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We give a general overview of the high-frequency regime in periodically driven systems and identify
three distinct classes of driving protocols in which the infinite-frequency Floquet Hamiltonian is not
equal to the time-averaged Hamiltonian. These classes cover systems, such as the Kapitza pendu-
lum, the Harper-Hofstadter model of neutral atoms in a magnetic field, the Haldane Floquet Chern
insulator and others. In all setups considered, we discuss both the infinite-frequency limit and the
leading finite-frequency corrections to the Floquet Hamiltonian. We provide a short overview of Flo-
quet theory focusing on the gauge structure associated with the choice of stroboscopic frame and the
differences between stroboscopic and non-stroboscopic dynamics. In the latter case one has to work
with dressed operators representing observables and a dressed density matrix. We also comment on
the application of Floquet Theory to systems described by static Hamiltonians with well-separated
energy scales and, in particular, discuss parallels between the inverse-frequency expansion and the
Schrieffer-Wolff transformation extending the latter to driven systems.
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1. Introduction
Periodically driven systems have a long history, one paradigmatic example being the
kicked-Rotor model of a particle moving on a ring subject to time-periodic ‘kicks’ [1],
which realizes the famous Chirikov standard map [2] and the Kapitza pendulum [3]. The
behavior of such systems is very rich - they can display interesting integrability-to-chaos
transitions, as well as counter-intuitive effects, such as dynamical localization [4–13] and
dynamical stabilization [3, 14, 15]. The latter manifests itself in reduced ionisation rates in
atomic systems irradiated by electromagnetic fields in the regime of high frequencies and
high intensities [16–21], or as diminished spreading of wave packets in systems subject to
periodic driving [22, 23]. The consequences of an AC-drive for quantum phase transitions
have been investigated in a variety of models [24–27], such as the Dicke model [24] and the
Ising model [25]. The modification of transport properties in periodically driven systems
has been the subject of multiple studies, too [28–33].
In the recent years, it has been shown that periodic perturbations can be used as a flexi-
ble experimental knob to realize new phases not accessible in equilibrium systems [34–37],
synthetic (engineered) matter [38–54], and quantum motors, which are similar to a quan-
tum ratchet [55, 56]. This new line of research, which can be termed ‘Floquet engineering’,
has motivated a renaissance of interest in periodically driven systems. Floquet systems
2
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(a)
(b)
Figure 1. (Color online) The application of a high-frequency periodic perturbation to a static Hamiltonian,
(a), may lead to the emergence of an effective high-frequency Hamiltonian with renormalized parameters (b). The
purpose of this review is to discuss under which conditions this is possible, and what types of effective Hamiltonians
can be engineered in this way.
also naturally appear in digital quantum computation schemes, where one implements a
continuous unitary evolution by effectively ‘trotterizing’ it [57, 58].
Periodic perturbations arise naturally in many experimental setups. Examples include
irradiating materials with electromagnetic waves, testing the response of a system to
periodic currents or to mechanical shaking and deformations. Periodic driving protocols
also appear in non-driven systems, after a transformation into a rotating frame, which
typically results in the emergence of fast oscillating terms in the Hamiltonian.
In the simplest case, one considers a single monochromatic driving protocol, charac-
terized by a coupling strength (driving amplitude), and a single frequency Ω = 2pi/T .
The dynamics of the periodically driven systems can be highly complex even in few-
body systems. Usually, it can be analyzed in the two extreme regimes of slow and fast
driving. In the former regime, the system almost adiabatically follows the instantaneous
Hamiltonian. In the latter regime, where the driving frequency is fast compared to the
natural frequencies of the non-driven model, the system typically feels an effective static
potential, which can depend on the driving amplitude, c.f. Fig. 1. If one deviates from
either of these limits, one expects that sufficiently complex systems would heat up, and
eventually reach infinite temperature in the absence of a coupling to a heat bath. This
has been confirmed numerically and analytically in different setups [59–65].
Away from the adiabatic limit, the analysis of periodically driven systems often relies on
the Floquet theorem, which is very similar to the Bloch theorem in quantum mechanics.
In its most general form, it states that one can write the evolution operator as
U(t2, t1) = e
−iK(t2)e−iHˆF (t1−t2)eiK(t1), (1)
where K(t) = K(t+T ) is a periodic hermitian operator, and HˆF is the time-independent
Floquet Hamiltonian. In fact, the choices of the periodic operator K and the Floquet
Hamiltonian HˆF are not unique, and there is some freedom in defining them. As we shall
3
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Figure 2. (Color online). Schematic representation of the parameter space of periodically driven systems. In this
work we consider a setup in which the amplitude of the driving scales with the frequency, i.e. A ∼ Ω. In the
infinite-frequency limit we obtain a well-defined local Floquet Hamiltonian which is qualitatively different from
the time-averaged Hamiltonian. For example, in the case of the Kapitza pendulum, the Floquet Hamiltonian allows
for oscillations around the upright position, a phenomenon known as dynamical stabilization (see Sec. 5).
discuss in the next section, different choices correspond to different gauges. There can
be several convenient gauge choices, depending on the details of the setup. Despite being
equivalent, these gauge choices can lead to different approximation schemes.
The formulation of Floquet’s theorem simplifies if one observes the system stroboscop-
ically, i.e. at times t2 = t1 + nT , where nT is the stroboscopic time measured in units of
the driving period. In this case the operators K(t2) and K(t1) are identical, and the full
evolution operator is equivalent to the evolution of the system generated by the static
Hamiltonian HF [t1] = exp[−iK(t1)]HˆF exp[iK(t1)].
In general, it is not possible to evaluate HˆF , and K(t) explicitly, and one has to
rely on approximations [5, 53, 54, 66–71]. Moreover, in macroscopic systems, there is
no guarantee that HˆF is a local physical Hamiltonian. In fact, in the case of generic
interacting systems, a local HˆF might not exist [63]. In such situations, the dynamics of
the system can be completely chaotic and the Floquet theorem is not particularly useful.
An important limit, where the Floquet Hamiltonian can be defined at least perturba-
tively, corresponds to the fast driving regime, in which the driving frequency is larger than
any natural energy scale in the problem. Then the driving does not couple resonantly to
the slow degrees of freedom, but rather results in renormalization and dressing of the low-
energy Hamiltonian. In many instances the Floquet Hamiltonian in the high-frequency
limit is simply the time-averaged Hamiltonian, 1T
∫ T
0 H(t)dt. But there are important
exceptions, in which the Floquet Hamiltonian is not given by 1T
∫ T
0 H(t)dt, even in the
infinite-frequency limit. These situations are of particular interest since the system can
display interesting and counterintuitive behavior, such as dynamical stabilization, as it
happens in the Kapitza pendulum [15]. Such situations naturally occur, for instance,
when the amplitude of the driving is proportional to a power of the driving frequency,
c.f. Fig. 2. This was the case in recent experimental realisation of the Harper-Hofstadter
4
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Hamiltonian [47, 48, 50, 72], and the Haldane Chern insulator [41]1 using cold atoms. A
general understanding of such nontrivial limits is the main purpose of the present work.
Of course, in real systems the infinite-frequency limit is a mathematical abstraction.
Typically, as one increases the driving frequency, new degrees of freedom can enter the
game. Examples include internal molecular or atomic resonances in solid state systems
or intra-band transitions in cold atom systems confined in optical lattices. Thus, one
always deals with finite driving frequencies, which could still be larger than any natural
frequency of the non-driven system. In such situations, the infinite-frequency limit of the
Floquet Hamiltonian can be a good reference point, but finite-frequency corrections can
still be significant. For this reason, in this work we discuss both the infinite-frequency
limit of various model Hamiltonians, and the leading Ω−1-corrections [73].
The main purpose of this review is to discuss different generic scenarios, where one
can engineer non-trivial Floquet Hamiltonians in the high-frequency limit. While these
scenarios are not exhaustive, they cover a large class of driving protocols, and identify
possible routes for finding new interesting Floquet systems. We shall refer to the different
classes of driving protocols corresponding to these scenarios as (i) Kapitza class: the
Hamiltonian is quadratic in momentum, and the driving potential couples only to the
coordinates of the particles (either as an external potential or through the interaction
term). (ii) Dirac class: same as the Kapitza class but for the system with relativistic
linear dispersion such as graphene. (iii) Dunlap-Kenkre (DK) class: the periodic drive
couples to a single particle potential such as a periodically driven external electric or
magnetic field. In the DK class the dispersion relation between particles is not restricted.
These classes are not mutually exclusive, e.g. there is a clear overlap between the Kapitza
class and the DK class if one drives a system of non-relativistic particles by an external
field, and a similar overlap exists between the Dirac class and the DK class for particles
with a relativistic dispersion.
We shall argue that, in models belonging to these three classes, the Floquet Hamil-
tonian has a nontrivial high-frequency limit, which is different from the time-averaged
Hamiltonian allowing the systems to display new, qualitatively different features. These
non-trivial limits can be used as a tool to realize synthetic matter, i.e. matter with
specific engineered properties. On the theoretical side, we justify the existence of stable
high-frequency fixed points in Ω-space, whose physics is governed by a well-defined
effective (local) Hamiltonian. Although such fixed-point Hamiltonians may never
be accessible experimentally, they provide a good reference point in many realistic
situations. Moreover, the corrections to the effective Hamiltonian, which we also discuss
in detail, allow one to estimate the finite-frequency effects for particular setups, and find
the regimes where these corrections are negligible. We stress that these non-trivial limits
exist even for driven ergodic interacting many-particle systems, though interactions
often lead to additional finite-frequency corrections to the effective Hamiltonian, which
may ultimately result in faster heating rates.
This review is organized as follows.
• In Section 2 we review some general properties of Floquet’s theory. We define the
stroboscopic Floquet Hamiltonian and the associated concept of the Floquet gauge.
Then we introduce the more general non-stroboscopic Floquet Hamiltonian and the
notion of the kick operator. We illustrate these concepts using an exactly solvable
model of a two-level system in a circularly polarized periodic drive. Finally we intro-
duce the concept of the Floquet non-stroboscopic (FNS) and Floquet stroboscopic
1We note that the key equilibrium property of topological states, namely robustness against various small pertur-
bations, is not guaranteed to hold due to generic heating in ergodic driven systems [62–64].
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(FS) dynamics, and compare them. In particular, we explain how Floquet theory
extends to systems where the initial phase of the drive and/or the measurement
time fluctuate within the driving period.
• In Section 3 we briefly review the inverse-frequency Magnus expansion for the
stroboscopic Floquet Hamiltonian and a related but not equivalent expansion for
the effective Floquet Hamiltonian. We present the discussion both in the laboratory
(lab) and in the rotating frames. At the end of this section we briefly comment on
the convergence properties of the inverse-frequency expansion.
• Section 4 discusses applications of Floquet theory to static and driven Hamiltoni-
ans with large separation between energy levels. We show how one can derive the
rotating wave approximation (RWA) as the leading term in the inverse-frequency
expansion and how one can find systematic corrections to RWA. After discussing
the toy model of a static two-level system, we show that one can apply this expan-
sion to derive the Kondo model from the Anderson impurity model, and discuss
its relation to the well-established Schrieffer-Wolff transformation extending it to
driven systems. We conclude this section with the discussion of the RWA and
leading finite-frequency corrections applied to the Rabi model, going beyond the
Jaynes-Cummings Hamiltonian.
• In Section 5 we define the Kapitza driving class. We thoroughly analyze the pro-
totypical example of dynamical stabilization - the Kapitza pendulum. We derive
the leading corrections to the infinite-frequency Hamiltonian as well as the dressed
observables and the dressed density matrix appearing in FNS dynamics. At the
end of this section we discuss higher-dimensional and many-body generalizations
of the Kapitza model.
• In Section 6 we define and study the Dirac class, which describes relativistic systems
with a linear dispersion. We derive the infinite-frequency Hamiltonian and describe
some interesting effects, such as a dynamically generated spin-orbit coupling. We
show that in this class the leading 1/Ω corrections to the infinite-frequency Hamil-
tonian vanish and the first non-zero corrections are of order 1/Ω2, suggesting that
the systems in this class are more robust against heating.
• In Section 7, we define the Dunlap-Kenkre (DK) driving class, which includes pe-
riodically driven tight-binding models. We begin by studying the shaken bosonic
chain, and demonstrate the consequences of FS and FNS dynamics for different ob-
servables. Afterwards, we derive the leading corrections to the Harper-Hofstadter
Hamiltonian, and the driven Fermi-Hubbard model relevant for Floquet topolog-
ical insulators. Finally, we briefly discuss some spin Hamiltonians which can be
implemented in existing nuclear magnetic resonance setups.
• In Section 8 we give the summary of this review and an outlook to some open
problems.
2. Floquet Theory. Stroboscopic and Non-Stroboscopic Time Evolution.
In this section we review Floquet’s Theorem. We shall use the language of quantum
mechanics but, as it becomes apparent later on in the next section, all results have a
well-defined classical limit. Unless otherwise stated, we shall work in units of ~ = 1.
2.1. The Stroboscopic Floquet Hamiltonian and the P -Operator.
Let us consider a dynamical process in which the Hamiltonian depends periodically on
time, e.g. through a periodically modulated coupling constant. This means that the
6
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time t1
t
t2
nT
 t0
nT
 t0 ‘
Figure 3. (Color online) Floquet gauge: the system evolves from time t1 to time t2. The stroboscopic evolution
starts at time t0 which can be chosen to be anywhere within the first period [t1, t1 +T ). The choice of the Floquet
gauge, i.e. the choice of t0, in general affects the form of the stroboscopic Floquet Hamiltonian HF [t0] (see text).
evolution operator defined as
U(t2, t1) = Tt exp
[
−i
∫ t2
t1
H(t˜)dt˜
]
=
∏
j: t1≤t˜j≤t2
e−iH(t˜j)(t˜j+1−t˜j) (2)
is invariant under discrete translations in time (t1, t2) → (t1 + nT, t2 + nT ), where n
is an integer. The factorization (group) property of the evolution operator, U(t2, t1) =
U(t2, t
′)U(t′, t1) for arbitrary t′, implies that U(t0 + 2T, t0) = U(t0 + 2T, t0 + T )U(t0 +
T, t0) = U(t0 + T, t0)
2, which generalizes to
U(t0 + nT, t0) = U(t0 + T, t0)
n. (3)
It is convenient to formally define the evolution within one period as an evolution with
the time-independent stroboscopic Floquet Hamiltonian HF [t0]:
U(t0 + T, t0) = exp [−iHF [t0]T ] . (4)
This representation is always possible because U(t0 + T, t0) is a unitary operator. The
stroboscopic Floquet Hamiltonian HF [t0] defined in this way depends on the choice of the
time t0 which defines the beginning of the stroboscopic driving period. This is a gauge
choice, and it is completely arbitrary. To avoid confusion with general gauge transforma-
tions, related to the arbitrary choice of basis, we shall term the gauge associated with
the choice of t0 the Floquet gauge. Very often, one chooses a particular Floquet gauge, in
which the Floquet Hamiltonian assumes its simplest form. This often happens when t0
is a symmetric point of the driving protocol. For example, if the driving field is cos Ωt,
it is often convenient to choose t0 = 0.
It becomes clear from Fig. 3 that for arbitrary times t1 and t2 the evolution operator
can always be written as
U(t2, t1) = U(t2, t0 + nT ) exp [−iHF [t0]nT ]U(t0, t1). (5)
The initial and final evolution operators U(t0, t1) and U(t2, t0 + nT ) effectively occur
7
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during small intervals of time δt1 = (t1 − t0) and δt2 = (t2 − nT − t0) which can
always be chosen such that δt1 ∈ [−T, 0] and δt2 ∈ [0, T ]. The operators U(t0, t1) and
U(t2, t0 +nT ) are necessary to bring the time from the initial point of the evolution t1 to
t0, and from the last full period t0 +nT to the final point of evolution t2. By construction
U(t0, t0) = 1 and U(t0 + T, t0) = exp[−iHF [t0]T ]. Now we can easily rewrite Eq. (5) in
the form of Floquet’s theorem by doing a simple trick
U(t2, t1) =U(t2, t0 + nT )e
iHF [t0](t2−t0−nT )e−iHF [t0](t2−t0−nT )e−iHF [t0]nT×
× e−iHF [t0](t0−t1)eiHF [t0](t0−t1)U(t0, t1) =
=P (t2, t0)e
−iHF [t0](t2−t1)P †(t1, t0) = e−iKF [t0](t2)e−iHF [t0](t2−t1)eiKF [t0](t1)
(6)
where we have defined the fast motion unitary operator P :
P (t2, t0) ≡ U(t2, t0)eiHF [t0](t2−t0) ≡ e−iKF [t0](t2), (7)
and the last equality defines the stroboscopic kick operator KF [t0](t) which depends
explicitly on the Floquet gauge t0. Note that, with the above definition, the operator
P is periodic P (t2 + nT, t0) = P (t2, t0 + nT ) = P (t2, t0) and, by construction, it also
satisfies the property P (t0 +nT, t0) = 1, for an arbitrary integer n. This means that the
stroboscopic kick operator reduces to zero at stroboscopic times, i.e. KF [t0](t0 +nT ) = 0.
From Eq. (7) it immediately follows that KF [t0](t) = i log[P (t, t0)].
Floquet’s theorem can be simplified by choosing t0 to coincide with either t1 or t2, thus
eliminating one of the two P -operators. However, this simplification can be somewhat
deceptive, because in these cases, the Floquet Hamiltonian is tied to the initial (final)
times of the evolution, and its definition continuously changes with one of those times.
Since in experiments, especially in the high-frequency limit, both the initial time and the
final (measurement) time often fluctuate within a period, it is more convenient to tie the
Floquet Hamiltonian to some fixed Floquet gauge t0, independent of both t1 and t2.
From Eqs. (4) and (5) together with the factorization property of the evolution operator
it becomes clear that the choice of t0, defining the Floquet Hamiltonian, is indeed a gauge
choice. To see this, we write the evolution operator U(t0 + nT, t0) in two different (but
equivalent) ways:
U(t0 + nT, t0) = e
−iHF [t0]nT = U †(t0 + δt0, t0)e−iHF [t0+δt0]nTU(t0 + δt0, t0). (8)
This is equivalent to the gauge transformation of the Floquet Hamiltonian
HF [t0 + δt0] = U(t0 + δt0, t0)HF [t0]U
†(t0 + δt0, t0),
= P (t0 + δt0, t0)HF [t0]P
†(t0 + δt0, t0). (9)
As expected, this Floquet gauge is periodic and continuous, such that HF [t0 + T ] =
HF [t0].
Let us also point out that one can rewrite Floquet’s theorem in a differential form [6,
69, 74]. Indeed, on the one hand, for any Hamiltonian evolution one can write
i∂t2U(t2, t1) = H(t2)U(t2, t1). (10)
8
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On the other hand, using Eq. (6) we arrive at
i∂t2U(t2, t1) = (i∂t2P (t2, t0)) e
−iHF [t0](t2−t1)P †(t1, t0)
+ P (t2, t0)HF [t0]e
−iHF [t0](t2−t1)P †(t1, t0).
Equating these two expressions, we find
HF [t0] = P
†(t2, t0)H(t2)P (t2, t0)− iP †(t2, t0)∂t2P (t2, t0) (11)
or, equivalently,
H(t2) = P (t2, t0)HF [t0]P
†(t2, t0) + i (∂t2P (t2, t0)) P
†(t2, t0). (12)
Equation (11) can be viewed as a statement of the existence of a periodic operator
P such that the RHS of this equation is time-independent. Very often, in the literature
this equation is used as a starting point to find the Floquet Hamiltonian iteratively [6,
66, 69, 74]. Due to the gauge freedom associated with the choice of t0, the solution
of this equation is not unique, but all solutions are gauge-equivalent. Another possible
application of Eq. (12) is that it allows one to do ‘reverse-engineering’. Once the Floquet
Hamiltonian HF [t0] and the periodic operator P (t, t0) with interesting properties are
chosen, one can use Eq. (12) to determine which time-dependent driving protocol H(t)
needs to be experimentally implemented to realize those properties.
2.2. The Non-Stroboscopic Floquet Hamiltonian and the Kick Operators.
In the previous section, we showed that one can choose a family of stroboscopic Floquet
Hamiltonians HF [t0], each one of which exactly describes the evolution operator at stro-
boscopic times U(t0 +nT, t0) = exp[−iHF [t0]nT ]. As we discussed in Sec. 2.1, the choice
of t0 is the Floquet gauge choice, and different stroboscopic Floquet Hamiltonians are
gauge equivalent. In other words, by choosing one member of this family and applying
to it the gauge transformation using the P -operator, one can obtain all other Floquet
Hamiltonians from this family, c.f. Eq. (9).
On the other hand, because t0 is a gauge choice, all these Hamiltonians are also gauge-
equivalent to some fixed Floquet Hamiltonian HˆF , which is t0 independent. Therefore,
there exists a family of Hermitian operators K(t0) which, following Ref. [71], we call kick
operators, such that
HˆF = e
iK(t0)HF [t0] e
−iK(t0), (13)
or equivalently
HF [t0] = e
−iK(t0)HˆF eiK(t0). (14)
From now on we shall always reserve the hat to indicate some fixed Floquet Hamiltonian
HˆF and the notation HF [t0] to indicate the stroboscopic Floquet Hamiltonian introduced
in the previous section. By construction, the kick operator carries all the Floquet-gauge
dependence, and it is periodic in time:K(t0+nT ) = K(t0). Moreover the Hamiltonian HˆF
is explicitly Floquet-gauge independent. If K(t0) is the zero operator 0 at any time t0 ∈
[0, T ) then, following Eq. (13), HˆF coincides with the stroboscopic Floquet Hamiltonian
HF [t0]. However, if this is not the case then HˆF does not describe the stroboscopic
9
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evolution for any choice of t0. It is clear from Eqs. (13) and (14) that the kick operator
and the fixed Floquet Hamiltonian are not completely independent. Usually, one uses
the freedom in the definition of the kick operator to obtain HˆF in its simplest form.
Developing separate inverse-frequency expansions for HˆF and the kick operator K(t0)
allows one to separate the Floquet-gauge independent terms, which determine the fixed
Floquet Hamiltonian, from the Floquet-gauge dependent terms, which are all part of the
kick operator. The latter are also responsible for the effect of the Floquet gauge on the
initial state and the observables under consideration. There is a particularly convenient
choice of HˆF , which is typically termed the effective Hamiltonian [5, 6, 53, 54, 71] and
it is indicated by Heff , which we discuss below in Sec. 3.
It is straightforward to find the relation between the kick operator K and the fast-
motion operator P . Namely, substituting Eq. (14) into Eq. (9) we find
HF [t0 + δt0] = P (t0 + δt0, t0)HF [t0]P
†(t0 + δt0, t0)
= P (t0 + δt0, t0)e
−iK(t0)HˆF eiK(t0)P †(t0 + δt0, t0).
On the other hand, by construction
HF [t0 + δt0] = e
−iK(t0+δt0)HˆF eiK(t0+δt0).
Since δt0 is arbitrary, we see from these two equations that the kick operator and the
fast-motion operator are not independent:
P (t, t0) = e
−iK(t)eiK(t0) = e−iKF [t0](t). (15)
Hence, similarly to the fast-motion operator P , the kick operator K describes the dy-
namics of the system within the driving period [71]. We stress that the stroboscopic kick
operator KF [t0](t) is different from the kick operator K(t). From Eq. (15) it follows that
if the kick operator K(t0) vanishes for some particular value of t0 (and as a consequence
HˆF describes stroboscopic dynamics) then the kick operator becomes identical to the
stroboscopic kick operator, i.e. K(t) = KF [t0](t). Using Eq. (15) and Eq. (13) we can
rewrite the evolution operator in Eq. (6) as
U(t2, t1) =e
−iK(t2)eiK(t0)e−iHF [t0](t2−t1)e−iK(t0)eiK(t1)
=e−iK(t2)e−iHˆF (t2−t1)eiK(t1),
(16)
which is precisely the form of Floquet’s theorem introduced in Eq. (1).
In the next section, we discuss an example and calculate explicitly both the stroboscopic
Floquet Hamiltonian HF [t0] and the effective Floquet Hamiltonian Heff.
2.3. A Two-Level System in a Circularly Driven Magnetic Field.
Let us illustrate the construction above using the simple example of a two-level system
in a rotating magnetic field:
H(t) = Bzσz +B‖ (σx cos Ωt+ σy sin Ωt) . (17)
Not surprisingly this problem becomes time-independent after a transformation to a
rotating frame. The evolution operator in the original (lab) frame can be evaluated by
first going into the rotating reference frame, where the Hamiltonian is time-independent
10
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(and therefore the evolution is simple), and then transforming back to the lab reference
frame:
U(t2, t1) = V (t2, t0) e
−iHrot [t0](t2−t1) V †(t1, t0). (18)
where V (t, t0) = exp
[−iσz2 Ω(t− t0)] is the operator which transforms from the rotating
frame into the lab frame and the Hamiltonian in the rotating frame is:
Hrot[t0] = V
†(t, t0)H(t)V (t, t0)− iV †(t, t0)V˙ (t, t0)
= Bzσz +B‖ (σx cos Ωt0 + σy sin Ωt0)−
Ω
2
σz. (19)
Equation (18) for the evolution operator resembles the Floquet ansatz (6) with the
only caveat that the function V (t, t0) is periodic with twice the period of the driving.
This is however not a problem since the correct periodicity can be easily restored by
redefining the operator V : V (t, t0)→ V˜ (t, t0) = V (t, t0) exp[−iΩt/2]. More importantly,
the eigenvalues of Hrot[t0], ±rot, where
rot =
√
(Bz − Ω/2)2 +B2‖ , (20)
diverge in the high frequency limit, while naively one would expect that for Ω → ∞
the Floquet Hamiltonian reduces to the time-averaged Hamiltonian 1T
∫ T
0 H(t)dt = Bzσz
whose energies do not diverge as Ω→∞.
Before showing how to fix this issue, we mention that the discussion here is not limited
to two-level systems and the transformation to the rotating frame can be performed
for any spin using the operator V (t) = exp [−iL ·Ω t], where L is the total angular
momentum. Obviously, doing a transformation to the rotating frame helps only, if the
stationary part of the Hamiltonian is rotationally invariant. Otherwise, Floquet’s theory
tells us that Eq. (6) still applies but the stroboscopic Floquet Hamiltonian HF [t0] is not
directly related to the Hamiltonian in the rotating reference frame.
In certain situations one can completely eliminate the time dependence of the lab-
frame Hamiltonian, and find HF [t0] by performing two consecutive transformations in
two rotating frames [75]. In general, however, HF [t0] can only be written through an
infinite series of transformations. In Refs. [6, 66, 74] it was realized that the operator P
can be interpreted as a quantum analogue of the generating function of a canonical trans-
formation, and HF [t0] - as the Hamiltonian in the new reference frame (see Eq. (11)).
Therefore, Floquet’s theorem could be stated as follows. For any time-periodic Hamilto-
nian, there exist infinitely many reference frames in which the time evolution is generated
by a time-independent Hamiltonian. Unfortunately, in general, it is not possible to find
the transformation from the lab to these new reference frames explicitly.
We now show how to obtain the exact Floquet Hamiltonian and fast-motion operator
P for this problem. We start by noting the identity
exp (−iHF [t0]2T ) = U(t0 + 2T, t0) = exp
(−iHrot[t0]2T ) , (21)
from which it is clear that HF [t0] and H
rot[t0] share the same eigenstates while their
eigenvalues can only differ by a shift ±Ω/2. We fix the Floquet energies ±F by requiring
that they do not diverge when Ω→∞, i.e.:
F =
(
rot − Ω
2
)
= rot
(
1− Ω
2rot
)
.
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If S is a unitary matrix diagonalizing Hrot[t0], such that SH
rot[t0]S
† = rotσz then it is
clear that the stroboscopic Floquet Hamiltonian, which does not suffer from the infinite-
frequency divergence is
HF [t0] = S
† F σz S =
(
1− Ω
2rot
)
Hrot[t0]. (22)
From Eq. (18), the Floquet ansatz in Eq. (6), and the relation between HF [t0] and H
rot[t0]
in Eq. (21) it immediately follows that the fast-motion operator P is a composition of
two rotations in spin space:
P (t, t0) = exp
[
−iσz
2
Ω(t− t0)
]
exp
[
−iH
rot[t0]
2rot
Ω(t− t0)
]
. (23)
Equations (22) and (23), together with Eqs. (19) and (20) provide the explicit solution
for the Floquet Hamiltonian and the fast-motion operator. Note that, as required, P
is periodic with period T = 2pi/Ω, and reduces to the identity at stroboscopic times,
i.e. P (t0 + nT, t0) = 1. The stroboscopic kick operator is KF [t0](t) = i log(P (t, t0)).
Finally, as we explain in Sec. 2.2, there exists yet another natural choice for HˆF . It is
equivalent to choosing the effective Hamiltonian: Heff , where
Heff =
(
Ω
2
− rot
)
σz,
Keff(t) =
α− pi
2
(−σx sin Ωt+ σy cos Ωt) , cosα = Bz − Ω/2
rot
, sinα =
B‖
rot
. (24)
Note that in the high frequency limit, Ω > 2Bz, with our convention α→ pi as B‖ → 0.
One can check that the operator Keff(t0) is the generator of the gauge transformation
between HF [t0] and Heff , (c.f. Eq. (14)), i.e. Heff = e
iKeff(t0)HF [t0]e
−iKeff(t0). According to
Eq. (1), in this representation (which we call the effective picture) the evolution operator
reads
U(t2, t1) = e
−iKeff(t2)e−iHeff(t2−t1)eiKeff(t1). (25)
The effective HamiltonianHeff is clearly non-stroboscopic becauseK(t) does not vanish at
any moment of time. This is a general feature of the effective kick operator for circularly-
polarised drives.
The analysis above can be extended to more complex rotating setups. However, finding
the properly folded Floquet Hamiltonian can, in general, be a formidable task, since it
requires the knowledge of the spectrum of Hrot[t0], which may be quite complicated if
the system is interacting. In the next section, we shall discuss how one can perturbatively
construct Floquet Hamiltonians, which have well-behaved infinite-frequency limits.
2.4. Stroboscopic versus Non-stroboscopic Dynamics.
Following the discussion in Secs. 2.1 and 2.2, the evolution operator can be written as
the exponential of the Floquet Hamiltonian, sandwiched between two periodic unitary
operators in two equivalent ways, c.f. Eq. (6) and Eq. (16):
U(t2, t1) = e
−iK(t2)e−iHˆF (t2−t1)eiK(t1) = e−iKF [t0](t2)e−iHF [t0](t2−t1)eiKF [t0](t1).
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nT
 t0+nT t0
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nT
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Figure 4. Floquet stroboscopic (FS) vs. Floquet non-stroboscopic (FNS) evolution. (a) In the FS scheme the
driving is initialized at time t0 = 0 when the stroboscopic frame starts and the measurement is performed after
exactly n periods at time nT . (b) In the FNS scheme the driving is initiated at time t1, the stroboscopic evolution
begins at t0 and the measurement is carried out at time t2 within the (n+1)-st driving period. In the FNS scheme,
the initial density matrix and the expectation values of the observables are obtained by averaging over δt1 and
δt2.
We now use this observation to find the expectation values of observables. To simplify
the discussion, we shall focus only on equal-time expectation values. The generalization
to nonequal-time correlation functions is straightforward2.
Consider an observable O(t2) in the Heisenberg picture, where it explicitly depends
on time. Also, let us assume that initially (at time t1) the system is prepared in some
state described by the density matrix ρ, which in the Heisenberg picture remains time-
2We focus on the representation of the evolution operator through the kick operators K(t) and the Floquet
Hamiltonian HˆF . The equivalent expressions in terms of KF [t0](t) and HF [t0] can be obtained by the simple
replacement K(t)→ KF [t0](t) and HˆF → HF [t0]. Moreover, using Eq. (15), it is immediate to transform all the
expressions in the language of the fast motion operator P (t, t0).
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independent. Then
〈O(t2)〉 = Tr
(
ρU †(t2, t1)OU(t2, t1)
)
= Tr
(
ρe−iK(t1)eiHˆF (t2−t1)eiK(t2)Oe−iK(t2)e−iHˆF (t2−t1)eiK(t1)
)
= Tr
(
eiK(t1)ρe−iK(t1)eiHˆF (t2−t1)eiK(t2)Oe−iK(t2)e−iHˆF (t2−t1)
)
.
(26)
We see that the dynamics of the system is solely generated by the Floquet Hamiltonian
if we properly identify a new density matrix and a new observable as
ρ→ eiK(t1)ρ e−iK(t1), O → eiK(t2)O e−iK(t2). (27)
The operators K(t1) and K(t2) can be viewed as time-dependent gauge transformations
applied to the initial density matrix (wave function) and the observable. The main dif-
ference with the conventional gauge transformation is that the density matrix and the
observable are transformed differently unless t2 − t1 = nT . In Ref. [71] the generators of
these transformations were termed the initial and the final ‘kicks’. As we showed, these
operators are periodic.
The simplest case, which is often discussed in the literature, is when the initial time t1
coincides with t0, and the final time is t2 = t0 +nT (see Fig. 4, Panel (a)). This condition
defines the so-called Floquet stroboscopic (FS) dynamics. In this setup, it is convenient
to use the stroboscopic kick operators KF [t0](t1) and KF [t0](t2) which vanish identically
at times t1 and t2, as defined above. As a consequence, the operators ρ and O are not
modified and the evolution is generated by the stroboscopic Hamiltonian HF [t0]. Some-
times, analyzing such FS dynamics is sufficient for describing the whole time evolution.
This happens, for example, when the observable and the initial density matrix do not
change significantly within a period. The FS dynamics can also be described in terms
of the non-stroboscopic kick operator K(t) and non stroboscopic Floquet Hamiltonian
HˆF . Then one has to include the effect of the kick operator K(t0) on the observables and
the density matrix [see Eq. (27)]. In this case, the gauge transformations for the density
matrix and the observable are identically given by the same operator K(t0), which is
equivalent to the standard static global gauge transformation.
Another common setup, which naturally occurs in experiments, emerges if the initial
time of the driving t1 (which is equivalent to the driving phase) and the measurement time
t2 are random variables which fluctuate independently. We name this scenario Floquet
non-stroboscopic (FNS) dynamics. In this case, one has to average the expectation value
of O(t) over the intervals δt1 and δt2 (c.f. Fig. 4, Panel (b)). From Eq. (26) it becomes
clear that this averaging procedure affects both the density matrix and the observable.
One can also consider other schemes, where e.g. the initial phase is deterministic but
the measurement time is random, or conversely the initial phase is random but the
measurement is locked to the phase of the drive. We shall not consider such situations
but from our discussion it will become clear how one can find the appropriate density
matrix and the observable.
In order to obtain an accurate description of the FNS evolution, one needs to average
the density matrix and the operator in Eq. (26) with respect to the uncertainty in t1 and
t2:
ρ = eiK(t1)ρ e−iK(t1), O = eiK(t2)O e−iK(t2), (28)
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where the bar implies averaging over some, say Gaussian, distribution for t1,2. Further,
because K(t) is a periodic operator, the averaging over t1 and t2 becomes equivalent
to averaging over one period if the width of the distribution becomes larger than the
driving period. In the following, we shall focus on this situation. Then the whole time
evolution is effectively described by the quench to the Floquet Hamiltonian starting
from the dressed density matrix ρ instead of ρ and measuring the dressed operator O
instead of O. There is a certain care needed in precisely understanding this statement.
We assumed that t1, t2 and t = t2 − t1 are statistically independent variables, which is
clearly not the case. However, they become effectively independent when the total time t
is much larger than the uncertainty in both t1 and t2. Intuitively, one can understand this
averaging procedure using a time-scale separation argument. In the high-frequency limit,
the periodic kick operator K(t) is responsible for the fast dynamics, while the Floquet
Hamiltonian HˆF governs the slow dynamics. Therefore when averaging over t1,2, provided
that t = t2 − t1 is much larger than the uncertainty in both t1 and t2, one can assume
that the operator exp[−iHˆF (t2 − t1)] in (26) is practically unchanged and the averaging
procedure only affects the observables and the density matrix (see (28)). Finally, notice
that, by construction, ρ does not depend on the initial phase of the drive since it is
averaged over a full cycle. Similarly O does not depend on the final measurement time.
Note that, even if one starts from a pure state described by a wave function, in the
FNS scheme, averaging over t1 typically generates a mixed state. In this sense, the initial
uncertainty in the initial time t1 plays a similar role to temperature since both broaden
the initial density matrix. Intuitively, the difference between ρ and ρ is determined by
how much the density matrix changes within one period. Similarly, the difference between
O and O can be large or small, depending on how much the observable changes within
one period.
The dressed operators have some unusual properties. In particular, from the defini-
tion it becomes clear that O2 6= (O)2, e.g. in the rotating spin example σ2x = 1 6= (σx)2,
c.f. Sec. 2.4.2. Another example illustrating this property of dressed operators is discussed
in detail in Sec. 5.4, Eq. (115). We also observe that, in the high-frequency limit, the
dressed operators satisfy the Heisenberg equations of motion with the Floquet Hamilto-
nian. Indeed, let us consider the Heisenberg equation of motion for some operator O(t).
Using the Floquet ansatz (16) and ignoring the kick operator at t1 because it only dresses
the density matrix, we obtain:
i∂tO(t) = i∂t
(
eiHˆF (t−t1)eiK(t)Oe−iK(t)e−iHˆF (t−t1)
)
= eiHˆF (t−t1)[eiK(t)Oe−iK(t), HˆF ]e−iHˆF (t−t1) + ieiHˆF (t−t1)∂t
(
eiK(t)Oe−iK(t)
)
e−iHˆF (t−t1).
(29)
We can average both sides of this equation over a period w.r.t. the time t assuming, as
before, that it is independent of the total time interval t− t1. The last term in Eq. (29)
vanishes, since the average of a derivative of a periodic function is zero. As a result we
find
i∂tO = i∂tO(t) = [O(t), HˆF ]. (30)
where we have defined the Heisenberg picture of the dressed operator
O(t) = eiHˆF (t−t1)Oe−iHˆF (t−t1)
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This equation is the Heisenberg equation of motion for the dressed operator. The left
equality in Eq. (30) is similar to the Hellmann-Feynman theorem, in which the average
over the quantum state plays a role analogous to the average over the period.
If O represents a conserved quantity, then we can define an associated current JO
through
∂tO(t) +∇ · JO(t) = 0. (31)
Averaging both sides of this equation over time and using Eq. (30), we see that the time
average of the current operator must represent the dressed current JO governing the
slow evolution of O:
∂tO +∇ · JO(t) = 0, (32)
where
JO = eiK(t)JO e−iK(t), (33)
Thus, both in numerical simulations and in experiments, in order to measure the cur-
rent associated with the Floquet Hamiltonian one has to appropriately dress the current
operator using the FNS averaging. In contrast, the current evaluated at some fixed stro-
boscopic time t = nT will be a different object, involving both information about the
Floquet evolution governed by HˆF , and an additional contribution related to the deriva-
tives of the kick operator (the last term in Eq. (29)). We shall return to this issue as well
as to general differences between FS and FNS dynamics later on, when we discuss specific
examples. We shall show that, using stroboscopic measurements, one cannot obtain the
current corresponding to the Floquet Hamiltonian at any driving frequency whenever
the latter contains a gauge field. On the other hand, implementing the FNS scheme and
averaging the expectation values over the driving period, the Floquet current can be
obtained in the high-frequency limit, c.f. Sec. 7.1. Recently, it was proposed to detect the
topological character of the ground state in fermionic systems by measuring the mag-
netisation of a finite-size sample due to the chiral currents flowing at the edges [76]. This
proposal explicitly made use of the FNS measurement.
2.4.1. Stroboscopic and Non-Stroboscopic Dynamics for an Adiabatic Ramping of the
Drive.
Although in this review we focus on “sudden Floquet quenches”, where the system is
prepared at some definite state at the initial time t1, let us briefly discuss what hap-
pens in the “Floquet adiabatic ramp”, where e.g. the amplitude of the drive is slowly
increased from zero to the finite value. While in the thermodynamic limit, adiabaticity
in interacting periodically-driven systems is conjectured to be absent due to the appear-
ance of densely distributed avoided crossings in the Floquet spectrum [77], the general
understanding of adiabaticity in the experimentally-relevant finite-size systems is still
a subject of an active research, because the local Floquet Hamiltonian in systems with
unbounded energy spectrum might not exist (see Sec. 3.5). However, in simple setups of
finite-size systems with few degrees of freedom, or noninteracting systems it is possible to
show that the adiabatic limit is well defined [78]. In particular, in Sec. 3.3 we show that
in the case of a driven two-level system, a slow ramping-up of the driving amplitude,
starting from the ground state3 of the non-driven Hamiltonian, results in the system
3By Floquet ground state we mean the adiabatically-connected Floquet state.
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following the ground state of the instantaneous stroboscopic Floquet Hamiltonian HF [t]
with a very good accuracy:
|ψ(t)〉 = |ψGS(HF [t])〉. (34)
Thus, all observables evaluated stroboscopically at times t0 + nT in this case are given
by the ground state expectation values of HF [t0]:
〈ψ(t0 + nT )|O|ψ(t0 + nT )〉 = 〈ψGS(HF [t0])|O|ψGS(HF [t0])〉. (35)
This statement has immediate consequences for the FNS dynamics, where the measure-
ment times are fluctuating within a period. We assume that, either the measurement is
done after the ramp is over, or that the dynamical phase accumulated due to the Flo-
quet quasi-energies is small. From the gauge equivalence of the Floquet Hamiltonians in
Eq. (13) we see that, up to an unimportant phase factor, Eq. (34) implies that
|ψ(t)〉 = e−iK(t)|ψGS(HˆF )〉,
where HˆF is an arbitrary fixed gauge Floquet Hamiltonian and K(t) is the corresponding
kick operator. Using this result it is straightforward to calculate the average over one
period of the expectation value of an observable O:
1
T
∫ t0+T
t0
dt〈ψ(t)|O|ψ(t)〉 = 1
T
∫ t0+T
t0
dt〈ψGS(HˆF )|eiK(t)Oe−iK(t)|ψGS(HˆF )〉
= 〈ψGS(HˆF )|O|ψGS(HˆF )〉. (36)
Since we average over the period, the result does not depend on t0. Note that instead
of the ground state in Eq. (36) one can use any other Floquet eigenstate. In other
words, if the system is in an eigenstate of the stroboscopic Floquet Hamiltonian, the
FNS expectation value of any observable can be found by evaluating the expectation
value of the dressed observable in the eigenstate of the fixed-gauge Floquet Hamiltonian.
We note that this statement should be understood with certain care. For example,
as we show in several examples, the dressed spin operators in the case of a driven two-
level system (Eq. (40)), and the dressed coordinate and momentum operators in the
example of the Kapitza pendulum (Eq. (114)), do not necessarily satisfy the canonical
commutation relations, nor the uncertainty principle. In Sec. 3.3, we illustrate the FS and
FNS evolution after an adiabatic ramping of the driving amplitude using the circularly
driven two-level system.
2.4.2. Non-Stroboscopic Evolution in the Two-Level-System.
Let us briefly illustrate the implications of FNS evolution for the driven spin example of
Sec. 2.3. Consider first the stroboscopic Floquet Hamiltonian
HF [0] =
(
1− Ω
2rot
)
Hrot, Hrot =
[
(Bz − Ω/2)σz +B‖σx
]
,
e−iKF [0](t) = exp
(
−iσz
2
Ωt
)
exp
(
−iH
rot
2rot
Ωt
)
. (37)
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We discuss two representative initial states |ψ1〉 and |ψ2〉 defined by
|ψ1〉 = | ↓〉 → ρ1 = 1
2
(1− σz), |ψ2〉 = 1√
2
(| ↑〉+ | ↓〉) → ρ2 = 1
2
(1 + σx).
Then the corresponding dressed density matrices and dressed operators (the dressed
Pauli matrices) are found according to Eq. (28) to be:
σx,F = eiKF [0](t)σxe−iKF [0](t) = − cosα sin2 α
2
σx + sinα sin
2 α
2
σz,
σy,F = eiKF [0](t)σye−iKF [0](t) = sin2
α
2
σy,
σz,F = eiKF [0](t)σze−iKF [0](t) = cos2 α σz + sinα cosασx, (38)
where
cosα =
Bz − Ω/2
rot
, sinα =
B‖
rot
, rot =
√
(Bz − Ω/2)2 +B2‖
and
ρ¯1 =
1
2
(1− σz) , ρ¯2 = 1
2
(1 + σx) .
In the high frequency limit, Ω  Bz, B‖, we have α ≈ pi and the dressed operators are
approximately equal to the original operators σ¯j ≈ σj . This is expected since the rapidly
rotating magnetic field averages to zero without having any significant effect on the spin
operators. One can obtain non-trivial dressed operators if B‖/Ω is kept constant as Ω
gets large and hence tanα ≈ −2B‖/Ω is fixed. As we discuss in subsequent sections, this
is precisely the key idea behind obtaining non-trivial Floquet Hamiltonians, namely to
scale the amplitude of the drive with the driving frequency. Let us also point that, in the
low-frequency regime Ω < 2Bz, in the limit B‖ → 0 we have σ¯z → σz and σ¯x, σ¯y → 0.
This result might look a bit counter-intuitive (a zero dressed operator σ¯x means that the
outcome of any FNS measurement with any initial conditions of σx will be zero), but one
has to keep in mind that in the low-frequency regime there is no time scale separation.
For example if Ω  Bz, then averaging over one period necessarily implies averaging
over many precession periods in a static magnetic field. Usually dressed operators are
useful in the high-frequency regime, if there is a clear time scale separation between the
fast dynamics governed by the kick operators and slow effective dynamic governed by
the Floquet Hamiltonian.
Similarly one can find the dressed spin operators and the density matrices in the
effective Hamiltonian picture (see Eq. (24). In this case we have
HˆF = Heff = −
(
1− Ω
2rot
)
rotσz, Keff(t) =
α− pi
2
(−σx sin Ωt+ σy cos Ωt) , (39)
and the averaging over the period gives
σx,eff = sin
2 α
2
σx, σy,eff = sin
2 α
2
σy, σz,eff = − cosα σz. (40)
As expected, the effective Hamiltonian picture gives qualitatively similar asymptotic
expressions for the dressed operators as the stroboscopic Floquet picture in the high
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frequency limit (α→ pi), where the dressed operators approach the bare operators. The
main difference is that the effective Hamiltonian picture, unlike the stroboscopic picture,
preserves the rotational symmetry around z-axes, while the stroboscopic Floquet picture
breaks this symmetry. Thus the difference between stroboscopic and effective Floquet de-
scriptions is similar to the difference between Landau and symmetric gauges for a particle
in a magnetic field. Both gauges are completely equivalent. One breaks the rotational
symmetry, while the other preserves it. It might seem that the symmetric (effective)
gauge is more convenient, but the Floquet gauge also has its own advantages giving a
more intuitive picture of the spin dynamics in the lab frame. One can check that the
kick operator Keff(0) defines the gauge transformation between the two representations
as (c.f. Eq. (13)):
HF [0] = e
−iKeff(0)Heff eiKeff(0), σiF [0] = e−iKeff(0)σieff eiKeff(0)
It is interesting to note that the dressed Pauli matrices no longer obey the commutation
relations [σi, σj ] 6= 2iijkσk. Also it is straightforward to check that the dressed density
matrices represent mixed states: ρ¯2 6= ρ¯, unless α = pi.
3. Inverse Frequency Expansions for the Floquet Hamiltonian.
With very few exceptions, like uniform rotations or driven harmonic systems where the
evolution operator can be found exactly, it is impossible to obtain the Floquet Hamilto-
nian in a closed form. Moreover, in situations where the periodic driving leads to chaotic
dynamics at a single particle level [1, 2] or to heating to infinite temperatures for many-
particle systems [62–65] local Floquet Hamiltonians do not exist. An important limit
where one can define the Floquet Hamiltonian at least perturbatively corresponds to the
situations of fast driving, where the driving frequency is much faster than all natural fre-
quencies of the system. For example, for a pendulum the driving should be fast compared
to the oscillation period, for particles in a periodic potential the driving should be faster
than the band width or a typical interaction scale. In such situations, the system has a
hard time absorbing energy from the drive, which results in virtual processes dressing
the low-energy Hamiltonian.
3.1. The Magnus Expansion for the Stroboscopic Floquet Hamiltonian.
A very efficient tool to compute the Floquet Hamiltonian in the high-frequency limit is
the Magnus expansion (ME), which is a perturbative scheme in the driving period T to
computeHF [t0]. We refer to Ref. [79] for a summary of other perturbative methods to find
Floquet Hamiltonians in the high-frequency limit. In general, it is not known whether
the Magnus expansion is asymptotic or has a finite radius of convergence, especially
in the thermodynamic limit. The issue of the convergence of the Magnus expansion is
important for understanding the behavior of the system in the limit t→∞. However, if
one is interested in describing a finite-time evolution, then the short period expansion is
well behaved and the Magnus expansion can be safely used. The evolution operator over
a full driving cycle is, in general, given by the time-ordered exponential of H(t):
U(T + t0, t0) = Tt exp
(
− i
~
∫ T+t0
t0
dtH(t)
)
= exp
(
− i
~
HF [t0]T
)
,
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where we have used Floquet’s theorem (4). In this section we explicitly insert the factors
of ~ to highlight that the limit ~→ 0 is well-defined, and the expansion applies both to
quantum and classical systems. Taking the logarithm of both sides of the equation above
and expanding the exponents in a Taylor series (c.f. App. A), which is justified if the
period is sufficiently short, one can represent HF [t0] as [73]:
HF [t0] =
∞∑
n=0
H
(n)
F [t0], KF [t0](t) =
∞∑
n=0
K
(n)
F [t0](t). (41)
The superindex (n) means that H
(n)
F [t0] is of order Ω
−n, and similarly for the stroboscopic
kick operator K
(n)
F [t0](t). The first few terms are given by
H
(0)
F =
1
T
∫ T+t0
t0
dtH(t) = H0,
H
(1)
F [t0] =
1
2!Ti~
∫ T+t0
t0
dt1
∫ t1
t0
dt2 [H(t1), H(t2)],
=
1
~Ω
∞∑
l=1
1
l
(
[Hl, H−l]− eilΩt0 [Hl, H0] + e−ilΩt0 [H−l, H0]
)
H
(2)
F [t0] =
1
3!T (i~)2
∫ T+t0
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
(
[H(t1), [H(t2), H(t3)]] + (1↔ 3)
)
,
(42)
where we have expanded the time-periodic Hamiltonian in its Fourier harmonics as:
H(t) =
∑
l∈Z
Hle
ilΩt. (43)
Similarly, the leading terms in the series for the stroboscopic kick operator are given by
K
(0)
F [t0](t) = 0,
K
(1)
F [t0](t) =
1
~
∫ t
t0
dt′
(
H(t′)−H(1)F [t0]
)
= − 1
2~
[∫ T+t
t
dt′H(t′)
(
1 + 2
t− t′
T
)
−
∫ T+t0
t0
dt′H(t′)
(
1 + 2
t0 − t′
T
)]
=
1
i~Ω
∑
l 6=0
Hl
eilΩt − eilΩt0
l
.
(44)
Higher-order terms can be obtained directly, e.g. following Appendix A.1. The zeroth-
order term in the Floquet Hamiltonian is simply the time-averaged Hamiltonian while
the zeroth-order stroboscopic kick operator is identically zero. Obviously both terms
are Floquet-gauge invariant, i.e. independent of t0. On the contrary, the corrections to
the stroboscopic Hamiltonian HF [t0] and kick operator KF [t0](t) depend on the Floquet
gauge t0. This gauge dependence is not always convenient especially for FNS dynamics.
As we discussed in the previous section using the circularly driven two-level system,
fixing t0 in the stroboscopic Floquet Hamiltonian is similar to using the Landau gauge
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for a particle in a constant magnetic field, which explicitly breaks the U(1) symmetry of
the Hamiltonian (rotations around the magnetic field). In the Floquet Hamiltonian this
U(1) symmetry corresponds to the symmetry with respect to the phase shift of the drive
and is equivalent to the translations of t0. In many situations, it might be preferable to
work with a Floquet Hamiltonian which does not break this U(1) symmetry. This can
be achieved by doing a different expansion for the effective Hamiltonian [5, 6, 53, 54, 71]
which we discuss in Sec 3.2.
For classical systems, the equivalent ME expansion can be obtained by substituting
the commutators between the operators with the Poisson brackets of the corresponding
classical functions: [·, ·]/i~ → {·, ·}. It is interesting to note that there is no formal
Floquet theorem for classical non-linear systems. Nevertheless, there is a well-defined
classical limit for the high frequency expansion of the Floquet Hamiltonian. So if this
expansion has a finite radius of convergence, effectively the results of Floquet theory
applies to classical systems as well. For a numerical algorithm to implement the Magnus
series, see Ref. [80].
3.2. The High Frequency Expansion for the Effective Floquet Hamiltonian.
As mentioned in Sec. 2.2, it is possible to change basis and work with the manifestly
Floquet-gauge invariant effective Hamiltonian Heff and the kick operator Keff(t0). The
latter carries all the dependence on the Floquet gauge t0, and describes the micromotion.
This approach offers the advantage that the dependence on the Floquet gauge will not
enter the inverse-frequency expansion of Heff, and is enabled by the fact that the unitary
change-of-basis transformation generated by Keff(t0) effectively re-organises the terms in
the perturbative series expansions. Such an expansion is provided by the High-Frequency
Expansion (HFE) for the effective Hamiltonian [5, 6, 53, 54, 71].
In a similar fashion to the Magnus expansion, we can decompose the effective Hamil-
tonian and the kick operator as
Heff =
∞∑
n=0
H
(n)
eff , Keff(t) =
∞∑
n=0
K
(n)
eff (t), (45)
where H
(n)
eff ∼ Ω−n and K(n)eff (t) ∼ Ω−n. Then, using the Fourier decomposition of the
time-dependent Hamiltonian H(t) in Eq. (43), one has [5, 54, 71] (see also Appendix A):
H
(0)
eff = H0 =
1
T
∫ T
0
dtH(t),
H
(1)
eff =
1
~Ω
∞∑
l=1
1
l
[Hl, H−l] =
1
2!Ti~
∫ T
0
dt1
∫ t1
0
dt2
(
1− 2 t1 − t2
T
)
[H(t1), H(t2)],
H
(2)
eff =
1
~2Ω2
∑
l 6=0
 [H−l, [H0, Hl]]
2l2
+
∑
l′ 6=0,l
[H−l′ , [Hl′−l, Hl]]
3ll′
 . (46)
The expansion for the kick operator is given by [5, 54, 71]
K
(0)
eff (t) = 0,
K
(1)
eff (t) =
1
i~Ω
∑
l 6=0
eilΩt
l
Hl = − 1
2~
∫ T+t
t
dt′H(t′)
(
1 + 2
t− t′
T
)
. (47)
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The relation between the stroboscopic and the effective (non-stroboscopic) Floquet
Hamiltonian and kick operator is given by
HF [t0] = H
(0)
eff +H
(1)
eff − i
([
K
(1)
eff (t0), H
(0)
eff
]
+
[
K
(0)
eff (t0), H
(1)
eff
])
+O(Ω−2)
H
(1)
F [t0] = H
(1)
eff − i
[
K
(1)
eff (t0), H
(0)
eff
]
,
K
(1)
F [t0](t) = K
(1)
eff (t)−K(1)eff (t0). (48)
Whenever the parameters in the Hamiltonian do not scale with the driving frequency,
the n-th order term in both expansions is proportional to Tn. Thus, the higher-order
terms get more and more suppressed as the period T → 0. It then follows that in the
infinite-frequency limit both HF [t0] and Heff reduce to the time-averaged Hamiltonian,
as one would intuitively expect. As we shall discuss later in greater detail, very inter-
esting non-trivial limits can occur when some couplings in the Hamiltonian scale with
frequency. In this case, terms in different orders in the above expansions can scale with
the same power of the period T . Then in the infinite-frequency limit, one can obtain
nontrivial Floquet Hamiltonians, very different from the time-averaged Hamiltonian, as
it is the case for the Kapitza pendulum. The ME and HFE help one to identify both
the leading and subleading terms in the driving period T for different models. They also
allow one to understand the required scaling behaviour of the driving amplitude with the
frequency to obtain interesting infinite-frequency limits. And finally, they can be used to
design protocols suitable for engineering synthetic Floquet Hamiltonians with prescribed
properties. In the next section, we discuss the differences and similarities between the
two expansions using an exactly-solvable model.
3.3. Magnus vs. High-Frequency Expansions: the Two-Level System in a
Circularly Driven Magnetic Field Revisited.
Although the Magnus expansion (ME) and the High Frequency expansion (HFE) share
many common properties, there are also some very distinctive features between the two.
In order to illustrate them intuitively, we shall briefly revisit the exactly solvable model
of a two-level system in a circularly-polarised magnetic field.
We want to compare the exact expression for HF[t0] and Heff to the approximated
Hamiltonians H˜F[t0] and H˜eff obtained from the ME and HFE, respectively, up to order
Ω−2. Using Eq. (42) we find:
H
(0)
F = Bzσz
H
(1)
F [t0] = −
1
Ω
[
B2‖σz + 2B‖Bz (σx cos(Ωt0) + σy sin(Ωt0))
]
H
(2)
F [t0] =
1
Ω2
[(
2B3‖ − 4B‖B2z
)
(σx cos(Ωt0) + σy sin(Ωt0))− 4B2‖Bzσz
]
.
Similarly, from Eq. (46) we derive:
H
(0)
eff = Bzσz, H
(1)
eff = −
B2‖
Ω
σz, H
(2)
eff = −
2B2‖Bz
Ω2
σz. (49)
One can check that these expansions are consistent with expansions of Eqs. (22) and (24),
respectively.
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We now compute the approximated spectra ˜F and ˜eff obtained by summing the ME
and HFE up to order Ω−2. The inverse-frequency expansions of ˜F , ˜eff as well as the
exact Floquet spectrum F read:
˜F = ±
−Bz + B2‖
Ω
+ 2
B2‖Bz
Ω2
+
2
(
B4‖ − 4B2‖B2z
)
Ω3
+O(Ω−4),
˜eff = ±
(
−Bz +
B2‖
Ω
+ 2
B2‖Bz
Ω2
+ 0× 1
Ω3
)
,
F = ±
(
−Bz +
B2‖
Ω
+ 2
B2‖Bz
Ω2
+
4B2‖B
2
z −B4‖
Ω3
)
+O(Ω−4). (50)
Clearly, the spectra of the approximated Hamiltonians agree to each other, and to the
exact spectrum up to order Ω−2, i.e. within the validity of the approximation. They differ
starting from order Ω−3. This is not surprising since we have computed H˜F[t0] and H˜eff to
order Ω−2 and, therefore, all terms in the spectrum to higher order should be considered
spurious. If we include the Ω−3-correction in both expansions, the spectra will agree to
order Ω−3 and disagree starting from order Ω−4. Other quantities, which are invariant
under a change of basis, are expected to display similar behaviour.
For general models (but not this one), it is possible that the spectrum of the ap-
proximated Floquet Hamiltonian contains phase-dependent corrections. However these
corrections always appear beyond the order of the validity of the approximation and
should not be taken into consideration [54].
Equivalence of the two descriptions. Within this example it is easy to understand the
difference between the stroboscopic HF [t0] and effective Heff Hamiltonian. For simplic-
ity, let us approximate both Hamiltonians to order Ω−1. In the stroboscopic Hamilto-
nian the Floquet-gauge dependent term represents a small magnetic field of magnitude
−2B‖Bz/Ω, confined to the xy-plane. Its direction with respect to the x-axis is deter-
mined by the angle φ = Ωt0, i.e. it explicitly depends on the Floquet gauge. In particular,
for t0 = 0, it points along the x-axis (see Fig. 5). On the contrary, such a term is not
present in Heff, which is explicitly t0-independent. Instead, the gauge dependence is
encoded in the kick operator Keff(t), which defines the direction of the instantaneous
magnetic field, c.f. Fig. 5.
For instance, if we are interested in stroboscopic dynamics with t1 = t0 = 0 and t2 =
t1 + nT (i.e. we initialize the system at t1 = 0 and measure observables at the final time
t2 = t1 +nT ), we can either use the stroboscopic Floquet Hamiltonian, which contains a
small x-magnetic field, or the effective Hamiltonian, whose magnetic field is purely along
the z-direction. However, in the latter case one has to apply the kick operator Keff(t0)
to both the initial state and the measured observables. This kick operator transforms
the initial state and the observables into the new coordinate system (see Fig. 5). Similar
considerations apply to FNS evolution where the stroboscopic and effective descriptions
are completely equivalent.
Whenever one is interested in stroboscopic dynamics only, the ME can be preferable
to the HFE, as one needs to evaluate only the stroboscopic Floquet Hamiltonian HF [t0].
Conversely, in the effective description, one has to compute both the effective Hamiltonian
Heff and the effective kick operator Keff(t). If one is interested in FNS dynamics, or in
the spectral properties of the Floquet Hamiltonian, then the effective description offers
an advantage, since it gives a Hamiltonian which does not contain terms that depend
on the phase of the drive. One has to keep in mind, though, that it is crucial to use the
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Figure 5. (Color online). Precession of the initial state (blue) around the effective magnetic field (red) B described
by the Hamiltonian H
(0)
F [0] + H
(1)
F [0] = (Bz − B2‖/Ω)σz − (2B‖Bz/Ω)σx. The non-primed coordinate frame is
the lab-frame, where the dynamics is described by KF [0](t) and HF [0]. The primed coordinates correspond to
the frame where the dynamics is governed by Keff(t) and Heff. The transformation between the two is given by
the initial kick Keff(0). This image assumes that the Floquet gauge is t0 = 0, so that Keff(0) is the generator of
rotations along the y-axis, c.f. Eq. (24).
proper dressed operators and the dressed initial density matrix in both the stroboscopic
and effective description for FNS evolution.
Adiabatic turning on of the drive. Finally, we would like to briefly comment on what
happens in both descriptions if one turns on the driving adiabatically. Although, this
topic is still a subject of active investigation and is beyond the scope of this review,
we would like to show numerical results for this simple example, and highlight how one
should choose the correct gauge transformation. Let us consider the system to be initially
prepared in the ground state | ↓ 〉 of the non-driven Hamiltonian H0 (see Eq. (17) with
B‖ = 0). We then slowly turn on the the driving amplitude B‖, using the ramp:
B‖(t) = Bmax‖ ×

0 for t ≤ 0
cos2
(
pi
2
t−tR
tR
)
for 0 < t < tR
1 for t ≥ tR
This ramp protocol is chosen because it starts and ends smoothly, i.e. B˙‖(t = 0) = B˙‖(t =
tR) = 0 and, therefore, it is expected to minimize non-adiabatic effects related to the
discontinuities in the velocity during the ramp (see e.g. Ref. [81]). Here tR is the ramp
time which is taken to be an integer multiple of the driving period, i.e. tR = nT . It is
also convenient to define the ramp rate v as the rate of change of the magnetic field in
the middle point of the ramp, i.e. v = B˙‖(tR/2) = piBmax‖ /(2tR).
The question we are interested in is whether the system, initially prepared in the
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Figure 6. (Color online) Logarithmic fidelity as a function of the ramp rate to find the system in the GS of
the Floquet Hamiltonian HF [tR], − log |〈ψ(tR)|ψGS(HF )〉|2 (blue dots) and the GS of the effective Hamiltonian
Heff, − log |〈ψ(tR)|ψGS(Heff)〉|2 (red crosses). The ramp rate is v = piBmax‖ /(2tR). In order to reproduce the blue
line in the effective picture, one needs to apply the kick operator at time tR to rotate the state: |ψGS(Heff)〉 =
eiKeff(tR) |ψGS(HF [tR])〉.
ground state of H0, evolves into the GS of HF or the GS of Heff. In other words, we
would like to know which ground state is adiabatically connected to the ground state of
the non-driven Hamiltonian. In Fig. 6(a) we show the value, at the end of the ramp, of the
logarithmic fidelity to find the system in each ground state: − log |〈ψ(tR)|ψGS(Heff,F )〉|2.
We find that, in the adiabatic limit (for large tR or equivalently small ramp rate v), the
system is in the ground state of the stroboscopic Floquet Hamiltonian HF [tR] with unity
probability, i.e. the GS of H0 is adiabatically connected to the GS of HF [tR]. From this
fact it immediately follows that the system cannot be in the GS of Heff since the two
ground states are different:
|ψGS(Heff)〉 = eiKeff(tR) |ψGS(HF [tR])〉
Therefore, in the effective picture, the effect of the final kick at time tR, which is respon-
sible for a change of basis from the lab frame to the basis of Heff, cannot be eliminated
by the adiabatic ramp.
This finding also has very simple consequences for FNS dynamics, e.g. if we are in-
terested in the average over one period of any observable O after the ramp. Using the
relation between the ground states above and Eq. (36) we find
1
T
∫ tR+T
tR
dt〈O(t)〉 = 1
T
∫ tR+T
tR
dt〈ψGS(HF [t])|O|ψGS(HF [t])〉
= 〈ψGS(HF [tR])| OF [tR] |ψGS(HF [tR])〉
= 〈ψGS(Heff)| Oeff |ψGS(Heff)〉. (51)
As discussed in Sec. 2.4, if the system is in an eigenstate of the Floquet Hamiltonian
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(here the ground state), the FNS expectation value of any observable is given by the
expectation value of the corresponding dressed observable, computed in the eigenstate of
the Floquet Hamiltonian. One can freely choose whether one works in the stroboscopic
or the effective pictures.
3.4. The Inverse Frequency Expansion in the Rotating Frame.
In some cases, for example when the driving amplitude scales with frequency, one needs
to re-sum an infinite sub-series in the ME (HFE) to obtain the proper infinite-frequency
stroboscopic (effective) Hamiltonian. For example, let us imagine the simplest protocol
H(t) = H0 + Ωλ(t)H1, (52)
where λ(t) is a periodic function with zero mean, whose period is T . To emphasize
that the amplitude of the driving protocol is proportional to the driving frequency Ω
we made this explicit in Eq. (52). Using Eq. (42) we infer that the n-th order term in
the inverse-frequency expansion involves a nested commutator containing n + 1 terms
(e.g. H
(1)
F [t0] has a commutator containing the Hamiltonian H(t) twice, H
(2)
F [t0] has a
nested commutator containing H(t) three times, etc.). It then becomes clear that the
terms in the n-th order of the expansion containing once H0 and n-times H1 are all
independent of the driving frequency, since the power-law divergence with Ω is precisely
cancelled by the Ω-dependent factor coming from the measure when the time-ordered
integral is made dimensionless. On the other hand, the other terms, which contain H0
more than once are subleading and vanish in the limit T → 0 (Ω → ∞). This may
look like a special case, but it is precisely the setup necessary to obtain interesting and
counter-intuitive behavior in the high-frequency limit.
One can significantly simplify the analysis if the Hamiltonian can be written in the
form (52) or more generally as
H(t) = H0 + Ω
n∑
j=1
λj(t)Hj ,
where λj(t) are periodic functions with the same common period and Hj , j = 1, . . . n, are
mutually commuting terms (but not commuting with H0). Notice that since the driving
amplitude scales with the driving frequency, it is not immediately clear what the infinite-
frequency limit is. In such situations, it is convenient to first make a transformation into
a rotating frame (rot frame). Focusing on the Hamiltonian (52) we define the rotation
operator as
V (t) = exp
[
−iΩ
∫ t
t0
λ(t′)dt′H1
]
= exp [−i F (t)H1] , (53)
where F (t) =
∫ t
t0
Ωλ(t′)dt′ only depends on the driving frequency via its the time-periodic
argument. As before, the choice of t0 is the Floquet gauge choice. The transformation to
the rotating frame V (t) explicitly depends on the choice t0 and hence the t0-dependent
part of it represents a Floquet gauge transformation. We adopt the convention that V (t)
transforms from the rotating frame into the lab frame. Then the wave function, the
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density matrix and the operators transform as
|ψrot(t1)〉 = V †(t1)|ψ(t1)〉, ρrot(t1) = V †(t1)ρ(t1)V (t1),
Orot(t2) = V †(t2)O(t2)V (t2). (54)
The Hamiltonian in the rotating frame acquires an extra Galilean term due to the fact
that the transformation is time-dependent:
Hrot(t) = V †(t) [H0 + Ωλ(t)H1]V (t)− iV †(t)∂tV (t)
= V †(t)H0V (t).
(55)
Thus, the transformation to the rotating frame removes the oscillating term with a
divergent amplitude H1, effectively replacing it by a Hamiltonian with a fast oscillat-
ing phase. Note that Hrot(t) is a periodic function of time if λ(t) has a zero mean (if
the mean is nonzero the rot frame Hamiltonian can be still periodic in special cases,
e.g. when the spectrum of H1 is quantized in integers, as will be the case for the real-
isation of the Harper-Hofstadter Hamiltonian discussed in Sec. 7.2, or when we discuss
the static and the dynamic Schrieffer-Wolff transformation in Sec. 4.2). If V †(t)H0V (t)
is a local operator, one can find the evolution in the rotating frame by applying the
Magnus (High-Frequency) expansion. But unlike in the original lab frame, there are no
more divergent terms in the transformed Hamiltonian. Hence, the infinite-frequency limit
is simply determined by the time average of Hrot(t), and the n-th order corrections in
the inverse frequency are precisely given by the n-th order of Magnus (High-Frequency)
expansion in the rotating frame. Evaluating Hrot(t) explicitly is only possible when V (t)
is simple. This is the case, for example, when H1 is a single-particle operator. These are
precisely the situations, in which one can do a partial resummation of the ME (HFE)
in the lab frame. We note in passing that for F (−t) = F (t) the driving protocol in the
rot frame is an even function of time, and hence all odd-order corrections in the Magnus
expansion in the symmetric gauge vanish identically [73].
It is straightforward to find the relation between the Floquet Hamiltonians as well as
the kick operators in the original lab frame and the rot frame. Recall from the general
Floquet theory (c.f. Eq. (6)) that in the lab and the rot frames the evolution operator
reads as:
U(t2, t1) = e
−iK(t2)e−iHˆF (t2−t1)eiK(t1)
U rot(t2, t1) = e
−iKrot(t2)e−iHˆ
rot
F (t2−t1)eiK
rot(t1). (56)
On the other hand, the evolution operators in the two frames are related by
U(t2, t1) = V (t2)U
rot(t2, t1)V
†(t1). (57)
Comparing the three expressions above and noting that V (t) is periodic with period T
by construction, we see that:
e−iK(t) = V (t)e−iKrot(t) = e−iF (t)H1e−iKrot(t), HˆF = HˆrotF , (58)
where we used Eq. (53). The expression above allows one to transform the kick operator
from the lab to the rotating frame using the operator V (t). We can calculate the expan-
sions for the kick operator and the Floquet Hamiltonian directly in the rotating frame
by replacing H(t) → Hrot(t) = V †(t)H0V (t) in Eqs. (42), (44), (46) and (47). Using
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specific examples, we shall illustrate that a successful strategy for finding the Floquet
Hamiltonian and the dressed operators is: i) first to perform the transformation to the
rotating frame w.r.t. the driving Hamiltonian in order to remove the terms which diverge
with the driving frequency, and ii) then use the ME (HFE) to find the stroboscopic (ef-
fective) Floquet Hamiltonian as well as the dressed operators. Finally, iii), (if needed) we
return back to the lab frame. Going to the rotating frame can offer the same benefits for
calculating dressed operators (including the density matrix) as for calculating Floquet
Hamiltonians. Namely, if the amplitude of the driving diverges with the frequency, going
to the rot frame and evaluating a simple time-average of the corresponding operator (or
the density matrix) is equivalent to a re-summation of an infinite sub-series for O in
the lab frame. So both for the Hamiltonian and for the dressed observables the ME and
HFE are the proper 1/Ω expansions even if the driving amplitude scales with the driving
frequency.
Let us also emphasize that the exact dressed operators and the exact dressed density
matrix are the same in the lab and in the rotating frames both in the stroboscopic and
the effective pictures:
ρrot = ρ, Orot = O. (59)
Obviously, this is not ture in general for the bare operators and the bare density matrix
ρrot(t) 6= ρ, Orot(t) 6= O.
Equation (59) follows from an observation that V (t) entering the new kick operator
(Eq. (58)) exactly cancels the corresponding transformation of the operator O into the
rotating frame (Eq. (54)).
As anticipated above, it is often convenient to compute the the dressed operators and
dressed density matrix in the rotating frame where the driving amplitude does not scale
with the driving frequency. The leading terms in Ω−1 are given by
Orot = 1
T
∫ T
0
dt
(
Orot(t)− i
[
Krot,(1)(t),Orot(t)
])
+O(Ω−2)
ρrot =
1
T
∫ T
0
dt
(
ρrot(t)− i
[
Krot,(1)(t), ρrot(t)
])
+O(Ω−2) (60)
where we recall that, by construction, Krot,(1) ∼ Ω−1. If an observable commutes with the
operator H1 to which the driving couples, then it is left unchanged by the transformation
to the rotating frame, i.e. the observable Orot(t) is time-independent and equal to the
observable in the lab frame Orot(t) = Olab. As a consequence, all time dependence in the
integral comes from the kick operator K(1)(t). If the kick operator has a zero average (as
it is the case in the effective picture, K(1)(t) = K
(1)
eff (t), c.f. Eq. (47)), then the dressed
observable does not have a Ω−1-correction. A similar reasoning applies to the density
matrix, ρrot(t). Notice, however, that the Ω−1-corrections are in general present if: i) the
observables and/or the density matrix do not commute with H1, or ii) if one chooses
the stroboscopic picture since, in this case, K(1)(t) = K
(1)
F [t0](t) does not have a zero
average, c.f. Eq (44). We demonstrate this explicitly in Sec. 5.3 using the example of the
Kapitza pendulum.
Finally, the dressed observables in the stroboscopic and effective pictures are related
by the transformation
OF [0] = e−iKeff(0)Oeff eiKeff(0), ρF [0] = e−iKeff(0)ρeff eiKeff(0). (61)
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Expanding these equations to leading order in Ω−1 and using K(0)eff = 0, we find
O(1)F [t0] = −i
[
K
(1)
eff (t0),O
(0)
eff
]
, ρ
(1)
F [t0] = −i
[
K
(1)
eff (t0), ρ
(0)
eff
]
. (62)
3.5. Convergence of the Magnus Expansion.
In this subsection, we summarise a collection of results about the convergence of the
Magnus expansion (ME). To present date, little is known about the convergence of the
High-Frequency Expansion (HFE), which is related to the ME by a Ω-dependent unitary
transformation. Therefore, in this subsection, we focus on the convergence of the ME.
There are arguments in literature that in general the HFE has better convergence prop-
erties than ME since it is manifestly t0-invariant [54], but, to the best of our knowledge,
there are no rigorous statements available so far.
As we discussed, the ME is a very powerful tool to compute the Floquet Hamiltonian in
the high-frequency limit. However, as it often happens in physics, perturbative expansions
can be asymptotic, i.e. can have a zero radius of convergence. This does not mean that
these expansions are useless because they still can give very accurate predictions for the
behavior of the system e.g. for finite evolution times, but eventually such asymptotic
expansions inevitably break down.
In the context of the Magnus expansion, the question of true vs. asymptotic convergence
is ultimately related to the question of heating in the driven system. A convergent ME
implies that the Floquet Hamiltonian is a local operator and, thus, the evolution of the
system (up to the kick operators) is governed by a local static Hamiltonian so the total
energy of the system is conserved [62]. This leads to a dynamical localization transition
where the system does not absorb energy from the external drive even in the infinite-time
limit. On the other hand, a divergent Magnus series indicates that there exists no local
Floquet Hamiltonian, and the system heats up indefinitely.
From a mathematical point of view, this issue has been extensively investigated in the
literature, and a few different theorems are known (see Ref. [73] and references therein). In
particular, the Magnus expansion is guaranteed to converge to the Floquet Hamiltonian
if: ∫ T
0
dt |max(t)− min(t)| < ξ (63)
where max(t), min(t) are the largest and smallest eigenvalues of the Hamiltonian H(t),
and ξ is a number of order one.
While this result is exact, it is not particularly useful for many-particle systems. It
only guarantees the convergence if the driving frequency scales with the system size,
while the relevant time scales, separating the fast and slow driving regimes, are never
extensive. This condition for the convergence of the Magnus expansion is only sufficient.
It does not give much insight about what happens at longer periods. To the best of our
knowledge, there are no rigorous results about the convergence of the ME for interacting
systems in the thermodynamic limit, and it is unknown whether in this case the radius
of convergence of the ME is zero or finite. The Magnus expansion can be definitely
convergent even in the thermodynamic limit, if the time-dependent Hamiltonian can
be mapped to a static one, by going to some rotating frame. In Sec. 4 we discuss such
situations in the context of the Schrieffer-Wolff transformation and show that in this case
the ME (or more accurately the HFE) reproduces the conventional static perturbation
theory, which is known to converge.
In more generic situations, where a local transformation to the constant Hamiltonian
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does not exist, the situation is not well understood. In Refs. [59, 60, 62, 82], a numerical
evidence indicated that for particular driving protocols in one-dimensional fermionic or
spin chains, the radius of convergence of the Magnus expansion is finite even in the ther-
modynamic limit. In other words, there exists a critical period Tc separating regimes of
finite and infinite heating. At the critical period there is a dynamical transition between
these two regimes, which can be interpreted as a many-body localization transition [83–
88] in energy space. This finding is also consistent with previous numerical results ob-
tained for periodically kicked spinless fermions in one dimension [59, 60, 89] equivalent to
a periodically kicked XXZ spin chain. In these works two qualitatively different regimes
were found. In the first one the evolution is well described by random matrices from the
circular ensemble (see also Ref. [63]) strongly suggesting that the ME is divergent, while
in the other regime the system displays features consistent with the ME being convergent
to a local Hamiltonian.
At the same time a numerical study of a different driving protocol in a spin chain
indicated a zero radius of convergence [63], i.e. Tc = 0 in the thermodynamic limit.
In Ref. [64], using the Eigenstate Thermalization Hypothesis, it was argued that an
ergodic system with a local driving term always heats up to infinite temperature in
the thermodynamic limit, while the energy can stay localized (and thus the Magnus
expansion converges) if the system is in the many-body localized phase, i.e. non-ergodic.
In Ref. [90] it was shown that the Magnus expansion has zero radius of convergence for
a Kondo model if the driving frequency is smaller than the bandwidth of the conduction
electrons, though for faster driving the numerical results seem to indicate convergence of
the Magnus expansion [91]. There is no contradiction with Ref. [64] because in the Kondo
model the conduction band electrons were considered non-interacting (i.e. non-ergodic).
The Magnus expansion can be rigorously shown to have a finite radius of convergence
for integrable systems, which can be factorized into uncoupled sectors, e.g. in momen-
tum space. Then the extensivity of the system is not important and the criterion (63)
can be applied to each sector independently. Such systems do not heat up indefinitely
and, in the long-time limit, effectively reach a steady state with respect to the Floquet
Hamiltonian [92, 93].
From a physical point of view, the divergence of the ME, and the corresponding heating
of the system can be traced back to the existence of resonances [94]. When the frequency
of the drive Ω matches a single particle energy scale J , i.e. Ω ≈ J , the system can
efficiently absorb energy from the periodic drive leading to fast heating. Here J can
represent, for example, the energy associated with a single spin flip in a spin system,
and then the process described above corresponds to the absorption of a photon of the
driving field and a subsequent spin flip in the system. When the driving frequency is
increased, Ω  J , the photon energy can be absorbed, only if many spins are flipped
simultaneously. These many-body processes are described by higher-order perturbation
theory and, therefore, occur with small probabilities. Hence, they can become important
only at very long times. The same large-energy absorption processes determine whether
in the off-resonance regime, i.e. Ω  J , the heating is slow and finite, or completely
absent. It is unclear at the moment whether the heating can be understood through
including more and more terms in the Magnus expansion, or if it is a non-perturbative
phenomenon in the driving frequency.
Even in the situations, where the ME formally diverges, the heating remains slow at fast
driving frequencies [66] . Then the Magnus expansion truncated to the first few orders can
accurately describe the transient dynamics of the system for many periods of oscillations.
In particular, in Ref. [66] it was shown that, for a dipolar-coupled periodically driven
spin systems, the magnetization quickly approaches a quasi-stationary value predicted
by the Magnus expansion truncated at second order. Then, at much longer times, the
magnetization decays to zero due to slow heating processes which are not captured by
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the ME. Therefore, in this context, an important question is not whether the Magnus
expansion has a finite radius of convergence or only asymptotic, but whether there is
a time-scale separation between interesting transient dynamics described by the local
Floquet Hamiltonian truncated to some low order, and heating phenomena at longer
times. While this issue is also not very well understood in general, there is sufficient
evidence that such a time scale separation always exists at high driving frequencies [95].
For this reason, in Secs. 7.2, 7.3 and 7.4, the approximate Floquet Hamiltonians obtained
by truncating the Magnus expansion to order Ω−1 are, at the very least, expected to
describe the transient dynamics and the relaxation to a quasi-steady state.
A natural way to prevent infinite heating is to couple the driven system to a ther-
mal bath. In this case it is expected that the system will eventually approach a non-
equilibrium steady state in which the energy absorbed from the driving is balanced by
the energy dissipated into the environment [96–99]. The value of measurable quantities
(such as transport coefficients and correlation functions) will depend crucially on the
nature of the (putative) non-equilibrium steady state [40, 41, 100] which, for this reason,
has been the focus of intense research [101, 102]. Despite this intense effort, a general
understanding of the non-equilibrium steady state is still missing but it seems clear that
the steady state will, in general, be non-thermal [99, 103, 104]. Therefore the thermo-
dynamic behavior of periodically driven systems is expected to be qualitatively different
from those of non-driven systems [105, 106].
4. The Rotating Wave Approximation and the Schrieffer-Wolff
Transformation.
In this section we show that the Magnus (High-Frequency) expansion can be used even
in static, i.e. non-driven, systems by first going into the interaction picture (see for ex-
ample Refs. [107] and [108]). In particular, it can be used to eliminate highly excited
states, which are never populated but nevertheless lead to renormalization and modifi-
cation (dressing) of the low-energy Hamiltonian. These ideas are also behind the widely
used Schrieffer-Wolff transformation [109] which, as we shall show, is closely related to
the High-Frequency (Magnus) expansion4. The formalism introduced in Sec. 3 can be
applied to find the leading behavior and the first subleading correction to the Floquet
Hamiltonian, the dressed operators and the density matrix. As we illustrate below, this
framework has an additional advantage allowing one to extend the Schrieffer-Wolff trans-
formation to periodically driven systems.
4.1. A Two-level System.
Non-driven two-level system. To understand the relation between the Magnus (High-
Frequency) expansion and time-independent perturbation theory, consider first a time-
independent problem of a single particle hopping in a tilted double well potential,
c.f. Fig. 7. This model is exactly solvable and, with the correct identification of the
lab and rotating frames, it is equivalent to the two-level system in a circularly driven
magnetic field described in Sec. 2.3. Here we revisit this model paying a specific attention
to the convergence properties of the Magnus (High-Frequency) expansion. The system is
described by the Hamiltonian
H = −J
(
d†2d1 + d
†
1d2
)
+ ∆n2, (64)
4We are grateful to A. Rosch for pointing this out.
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J
Figure 7. (Color online) A single particle in a tilted double well: the two wells have an energy difference ∆ and
are connected by the matrix element J .
where the operator d†m creates a particle on site m and nm = d
†
mdm is the particle number
operator. The tilt is given by the parameter ∆, while the hopping matrix element is de-
noted by J . We are interested in the limit ∆ J . The exact single-particle eigenenergies
of this Hamiltonian are E± = 1/2
(
∆±√∆2 + 4J2
)
.
The Hamiltonian in Eq. (64) does not have any explicit time dependence, let alone a
periodic one. In order to make use of the Magnus (High-Frequency) expansion, we apply
a unitary transformation into the interaction picture w.r.t. the diagonal part H1 = ∆n2,
given by V (t) = diag (1, exp(−i∆t)) in the Fock basis. We thus obtain a time-dependent
Hamiltonian in the rotating frame (interaction picture):
Hrot(t) = −J
(
ei∆td†2d1 + e
−i∆td†1d2
)
, (65)
which is similar to Eq. (17) with the identification Bz → 0, B‖ → −J , and ∆ → Ω,
whenever the system is populated by a single particle. Notice that Hrot(t) contains only
the harmonics Hl=±1, see Eq. (43). Therefore, for this example the Magnus expansion
coincides with the High-Frequency expansion to order Ω−1, c.f. Eqs. (42) and (46). In
the following, we choose the Floquet gauge t0 = 0.
Observe that by doing the transformation to the interaction picture we eliminate the
high-energy level from the problem at the expense of introducing an explicit time depen-
dence. This transformation is identical to the gauge transformation in electromagnetism,
where a static scalar potential can be traded for a linear in time vector potential. Now
we can apply Floquet theory to the Hamiltonian in Eq. (65). Using Eqs. (19) and (22)
we find that the full time-independent Floquet Hamiltonian coincides with the original
Hamiltonian, i.e. HF [0] = H, as expected. Moreover, from Eqs. (7) and (58) we also
see that the fast-motion operator is P (t, 0) = e−iKF [0](t) = V †(t). This implies that, if
we are interested in the time evolution at scales slower than 1/∆, we can compute the
dressed density matrix for the initial state and the dressed operator for the observable
of interest and evolve them in time with the Floquet Hamiltonian. If we are interested in
the high-frequency (i.e. large ∆) structure of the dynamics, we can fully recover it from
the operator P (t, 0).
For the Hamiltonian in Eq. (65) the leading few orders in the Magnus (High-Frequency)
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expansion result in
H
(0)
F = 0, H
(0)
eff = 0,
H
(1)
F [0] =
J2
∆
(n2 − n1), H(1)eff =
J2
∆
(n2 − n1),
H
(2)
F [0] = 2
J3
∆2
(
d†2d1 + d
†
1d2
)
, H
(2)
eff = 0, (66)
with the following kick operators in the rotating frame:
K
rot,(1)
F [0](t) = −
J
i∆
(
(ei∆t − 1)d†2d1 − (e−i∆t − 1)d†1d2
)
,
K
rot,(1)
eff (t) = −
J
i∆
(
ei∆td†2d1 − e−i∆td†1d2
)
. (67)
It is easy to see that the stroboscopic Floquet Hamiltonian up to order Ω−2, i.e. H(0)F +
H
(1)
F [0] + H
(2)
F [0], is equivalent to the original static Hamiltonian when one rescales the
original couplings ∆ and J by a factor of 2J2/∆2. In fact, for this simple problem one can
re-sum the entire series to obtain the Hamiltonian (64), i.e. H =
∑∞
n=0H
(n)
F [0]. However,
for more complicated Hamiltonians, the Magnus series is not guaranteed to converge
(c.f. Sec. 3.5). As was the case for a two-level system in the circularly-polarized field (see
Sec. 3.3), the effective and stroboscopic Floquet Hamiltonian correctly reproduces the
exact spectrum to the order of 1/∆2 (recall that ∆ = Ω). The effective and stroboscopic
Floquet Hamiltonians differ at order ∆−2, i.e. H(2)F [0] 6= H(2)eff but this difference becomes
manifest in the spectrum to order ∆−3, i.e. beyond the validity of the approximation.
The hopping (mixing) between the two levels is encoded into H
(2)
F [0] but it is absent in
H
(2)
eff . However, the kick operator K
rot,(1)
eff (t) precisely compensates for this and introduces
hopping (mixing) between the two levels. Hence, in order to describe the dynamics (FS
or FNS) of the system using Heff , one has to take into account the transformation of
orbitals encoded in the kick operator. Conversely, the stroboscopic Hamiltonian correctly
describes the full evolution of the system if we are interested in the stroboscopic times
nT since the stroboscopic kicks vanish at those times, i.e. KF [0](nT ) = 0.
Let us briefly comment on the physical meaning of the different terms in the Hamil-
tonian. In the leading approximation, the Floquet Hamiltonian is zero, which indicates
that, in the infinite-frequency limit i.e. when the energy offset of the two wells is larger
than the hopping (∆  J), the system remains frozen since the two levels are effec-
tively uncoupled. The first correction is responsible for the (opposite) energy shifts of
the ground and the excited states and introduces a level repulsion. The second correc-
tion, in turn, leads to renormalisation of the eigenstates, since it represents a hopping
(mixing) between the two levels.
Periodically Driven Two-Level System. The application of the Magnus (High-
Frequency) expansion in the previous example might not be the easiest way to study
this simple system, but it paves the way towards studying the behavior of a more com-
plicated system containing both a high-energy level and a periodic driving. Suppose that
we now shake the higher-energy level with an amplitude A and a frequency Ω, c.f. Fig. 8.
The Hamiltonian becomes
H = −J
(
d†2d1 + d
†
1d2
)
+ (∆−A cos Ωt )n2. (68)
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A cosΩt
J JJn(A/Ω)
∼ J2/∆
∆ = nΩ
(a) (b)
Figure 8. (Color online) The periodically driven two-level system. (a) The higher energy level is modulated
periodically w.r.t. the lower level in the lab frame. (b) As a result, the Floquet Hamiltonian governing the slow
dynamics features a mixing term between the two levels to leading order (absent in the non-driven system), while
the first Ω−1-correction has the physical meaning of a small level repulsion.
We are interested in the limit ∆,Ω  J . Our first goal is to understand how the drive
changes the physics compared to the non-driven case. Extending the procedure from the
static example to the driven case above, we eliminate both the higher-energy level and
the driving term altogether by a transformation to a rotating frame:
V (t) = exp
[
−i
(
∆t− A
Ω
sin Ωt
)
n2
]
,
d2 → ei∆t−iζ sin Ωt d2, d1 → d1, (69)
where we defined ζ = A/Ω. The Hamiltonian in the rotating frame is given by
Hrot(t) = −J
(
ei∆t−iζ sin Ωt d†2d1 + e
−i∆t+iζ sin Ωt d†1d2
)
. (70)
Note that, as before, in the rotating frame there is no energy offset between the two
levels, but the hopping term has a more complex time dependence encoding both static
and dynamic information.
In general, the new Hamiltonian (70) is not strictly periodic in time, since ∆ and Ω
are arbitrary real numbers. One can deal with this in several ways. One possibility is
to find co-prime integers n and m and a frequency Ω0 such that nΩ0 ≈ ∆ and mΩ0 ≈
Ω. As long as Ω0  J the Floquet analysis should hold. If the frequencies are not
exactly commensurate then one can define a commensurate ∆˜ = nΩ0 and make the
transformation to the rotating frame using ∆˜ instead of ∆ in Eq. (69). It is easy to see that
this will result in a small extra static term (∆−∆˜)d†2d2 in the rot-frame Hamiltonian (70).
And finally, one can take the commensurate limit, e.g. ∆ = nΩ and make an analytic
continuation in the final result to non-integer n. This should work if the result, e.g. the
Floquet Hamiltonian is a simple analytic function of n. We shall show below that this trick
works indeed in the case of the Schrieffer-Wolff transformation. It is intuitively clear that
especially in many-particle systems with continuous spectra the exact commensurability
of the driving should not play a crucial role.
We now leave all these subtleties aside and assume that ∆ and Ω are commensurate
such that ∆ = nΩ0 and Ω = mΩ0, where n and m are positive co-prime integers. We shall
also assume that Ω0  J . First, let us understand the leading time averaged Hamiltonian
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H
(0)
F , which was strictly zero in the non-driven case. We note the mathematical identity:
1
T0
∫ T0
0
dtei∆t−iζ sin Ωt =
∑
l∈Z
Jl(ζ) 1
T0
∫ T0
0
dtei(−lm+n)Ω0t, (71)
where Jl(ζ) is the l-th Bessel function of the first kind and T0 = 2pi/Ω0 is the common
period. The integral above is nonzero if and only if there is a solution to the equation
lm = n, or in other words n is a multiple integer of m. Because by assumption m and
n are co-prime this equality can only be satisfied when m = 1 (and hence Ω0 = Ω and
∆ = nΩ). This means that the leading Floquet Hamiltonian H
(0)
F simply corresponds to
the n-photon resonance. Let us focus on this resonant scenario. Clearly in this case
H
(0)
F = H
(0)
eff = −JJn(ζ)
(
d†2d1 + d
†
1d2
)
. (72)
In the infinite-frequency limit (at fixed n) H
(0)
F determines the Floquet Hamiltonian.
It splits the two levels into the symmetric and antisymmetric combinations. This is
very different from the non-driven or non-resonantly driven case, where H
(0)
F = 0 and
the leading order contribution in the Magnus (High-Frequency) expansion, i.e. H
(1)
F [0],
gives the energy splitting between the levels (c.f. H
(1)
F in Eq. (66)) and hence keeps
the eigenstates essentially unmixed (up to a small correction of the order J/∆). This
observation already hints toward possible heating mechanisms in the Floquet system.
For example, if one prepares the two-level system in the lower-energy state then in
the resonant case this state is equally projected on the symmetric and antisymmetric
Floquet eigenstates, resulting in an equal population of the two levels. This is equivalent
to heating to an infinite-temperature state. In the non-resonant case, conversely, the
Floquet eigenstates are still predominantly the eigenstates of the non-driven Hamiltonian,
and thus the initial state is only weakly perturbed, while the excited state is only weakly
populated. Admittedly, this example is too simple to understand real heating mechanisms
in more complex interacting systems, but it shows how resonant periodic driving can
fundamentally change the nature of the Floquet eigenstates [95].
If the amplitude of the driving is small, then ζ  1 and we find Jn(ζ) ∼ ζn such that
the effective hopping is proportional to the n-th power of the driving amplitude. This is
not surprising, since it means that the n-photon absorption processes are exponentially
suppressed. This result can also be obtained using time-dependent perturbation theory.
However, for ζ ∼ 1, i.e. in the strong-coupling regime, this term becomes non-perturbative
and the multi-photon absorption processes are not suppressed.
For completeness, we give the leading correction term in the Magnus and the High-
Frequency expansions for this resonant case:
H
(1)
F [0] =
J2
∆
gn(ζ)(n2 − n1),
gn(ζ) = −n Im
{∫ 2pi
0
dτ1
2pi
∫ τ1
0
dτ2e
−in(τ1−τ2)+iζ(sin τ1−sin τ2)
}
,
H
(1)
eff =
J2
∆
g˜n(ζ)(n2 − n1),
g˜n(ζ) = −n Im
{∫ 2pi
0
dτ1
2pi
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)
e−in(τ1−τ2)+iζ(sin τ1−sin τ2)
}
. (73)
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Similarly to the non-driven case this correction gives the level repulsion term, but with
a renormalized coefficient. If the driving is not very strong, ζ . 1, then gn(ζ), g˜n(ζ) ≈ 1
for all n 6= 1, i.e. the presence of the driving results in a small modification of the non-
driven Floquet Hamiltonian. For n = 1 the functions g1(ζ), g˜1(ζ) are small, oscillate
and even become zero at special values of ζ. This indicates that the driving can have
a strong effect if n = 1. We want to emphasize again that the Ω−1-term is now only a
sub-dominant correction, provided that Jn(ζ)  J/∆ = J/(nΩ). For completeness we
also show leading order approximation for the kick operators:
Hl = −J
(
Jn−l(ζ)d†2d1 + Jn+l(ζ)d†1d2
)
,
K
rot,(1)
F [0](t) =
1
iΩ
∞∑
l=1
1
l
(
(eilΩt − 1)Hl − (e−ilΩt − 1)H−l
)
,
K
rot,(1)
eff (t) =
1
iΩ
∞∑
l=1
1
l
(
eilΩtHl − e−ilΩtH−l
)
. (74)
4.2. The High-Frequency Expansion vs. the Schrieffer-Wolff
Transformation.
The Schrieffer-Wolff (SW) transformation is a standard way to eliminate high energy
states in static systems. The SW transformation is a perturbative unitary rotation of
the Hamiltonian, which eliminates the coupling to the high-energy states at the expense
of creating effective low-energy terms. A famous example of the SW transformation,
where it was first applied, is the reduction of the Anderson impurity model to the Kondo
model [109]. In this section we show that the SW transformation is essentially equivalent
to the High-Frequency (Magnus) expansion. Namely, the SW transformation coincides
with the HFE at least up to the second order, and agrees with the ME up to a static gauge
transformation. An approach similar to the one described here has been used to study
topological Floquet bands in Ref. [110]. Following the simple case of a two-level system,
we shall show how one can extend the SW transformation to periodically-driven systems.
To make the discussion more transparent we shall analyze three specific examples of
increasing complexity. First, we describe the non-driven non-interacting system, then
a driven non-interacting one, and finally an interacting, non-driven one. The driven
interacting system is very similar to the driven non-interacting one, and we only comment
on the result.
A non-interacting impurity coupled to a conducting band. We begin by generalizing
the simple two-level setup. Consider the non-interacting Anderson model (also called the
Resonant Level model or the Friedrichs model [111] describing a single impurity coupled
to free electrons (cf. Fig 9):
H = H0 +H1,
H0 =
∑
k,s
knks + ∆
∑
s
nds,
H1 =
1√
LD
∑
ks
(
Vdc
†
ksds + h.c.
)
. (75)
Here d refers to the impurity atom with an energy ∆, s =↑, ↓ is the spin index, k ≥ 0
is the dispersion of the band electrons, Vd is the hybridization strength, L is the linear
system size, and D is the dimensionality of the system. The prefactor 1/
√
LD ensures
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U
EF Fermi Sea
Figure 9. (Color online) The Anderson Model: spinful fermions can occupy an impurity level, separated from
the Fermi sea by an energy ∆. The coupling between the impurity atom and the conducting electrons is Vd (not
shown). Moreover, in the presence of interactions, an additional energy cost U has to be paid for the double
occupancy of the impurity atom.
that in real space the coupling to the impurity Vd is independent of the system size. The
fermionic creation and annihilation operators obey the canonical commutation relations
{cks, c†k′s′}+ = δkk′δss′ , and {ds, d†s′}+ = δss′ . As usual, nks = c†kscks and nds = d†sds are
the number operators. We are interested in the situation where ∆ is the largest energy
scale in the system: ∆  Vd, k, and the coupling Vd between the conducting band and
the impurity is small (compared to the Fermi energy). In this limit, the impurity can
only be occupied by virtual processes, which effectively dress the low-energy conduction
band electrons.
As Schrieffer and Wolff pointed out [109], standard perturbation theory fails to provide
an accurate description of the weak-coupling limit, Vd → 0, since higher order terms in
Vd appear together with energy denominators k− k′ . Near the Fermi surface, the latter
can be arbitrarily small, and hence render perturbation theory divergent. To solve this
problem, they suggested to perform a unitary transformation, which later became known
as the SW transformation [109]. This transformation eliminates the dependence of the
Hamiltonian on Vd to linear order. As a result, the limiting procedure Vd → 0 becomes
well-defined.
Here, we show that we can achieve a similar goal by first doing a transformation into
a rotating frame with respect to the operator ∆
∑
s nds, and subsequently applying the
High Frequency expansion (HFE) to this new periodic Hamiltonian. This is a direct
extension of the procedure we used for the two-site single-particle problem discussed
above. By doing this transformation, we are eliminating the energy scale ∆ from the
effective description at the expense of introducing a fast periodic time dependence in the
hybridization term:
Hrot(t) = Hband + e
−i∆tH− + ei∆tH+,
Hband =
∑
k,s
knks, H
− =
1√
LD
∑
ks
Vdc
†
ksds, H
+ =
(
H−
)†
.
(76)
We can now apply the HFE, since we have a periodic Hamiltonian. Clearly, the time-
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averaged Hamiltonian, H
(0)
eff = Hband, so the linear terms in Vd average to zero. Notice
how the absence of linear terms, which can be considered as the main requirement for
the choice of the generator of the SW transformations, arises naturally in this setup. The
∆−1-correction includes the following commutator [H+, H−] here we do not consider
the commutators [H±, H0] since we are discussing the HFE, c.f. Eq. (46), not the ME,
c.f. Eq.(42)). This commutator leads to scattering between band electrons to order 1/∆,
and thus has to be taken into account for finite ∆. If we restrict the discussion to order
1/∆, we find
Heff = Hband − |Vd|
2
∆LD
∑
kk′
Ψ†kΨk′ +
|Vd|2
∆
Ψ†dΨd +O
(
∆−2
)
, (77)
where we introduced the compact spinor notation:
Ψk =
(
ck↑
ck↓
)
, Ψd =
(
cd↑
cd↓
)
. (78)
and the sum over spin indices is assumed. For example Ψ†dΨd = c
†
d↑cd↑ + c
†
d↓cd↓ = nd↑ +
nd↓. The second term in this effective Hamiltonian represents the static scattering from
the impurity atom, while the third term is the new impurity potential. As in the two-
level system from Sec. 4.1, the kick operator Keff(t) governing the micromotion can be
calculated explicitly using Eqs. (47):
Keff(t) =
1
iΩ
(
ei∆tH+ − e−i∆tH−) (79)
In particular, if we evaluate it at stroboscopic times nT we find
Keff(nT ) =
1
iΩ
Vd√
LD
∑
ks
[d†scks − c†ksds]. (80)
In the language of the SW transformation the effective HamiltonianHeff keeps track of the
spectrum of the system and the kick operator Keff(t) realises the rotation of the basis. As
we discussed many times already, the dynamics of the system can be studied using either
the effective Hamiltonian and the effective kick, or the stroboscopic Hamiltonian and the
stroboscopic kick. As usual, the stroboscopic Hamiltonian HF [t0] is less symmetric than
the effective Hamiltonian Heff and the stroboscopic kick operator is identically zero at
times t = t0 + nT , i.e. KF [t0](t0 + nT ) = 0 signifying that in the stroboscopic picture
there is no need to rotate the basis states.
Usually, in the context of the SW transformation, the subtleties associated with the
kick operators are not discussed. Moreover, the SW transformation can become quite
cumbersome if one needs to go to higher order. On the other hand, the HFE naturally
allows us to deal with the kick operators and go to higher order in ∆−1 if necessary.
Schrieffer-Wolff transformation for periodically driven systems. We now extend the
SW transformation to periodically driven systems by adding an extra term
H1(t) = −A cos Ωt
∑
s
nd,s
to the Hamiltonian (75). This system was studied from the point of view of Floquet
theory in Refs. [95, 112, 113]. As in the example of the two-level system, we assume a
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commensurate driving frequency and impurity energy: ∆ = nΩ, where n ∈ N (see the
discussion in the two level case about the motivation for this assumption and how to
relax it). Furthermore, as before we assume that Ω and hence ∆ are the largest energy
scales in the problem.
We eliminate the impurity level and the driving altogether, by going to the rotating
frame defined by V (t) = exp [i(ζ sin Ωt − nΩ)∑s nd,s], ζ = A/Ω. This leads to
Hrot(t) =
∑
k
kΨ
†
kΨk +
1√
LD
∑
k
Vde
iζ sin Ωt −inΩtΨ†kΨd + h.c. (81)
We can now apply the High-Frequency expansion. The derivation of the effective Hamil-
tonian follows the same guidelines as that of the driven two-level system. The resulting
time-averaged Hamiltonian and the leading correction are given by
H
(0)
eff =
∑
k
kΨ
†
kΨk +
1√
LD
∑
k
VdJn (ζ) Ψ†kΨd + h.c.,
H
(1)
eff = −
|Vd|2
∆LD
g˜n(ζ)
∑
k,k′
Ψ†kΨk′ +
|Vd|2
∆
g˜n(ζ)Ψ
†
dΨd, (82)
where Jn is the n-th Bessel Function of first kind, and the function g˜n(ζ) is defined in
Eq. (73).
Contrary to the situation in the non-driven case, here in the infinite-frequency limit,
the hybridization terms which mix the band and the impurity levels do not vanish. This
is very similar to the effect we already observed for the driven two-level system. So unlike
the static case this linear coupling has direct physical implications, because the impurity
level in the rotating frame is resonant with the bottom of the band. It then follows that
the population of the impurity will be significant at any finite driving frequency as long as
Jn(ζ) is not too small. Physically, this corresponds to multi-photon absorption processes.
Let us point out that one can similarly analyze the limits where ∆ = nΩ + δ∆,
where the off-set |δ∆| < Ω/2. As we discussed earlier, in the rotating frame, this off-set
leads to an extra (small) static impurity potential δ∆nd. It is intuitively clear that the
occupation of the impurity in the steady state will be sensitive to the position of this
potential with respect to the Fermi level. A large impurity occupation is possible for
0 ≤ δ∆ ≤ EF (where EF is the Fermi energy). This mechanism of populating the higher
level is expected to open up the way towards studying heating in the high-frequency
regime if one replaces the impurity atom by an entire excited band. The issue of heating
requires a separate careful analysis, which is beyond this review. We also refer the reader
to recent works, where this issue was partially addressed for the Kondo model [90].
The Anderson Model. Let us now go back to the static model and add an interaction
term to the lab-frame Hamiltonian. The Hamiltonian describing repulsion between the
electrons on the impurity is given by:
Hint = Und↑nd↓. (83)
For large interactions this term effectively penalizes the double occupancy of the impurity
site. As is well known, this leads to the effective low-energy Kondo Hamiltonian [109].
To show the relation between the High-Frequency (Magnus) expansion and the SW
transformation, we assume that ∆ and U are the largest energy scales and once again
39
August 20, 2015 Advances in Physics Floquet˙review˙v5.0
we eliminate both of them together by going to the rotating frame:
V (t) = exp
(
−i∆t
∑
s
nds
)
exp (−iUt nd↑nd↓) . (84)
Note that this transformation consists of the product of two commuting operators and
it is a direct generalization of the transformation used in the non-interacting non-driven
model above. The Hamiltonian in the rotating frame gets modified according to:
Hrot(t) −→ Hrot(t) + e−i∆t(e−iUt − 1)W− + ei∆t(eiUt − 1)W+,
W− =
1√
LD
∑
ks
Vdc
†
ksdsnd,s¯, (85)
where Hrot(t) on the RHS above is the Hamiltonian (76), and s¯ denotes the opposite spin
species to s. The new terms W± represent an interaction-dependent hopping from the
conducting band to the impurity. In general, the interaction U and the impurity energy
∆ need not be commensurate, and thus the transformation to the rotating frame is not
periodic. In the spirit of our previous discussion we assume commensurability, U = m∆,
and moreover choose m = 1. One can check that the resulting Kondo Hamiltonian is
correctly reproduced for any m and by taking analytic continuation to non-integer m’s
one obtains the correct result for any values of U and ∆. In addition, one can easily
convince themselves that by choosing a common frequency Ω from the two energies U
and ∆: U = nΩ, ∆ = mΩ, one also reproduces exactly the result of the standard SW
transformation.
The interaction-dependent hopping W± does not contribute to the time-averaged
Hamiltonian H
(0)
eff . However, it gives an important contribution to the first-order correc-
tion to the effective Hamiltonian coming from the commutators [W+,W−], [W+, H−],
and [W−, H+]. Evaluating these explicitly, we find
Heff = Hband − |Vd|
2
4∆LD
∑
kk′
(
Ψ†kσΨk′
)
·
(
Ψ†dσΨd
)
+
|Vd|2
∆LD
∑
kk′
[
−1 + 1
4
Ψ†dΨd
]
Ψ†kΨk′ +
|Vd|2
∆
Ψ†dΨd +O
(
Ω−2
)
.
(86)
For our choice of parameters we have U = ∆. Here σ is the vector of Pauli matrices
and the summation over the spin indices is taken care of using the spinor notation. It
is immediate to recognize that we have reproduced precisely the Kondo coupling, which
one otherwise derives from the original SW transformation [109].
As before, we note that the High-Frequency (Magnus) expansion, allows one to ex-
plicitly take into account both the slow dynamics of the system through the Floquet
Hamiltonian, and the fast dynamics through the operator K(t). Finally, we note in pass-
ing that including the driving in the interacting model is straightforward. The new term
appearing in H
(0)
eff will be identical to the one in Eq. (82) for the non-interacting model,
while the other terms will be modified by functions similar to g˜n(ζ). Last, we also point
out that from Eq. (47) it becomes clear that, to leading order in Ω−1, the kick operator
K
(1)
eff (t) is modified by the interactions, accordingly, both in the driven and the non-driven
Anderson model.
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Figure 10. (Color online) The Rabi Model: a two-level system interacts with a quantized electromagnetic field.
4.3. The Rabi Model.
Another famous example in which a transformation to the rotating frame eliminates a
highly excited state, is the Rabi model, which describes a two-level atom coupled to a
quantized electromagnetic field. In the rotating frame the Rabi Hamiltonian is
H = H0 +H
+(t) +H−(t), (87)
where
H0 = g
(
a†σ− + aσ+
)
,
H−(t) = g′e−iΩtaσ−, H+(t) = (H−(t))†, (88)
and we have chosen the laser frequency ωL to match resonantly the difference of the
energies of the two levels of the atom, in which case Ω = 2ωL (see Fig. 10). We mention
in passing that the solution of the Rabi model for g = g′ can be expressed in terms of
a functional differential equation [114]. Moreover by adding a magnetic field along the
z-direction one can obtain an entire line of integrable points, where the generalized Rabi
model is supersymmetric [115].
Applying the Magnus (High-Frequency) expansion to order Ω−1 to the Rabi Hamilto-
nian gives:
HF [0] = g
(
a†σ− + aσ+
)
+
g′2
Ω
(
a†aσz − σ+σ−
)
+
gg′
Ω
(
a2 +
(
a†
)2)
σz +O (Ω−2) ,
Heff = g
(
a†σ− + aσ+
)
+
g′2
Ω
(
nσz − σ+σ−)+O (Ω−2) ,
K
(1)
F [0](t) =
g′
iΩ
(
(eiΩt − 1)a†σ+ − (e−iΩt − 1)aσ−
)
,
K
(1)
eff (t) =
g′
iΩ
(
eiΩta†σ+ − e−iΩtaσ−
)
. (89)
It is also straightforward to obtain the second-order correction to the Floquet Hamilto-
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nian:
H
(2)
F [t0] = −
2g2g′
Ω2
(a2a†σ− − 2aσ− − a3σ+ + h.c.)
− 2g
′3
Ω2
(naσ− − 2aσ− + h.c.)
+ 2
gg′2
Ω2
(2a†σ− + a†nσ− − 1
2
a3σ− + h.c.),
H
(2)
eff =
gg′2
Ω2
(a†σ−σz + h.c.). (90)
It follows that, up to order Ω−2, the effective Hamiltonian conserves the sum of the total
number of photons and the z-component of the spin and, therefore, it only couples pairs
of states such as |1〉 = |n,+〉 and |2〉 = |n + 1,−〉.5 Here n is the number of photons
and ± indicates the values of the spin-projection along the z-axis. Thus, to obtain the
spectrum to order Ω−2, we simply need to diagonalize a collection of independent two-by-
two Hamiltonians. The matrix elements of the effective Hamiltonian in the sector with
n and n+ 1 photons coupled read:
〈1|H(0)eff +H(1)eff +H(2)eff |1〉 = −
g′2
Ω
(2− np), 〈2|H(0)eff +H(1)eff +H(2)eff |2〉 = −
g′2
Ω
np
〈1|H(0)eff +H(1)eff +H(2)eff |2〉 =
√
np
(
g +
gg′2
Ω2
)
,
where np = n+ 1. From this it is immediate to compute the spectrum:
Enp = −
g′2
Ω
± g√np
(
1 +
(
g′
g
)2 (1− np)2
2np
+
g′2
Ω2
)
+O (Ω−3) (91)
In the case of g′ = 0, the spectrum reduces to the Jaynes-Cummings one, as it should, and
exhibits the hallmark feature of a quantized Rabi frequency ΩR = g
√
np = g
√
n+ 1. The
Magnus (High-Frequency) expansion captures both the Bloch-Siegert shift g′2/Ω, which
has been known to be the leading correction to the spectrum for a long time, as well as the
subleading correction of order Ω−2. Many terms in the stroboscopic Hamiltonian break
the conservation of the total number of photons and spins, and significantly complicate
the analysis of the Floquet Hamiltonian. However, these terms do not appear in the
effective Hamiltonian, and hence their effect must be captured by the kick operator
Keff(t) (see Eqs. (47) and (79)). Recently, it was argued that this type of terms can
important for the stabilization of finite-density quantum phases [116].
The Rabi model can be realised experimentally using highly controllable optical cav-
ities, whose size determines the mode frequency Ω through the quantisation/boundary
conditions. In the same spirit as in the two-level system, and the Anderson model, one
can imagine shaking the cavity boundaries out of phase periodically, which would induce
a periodic modulation of the frequency Ω. To study the physics of this model, one could
go to a rotating frame and apply the Magnus (High-Frequency) expansion. In this case,
the counter-rotating (particle non-conserving) terms, g′aσ−+ h.c., will not vanish in the
5One has to keep in mind though that the photons and the spins are dressed by the kick operator and this
conservation law breaks down for the bare (undressed) operators.
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zeroth order, in analogy with the emergent hybridisation terms at the level of the time-
averaged Hamiltonian in the models discussed in Secs. 4.1 and 4.2 potentially leading to
new qualitative phenomena.
Let us conclude this section by pointing out that, through the leading terms in the
Magnus (High-Frequency) expansion, one can formally understand the generation of sta-
tionary optical lattice potentials used to trap neutral atoms [117]. It is then not difficult
to find subleading terms including those responsible to various heating processes [118].
5. The Kapitza Class.
We shall now move on to apply the formalism developed in Secs. 2 and 3 to specific ex-
amples. In the remainder of this paper, we review various models, in which the Floquet
Hamiltonian exhibits a non-trivial high-frequency limit. By ‘non-trivial’ we mean not
equal to the time-averaged lab-frame Hamiltonian. We shall also discuss leading correc-
tions in the inverse driving frequency to the infinite-frequency limit, which are important
for experimental realizations. As we show below, different setups leading to non-trivial
infinite-frequency Hamiltonians can be classified according to three generic classes of
driving protocols. While this classification might not be exhaustive, it covers most of
the examples known in the literature, and suggests possible routes for engineering new
Floquet Hamiltonians in various types of systems.
Let us open the discussion analyzing the Kapitza class which is defined as a
non-relativistic system with a quadratic in momentum kinetic energy and arbitrary
(momentum-independent) interactions. The driving protocol couples only to operators
which depend on the coordinates. In other words, the Hamiltonian should be of the form:
H(pj , xj) = Hkin({pj}) +Hint({xj}) + Ωf(t)H1({xj}), (92)
where
Hkin({pj}) =
N∑
j=1
p2j
2mj
,
and f(t) is some periodic function of time with period T and zero mean. Note that
the driving term H1 can include both a single particle external potential and interac-
tions. Hence, the Kapitza class comprises the periodically driven nonlinear Schro¨dinger
equation. For instance, in has been shown that when the interaction strength in the
Gross-Pitaevskii equation is shaken strongly and at a high frequency, it is possible to
stabilise the solitonic solution against critical collapse [119–123]. When we say that the
Hamiltonian should be of the form (92), we imply that it should be gauge-equivalent to
this form. For instance, any time-dependent scalar potential can be absorbed into a vector
potential by choosing a different electromagnetic gauge, as it is well-known from classical
electromagnetism. While we do not explicitly consider here systems in the presence of an
orbital magnetic field, the Kapitza class can be extended to such situations as well. Such
extension will simply result in few additional terms in the infinite-frequency Hamiltonian
and the leading inverse frequency corrections. We made the prefactor Ω = 2pi/T explicit
in Eq. (92) to emphasize that, in order to get a non-trivial high-frequency limit, one
needs to scale the driving amplitude linearly with the frequency. This scaling guarantees
that, when the driving becomes infinitely fast, the system is strongly perturbed, and its
evolution cannot be described by the time-averaged Hamiltonian at any frequency.
To derive the infinite-frequency Floquet Hamiltonian, we employ the inverse frequency
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expansion in the lab frame up to second order. We show explicit expressions only for the
stroboscopic Hamiltonian HF [t0] obtained using the Magnus Expansion, Eq. (42). Similar
arguments apply for the effective Hamiltonian using the High Frequency Expansion,
Eq. (46). Since, it is easier to work in the rotating frame, as we show in the next section,
we shall discuss in detail the comparison between the effective and stroboscopic pictures
in there.
H(0) =
1
2pi
2pi∫
0
dτH(τ) = Hkin +Hint, (93)
H(1)[0] =
[Hkin, H1]
4pii
2pi∫
0
dτ1
τ1∫
0
dτ2 f(τ1)− f(τ2) = [Hkin, H1]
2pii
2pi∫
0
dτ1(τ1 − pi)f(τ1), (94)
H(2)[0] = − [[Hkin, H1], Hkin]
12piΩ
2pi∫
0
dτ1
τ1∫
0
dτ2
τ2∫
0
dτ3 2f(τ2)− f(τ1)− f(τ3) (95)
− [[Hkin, H1], H1]
12pi
2pi∫
0
dτ1
τ1∫
0
dτ2
τ2∫
0
dτ3 f(τ2)f(τ3) + f(τ2)f(τ1)− 2f(τ1)f(τ3),
where τi = Ωti. In order to keep the notation consistent, we drop the subindex F in the
Magnus Expansion of the Floquet Hamiltonian in the lab frame: HF [t0] =
∑
nH
(n)[t0],
to contrast with the proper inverse-frequency Magnus expansion HF [t0] =
∑
nH
(n)
F [t0],
defined in Sec. 3. The difference between the two expansions is due to the non-trivial
scaling of the driving amplitude with frequency. For instance, H(2)[0] contains both the
term scaling as the first power of the inverse frequency, and the term which survives
the infinite-frequency limit. We reserve, the subindex F in H
(n)
F [t0] for terms which scale
strictly as Ω−n. The term H(n)F [t0] can be viewed as a result of either finite or infinite
resummation of a lab-frame subseries.
It becomes clear that, for Ω → ∞, the first term in H(2)[0] vanishes (it represents
one of the subleading 1/Ω corrections) while the other term in H(2)[0] together with
H(0) and H(1)[0] give the correct Floquet Hamiltonian in the infinite-frequency limit.
The term H(1)[0] in the Magnus expansion can always be set to zero by choosing an
appropriate Floquet gauge t0, such that the time-integral appearing in Eq. (94) vanishes.
For example, if the protocol is symmetric around the middle of the period: f(t) = f(T−t),
e.g. f(t) = cos Ωt , then this integral is identically zero. One has to be cautious, though,
that this may not be the case in other gauges. For instance, if f(t) = sin Ωt then the
integral in Eq. (94) is non-zero, and one either has to shift the stroboscopic point t0 to
T/2, or deal with this term. Choosing the symmetric Floquet gauge, the time-ordered
integral in the last term in Eq. (95) is finite, and has a well-defined non-zero infinite-
frequency limit. Note that because the kinetic energy is quadratic in momentum this
term depends only on the coordinates {xj}, and hence represents an additional external
potential or an interaction. Indeed,
[[Hkin, H1], H1] = −
N∑
j=1
1
mj
(
∂H1
∂xj
)2
,
and thus, for symmetric driving protocols, the infinite-frequency limit of the Floquet
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Hamiltonian reads as:
H
(0)
F = Hkin +Hint +A
∑
j
1
mj
(
∂H1
∂xj
)2
, (96)
where
A =
1
12pi
∫∫∫
0<τ3<τ2<τ1<2pi
dτ1dτ2dτ3(f(τ2)f(τ3) + f(τ2)f(τ1)− 2f(τ1)f(τ3)). (97)
The time integral here depends on the details of the periodic function f(τ). For instance,
if f(τ) = λ cos(τ) then A = λ2/4. If the time average of f(τ) is zero then one can show
that
A =
1
4pi
∫ 2pi
0
∆2(τ)dτ, where ∆(τ) =
∫ τ
0
f(τ ′)dτ ′. (98)
Let us argue that the asymptotic form of the Floquet Hamiltonian in the infinite-
frequency limit given by Eq. (96) for the Kapitza class is exact. In other words, there
are no other terms in the Magnus expansion which survive as Ω → ∞. From the struc-
ture of the expansion, it is clear that the only non-vanishing terms in the n-th order
contribution are those which contain n-times the driving term H1, and once the ki-
netic energy. Since the driving amplitude scales with frequency, each extra time integral
(giving an extra factor 1/Ω) will be precisely compensated for by the extra factor com-
ing from the driving amplitude. So the only terms which survive have the structure of
[[. . . [Hkin, H1], H1], . . . H1] multiplied by some dimensionless number. However, because
the kinetic energy is quadratic in momentum, all such terms containing more than two
commutators vanish identically. Hence, the only surviving terms beyond the second order
must contain the kinetic energy at least twice, so they are at least of order Ω−1. Note
that, in principle, one can evaluate the Ω−1-corrections to H(0)F in a similar way. But the
general expressions become very involved so we shall rather show these corrections for a
specific case of the Kapitza pendulum. As we shall show, it is much easier to derive these
corrections going first to the rotating frame, where there is a systematic and convenient
way to count the powers of frequency.
5.1. The Kapitza Pendulum.
We now illustrate how the infinite-frequency limit, the leading corrections, the Floquet-
gauge freedom, and the dressing of the observables and the density matrix emerge for a
specific setup of a single Kapitza pendulum [3, 62]. At the end of the section, we shall
briefly discuss many-particle generalizations of the Kapitza pendulum.
The Kapitza pendulum is a rigid pendulum of length l in which the point of suspen-
sion is being displaced periodically along the vertical direction according to the time-
dependent protocol y0 = a cos Ωt. We parametrize the problem in polar coordinates:
x = l sin θ, y = (y − y0) + y0 = l cos θ + a cos Ωt
where θ is the angle measured from the downward direction, c.f. Fig. 11. The Lagrangian
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is
L = m
2
(
x˙2 + y˙2
)
+mgy =
ml2
2
(
θ˙2 +
2aΩ
l
sin Ωt θ˙ sin θ
)
+ml2ω20 cos θ (99)
with ω0 =
√
g/l. In the last equality we have dropped all terms which are independent
of θ and θ˙, since they have no physical meaning. Using the standard definitions for the
canonical momentum pθ = ∂L/∂θ˙ and the Hamiltonian H = pθθ˙−L we arrive at [3, 62]
H =
1
2ml2
(pθ −mlaΩ sin θ sin Ωt )2 −ml2ω20 cos θ. (100)
The shift in momentum can be removed by a standard gauge transformation in the
Hamiltonian, resulting in the scalar potential, which effectively modulates the internal
frequency ω0, so that the Hamiltonian becomes equivalent to
H =
p2θ
2ml2
−ml2 cos θ
(
ω20 +
aΩ
l
Ω cos Ωt
)
. (101)
To simplify the notations we re-define ml2 → m, aΩ/l → λ resulting in the celebrated
Kapitza Hamiltonian
H =
p2θ
2m
−m cos θ(ω20 + λΩ cos Ωt ). (102)
In this form the Kapitza Hamiltonian obviously belongs to the Kapitza class (hence
its name). As we discussed above, it has a well-defined infinite-frequency limit if we
keep λ fixed, i.e. scale the driving amplitude linearly with frequency6. Formally one can
obtain the Kapitza Hamiltonian by directly modulating the coupling constant in the
cosine potential (gravitational constant g in this case). However, notice that the large
frequency limit effectively corresponds to changing the sign of this coupling, which is not
always easy to achieve experimentally.
The Floquet Hamiltonian in the infinite-frequency limit, Eq. (96), is
H
(0)
F = H
(0)
eff =
p2θ
2m
−mω20 cos θ +m
λ2
4
sin2 θ. (103)
When λ >
√
2ω0 the effective potential in Eq. (103) supports a stable local minimum
at the inverted position θ = pi. In the absence of the driving, the equilibrium position
θ = pi is clearly unstable. Therefore, by driving the pendulum, it is possible to change the
stability of the upper equilibrium. This phenomenon is known as dynamical stabilization
and it is widely used in many areas of physics [124–127].
5.2. The Kapitza Hamiltonian in the Rotating Frame.
In this section we demonstrate a simpler derivation of the infinite-frequency Floquet
Hamiltonian by going to a rotating frame. First we transform the Kapitza Hamilto-
6It should be noted that it is the driving amplitude in the Hamiltonian (102) which scales linearly in frequency.
The shaking amplitude a scales inversely proportional to the frequency.
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(a)
(b)
Figure 11. (Color online) The Kapitza pendulum. (a) The point of suspension of a rigid pendulum of mass m
and natural frequency ω0 =
√
g/l is periodically modulated in the vertical direction with an amplitude a and
frequency Ω. (b) In the high-frequency limit. the upper equilibrium at θ = pi becomes dynamically stable and the
system can oscillate around the inverted position.
nian (102) to the rotating frame by
V (t) = exp (−i∆(t) cos θ)
∆(t) = −mλΩ
∫ t
0
dt cos(Ωt) = −mλ sin(Ωt). (104)
As everywhere else in this paper, V (t) is the transformation which goes from the rotating
to the lab frame.
It is often (but not always) convenient to define the rotating frame such that V (0) = 1,
so that the initial states in the lab and the rotating frame are the same at t = 0.
By construction, this transformation eliminates the divergence of the driving protocol
with Ω in the infinite-frequency limit. Hence, as Ω → ∞, the Floquet Hamiltonian
becomes effectively equivalent to the time-averaged Hamiltonian in the rotating frame,
as discussed in Sec. 3.4. In the rotating frame, the transformed Hamiltonian is given by
Hrot(t) = V †(t)
[
p2θ
2m
−mω20 cos θ
]
V (t)
=
p2θ
2m
−mω20 cos θ +
∆2(t)
2m
sin2 θ +
∆(t)
2m
{sin θ, pθ}+, (105)
where {·, ·}+ denotes the anti-commutator. Noticing that 1T
∫ T
0 dt∆(t) = 0 and
1
T
∫ T
0 dt∆
2(t) = m2λ2/2, we find for the infinite-frequency Floquet-Hamiltonian:
H
(0)
F = H
(0)
eff =
p2θ
2m
−mω20 cos θ +m
λ2
4
sin2 θ. (106)
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This is exactly the Hamiltonian from Eq. (103), showing explicitly the equivalence of the
Floquet Hamiltonians in the lab and rotating frames.
The Floquet Hamiltonian (106) is consistent with the predictions based on classical
mechanics (see for example Landau and Lifshitz [15]). Usually the effective potential
(i.e. the θ-dependent terms in Eq. (106)) is obtained by splitting the degrees of free-
dom into fast and slow modes. One eliminates the fast modes, and derives the effective
potential for the slow modes. It then follows that the effective potential is proportional
to the time integral of the squared driving protocol [15], i.e. ∝ ∫ T0 dt f(t)2. However,
according to Eq. (98), the effective potential is proportional to the average of its time
integral squared, i.e. ∝ ∫ T0 dt∆(t)2, where ∆(t) = ∫ t0 dt f(t′). This makes no difference
for a simple cos Ωt driving protocol, but will be important for more complex periodic pro-
tocols, e.g. f(t) = cos Ωt + cos 2Ωt. We showed in Sec. 3 that, in the infinite-frequency
limit, the stroboscopic and effective Hamiltonians coincide, i.e. H
(0)
F = H
(0)
eff , and the kick
operators are equal to zero. One has to keep in mind, though, that the bare observables
in the rotating frame are in general different from the bare observables in the lab frame,
except for times at which V (t) reduces to the identity operator. For this reason, the
dressed observables in the lab frame are generally modified even in the infinite-frequency
limit (see Sec. 5.4).
5.3. Finite-Frequency Corrections.
The ME (HFE) expansion allows one to identify leading finite-frequency corrections
to the stroboscopic (effective) Hamiltonian H
(0)
F (H
(0)
eff ). This can be done both in the
lab frame and in the rotating frame. However, going to the rotating frame makes the
calculations much simpler because, as we discussed, there the Magnus (High-Frequency)
expansion coincides with the Ω−1-expansion. On the other hand, in the lab frame, terms
from different order in the Magnus (High-Frequency) expansion can have the same scaling
with Ω.
To see this explicitly, let us first identify all terms of order Ω−1 appearing in the lab
frame. To avoid lengthy expressions, we only state the relevant commutators, which have
to be multiplied by the corresponding time integrals. Clearly, two-fold nested commuta-
tors appear in the second-order Magnus expansion H(2)[t0], three-fold nested commuta-
tors appear in the third order, and so on. However, each additional commutator comes
with an extra Ω−1 suppression coming from the time integral. It is straightforward to see
that all the terms which scale as Ω−1 are those containing twice the static Hamiltonian
H0
H0 =
p2θ
2m
−mω20 cos θ,
and arbitrary many times the driving term
H1(t) = −mλΩ cos(Ωt) cos θ.
The relevant corrections are given by
[H0, [H0, H1]],
[H0, [H1, [H0, H1]]], [H1, [H0, [H0, H1]]],
[H1, [H0, [H1, [H0, H1]]]], [H1, [H1, [H0, [H0, H1]]]]. (107)
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These commutators are non-zero because H0 depends on the momentum p while H1
depends on the coordinates θ. Every time the commutator with H1 is applied, the
power of the momentum operator is lowered by one. For example, for H0 ∼ p2, we
have [H0, H1] ∼ p, and [[H0, H1], H1] does not depend on p, i.e. it is a function of the
coordinates alone and therefore commutes with H1. It then immediately follows that all
higher-order nested commutators, containing two H0 and four or more times H1, van-
ish identically. If we work in the symmetric Floquet-gauge t0 = 0, the driving protocol
becomes symmetric w.r.t. the origin of the time axis, i.e. cos (Ωt) = cos(−Ωt). One can
then show that all odd-order terms in the Magnus expansion vanish identically [73] and,
thus, only the second-order (first line in Eq. (107)) and the fourth-order (third line in
Eq. (107)) terms contribute.
While the evaluation of all these terms and the corresponding time integrals is in
principle possible, it is quite cumbersome and computationally heavy. Instead, it is much
easier to get the same 1/Ω correction in the rotating frame by simply evaluating the first
order Magnus expansion:
H
(1)
F [0] =
1
4piiΩ
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[
Hrot(τ1), H
rot(τ2)
]
,
where Hrot(t) is the Hamiltonian of Eq. (105) and, as before, τ = Ωt. Likewise one can
use Eq. (44) for finding the stroboscopic kick operator. Then the calculation of H
(1)
F [0]
and K
rot,(1)
F [0](t) becomes very simple and we find
H
(1)
F [0] =
1
Ω
[
λ
4m
(
p2θ cos θ + 2pθ cos θ pθ + cos θ p
2
θ
)−mω20λ sin2 θ −mλ32 cos θ sin2 θ
]
,
K
rot,(1)
F [0](t) =
∫ t
0
dt′Hrot(t′)−H(0)F [0]
=
1
Ω
(
λ
2
(cos Ωt− 1){sin θ, pθ}+ − mλ
2
8
sin 2Ωt sin2 θ
)
. (108)
In parallel, we also give the first correction to the effective Hamiltonian in the rotating
frame. According to the Eq. (46) this correction is given by
∑
l[Hl, H−l]/l where Hl
are the Fourier harmonics of Hrot(t) (see Eq. (105)). One can convince themselves that
Hl = H−l and, therefore, the first order correction to the effective Hamiltonian vanishes:
H
(1)
eff = 0. (109)
The difference between the Ω−1-correction terms H(1)F [0] and H
(1)
eff means that the Ω
−1
terms in the Floquet Hamiltonian only contribute to the Floquet spectrum to order Ω−2.
Using Eq. (47) we find the that the effective kick operator is given by:
K
rot,(1)
eff (t) =
1
Ω
(
λ
2
cos (Ωt) {sin θ, pθ}+ − mλ
2
8
sin (2Ωt) sin2 θ
)
. (110)
Using Eq. (46) and (47) it is also straightforward to calculate higher-order corrections in
the rotating frame.
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5.4. Dressed Observables and Dressed Density Matrix.
Let us now derive the dressed operators and the dressed density matrix which are impor-
tant to analyze correctly the FNS dynamics of the system, c.f. Sec. 2.4. All calculations
can be done again both in the lab and the rotating frames, but we choose the latter for
simplicity.
As before, we show the dressed density matrix and observables both in the stroboscopic
and the effective pictures. We consider the following natural observables: sin θ, sin2 θ,
pθ, and p
2
θ, and explicitly consider the initial state characterized by the Gaussian wave-
function
〈θ|ψ0〉 = 1
(2pi)1/4
√
σ
e−
sin2 θ
4σ2 (111)
with the corresponding density matrix
ρ0(θ1, θ2) =
1√
2piσ
exp
(
−sin
2 θ1 + sin
2 θ2
4σ2
)
. (112)
We assume that the Gaussian state is well-localised around θ = npi, i.e. σ  1. In the
rotating frame, the operators sin θ and sin2 θ remain the same as in the lab frame, while
the operators pθ and p
2
θ, as well as the off-diagonal elements of the density matrix acquire
a time dependence:
sin θrot(t) = sin θ, sin2 θrot(t) = sin2 θ
protθ (t) = V
†(t)pθV (t) = pθ + ∆(t) sin θ,
p2,rotθ (t) = p
2
θ + ∆(t)
2 sin2 θ + ∆(t){sin θ, pθ}+,
ρrot(θ1, θ2; t) = e
i∆(t)(cos θ1−cos θ2)ρ0(θ1, θ2). (113)
Here the operator V (t) and the function ∆(t) are defined in Eq. (104).
The dressed operators and density matrix are defined by Eqs. (28). To compute the
leading and the first subleading terms in Ω−1 we use Eq. (60). In the infinite-frequency
limit, the dressed operators and density matrix are obtained from the corresponding time-
averaged quantities in the rotating frame (this is true both in the stroboscopic and the
effective picture). This implies that all operators, which are functions of θ are unaffected
while the operators, which depend on momentum beyond linear order get dressed:
sin θ
(0)
F = sin θ
(0)
eff = sin θ, sin
2 θ
(0)
F = sin
2 θ
(0)
eff = sin
2 θ
pθ
(0)
F = pθ
(0)
eff = pθ, p
2
θ
(0)
F
= p2θ
(0)
eff
= p2θ +m
2λ
2
2
sin2 θ.
(114)
The density matrix, being a function of both coordinates and momenta, also gets dressed.
In particular
ρ
(0)
F (θ1, θ2) = ρ
(0)
eff (θ1, θ2) =
1
T
∫ T
0
ei∆(t)(cos θ1−cos θ2)ρ0(θ1, θ2)
= J0(mλ(cos θ1 − cos θ2))ρ0(θ1, θ2), (115)
where, as usual, J0 is the zero-th Bessel function of first kind. Note that the diagonal
elements of ρ0, defining the probabilities of a particular value of θ, are not dressed in the
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infinite-frequency limit (recall that J0(0) = 1), while the off-diagonal elements, which
determine the momentum distribution, get affected. To gain more intuition about this
density matrix one can take a partial Fourier transform defining the Wigner function
(dropping the subindices F and eff for simplicity):
W
(0)
(θ, pθ) =
1
2pi
∫ ∞
−∞
dξ ρ¯(0)(θ + ξ/2, θ − ξ/2)eipθξ. (116)
If the width of the Wigner function, σ, in Eq. (112) is small, the weight of the density
matrix is largest for θ1, θ2  1 and we can approximate cos θ ≈ 1−θ2/2 in the expression
above. This immediately leads to:
W (θ, pθ) ≈ e
−θ2/(2σ2)
(2pi)3/2σ
∫ ∞
−∞
dξe−ξ
2/(8σ2)J0(mλθξ)eipθξ
≈ e
−θ2/(2σ2)
(2pi)3/2σ
∫ ∞
−∞
dξe−ξ
2/(8σ2)e−m
2λ2θ2ξ2/4eipθξ
≈ 1
pi
√
1 + 2m2λ2σ2θ2
exp
[
− θ
2
2σ2
− 2p
2
θσ
2
1 + 2m2λ2σ2θ2
]
≈ 1
pi
√
1 + 2m2λ2σ2 sin2 θ
exp
[
−sin
2 θ
2σ2
− 2p
2
θσ
2
1 + 2m2λ2σ2 sin2 θ
]
, (117)
where we used σ  1, θ  1, and we have approximated the Bessel function with a
Gaussian (recall the symmetry of the Bessel function, J0(x) = J0(−x)). In the last line,
we made use of the identity θ ≈ sin θ for θ  1. As expected, the dressed density matrix
features a broadening of the momentum distribution. The new uncertainty in momentum
is
〈p2θ〉 ≈
1
2σ2
+m2
λ2
2
sin2 θ, (118)
which is consistent with Eq. (114) given that we relied on |θ|  1. Not surprisingly, the
momentum uncertainty given by the dressed density matrix is precisely the uncertainty
of the dressed p2θ operator calculated with the original density matrix (see Eq. (114)).
Using Eq. (60) together with Eqs. (110) and (113) it is immediate to compute the Ω−1
corrections to the dressed operators and the density matrix. We find that, in the effective
picture, all these corrections are zero:
sin θ
(1)
eff = 0, sin
2 θ
(1)
eff = 0, pθ
(1)
eff = 0, p
2
θ
(1)
eff
= 0, ρ
(1)
eff = 0 (119)
This follows from the fact that the time integrals and/or the commutators in Eq. (60)
vanish. The corresponding corrections in the stroboscopic picture can either be computed
ab initio using Eq. (60) together with Eqs. (108) and (113), or by transforming the zeroth-
order (in Ω) dressed observables/density matrix calculated above, from the effective to
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Figure 12. A system of coupled Kapitza pendula: a many-body representative of the Kapitza class.
the stroboscopic picture using Eq. (62). The two approaches are equivalent and lead to:
θ¯
(1)
F [0] = −
λ
2Ω
sin 2θ,
θ2
(1)
F [0] = −
2λ
Ω
sin2 θ cos θ,
pθ
(1)
F [0] =
λ
2Ω
{pθ, cos θ}+,
p2θ
(1)
F
[0] =
λ
Ω
({cos θ, p2θ}+
2
+ pθ cos θpθ −mλ2 cos θ sin2 θ
)
ρ
(1)
F [0](θ1, θ2) = −
1
Ω
{
λJ0(mλ(cos θ1 − cos θ2))
(
1
2
(cos θ1 + cos θ2) +
(
cos θ1
2σ2
sin2 θ1 +
cos θ2
2σ2
sin2 θ2
))
+mλ2(sin2 θ1 + sin
2 θ2)J1(mλ(cos θ1 − cos θ2))
}
ρ0(θ1, θ2),
= − λ
Ω
{(
sin θ1∂θ1 +
1
2
cos θ1
)
ρ
(0)
F (θ1, θ2) + (1↔ 2)
}
. (120)
5.5. Multi-Dimensional and Multi-Particle Generalization of the Kapitza
Pendulum.
Last, let us discuss two generalizations of the Kapitza pendulum. First, we consider a
single-particle multi-dimensional generalization. Namely, we analyze a particle of unit
mass whose motion is constrained to a d-dimensional hyper-surface embedded in a
D-dimensional coordinate space. For example, this can be a particle confined to a 2-
dimensional sphere or other, more complicated surface. Let this surface be parameter-
ized by the coordinates r = (r1(θ1, . . . , θd), . . . , rD(θ1, . . . , θd)) with θ1, . . . θd being local
coordinates. Now, suppose we choose a preferred direction ei in RD, to shake the entire
hyper-surface periodically:
r(θ1, . . . , θd)→ r(θ1, . . . , θd) + a cos (Ωt) ei = r′(t). (121)
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We follow steps similar to those in Eqs. (99) – (102) and compute the Lagrangian:
L = m
2
|r˙′|2 − Upot = m
2
(|r˙|2 + 2Ωa sin (Ωt) ei · r˙)− Upot,
where Upot is an unspecified external potential which only depends on the coordinate r
and, as in Eq. (99), we have dropped the terms independent of r and r˙. Using the standard
definitions for the canonical momentum p = ∂L/∂r˙ and the Hamiltonian H = p · r˙ −L
we arrive at
H =
1
2m
(p−maΩ sin(Ωt)ei)2 + Upot
→ 1
2m
|p|2 + Upot −maΩ2 cos(Ωt)ei · r
=
1
2m
|p|2 + Upot −mλΩ cos(Ωt)ei · r
where in the second step we cast the vector potential as a scalar potential and we iden-
tified λ = aΩ = const. We then arrive at the conclusion that by shaking the surface at
high frequency and small amplitude (i.e. Ω → ∞ and λ = const.) we effectively create
a large time-dependent “gravitational-like” potential along the shaking direction. This
large effect has been achieved by shaking the entire hyper-surface, on which the particle
is constrained to move, and could not have been achieved by periodically driving any
intrinsic model parameter (such as the gravity g), unless one finds a way to scale the
driving amplitude with Ω. The Floquet Hamiltonian can be found from Eqs. (96) – (98).
All finite-frequency corrections as well as the dressed operators can be found by a simple
extension of the corresponding results for the Kapitza pendulum.
As a last example we generalize the Kapitza pendulum to a chain of coupled pen-
dula (see Fig. 12). Consider N coupled pendula, shaken along the y-direction using some
specific driving protocol. In a way this example can be thought of as a single particle
confined to an N -dimensional hyper-surface embedded in a 2N -dimensional space, where
N is the number of pendula. One can repeat the derivation of Sec. 5.1 to find that the
Hamiltonian of this system reads
H =
N∑
j=1
p2j
2m
− J cos(θj − θj+1)−mω20 cos θj −mλΩ cos Ωt cos θj , (122)
where J = kl2 is the coupling proportional to the spring constant k and, as usual, λ is
proportional to the product of the driving frequency and the driving amplitude. In the
limit of large frequency and λ = const., this Hamiltonian leads to a discretized version
of the Sine-Gordon model, which is also very close to the famous Frenkel-Kontorova
model [128]:
H
(0)
F = H
(0)
eff =
N∑
j=1
p2j
2m
− J cos(θj − θj+1)−mω20 cos θj +m
λ2
4
sin2 θj . (123)
This model can undergo a quantum phase transition, between the gapless and gapped
phases, depending on the value of λ, and the magnitude of the other couplings. It sup-
ports various interesting excitations, such as solitons and breathers, and their nature
can change with varying λ [128]. This model is integrable in the limits λ  ω0 and
λ  ω0 but non-integrable when these couplings are comparable to one another. This
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opens the possibility of studying interesting thermalization-type dynamics. Additionally,
it becomes possible to create interesting infinite-frequency limits by driving different
pendulums with different amplitudes and phases. This can be used to generate artificial
position-dependent gravitational fields, making the emergent physics even more interest-
ing.
6. The Dirac Class.
In this section, we consider periodically driven systems with a kinetic energy linear in
momentum. According to relativistic quantum mechanics, this requires an additional
spin structure in the Hamiltonian [129]. Such systems describe the low-energy physics of
graphene [130], Weyl semi-metals [131], and other related materials [49, 132, 133].
6.1. Periodically Driven Magnetic Fields.
The Dirac class is defined by the following Hamiltonian
H(t) = H0 − λΩ sin(Ωt)H1, H1 = B(r) · σ
H0 = Hkin +Hint = vF p · σ +Hint, , (124)
where vF is the Fermi velocity, B(r) is an external magnetic field and σ is the vector of
2× 2 Pauli matrices (we could similarly analyze a coupling to the 4× 4 Dirac γ-matrices
without any need to define a new class). Here Hint contains arbitrary spin-independent
external potentials and (for many-particle systems) any spin-independent many-body
interactions. Taking additional spin-dependent static external potentials into account is
straightforward but will unnecessarily aggravate the discussion. Furthermore, to avoid
technical complications, our analysis is restricted to situations where the magnetic field
does not change its direction in time. To simplify the notations we shall keep the discus-
sion at the single-particle level.
Similarly to the Kapitza class, the analysis of the ME and HFE for the Dirac class can
be significantly simplified by performing a transformation to a rotating frame given by
V (t) = exp (−i∆(t)B(r) · σ) ,
∆(t) = λ cos Ωt . (125)
Clearly, V (t) is a periodic function of time, but with our choice of ∆(t), it does not
satisfy the condition V (0) = 1. Hence, the initial state in the rotating frame is re-
lated to the initial state in the lab frame via a unitary rotation by V (0), i.e. |ψlab〉 =
V (0)|ψrot〉, c.f. Sec. 3.4. One can of course change V (t) by redefining ∆(t)→ ∆(t)−∆(0),
but this leads to additional gauge-dependent terms in the Floquet Hamiltonian. This is
a manifestation of the Floquet-gauge, discussed in Sec. 2.
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(a)
(b)
Figure 13. (Color online) Light induced spin-orbit coupling. Shining light on fermions with a relativistic dispersion,
such as graphene close to the neutrality point, leads to spin-orbit coupling whose strength is controlled by the
driving amplitude. (a) In absence of the driving, a potential bias generates a longitudinal current. (b) In presence
of the driving, a potential bias generates a longitudinal and a transverse current whose direction depends on the
value of the spin.
After the transformation to the rotating frame the kinetic energy becomes
Hrotkin(t)
vF
= V †(t) (p · σ)V (t)
=
1
2
{cos (2∆(t)B(r)) ,p · σ − (n · p) (n · σ)}+ − 1
2
{sin(2∆(t)B(r)), (n× p) · σ}+
−∆(t)n ·∇B(r) + (n · p) (n · σ) ,
Hrotint (t) = V
†(t)HintV (t) = Hint
(126)
where B(r) and n are the magnitude and the direction of the magnetic field B(r),
i.e. B(r) = B(r)n with |n| = 1. Hint is not affected by the transformation to the ro-
tating frame since it is, by assumption, spin independent. (If the original Hamiltonian
contains additional spin-dependent external fields or interactions, then the transforma-
tion to the rotating frame will dress Hint, too.) We can now readily obtain the effective
high-frequency Floquet Hamiltonian by taking the time-average of Eq. (126):
H
(0)
F = H
(0)
eff = vF (n · p) (n · σ)+
vF
2
{J0 (2λB(r)) ,p·σ−(n · p) (n · σ)}++Hint, (127)
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where J0 is the 0-th order Bessel function of the first kind. One can show that there are
no Ω−1-corrections to the Floquet Hamiltonian for the chosen Floquet gauge. This follows
from the fact that for a symmetric driving protocol (∆(t) = ∆(−t)) all odd-order terms
in the ME vanish identically [73], see Eq. (42). Moreover, there are no Ω−1-corrections
to the effective Hamiltonian. This follows from the fact that, for this model, Hl and H−l
commute with each other and therefore the first order correction vanishes, c.f. Eq. (46).
Hence, the leading non-vanishing correction to this Floquet Hamiltonian is of order Ω−2
suggesting that the infinite-frequency limit in the Dirac class is robust to finite-frequency
effects.
Dresselhaus Spin-Orbit Coupling. We now consider an example in which we drive a
linearly polarized constant magnetic field along a fixed direction in the xy-plane. We
find an effective Dresselhaus spin-orbit coupling (SOC) in the high-frequency limit. Pro-
posals for Floquet realizations of SOC (see Fig. 13 for a schematic representation) have
already been made for bosons using constant pulse sequences [134–137]. For fermions,
the periodically driven spin-orbit coupling has been studied in graphene [138].
We consider the Hamiltonian (124) with:
B(r) = 1, n =
1√
2
(1, 1, 0) . (128)
Specializing Eq. (127) to B(r) = 1 we arrive at:
H
(0)
F = vF (1− J0(2λ)) (n · p) (n · σ) + vF J0(2λ) (p · σ) +Hint =
= v′F (p · σ) +
vF
2
(1− J0(2λ)) (pxσy + pyσx) +Hint, (129)
where, to obtain the last equality, we have used the explicit form of n and we have
defined the modified Fermi velocity v′F = (vF /2) (1 + J0(2λ)) ≤ vF . Hence, besides the
expected renormalization of the Fermi velocity, one finds an effective Dresselhaus spin-
orbit coupling term without affecting the interactions.
6.2. Periodically Driven External Potentials.
When one takes into consideration driving systems with a linear dispersion, there ex-
ists yet a second possibility in which the driving protocol couples to a scalar external
potential. The general form of the lab-frame Hamiltonian is
H(t) = H0 +
λ
vF
Ω2 cos (Ωt)H1, (130)
where H0 is defined in Eq. (124) and H1 is an arbitrary spin-independent scalar potential.
As we show below, the Hamiltonian above is intimately related to the Hamiltonian (124)
defining the Dirac class. For this reason, there is no need to define a new “class” to
accommodate the Hamiltonian (130). Notice that in the above Hamiltonian the driving
amplitude scales with Ω2 while in Eq. (124) the driving was scaling with Ω. The scaling
of the drive with Ω2 is intimately related to the existence of the additional spin structure
in the Hamiltonian and it will be explained from two different perspectives: the lab-frame
Magnus expansion, and a transformation to a rotating frame.
First, we apply the Magnus expansion in the lab frame. The zeroth order term gives the
time-averaged Hamiltonian Hkin + Hint. The Ω
−1-corrections vanish identically due to
the symmetry of the drive, i.e. cos(Ωt) = cos(−Ωt). Therefore the leading contributions
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the Floquet Hamiltonian are given by the terms:
[Hkin, [Hkin, H1]], [H1, [Hkin, H1]].
where each H1 term brings an extra factor of Ω
2 due to the scaling of the driving am-
plitude and both terms are multiplied by a factor T 2 which comes from the double
time integral (c.f. definition of the Magnus expansion in Sec. 3). For systems with a
Dirac dispersion it is easy to verify that the second term vanishes identically. In fact
[Hkin, H1] ∝ (∇H1)·σ and, therefore, it commutes with H1 which is diagonal in spin space
and depends on the position r exclusively. As a result, only the term [Hkin, [Hkin, H1]]
contributes to the Floquet Hamiltonian. Therefore, to keep this term finite in the infinite-
frequency limit, we need to scale the driving amplitude as Ω2. Recall that in the non-
relativistic Kapitza class the term [H1, [Hkin, H1]] was non-zero and dominant. Therefore,
to keep the dominant contribution to the Floquet Hamiltonian finite in the infinite-
frequency limit, in the Kapitza class the driving amplitude scales only linearly with Ω.
There are other important differences between the ME (HFE) in the Dirac and Kapitza
classes. For example, in the Kapitza class the ME in the limit Ω → ∞ truncates in the
lab frame after the second order, while this is not the case in the Dirac class due to the
additional spin structure in the kinetic energy term. For instance, consider the fourth-
order commutator [Hkin, [H1, [Hkin, [H1, Hkin]]]], which scales as Ω
4. Taking into account
the factor T 4 from the time-ordered integrals, we find that this term remains finite as
Ω → ∞. Although the kinetic energy is linear in p, this 4-nested commutator does not
vanish due to the spin structure [σα, σβ] = 2iεαβγσγ . Similar expressions appear in any
even higher-order terms in the Magnus expansion (all odd terms being zero due to the
symmetry of the drive).
Next, we explain the scaling Ω2 in Eq. (130) from the point of view of a transformation
V˜ (t) to a preliminary rotating frame:
V˜ (t) = exp
(
−i λ
vF
Ω sin (Ωt) H1(r)
)
. (131)
In this preliminary rotating frame the Hamiltonian is:
H˜(t) = H˜kin(r, t) +Hint,
H˜kin(r, t) = V˜
†(t) (vF p · σ) V˜ (t) = vF p · σ − λΩ sin (Ωt) B(r) · σ, (132)
where B(r) = ∇H1(r) is the “magnetic field”, generated by the spatial gradient of the
time-dependent scalar potential. This is only an analogy with real magnetic fields, which
are always divergence-free, while an effective magnetic field need not be. For example
choosing a parabolic driving potential H1(r) = r
2 induces an effective radial “magnetic
field” B(r) = 2r in the first rotating frame. The amplitude of this oscillatory “magnetic
field” scales only linearly with the driving frequency, reflecting the re-summation of an
infinite lab-frame Magnus (High-Frequency) subseries. The interaction term Hint is not
affected by this transformation. Notice that in this first rotating frame, the Hamiltonian
in Eq. (132) becomes identical to Eq. (124). Therefore, we can adopt the entire discussion
of Sec. 6.1 to further analyse this type of models.
This procedure highlights the fact that the Hamiltonians (124) and (132) are intimately
related as we anticipated above. We conclude that, within the Dirac class of systems
with a linear dispersion, one can either drive the system via a spatially-dependent scalar
potential with an amplitude scaling as Ω2, or with a spatially-dependent “magnetic
field” with an amplitude scaling linearly with Ω. Using the scalar potential allows one
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to generate synthetic “magnetic fields”, which may not satisfy the ordinary Maxwell
equations (in particular, this might allow one to introduce effective magnetic monopoles
into the system). We stress that the Hamiltonian (132) can be used as a starting point
instead of the Hamiltonian (124).
Periodically driven linear potential. As an illustration let us consider a graphene-type
setup in which the momentum of the particle is confined to the x, y-plane. The external
potential depends linearly on the out-of-plane coordinate z via H1(z) = z. The Hamil-
tonian is
H(t) = Hkin +Hint +
λ
vF
Ω2 cos (Ωt) z.
(133)
Going to the first rotating frame we find a constant in space, time-dependent “magnetic
field” along the z-axis: B = zˆ so that
H˜(t) = vF (p · σ) + λΩ sin (Ωt) B · σ +Hint.
We now do a transformation to a second rotating frame, as discussed in Sec. 6.1. For
B(r) = 1 and n = (0, 0, 1) the general Floquet Hamiltonian in Eq. (127) reduces to
H
(0)
F = H
(0)
eff = vF J0 (2λ) (p · σ) +Hint = vF J0 (2λ) (pxσx + pyσy) +Hint. (134)
Note that there are no terms proportional to pz, since the motion of the particles is
confined to the two-dimensional xy-plane. This driving protocol essentially leads to a
renormalised Fermi velocity, which can be tuned to zero by choosing 2λ to coincide with
the zero of the Bessel function J0. This dynamical localisation effect can be used for
enhancing interaction effects in weakly-interacting many-body systems.
If in the same setup the effective potential depends linearly on x, then the resulting
Floquet Hamiltonian becomes anisotropic
H
(0)
F = H
(0)
eff = vF pxσx + vF J0(2λ)pyσy +Hint, (135)
and tuning J0(2λ) = 0 makes the kinetic term one-dimensional.
7. The Dunlap-Kenkre (DK) Class.
As a third class of Hamiltonians, where one can engineer interesting infinite-frequency
limits, we consider a setup where the driving couples to a non-interacting term in an
arbitrary interacting system. Examples include interacting particles with arbitrary dis-
persion relation in an external time-dependent electric field, or interacting spin systems
in a time-periodic magnetic field, just to name a few. As we shall see in this section,
this class of Hamiltonians is paradigmatic for ‘Floquet engineering’. In this way one
can generate Wannier-Stark ladders [53, 139–141], non-trivial tight-binding models with
engineered dispersion relations [53, 142–144], including the Harper-Hofstadter Hamilto-
nian [47, 48, 72, 145] and other models exhibiting artificial gauge fields [42, 53, 146–148],
effective spin Hamiltonians [149–151], quantum Hall states [38], topologically non-trivial
Floquet Hamiltonians [40, 41, 44, 45, 49, 50, 152–154], spin-dependent bands [155], and
others.
58
August 20, 2015 Advances in Physics Floquet˙review˙v5.0
To the best of our knowledge, the first theoretical proposal for the realization of a non-
trivial high-frequency limit in a tight-binding model with an external periodic electric
field was discussed by Dunlap and Kenkre in Refs. [156, 157]. They discussed the phe-
nomenon of dynamical localization, where the hopping between sites can be completely
suppressed in the high frequency limit by choosing an appropriate fixed ratio between
the driving amplitude and the driving frequency. Motivated by their idea, we consider
the following general class of Hamiltonians
H(t) = H0 + ΩH1(t), (136)
where H0 represents some (interacting) lattice Hamiltonian, and
H1 =
∑
m
fm(t)nm (137)
with nm being the density operator on the m-th lattice site, and fm(t) is an arbitrary
site-dependent periodic function of time with period T . Notice that in Eq. (136), we
have explicitly put the Ω-dependence of the driving term H1 to highlight the non-trivial
scaling of the driving amplitude with frequency.
Instead of the lattice system, we could consider a continuum model using∑
m fm(t)nm →
∫
ddxf(t,x)n(x) with f(t+T,x) = f(t,x). Obviously, in the continuum
limit there is an overlap between the DK class and the Kapitza class, if the kinetic energy
in H0 is quadratic in momentum, and with the Dirac class if it is linear. The relation
between continuum and lattice models is discussed in Appendix B. In the DK class, we
allow for arbitrary dispersion relations at the expense of restricting the driving to couple
to single-particle terms. Later on, in Sec. 7.4, we shall show that the DK class extends
to driven spin systems, where H0 describes some arbitrary interacting spin Hamiltonian,
while the driving term couples to a spatially dependent, periodic in time magnetic field.
After giving an overview of the general theory of the DK class, we will discuss the
recent dynamical realization of the Harper Hamiltonian [47, 48], as a special case of
the periodically driven Bose-Hubbard model. We will derive both the infinite-frequency
limit, and the leading Ω−1-corrections to the Floquet Hamiltonian. We will also give
examples for the dressed operators and density matrix. After that, we will continue
with the fermionic case illustrated on the driven Fermi-Hubbard model, and discuss the
infinite-frequency limit and the Ω−1-corrections, which are expected to be important for
interacting Floquet topological insulators, as realized in Ref. [49]. Finally, we will discuss
interacting driven spin chains.
To be specific, we assume that H0 is a sum of the kinetic energy term represented by
the nearest neighbor hopping and additional density-density interactions which can also
include a static external potential linearly coupled to the density:
H0 = Hkin +Hint, (138)
where
Hkin = −J0
∑
〈m,n〉
a†man + h.c., and [nm, Hint] = 0.
The angular brackets here represent nearest neighbors.
The terms in the inverse-frequency expansion, which do not vanish in the infinite-
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frequency limit are of the type
H0, [H1, H0], [H1, [H1, H0]], [H1, [H1, [H1, H0]]]], . . . (139)
Since each commutator brings an extra factor of 1/Ω from the time integral (see the
discussion in Sec. 3), and each H1 term brings an extra factor of Ω due to the scaling
of the driving amplitude, it is easy to see that all these terms are of the same order
in Ω. Furthermore, these are the only terms that survive in the infinite-frequency limit.
However, unlike in the Kapitza class, this series does not terminate at any finite order
and, thus, one has to re-sum an infinite lab-frame subseries to obtain the correct infinite-
frequency limit. This is intimately related to the fact that the dispersion relation in H0
is arbitrary and not quadratic in momentum like in the Kapitza class.
From this structure of the inverse-frequency expansion, it is also clear why the Hamil-
tonian H1 should couple linearly to the density. Only then do these nested commutators
not grow both in space (meaning that the resulting effective operators remain local) and
in the number of creation and annihilation operators (i.e. we avoid the generation of
three- and higher-body interactions). One can also consider other situations where the
commutators do not grow, for example, when the driving couples to the local in space
density-density interaction between fermions [158] or even bosons [159–161] (though the
bosonic case is more subtle), or when the protocol couples to local in space spin interac-
tions for spin models with spin larger than one half.
While infinite re-summation of a (sub)series is possible and it yields the proper infinite-
frequency limit, calculating subleading corrections directly becomes very involved. These
complications can be overcome, as before, by going to the rotating frame, which is defined
via the transformation
V (t) = exp
[
−i
∑
m
∆m(t)nm
]
, ∆m(t) = Ω
∫ t
t0
dt′fm(t′). (140)
The lower limit of the integral defining ∆m(t) is a gauge choice, related to the Floquet-
gauge, e.g. one can choose t0 = 0. Applying this transformation eliminates the term linear
in the density operator, which in the lab frame diverges linearly with the frequency. At
the same time, in the rotating frame, a periodic drive is imprinted to the kinetic energy:
Hrot(t) = W (t) +W †(t) +Hint
W (t) = −J0
∑
〈mn〉
ei[∆m(t)−∆n(t)]a†man. (141)
Notice that this transformation leaves the interaction term Hint invariant. As in the previ-
ous classes we discussed, going to the rotating frame generates an effective complex driv-
ing protocol, which is well-behaved in the infinite-frequency limit. The infinite-frequency
limit of the Floquet Hamiltonian is then simply given by the time average of Hrot(t).
In the rotating frame, averaging over time is equivalent to a re-summation of an infinite
lab-frame inverse-frequency sub-series, in agreement with the general discussion in Sec. 3.
Similarly to the Kapitza class, the Magnus expansion (ME) and the High-Frequency ex-
pansion (HFE) in the rotating frame can be used to compute the subleading correction
in Ω−1 to the Floquet Hamiltonian. Rather than discussing these corrections in the most
general form, we will show and analyze them for specific examples.
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Figure 14. (Color online). A periodically driven (shaken) optical lattice in which the lattice is shifted periodically
at frequency Ω: the prototypical example of the DK class.
7.1. Noninteracting Particles in a Periodically Driven Potential: Floquet
Theory and Experimental Realization.
As a first representative of the DK class, we consider a chain of noninteracting, periodi-
cally driven spinless particles, which can be either bosons or fermions (see Fig. 14) with
the following Hamiltonian
H(t) = −J0
∑
m
(
a†m+1am + h.c.
)
+ Ω
∑
m
ζ
2
sin(Ωt− Φm+ Φ/2)nm, (142)
where J0 is the hopping, and a
†
m is the operator which creates a particle at site m.
As anticipated, the driving protocol couples to the density and breaks translational in-
variance through the site-dependent phase (which may have a more-complicated spatial
dependence). The driving amplitude V0 = Ωζ is constant in space and, in agreement
with the general discussion, is proportional to the frequency. The above choice of the
Floquet gauge (or the phase lag) ensures a simple form of the infinite-frequency Floquet
Hamiltonian. In the next sections we shall generalize our analysis by adding interactions,
a second spatial dimension, and finally by adding a spin degree of freedom.
The transformation to the rotating frame is done using Eq. (140) with ∆m(t) =
−ζ cos(Ωt−Φm+ Φ/2). We pause to note that, for this particular Floquet gauge choice,
V (0) 6= 1. As a consequence, one needs to transform the initial state to the rotating
frame as well. Combining this with Eq. (141) we find:
Hrot(t) = −J0
∑
m
gm,m+1(t)a†m+1am + h.c. =
∑
l∈Z
Hle
ilΩt, (143)
where
gm,m+1(t) = e−iζ sin(Ωt−Φm), ζ = λ sin(Φ/2),
Hl =
∑
m
(
e−ilΦm
[
J−l(ζ)a†m+1am + Jl(ζ)a†mam+1
])
. (144)
We label the function gm,m+1(t) by two site indices to highlight that it is a link variable,
i.e. defined on the bonds of the lattice. The infinite-frequency Floquet Hamiltonian and
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the leading correction are then found from the Magnus (High-Frequency) expansion:
H
(0)
F = H
rot,(0)
eff = −Jeff(ζ)
∑
m
(
a†m+1am + h.c.
)
,
H
(1)
F [0] = −
J20
Ω
∑
m
(
Cm,m+2(ζ)a†m+2am + h.c.
)
+
J20
Ω
∑
m
Gm,m+1(ζ)(nm − nm+1),
H
(1)
eff = −
J20
Ω
∑
m
(
C˜m,m+2(ζ)a†m+2am + h.c.
)
+
J20
Ω
∑
m
G˜m,m+1(ζ)(nm − nm+1),
(145)
where Jeff(ζ) = J0J0(ζ) is the renormalized hopping parameter and J0 is the 0-th or-
der Bessel function of the first kind. When the parameter ζ is tuned to a zero of the
Bessel function J0, the hopping is suppressed showing the phenomenon of dynamical
localization as first discussed in Ref. [156], and experimentally verified in Ref. [162]. The
thermodynamics of such driven chain has been studied in Ref. [163]. The leading Ω−1-
corrections represent an additional second-nearest-neighbor hopping term, and an extra
static potential, which is periodic for any rational Φ/pi. To order Ω−1 the stroboscopic
and effective Hamiltonians are qualitatively the same but the values of the renormalised
parameters are different. The coupling constants for Magnus correction Cm,m+2(ζ) and
Gm,m+1(ζ) are given in Appendix C.1, while the ones for the High-Frequency expansion
are denoted by tilde and are given in Appendix D.1. Higher-order corrections in the
inverse frequency appear as longer-range hopping terms, and modifications to the static
potential. The leading correction to the kick operator Kroteff (t) can be obtained using
Eq. (47).
Next we discuss the dressed operators emerging in the FNS evolution, i.e. the operators
describing observables averaged over fast oscillations, c.f. Sec. 2.4. Two natural observ-
ables are the local density operator on site m and the local current operator flowing from
site m to site m+ 1:
nm = a
†
mam,
jm,m+1 = −iJ0(a†m+1am − a†mam+1). (146)
The transformation to the rotating frame leaves the density operator (commuting with
the driving term) invariant, while the current operator (which does not commute with
the driving H1) changes in the same way as the hopping term in the Hamiltonian. As
we mentioned in Sec. 3.4, it is convenient to study the finite-frequency corrections to the
dressed observables in the rotating frame. One then finds
nrotm (t) = a
†
mam = n
lab
m ,
jrotm,m+1(t) = J0
(
−igm,m+1(t)a†m+1am + h.c.
)
,
(147)
Applying Eq. (60) leads to the following infinite-frequency behavior of the dressed oper-
ators in the stroboscopic and effective picture:
n
(0)
eff,m = n
(0)
F,m = nm, j
(0)
eff,m,m+1 = j
(0)
F,m,m+1 = Jeff(ζ)(−ia†m+1am + h.c.) (148)
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As in the Kapitza case the difference between the stroboscopic and effective pictures
appears in the structure of the subleading 1/Ω corrections to these observables. On one
hand, the observables A which remain invariant under the transformation to the rotating
frame V (t) do not get dressed in the infinite-frequency limit, i.e. A(0) = A. Furthermore,
these observables do not possess Ω−1-corrections in the effective picture (but they do have
Ω−1-corrections in the stroboscopic picture). On the other hand, all observables which
are not invariant with respect to the transformation to the rotating frame get dressed
even in the infinite-frequency limit. In agreement with our general results (see Eq. (33))
the dressed current operator is precisely the current operator associated with the Floquet
Hamiltonian. In other words, the dressed current describes the slow charge dynamics with
respect to HF . Such a dressed chiral current was successfully measured in a recent cold-
atom experiment realizing the Harper-Hofstadter model in a ladder geometry [145]. The
Ω−1-corrections to the dressed operators can be calculated with the help of the general
expression, Eq. (60). Since they are quite lengthy, we shall not show them explicitly.
Physically the corrections are responsible for delocalization of the corresponding dressed
operators, meaning that the operator support on the lattice grows as Ω deviates from
infinity. For example, the corrections to the dressed density involve terms which involve
hopping between neighboring sites, etc.
Next we compute the dressed density matrices. We consider two natural initial states
in which the particle is either localized in position space or in momentum space, corre-
sponding to the bare density matrices:
ρm = |m〉〈m|, ρk = |k〉〈k|. (149)
We shall distinguish between the two density operators by the subindex m or k. In the
rotating frame, the two operators transform to
ρrotm (t) = |m〉〈m|,
ρrotk (t) =
1
Ns
∑
mn
eik(m−n)e−iζ sin
Φ(m−n)
2
sin(Ωt−Φm+n−12 )|m〉〈n|. (150)
Here Ns is the number of lattice sites. In the infinite-frequency limit, averaging over t
leads to
ρ
(0)
eff,m = |m〉〈m|,
ρ
(0)
eff,k =
1
Ns
∑
mn
eik(m−n)J0
(
ζ sin
Φ(m− n)
2
)
|m〉〈n|.
(151)
As expected, the Fock-state density matrix, which commutes with the driving protocol,
is not modified in the infinite-frequency limit and hence it still represents a pure state.
On the contrary, the momentum-state density matrix gets dressed. In momentum space,
this density matrix remains diagonal:
ρ
(0)
eff,k =
∑
q
∞∑
l=−∞
ei(k−q)lJ0
(
ζ sin
lΦ
2
)
|q〉〈q|. (152)
and it represents a mixed state. We mention in passing that finite-frequency corrections
to the density matrices result in a mixed state even for a pure Fock-state.
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Experimental Observation of Dynamical Localisation in Cold Atom Systems. Let us
briefly describe some recent experimental setups where the renormalisation of the hop-
ping amplitude, J0 → J0J0(ζ), has been observed. For example, in Refs. [162, 164] the
dynamical localization of a strongly driven chain of 87Rb atoms was observed. First, the
atoms are cooled down to form a Bose-Einstein condensate (BEC). With the help of
acousto-optical modulators, the 1D optical lattice is moved back and forth, c.f. Fig. 14,
creating a periodic net force of the form V0
∑
mm cos Ωt nm on the atoms in the wells
(recall that V0 has to scale with the frequency, i.e. V0 = ζΩ). According to the predic-
tions of Floquet’s theory, the system is expected to exhibit dynamical localisation [39, 94]
when the effective hopping approaches zero. This can be achieved by tuning to one of the
zeros of the Bessel function [the first zero occurring at ζ ≈ 2.4, c.f. Eqs. (144) and (145)].
The tunneling can be measured experimentally by turning down the confining potential
along the lattice direction and allowing the atom cloud to expand in the lattice [165] as
it is shown in the left panel of Fig. 15 taken from Ref. [144]. The right panel in this figure
shows an image of the cloud taken with a CCD camera from a similar experiment [166].
From this image one can extract the in situ width of the atom cloud after the expansion.
It is evident that the expansion is very slow near the zero of the Bessel function (plot
c) indicating dynamical localization. The resulting data showed an excellent agreement
with the theoretical predictions.
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For a typical shaking frequency ω/2π = 3kHz the spatial shaking amplitude
∆xmax ≈ 0.5dL at K0 = 2.4.
3.2. Results
After loading the BECs into the optical lattice, the frequency modulation of one of
the lattice beams creating the shaking was suddenly switched on. In order to mea-
sure the effective tunneling rate |Jeff | between the lattice wells (where the modulus
indicates that we are not sensitive to the sign of J , in contrast to the time-of-flight
experiments described below), w then switched off the dipole trap b am that on-
fined the BEC along the direction of the optical lattice, leaving only the radially
confining beam switched on (the trap frequency of that beam along the lattice
direction was on the order of a few Hz and hence negligible on the timescales of
our expansion experiments, which were typically less than 200ms). The BEC was
now free to expand along the lattice direction through inter-well tunneling and its
in-situ width was measured using a resonant flash, the shadow cast by which was
imaged onto a CCD chip.
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Fig. 2. Dynamical suppression of tunneling in an optical lattice. Shown here are the values of
Jeff/J calculated from the expansion velocities as a function of the shaking parameter K0. The
sign of Jeff/J has been determined by time-of-flight experiments. The lattice depth and shaking
frequency were: V0/Erec = 6, ω/2π = 1kHz. The dashed line is the theoretical prediction.
6
dynamical localization leads to a blocking of the conden-
sate expan ion. By varying the optical lattice depth V0
and the shaking frequency ! we verified that the univer-
sal behavior of |Je↵/J | was in very good agreement with
the zero-order Bessel function rescaling of Eq. (19) for
K0 up to 6.
FIG. 2: Results for the free expansion of the condensate, mea-
sured in situ. In (a) plot of the condensate width versus versus
expansion time at K0 = 0 (open square) and K0 = 2.4 (closed
square) at V0 = 6Erec. The straight lines fitted through the
data allowed us to derive a reduction of the tunneling by a
factor around 25. In (b) and (c) images at expansion time
t =ms in a V0 = Erec lattice, for di↵erent values of the shak-
ing parameter, K0 = 0 and K0 = 2.4 respectively.
Within the range 2.4 < K0 < 5.5 the zero-order Bessel
function changes its sign, and also the tunneling rate. We
verified this sign change by monitoring the phase coher-
ence of the BEC in the shaken lattice, which was made
visible by switching o↵ the dipole trap and lattice beams
and letting the BEC fall under gravity for 20 ms. The re-
sulting spatial interference pattern is a series of regularly
spaced peaks at 2n⇥prec with n integer (positive or neg-
ative), corresponding to the various di↵raction orders of
the propagating matter waves. A standard interference
pattern, as corresponding to the J value of the tunneling
rate at K0 = 0, is presented in Fig. 3(a) with the maxi-
mum at p = 0 and two secondary maxima at p = ±2prec.
Such a pattern may be interpreted as the multiple source
interference of Bloch waves with quasi-momentum q = 0
extending over the whole optical lattice. In the region
between the first two zeros of the Bessel function, where
Je↵ < 0, we found a typical interference pattern as in
Fig. 3(c). That interference pattern is produced by a
staggered Bloch wavefunction with q = ±kL, at the edge
of the Brillouin zone [37]. This di↵erent condensate wave-
function is produced by the inversion of the curvature of
the (quasi)energy band at the center of the Brillouin zone
when the e↵ective tunneling parameter is negative, with
energy minimum at the Brillouin zone edge, as plotted
in Fig. 3(d).
FIG. 3: In (a) and (c) interference of dressed matter waves
released from an optical lattice with V0 = 9Erec and !/2⇡ =
3 kHz. The interference was measured by switching o↵ the
dipole trap and lattice beams and letting the BEC fall under
gravity for 20 ms. In (a), interference at K0 = 1.5, corre-
sponding to Je↵/J = 0.51; in (c), K0 = 3 corresponding to
Je↵/J =  0.26. In (b) and (d) calculated ground energy
band structure E1(q) versus the quasimomentum q for the
corresponding values of V0 and K0.
In [22] we realized the coherent control of the dressed
matter waves. Thus we changed adiabatically and re-
versibly the quantum state of ultracold bosons in driven
optical lattices between a superfluid and a Mott insulator
(MI) by varying the amplitudeK0 of the shaking. Within
the Bose-Hubbard model described by the J and U pa-
rameters, if U/J << 1 the tunneling dominates and the
atoms are delocalized over the optical latice. Instead for
U/J >> 1 the interaction term leads to a loss of phase co-
herence through the formation of number squeezed states
with increased quantum phase fluctuations. At a criti-
cal value of U/J the system undergoes a quantum phase
transition to a MI state [38]. Using optical lattices one
can tune U/J by changing the lattice depth, which af-
fects both U and J through the width of the on-site wave
functions. In addition at fixed lattice depth U can be
increased making use of a Feshbach resonance. Alterna-
tively we have suppressed J by periodically shaking the
lattice and verified that the MI state is reached for a
critical value of U/Je↵ .
In order to realize the driving-induced superfluid-MI
transition, we first loaded a BEC into a 3D lattice with
V0 = 11Erec using an exponential ramp of 150 ms dura-
tion and then linearly increased K0 from 0 to K0 = 1.62
in 4 ms, as schematized in the lower part of Fig. 4.
While in an undriven lattice with at 11Erec lattice depth
the BEC is superfluid with U/6J = 3.5, as shown by the
interference pattern in the top lef of Fig. 4, for the driven
lattice at K0 = 1.62, U/6Je↵ = 7.9, i.e., larger than the
MI transition critical value. The distinct loss of phase
coherence observed into the interference pattern on the
Figure 15. (Color online). Left panel (taken from Ref. [144]). Reproduced by per- mission of World Scientific.
Observation of dynamical localisation with cold atoms. The magnitude of the effective tunnelling coupling Jeff is
extracted from an in situ image, while the relative sign is determined through the interference pattern using a TOF
image. Right panel (taken from Ref. [166]). Reproduced by permission of Springer. In situ images reveal the change
in the condensate width σ during free expansion of a BEC in an optical lattice. (a) Normalised expansion width
σ/σ0 of the atomic cloud versus expansion time for K0 = 0 (black triangles) and K0 = 2.4 (red squares). (b) CCD
in situ images of the condensate cloud for K0 = 0 and K0 2.4. The parameters on the figre are related to those in
the main text by J = J0, K0 = ζ and Jeff = J0J0(ζ). For more details, see Refs. [39, 143, 144, 162, 163, 165, 166].
To investigate the coherence of the BEC in the driven system, both the confining
potential and the lattice beams are switched off. The atom cloud undergoes a free fall, and
the degree of phase coherence is determined from the visibility of the interference pattern
after time-of-flight imaging. It was shown that the system starts losing its coherent
behavior when the effective hopping appro ches zero. Phase coher nce is restored soon
after passing through the zero of the Bessel function when the effective hopping changes
sign.
In the same experiments, the authors also investigated closely the regions of param-
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eter space of the shaken Bose-Hubbard model which correspond to dynamical local-
isation [39, 143, 166]. There they found loss of coherence and attributed this to the
Mott-insulator-to-superfluid transition. By performing time-of-flight measurements, the
momentum distribution of the atom cloud was mapped out for different values of the
driving amplitude. Far away from the zeros of the Bessel function, where the hopping
is expected to be large compared to the atom-atom interactions, the experiments found
a momentum distribution with well-defined peaks at quasimomentum q = 0, indicating
that the system is in the phase-coherent superfluid state. However, when the value of
the driving amplitude is tuned to the zero of the Bessel function the visibility in the
corresponding interference pattern is reduced drastically. The atoms lose phase coher-
ence and the system is believed to enter the Mott insulating phase. Past the zero of the
Bessel function, the hopping amplitude changes sign, since the Bessel function becomes
negative, and the lowest Bloch band gets inverted. In agreement with theory, the position
of the momentum peaks in the experiment reappears at quasimomentum q = pi at the
edge of the Brillouin zone and the phase coherence in the system is being restored.
7.2. Cold Atoms Realization of the Harper-Hofstadter Hamiltonian.
We now extend the model from the previous section adding a second spatial dimension
and a magnetic field gradient along this new direction. This setup was first proposed in
Refs. [72, 167] for the simulation of the Harper-Hofstadter Hamiltonian with cold atoms
and was recently realized experimentally [47, 48, 50, 168]. After giving an overview of the
infinite-frequency limit, we discuss the leading Ω−1-corrections using both the Magnus
and the High-Frequency expansion. These corrections, as well as the dressing of the
operators, may be important for the existing experimental setups. The discussion of
their effect on the dynamics goes beyond the scope of the review and they are discussed
in a different work [169].
Consider a bosonic system on a square lattice subject to a linear potential along the
x-direction and a periodic driving. In two recent experiments, the linear potential was
achieved using either an static Zeeman magnetic field gradient [47] or gravity [48]. In
both cases this creates a constant force on the system. The periodic driving was realized
by using a running (dynamical) optical lattice (c.f. Fig. 16). The system is described by
the following Hamiltonian:
H(t) = H0 +H1(t), (153)
where
H0 = −
∑
m,n
[
Jx
(
a†m+1,namn + h.c.
)
+ Jy
(
a†m,n+1amn + h.c.
)]
+
U
2
∑
m,n
nmn(nmn − 1),
H1(t) = Ω
∑
m,n
[
λ
2
sin
(
Ωt− φmn + Φ
2
)
+ Ωm
]
nmn. (154)
Here Jx and Jy denote the hopping amplitude, and V0 = Ωλ is the strength of the
dynamical (running) lattice which, as in the previous example, should scale linearly with
the driving frequency. The field gradient along the x-direction is resonant with Ω (see
the term Ωmnmn in H1). The phase φmn is spatially inhomogeneous φmn = Φ(n+m)
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Figure 16. (Color online). The Floquet realization of the Harper-Hofstadter model. Electrically neutral bosons
are loaded in an optical lattice and subject to a Zeeman magnetic field gradient of value Ω, which plays the
role of the external potential along the x-direction. In addition, two Raman lasers of resonant frequency Ω, with
site-dependent phase lags, create a second running lattice. In the high-frequency limit, when the amplitude of the
Raman lasers scales with the frequency, one generates an effective orbital magnetic field, realizing the bosonic
Harper-Hofstadter Hamiltonian [170, 171]. Figure taken from Ref. [169].
and makes it impossible to find a Floquet gauge (i.e. a choice of the initial time of the
stroboscopic period) for which the driving is symmetric. Breaking time-reversal symmetry
ultimately allows for a synthetic static magnetic field to appear in the infinite-frequency
Hamiltonian.
Upon applying a transformation to the rotating frame [48], the Hamiltonian takes the
form
Hrot(t) = W (t) +W †(t) +Hint, (155)
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xy
Figure 17. (Color online) The leading corrections in Ω−1 to the Harper-Hofstadter Hamiltonian: second-neighbor
hopping including along the diagonal (solid black lines), interaction-dependent hopping (solid black lines connected
to zig-zag lines) and a site-dependent chemical potential (indicated by the thin black lines on the side and the
green color gradient). The interaction dependent hopping does not influence the Floquet spectrum to order Ω−1
but is important for the correct description of the stroboscopic evolution. In the effective Floquet picture these
terms show up the in kick operator instead (see main text).
where
W (t) = −
∑
m,n
[
Jxe
−iζ sin(Ωt−φnm)+iΩta†m+1,namn + Jye
−iζ sin(Ωt−φnm)a†m,n+1amn
]
,
(156)
and ζ = λ sin(Φ/2). To zeroth order, the Floquet Hamiltonian coincides with the effec-
tive Hamiltonian and it is obtained by averaging Eq. (155) over a period:
H
(0)
F = H
(0)
eff = −K
∑
m,n
(
eiφmna†m+1,namn + h.c.
)
− J
∑
m,n
(
a†m,n+1amn + h.c.
)
+
U
2
∑
m,n
nmn(nmn − 1). (157)
The effective hoppings are given by K = JxJ1(ζ), J = JyJ0(ζ), and Jν is the ν-th Bessel
function. The next order in the Magnus expansion delivers the leading finite-frequency
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corrections to the stroboscopic Floquet Hamiltonian:
H
(1)
F [0] = −
∑
m,n
(
J2x
Ω
→Cnm,m+2(ζ)a
†
m+2,namn +
J2y
Ω
↑Cn,n+2m (ζ)a
†
m,n+2amn + h.c.
)
−
∑
m,n
(
JxJy
Ω
↗Dn,n+1m,m+1(ζ)a
†
m+1,n+1amn +
JxJy
Ω
↖Dn,n+1m,m−1(ζ)a
†
m−1,n+1amn + h.c.
)
+
∑
m,n
(
J2x
Ω
→Enm,m+1(ζ)(nm,n − nm+1,n) +
J2y
Ω
↑En,n+1m (ζ)(nmn − nm,n+1)
)
−
∑
m,n
(
JxU
Ω
→Bnm,m+1(ζ)a
†
m+1,namn(nmn − nm+1,n + 1)
+
JyU
Ω
↑Bn,n+1m (ζ)a
†
m,n+1amn(nmn − nm,n+1 + 1) + h.c.
)
. (158)
The arrows on the corresponding hopping coefficient indicate the direction of the hopping.
The complex-valued functions B(ζ), C(ζ), D(ζ) and E(ζ) are defined on the bonds of
the lattice. They are obtained from the time-ordered integrals in the Magnus expansion,
and are given in Appendix C.2. We see that, when we include the Ω−1-corrections,
the Floquet Hamiltonian becomes quite complex. These corrections introduce effective
static potentials (periodic for rational Φ/pi) along both directions of the lattice, second-
nearest-neighbor hopping both across the diagonals and along the lattice directions, and
interaction-dependent hopping (see Fig. 17). The consequences of these corrections for
the single-particle dynamics, as well as the dressing of the density matrix and observables,
was discussed in a different work [169].
Similarly the Ω−1-corrections to the effective Hamiltonian are obtained from the first
order in the High-Frequency Expansion:
H
(1)
eff = −
∑
m,n
(
J2x
Ω
→C˜nm,m+2(ζ)a
†
m+2,namn +
J2y
Ω
↑C˜n,n+2m (ζ)a
†
m,n+2amn + h.c.
)
−
∑
m,n
(
JxJy
Ω
↗D˜n,n+1m,m+1(ζ)a
†
m+1,n+1amn +
JxJy
Ω
↖D˜n,n+1m,m−1(ζ)a
†
m−1,n+1amn + h.c.
)
+
∑
m,n
(
J2x
Ω
→E˜nm,m+1(ζ)(nm,n − nm+1,n) +
J2y
Ω
↑E˜n,n+1m (ζ)(nmn − nm,n+1)
)
. (159)
The effective Hamiltonian is similar to the stroboscopic Hamiltonian. However, the coef-
ficients defining the renormalised parameters in the effective Hamiltonian are, in general,
different from those for the stroboscopic Hamiltonian, and are denoted by a tilde. They
are defined in Appendix D.2 and are Floquet-gauge invariant, i.e. do not depend on the
phase of the drive. The main qualitative difference between the stroboscopic and effective
expansions is the absence of interaction-dependent hopping terms in H
(1)
eff which are in-
stead present in H
(1)
F [0]. This means that those terms modify the Floquet spectrum (and
all other invariants under a change of basis) at the order Ω−2, i.e. beyond te validity if the
current approximation. In the effective picture these terms appear in the kick operator
affecting the initial density matrix and observables to the order 1/Ω. In particular
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Figure 18. (Color online) (a) The plaquette geometry used to study the quantum cyclotron orbits (yellow) in the
Harper-Hofstadter Hamiltonian. (b) The ladder geometry with the chiral currents used to study the transition
between the vortex and the Meissner phases. Figure taken from Ref. [169].
K
rot,(1)
eff (t) =
∑
m,n
[
Jxκx(t)a
†
m+1,namn + Jyκy(t)a
†
m,n+1amn + h.c.
]
,
K
rot,(1)
F [0](t) =
∑
m,n
[
Jx [κx(t)− κx(0)] a†m+1,namn + Jy [κy(t)− κy(0)] a†m,n+1amn + h.c.
]
,
(160)
where
κx(t) =
1
2
∫ T+t
t
dt′
(
1 + 2
t− t′
T
)
e−iζ sin(Ωt
′−φnm)+iΩt′ ,
κy(t) =
1
2
∫ T+t
t
dt′
(
1 + 2
t− t′
T
)
e−iζ sin(Ωt
′−φnm).
Applying Eq. (48) in the rotating frame, we have
H
(1)
F [0] = H
(1)
eff − i
[
K
rot,(1)
eff (0), H
(0)
eff
]
.
Therefore, whenever one chooses to work in the effective picture, the interaction-
dependent hopping terms are implicitly contained in the kick operator Keff(0).
Before we close the discussion on the theoretical Floquet realisation of the Harper-
Hofstadter model, we mention that a different method of engineering artificial gauge
fields using a high-frequency periodic perturbation was proposed in Ref. [172] (but see
also Ref. [173]), based on an oscillating field gradient, where H1(t) =
∑
mnm(Ω +
V0 cos Ωt )nmn. Moreover, in Ref. [69] the flow-equation method, which is an alterna-
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FIG. 2. Phase diagram of ladder currents. (a) Chiral current strength along the legs of the ladder as a function of the flux  
and the ratio K/J calculated for the ground state of a ladder with 300 sites and periodic boundary conditions. The solid line
shows the critical boundary that separates the Meissner and the vortex phase. The lower graph shows a profile of the current
for a fixed value of K/J =
p
2. In the Meissner phase the current increases with flux, until a critical flux  c is reached after
which the system transitions into a vortex phase where the chiral current decreases with flux. The graph on the right is a profile
line for a fixed flux   = ⇡/2, as used in the experiment. In that case, the chiral current increases in the vortex phase when
increasing K/J until one enters the Meissner phase at the critical point (K/J)c where the current saturates. (b) Theoretically
calculated individual currents and particle densities for the di↵erent values of K/J marked in (a). The thickness and length of
the arrows denotes the current strength, which is normalized to the maximum current for each K/J . To clearly illustrate the
modulation of the density, we have subtracted a homogeneous o↵set and renormalized the density modulation for each K/J .
flux   per plaquette. The corresponding Hamiltonian is:
H =  J
X
`
⇣
aˆ†`+1;Laˆ`;L + aˆ
†
`+1;Raˆ`;R
⌘
 K
X
`
⇣
e i` aˆ†`;Laˆ`;R
⌘
+ h.c. (1)
Here, the operator aˆ`;µ annihilates a particle at site ` in
the left or right leg of the ladder, where µ = (L,R). The
hopping amplitude between neighbouring sites along the
ladder is J , and Kei`  denotes the spatially dependent
tunneling amplitude between legs. This Hamiltonian can
be mapped onto a spin-orbit coupled system, where the
pseudo-spin represents the legs of the ladder [6, 9]. Ob-
servables that can be readily measured in the experiment,
and that allow one to characterize the di↵erent phases of
the system, are the gauge-independent average current
on either side of the ladder jµ = N
 1
leg
P
`hjˆ`,`+1;µi and
the chiral current jC = jL   jR [6]. Here Nleg is the
number of sites along the ladder and jˆ`,`+1;µ denotes the
current operator for currents flowing from site `! `+1.
For low flux values     c, the ground state of the
Hamiltonian exhibits a Meissner phase (see Fig. 2), with
maximal and opposite currents along the two legs of the
ladder |jµ| = (2J/~) sin( /2), i.e., a full screening of the
applied magnetic field. Increasing the flux leads to in-
creasing edge currents up to a critical flux  c beyond
which the current abruptly starts to decrease. At this
point the system enters a vortex phase with decreasing
edge currents, where the magnetic field partially pene-
trates the system. Such a behaviour exactly parallels the
one of the Meissner e↵ect in a type-II superconductor
and its transition into an Abrikosov vortex lattice phase.
For a neutral superfluid in a thin rotating annulus, the
Hess-Fairbank e↵ect has been discussed as an analogue
of the Meissner e↵ect [23, 24]. The phase transition from
the Meissner to the vortex phase in our system is char-
acterized by a change in the band structure, where the
single minimum at q = 0 in the lower band splits into two
minima at finite q (Fig. 1b). In our experiment we chose
the following strategy to observe the transition from a
Meissner to a vortex phase: rather than changing the
magnetic field strength, we worked at a fixed flux and
varied the rung-to-leg coupling ratio K/J . As can be
seen in Fig. 2a, in this case one expects to observe an
increase in the leg currents for increasing K/J up to a
critical coupling strength (K/J)c after which a satura-
tion in the current occurs, signaling the transition from
the vortex to the Meissner phase. In the vortex phase,
the wave function exhibits a vortex structure for the cur-
Figure 19. (Color online) (a) Phase diagram of the Harper-Hofstadter model on a ladder in (K/J, φ)- space.
The insets show the chiral current jc as a function of the ratio of the effective hoppings K/J and the flux per
plaquette φ. (b) Pictorial representation of the Meissner and vortex phases for several values of the ratio K/J . The
parameters are related to those in the main text by φ = Φ. Reprinted by permission from Macmillan Publishers
Ltd: [Nature Physics] ([145]), copyright (2014).
tive to the Magnus expansion, has been used to compute the finite-frequency corrections
to the Floquet Hamiltonian. As expected, this method repro uces the same results as the
Magnus expansion. Recently, the stability [174] of a related Bose-Hubbard model under
a periodic driving, and scattering properties of periodically-driven lattice systems [175]
have been studied too.
Experimental realisation of the Harper-Hofstadter model. The Harper-Hofstadter Model
has been realised experimentally using cold atoms in optical la tices [47, 48, 50, 145, 168].
First, Rb atoms are cooled down to form a BEC and loaded in a 2D optical lattice.
Then a field gradient is applied along the x-direction, such that tunnelling along the
x-direction is suppressed. The latter is then restored by a running lattice, which consists
of two additional laser beams which interfere at an angle with respect to one another,
c.f. Fig. 16. The resulting running lattice lead to a periodic on-site modulation with
a site-dependent phase. The frequency of the running lattice is chosen to match the
magnetic field gradient, realizing the Hamiltonian (154) with Φ = pi/2. This flux can
be controlled by the angle between the running lattice beams. In the infinite-frequency
limit, the flux is equivalent to a very strong static mag etic field (see Eq. (157)).
In the experiment of Ref. [47] the uthors additionally introduced a static superlattice
potential, which ffectively divided the 2D lattice in 2×2 plaquettes (see Fig. 18 (a)), and
completely suppressed the tunnelling among different plaquettes. Then they studied the
analogue of the classical cyclotron orbit and found a good agreement with the predictions
of the effective Hamiltonian (157). In another experiment [145], the superlattice was
switched only along the x-direction, such tha the 2D lat ice was divided into many
ladders along the y-axis, c.f. Fig. 18 (b), and the tunneling between different ladders
was com let ly suppressed. The atoms in the ground state of the system move along
the edges of the ladders in the form of chiral currents. Depending on the ratio between
the effective hopping parameters in the x- and y-directions, a phase transition between
a vortex phase and a Meissner phase was found at which the chiral current undergoes
a cusp singularity. For the flux Φ = pi/2 this transition occurs at the critical ratio
(K/J)c =
√
2 (recall that K and J are the effective hopping along the x and y directions,
c.f. Eq. (157)). For K/J < (K/J)c (vortex phase) the current increases and the vortex
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density decreases with K until it hits zero (in the thermodynamic limit) at the critical
ratio. For K/J > (K/J)c (Meissner phase) the current at a fixed value of J is independent
of K, see Fig. 19. Effectively the authors performed an FNS measurement of the current
by projecting the system into an array of decoupled double wells along the horizontal
direction. Then they fit the Josephson density oscillations in a double well to a simple
formula with the chiral current entering through the initial conditions (see Ref. [145] for
details).
In a follow-up experiment, the realisation of the Harper-Hofstadter model has been
optimised. The field gradient has been replaced by a superlattice, and the running lattice
has been modified accordingly [50]. This experiment measured the Chern number of the
lowest band by detecting the differential drift of the atom cloud in momentum space,
which arises due to the Berry curvature of the band [176]. The Chern number was
measured to be close to unity with excellent precision. This most recent experiment also
takes into account the relevant first order corrections to the time-averaged Hamiltonian.
7.3. The Periodically Driven Fermi-Hubbard Model. Floquet Topological
Insulators.
In this section, we analyze a spinful fermionic system on a bipartite lattice driven by a
periodic external field which couples to the atomic density. First, we shall describe the
setup in general, and later we restrict our attention to the case of graphene subject to
a circularly polarized electric field. Let z be the lattice coordination number, and let A
denote the set of all points in the sublattice A. We label the points on the sublattice A
by a vector r. Let us define the vectors sj (j = 1, . . . , z) to connect a fixed point on the
sublattice A to all its adjacent neighbors on the sublattice B. The vectors sj point from
A to B (c.f. Fig. 20, Panel (a)). To simplify the notation we skip the bold notation for
vectors in the subscripts of operators.
The system is described by the Hamiltonian
H(t) = H0 +H1(t)
H1(t) = Ω
ζ
z
∑
r∈A
z∑
j=1
∑
σ
(
fr(t)n
a
r,σ + fr+sj (t)n
b
r+sj ,σ
)
H0 = Hkin +Hint,
Hkin = −J0
∑
r∈A
z∑
j=1
∑
σ
(
a†r,σ br+sj ,σ + h.c.
)
Hint =
U
2z
∑
r∈A
z∑
j=1
∑
σ
(
nar,σ n
a
r,σ¯ + n
b
r+sj ,σ n
b
r+sj ,σ¯
)
+U ′
∑
r∈A
z∑
j=1
∑
σ,σ′
nar,σn
b
r+sj ,σ′ . (161)
where σ =↑, ↓ indicates the spin with the convention ↑¯ =↓ and ↓¯ =↑. The factors 1/z
are introduced to avoid over-counting. The operators a†r,σ and b†r+sj ,σ create a fermion
of spin σ on sublattices A and B, respectively. In the Hamiltonian, nar,σ = a
†
r,σar,σ and
nbr+sj ,σ = b
†
r+sj ,σbr+sj ,σ denote the number operators on sublattices A and B. The bare
tight-binding hopping is J0, the on-site interaction strength which couples fermions of
opposite spin is U , while the next-nearest neighbor interaction is U ′. The driving protocol
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fj(t) = fj(t+T ) is periodic and site-dependent. The driving potential has the amplitude
V0 = Ωζ.
In the rotating frame the Hamiltonian reads:
Hrot(t) = W (t) +W †(t) +Hint, (162)
W (t) = −J0
∑
r∈A,σ
z∑
j=1
λj(t)a
†
r,σbr+sj ,σ
λj(t) = exp
(
iζΩ
∫ t
t0
dt′
(
fr+sj (t
′)− fr(t′)
))
.
To zeroth order in the inverse-frequency expansion, the Floquet Hamiltonian is given by
the time-average of the Hamiltonian above (similarly to the bosonic case described in
Sec. 7.2):
H
(0)
F = H
(0)
eff = W (t) +W
†(t) +Hint. (163)
It has the same form of Eq. (162) but with renormalized hopping parameters. The leading
Ω−1-corrections to the Floquet Hamiltonian in the Floquet gauge t0 = 0 are given by
H
(1)
F [0] =
J20
Ω
∑
r∈A
z∑
j=1
∑
σ
[
Fjj(ζ)
(
narσ − nbr+sj ,σ
)]
+
J20
Ω
∑
r∈A
∑
σ
z∑
j>k=1
[
Fjk(ζ)
(
a†rσar+sj−sk,σ − b†r+skbr+sj
)
+ h.c.
]
+
J0U
2Ω
∑
r∈A
z∑
j=1
∑
σ
[
Gj(ζ)
(
narσ − nbr+sj ,σ
)
a†rσ¯br+sj ,σ¯ + h.c.
]
− J0U
′
Ω
∑
r∈A
z∑
j,k=1
∑
σ,σ′
[
Gj(ζ)
(
nar+sj−sk,σa
†
rσ′br+sj ,σ′ − a†rσ′br+sj ,σ′nbr+sk,σ
)
+ h.c.
]
,
(164)
where ζ = V0/Ω is the ratio of the driving amplitude and the driving frequency. The
stroboscopic kick operator is given by
K
rot,(1)
F [0](t) = J0
∑
r∈A,σ
z∑
j=1
[κj(t)− κj(0)]a†r,σbr+sj ,σ + h.c.,
κj(t) =
1
2
∫ T+t
t
dt′
(
1 + 2
t− t′
T
)
λj(t
′). (165)
72
August 20, 2015 Advances in Physics Floquet˙review˙v5.0
For comparison, we also show the leading Ω−1-corrections to the effective Hamiltonian:
H
(1)
eff =
J20
Ω
∑
r∈A
z∑
j=1
∑
σ
[
F˜jj(ζ)
(
narσ − nbr+sj ,σ
)]
+
J20
Ω
∑
r∈A
∑
σ
z∑
j>k=1
[
F˜jk(ζ)
(
a†rσar+sj−sk,σ − b†r+skbr+sj
)
+ h.c.
]
,
K
rot,(1)
eff (t) = J0
∑
r∈A,σ
z∑
j=1
κj(t)a
†
r,σbr+sj ,σ + h.c. (166)
One readily sees that the first-order correction to both the stroboscopic and effective
Hamiltonian contains a static potential and a next-nearest-neighbor (nnn) hopping. The
nnn hopping terms in H
(1)
F [0], in general, have a Floquet-gauge dependent magnitude and
direction while the hopping elements of H
(1)
eff are Floquet-gauge invariant. Furthermore
to order Ω−1, the interaction-dependent hopping terms enter the stroboscopic Floquet
Hamiltonian, but not the effective Hamiltonian. Similarly to the Harper-Hofstadter model
discussed in the previous section, the interaction-dependent hopping in the effective pic-
ture is encoded in the operator Kroteff , via the relation H
(1)
F [0] = H
(1)
eff −i
[
K
rot,(1)
eff (0), H
(0)
eff
]
.
We note in passing that interaction-dependent hopping terms also appear in the Floquet
spectrum of the Fermi-Hubbard model, when one drives the interaction term [158].
The effective parameters of the two expansions can be obtained from the following
integrals
Fjk[0](ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2 [λj(τ1)λ
∗
k(τ2)− (1↔ 2)] ,
Gj [0](ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2 [λj(τ1)− λj(τ2)] ,
F˜jk(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)
[λj(τ1)λ
∗
k(τ2)− (1↔ 2)] , (167)
where τi = Ωti.
We would like to make a few remarks about a possible overlap of this model, as part
of the DK class, with the Dirac class defined in Sec. 6. The overlap is possible because
the lattice models considered here can have relativistic low energy dispersion, e.g. if we
consider a graphene-type honeycomb lattice (see below). However, we work in the limit
where the amplitude of the driving protocol scales with the driving frequency Ω which is
considered to be higher than the single-particle bandwidth. In this limit, the low-energy
relativistic description of the spectrum inadequate. In order to realize the Dirac class in
e.g. graphene, one has to make sure that all involved energy scales, including the lattice
potential, are small compared to the band width, so that only the linear part of the
dispersion relation is important. The relation between lattice and continuum models is
discussed in detail in App. B. In Sec. 6, we also used a symmetry argument to argue that
there are no Ω−1-corrections to the infinite-frequency Floquet Hamiltonian in the Dirac
class. That argument relied on the linear polarization of the driving protocol and does
not apply to e.g. a circularly polarized protocol, where the phase of the driving depends
on the direction. Such a protocol was suggested to realize a Floquet Chern Insulator [41]
and we will briefly discuss it next.
Circularly Polarized Drive and the Floquet Realization of Haldane’s Model.
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Figure 20. (Color online). Floquet realization of the Haldane-Fermi-Hubbard Model (see also Refs. [41, 49]). (a)
A circularly polarized electric field is shone on a sheet of graphene. The non-driven model includes spinful fermions
with hopping matrix elements J0, on-site interactions U between spin-up (dark green arrows) and spin-down (dark
red arrows) fermions, as well as nn interactions U ′ (purple full zigzag line) between either spin species. (b) To
zeroth order the Floquet Hamiltonian has the same form as the non-driven Hamiltonian but with renormalized
parameters. The leading Ω−1-corrections include complex next-nearest-neighbor hopping elements Kj (dashed
blue lines), such that the flux through a sublattice is Φ4 = −pi/2. If the system is interacting, to the same order
in perturbation theory, an interaction-dependent hopping is induced (orange lines) in the stroboscopic Floquet
Hamiltonian H
(1)
F [0].These interaction-dependent hopping terms enter the Floquet spectrum starting from order
Ω−2 and are, therefore, absent in the effective Floquet Hamiltonian, H(1)eff (see text). However, in the effective
picture the interaction-dependent hopping shows up in the kick operator K
rot,(1)
eff (see Eq. (166)), and should be
included in dressing the observables and the initial density matrix for a correct description of both stroboscopic
and non-stroboscopic dynamics.
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We now focus on graphene, where two triangular lattices build up the hexagonal struc-
ture, and consider the situation in which the driving frequency is higher than the band
width. This scheme has been suggested theoretically to induce topological properties in
graphene [41, 153, 177–184], and turn it into a Chern insulator. The topological properties
of the quasi-energy spectrum of Floquet systems, in general, depend on the lattice geom-
etry [154]. Moreover, in Refs. [185, 186] it was shown that Floquet Chern insulators with
sufficiently strong nearest-neighbour interactions exhibit the phenomenon fractionalisa-
tion at fractional fillings. Cold atom experiments managed to realize a fermionic system
with topological bands in the laboratory [49]. As in Ref. [41] we consider a circularly
polarized electric field. The driving protocol in this case reads as
fr(t) = E(t) · r, E(t) = V0(cos Ωt, sin Ωt). (168)
where, in agreement with the general discussion, the amplitude of the electric fields need
to scale with the driving frequency Ω, that is V0 = ζΩ. For a honeycomb lattice, the unit
vectors sj point from the sublattice A to B (see Fig. 20, Panel (a)):
s1 = (0,−1), s2,3 = 1
2
(±
√
3, 1).
In the rotating frame, this leads to
λj(t) = exp (isj ·A(t)) , A(t) = V0
Ω
(sin Ωt ,− cos Ωt ).
whereA(t) is the vector potential describing the electric field. One can show that all three
renormalized nn hopping amplitudes in H
(0)
F and H
(0)
eff are real and equal in magnitude.
As in the bosonic case, they are given by Jj = J0J0(ζ), where ζ = V0/Ω is kept constant
in the high-frequency limit and J0 is the Bessel function of first kind. To order Ω−1
we find that the site-dependent chemical potential vanishes identically for the circularly
polarized drive owing to
∑
j Fjj = 0, while the next-nearest-neighbor terms are finite
and complex. As proposed in Ref. [41] they lead to a topological band structure in the
Floquet spectrum. For the case of a circularly polarized drive, we further obtain that
the next-nearest-neighbor hopping elements in the effective picture are imaginary and
equal in magnitude (while in the stroboscopic picture they are complex numbers whose
magnitude and direction depend on the Floquet gauge), such that they lead to opposite
fluxes of Φ4 = ∓pi/2 penetrating the two sublattices A and B (see Fig. 20, Panel (b)).
At half-filling, the model realizes Haldane’s Chern insulator [187].
Experimental realisation of Haldane’s model. Haldane’s model has been realised using
ultracold fermionic 40K atoms in a brick-wall (almost hexagonal) optical lattice [49].
A superlattice induced an energy off-set between the two sublattices which resulted in
a staggered potential ∆AB. By mechanically shaking the lattice position along the x-
and y-direction using piezo-electric actuators, the lattice sites were moved on elliptical
trajectories which mimic the application of elliptically polarised electric field in the plane
of the lattice, and break time-reversal symmetry. As discussed in the previous paragraphs,
this leads to complex-valued nnn hopping terms between sites of the same sublattice. As a
result, the Dirac cones open up a topological band gap, which is reflected in the non-zero
and opposite Chern numbers of the two lowest bands, see Fig. 21, left panel.
In a topologically non-trivial band, atoms moving in the Brillouin zone acquire a Berry
phase. This, in turn, results in a force, perpendicular to the direction of movement, pretty
much like the Lorentz force acts on a charged particle moving in a real-space region of
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nonzero orbital magnetic field7. By turning on a Zeeman magnetic field gradient which
acts as an external potential on the atoms [176], a constant force is applied on the atoms,
leading to Bloch oscillations. Hence, the atoms are brought to explore the region of the
Brillouin zone near the two Dirac cones, where the Berry curvature and, therefore, the
Lorentz-like force the atoms experience, is the strongest. The experiment measured the
motion of the centre of mass in the presence of the topological gap. Reversing the sign
of the magnetic field gradient flips the sign of the force the atoms feel, and the drift is
experienced in the opposite direction. Subtracting the two drifts from one another defines
the differential drift which is proportional to the strength of the Berry curvature near the
topological gaps, see Fig. 21, right panel. A fraction of the atoms passing near the band
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Experimental realization of the topological Haldane
model with ultracold fermions
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TheHaldanemodelonahoneycomb lattice is aparadigmatic example
of aHamiltonian featuring topologically distinct phases ofmatter1.
It describes a mechanism through which a quantumHall effect can
appear as an intrinsic propertyof a band structure, rather thanbeing
caused by an externalmagnetic field2. Although physical implemen-
tation has been considered unlikely, theHaldanemodel has provided
the conceptualbasis for theoretical and experimental research explor-
ing topological insulators and superconductors2–6. Here we report
the experimental realization of the Haldane model and the charac-
terization of its topological band structure, using ultracold fermi-
onic atoms in a periodically modulated optical honeycomb lattice.
TheHaldanemodel isbasedonbreakingboth time-reversal symmetry
and inversion symmetry.Tobreak time-reversal symmetry,we intro-
duce complex next-nearest-neighbour tunnelling terms, which we
induce through circularmodulationof the lattice position7. Tobreak
inversion symmetry, we create an energy offset between neighbour-
ingsites8.Breaking eitherof these symmetries opens agap in theband
structure,whichweprobeusingmomentum-resolved interband tran-
sitions.We explore the resulting Berry curvatures, which character-
ize the topology of the lowest band, by applying a constant force to
the atoms and find orthogonal drifts analogous to a Hall current.
The competition between the two broken symmetries gives rise to a
transitionbetween topologically distinct regimes.By identifying the
vanishing gap at a singleDirac point, wemapout this transition line
experimentally and quantitatively compare it to calculations using
Floquet theorywithout freeparameters.Weverify that our approach,
whichallowsus to tune the topological properties dynamically, is suit-
able even for interacting fermionic systems. Furthermore,wepropose
adirect extension to realize spin-dependent topologicalHamiltonians.
Inahoneycomb lattice that is symmetricunder time-reversal and inver-
sion, the two lowest bands are connected at twoDirac points. Each broken
symmetry leads to a gapped energy spectrum. F.D.M.Haldane realized
that the resulting phases are topologically distinct1: A broken inversion
symmetry (IS), caused by an energy offset between the two sublattices,
leads to a trivial band insulator at half-filled lattice sites. Time-reversal
symmetry (TRS) canbebrokenbycomplexnext-nearest-neighbour tunnel
couplings (Fig. 1a). The corresponding staggered magnetic fluxes sum
up to zero in one unit cell, thereby preserving the translation symmetry
of the lattice.This gives rise to a topologicalChern insulator,where anon-
zero Hall conductance appears despite the absence of a net magnetic
field1,2. When both symmetries are broken, a topological phase transi-
tionconnects two regimeswithadistinct topological invariant, theChern
number, which changes from 0 to11 or to21; see Fig. 1b. There, the
gap closes at a singleDirac point. These transitions have attracted great
interest because they cannot be described by Landau’s theory of phase
transitions, owing to the absence of a changing local order parameter6.
A crucial experimental challenge for the realization of the Haldane
model is the creationof complexnext-nearest-neighbour tunnelling.Here
we show that this is possiblewithultracold atoms inoptical lattices peri-
odicallymodulated in time.Pioneering experimentswith bosons showed
a renormalizationof existing tunnelling amplitudes in onedimension9,10,
and were extended to control tunnelling phases11,12 and higher-order
tunnelling13. In higher dimensions this allowed the study of phase
transitions14,15, and topologically trivial staggered fluxeswere realized16,17.
Furthermore, uniform flux co figurati nswere observed using rotation
and laser-assisted tunnelling18,19, although for the lattermethod, heating
seemed to prevent the observation of a flux in some experiments20. In a
honeycomb lattic , a rotating force, as propos dbyT.OkaandH.Aoki,
can induce the required complex tunnelling7. Using arrays of coupled
waveguides, a classical version of this proposal was used to study topo-
logicallyprotected edgemodes in the inversion-symmetric regime21.We
1Institute for Quantum Electronics, ETH Zurich, 8093 Zurich, Switzerland.
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Figure 1 | The Haldane model. a, Tight-binding model of the honeycomb
lattice realized in the experiment. An energy offset DAB between sublattice
A and B breaks IS. Nearest-neighbour tunnel couplings tij have real values,
whereas next-nearest-neighbour tunnelling eiWij t’ij carries tunable phases
indicated by arrows. i and j indicate the indices of the connected lattice sites.
For a detailed discussion of anisotropies and higher-order tunnelling terms,
see the Supplementary Information. The corresponding staggered magnetic
fluxes (sketched on the right) sum up to zero but break TRS. b, Topological
regimes of the Haldane model, for isotropic tij, t9ij5 t9 andWij5W. The trivial
(Chern number n5 0) and Chern-insulating (n56 1) regimes are connected
by topological transitions (black lines), where the band structure (shown on the
right) becomes gapless at a single Dirac point. c, Laser beam set-up forming
the optical lattice. The laser !X is frequency-detuned from the other beams.
Piezo-electric actuators sinusoidallymodulate the retro-reflectingmirrors, with
a controllable phase difference Q. Acousto-optic modulators (AOMs) ensure
the stability of the lattice geometry (Methods). d, The resulting Brillouin zones
(BZ), featuring two Dirac points in quasi-momentum space q.
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the position of each maximum for varying ' and find
opposite shifts for negative ' as predicted by Eq. (3)
using no free parameters, see Fig. 3c.
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FIG. 3: Mapping out the transition line. a, Atomic
quasi-momentum distribution (averaged over 6 runs) after one
Bloch-oscillation for ' = +90 , AB/h = 292(7)Hz. A line-
sum along qx shows the atomic density in the first BZ in
grey; atoms transferred at the upper (lower) Dirac point are
shown in orange (green) throughout. The fraction of atoms
in the second BZ di↵ers for qy ? 0, which is a consequence
of simultaneously broken IS and TRS. b, Fractions of atoms
⇠± in each half of the second BZ. For linear modulation (left)
the ga vanishes at  AB = 0 for both Dirac points, whilst for
circular modulation (right) it vanishes at opposite values of
 AB. Gaussian fits (solid lines) are used to find the maximum
transfer, which signals the topological transition. Data are
mean ± s.d. of at least 6 measurements. c, Solid lines show
the theoretically computed topological transitions, wi hout
free parameters. Dotted lines represent the uncertainty of
the maximum gap | maxT |/h = 88+10 34Hz, originating from the
uncertainty of the lattice parameters. Data are the points of
maximum transfer for each Dirac point, ± fit error, obtained
from measurements as in b for various '. Between the lines,
the system is in the topologic lly non-trivial regime.
In Figure 4 we show the measured di↵erential drift D
for all topological regimes, allowing for simultaneously
broken IS and TRS. Here, we reduce the modulation fre-
quency to 3.75 kHz where the signal-to-noise ratio of D
is larger, but which is less suited for a quantitative com-
parison of the transfer ⇠, as the lattice modulation ramps
are expected to be less adiabatic. D is non-zero only for
broken TRS and shows the expected antisymmetry with
' and symmetry with  AB. For large  AB, deep inside
the topologically trivial regime, D vanishes for all '. Pre-
cursors of the regimes with non-zero Chern number are
found to extend well beyond the transition lines. This ef-
fect may originate from the large di↵erence of the Berry-
curvature distribution and its associated band-structure
at the two gapped Dirac points when IS and TRS are
simultaneously broken (see Supplementary Figure S13).
Extending our work to interacting systems requires
su ciently low heating. We investigate this with a repul-
sively interacting spin-mixture in the honeycomb lattice
previously used for studying the fermionic Mott insula-
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FIG. 4: Drift measurements. a, Di↵erential drift D in
quasi-momentum. Each pixel corresponds to at least one pair
of measurements, where the modulation frequency was set to
3.75 kHz. Data points for ' = ±120 ,  AB/h = 503(7)Hz
were not recorded and are interpolated. b, All topologi-
cal regimes are explored and the expected momentum-space
drifts caused by the Berry-curvature are sketched for selected
parameters. c, Cut along the  AB/h = 15(7)Hz line. Data
show mean ± s.d. of at least 6 pairs of measurements.
Figure 21. (Color online). Left panel: Cold atom realisation of Haldane’s model. (a) The brick-wall lattice unit
cell and the dynamically generated staggered flux pattern. (b) Topological phase diagram of Haldane’s model and
dispersion relation for the brick-wall lattice. Right panel: Differential drift of the fermions in the first Brillouin
zone. (b) Pictorial representation of the differential drift near the Dirac cones for fixed parameters. (c) Differential
drift vs. sublattice flux φ for a near zero staggered potential ∆AB ≈ 0 Hz. The parameters are related to those
in the main text by ϕ = Φ4. Reprinted by permission from Macmillan Publishers Ltd: [Nature] ([49]), copyright
(2014).
gaps undergoes a Landau-Zener transition and transfers to the u per band. The precise
ban popul tion can be extracted from the integrated column density in the absorption
image following a band mappin technique. This provides a test for the existence of the
Floquet-engineered dispersion relation of Haldane’s model.
In the same experiments, using a Feshbach resonance the authors turned on the in-
tera tion between atoms in different hyper-fine states and briefly studied the interacting
m del. In ge er , the opological phases of the interacting Fermi-Hubbard model are
expected to be strongly susceptible to heating effects. In the experiment conducted in
Ref. [49], the authors observed a 25% increase in entropy for the driven interacting
system, when compared to the non-driven interacting case. Heating effects in ultracold
fermionic systems in the high-frequency limit are a subject of current research [155].
7.4. Periodically Driven Spin Systems.
As a final model in the DK class, we consider a spin-1/2 system on a lattice of arbitrary
dimension, driven by a time-periodic, linearly-polarized external magnetic field. As we
discussed in Sec. 3 the Magnus (High-Frequency) expansion works both for quantum and
classical systems. So with minor modifications the results of this section apply equally
to driven classical spins models. The effect of resonant driving on benchmark properties,
such as the Rabi oscillations, was investigated [188]. A topological Floquet spin system
7Note that an orbital magnetic field leads to cyclotron orbits, while a static magnetic field gradient (a Zeeman
field) acts as an external potential and is responsible for the hyperfine splitting of atoms.
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was realised in Ref. [189]. Here, we assume that the magnetic field on each lattice site m
points along a fixed-in-time, but site-dependent direction. The magnitude of the magnetic
field is allowed to vary from one lattice site to another. In agreement with the discussion
in the introduction to the DK class, we assume that the amplitude of the magnetic field
scales linearly with the frequency of the drive Ω. The Hamiltonian in the lab frame reads
as:
H(t) = H0 + Ω
∑
m
fm(t)nm · σm, (169)
where H0 is time-independent and can include arbitrary spin-spin interactions, σm =
(σxm, σ
y
m, σzm) is the vector of the three Pauli matrices on the m-th site, nm is a time-
independent unit vector, and fm(t) is a periodic function with period T = 2pi/Ω.
In the high-frequency limit, the Floquet Hamiltonian is equal to the time-average of
the Hamiltonian in the rotating frame:
Hrot(t) = V †(t)H0V (t), (170)
where
V (t) = exp
[
−i
∑
m
∆m(t)nm · σm
]
,
∆m(t) = Ω
∫ t
t0
dt′fm(t′).
The lower limit in the integral above can be used to change the Floquet gauge when
going to the rotating frame. Since spins at different sites commute, the operator V (t)
factorizes, and can be written as
V (t) =
∏
m
Vm(t), Vm(t) = exp [−i∆m(t)nm · σm] ,
where Vm(t) is the operator rotating the spin at the site m by an angle θm(t) = 2∆m(t)
around the direction nm. Using Eq.(170) it is easy to see that the Hamiltonian in the
rotating frame is given by the Hamiltonian H0 with the substitution σm −→ σrotm (t) =
V †m(t)σmVm(t) or explicitly:
σm −→ cos θm σm + sin θmnm × σm + (1− cos θm) (nm ⊗ nm)σm, (171)
where × and ⊗ indicate the vector and tensor product. The entries of the matrix Mm ≡
nm ⊗ nm are defined by (Mm)αβ = nαmnβm.
We now consider two specific examples. First let us assume that:
H(t) = H0 + αΩ cos Ωt
∑
m
σzm
H0 = J0
∑
〈m,n〉
(σxmσ
x
n − σymσyn)
(172)
Here the driving corresponds to a uniform magnetic field along the z-direction, nm =
(0, 0, 1), with oscillating intensity, fm(t) = α cos Ωt, c.f. Fig. 22. Using Eqs. (170) and
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Figure 22. (Color online) The flip-flop model: a periodically modulated, spatially uniform magnetic field B(t) is
applied to a spin chain, c.f. Eq. (172).
(171) we find that the Hamiltonian in the rotating frame is obtained from H0 via the
substitutions:
σxm −→ cos θ(t)σxm − sin θ(t)σym,
σym −→ cos θ(t)σym + sin θ(t)σxm,
σzm −→ σzm,
(173)
where θ(t) = 2∆(t) = 2α sin Ωt . After some algebra, we have:
Hrot(t) = J0
∑
〈m,n〉
cos(2θ(t)) (σxmσ
x
n − σymσyn)− sin(2θ(t)) (σxmσyn + σymσxn) . (174)
In the infinite-frequency limit, the Floquet Hamiltonian can be calculated as:
H
(0)
F = H
(0)
eff =
1
T
∫ T
0
dtHrot(t) = J0(4α)H0, (175)
where J0 is the Bessel function and we have used the mathematical identities:
1
T
∫ T
0
dt cos(4α sin Ωt ) = J0(4α), 1
T
∫ T
0
dt sin(4α sin Ωt ) = 0.
By choosing α to coincide with the zero of the Bessel function, periodically driven spin
systems can exhibit dynamical freezing [190, 191].
We derive the leading Ω−1-corrections by computing the next term in the Magnus
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(High-Frequency) expansion. We choose to focus on a 1D chain for simplicity:
H
(1)
F [0] = G
J20
Ω
∑
m
(
σxm−1σ
z
mσ
y
m+1 + σ
y
m−1σ
z
mσ
x
m+1
)
,
H
(1)
eff = 0,
K
rot,(1)
F [0](t) = J0
∑
〈m,n〉
[κc(t)− κc(0)] (σxmσxn − σymσyn)− [κs(t)− κs(0)] (σxmσyn + σymσxn) ,
K
rot,(1)
eff (t) = J0
∑
〈m,n〉
κc(t) (σ
x
mσ
x
n − σymσyn)− κs(t) (σxmσyn + σymσxn) , (176)
where G, G˜, κc(t) and κs(t) are of order one and given by the expression:
G =
1
pi
∫ 2pi
0
dτ1
∫ τ1
0
dτ2 [sin (4α sin(τ1)) cos (4α sin(τ2))− (τ1 ←→ τ2)] ,
κc(t) = −1
2
∫ T+t
t
dt′
(
1 + 2
t− t′
T
)
cos(2θ(t′)),
κs(t) = −1
2
∫ T+t
t
dt′
(
1 + 2
t− t′
T
)
sin(2θ(t′)).
We thus see that, in this example, the infinite-frequency limit results in a renormalization
of the spin-spin interactions of the bare Hamiltonian, while the first subleading correction
in Ω−1 introduces 3-spin interaction terms in the stroboscopic Floquet Hamiltonian. In
the basis of σz, these terms play a role similar to the interaction-dependent hopping
in Eqs. (158) and (164). They induce next-nearest-neighbor spin flip processes, whose
amplitude depends on the direction of the spin at the middle-site. The effective Floquet
Hamiltonian does not contain these terms, since they are encoded in the kick operator
Keff(t) via Eq. (48).
Let now us analyze another, slightly more complicated example on a two-dimensional
lattice. The system is driven by a linearly-polarized magnetic field along the z-direction
H(t) = H0 + αΩ cos Ωt
∑
m,n
mσzm,n, (177)
where H0 is a standard XY-Hamiltonian:
H0 =
∑
m,n
Jy
(
σxm,nσ
x
m,n+1 + σ
y
m,nσ
y
m,n+1
)
+ Jx
(
σxm,nσ
x
m+1,n + σ
y
m,nσ
y
m+1,n
)
(178)
and Jx and Jy are the bare coupling along the x and y directions. In analogy with the
previous example, we find θm,n(t) = 2∆m,n(t) = 2mα sin Ωt . Using the transformation
in Eq. (173) we arrive at:
Hrot(t) =
∑
m,n
Jy
(
σxm,nσ
x
m,n+1 + σ
y
m,nσ
y
m,n+1
)
+ h(t)Jx
(
σxm,nσ
x
m+1,n + σ
y
m,nσ
y
m+1,n
)
,
(179)
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where we defined
h(t) ≡ cos(θm,n(t)− θm+1,n(t)) = cos (2α sin Ωt ) .
Observe that if the magnetic field were uniform, i.e. if there were no magnetic gradients,
then h(t) ≡ 1 and Hrot(t) = H0. This is not surprising since, in this case, the driving
would commute with H0. In the infinite-frequency limit, the Floquet Hamiltonian reads
as:
H
(0)
F = H
(0)
eff =
∑
m,n
Jy
(
σxm,nσ
x
m,n+1 + σ
y
m,nσ
y
m,n+1
)
+ J0(2α)Jx
(
σxm,nσ
x
m+1,n + σ
y
m,nσ
y
m+1,n
)
.
This expression shows that, for Ω → ∞, the coupling strength along the x direction is
renormalized, while the one along the y direction is not. By changing the value of α the
Bessel function J0(2α) can be tuned to zero or even take negative values, in the same
spirit as the original work by Dunlap and Kenkre [156, 157]. This opens up possibilities for
studying dimensional crossovers, effectively tuning the spin system between the 1d and
the 2d regime, and dynamically switching between ferromagnetic and anti-ferromagnetic
couplings.
Finally, notice that a close analogue to the Harper-Hofstadter Hamiltonian can be
realized for spins by choosing the static Hamiltonian on a two-dimensional lattice as in
Eq. (178) and the periodic driving:
H1(t) = Ω
∑
m,m
fm,n(t)σ
z
m,n, fm,n(t) = m+ α cos(Ωt+ φn,m), (180)
where φm,n = Φ(n + m) (see Sec. 7.2 for details). The calculation of the dominant
and subleading correction to the Floquet Hamiltonian follows closely the steps shown
above and in Sec. 7.2. In the infinite-frequency limit, this leads to complex interaction
amplitudes with a flux Φ per plaquette. Hence, one can expect to observe nontrivial
spin-wave dynamics.
Cold Atom Experiments with Spins Systems. We now briefly mention some re-
cent experimental realisations of classical spin systems using periodically driven cold
atoms [52, 146, 149, 151, 177]. In Ref. [52] the authors employed a quantum system
to simulate classical magnetism. A weakly-interacting 87Rb Bose gas was loaded in a
two-dimensional triangular lattice. In the superfluid regime where phase fluctuations are
suppressed and for high filling numbers, the system is effectively described by the classical
XY-model
H0 = −J
∑
〈ij〉
cos(ϕi − ϕj) + U
2
∑
j
(Szj )
2 = −J
∑
〈ij〉
Si · Sj + U
2
∑
j
(Szj )
2,
where the effective spin interaction J is proportional to the boson hopping matrix
element. U is the effective local interaction related to the Hubbard coupling in the
Bose-Hubbard model, and Si is a unit vector confined to the xy-plane such that
Sxj = cosϕj , S
y
j = sinϕj , which represents the classical spin or rotor variable. As we saw
in Secs. 7.1, 7.2, 2.3, and 7.4, it is possible to modify the hopping matrix elements along
the bonds by applying a periodic modulation. Mechanically moving the lattice along an
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elliptical orbit is equivalent to applying the force F (t) = Fc cos Ωt ec+Fs sin Ωt es where
ec/s are two orthonormal vectors in the lattice plane and Fc/s are experimentally con-
trolled amplitudes [151]. This driving protocol can be taken into account by the following
effective spin Hamiltonian
H(t) = −J
∑
〈ij〉
Si · Sj +
∑
j
F (t) · rjSzj +
U
2
∑
j
(Szj )
2. (181)
The setup is very similar to the realisation of Haldane’s model with circularly po-
larised electric field, c.f. Eq. (168). Using Eq. (173) together with the discussion after
Eq. (177) and the identification Sj ↔ σj , we can transform to the rotating frame.
This results in a modification of the hopping matrix elements J → JJ0(ζij) with
ζij = Ω
−1
√
(Fcec · rij)2 + (Fses · rij)2, where the vectors rij = ri − rj connect nearest-
neighbouring sites. Consequently, as a result of the periodic shaking, it is possible to
establish control over the spin-interactions on the three bonds of the triangular plaque-
tte. The infinite-frequency Floquet Hamiltonian is
H
(0)
F = H
(0)
eff = −
∑
〈ij〉
JijSi · Sj + U
2
∑
j
(Szj )
2, (182)
where J23 = J31 = J
′ and J12 = J , c.f. Fig. 23. In the original paper [52] the last term did
not appear in the Hamiltonian because the interactions were tuned to a small value and
also because they do not affect the thermal phase diagram in the classical limit (large
filling). By tuning the driving amplitudes Fc and Fs, it is possible to reach regimes in
which the spin-interactions J, J ′ flip sign independently. This opens up the way towards
studying a rich phase diagram where spin order competes with frustration due to the
lattice geometry.
configurations in the quantum spin case arising
from the competition between interactions and
the geometry of the lattice has been studied in
many different contexts (3, 4). Classical frustrated
spin systems also show intriguing properties
(5–7), such as highly degenerate ground states,
and emergent phenomena, such as artificial mag-
netic fields and monopoles observed in spin ice.
Despite the interest in magnetically frustrated
systems, their experimental realization and char-
acterization in “natural” solid-state devices still
poses a major challenge. Recently, there have
been considerable advances in the direction of
simulating quantum magnetism (8–15). We re-
port on a versatile simulator for large-scale classical
magnetism on a two-dimensional (2D) triangu-
lar optical lattice (16) by exploiting the motional
degrees of freedom of ultracold bosons (17). The
cornerstone of our simulation is the independent
tuning of the nearest-neighbor coupling elements
J and J ′ (Fig. 1) by introducing a fast oscillation
of the lattice (18). In particular, we can even
control the sign of these elements (19, 20), thus
allowing for ferromagnetic or antiferromagnetic
coupling schemes. Hence, we gain access to the
whole diversity of expected complex magnetic
phases in our 2D triangular system and can study
large-system phase transitions as well as spon-
taneous symmetry-breaking caused by frustration.
With our approach, the easily achievable Bose-
Einstein condensate (BEC) temperatures are suf-
ficient to observe Néel-ordered and spin-frustrated
states. This is an advantage when compared with
systems based on superexchange interaction
(10), which demand much lower temperatures.
For weak interactions, ultracold bosonic atoms
in an optical lattice form a superfluid state [in our
2D array of tubes: lattice depth is 5.6Er (where Er
is the recoil energy of the lattice), on-site inter-
action U = 0.004Er, single-particle tunneling
J˜ ¼ 0:002Er, and a maximum of 250 particles
per tube]. In this case, the atoms at each site i of
the lattice have a well-defined local phase qi that
can, as a central concept here, be identified with
a classical vector spinSi ¼ [cos(qi),sin(qi)] (see
also Fig. 1). Long-range order of these local
phases (spins) is imprinted by the minimiza-
tion of the energy
E(fqig) ¼ − ∑
〈i, j〉
Jij cos(qi − qj)
¼ − ∑
〈i, j〉
JijSi ⋅ Sj ð1Þ
where the sum extends over all pairs of neigh-
boring lattice sites. Note that we study large
systems of ~1000 populated lattice sites. As a
second central concept, the tunneling matrix ele-
ments Jij assume the role of the “spin-spin”
coupling parameters between neighboring lattice
sites: Positive Jij correspond to ferro agnetic
interaction, and negative Jij are consistent with
antiferromagnetic interaction. The most impor-
tant feature of our approach is the independent
tuning of the tunneling parameters J and J′ along
two directions (Fig. 1) via an lipti al shaking
of the lattice (17). This leads to various ferro-
magnetic, antiferromagnetic, and mixed-spin con-
figurations (Fig. 2). In the situation where all
tunneling parameters are positive (J, J′ > 0), the
spins align parallel, and we associate this with a
fully ferromagnetically ordered phase. This is
identical to the ordering observed without shak-
ing. When, for example, the signs of the J ′ cou-
plings are inverted (J > 0, J′ < 0), the new
ground state of the system is of rhombic order:
Along the direction of negative coupling, the
spins arrange in antiferromagnetic order, where-
as the coupling in J direction remains ferromag-
netic. The other configurations shown in Fig. 2
(spiral and chain order) can be explained in a
similar fashi n. Each of these spi configura-
tions has its own, unique quasi-momentum dis-
tribution, which serves as a clear signature for
identification via standard time-of-flight imaging
techniques (18). The experimental data obtained
for the different cases are presented in Fig. 2.
The rich variety of spin orders as a function
of the control parameters J and J′ can be mapped
into the phase diagram (Fig. 3A). The background
colors are meant to guide the eye and indicate
the different spin configurations as expected from
the minimization of the energy function (Eq. 1).
We assign a symbol, representing the respective
phase, to each data point by comparing the mea-
sured momentum distribution with the one ob-
tained from theoretical calculations (17). The
measured data matches very well with theory
(18). The phase diagram has several interest-
ing features that can be understood from the
energy function (Eq. 1): F rst, the ferromagnetic
phase (F) on the right-hand side (J′ > 0) extends
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Fig. 1. Illustration of a
single plaquette within a
large-scale triangular lat-
tice. The accessible, inde-
pendent control parameters
J and J′ are highlighted. The
local phase of the atoms
residing on a single lat-
tice site is mapped onto a
classical vector spin (red ar-
rows). The coupling param-
eters J and J′ can be tuned ferro- or antiferromagnetically and determine the resulting spin configuration.
Fig. 2. Spin configura-
tions in a triangular lattice
and their experimental
signatures. Sketches of
small parts of the six rel-
evant spin-orders, which
can be realized within
the large-scale lattice
by tuning J and J′, are
shown. Solid and dashed
lines indicate ferro- and
antiferromagnetic cou-
plings, respectively. In
the spiral cases, two en-
ergetically degenerate
spin configurations exist.
The corresponding ex-
perimentally observed
momentum distributions
show distinct signatures.
The axes in the experi-
mental data mark the
absolute position of the
peaks. The pictures rep-
resent averages of sev-
eral experimental runs.
In the two spiral cases,
because both ground-
state configurations randomly appear, the signature of both modes is present in the average of con-
secutive pictures (see Fig. 4).
Rhombic
Staggered 1D chains
Spiral 2
and
Ferromagnetic
Spiral 1
and
1D chains
R
C
F
SC
Sp1 Sp2
www.sciencemag.org SCIENCE VOL 333 19 AUGUST 2011 997
REPORTS
Figure 23. (Color online). Realisation of the classical XY-model on a frustrated triangular lattice using ultracold
bosons. By applying a periodic driving, it is possible to establish independent control over the two spin interactions
J, J ′. From Ref. [52]. Reprinted with permission from AAAS.
As a main tool to study the phase diagram, c.f. Fig. 24, the authors performed time-of-
flight measurements which gives access to the momentum distribution of the superfluid
Bose gas. By assigning a unique momentum distribution to the ground states of the
candidate ordered phases, the phase diagram was mapped out with a very high precision.
It was even possible to observe spontaneous symmetry breaking directly in the case where
the two degenerate ground states lead to different time-of-flight images. For J, J ′ > 0
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configurations in the quantum spin case arising
from the competition between interactions and
the geometry of the lattice has been studied in
many different contexts (3, 4). Classical frustrated
spin systems also show intriguing properties
(5–7), such as highly degenerate ground states,
and emergent phenomena, such as artificial mag-
netic fields and monopoles observed in spin ice.
Despite the interest in magnetically frustrated
systems, their experimental realization and char-
acterization in “natural” solid-state devices still
poses a major challenge. Recently, there have
been considerable advances in the direction of
simulating quantum magnetism (8–15). We re-
port on a versatile simulator for large-scale classical
magnetism on a two-dimensional (2D) triangu-
lar optical lattice (16) by exploiting the motional
degrees of freedom of ultracold bosons (17). The
cornerstone of our simulation is the independent
tuning of the nearest-neighbor coupling elements
J and J ′ (Fig. 1) by introducing a fast oscillation
of the lattice (18). In particular, we can even
control the sign of these elements (19, 20), thus
allowing for ferromagnetic or antiferromagnetic
coupling schemes. Hence, we gain access to the
whole diversity of expected complex magnetic
phases in our 2D triangular system and can study
large-system phase transitions as well as spon-
taneous symmetry-breaking caused by frustration.
With our approach, the easily achievable Bose-
Einstein condensate (BEC) temperatures are suf-
ficient to observe Néel-ordered and spin-frustrated
states. This is an advantage when compared with
systems based on superexchange interaction
(10), which demand much lower temperatures.
For weak interactions, ultracold bosonic atoms
in an optical lattice form a superfluid state [in our
2D array of tubes: lattice depth is 5.6Er (where Er
is the recoil energy of the lattice), on-site inter-
action U = 0.004Er, single-particle tunneling
J˜ ¼ 0:002Er, and a maximum of 250 particles
per tube]. In this case, the atoms at each site i of
the lattice have a well-defined local phase qi that
can, as a central concept here, be identified with
a classical vector spinSi ¼ [cos(qi),sin(qi)] (see
also Fig. 1). Long-range order of these local
phases (spins) is imprinted by the minimiza-
tion of the energy
E(fqig) ¼ − ∑
〈i, j〉
Jij cos(qi − qj)
¼ − ∑
〈i, j〉
JijSi ⋅ Sj ð1Þ
where the sum extends over all pairs of neigh-
boring lattice sites. Note that we study large
systems of ~1000 populated lattice sites. As a
second central concept, the tunneling matrix ele-
ments Jij assume the role of the “spin-spin”
coupling parameters between neighboring lattice
sites: Positive Jij correspond to ferromagnetic
interaction, and negative Jij are consistent with
antiferromagnetic interaction. The most impor-
tant feature of our approach is the independent
tuning of the tunneling parameters J and J′ along
two directions (Fig. 1) via an elliptical shaking
of the lattice (17). This leads to various ferro-
magnetic, antiferromagnetic, and mixed-spin con-
figurations (Fig. 2). In the situation where all
tunneling parameters are positive (J, J′ > 0), the
spins align parallel, and we associate this with a
fully ferromagnetically ordered phase. This is
identical to the ordering observed without shak-
ing. When, for example, the signs of the J ′ cou-
plings are inverted (J > 0, J′ < 0), the new
ground state of the system is of rhombic order:
Along the direction of negative coupling, the
spins arrange in antiferromagnetic order, where-
as the coupling in J direction remains ferromag-
netic. The other configurations shown in Fig. 2
(spiral and chain order) can be explained in a
similar fashion. Each of these spin configura-
tions has its own, unique quasi-momentum dis-
tribution, which serves as a clear signature for
identification via standard time-of-flight imaging
techniques (18). The experimental data obtained
for the different cases are presented in Fig. 2.
The rich variety of spin orders as a function
of the control parameters J and J′ can be mapped
into the phase diagram (Fig. 3A). The background
colors are meant to guide the eye and indicate
the different spin configurations as expected from
the minimization of the energy function (Eq. 1).
We assign a symbol, representing the respective
phase, to each data point by comparing the mea-
sured momentum distribution with the one ob-
tained from theoretical calculations (17). The
measured data matches very well with theory
(18). The phase diagram has several interest-
ing features that can be understood from the
energy function (Eq. 1): First, the ferromagnetic
phase (F) on the right-hand side (J′ > 0) extends
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J and J′ are highlighted. The
local phase of the atoms
residing on a single lat-
tice site is mapped onto a
classical vector spin (red ar-
rows). The coupling param-
eters J and J′ can be tuned ferro- or antiferromagnetically and determine the resulting spin configuration.
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and their experimental
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small parts of the six rel-
evant spin-orders, which
can be realized within
the large-scale lattice
by tuning J and J′, are
shown. Solid and dashed
lines indicate ferro- and
antiferromagnetic cou-
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the spiral cases, two en-
ergetically degenerate
spin configurations exist.
The corresponding ex-
perimentally observed
momentum distributions
show distinct signatures.
The axes in the experi-
mental data mark the
absolute position of the
peaks. The pictures rep-
resent averages of sev-
eral experimental runs.
In the two spiral cases,
because both ground-
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into regions where the J coupling already favors
antiferromagnetic order. The same behavior is
observed for the rhombic phase (R) (J′ < 0),
which extends to regions (J, J′ < 0) with purely
antiferromagnetic couplings. For J < –|J′|/2,
frustration finally breaks the (anti)parallel spin
order and leads to phases characterized by spiral
spin configurations (Sp1, Sp2). In this region,
the system possesses two energetically degener-
ate ground states, which we will discuss in more
detail below. Second, the transitions between the
phases are even of different nature. The transition
from F to R is of first order. The experimental
signature is a sudden change of the momentum
distribution when crossing the phase boundary. In
consequence, with limited experimental resolu-
tion, we see a collection of interference peaks be-
longing to both neighboring phases directly at the
phase boundary in the averaged data of consecu-
tive experimental runs (Fig. 2). The phase transi-
tions into the spiral region (R to Sp1 and F to
Sp2) are of second order. Finally, within the spiral
region of the phase diagram, the spin configurations
smoothly evolve. As a consequence, the staggered
chain order found around J′ = 0 is stable and ex-
perimentally well observable (Fig. 2). The gray
shaded region in the center indicates that for small
values of |J| and |J′| the long range spin order is
lost, and the momentum distribution has no clear
interference-peak structure.
We experimentally characterize the phase
transition from R to Sp1 order as continuous
(that is, second order) by following the evolu-
tion of the state when crossing the phase bound-
ary (Fig. 3B). We observe a single momentum
peak in the rhombic region of the phase diagram
that smoothly splits into two once the trajectory
enters the spiral region. This is in full agreement
with the calculated dispersion relation also shown
in the figure. The development of these two peaks
marks the existence of two degenerate ground
states. In this situation, the system is expected to
randomly choose one of the possible states to thus
exhibit spontaneous symmetry-breaking. We con-
sider this important feature in more detail for the
particular case of isotropic antiferromagnetic
couplings (J = J′ < 0). These two possible ground-
state spin configurations (Fig. 4A) are mirror
images of each other and can thus be distin-
guished by the chiral-order parameter (18) of
upward- and downward-pointing plaquettes.
Their different momentum distributions (Fig.
4B) allow for a direct distinction in the experi-
ment. For consecutive experimental runs, each
of the two spin configurations appears entirely
random (Fig. 4C), which is clear evidence for
the spontaneous nature of the symmetry-breaking
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Fig. 3. Mapping of the magnetic phase diagram. (A) Phase diagram as
a function of J and J′, in units of the bare tunneling matrix elements. J =
J′ = 1 corresponds to no shaking. The solid line marks a first-order transi-
tion; dashed lines denote second-order transitions. Circles correspond to the
experimental data for the ferromagnetic phase, squares to the rhombic phase,
and triangles to the spiral phase. Crosses indicate data points with no long-
range coherence. (B) Continuous change of the momentum structure in the
spiral phase. (Left) Plot three examples of the whole momentum peak structure.
The zoomed-in, uncolored data show the evolution of the peaks for measure-
ments along the white line indicated in (A). (Right) For comparison, we also
display the calculated lowest-band dispersion relation, which indicates where
we theoretically expect the momentum peaks (highest density shown in red).
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Fig. 4. Spontaneous symmetry-breaking in the Sp1 region for J = J′ = –0.4. (A) Two different chiral
configurations exist in the spiral case. The plus and minus signs indicate the value of the chiral order
parameter. Red arrows denote vector spin. (B) The distinct momentum distributions of the modes allow
for an unambiguous identification of the spin configurations. The chiral contrast c is a measure for the
occupancy of the two different orders. Positive values indicate a higher occupancy of the chiral mode 1;
negative values signify the opposite. (C) Experimentally observed chiral contrast of ~500 consecutive
measurements. The contrast is normalized to the highest absolute value of the series. (D) Corresponding
histogram for the measurement series of (C) with a binning width of 0.125.
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Figure 24. (Color online). Left panel: Ground states of the frustrated XY model on a triangular lattice for different
values of the hopping parameters J and J ′ (see right panel). Right panel: Phase diagram of the frustrated XY
model on a triangular lattice in the (J, J ′)-plane. The symbols refer to the states in the left panel. The solid line is
a first-order, while the dashed lines represent a second-order phase transition. In the grey region where tunnelling
is suppressed the bosonic system is strongly interacting and the interference pattern is destroyed. From Ref. [52].
Reprinted with permission from AAAS.
the system was found in a rhombic state (R), while for J > 0, J ′ < 0 it undergoes a
first-order phase transition to a ferromagnet (F). On the transition boundary (J ′ = 0,
J > 0) ferromagnetic chains build up in the ground state. Frustration effects become
relevant when J < −|J ′|/2, where the system undergoes a second-order phase transition
to two different spiral states, (SP2) and (SP1), depending on whether it is approached
from the ferromagnetic (J ′ < 0) or the rhombic (J ′ > 0) side, respectively. These spiral
states are connected by a continuous crossover at J ′ = 0 and J < 0, where the ground
state displays the order of staggered spin-chains (SC). For more details, see Ref. [52].
In a subsequent experiment [149], the interplay between the continuous U(1) symme-
try of the XY-model in the presence of a Z2 Ising-like artificial gauge field was studied.
Once again, 87Rb was loaded in a 3D triangular lattice (weakly confined along the verti-
cal direction) which realised the classical XY -model. In addi ion, an art ficial agnetic
field in the form of complex Peierls phases was imprinted in the hopping amplitudes
Jij , created by shaking the positions of the lattice wells according to a by lliptic lly
polarized polychromatic modulation which breaks time-reversal symmetry at the level of
the time-average Hamiltonian. The model realises a nonzero net flux which penetrates
the triangular plaquettes in an alternating fashion. This flux leads to mass currents along
the plaquettes whose direction, clockwise or counter-clockwise, constitutes the classical
Ising variable, which was indirectly measured through the occupation of the momentum
modes. In addition from such measurements the authors were able to identify a thermal
phase transition between an anti-ferromagnetic and a paramagnetic hase.
8. Summary and Outlook.
Periodically driven systems in the high-frequency limit can be used to engineer interesting
effective Hamiltonians, which are very difficult or impossible to realize in equilibrium
systems. They provide an important step towards the simulation of quantum condensed
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matter systems, and can be used to test predictions of physical theories in new regimes.
In this review, we have presented a systematic analysis of the high-frequency regimes
in periodically driven (Floquet) systems. We have identified both the infinite-frequency
and first leading correction (Ω−1) to the stroboscopic and effective Floquet Hamiltonians
using the Magnus and the High-Frequency expansions. We have precisely defined the Flo-
quet stroboscopic (FS) and Floquet non-stroboscopic (FNS) dynamics and computed the
dressed operators and the dressed density matrices required to correctly describe both
these measurement schemes. We also discussed the Floquet gauge structure associated
with the choice of the stroboscopic time, and how one can translate between the strobo-
scopic and the effective picture. The Floquet non-stroboscopic dynamics (FNS), which
suits very well the current experimental techniques, often opens up the possibility of
measuring Floquet gauge-invariant physical observables like the proper Floquet current.
As the main tools to study the high-frequency limit, we employed the Magnus and the
High-Frequency expansions. We showed that they can be used to reliably calculate the
leading corrections, to the infinite-frequency Floquet Hamiltonian. When applied to time-
independent Hamiltonians in the rotating frame, one can use them to eliminate a high-
energy scale from the problem and derive an effective dressed low-energy Hamiltonian
with renormalized parameters similarly to the Schrieffer-Wolff transformation. Moreover,
we discussed how one can naturally extend this transformation to driven setups and iden-
tified new terms in the dressed Hamiltonian, which appear due to the driving, and which
lead to heating and other non-equilibrium effects. We briefly mentioned the convergence
of the Magnus expansion, which is not guaranteed for interacting many-body systems
in the thermodynamic limit, and the relation between this mathematical question and
(the lack of) heating in periodically driven systems. These important issues are not yet
settled. We hope that they will be resolved in future experiments and theoretical work.
A prerequisite for finding non-trivial high-frequency limits is a strong coupling of the
driving protocol to the system, in the form of a driving amplitude which scales with a
power of the driving frequency. Often times, a systematic way of studying the inverse-
frequency expansion of the Floquet Hamiltonian is to first go to the rotating frame
w.r.t. the driving Hamiltonian. We proved that this amounts to the resummation of
an infinite lab-frame subseries and demonstrated this on several examples. Moreover,
we identified three classes of universal high-frequency driving protocols leading to well-
defined local Floquet Hamiltonians (c.f. Fig. 25), but there may be more. For each class,
we have calculated the form of the effective Floquet Hamiltonian which differs signifi-
cantly from the time-averaged one.
The Kapitza class is characterized by a kinetic energy term which is quadratic in
momentum, and a driving amplitude which scales linearly in Ω. We gave examples of both
a single- and many-body systems which realize this limit. The Dirac class is benchmarked
by a linear kinetic energy term which requires adding a spin structure via the Pauli
matrices. One can periodically drive either an external magnetic field, in which case
the amplitude should scale as Ω or, alternatively, the drive can couple to an external
potential but then the driving amplitude is required to scale as Ω2. The Dunlap-Kenkre
(DK) class applies to lattice systems with an arbitrary dispersion relation, where, one
drives an external single-particle scalar potential, whose amplitude scales linearly with Ω.
We illustrated all three classes with various examples and discussed recent experimental
progress made with ultracold atoms.
While classical few body Floquet systems, such as the Kapitza pendulum and its
variations, found a multitude of interesting and useful applications, the experimental
realization and systematic theoretical analysis of many-particle periodically driven sys-
tems is very recent. We discussed several realizations of Floquet systems both in cold
atoms and in solid state materials, where new, hard to achieve otherwise, regimes have
been accessed using a periodic modulation. This lead to the emergence of a new research
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Figure 25. (Color online) The figure summarises the scenarios discussed in this review: globally periodically
driven continuum and lattice models. Depending on whether one drives the interaction or the external potential
the Magnus Hamiltonian can be local (YES) or a non-local one (NO). A local Magnus Hamiltonian is a sum of
spatially local terms and can include only few-body interactions. Different scenarios might appear in locally driven
systems. For example, driving any local in space term like the local hopping strength or the local interaction
coupling does not produce any long-range terms in the infinite-frequency Floquet Hamiltonian.
direction, dubbed “Floquet engineering”, which has the potential to develop systems
with unique properties in the near future. Floquet systems constitute a playground for
studying many different phenomena such as information and entanglement propagation
in the absence of conservation laws, finding non-equilibrium optimum quantum annealing
protocols, designing materials with tunable properties, and many more. There are also
many open conceptual problems in Floquet systems, which we mentioned only briefly in
this review but which are obviously important for our overall understanding of driven
systems. In particular, the nature of steady states in open Floquet systems, i.e. Flo-
quet systems coupled to a thermal bath, non-adiabatic response in Floquet systems with
slowly changing external parameters, robustness and universality of topological Floquet
phases, nature and classification of phase transitions in driven open and isolated systems
and others. We hope that these and other questions will be understood in the near future.
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Appendix A. Outline of the Derivation of the Inverse-Frequency
Expansions.
In this appendix, we briefly summarise the most important steps in the derivation of
the Magnus Expansion (ME) for the stroboscopic Floquet Hamiltonian and the High-
Frequency Expansion (HFE) for effective Hamiltonian.
A.1. The Magnus Expansion.
The evolution operator for a single period, starting at time t0, is given by
U(T + t0, t0) = Tt exp
(
−i
∫ t0+T
t0
dtH(t)
)
= exp (−iHF [t0]T ) , (A1)
where we used Floquet’s theorem for the second equality. Inverting this equation,
HF [t0] =
i
T
log
[
Tt exp
(
−i
∫ t0+T
t0
dtH(t)
)]
, (A2)
and we find the unique stroboscopic Floquet Hamiltonian8. Now, we can expand the
RHS in powers of the inverse frequency Ω = 2pi/T using the Baker-Campbell-Hausdorff
lemma. It can be verified that this immediately results in Eqs. (42) from the main text.
8The uniqueness of the evolution operator is provided by the uniqueness of the solution to Schro¨dinger’s equation.
The uniqueness of HF [t0] is up to the quasi-energy spectrum folding ambiguity.
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To obtain the stroboscopic kick operator KF [t0](t) = i logP (t, t0), we invert Floquet’s
theorem U(t+ t0, t0) = P (t, t0) exp (−iHF [t0](t− t0)):
KF [t0](t) = i log
[
Tt exp
(
−i
∫ t0+t
t0
dt′H(t′)
)
exp (iHF [t0](t− t0))
]
. (A3)
Expanding the RHS in powers of Ω−1 yields Eqs. (44). Since KF [t0](t) is constructed
order by order in the inverse frequency, it is also a unique operator.
A.2. The High-Frequency Expansion.
To derive the High-Frequency Expansion, we make use of the results from Ap-
pendix A.1 above. Starting from the relation between the fast-motion operator P (t, t0) =
exp (−iKF [t0](t)) and the effective kick operator Keff(t) in Eq. (15), we have
KF [t0](t) = i log [exp (−iKeff(t)) exp (iKeff(t0))] . (A4)
Notice that the Ω−1-expansion of the LHS is already known from Appendix A.1. Hence,
postulatingKeff =
∑∞
n=0K
(n)
eff withK
(n)
eff ∼ Ω−n, we can again apply the Baker-Campbell-
Hausdorff lemma. By comparing equal powers of the inverse frequency, we arrive at
Eq. (47). Notice again that Keff is an operator, whose uniqueness is inherited by that of
KF [t0](t).
Once we have the effective kick operator, we can apply Floquet’s theorem again to
determine uniquely the effective Hamiltonian Heff order by order in Ω
−n. Equivalently,
one can use the transformation law Heff = exp (iKeff(t))HF [t0] exp (iKeff(t)) to find the
perturbative expansion of the unique effective Hamiltonian from the Magnus expansion.
For alternative derivations of the high-frequency expansion, see Refs. [5, 54, 71]. We
mention in passing that expanding the LHS and the RHS in powers of the inverse fre-
quency and matching the coefficients is essentially the same idea which also lies behind
the derivation of the generator of the Schrieffer-Wolff transformation, c.f. the discussion
in Sec. 4.2.
Appendix B. Lattice vs. Continuum Models.
In this appendix we discuss some subtle differences between the lattice and continuum
models discussed in the Secs. 5, 6 and 7. In particular, we show how to combine the
results of Sec. 6 and Sec. 7.3. We demonstrate the relation between the models for
one-dimensional non-interacting systems, but the generalisation to higher dimensions
including interactions is straightforward.
Systems with linear dispersion. Consider first the following static, non-interacting
Hamiltonian with linear dispersion
Hcont =
∫
dx
J0
2
(
−iψ†(x)∂xψ(x) + h.c.
)
. (B1)
To discretise the model, we put it on a lattice with lattice constant a. The corresponding
lattice Hamiltonian is given by
Hlatt =
∑
x
J0
2a
(−iψ†(x)ψ(x+ a) + h.c.). (B2)
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If one goes to momentum space, the dispersion relation is ε(k) = J0a sin(ak), and in the
long-wavelength limit, ak  1, we conveniently recover the continuum linear dispersion
εk ≈ J0k. In particular, it follows that in lattice theories with linear dispersion, the
hopping matrix element should scale as 1/a. If one, on the other hand, starts with a
lattice theory, one can recover the Hamiltonian (B1) from Eq. (B2) in the limit a → 0
by using the identity ψ(x+ a) = ψ(x) + a∂xψ(x) +O(a2), and collecting powers of a.
Let us now add to this Hamiltonian a time-dependent electric field with the amplitude
V0 and frequency Ω:
H(t) =
∫
dx
J0
2
(
−iψ†(x)∂xψ(x) + h.c.
)
+ V0 cos(Ωt)xψ
†(x)ψ(x). (B3)
In Sec. 6.2, we showed that the zeroth-order Floquet Hamiltonian for this relativistic
continuum theory is not affected by the drive if we keep ζ = V0/Ω independent of Ω,
i.e. scale the electric field amplitude V0 linearly with the frequency:
H
(0)
F,cont =
∫
dx
J0
2
(
−iψ†(x)∂xψ(x) + h.c.
)
. (B4)
On the contrary, in Sec. 7.3 we considered the same Hamiltonian on the lattice, and
found the following non-trivial zeroth-order Floquet Hamiltonian:
H
(0)
F,latt =
∑
x
J0
2a
J0(ζa)
(
−iψ†(x)ψ(x+ a) + h.c.
)
. (B5)
At first sight, the two results seem contradictory. To find the proper continuum the-
ory, we expand Eq. (B5) in powers of the inverse lattice constant. Using the identity
J0(ζa) = 1 + O(a2), we see that the low-energy effective Hamiltonian is independent
of ζ. Consequently, all the non-trivial effects introduced by the driving vanish in the
long-wavelength limit and, therefore, the lattice and continuum models are consistent
and yield the same result. A similar derivation applies to higher order corrections in the
Magnus expansion. From Eq. (B5) we also see the condition under which the continuum
approximation holds:
ζa 1 ⇔ V0a Ω. (B6)
where, the equivalence of these two conditions follows from the definition ζ = V0/Ω.
The product V0a is the maximum energy difference generated by the driving potential
between two lattice sites. So the continuum approximation holds only in the limit when
this difference is small compared to the driving frequency. Once this condition is violated,
the full lattice dispersion has to be taken into account and the continuum approximation
breaks down.
Systems with quadratic dispersion. We now show the correspondence between the con-
tinuum and lattice theories for systems with quadratic dispersion. The non-driven con-
tinuum and lattice Hamiltonians read as
Hcont =
∫
dxφ†(x)(−∂2x)φ(x),
Hlatt = −J0
a2
∑
x
(
φ(x)†φ(x+ a)− 2φ(x)†φ(x) + φ(x+ a)†φ(x)
)
. (B7)
Notice that in the case of a quadratic dispersion, the hopping matrix element scales as
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1/a2. Now consider the driven model
H(t) =
∫
dxφ†(x)(−∂2x)φ(x) + V0 cos Ωt f(x)φ†(x)φ(x). (B8)
Recall that the continuum model fits into the Kapitza class, c.f. Sec. 5, while the lattice
model is part of the DK class, Sec. 7. A careful reader might be worried that in the former
case, in the limit Ω→∞, we found an emergent effective potential leading to dynamical
stabilisation whereas, in the latter case, we obtained the following modification to the
hopping matrix element:
H
(0)
F,latt = −
J0
a2
∑
x
J0 (ζf(x+ a)− ζf(x))
(
φ†(x+ a)φ(x) + h.c.
)
+
2J0
a2
∑
x
φ(x)†φ(x).
(B9)
where, as usual, ζ = V0/Ω. To reconcile the two approaches, again we take the limit
a → 0. In doing so, we write f(x + a) − f(x) = af ′(x) + O(a2), and use the expansion
J0(z) = 1− z2/4 +O(z4). The results is
H
(0)
F,cont =
∫
dxφ†(x)
(
−∂2x +
ζ2
4
[f ′(x)]2
)
φ(x). (B10)
We therefore see that indeed the continuum theory features an emergent potential given
by ζ2/4[f ′(x)]2 which establishes the relation between the Kapitza and the DK classes,
c.f. Eq. (96).
Appendix C. Corrections to the Stroboscopic Floquet Hamiltonian HF [0].
C.1. First-order Coefficients for the 1D Driven Boson Model.
Here, we briefly list the expressions for the nnn hopping, and the staggered potential,
found to first order in the Magnus expansion to the model discussed in Sec. 7.1. All the
integrals are given in the Floquet gauge t0 = 0. We recall that
gm,m+1(τ ; ζ) = exp [−iζ sin(τ − φnm)] ,
where τ = Ωt. Then the coefficients to the Hamiltonian H
(1)
F given in Eq. (145) are given
by the following time-ordered integrals
Cm,m+2(ζ) = 1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[
gm,m+1(τ1)g
m+1,m+2(τ2)− (1↔ 2)
]
,
Gm,m+1(ζ) = 1
2pi
∫ 2pi
0
dτ1
∫ τ1
0
dτ2Im
{(
gm,m+1(τ1)
)∗
gm,m+1(τ2)
}
. (C1)
We mention that these expressions are the same as the corresponding one for nnn hopping
along the y-direction ↑Cm,m+20 (ζ), and a staggered potential along the y-direction and
↑Em,m+10 (ζ) found in the 2D extension of the model from Sec. 7.2 (see below).
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C.2. First-order Coefficients for the Harper-Hofstadter Model.
In this appendix we discuss the parameters of the leading correction, Eq. (158). Let us
define two auxiliary functions f and g by
fnm,m+1(τ ; ζ) = exp [−iζ sin(τ − φnm) + iτ ]
gn,n+1m (τ ; ζ) = exp [−iζ sin(τ − φnm)] . (C2)
The coefficients B, C, D, and E in Eq. (158) are given by the following time-ordered
integrals:
→Bnm,m+1(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[
fnm,m+1(τ1)− fnm,m+1(τ2)
]
,
↑Bn,n+1m (ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[
gn,n+1m (τ1)− gn,n+1m (τ2)
]
. (C3)
→Cnm,m+2(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[
fnm,m+1(τ1)f
n
m+1,m+2(τ2)− (1↔ 2)
]
,
↑Cn,n+2m (ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[
gn,n+1m (τ1)g
n+1,n+2
m (τ2)− (1↔ 2)
]
,
↗Dn,n+1m,m+1(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[
fnm,m+1(τ1)g
n,n+1
m+1 (τ2)
+fn+1m,m+1(τ2)g
n,n+1
m (τ1)− (1↔ 2)
]
,
↖Dn,n+1m,m−1(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
[ (
fnm−1,m(τ1)
)∗
gn,n+1m−1 (τ2)
+
(
fn+1m−1,m(τ2)
)∗
gn,n+1m (τ1)− (1↔ 2)
]
,
→Enm,m+1(ζ) =
1
2pi
∫ 2pi
0
dτ1
∫ τ1
0
dτ2Im
{(
fnm,m+1(τ1)
)∗
fnm,m+1(τ2)
}
,
↑En,n+1m (ζ) =
1
2pi
∫ 2pi
0
dτ1
∫ τ1
0
dτ2Im
{(
gn,n+1m (τ1)
)∗
gn,n+1m (τ2)
}
,
All the coefficients are defined on the bonds between sites, labelled by (m,n). Apart
from E, the coefficients B, C, and D are complex numbers, and hence modify the prop-
erties of the artificial magnetic field. Furthermore, the diagonal hoppings ↗D and ↖D
are different, due to broken rotational symmetry.
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Appendix D. Corrections to the Effective Hamiltonian Heff.
D.1. First-order Coefficients for the 1D Driven Boson Model.
In this appendix, we list the expressions for the nnn hopping, and the staggered potential,
found to first order in the High-Frequency expansion to the model discussed in Sec. 7.1.
In order to distinguish them from those in the Magnus expansion, we use an extra tilde
in the notation. Formally, the difference is the factor
(
1− τ1−τ2pi
)
in the integrands, which
ensures that the expressions are Floquet-gauge independent. We recall that
gm,m+1(τ ; ζ) = exp [−iζ sin(τ − φnm)] ,
where τ = Ωt. Then the coefficients to the Hamiltonian H
(1)
eff given in Eq. (145) are given
by the following time-ordered integrals
C˜m,m+2(ζ) = 1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)[
gm,m+1(τ1)g
m+1,m+2(τ2)− (1↔ 2)
]
,
G˜m,m+1(ζ) = 1
2pi
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)
Im
{(
gm,m+1(τ1)
)∗
gm,m+1(τ2)
}
. (D1)
We mention that these expressions are the same as the corresponding one for nnn hopping
along the y-direction ↑C˜m,m+20 (ζ), and a staggered potential along the y-direction and
↑E˜m,m+10 (ζ) found in the 2D extension of the model from Sec. 7.2 (see below).
D.2. First-order Coefficients for the Harper-Hofstadter Model.
In this appendix we discuss the parameters of the leading correction, Eq. (158). Let us
define two auxiliary functions f and g by
fnm,m+1(τ ; ζ) = exp [−iζ sin(τ − φnm) + iτ ]
gn,n+1m (τ ; ζ) = exp [−iζ sin(τ − φnm)] . (D2)
The coefficients C˜, D˜, and E˜ in Eq. (158) are given by the following time-ordered inte-
grals:
→C˜nm,m+2(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)[
fnm,m+1(τ1)f
n
m+1,m+2(τ2)− (1↔ 2)
]
,
↑C˜n,n+2m (ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)[
gn,n+1m (τ1)g
n+1,n+2
m (τ2)− (1↔ 2)
]
,
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↗D˜n,n+1m,m+1(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)[
fnm,m+1(τ1)g
n,n+1
m+1 (τ2)
+fn+1m,m+1(τ2)g
n,n+1
m (τ1)− (1↔ 2)
]
,
↖D˜n,n+1m,m−1(ζ) =
1
4pii
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)[ (
fnm−1,m(τ1)
)∗
gn,n+1m−1 (τ2)
+
(
fn+1m−1,m(τ2)
)∗
gn,n+1m (τ1)− (1↔ 2)
]
,
→E˜nm,m+1(ζ) =
1
2pi
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)
Im
{(
fnm,m+1(τ1)
)∗
fnm,m+1(τ2)
}
,
↑E˜n,n+1m (ζ) =
1
2pi
∫ 2pi
0
dτ1
∫ τ1
0
dτ2
(
1− τ1 − τ2
pi
)
Im
{(
gn,n+1m (τ1)
)∗
gn,n+1m (τ2)
}
.
All the coefficients are defined on the bonds between sites, labelled by (m,n). Apart
from E˜, the coefficients C˜, and D˜ are complex numbers, and hence modify the properties
of the artificial magnetic field.
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