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1 问题重述
在 各 种 运 动 比 赛 中 , 为 了 使 比 赛 公




假 设 共 有 61 个 比 赛 项 目 , 1050 人 参
加比赛 , 要求使连续参加两项比赛的运动
员人次尽可能的少。建立此问题的数学模
型 , 给出算法及结果 ; 表中“#”号位置表示
运动员 参加 此项 比赛 。例表 只列 出了 14
个比赛项目 , 15 人参加比赛 ( 原始数据表
格见 2005 年“中国 电气 工程 协会 杯”B 赛
题) , 见表 1。
2 建立模型及求解
2.1 问题分析
此 题 可 转 化 为 图 论 问 题 中 求 最 小 哈
密 尔 顿 通 路 , 这 与 货 郎 担 问 题 ( TSP) 有 很
大相似之处 , 我们将进行如下分解:
把 61 个项目分别看成无向图中 G 的
61 个 点 ( Vertix) ,其 中 每 两 个 项 目 之 间 都
可 能 连 续 排 列 , 所 以 , 无 向 图 中 任 意 两 点
之间有连线。假设第 i 项目与第 j 项目连
续 排 列 在 一 起 , 无 向 图 G 中 点 vi 与 点 vj
有一条边 e[vi,vj]使它们相连。由于每个项
目都可能和其它项目连续排列在一起 , 这
样得到一个 61×61 的权矩阵 Wij。
2.2 模型建立
由图论的知识 , 知即为寻找一条不重
复经历点且遍历 61 个点的路径 , 使所经
历的边的权之和最小 , 即搜索整数子集 x=









借鉴 TSP 成熟的理论和算法 , 我们进







!e[ vi ,vi+1 ] - max(e’
[ vk,vk+1] )
其中 max(e’[ vk,vk+1] )代表在 最优 哈密
尔顿回路中权最大的边的权值。
由此可得模型 II: F=max(e’[ vi,vi+1] )
2.3 模型的求解
2.3.1 遗传算法引入
( 1) 总 体 思 想 : 借 鉴 了 达 尔 文 的 物 竞
天 演 、优 胜 劣 汰 、适 者 生 存 的 自 然 选 择 和
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( 2) 个 体 编 码 : 采 用 以 遍 历 比 赛 项 目
的次序排列编码的方法 , 每一个体 Pi 的码
串形如 C1C2 ⋯Cn,其中 Ci 表示遍历项目的
序号, 程序中个体定义为一维数组。如码
串 1、2、3、...、61, 表示从项 目 1 开 始 , 依 次
进行项目 2、3、...、61, 最后遍历所有的点。
( 3) 适 应 度 函 数 : 我 们 构 造 基 于 序 的
适应度函数。它的特点是个体被选择的概
率与目标函数的具体值无关。将种群中的
所 有 个 体 按 其 目 标 函 数 值 的 大 小 进 行 降
序排列 , 设参数 α∈(0,1), 定义基于序的适
应度函数为 :
eval(ki)=α(1- α)i- 1,i=1,2,⋯ , Psize
式 中 ki 为 种 群 排 序 后 的 第 i 个 体 ,
psiae 为 种群 个体 总数 , α取为 0.1 到 0.3 有
利于保持群体的多样性。
( 4) 选择机制: 采用比例选择算子。该
算子是一种回放式随机采样的方法 , 以旋
转赌轮 psiae 为基础 , 每次旋转都可选择一
个体进入子代种群。父代个体 ki 被选择的








交 配 位 之 间 继 承 双 亲 在 这 两 个 交 配 位 之
间的基因 :
如父 A 1 2 3 | 4 5 6 7 | 8 9 10
父 B 4 7 8 | 3 2 5 9 | 1 6 10
子 A 8 3 2 | 4 5 6 7 | 9 1 10
子 B 1 4 6 | 3 2 5 9 | 7 8 10
通过这种方式编程发现 , 该算法收敛
速 度 较 慢 , 短 时 间 能 难 以 得 到 比 较 优 的
解 , 这成为贪婪交叉方式考虑的出发点。
②贪婪交叉方式( Greedy Crossover) 。




现过,则随机生成 未选择 过的 点作 为下 一
个目标点。
贪 心 交 叉 算 子 是 为 了 充 分 利 用 染 色
体的局部信息指导遗传进化搜索。对 TSP
编码是一个循环圈,因此,从任意一个点选
择开始贪心交叉 操作 都是 可行 的,经 过贪
心交叉的个体局部 性能会 有所 改善 ,但个
体性能不一定能得 到提 高,如 果个 体性 能
提高就替换父代个体,否则,个体不进行替
换。
( 6) 种 群 变 异 : 变 异 操 作 的 主 要 目 的
是改善算法的局部搜索能力 , 并维持体的
多样性 , 防止出现早熟现象。①方法一: 取
两个不同的随机数 , 对这两个数确定的基
因 区 间 进 行 随 机 排 序 ; ②方 法 二 : 在 染 色
体的 2- opt 邻域中随机取出一个染色体 , 2
- opt 邻域搜索优化算法是求解 TSP 问题
的常用启发式算法 , 能有效消除边交叉现
象。对 Hamilton 回路中的顶点按经过的顺
序以自然数编号 ,任意两点 vi、vj 间边的权
重记为 wij。对于 2- opt,如果 wi,j+wi+1,j+1<wi,i+
1+wj,j+1,则 以 边 e[ vi,vj] 、e[ vi+1,vj+1] 代 替 边 e
[ vi,vi+1] 、e[ vj,vj+1] 。
( 7) 适 应 度 评 估 检 测 : 主 要 针 对 适 应
度 函 数 进 行 检 测 , 限 制 遗 传 代 数 GEN
NUMBER≤GEN STOP NUMBER,即遗传






( 4) WHILE<未 满 足 迭 代 终 止 条 件 >
DO。①选择; ②交叉 ; ③变异; ④适应度评
估检测。
( 5) END DO。
通过 C++编程得到 minT=8。
重合度最小为 8, 按照所得项目排序
方式 , 将有 8 人次出现冲突。
3 算法的合理性分析
为评价算法的合理性 , 我们引入信息
学中的熵 , 熵的定义如下 :









x2 ⋯ xi ⋯ xn
p(x1) p(x2) ⋯ p(xi) ⋯ p(xn
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"p(xi )log2 p(xi )
在遗传算法的搜索过程中, 每一代的
种 群 可 以 看 作 一 个 单 符 号 离 散 无 记 忆 信
源.通过统计计 算出 每个 个体 在群 体中 所
占的百份数,根 据信 息熵 公式 可以 计算 出
当前代种群的信 息熵 .信息熵 一旦 确定 则
相应的信源随之确定 .当信 源的 信息 熵为
零时,表明随机变 量已 经失 去了 随机 性变
成了确定量.换句话说,信源虽然有很多消
息,只有一个消息必然出现.此时种群中的
个体具有唯一性,遗 传算 法不 可能 再搜 索
到其他解.对于任意初始的无限种群,按适
应值选择算子重复进 行,最 终可 以实 现最
大的 i 个体有较高的概率. 即只在选择算
子的作用下,遗传 算法 最终收 敛到 初始 种
群中的最优个体.不管 初始 种群 给出 什么
样的分布,在变异算子的重复作用下,其极
限分布都是均匀的 ,即变 异把整 个个 体空
间作为搜索空间.当种群的信息熵很小时,
遗传算法已经不具 备进 化能 力,在 这个 阶
段并不期望算法 找到 更优解 .由于 变异 算
子的存在, 使种群的信息熵为 0 具有随机
性,当种群的信息熵小于某一极小值时,同
样可以判断遗传算法的截止代数。






其中Hn (X), 表 示重 合度 为 n 的 信 息
熵的平均值 , 所以










重 合 度 为 8 的 置 信 度 比 重 合 度 为 9
时大 , 基于此 , 将重合度为 8 作为最优解。
由 于 置 信 度 大 于 99%, 所 以 , 采 用 遗 传 算
重合度( n) 9 9 8 8









了 贪 婪 算 法 导 致 局 部 最 优 而 全 局 不 是 最
优 , 又 加 快 了 遗 传 算 法 的 收 敛 速 度 , 快 速
求到较优解。由于遗传算法是基于计算机
运 算 的 随 机 性 , 所 以 , 可 能 有 时 得 到 较 优
解时间会稍长。
为避免运动员连续参加 3 个项目 , 即
连续产生 2 次冲突 , 可对遗传算法做如下
改进 :
( 1) 对于连续产生两次冲突的个体 , 应
在遗传算法选择时 , 使其适应度降到一个
很低的数 , 使其不容易产生后代。
( 2) 对 于 不 连 续 的 两 次 冲 突 , 也 在 遗
传算法选择时选择 , 使其适应度降到一个
比较低的数 , 使其不是很容易产生后代。












a=[13 40 0 18 59 7 58 27 16 3 24 52
56 15 50 23 28 26 12 31 43 1 60 57 29 36
21 41 6 44 35 49 2 9 20 11 30 38 32 46
54 4 19 5 14 25 42 53 10 55 48 45 34 8

















































long g_NowGenNumber = 0;
//当前第几代
void main()
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