In the case of sampling on two occasions, a class of estimators is considered which uses information on the first occasion as well as the second occasion in order to estimate the population means on the current (second) occasion. The usefulness of auxiliary information in enhancing the efficiency of this estimation is examined through the class of proposed estimators. Some properties of the class of estimators and a strategy of optimum replacement are discussed. The proposed class of estimators were empirically compared with the sample mean estimator in the case of no matching. The established optimum estimator, which is a linear combination of the means of the matched and unmatched portions of the sample at the current occasion, was empirically compared with the proposed class of estimators. Mutual comparisons of the proposed estimator were carried out. Suitable recommendations are made to the survey statistician for practical applications.
Introduction
The theory of successive sampling has a long and rich history in sample surveys. When the value of the characteristics of interest of a finite population are subject to change over time, a survey carried out on a single occasion gives an idea only about the given occasion and can't give an idea about the (a) nature or rate of change of the characteristic at different occasions and (b) the average value of the characteristic over all occasions or most the recent occasions. Successive sampling, however, provides a tool for determining robust estimates. Successive (rotation) sampling was first coined by Jessen (1942) in the analysis of a survey on farm data. This theory was expanded by Patterson (1950) , Eckler (1955) , Cochran (1977) , Gupta (1979) , Das (1982) , and Chaturvedi and Tripathi (1983) . Sen (1971) used this concept in designing the estimator of the current population mean on the current occasion by using information on two auxiliary variables which were easily available on the previous occasion. Sen (1972 Sen ( , 1973 extended this work for more than two auxiliary variables on the current occasion. V. K. Singh, Singh, and Shukla (1991) and G. N. Singh and Singh (2001) used the auxiliary information on the current occasion and proposed an estimator for the current population in two-occasion successive sampling. G. N. Singh (2003) extended this methodology for h-occasions successive sampling in the estimation of the current population mean in two-occasion successive sampling.
Sometimes, information on an auxiliary variable may be readily available on the first as well as the second occasion; for example, tonnage (or seat capacity) of each vehicle or ship is known in transportation surveys. More examples are available in survey literature, and may be used where the information on auxiliary variables are available on both occasions in two occasions successive sampling. Feng and Zou (1997) , Biradar and Singh (2001) , G. N. Singh (2005) , G. N. Singh and Priyanka (2008) , G. N. Singh and Karna (2009) , H. P. Singh and Vishwakarma (2009) , G. N. Singh and Prasad (2010) , G. N. Singh, Prasad, and Karna (2011) , G. N. Singh, Homa, and Murya (2013) , H. P. Singh et al. (2015) , and H. P. Singh, Kim, and Tarray (2016) , among others, used auxiliary information on both occasions for estimating the population mean on the current (second) occasion in two-occasion successive sampling.
In some situations, information on several auxiliary variables may be readily available or may be made easily available by diverting some amounts of funds available in surveys. For example, to study the case of public health and welfare of a state or country, several factors are known that can be treated as an auxiliary variable, such as the number of beds, the number of doctors and supporting staff in different hospitals, amount of funds available for medicine, etc., may be known. Similarly, there are several pieces of information available, which if utilized appropriately can be led to improve the precision of the suggested estimators. The purpose of this study is to propose some relevant class of estimators for estimating the current population mean in two-occasion sampling by utilizing the dynamic auxiliary variables available on both the occasions.
EFFICIENT CLASS OF ESTIMATORS IN TWO-OCCASION SAMPLING

Formulation of the Proposed Estimators with Notation and Sample Structure
Let U = (U1, U2,…, UN) be a finite population of size N which has been sampled over two occasions and the character under study be denoted by x (y) on the first (second) occasion. Assume the information on a varying auxiliary variable z1 (z2), whose population mean is known and is closely related to x and y, is available on the first (second) occasion. A simple random sample (without replacement) of n units is drawn on the first (second) occasion. When selecting the sample on the second (current) occasion, retain a (matched) random sub-sample of size m = nλ from the sample selected on the first occasion and the remaining u = nμ units are replaced by a fresh selection under simple random sampling without replacement from the entire population so the sample size on the second (current) occasion is also n. λ and μ (λ + μ = 1) are the fractions of the matched and fresh samples, respectively, on the second (current) occasion. Onwards, note the following notations:
X̄, Ȳ, Z̄: The population means of the variables x, y, and z, respectively. Z̄1, Z̄2: The population means of the variables z1 and z2, respectively. x̄n, x̄m, ȳu, ȳm, z̄u, z̄m, z̄n, z̄1n, z̄2u, z̄2m : The sample means of the respective variables based on the sample size shown in subscripts. 12 , , , , :
x y z z z C C C C C The coefficient of variation of the variables given in the subscripts. 
Proposed Estimators
To estimate the population mean Ȳ on the current (second) occasion, two sets of estimators are proposed. The first estimator is based on the sample size u (= nμ) drawn afresh on the second occasion and second estimator is based on the matched sample of size m (= nλ) common to both occasions. The two sets of proposed estimators are defined below.
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The estimator based on the fresh sample is defined as
and, by setting i = 1 and
By setting i = 2 and k2 = ȳu / z̄2u, equation (1) 
The estimators based on the matched sample are defined as 
Setting j = 3 and 31 nn k 
Considering the combination of the two sets of estimators Tiu (i = 1, 2) and
Tjm (j = 1, 2, 3, 4), the final estimators of the population mean on the current occasion are ( )
where the ϕij are unknown constants to be determined so as to minimize the mean square error of the estimators Tij under certain criterions.
Remark 1.
For estimating the population mean on each occasion, of the estimators, two sets Tiu (i = 1, 2) are suitable, which implies that more belief on Tiu could be shown by choosing ϕij (i = 1, 2) as 1 (or close to 1). For estimating the change from one occasion to the next, the estimator Tjm (j = 1, 2, 3, 4) could be more useful so ϕij (j = 1, 2, 3, 4) might be chosen as 0 (or close to 0). For asserting both the problems simultaneously, the suitable (optimum) choices of ϕij (i = 1, 2; j = 1, 2, 3, 4) are desired.
Properties of the Proposed Estimators Tij
The estimators Tiu and Tjm are regression, ratio, regression to regression, regressioncum ratio, and regression-cum product type in their respective structures, and they are biased estimators of the population mean Ȳ. Therefore, the final estimator Tij presented in equation (9) is also a biased estimator of the population mean Ȳ. The bias B(.) and mean square error M(.) of the proposed estimators Tij are derived up to the first order of sample size under the large sample assumption and using the following transformations: 
Proof:
The bias of an estimator Tij is shown below:
Using the transformations and retaining the terms up to the first order approximation, the expressions of B(Tiu) and B(Tjm) are obtained as in equations (17)-(22). Hence, the expression of the bias of the estimator Tij are obtained as in equation (16).
Theorem 2. The mean square error of the estimators Tij (i =1, 2; j = 1, 2, 3, 4) up to the first order approximation is derived as 
Proof:
The mean square error of the estimators Tij (i = 1, 2; j = 1, 2, 3, 4) are given by
Using the transformation and retaining the terms up to the first order approximation, the expressions of M(Tiu), M(Tjm), and C(Tiu, Tjm) are obtained as in equation (24)-(37). Hence, the expression of the bias of the estimators Tij are obtained as in equation (23).
Remark 2.
Because x and y denote the same study variable over two occasions and z1, z2 are auxiliary variables correlated to x and y, looking on the stability nature viz. Reddy (1978) , the coefficients of variation of y, x, z1, and z2 in the population are considered to be approximately equal, i.e. 12 x z z y
Minimum Mean Square Error of the Estimators Tij
Because the mean square error of the estimators Tij in equation (23) are a function of the unknown constants ϕij (i = 1, 2; j = 1, 2, 3, 4), it is minimized with respect to ϕij and subsequently the optimum value of ϕij, say (ϕij)opt, is obtained as
Substituting the value of (ϕij)opt from equation (38) in equation (23) yields the optimum (minimum) mean square error of the estimators Tij,
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Optimum Replacement Strategy of the Estimator Tij
To obtain the optimum values of μij (i = 1, 2; j = 1, 2, 3, 4) (the fraction of the sample to be drawn afresh on the current occasion) so that the population mean Ȳ may be estimated with maximum precision and minimum cost, minimize the mean square error of Tij given in equations (41) 
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The real values of  exit if and only if the quantity under the square root is greater than or equal to zero, i.e.
For any situation which satisfies these conditions, two real values of  are possible. Hence, while choosing the value of  , it is mentioned that 01   and all others values of  are inadmissible. In the case when both the values are admissible, the lowest one will be the best choice because it reduces the cost of the survey. Substituting the admissible value of  , say μ (0) , from equations (57) 
Efficiency Comparisons
The percent relative efficiencies of the estimators Tij (i = 1, 2; j = 1, 2, 3, 4) are calculated with respect to (i) sample mean estimator ȳn when there is no matching and (ii) natural successive sampling estimator ( ) = , which is considered by Cochran (1977) and Feng and Zou (1997 
Empirical Study
The 
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Interpretations of Empirical Results
The following interpretations can be drawn from Tables 1-8:  decreases. These trends are highly considerable in the estimation procedure of the population mean because it not only reduces the cost of the sample survey but also make the estimator more precise. E slightly decrease at the very starting level and then significantly increase with increasing values of ρxy, while a decreasing pattern is observed in ( )  is 0.3215. This implies that only 30% of the sample on the current occasion has to be replaced by fresh units, which leads to a considerable depletion in the cost of the sample survey. E are increasing with increasing values of ρ0. These trends are also highly considerable in the estimation procedure of the population mean because it not only reduces the cost of the sample survey but also make the estimator more precise.  is 0.1358. This implies that only 13% of the sample on the current occasion has to be replaced by fresh units, which leads to a considerable depletion in the cost of the sample survey. E are increasing with the increasing value of ρ0. This pattern indicates that the smaller fresh sample on the current occasion is required if information on the highly correlated auxiliary variables is available, these behaviors are highly correlated.  is 0.0863. This implies that only 8% of the sample on the current occasion has to be replaced by fresh units, which leads to a considerable depletion in the cost of the sample survey. Table 4 a) For fixed values of ρyx and ρ0 the optimum values of ( ) E are increasing at the very starting level and then a decremental pattern is observed with the increasing values of ρyx. (d) The minimum value of ( ) 0 14  is 0.1528. This implies that only 15% of the sample on the current occasion has to be replaced by fresh units, which leads to an appreciable reduction in the cost of the sample survey.
Table 5
(a) For fixed values of ρyx, the values of ( )  is 0.3305. This implies that only 33% of the sample on the current occasion has to be replaced by fresh units, which leads to a considerable depletion in the cost of the sample survey.
Table 6
(a) For fixed values of ρyx and ρ0 the values of ( ) E are increasing with the increasing values of ρ0. These patterns also indicate the smaller fresh sample at current occasion is required, if the information on highly correlated auxiliary variables is available, these behaviors are highly correlated.  is 0.4334. This shows that only 43% of the sample on the current occasion has to be replaced by fresh units, which leads to a considerable depletion in the cost of the sample survey.
sequences also indicate the smaller fresh sample on the current occasion is required, if the information on highly correlated auxiliary variables is available, these behaviors are highly correlated. (d) For fixed values of ρ0 and 
Conclusion
The use of modified ratio and regression type estimators for the estimation of the current population mean on the current occasion in two-occasion successive sampling is justified through empirical results. The use of highly correlated auxiliary variable z1 and z2 which are firmly fixed over time is greatly rewarding; it not only reduces the cost of the survey but also enhances the precision of the estimates as well. Also, it can be seen in the section of mutual comparisons that the proposed estimators T14 and T24 are more efficient than the other proposed estimators. The suggested class of estimators, especially T14 and T24, are more rewarding in terms of precision and also reduce the cost of the survey. The proposed class of estimators may be recommended to survey practitioners for their real-life practical problems.
