Given the slowdown in labor productivity growth in the mid-2000s, some have argued that the boost to labor productivity from IT may have run its course. This paper contributes three types of evidence to this debate. First, we show that since 2004, IT has continued to make a significant contribution to labor productivity growth in the United States, though it is no longer providing the boost it did during the productivity resurgence from 1995 to 2004. Second, we present evidence that semiconductor technology, a key ingredient of the IT revolution, has continued to advance at a rapid pace and that the BLS price index for microprocesssors may have substantially understated the rate of decline in prices in recent years. Finally, we develop projections of growth in trend labor productivity in the nonfarm business sector. The baseline projection of about 1¾ percent a year is better than recent history but is still below the long-run average of 2¼ percent. However, we see a reasonable prospect -particularly given the ongoing advance in semiconductors -that the pace of labor productivity growth could rise back up to or exceed the long-run average. While the evidence is far from conclusive, we judge that "No, the IT revolution is not over." *We thank Andrew Sharpe and Chad Syverson for helpful comments and Sophie (Liyang) Sun for exceptional research assistance. We also thank Robert Gordon, Dale Jorgenson, and Dan Hutcheson for providing data and forecasts. The views expressed here are ours alone and should not be attributed to the Board of Governors of the Federal Reserve System, its staff, or any of the other institutions with which we are affiliated.
I. Introduction
The rate of increase in labor productivity -an essential element determining improvements in living standards -slowed in the mid-2000s, as highlighted by Fernald (2012) , Gordon (2012) , Jorgenson (2012) , and Kahn and Rich (2013) , among others. If this development persists, the long-run outlook for economic growth, and for improvements in living standards, will have darkened. Accordingly, it is important to identify the source of the slowdown and assess the implications for future growth.
One possible explanation of the slow pace of growth is that the economy has taken a long time to recover from the financial crisis and Great Recession, as the repair of balance sheets has proceeded slowly and as uncertainty about the pace of the recovery has held back investment. 1 Although the slowdown in labor productivity growth started before the onset of the financial crisis, those developments could, nonetheless, be contributing to the continued tepid advance.
Another possibility -advocated most prominently by Cowen (2011) -is that the U.S. economy has entered a long period of stagnation as the easy innovations largely have been exploited already. Gordon (2012 Gordon ( , 2013 has offered a third take on the slowdown, related to Cowen's. Namely, Gordon argues that the information technology revolution has mostly run its course and that the boost to productivity growth in the mid-1990s from those developments lasted only about a decade. Brynjolfsson and McAfee (2011) and others have made the opposite argument, that the information technology (IT) revolution still has a long way to run and will 1 Reinhart and Rogoff (2009) documented the typical pattern of slow recovery from financial crises. See Fernald (2012) for a discussion of the performance of productivity before, during, and after the Great Recession. 2 A large literature has examined these issues in the past. For our contribution to this literature and for citations to the earlier literature, see Sichel (2000, 2002) and Oliner, Sichel, and Stiroh (2007) . An interesting recent paper is Feenstra, Mandel, Reinsdorf, and Slaughter (2013) . They present evidence that about one-eighth of the pickup in labor productivity growth in the United States (and one-fifth of the pickup in multifactor productivity growth) after 1995 reflected mismeasurement in the terms of trade.
and from efficiency gains in the production of IT and because it can be updated with the most recent data to provide estimates through 2012. Our growth accounting evidence indicates that the contribution of IT to labor productivity growth in the United States from 2004 to 2012 stepped down to roughly its contribution from the mid-1970s to 1995. This evidence supports the view that the contribution from IT is no longer providing the boost to growth in labor productivity that it did during the years of the productivity resurgence from 1995 to 2004.
Nonetheless, the IT contribution remains substantial, accounting for more than a third of labor productivity growth since 2004.
Those results indicate where the economy has been. For the second part of our answer, we use the steady state of our multi-sector growth model to assess the outlook for growth in labor productivity. This part of the paper allows us to translate alternative assumptions about the pace of technological progress in the IT sector and the rest of the economy into an overall growth rate of labor productivity. We find that a plausible assessment of these underlying trends points to labor productivity growth of 1.8 percent annually. This projection is about the same as the average forecast of other productivity analysts.
Our baseline projection represents a modest pickup from the sluggish pace of labor productivity growth experienced since 2004. The pickup reflects ongoing advances in IT and an assumption that those gains and innovations in other sectors spur some improvement in multifactor productivity (MFP) growth outside of the IT sector relative to its tepid pace from 2004 to 2012. 5 These developments feed through the economy to provide a modest boost to labor productivity growth. That said, our projection of growth in labor productivity falls short of 5 See Baily,Manyika, and Gupta (2013) for a discussion of ongoing innovation in different sectors of the economy. the long-run average rate of 2¼ percent that has prevailed since 1889 and suggests neither a return to rapid growth nor economic stagnation but rather a period of moderate gains. 6 Given the ongoing advance in semiconductor technology described below, along with the uneven pattern of productivity growth during earlier epochs of innovation, we also consider an alternative scenario in which a somewhat faster pace of improvement in IT spurs more rapid innovation throughout the economy. 7 With plausible assumptions, this alternative scenario generates labor productivity growth of about 2½ percent, above the long-run historical average.
Finally, we reassess the pace of advance of semiconductor technology. 8 We believe that these developments are an essential consideration, because exceptionally rapid improvements in semiconductor technology -making computing power faster, smaller, and cheaper -have been a key ingredient of the IT revolution. On this front, the official price indexes for semiconductors developed by the Bureau of Labor Statistics (BLS) show that quality-adjusted semiconductor prices are not falling nearly as rapidly as they did prior to the mid-2000s. This development implies, all else equal, that the pace of technical progress in the semiconductor industry has slowed, a narrative that would comport well with Gordon's view that the IT revolution in the United States largely is over. However, our reassessment indicates that technical progress in the semiconductor industry has continued to proceed at a rapid pace. We also provide preliminary results from a separate research project that suggest the BLS price series may have substantially understated the decline in semiconductor prices in recent years. 6 To calculate this long historical average, we used data on output and hours from Kendrick (1961) for and from the Bureau of Economic Analysis (output) and Kendrick (hours) for 1929 -47. Gordon (2010 provides details about the sources of these data series. For 1947-2012, we used data from the Bureau of Labor Statistics on output per hour in the nonfarm business sector. The growth rate over each period is calculated as the average log difference between the initial and final year of the period. 7 As Chad Syverson points out in his comments on this paper, electrification generated, after a long lag, a period of elevated growth in labor productivity that lasted for about a decade. That pickup was followed by a slowdown in growth rates, but, subsequently, growth picked up again. 8 For discussion of the linkages between the pace of innovation in semiconductor manufacturing and semiconductor prices, see Aizcorbe, Oliner, and Sichel (2008) and Flamm (2007) .
Our three types of analysis, taken together, provide some useful insights into the question of whether the IT revolution is over. While the growth accounting evidence through 2012 confirms Gordon's view that the contribution from IT has fallen since 2004, the results from our steady-state analysis and our evidence on semiconductor prices point in a more optimistic direction. To answer the question posed in the title of the paper: "No, we do not believe the IT revolution is over." While our baseline projection anticipates a period of slightly subpar gains for labor productivity, we see a reasonable prospect that the pace of labor productivity growth could rise back up to its long-run average of 2¼ percent or even move higher.
II. Growth Accounting: Analytical Framework, Data, and Results
This section assesses the contributions to the increase in labor productivity from 1974 to 2012 through the lens of a growth accounting model designed to focus on the use and production of IT capital.
A. Analytical Framework
Here we provide a brief overview of the growth accounting framework. Additional detail can be found in Oliner, Sichel, and Stiroh (2007) , henceforth OSS, and the appendix to that paper.
The model that underlies our analysis differs from that in OSS only with regard to the treatment of intangible capital. Here, we use the measure of nonfarm business output in the National Income and Product Accounts (NIPAs), which excludes most types of intangible capital other than software. In contrast, OSS incorporated a broader set of intangible assets to explore the role of intangibles in driving productivity growth. Although that analysis yielded useful insights about the sources of growth, the standard output measure used here lines up with the official data for the United States. The growth accounting model divides nonfarm business into four sectors that produce final output: computer hardware, software, communication equipment, and a large non-ITproducing sector. We also include a sector that produces semiconductors, which are either consumed as intermediate input by the domestic final-output sectors or exported. Every sector is assumed to have constant returns to scale, and we assume the economy is perfectly competitive.
In addition, as discussed in OSS, we allow for cyclical variation in the utilization of capital and labor and for adjustment costs that reduce market output when firms install new capital. The treatment of both adjustment costs and cyclical utilization follows that in Basu, Fernald, and Shapiro (2001) .
The appendix to OSS shows that this model generates a standard decomposition of growth in output per hour:
where the dots signify growth rates; Y is nonfarm business output; H is aggregate hours worked; K j is capital input of type j (where j = computer hardware, software, communication equipment, and an aggregate of all other tangible capital); and L K j   are, respectively, the income shares for labor and each type of capital; q measures labor composition effects that create a wedge between aggregate labor input and hours worked; and MFP denotes multifactor productivity. Equation 1 expresses the growth in labor productivity as the sum of the contributions from capital deepening, compositional changes in labor input, and multifactor productivity. 9 Equation 1 simplifies one aspect of the expression derived in OSS. Technically, the weight on the capital deepening term for type j capital equals its income share minus the elasticity of adjustment costs with respect to that type of capital. We have suppressed the adjustment cost elasticity in equation 1. Because empirical estimates of asset-specific adjustment cost elasticities are not available, OSS approximated the theoretically correct weights with standard income shares. We do the same here and simply start from that point in equation 1. The approximation does not affect the total weight summed across the capital terms, as the theoretically correct weights and the standard capital income shares both sum to one minus the labor share. But the approximation could result in some misallocation of the weights across types of capital.
The other key result from the model is an expression for the decomposition of aggregate MFP growth into sectoral contributions:
where i indexes the final-output sectors (computer hardware, software, communication equipment, and all other nonfarm business); S denotes the semiconductor sector; and each μ represents gross output in that sector divided by aggregate value added, both in current dollars.
Thus, aggregate MFP growth equals a share-weighted sum of the sectoral MFP growth rates.
We estimate these sectoral growth rates with the "dual" method that employs data on prices of output and inputs, rather than data on quantities. Because the necessary price data are available much sooner than the corresponding quantity data, the dual method allows us to calculate more timely estimates of sectoral MFP growth.
B. Data
For the most part, the data sources track those used in OSS and Sichel (2000, 2002) , which relied heavily on data from the BLS and the NIPAs. That said, we have made some changes to our data sources. We highlight briefly a few key changes here, with details on our data sources provided in an appendix. States to foreign locations. Indeed, as shown in figure 1 , the share of current-dollar nonfarm business output represented by the production of computer hardware, communication equipment, and semiconductors has fallen more than 70 percent from its peak in 2000.
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In contrast, the output share of the software industry was higher from 2004 to 2012 than in either of the earlier periods.
These estimates reinforce Gordon's story that the contribution of the IT revolution has been disappointing since the mid-2000s. That said, sorting out the implications of these results for the future role of IT in the U.S. economy is difficult. One possibility is that the IT revolution largely has run its course and will provide much less of a lasting imprint on living standards than did the earlier epochs of innovation. Another possibility is that the boost to labor productivity growth is taking a pause during the transition from the PC era to the post-PC era. Just as a long lag transpired from the development of the PC in the early 1980s to the subsequent pickup in labor productivity growth, there could be a lagged payoff from the development and diffusion of extensive connectivity, handheld devices, and ever-greater and cheaper computing power.
In 1987, Robert Solow famously said "You see the computer revolution everywhere except in the productivity data."
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As highlighted by Oliner and Sichel (1994) , computers comprised too small a share of the capital stock in 1987 to have made a large contribution to overall productivity growth. But, several years later, the imprint of the revolution became very evident. In a parallel vein, one could now say: "You see massive connectivity and ever-cheaper computing power everywhere but in the productivity data." Subsequently, those contributions could become evident in aggregate data. That, of course, is just speculation about the future.
The next part of our analysis looks ahead to highlight plausible paths for labor productivity growth in the years ahead.
III. Outlook for Productivity Growth
We now turn to the outlook for labor productivity in the United States. The first part of this section uses the steady state of our growth accounting model to develop estimates of future growth of labor productivity. We then compare the steady-state results to the projections from a variety of other sources.
A. Steady-state Analysis
We update the steady-state analysis in Oliner and Sichel (2002) and OSS to incorporate the latest available data. As in that earlier work, we impose a set of conditions on the growth accounting model to derive an expression for the growth of labor productivity in the steady state.
These conditions include that (i) real output in each sector grows at a constant rate (which differs across sectors); (ii) real investment in each type of capital grows at the same constant rate as the real stock of that capital; (iii) labor hours grow at the same constant rate in every sector; (iv) the workweek is constant; and (v) the growth contribution from the change in labor composition is constant.
Under these conditions, the appendix to OSS shows that the steady-state growth of aggregate labor productivity can be expressed as:
.
As before, the α's denote income shares for each type of capital, Steady-state growth in labor productivity depends on a large number of parametersabout 30 in all after accounting for those that lie behind the income shares and sectoral MFP 13 In the steady state, cyclical factors and adjustment costs have no effect on MFP growth. These effects disappear as a consequence of assuming that the workweek is constant and that investment and capital stock grow at the same rate for each type of capital.
growth rates shown in equations 3 and 4. We consider a range of values for these parameters.
The complete list can be found in appendix table A1. Individually, most of these parameters do not have large effects on the steady-state growth rate. However, two parameters in equations 3 and 4 are important: the rate of improvement in labor composition and MFP growth for nonfarm business outside the IT-producing sector ("other nonfarm business"). For labor composition effects, we rely on the latest projection based on the methodology in Jorgenson, Ho, and Stiroh (2005) . 15 Although the steady-state projection does not apply to a specific time period, we think of it as pertaining to the outlook five to ten years ahead.
but these larger contributions are offset in part by the reduced contribution from labor composition.
16 Table 2 also presents an alternative scenario that embeds a somewhat more optimistic view about the outlook for information technology. In this alternative scenario, we allow for With these changes, steady-state growth of labor productivity rises to 2.47 percent at an annual rate, almost ¾ percentage point above the baseline estimate. The faster assumed MFP growth directly augments the rate of increase in labor productivity. It also has a multiplier effect by inducing additional capital deepening. This scenario illustrates that it would not take a very large increase in the impetus from IT to raise labor productivity growth back to the neighborhood of its long-term historical average of 2¼ percent or above. As shown, the earlier projections ranged from 2.0 percent to 2.5 percent at an annual rate, with an average of 2.3 percent -the same as the midpoint of the steady-state range in OSS. These earlier projections all have been revised down, some quite substantially. The average markdown from 2.3 percent to 1.9 percent virtually matches the downward revision in the steady-state estimate. Thus, compared with projections from six years ago, the average projected growth of labor productivity has moved down from about the long-run historical average to a pace somewhat below that average.
B. Other Estimates
We would stress that the similarity among these projections belies the high degree of uncertainty about future productivity growth. The range of estimates from our steady-state framework hints at this uncertainty. The low end of the range (less than 1 percent) represents a dismal rate of productivity growth from a historical perspective, while the top end (about 2.8 percent) is well above the historical average. The only projection in the table with a statisticallybased confidence range is that from Kahn and Rich (2013) . In their regime-switching model, the 75 percent confidence band for productivity growth five years ahead runs from slightly below zero to about 4 percent. Suffice it to say, productivity growth is extremely hard to predict.
Almost all analysts have failed to anticipate the major shifts in growth over the past several decades, and we should not expect better going forward.
IV. Trends in Semiconductor Technology
The contribution of information technology to economic growth depends importantly on the improvements in the semiconductor chips embedded in IT capital goods and on prices of 17 With only a few exceptions, these projections refer to the nonfarm business sector as defined by BLS over horizons of ten years or more. Among the exceptions, Kahn and Rich (2013) employ a five-year horizon, while there is no explicit projection period in Fernald (2012) . In addition, Fernald's projection refers to the private business sector, which includes the farm sector.
those chips. This section presents the latest available information on technological progress in the semiconductor industry and on chip prices.
A. Technology Cycles
As discussed in Aizcorbe, Oliner, and Sichel (2008) , there is a broad consensus that the pace of technical advance in the semiconductor industry sped up in the mid-1990s, a development first brought to the attention of economists by Jorgenson (2001) . The standard definition of a semiconductor technology cycle is the amount of time required to achieve a 30 percent reduction in the width of the smallest feature on a chip. Because chips are rectangular, a 30 percent reduction in both the horizontal and vertical directions implies about a 50 percent reduction (0.7*0.7) in the area required for the smallest chip component. all from the two-year cycle. The upshot is that the cycles in semiconductor technology -a key driver of quality improvement in IT products -have remained rapid.
While the pace of miniaturization has been sustained, semiconductor producers have changed the approach used to translate these engineering gains into faster performance.
Historically, each new generation of technology in semiconductors has allowed for an increase in the number of basic calculations performed per second for a given chip design. However, as speed continued to increase, dissipating the generated heat became problematic. In response,
Intel shifted in 2006 toward raising "clockspeed" more slowly and boosted performance instead by placing multiple copies of the core architecture on each chip -a change enabled by smaller feature size -and by improving the design of those cores (see Shenoy and Daniel, 2006) .
The effect of this strategy on the rate of increase in performance for end users has been a matter of some debate. Pillai (2013) 
B. Prices for MPUs
Advances in semiconductor technology have driven down the constant-quality prices of MPUs and other chips at a rapid rate over the past several decades. In a separate in-progress paper, we are developing a new hedonic price index for MPUs, and some key results from that paper are reported here. We compiled wholesale price lists for Intel MPUs and matched these prices to benchmark performance scores and other chip characteristics.
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We then estimated a hedonic regression back to 2007 using only the list price at the time of introduction. We omitted the list prices for subsequent periods because in many cases those prices were not adjusted down when a more powerful, closely-related chip entered 20 Chips other than MPUs and memory (including those used in smartphones) are often produced using a technology behind the frontier. These chips adopt new technology, albeit with a lag. This process transmits the price declines at the frontier to a wide range of different chips. 21 Although we do not have access to BLS' source data, comments by BLS staff indicate that published wholesale price lists for MPUs have been used to supplement the data collected by the PPI survey (Holdway, 2001) . We focus on Intel because of its large share of domestic MPU production.
the market, contrary to the pattern in earlier years. The absence of price adjustment raises concern that existing chips are being sold at a discount relative to the constant list price that widens when new models are introduced. Thus, to the extent that significant chip sales are taking place at transaction prices that fall ever further below the list prices, a standard procedure that relied on those list prices or other similar prices reported by manufacturers would be biased.
Our hedonic index, which only uses prices at the time of each new chip's introduction, provides a very rough way of avoiding this potential bias. This new hedonic index was incorporated into the Federal Reserve's March 2013 annual revision of its industrial production indexes.
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The key result from this new price index is that MPU prices have remained on a fairly steep downtrend, in sharp contrast to the picture painted by the PPI. The dashed line in figure 2 presents the MPU price index constructed by Federal Reserve staff from its inception in 1992 through 2011, the final year that incorporates the new hedonic results. The Fed index of MPU prices fell at an average annual rate of 37 percent from 2007 to 2011, somewhat less than that observed during the period of extraordinary productivity gains in the late 1990s, but substantially greater than the drop in the PPI in recent years. Moreover, unlike the PPI, the Fed's index provides no sign of a trend toward slower price declines over the past several years. All in all, the Fed's MPU price index lines up reasonably well with the MPU performance data described above -both series have reverted to historically normal rates of change after a period of unusually rapid performance gains and price declines.
V. Other IT-Related Measurement Issues
Beginning in the 1970s, many studies of semiconductors, computers, communication equipment, and software have concluded that quality-adjusted IT prices have fallen at remarkable rates, and indexes capturing these price declines have been incorporated into the NIPAs in many cases (see Wasshausen and Moulton, 2006) . However, despite this considerable progress on measuring IT prices, some important measurement challenges remain to be addressed. Here, we list three rather different areas that, in our view, would benefit from additional research.
First, investment in software is the largest component of IT investment, and quality adjustment has proven difficult for this category. While the BEA has closely studied software prices, this area has proved a tough nut to crack, and the agency is still using proxies for the prices of a significant fraction of software. With these proxies, the BEA's prices for ownaccount and custom software have increased in recent years. For prepackaged software, Copeland (2013) finds sizable declines in quality adjusted prices using scanner data.
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Those declines are faster than those in the PPI for prepackaged software and contrast sharply with the price increases for custom and own-account software, suggesting that further work on software prices would be valuable.
Second, even if well-constructed price indexes for all IT equipment and software were available, the impact of the IT revolution may be understated for a very different reason. It has become common for U.S. manufacturing firms to outsource fabrication of electronics, frequently to offshore locations, but to retain the design and management tasks within the company, often in domestic locations. Because these so-called "factoryless manufacturers" may create the intellectual property and bear the entrepreneurial risk for products with rapidly increasing 23 Also, see Prud'homme, Sanga, and Yu (2005) for similar evidence using Canadian scanner data.
quality, the real value-added of these establishments arguably should reflect the innovation embodied in the product. Because in practice this activity is often classified within wholesale trade, the resulting output does not get counted as part of the IT sector of the economy. Studies of companies using the factoryless business model indicate this may be an appreciable share of economic activity (see Bayard, Byrne, and Smith, 2013, and Doherty, 2013) .
Finally, IT as defined in this paper does not encompass all products with significant electronic content. We expect the prices for a broad array of electronic equipment would reflect the price declines for their semiconductor inputs, including navigation equipment, electromedical equipment, and a variety of types of industrial process equipment.
24
In fact, the PPIs for the output of these industries increase in most cases, again raising an important question for price analysts to investigate.
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These three rather different concerns all point to the possibility that the full impact of the IT revolution has not yet been recorded.
VI. Conclusions
Is the information technology revolution over? In light of the slower pace of productivity gains since the mid-2000s, Robert Gordon has argued that the boost to productivity growth from adoption of IT largely had run its course by that point. Erik Brynjolfsson and others make the opposite case, arguing that dramatic transformations related to IT continue and will leave a significant imprint on economic activity. We bring three types of evidence to this debate, focusing on the IT capital that underlies IT-related innovations in the economy. 24 Even products within the IT category may benefit from a closer look. For example, Chwelos, Berndt, and Cockburn (2008) develop hedonic price indexes for personal digital assistants from 1999 to 2004, and they find average price declines ranging from 19 to 26 percent per year. 25 A BLS paper on the use of hedonics (Holdway, 2011) indicates that resource constraints have limited the expansion of the use of hedonic techniques.
What does this evidence show? Our analysis indicates that the contributions of IT to labor productivity growth from 2004 to 2012 look much as they did before 1995, supporting
Gordon's side of the argument. Our baseline projection of the trend in labor productivity points to moderate growth, better than the average pace from 2004 to 2012, but still noticeably below the very long-run average rate of labor productivity growth. On the more optimistic side, we present evidence that innovation for semiconductors is continuing at a rapid pace, raising the possibility of a second wave in the IT revolution, and we see a reasonable prospect that the pace of labor productivity growth could rise to its long-run average of 2¼ percent or even above.
Accordingly, with all the humility that must attend any projection of labor productivity, our answer to the title question of the paper is: No, the information technology revolution is not over. 
DATA APPENDIX
This appendix describes the data series used in the paper. All data are annual and cover the period from 1974 to 2012. For 2009-2012 we extended the BLS series using annual growth rates for real output and currentdollar output in the nonfarm business sector from the NIPAs.
Real Output per Hour in the Nonfarm
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We measured p as an implicit price deflator, constructed as the ratio of current-dollar nonfarm business output to real nonfarm business output from the MFP dataset for the period 1974 , we extended the series for p using annual growth rates constructed from the NIPA data on real output and current-dollar output in the nonfarm business sector.
27 All other series we use from the MFP data are also from that release. These data are available at http://www.bls.gov/mfp/mprdload.htm. See the spreadsheets titled "Historical Multifactor Productivity Measures (SIC 1948 -87 linked to NAICS 1987 " and "Information Capital by Asset Type for Major Sectors." 28 We used data from the release dated February 7, 2013. 29 All of the NIPA data we use are from the release dated January 30, 2013.
Labor Hours (H)
For 1974 to 2010, labor hours are from the MFP dataset. We extended the data to 2012 using the growth rate in hours of all persons in the nonfarm business sector from the P&C release.
Contribution of Capital Deepening in the Nonfarm Business Sector
Overall Capital Deepening
For 1974 to 2010, the contribution of overall capital deepening to growth in labor productivity is calculated as the product of: 1) the log difference of the capital-hours ratio (using real capital input) and 2) capital's income share. Our income shares are time varying and not period averages.
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The data for the capital-hours ratio and the income shares are from the MFP dataset.
For 2011 and 2012, we extended the series for the overall capital deepening contribution using the following steps. First, we calculated the contributions from 2010 to 2012 for equipment, nonresidential structures, inventories, tenant-occupied rental housing, and land. (We use these categories because these are the ones for which the BLS makes data readily available on their website.) For each asset type, the contribution is calculated as the product of the income share and the log difference of the capital-hours ratio. For the numerator of the capital-hours ratio, we constructed productive capital stocks as described below. For the denominator, we used hours data from BLS as described above. Second, we summed these contributions to obtain a capital deepening contribution for overall capital for 2010 to 2012. Finally, we extrapolated forward from BLS' 2010 contribution with the first-difference in our calculated contributions between 2010 and 2011 and then between 2011 and 2012. We did not use the levels for 2011
and 2012 directly because we are working at a higher level of aggregation than BLS used to calculate the overall capital deepening contribution through 2010, which introduces a wedge between the results in levels for a given year.
IT Capital Deepening
For 1987 to 2010, capital deepening contributions for each type of IT capital are calculated as the product of: 1) the log difference of the capital-hours ratio using real capital input for each type of IT (computer hardware, software, and communication equipment) and 2) the income share for that type of capital. The data for capital input, hours, and the income shares for each type of IT capital are from the MFP dataset.
For 2011 to 2012, we extended the series for the contributions using a procedure exactly parallel to that for the components of overall capital deepening.
For 1974 to 1986, the BLS does not make available the needed IT detail on their website.
Accordingly, for each type of IT capital, we construct contributions from data for the income share, capital input, and hours, extrapolating back from the 1987 contributions by splicing in values for these variables from the dataset we constructed for Oliner, Sichel, and Stiroh (2007) .
Capital Deepening for Non-IT Assets
These contributions are calculated by subtracting the IT capital deepening contributions from the overall capital deepening contribution.
Productive Stocks
To extend the capital deepening contributions to 2011 and 2012 as described above, we used productive capital stocks to measure capital input for each category of capital, in accord with BLS methodology. For the calculations for total capital, we need productive stocks for each of the capital categories we use to sum up to total capital (equipment, nonresidential structures, inventories, tenant-occupied rental housing, and land). For the calculations for IT capital, we need productive stocks for each of the IT capital categories (computer hardware, software, and communication equipment).
Depreciable Assets
For depreciable assets (equipment and software, nonresidential structures, tenantoccupied rental housing, and the three types of IT capital) we started with productive capital stock data from the MFP dataset through 2010 (the same spreadsheets described above). We extended these BLS productive stock series to 2011 and 2012 using the perpetual inventory method with the following equation:
where (following BLS methodology) K t is measured as the average of the stocks at the end of years t and t-1. For the investment series (I t ), we started with the series for gross investment through 2010 for each category from the BLS datasets. We extended these investment series to 2011 and 2012 using growth rates of real investment for the corresponding series from the NIPAs. The term f t is a translation factor that converts the productive stock from period t-1 into the productive stock for period t. We obtain this translation factor (f t ) for each period up through 2010 using the published BLS data and solving for f t for each year in the equation above. We then use the 2010 value of f t to generate estimates of the productive stock for 2011 and 2012.
Non-Depreciable Assets (Inventories and Land)
To extend the stock of inventories to 2011, we take the productive stock in 2010 and add the NIPA value for the change in real private inventories for 2011. Then, to extend forward to 2012, we add the 2012 value of the change in inventories to the estimated 2011 stock.
To extend the stock of land to 2011 and 2012, we assume that the real productive stock of land in 2011 and 2012 changed at the average annual rate from 2007 to 2010.
Labor Composition (q)
BLS measures the change in labor composition as the difference between the growth rate of labor input and that of labor hours. To calculate labor input, BLS divides the labor force into a number of age-sex-education cells, and then constructs a weighted average of growth in hours worked in each cell, with the weight for each cell equal to its share of total labor compensation.
Through 2010, our measure of the change in labor composition is from the MFP dataset. For 2011 and 2012, we assumed that the change in labor composition generated a contribution of 0.25 percentage point to growth in labor productivity.
Income Shares (α j )
Total Capital
For 1974 to 2010, the income share for total capital is from the MFP dataset. To extend this series to 2011 and 2012, we construct capital income for the five categories of total capital that BLS provides: equipment and software, nonresidential structures, inventories, tenantoccupied rental housing, and land. We sum these estimates to generate an estimate of total capital income. The share is then the ratio of this estimate of capital income to total income in the nonfarm business sector. Finally, we take this estimate of the capital income share and difference splice it to the 2010 value of the published BLS series for the capital income share to obtain estimates of the income share for 2011 and 2012. With an estimate of the income share for capital in hand, the income share for labor equals unity minus the income share for capital.
IT Capital
For 1987 to 2010, the income shares for each type of IT capital are from the MFP dataset.
For 1974 to 1986, we difference splice in the income shares that we constructed for Oliner, Sichel, and Stiroh (2007) . To extend the income shares for each IT asset to 2011 and 2012, we use a procedure parallel to the one described for the pieces that add up to total capital.
Capital Income
To estimate capital income for each type of capital for the extension to 2011 and 2012, we use the following equation:
We discuss each component of this equation below. Although we have suppressed the time subscript for expositional convenience, these estimates of capital income vary from year to year.
The extension from 2010 to 2011 and 2012 only requires data on the components for those years, but we compile data for each component back to 1974 because the steady-state calculations require the full history.
Depreciation Rate (δ j )
For equipment and software, nonresidential structures, and tenant-occupied rental housing, we use depreciation rates reported in the MFP dataset through 2010. For 2011 and 2012, we use the value reported for 2010. For land and inventories, the depreciation rate is zero.
For IT assets, we use a parallel procedure.
Expected Nominal Capital Gain/Loss (Π j )
For each type of capital, we calculated Π j as a three-year moving average of the percent change in the price of asset j (p j ). The moving average serves as a proxy for the unobserved expectation of price change. Through 2010, the p j series are the investment price indexes from the MFP dataset. Except for land, each p j series was extended to 2011 and 2012 using the growth rate of the corresponding series for NIPA investment prices.
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For land, we extended prices to 2011 and 2012 using the average growth rate of land prices in the MFP dataset from 2007 to 2010.
Current-dollar Productive Capital Stock
For each asset, this series is simply the product of the real productive stock (K j ) and the asset price index (p j ), both of which are discussed above.
Tax Adjustment (T j )
For each asset j, this adjustment is T j = (1 -c -v)/(1 -), where c is the rate of investment tax credit,  is the corporate tax rate, and v is the present value of $1 of tax depreciation allowances. We include a tax term (T j ) for each asset in the capital income and income share variables we construct. Through 2010, we construct the tax terms from the MFP dataset.
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For 2011 and 2012, we use the 2010 value of each tax term. 31 For equipment and software and nonresidential structures, we used the price series from NIPA table 5.3.4. For inventories, we used the implicit price deflator for nonfarm inventories from NIPA table 5.7.9B. For tenantoccupied rental housing, we used the price series for investment in multifamily residential structures from NIPA table 5.3.4. For each type of IT capital, we used prices from NIPA table 5.5.4. 32 As part of the MFP dataset, under the heading "Additional Available Measures," BLS provides spreadsheets for 1987-2010 Rental Price Detail Measures by Asset Type for both manufacturing and non-manufacturing industries. To construct income shares for total capital and for IT capital, we need tax terms for computer hardware, software, communication equipment, other business fixed investment, inventories, tenant-occupied rental housing, and land. The tax terms do not vary across industries and do not vary much within asset classes. For computer hardware, we use the common tax term that applies to every type of hardware. For software, we use a weighted average of the tax term for pre-packaged software and custom software and the separate term for own-account software, with a weight of 0.60 on pre-packaged and custom. For communication equipment, inventories, and land, we use the single tax term for each asset type provided by the BLS. To construct the tax term for other business fixed investment (BFI excluding IT), we calculated a weighted average of the tax terms for equipment excluding IT assets and nonresidential structures. All types of nonresidential structures have a common tax term; for non-IT equipment, we used the tax term that applies to most types of equipment other than motor vehicles, nuclear fuel or IT assets. The weights are year-by-year nominal productive capital shares for equipment excluding IT assets and nonresidential structures.
Nominal Net Return (R)
We calculated R as the ex post net return earned on the productive stock of equipment and nonresidential structures. Thus, we obtain R as the solution to the following equation:
where the summations are over computer hardware, software, communication equipment, and other business fixed investment. This procedure yielded an annual series for R from 1990 to 2010. (The BLS data begin in 1987 and we need three lags for the capital gain term so these estimates of R begin in 1990.) For 2011 and 2012, we estimate R as the predicted value from a regression with the following explanatory variables: a constant, two lags of R, the rate of price change for nonfarm business output, the acceleration in real nonfarm business output, the unemployment rate, and the share of corporate profits in GNP. For the period from 1974 to 1989, we difference splice in estimates of R from Oliner, Sichel, and Stiroh (2007) .
Current-Dollar Output Shares (μ
The denominator of each output share is current-dollar nonfarm business output (pY), the data source for which was described above. Here, we focus on the measurement of current- SW, M, O, and S) , which is the numerator in each share.
Computer Sector
For 1987 
Communication Equipment Sector
We follow the same procedure described above for the computer sector. That is, we use 
Semiconductor Sector
Here too we rely on Census shipments data. For 1987-2011, we use ASM product shipments for integrated circuits (NAICS category 3344131). We then extrapolate back in time with the annual percent changes in ASM industry shipments for semiconductors and related devices (NAICS code 334413), the closest available industry to integrated circuits. For 2012, we extrapolate the 2011 level of the ASM product shipments forward using the annual percent change in current-dollar shipments of integrated circuits calculated by Federal Reserve staff.
Other Nonfarm Business
We estimate current-dollar output in this sector as a residual after accounting for all other components of nonfarm business output:
where the final term is current-dollar net exports of semiconductors. (This is the only part of semiconductor production that shows up in domestic final output.) The data sources for pY, p C Y C , p SW Y SW , and p M Y M were described above. We obtain data on current-dollar net exports of semiconductors as follows. For 1989 to 2011, we use series constructed by Federal Reserve Board staff for current-dollar exports and imports of integrated circuits (NAICS code 3344131), which are based on data from the International Trade Commission. We extrapolate the 1989 levels for both series back to 1978 using similarly constructed series for semiconductors and related devices (NAICS code 334413). Before 1978, the detailed trade data are not available, and we extend the export and import series back in time using the annual percent change in domestic shipments of semiconductors (the series p S Y S described above). For 2012, we extrapolate forward the 2011 levels of both exports and imports using the annual percent change in current-dollar shipments of integrated circuits calculated by Federal Reserve staff (the same series used for the 2012 value of semiconductor sector output).
Ratio of Semiconductor Output to Domestic Semiconductor Use (1+θ).
Domestic semiconductor use can be expressed as domestic semiconductor output minus net exports of semiconductors. Thus,
where the second equality converts each series to current dollars. The data sources for p S Y S and p S S x -p S S m were described above. Here, we describe the data source for each price series that enters these ratios.
Rates of Relative
Computer Sector
For 1978-2012, we measure p C with the NIPA price index for final sales of computers and peripheral equipment (NIPA table 1.2.4, line 17) . For earlier years, we extrapolate back the 1978 level with the percent change in the NIPA price index for private fixed investment in computers 33 We compute the rate of change in each relative price as the percent change from the prior year's price ratio, not as a log difference. Although growth accounting studies typically use the log difference approximation to calculate rates of change, this approximation is inaccurate for percent changes as large as those observed for the relative prices of computers and semiconductors. 
Communication Equipment Sector
For 1974-2011, we measure p M with a price index for domestic output of communication equipment constructed using the method described in Byrne and Corrado (2007) 
Computer Sector
For 1997-2011, we estimate S C  with proprietary data from iSuppli Corp. on the annual semiconductor cost share of seven different types of computing equipment. We aggregate the product-specific cost shares with domestic shipments weights that vary from year to year. For 2012, we use the share estimated for 2011. For 1990-96, we extrapolate back the 1997 share using the annual percent changes in the estimated worldwide semiconductor share in computing equipment; we estimate these shares from a variety of proprietary data sources. Finally, for years before 1990, we set the cost share to be a shipment-weighted average of the cost shares for personal computers and all other computing equipment; in this calculation, we use the semiconductor cost shares from 1997, the earliest year for which we have the iSuppli data.
Software Sector
We set
S SW
 to zero because semiconductors are not a direct input to software production. Finally, for years before 1990, we extrapolate back the 1990 share using the annual percent changes in the share constructed in Oliner and Sichel (2002) using data from the Semiconductor Industry Association. See the data appendix in Oliner and Sichel (2002) for details.
Other Final-output Sector.
To estimate
S O
 , note that equation A22 in Oliner and Sichel (2002) The data sources for all series on the right-hand side of this expression have been discussed above. 
