Abstract. We construct a global conservative weak solution to the Cauchy problem for the non-linear variational wave equation
1. Introduction
physical background.
In the natural world, there are three phases of matter, solid, liquid and gas. Between solid and liquid, there is an intermediate phase called liquid crystal. Some solid materials become liquid crystalline at some temperatures. Liquid crystalline means that they can flow with some liquid property as well as have some optical properties of solids. The liquid crystals molecules have ordered arrangement. We can consider the liquid crystals as fluids made up of long rigid molecules. There are several liquid crystalline phases: solid phase, the molecules have orientation and periodicity ; liquid phase, the molecules have no orientation or periodicity; nematic phase, molecules have orientation but no periodicity ; and Smectic phase, molecules with orientation with some periodicity. In the nematic phase, the orientation of the molecules can be described by a field of unit vector n(x, t) ∈ S 2 , the unit sphere. The nematic crystal molecules are invariant under the inversion n → −n, thus we call n as a director field.
n is a director field of the unit vector to describe the mean orientation of the long molecules in a nematic liquid crystal. Also the famous Oseen-Frank potential energy density W is associated with the director field n in the system. W is defined by
α, β and γ are positive elastic constants of the liquid crystal. α represents the splay phenomenon of the nematic liquid crystal, β represents the bend phenomenon, and γ represents the twist phenomenon. The kinetic energy are usually neglected in studies of nematic liquid crystals. Then, by variational principle, we can obtain an elliptic partial differential equation. In the case when we include the kinetic energy, we can form a non-linear wave with smooth function u on modelling the nematic liquid crystal in one space dimension without any fields applied.
We study the nematic liquid crystal under the a constant electric field with the electric energy density described by
where #» P is the polarization, #» E is the electric field. We assume that the applied field is neither parallel nor perpendicular to #» n , the permittivity is χ ⊥ . And the dielectric constants 0 , , and ⊥ are related to the permittivities by = 1 + χ and ⊥ = 1 + χ ⊥ . And thus, ∆ = χ − χ ⊥ . [10] 1.2. Known results. For the equation (1.1), Glassey, Hunter , and Zheng [7] shows that the smooth solutions develop singularities in finite time. Bressan and Zheng [5] constructed conservative weak solution, showed that the measure to the energy concentrated time is measure zero, and stated that the solution can be extended beyond the time when the singularity appears see also [8] . Zhang and Zheng [19] also constructed the the global weak solution by using the compactness method.
For the conservative solutions, Bressan and Chen [1] showed that for C 3 initial data, the solution is piecewise smooth in t-x plane, and [2] constructed a metric that renders the flow uniformly Lipschitz continuous on bounded subsetsof H 1 (R). Bressan and Huang [4] also constucted the dissipative solution to the system that the total energy is a monotonely decreasing function with respect to time. Huang and Zheng [9] and Chen and Zheng [6] , [11] - [13] , [15] - [18] studied the existence and uniqueness of the conservative solutions and the singularity formation of a system of nematic liquid crystals.
main theorems.
Our main results are stated as follows. For the nematic liquid crystal under electric field, we obtain a Cauchy problem
with the initial data
For the smooth function c(·), we assume that c : R → R + is a bounded and uniformly positive function.
and v 1 (x) are stated in (1.3). Also assume that the initial data v 0 (x) is absolutely continuous,
3) can be considered as a Cauchy problem admitting a weak solution v(t, x) defined for all (t, x) ∈ R × R. Moreover, in the t-x plane, v(x, t) is locally Hölder- 
For all test function φ ∈ C 1 c , the equation (1.2) satisfies the following integral:
We define the energy as :
The energy is uniformly bounded. And we define E 0 as follows: 
Let a sequence of initial condition satisfies:
n → u uniformly on bounded subsets of the t-x plane and v n 0 → v 0 on compact sets as n → ∞. This family of positive Radon measure is defined on the real line and it satisfies the following properties:
(i) µ t (R) = E 0 for any time t.
(ii) With respect to Lebesgue measure, the absolutely continuous part of µ t has density
(iii) the singular part of µ t has measure zero on the set where c (v) = 0.
The paper is organized as follows. In section 2 we will derive the energy equation and then introduce a new set of dependent variables. Based on those dependent variables, we can formulate a set of equations in terms of the new variables. This set of equations is equivalent to (1.2). In section 3, we use a transformation in a Banach space. In the transformation, we will find the suitable weighted norm. This shows that there is a unique solution to the set of equations in terms of the new variables. In section 4, we will show that the integral (1.5) holds and the Hölder- continuous condition holds. In section 5, we show that (1.8) holds and the Lipschitz condition on the map t → v(t, ·). This section will mainly prove theorem 1.2 . On section 6, we study the maps of t → u x (t, ·) and t → u t (t, ·), and complete the proof of theorem 1.1 . Section 7 proves the theorem 1.3 .
Variable Transformations
2.1. Derivation of (1.2). Equation (1.2) has some physical origins. In the context of nematic liquid crystals, we introduce the famous Oseen-Frank potential energy density W given by
As stated in [10] , in a electric field the electric energy of the liquid crystal per unit volume is given by
We will discuss that when dielectric anisotropy is negative ∆ < 0 which means that the electric energy is low when the applied electric field is normal to the liquid crystal director.
We choose
. We can say that the electric
By the property of the potential energy, the action can be describe
And we define :
The below Euler-Largrangian equation derived from the least action principle
For planar deformations depending on a single space variable x, the director field has the from n = cos u(x, t)i + sin u(x, t)j The dependent variable u ∈ R 1 measures the angle of the director field to the x direction. In this case, we have the wave speed c given specifically by c 2 (u) = γ cos 2 u + α sin 2 u and α = β, γ = 0 for δW (n, ∇n). In one space dimension, (2.3) becomes :
In 1-d case, the Oseen-Frank potential energy states in(2.1) is
For the asymptotic equation (2.8), we do the Taylor expansion for cos(u)(1 + cos(u)) sin(u) around point u = π ignoring some high order terms, (2.8) becomes
we let our v to be v = u + π that give us that
2.2.
Definitions. This subsection will provide definitions used in this paper.
Definition 2.1. L p space is defined as follows.
Let X be a measure space. Given a function f , we say f ∈ L p on X if f if Lebesgue measurable and if For given p with 1 ≤ p ≤ +∞ and this p satisfies
Then the set of all such function is denoted by L
Definition 2.3. Hölder continuous is defined as follows.
We say function f (x) is Hölder continuous with exponent α if there exists a constant C ≥ 0 and α such that
for all x and y in the domain of f .
Derivation of the Energy Equation.
From (2.9) we can compute that
And from (2.10), we can get our Energy equation as
Variables transform.
In this section we will derive some identities that holds for smooth solutions. We first denote variables:
Thus, we can write v t and v x as follows (2.13)
. By (1.2), the following identities are valid (2.14)
By the following calculation
And we can compute S t + cS x in the similar way to get (2.14).
We denote energy and momentum as (2.15)
The analysis of (1.2) has a main difficult that the possible breakdown of the regularity solutions. The quantities v x and v t can blow up in finite time even with smooth initial Figure 1 . The characteristic curves.
data. Thus we need to introduce a new set of dependent variables to deal with the possible unbounded value R and S:
Thus we have
By (2.14), we have the equations:
In order to reduce the equation to a semi-linear system, we need to have a further change of variables. The forward characteristics equation and the backward characteristics equation:
And we denote the characteristics lines pass through the point (t, x) as
So we can use a new coordinate system (X, Y ) to represent point (t, x) by
And (2.21) and (2.22) implies that
Thus, given any smooth function f , by using (2.23) we have
To get (2.25) we compute directly
Introducing new variables (2.26)
From (2.26), we can compute that (2.27)
Apply (2.19)-(2.20) to (2.20), we have
Thus, we can compute w Y and z X as
So we have
By using (2.24) and (2.27),
By applying (2.25),
And thus,
So, we have the following identities:
Also, we apply v into (2.25) and get
Combining (2.28), (2.29), and (2.30), we obtain a semi-linear hyperbolic system from the non-linear equation (1.2) . This system uses X,Y as independent variables with smooth coefficients for the variables v, w, z, p, q
sin wp,
sin zq, 
And Y = ϕ(X) if and only if for some x ∈ R,
By the assumptions of Theorem 1.
Moreover, we let (2.34)
Thus, we have
are absolutely continuous and well defined functions. Further more, by observing (2.35), X is increasing and Y is decreasing. So, we can conclude that the map X → ϕ(X) is continuous and decreasing. And from (2.34), we have
We know that (t, x) ∈ [0, ∞) × (−∞, ∞), thus, our new independent variables (X, Y ) ∈ Ω + , and the domain is defined as
along the curve
We can have the following boundary data
Construct the integral solution
We will proof the global existence and uniqueness for the semi-linear system (2.31) -(2.33). 
We will construct the solution on the region Ω + which is the case that Y ≥ ϕ(X). The proof of the solution on the Ω − which is the case that Y ≤ ϕ(X) can be construct in the similar way. We will show the Lipschitz condition for the system (2.31) -(2.33). To make sure the solution is defined in the region Ω + , we need to construct some priori bounds. So that we can show that p, q are bounded. The Lipschitz condition can be derived as follows.
We first assume that (3.1)
From (2.32), we have the identity:
We construct a closed curve Σ for every (X, Y ) ∈ Ω + with the vertical line segment connect (X, Y ) with (X, ϕ(X)), the horizontal line segment connect (X, Y ) with (ϕ −1 (Y ), Y ), and a part of the boundary
From (3.3) we can compute q X + p Y dA = −pdX + qdY and denote that 
So we have
Since Σ = Γ 1 + Γ 2 + Γ 3 , so we compute the integral of Γ 1 directly and in the way
(3.9)
and we have dX = 2 1 + cos w dx, dY = 2 1 + cos z dx.
Thus
So (3.8) becomes
And also,
As a result, we can have the following identity (3.10)
By observing the boundary conditions (2.36) -(2.38), p, q > 0. And by (2.32),
Similarly, we have
Now, we will show that on any bounded sets in X-Y plane, we can construct the solution for the system of the equations (2.31) -(2.33) with boundary condition (2.36) -(2.38) by the fixed point of a constructive map. For any r > 0, we can construct a bounded domain
And also introduce the function space :
Where K is a suitably big constant and it will be determined later. And for (w, z, p, q, v) ∈ Λ r , we can construct a map τ (w, z, p, q, v) = (w,z,p,q,ṽ). And this map is define as follows.
We want to prove the uniform Lipschitz condition. First, we define that
For some properly chosen distance D : Φ r × Φ r → R. We want to show that
for some Lipschitz constant L ≤ 1. In fact, define the distance as:
and the norm · * is defined in (3.11).
A straightforward computation shows that L = C(E 0 , K) K , where C(E 0 , K) is a constant that depends on E 0 and K. By choosing K sufficiently large, we can guarantee L < 1.
Hence, the uniform Lipschitz condition is proved. By the fixed point theorem, the solution in the X-Y plane exists and is unique.
If the initial data in (1.2) are smooth, then the solutions of (2. 
uniformly on some bounded subsets of X-Y plane.
Weak solutions

In this section ,we want to construct a map v(X, Y ) → v(t, x). Which is to write (X, Y )
in terms of (t, x) so that we can obtain a solution to the Cauchy problem (1.2), (1.3). It will provides a proof of Theorem 1.1 .
The map (X, Y ) → (t, x) can be obtain in the following way. We plug in f = x and f = t into the equation (2.25), and get (4.1)
And by applying (2.27) we have
We assume that the partial derivatives above valid for points that w, z = −π. Thus, we have (4.3)
An easy computation shows that x XY = x Y X and t XY = t Y X
And similarly, we can compute that t XY = t Y X . So, the two equation in Next, we will prove that the function v is a weak solution to (1.2). By (2.25), we want to
In fact, it is equivalent to prove:
where in the last step, we have used (4.2),
And used the following identities derived from (2.33),
We denote I and II as follows (4.7)
We compute I with (2.31) -(2.33),
3 )(cos w + cos z + 2 + 2 cos z cos w + cos 2 w cos z + cos w cos 2 z + sin 2 w cos z + sin 2 z cos w)dXdY
(1 + cos z + cos w + cos z cos w)dXdY.
A computation on II shows that
Clearly, I = II. Thus the integral (1.5) is
holds, where I is defined in (4.7), and II is defined in (4.8).
Next, we will define v as a function in terms of the original variables (t, x). We will invert the map (X, Y ) → (t, x) and then we will have v(t, x) = v(X(t, x), Y (t, x)). This map may not be one to one since there might be more than one point on the X-Y plane maps to the same point in the t-x plane. But this does not cause any difficulty. Given arbitrary (t * , x * ) in Figure 3 . The paths of integration.
the tx plane, we can choose arbitrary point
And we also assume that
We will consider two cases:
Case 1: We consider the set
and we denote ∂Γ x * as the boundary of Γ x * . By (4.3), we can observe that x is increasing with X increasing and x is decreasing with Y increasing. Thus, this boundary can be write as a Lipschitz continuous function denoted as
We construct the Lipschitz continuous curve γ with the following properties:
• a horizontal line segment connecting (X 1 , Y 1 ) with a point P = (X P , Y P ) ∈ ∂Γ x * and
• a vertical line segment connecting (X 2 , Y 2 ) with a point Q = (X Q , Y Q ) ∈ ∂Γ x * and
Thus, we can obtain a Lipschitz continuous parametrization of the curve γ : 
So we have proved case 1.
We consider the set:
And we do the same process as we did in case 1. Construct γ connecting (X 1 , X 2 ) and (X 2 , y 2 ) as Figure 3 case 2 indicates.
Next, we will prove the function v(t, x) = v(X(t, x), Y (t, x)) is Hölder-
continuous on the bounded sets.
To prove this, we need to consider characteristic curve such that t → x + (t) withx
For some fixedȲ This can be parametrized by the function X → (t(X,Ȳ ), x(X,Ȳ )). By (2.23), (2.25), (2.27) and (2.33), we have
Thus, we obtain that
Similarly, we can integrate along backward characteristics curves t → x − (t) and find out 
Conserved quantities
Recalling (2.15) and (2.16), an straightforward computation shows that
and
We also have
which is closed. We want to show that Edx − (c 2 M )dt, M dx − Edt are closed. Recalling (2.31) -(2.33), we will write them in terms of X, Y , and show that they are closed. And we can compute that
To prove the inequality (1.8), We fixed some τ > 0, and the case τ < 0 is identical. We assume that for an arbitrary large r > 0. We define the set
We form the map (X, Y ) → (t, x) in the following pattern:
such that a < b and c > d. Then, we can integrate the (5.5) along ∂Γ, the boundary of Γ.
Then we have
Let r → ∞, we have a → −∞ and b → +∞. We conclude that E(t) ≤ E 0 . Thus, the inequity (1.8) is proved.
Now, we will prove the Lipschitz condition on the map t → v(t, ·) in the L 2 distance. x(A) = a, and X P − Y P ≤ X A − Y A for all points P ∈ γ τ and x(P ) ≤ a, Figure 5 . Proving Lipschitz condition.
x(B) = b, and X B − Y B ≤ X P − Y P for all points P ∈ γ τ and x(P ) ≥ b.
and we define that in general case
And in the smooth case:
Clearly, µ + and µ − are bounded positive measure. And for all τ , we have µ τ (R) = E 0 by (5.5). By (5.7)-(5.9) and (2.16) we can compute that
Thus, for arbitrary a, b with a < b we have
For given y ∈ R and h > 0, our goal is to estimate the |v(τ + h, y) − v(τ, y)|. We first denote that Γ τ +h as the set Γ τ +h := {(X, Y ) : t(X, Y ) ≤ τ + h} and we denote that γ τ +h to be the boundary of the set Γ τ +h .
Let P = (P X , P Y ) be points on γ τ +h (as the figure 5(a) shows) such that x(P ) = y, and
As is shown in the figure 5, since the point (τ, x(P + )) lies on some characteristic curve with the speed c(v) ≤ K and go through the point (τ + h, y), so x(P + ) ∈]y, y + Kh[. Thus, and by (2.33), we can compute that
Also, x(P
So, by (5.12) and (5.13) we can compute that
Thus, for all h > 0,
is the Lipschitz constant. So, this proves the uniform Lipschitz continuous of the maps t → v(t, ·) .
Regularity of trajectories
In this section, we want to show that continuity of functions t → v t (t, ·) and the t → v x (t, ·)
as functions with function value in L 2 . This will finish the proof of theorem 1.1 .
We consider the that the initial data (v 0 ) x and v 1 are smooth functions with compact support. In this situation, the solution v(X, Y ) is smooth on the X-Y plane.
Fix some time τ and denote that Γ τ := {(X, Y ) : t(X, Y ) ≤ τ } and γ τ is the boundary of set Γ τ . Then we claim that
And by (2.24), (2.27), and (2.33), we have
2) -(6.4) define the value of v t (τ, ·) at almost all the point of x ∈ R. And by the inequity (1.8) and c(v) ≥ K −1 , we have
Next, to prove (6.1), given > 0, there exists finitely many disjoint intervals [a i , b i ] subsets of R with i = 1, 2...N . We call the A i , B i ∈ γ τ with x(A i ) = a i , x(B i ) = b i . Then at every point P in the arcs A i B i while 1 + cos(w(P )) > and 1 + cos(z(P )) > . We have min{1 + cos(w(P )), 1 + cos(z(P ))} ≤ 2 .
We call that J := 1≤i≤N [a i , b i ] as the points P along the curve γ τ that does not contain in any of the arcs A i B i . And denote that J := R\J. Since v(t, x) is smooth in a neighbourhood of the set {τ } × J and by the differentiability of v and apply the Minkowski's inequality, we have lim h→0 1 h { Since > 0 is arbitrary, so we can conclude that
Next, we will prove the continuity of the map t → v t . First, we fix > 0 and consider 
Since the > 0 is arbitrary, so the continuity is proved. 
Energy conservation
In this section, we will provide proof of Theorem 1.3 .
First, we defined the wave interaction potential Λ(t) := (µ So the map t → Λ(t) has bounded variation.
The Lemma will be proved later.
To prove Theorem 1.3, we need to consider three sets For arbitrary > 0, arbitrary small, we can find δ > 0 such that for any square Q with length l ≤ δ center at P * , there exist a vertical segment σ satisfying meas(Ω 3 ∪ σ) ≥ (1 − )l
, and a horizontal segment σ satisfying meas(Ω 3 ∪ σ ) ≥ (1 − )l.
We define that 
Since the choose of > 0 is arbitrary, so this implies (7.4) . And by the Lemma 1, the map t → Λ has bounded variation, so (7.4) implies (7.3).
Thus, the singular part of the µ t is not trivial only if the set Ω 4 := {P ∈ γ t : w(P ) = −π, z(P ) = −π} has positive one-dimensional measure. By the above analysis, this is restricted to a set where c = 0 and only happen for a set of time with measure zero.
Proof of Lemma 1.
We first claim that (7.9) (R)
and (7.9) is obtain by From (2.14), √ .
Thus we obtain
The smooth case is proved. To proof Lemma 1 in general cases, for every > 0, there exist a constant K satisfying that for all w, z, | sin z(1 − cos w) − sin w(1 − cos z)| ≤ K tan 2 ( w 2 ) (7.12) + tan 2 ( z 2 ) (1 + cos w)(1 + cos z) + (1 − cos w)(1 − cos z), (7.13) for fixed 0 ≤ s < t, consider the sets Γ s and Γ t as we defined in (5.6) and define Γ st := Γ t \Γ s . And recall that dxdt = pq 8c (1 + cos w)(1 + cos z)dXdY.
We can write that 
