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REALIZING THE ANALYTIC SURGERY GROUP OF HIGSON
AND ROE GEOMETRICALLY
PART II: RELATIVE η-INVARIANTS
ROBIN J. DEELEY, MAGNUS GOFFENG
Abstract. We apply the geometric analog of the analytic surgery group of
Higson and Roe to the relative η-invariant. In particular, by solving a Baum-
Douglas type index problem, we give a “geometric” proof of a result of Keswani
regarding the homotopy invariance of relative η-invariants. The starting point
for this work is our previous constructions in “Realizing the analytic surgery
group of Higson and Roe geometrically, Part I: The geometric model”.
Introduction
This is the second in a series of three papers on the construction and applications
of a Baum-Douglas type model for the analytic surgery exact sequence of Higson
and Roe [20, 21, 22]. In the first paper [17], we defined the geometric cycles, proved
that the associated group fits into the correct exact sequence, and constructed
maps to various K-theory groups; these maps are the geometric counterpart and
generalization of the map from the analytic surgery group to the real numbers
constructed in [23].
The main goal of this paper is to relate the geometric group and the aforemen-
tioned maps to the relative η-invariant; the reader should notice a strong analogy
between this paper and the constructions in [23]. We also lay the foundation for
constructions that will appear in the next paper in the series. The main topic of the
next paper is the construction of an explicit isomorphism between the geometric
group and Higson and Roe’s analytic group; this map is defined from geometric to
analytic cycles.
Furthermore, in this paper, we begin the process of applying “Baum’s approach
to index theory” to vanishing results concerning the relative η-invariant. The van-
ishing results we are interested in are well studied. For example, Keswani [27,
Theorem 1.2] has proved the following beautiful result (see [27] for notation):
Theorem 0.1. Let M be a closed, smooth, oriented, odd-dimensional, Riemannian
manifold. Suppose that Γ is a torsion-free, discrete group and the Baum-Connes
assembly map is an isomorphism for the full group C∗-algebra of Γ. Let σ be a
finite-dimensional unitary representation of π1(M) that factors through Γ. Then
the relative η-invariant ρσ(M) is an oriented homotopy invariant of M.
The work of Keswani was preceded by work of Mathai [31], Neumann [33] and Wein-
berger [39]. Following Keswani, similar results have been obtained by Benameur-
Piazza [10], Benameur-Roy [11, 12], Higson-Roe [23], Piazza-Schick [34], Wahl [38],
among others.
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Although our main goal is a proof of Keswani’s result (i.e., Theorem 0.1), the
methods presented provide a template for proving similar results for variants of the
relative η-invariant (e.g, Cheeger-Gromov’s ℓ2-relative η-invariants); the reader can
find a “Higson and Roe” type proof of the main result of [28] in the recent paper
of Benameur-Roy [12]. We discuss this idea in a bit more detail in Remark 5.13.
Furthermore, in the next paper in the series higher invariants will be considered
in the context of our geometric cycles (see the work of Piazza-Schick [34] for more
on the analytic context). In fact, a detailed study of the geometrically defined
invariants constructed in [17] is planned in future work.
We begin with a short review of the “Baum approach to index theory” in the
context of geometric and analytic K-homology. The reader can find more details
on this method in [6]; the introduction to [8] also discusses this approach to index
theory in detail. Let X be a finite CW-complex, Kana∗ (X) be its analytic K-
homology group, and Kgeo∗ (X) be its geometric K-homology group; the reader
can find the definitions of the cycles which determine these two groups in (for
example) [6, 9]. The starting point for this approach to index theory is the following
commutative diagram:
(1) Kgeo0 (X)
indtop

✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
µ
// Kana0 (X)
indana
✝✝
✝✝
✝✝
✝✝
✝✝
✝✝
✝✝
Z
where the maps indtop and indana are respectively the topological and analytic
index maps, and µ is the natural isomorphism (in even degree) between geometric
and analytic K-homology (again the reader can find further details in [6, 9]). We
emphasize the direction of the map µ at the level of cycles: it takes geometric cycles
to analytic cycles.
The “index problem”, stated in [6, page 154], is defined as follows. As input, one
takes an explicit analytic cycle yielding a class in Kana∗ (X). The “problem” is to
find an explicit geometric cycle (yielding a class in Kgeo∗ (X)) with the property that
it maps to the class of the analytic cycle (i.e., the input) under the map µ. From
such a geometric cycle (and the commutative diagram (1)), we obtain a topological
formula for the index of the input; it is given by the image of the geometric cycle
under the map indtop. This method has been used in the context of the Atiyah-
Singer index theorem in [6] and (more recently) in the case of an index theorem for
hypoelliptic operators in [8]. To apply this method, it is required that one has a
map from the geometric group to another abelian group; in most cases, the image
group is an analytic group, but in this paper we will use a “geometrically” defined
group, which was introduced by Higson and Roe in [23]. The more standard Baum
approach to index theory will be applied to our situation in the next paper in the
series.
The geometric model for analytic surgery was constructed in the first paper in
this series [17]; we recall it briefly and refer the reader to [17] for further details. The
input data for the geometric model of [17] is a discrete group Γ, a Banach algebra
completion A(Γ) of C[Γ], and the associated assembly map; we denote the group
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produced by our construction by Sgeo∗ (Γ,A). The prototypical cycle for S
geo
∗ (Γ,A)
consists of a cycle for Kgeo∗−1(BΓ) whose image under the assembly map vanishes
in K∗−1(A(Γ)) and a bordism implementing this vanishing. To be more precise, a
“nice” class of cycles are those of the form (W, (EA(Γ), EC, α), f) where
(1) W is a compact spinc-manifold with boundary;
(2) f : ∂W → BΓ is a continuous map;
(3) EA(π) → W is a locally trivial bundle of finitely generated projective A(Γ)-
modules;
(4) EC → ∂W is a (Hermitian) vector bundle;
(5) α implements an A(Γ)-linear isomorphism of bundles
EA(Γ)|∂W ∼= EC ⊗ f
∗LA,
where LA := EΓ×Γ A(Γ)→ BΓ is the Mischenko bundle.
Cycles of the form above are referred to as easy cycles. The general cycles for
Sgeo∗ (Γ,A) are of the form (W, ξ, f) where ξ is a cocycle for a relative group for
assembly on the level of K-theory. The details of the relative K-theory groups for
assembly can be found in [17, Section 1.3]. Let us briefly recall that a relative K-
theory cocycle for assembly on (W,∂W, f) is a quintuple ξ = (EA(Γ), E
′
A(Γ), EC, E
′
C
, α)
where EA(Γ), E
′
A(Γ) →W and EC, E
′
C
→ ∂W are, as for the easy cycles, bundles for
the Banach algebra indicated in the subscript and α is an A(Γ)-linear isomorphism
of bundles
(2) α : EA(Γ)|∂W ⊕ (E
′
C ⊗C f
∗L)
∼
−→ E ′A(Γ)|∂W ⊕ (EC ⊗C f
∗L).
The length of this paper is (more or less) explained by the computational compli-
cations caused by having to consider cycles of this more general form. It is therefore
an interesting open question whether the geometric group can be defined using only
the easy cycles discussed above.
The content of the paper is as follows. After reviewing some relevant aspects
of the Atiyah-Patodi-Singer index theorem in Section 1, we recall (in Subsection
1.3) the definition of an “oriented” version of the geometric K-homology from
[19, 23, 26]. From two finite-dimensional unitary representations σ1 and σ2 of Γ of
the same rank, a group Sh1 (σ1, σ2) consisting of equivalence classes of “oriented”
cycles relative to (σ1, σ2) was constructed in [23]. It provides a hybrid model (cycles
contain both geometric and analytic data) that encode the data required to define
relative η-invariants (with respect to the representations, σ1 and σ2). A cycle in
this model consists of a quintuple (M,SCℓ, f,D, n) where (M,SCℓ, f) is a cycle for
the oriented model Kh1 (BΓ) of K-homology, as such M is oriented and SCℓ → M
is a Clifford bundle, D is a Dirac operator on (M,SCℓ, f) and n is an integer; the
dependence of this group on the choice of representations σ1 and σ2 only appears
in the relations used to defined the group (see [23, Remark 8.8]). We review the
definition of this group in Section 2 and extend the class of cycles to also encompass
a spectral section; these cycles are better suited for the study of stable relative η-
invariants.
In Section 3, we construct a map ΦA from the geometric group S
geo
0 (Γ,A) to
Sh1 (σ1, σ2) under suitable assumptions on the Banach algebra A(Γ). To explain the
idea of this mapping, we restrict to the easy cycles described above. The map, ΦA,
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is defined (at the level of easy cycles) via
(3) (W, (EA(Γ), EC, α), f) 7→ (∂W, S∂W ⊗ EC, f,D, n)
where S∂W denotes the spin
c-structure on ∂W , D is a choice of Dirac operator on
S∂W⊗E and n is the index of an Atiyah-Patodi-Singer type operator associated with
the bundle data (EA(Γ), EC, α) and the choice of Dirac operator D. We also provide
an alternative definition Φ˜C∗
full
of the map ΦC∗
full
to Sh1 (σ1, σ2) in Subsection 3.3
based on higher Atiyah-Patodi-Singer index theory by encoding a choice of spectral
section in the data. As such, unlike the geometric model for analytic surgery, the
map Φ˜C∗
full
is only defined for C∗-algebra coefficients. We restrict our attention to
the full (maximal) C∗-completion C∗
full
(Γ) of C[Γ].
We compare the map ΦC∗
full
, composed with the relative η-invariant that defines
a map Sh1 (σ1, σ2)→ R, to the map to the real number from [17] (mentioned above)
in Section 4. The map from [17] depends on a set of data ℵ constructed from σ1
and σ2 and gives a map
indRℵ : S
geo
0 (Γ, C
∗
full
)→ K0(N) = R.
Here N denotes a II1-factor. The two maps differ by a Chern-Simons term
csℵ : S
geo
0 (Γ, C
∗
full)→ K0(N) = R.
This situation is analogous to that of the various R/Z-valued pairings considered in
[15]. The Chern-Simons term compensates for the fact that the map indRℵ depends
on a choice of cocycle representing the canonical class that σ1 and σ2 defines in
K1(BΓ;R/Z), see [3, 4]. In summary, we have following result (which appears as
Theorem 4.5 in the main body of the paper):
Theorem 0.2. Assume that σ1, σ2 : Γ → U(k) are representations and let ℵ and
ℵ0 be the data chosen in the introduction of Section 4 (cf. [17, Section 5]). The
ℵ-Chern-Simons invariant of cycles with connection from Definition 4.2 is well
defined and induces a map csℵ : S
geo
0 (Γ, C
∗
full
) → R fitting into the commutative
diagram:
Sgeo0 (Γ, C
∗
full
)
ΦC∗
full
//
(τN )∗◦ind
R
ℵ
−csℵ

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
Sh1 (σ1, σ2)
ρσ1,σ2
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
R
.
where
(1) ΦC∗
full
is the map in Definition 3.2;
(2) ρσ1,σ2 is the map in Definition 2.13;
(3) τN , ind
R
ℵ, and csℵ are the maps discussed in Section 4.
The map indRℵ−csℵ can be viewed as analogous to the topological index map and
ρσ1,σ2 ◦ ΦC∗full as analogous to the analytic index map in the “Baum approach to
index theory” discussed above. The application of this approach to the rigidity of
relative η-invariants is based on the following theorem describing how the mappings
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of Theorem 0.2 fit together with the geometric version of Higson-Roe’s analytic
surgery exact sequence (see [17, Theorem 3.8]).
Theorem 0.3. Assume that σ1, σ2 : Γ→ U(k) are representations. The following
diagram has exact rows and commutes
Kgeo∗ (pt;C
∗
full
(Γ))
r
//
(σ1−σ2)∗

Sgeo0 (Γ, C
∗
full
)
ΦC∗
full

δ
// Kgeo∗−1(BΓ)
0 // Z // Sh1 (σ1, σ2)
ρσ1,σ2

// Kgeo∗−1(BΓ)
ρ¯σ1,σ2

// 0
0 // Z // R // R/Z // 0
.
Here the mappings r and δ are described in [17, Section 3], ΦC∗
full
is the map in
Definition 3.2, ρσ1,σ2 is the map in Definition 2.13 and ρ¯σ1,σ2 denotes the mod Z-
reduction of ρσ1,σ2 .
The two bottom rows of the diagram in Theorem 0.3 are described in Proposition
2.14. The top two rows are described in Theorem 3.12. With Theorem 0.2 and
Theorem 0.3 in hand, we proceed to apply “Baum’s approach to index theory” to
our situation in Section 5. In particular, our proof of Theorem 0.1 is based on
solving such an index problem. Given (M,SCℓ, f,D), a cycle for K
h
1 (BΓ) with a
choice of Dirac operator, the (σ1, σ2)-relative index problem asks for a cycle (W, ξ, f)
for Sgeo0 (Γ,A) such that
ΦA(W, ξ, f) = [M,SCℓ, f,D, 0] in S
h
1 (σ1, σ2).
Whenever the index problem for (M,SCℓ, f,D) admits a solution and Γ is a torsion-
free group for whichA(Γ) has the Baum-Connes property, we have that Sgeo0 (Γ,A) =
0; it follows that
ρσ1,σ2(M,SCℓ, f,D) = ρσ1,σ2 ◦ ΦA(W, ξ, f) = 0.
Whenever (M,SCℓ, f,D) admits a solution to the index problem it follows that
µ(M,SCℓ, f) = 0 in K1(A(Γ)). This is unfortunately not a sufficient condition; the
reader can deduce counterexamples from the results of [34, Section 15], see more in
Remark 5.4.
Following ideas in [34], we avoid these obstructions for the case of C∗-algebra
completions of C[Γ] in Subsection 5.2 through a stable reformulation of the (σ1, σ2)-
relative index problem using higher Atiyah-Patodi-Singer index theory. The stable
(σ1, σ2)-relative index problem admits a solution whenever µ(M,SCℓ, f) = 0, see
Theorem 5.7. It can be concluded that if (M,SCℓ, f,D) vanishes under assem-
bly, Γ is torsion-free and has the full Baum-Connes property, the stable relative
η-invariant ρsσ1,σ2(M,SCℓ, f,D) = 0. Theorem 0.1 follows from techniques in [34].
1. Preliminaries on relative η-invariants
In the seminal work of Atiyah-Patodi-Singer [1, 2, 3], a non-local boundary condi-
tion on Dirac operators (now known as Atiyah-Patodi-Singer boundary conditions)
was studied. We recall this boundary condition below in (5). The index formula
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from [1] for a Dirac operator on a compact manifold with boundary equipped with
Atiyah-Patodi-Singer boundary conditions contains not only the ordinary local con-
tributions but also a spectral term from the boundary, known as an η-invariant. It
turns out that many interesting secondary invariants can be constructed from η-
invariants. In this section, we briefly recall these invariants and some C∗-algebraic
techniques introduced in [34] to study these invariants. We also recall the oriented
model for geometric K-homology in Subsection 1.3.
Throughout the paper, W denotes a Riemannian oriented manifold with bound-
ary which often is equipped with a spinc-structure. The bundle S → W (in this
subsection) is assumed to be a Clifford bundle equipped with a Hermitean Clifford
connection ∇S . We sometimes write SCℓ to emphasize that S is a Clifford bun-
dle. For the purposes of this paper, we always assume that the metric on W and
the Clifford connection ∇S are of product type near ∂W . The associated Dirac
operator will be denoted by DS or D∇S .
1.1. The Atiyah-Patodi-Singer index theorem. Assume that the manifold
with boundary, W , is even-dimensional. Since we have assumed ∇S and the metric
onW to be of product type near ∂W , DS decomposes near the boundary as follows.
We take a collar neighborhood [0, 1]×∂W of the boundary ofW on which all geomet-
ric structure are of product type. In particular, we can write S|∂W ∼= SN⊗ˆS∂ where
SN is the spin
c-structure of the normal bundle to ∂W and S∂ is a Clifford bundle on
∂W . The Clifford bundle S splits into its graded components S+ ⊕ S− and S∂ can
be identified with S+|∂W . There is an odd self adjoint unitary σ : S|∂W → S|∂W
acting as Clifford multiplication by dt, where t denotes the coordinate normal to
∂W . The Dirac operator D is odd and decomposes into two operators D+ and D−
acting from S+ → S− and S− → S+ respectively. There is a Dirac operator D∂ on
S∂ such that near ∂W :
(4) D+ = σ|S+
(
∂
∂t
+D∂
)
.
The Dirac operator D∂ is a self-adjoint elliptic differential operator. Hence, the
projection onto the non-negative spectrum of D∂ , written as P∂ := χ[0,∞)(D∂), is
a well defined classical pseudo-differential operator of order 0 on ∂W acting on the
vector bundle S∂ . The Atiyah-Patodi-Singer condition on an element of the first
Sobolev space f ∈ H1(W,S+) is given by
(5) P∂ [f |∂W ] = 0.
The operator D+S equipped with the boundary condition (5) will be denoted by
D+APS . By [1, Theorem 3.10], the operator D
+
APS is Fredholm. To describe its
index, we need the η-function of D∂ ; it is defined (for Re(s) > dim(W )− 1) by the
expression
ηD∂ (s) :=
∑
λ∈Spec(D∂ )\{0}
sign(λ)|λ|−s.
This function extends meromorphically to the complex plane; by [1, Theorem 3.10],
it is regular at s = 0. Furthermore, the Atiyah-Patodi-Singer index formula com-
putes the index of D+APS :
(6) ind(D+APS) =
∫
W
αD −
1
2
(ηD∂ (0) + dimkerD∂) ,
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where αD is a density coming from a local expression. For instance, when S is of
the form SW ⊗ E, for a spinc-structure SW → W with Clifford connection ∇W
and a hermitean vector bundle E → W with hermitean connection ∇E , and D
is constructed from ∇S ⊗ ∇E then αD = ch[∇E ] ∧ Td(∇W ). We often abuse the
notation by letting indAPS(D) denote ind(D
+
APS).
In fact, whenever P is an order 0 pseudo-differential projection on L2(∂W, S∂),
with P − P∂ being a smoothing operator, the boundary condition (5) leads to a
well-defined Fredholm operator, D+P . The index of D
+
P is given by
(7) ind(D+P ) = ind(D
+
APS) + ind(P, P∂),
where ind(P, P∂) is the index of the Fredholm pair of projections (P, P∂). We
sometimes write indAPS(D,P ) for ind(D
+
P ). See more in [14, Section I.10]. A
highly useful fact in regards to “Atiyah-Patodi-Singer indices” is that they have
well understood gluing properties. More precisely, we have the following proposition
(whose proof follows from the Atiyah-Patodi-Singer index formula (6)).
Proposition 1.1. Assume that Z is a compact manifold with boundary, S → Z is
a Clifford bundle and DZ is a Dirac operator on S. Let Y ⊆ Z◦ be a closed hyper
surface such that Z = W1 ∪Y W2 where W1 and W2 are compact manifolds with
boundaries ∂Wi = (−1)iY ∪˙Mi, for a closed manifold Mi. Then,
ind(DZAPS) = ind(D
W1
APS) + ind(D
W2
APS) + dim kerD
Y ,
where DWi is the Dirac operator on S|Wi given by restricting D
Z to Wi and D
Y is
the boundary operator on Y .
An invariant closely related to the Atiyah-Patodi-Singer index theorem is the rel-
ative η-invariant. They were first studied in [2]. We now assume that M is a closed
Riemannan oriented manifold, that S → M is a Clifford bundle equipped with a
Hermitean Clifford connection ∇S and that F1, F2 → M are two flat Hermitean
vector bundles of the same rank. Equipping F1 and F2 with their flat connections
we can associate Dirac operators DS,1 and DS,2 on S⊗F1 respectively S⊗F2. The
relative η-invariant, associated with this data, is defined to be the real number
(8) ρ(M,S,∇S , F1, F2) :=
1
2
(
ηDS,1(0) + dimkerDS,1 − ηDS,2(0)− dimkerDS,2
)
.
By [2, Theorem 3.3], the invariant ρ(M,S,∇S , F1, F2)modZ is a bordism invariant.
This fact is a direct consequence of (6); the relative η-invariant can jump only by
the integer coming from an Atiyah-Patodi-Singer index of the bordism. We will
revisit this result below in Proposition 2.14.
The relative invariant, without reducing modulo Z, does not behave as well under
bordism. However, [23, Proposition 6.6] implies that relative η-invariant respects
vector bundle modification (see Definition 2.7 below or [23, Definition 3.9]). We
use the notation 1R →M for the trivial real line bundle.
Proposition 1.2. (see [23, Proposition 6.6])
Assume that M is an oriented closed Riemannian manifold, S → M is a Clifford
bundle equipped with a Hermitean Clifford connection ∇S, that F1, F2 → M are
two flat Hermitean vector bundles of the same rank and that V →M is an oriented
even-dimensional vector bundle. We define πV : M
V := S(V ⊕ 1R) → M , the
sphere bundle of V ⊕ 1R, and let S
V →MV denote the vector bundle modification
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of S along V (see [23, Definition 3.9] or below in Definition 2.7) equipped with its
canonically associated Clifford connection ∇SV . It holds that
ρ(M,S,∇S , F1, F2) = ρ(M
V , SV ,∇SV , π
∗
V F1, π
∗
V F2).
1.2. Higher Atiyah-Patodi-Singer index theory. To fully understand relative
η-invariants, we will make use of higher Atiyah-Patodi-Singer theory. This theory
was initiated in [32] where an Atiyah-Patodi-Singer index theorem for families was
proved. For families, it is not clear how to choose boundary conditions since the
spectral projections χ[0,∞)(D∂) can vary in a non-continuous way in the family. A
choice has to be made and it is clear from Equation (7) that this choice (in general)
affects the end result.
Definition 1.3. Assume that C is a unital C∗-algebra and that W is an oriented
Riemannian manifold with boundary. We say that a smooth locally trivial bundle
of finitely generated projective C-modules SCℓ⊗C → W is a C-Clifford bundle if
there is a Clifford bundle SCℓ → W and a smooth locally trivial bundle of finitely
generated projective C-modules EC →W such that
SCℓ⊗C = SCℓ ⊗ EC .
The assumption on SCℓ⊗C →W to be smooth can be lifted using [37, Theorem
3.14]. We note that it is also possible to equip any C-Clifford bundle with a C-
valued hermitean inner product. A Clifford connection is a connection
∇S = ∇S ⊗∇E := ∇S ⊗ I + I ⊗∇E
on SCℓ⊗C such that ∇S is a Clifford connection on SCℓ and ∇E a connection on
EC . After choosing a Clifford connection, we can construct a Dirac operator DS
on SCℓ⊗C . The construction of suitable Atiyah-Patodi-Singer boundary conditions
on DS requires a bit of analysis. We recall the construction from [29] in the even-
dimensional case.
Assuming the Clifford connection ∇S to be of product type near ∂W , we can
as above find a C-Clifford bundle S∂ → ∂W with a Dirac operator DS,∂ and in a
collar neighborhood near the boundary write
D+
S
= σ
(
∂
∂t
+DS,∂
)
,
for a unitary bundle isomorphism σ : S+|∂W → S
−|∂W . The Dirac operator DS,∂
is an elliptic self-adjoint operator in the Mischenko-Fomenko pseudo-differential
calculus of C-linear operators, see [18]; hence DS,∂ forms a self-adjoint regular
C-linear operator with C-compact resolvent.
Recall the following terminology from [29]. A spectral cut (see [29, Definition
2]) is a function χ ∈ C∞(R, [0, 1]) such that for some a < b it holds that χ(t) = 0
for t < a and χ(t) = 1 for t > b. We can in general consider a C-linear elliptic
self-adjoint pseudo-differential operator D in the Mischenko-Fomenko calculus on
a smooth locally trivial bundle E → M of finitely generated projective C-modules
on a closed manifold M . A spectral section for D (see [29, Definition 3] or [40]) is
a projection P ∈ End∗C(L
2(M, E)) such that there are two spectral cuts χ1 ≤ χ2
satisfying that imχ1(D) ⊆ imP ⊆ imχ2(D). We recall the following important
Theorem from [29]:
Theorem 1.4 (Theorem 3 of [29]). There exists a spectral section for D if and
only if indC(D) = 0 ∈ K1(C).
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Remark 1.5. Let Ψ−∞C (M, E) denote the algebra of smoothing operators in the
Mischenko-Fomenko calculus on the C-bundle E . By [30, Proposition 2.10], we can
choose P such that there is a self-adjoint smoothing operator A ∈ Ψ−∞C (M, E) with
D +A is invertible and
P = χ[0,∞)(D +A) =
1
2
(
D +A
|D +A|
+ 1
)
.
Returning to the situation of a C-Clifford bundleS→W on an oriented manifold
with boundary, the boundary operator DS,∂ defines a class indC(DS,∂) ∈ K1(C)
which by (for example) [24, Theorem 6.2] vanishes (i.e., indC(DS,∂) = 0). We
summarize these conclusions in the following Lemma; we will make use of this
result throughout the paper.
Lemma 1.6. Assume that W is an even-dimensional oriented Riemannian mani-
fold, C is a unital C∗-algebra, S→W a C-Clifford bundle with Clifford connection
and all of these geometric structures are of product type near ∂W . Then there is
a smoothing operator A ∈ Ψ−∞(∂W,S∂) such that DS,∂ +A is invertible and the
projection PA := χ[0,∞)(D + A) defines a boundary condition making DS into a
C-Fredholm operator with a well defined index class
indAPS(DS, A) ∈ K0(C).
The proof of the final part of the Lemma can be found in [29, Section 3]. The
reader should recall from (7) that already when C = C the class indAPS(DS, A)
depends on the choice of A.
Higher Atiyah-Patodi-Singer theory comes with good functoriality properties.
Assume that φ : C → C′ is a unital ∗-homomorphism; we also take data (W,S,∇S, A)
as above. The data can be pushed forward along φ to data (W,φ∗S, φ∗∇S, φ∗A)
using the internal tensor product over C. By [34, Corollary C.2], Dφ∗S,∂ + φ∗A is
invertible. Thus the class indAPS(Dφ∗S, φ∗A) ∈ K0(C
′) is well defined. Moreover,
(9) φ∗indAPS(DS, A) = indAPS(Dφ∗S, φ∗A).
We will need to express relative η-invariants through higher Atiyah-Patodi-Singer
theory. Let Γ be a finitely generated discrete group and assume that M is a closed
oriented Riemannian manifold equipped with a continuous map f : M → BΓ. We
let L := EΓ×ΓC∗full(Γ)→ BΓ denote the Mischenko bundle for the full C
∗-algebra
of Γ on BΓ. Whenever σ1, σ2 : Γ→ U(k) are two representations of Γ we can define
the vector bundles
Ei := EΓ×σi C
k = L ×σi C
k → BΓ, i = 1, 2.
The vector bundles Fi := f
∗Ei → M are flat Hermitean vector bundles. For
any Clifford bundle S → M with a Dirac operator DS associated with a Clifford
connection ∇S , the relative η-invariant is defined as in (8):
ρσ1,σ2(M,S, f,DS) :=
1
2
(
ηDS,1(0) + dimkerDS,1 − ηDS,2(0)− dimkerDS,2
)
,
where DS,i denotes the Dirac operator on S⊗Fi constructed from DS and the flat
connection on Fi.
Notation 1.7. When M is an oriented manifold, f : M → BΓ is a continuous
map, S = ∧∗
C
T ∗M , Dsign is the signature operator (see [1]) and σ : Γ → U(k) is a
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representation, the invariant
ρσ(M, f) := ρσ,kε(M,S, f,Dsign),
where ε denotes the trivial representation, is referred to as the relative η-invariant
for the signature operator.
A stable relative η-invariant can also be constructed (see [34] for more details).
This invariant can only be defined if we make the following assumptions. We can lift
DS to a Dirac operator DS,L on S⊗f∗L via the flat connection on f∗L. The opera-
torDS,L is an elliptic C
∗
full
(Γ)-linear self-adjoint operator and there is a well defined
index class indC∗
full
(Γ)(DS,L) ∈ K1(C
∗
full
(Γ)). Assume that indC∗
full
(Γ)(DS,L) = 0.
By Theorem 1.4 and [34, Corollary C.2], there exists an A ∈ Ψ−∞
C∗
full
(Γ)(M,S ⊗ f
∗L)
such that DS,L+A is invertible, in particular DS,i+(σi)∗A is invertible for i = 1, 2.
We define the stable relative η-invariant as
ρsσ1,σ2(M,S, f,DS) :=
1
2
(
ηDS,1+(σ1)∗A(0)− ηDS,2+(σ2)∗A(0)
)
.
Lemma 1.8. Assume that
(1) The full assembly for free actions1 µ : K∗(BΓ)→ K∗(C∗full(Γ)) is surjective.
(2) For the data (M,S, f,DS), we have that indC∗
full
(Γ)(DS,L) = µ(M,S, f) = 0.
Then the stable relative η-invariant ρsσ1,σ2(M,S, f,DS) ∈ R is well defined and does
not depend on the choice of A.
The proof of Lemma 1.8 is by no means trivial; the reader is referred to [34,
Lemma 4.6]. In [34], under the stronger assumption of µ being an isomorphism,
Piazza and Schick prove that ρsσ1,σ2(M,S, f,DS) = 0 for any A. A geometric proof
of this fact using the “Baum approach to index theory” is given in Theorem 5.10.
1.3. Baum-Douglas models. The geometric model of [17] is defined using spinc-
manifolds. However, as we saw in the previous section (also see [23, 27]), relative
η-invariants are interesting in the larger generality of oriented manifolds. As such,
the Baum-Douglas type geometric group constructed in [23] encoding relative η-
invariants uses oriented manifolds and Clifford bundles. This development is very
much based on the papers [19] and [26].
In this section, the definitions and main techniques of “oriented” Baum-Douglas
type models from [26] are recalled and adapted to the case of coefficients in a Banach
algebra.
Definition 1.9. LetX be a locally compact Hausdorff space and B a unital Banach
algebra. An orientedK-cycle with coefficients in B is a triple (M,SCℓ⊗B, f) where:
(1) M is an oriented smooth manifold.
(2) SCℓ⊗B →M is a B-Clifford bundle (see Definition 1.3).
(3) f :M → X is a continuous map.
The assumptions on SCℓ⊗B to be smooth can be lifted using [37, Theorem 3.14].
Two oriented K-cycles with coefficients in B, (M,SCℓ⊗B, f) and (M
′,S′
Cℓ⊗B, f
′)
are said to be isomorphic if there is a diffeomorphism κ : M → M ′ such that
1For definitions see below in Subsection 1.3.
REALIZING THE ANALYTIC SURGERY GROUP GEOMETRICALLY: PART II 11
f = f ′ ◦ κ and SCℓ⊗B ∼= κ∗S′Cℓ⊗B as bundles of Clifford B-bundles. The inverse of
a cycle (M,SCℓ⊗B, f) is defined as
(10) − (M,SCℓ⊗B, f) :=
{
(−M,SCℓ⊗B, f) if M is even-dimensional,
(−M,−SCℓ⊗B, f) if M is odd-dimensional
Here −M denotes the manifold M with reversed orientation and −SCℓ⊗B the
B-Clifford bundle SCℓ⊗B equipped with the opposite Clifford multiplication; the
reader can find more details in [26, Subsection 2.2].
We now turn to a construction related to the vector bundle modification of
oriented cycles. Assume that π : V → M is an oriented vector bundle equipped
with a metric. We let 1R → M denote the trivial real line bundle and form the
sphere bundle
(11) πV :M
V := S(V ⊕ 1R)→M,
whose fibers are spheres of the same dimension as the rank of V . There is an
inclusion V →֒ S(V ⊕ 1R) such that the projection πV induces a diffeomorphism
S(V ⊕ 1R) \ V ∼=M .
The sphere S(V ⊕1R) can be realized as S(V ⊕1R) = S+∪S(V )S−, where S± →M
are bundles of open balls (each of which is diffeomorphic to V ). The metric on V
induces a splitting TS± ∼= π∗V V ⊕ π
∗
V TM which glues together (globally) to give a
decomposition TS(V ⊕ 1R) ∼= Tver ⊕ Thor; it also follows that Tver|V ∼= π∗V V . We
define the graded Tver-Clifford bundle Vˆ → S(V ⊕ 1R) as
Vˆ := ker(ǫdRǫH − 1) ⊆ ∧
∗
CTver,
where ǫdR is the ordinary grading by form degree on ∧∗CTver and ǫH is the grading
constructed from the Hodge ∗ on ∧∗
C
Tver; the grading on Vˆ is given by ǫdR.
Definition 1.10. The vector bundle modification of an oriented cycle (M,SCℓ⊗B, f)
forKh∗ (X ;B) along an even-dimensional oriented vector bundle V →M is the cycle
(M,SCℓ⊗B, f)
V := (MV , π∗VSCℓ⊗B⊗ˆVˆ , f ◦ πV ).
The next Proposition guarantees that vector bundle modification in the oriented
model is compatible with the spinc-version. For a proof, see [26, Page 61].
Proposition 1.11. Whenever V → Z admits a spinc-structure SV → Z, there is
a natural isomorphism of T ∗ver-Clifford bundles Vˆ
∼= π∗V SV ⊗ (π
∗
V SV )
+∗.
The set of isomorphism classes of oriented K-cycles with coefficients in B can
be equipped with an equivalence relation generated by the usual relations disjoint
union/direct sum, bordism and vector bundle modification. These notions are
defined for B = C in [26, Subsection 2.2] and generalizes mutatis mutandis to
the general case. We let Kh∗ (X ;B) denote the quotient of the set of isomorphism
classes of orientedK-cycles with coefficients in B by this relation. The setKh∗ (X ;B)
forms an abelian group under disjoint union while the inverse of a cycle defined in
Equation (10) forms an inverse under disjoint union in this set.
Remark 1.12. In the case that B = C, we use the notation Kh∗ (X) := K
h
∗ (X ;C).
It is obvious from the definitions that this group coincides with the group defined
in [26].
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In [17], Kgeo∗ (X ;B) was defined using cycles that are triples (M, EB , f) where
M is spinc and EB → M is a smooth locally trivial bundle of finitely generated
projective B-modules; we refer to these cycles as K-cycles with coefficients in B.
In analogy with [26, Lemma 2.8], we have the following result:
Lemma 1.13. The map from the set of K-cycles with coefficients in B to the set
of oriented K-cycles with coefficients in B given by
(M, EB, f) 7→ (M,SM ⊗ EB, f),
where SM →M is the spinc-structure of M , defines an isomorphism
Kgeo∗ (X ;B)
∼= Kh∗ (X ;B).
In particular, there is a natural isomorphism Kh∗ (pt;B)
∼= K∗(B).
Definition 1.14. Assume that B is a unital Banach algebra, X a locally compact
Hausdorff space and LB → X a locally trivial bundle of finitely generated projective
B-modules. The oriented assembly map µhL : K
h
∗ (X)→ K
h
∗ (pt;B) along LB is given
on cycles by
(M,SCℓ, f) 7→ (M,SCℓ ⊗ f
∗LB).
Remark 1.15. In [17, Definition 1.3], the assembly map in the spinc-model is
defined at the level of cycles via µL : (M,EC, f) 7→ (M,EC ⊗ f∗LB). It is clear
from the definitions involved (i.e., 1.14 and [17, Definition 1.3]) that the following
diagram commutes
Kgeo∗ (X)
µL
−−−−→ Kgeo∗ (pt;B)y y
Kh∗ (X)
µh
L−−−−→ Kh∗ (pt;B)
where the vertical arrows are the natural isomorphisms discussed in Lemma 1.13.
The prototypical example of assembly (as defined in Definition 1.14) is the as-
sembly map for free actions; this assembly map plays a key role in this paper. Let Γ
be is a finitely generated discrete group, EΓ→ BΓ be the universal Γ-bundle over
the classifying space, BΓ, of Γ, and A(Γ) be a Banach algebra completion of C[Γ].
The completion most relevant in this paper is the full C∗-completion. However,
other completions are possible (e.g., the reduced C∗-completion C∗
red
(Γ) or ℓ1(Γ)).
The Mischenko bundle is given by
LA = EΓ×Γ A(Γ)→ BΓ.
If Γ is torsion-free, A(Γ) is said to have the Baum-Connes property if µLA is an
isomorphism. If C∗
full
(Γ) has the Baum-Connes property, we say that Γ has the full
Baum-Connes property.
The assembly along LC∗
red
defines a map µred : K∗(BΓ)→ K∗(C∗red(Γ)) that is
often referred to as the reduced assembly for free actions. If Γ is torsion-free, then
µred is equivalent to the Baum-Connes assembly map; the well known conjecture
of Baum and Connes predicts that any torsion-free discrete group has the reduced
Baum-Connes property, i.e., µred is an isomorphism. We refer the reader to the
discussion in [17, Section 1] for more details.
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2. The relative group of Higson-Roe
We now turn to the relation between relative η-invariants and geometric K-
homology. As in Subsection 1.2, we let σ1 and σ2 denote two rank k unitary
representations of a discrete group Γ. In [23], a group Sh1 (σ1, σ2) was constructed
as a natural domain for the relative η-invariant. We will recall the construction of
this group below. Before recalling the geometric group Sh1 (σ1, σ2) of Higson and
Roe, we introduce further notation regarding Dirac operators.
Notation 2.1 (Notation for Dirac operators). LetM be a closed oriented manifold
and f : M → BΓ a continuous map. If SCℓ → M is a Clifford bundle with
Clifford connection ∇SCℓ , we let D
M
∇SCℓ
denote the associated Dirac operator. We
also let −SCℓ denote the Clifford bundle SCℓ equipped with the opposite Clifford
multiplication; its Dirac operator equals −DM∇SCℓ
. When the choice of data is
understood from the context, we denote Dirac operators by DMSCℓ , DS or D
M or
sometimes simply by D. If S = SM ⊗E for a vector bundle E and a spinc-structure
SM we sometimes also write DE . Letting σ1 and σ2 be as above,
Ei := EΓ×σi C
k → BΓ.
If D is any Dirac type operator on M acting on a Clifford bundle SCℓ, we let Di, or
sometimes DMSCℓ⊗Ei if the Dirac operator is constructed as above, denote the Dirac
operator on SCℓ ⊗ f∗Ei given by twisting D by the flat connection on f∗Ei.
Whenever no index is specified, L denotes the Mischenko bundle for the full C∗-
completion ofC[Γ]. We will reserveA for smoothing operatorsA ∈ Ψ−∞
C∗
full
(Γ)(M,SCℓ⊗
f∗L) in the Mischenko-Fomenko calculus. We use the notation Ai := (σi)∗(A) ∈
Ψ−∞(M ;SCℓ ⊗ f∗Ei).
2.1. The relative group of Higson-Roe. We recall the relative group of Higson-
Roe as constructed in [23, Section 8], but “decorate” cycles with a smoothing
operator on the Mischenko bundle for the full C∗-completion. This does not alter
the cycles considerably after imposing the bordism relation; however, it makes the
study of the stable relative η-invariants fit more naturally into the framework of
[23].
Definition 2.2. A collection (M,SCℓ, f,D,A, n) is called a decorated odd oriented
(σ1, σ2)-cycle if
(1) (M,SCℓ, f) is a cycle for K
h
1 (BΓ);
(2) D is a specific choice of Dirac operator for (M,SCℓ, f);
(3) A ∈ Ψ−∞
C∗
full
(Γ)(M,SCℓ ⊗ f
∗L) is a self-adjoint smoothing operator;
(4) n is an integer;
The inverse of an odd oriented (σ1, σ2)-cycle (M,SCℓ, f,D,A, n) as
(12) − (M,SCℓ, f,D,A, n) := (−M,−SCℓ, f,−D,−A, d2(D,A)− d1(D,A) − n),
where
(13) di(D,A) := dim ker(Di +Ai).
A collection of the form (M,SCℓ, f,D, n) such that (M,SCℓ, f,D, 0, n) is a decorated
odd oriented (σ1, σ2)-cycle is called an odd oriented (σ1, σ2)-cycle.
The notion of bordism for (decorated) odd oriented (σ1, σ2)-cycles is slightly
involved. First we introduce the notion of a (σ1, σ2)-cycle with boundary.
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Definition 2.3. A decorated (σ1, σ2)-cycle with boundary is a quintuple (W,S
W
Cℓ , g, Q,A)
where
(1) (W,SW
Cℓ , g) is an even oriented K-cycle with boundary of product type
SW
Cℓ
∼= S∂WCℓ ⊗ˆSN near the boundary.
(2) Q is a choice of Dirac operator for (W,SW
Cℓ , g) that is of product type Q =
σ( ∂
∂t
+Q∂) near the boundary (cf. Equation (4) on page 6).
(3) A ∈ Ψ−∞
C∗
full
(Γ)(∂W, S
∂W
Cℓ ⊗ g
∗L) is self-adjoint.
If A = 0, we say that the quadruple (W,SW
Cℓ , g, Q) is a (σ1, σ2)-cycle with boundary.
With a (σ1, σ2)-cycle with boundary (W,S
W
Cℓ , g, Q,A) there are two associated
Atiyah-Patodi-Singer index problems; one is associated to (Q1, χ[0,∞)(Q∂ + A1))
and the other is associated to (Q2, χ[0,∞)(Q∂ + A2)). We will use the notation
indAPS(Q,A)i := indAPS(Qi, χ[0,∞)(Q∂,i + Ai)). It follows from Lemma 1.8 that
1
2
(
ηQ∂,1+A1(0) + d1(Q∂ , A)
)
−
1
2
(
ηQ∂,2+A2(0) + d2(Q∂ , A)
)
=
indAPS(Q,A)2 − indAPS(Q,A)1 ∈ Z.(14)
Morevoer, if Q∂,L +A is invertible, Equation (9) on page 9, implies that
indAPS(Q,A)i = (σi)∗indAPS(QL, A).
Definition 2.4. The boundary of (W,SW
Cℓ , g, Q,A) is
∂(W,SWCℓ , g, Q,A) = (∂W, S
∂W
Cℓ , g|∂W , Q∂ , A, n),
where
n := indAPS(Q,A)1 − indAPS(Q,A)2.
We say that two decorated odd oriented (σ1, σ2)-cycles (M,SCℓ, f,D,A, n) and
(M ′, S′
Cℓ, f
′, D′, A′, n′) are decoratedly bordant if
(M,SCℓ, f,D,A, n)∪˙ − (M
′, S′Cℓ, f
′, D′, A′, n′)
is the boundary of a decorated (σ1, σ2)-cycle with boundary. In the same way a
(σ1, σ2)-cycle with boundary defines the notion of bordism on odd oriented (σ1, σ2)-
cycles (see [23, Definitions 8.9 and 8.13(b)]).
If (M,SCℓ, f,D,A, n) is an odd oriented (σ1, σ2)-cycle we define
ρσ1,σ2(M,SCℓ, f,D,A) :=
1
2
(
ηD1+A1(0) + d1(D,A)
)
−
1
2
(
ηD2+A2(0) + d2(D,A)
)
∈ R(15)
On the right hand side, all of the data in (M,SCℓ, f,D,A) is used even though the
notation supresses some of the data.
Proposition 2.5. There is a bordism
(M,SCℓ, f,D,A, n) ∼bor (M,SCℓ, f,D, 0, n+m)
where
m = ρσ1,σ2(M,SCℓ, f,D,A)− ρσ1,σ2(M,SCℓ, f,D, 0).
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Proof. DefineW :=M×[0, 1], g := f ◦πM and Q = σ
(
∂
∂t
+D
)
, where t denotes the
coordinate in [0, 1] and σ is the bundle automorphism given by Clifford multiplica-
tion by dt (see more in Subsection 1.1 and Equation (4)). Define A˜ as A onM×{1}
and 0 onM ×{0}. It follows from (14) that m ∈ Z and that (M,SCℓ, f,D,A, n)∪˙−
(M,SCℓ, f,D, 0, n+m) is the boundary of (W,S
W
Cℓ , g, Q, A˜). 
Remark 2.6. A consequence of Proposition 2.5 is that any odd oriented (σ1, σ2)-
cycle (M,SCℓ, f,D,A0, n) is bordant to a cycle of the form (M,SCℓ, f,D, 0, n
′′). If
µC∗
full
(M,SCℓ, f) = 0, the cycle is bordant to a cycle of the form (M,SCℓ, f,D,A, n
′)
where DL + A is invertible. To simplify notation, we denote a cycle of the form,
(M,SCℓ, f,D, 0, n), by (M,SCℓ, f,D, n).
A 2k-dimensional oriented vector bundle V →M is uniquely determined by its
principal SO(2k)-bundle PV → M of oriented frames by V = PV ×SO(2k) R
2k.
The sphere bundle MV = S(V ⊕ 1R) → M can be reconstructed from PV by
S(V ⊕ 1R) = PV ×SO(2k) S
2k. If a principal SO(2k)-bundle P is given, we let
πP : M
P := P ×SO(2k) S
2k → M . We follow the construction of vector bundle
modification from [23]. Let Dθ denote a SO(2k)-equivariant Dirac operator on S
2k
whose kernel is a one-dimensional copy of the trivial representation (see [23, Lemma
6.7]). Whenever P →M is a principal SO(2k)-bundle, it is possible to identify
(16) L2(MP ;π∗PS⊗ˆVˆ ) ∼= L
2(P × S2k;π∗S⊠ˆVˆS2k)
SO(2k),
which is the SO(2k)-invariant direct summand in L2(P × S2k, π∗S⊠ˆVˆS2k). Fur-
thermore, whenever D is an operator on M , it lifts to an equivariant operator on
P that we will denote by π∗P (D). The following definition is a minor variation of
[23, Definition 8.13] (also see [16, Section 4.1]).
Definition 2.7. Assume that (M,SCℓ, f,D,A, n) is a decorated odd oriented (σ1, σ2)-
cycle and that P →M is a smooth principal SO(2k)-bundle. We define the data
(1) DP is defined as the restriction of the sum of graded tensor products
π∗P (D)⊗ˆǫdR+1L2(P,π∗PS)⊗ˆDθ to its maximal domain in L
2(MP ;π∗PS⊗ˆVˆ ) ⊆
L2(P×S2k;π∗S⊠ˆVˆS2k), here ǫdR denotes the grading operator L
2(S2k, VˆS2k)
defined from form degree.
(2) The smoothing operator AP is defined as the restriction of π∗P (A)⊗ˆeθ to
L2(MP , π∗PS ⊗ f
∗L⊗ˆVˆP ), where eθ is the even smoothing operator on S2k
giving the projection onto the kernel of Dθ.
(3) VˆP is the Thom bundle constructed from the oriented vector bundle P×SO(2k)
R2k →M , defined as in Definition 1.10.
The vector bundle modification of (M,SCℓ, f,D,A, n) along P is defined to be the
odd oriented (σ1, σ2)-cycle
(M,SCℓ, f,D,A, n)
P := (MP , π∗PSCℓ ⊗ VˆP , f ◦ πP , D
P , AP , n).
Proposition 2.8. The vector bundle modification of decorated odd oriented (σ1, σ2)-
cycles in Definition 2.7 is well defined.
Proof. Using the constructions of [23], it remains to prove that AP is a well defined
smoothing operator. This is clear since the integral kernel of AP is restriction of
the exterior product of the pullback of the integral kernel of A along MP ×MP →
M ×M with the projection onto the kernel of Dθ to L
2(MP ). 
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The next Lemma shows that our notion of vector bundle modification is well
behaved with respect to higher Atiyah-Patodi-Singer theory (compare with [16,
Section 4.1]).
Lemma 2.9. Let (M,SCℓ, f,D,A, n) be a decorated odd oriented (σ1, σ2)-cycle such
that the C∗
full
(Γ)-linear operator DL+A is invertible and let P →M be a principal
SO(2k)-bundle. Then the C∗
full
(Γ)-linear operator DPL +A
P is invertible.
Proof. On the complemented C∗
full
(Γ)-submodule
L
2(M,S⊗f∗L) = (1L2(M,S⊗f∗L)⊗eθ)·L
2(MP , pi∗PS⊗f
∗
L⊗ˆVˆP ) ⊆ L
2(MP , pi∗PS⊗f
∗
L⊗ˆVˆP ),
it holds that
(DPL +A
P )|L2(M,S⊗f∗L) = DL +A.
Hence the restriction ofDPL+A
P to the complemented C∗
full
(Γ)-submodule L2(M,S⊗
f∗L) is invertible. On the complement of this C∗
full
(Γ)-submodule;
L
2(M,S ⊗ f∗L)⊥
= (id− 1L2(M,S⊗f∗L) ⊗ eθ) · L
2(MP , pi∗PS ⊗ f
∗
L⊗ˆVˆP ) ⊆ L
2(MP , pi∗PS ⊗ f
∗
L⊗ˆVˆP ),
or rather in the core
(id− 1L2(M,S⊗f∗L) ⊗ eθ) · C
∞(MP , π∗PS ⊗ f
∗L⊗ˆVˆP ) ⊆ L
2(M, S ⊗ f∗L)⊥,
it holds that(
(DPL +A
P )|L2(M,S⊗f∗L)⊥
)2
=
(
π∗P (DL)
2⊗ˆ(id− eθ) + 1L2(P,π∗
P
S⊗f∗L)⊗ˆDθ
)
|L2(M,S⊗f∗L)⊥ .
Since D2θ is strictly positive on the image of id − eθ, and π
∗
P (DL)
2⊗ˆ(id − eθ) ≥ 0,
it follows that (DPL +A
P )|L2(M,S⊗f∗L)⊥ is invertible. 
Definition 2.10. We define S˜h1 (σ1, σ2) to be the set of equivalence classes of dec-
orated odd oriented (σ1, σ2)-cycles under the relation generated by decorated bor-
dism, vector bundle modification and disjoint union/direct sum:
(M,SCℓ, f,D,A, n)∪˙(M,S
′
Cℓ, f,D
′, A′, n′) ∼ (M,SCℓ⊕S
′
Cℓ, f,D⊕D
′, A⊕A′, n+n′).
We define Sh1 (σ1, σ2) to be the set of equivalence classes of odd oriented (σ1, σ2)-
cycles under the relation generated by bordism, vector bundle modification and
disjoint union/direct sum:
(M,SCℓ, f,D, n)∪˙(M,S
′
Cℓ, f,D
′, n′) ∼ (M,SCℓ ⊕ S
′
Cℓ, f,D ⊕D
′, n+ n′).
Remark 2.11. The group defined in [23, Definition 8.13] (which was denoted by
Sgeom1 (σ1, σ2) in [23]) coincides with our group S
h
1 (σ1, σ2) by construction. That
the group also coincides with S˜h1 (σ1, σ2) is a bit more subtle.
Lemma 2.12. The map defined at the level of cycles via
Sh1 (σ1, σ2)→ S˜
h
1 (σ1, σ2), (M,SCℓ, f,D, n) 7→ (M,SCℓ, f,D, 0, n),
induces an isomorphism of groups.
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Proof. It follows from Remark 2.6 that the map is a surjection. A splitting on the
level of cycles for this map is given by
(M,SCℓ, f,D,A, n) 7→ (M,SCℓ, f,D, n+m),
where the number m is given in Proposition 2.5. This map clearly respects both
bordism and the disjoint union/direct sum relation. The proof of the Lemma is
complete upon noting that [23, Proposition 6.7] implies that this map on cycles
respects vector bundle modification; thus, it induces a well defined inverse map
S˜h1 (σ1, σ2)→ S
h
1 (σ1, σ2). 
Following Higson and Roe [23, Definition 8.15], we have the following definition.
Proposition 2.13. The relative η-invariant ρσ1,σ2 : S˜
h
1 (σ1, σ2) → R, defined at
the level of cycles via
ρσ1,σ2(M,SCℓ, f,D,A, n) := n+ ρσ1,σ2(M,SCℓ, f,D,A),
is well defined.
Proof. It follows from Definition 2.4 that ρσ1,σ2 respects decorated bordism. Hence,
by Proposition 2.5, it suffices to prove that ρσ1,σ2 is well defined as a map S
h
1 (σ1, σ2)→
R; this was proved in [23, Proposition 8.14]. 
We define δσ1,σ2 : S˜
h
1 (σ1, σ2)→ K
h
1 (BΓ) on cycles by
δσ1,σ2(M,SCℓ, f,D,A, n) = (M,SCℓ, f).
We also define the ρ-invariant
ρ¯σ1,σ2 : K
h
1 (BΓ)→ R/Z, ρ¯σ1,σ2 : (M,SCℓ, f) 7→ ρσ1,σ2(M,SCℓ, f,D,A)mod Z,
for any choice D of a Dirac operator on SCℓ and self-adjoint smoothing operator A.
The map ρ¯σ1,σ2 is well defined by [23, Theorem 6.1], see also [2, Theorem 3.3]. We
note the following consequence of [23, Lemma 8.24] and Proposition 2.13.
Proposition 2.14. There is a commuting diagram with exact rows:
0 −−−−→ Z −−−−→ S˜h1 (σ1, σ2)
δσ1,σ2−−−−→ Kh1 (BΓ) −−−−→ 0∥∥∥ ρσ1,σ2y ρ¯σ1,σ2y
0 −−−−→ Z −−−−→ R −−−−→ R/Z −−−−→ 0,
.
Remark 2.15. The careful reader will note a difference in the sign conventions
considered here and those used in [23]. This manifests itself as follows: the roles
of σ1 and σ2 are interchanged in the inversion formula for cycles in Equation (12).
This difference is explained by the use of the Atiyah-Patodi-Singer index formula
(6) (on page 6) as stated in [1]; the index formula for Dirac operators with the
Atiyah-Patodi-Singer index formula in [23, Theorem 2.2] contains a different sign.
The difference in sign can be explained by the usage of the spectral projection onto
the positive spectrum in contrast to the usage of the spectral projection onto the
non-negative spectrum in [1].
Remark 2.16. The reader should note the following connection between the re-
sults in this section and results in [12]. Namely, the techniques developed to this
point can be applied in the construction considered in [12, Section 4.2]. In par-
ticular, in [12, Definition 4.1], a geometric group is defined; its cycles take the
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form (M,S, f,D, x), for x ∈ R. The only change required to construct this group
is as follows: the bordism relation should be defined using the difference of the
Atiyah-Patodi-Singer index and the L2-Atiyah-Patodi-Singer index (rather than
the (σ1, σ2)-relative Atiyah-Patodi-Singer index discussed in this section). The
Cheeger-Gromov ℓ2-relative η-invariant (see [34] and [12, Definition 5.1]) is well de-
fined on this group. As mentioned, this is very much in line with the development
in [12]–in particular, see [12, Proposition 5.2].
3. The map ΦA
In this section, under suitable assumptions on the Banach algebra A(Γ), we
construct a map ΦA : S
geo
0 (Γ,A) → S
h
1 (σ1, σ2). In this paper, the applications of
the mapping ΦA are (for the most part) concerned with the case when A is the
full C∗-completion of C[Γ]. We will for the most of this section assume that A(Γ)
is a Banach algebra completion of C[Γ] such that σ1 and σ2 extend continuously
to A(Γ). We will use the notation and terminology of [17]. To begin, we need the
notion of a choice of Dirac operators on the K-theory cocycles.
Definition 3.1 (Dirac operators on µL-relative K-theory cocycles). Assume that
W is an even-dimensional spinc-manifold with boundary and f : ∂W → X . Assume
that ξ = (EA(Γ), E
′
A(Γ), EC, E
′
C
, α) is a µL-relative K-theory cocycle on (W,∂W, f)
(see [17, Definition 1.8]). Assume that DE and DE′ are Dirac operators on SW ⊗
EA(Γ) respectively SW ⊗ E
′
A(Γ) defined from A(Γ)-Clifford connections of product
type near ∂W . Assume that DE and DE′ are Dirac operators on S∂W ⊗ EC re-
spectively S∂W ⊗ E′C. We say that the data Ξ0 := (DE , DE′ , DE , DE′) is a choice
of Dirac operators for ξ.
Whenever the choice of Dirac operators Ξ0 is constructed from a Clifford connec-
tion ∇W on SW , C∗full(Γ)-connections ∇E and ∇E′ on EC∗full(Γ) respectively E
′
C∗
full
(Γ),
connections ∇E and ∇E′ on EC respectively E′C, we say that Ξ0 is constructed from
the choice of connection (∇W ,∇E ,∇E′ ,∇E ,∇E′).
Our next goal is the construction of a map ΦA : S
geo
0 (Γ,A) → S
h
1 (σ1, σ2)
which combined with the relative η-invariant will give us an invariant for cycles
in Sgeo0 (Γ,A).
Definition 3.2 (The map ΦA : S
geo
0 (Γ,A)→ S
h
1 (σ1, σ2)). Assume that we have a
cycle (W, ξ, f) for Sgeo0 (Γ,A) and a choice of Dirac operators Ξ0 = (DE , DE′ , DE , DE′)
for ξ = (EA(Γ), E
′
A(Γ), EC, E
′
C
, α). We define the vector bundles
Gi := EA(Γ) ⊗σi C
k and G′i := E
′
A(Γ) ⊗σi C
k.
We also set Gi,Cℓ := SW⊗Gi and G′i,Cℓ := SW⊗Gi and equip these Clifford bundles
with the Dirac operators DWGi and D
W
G′
i
, induced from DE and DE′ respectively.
The Dirac operatorsDE andDE′ induce Dirac operatorsD
∂W×[0,1]
E andD
∂W×[0,1]
E′
on (respectively) the bundles
EC ⊗ S∂W×[0,1] → ∂W × [0, 1] and
E′C ⊗ S∂W×[0,1] → ∂W × [0, 1].
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We also equip the Clifford bundles (Gi|∂W ⊕E′C⊗ f
∗Ei)⊗S∂W×[0,1] → ∂W × [0, 1]
with Dirac operators D¯
∂W×[0,1]
i such that
D¯
∂W×[0,1]
i = D
W
Gi
⊕DE′,i near 0
and D¯
∂W×[0,1]
i = α
∗
(
DWG′
i
⊕DE,i
)
near 1.(17)
Recalling the notation di(D) from Equation (13), we can define
ΦA(W, (EA(Γ),E
′
A(Γ), EC, E
′
C, α), f) :=
(∂W, S∂W ⊗ EC, f,DE, n)∪˙ − (∂W, S∂W ⊗ E
′
C, f,DE′ , 0),
where
n := indAPS(D
W
G1
)− indAPS(D
W
G2
)+
indAPS(D
−W
G′1
)−indAPS(D
−W
G′2
)+
indAPS(D¯
∂W×[0,1]
1 )− indAPS(D¯
∂W×[0,1]
2 )+
+dimkerD∂WG1 − dimkerD
∂W
G2
+ dimkerD∂WG′1 − dim kerD
∂W
G′2
+
+d1(D
∂W
E )− d2(D
∂W
E ) + d1(D
∂W
E′ )− d2(D
∂W
E′ ).
Remark 3.3. The expression for n from Definition 3.2 can be rewritten in a form
that is easier to work with using the Atiyah-Patodi-Singer index theorem. Let
Ξ0 be a choice of Dirac operators constructed (as in the previous paragraphs)
from the choice of connection (∇W ,∇E ,∇E′ ,∇E ,∇E′). Let ∇Gi := (σi)∗∇E and
∇G′
i
:= (σi)∗∇E′ . We also let ∇¯i := (1 − t)∇Gi ⊕∇E′ + tα
∗(∇G′
i
⊕ ∇E), i.e. the
connection on (Gi ⊕E′C ⊗ f
∗Ei)× [0, 1]→ ∂W × [0, 1] that with the connection on
∂W × [0, 1] induced from ∇W induces the Dirac operator D¯i. The Atiyah-Patodi-
Singer index theorem (see Equation (6) on page 6) implies that the integer n takes
the form
n =
∫
W
(ch(∇G1)− ch(∇G2)) ∧ Td(∇W )−
∫
W
(
ch(∇G′
1
)− ch(∇G′
2
)
)
∧ Td(∇W )+
+
∫
∂W×[0,1]
(
ch(∇¯1)− ch(∇¯2)
)
Td(∇∂W )+
+
1
2
(
η(D∂WE′,1)− η(D
∂W
E′,2)
)
−
1
2
(
η(D∂WE,1 )− η(D
∂W
E,2 )
)
+
1
2
(
d1(D
∂W
E′ )− d2(D
∂W
E′ )
)
−
1
2
(
d1(D
∂W
E )− d2(D
∂W
E )
)
.
This expression is the motivation for “correcting” by the dimensions of kernels
on the boundary; it forces the contributions from the kernels on the boundary to
respect orientation in the same way the η-terms do. In particular, if E ′A(Γ) = E
′
C
= 0
then
n = indAPS(Dˆ
W
1 )− indAPS(Dˆ
W
2 ),
where DˆWi is a Dirac operator that equals α
∗(D
∂W×[0,1]
E,i ) in a collar neighborhood
of ∂W and equals DGi inside W . The reader may find it useful to compare the
definition of ΦA given here to expression (3) (on page 4), which deals with the case
of easy cycles.
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3.1. Well defined from cycles to classes. Our first goal is to prove that ΦA
is well-defined; firstly, as a map from cycles to classes in Sh1 (σ1, σ2) and then as a
map Sgeo0 (Γ,A)→ S
h
1 (σ1, σ2). To do so, we require a number of lemmas.
Lemma 3.4. Let M be a closed orientable manifold, S → M a Clifford bundle,
f : M → BΓ a continuous map. Let ∇ and ∇′ be two Clifford connections on S
leading to Dirac operators D and D′ respectively. We can form
(1) The manifold with boundary M × [0, 1] (along with the pullback of the ori-
entation on M and the pullback of S).
(2) A Clifford connection ∇¯ = (1− t)∇+ t∇′ and the associated Dirac operator
D∇¯.
Let D∇¯,i be D∇¯ twisted by the flat connection on f
∗Ei and set
m := indAPS(D∇¯,1)− indAPS(D∇¯,2).
Then the cycle
((M,SCℓ, f)∪˙(M,−SCℓ, f), D∪˙ −D
′,m)
is a boundary and therefore trivial in Sh∗ (σ1, σ2).
Proof. The result follows from the definition of bordism in Sh(σ1, σ2). The con-
struction of the bordism we have in mind uses the manifold with boundaryM×[0, 1],
the pullback of the relevant bundle, and the continuous function f ◦ π (here π :
M×[0, 1]→M denotes the projection map). We leave the details to the reader. 
Lemma 3.5. Let M be a closed oriented manifold. Suppose that S1 and S2 are
Clifford bundles over M with fixed Clifford connections; we denote the connections
by ∇Si . Let DSi (i = 1 and 2) and DS1⊕S2 denote the associated Dirac operators;
for the operator DS1⊕S2 we used the natural Clifford connection coming from the
ones on S1 and S2. Then η(DS1⊕S2) = η(DS1) + η(DS2).
Furthermore, let V1 and V2 also denote Clifford bundles over M (again with fixed
Clifford connections, which are denoted by ∇Vi). We form the Dirac operators
DS1⊕V2 and DS2⊕V1 . Suppose that there exists an isomorphism α : S1 ⊕ V2 ∼=
S2 ⊕ V1 of Clifford bundles and that the Clifford connections are compatible with
this isomorphism; that is
α∗(∇S2 ⊗ I + I ⊗∇V1) = ∇S1 ⊗ I + I ⊗∇V2
Then η(DS1⊕V2) = η(DS2⊕V1).
Proof. Both the statements follow by definition. 
Lemma 3.6. Let W be a compact spinc-manifold with boundary, E a vector bundle
over it, SW →W its spinc-structure and ∇E and ∇′E are two connections E, ∇W
and ∇′W are two Clifford connections on SW , and all of the connections ∇E, ∇
′
E,
∇W and ∇′W are of product type near ∂W . Then∫
W
ch(∇′E) ∧ Td(∇
′
W )+
∫
∂W×[0,1]
ch(∇E,∇
′
E) ∧ Td(∇¯∂W×[0,1]) +
∫
−W
ch(∇E) ∧ Td(∇W ) = 0.
Here, t denotes the coordinate in [0, 1] and the required data is constructed as fol-
lows:
(1) ch(∇E ,∇′E) denotes the Chern character of ∇¯E := t∇E + (1− t)∇
′
E;
(2) ∇¯∂W×[0,1] := t∇∂W +(1−t)∇
′
∂W , where ∇∂W and ∇
′
∂W denote the Clifford
connections on SW |∂W × [0, 1]→ ∂W × [0, 1] induced from ∇W respectively
∇′W .
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Proof. Define Z := W ∪∂W ∂W × [0, 1] ∪∂W −W and define S˜ → Z by gluing
together SW ⊗ E → W over the cylinder with −SW ⊗ E → −W . Let DS˜ denote
the Dirac operator on S˜ constructed from gluing together the Clifford connection
∇W ⊗ ∇E on W with ∇′W ⊗ ∇
′
E over −W over the cylinder using the Clifford
connection ∇¯∂W×[0,1] ⊗ ∇¯E . By the local index theorem,
indAS(DS˜) =
∫
W
ch(∇′E) ∧ Td(∇
′
W )+∫
∂W×[0,1]
ch(∇¯E) ∧ Td(∇¯∂W×[0,1]) +
∫
−W
ch(∇E) ∧ Td(∇W ).
We note that W × [0, 1] can be made into a smooth manifold with boundary (using
the straightening of the angle technique, see Lemma 4.1.9 of [36]) and
∂(W × [0, 1]) = Z with SW ⊗ E × [0, 1]|Z = S˜.
That is, (Z, S˜) = ∂(W × [0, 1], SW ⊗ E × [0, 1]) so indAS(DS˜) = 0 since the index
is a bordism invariant. 
Lemma 3.7. The map, ΦA, is well-defined as a map from cycles with vector bundle
data in Sgeo0 (Γ,A) to classes in S
h
1 (σ1, σ2).
Proof. Let x = (W, (EA(Γ), E
′
A(Γ), EC, E
′
C
, α), f) be a cycle with vector bundle data
in Sgeo0 (Γ,A). We must show that ΦA(x) does not depend on the particular choice of
Dirac operators. As such, let Ξ0 = (DE , DE′, DE , DE′) and Ξ˜0 = (D˜E , D˜E′, D˜E , D˜E′)
denote two choices of Dirac operators constructed from two choices of connections
(∇W ,∇E ,∇E′ ,∇E ,∇E′) respectively (∇˜W , ∇˜E , ∇˜E′ , ∇˜E , ∇˜E′).
With these choices made, we have two associated classes ΦΞ0 and ΦΞ˜0 in the group
Sh∗ (σ1, σ2). Lemma 3.4 implies that
ΦΞ0 − ΦΞ˜0 = (∅, ∅, ∅, ∅, N),
where
N = n− n˜−m−m′ + d2(D
∂W
E′ )− d1(D
∂W
E′ ) + d2(D˜
∂W
E )− d1(D˜
∂W
E ).
Here n and n˜ are as in Definition 3.2. The number m is the difference of Atiyah-
Patodi-Singer indices of the Dirac operator associated with interpolating between
the Dirac operators D∂WE,i and D˜
∂W
E,i on the cylinder ∂W × [0, 1]. Analogously, m
′
is the difference of Atiyah-Patodi-Singer indices but for D˜∂WE′,i and D
∂W
E′,i. Note that
m′ can also be defined as the difference of Atiyah-Patodi-Singer indices of the Dirac
operator associated with interpolating between the Dirac operatorsD∂WE′,i and D˜
∂W
E′,i
when equipping the cylinder ∂W × [0, 1] with its opposite orientation.
It follows from the Atiyah-Patodi-Singer theorem that
N = L+ S +D,
where
(1) L is computed via local expressions;
(2) S is computed from the spectral data of the Dirac operators on the bound-
aries;
(3) D is computed from the dimensions of the kernels of the Dirac operators
on the boundaries.
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We follow the notations of Remark 3.3 and the statement of Lemma 3.6 with the
addendum that terms computed using Ξ˜0 will be indicated with a tilde. We begin
with the local term, which (after rearranging the terms and applying Lemma 3.6)
is given by
L =
∫
W
(ch(∇G1)− ch(∇G2)) ∧ Td(∇W )−
∫
W
(ch(∇G′
1
)− ch(∇G′
2
)) ∧ Td(∇W )−
−
∫
∂W×[0,1]
ch(∇G1 ⊕∇E′⊗E1 , α
∗(∇G′
1
⊕∇E⊗E1)) ∧ Td(∇∂W )+
+
∫
∂W×[0,1]
ch(∇G2 ⊕∇E′⊗E2 , α
∗(∇G′
2
⊕∇E⊗E2)) ∧ Td(∇∂W )−
−
∫
W
(ch(∇˜G1)− ch(∇˜G2)) ∧ Td(∇˜W ) +
∫
W
(ch(∇˜G′
1
)− ch(∇˜G′
2
)) ∧ Td(∇˜W )+
+
∫
∂W×[0,1]
ch(∇˜G1 ⊕ ∇˜E′⊗E1 , α
∗(∇˜G′
1
⊕ ∇˜E⊗E1)) ∧ Td(∇˜∂W )−
−
∫
∂W×[0,1]
ch(∇˜G2 ⊕ ∇˜E′⊗E2 , α
∗(∇˜G′
2
⊕ ∇˜E⊗E2)) ∧ Td(∇˜∂W )−
−
∫
∂W×[0,1]
(ch(∇E⊗E1 , ∇˜E⊗E1)− ch(∇E⊗E2 , ∇˜E⊗E2)) ∧ Td(∇¯∂W×[0,1])−
−
∫
∂W×[0,1]
(
ch(∇E′⊗E1 , ∇˜E′⊗E1)− ch(∇E′⊗E2 , ∇˜E′⊗E2)
)
∧ Td(∇¯∂W×[0,1]) = 0
The Atiyah-Patodi-Singer index theorem and Remark 3.3 imply that the spectral
term is given by
2S =η(D∂WE′⊗E1)− η(D
∂W
E′⊗E2)− η(D
∂W
E⊗E1) + η(D
∂W
E⊗E2)
− η(D˜∂WE′⊗E1) + η(D˜
∂W
E′⊗E2) + η(D˜
∂W
E⊗E1)− η(D˜
∂W
E⊗E2)
− η(D˜∂WE⊗E1) + η(D˜
∂W
E⊗E2) + η(D
∂W
E⊗E1)− η(D
∂W
E⊗E2)
+ η(D˜∂WE′⊗E1)− η(D˜
∂W
E′⊗E2)− η(D
∂W
E⊗E1) + η(D
∂W
E′⊗E2) = 0.
Here, the first four terms come from n, the next four from n˜ and the remaining eight
come from m +m′. Finally, letting nD, n˜D, mD and m
′
D denote the dimensional
contributions to n, n˜, m respectively m′ we have that
2D =2nD − 2n˜D − 2mD − 2m
′
D + 2d2(D
∂W
E′ )− 2d1(D
∂W
E′ ) + 2d2(D˜
∂W
E )− 2d1(D˜
∂W
E ) =
=d1(D
∂W
E′ )− d2(D
∂W
E′ )− d1(D
∂W
E ) + d2(D
∂W
E )
− d1(D˜
∂W
E′ ) + d2(D˜
∂W
E′ ) + d1(D˜
∂W
E )− d2(D˜
∂W
E )
+ d1(D
∂W
E )− d2(D
∂W
E ) + d1(D˜
∂W
EC
)− d2(D˜
∂W
EC
)
+ d1(D
∂W
E′ )− d2(D
∂W
E′ ) + d1(D˜
∂W
E′ )− d2(D˜
∂W
E′ )
+ 2d2(D
∂W
E′ )− 2d1(D
∂W
E′ ) + 2d2(D˜
∂W
E )− 2d1(D˜
∂W
E ) =
=d1(D
∂W
E′ )− d2(D
∂W
E′ )− d1(D
∂W
E ) + d2(D
∂W
E )
− d1(D˜
∂W
E′ ) + d2(D˜
∂W
E′ ) + d1(D˜
∂W
E )− d2(D˜
∂W
E )
+ d1(D
∂W
E )− d2(D
∂W
E )− d1(D˜
∂W
EC
) + d2(D˜
∂W
EC
)
− d1(D
∂W
E′ ) + d2(D
∂W
E′ ) + d1(D˜
∂W
E′ )− d2(D˜
∂W
E′ ) = 0.
This proves that N = 0; hence, ΦA(x) does not depend on the choice of Dirac
operators. 
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3.2. ΦA is well defined from classes to classes. In this section, we prove that
ΦA induces a well defined map S
geo
0 (Γ;A)→ S
h
1 (σ1, σ2).
Lemma 3.8. Assume that (M,SCℓ, f,D
M ,m) = ∂(W,SW
Cℓ , g, Q), in the sense of
Definition 2.3, then for any n ∈ Z there is a bordism
(M,SCℓ, f,D
M , n) ∼bor (∅, ∅, ∅, ∅, n−m),
where (the above bordism condition implies that)
m = indAPS(Q1)− indAPS(Q2).
Proof. It follows directly from the definition of bordism that (M,SCℓ, f,D
M ,m) ∼bor
(∅, ∅, ∅, ∅, 0). The Lemma follows from the fact that the bordism relation respects
addition of cycles. 
Lemma 3.9. If the cycle x = (W, (EA(Γ), E
′
A(Γ), EC, E
′
C
, α), f) is such that f ex-
tends to a function g : W → BΓ and there are bundles F, F ′ → W extending E
respectively E′ and α extends to an isomorphism on W
β : EA(Γ) ⊕ F
′ ⊗ g∗L ∼= E ′A(Γ) ⊕ F ⊗ g
∗L,
then ΦA(x) = (∅, ∅, ∅, ∅, 0).
Proof. We choose Dirac operators DWF and D
W
F ′ on SW ⊗ F respectively SW ⊗ F
′
of product type as in Equation (4) (found on page 6) near ∂W with boundary
operators D∂WE respectively D
∂W
E′ . By Lemma 3.8,
ΦA(x) = (∅, ∅, ∅, ∅, n−m−m
′),
where n is as in Definition 3.22,
m := indAPS(D
W
F,1)−indAPS(D
W
F,2) and
m′ := indAPS(D
−W
F ′,1)− indAPS(D
−W
F ′,2).
We define Z :=W ∪∂W ∂W × [0, 1]∪∂W −W and, for i = 1, 2, the Clifford bundles
on Z;
Gi := (Gi⊕F
′
⊗Ei)⊗SW∪∂W×{0}
(
(Gi⊕E
′
⊗Ei)⊗S∂W×[0,1]
)
∪∂W×{1}(G
′
i⊕F⊗Ei)⊗S−W .
We can equip Gi with a Dirac operator by gluing together DWGi ⊕D
W
F ′⊗Ei
with D¯i
over ∂W × {0} and with β∗(D−W
G′
i
⊕D−WF⊗Ei) over ∂W × {1}.
2Compare with Remark 3.3.
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It follows from the Atiyah-Patodi-Singer index theorem that
n−m−m
′ =
=
∫
W
(ch(∇G1)− ch(∇G2)) ∧ Td(∇W )−
∫
W
(
ch(∇G′
1
)− ch(∇G′
2
)
)
∧ Td(∇W )+
+
∫
∂W×[0,1]
(
ch(∇¯1)− ch(∇¯2)
)
Td(∇∂W )−
−
∫
W
(ch(∇F⊗E1)− ch(∇F⊗E2)) ∧ Td(∇W )+
+
∫
W
(ch(∇F ′⊗E1)− ch(∇F ′⊗E2)) ∧ Td(∇W ) =
=
∫
W
(ch(∇G1 ⊕∇F ′⊗E1)− ch(∇G2 ⊕∇F ′⊗E2)) ∧ Td(∇W )−
−
∫
W
(
ch(∇G′
1
⊕∇F⊗E1)− ch(∇G′2 ⊕∇F⊗E2)
)
∧ Td(∇W )+
+
∫
∂W×[0,1]
(
ch(∇¯1)− ch(∇¯2)
)
Td(∇∂W ) =
=
∫
W
(ch(∇G1 ⊕∇F ′⊗E1)− ch(∇G2 ⊕∇F ′⊗E2)) ∧ Td(∇W )−
−
∫
W
(
chβ∗(∇G′
1
⊕∇F⊗E1)− chβ
∗(∇G′
2
⊕∇F⊗E2)
)
∧ Td(∇W )+
+
∫
∂W×[0,1]
(
ch(∇¯1)− ch(∇¯2)
)
Td(∇∂W ) =
= ind(Z, G1)− ind(Z,G2) = 0,
The reader should note that the last equality follows from the bordism invariance
of the index on closed manifolds. 
Lemma 3.10. The map ΦA respects gluing of cycles in the following sense. Assume
that xi = (Wi, (EA(Γ),i, E
′
A(Γ),i, EC,i, E
′
C,i, αi), fi) are cycles for i = 1, 2 and there is
an spinc manifold Y satisfying that
∂Wi =Mi∪˙((−1)
iY ), f1|Y = f2|Y and
(EA(Γ),1, E
′
A(Γ),1, EC,1, E
′
C,1, α1)|Y = (EA(Γ),2, E
′
A(Γ),2, EC,2, E
′
C,2, α2)|Y .
Then, we can form the cycle
x1 ∪Y x2 := (W, (EA(Γ), E
′
A(Γ), EC, E
′
C, α), f),
where W :=W1 ∪Y W2 and the vector bundle data is defined as
EA(Γ) := EA(Γ),1 ∪Y EA(Γ),2, E
′
A(Γ) := E
′
A(Γ),1 ∪Y E
′
A(Γ),2,
EC := EC,1|M1 ∪˙EC,2|M2 , E
′
C := E
′
C,1|M1∪˙E
′
C,2|M2 ,
α := α1|M1 ∪˙α2|M2 and f := f1|M1 ∪˙f2|M2 .
Moreover, we have that
ΦA(x1∪˙x2) = ΦA(x1 ∪Y x2) in S
h
1 (σ1, σ2)
Proof. We choose connections compatible with the gluing near Y . Let n1 and
n2 be the integer parts of ΦA(x1) respectively ΦA(x2). Set g := f1|Y = f2|Y ,
FC := EC,1|Y = EC,1|Y and F ′C := E
′
C,1|Y = E
′
C,2|Y . Let SY → Y denote the
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spinc-structure on Y , similarly we let S∂W1 , S∂W2 and S∂W denote the indicated
spinc-structure. It follows that
ΦA(x1∪˙x2) =
=(∂W1∪˙∂W2, S∂W1 ⊗ EC,1∪˙S∂W2 ⊗ EC,2, f1∪˙f2, D
∂W1
E1
∪˙D∂W2E2 , n1 + n2)∪˙
∪˙ − (∂W1∪˙∂W2, S∂W1 ⊗ E
′
C,1∪˙S∂W2 ⊗ E
′
C,2, f1∪˙f2, D
∂W1
E′1
∪˙D∂W2
E′2
, 0) =
=(∂W, S∂W ⊗ EC, f,D
∂W
E , n1 + n2)∪˙ − (∂W, S∂W ⊗ E
′
C, f,D
∂W
E′ , 0)∪˙
∪˙(−Y ∪˙Y,−SY ⊗ FC∪˙SY ⊗ FC, g∪˙g,−D
Y
F ∪˙D
Y
F , 0)
∪˙(Y ∪˙ − Y, SY ⊗ F
′
C∪˙ − SY ⊗ F
′
C, g∪˙g,D
Y
F ′∪˙ −D
Y
F ′ , 0).
By Lemma 3.8,
(−Y ∪˙Y,−SY ⊗ FC∪˙SY ⊗ FC,g∪˙g,−D
Y
F ∪˙D
Y
F , 0)
∪˙(Y ∪˙ − Y, SY ⊗ F
′
C∪˙ − SY ⊗ F
′
C, g∪˙g,D
Y
F ′∪˙ −D
Y
F ′ , 0) ∼bor
∼bor (∅, ∅, ∅, ∅,−m),
where
m :=indAPS(D
−Y×[0,1]
F⊗E1
)− indAPS(D
−Y×[0,1]
F⊗E2
)−
− indAPS(D
Y×[0,1]
F ′⊗E1
) + indAPS(D
Y×[0,1]
F ′⊗E2
) =
=d1(D
Y
F )− d2(D
Y
F )− d1(D
Y
F ′) + d2(D
Y
F ′).
Let n denote the integer part of ΦA(x1∪Y x2). The proof of the Lemma is complete
upon noting that n = n1 + n2 −m; this equality follows from the Atiyah-Patodi-
Singer index theorem and Remark 3.3. 
Remark 3.11. The reader should compare the proof of Lemma 3.10 to Proposition
1.1. Moreover, Lemma 3.10 proves a special case of bordism invariance for ΦA.
Namely, using the notation of Lemma 3.10, we have that x1∪˙x2 ∼bor x1 ∪Y x2
in Sgeo0 (Γ,A). A specific bordism can be constructed using the manifold with
boundary obtained from straightening the angle on Z = (W ∪Y Y × [0, 1]∪Y W ′)×
[0, 1] and considering the regular domain (W ∪Y Y × [0, 1]∪Y W ′)×{0}∪˙(W ∪˙W ′)×
{1} of ∂Z.
Theorem 3.12. Assuming that A(Γ) is a Banach algebra closure of C[Γ] such that
σ1 and σ2 extends to A(Γ), the map ΦA : S
geo
0 (Γ,A) → S
h
1 (σ1, σ2) is well-defined
and fits into a commutative diagram with exact rows:
(18)
Kgeo0 (pt;A(Γ))
r
−−−−→ Sgeo0 (Γ,A)
δ
−−−−→ Kgeo1 (BΓ)
(σ1−σ2)∗
y ΦAy y
0 −−−−→ Z −−−−→ Sh1 (σ1, σ2)
δσ1,σ2−−−−→ Kh1 (BΓ) −−−−→ 0,
,
where the lower row is the short exact sequence of Proposition 2.14 and the right
vertical map is the isomorphism of Lemma 1.13.
Proof. Let us start by showing that ΦA is well defined from classes of cycles
with vector bundle data (i.e., map degenerate cycles to 0 and respects disjoint
union/direct sum, vector bundle modification and bordism). It follows from Re-
mark 3.3 and Lemma 3.4 that if (W, ξ, f) is a degenerate cycle then ΦA(W, ξ, f) is
null bordant. The result for the disjoint union/direct sum relation is clear.
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To prove invariance under vector bundle modification, consider a cycle
(W, (EA(Γ), E
′
A(Γ), EC, E
′
C, α), f)
for Sgeo0 (Γ,A) and V →W a spin
c vector bundle with even-dimensional fibers. We
take n as in Definition 3.2. By [23, Proposition 6.6] the Atiyah-Patodi-Singer index
is invariant under vector bundle modification when choosing the Dirac operators
D∂W
V
on ∂WV in the canonical way (see [23, Proposition 6.6]). Let πV : (∂W )
V →
∂W denote the projection. It follows from Proposition 1.11 and these observations
that
ΦA((W,(EA(Γ), E
′
A(Γ), EC, E
′
C, α), f)
V ) =
= (∂WV , S∂WV ⊗ E
V
C , f ◦ πV , D
∂WV
EV , n)
∪˙ − (∂WV , S∂WV ⊗ (E
′
C)
V , f ◦ πV , D
∂WV
(E′)V , 0) =
= (∂W, S∂W ⊗ EC, f,D
∂W
E , n)
V |∂W ∪˙ − (∂W, S∂W ⊗ E
′
C, f,D
∂W
E′ , 0)
V |∂W .
To prove bordism invariance of ΦA, assume that
w = (W, (EA(Γ), E
′
A(Γ), EC, E
′
C, α), f) ∼bor 0
in Sgeo0 (Γ,A). By the definition of bordism, there is a cycle
x = (W˜ , (E˜A(Γ), E˜
′
A(Γ), E˜C, E˜
′
C, α˜), f˜)
(as in Lemma 3.9) such that ∂W = ∂W˜ , f˜ = f and
(EA(Γ), E
′
A(Γ), EC, E
′
C, α)|∂W = (E˜A(Γ), E˜
′
A(Γ), E˜C, E˜
′
C, α˜)|∂W˜ .
By Lemma 3.9, ΦA(x) = 0. Hence, Lemma 3.10 and bordism invariance of the
index on closed manifolds imply that
ΦA(w) = ΦA(w∪˙x) = ΦA(w ∪∂W x) = 0,
To prove that the diagram (18) commutes, if (M, E) is a cycle for Kgeo0 (pt;A(Γ)),
then in Sh1 (σ1, σ2)
(σ1 − σ2)∗(M, E) = (∅, ∅, ∅, ∅, n),
where n = ind(M, E ⊗σ1 C
k) − ind(M, E ⊗σ2 C
k). On the other hand, since M is
closed,
ΦA ◦ r(M, E) = Φ(M, (E ,M × 0, ∅, ∅, ∅), ∅) = (∅, ∅, ∅, ∅, n).
It is clear that δ = δσ1,σ2 ◦ ΦA since
δσ1,σ2◦ΦA(W, (EA(Γ), E
′
A(Γ), EC, E
′
C, α), f) = (∂W, S∂W⊗EC, f)∪˙−(∂W, S∂W⊗E
′
C, f).

3.3. The map ΦA for C
∗-algebras. Later, we will make use of a modification
of the map ΦA that fits well with C
∗-algebra completions. Informally, it maps to
cycles with more “analytic data”; somewhat more precisely, it maps into a well
behaved class of cycles for S˜h1 (σ1, σ2). Let W be an even-dimensional compact
spinc manifold with boundary, f : ∂W → BΓ continuous and ξ a K-theory cocycle
relative to assembly for free Γ-actions (see the Introduction or in more detail [17,
Definition 1.8]).
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Definition 3.13. Assume that Ξ0 = (DE , DE′ , DE, DE′) is a choice of Dirac opera-
tors (see Definition 3.1) for ξ = (EC∗
full
(Γ), E
′
C∗
full
(Γ), EC, E
′
C
, α). Let A = (AE , AE
′
, A)
be a triple of smoothing operators in the Mischenko-Fomenko calculus:
AE ∈ Ψ−∞
C∗
full
(Γ)(∂W, E ⊗ S∂W ), A
E′ ∈ Ψ−∞
C∗
full
(Γ)(∂W, E
′ ⊗ S∂W )
and A ∈ Ψ−∞
C∗
full
(Γ)(∂W ∪˙ − ∂W, (E
′ ⊗ S∂W ⊗ f
∗L) ∪˙ − (E ⊗ S∂W ⊗ f
∗L))
such that the boundary operators
D∂WE +A
E , D∂WE′ +A
E′ ,
(
D∂WE′⊗f∗L∪˙ −D
∂W
E⊗f∗L
)
+A
are all invertible. We say that the data Ξ = (ξ,Ξ0, A) is a decoration of ξ. A
decorated K-theory cocycle relative to assembly is a decoration of a K-theory
cocycle relative to assembly.
Whenever (W, ξ, f) is a cycle for Sgeo0 (Γ, C
∗
full
) and Ξ is a decoration of ξ, we say
that (W,Ξ, f) is a decorated cycle for Sgeo0 (Γ, C
∗
full
).
Lemma 3.14. Any K-theory cocycle relative to assembly on (W,∂W, f) admits a
decoration.
Proof. Let (W, (EC∗
full
(Γ), E
′
C∗
full
(Γ), EC, E
′
C
, α), f) be a cycle for Sgeo∗ (Γ, C∗full). As
such, each of the cycles (∂W, EC∗
full
(Γ)), (∂W, E
′
C∗
full
(Γ)) and (∂W,EC ⊗ f
∗L)∪˙ −
(∂W,E′
C
⊗f∗L) for Kgeo∗ (pt, C∗full(Γ)) are nullbordant; in particular, their higher in-
dex vanish. Given a choice of Dirac operators for ξ := (EC∗
full
(Γ), E
′
C∗
full
(Γ), EC, E
′
C
, α),
Theorem 1.4 implies the existence of smoothing operators. 
Definition 3.15 (The higher Atiyah-Patodi-Singer index of a decorated cycle).
Let (W,Ξ, f) be a decorated cycle for Sgeo0 (Γ, C
∗
full
). Consider the Dirac operator
D¯ on the C∗
full
-Clifford bundle
S :=
(
π∗
(
EC∗
full
(Γ)|∂W
)
⊕ π∗E′C ⊗ f
∗L
)
⊗ S∂W×[0,1] → ∂W ⊗ [0, 1]
defined as in (17) (see page 19) from Ξ0. The C
∗
full
(Γ)-Clifford bundle S is graded
since W is even-dimensional and using the identification
S
+|∂W×{i} = (−1)
i
(
EC∗
full
(Γ)|∂W ⊕ E
′
C ⊗ f
∗L
)
⊗ S∂W for i = 0, 1,
we define the smoothing operator
A¯ := (id∪˙α∗)−1
((
AE ∪˙ −AE
′
)
⊕ A
)
(id∪˙α∗)
∈ Ψ−∞
C∗
full
(Γ)(∂W ∪˙ − ∂W,S
+|∂W ).
The higher Atiyah-Patodi-Singer index of (W,Ξ, f) is defined as
indAPS(W,Ξ, f) := indAPS(D
W
E , A
E)− indAPS(D
W
E′ , A
E′)
+ indAPS(D¯
∂W×[0,1], A¯) ∈ K0(C
∗
full(Γ)).
Remark 3.16. The higher Atiyah-Patodi-Singer index of (W,Ξ, f) depends (to a
very large extent) on the choice of decoration Ξ; for the trivial group, this fact can
be seen from Equation (7) (found on page 7).
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Proposition 3.17. Following the notation of Definition 3.13, the association
Φ˜0C∗
full
(W,Ξ, f) :=(19)
(∂W ∪˙ − ∂W,EC ⊗ S∂W ∪˙−E
′
C ⊗ S∂W , f ∪˙f,DE∪˙ −DE′ , A, (σ1 − σ2)∗indAPS(W,Ξ, f)),
induces a well defined map Φ˜C∗
full
: Sh0 (Γ;C
∗
full
)→ S˜h1 (σ1, σ2) fitting into a commu-
tative diagram:
Sgeo0 (Γ, C
∗
full
)
Φ˜C∗
full
!!
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈
ΦC∗
full
}}④④
④④
④④
④④
④④
④④
④④
④④
④
Sh1 (σ1, σ2)
∼
// S˜h1 (σ1, σ2)
,
where the bottom row is the isomorphism of Lemma 2.12.
Proof. The result follows from Theorem 3.12 once we prove that for any decorated
cycle (W,Ξ, f) there is, modulo the disjoint union/direct sum relation, a decorated
bordism Φ˜0C∗
full
(W,Ξ, f) ∼bor ΦC∗
full
(W, ξ, f) whenever the cycle ΦC∗
full
(W, ξ, f) is
defined using the connection data in the decoration Ξ of ξ (see Definition 3.2). We
note that by functoriality of Atiyah-Patodi-Singer indices,
(σ1 − σ2)∗indAPS(W,Ξ, f) =
indAPS(D
W
G1
, AE1 )− indAPS(D
W
G2
, AE2 )
−indAPS(D
W
G′
1
, AE
′
1 ) + indAPS(D
W
G′
2
, AE
′
2 )
+indAPS(D¯
∂W×[0,1]
1 , A¯1)− indAPS(D¯
∂W×[0,1]
2 , A¯2) = n−m,
where the Clifford connections ∇G1 et cetera and n are as in Definition 3.2 while
m is as in Proposition 2.5. Proposition 2.5 implies that
Φ˜0C∗
full
(W,Ξ, f) =
(∂W ∪˙ − ∂W,EC ⊗ S∂W ∪˙ − E
′
C ⊗ S∂W , f ∪˙f,DE∪˙ −DE′ , A, n−m) ∼bor
(∂W,EC ⊗ S∂W , f,DE, 0, n)∪˙ − (∂W,E
′
C ⊗ S∂W , f,DE′ , 0, 0) = ΦC∗full(W, ξ, f).

Remark 3.18. If x ∈ K∗(C∗full(Γ)) is the image of the cycle (M,E, f) forK
geo
∗ (BΓ)
under assembly, Atiyah’s L2-index theorem for coverings and the Atiyah-Singer in-
dex theorem implies that (σ1 − σ2)∗(x) = 0. Hence, if the assembly map µ :
Kgeo∗ (BΓ)→ K∗(C∗full(Γ)) is surjective then (σ1−σ2)∗ = 0 as a map onK∗(C
∗
full
(Γ)).
4. Relation between ρ ◦ ΦA and the geometric ρ-invariant of [17]
In [17, Section 5], a map, Sgeo0 (Γ, C
∗
full
) → R, was constructed on the level of
geometric cycles. In this section, we compare this map with the map ρσ1,σ2 ◦ΦC∗full :
Sgeo0 (Γ, C
∗
full
)→ R. We begin by recalling the construction from [17, Section 5].
LetN denote a II1-factor (i.e. a finite von Neumann algebra factor withK0(N) ∼=
R); we identify K0(N) with R via the unique normal faithful tracial state of N .
Following the notation of [17, Definition 5.1] and [17, Example 5.2], we construct
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the following data from the unitary rank k representations σ1 and σ2 of Γ. As above,
we let Ei := EΓ×σi C
k → BΓ. We choose an isomorphism φ : E1 ⊗N → E2 ⊗N
of N -bundles on BΓ. Such an isomorphism is constructed along the lines of [4,
Proposition 5.2]. The existence of such an isomorphism follows from the fact that
E1 and E2 are flat.
We let ℵ0 := (E1, E2, φ) denote the associated cocycle for K1(BΓ;R/Z), for
more on K-theory with coefficients in R/Z see [4, 5, 15, 25]. The pairing between
K-homology and K-theory with coefficients in R/Z is discussed in the context of
geometric cycles in [15, Section 6.2]. The data ℵ0 was required in [17, Definition
5.1] to be refined by further data, which in this case is canonically associated with
the data (ℵ0, σ1, σ2) and as such we denote this data by ℵ. We remark that in the
general setup considered in [17] it was the Mk(C)-bundles L⊗σiMk(C) and not the
vector bundles Ei = L ⊗σi C
k that was used in ℵ. This difference does not affect
the comparison carried out in this section.
The map indRℵ : S
geo
∗ (Γ, C
∗
full
)→ K∗(pt;N) = R was defined in [17, Proposition
5.5] on the level of cycles by
(W, ξ, f) 7→ (Z, αℵW,f (ξ)),
where Z :=W ∪∂W ∂W × [0, 1] ∪∂W −W and αℵW,f : K
0(W,∂W ;µL)→ K0(Z;N)
is a map canonically constructed from W , f and ℵ. The reader is referred to [17,
Section 5] for the precise construction.
We will need to understand αℵW,f on an explicit level modulo terms producing
null-bordant cycles. Assume that ξ = (EC∗
full
(Γ), E
′
C∗
full
(Γ), EC, E
′
C
, α) is a cycle for
K0(W,∂W ;µL). For notational simplicity, let
E˜C∗
full
(Γ) := π
∗(EC⊗f
∗L)→ ∂W×[0, 1] and E˜ ′C∗
full
(Γ) := π
∗(E′C⊗f
∗L)→ ∂W×[0, 1]
where π denotes the projection map, ∂W × [0, 1]→ ∂W .
Throughout this subsection, we abuse notation by letting C∗
full
(Γ)k denote the
bundle corresponding to k copies of the unit class in C(M,C∗
full
(Γ)) for a manifold
M that will be clear from its context. Similarly, we let 1k denote the bundle
corresponding to k copies of the unit class in C(M). We choose a complementary
C∗
full
(Γ)-bundle E⊥
C∗
full
(Γ) →W for EC∗full(Γ); that is, there is an isomorphism
EC∗
full
(Γ) ⊕ E
⊥
C∗
full
(Γ)
∼= C∗full(Γ)
n
for some n. We also choose a complementary C∗
full
(Γ)-bundle E˜⊥
C∗
full
(Γ) → ∂W×[0, 1]
for E˜C∗
full
(Γ); that is, there is an isomorphism
E˜C∗
full
(Γ) ⊕ E˜
⊥
C∗
full
(Γ)
∼= C∗full(Γ)
n˜
for some n˜. With the isomorphism α and the choice of complementary bundles in
hand, we obtain an isomorphism of C∗
full
(Γ)-bundles on ∂W × [0, 1]:
αˆ : E˜⊥C∗
full
(Γ) ⊕ E˜
′
C∗
full
(Γ) ⊕ C
∗
full(Γ)
n ∼−→ E ′C∗
full
(Γ) ⊕ E
⊥
C∗
full
(Γ) ⊕ C
∗
full(Γ)
n˜.
The isomorphism αˆ induces isomorphisms over ∂W × {0} for i = 1, 2:
αˆi := (σi)∗(αˆ) : (EC ⊗ f
∗Ei)
⊥ ⊕ E′C ⊗ f
∗Ei ⊕ 1
nk ∼−→ G′i|∂W ⊕G
⊥
i |∂W ⊕ 1
nk.
We note that the choices E⊥
C∗
full
(Γ) and E˜
⊥
C∗
full
(Γ) gives a canonical choice of comple-
ment for the bundles EC⊗f
∗Ei andGi. The isomorphism φ induces an isomorphism
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of vector bundles over ∂W :
φ∗ :
(
(EC ⊗ f
∗E1)
⊥ ⊕ E′C ⊗ f
∗E1 ⊕ 1
nk
)
⊗N
∼
−→(
(EC ⊗ f
∗E2)
⊥ ⊕ E′C ⊗ f
∗E2 ⊕ 1
nk
)
⊗N.
Let Σξ → Z = W ∪∂W ∂W × [0, 1] ∪∂W −W denote the N -bundle obtained by
gluing together
(G1
′|∂W ⊕G
⊥
1 |∂W ⊕ 1
nk)⊗N →W along αˆ1 ⊗ idN with
π∗
(
(EC ⊗ f
∗E1)
⊥ ⊕ E′C ⊗ f
∗E1 ⊕ 1
nk
)
⊗N → ∂W × [0, 1]
which is glued along αˆ2 ◦ φ∗ with
[
G′2|∂W ⊕G
⊥
2 |∂W ⊕ 1
nk
]
⊗N → −W.
The following Proposition follows from the constructions in [17, Section 5].
Proposition 4.1. In the notation above, αℵW,f (ξ)− [Σξ] ∈ R[1] ⊆ K
0(Z;N).
Since the manifold Z is nullbordant, (Z, αℵW,f (ξ)) ∼bor (Z,Σξ) in K
geo
0 (pt;N).
We now turn to the comparison of indRℵ with ρσ1,σ2 ◦ ΦC∗full . First we recall that
a II1-factor N is equipped with a unique faithful normal tracial state τN (see [13,
Corollary III.2.5.8]). Whenever FN → W is a smooth N -bundle equipped with a
connection ∇F , we use the notation chτ (∇F ) for the associated Chern character,
see more in [37]. Whenever Z is closed, the cohomology class of chτ (∇F ) only
depend on F and we write chτ (F) for the associated de Rham cohomology class.
If W =M × [0, 1], F = F0× [0, 1]→W for a smooth N -bundle F0 →M equipped
with two connections ∇F0 and ∇
′
F0
, we can equipp F with the connection ∇F :=
t∇F0 + (1 − t)∇
′
F0
. We set
csτ (∇F0 ,∇
′
F0) :=
∫ 1
0
chτ (∇F ).
Definition 4.2. Let (W, ξ, f) be a cycle for Sgeo0 (Γ,A) equipped with Dirac op-
erators Ξ0 constructed from a connection (∇W ,∇E ,∇E′ ,∇E ,∇E′) (see Definition
3.1). We define the Clifford connections
∇˜1 := ∇(E⊗E1)⊥⊗N ⊕∇E′⊗E1⊗N ⊕∇1nk⊗N ,
∇˜2 := φ
−1
∗
(
∇(E⊗E2)⊥⊗N ⊕∇E′⊗E2⊗N ⊕∇1nk⊗N
)
,
where ∇1nk denotes the trivial connection on 1
nk. The ℵ-Chern-Simons invariant
of the cycle with connection (W, ξ,Ξ0, f) is given by
csℵ(W, ξ,Ξ0, f) :=
∫
∂W
csτ
(
∇˜1, ∇˜2
)
∧ Td(∇∂W ).
Remark 4.3. Suppose that ξ is an easy cycle; that is, E ′ = E′ = 0 and α : E|∂W
∼
−→
E ⊗ f∗L. In this case, we can take the connection ∇E such that it coincides with
the connection induced from ∇E via α near ∂W . In this case, we have that
csℵ(W, ξ,Ξ0, f) = −
∫
∂W
csτ
(
∇E⊗E1 , φ
−1
∗ (∇E⊗E2)
)
∧ Td(∇∂W ).
Remark 4.4. Whenever Z is an even-dimensional closed spinc-manifold and FN →
Z is an N -bundle, i.e. (Z,FN ) is a cycle for K
geo
0 (pt;N), its class in K
geo
0 (pt;N)
is determined by the index indN (Z,FN) ∈ K0(N). The trace, τN , induces an
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isomorphism (τN )∗ : K0(N)
∼
−→ R. Moreover, standard results from Mishchenko-
Fomenko index theory (see for example [37, Theorem 6.9]) imply that
(τN )∗indN (Z,FN ) =
∫
Z
chτ (FN ) ∧ Td(Z).
Theorem 4.5. Assume that σ1, σ2 : Γ → U(k) are representations and let ℵ
and ℵ0 be the data chosen in the introduction of this section. The ℵ-Chern-
Simons invariant of cycles with connection is well defined and induces a map
csℵ : S
geo
0 (Γ, C
∗
full
)→ R fitting into the commutative diagram:
Sgeo0 (Γ, C
∗
full
)
ΦC∗
full
//
(τN )∗◦ind
R
ℵ
−csℵ

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
Sh1 (σ1, σ2)
ρσ1,σ2
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
R
.
where
(1) ΦC∗
full
is the map in Definition 3.2;
(2) ρσ1,σ2 is the map in Definition 2.13;
(3) τN , ind
R
ℵ, and csℵ are the maps discussed in the definitions and remarks
just before the statement of the Theorem.
Remark 4.6. The reader should note that this theorem appeared in the Intro-
duction. As we mentioned there, the map indRℵ should be viewed in analogy with
the topological index, while the map ρσ1,σ2 should be viewed in analogy with the
analytic index.
Proof. We equip Z with the Clifford connection constructed from ∇W using the
fact that ∇W is of product type near ∂W . Remarks 3.3 and 4.4 imply that the
result follows upon showing that∫
Z
chτ [Σξ ] ∧ Td(Z)− csℵ(W, ξ,Ξ0, f) =
∫
W
(ch(∇G1)− ch(∇G2)) ∧ Td(∇W )−
∫
W
(
ch(∇G′
1
)− ch(∇G′
2
)
)
∧ Td(∇W ) +
∫
∂W×[0,1]
(
ch(∇¯1)− ch(∇¯2)
)
∧ Td(∇∂W ).
(20)
To prove this fact, we construct a specific connection ∇Σ on Σξ. Let [0, 1]× ∂W ∼=
U ⊆ W be a small cylindrical neighborhood of ∂W and [0, 1/2]× ∂W ∼= U0 ⊆ U
another even smaller cylindrical neighborhood. We can take
∇Σ|W\U = ∇G⊥1 ⊗N⊕∇G
′
1
⊗N ⊕∇1n˜⊗N and
∇Σ|U0 = αˆ
−1
1
(
∇(E⊗E1)⊥⊗N ⊕∇E′⊗E1⊗N ⊕∇1n⊗N
)
.
On the other part (i.e., −W ⊆ Z) we require that
∇Σ|−W\−U = ∇G⊥2 ⊗N⊕∇G
′
2⊗N
⊕∇1n˜⊗N and
∇Σ|−U0 = αˆ
−1
2
(
∇(E⊗E2)⊥⊗N ⊕∇E′⊗E2⊗N ⊕∇1n⊗N
)
.
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On ∂W × [0, 1], we set the conditions that
∇Σ = αˆ−11 ∇˜1 near ∂W × {0} and ∇
Σ = αˆ−11 ∇˜2 near ∂W × {1}.
For this choice of connections,∫
W ∪˙−W
chτ [Σξ] ∧ Td(Z) =
∫
W
(ch(∇G1)− ch(∇G2)) ∧ Td(∇W )−∫
W
(
ch(∇G′1)− ch(∇G′2)
)
∧ Td(∇W ) +
∫
∂W×[0,1]
(
ch(∇¯1)− ch(∇¯2)
)
Td(∇∂W ),
and∫
∂W×[0,1]
chτ [Σξ] ∧ Td(Z) =
∫
∂W
csτ
(
αˆ−11 ∇˜1, αˆ
−1
1 ∇˜2
)
∧ Td(∇∂W ) =
=
∫
∂W
csτ
(
∇˜1, ∇˜2
)
∧ Td(∇∂W ) = csℵ(W, ξ,Ξ0, f).
The identity (20) (and thus also the theorem) follows. 
Remark 4.7. The reader should compare Theorem 4.5 to [4, Theorem 5.4].
Suppose that ℵ and ℵ′ are two different choices of data above, i.e. we choose two
different isomorphisms φ : E1⊗N → E2⊗N and φ′ : E1⊗N ′ → E2⊗N ′ for two II1-
factors N and N ′. We define the N⊗¯N ′-bundle ℓℵ,ℵ′ → BΓ×S1 by gluing together
E1⊗N⊗¯N
′× [0, 1/2]→ BΓ× [0, 1/2] with E2⊗N⊗¯N
′× [1/2, 1]→ BΓ× [1/2, 1] in
1/2 along φ⊗ idN ′ and the fiber over 0 with that over 1 along idN⊗φ′. We conclude
the following Proposition comparing the Chern-Simons term of two different choices
ℵ and ℵ′ as above.
Proposition 4.8. We use the notation introduction in this section (in particular,
in the previous paragraph and Remark 4.4). Then, one can factor the difference
(τN )∗ ◦ ind
R
ℵ − (τN ′)∗ ◦ ind
R
ℵ′ = (τN ⊗¯τN ′)∗ ◦ γℵ,ℵ′ ◦ δ : S
geo
0 (Γ, C
∗
full
)→ R,
where γℵ,ℵ′ : K
geo
1 (BΓ)→ K
geo
0 (pt;N⊗¯N
′) is given on the level of cycles by
γℵ,ℵ′(M,E, f) := (M × S
1, E ⊗ f∗ℓℵ,ℵ′).
We note that if [ℵ0] = [ℵ′0] ∈ K
1(BΓ;R/Z), [17, Theorem 5.6] guarantees that
(τN ⊗¯τN ′)∗ ◦ γℵ,ℵ′ ◦ δ : S
geo
0 (Γ, C
∗
full
)→ Z.
5. Vanishing results for relative η-invariants
The main application of this paper is the connection between the cycles relative
to the assembly map and relative η-invariants (in particular, stable relative η-
invariants). Such connections have previously been used to establish vanishing
of stable relative η-invariants for cycles vanishing under the full assembly map
assuming that Γ is a torsion-free group with the full Baum-Connes property (see
for instance [23, 26, 34]).
The motivation for this sphere of problems is the following: assume that (M,SCℓ, f)
is a cycle for Kh1 (BΓ) that vanishes under assembly. This situation occurs for
instance when M is spin and has positive scalar curvature, with SCℓ being the
spinor bundle, or if there in a suitable sense exists a homotopy equivalence between
two cycles (M ′, S′
Cℓ, f
′) and (M ′′, S′′
Cℓ, f
′′) in which case the cycle (M,SCℓ, f) =
(M ′, S′
Cℓ, f
′)∪˙(−M ′′,−S′′
Cℓ, f
′′) vanishes under assembly. Following [17, Theorem
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3.8], the class associated to the cycle, (M,SCℓ, f), must be the boundary of a cy-
cle (W, ξ, f) for Sgeo0 (Γ;C
∗
full
) under the isomorphism Kgeo1 (BΓ)
∼
−→ Kh1 (BΓ). If
C∗
full
(Γ) has the Baum-Connes property, the map ΦC∗
full
of Theorem 3.12 vanishes.
After applying the relative η-invariant on Sh1 (σ1, σ2) we arrive at the identity
ρσ1,σ2 ◦ ΦC∗full(W, ξ, f) = n+ ρσ1,σ2(M,SCℓ, f,D) = 0.
However, there is a large freedom in choosing the cycle (W, ξ, f) and vanishing
results for relative η-invariants can only be obtained if it is possible to choose
(W, ξ, f) in such a way that n = 0.
5.1. The (σ1, σ2)-relative index problem. Many results in this section are based
on solving a certain type of index problem. The index problem can be formulated
in two ways. One is suited for Banach algebras and the relative η-invariant and
a second, which we treat in the next subsection, that (with currently available
techniques) is only available for C∗-algebras; it is also better suited for treating
stable relative η-invariants.
Definition 5.1 (The (σ1, σ2)-relative index problem). Assume that A(Γ) is a Ba-
nach algebra completion of C[Γ] such that σ1 and σ2 extend to continuous homo-
morphisms A(Γ)→ Mk(C). The (σ1, σ2)-relative index problem for (M,SCℓ, g,D)
(with respect to A(Γ)), where (M,SCℓ, g) is a cycle for K1(BΓ) and D is a choice
of Dirac operator on SCℓ, is to find a cycle (W, ξ, f) for S
geo
0 (Γ,A) such that
ΦA(W, ξ, f) = [M,SCℓ, g,D, 0] in S
h
1 (σ1, σ2).
Remark 5.2. A solution to the (σ1, σ2)-relative index problem is never unique. A
disjoint union by any cycle (M, E) forKgeo0 (pt;A(Γ)) such that (σ1−σ2)∗(M, E) = 0
does not alter the boundary of a cycle for Sgeo0 (Γ,A).
Proposition 5.3. Assume that Γ is a torsion-free group and that A(Γ) (as in
Definition 5.1) has the Baum-Connes property. If (M,SCℓ, g,D) admits a solution
to the (σ1, σ2)-relative index problem,
ρσ1,σ2(M,SCℓ, g,D) = 0.
Proof. If A(Γ) has the Baum-Connes property, then Sgeo0 (Γ,A) = 0; hence,
ρσ1,σ2 ◦ ΦA(W, ξ, f) = ρσ1,σ2(M,SCℓ, g,D) = 0
if (W, ξ, f) solves the (σ1, σ2)-relative index problem for (M,SCℓ, g,D). 
Remark 5.4. The obvious topological obstruction to solving the (σ1, σ2)-relative
index problem for (M,SCℓ, g,D) is that its image under assembly vanishes (i.e.,
µA(M,SCℓ, g) = 0 inK1(A(Γ))). Unfortunately, the (σ1, σ2)-relative index problem
does in general not admit a solution even when the assembly of the cycle vanishes.
This follows from Proposition 5.3 and the examples in [34, Section 15].
5.2. The stable (σ1, σ2)-relative index problem. To remedy the problem dis-
cussed in Remark 5.4, we modify the (σ1, σ2)-relative index problem slightly. The
drawback is that in the current state of higher Atiyah-Patodi-Singer theory, we can
only consider C∗-algebra coefficients onto which σ1 and σ2 extend continuously.
Definition 5.5 (The stable (σ1, σ2)-relative index problem). A decorated cycle
(W,Ξ, f) for Sgeo0 (Γ, C
∗
full
) solves the stable (σ1, σ2)-relative index problem for the
cycle (M,SCℓ, g,D) with Dirac operator if there is an even-dimensional oriented
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vector bundle V → M and a smoothing operator A ∈ Ψ−∞(MV , SV
Cℓ ⊗ (g
V )∗L)
such that DVL +A is invertible and
Φ˜C∗
full
(Γ)(W,Ξ, f) = [M
V , SVCℓ, g
V , DV , A, 0] in S˜h1 (σ1, σ2)
Proposition 5.6. Suppose that the full C∗-completion of a torsion-free group Γ
has the Baum-Connes property. Then, whenever (M,SCℓ, g,D) admits a positive
solution to the stable (σ1, σ2)-relative index problem,
ρsσ1,σ2(M,SCℓ, g,D) = 0.
Proof. Using [23, Proposition 6.6] we can assume that V is the zero bundle. Note
that the Baum-Connes property implies that Sgeo0 (Γ, C
∗
full
) = 0 so ρσ1,σ2◦Φ˜C∗full = 0.
Then, Proposition 2.13 implies that
ρσ1,σ2 ◦ Φ˜C∗full(W,Ξ, f) = ρσ1,σ2(M,SCℓ, g,D,A) = ρ
s
σ1,σ2
(M,SCℓ, g,D) = 0
where (W,Ξ, f) solves the stable (σ1, σ2)-relative index problem for (M,SCℓ, g,D);
we note that the middle equality follows from Lemma 1.8. 
Theorem 5.7. Let Γ be a discrete group and (M,SCℓ, f,D) be a K
h
1 (BΓ)-cycle
equipped with a Dirac operator. Then, this cycle admits a solution to the stable
(σ1, σ2)-relative index problem if and only if µC∗
full
(M,SCℓ, f) = 0.
Before proving this Theorem, we make a few preparatory remarks.
Remark 5.8. The “only if”-part of the proof of Theorem 5.7 is easy: if (M,SCℓ, f,D)
admits a solution to the stable (σ1, σ2)-relative index problem, (M,SCℓ, f) is in the
image of
Sgeo0 (Γ, C
∗
full
)
δ
−→ Kgeo1 (BΓ)
∼
−→ Kh1 (BΓ)
hence, by [17, Theorem 3.8], µC∗
full
(M,SCℓ, f) = 0.
For the converse statement, it suffices to prove that whenever (M,SCℓ, f,D) is
a Kh1 (BΓ)-cycle with a choice of Dirac operator such that µ(M,SCℓ, f) = 0 in
K1(C
∗
full
(Γ)), there exists:
(1) an even-dimensional oriented vector bundle V →M such that MV can be
equipped with a spinc-structure;
(2) a decorated cycle (W,Ξ, fV ) for Sgeo0 (Γ, C
∗
full
) with ∂W =MV ;
(3) a null-bordant cycle x for Sgeo0 (Γ, C
∗
full
);
(4) a cycle y ∈ Kgeo0 (pt;C
∗
full
(Γ));
such that
Φ˜C∗
full
(
(W,Ξ, fV )∪˙r(y)
)
= (MV , SVCℓ, f
V , DV , A, 0)∪˙Φ˜C∗
full
(x),
on the level of cycles modulo disjoint union/direct sum. We note here the subtlety
that vector bundle modification on the right hand side is carried out in the oriented
model (see Definition 2.7).
Remark 5.9. In the proof of Theorem 5.7, we carry out vector bundle modification
in the geometric models Kgeo1 as well as S
geo
0 using the Bott class rather than the
Bott bundle, the latter approach lying closer to the vector bundle modification used
in Subsection 1.3. The motivation for the use of the Bott class is that we need the
notion of normal bordism; this notion requires the usage of cycles with K-theory
data and modification using the Bott class. The reader can find the relevant details
in [36, Chapter 4.5] and [17, Section 2 and 3].
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Proof of Theorem 5.7. For notational simplicity we assume M to be connected.
The proof for non-connectedM is carried out analogously (only the fiber dimensions
of the vector bundles which one modifies by can vary on each connected component).
The manifold data in the vector bundle modified cycle (M,SCℓ, f,D)
T∗M admits a
canonical spinc-structure, so we can assume thatM has a spinc-structure SM →M
and that SCℓ = SM ⊗ EC for some vector bundle EC →M .
Since (M,EC⊗f∗L) ∼ 0 in K
geo
1 (pt;C
∗
full
(Γ)) and the equivalence relation defin-
ing Kgeo1 (pt;C
∗
full
(Γ)) coincides with normal bordisms (see [36, Chapter 4.5]), there
is a 2k-dimensional spinc-normal bundle V →M , a spinc-manifold W with bound-
ary ∂W =MV and C∗
full
(Γ)-bundles EC∗
full
(Γ), E
′
C∗
full
(Γ) →W such that
∂(W, [EC∗
full
(Γ)]− [E
′
C∗
full
(Γ)])(21)
= (M, [EC ⊗ f
∗L])V = (MV , [EVC ⊗ (f
V )∗L]− 2k[π∗V EC ⊗ (f
V )∗L]),
on the level of isomorphism classes of cycles for Kgeo1 (pt;C
∗
full
(Γ)) with K-theory
data. Here EV
C
is defined using the 2k-dimensional Bott bundle QV → MV (as-
sociated with the spinc-structure) by setting EV
C
:= π∗V E ⊗ QV (i.e., E
V
C
is the
vector-bundle modification of EC in K
geo
1 using the Bott bundle of V ).
To simplify notation, we set E0 := 2
kπ∗V EC → ∂W =M
V and g := fV : ∂W →
BΓ. It follows from (21), after possibly taking direct sums of EC∗
full
(Γ) and E
′
C∗
full
(Γ)
with trivial bundles, that there is an isomorphism
α : EC∗
full
(Γ)|∂W ⊕ E0 ⊗ g
∗L → E ′C∗
full
(Γ)|∂W ⊕ E
V
C ⊗ g
∗L.
In particular,
ξ := (EC∗
full
(Γ), E
′
C∗
full
(Γ), E
V
C , E0, α)
is a cocycle for K0(W,∂W, µL). Let SMV →M
V denote the spinc-structure ofMV .
We note that Proposition 1.11 implies that an explicit cycle representing the image
of δ(W, ξ, g) under Kgeo1 (BΓ)
∼
−→ Kh1 (BΓ) is given by
(MV , EVC ⊗ SMV , g)∪˙ − (M
V , E0 ⊗ SMV , g).
Define the closed ball bundle MB := B¯(V ⊕ 1R) and let πB : MB → M denote
the projection. The map g = fV : MV → BΓ extends to a map fB := f ◦ πB :
MB → BΓ and the bundle E0 → MV extends to a bundle EB := 2kπ∗BE → M
B.
As such, we obtain an easy cycle
x := (MB, (EB ⊗ (f
B)∗L, E0, id), g) for S
geo
0 (Γ, C
∗
full
).
Choose a decoration
Ξ =
(
ξ, (DE , DE′ , DEV , D0), (A
E , AE
′
, A˜)
)
,
such that DV = DEV . Since µ(M
V , EV
C
, g) = µ(MV , E0, g) = 0, we can choose
A˜ = A0∪˙ − A, see Theorem 1.4. We choose a decoration of (EB ⊗ (f
B)∗L, E0, id)
of the form
ΞB =
(
(EB ⊗ (f
B)∗L, E0, id), (DB , D0), (AB , A0)
)
.
Define
y : = −indAPS(W,Ξ, g)− indAPS(M
B,ΞB , g) ∈ K0(C
∗
full
(Γ)),
n := (σ1 − σ2)∗indAPS(W,Ξ, g) and nB := (σ1 − σ2)∗indAPS(M
B,ΞB, g).
36 ROBIN J. DEELEY, MAGNUS GOFFENG
By definition, modulo the disjoint union/direct sum relation, we have
Φ˜C∗
full
((W,Ξ, g)∪˙r(y))
=(MV , SVCℓ, f
V , DV , A, n)∪˙ − (MV , E0 ⊗ SMV , f
V , D0, A0, 0)
∪˙(∅, ∅, ∅, ∅, ∅,−n− nB)
=(MV , SVCℓ, f
V , DV , A, 0)∪˙ − (MV , E0 ⊗ SMV , f
V , D0, A0, nB)
It is clear that (MV , E0 ⊗ SMV , f
V , D0, A0, nB) = ΦC∗
full
(Γ)(x). The proof is com-
plete upon proving that x ∼bor 0 in S
geo
0 (Γ, C
∗
full
).
We set MB
2
:= B¯(V ⊕ 12
R
) and let πB2 : M
B2 → M denote the projection.
Introduce the notation EB2 := 2
kπ∗B2E →M
B2 . We note that ∂MB
2
= MB ∪MV
MB in a way compatible with the projection maps. We also set g2 := f ◦ πB2 |MB .
It can be directly verified that
x = ∂((MB
2
,MB), (EB2 ⊗ g
∗
2L, EB , αB), g2)
for a suitable αB constructed from α. 
5.3. Vanishing results. We summarize the vanishing results for (stable) relative
η-invariants, which can be inferred from results in the previous section; these results
have previously been proved using different techniques in [34]. The results for the
stable relative η-invariants are as follows:
Theorem 5.10. Assume that Γ is a torsion-free group having the full Baum-
Connes property. If (M,SCℓ, g,D) is a K
h
1 (BΓ)-cycle with a Dirac operator. Then
µC∗
full
(M,SCℓ, g) = 0 ⇒ ρ
s
σ1,σ2
(M,SCℓ, g,D) = 0.
Proof. It follows from Proposition 5.6 and Theorem 5.7 that if µC∗
full
(M,SCℓ, g) = 0
then ρsσ1,σ2(M,SCℓ, g,D) = 0. 
Remark 5.11. Theorem 5.10 trivially implies Lemma 1.8 under the stronger as-
sumption that µC∗
full
is an isomorphism because ρsσ1,σ2(M,SCℓ, g,D) = 0 whenever
µC∗
full
(M,SCℓ, f) = 0.
The following corollary of Theorem 5.10 was proved in [34] using a suitable choice
of smoothing operator; we state it here for completeness.
Corollary 5.12. Assume that Γ is a torsion-free group having the full Baum-
Connes property. Then
(1) The relative η-invariant for signature operators (see Notation 1.7) is ho-
motopy invariant.
(2) The relative η-invariant vanishes on manifolds of positive scalar curvature.
Remark 5.13. A connection to work in [12] should be mentioned. Namely, using
the group defined in [12, Section 4.2] (and discussed in Remark 2.16) and the L2-
Atiyah-Patodi-Singer index theorem of Ramachandran [35], the proof above can
be altered to obtain analogous rigidity results for ℓ2-relative η-invariants. These
results were first proved in [28], while a “Higson and Roe” type proof is presented in
[12]. Of course, such a proof would require additional work and we will not pursue
the full details here.
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