The authors study ill-posed equations with unbounded operators in Hilbert space. This setup has important applications, but only a few theoretical studies are available. First, the question is addressed and answered whether every element satisfies some general source condition with respect to a given self-adjoint unbounded operator. This generalizes a previous result from Mathé and Hofmann (2008 Inverse Problems 24 015009). The analysis then proceeds to error bounds for regularization, emphasizing some specific points for regularization under unbounded operators. The study finally reviews two examples within the light of the present study, as these are fractional differentiation and some Cauchy problems for the Helmholtz equation, both studied previously and in more detail by U Tautenhahn and co-authors.
Introduction and main result
There are many papers that outline the regularization theory of ill-posed operator equations (with given right-hand side y and unknown solution x)
where the forward operator A is an injective linear and bounded mapping between two Hilbert spaces X and Y with inner products ·, · and associated norms · . The ill-posedness of the problem comes from the fact that the range R(A) is a non-closed subset of Y, i.e.,
R(A) = R(A).
Following Nashed (see [8] ) we have to distinguish ill-posedness of type I, where condition (2) is complemented by the fact that the range R(A) contains a closed infinite dimensional subspace, and ill-posedness of type II, where A with infinite-dimensional range is compact. In this paper, we focus on more general ill-posed equations (1) with a closed, densely defined linear operator
with domain D(A), i.e., D(A) is a dense linear subspace of X, and convergences x n → x 0 in X with x n ∈ D(A) (n ∈ N) and Ax n → y in Y imply x 0 ∈ D(A) and Ax 0 = y 0 . This includes the cases that either the operator A is bounded (with D(A) = X) but not necessarily compact (see also [4] ) or that A with a proper subset D(A) of X is unbounded.
One can find in the literature only a few studies which treat regularization theory under unbounded operators. The monograph [15] discusses inverse problems under unbounded operators, but only marginally and without details. We also mention [10] , where Tikhonov regularization is considered. Therefore, we feel that it makes sense to highlight some important features of this more general setup. Special care is required to apply the usual functional calculus from regularization theory, see [1, 7] .
There are interesting applications which lead to the problem of regularization under unbounded operators, and we review some of them in section 4. Specifically, inverse problems under non-compact and unbounded operators cover cases beyond integral equations as shown in section 4.1. However, also for initial and boundary value problems of partial differential equations such situations may occur. An example is the Cauchy problem for the Helmholtz equation, which is presented in section 4.2.
Smoothness is often measured in terms of source conditions. The most general setup assumes that a solution to (1) belongs to the range of some index function applied to the operator A * A, and we refer to section 2 for a formal introduction. The main objective of this study is to prove the existence of such source condition whenever the underlying operator A from (1) is a closed, densely defined and injective operator. In that case the operators A * A and AA * are non-negative self-adjoint operators. Below, we shall agree to call a self-adjoint operator positive if it is injective and nonnegative.
We shall first develop some calculus for domains and ranges for positive self-adjoint operators, and then prove with theorem 1 the main result. In particular, we highlight that smoothness given in terms of Sobolev-Hilbert spaces can be translated to some source condition, a fact which is easy to establish but may not be of common knowledge. After that we are going to discuss several topics of regularization theory under unbounded operators, which differ in some aspects from the classical one. We conclude with two examples.
Calculus for general source conditions under unbounded operators
Source conditions use index functions and these must be defined on the spectrum σ (H ) of some positive self-adjoint operator H. If this operator is unbounded, then it is reasonable to assume that the corresponding function is defined on R + . Hence, we call a positive function ψ : (0, ∞) → (0, ∞) an index function if it is an increasing (non-decreasing) and continuous function with lim t→0 ψ(t) = 0. We consider both bounded and unbounded index functions, i.e. lim t→∞ ψ(t) can be finite or +∞.
In [6] the authors have shown the existence of an index function ψ for every element x † ∈ X in the Hilbert space X such that a general source condition x † = ψ(H ) with source element w ∈ X holds whenever H is a positive and compact self-adjoint linear operator, which implies that H is bounded. Theorem 1 extends the theorem from [6] to the missing cases that either H is bounded but non-compact or that H is unbounded.
When measuring smoothness with respect to an operator equation (1) 
Plainly this is a reformulation of
In case of doubt we say in extenso that x † satisfies a source condition given by the index function ψ with source element w.
Domain and range relations for index functions
Here we develop some calculus for operators given by index functions of some positive selfadjoint operator H. The following lemma establishes that given such an operator H, and some (bounded or unbounded) index function ψ, the range of ψ(H ) is determined by the behavior of ψ near zero. We shall use the following calculus for ranges and domains of operator functions. For this purpose we restrict our attention to unbounded index functions when studying domains of operators. If H is some unbounded positive self-adjoint operator H mapping in X, and if the index function ψ is unbounded, then the associated operator ψ(H ) is unbounded, positive and self-adjoint. Furthermore, the mapping˜: ψ →ψ, given byψ(t) := 1/ψ(1/t), t > 0, 4 maps unbounded index functions to unbounded index functions, and it holds true that
We shall also use the following simple facts.
Lemma 1. Let H be a positive self-adjoint operator. If two index functions ψ and ψ obey
Proof. The range inclusion is easy to see. By the assumed ordering the operator
of ψ(H ), and we have the identity
The domain inclusion is trivial if ψ is bounded. Otherwise both index functions are unbounded, and the domain inclusion is a consequence of the range inclusion. Indeed, if ψ ψ then this yields thatψ ψ , and thus
which completes the proof. 
Proof. Given t 0 > 0, we can assign to any index function ψ the bounded index function
We claim that R(ψ(H )) = R(ψ 0 (H )), from which the assertion of the lemma is a consequence. The inclusion R(ψ 0 (H )) ⊆ R(ψ(H )) follows from lemma 1 since ψ 0 ψ. The other inclusion is a consequence of the decomposition
and hence
(H )v is well defined and x † = ψ 0 (H )w, and the proof is complete.
By using the identification (4) the result from lemma 2 turns to the following lemma. 
Remark 1.
In the case that the unbounded operator H is m-accretive (semi-bounded), i.e., when H x, x m x 2 , x ∈ D(H ), for some m > 0, then the inverse H −1 is bounded. In this case, the domain restriction translates into a source condition with respect to a bounded operator H −1 as
In many applications, for instance in example 1 below, the operator H is such a semi-bounded differential operator, and then source conditions with respect to H −1 and domain restrictions with respect to H are equivalent.
Source conditions under unbounded operators
We now proceed to prove theorem 1, and we start with an auxiliary result. 
Proof. Given f as above, we introduce the following (μ-a.e.) partition of the space . We set 0 = {t ∈ : 1 f (t)} and let
From the construction we obtain that
for μ-a.e. disjoint characteristic functions χ k , k = 0, 1, . . .. Then for every ε > 0 there is a sequence σ 0 = 1 σ 1 σ 2 · · · > 0 such that lim k→∞ σ k = 0, and
This follows, for example as in the proof of the theorem in [6] , from [9, section 8.6.4] . On that basis we define a continuous piecewise linear function ψ which takes the values σ k at the grid point t = 2 −k and ψ(t) = 1 for t 1. Then ψ is an index function in our sense. We letg := g/ψ(f ) and claim that this function belongs to L 2 ( , A, μ) and satisfies the norm bound. By construction we have that
and the proof is complete.
Remark 2.
We should mention the following consequence. Suppose that := (0, ∞), equipped with the Borel σ -algebra, and some measure μ, and let f (s) = s, s > 0. Then the assertion of lemma 4 may be rephrased as follows: for each square integrable function g there is an index function ψ such that g/ψ is still square integrable.
To each real-valued measurable function f on a measure space ( , A, μ), we may assign
Its domain of definition is given as
In complex Hilbert space X, each self-adjoint operator, say H : D(H ) ⊆ X → X is unitarily invariant to a multiplication operator, i.e., there are a measure space ( , A, μ), a measurable function f and a unitary operator U :
and
Moreover, for any bounded measurable function ψ it holds that
We refer to [11, chapter VIII] for details.
Remark 3. Actually, in [11] , the proof of the spectral theorem is presented for separable Hilbert spaces, and it is shown that in this case the representing measure μ can be chosen finite. However, the theorem also holds for non-separable Hilbert spaces, but the structure of the measure space ( , A, μ) may be more complicated. Most proofs of the spectral theorem for unbounded operators use the Caley transform, and are thus formulated in complex Hilbert space. Other proofs reduce the spectral theorem for unbounded operators to the bounded case by using a suitable transformation, see [2, section 30] . In this case the argument works for both, real and complex Hilbert spaces.
Remark 4.
The relation between positive self-adjoint operators and multiplication operators, as presented above sheds some new light on the assertions of lemmas 1-3. Indeed, it holds (8), and consequently that , μ) , giving rise to alternative proofs of the lemmas.
As the above discussion reveals, multiplication operators are representative for (unbounded) self-adjoint operators, and properties of the operator H can be seen as properties of the representing function
Ill-posed problems are characterized by operators H with a non-closed range R(H ), where zero is an accumulation point of the set R(f ). Also, a positive operator H is unbounded if and only if +∞ is an accumulation point of R(f ).
Example 1 (Sobolev-Hilbert spaces).
The above approach is taken in the definition of Sobolev-Hilbert spaces on R. We let f (s) :
For any p > 0 we assign the positive self-adjoint multiplication operator M f p with corresponding domain. The Fourier transformation F constitutes an isometry on L 2 (R), and we then let
We refer to [14, 2.3 .3] for a general outline. The operator G p is clearly semi-bounded, and hence we may apply the reasoning from remark 1: an element x ∈ H p (R) belongs to the Sobolev space exactly if it satisfies a source condition x ∈ R G −1 p
p . This will be relevant for the example of fractional differentiation, studied in section 4.1.
Note that the function f representing the operator G p has the essential range R(f ) = [1, ∞), indicating that G p possesses a closed range.
In the following lemma, we shall assume that the measure μ is finite, which is typical for separable Hilbert spaces X, see remark 3. The result extends to the non-separable case with a technical modification of the proof.
Lemma 5. If the non-negative self-adjoint operator H : D(H ) ⊆ X → X is injective, then the measurable function f which represents the corresponding multiplication operator can be chosen to be strictly positive.

Proof. This follows from the following identity for functions
Assume now that f 0 on a set S of positive measure. Making S smaller if necessary we may also assume that f is bounded on S. Since μ is finite the function h = χ S then is in D(M f )\{0} which yields a contradiction to the estimate above. Hence f > 0 μ-a.e. and U * h = 0. Hence f would be a function with f |h| 2 dμ = 0. Therefore f > 0 μ-a.e. and we can change f to be positive on the remaining null set.
We are now in a position to prove the main result.
Proof of theorem 1. Under the assumptions on H, by using lemma 5, the representing multiplication operator M f possesses a positive function f . If x ∈ X then g := Ux ∈ L 2 ( , A, μ), and we can apply lemma 4 to find a bounded index function ψ such that
. By using (11) this means that
where we defined w := U * g ∈ X. This proves assertion (a). On the other hand, for proving (b) let x ∈ R(ψ(H )) for some unbounded index function. Then we can replace this by any bounded one as done in lemma 2, and the proof is complete.
We draw some consequences of theorem 1 in the following.
Corollary 1. Under the assumptions of theorem 1, the following holds true. (a) If x ∈ R(ψ(H )) for some index function ψ, then there is an index function ψ 1 such that x ∈ R([ψ · ψ 1 ](H )). (b) If x ∈ D(ψ(H )) for some unbounded index function ψ, then there is an unbounded index
function
Proof. To prove (a) we apply theorem 1 once more to w ∈ X in order to find an index function ψ 1 with w = ψ 1 (H )v, which proves the result. To prove (b) we assume without loss of generality that the operator H is unbounded. Then we use the identity (4) to infer that
). We note that the functionψ · ψ 1 constitutes an unbounded index function, and applying the identity (4) once more we obtain that x ∈ D([ψ ·ψ 1 ](H )). The functionψ 1 may not be an index function as it may be bounded away from zero. However, in the light of lemma 3 we may replaceψ 1 by any unbounded index function sharing the same behavior near infinity, which concludes the proof of the corollary.
Remark 5. Assertion (a) of the corollary strengthens the assertion of theorem 1, and it emphasizes that there is no maximal smoothness, a fact which has various consequences in regularization theory, a topic which will not be discussed here.
Regularization under unbounded operators
As mentioned in section 1, there are only a few papers which study linear equations (1) for unbounded operator A : D(A) ⊆ X → Y with x ∈ D(A), and we recall the study [10] in which Tikhonov regularization is considered. There, the solution representation for Tikhonov regularization is derived from minimizing the functional Remark 6. For Tikhonov regularization as in (12), the family is given by g α (t) := 1/(t + α), and it is easily seen to satisfy the properties of a regularization.
In analogy to (12) , given some general regularization, and data y δ ∈ Y we let
be the approximate solution to (1) by using the parameter α. Our goal is first to see why (13) is correctly defined in the case of an unbounded operator A, and then to derive error bounds under smoothness in terms of general source conditions x † = ψ(H )w, with H = A * A, for the solution x † .
Auxiliary analysis
In the light of definition 1(c) we introduce the following space W of bounded (Borelmeasurable) functions on R + as
The calculus for general regularization schemes is based on the following.
Proposition 1. Let A : D(A) ⊂ X → Y be a densely defined and closed operator, and let g be any bounded measurable function in
R + . If y ∈ D(A * ) then also g(AA * )y ∈ D(A * ),
and it holds that
In addition, for all functions in W the operator defined in (15) Proof. We shall use the polarization identity for closed densely defined operators, see e.g. [11, theorem VIII.32], i.e., there is a partial isometry U (on ker(A) ⊥ onto the closure of R(A)) such that A = U |A|, where |A| := (A * A) 1/2 . Therefore, it holds that AA * = U |A| 2 U * , and for any y ∈ D(A * ) we have that
Thus, we have that g(AA * )y ∈ D(A * ) and the identity (15) holds. Finally, if g ∈ W then we assign to a given y ∈ D(A * ) the element z :
and the operator from A * g(A * A) extends to a bounded operator on all of Y with norm bound g W . The proof is complete.
This allows for the following consequences with regard to error bounds of regularization.
Corollary 2.
Let A : 
Both assertions are consequences of proposition 1 and we omit the proof. The norm bound in (b) follows as in the proof of (16), and spectral calculus yields that in this case (13) is well defined for any data y δ ∈ Y . Correspondingly to (13), we let
for the solution x † ∈ D(A), which is also well defined by corollary 2. Error bounds are obtained from
and we treat both summands, separately. An estimate for the second term in the right-hand side of (18) expresses the noise propagation, and it holds Lemma 6. For each α > 0 we have that
Proof. We rewrite
Corollary 2(b) allows us to complete the proof.
The first term x † − x α , which is called bias, requires smoothness of the solution x † , and by theorem 1 we know that there exists a bounded index function ψ such that x † satisfies a source condition (3).
Lemma 7.
Suppose that the solution satisfies a source condition (3) given by the index function ψ and with a source element w ∈ D(ψ(H )). Then for each 0 < α ᾱ we have that
Using corollary 2(a) we can continue with
We exploit functional calculus from (11) for the self-adjoint operator A * A to conclude that
by substituting s := f (t) > 0.
Qualification of regularization under unbounded operators
Bounds for the bias are important for understanding regularization, and the related concept is called qualification. 
In the case that the spectrum σ (A * A) is bounded, i.e., for bounded operators A, it is well known that the qualification is determined in a neighborhood of zero. Moreover, if one index function is a qualification then this is also valid for all index functions which coincide with it in a neighborhood of zero. However, such assertion does not hold under unbounded operators. It extends only if we impose some growth condition (GC). The following result is a generalization of [5, proposition 2.7 ] to general regularization and under unbounded operators. 
holds.
Proof. Suppose that the assumption of the proposition is fulfilled. We shall prove (20) for 0 < α s := min{ᾱ, s 0 }. To do so we distinguish the three cases that 0 < s α, α < s s, and s >s with s ∈ σ (A * A). In the first case by using the monotonicity we have that |r α (s)|ψ(s) γ 1 ψ(α), with γ 1 from definition 1(b). For α < s s using the assumed monotonicity of the quotient we have
For the remaining case α <s < s we reduce the problem to the known qualification of the function ϕ. We bound The monotonicity assumption of the above proposition represents low smoothness. We accompany the above result with the case of high smoothness. It yields the best to expect even under highest possible smoothness. The proof is similar to the above one and we omit it. The notion of qualification uses global properties of the index functions on all of σ (A * A). It thus may happen that for two functions which coincide on some interval (0, s 0 ] one is a qualification of the regularization and the other is not. This is a paradox which cannot be observed for bounded operators and it is artificial. In fact, by using theorem 1(b) based on lemma 2 we can replace any unbounded index function ψ by a bounded one ψ 0 , which equals the original one on some initial segment (0, s 0 ]. For the latter ψ 0 , the proposition applies and thus yields a convergence rate for the bias. Taking this into account we summarize the above analysis as 
We postpone further discussion, in particular for Tikhonov regularization, to the end of section 3.3.
Convergence rates
Having established both, bounds for the bias and for the noise propagation term, we obtain explicit error bounds (as functions of the noise level δ > 0) for the cases covered by proposition 4. As in usual regularization theory for general smoothness, see [7] , we assign the strictly increasing (from zero to ∞) index function
to any index function ψ. The convergence rates in the following result are the usual ones in regularization theory under bounded operators, and under the smoothness assumption x † = ψ(A * A)w. However, as was highlighted in the above discussion, the proof is not a straightforward consequence of the qualification, but needs to take into account the fact that we can replace unbounded index functions by appropriately chosen bounded ones.
