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Children are thought to vary in the specificity with which speech sounds are represented. Although not ubiquitously (Coady, Kluender, & Evans, 2005) , many studies have found that children with developmental disorders of oral language perception and production have noisy or poorly specified phonological representations. For example, children with developmental language disorder (DLD) show weak discrimination of speech sounds across boundary points (Robertson, Joanisse, Desroches, & Ng, 2009; Stark & Heinz, 1996; Vanderwalle, Boets, Ghesquière, & Zink, 2012) , struggle to perceive speech in noise (Knowland, Evans, Snell, & Rosen, 2016; Vanderwalle et al., 2012; Ziegler, Pech-Georgel, George, Alario, & Lorenzi, 2005; Ziegler, Pech-Georgel, George, & Lorenzi, 2011) , and exhibit poor lexical decision making when nonwords are phonologically similar to existing words (Maillart, Schelstraete, & Hupet, 2004) . Poorly specified, noisy phonological representations have been proposed to underlie morphological difficulties, which are a hallmark of DLD (Joanisse, 2004; Joanisse & Seidenberg, 2003) . The precision of phonological representations also varies between typically developing children within an age group (Anthony et al., 2010) and across developmental time (Hazan & Barett, 2000) . We might expect that the specificity with which speech sounds are represented is therefore associated with structural language ability. Individuals with autism spectrum disorders (ASDs) do not tend to show atypicalities in the perceptual categorization of speech sounds (Constantino et al., 2007; Stewart, Petrou, & Ota, 2018 ; although see Wang, Wang, Fan, Huang, & Zhang, 2017 , for a study on the categorization of lexical tone). However, there is some evidence for reduced phonetic generalization in this population (Järvinen-Pasley, Wallace, Ramus, Happé, & Heaton, 2008) , that is, a reduced ability to apply learning about speech sounds from one situation to another. Compared to controls, individuals with ASD demonstrate less generalization across speech sounds when trained to imitate words with a modified phonetic feature (increased voice onset time; Mielke, Nielsen, & Magloughlin, 2013) . The ability to generalize is critical to the flexibility of the phonological system. Generalization allows the listener to adapt to interspeaker variation, such as a previously unencountered accent, or intraspeaker variation, such as phonetic variability as speakers encounter different acoustic backgrounds (see Kleinschmidt & Jaeger, 2015) . Generalization also allows listeners to transfer that learning to new words from the accented speaker or new speakers in the same noisy conditions.
In this study, we assessed the time course of phonological learning in a task that evaluated performance on both trained items and novel items (assumed to rely more heavily on generalization). Our aim was to probe the nature of the phonological system in children who were thought to vary in the stability and flexibility of their phonological representations, that is, in children who vary in structural language ability and autism symptomatology. Notably, many children with an ASD also show broad weaknesses in structural language ability (see Williams, Botting, & Boucher, 2008 , for a review), and many children with poor structural language show symptoms of ASD. By sampling across spectra of ability, here, we were able to assess the implications of poor structural language and autism symptomatology in the same children.
Phonological Learning Is Supported by Sleep
Perceptual learning related to speech sounds can be rapid, but the establishment of stable representations takes time and, as some evidence suggests, sleep. In typically developing young adults, Fenn and colleagues (Fenn, Margoliash, & Nusbaum, 2013; Fenn, Nusbaum, & Margoliash, 2003) have demonstrated that sleep promotes the generalization of perceptual learning when listening to synthesized "text-to-speech" tokens. Fenn et al. (2013) tested adults on their ability to understand single synthesized words at four time points: before and after a perceptual training session at 9 a.m. and then 12 and 24 hr later. Two groups of participants were included. The generalization-trained group was trained by listening to 300 different synthetic words while being presented simultaneously with the written words. After 30 min of training, participants showed around a 20% improvement in their ability to type out previously unheard synthesized words; this training effect had decayed 12 waking hours later but was restored to posttraining levels after sleep. A separate rote-trained group was trained on a limited set of 20 items, each repeated 15 times over the course of training. This group showed improvement when tested on the same items they were exposed to during training, but not when tested on novel items, even after sleep. Fenn et al. suggest that sleep therefore supports the generalization of phonological remapping in adults. The importance of sleep for generalization is supported by previous work from this same group, showing that phonological generalization after training on synthesized speech is restored to posttraining levels after sleep in adults trained in the evening, but not after an equivalent period of wake in adults trained in the morning (Fenn et al., 2003) .
Other work on the time course of phonological generalization has considered adult listeners' ability to generalize between foreign-accented speakers after, for example, adapting to initially ambiguous speech sounds during lexically guided learning. After perceptual adaptation to one accented speaker, immediate generalization to others has been demonstrated when acoustic properties relevant to perceptual contrasts of interest are similar between speakers (Xie, Earle, & Myers, 2016) . When speakers differ phonetically, however, listeners' ability to generalize perceptual learning across speakers was observed only after a period of sleep and not an equivalent wake period (Earle & Myers, 2015; Xie, Earle, & Myers, 2018) . This suggests that sleep supports the abstraction of higher level category-relevant information from speech. Not all studies of phonological learning have shown a privileged role for sleep, however; for example, perceptual adjustments such as adapting to altered voice onset times (Collet et al., 2012) or place of articulation (Eisner & McQueen, 2006 ) for a single phonological contrast are not usually shown to be sleep dependent in adults. This suggests that relatively straightforward modifications to the phonological system or to individual phonemic features are stable enough to not require overnight consolidation (see Earle & Meyers, 2014) . The exact conditions under which sleep may support phonetic learning are not clear though, as even the identification and discrimination of a single nonnative contrast has been shown to be sleep dependent (Earle, Landi, & Myers, 2017) .
Recently, Earle, Landi, and Myers (2018) trained and immediately tested adults with and without DLD on nonnative speech sounds in the evening and then retested performance the following morning. Adults with DLD showed comparable gains to age-matched controls during training but did not show overnight consolidation on the identification and discrimination of the newly learned sounds. The literature therefore suggests that sleep promotes complex phonological learning in typically developing adults but may not provide the same degree of support for individuals who show relatively poor structural language skills.
The mechanisms by which sleep supports human memory in general are beginning to come into focus. Sleep can be broadly divided into rapid eye movement (REM) sleep and non-REM (NREM) sleep (consisting of Stage 1, Stage 2, and slow wave sleep [SWS] ). Over the course of a night, humans cycle through these stages, alternating between NREM and REM sleep around four or five times. One influential two-phase model of the role of sleep in memory consolidation (Diekelmann & Born, 2010) proposes that each stage of sleep actively contributes to different components of consolidation in a complementary manner, with the cyclical nature of sleep stages illustrating the interplay between those components. Diekelmann and Born suggest that NREM sleep supports system consolidation, whereby memory traces, encoded during the preceding period of wakefulness, are re-activated through coordinated activity between the hippocampus and the neocortex. The re-activation of memory traces is thought to drive the relocation of tracespecific activity from short-term hippocampal to long-term neocortical storage. The mechanisms of mnemonic redistribution during system consolidation have been further supported and refined through evidence of hierarchical, nested activity during SWS (Staresina et al., 2015) . Specifically, neocortically generated slow oscillations during SWS, thalamocortically generated spindles (bursts of activity at around 10-16 Hz), and hippocampally generated ripples (bursts of activity at around 80-100 Hz) are functionally coupled in the human hippocampus. This process is believed to be orchestrated by slow oscillations, with behavioral change in hippocampally dependent memory being associated with the coupling of oscillatory activity (Cox, Hofman, & Talamini, 2012; Latchourmane, Ngo, Born, & Shin, 2017) . Wei, Krishnan, Komarov, and Bazhenov (2018) further propose that spindles in Stage 2 sleep promote the reactivation and consolidation of multiple competing memory traces, while SWS preferentially consolidates stronger traces.
The second component of Diekelmann and Born's twophase model proposes that the period of REM sleep following NREM sleep promotes the so-called synaptic consolidation in localized neocortical regions, allowing the stabilization of memory traces in long-term storage and enhancing the automaticity of signal processing. Sequential stages of sleep are therefore thought to act in concert to promote the reorganization and consolidation of memory, with the action of stages depending on the type of memory, the task used, and the strength of the memory trace at encoding. Earle and Myers (2014) have suggested that the characteristics of sleep architecture (patterns of overnight brain activity) that phonological learning is associated with should vary depending on the task at hand. Tasks that rely more on auditory skills might be expected to be more strongly associated with REM-related synaptic consolidation, promoting a shift of attention to selective auditory features resulting in enhanced perceptual performance. By contrast, tasks that involve a greater degree of explicit recall or the integration of new memory traces with existing knowledge are likely to be associated, to a greater extent, with NREMrelated system consolidation.
The Current Study
In this study, we trained children, who varied in their structural language ability and autism symptomatology, to listen to synthesized speech tokens. We tracked changes in performance immediately after training (in the morning) and then around 12 and 24 hr after training. At each test point, children were asked to identify words on which they had been trained (trained condition) and to generalize their learning to untrained words (novel condition). Our behavioral task was based on the paradigm developed by Fenn et al. (2013) , with the crucial difference that, while these authors used a between-participants design with separate generalized and rote learning regimes, here we used a single learning regime in a within-participant design. This change was made to ease the recruitment of difficult-to-reach populations. While this approach allowed us to compare performance on trained and novel items in the same participants, it prevented an analysis of the links between sleep and rote learning per se, as participants could bring to bear their broader experience during training when listening to both trained and novel items. To assess the role of sleep in the time course of phonological learning, children were asked to wear polysomnography (PSG) sensors for the night after learning. Analysis of these data charts the time course of phonological learning and generalization, as well as relationships between sleep characteristics and phonological learning.
The current task required children to develop new phonological mappings by including synthetic tokens as acceptable exemplars of existing phonological categories and to apply that learning to trained and novel contexts. As this involves complex remapping of phonological representations, we expected to see an improvement in performance overnight (based on previous adult data from Earle & Myers, 2014; Fenn et al., 2013 Fenn et al., , 2003 , but not over the wake interval. We further made two hypotheses regarding the relationship between behavioral change and aspects of sleep architecture. First, we hypothesized that phonological learning would be associated with synaptic consolidation during REM sleep, as indexed by theta power. This hypothesis is based on the prediction by Earle and Myers (2014) that tasks requiring a shift of attention toward relevant acoustic features of phonological stimuli to enhance perceptual performance will be most strongly associated with REM sleep. This notion is supported both by research showing that phonological learning is associated with attentional shifts to relevant acoustic cues and that perceptual learning is linked to REM sleep. The task at hand here, for both trained and novel conditions, requires participants to attend to linguistically informative acoustic cues in the synthesized speech. Exactly this kind of selective attentional shift to acoustic cues has been demonstrated in adults to support the categorization of ambiguous synthesized diphones, as well as generalization to novel contexts (Francis, Baldwin, & Nusbaum, 2000) . A specific role for REM sleep is suggested by the finding that REM stabilizes performance on a visual perceptual learning task (Tamaki, Watanabe, & Sasaki, 2017) . We hypothesized that generalization would be additionally related to system consolidation, as indexed by spindle activity and power during NREM sleep, as it relies on the integration of new information with existing phonological knowledge. Indeed, the generalization of grammatical rules has been experimentally boosted by reexposing participants to an artificial grammar during SWS (Batterink & Paller, 2017) , and over a nap, the extraction of linguistic rules has been linked to coordinated activity across SWS and REM sleep (Batterink, Oudiette, Reber, & Paller, 2014) . In addition, Earle et al. (2017) found an association between performance on the identification of a newly learned nonnative phoneme and NREM sleep (Stages 1 and 2), possibly because this task required the integration of a new contrast into an existing phonological category. Here, we could expect to see a relationship between NREM sleep parameters and overnight change in performance on either condition, given that participants will be able to use their broader experience during training to support perception in both novel and trained conditions. We might expect stronger associations between REM sleep and performance on trained items and between NREM sleep and performance on novel items. We therefore consider brain activity during both REM and NREM (Stage 2 and SWS) sleep in relation to both conditions here.
Although there is less work considering the role of sleep in phonological learning across childhood, existing evidence supports our hypothesis that sleep should play a role in the establishment of new phonological knowledge. Recognition and recall of newly learned word forms, as well as the integration of word forms with existing lexical representations, improves 24 hr after learning in 7-to 10-yearold children (Henderson, Devine, Weighall, & Gaskell, 2015) . Similar improvements are only seen over a 12-hr interval for 7-to 12-year-olds when that interval includes sleep (Henderson, Weighall, Brown, & Gaskell, 2012) . It is possible that the benefits of sleep for novel word learning seen over the primary school years are linked to the particular dominance of SWS in childhood, with SWS both accounting for a greater proportion of total sleep time in childhood (Ohayon, Carskadon, Guilleminault, & Vitiello, 2004) and being of greater amplitude compared to adults (American Academy of Sleep Medicine [AASM], 2016).
We hypothesized that children with high autism symptomatology (above diagnostic threshold on a parent report screener) would show less phonological generalization than their peers with low autism symptomatology (Järvinen-Pasley et al., 2008; Mielke et al., 2013) and that sleep variables would be associated with these difficulties in phonological generalization. This association was expected given that children with a profile of ASD have frequently been reported to show atypical behavioral patterns of sleep and different sleep architectures compared to typically developing peers. In a meta-analysis of objective sleep measures (including PSG and actigraphy) in children with ASD, Elrod and Hood (2015) report "small but measurable" differences compared to typically developing peers, including longer sleep onset time (the time it takes to get to sleep once the lights are off ) and shorter overall sleep time, with problems shown to be exacerbated in lower functioning children. With respect to the architecture of sleep, few studies exist, but those that do (see Díaz-Román, Zhang, Delorme, Beggiato, & Cortese, 2018, for a meta-analysis) point most consistently to a decrease in the density of spindles in Stage 2 sleep compared with typically developing peers (Godbout, Bergeron, Limoges, Stip, & Mottron, 2000; Limoges, Mottron, Bolduc, Berthiaume, & Godbout, 2005; Tessier et al., 2015) . One study did not find a difference in spindle density (Maski et al., 2015) , though the team did report reduced time in REM sleep, a finding that has been mirrored elsewhere (Limoges et al., 2005) . The literature on sleep in ASD points to the hypothesis that reduced sleep and a reduced number of spindles in sleep may contribute to atypical phonological generalization the day after training. Children in our sample also varied with respect to structural language ability, which we hypothesized would predict the extent and rate of phonological learning for both trained and novel conditions. No hypotheses were made about how language variability might relate to sleep, as while some preliminary evidence exists of sleep difficulties in children with language disorders based on parent report (Botting & Baraka, 2018; Dominick, Ornstein Davis, Lainhart, Tager-Flusberg, & Folstein, 2007) , the relationship remains largely unexplored.
Method

Participants
Participants were recruited to this study as part of the SleepSmart project at the University of York. For this phase of the project, 79 participants were recruited, two of whom did not provide behavioral data relevant to this study and were therefore not included in the analysis. Seventy-seven children (47 boys, 30 girls), with an average age of 10;1 (years; months), completed the study (SD = 17 months, range: 7;1-12;9). Children were excluded from participation if they had been regularly exposed to a language other than English from birth, had a history of epileptic seizures, had a genetic syndrome, or did not have sufficient oral language to give informed oral assent to take part. Four children were reported to be taking melatonin to support sleep at the time of the study, three of whom had a diagnosis of ASD and one was undergoing assessment for ASD; children were not asked to refrain from taking their usual medication to participate.
Measuring Autism and Language Ability
Children were recruited to provide substantial variability in language ability in those with low and high autism symptomatology. Participants were divided into two groups based on autism symptomatology as measured by the Gilliam Autism Rating Scale-Third Edition (GARS-3; Gilliam, 2013) . The GARS-3 is a parent report screening measure that was norm-referenced with an autistic cohort. It provides an Autism Index (AI) score indicating whether a diagnosis of autism is "unlikely," "probable," or "very likely" for a given child or young adult. The AI score is a composite that reflects subscales covering restrictive and repetitive behaviors, social interaction, and cognitive and emotional processing. In the current study, the low-AI group consisted of 47 children (age: M = 9;10, SD = 17.0 months; 24 boys and 23 girls). Six children in the low-AI group scored below the 10th percentile on two or more standardized language tasks (see Table 1 ), consistent with a profile of DLD; one further child scored below the 10th percentile on the Elision subscale of the Comprehensive Test of Phonological Processing-Second Edition (CTOPP-2). Five children in the low-AI group had a sibling with a diagnosis of ASD, and three of these children scored in the "probable" range on the GARS-3 (AI: M = 56.8, SD = 8.1). A further three children, who were otherwise believed to be typically developing, scored within the "probable" range. The remaining 32 children in the low-AI group performed within the normal range on all cognitive measures and within the "unlikely" range on the GARS-3.
The high-AI group consisted of 30 children (age: M = 10;6, SD = 16.6 months), 23 of whom were male and seven were female. All of the children in this group scored within the "very likely" range on the GARS-3 (AI: M = 99, SD = 13.5). Within the high-AI group, 14 children had a diagnosis on the autism spectrum from a pediatrician, clinical psychologist, or multidisciplinary team; a further 11 were undergoing diagnosis at the time of testing. Although not all children in our sample had a diagnosis at the time of testing, on average, it takes 3.5 years to get a diagnosis in the United Kingdom (Crane, Chester, Goddard, Henry, & Hill, 2015) , and four of the children awaiting diagnosis at the time of testing are known to have received their diagnosis by the time this article was submitted for publication. Of these 25 children, five had a language profile consistent with DLD even though they did not have additional diagnoses. In addition to the 25 children who had confirmed or pending diagnoses of ASD, a further five were included in the "high-AI" group as they scored in the "very likely" range on the GARS-3; four of these children had a diagnosis of a developmental disorder of language.
Although some children met clinical criteria for DLD, in this study, we treat language as a continuous variable. We did not adopt this approach with the GARS-3 as this measure resulted in two distinct groups (i.e., at either end of the spectrum of GARS-3 scores), which were not described by a normal distribution; in addition, the GARS-3 is a parental report measure, which may be biased by preexisting parental views, potentially reflecting the stage families are at in the diagnostic process. The distribution of GARS-3 scores reflected our recruitment efforts. By contrast, our language measures were objective, standardized tests. Children's Communication Checklist-Second Edition (CCC-2; Bishop, 2003) profiles suggest that the sample as a whole spanned a wide range of ability along both structural and social language continua (see Figure 1 for the distribution of scores on the GARS-3 and CCC-2, along with cognitive profiles by group in Table 1 ).
Materials
Auditory stimuli were generated using a Votrax SC-01-A text-to-speech synthesizer 1 (Gagnon, 1978) . We used synthesized speech first to align our paradigm with Fenn et al. (2013 Fenn et al. ( , 2003 and, second, because the degradation seen in synthesized speech is nonuniform across cues, such that listeners cannot make simple perceptual adjustments in order to map degraded speech to established phonology. The Votrax synthesizer is a formant-based synthesis-byrule program, whereby formant synthesized speech is built on the fly, based on rules regarding the acoustic properties of formant transitions. Synthesized words are built using a directory of 64 phonemes, concatenated using rules to model coarticulation and inflection. The overall impression is of a male robot with a slight American accent. Tokens were individually synthesized and downloaded in WAV format with a sampling rate of 44.1 kHz.
The stimulus set was composed of nine lists of 25 concrete nouns: 225 words in total (see Appendix). Over the course of the experiment, all participants were exposed to all lists: one at pretest, four plus the pretest list in training, and four in posttests (one plus the pretest list in each posttest). The word lists were balanced with respect to syllable and phoneme number, frequency of occurrence in spoken U.S. English (Brysbaert & New, 2009 ), age of acquisition (Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012) , phonotactic probability (segment average and biphone average; Vitevitch & Luce, 2004) , concreteness (Brysbaert et al., 2014) , and the percentage of the words that were made up of the 10 most common phonemes in spoken American English (Mines, Hanson, & Shoup, 1978;  see Table 2 for details of these variables across lists). A pilot study with adults was run in order to make sure that naive listeners would not perform at floor on the task. Words between one and four syllables in length were selected for inclusion in the lists if between 20% and 90% of adult listeners correctly identified them on first hearing, if they were highly concrete, and if they had an age-of-acquisition of less than 7 years. A few items had an age-of-acquisition over 7 years, including "dustbin," "badger," and "hedgehog," but these items were included as the Kuperman ratings are from an American sample and British children were judged to learn these words at a younger age than their American counterparts. Each token was normalized, and any DC offset was removed using Audacity (Audacity Team, 1999 Team, -2016 . Stimuli were always presented on a laptop with over-ear Superlux headphones at a comfortable listening volume.
Design and Procedure
Participants were seen at five time points: once for an initial assessment of cognitive ability, three times over the course of 24 hr (Day1:AM, in the morning of the first day; Day1:PM, in the evening around 12 hr later; and Day2: AM, on the morning of the second day), and then once again at follow-up around 4 weeks later (Follow-Up). The dependent variable in this study was proportion of words correctly repeated (Accuracy). Independent variables were Group (high AI, low AI), Language Composite Score and Sleep Architecture Between Participants, and Condition (trained, novel) and Session (Day1:AM-pre, Day1:AM-post, Day1:PM, Day2:AM, Follow-Up) within participants.
Each participant was designated one trained list, which they heard at pretest, during training, and at each subsequent posttest after training. Four additional lists were used during training; then, at each posttest, participants heard one novel list along with their trained list. Pseudorandom counterbalancing was achieved by establishing nine different permutations of list exposure and assigning participants to one of these permutations sequentially as testing progressed. Testing was completed in a one-to-one setting with one of a small team of researchers and was conducted either at the child's home, at school, or in the Department of Psychology at the University of York. All children who completed behavioral testing for this study were also participants in a study of semantic learning, training and testing for which were completed during the Day1:PM and Day2:AM sessions (see Fletcher et al., 2019) . 
Cognitive Assessments
The following standardized assessments were administered in accordance with published guidelines, always in the same order: British Picture Vocabulary Scale-Third Edition (Dunn, Dunn, & Styles, 2009 ); Matrices, Forward Digit Recall, Word Definitions, and Backward Digit Recall subscales from the British Ability Scales-Third Edition (Elliott & Smith, 2011) ; Recalling Sentences subscale from the Clinical Evaluation of Language Fundamentals-Fourth Edition (Semel & Wiig, 2006) ; and Elision, Rapid Automatic Naming (RAN Digits and Letters), and Non-Word Repetition from the CTOPP-2 (Wagner, Torgesen, Rashotte, & Pearson, 2013)-Non-Word Repetition was rerecorded by a female speaker of British English with a southern accent, trained in phonetics. The parents of all children were also asked to complete a series of questionnaires about their child: the Children's Sleep Habits Questionnaire (Owens, Spirito, & McGuinn, 2000) , the Child Behaviour Checklist (Achenbach & Edelbrock, 1983) , the CCC-2 (Bishop, 2003) , and the GARS-3 (Gilliam, 2013) .
Experimental Session 1 (Day1:AM)
On the morning of Day 1, at around 9 a.m., participants were tested on 25 novel synthesized words (Day1: AM-pre), with this word list going on to be the trained list for that participant at all subsequent time points. After the task was introduced, each item was presented in isolation, with a picture of a robot on the computer screen. Participants were asked to repeat what the robot said, take a guess, or say that they did not know. The experimenter recorded "correct" or "incorrect" with a mouse click, which moved the paradigm on to the next test item without providing feedback for the child. Item order was randomized, and no feedback was given during this testing phase. Stimuli were presented, and verbal responses were recorded by E-Prime2 (Psychology Software Tools, 2012).
After the Day1:AM-pre test, participants completed a training phase. During training, participants heard one novel stimulus item per trial and were asked to perform a two alternative forced choice task with a verbal repetition response. During the presentation of each auditory token, two pictures were displayed on the computer screen: one being the target and the other being a distractor with the same number of syllables and the same initial phoneme, for example, "parrot" and "popcorn" (see Figure 2 ). The picture onset was aligned to the start of the auditory stimuli, and each remained on the screen until the participant made their response, at which point the experimenter marked it as correct or incorrect with a mouse click. The experimenter mouse click triggered participant feedback in the form of a clear auditory token spoken by a British man, followed by the synthesized token again after a 500-ms interval. During feedback, the target picture remained in the center of the screen. Each participant completed training with five lists of 25 words, with one of these lists being the participant's "trained" list; list order and items within lists were randomized during training. Training lasted around 20 min, including breaks between lists as needed. Feedback was included here as studies have shown that reinforcement facilitates the overnight consolidation of transitive inference (Werchen & Gómez, 2013) , and hearing clear than distorted feedback during the perceptual learning of distorted speech markedly facilitates learning (Hervais-Adleman, Davis, Johnstrude, & Carlyon, 2008) . Task demands were kept minimal, with low working memory requirements.
After training, participants were immediately tested on two lists (Day1:AM-post): the list that they were tested on before training (their trained list) plus one novel list. Presentation of these 50 items (25 novel and 25 trained) was randomized across the test. At each experimental session, participants also completed a psychomotor vigilance test (PVT) based on one developed by Basner, Mollicone, and Dinges (2011) , which took around 4 min to complete. During the test, which was presented on a laptop using E-Prime2 software, participants were required to give a button press response as quickly as possible when a star appeared on the screen. The PVT was included to assess sustained attention at each test session, allowing a consideration of fatigue Note. %correct@pilot = percentage of items correctly identified by a pilot sample of 10 adults; Freq. = frequency of occurrence per million using the SUBTLEX-US frequency norms of Brysbaert and New (2009) ; AoA = age of acquisition from Kuperman et al. (2012) ; Phon count = number of phonemes; Phon p and Biphone p give average phonotactic probabilities for phonemes and biphones within the words, using an online calculator by Vitevitch and Luce (2004) ; Concrete = concreteness ratings from Brysbaert et al. (2014) ; Av. = average.
during the evening session that could lead to spurious overnight improvements in performance.
Subsequent Experimental Sessions
On the evening of Day 1 at around 6 p.m., the Day1: PM session was conducted, during which participants were again tested on the synthesized speech stimuli; the test consisted of repeating what the robot said when presented with the participant's trained list plus one novel list: a total of 50 items randomly presented. The Day2:AM experimental session, conducted at around 9 a.m. on the second day, and the Follow-Up session, followed the same format as the Day1:PM session but with different novel lists.
Sleep Measurement
During the night between Day 1 and Day 2, participants had their brain activity recorded with PSG. One of four electronically identical portable recording devices was used, either a Titanium by Embla or a Morpheus by Micromed. Recordings were taken at a sampling frequency of 256 Hz from six locations on the scalp (C3/C4/F3/F4/ O1/O2), plus lower left and upper right EOG and two electromyography channels on the chin. The ground electrode was placed on the forehead, and Cz acted as an online reference, with offline re-referencing to the contralateral mastoid. Recordings were made in RemLogic 3.4.
Ethical approval for this study was granted by the research ethics committee in the Department of Psychology at the University of York. All parents provided informed written consent for their children to take part, and all children provided informed oral assent on the first day of testing and before PSG.
Results
Behavioral Data Analysis
Data can be found on the Open Science Framework at https://osf.io/82eqm/files/. Data were analyzed using R (R Core Team, 2017), with the "lme4" package (Bates, Mächler, & Bolker, 2012) with plots made using the "ggplot2" package (Wickham, 2016) . Three binomial logistic mixed-effects models are presented with Accuracy as the dependent variable (see Table 3 for performance descriptives). Models were fitted in two stages. A backward model selection procedure was adopted to establish a parsimonious fixed effects structure, starting with a maximal fixed effects structure (i.e., simple fixed effects and all interaction terms), along with random intercepts. Fixed effects were then individually knocked down starting with highest order interactions. The removal of each fixed effect was assessed via likelihood ratio tests, and the removal of a fixed effect was justified if there was no evident reduction in model fit ( p > .2). At each stage, the fixed effects that contributed least to model fit were removed first (the largest p value via likelihood ratio test). Having established which simple fixed effects and interactions contributed to model fit, random intercepts were justified. Finally, random slopes were added one-by-one to see if each alone or in combination For each model, session and AI group (high AI vs. low AI) were entered as factorial predictors. AI group was coded using simple coding (low AI: −0.5, high AI: 0.5), and language composite (language) as a continuous predictor, with this measure being scaled and centered. The language composite was formed from an average of each child's standard scores over six measures of language ability: British Picture Vocabulary Scale-Third Edition (Dunn et al., 2009) ; Word Definitions British Ability Scales-Third Edition (Elliott & Smith, 2011) ; Recalling Sentences subscale from the Clinical Evaluation of Language Fundamentals-Fourth Edition (Semel & Wiig, 2006) ; and Elision, RAN Digits, and Non-Word Repetition from the CTOPP-2 (Wagner et al., 2013) . RAN Letters was not used as nine children were not familiar enough with the names of the letters to complete the task without resorting to letter sounds, such that it could not be considered a test of phonological access for those children. For the time-course and follow-up models, condition (novel vs. trained) was entered as a factorial predictor using simple coding (novel: −0.5, trained: 0.5). Intercepts for participants and items were included as random effects, along with by-item random slopes for the effects of session, language, and AI and by-participant slopes for session.
In each model, influential cases were detected using the package influence.ME (Nieuwenhuis, te Grotenhuis, & Pelzer, 2012) to calculate DFBETAS (Belsley, Kuh, & Welsch, 1980) for each of the simple fixed effects and their interactions in the final models. Z scores were calculated from DFBETAS, and participants were removed from the model if they had z scores more extreme than ±3.29 for any significant fixed effect or interaction (two participants from the high-AI group were removed from the training model, three from the low-AI group were removed from the timecourse model, and two from the high-AI group and one from the low-AI group were removed from the follow-up model).
The Training Model
Details of the best fit training model are given in Table 4 . The fixed effects of session (Day1:AM-pre vs. Day1:AM-post coded using simple coding: Day1:AM-pre, −0.5; Day1:AM-post, 0.5) and language significantly contributed to the model fit, with accuracy on novel items posttraining (see Figure 3a ) being better than accuracy during the pretraining test and better performance on the language composite predicting better overall performance in the Day1:AM session (see Figure 3b ). No interactions between fixed effects significantly contributed to the model fit. Training therefore successfully improved performance for the sample as a whole, and while language ability predicted performance on the task, it did not predict the benefit of training.
Time-Course Model
We next analyzed the time course of performance on trained and novel items after training with degraded speech. Session (Day1:AM-post, Day1:PM, Day2:AM) was entered as a factorial predictor with three levels; therefore, planned contrasts were coded using forward difference coding (UCLA Statistical Consulting Group, n.d.) to include a comparison between the Day1:AM and Day1:PM sessions (daytime change: Day1:AM-post = 2/3, Day1: PM = −1/3, Day2:AM = −1/3) and the Day1:PM versus Day2:AM sessions (overnight change: Day1:AM-post = 1/3, Table 3 . Accuracy means (and standard deviations) for all participants by session, condition, and group for the phonological learning task and reciprocally transformed reaction times and lapses for the psychomotor vigilance task (PVT).
Task
Group Day1:AM-pre Day1:AM-post Day1:PM Day2:AM Note. Em dashes indicate that this measure was not taken pretraining. AM1 = morning of the first day; PM = evening around 12 hr later; AM2 = morning of the second day; AI = Autism Index; RT = response time.
Day1:PM = 1/3, Day2:AM = −2/3). It was hypothesized, in line with previous research with adults, that performance on novel items (indicating generalization) would decline between Day1:AM-post (0 hr) and Day1:PM (12 hr) and then improve at the Day2:AM session (24 hr) after a night of sleep. In comparison, trained items were expected to show maintained performance at all points after training.
Overall performance was hypothesized to be predicted by language ability, while those in the high-AI group were predicted to show poorer performance on the novel condition and to demonstrate less improvement in performance overnight (Day1:PM to Day2:AM). Over the wake retention period (Day1:AM-post to Day1:PM), overall performance did not significantly change (Day1:AM-post: M = 0.706, SD = 0.171; Day1:PM: M = 0.694, SD = 0.189). By contrast, performance was observed to significantly improve over the course of the sleep period (Day2:AM: M = 0.737, SD = 0.183). As shown in Table 5 , condition (novel vs. trained) also contributed to model fit, with performance on the trained condition (M = 0.820, SD = 0.125) being substantially better than performance on the novel condition (M = 0.604, SD = 0.165), though no interaction between condition and session was observed. The significant contribution of the Day1:PM versus Day2: AM comparison is consistent with the hypothesis that sleep is associated with phonological learning on this task (see Figure 4 ), and the lack of interaction with condition indicates that both novel and trained items benefited. As we saw with the training model, children who showed a better language ability also performed better on the task overall, with language contributing significantly to model fit. A two-way interaction between condition and language also emerged. This interaction was driven by a tendency toward ceiling effects in the trained condition for children with a better language ability (evident in Figure 5 ). This interpretation is supported by significant heteroscedasticity in the trained condition but not in the novel condition, as demonstrated by nonconstant variance score tests on linear regression models predicting overall performance in each model by language: trained, χ 2 (1) = 157.3, p < .001; novel, χ 2 (1) = 2.2, p = .142. An interaction between condition, language, and group also emerged, as shown in Figure 5 , which suggests that language ability predicts performance better in the trained condition than in the novel condition for those with low autism symptomology. This interpretation was supported using the package emmeans (Lenth, Singmann, & Buerkner, 2019) : We found that accuracy as a function of language composite differed between conditions for the low-AI group, while this was not true for the high-AI group (low AI: noveltrained estimate = −0.485, SE = 0.150, z ratio = −3.230, p = .0012; high AI: novel-trained estimate = −0.076, SE = 0.106, z ratio = −0.717, p = .4734; with Tukey correction for multiple comparisons). This seems to be driven by the particularly shallow slope seen for novel items in the low-AI group-here, having a lower language ability does not confer a disadvantage on the novel condition. AI did not interact with condition, suggesting that the high-AI group did not show a specific deficit in phonological generalization on this task. We consider change in performance overnight in relation to the sleep variables of interest in more detail below.
Attention
The PVT data were analyzed by dividing each response time (RT) in milliseconds by 1,000 and then reciprocally transforming (1/RT, "response speed," in line with Basner & Dinges, 2011) before calculating averages for each participant over the Day1:AM, Day1:PM, and Day2:AM sessions (see Table 3 ). RTs were excluded from this process if they were shorter than 100 ms. A mixed analysis of variance with session (Day1:AM, Day1:PM, Day2:AM) and group (by AI) revealed a main effect of session, F(2, 146) = 12.69, p < .001, which was driven by a difference between Day1: AM (retransformed M = 399.77 ms, SD = 250.57) and Day1:PM (retransformed M = 436.67 ms, SD = 384.50; p < .001) and between Day1:AM and Day2:AM (Day2: AM: retransformed M = 460.95 ms, SD = 406.92; p = .001).
No main effect of group or interaction between group and session was observed. We also analyzed the number of lapses observed at each session, defined as the number of reaction times greater than 500 ms. Lapses showed a main effect (correcting for violation of sphericity where appropriate) of session, F(1.7, 128.3) = 24.875, p < .001, driven by a difference between Day1:AM (M = 13.16, SD = 14.93) and Day1:PM (M = 19.53, SD = 14.74) at p < .001 and between Day1:AM and Day2:AM (M = 20.97, SD = 18.69) at p < .001. A main effect of group was observed in the lapse data, F(1, 74) = 4.755, p = .032, as well as a marginally significant interaction between session and group, F(1.7, 128.3) = 3.217, p = .050, driven by a difference between groups only in Session 3, t(75) = 2.718, p = .008 (low AI: M = 16.70, SD = 16.36; high AI: M = 27.90, SD = 20.02). While the faster reaction times and fewer lapses at Session 1 likely indicate that children were tired of the repetitive task (as supported by feedback from children), the lack of difference between Day1:PM and Day2:AM indicates that overnight improvement in performance cannot be attributed to enhanced attention in the morning.
Follow-Up Model
Finally, we considered performance at the follow-up test approximately 4 weeks after initial training (follow-up). The follow-up was completed by 64 children, an average of 32.7 days (min = 25, max = 47, SD = 5.9) after training. Follow-up performance was not compared to prior sessions as not all children completed the follow-up session, although broadly speaking, performance at this test point suggests that learning was well maintained in the sample. As shown in Table 6 , condition and language both contributed to model fit, supporting findings from the time-course model that the trained condition was easier for children (novel: M = 0.650, SD = 0.477; trained: M = 0.847, SD = 0.360) and that those with stronger language skills were able to perform at a higher level. An interaction between condition, language, and group also emerged, as in the time-course model. Here, emmeans revealed a somewhat different pattern to that seen in the time-course model: with the novel and trained slopes becoming more similar over time for the low-AI group and more distinct for the high-AI group (low AI: novel-trained estimate = 0.079, SE = 0.202, z ratio = 0.390, p = .6965; high AI: novel-trained estimate = −0.477, SE = 0.182, z ratio = −2.623, p = .0087; with Tukey correction for multiple comparisons). Four weeks after training, low language scores were less of a disadvantage on the novel condition for the high-AI group (see Supplemental Material S1 for illustration).
In each of the mixed-effects models presented here, both language and AI group have been included; as the AI groups differ with respect to language ability (see Table 1 ), this is a potential confound. In order to make sure that any effects of group were not hidden by those children with primary language difficulties who were included in the high-AI group on the account of having a GARS-3 score within the "very likely" range, we plotted the performance of the five children who did not have a current or pending diagnosis of ASD relative to the rest of the sample. The graphs shown in Supplemental Materials S2 and S3 suggest that these children were spread across the range of performance on this task. This check, in combination with the fact that we see consistently strong relationships between performance accuracy and language ability, but never AI group, suggests that autism symptomatology is not contributing in any meaningful way to performance or performance change.
Sleep Data
Staging of Electroencephalogram (EEG) Data
Each data set was hand-scored independently by two out of a pool of three researchers in accordance with the AASM rules for children (AASM, 2016) . Independent scoring resulted in 82.9% concordance. Where scorers disagreed on the staging of 10 or more consecutive 30-s epochs, the data were reconsidered, and if an agreement could not be reached, the staging given by the designated first scorer was used. Of the 77 participants who contributed behavioral data in this study, 54 contributed enough stageable PSG data to identify a sufficient amount of both REM and NREM sleep for the extraction of sleep parameters (35 boys and 29 girls, with a mean age of 121.17 months, SD = 16.40). Of these, 33 participants were from the low-AI group, and 21 were from the high-AI group. The loss of PSG data is primarily due to the loss of key electrodes over the course of the night (particularly toward the morning), which impacted on the quality of REM data toward the end of recordings.
To ensure that overnight EEG measurements were representative of a normal night of sleep, participants were given an Ambulatory Monitoring actigraph watch to wear for approximately four nights, including the night of learning between Day1:PM and Day2:AM. Some participants chose to wear the watch longer. For the 54 participants who contributed staged EEG data, on average, the watch was worn for 4.56 nights (min = 3, max = 7), with an average of 3.35 nights (min = 0, max = 5) when the child was in their normal bedtime routine. Children were taken to be in their normal routine on a week night during term time; for the two children who wore the actigraph watch and were home schooled, any night of the week was counted as routine. We compared total sleep time on the night of learning with an equivalent night (in or out of routine): Overall, the participants did not differ between the two nights ( p = .506), and split by AI group, there were no differences on this measure either (low-AI group: learning night mean = 481.89 min, comparison night mean = 463.96 min, p = .344; high-AI group: learning night mean = 445.31 min, comparison night mean = 446.94 min, p = .957). We can therefore assume that the EEG measurements taken on the night of learning were reasonably representative of sleep for our sample.
Spindle Density and Power Calculations
Spindles were identified and counted using an algorithm written by Tsanas and Gifford (2015) , which uses a continuous wavelet transform to identify characteristic patterns of activity between 10 and 15 Hz. Absolute power was calculated in MATLAB (MathWorks, 2017) at each scalp electrode for fast (10.00-12.49 Hz) and slow (12.50-14.99 Hz) spindle ranges, delta (0.30-3.99 Hz), alpha (9.00-12.99 Hz), and beta (13.00-35.00 Hz); natural log transformations were applied to all power variables before analysis. In order to maximize usable data sets, we opted to analyze the first 3 hr of NREM data (Stage 2 and SWS) and the first 1.25 hr of REM data. For the 27 children who required the least artifact rejection over the course of the night, the correlation between absolute power in NREM stages in the first 3 hr and all night was r = .91 for the slow spindle range (10.00-12.49 Hz) frontally and r = .91 for the fast spindle range (12.50-14.99 Hz) centrally; for central REM theta power and between the first 1.25 hr and all night, it was r = .95. Children were included in the analysis of spindles and power if they contributed all parameters to both REM and NREM data sets; on these grounds, 48 children were included, 31 from the low-AI group and 17 from the high-AI group. For spindle and power analyses, data were extracted from C4 and F4 where possible, but in 11 cases, C3 was deemed to be the cleaner channel, and in eight cases, F3 was taken.
The hypothesis-driven predictors included were central spindle density, frontal slow spindle power (10.00-12.49 Hz), and central fast spindle power for Stage 2 and Stage 3 separately; SWS frontal delta power (0.30-3.99 Hz); and central REM theta power; AI, language, and age in months were also included. Relationships between overnight change in accuracy and characteristics of sleep architecture were considered using linear regression. The leaps package (Lumley, 2017) was used to exhaustively search for the subset of variables that provided the highest adjusted R 2 (AdjR 2 ) with these variables then being used to predict change in performance for each condition.
None of the log-transformed sleep variables considered here differed between AI groups (see Table 7 ). That being said, in a partially overlapping sample of 17 children with typical language ability and a diagnosis or pending diagnosis of ASD from the same cohort, presented in a separate article (Fletcher et al., 2019) , it did show significantly reduced overall spindle power across Stages 2 and 3 when compared to 28 typically developing controls. We present sleep data from all the children who contributed data to the SleepSmart sample and provide group differences for all sleep parameters considered across each paper via the Open Science Framework at https://osf.io/82eqm/files/.
In the case of the novel condition, the selected subset of predictors consisted of central Stage 2 spindle density, Stage 2 frontal slow spindle power, Stage 3 frontal delta, central REM theta, and age. A model with these predictors was able to significantly predict overnight change in performance on the novel condition, AdjR 2 = .225, F(7, 39) = 2.909, p = .0151, with central spindle density Table 8 ). Variance inflation factors were checked and did not exceed 3.8; variance inflation factor for REM theta power was 1.4. One participant was removed as overly influential based on DFBE-TAS. These data suggest that REM sleep contributes to the generalization of phonological learning in this task, as supported by REM theta power being a significant predictor of overnight change in performance on the novel condition when entered alone, B = 0.122, t = 2.278, p = .0276 (see Figure 6 ).
For overnight changes in trained performance (see Table 8 ), the selected subset of variables consisted only of Note. REM = rapid eye movement; AI = Autism Index; All pts. = All participants. Language and Stage 2 Central Fast Spindle Power. These variables did not predict change, AdjR 2 = .062, F(2, 45) = 2.55, p = .089, although Language Composite Score did emerge as a unique predictor of overnight change (B = −0.001). Looking at the extent to which performance at the Day1:PM session predicts performance at the Day2: AM session, we might expect this stark contrast between the predictive ability of sleep parameters across the two conditions. For the trained condition, performance at the Day2:AM session is well predicted by performance the evening before during the Day1:PM session (R 2 = .789), while predictive power for the novel condition is markedly lower (R 2 = .385), leaving considerably more variability to explain for the novel condition.
Discussion
In this study, we charted the time course of phonological learning and generalization over the course of 24 hr in a sample of children who varied with respect to structural language ability and autism symptomatology. Training was carried out with text-to-speech synthesized speech tokens, which required children to remap phonological representations to include new exemplars for existing phonological categories. On the night following training, children wore PSG sensors to measure nocturnal sleep parameters that may be associated with the consolidation of new phonological information. Successful performance on this task required children to shift decision boundaries in the identification of phonemes, somewhat like learning to listen to an unfamiliar speaker with a strong accent. The listener's task is further complicated in the case of synthetic speech as remapping rules are not systematic: Making adjustments for one phoneme does not help listeners tune in to another. When tested on novel items, the task required children to transfer their phonological learning to new tokens, necessitating phonemeby-phoneme recognition rather than word-level auditory pattern recognition.
Training was effective in our paradigm, with children showing a substantial average improvement of around 30% on novel tokens (concrete nouns) pre-to posttraining. This training effect supports the effectiveness of clear and degraded feedback on performance (Hervais-Adleman et al., 2008) . Over the course of the day following training, performance on the task as a whole did not change significantly. This was contrary to expectations based on Fenn et al.'s (2013) adult data, which showed a dip in performance on a generalization task over the course of a day, though the current task also differed from that of Fenn et al. in important ways (as outlined in the introduction). The lack of a significant reduction in performance may, however, represent a genuine developmental effect, as it is consistent with literature showing intersession decline in performance for adults but not children on linguistic tasks, including artificial grammar learning (Ferman & Karni, 2010) and nonword repetition (Bishop, Barry, & Hardiman, 2012) . However, in order to determine whether differences in methodology or sample characteristics explain our results, children, adolescents, and adults would need to be tested using the same procedure.
Overnight, we saw an overall improvement in performance. This pattern could not be attributed to a sleep debt in the evening affecting attentional control, as performance on the PVT did not differ between sessions before and after sleep (Day1:PM vs. Day2:AM). Testing in the morning was conducted after children arrived at school, long enough after waking to avoid effects of sleep inertia (see Trotti, 2017) , such that the decline seen in PVT reaction time seen after the first experimental session is likely explainable by task fatigue. No interaction emerged between overnight change and condition, suggesting that sleep promotes phonological learning in children for both trained items and generalization to novel items. This finding is a deviation from the specific effect of sleep found for the generalization of phonological information in adults (Fenn et al., 2013) . This difference could be attributable to a developmental shift in the influence of sleep on the consolidation of different types of memory, with enhanced benefits of sleep for explicit aspects of task performance (Wilhelm et al., 2013) in children. Alternatively, we could attribute the contrast of our results with Fenn et al. to a difference in methodology. Fenn et al. utilized a between-subjects design such that participants in the rote condition only ever experienced rote items in training, while participants in the novel condition experienced a variety of items in training. Here, children were trained on multiple items but tested on both trained and novel items at each time point. This suggests that generalization is likely to contribute to performance in the trained condition and the novel condition. According to this explanation, sleep may act preferentially on generalization, rather than other types of phonological learning in childhood, but our within-participants design could not isolate generalization.
We hypothesized that performance on both trained and novel items would be associated with REM theta power and that generalization would be additionally related to spindle activity and power during NREM sleep stages. These hypotheses were based on the work of Earle and Myers (2014) , suggesting that the exact relationships between sleep characteristics and phonological learning would depend heavily on the nature of the task itself given that phonological learning is not easily classified as either declarative or procedural in nature. As hypothesized, we saw that theta power in REM sleep predicted overnight change in performance on the novel condition. This finding is consistent with an active role for sleep in phonological generalization and, specifically, a role for synaptic consolidation in the type of phonological generalization shown here. Notably though, we did not find any evidence for a relationship between behavioral change and NREM sleep parameters.
This study is one of a small number to consider the role of sleep in phonological generalization (Earle & Myers, 2015; Fenn et al., 2013 Fenn et al., , 2003 Xie et al., 2016 Xie et al., , 2018 . Together, these articles pose the questions: What aspects of phonological generalization are sleep associated with, and if sleep actively supports such generalization, then what are the mechanisms of that support? In previous work, a consolidation period containing sleep has been shown to improve listeners' ability to generalize perceptual learning across speakers who show phonemic variability (Earle & Myers, 2015; Xie et al., 2016 Xie et al., , 2018 . In these studies, generalizing learning to a new speaker means being able to adjust specific category boundaries to allow for interspeaker variability, suggesting that sleep is relevant to the abstraction of higher level category-relevant phonemic information. In the task adopted by Fenn et al. (2013) , adults were required to use the new phonological mappings to which they had been exposed to understand previously unheard synthesized words. Sleep benefited the recombination of those new mappings but did not support those in the rote-trained condition to extract any higher level information about the synthetic voice to generalize to new words containing previously unheard phonemes. In the current study, the training that children experienced included comprehensive exposure across all phonemes necessary to succeed at test. 2 Children did not have to adapt the new mappings when tested but rather recombine them to understand new words (with the exception of allowing for phonological assimilation). Collectively, these results beg the question: What is sleep doing exactly?
The hypothesis that REM sleep might relate to behavioral change on this paradigm was based on the understanding that the task as a whole required participants to shift attention toward relevant acoustic features of speech stimuli in order to learn new phonological mappings. The exact association we found, however, was between theta power in REM sleep and the ability to recombine those newly mapped phonological categories. Unfortunately, we were unable to properly assess how specific this relationship was as overnight change in performance on trained items was not associated with any sleep variables. The most likely reason for this is that performance after sleep was very well predicted by presleep performance, and for children with superior language ability, performance neared ceiling levels after sleep such that interparticipant variability in overnight change may have been curtailed, reducing the likelihood of seeing relationships with sleep parameters. Change in performance on the trained condition was only predicted (negatively) by language ability, with children who had poorer language ability also having more room left to improve on the task. This tendency toward ceiling effects in the trained condition on Day 2 may also have prohibited an interaction between condition and overnight change, which, had it emerged, would have demonstrated a sleep advantage for word-level auditory pattern recognition in addition to generalization.
That sleep plays a role in phonological generalization in children adds to our knowledge and understanding of the mechanisms of sleep and its role in the consolidation of new knowledge at this age. Here, sleep can be seen to support perceptual learning in the phonological domain, to help the system remain stable and flexible as it encounters new items, thereby supporting adaptation to the environment. Interestingly, over the course of 4 weeks, learning remained relatively stable, with performance at the followup session showing the same pattern as after encoding; performance level also appeared stable (though this was not tested statistically), suggesting that perceptual learning in the phonological domain shows good retention over weeks despite no intervening practice or relevance. Similar stability of perceptual learning after training with synthesized speech has been demonstrated in adults (Schwab, Nusbaum, & Pisoni, 1985) .
This study aimed to consider phonological learning in children who differed with respect to the stability and flexibility of phonological representations. It was hypothesized that children with poorer structural language would perform less well than their peers overall and show a slower rate of learning on the account of having less stable phonological representations to map new exemplars on to. In reality, many different aspects of the language system could lead to poorer performance on this task. For example, vocabulary knowledge may impact on phonological processing given that semantic and phonological representations are interdependent (see McClelland, Mirman, & Holt, 2006) . We tried to ensure that all items would be familiar to all children, but the extent of familiarity, the depth of semantic knowledge, and the speed of lexical retrieval are likely to have varied considerably in this sample. Unfortunately, we were unable to verify this given the 2 During training, all children were exposed to all 44 phonemes in the English language, with the exceptions that one group did not hear /Ʒ/ and two groups did not hear /ʊ/. large number of items presented to participants over the course of the study. Language ability emerged as a strong predictor of overall task performance in all models but did not predict change in performance, with the exception of overnight change in the trained condition, as discussed above.
In individuals with high autism traits, we hypothesized we would see poorer performance on novel items compared to trained items, reflecting a hypothesized tendency in those with ASD to allocate greater attentional resources to features that are unique to individual items and less to features common across items compared to typically developing peers (Plaisted, 2001) . We did not find an overall group difference here; indeed, phonological learning more broadly is often a relative strength in the language profiles of children with ASD, with some studies showing enhanced performance on tasks that demand the learning of new phonological forms (e.g., Henderson, Powell, Gaskell, & Norbury, 2014; Norbury, Griffiths, & Nation, 2010) . However, we did observe a deficit in generalization (performance on the novel condition) for those individuals with high autism symptomology and low language ability. Language ability constrained performance on the novel items for those with high autism traits. If difficulties with generalization do exist in this population, enhanced phonological skills may act as a protective factor in this domain for some individuals. Finally, no group differences were observed with respect to the specific sleep parameters of interest between children with high and low autism symptomatology in this sample (though see https://osf.io/82eqm/files/ for sleep results from the full sample). Given that these sleep parameters explained variance in overnight change in generalization, it is perhaps not surprising that group differences in behavior did not emerge here.
Limitations and Conclusions
The findings of this study should be considered in the light of its main limitation: the nature of the atypical samples recruited to this study. Children recruited on the account of falling along the autism spectrum did not have severe symptomatology. This recruitment bias was expected given that children with severe ASD symptoms often show hypersensitivity to tactile stimuli, in particular touching of the head or body (see Marco, Hinkley, Hill, & Nagarajan, 2011 , for a review), such that the overnight electrophysiological measurement would be difficult to tolerate for many. We were also keen to only involve children who we felt confident could give informed oral assent to the procedure. The future inclusion of children with more severe symptoms in a behavioral study of phonological generalization could address more clearly the flexibility of phonological representations in this population. We were also only able to include a relatively small number of children here with severe language difficulties due to issues with recruitment. This is likely to have limited the extent to which stability of phonological representations varied over the sample. Children with language disorders are believed to show some degree of behavioral sleep problems (Botting & Baraka, 2018; Dominick et al., 2007) , but no studies have examined the architecture of sleep in this population in over 20 years (Duvelleroy-Hommet et al., 1995; Picard et al., 1998) . More thorough consideration of how phonological learning relates to sleep in this population may therefore be crucial in trying to understand the long-term nature of phonological development in these children.
This study considered the role of sleep in phonological learning in children who varied as a function of structural language skills and autism symptomatology. We showed that sleep is associated with phonological learning in childhood, with phonological generalization being supported by theta power in REM sleep. Language skill was found to predict overall task performance, although the role of REM sleep did not differ as a function of language ability. This work adds to a growing literature exploring the importance of sleep for the stability of new learning and the integration of new representations into existing networks in childhood.
