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Abstract
In this paper, we establish existence, multiplicity and nonexistence of periodic solutions for a class of
first-order n-dimensional neutral functional difference systems. Our approach requires the Krasnoselskii
fixed point theorem in cones.
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1. Introduction
The existence of periodic solutions for difference equations has been extensively consid-
ered by many authors [1–6]. Recently, existence of multiple solutions of functional differential
equations has been studied and some results have been obtained [7–9]. Wang [7] investigated
existence, multiplicity and nonexistence of positive periodic solutions for the equation
d
dt
x(t) = a(t)g(x(t))x(t)− λb(t)f (x(t − τ(t))),
where λ is a positive parameter.
Since the nonautonomous n-dimensional models are more realistic, O’Regan and Wang [10]
considered the following n-dimensional system
d
dt
x(t) = A(t)G(x(t))x(t)− λB(t)F (x(t − τ(t))), (1.1)
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F(x) = (f 1(x), f 2(x), . . . , f n(x))T and B(t) = diag[b1(t), b2(t), . . . , bn(t)]. By a fixed point
index theorem, the authors obtained some sufficient conditions for existence of two positive pe-
riodic solutions, one positive periodic solution and nonexistence of positive periodic solutions of
system (1.1).
But to our best knowledge, papers on multiplicity of periodic solutions of neutral difference
systems are few. Wu and Liu [11] considered existence of positive periodic solutions of first-order
neutral functional difference equations.
In this paper, we consider existence, multiplicity and nonexistence of T -periodic solutions for
the following first-order n-dimensional neutral functional difference system

[
x(m)− cx(m− δ)]= A(m,x(m))x(m)− λB(m)F (x(m− τ(m))), (1.2)
where x(m) is an n-dimensional vector, A(m,x) = (Aij (m,x))n×n, B(m) = (Bij (m))n×n,
F(x) = (f 1(x), f 2(x), . . . , f n(x))T , Bij (m) is positive and T -periodic, and τ(m) is a posi-
tive T -periodic integer sequence, x(m) = x(m + 1)− x(m) and λ is a positive parameter, δ is
a positive integer and |c| = 1.
Let R = (−∞,∞), R+ = [0,∞), Rn+ =
∏n
i=1 R+.
We aim to establish existence, multiplicity and nonexistence of periodic solutions for the
n-dimensional first-order neutral functional difference system (1.2). Our approach requires the
Krasnoselskii fixed point theorem in cones used by Wang [7]. Let Z be a set of all integers,
N∗ = {0,1,2, . . . , T − 1}. We set
X = {y: y(m+ T ) ≡ y(m), m,T ∈ Z}
with the norm defined by ‖y‖X = max{|y(m)|: m ∈ N∗}. Then we define
Xn = {x: x(m) = (x1(m), x2(m), . . . , xn(m))T , xi ∈ X, m ∈ N∗},
‖x‖n =
n∑
i=1
‖xi‖X, x ∈ Xn.
Clearly, X and Xn are Banach spaces.
Let
f i0 = lim‖u‖n→0
f i(u)
‖u‖n , f
i∞ = lim‖u‖n→∞
f i(u)
‖u‖n ,
F0 = max
{
f i0 , i = 1,2, . . . , n
}
, F∞ = max
{
f i∞, i = 1,2, . . . , n
}
.
Let A :Xn → Xn be defined by
(Ax)(m) = ((A1x1)(m), (A2x2)(m), . . . , (Anxn)(m))T ,
(Aixi)(m) = xi(m)− cxi(m− δ), i = 1,2, . . . , n.
Lemma 1.1. If |c| = 1, then A has a continuous bounded inverse
A−1 = diag[A−11 ,A−12 , . . . ,A−1n ]
and for all x ∈ Xn and i = 1,2, . . . , n,
[
A−1i xi
]
(m) =
{∑
j0 c
jxi(m− jδ) if |c| < 1,
−∑ c−j xi(m+ jδ) if |c| > 1, (1.3)j1
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Proof. According to [12,13], we can get the equality (1.3) and then verify Lemma 1.1. 
For system (1.2), we consider the following assumptions:
(H1) There exists a conversable matrix D = (dij )n×n with dij  0 such that
A(m,x) = D−1G(m,x)D,
where G(m,x) = diag[a1(m)g1(x), a2(m)g2(x), . . . , an(m)gn(x)], ai(m) is a positive T -
periodic sequence.
Let bij (m) =∑nk=1 dikBkj (m), we denote B1(m) = DB(m).
(H2) bij (m) is nonnegative, T -periodic and
∑n
j=1
∑T−1
m=0 bij (m) > 0.
(H3) f i ∈ C(Rn, [0,∞)) and there exist positive constants li ,Li such that 0 < li  gi(u) 
Li < +∞ for u ∈ Rn; f i(t) 0 for t ∈ Rn.
Also, we denote
Ai = 1∏n+T−1
r=n [ai(r)Li + 1] − 1
, Bi =
∏n+T−1
r=n [ai(r)Li + 1]∏n+T−1
r=n [ai(r)li + 1] − 1
, i = 1,2, . . . , n,
α = min
{
Ai
Bi
, i = 1,2, . . . , n
}
,
M1 = max
{
BiLi
T−1∑
s=0
ai(s), i = 1,2, . . . , n
}
,
M(r) = max
{
f i
(
D−1t
)
: 0 ‖t‖n  r1 − |c| , t ∈ R
n, i = 1,2, . . . , n
}
,
m(r) = min
{
f i
(
D−1t
)
:
α − |c|
1 − c2 r  ‖t‖n 
r
1 − |c| , t ∈ R
n, i = 1,2, . . . , n
}
,
k = min
{
α,
1
1 +M1
}
.
In this paper, we consider (1.2) as c ∈ (−k,0]. We state our main results as follows.
Theorem 1.1. Suppose conditions (H1)–(H3) hold and −k < c 0.
(a) If one of F0 = 0 and F∞ = 0 holds, then (1.2) has one T -periodic solution for
λ >
1
m(1)min{Ai∑T−1∑n bij (s), i = 1,2, . . . , n} ;s=0 j=1
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λ >
1
m(1)min{Ai∑T−1s=0 ∑nj=1 bij (s), i = 1,2, . . . , n} .
(b) If one of F∞ = ∞ and F0 = ∞ holds, then (1.2) has one T -periodic solution for
0 < λ<
1 − M1|c|1−|c|
M(1)
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
;
if both F∞ = ∞ and F0 = ∞ hold, then (1.2) has two T -periodic solutions for
0 < λ<
1 − M1|c|1−|c|
M(1)
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
.
(c) If F∞ > 0 and F0 > 0 or F∞ < ∞ and F0 < ∞, then (1.2) has no T -periodic solution for
sufficiently large or small λ > 0, respectively.
Theorem 1.2. Suppose conditions (H1)–(H3) hold and −k < c 0.
(a) If there exist c1 > 0 and i, k such that f i(D−1u) + f k(D−1u)  c1‖u‖n for u ∈ Rn, then
(1.2) has no T -periodic solution for
λ >
1 − c2
c1 min{Ai∑T−1s=0 ∑nj=1 bij (s),Ak∑T−1s=0 ∑nj=1 bkj (s)}(α − |c|) .
(b) If there is c2 > 0 such that f i(D−1u)  c2‖u‖n for u ∈ Rn and any i, then (1.2) has no
T -periodic solution for
0 < λ<
1 − |c| −M1|c|
c2
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
.
Theorem 1.3. Let f0 = min{f i0 , i = 1,2, . . . , n} and f∞ = min{f i0 , i = 1,2, . . . , n}. Assume
that c ∈ (−k,0] and (H1)–(H3) hold. If D = I and f0, f∞,F0,F∞ ∈ (0,∞), then
(a) when λ > 0 satisfies
1 − c2
f∞ min{Ai∑T−1s=0 ∑nj=1 Bij (s), i = 1,2, . . . , n}(α − |c|)
< λ <
1 − |c| −M1|c|
F0
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
,
(1.2) has one T -periodic solution;
(b) when λ > 0 satisfies
1 − c2
f0 min{Ai∑T−1s=0 ∑nj=1 Bij (s), i = 1,2, . . . , n}(α − |c|)
< λ <
1 − |c| −M1|c|
F∞
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
,
(1.2) has one T -periodic solution.
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We first state the following well-known result. For the proof, we refer to the classical works
[14–16].
Lemma 2.1. (See Krasnoselskii [14], Deimling [15], Guo and Lakshmikantham [16].) Let E be
a Banach space and K a cone in E. For r > 0, define Kr = {u ∈ K: ‖u‖ < r}. Assume that
T :Kr → K is completely continuous such that T x = x for x ∈ ∂Kr = {u ∈ K: ‖u‖ = r}.
(i) If ‖T x‖ ‖x‖, then i(T ,Kr,K) = 0.
(ii) If ‖T x‖ ‖x‖, then i(T ,Kr,K) = 1.
Let y(m) = Dx(m), then (1.2) is equivalent to

[
y(m)− cy(m− δ)]= G(m,D−1y(m))y(m)− λB1(m)F (D−1y(m− τ(m))). (2.1)
Since D is a conversable matrix, so we have the following lemma.
Lemma 2.2. y(m) is a T -periodic solution of (2.1) if and only if D−1y(m) is a T -periodic
solution of (1.2).
In order to establish existence, multiplicity and nonexistence of periodic solutions for (2.1),
we first consider the following equation
ui(m) = ai(m)gi
(
D−1
(
A−1u
)
(m)
)(
A−1i ui
)
(m)
− λ
n∑
j=1
bij (m)f
j
(
D−1
(
A−1u
)(
m− τ(m))), i = 1,2, . . . , n, (2.2)
where A−1 is defined by (1.3). By Lemma 1.1 and the definition of A and A−1, we conclude that
Lemma 2.3. Assume that c ∈ (−k,0]. u(m) is a positive T -periodic solution of (2.2) if and only
if (A−1u)(m) is a positive T -periodic solution of (2.1).
Lemma 2.4. If c ∈ (−k,0], then u(m) is a T -periodic solution of (2.2) if and only if
D−1(A−1u)(m) is a T -periodic solution of (1.2).
Proof. The proof is similar to the proof of Lemma 2.6 in [11]. 
Remark. When A(m,x) = diag[a1(m)g1(x), a2(m)g2(x), . . . , an(m)gn(x)], Bij (m) = 0 as
i = j and Bii(m) > 0, D ≡ I . If c ∈ (−k,0], then u(m) is a positive T -periodic solution of (2.2)
if and only if D−1(A−1u)(m) is a positive T -periodic solution of (1.2).
Aiming to apply Lemma 2.1 to system (2.2), we rewrite (2.2) as
ui(m) = ai(m)gi
(
D−1
(
A−1u
)
(m)
)
ui(m)− ai(m)Ji
(
u(m)
)
− λ
n∑
bij (m)f
j
(
D−1
(
A−1u
)(
m− τ(m))), i = 1,2, . . . , n, (2.3)j=1
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(
u(m)
)= gi(D−1(A−1u)(m))[ui(m)− (A−1i ui)(m)]
= −cgi(D−1(A−1u)(m))(A−1i ui)(m− δ).
Define K be a cone in Xn by
K = {u ∈ Xn: ui(m) α‖ui‖X, i = 1,2, . . . , n}.
For r > 0, define Ωr by Ωr = {u ∈ K: ‖u‖n < r}. Then ∂Ωr = {u ∈ K: ‖u‖n = r}. Let the
operator Q :K → Xn be defined by
(Qu)(m) = ((Q1u)(m), (Q2u)(m), . . . , (Qnu)(m))T ,
(
Qiu
)
(m) =
m+T−1∑
s=m
Kiu(m, s)
[
ai(s)Ji
(
u(s)
)
+ λ
n∑
j=1
bij (s)f
j
(
D−1
(
A−1u
)(
s − τ(s)))
]
, i = 1,2, . . . , n,
where
Kiu(m, s) =
∏m+T−1
r=s+1 [ai(r)gi(D−1(A−1u)(r))+ 1]∏m+T−1
r=m [ai(r)gi(D−1(A−1u)(r))+ 1] − 1
.
It is easy to see that existence of T -periodic solutions of system (2.1) is equivalent to the fixed
point problem of operator Q. Furthermore, by assumption (H3), we obtain that
0 <Ai Kiu(m, s) Bi, m s m+ T − 1, i = 1,2, . . . , n.
Lemma 2.5. If c ∈ (−α,0] and u ∈ K , then
(a) for i = 1,2, . . . , n, it holds
α − |c|
1 − c2 ‖ui‖X 
(
A−1i ui
)
(m) 1
1 − |c| ‖ui‖X;
(b) for any m ∈ N∗, it holds
li |c|α − |c|1 − c2 ‖ui‖X  Ji
(
u(m)
)
 Li |c|
1 − |c| ‖ui‖X.
Proof. (a) Since −α < c 0, it follows from Lemma 1.1 that(
A−1i ui
)
(m) =
∑
j0
cjui(m− jδ)
=
∑
j0
c2j ui(m− 2jδ)−
∑
j1
|c|2j−1ui
(
m− (2j − 1)δ)
 α − |c|
1 − c2 ‖ui‖X, n ∈ N
∗,
(
A−1i ui
)
(m) 1 ‖ui‖X.1 − |c|
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li |c|α − |c|1 − c2 ‖ui‖X  Ji
(
u(m)
)
 Li |c|
1 − |c| ‖ui‖X, i = 1,2, . . . , n. 
Let
Hi(s) = ai(s)Ji
(
u(s)
)+ λ n∑
j=1
bij (s)f
j
(
D−1
(
A−1u
)(
s − τ(s))), i = 1,2, . . . , n.
Lemma 2.6. Suppose conditions (H1)–(H3) hold and c ∈ (−α,0]. Then Q(K) ⊂ K and
Q :K → K is compact and continuous.
Proof. It is easy to prove that Qu(m+ T ) = Qu(m). From the expression of Qiu, we have
Qiu(m)AiΣT−1m=0Hi(m), i = 1,2, . . . , n,∥∥Qiu∥∥
X
 BiΣT−1m=0Hi(m).
So we obtain
Qiu(m) Ai
Bi
∥∥Qiu∥∥
X
 α
∥∥Qiu∥∥
X
, i = 1,2, . . . , n.
Thus
Qu ∈ K.
That is, Q(K) ⊂ K .
From the continuity of gi , A−1i and fi , we can conclude that Q is continuous. Additionally,
we claim that Q is compact. Since Qu ∈ Xn for u ∈ Xn, it is enough to show that Q maps
a bounded set to a bounded set. In fact, that u(m) is bounded implies that Qu(m) is bounded.
Therefore, Q maps a bounded set to a bounded set. It follows from Arzela–Ascoli Lemma that
Q is completely continuous. The proof of Lemma 2.6 is completed. 
Lemma 2.7. Suppose conditions (H1)–(H3) hold and c ∈ (−α,0], η > 0. If for some positive
integer i
f i
(
D−1
(
A−1u
)(
m− τ(m))) η∥∥A−1u∥∥
n
, m ∈ N∗, u ∈ K,
then
‖Qu‖n  ληAi(α − |c|)1 − c2
T−1∑
s=0
n∑
j=1
bij (s)‖u‖n.
Proof. By Lemma 2.5, we get Ji(u(m)) 0 for u ∈ K and m ∈ N∗. Thus it holds
Qiu(m) λAi
T−1∑
s=0
n∑
j=1
bij (s)f
j
(
D−1
(
A−1u
)(
s − τ(s)))
 ληAi
T−1∑
s=0
n∑
j=1
bij (s)
∥∥A−1u∥∥
n
 ληAi(α − |c|)
1 − c2
T−1∑ n∑
bij (s)‖u‖n.s=0 j=1
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‖Qu‖n  ληAi(α − |c|)1 − c2
T−1∑
s=0
n∑
j=1
bij (s)‖u‖n. 
Lemma 2.8. Suppose conditions (H1)–(H3) hold and c ∈ (−α,0], let r > 0. If u ∈ ∂Ωr and there
exists ε such that
f i
(
D−1
(
A−1u
)(
m− τ(m))) ε∥∥A−1u∥∥
n
, m ∈ N∗, i = 1,2, . . . , n,
then
‖Qu‖n 
λε
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)+M1|c|
1 − |c| ‖u‖n.
Proof. In view of Lemmas 1.1 and 2.5, for any i = 1,2, . . . , n and u ∈ ∂Ωr , we have
∥∥Qiu∥∥
X
 Bi
T−1∑
s=0
[
ai(s)Ji
(
u(s)
)+ λ n∑
j=1
bij (s)f
j
(
D−1
(
A−1u
)(
s − τ(s)))
]
 Bi
T−1∑
s=0
[
ai(s)
Li |c|
1 − |c| ‖ui‖X + λε
n∑
j=1
bij (s)
∥∥A−1u∥∥
n
]

λBiε
∑T−1
s=0
∑n
j=1 bij (s)‖u‖n +BiLi |c|
∑T−1
s=0 ai(s)‖ui‖X
1 − |c| .
Let
M1 = max
{
BiLi
T−1∑
s=0
ai(s), i = 1,2, . . . , n
}
,
then we can obtain
‖Qu‖n 
λε
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)+M1|c|
1 − |c| ‖u‖n. 
Lemma 2.9. Suppose conditions (H1)–(H3) hold and c ∈ (−α,0]. If u ∈ ∂Ωr , r > 0, then
‖Qu‖n  λm(r)min
{
Ai
T−1∑
s=0
n∑
j=1
bij (s), i = 1,2, . . . , n
}
.
Proof. Since u ∈ ∂Ωr , by Lemma 2.5, we obtain α−|c|1−c2 r  ‖A−1u‖n  r1−|c| . Thus
f i(D−1(A−1u)(m − τ(m)))  m(r) for i = 1,2, . . . , n. Then it is easy to see that this lemma
can be proved in a similar manner as Lemma 2.7. 
Lemma 2.10. Suppose (H1)–(H3) hold and c ∈ (−α,0]. If u ∈ ∂Ωr , r > 0, then
‖Qu‖n  λM(r)
n∑
i=1
Bi
T−1∑
s=0
n∑
j=1
bij (s)+ M1|c|r1 − |c| .
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f i
(
D−1
(
A−1u
)(
m− τ(m)))M(r) for i = 1,2, . . . , n.
Then it is easy to see that this lemma can be shown in a similar manner as Lemma 2.8. 
3. Proofs of main results
Prior to give the proof of our main results, note that
f i0 = 0 ⇒ lim‖u‖n →0
f i(D−1u)
‖u‖n = 0
since D is bounded and conversable. Similarly,
f i∞ = 0 ⇒ lim‖u‖n →∞
f i(D−1u)
‖u‖n = 0,
f i0 = ∞ ⇒ lim‖u‖n →0
f i(D−1u)
‖u‖n = ∞,
f i∞ = ∞ ⇒ lim‖u‖n →∞
f i(D−1u)
‖u‖n = ∞.
Proof of Theorem 1.1. (a) Take r1 = 1. Let
λ0 = 1
m(r1)min{Ai∑T−1s=0 ∑nj=1 bij (s), i = 1,2, . . . , n} > 0.
Then by Lemma 2.9, for u ∈ ∂Ωr1 and λ > λ0, it holds
‖Qu‖n > ‖u‖n.
Case I. If F0 = 0, this implies that f i0 = 0, then there exists r¯2 ∈ (0, r1) such that f i(D−1u)
ε‖u‖n for 0 ‖u‖n  r¯2 and i = 1,2, . . . , n. Since −k < c  0, we have M1|c|1−|c| < 1. Therefore,
we can choose ε > 0 satisfying
λε
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
1 − |c| < 1 −
M1|c|
1 − |c| . (3.1)
Let r2 = (1 − |c|)r¯2. Since 0 ‖A−1u‖n  11−|c| ‖u‖n  r¯2 for u ∈ ∂Ωr2 , we obtain
f i
(
D−1
(
A−1u
)(
m− τ(m))) ε∥∥A−1u∥∥
n
.
Thus we have by Lemma 2.8 and Eq. (3.1) that, for u ∈ ∂Ωr2 ,
‖Qu‖n 
λε
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)+M1|c|
1 − |c| ‖u‖n < ‖u‖n.
It follows from Lemma 2.1 that
i(Q,Ωr1 ,K) = 0, i(Q,Ωr2 ,K) = 1.
Thus i(Q,Ωr1 \ Ω¯r2,K) = −1 and Q has a fixed point u(m) in Ωr1 \ Ω¯r2 . By Lemmas 2.2–2.4,
we see that D−1(A−1u)(m) is a T -periodic solution of (1.2) for λ > λ0.
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f i(D−1u) ε‖u‖n for ‖u‖n  H˜ , where the constant ε > 0 satisfies Eq. (3.1).
Let r3 = max{2r1, 1−c2α−|c| H˜ }. Since ‖A−1u‖n  α−|c|1−c2 ‖u‖n  H˜ for u ∈ ∂Ωr3 , we obtain
f i
(
D−1
(
A−1u
)(
m− τ(m))) ε∥∥A−1u∥∥
n
,
where ε > 0 satisfies Eq. (3.1). Thus we have by Lemma 2.8 and Eq. (3.1) that, for u ∈ ∂Ωr3 ,
‖Qu‖n 
λε
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)+M1|c|
1 − |c| ‖u‖n < ‖u‖n.
It follows from Lemma 2.1 that
i(Q,Ωr1 ,K) = 0, i(Q,Ωr3 ,K) = 1.
Thus i(Q,Ωr3 \ Ω¯r1,K) = 1 and Q has a fixed point u(m) in Ωr3 \ Ω¯r1 . By Lemmas 2.2–2.4,
we see that D−1(A−1u)(m) is a T -periodic solution of (1.2) for λ > λ0.
Case III. If F∞ = F0 = 0, it is clear from the above proof that Q has a fixed point u1 in
Ωr1 \Ω¯r2 and a fixed point u2 in Ωr3 \Ω¯r1 . Consequently, D−1(A−1u1)(m) and D−1(A−1u2)(m)
are two T -periodic solutions of (1.2) for λ > λ0.
(b) Since −k < c 0, then M1|c|1−|c| < 1. Let r1 = 1. Take
λ0 =
1 − M1|c|1−|c| r1
M(r1)
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
> 0.
By Lemma 2.10, for u ∈ ∂Ωr1 and 0 < λ< λ0,
‖Qu‖n < ‖u‖n.
Case I. If F0 = ∞, then there are constants r¯2 ∈ (0, r1) and i such that f i(D−1u)  η‖u‖n
for 0 ‖u‖n  r¯2, where the constant η > 0 satisfies
ληAi
T−1∑
s=0
n∑
j=1
bij (s)
α − |c|
1 − c2 > 1. (3.2)
Let r2 = (1 − |c|)r¯2. Since 0 ‖A−1u‖n  11−|c| ‖u‖n  r¯2 for u ∈ ∂Ωr2 , we obtain
f i
(
D−1
(
A−1u
)(
m− τ(m))) η∥∥A−1u∥∥
n
.
Thus we have by Lemma 2.7 and Eq. (3.2) that, for u ∈ ∂Ωr2 ,
‖Qu‖n  ληAi
T−1∑
s=0
n∑
j=1
bij (s)
α − |c|
1 − c2 ‖u‖n > ‖u‖n.
It follows from Lemma 2.1 that
i(Q,Ωr1 ,K) = 1, i(Q,Ωr2 ,K) = 0.
Thus i(Q,Ωr1 \ Ω¯r2,K) = 1 and Q has a fixed point u in Ωr1 \ Ω¯r2 . By Lemmas 2.2–2.4, we
see that D−1(A−1u)(m) is a T -periodic solution of (1.2) for λ ∈ (0, λ0).
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for ‖u‖n  H˜ , where the constant η > 0 satisfies
ληAk
T−1∑
s=0
n∑
j=1
bkj (s)
α − |c|
1 − c2 > 1. (3.3)
Let r3 = max{2r1, 1−c2α−|c| H˜ }. Since ‖A−1u‖n  α−|c|1−c2 ‖u‖n  H˜ for u ∈ ∂Ωr3 , we obtain
f k
(
D−1
(
A−1u
)(
t − τ(t))) η∥∥A−1u∥∥
n
,
where η > 0 satisfies Eq. (3.3). Thus we have by Lemma 2.7 and Eq. (3.3) that, for u ∈ ∂Ωr3 ,
‖Qu‖n  ληAk
T−1∑
s=0
n∑
j=1
bkj (s)
α − |c|
1 − c2 ‖u‖n > ‖u‖n.
It follows from Lemma 2.1 that
i(Q,Ωr1 ,K) = 1, i(Q,Ωr3 ,K) = 0.
Thus i(Q,Ωr3 \ Ω¯r1,K) = −1 and Q has a fixed point u(m) in Ωr3 \ Ω¯r1 . By Lemmas 2.2–2.4,
we see that D−1(A−1u)(m) is a T -periodic solution of (1.2) for λ ∈ (0, λ0).
Case III. If F∞ = F0 = ∞, from the above proof, Q has a fixed point u1 in Ωr1 \ Ω¯r2 and
a fixed point u2 in Ωr3 \ Ω¯r1 . Consequently, D−1(A−1u1)(m) and D−1(A−1u2)(m) are two
T -periodic solutions of (1.2) for λ ∈ (0, λ0).
(c) Case I. If F0 > 0 and F∞ > 0, then there exist i and k such that f i0 > 0 and f k∞ > 0. Let
c1 = min{f i(D−1u)+f k(D−1u)‖u‖n , j = i, k, u ∈ Rn} > 0, then we obtain
f i
(
D−1u
)+ f k(D−1u) c1‖u‖n, u ∈ Rn.
Assume u(m) is a T -periodic solution of (2.1) for λ > λ0, where
λ0 =
(
c1 min
{
Ai
T−1∑
s=0
n∑
j=1
bij (s),Ak
T−1∑
s=0
n∑
j=1
bkj (s)
}
α − |c|
1 − c2
)−1
.
‖A−1u‖n  α−|c|1−c2 ‖u‖n > 0 implies f i(A−1u(m − τ(m))) + f k(A−1u(m − τ(m))) 
c1‖A−1u‖n  c1 α−|c|1−c2 ‖u‖n for m ∈ N∗. Since T u(m) = u(m) for m ∈ N∗, similar to the proof
of Lemma 2.7, we can show that for λ > λ0,
‖u‖n = ‖Qu‖n  λc1 min
{
Ai
T−1∑
s=0
n∑
j=1
bij (s),Ak
T−1∑
s=0
n∑
j=1
bkj (s)
}
α − |c|
1 − c2 ‖u‖n > ‖u‖n,
which is a contradiction. Thus, if f i0 > 0 and f
i∞ > 0, for λ > λ0, (1.2) has no T -periodic solu-
tion.
Case II. If F0 < ∞ and F∞ < ∞, then f i0 < ∞ and f i∞ < ∞ for i = 1,2, . . . , n, since
−k < c  0, we have M1|c|1−|c| < 1. Let c2 = max{f
i(D−1u)
‖u‖n : i = 1,2, . . . , n, u ∈ Rn} > 0, then we
obtain
f i
(
D−1u
)
 c2‖u‖n, i = 1,2, . . . , n.
J. Wu / J. Math. Anal. Appl. 334 (2007) 738–752 749Assume u(m) is a T -periodic solution of (2.1) for λ ∈ (0, λ1), where
λ1 = 1 − |c| −M1|c|
c2
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
.
‖A−1u‖n  α−|c|1−c2 ‖u‖n > 0 implies that f i(D−1(A−1u)(m − τ(m)))  c2‖A−1u‖n  11−|c| ‖u‖
for m ∈ N∗. Since T u(m) = u(m) for m ∈ N∗, it follows from Lemma 2.8 that, for λ ∈ (0, λ1),
‖u‖n = ‖Qu‖n 
λc2
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)+M1|c|
1 − |c| ‖u‖ < ‖u‖n,
which is a contradiction. Thus, if f i0 < ∞ and f i∞ < ∞, for λ ∈ (0, λ1), (1.2) has no T -periodic
solutions. 
Proof of Theorem 1.2. These results follow from the above proof in part (c) immediately. 
Proof of Theorem 1.3. (a) If
1 − c2
f∞ min{Ai∑T−1s=0 ∑nj=1 bij (s), i = 1,2, . . . , n}(α − |c|)
< λ <
1 − |c| −M1|c|
F0
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
,
it is clear that there exists 0 < ε(< f∞) such that
1 − c2
(f∞ − ε)min{Ai∑T−1s=0 ∑nj=1 bij (s), i = 1,2, . . . , n}(α − |c|)
< λ <
1 − |c| −M1|c|
(F0 + ε)∑ni=1 Bi∑T−1s=0 ∑nj=1 bij (s) .
For the above ε, we choose r¯1 > 0 so that f i(u) (F0 + ε)‖u‖n for 0 ‖u‖n  r¯1 and any i.
Let r1 = (1 − |c|)r¯1. Since 0 ‖A−1u‖n  11−|c| ‖u‖n  r¯1 for u ∈ ∂Ωr1 , we obtain
f i
((
A−1u
)(
m− τ(m))) (F0 + ε)∥∥A−1u∥∥n, u ∈ ∂Ωr1 .
Thus we have by Lemma 2.8 that, for u ∈ ∂Ωr1 ,
‖Qu‖n 
λ(F0 + ε)∑ni=1 Bi∑T−1s=0 ∑nj=1 bij (s)+M1|c|
1 − |c| ‖u‖n < ‖u‖n.
On the other hand, there exists H˜ > 0 such that f i(u)  (f∞ − ε)‖u‖n for ‖u‖n  H˜ . Let
r2 = max{2r1, 1−c2α−|c| H˜ }. Since ‖A−1u‖n  α−|c|1−c2 ‖u‖n  H˜ for u ∈ ∂Ωr2 , we obtain
f i  (F∞ − ε)
∥∥A−1u∥∥
n
, u ∈ ∂Ωr2 .
Similarly with the proof of Lemma 2.7, for u ∈ ∂Ωr2 , we can show that
‖Qu‖n  λ(f∞ − ε)min
{
Ai
T−1∑ n∑
bij (s), i = 1,2, . . . , n
}
α − |c|
1 − c2 ‖u‖n > ‖u‖n.s=0 j=1
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i(Q,Ωr1 ,K) = 1, i(Q,Ωr2 ,K) = 0.
Thus i(T ,Ωr2 \ Ω¯r1,K) = −1 and T has a fixed point u in Ωr2 \ Ω¯r1 . By Lemmas 2.2–2.4, we
see that (A−1u)(m) is a T -periodic solution of (1.2).
(b) Similarly with the discussion of (a), we can show that (1.2) has one T -periodic solution
for
1 − c2
f0 min{Ai∑T−1s=0 ∑nj=1 bij (s), i = 1,2, . . . , n}(α − |c|)
< λ <
1 − |c| −M1|c|
F∞
∑n
i=1 Bi
∑T−1
s=0
∑n
j=1 bij (s)
. 
Example 3.1. We consider the following neutral functional differential system

[
x(m)+ 1
100
x(m− δ)
]
= A(m,x(m))x(m)− λB(m)F (x(m− τ(m))), (3.4)
where c = − 1100 , δ = π2 , τ(m+ 2) ≡ τ(m),
F
(
x
(
m− τ(m)))= ( (|x1(m− τ(m))| + |x2(m− τ(m))|)ae−(|x1(m−τ(m))|+|x2(m−τ(m))|)
(|x1(m− τ(m))| + |x2(m− τ(m))|)ae−(|x1(m−τ(m))|+|x2(m−τ(m))|)
)
and
A(m,x) =
(2 − 9 sin(x1(m))+ 8 cos(x2(m)) −12 sin(x1(m))+ 12 cos(x2(m))
6 sin(x1(m))− 6 cos(x2(m)) 2 + 8 sin(x1(m))− 9 cos(x2(m))
)
,
B(m) =
(1 0
0 1
)
.
For system (3.4), we establish the following conclusion.
Conclusion 3.2.
(a) If a ∈ (0,1), then (3.4) has one 2-periodic solution for any λ > 32r0 or λ < 6712672∧(t0) ,∧
(t0) = f 1(min{a, 70099 }).
(b) If a = 1, then (3.4) has one positive 2-periodic solution for λ > 32r0 > 0.
(c) If a > 1, then (3.4) has two positive 2-periodic solutions for λ > 32r0 > 0.
In fact, we can see that there exist
G
(
m,x(m)
)= (2 − sin(x1(m)) 0
0 2 − cos(x2(m))
)
, D =
(3 4
2 3
)
such that
A
(
m,x(m)
)= D−1G(m,x(m))D.
It is clear that a1(m) = a2(m) ≡ 1 and
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(
x
(
m− τ(m)))= f 2(x(m− τ(m)))
= (∣∣x1(m− τ(m))∣∣+ ∣∣x2(m− τ(m))∣∣)ae−(|x1(m−τ(m))|+|x2(m−τ(m))|).
Let
w
(
x
(
m− τ(m)))= ∣∣3x1(m− τ(m))− 4x2(m− τ(m))∣∣
+ ∣∣2x1(m− τ(m))− 3x2(m− τ(m))∣∣,
then
f i
(
D−1x
(
m− τ(m)))= (w(x(m− τ(m))))ae−w(x(m−τ(m))).
F satisfies that F0 = +∞ if a ∈ (0,1), F0 = 1 when a = 1 and F0 = 0 as a > 1. Additionally,
F∞ = 0 for a > 0 and maxt0 f i(t) = f i(a) for i = 1,2. By simple computation, we can obtain
L1 = L2 = 3, l1 = l2 = 1, A1 = A2 = 115 , B1 = B2 =
16
3
, α = 1
80
,
M1 = 32, k = min
{
1
80
,
1
33
}
= 1
80
,
M(1) = max
{
f i
(
D−1t
)
: 0 ‖t‖2  10099 , i = 1,2
}
max
{
f i(t): 0 ‖t‖2  70099 , i = 1,2
}
= f 1
(
min
{
a,
700
99
})
=
∧
(t0),
m(1) = min
{
f i
(
D−1t
)
:
25
9999
 ‖t‖2  10099 , i = 1,2
}
.
If x1x2 = 0, then w(x(t − τ(t))) = 0. Therefore, it holds
wm = min
{
w
(
x
(
m− τ(m))): |x1| + |x2| ∈
[
25
9999
,
100
99
]
, m ∈ N∗
}
∈ (0,∞).
Thus, we can obtain
m(1)min
{
f i(t): wm  ‖t‖2  70099 , i = 1,2
}
= min
{
f 1(wm),f
1
(
700
99
)}
:= r0,
B1(m) =
(3 4
2 3
)
,
1
m(1)A2
∑1
s=0
∑2
j=1 b2j (s)
 3
2r0
,
1 − M1|c|1−|c|
M(1)
∑2
i=1 Bi
∑1
s=0
∑2
j=1 bij (s)
 67
12672
∧
(t0)
.
From Theorem 1.1, we can prove this conclusion.
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