The established view on massive IoT access is that the IoT devices are activated randomly and independently. This is a basic premise also in the recent information-theoretic treatment of massive access by Polyanskiy [1] . In a number of practical scenarios, the information from IoT devices in a given geographical area is inherently correlated due to a commonly observed physical phenomenon. We introduce a model for massive access that accounts for correlation both in device activation and in the message content. To this end, we introduce common alarm messages for all devices. A physical phenomenon can trigger an alarm causing a subset of devices to transmit the same message at the same time. We develop a new error probability model that includes false positive errors, resulting from decoding a non-transmitted codeword. The results show that the correlation allows for high reliability at the expense of spectral efficiency. This reflects the intuitive trade-off: an access from a massive number can be ultra-reliable only if the information across the devices is correlated.
I. INTRODUCTION
The interconnection of billions of devices within the Internet of Things (IoT) paradigm is one of the main challenges for future networks. Accordingly, the service structure of 5G, fully aligned with the ITU-R vision for IMT-2020, includes the massive Machine Type-Communication (mMTC) as one of the three core connectivity types. mMTC is typically defined through a scenario in which a massive number of IoT devices are connected to a Base Station (BS). The activation of the IoT devices is intermittent, such that at a given time, the IoT devices that are active and have a message to send constitute a random subset from the total set of devices [2] . A main use case for IoT is a distributed sensor network that intelligently monitors and manages a large number of devices [3] . The traffic in such systems can be (quasi-)periodic or event-driven [4] . In addition, source information and time correlations occur when many devices are sensing a common physical phenomenon.
The conventional multiple access channel (MAC) has been well characterized [5] - [7] . The main results in these works are derived using the fact that the probability of successful joint decoding goes asymptotically to one with increasing blocklength. However, in the context of mMTC the devices have small data payloads. Additionally, even though only a small subset of the devices are active simultaneously, the large total number of devices (up to 300 000 in a single cell [8] ) means that the number of active devices can still be comparable to the blocklength. This results in finite blocklength (FBL) effects. A number of works have addressed the problem of massive access [8] , [9] . However, in terms of theoretical rigor and fundamental results two works stand out, both of them assuming independent traffic. The first one is on the manyaccess channel by X. Chen et al. [10] . This paper shows the scaling of the number of users with the blocklength. On the other hand, Y. Polyanskiy provides a model in [1] that is closer to the way massive access is commonly understood. Key elements of the model are devices employing the same codebook which precludes the identification of users and the error measure is done on a per-device basis. This has also been called unsourced random access [11] .
In this we build upon the model in [1] with an important extension: we bring in the correlation of activation and message content across different devices. This is different from the mainstream view on massive random access, where the device activation and message content is independent across the devices. An exemplary case is as follows: IoT devices can send standard messages or alarm messages, the latter with critical reliability requirement and triggered by a commonly observed phenomenon. In normal operation, standard uncorrelated messages are sent. Upon the alarm activation, a number of IoT devices will prioritize it and send the same message. This reflects the extreme all-or-nothing correlation where devices are either mutually independent, or they are completely correlated both in source information and in time. Our model intends to capture the following intuitive observation. If the number of devices that transmit the same alarm message increases, then the reliability of the alarm message increases at the expense of the decrease of the total amount of information that comes from the total population of connected IoT devices. The model can be seen as having an (alarm) event that needs to be communicated through a random subset of devices, see Fig. 1 . By removing the alarm event the model boils down to the model in [1] .
Differently from previous works, the per-device probability of error is not meaningful for devices transmitting the alarm event in our model. Instead, the common alarm itself can be seen as a "ghost" device, which communicates through the actual IoT devices (see Fig. 1 ) and we calculate the error probability with respect to this ghost device. In addition, the fact that we consider two message types (standard and alarm messages) necessitates the introduction of false positive errors, namely decoding a codeword that was not transmitted. In the system model in Fig. 1 , decoding an alarm message when no alarm has occurred is critical. This type of error is, typically, not considered in a common communication-theoretic setting, where an error is defined as the event in which a decoder is not decoding a codeword correctly.
The rest of the paper is organized as follows. Section II introduces the system model including the source information and time correlations. In Section III the entropy and the spectral efficiency of the correlated devices is derived. Section IV defines the alarm random access code based on the novel error model, and the error bound is derived in Section V. Finally, numerical evaluations are presented in Section VI, and concluding remarks are given in Section VII.
Notation: The tuple (a i . . . a j ) for i ≤ j is denoted a j i . We define X i−1 i as the empty tuple and j−1 i=j a i = 0. [S] k denotes the set of k-subsets of the set S
II. CORRELATION MODEL
We consider the uplink in a random access channel in which each access opportunity is a block of n channel uses. In each block, K out of N devices transmit a message from one of the two disjoint message sets M s and M a , consisting of M s = |M s | standard messages and M a = |M a | alarm messages, respectively. A typical case is having a stringent reliability requirement for the alarm messages, and a high throughput and massive access requirement for the rest. As also done in [1] , we assume that the number of active devices, K, is known by the receiver.
Let P Y |X K 1 : [X n ] K → Y n be a memoryless multiple access channel (MAC) satisfying permutation invariance where X , Y are the input and output alphabets. That is, the distribution
. , x π(K) ) for any x K 1 ∈ [X n ] K and permutation π. This assumption relates to the fact that no user identification is done at the receiver, i.e. unsourced random access [11] . All devices use the same encoder f : M s ∪ M a → X n and the receiver decodes according to the possibly randomized map g :
is the random number of devices sending an alarm message.
We denote the message transmitted by the j-th device as W j . The transmitted messages are chosen according to the following model: An alarm event, A, occurs with probability p a , and there is no alarm with probability 1 − p a . If no alarm occurs then the system acts as in [1] , i.e. each device transmits a message uniformly chosen from M s with probability p s , and it is silent with probability 1 − p s . If an alarm occurs, with probability p d a device will detect it and transmit an alarm message. Contrary to the standard messages, all devices detecting the alarm send the same message chosen uniformly from M a . With probability 1 − p d the device will act as if no alarm has occurred. It follows that P[W j ∈ M a ] = p a p d and P[W j ∈ M s ] = p s − p a p s p d . Notice that the probability p d in our model is the joint event of detecting an alarm and deciding to transmit a corresponding alarm message. The latter can be seen as a system design parameter and its impact to the system performance, particularly in the tradeoff between reliability and spectral efficiency, is discussed in next section.
In contrast to practical random access scenarios, we assume that the number of active devices, K, is known by the receiver. This assumption can be justified by noting that K could be estimated using the same procedure as in [12] . Furthermore, since the number of alarm messages, K a , is assumed unknown in the model, an incorrectly estimated K will mainly affect the decoding of the non-critical standard messages.
III. SPECTRAL EFFICIENCY
In this section, we study how the presence of common alarm messages affects the information transmitted in the system. We consider the system spectral efficiency defined as S =
where W K 1 are messages and H is the joint entropy function. The total number of devices, N , in the network affects the system spectral efficiency. To see this, consider the case with a high alarm detection probability p d , a low p s , alarm probability p a = 0.5, and suppose we receive 10 messages, i.e. K = 10. If also N = 10, then there is a high probability that an alarm has occurred since we know that all devices transmitted and that p d is high resulting in a low spectral efficiency. On the other hand, if N = 10 000 devices in the network the probability that an alarm has occurred is low, being unlikely that 9990 devices do not detect an alarm when p d is high. In this case, the messages are likely to be distinct, resulting in a high spectral efficiency.
The exact expression for the system spectral efficiency for this model is stated in Theorem 1. Theorem 1. For K out of N received messages and correlated devices as describe in Section II the system spectral efficiency, S, is
where H(W k |W k−1 1 ) is given by (2)- (7) .
Proof of Theorem 1 can be found in Appendix A in [13] .
For p a = 0 or p d = 0 (i.e. no correlation) the system spectral efficiency is the well-known K n log 2 M s as in [1] .
IV. ALARM RANDOM ACCESS CODES
We now define a random access code that allows for reliability diversity for standard and alarm messages. This entails having different error events for the two message types. Specifically, in order to capture the characteristics of alarm messages, we introduce reliability constraints that relates to the certainty of decoding alarm messages in the event of an
alarm, but also to the certainty of not decoding alarm messages when no alarms has occurred (false positives). We define error events for standard messages as in [1] , i.e. errors are considered per-device and the event that more than one device sends the same standard message results in an error. In contrast, no error occurs if multiple devices transmit the same alarm message. Similarly, decoding distinct alarm messages also results in an error since only one alarm is assumed to be active at a time, while decoding distinct standard messages is not an error. Formally, we define the following error events:
is the event of not decoding an alarm message or decoding more than one, and E fp {g(Y ) ∩ M a = ∅} is the event of decoding any alarm message (which is an error when no alarm has occurred). This leads to the following definition of a K-user alarm random access (ARA) code. Definition 2. An (M s , M a , n, a , s , sa , fp ) alarm random access (ARA) code for the K-user channel P Y |X K 1 is a pair of (possibly randomized) maps, the encoder f : M s ∪M a → X n , and the decoder g :
where X j = f (W j ), W 1 , . . . , W K ∈ M s when there is no alarm and W 1 , . . . , W K−Ka ∈ M s , W K−Ka+1 = . . . = W K = W 0 ∈ M a in the alarm event for a random number, K a , alarm messages.
The left hand side of (8) is the probability of not decoding or resolving the alarm message in the alarm event. The left hand side of (9) is the average per-device error probability when there is no alarm, and (10) refers to the case when there is an alarm. Lastly left hand side of (11) is the probability of false positives. In a practical scenario the entities a , s , sa and fp can be treated as reliability requirements.
In the remainder of the paper we limit the analysis to the real Gaussian MAC (GMAC) given by
with power restriction f (W j ) 2 2 ≤ nP . This model is based on the assumption that the blocklength is short enough to be within the coherence time of the channel. This allows for the devices to do channel inversion and precode their signals so that they add up coherently at the receiver. This gives the possibility of a very high reliability for alarm messages.
V. RANDOM CODING ERROR BOUND
The achievability conditions for an ARA code are presented in Theorem 3, which provides bounds for the error probabilities a , s , sa and fp for a given blocklenght n, message set sizes M a and M s , average transmission power P , and maximal transmission power P . Theorem 3. Fix P < P . There exists an (M a , M s , n, a , s , sa , fp ) alarm random access code for the K-user GMAC satisfying power-constraint P and
Defining φ(k, α) = 1 2 ln(1 + 2kP α) and Φ(k, α) = α 1+2kP α . Related to (13) :
a(K, K a ) = min
Related to (16):
Related to (14)
where C t = φ(1/2, t), S 0 ∈ [M s ] t is t-subsets of true standard messages and c W ∼ N (0, I n P ) is the codeword corresponding to message W . Related to (15): Fig. 2 . Trade-off between probability of error for alarm messages and the spectral efficiency. n = 30 000, N = 1000, s = 10 −1 , fp = 10 −5 , Ms = 2 100 , Ma = 2 3 , ps = 0.01 and pa = 1.
Proof of Theorem 3 is given in Appendix B in [13] .
VI. NUMERICAL EVALUATION The bounds in Theorem 3 are given for a fixed number of active devices, K, but the probability of a given value of K depends on whether an alarm has happened or not. Therefore, we consider the average bound over the distribution of K conditioned on the alarm state and the total number of devices, N . The distribution of K given an alarm is binomial distributed with success probability p d + (1 − p d )p s and given no alarm the success probability is p s .
We first study the trade-off between the probability of error for alarm messages and the per-device spectral efficiency S, during the event of an alarm. We consider a setting with N = 1000 devices and a blocklength of n = 30 000. The alarm and standard messages are 3 and 100 bits, respectively. The probability of activation when there is no alarm is p s = 0.01, and the transmission power is chosen such that the target average error bound for standard messages is s = 10 −1 , and the probability of false positive alarms is below fp = 10 −5 . Having only a few bits for alarm messages is a realistic setting, e.g. in a sensor network the alarm event could be that a sensed value is too high or too low resulting in only one bit needed.
In Fig. 2 it can be seen that the probability of error increases for increasing spectral efficiency (decreasing p d ). Notice that the maximum spectral efficiency is achieved when the error probability is one (or equivalently, p d = 0), i.e. no alarm messages are detected. This is expected since a higher number of devices transmitting alarm messages reduces the per-device spectral efficiency, but increases the received signal-to-noise ratio of alarm messages. Furthermore, very high reliability is achievable. This trade-off between spectral efficiency and probability of error is not surprising since this is also the case when the blocklength or message set size are changed. The novelty is in the fact that it is the correlation between devices that causes the trade-off.
We now consider the minimal average transmission power, P , required to satisfy some target error probabilities. We assume no power restriction, and that all parameters are fixed except P and p d . We use the same system parameters as in the previous scenario, except that we now fix a = fp = 10 −5 and s = sa = 10 −1 . Based on the optimal p d and the values of p s , p a , we evaluate the minimal average energy- Fig. 3 the solid blue line shows the energy-per-bit as a function of total number devices, N , for this setup. Additionally, the achievable energy-per-bit for the uncorrelated case (p d = 0) is included for reference, and is obtained as described in [1] but without the transmission power restriction. It can be seen that almost the same energy-per-bit is achievable for correlated and uncorrelated devices up to approximately 13 000 devices, where the energy-per-bit required in the correlated case starts to increase significantly. This is due to the fact that the bound for false positives starts to dominate the choice of P . Thus, due to high multi-access interference, the probability of decoding a false positive is higher than the probability of failing to decode a standard message. This is similar to the behavior in the uncorrelated case where the finite blocklength penalty is the dominating constraint when N is small, while multi-access interference dominates for large N [1] . This is seen in the increase in the slope at around 15 000 devices in the uncorrelated case.
The effect of increasing alarm probability, p a , can be seen as the dashed curves in Fig. 3 . The energy-per-bit is higher for larger p a due to the increased rate of alarm events where spectral efficiency is lower. The energy-per-bit in alarm events corresponds to the curve for p a = 1. Notice that the energy requirement P and the probability p d are not altered by varying p a since the error probabilities for ARA codes are conditioned on the occurrence of an alarm. The high energyper-bit for small N and high p a is due to the large number of devices (relative to N ) that must devote their resources to a single alarm message in order to accommodate the target alarm reliability. In general, the curves corresponding to different values of p a are approaching each other for increasing N since the ratio of alarm messages to standard messages grows.
VII. CONCLUSIONS
We have studied the trade-off between reliability and spectral efficiency in a massive random access scenario where the devices can send standard messages or alarm messages. The alarm messages are triggered by a common physical phenomenon and introduce correlation in both the transmitted messages and the activation of devices. We derive the system spectral efficiency and propose an achievability bound for alarm random access codes. We show that very reliable transmissions of alarm messages can be achieved, but that the correlation causes a trade-off in spectral efficiency. In particular, when the multi-access interference is moderate, the cost of providing high reliability of alarm messages is small in terms of the average energy-per-bit. However, when multiaccess interference is high, the probability of decoding a false Fig. 3 . Trade-off between E b /N 0 and the number of devices, N , for different values of alarm probability pa and for uncorrelated devices. n = 30 000, a = fp = 10 −5 , s = sa = 10 −1 , Ms = 2 100 , Ma = 2 3 and ps = 0.01. positive alarm message dominates the error probabilities, and the cost of providing high reliability is significant.
