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A Nano-electronics Simulator for Petascale Computing:  
From NEMO to OMEN 
 
Hansang Bae1, Steve Clark2, Ben Haley1, Ryu Hoon1, Gerhard Klimeck1, 3, Sunhee Lee1, 
Mathieu Luisier1, Faisal Saied2, 4 
——————————   !   —————————— 
1 INTRODUCTION 
 
The rapid progress in nanofabrication technologies has led to the emergence of new classes of nano-devices, in which the 
quantum nature of charge carriers dominates the device properties and performance. The need for atomistic-level 
modeling is particularly clear in studies of quantum dots. Quantum dots are solid-state structures capable of trapping 
charge carriers so that their wave functions become fully spatially localized, and their energy spectra consist of well-
separated, discrete levels. Existing nanofabrication techniques make it possible to manufacture quantum dots in a variety 
of types and sizes [1]. Among them, semiconductor quantum dots grown by self-assembly (SADs), trapping electrons as 
well as holes, are of particular importance in quantum optics, since they can be used as detectors of infrared radiation [2], 
optical memories [3], single photon sources [4]. Arrays of quantum-mechanically coupled SADs can also be used as 
optically active regions in high-efficiency, room-temperature lasers [5].  
 
The main goal of this paper is to present new capabilities that have been added to codes. We are transitioning to 
having in OMEN a single code that will include the functionality of the well-established NEMO 3-D code for strain and 
electronic structure computations, and a new capability to solve the challenging 3D quantum transport problem, and be 
designed to run efficiently on large systems like Ranger, the first NSF Track 2 system at TACC. We believe that OMEN 
will be one of the premier simulation tools for the design and analysis of realistically-sized nanoelectronic devices, and 
therefore to make it a valid tool for the Network for Computational Nanotechnology (NCN) community. These recent 
advances include algorithmic refinements, performance analysis to identify the best computational strategies, porting to 
state of the art HPC architectures, including the Ranger system, the BlueGene, the Cray XT3 and a Woodcrest Linux 
cluster. One important consequence of these recent enhancements is the ability to run 3D quantum transport 
computations on Ranger. 3D quantum transport for realistic devices is a very challenging computational problem, and 
represents a new capability for which resources of the scale of Ranger are essential. We present initial results for the 
transport problem on Ranger. We also present results for the electronic structure computations based on both the NEMO 
3-D code, and the new implementation in OMEN. From an algorithmic point of view, a key challenge is the extraction of 
interior, degenerate eigenvectors at this scale. These calculations have been carried out on up to 8K cores on the 
BlueGene and the Cray XT3, and have been tested on several Teragrid systems. We also present initial scaling results for 
the electronic structure computations on Ranger.  
 
The rest of the paper is structured as follows. In section 2 we review the physical model underlying OMEN and 
NEMO 3-D; in section 3, we describe the approach used for the parallelization of the computations. In section 4, we 
briefly describe the algorithms implemented in the packages. Section 5 has the performance results, including benchmark 
results for 3D transport up to 16K cores, and up to 8K cores in the electronic structure phase. 
2 MODELING NANO-ELECTRONIC DEVICES 
Figure 1 shows the evolution from the NEMO 1-D and NEMO 3-D codes to OMEN. NEMO 1-D is a mature code that 
computes quantum transport for a 1D model. It can compute current-voltage curves for nano-devices. It has a natural 
multilevel parallelism (in voltage, momentum and energy). NEMO 3-D can compute strain and electronic structure (but 
not transport) for 3D devices. The new OMEN code includes the functionality of NEMO 3-D with several enhancements 
that will make it better tuned for petascale systems. OMEN also has the 3D analog of NEMO 1-D. This is a significant 
new capability that did not exist before, and requires petascale computing resources.  Initial performance results for this 
capability are presented in section 5.  
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OMEN is a three-dimensional, atomistic, and full-band quantum transport simulator designed for multi-gate ultra-
thin-body (UTB) and nanowire (NW) field-effect transistors (FETs). The sp3d5s* semi-empirical tight-binding method is 
chosen as band structure model. The Schrödinger equation is solved with open boundary conditions either in the Wave 
Function or in the Non-Equilibrium Green’s Function formalism. The resulting charge and current densities are then self-
consistently coupled to the Poisson equation expressed in a finite-element basis. Hence, ballistic transport, source-to-
drain tunneling, alloy disorder, strain, and interface roughness can be treated on an atomistic level in n- or p-doped FETs 
with a cross section up to about 22 nm2 for circular or square nanowire and a width of 8 nm for UTB. Transistor 
structures made of several semiconductor materials, such as Si, Ge, SiGe, GaAs, or InAs and with any channel orientation 
(<100>, <110>, <111>, or <112>) can be investigated. As an example a double-gate UTB FET with transport along the 
<100> axis is considered in Figure 2, [15], [16], [17]. 
 
Figure 1. The NEMO 1-D code can do 1D NEGF quantum transport, while the NEMO 3-D is designed to do strain and electronic 
calculations. Our new code OMEN incorporates NEMO 3-D functionality and adds a 3D quantum transport capability, and includes 
features that make the code petascale capable. 
 
 
Figure 2. Schematic view of a double-gate ultra-thin body field effect transistor with transport along the  <100> crystal axis and 
confinement along <010>. 
 
We summarize some of the key features of the model and the NEMO 3-D package, which consists of three main 
parts 
- The geometry constructor (setup phase) 
- The strain computation 
- The electronic structure computation 
Geometry constructor and setup. The geometry constructor’s purpose is to represent the nanostructure in atomistic 
detail in the memory of the computer. Each atom is its coordinates; its type (atomic number), information whether 
the atom is on the surface or in the interior of the sample (important later on in electronic calculations), what kind 
of computation it will take part of (strain only or strain and electronic), and who its nearest neighbors are. This 
part of NEMO 3-D occupies only a small fraction of total computational time and memory, and will not be 
discussed further.  
 
The strain computation. The materials making up the quantum dot nanostructure differ in their lattice constants. This 
lattice mismatch leads to the appearance of strain:  
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Figure 3. Schematic view of the QD nanostructure, for electronic structure calculations. 
 
atoms throughout the sample are displaced from their bulk positions. Knowledge of equilibrium atomic positions is 
crucial for the subsequent calculation of the quantum dot’s electronic properties, which makes the computation of strain 
a necessary step in realistic simulations of these nanostructures. NEMO 3-D computes strain field using an atomistic 
valence force field method (VFF) [13]. In this approach, the total elastic energy of the sample is computed as a sum of 
bond-stretching and bond-bending contributions from each atom. The equilibrium atomic positions are found by 
minimizing the total elastic energy of the system. 
 
The electronic structure computation. The single-particle energies and wave functions are calculated using an empirical 
first-nearest-neighbor tight-binding model. The underlying idea of this approach is the selection of a basis consisting of 
atomic orbitals (such as s, p, d, and s*) centered on each atom. These orbitals are treated as a basis set for the Hamiltonian 
operator and lead to a discrete Hamiltonian matrix that has a block tri-diagonal structure due to the restriction to nearest 
neighbor interactions.The parametrization of all bonds using analytical forms of directional cosines for various tight-
binding models is given in Ref. [14]. NEMO 3-D uses the parameterization for the sp3d5s* model, in which each atom is 
assigned 20 spin-degenerate orbitals.  
 
The 20-band nearest-neighbor tight-binding model is parameterized by 34 energy constants, which need to be 
established by fitting the computed electronic properties of materials to those measured experimentally. This is done by 
considering bulk semiconductor crystals (such as GaAs or InAs) under strain. Search for optimal parameterization is 
done using a genetic algorithm, described in detail in Refs. [8-12]. Once it is known for each material constituting the 
quantum dot, a full atomistic calculation of the single-particle energy spectrum is carried out on samples composed of 
millions of atoms. Calculating the electronic structure is the most computationally intensive phase of the code. The 
eigenvalue problem is solved in parallel using one of the algorithms discussed in Section 4. 
3 PARALLELIZATION 
The 3D transport code in OMEN has up to four levels of parallelization. These include parallelization over voltage, 
momentum and energy, and additional parallelization for a linear solver for a 3D equation, with spatial decomposition.  
The voltage/bias point level is embarrassingly parallel, while the double integral over momentum and energy that is 
evaluated requires adaptive quadrature and involves some communication. The linear solver is currently a sparse direct 
solver that is parallelized within a node. 
 
The electronic structure code is parallelized using MPI. The most significant component in the parallelization are the 
matrix vector products in the strain and the electronic structure phases that are needed for the energy minimization and 
the eigenvalue computation, respectively. A big difference between these two phases is that in the strain phase there are 
three real unknowns per atom, whereas there are typically 20 complex unknowns per atom in the electronic structure 
phase. This difference results in a very different proportion of communication in the matrix vector products – the strain 
phase has more communication relative to computation and does not scale as well to large numbers of cores as the 
electronic structure matrix vector products, where communication a smaller fraction of the time. Figure 4 shows the data 
distribution used and the sparsity structure of the Hamiltonian. Only nearest neighbor communication is needed in the 
matrix vector product. 
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To find the energy levels and wave functions of the electronic structure, e.g. quantum dot, we need to solve a large 
eigenvalue problem arising from the discretization of the time-independent Schrödinger equation 
 
where is the n by n Hamiltonian matrix,  is the eigenvector representing the wave function associated with the 
eigenvalue  representing the i-th energy level.  We have implemented Lanczos [21] in NEMO 3-D and in OMEN. For a 
standard symmetric eigenvalue problem, the Lanczos algorithm builds an orthonormal basis for a Krylov subspace 
associated with the Hamiltonian, and a k by k tridiagonal matrix such that the following relationship (the Lanczos 
factorization) is satisfied 
 
It has been shown [23] that the eigenvalues of  tend to eigenvalues of as k tends to n. Moreover, some eigenvalues 
of  converge to eigenvalues of very quickly. The problem of finding eigenvalues of is then reduced to the 
much easier problem of finding eigenvalues of a small tridiagonal matrix  and the eigenvectors  of are found to 
be  
 
where are the eigenvectors of . The advantage of Lanczos algorithm is that it is fast. However, it cannot compute 
repeated eigenvalues. This is addressed by our implementation of block Lanczos, which we do not discuss here. We have  
also implemented Trace Minimization [18, 19] and Rayleigh-Ritz eigenvalue solvers, and interfaced the PARPACK [22] to 
NEMO 3-D. These eigenvalue solvers are not discussed in this paper. 
5 PERFORMANCE 
In this section, we present very recent results for the 3D transport problem on the Ranger system at TACC, using the new 
OMEN code. We present some new results for the electronic structure computation in OMEN on Ranger. We also present 
scaling results using NEMO 3-D, on the Cray XT4 at Oak Ridge, the BlueGene/L at RPI, the Abe cluster at NCSA, the 
IBM JS21 jointly operated by Indiana University and Purdue University, Bigben at PSC, and a Linux cluster at Purdue. 
 
5.1  3D Quantum Transport 
In Figure 5, we show scaling results for 3D quantum transport on Ranger, using OMEN for the device shown in 
Figure 2. This is a double-gate field effect transistor (two-dimensional device)designed for the 22 nm technology node, 
i.e. according to the International Road Map for Semiconductor (ITRS). This is a large problem with 8 bias points, two 
Poisson iterations per bias point, 16 points for the momentum integral and about 1400 points for the energy 
integral. For each of these combinations, we solve the Schrödinger equation using the MUMPS code [24]. This 
corresponds to over 300,000 linear systems each of order about 50,000. The MUMPS code is a parallel sparse direct 
solver. So far we have used it with one and two processors. These initial results show that the OMEN code can 
exploit the power of the Ranger system to solve the transport problem for nano-devices. Given the excellent 





Figure 5. 3D quantum transport scaling on Ranger using OMEN for the device shown in Figure 2. 
 
5.2  Electronic Structure 
Figure 6 shows very recent results on the Ranger system with the new code for electronic structure computations in 
OMEN. This functionality has been available in NEMO 3-D for some time, but the OMEN code has additional features 
that will make it better suited for petascale computing, including a 3D domain decomposition option, and a reduced 
memory footprint. This will allow us to go to larger numbers of atoms, and utilize more processors. These results are a 
strong indication that OMEN has the potential for very high scalability, for both transport and electronic structure 
computations. 
 
Figures 7, 8 and 9 shows performance data for benchmark runs with NEMO 3-D on two leading architectures, the 
Cray XT4 at Oak Ridge National Labs and the IBM BlueGene/L at RPI. The benchmark problems performed 500 
iterations of the Lanczos eigenvalue solver, for a range of problem sizes and number of cores. The timing data can be 
viewed in two ways. The solid lines correspond to a fixed number of atoms per core, which is the weak scaling view. The 
dashed lines correspond to a fixed total problem size, the strong scaling view. Ideal scaling is a horizontal line in the 
weak scaling case, and the sloping green line in the strong scaling case. 
 
 
Figure 6. Scaling behavior on Ranger for the electronic structure computations in OMEN, based on a 3D spatial domain 
decomposition. 
 
The code has two different options for handling the Hamiltonian matrix, both of which were used in the experiments 
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shown in Figures 7, 8 and 9. The “stored” option corresponds to the case where the matrix is computed once, and stored. 
The “recompute” option corresponds to not storing the matrix, but re-computing it, each time it is needed (once for each 
Lanczos iteration). The stored option uses more memory but does fewer floating point operations. The recomputed 
option is the opposite: the memory footprint is reduced, but the number of operations increases. The recomputed option 
tends to show better scalability, because communication costs are a lower fraction of the total time. The stored option 
leads to lower running times. The recompute option will become more interesting if the new generation of petascale 
architectures has smaller memories per core. Note that for the BlueGene/L, the stored option was not feasible, because of 
the small amount of memory per processor. 
 
One way to characterize scalability for an atomistic model like NEMO 3-D is how many atoms are needed per core to 
get close to ideal weak scaling (fewer is better). Algorithmically, the recompute option shows good weak scaling for a 
smaller number of atoms per core (64 atoms for the BG/L and 1024 to 2048 atoms for the XT4 compared to 4096 atoms for 
the stored option on the XT4)), while architecturally, the BlueGene/L shows better scalability, because of its different 
system balance (slower processor with a fast interconnect). 
 
The data in these three figures is up to 8192 cores. This represents a very clear ability to scale to a large number of 
processors. Based on the scaling curves, we see that the code in its current form will scale to an even larger number of 




Figure 7. Wall clock time vs. number of cores for 500 Lanczos iterations in the electronic structure computation.  Strong and weak 





Figure 8. Wall clock time vs. number of cores for 500 Lanczos iterations in the electronic structure computation.  Strong and weak 
scaling of NEMO 3-D on Cray XT4, with the recomputed-matrix option. 
 
 
Figure 9. Wall clock time vs. number of cores for 500 Lanczos iterations in the electronic structure computation.  Strong and weak 
scaling of NEMO 3-D on RPI/BGL, with the recomputed-matrix option. 
 
Figures 10 and 11 show scaling data for NEMO 3-D, for a benchmark problem with 8 million atoms and 500 Lanczos 
iterations (strong scaling). Figure 10 shows two architectures (Cray XT4 and IBM BG/L) for clarity, while Figure 11 
includes four additional platforms in the comparison. The solid lines correspond to the stored option for the Hamiltonian 
while the dashed lines correspond to using the recompute option. Referring to Figure 10, for 1024 cores, the recompute 
option on the XT4 takes about 5 times longer than the stored option on the same platform. The BG/L takes roughly 3 
times longer than the XT4, when both are used with the recompute option. On the BlueGene, NEMO 3-D can only be 
used in recompute mode because of the small memory per node, and the XT4 has the advantage of faster processors and 
more memory per core, and consequently we see that the stored option on the XT4 is about 15 times faster than the 
recompute option on the BG/L. In Figure ref-8B, the additional four platforms were only available up to 1-24 cores. We 
see that NEMO 3-D scales well on all the platforms used. The NCSA Abe cluster is the fastest, up to 1024 cores, with the 





Figure 10. Wall clock time vs. number of cores for 500 Lanczos iterations with NEMO 3-D in the electronic structure computation 
with 8 million atoms. Results for the Cray XT4 at Oak Ridge and the BlueGene/L at RPI. Solid red line represents the stored 
Hamiltonian case, the dashed lines represent the recomputed Hamiltonian case.  
 
 
Figure 11. Same as Figure 10, but with more platforms included.  NCSA/XeonQ is the Abe cluster at NCSA, IUPU/JS21 refers to the 
IBM JS21 jointly operated by Indiana University and Purdue University, PU/XeonD is a Linux cluster at Purdue and PSC/XT3 is the 
Bigben system at PSC. 
 
In addition to the performance for the NEMO 3-D benchmark cases, with 100 iterations in the strain and electronic 
structure cases, we carried out end-to-end runs on the PU/Woodcrest cluster. This involves iterating to convergence and 
computing the eigenstates in the desired range (conduction band and valence band). For each problem size, measured in 
millions of atoms, we ran the end-to-end case to completion, for one choice of number of cores. The iteration counts for 
the Lanczos computation are given in Table 1. We then combined this with the measured average time per iteration for a 
range of values of number of cores, to compute the predicted performance displayed in Figure 12. 
 
0.89 1.99 3.92 6.80 16.18 21.07 52.57 
5,061 5,121 6,141 7,921 9,621 10,401 14,691 
 
Table 1. The iteration counts for the Lanczos computation for a range of problem sizes. The first row gives the number of atoms in 




Figure 12. Wall clock time vs. number of atoms for end-to-end computations of the electronic structure of a quantum dot, for various 
numbers of cores on the PU/Woodcrest cluster. 
6 CONCLUSIONS 
We have presented performance results for large scale simulations of nano-electronic devices, based on on-going work to 
enhance both the capability and scalability of our codes. Our initial results for the transport problem show that resources 
on the scale of the Ranger system can make this very challenging computation tractable. In particular, we have shown 
excellent scalability on Ranger up to 16K cores for quantum transport on nano-devices. Our results for the electronic 
structure computations show that the Lanczos solver can scale up to 8K cores. Taken together, our results show that 
problems in computational nano-electronics that had seemed beyond reach are now becoming feasible.  
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