In order to achieve continuous navigation capability in areas such as tunnels, urban canyons, and indoors a new approach using least squares support vector machine LS-SVM and H ∞ filter HF for integration of INS/WSN is proposed. In the integrated system, HF estimates the errors of position and velocity while the signals in WSNs are available. Meanwhile, the compensation model is trained by LS-SVM with corresponding HF states. Once outages of the signals in WSNs, the model is used to correct INS solution as HF does. Moreover, due to device reasons, there are slight fluctuations in sampling period in practice. For overcoming this problem of integrated navigation, the theoretical analysis and implementation of HF for an integrated navigation system with stochastic uncertainty are also given. Simulation shows the performance of HF is more robust compared with INS-only solution and Kalman filter KF solution, and the prediction of LS-SVM has the smallest error compared with INS-only and back propagation BP , the improvement is particularly obvious.
Introduction
The demand for location-based services LBSs has been driving the need for the accurate positioning techniques in the past and is expected to remain the same in the future 1, 2 . Wireless sensor network WSN has boomed in the last decades, it shows great potential to develop positioning system in the environments such as tunnels, urban canyons, and indoors, where the Global Positioning Systems GPS cannot provide a solution with consistent and long-term stable accuracy due to satellite signal blockage 3-7 . So, the physical location becomes one of key applications in WSNs recently. Most of the current wireless localization in WSN employs the measurement of one or several physical parameters of the radio signal In this paper, we present INS/WSN integration using LS-SVM and HF for longdistance continuous navigation in areas such as tunnels, urban canyons, and indoors. Aiming at the robust performance of filtering, the HF is employed to estimate errors of position and velocity while signals in WSNs are available. Meanwhile, compensation model is trained by LS-SVM, which is used to correct the INS errors during signals in WSN outages. Simulation is employed to evaluate the performance of the proposed method. The results of filtering are compared with the INS-only solution and KF solution, moreover, the results of prediction are compared with the INS-only method and BP method. The remainder of the paper is organized as follows: HF for integration and LS-SVM model are described in Section 2 and Section 3, respectively. Section 4 gives the hybrid method for INS/WSN integration. Simulations and the analyses of experiment results based on semiphysical can be obtained in detail in Section 5. Finally, the conclusions are given.
For convenience, this paper adopts the following notations.
A : transpose of a matrix or vector A. A > 0 A ≥ 0 : A is positive definite positive semidefinite symmetric matrix. S n : the set of all real symmetric matrices. R n : n-dimensional Euclidean space. I n×n : n × n identity matrix.
H ∞ Fusion Filter for Integration

Stochastic Uncertain System
In order to achieve robust performance, HF is widely analyzed and used in the nonlinear systems 25-27 . The HF is to design an estimator to estimate the unknown state combination with measurement output 28 . In contrast with the KF and EKF, one of the main advantages of HF is that it is not necessary to know exactly the statistical properties of the noise but only on the assumption of the noise with bounded energy 29 , which makes this technique useful in certain practical applications. For the above-mentioned reasons, HF technique has been extensively developed in the last decade, and many HF-based methods have been proposed, especially in the field of stochastic systems. For instance, Xu and Chen proposed an H ∞ filtering for uncertain impulsive stochastic systems under sampled measurements in 30 . Zhang and Chen studied the exact observability of stochastic systems in 29 , and, then, they solved the problem of filtering for nonlinear stochastic uncertain system 28 .
As WSN-based wireless localization is a relative localization, HF uses relative errors of position and velocity of BN as the state vector. Ideally, the relative position errors of BN measured by INS at k state are able to be illustrated in 2.1 :
where e x , e y is the relative position error of BN at k moment, e vx , e vy is the velocity error of BN at k moment, and T is ideal sample time. Due to the limitation of timing device, there will be a stochastic error for ideal sample time in practice. It leads the system in 2.1 to be a stochastic uncertain system, which is expressed as follow:
2.2
Here δt is the stochastic uncertainty of system and β k is a standard random scalar sequences with zero mean. Thus, the model of the system in 2.2 can be written in matrix form:
2.3
Here, we denote 2.3 as 2.4 .
where ω k ∈ R m is stochastic process noise which belongs to l 2 0, ∞ . 
where
Here, we denote 2.5 as 2.6 .
where υ k ∈ R m is measurement noise which belongs to l 2 0, ∞ . For the convenience, we assume that
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2.8
Here, Z k is the state combination to be estimated, B 1 B 0 , D 1 0 D , and ς k ω k υ k .
H ∞ Filter Formulation
In this section, we investigate the design of a linear estimator for Z k of the following form:
2.9
where X k and Z k are the estimates of X k and Z k , respectively, and {A f , B f , L} are the constant matrices. Here, we define state error vector and measurement error vector, respectively, as follows:
Let Ξ Eβ k and A f A − B f C Ξ, then we can obtain the following equation with 2.8 , 2.9 , and 2.10 :
For a given scalar γ > 0, the performance index is illustrated as 2.12 :
In this paper, we look for an H ∞ filter satisfies that for all nonzero ω k and υ k with the initial state X k 0, J < 0, and the system 2.11 is asymptotically stable.
Asymptotic Stability
For future convenience, we give the following lemmas which are very useful for the proof of our main theorem. 
2.13
for any γ > 0, the system 2.13 is asymptotically stable and J in 2.12 is negative for all nonzero ς k ∈ l 2 0, ∞ if there exists P P > 0 that satisfies the inequality 
Consider the system of 2.11 . We arrive at the following result.
Theorem 2.3.
The condition for system of 2.11 to be asymptotically stable and γ of 2.12 to be existed is that there exists P P > 0 and Q satisfies the inequality 2.15 :
Proof. Consider the system of 2.11 and apply Lemma 2.1, given γ > 0, a necessary and sufficient condition for J in 2.12 to be negative for all nonzero ς k ∈ l 2 0, ∞ which is that there exists P P > 0 to
where Θ γ 2 I − B P B, P > 0, and Θ > 0.
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Applying Schur's complement, inequality 2.17 and the following inequality are equivalent:
And inequality 2.18 can be rewritten as inequality 2.19 :
Using Schur's complement again, inequality 2.19 is able to be written as 2.20 :
Then, by Lemma 2.1 and
we can obtain inequality 2.21 readily:
Now, we substitute 2.11 into inequality 2.21 and define that Q PB f , then we can obtain inequality 2.15 readily.
Moreover, the matrix inequality is able to be written as following if we set γ 2 γ:
Thus, the solving of the filter is transformed to the following optimisation problem:
subject to LMIs 2.22 .
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So, the filter is asymptotically stable and there exists the minimum performance index γ, the parameters of the HF can obtain by 2.23 :
For the mean value of Ξ is zero, the A f is also able to denote as follows:
LS-SVM Model and Training Algorithm
LS-SVM is powerful to estimate for nonlinear. It is also able to extract the optimal solution with small training data. The LS-SVM algorithm is employed here to improve the accuracy of the INS-only solution during WSN outages.
LS-SVM Regression Algorithm
Equation 3.1 shows the optimal linear regression function which is built in feature space.
Where b is the bias term and ω is weight vector. Given a training set {x k , y k } n k 1 , the LS-SVM algorithm maps a higher dimensional feature space ψ x {φ x 1 , φ x 2 , . . . , φ x n } with nonlinear function ϕ x :
The optimisation problem is
due to the equality constraints
To solve the optimisation problem abovementioned, the Lagrangian function is introduced:
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So,
The solution of 3.6 , α i and b, can be computed from the input of the sample sets when the LS-SVM is trained. Applying the Mercer condition one obtains 22 :
Thus, the LS-SVM model for nonlinear estimation is illustrated as 3.8 .
The RBF kernel is used as the kernel function of the LS-SVM in this paper:
As mentioned above, regularisation parameter η and kernel width σ need to be selected. In order for an optimal combination determined before the LS-SVM is trained, we use a simplified cross-validation method developed by Xu et al. 22 , which defines a training set, consisting of the validation subsets and the verification subsets. Validation subset is used to train LS-SVM with some empirical combinations of tuning parameters. The primary parameters are those combinations which make the output of the LS-SVM approach the given accuracy. On the other hand, verification set is used to further train LS-SVM. As a result, the final selection of tuning parameters is made, and the system model is also obtained.
The Input/Output Design of LS-SVM
Due to the position and velocity changes with time, there is an HF states variation. It has been found that there is a correlation between states measured by INS and the HF states. Although modeling this correlation is difficult, it is able to build correlation with designed LS-SVM after adequate training. When the signals in WSNs are unavailable, with the input of INS's own estimation error of position and velocity, the LS-SVM is able to output the correction value for position and velocity, respectively, which is used to compensate the INS solution as the integration HF does when the signals in WSN are available . As mentioned above, the LS-SVM in δr x , δr y , δv x , δv y .
3.10
And the output of the LS-SVM can be simplified as:
The structure of LS-SVM is consistently implemented for the training and prediction stages.
LS-SVM and HF Hybrid Method for Integration System
In this section, the LS-SVM/HF architecture is designed. The integration navigation consists of two stages. One is the LS-SVM/HF hybrid system. The other is the LS-SVM-based prediction during WSN outages.
The LS-SVM/HF Hybrid System for INS/WSN
The LS-SVM is in the training mode when the signals in WSNs are available. Figure 1 
The Configuration of the LS-SVM-Based Prediction during WSN Outages.
The integrated system becomes a stand-alone INS without WSN signal. The LS-SVM is in the prediction mode now, and the output of the LS-SVM is used for error compensation. 
Simulation and Performance
Assumptions
In order to assess the performance of the proposed method, the simulation is implemented. A 700 m × 450 m area is defined as simulation scenario. In simulation, we assume that a BN moves from start point 650, 0 to end point 130, 400 along the red-dotted line in Figure 3 . 3 is set to 1s. Here, we assume that the WSNs employ ultrasonic waves for localization, which is similar to 13 , and the accuracy of localization is about 20 cm. 
LS-SVM Training
In this paper, we define an independent training set with 100 points, the first 50 points are the validation subset, and other points are the verification subset. LS-SVM training results with the validation set are listed in Table 1 . From Table 1 , the final selection of tuning parameters is σ 1000 and η 1000. Finally, using both the validation and verification sets as well as the selected tuning parameters, the LS-SVM was trained again to obtain the compensation model.
Performance Analysis
According to Theorem 2.3, we readily obtain the following parameters for HF which is used in training area.
To the HF used in the first training area, To the HF used in the second training area, To further clearly demonstrate how the proposed HF improves the accuracy of the solution, the velocity errors in x-direction and y-direction for the INS-only, KF, and HF methods are shown in Figures 6 and 7 . Note that the errors for the HF are smaller than the ones for the KF and INS-only methods both in x direction and y direction, confirming that the proposed algorithm can improve system performance. Simulation result shows that the proposed HF method decreases the velocity errors by about 70% in x direction and in y direction errors by about 75% compared with KF.
5.1
The mean errors of position and velocity in x direction and y direction in the second training area are illustrated in Table 2 . We can see that the improvement is also particularly obvious.
In order to assess the performance of the hybrid method, two WSN outages are simulated. The LS-SVM result is compared with the INS-only solution and the BP solution during these outages. The position errors in x direction and y direction after the first training area derived from the INS-only in green , BP in blue , and the LS-SVM in red methods are shown in Figures 8 and 9 , respectively. The BP method has the same input/output as the LS-SVM. In Figures 8 and 9 , one can see that both the BP and LS-SVM are able to reduce the position errors, and that the HF solution has the smallest error, confirming that the proposed algorithm can improve system performance. From these outage results it can be seen that the position errors, and that the LS-SVM solution has the smallest error. However, there are some fluctuations in BP's error. The mean errors of position and velocity in x direction and y direction in the second WSN outages area are illustrated in Table 3 . Simulation result shows that the proposed LS-SVM method is very effective as it decreases the mean errors of velocity by about 40% in x direction and by about 70% in y direction compared with BP. As mentioned above, the improvement is particularly obvious in the prediction period. The prediction of the LS-SVM is able to maintain a higher accuracy and reduce the influence of accuracy deterioration caused by the INS. 
Conclusions
This work proposes an integrated INS/WSN system using LS-SVM and HF. The input and output of an LS-SVM are selected on the basis of correlations between the estimation errors measured by INS and the HF states. When the signals in WSN are available, the HF 
