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Recent progress toward the fabrication of Majorana-based qubits has sparked the need for sys-
tematic approaches to optimize experimentally relevant parameters for the realization of robust
Majorana bound states. Here, we introduce an efficient numerical method for the real-space opti-
mization of tunable parameters, such as electrostatic potential profiles and magnetic field textures,
in Majorana wires. Combining ideas from quantum control and quantum transport, our algorithm,
applicable to any noninteracting tight-binding model, operates on a largely unexplored parameter
space and opens new routes for Majorana bound states with enhanced robustness. Contrary to com-
mon belief, we find that spatial inhomogeneities of parameters can be a resource for the engineering
of Majorana bound states.
I. INTRODUCTION
Majorana bound states (MBS) are spatially local-
ized zero-energy modes that exhibit non-abelian ex-
change statistics. The recent discovery and character-
ization of MBS in solid-state devices has established
their potential for future fault-tolerant quantum comput-
ers [1]. At present, the leading platform for the study
of MBS is a strongly spin-orbit coupled semiconducting
nanowire, proximity-coupled to a s-wave superconduc-
tor and placed in a uniform magnetic field [2–5]. Al-
ternative proposals replacing spin-orbit interactions with
spiral magnetic textures generated by adatoms [6, 7] or
arrays of micromagnets [8] are also promising and have
been partially realized in experiments [9].
In spite of the aforementioned advances, the current
state of knowledge for the realization of MBS is re-
stricted to a small region of parameter space, comprised
mainly of translationally-invariant wires. Systems with
nonuniform parameters, such as superconducting gaps,
magnetic fields and electrostatic potential profiles, are
not analytically tractable beyond a few limiting periodic
cases [10–17], and the existing numerical studies [18–22]
have not been exhaustive. Thus, it would be desirable
to chart the vast space of tunable experimental parame-
ters beyond the known subregions, not only to find out
if inhomogeneities could be a resource for MBS exper-
iments, but also to provide new insights for improving
Majorana-based qubits [23–25].
In this work, we introduce an optimization algorithm
that undertakes an efficient search in parameter space for
maximally robust MBS which are compatible with exper-
imental constraints. The central finding of our work is
that the engineering of spatial inhomogeneities increases
the parameter space region for robust MBS and signifi-
cantly enhances the degeneracy of Majorana zero-modes.
Our optimization approach is inspired by the Gradi-
ent Ascent Pulse Engineering (GRAPE) algorithm [26] of
quantum optimal control [27], which aims to find the best
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pulse shapes in time domain to perform a task, such as
implementing a logical gate or reaching a desired ground
state [28]. We draw an analogy between GRAPE and the
Recursive Green’s function (RGF) method of quantum
transport [29], which allows to transfer the insights of
the former from time domain to real-space domain. This
analogy turns out to be key to implement the efficient op-
timization of parameters for the creation of robust MBS
in inhomogeneous quantum wires.
II. REAL-SPACE ANALOG OF OPTIMAL
CONTROL
In quantum optimal control theory, one considers a
system with a Hamiltonian H = H0 +
∑
k fk(t)Hk,
where fk(t) are some experimentally controllable time-
dependent parameters and k = 1, . . . , p labels distinct
control fields. The control problem can be stated as the
maximization of a functional Φ[{fk(t)}], known as a per-
formance index, which defines the success in accomplish-
ing a desired task. To make this optimization problem
tractable, Khaneja et al. [26] discretized the control func-
tions into piecewise-constant segments fk(tj). The gra-
dient of Φ with respect to {fk(tj)} can then be efficiently
calculated by keeping in memory intermediate results of
forward-in-time and backward-in-time propagator prod-
ucts computed iteratively (see Appendix A for a more de-
tailed introduction to GRAPE). This insight at the core
of GRAPE leads to a polynomial speedup (in the num-
ber of time steps) of numerical calculations compared to
a finite-difference gradient calculation
The piecewise constant approximation of time-domain
functions in GRAPE is reminiscent of tight-binding mod-
els in condensed matter physics, where space is dis-
cretized into a lattice. Hence, it is natural to ask whether
a real-space analog of GRAPE could be developed to op-
timize profiles of tunable static experimental parameters
in one dimensional wires. In the following, we pursue this
analogy for a wire with Hamiltonian
H =
∑
j
(
ψ†jhjψj + ψ
†
j+1ujψj + ψ
†
ju
†
jψj+1
)
, (1)
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FIG. 1. Power-law fits to the average computation time TN
for the performance index (Eq. (6)) and its gradient in a Ma-
jorana wire with N sites. The RGF-GRAPE method (orange
triangles, TN ∝ N0.98) is polynomially faster than the finite-
difference gradient approach (blue disks, TN ∝ N1.85). See
appendix C 3 for details.
where j is the site index. Each site contains M degrees of
freedom (spin, particle-hole pseudospin, transverse chan-
nel index, etc). Accordingly, onsite terms hj and hopping
terms uj areM×M matrices, while ψ(†)j are column (row)
vectors of fermion annihilation (creation) operators. We
subdivide the system into a superconducting scattering
region of N sites (j = 1, ..., N), coupled to normal metal-
lic homogeneous leads on the left and on the right.
To connect with optimal control, we consider an onsite
Hamiltonian hj = h
(0)
j +
∑
k fkjHk, where h(0)j is fixed
and k = 1, . . . , p labels different tunable and spatially-
varying parameters fkj , such as the components of a
magnetic field bj , an electrostatic potential Vj or a su-
perconducting gap ∆j . Our main goal is to perform an
efficient numerical optimization of fkj in quantum wires.
For simplicity, we assume uj to be fixed and uniform, but
our method can be generalized to relax this assumption,
e.g. to optimize an inhomogeneous spin-orbit coupling.
Similarly to the GRAPE algorithm, which iteratively
constructs products of propagators to describe the sys-
tem at each time step, local observables of a tight-binding
lattice can be described in terms of propagators (Green’s
functions) obtained iteratively from the system’s left and
right boundaries. This conceptual connection becomes
concrete in the RGF method [29], where the retarded
Green’s function at site j and energy E is written as
Gretj (E) =
[
E − hj − ΣLj−1 − ΣRj+1
]−1
. (2)
Here, Σ
L(R)
j±1 is the left (right) hybridization function rep-
resenting the influence of sites to the left (right) of site
j. These hybridization functions are obtained iteratively
using the standard RGF recursion relations (cf. Ap-
pendix B).
The recursive formalism shares two major advantages
of GRAPE, in that it allows for a speedup of calculations
through the reuse of intermediate results and it enables
analytical expressions for the derivatives of propagators.
As a result, the complexity of calculating a Green’s func-
tion and its derivatives is reduced to O(NM3) (Fig. 1).
In contrast, a naive finite difference approach for calcu-
lating ∂Gretj /∂fkj′ for j
′ = 1, . . . , N would incur a total
computational cost of O(N2M3), which can rapidly be-
come prohibitive with the length of the system.
III. MAJORANA WIRE OPTIMIZATION
A. Performance index definition
In order to optimize {fkj} for the realization of robust
MBS, a performance index which is maximal for opti-
mal spatial profiles is needed. A good index must have
the following attributes: (i) it is smooth under variations
of fkj ; (ii) in the non-topological phase, the optimiza-
tion process steers the system’s parameters towards a
topological phase transition (via gap closing); (iii) in the
topological phase, the optimization evolves towards max-
imizing the protection of the MBS (via gap opening). A
simple performance index that meets the preceding cri-
teria is
Φ = −∆LQL −∆RQR, (3)
where ∆L(R) ≥ 0 is the local energy gap at the left (right)
extremity of the scattering region and QL(R) is the corre-
sponding “topological visibility” [30]. For quantum wires
belonging to symmetry class D [31], the latter varies con-
tinuously between±1 and its sign gives the Z2 topological
invariant of the superconducting wire segment (+/−1 in
the trivial/topological phase).
To benefit from the computational efficiency of the
RGF method and the analogy to GRAPE, we express
Φ in terms of Green’s functions. On the one hand, QL(R)
is given by the determinant of the zero-energy reflection
matrix at site j = 0 (j = N + 1) [32–34]. These ma-
trices can be obtained (cf. Appendix C) from Gret0 (0)
and GretN+1(0) via the Fisher-Lee relations [35–38]. On
the other hand, ∆L(R) can be extracted from the spec-
tral functions. However, this requires evaluating Gretj (E)
for multiple energies, which is numerically costly and in-
efficient. Fortunately, for the purposes of optimization,
the absolute value of the gap is not needed, but only a
function that scales in the same way. Herein, we will
construct an effective gap that is based solely on Gretj (0).
To that end, we define the “center-of-mass” (CM) of
the left (L) and right (R) zero-energy states (Fig. 2a),
〈xL〉 = 1NL
N/2∑
j=1
jρj ; 〈xR〉 = 1NR
N∑
j=N/2
jρj , (4)
where ρj ≡ −Im
{
Tr
[
Gretj (0)
]}
/(2pi) is the zero-energy
local density of states, while NL =
∑N/2
j=1 ρj and NR =∑N
j=N/2 ρj are the total “masses” of the L and R states.
In a superconducting wire weakly coupled to normal
leads, zero-energy states from the leads leak in the super-
conducting region leading to ρj 6= 0 in both the topologi-
cal and trivial phase. Hence, the CM gives a smooth and
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FIG. 2. (a) Zero-energy local density of states ρj and the
corresponding “centers-of-mass” (CM) 〈xL〉 and 〈xR〉 (cf.
Eq. (4)) in a homogeneous wire with superconducting gap ∆
and Zeeman splitting VZ . (b) Evolution of ρj , the two CM,
and the topological visibility QL (green curve) as a function
of VZ . The black dotted line indicates the VZ value used in
panel (a). At the topological phase transition (solid black
line), ρj is approximately uniform. (c) Evolution of ρj , the
CM and QL with successive iterations of the RGF-GRAPE
optimization algorithm.
quantitative measure of the localization of zero-energy
states (Fig. 2b). Moreover, there is an inverse relation
between the localization length of E = 0 states and the
p−wave component of the superconducting gap [39]: the
larger the latter is, the closer 〈xL〉 and 〈xR〉 get to 1 and
N , respectively. With this in mind, we introduce the
effective gaps
∆˜L ≡ N/2〈xL〉 − 1 ; ∆˜R ≡
N/2
N − 〈xR〉 , (5)
which lead to a performance index
Φ˜ = −∆˜LQL − ∆˜RQR. (6)
The effective gaps ∆˜L(R) correlate closely with the
p−wave component of the superconducting gap. The op-
timization of Φ˜ will accordingly converge towards max-
imally localized MBS, which is beneficial for the phase
coherence of MBS-based qubits [25]. However, ∆˜L(R)
may be blind to localized non-topological subgap states
that might appear at the extremities of the wire, insofar
as these do not affect the localization length of the MBS.
Though these subgap states can lead to a “soft” gap, their
occupation does not flip the MBS-based qubit’s parity if
the MBS are spatially well-separated [39, 40].
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FIG. 3. Optimization of the electrostatic potential profile
in a spin-orbit coupled superconducting wire with 400 sites
and one subband. Blue (orange) curves are the results before
(after) optimization. (a) Initial and final (optimized) gate
potential textures. A period of R = 10 sites (lattice constant
a = 10 nm) is enforced during the optimization. (b,c) MBS
wave function amplitude. (d) Energy eigenvalues (En) of the
isolated superconducting region. (e) Energy spectrum near
zero-energy. See Appendix D for parameters.
B. Proof of concept of the optimization
Our optimization algorithm, which we name RGF-
GRAPE, consists of the following steps: (i) propose an
initial set of {fkj}; (ii) compute Φ˜ and ∂Φ˜/∂fkj adapting
ideas from RGF and GRAPE (cf. Appendix C); (iii) up-
date {fkj} via gradient ascent; (iv) repeat steps (ii) and
(iii) until a maximum of Φ˜ is attained. These steps are
applicable to an arbitrary single-particle tight-binding
model of nanowire. The occurence of soft gaps can be re-
duced by running the algorithm with varying initial and
optimization parameters and keeping the solution with
the largest gap afterwards (cf. Appendices E and H).
To confirm that the algorithm is working properly, we
consider a superconducting wire in the single channel
regime without spin-orbit coupling placed under an inho-
mogeneous magnetic field. Starting from a topologically
trivial initial state (a superposition of two spiraling fields
of different periods), successive iterations of the optimiza-
tion algorithm adjust the magnetic texture and drive the
wire into the topological regime (Fig. 2c). The final mag-
netic texture, shown in Appendix F, resembles a perfect
spiral in the bulk of the wire, but departs from it within
a superconducting coherence length from the boundaries.
At a small loss for the topological gap, the departure from
a uniform spiral renders the MBS significantly more lo-
calized, which lead to a MBS energy splitting reduced by
more than an order of magnitude. This finding demon-
strates that boundary engineering, appropriately done,
can improve the MBS characteristics. It also shows that
in inhomogeneous wires, unlike in uniform ones, the zero-
mode energy splitting can be suppressed without increas-
ing the topological gap or the length of the wire.
4C. Optimization of potential profiles
The electrostatic potential in realistic quantum wires
is inevitably inhomogeneous and partially tunable by ap-
plying voltages on nearby gates. Recent studies [21, 41–
43] have concluded that inhomogeneities result in non-
topological localized states with near-zero energy. Other
authors [14] have analyzed the impact of (quasi)periodic
gate potentials in the topological phase diagram. Yet,
there are no explicit results about the optimal spatial
profile that would lead to more robust MBS.
In Fig. 3, we perform an optimization of the electro-
static potential profile. The precise relation between this
potential and the gate voltage could be obtained by solv-
ing the Schrodinger-Poisson equation [44–47]. For sim-
plicity, we constrain ourselves to smooth and periodic po-
tentials along the wire axis. Non-periodic potentials are
non-optimal in that they generically lead to soft gaps [21].
Smoothness can be achieved by imposing penalties in
Φ˜ against rapid potential variations (cf. Appendix E).
Through successive iterations of the optimization algo-
rithm, the potential profile evolves from a uniform ini-
tial state to a harmonic final state. Unexpectedly, har-
monic modulations strongly enhance the MBS localiza-
tion, while preserving the initial energy gap (albeit with
a larger density of states at the gap edge). The increased
localization reduces the MBS energy splitting by three
orders of magnitude. Such improvement could be crucial
for extending coherence times in Majorana-based qubits,
whose dephasing times are expected to be limited by the
zero-mode energy splittings [25]. This result appears to
be a counterexample to the common belief that inhomo-
geneous potentials are harmful for MBS.
In view of the preceding result, one might question
whether a spatially uniform superconducting gap is opti-
mal or not. According to RGF-GRAPE, the answer turns
out to be affirmative (not shown), this time in agreement
with conventional wisdom [5, 48].
D. Optimization of magnetic textures
Inhomogeneous magnetic fields produced by arrays of
micromagnets constitute a tunable resource for the emer-
gence and manipulation of MBS [49]. On the one hand,
spiral fields lead to an artificial spin-orbit coupling that
can induce topological superconductivity in weakly spin-
orbit coupled wires [8]. On the other hand, the combina-
tion of spiral and uniform magnetic fields can help attain
MBS when neither of the fields alone would suffice [10].
However, once again little is known about the optimal
magnetic texture conducive to more robust MBS. The
RGF-GRAPE algorithm is well suited to explore this is-
sue.
We consider a superconducting wire without intrinsic
spin-orbit coupling, subjected to a uniform magnetic field
B0 and a spiral-like magnetic field bj . We assume the
amplitude of bj to be uniform and equal to b, while
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FIG. 4. Characteristics of Majorana wires with experimen-
tally relevant parameters (cf. Appendix D) with (i) non-
optimized magnetic texture (combination of uniform and spi-
ral fields with period R = N/16 = 25) and (ii) optimized mag-
netic texture in the b-B0 parameter space. For each point in
parameter space, we take the outcome with the largest energy
gap out of multiple optimizations with different optimization
parameters (cf. Appendix E). The same optimized texture
is used for all three rows. (a) Topological visibility QL (red:
trivial phase, blue: topological phase). The black dot-dashed
line indicates B0 + b = ∆, the expected minimal Zeeman
energy to reach the topological phase. (b) Energy gap δE
in the topological phase (white regions indicate the trivial
phase). Dotted black curves are the contours drawn in the
panel to the left. Dashed (solid) curves denote energy gaps of
100 (200) mK. (c) Majorana zero-mode energy splitting M
in the topological phase.
its site-dependent orientation is optimized using RGF-
GRAPE. Figure 4 compares key attributes of Majorana
wires between the case where bj is a perfect spiral (col-
umn (i)) and the case where bj , along with a uniform
chemical potential, are optimized (column (ii)). From
the topological visibility in panel (a), one can see that
the optimization reaches the topological phase as long as
B0 + b > ∆. In addition, the constant topological gap
contours in panel (b) show that the optimization allows
to increase the parameter space area where the gap is
larger than experimentally relevant temperatures. It is
likewise clear that, for a fixed b, adding a modest uniform
field augments the topological gap. This result offers
a path to circumventing the problem of small g-factors,
which has impeded the experimental realization of MBS
in wires with weak intrinsic spin-orbit coupling. Finally,
from the zero-mode energy splitting in panel (c), it en-
sues that the optimization allows to greatly enhance the
zero-mode degeneracy, in particular in the low B0 region.
These findings are useful for the realization of MBS using
micromagnet arrays [8, 50], where bj is limited to . 1 T.
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FIG. 5. Optimized magnetic textures for B0 = 0.53∆ and
b = 0.8∆ (black disks of Fig. 4). Blue (orange) curves cor-
respond to initial (optimized) textures. (a,b) Components
of the magnetic textures (R = N/16 = 25). (c) MBS wave
function amplitude. (d) Energy spectrum near zero energy.
Figure 5 gives a more detailed account of the opti-
mization for a fixed amplitude of B0 and b (the black
disks in Fig. 4). In this case, the optimized texture re-
sults in a large enhancement of the topological gap (from
less than 50 mK to 100 mK) and a large reduction of
the MBS’ localization length that suppresses the MBS
energy-splitting by more than two orders of magnitude.
This finding suggests that small but judicious departures
from simple textures can significantly improve the MBS
attributes.
IV. CONCLUSION
We have introduced an efficient algorithm that opti-
mizes real-space parameter profiles in superconducting
quantum wires for the generation of robust Majorana
bound states. The algorithm explores regions of parame-
ter space where no intuitive (analytical) results are avail-
able and identifies new regimes for the emergence of MBS
with strongly reduced energy splitting. Combined with
realistic device simulations, our algorithm could provide
detailed guidance for improved coherence in Majorana-
based qubits. More generally, variations of the intro-
duced RGF-GRAPE algorithm could be applied to char-
acterize new topological phases in inhomogeneous low
dimensional systems including photonic crystals where
machine learning has recently been used for a similar
purpose [51].
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Appendix A: Gradient Ascent Pulse Engineering
This appendix is a short self-contained introduction to
the GRAPE algorithm [26], with a focus on its computa-
tional complexity. The goal is to make explicit the anal-
ogy between the GRAPE algorithm, the RGF method,
and the RGF-based optimization algorithm introduced
in Sec. II.
For the sake of simplicity, we follow Ref. [53] and
present the GRAPE algorithm for a specific optimal
control problem: the optimization of a time-dependent
Hamiltonian for the preparation of a target unitary trans-
formation V in a time T . Given a time-dependent Hamil-
tonian
H(t) = H0 +
p∑
k=1
fk(t)Hk, (A1)
this control problem can be stated as finding the p control
functions {fk(t)} such that the propagator resulting from
time-evolution, U(T ), realizes the target transformation
V . One can quantify the success of a solution using the
performance index Φ = Tr
[
V †U(T )
]
, which is the inner
product between the realized and the target propaga-
tors [54]. One can find a solution to the control problem
by maximizing this performance index. While optimiza-
tion algorithms, such as gradient descent, are common-
place and independent of the problem, the GRAPE algo-
rithm uses knowledge of the structure of the propagator
to calculate efficiently the gradient of Φ, which can then
be used by an optimization algorithm.
In general, the propagator U(T ) is complicated to cal-
culate, as it involves a time-ordered exponential. How-
ever, the problem can be greatly simplified by considering
the functions fk(t) as piecewise constant functions [26].
In this reduced optimization space, the propagator is
U(T ) = UNUN−1 · · ·U2U1, (A2)
where, for timestep tj of duration ∆t = T/N , the prop-
agator of the locally time-independent Hamiltonian is
Uj = exp
{
−i∆t
[
H0 +
p∑
k=1
fk(tj)Hk
]}
. (A3)
By removing the time-ordering operator from the prob-
lem, the derivatives of the performance index with re-
spect to the (now finite) set of control parameters
{fk(tj)} can be easily obtained using the linearity of the
trace
∂Φ
∂fk(tj)
= Tr
[
V †UN · · ·Uj+1 ∂Uj
∂fk(tj)
Uj−1 · · ·U1
]
(A4)
= Tr
[
P †j
∂Uj
∂fk(tj)
Xj−1
]
, (A5)
6where in the second line we have defined the forward-
in-time string of propagators Xj = UjUj−1 · · ·U1
and the backward-in-time string of propagators Pj =
U†j+1 · · ·U†NV . These strings of propagators are at the
origin of the computational advantage of the GRAPE al-
gorithm over more naive finite-difference approaches. In
brief, due to the recursive nature of these strings (e.g.
Xj+1 = Uj+1Xj and Pj−1 = U
†
j Pj), the computational
cost of computing the final strings XN and P1 is the same
as computing all the strings if one simply keeps interme-
diate results in memory. Thus, for the computational
cost of a single forward-in-time evolution (calculation of
XN ) and a single backward-in-time evolution (calcula-
tion of P1) one can compute the performance index and
all of its derivatives.
For concreteness, we summarize the GRAPE algorithm
indicating, where appropriate, the computational cost of
the step in brackets:
1. Choose initial vector of parameters {fk(tj)}.
2. Calculate and store in memory all propagators Uj
[N matrix exponentials].
3. Starting from X0 = 1, calculate and store in mem-
ory all forward propagator strings [N matrix prod-
ucts].
4. Starting from PN = V calculate and store in
memory all backward propagator strings [N matrix
products].
5. Calculate gradient of Φ with respect to {fk(tj)}
[2pN matrix products].
6. Use gradient to update the parameter vector and
return to step 2.
Steps 2-5 are the core of the GRAPE algorithm, while
step 1 and 6 are general steps of any gradient-based op-
timization algorithm. One can see that all steps are at
most linear in N . If one does not keep intermediate re-
sults in memory and computes each derivatives indepen-
dently (as is usually the case in a finite-difference calcu-
lation), the complexity is O(N2). Thus, at the cost of an
increased usage of memory, the GRAPE algorithm allows
a polynomial speedup (in the number of timesteps) over
a finite-difference approach.
Appendix B: RGF-based optimization
In this appendix, we give more details about the real-
space optimization algorithm (which we name RGF-
GRAPE) based on the RGF method. After stating the
useful recursive relations and their derivatives, we ex-
pand on its relation to the GRAPE algorithm and its
computational complexity.
1. Recursive relations
Following the notation set in Eq. (1), we consider a
1D tight-binding Hamiltonian with onsite terms hj and
nearest-neighbor hopping terms uj . We assume there are
M local degrees of freedom per site. As stated in Eq. (2),
the RGF method [29] allows to write the retarded Green’s
function of the system, projected onto site j, as a function
of the hybridization function Σ
L(R)
j±1 which describres the
influence on site j of the sites to the left (right). These
hybridization functions are defined as
ΣLj = ujG
L
j u
†
j ; Σ
R
j = u
†
j−1G
R
j uj−1, (B1)
where G
L(R)
j is the projection on site j of the Green’s
function of the system formed by site j and all sites to
its left (right). The exact expressions for these Green’s
functions are obtained iteratively by using the following
recursion relations (see e.g. Refs. [38, 55] for reviews):
GLj = (E − hj − ΣLj−1)−1
GRj = (E − hj − ΣRj+1)−1.
(B2)
The initial left (right) lead hybridization function
Σ
L(R)
0(N+1), starting the recursion relation, can be calcu-
lated using the translation invariance of the lead defined
by the sites j ≤ 0 (j ≥ N + 1). Indeed, the transla-
tion symmetry in the semi-infinite leads implies the re-
lations ΣLj≤0 = Σ
L
0 and Σ
R
j>N = Σ
R
N+1. In our numerics,
these lead hybridization functions are calculated using
the Kwant numerical package [56].
Before considering derivatives of Green’s functions and
their use for efficient optimization, it is worth noting
that, by itself, the RGF method has many similarities
to the GRAPE algorithm. Indeed, both methods keep
in memory intermediary results of recursive relations re-
lating propagators to reduce computational complexity.
The steps of the RGF algorithm for computing all lattice
Green’s functions Gretj , including complexity in brackets,
are:
1. Compute ΣL0 and Σ
R
N+1 [Independent of N :
O(M3)].
2. Starting from ΣL0 compute and store in memory
all ΣLj [N matrix inversions, 2N matrix products:
O(NM3)].
3. Starting from ΣRN+1 compute and store in memory
all ΣRj [N matrix inversions, 2N matrix products:
O(NM3)].
4. Calculate all Gretj [N matrix inversions: O(NM
3)].
Steps 2-4 of this algorithm are analog to steps 3-5 of
the GRAPE algorithm stated in Sec. A, where the time-
domain propagators have been replaced by real-space lat-
tice Green’s functions. To make even clearer the analogy
between the RGF method and GRAPE, one can restate
7the recursive relations of Eq. (B2) as a string of enlarged
matrix products using properties of the so-called Mobiu¨s
transformation [57].
Finally, from a computational complexity point-of-
view, by keeping in memory all the hybridization
functions ΣLj , Σ
R
j , one can compute with complexity
O(NM3) all onsite lattice Green’s functions. This is
a polynomial speedup over a naive inversion of the full
Hamiltonian, which is an O(N3M3) calculation. Such
a speedup is possible due the nearest-neighbor hop-
ping structure of the problem, which leads to a block-
tridiagonal matrix representation of the single-particle
Hamiltonian.
2. Derivatives of the RGF expressions
Taking the onsite Hamiltonian to be hj = h
(0)
j + λjA,
with A some local operator [58], we now calculate the
derivative of the lattice Green’s function at site j with
respect to a local parameter of a possibly different site
λn. Using standard matrix algebra, this derivative is
∂
∂λn
Gretj (E) = G
ret
j
[
δn,jA+
∂
∂λn
(
ΣLj−1 + Σ
R
j+1
)]
Gretj ,
(B3)
which can be expanded using the definition of the left
and right hybridization functions. These derivatives are
given by
∂
∂λn
ΣLj = ujG
L
j
[
δn,jA+
∂
∂λn
ΣLj−1
]
GLj u
†
j ; (B4)
∂
∂λn
ΣRj = u
†
j−1G
R
j
[
δn,jA+
∂
∂λn
ΣRj+1
]
GRj uj−1. (B5)
In order to implement these expressions in a computer
program, it is useful to rewrite them as
∂
∂λn
ΣLj = Θ(j − n)
(
ujG
L
j
) (
uj−1GLj−1
) · · · (B6)
× (unGLn)A (GLnu†n) · · ·(GLj−1u†j−1)(GLj u†j) ,
∂
∂λn
ΣRj = Θ(n− j)
(
u†j−1G
R
j
)(
u†jG
R
j+1
)
· · · (B7)
×
(
u†n−1G
R
n
)
A
(
GRnun−1
) · · · (GRj−1uj−2) (GRj uj−1) ,
where Θ is the Heaviside function with Θ(j ≥ 0) = 1. By
analogy to the GRAPE algorithm, we now define strings
of propagators, such that derivatives can be simply ex-
pressed as
∂
∂λn
ΣLj = Θ(j − n)XLj,n
∂hn
∂λn
PLj,n;
∂
∂λn
ΣRj = Θ(n− j)XRj,n
∂hn
∂λn
PRj,n,
(B8)
where ∂hn∂λn = A and the Heaviside function is used to
make explicit that, by definition, a left (right) hybridiza-
tion function can not have a nonzero derivative with re-
spect to a parameter to its right (left). The explicit def-
initions of the propagator strings in recursive form are
XLj,n =
(
ujG
L
j
) (
uj−1GLj−1
) · · · (unGLn)
= XLj,n+1
(
unG
L
n
)
PLj,n =
(
GLnu
†
n
) · · ·(GLj−1u†j−1)(GLj u†j)
=
(
GLnu
†
n
)
PLj,n+1
XRj,n =
(
u†j−1G
R
j
)(
u†jG
R
j+1
)
· · ·
(
u†n−1G
R
n
)
= XRj,n−1
(
u†n−1G
R
n
)
PRj,n =
(
GRnun−1
) · · · (GRj−1uj−2) (GRj uj−1)
=
(
GRnun−1
)
PRj,n−1.
(B9)
Similar recursive definitions can also be written for the j
index.
3. RGF-based real-space optimization
Using the results of the previous subsections, one can
now build an algorithm similar to GRAPE for the calcu-
lation of the derivative of lattice Green’s functions with
respect to the real-space profile of parameters. To make
the analogy to GRAPE clearer, we first consider a per-
formance index which depends only on a single Green’s
function. For example, when considering the Majorana
wire optimization, this would be the case if close to the
topological phase transition one considers directly the
topological visibility as a performance index such that
Φ = −det(r) = −F [Gret0 ], with Gret0 the Green’s func-
tion projected on site 0, and F a function defined in
App. C 1.
The RGF-GRAPE optimization algorithm can be sum-
marized in a way very similar to the GRAPE algorithm.
As in the previous sections, we state the main steps of
the algorithm and their respective computational com-
plexity:
1. Choose initial vector of parameters {fk,j}.
2. Calculate Gretj using the RGF method and storing
all G
L(R)
j in memory [O(NM
3)].
3. Starting from XLj,j = ujG
L
j , calculate X
L
j,1
storing intermediate results in memory (XLj,j−1,
XLj,j−2,. . . ). Similarly compute the strings of prop-
agators for PLj,n, X
R
j,n, and P
R
j,n.
[Calculating all strings requires 4N matrix prod-
ucts: O(NM3)].
4. Compute derivatives using Eqs. (B8) and (B3).
5. Use gradient to update the parameter vector and
restart to step 2.
8Comparing the GRAPE algorithm stated in App. A, one
can see that the structure of the gradient calculation
performed in steps 2-4 is very similar. This similar-
ity extends to the computational complexity, such that
the derivative of a lattice Green’s function at a given
site j (fixed) with respect to parameters on each site
(n = 1, . . . N) scales linearly with the number of sites
in the scattering region. More precisely, it is the same as
the RGF calculation: O(NM3). In the case of a finite-
difference calculation, where one would perform the RGF
calculation N times in order to vary each parameter to
be optimized, the complexity would be O(N2M3). Thus,
by using the above algorithm, one obtains a polynomial
speedup over finite differences.
If we now extend the above algorithm to a more gen-
eral performance index, which requires the derivative of
lattice Green’s functions at all sites, the complexity be-
comes O(N2M3) (i.e., the same as for finite-difference).
This is a consequence of the fact that, in that most gen-
eral case, we need to vary both indices of the propagator
strings defined in Eq. (B9), which requires more matrix
products. In the GRAPE analogy, this would be equiva-
lent to having a performance index that depends on the
propagator at multiple times.
Below, we consider in more detail the case of the
LDOS-based performance index defined in Sec. III A for
the study of Majorana wires. This index depends on mul-
tiple Green’s functions belonging to different sites. Nev-
ertheless, by exploiting the structure of the performance
index, the computational complexity of the gradient cal-
culation can be made linear in N .
Appendix C: Performance index implementation
In this appendix, we expand on the implementation of
the LDOS-based performance index for Majorana wire
optimization defined in Eq. (6). We first state the Fisher-
Lee relations used to relate the calculation of the topo-
logical visibility to lattice Green’s functions. Then, we
discuss how to efficiently implement the gradient of the
effective gaps defined in Eq. (5). Finally, we verify nu-
merically the complexity of various gradient calculations.
1. Fisher-Lee relations and the topological visibility
The scattering matrix can be obtained from the
Green’s function using the Fisher-Lee relations general-
ized to account for the presence of a magnetic field [37].
Following the notation of Ref. [38], in the case of a scat-
tering region of N sites (site index j = 1, . . . , N) con-
nected to a lead to the left (L) at site 0 and to a lead to
the right (R) at site N + 1, the matrix elements of the
left reflection matrix rL are given by
rLmn = φ˜
L†
m,outΓL
[
iGret0 ΓL − 1
]
φ˜Ln,in, (C1)
with φ˜
(l)
m,α = φ
(l)
m,α/
√
~vm,α the current normalized wave-
functions of propagating modes m in lead l with mode ve-
locity vm,α, and ΓL = i
[
ΣL0 − (ΣL0 )†
]
the skew-hermitian
part of the surface self-energy of the first site of the left
lead. A similar expression for rRmn can be obtained under
the index changes L↔ R and 0↔ N + 1. To lighten the
notation, the energy dependence of φLm,α, ΓL and G
ret
0
has been suppressed.
The calculation of the Majorana wire performance in-
dex as defined in both Eq. (3) and Eq. (6) requires the
calculation of the zero-energy reflection matrices rL and
rR. These matrices are necessary to calculate the topo-
logical visibility Qα = det r
α (α = L,R). For the nu-
merical implementation of the gradient calculation, the
derivative of the topological visibility is then computed
using
∂Qα
∂fk,n
= QαTr
[
(rα)−1
∂ rα
∂fk,n
]
, (C2)
which follows from Jacobi’s formula. This expression can
be related to the derivative of a Green’s function using
Eq. (C1) and noting that all lead quantities are inde-
pendent of fk,n. As this quantity depends on a single
Green’s function, the computational cost of the gradient
of the topological visibility scales linearly with the length
of the scattering region.
2. Majorana performance index derivatives
We now turn to the computation of the effective gaps
defined in Eq. (5). As ρj , the zero-energy LDOS at site j,
depends linearly on the retarded lattice Green’s function
Gretj , one can use the RGF method to compute the effec-
tive gap ∆˜L(R) efficiently [complexity O(NM
3)]. Since
these gaps depend on ρj on multiple sites, the computa-
tional complexity of the derivatives is a priori not obvi-
ous. Hence, we look in more detail at the calculation of
the effective gap for the left-half of the system (∆˜L). By
symmetry, the complexity analysis will be equally valid
for the right-half (∆˜R).
The derivative of ∆˜L with respect to some local on-site
parameter λn is straightforward to calculate and given by
∂∆˜L
∂λn
=
2∆˜2L
NNL
N/2∑
j=1
(〈xL〉 − j) ∂ρj
∂λn
. (C3)
Using the definition of ρj (cf. below Eq. (4)), the preced-
ing equation can be rewritten as a sum over derivatives
of Green’s function
∂∆˜L
∂λn
=
∆˜2L
NpiNL Im
Tr
N/2∑
j=1
(j − 〈xL〉)
∂Gretj
∂λn
 .
(C4)
9To lighten the notation and to make the analysis more
general, we consider the efficient computation of the sum
Sn = Tr
 N∑
j=1
γj
∂Gretj
∂λn
 , (C5)
where any other bounds on the values of j, such as in
Eq. (C4), can be implemented through the definition of
γj . Using Eq. (B3), the sum can be written as
Sn = Tr
n−1∑
j=1
γjG
ret
j
∂ΣRj+1
∂λn
Gretj
+ Tr [γnGretn AGretn ]
+ Tr
 N∑
j=n+1
γjG
ret
j
∂ΣLj−1
∂λn
Gretj
 , (C6)
where the bounds of the sums follow from the Heaviside
function in Eq. (B8). Considering each of these three
terms separately, such that Sn = S
R
n + S
0
n + S
L
n , and
using the cyclic and linearity properties of the trace, one
obtains
SRn = Tr
[
MRn A
]
; (C7)
S0n = Tr
[
γn
(
Gretn
)2
A
]
; (C8)
SLn = Tr
[
MLnA
]
, (C9)
where, using Eq. (B8), we have defined the matrices
MRn =
n−1∑
j=1
PRj+1,n
[
γj
(
Gretj
)2]
XRj+1,n, (C10)
MLn =
N∑
j=n+1
PLj−1,n
[
γj
(
Gretj
)2]
XLj−1,n. (C11)
Finally, using the definitions of the propagator strings in
Eq. (B9), one notes the recursive relations
MLn−1 = G
L
n−1u
†
n−1
[
MLn + γn
(
Gretn
)2]
un−1GLn−1;
MRn+1 = G
R
n+1un
[
MRn + γn
(
Gretn
)2]
u†nG
R
n+1,
(C12)
with boundary conditions MLN = 0, and M
R
1 = 0. Since
each recursion step requires a constant small number of
matrix operations, calculating all the matrices MLn and
MRn , and thus the sum Sn for all n, will have a compu-
tational complexity of O(NM3). This is again a polyno-
mial speedup over the O(N2M3) complexity that would
be expected from a direct calculation of Eq. (C4) inde-
pendently for each value of the index n. Since the es-
sential element allowing this polynomial speedup is the
cyclic property of the trace, this result is valid for any
sum over the LDOS at different sites. Going back to
the analogy with the GRAPE algorithm, our result for
a space integral has the same structure as the efficient
calculation of a performance index that includes a time
integral [59].
3. Performance of implementations
To conclude this section, we supplement the previous
algorithmic complexity analysis with a numerical com-
parison of different algorithms. As a performance bench-
mark we define TN , the average time used to compute
the performance index and its gradient using a single
core of a standard desktop computer. To this end, we
have optimized a fixed amplitude magnetic texture in a
wire without intrinsic spin-orbit coupling, using different
implementations of the performance index and its gradi-
ent. The texture amplitude along the z-axis is fixed such
that the size of the optimization problem considered is N .
The average computation time has been obtained by di-
viding the total simulation time by the number of perfor-
mance index evaluations carried out (∼ 200). The opti-
mization is driven by an implementation of the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm, where the
performance index and its gradient are always computed
together [60].
Since different methods can be implemented more or
less efficiently, depending on computational details such
as the programming language, one should not focus much
on the absolute values of TN , but mainly on its scal-
ing with N , the number of sites in the scattering region.
To this end, one can consider this scaling quantitatively
using a power-law fit to the numerical data such that
102 103 104
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FIG. 6. Average duration TN (in seconds) for the calcula-
tion of the performance index and its gradient, as a function
of the length of the Majorana wire. The performance in-
dex is calculated using either the topological minigap (blue
crosses) or the effective p-wave gap. The latter is evaluated
in three different ways: (i) using the finite difference gradient
(orange disks); (ii) using Eq. (C4) independently for each site
index (green squares); (iii) using the recursive relation from
Eq. (C12) (red triangles). The last method is clearly the most
efficient. Dashed lines are power-law fits to the numerical data
(see text). The dotted black vertical line indicates N = 400,
used in most of our calculations. The numerical parameters
in the simulations are ∆ = 0.0225t, b = 4∆/3, B0 = 0 (see
Appendix D for more details on the model Hamiltonian).
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TN ∝ Nξ. The exponent ξ should then be compared to
the expected complexity [61].
Figure 6 compares TN for 4 algorithms and perfor-
mance indices as a function of N . For each method, the
dashed curve is the result of a power-law fit. The blue
crosses are computing times for the optimization of the
Majorana performance index Φ′ = −δEQL (used in Ap-
pendix G), where the minigap δE is obtained through
diagonalization of the isolated superconducting region
Hamiltonian and the gradient is computed using finite
difference [62]. The three other datasets are computing
times for the effective performance index, Eq. (6), where
we use the RGF method to compute the performance
index. Three different methods were used to compute
the gradient of the performance index : (i) finite differ-
ence (orange disks), (ii) Eq. (C4) independently for each
site index (green squares, labeled RGF-GRAPE v1), and
(iii) the recursive relations of Eq. (C12) (red triangles,
labeled RGF-GRAPE v2). These three gradient calcula-
tion methods lead to the same gradient up to numerical
precision.
We now turn to the fit results. In the case of the di-
agonalization, we extract the exponent ξ ≈ 4.27, which
is close to the expected complexity O(N4) [63]. For the
RGF-based calculations, all obtained exponents are be-
low 2 (respectively ξ ≈ 1.85, 1.83, and 0.98), showing
that, independent of the details of the implementation
of the gradient there is a clear advantage from the com-
putational point-of-view to consider the effective gap in-
stead of the minigap. In addition, these exponents are in
agreement with the complexity analysis of Sec. B 3, which
stated that the calculation of the gradient of a sum over
N sites should be at worst O(N2). Finally, we note that
the use of the recursion relations of Eq. (C12) allows to
reach a linear complexity, which is a polynomial speedup
over finite difference.
Finally, to put these results into perspective, one can
also look at the actual computation times for the dif-
ferent methods. As an example, for N = 400 (dotted
black vertical line) the calculation times of the perfor-
mance index and its gradient are TN = 0.34, 0.91, 23,
and 700 s. Although one should use caution when
interpreting such results, since absolute timings are
implementation-dependent, these numbers help to put in
perspective the concrete advantage of reducing the com-
plexity of the gradient calculation. Indeed, in the con-
text of an optimization algorithm, which requires to re-
peat this calculation hundreds if not thousands of times,
a speedup of the gradient calculation allows, for a fixed
computation time, to consider either more realistic wire
models, or more sophisticated optimization algorithms
that get closer to a global maximum.
Appendix D: Nanowire model and parameters
Following the notation of Eq. (1), we consider in our
calculations a noninteracting tight-binding model for a
unidimensional wire (single subband) with a supercon-
ducting scattering region of N sites (j = 1, . . . N) cou-
pled to semi-infinite metallic leads (sites j = 0,−1, . . . for
the left lead and sites j = N + 1, N + 2, . . . for the right
lead). In this case, the number of local degrees of freedom
is M = 4, and the spinors are taken in a Bogoliubov-de
Gennes basis such that
ψ†j =
(
c†j,↑, c
†
j,↓,−cj,↓, cj,↑
)
, (D1)
with c
(†)
j,σ, an operator annihilating (creating) a fermion
at site j with spin σ. Denoting τα (σα) the Pauli matrices
acting on the particle-hole (spin) sectors, the structure of
the hopping matrices is
uj = −tτz − iασyτz, (D2)
where t = ~2/2m∗a2 is the hopping amplitude with m∗
the effective mass and a the lattice constant, and α is the
spin-orbit coupling amplitude. The onsite Hamiltonian
reads
hj = (2t− µj)τz + (B0 + bj) · σ + ∆jτx, (D3)
where µj is the effective local potential including both the
local electrostatic gate voltage and the chemical poten-
tial, ∆j is the local proximity-induced superconducting
gap, B0 is a uniform magnetic field, and bj is a possibly
non-uniform local magnetic field. All prefactors relating
the magnetic field to the Zeeman energy, including the
g-factor, are absorbed in the definitions of B0 and bj .
Unless otherwise stated, in all numerics, we consider
approximate parameters for a semiconductor with neg-
ligible intrinsic spin-orbit coupling (α = 0) [64]. We
take a lattice constant a = 10 nm (N = 200 then corre-
sponds to a 2 µm long nanowire) and an effective mass
m∗ = 0.2me, where me is the bare electron mass. Those
parameters lead to a hopping amplitude t = 1.9 meV.
Based on the experimentally observed proximity-induced
superconductivity in a GaAs two-dimensional electron
gas [65], we take ∆ = 0.0225t (43µeV). For a g-factor
of 2, |B0 +b| = 4∆/3 ≈ 0.03t corresponds to a magnetic
field of 1 Tesla. In addition, we consider uniform metallic
leads (∆ = 0), with a large density of states (µ = 1.9t)
and strongly coupled to the superconducting region (no
barrier at the interface). The same values of t, α and
B0 are used in both the leads and the superconducting
scattering region. The strong coupling to the leads was
found to ensure a good convergence of the optimization
algorithm. However, as illustrated by the results of di-
agonalization shown in the main text (see e.g. Fig 5(d)),
which correspond to the regime of isolated wires, the final
results appear to be robust with respect to the details of
the lead couplings and parameters. Finally, to improve
the numerical stability of recursive calculations, the zero-
energy Green’s functions are calculated at a small but
finite imaginary energy E/t = 10−6 i.
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FIG. 7. (a) the x− and (b) the y-components of the initial
(dashed blue) and the optimized (solid orange) magnetic tex-
tures without penalties for smoothness.
Appendix E: Regularization and parameter scaling
In order to favor smooth spatial profiles, penalty func-
tions can be added to the performance index. We refer
the reader to Ref. [66] and references therein for example
penalties used in time-domain optimizations. In the case
of a scalar quantity such as the electrostatic gate voltage,
we add a penalty function
Φµ = −βµ
N−1∑
j=1
(µj − µj+1)2 , (E1)
where βµ > 0 is a parameter that weights the cost of
spatial variations in the gate voltage. A large weight will
favor a flat voltage profile independently of the problem.
This type of penalty can be generalized to a vector pro-
file. In the case of the fixed amplitude magnetic texture,
we use the penalty
Φb = βb
N−1∑
j=1
[
bˆj · bˆj+1 − 1
]
, (E2)
where bˆj = bj/|bj | is a unit vector and βb > 0 is again
a weight factor for the penalty. This penalty will favor a
smooth and uniform magnetic texture, which should be
more easily realizable experimentally.
In the case of an optimization involving parameters
with different units or scales, it can be useful to intro-
duce a scaling parameter w in order to control the relative
weight of the different types of parameters in the gradi-
ent descent. In particular, in the case of Fig. 4 where the
orientation of a fixed amplitude magnetic texture and a
uniform chemical potential are optimized, a parameter
wµ is introduced in order to reduce the relative weight
of the chemical potential in the optimization. This was
found to reduce the risk of the optimizer (BFGS) declar-
ing convergence too quickly following a large reduction
of the gradient of the performance index with respect to
only the chemical potential, without much change in the
magnetic texture.
The optimal value of the heuristic parameters β and
w depends on the details of the problem. Since these
FIG. 8. (a) the x− and (b) the y-components for the opti-
mized (solid orange) magnetic textures. Dashed blue curves
are a spiral texture obtained by a harmonic fit to the x-
component of the optimized texture. (c) Wavefunction am-
plitude for the left and right MBS (solid and dashed curves,
respectively). (d) Spectrum of the isolated superconducting
scattering region close to zero energy. For all panels, the or-
ange curves are results for the optimized texture, while the
blue curves are results for a perfect spiral texture fitted to the
optimized texture.
are not known, it is useful to perform the optimization
for a few different values. In particular, the results of
Fig. 4 are obtained by considering the solution with the
largest minigap δE out of 8 optimizations. These 8 runs
of the algorithm, all starting from the same initial spi-
ral magnetic texture, differed by the choice of the op-
timization parameters βb and wµ which were taken to
be the possible combinations of wµ ∈
{
10−2, 10−4
}
and
βb ∈ {0.01, 0.1, 0.5, 1}. Due to the variation of the prob-
lem landscape and the performance index amplitude, dif-
ferent parameters performed better in some regions of the
(B0, b) parameter space than others. These values were
found sufficient to obtain improved MBS characteristics
compared to the initial configuation in all region of pa-
rameter space.
Appendix F: Proof of principle for the optimization
algorithm and the role of boundaries
In this appendix, we expand on the optimization re-
sults presented as a proof of concept in Fig. 2c. For this
optimization, we consider a superconducting nanowire
with N = 200 sites, with neither intrinsic spin-orbit in-
teraction (α = 0) nor external magnetic field (B0 = 0).
We optimize both the local amplitude and orientation of
a magnetic texture (with the constraints bj ≤ 0.03t =
4∆/3 and bj · zˆ = 0). No penalties for smoothness are
added (βb = 0). In addition, we optimize the chemi-
cal potential in the superconducting region (though we
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FIG. 9. (a,b) Topological visibility in a nanowire without
spin-orbit coupling. (a) Initial spiral magnetic texture. (b)
Magnetic textures optimized using Eq. (G1). (c,d) Energy
minigap δE . (c) Initial spiral magnetic texture. (d) Optimized
magnetic texture. Purple dashed (solid green) curves denote
minigaps δE = 100(200) mK. Dotted black contours are a
copy of the contours for the initial spiral texture (panel to
the left). The dot-dashed black line indicates B0 + b = ∆,
the expected minimal Zeeman energy to reach the topological
phase.
restrict ourselves to a spatially uniform chemical poten-
tial).
Figure 7 compares the initial magnetic texture to the
optimized result. Starting from an initial texture con-
sisting of a sum of two spirals of different periods, the
optimization converges to a solution which is spiral-like
in the bulk (panels a and b), with a uniform amplitude
bj = 4∆/3 (the maximal value allowed by the imposed
constraints). As shown in Fig. 2c, the system is ini-
tially in the trivial phase and the optimization drives
the parameters through a topological phase transition.
It is worth noting that the optimization naturally finds
a smooth solution in the bulk even though no penal-
ties were used in this optimization. By introducing such
a penalty, discontinuities near the boundary can be re-
duced (not shown).
In order to better understand the role of the boundaries
of the optimized texture, we fit the x-component of the
optimized magnetic texture to an harmonic function bj ·
xˆ = A cos(2pij/R+ φ) (with fit parameters A, R and φ).
Fig. 8 compares the optimized texture to a spiral texture
built from the fit result. One can see that, while the
spiral texture has a larger minigap (0.37 ∆ compared to
0.29 ∆), the MBS in the case of the optimized texture
is more localized. This smaller localization length leads
to a reduced overlap of the Majorana wavefunctions and
thus to a reduced zero-mode splitting from M = 1×10−3
to M = 2× 10−5.
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FIG. 10. Non-optimized (spiral, dashed blue) and optimized
(solid orange) curves for (a) the x− and (b) the y-components
of the magnetic texture. Optimization was performed for a
fixed amplitude texture |bj | = 0.018t = 4∆/5 and a uniform
magnetic field B0/t = 0.012 xˆ (black dot in Fig. 9). (c) Solid
(dashed) curves indicate the left (right) MBS’ wavefunctions.
For all panels, blue curves are the results for the initial spiral
texture, while the orange curves are the results for the opti-
mized texture. (d) Spectrum of the isolated superconducting
scattering region close to zero energy.
Appendix G: Maximizing the topological minigap
As a complement to the results of Sec. III D, we con-
sider the same magnetic texture optimization, but using
the performance index
Φ′ = −δEQL, (G1)
where δE is the minigap obtained by diagonalization of
the single-particle Hamiltonian [67].
Figure 9 presents optimization results for a grid of
points in the (B0, b) parameter space. Panel (a) com-
pares the topological visibility for an initial spiral texture
(column (i)) to an optimized texture (column (ii)). As
for Fig. 4, where the more numerically efficient perfor-
mance index Φ˜ is optimized, the area of the topological
(blue) region of parameter space increases for the opti-
mized texture. For both performance indices, the opti-
mization leads to the topological phase almost indepen-
dently of the position in parameter space, as long as the
total Zeeman energy B0 + b is larger than the supercon-
ducting gap ∆. Panel (b) presents the minigap δE in the
topological phase. Similarly to the optimization of Φ˜ in
Fig 4, the direct optimization of the minigap leads to con-
stant gap contours enclosing a larger area of parameter
space for the topological phase.
Finally, we compare the optimization results for a point
in parameter space (corresponding to the black disks in
Fig. 9). Figure 10(a,b) shows the components of the op-
timized magnetic texture for two periods (solid orange
curve) and compares them to the initial spiral texture
(dashed blue curve). Figure 10(c,d) displays both the
MBS’ wavefunction (panel c) and the spectrum for the
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FIG. 11. Statistics of convergence of the RGF-GRAPE algo-
rithm for the optimization of a fixed amplitude magnetic tex-
ture starting from 100 different random texture realizations
(see text). (a) Distribution of the initial value of the perfor-
mance index. (b) Distribution of the final value of the perfor-
mance index after running the BFGS optimization algorithm
until convergence. (c) Scatter plot of the bulk gap (obtained
through diagonalization) as a function of the final (maxi-
mized) value of the performance index. A uniform chemical
potential in the wire is also optimized (initial value µ = 10−3t,
wµ = 10
−3). The numerical parameters in the simulations are
N = 200, b = 4∆/3, ∆ = 0.0225t, B0 = α = βb = 0.
superconducting region decoupled from the leads (panel
d). The optimization leads to both an increased minigap
and enhanced energy degeneracy between the left and
right MBS. These optimization results are equivalent to
the results obtained by the optimization of Φ˜ presented
in Fig. 5. Hence, similar results to the numerically costly
exact optimization of the topological minigap can be ob-
tained using the LDOS-based effective performance in-
dex Φ˜ presented in Sec. III.
Appendix H: Convergence statistics
In this appendix, we present additional data related
to the convergence of the RGF-GRAPE algorithm and
the bulk gap of the optimization results. To this end,
we performed 100 optimizations each starting from a dif-
ferent realization of a fixed-amplitude random magnetic
texture. In each realization, the magnetic field at site j
is bj(θj , φj) = b(sin θj cosφjxˆ+ sin θj cosφjyˆ + cos θj zˆ),
where φj and θj are uncorrelated random variables taken
from a uniform distribution of width 2pi respectively cen-
tered around 0 and pi/2.
Figure 11(a) presents the distribution of the initial
value of the performance index. The negative values in-
dicate that all initial textures are in the trivial phase.
Panel (b) shows the distribution of the final performance
index after performing an optimization using the BFGS
algorithm where the gradient of Φ˜ was calculated at each
iteration using RGF-GRAPE. For 26 occurrences the op-
timization converged to a solution near the topological
phase transition (|Φ˜| < 2), where the performance index
value is dominated by the topological visibility. In the
remaining 74 cases the optimization converged deep in
the topological phase. For these occurrences, panel (c)
shows a scatter plot of the resulting bulk gap where we
can see a relation between the value of the performance
index and the bulk gap. For the 26 cases with |Φ˜| < 2,
the failure to find solutions deep in the topological phase
might be explained by the presence of local minima in
the high-dimensional optimization space. This standard
problem of optimization can we be solved by using stan-
dard methods of global optimization such as the basin
hopping method.
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