The Jarzynski equality (JE), which relates works of non-equilibrium trajectories to the free energy difference of the initial and final states of the non-equilibrium process, provides an efficient way to calculate free energies of systems in simulations and experiments. However, wider applications of the JE are limited by the requirement that the initial distribution of non-equilibrium trajectories must be equilibrium. Here we extend the JE to a matrix form, the Jarzynski matrix equality (JME), which transforms the free energies of metastable conformational regions in the initial system to that of final one. Therefore, we can calculate the free energies from non-equilibrium trajectories which started from an arbitrary initial distribution. We demonstrate the application of the JME in toy models, Lennard-Jones fluids, and polymer chain models, show its good efficiency in calculation of free energy with a satisfactory accuracy. The JME extends applications of the non-equilibrium method in estimate of free energy in complex system where the initial global equilibrium is difficult to reach.
I. INTRODUCTION
In the past decades, an important progress in non-equilibrium statistical physics is the development of the fluctuation theorems [1] [2] [3] , in particular, the Jarzynski equality (JE) [4, 5] which relates the distribution of irreversible works of a non-equilibrium process to the difference of equilibrium free energy. The JE can be written as exp(−β△A) = exp(−βW ) ,
where
is the reciprocal of temperature multiplied by the Boltzmann constant k B , △A is the free energy difference between the initial and final systems, and · · · denotes the average over the ensemble of trajectories which starts from the equilibrium distribution of the initial system and ending with the final system. The work W is defined as
where x(t) is a simple notation of a trajectory in conformational space within the time interval [0, τ ]. The trajectory can be followed a deterministic or a stochastic dynamic under the time-dependent Hamiltonian H(x, Λ(t)) with the special protocol Λ(t). HereΛ denotes the time derivative of Λ(t). Thus the work is a functional of non-equilibrium trajectory x(t). In this paper, x(t) represents the whole trajectory, and a particular conformation of the trajectory at time t is denoted as x t .
The JE provides a direct way to estimate the free energy difference in experiments, such as single-molecule pulling [6] [7] [8] , and simulations [9] [10] [11] [12] . However, there is a major difficulty in applying JE. The right part of Eq. (1), the ensemble average of work, is an exponential function dominated by rare trajectories with small work values. Therefore, inadequate sampling of these rare events could results in a biased estimation, as described by the Jensen inequality [5] . One way to overcome this problem, in single-molecule pulling experiments, ones applied a very stiff spring potential to obtain a work distribution with an approximate Gaussian [13] . The exponential average of work then is estimated correctly even from inadequate samples [14] [15] [16] [17] . Some recent attempts have also been done by applying enhance sampling techniques to generate more small-work nonequilibrium trajectories [18] [19] [20] [21] , and improving simulation efficiency a little.
Another essential difficulty in applying JE is to achieve an equilibrium conformational sample of the initial system as the starting points of non-equilibrium trajectories, which usually requires very (even impractical) long equilibrium simulation in the initial system, for example, in macroscopic biomolecules, it is usually very hard to reach equilibrium in normal simulation time scale, since the conformational space of the system consists of multiple long lifetime metastable states separated by high free energy barriers.
Recently, some works were tried to extend the application of JE by not requiring the initial equilibrium distribution of trajectories. For example, Maragakis et al. [22] [24] . However, these works usually apply the time-reverse process of non-equilibrium trajectories to reimburse the deviation of initial distribution from the equilibrium one, which limits their application in some cases.
In this paper, we extend the JE to be compatible with an arbitrary initial distribution and any non-equilibrium protocol without requiring the strict time-reverse process. We present a practical form of the extended JE when the initial distribution is in a local equilibrium inside each of metastable conformational regions but not equilibrate among these regions.
The local equilibrium is much easy to reach from any initial distribution after short-time local relaxation. An arbitrary initial distribution can easily evolute to the required local equilibrium inside each of metastable states by short relaxation, thus our method in practice can be applied for any arbitrary initial distribution [25, 26] . The original JE now is replaced by a matrix equality, named as the Jarzynski matrix equality (JME), which connects free energies of metastable regions in the initial system to that in the final system of the nonequilibrium process.
The essential idea of the JME is formulized as below. The partition function of a system with multiple metastable states can be written as Z = µ Z µ , where Z µ denotes the local partition function of the µ-state. Here, we suppose that all metastable states are included and boundaries of the states are neglected, i.e., the super-basin approximation [27] . When a non-equilibrium process changing the initial Hamiltonian of system to the final one, we have
, where Z µ (f ) and Z ν (i) are the partition functions of metastable state µ in the final system f and state ν in the initial system i, respectively. The transition matrix π µν (f, i) relates to works of trajectories which transition from the ν(i) to µ(f ), i.e.,
is the transition probability of trajectories started from ν(i) to µ(f ), and · µν is the ensemble average over all these transition trajectories.
Particularly, if the final system is chosen to be identical to the initial one, the above relation is reduced to the linear equation Z µ = ν π µν Z ν , which can be used to solve Z µ and thus the free energy of the whole system.
II. THEORY AND METHODS

A. Basic theory
For any initial distribution ρ init (x 0 ), we can reproduce the equilibrium distribution of the
, so we have,
where · · · is the ensemble average over trajectories which started from the initial distribution ρ init (x 0 ), and H(x; f ) is the final Hamiltonian. Eq. (3) is a direct extension of the JE with an arbitrary initial distribution. It is also an extension of the formula given by G.
Hummer and A. Szabo [6] . The original JE can be obtained by integrating both sides of Eq. (3) with respect to x [9] after putting ω(x 0 ) = 1. Due to too wide histogram of the values of ω(x 0 ), the equation is usually not helpful to directly apply in calculation of free energy, except in very low dimension (such as one-dimension, or two dimension) cases.
B. Local equilibrium approximation
Usually, the conformational space of a system can be divided into many metastable regions (states), and the local equilibrium inside each of them can reaches in a short time scale, while the equilibrating between states interstate needs longer time. Therefore, within a short simulation time, any initial distribution can relaxes to a locally-equilibrating one which is in proportion to the equilibrium distribution inside each of metastable conformational regions (states). In other word, the weighting function ω(x 0 ) in Eq. (3) is approximately a constant ω ν for all x 0 inside the state ν, but the value of ω ν varies with respect to the index of state ν [26] . Thus, we almost always partition the whole conformational space into some metastable states. The summation of these states approximately equals to the whole conformational space, since these states do not overlap each other and the contribution of boundaries of these states are ignorable.
This approximation greatly simplifies Eq. 3 in practical application. We define local partition function of metastable state,
is the characteristic function of the state ν, which is unity if x is inside the state, otherwise. Thus,
where p ν is the equilibrium probability of visiting the state ν. Thus the partition function Z of the system approximately equals to the sum of all local partition functions Z = ν Z ν , or write in a matrix form,
where the indices i and f represent the initial and final Hamiltonians, respectively. By multiplying the state-characteristic function of the final system, Θ f µ (x), on both sides of Eq. (4) and integrating the equation for x, we have
Here ρ eq,f (x) is the equilibrium probability function of the final system, which is equal to
Eventually, we have the main expression of the JME,
Here n ν (0) is the total number of trajectories started from state ν in the initial system, n µν is the number of trajectories started from ν and ended in state µ in the final system. The summation of k is limited in the transition trajectories from ν to µ, and W k is the work along the transition
is the transition probability of non-equilibrium trajectories starting from state ν(i) and ending in state µ(f ). For equilibrium processes, W k = 0, Eq. 6 becomes the normal detailed balance condition.
C. Loop protocol and linear equation
If we choose a loop nonequilibrium protocol for which the initial Hamiltonian is identical to the final one, i.e., Λ(t 0 ) = Λ(τ ), Eq. 6 becomes a linear equation, ν π µν Z ν = Z µ , or
which offers a practical way to estimate the local partition functions {Z µ }. Since the matrix elements are nonnegative, Π is a positive and non-reductive matrix. According to the Perron-Frobenius theorem, a positive and non-reductive matrix has only one eigenvector whose all components are the same sign, corresponding to the eigenvalue with maximal module of the matrix. Therefore Π has unique non-negative vector Z, relating to the eigenvalue λ = 1 in Eq. (7). In principle, the corresponding eigenvalue should be unity. In practice, however, due to numeric and statistical errors, it might slightly differ from unity.
The deviation of the eigenvalue from unity is a good criterion to determine if the generated non-equilibrium trajectories are sufficient.
III. RESULTS AND ANALYSIS
We applied the JME to three kinds of systems: one-dimensional multiple-well potentials, Lennard-Jones (LJ) fluids near the liquid-solid coexistence condition, and a polymer chain with closing and opening end-end states. The implementation of the JME usually con- 
A. 1D toy models
We first consider a simple one-dimensional symmetric multiple-well potential (plotted in Fig. 1(a) ) , and k(t) = 0.02 + 0.36t/τ when
We ran six sets of non-equilibrium simulations with different simulation durations of τ = 100, 120, 140, 160, 180, and 200, respectively. For each set, we totally generated 2000 trajectories, and the initial allocation of these trajectories in the two states was that the left potential well had 1200 trajectories and the right well had 800 trajectories. Each trajectory initially went through a short equilibrium simulation to reach local equilibrium distribution inside its initial potential well. The results are shown in Fig. 1(a) . We also applied the method to a one-dimensional triple-well potential
where we set k = 0.1 and β = 1. Mobility of the particle is 0.2. The three states are labeled as 1, 2, and 3 from left to right in Fig. 1(b) . The exact partition function values are Z 1 = 1.58Z 2 and Z 1 = Z 3 . The nonequilibrium protocol is similar to the previous example. We ran six sets of nonequilibrium simulations with different durations of τ = 100, 120, 140, 160, 180, and 200, respectively. For each set, we generated 3000 trajectories evenly distributed in the three states to estimate the matrix elements. The results are shown in Fig. 1(b) . The green symbols denote the eigenvalues of the transition matrix, whose ideal value should be 1; the red ones denote the partition function ratios of state 1 over state 2, whose ideal value should be 1.58; and the burgundy ones denote the ratios of state 1 over state 3, whose ideal value should be 1. The values calculated from the trajectories with different simulation lengths are all close to their ideal values. The error bars in the figure are the standard deviations obtained by repeating the simulations and calculation 100 times.
B. Lennard-Jones liquid-solid coexistence
In this subsection, we apply the JME to a 32-particle Lennard-Jones (LJ) system inside a cubic box with the side length 11.8Å with the periodic boundary condition. Noose-Hover ), where i goes over the 40 steps, and r i denotes the distance between two ends at the terminal of i th step. The fraction of the two coexistence phases can be calculated from non-equilibrium simulations by applying Eq. 6. To distinguish the liquid and solid phases, we employed the local bond order parameters measuring the local structure around a particle [30] , defined as
wherer ij is the unit vector from particle i to particle j, the summation goes over all neighboring particles N b (i) of particle i, and Y lm (r ij ) is the spherical harmonic function, with l and m taking integer values of l = 0, 1, · · · , and m = −l, · · · , l. Specifically, q 6 is known as a good order parameter for distinguishing the liquid and solid phases [30] . In simple liquids, there are no preferred orientations around a particle and thus the structural correlation decays rapidly. In contrast, for particles in a solid-like environment the vectors are correlated:
where the asterisk indicates the complex conjugate. The average of the correlation functions provides a rough criterion for distinguishing the liquid phase and the solid phase as [31] s = 1 32
In our MD simulations of this system, the value of the parameter changes continuously from 0 to 12 when it evolves from the liquid phase to the solid phase. We regard the system as in the liquid phase when s < 7 and solid otherwise. 
where Q 1 and Q 2 are the charges of the two ending atoms, ǫ is the dielectric constant. The cut-off radius of Coulomb interaction is 50Å. Since the Coulomb interaction controls the opening-closing transition, the simplest way of enhancing the transition is to manipulate the coefficient α. The non-equilibrium protocol consists of 20 steps, during which the parameter α was changed from 1/34 to 1/40 and then back to 1/34. The non-equilibrium work for each trajectory is
, where i goes over the 20 steps, and r i denotes the distance between two ends at the i th step. Fig. 4 shows six sets of non-equilibrium simulations with the length of each trajectory ranging from τ = 0.2 to 0.48ns. The system temperature was fixed at T = 300 K, employing the Langevin thermostat. For each set of simulations, 500 trajectories were generated and 250 trajectories each state initially. At the beginning, each trajectory went through a 2-ps simulation to reach the local equilibrium inside each state.
The reference values and its error bars in Fig. 4 were obtained from 20 × 500 trajectories with 2.5ns each. As shown in Fig. 4 , very short non-equilibrium simulations (0.28ns for each trajectory) are already sufficient to provide satisfactory results.
According to Eq. (6), the free energy difference between initial and final systems can be calculated by
which is nothing else but the JE. A direct estimation of ∆A by the JE requires the initial system to be in the global equilibrium, in order to obtain an approximated equilibrium estimator, probably 500 trajectories of at least 1ns each are needed, though here we used a series of 500 trajectories of 2.5ns each to get the reference value and its error bar. In the JME, however, only local equilibrium initial conformations inside each state are required, which can be obtained in 1ns totally and 2ps each trajectory. Hence, the sum of simulation time of all non-equilibrium trajectories used to estimate global equilibrium is around 150ns.
Once the local partition functions of two states in the system are obtained, Eq. (15) by the thermodynamic integration (TI) method based on equilibrium simulations [33] . We can see that the free energy profile obtained from the non-equilibrium simulation is in good agreement with the value obtained by the TI method.
IV. CONCLUSIONS AND DISCUSSION
In comparison with the JE, the major benefit of the JME is that it does not require a global equilibrium initial distribution, thus can be applied in complex systems where the initial equilibrium distribution is hard to achieve. In addition, in the JME, trajectories are classified into some groups according to their beginning and ending metastable states, and the exponential average of works is estimated separately in each group. Since the fluctuation of works inside each group should not be larger than that of all trajectories, the grouping average might bring a little benefit in getting good estimate of the exponential average of works.
In the JME, it is a key to properly choose the non-equilibrium process to effectively enhance the transitions among metastable states, and to limit the work fluctuations in each group of non-equilibrium trajectories within the order of k B T at the same time so that the exponential averages of works can be good estimated. For the two purposes, the applied time-dependent biased potential in the JME should be designed to enable to decrease the free energy barriers separated important metastable states a few k B T . In previous works, a similar bias potential was applied during the whole equilibrium simulation to enhance transitions then to estimate free energies based on the Bennett-Chandler approach [33] [34] [35] .
Whereas, this kind of bias potential is slowly applied and removed in the non-equilibrium JME simulations to enhance the transitions but without bring not too large work fluctuation.
Therefore, it is a key to design the range-limited biased potential mainly on transition regions between metastable states, which usually require some a priori understanding on metastable For the systems studied in this paper, we assume all the metastable states are known and easy to distinguish. Therefore we can focus on the transition-related regions and design suitable biased potential to adjust the potential energy surface in the regions. In more general cases, when the metastable states of the system are unknown, we may combine the JME with our previously developed technique, the re-weighting ensemble dynamics method [26] , to obtain a more general formula for the JME without explicitly identifying metastable states and the transitions among them. This work is in progress [? ] . 
