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Um protótipo de monocromador de quatro difrações (4CM) foi desenvolvido pelo 
grupo de engenharia de linhas de luz do Laboratório Nacional de Luz Síncrotron (LNLS) para 
a seleção de energias de Raio-X a serem utilizadas nas estações experimentais da CARNAÚBA, 
nova linha de feixe coerente e nanofoco em construção na nova fonte de luz síncrotron 
brasileira, Sirius. Devido à carga térmica concentrada do feixe de Raios-X incidente, os cristais 
do monocromador devem ser mantidos a temperatura criogênica (125K) para que sejam 
minimizadas distorções no perfil do feixe. O presente trabalho foca no desenvolvimento de um 
modelo que descreve a distribuição de temperatura entre as partes do mecanismo supracitado e 
possibilita a criação de projetos térmicos preditivos para futuros dispositivos. Foram propostas 
modelagens baseadas na associação de análises por elementos finitos associadas à discretização 
das grandezas físicas envolvidas (geometrias, massas, emissividades, capacitâncias e 
condutâncias térmicas) solucionáveis por técnica análoga à solução de circuitos elétricos via 
Lei das Correntes de Kirchoff e calculadas por meio do pacote para MATLAB SIMSCAPE. 
Por fim, o modelo foi comparado com os resultados obtidos experimentalmente, o que permitiu 
propor soluções de aprimoramentos para projetos das próximas unidades de 4CMs. 
 








A four-bounces crystals monochromator (4CM) is under development by the 
Beamlines Engineering Group from Brazilian Synchrotron Light Laboratory (LNLS). Such 
4CM is applied in the X-ray energy selection to the Coherent X-ray Nanofocus Beamline 
(CARNAÚBA) from the new Brazilian synchrotron light source, Sirius. Since the incident X-
ray beam brings a concentrated heat load, the crystals need to be kept at cryogenic temperature 
(125K) for minimizing beam profile distortions. This work focuses on the development of a 
model that describes the temperature distribution along with the parts of the mechanism and 
provides the design of predictive thermal projects for other high technology devices. Modeling 
based on finite element analysis associated with the discretization of the physical quantities 
(lumped mass model) was proposed, which are solvable by a technique analogous to electric 
circuit solutions by Kirchhoff’s Current Law and was calculated by using the MATLAB 
package SIMSCAPE. Finally, the model was compared with results obtained experimentally 
and upgrades in the next 4CM projects are proposed. 
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Synchrotron facilities have been used in the generation of high-brightness 
X-rays for cutting-edge research in various areas of science. In this scenario, Sirius, 
the most complex scientific structure built in Brazil, aims to set the country in the world 
leadership in the production of synchrotron radiation, providing dozens of experimental 
stations. Upstream most experimental stations, monochromators are one of the most 
important components of synchrotron beamlines since they perform the selection of 
specific energy ranges. 
The meticulous design of mechanical devices is necessary to ensure the 
high-performance optomechanical systems in development achieve the required level 
of scientific standards. A fundamental concept to the achievement of such high-quality 
products is the predictive engineering, which means that the responses of a 
mechanism are known by the engineering during the design phase and the mechanism 
works precisely as designed.  
The selection of energy ranges by the 4-crystals monochromator (4CM) is 
based on Bragg’s diffraction law and the beam quality is strongly dependent on the 
shape of the diffraction surfaces. Therefore, one of the challenges of the 4CM design 
is to prevent distortions from the high power density of the 4th generation X-ray 
synchrotron. Such thermal deformations can be minimized when the crystals are 








The goals of the current work are: 
- Studying the thermal modeling methodology to predict mechanisms 
behavior in terms of temperature distribution along with its elements. 
- Development of a thermal model for the 4CM prototype to conform its 
technical specifications.  
- Validation of the proposed thermal model from comparison with 
prototype temperature measurements.  
- Suggesting improvements in the mechanical design of future unities 
from the validated model.  
 
 
1.2.  Content 
 
When Röntgen named the X-rays in 1895, the X letter meant an emblem of 
the unknown. The first chapters are dedicated to decoding such symbol by literature 
reviews: how to reveal this invisible radiation, prying into X-ray beams and getting 
specific energies that will help scientists to see what is hidden behind plenty of other 
Xs. 
Chapter 2.1 presents the monochromator project in which this work is 
inserted: its specification, challenges, and the state of the art. Chapter 2 is a literature 
review concerning thermomechanical concepts related to the thermal models such as 
kinematic designs, heat transfer equations and the properties of the used materials. 
Chapter 2.3 presents the thermal models themselves, describing the analysis behind 
them. 
Chapter 3 explains how the thermomechanical design of the developed 
monochromator. The focus is the construction of the thermal model which represents 
the temperature distribution along with the parts of the mechanism. 
Chapter 4 shows the results of this work: the temperature distribution 
according to the model and to the measurements of the prototype, discussions, and 
suggestions to improve the performance for the current and future instruments. 
Figure 1 summarizes the contents of this dissertation. Some topics 
(highlighted in yellow) are more associated with the 4CM design and its entire thermal 
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behavior and not exclusively to the thermal model. The information presented in these 
topics and the procedures described therein (some designs, simulations, and 
proposals) have been also co-operated by other LNLS members and complement the 
work. 
 









Monochromators are devices used to filter specific radiation frequencies 
from a wavelength mixture (white light) through optical dispersion (prisms) or diffraction 
(crystals and gratings) (BIANCO, 2010). The object of study in this work is a Four-
bounces Crystal Monochromator (4CM), which selects energies from a synchrotron 
source beam hitting on four crystalline materials based on Bragg’s diffraction law.  
 
 
2.1.1. X-rays and Synchrotron Light 
 
The concept of electromagnetic waves can be comprehended from a single 
physical property of the matter: the electrical charge. When an electric charge is 
accelerated, the electric field (and, consequently, the magnetic field) is changed, so 
the propagation of such wave in time (with a frequency 𝜈) and space (with a wavelength 
𝜆) is named electromagnetic radiation (CULLITY e STOCK, 2001). 
Human eyes can detect such information when the wavelength is comprised 
within the visible range (from 380 to 700 nm) whereas X-rays are the electromagnetic 
radiation whose wavelength is in a range that covers approximately from 0.001 to 10 
nm, Figure 2.  
Usually, the X-rays are referred to in terms of the energy that its photon 
carries (which is proportional to the frequency by a factor ℎ called Planck Constant) 
and are grouped in terms of their ability to penetrate materials: highly penetration (hard 
X-rays) or easily absorbed (soft X-rays). 
Cullity and Stock (CULLITY e STOCK, 2001) present some apparatuses for 
generating X-rays. One approach follows the filament tubes principle, in which X-rays 
are generated when electrons from a cathode (as a tungsten filament) hit a metal target 
in the anode, decelerating after getting enough kinetic energy by a high accelerating 
voltage. However, it is possible to obtain X-rays with higher intensities, lower 




Figure 2 - The electromagnetic spectrum (CULLITY e STOCK, 2001).   
 
In a typical synchrotron light source, the electrons are accelerated to speeds 
close to the speed of light and stored in a closed path (the storage ring) where they 
move through magnetic fields from which radiation is generated. Such radiation 
(synchrotron radiation) is sent to the experimental stations through paths named 
beamlines, Figure 3. A radio frequency cavity is used to replenish energy loss from 
synchrotron emission or other dissipation. 
 
Figure 3 - Schematic diagram of a synchrotron storage ring with synchrotron radiation generated from 
the insertion device magnet and from each bending magnet.  
The synchrotron light depends on the magnets that generate it and ranges 
from microwaves to hard X-rays (CULLITY e STOCK, 2001). The resultant force from 
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some magnets produces a curve in the electron beam trajectory, these are called 
bending magnets. Insertion devices like wigglers and undulators are formed by 
periodically arranged magnets introduced in straight sections, sinusoidally deflecting 
the electron beam and producing high energy synchrotron radiation (DESY, 2018). 
Synchrotron Sources generate a high flux of photons that are concentrated in terms of 
area and divergence (high brightness). Figure 4 illustrates the broad spectrum and 
high bright designed for the new Brazilian light source. The curves referring to the in-
vacuum undulators (IVU) and elliptically polarized undulators (EPU) are overlaps of 
the peak brightness for its several field configurations. 
 
Figure 4 –Brightness of synchrotron radiation from 2T bend magnet and three different insertion 
devices initially proposed to Sirius Source (LIU, 2014).  
 
Along a beamline, the radiation is monitored, filtered, and focused on the 
experimental sample. Then, several techniques may be used to characterize the 
material properties, such as detecting the light scattering, absorption, diffraction, and 
fluorescence (Figure 5) in order to describe the sample structure, spatial (static or 
dynamic) organization, and chemical states (ROQUE, 2018). As an example, recently 
a study about an enzyme able to degrade plastics was developed through a 
synchrotron light source and highlighted worldwide since it represents an alternative to 




Figure 5 – Typical X-ray Microprobe. An undulator generates the X-ray; optical elements along the 




2.1.2. The Sirius Project 
 
The Brazilian Center for Research in Energy and Materials (CNPEM) 
located in Campinas – SP, Figure 6, houses the Brazilian Synchrotron Light Laboratory 
(LNLS), responsible for the operation of the first synchrotron source on the southern 
hemisphere and the construction of a 4th Generation one, Sirius, with orders-of-
magnitude increases in brightness (LIU, 2014), expressive engineering improvements, 
and capacity to generate higher energy X-rays. 
 
 
Figure 6 – Sirius and CNPEM facilities: Brazilian Biorenewables National Laboratory (LNBR), Brazilian 
Biosciences National Laboratory (LNBio), LNLS and Brazilian Nanotechnology National Laboratory 
(LNNano). Top-left: Campinas City; Top right: State University of Campinas. 
26 
 
Currently, only one synchrotron light source in the world (MAX IV on 
Sweden) achieves the 4th Generation status, which means the brightness of tender X-
rays (~1keV) is limited by the physics laws and not by the storage ring restrictions. 
A high brightness light source allows deeper penetration inside materials for 
studying phenomena with extreme spatial (nanometric) and temporal (picoseconds) 
resolutions (SOUZA-NETO, 2015). 
Samples in Sirius experimental stations can be analyzed when subjected to 
extreme conditions such as pressure or corrosive environments. The Sirius will start 
operating with six beamlines, but this number will be increased to 40 in the future and 
complemented by support laboratories. They will embrace a wide range of fields of 
sciences as paleontology, drugs (e.g., three-dimensional structures of proteins), health 
(HIV comprehension), and agriculture (contamination studies). Some of its impact 




2.1.3. CARNAÚBA Beamline 
 
The Coherent X-ray Nanofocus Beamline (CARNAÚBA), Figure 7, is the 
longest Beamline at Sirius and is going to comprise ptycography, X-ray absorption 
(nanoXAS), coherent diffraction (CDI), optical luminescence (nanoXEOL) and 
fluorescence (nanoXRF) techniques for studying nanometric samples applied to 
strategic areas such as health (tropical diseases), agriculture (fertilizers), energy (oil, 
solar cells) and environment (soils) (ROQUE, 2018). 
 
 
Figure 7 – CAD drawing showing CARNAÚBA hutches, including inside 4CM Hutch, close to 




The beamline operates in a range between 2.05 and 15 keV, with resolution 
of Δ𝐸/𝐸 = 10−4, and delivers 1011~1012 𝑝ℎ𝑜𝑡𝑜𝑛𝑠/𝑠/100𝑚𝐴 (when storage ring current 
is 100mA) to its micrometric and nanometric experimental stations. (TOLENTINO, 
2018).  
Beamlines derived from straight sections at Sirius use undulators to produce 
the synchrotron light. Then, the beam passes through a sector called Front-End, whose 
objectives are reading the photon beam position (by beam position monitors), 
collimating bremsstrahlung radiation from the storage ring for radiological protection 
(using collimators), retaining non-useful radiation (by slits and masks) and blocking 
(with shutters) the beam when someone needs to enter the optical hutch. Most power 
produced in the undulator is absorbed by in the Front-End. 
After the Front-End, each beamline presents its specific configuration of 
optical elements to obtain the best beam characteristics for its experimental 
techniques. The CARNAÚBA configuration is shown in Figure 8. 
 
 
Figure 8 - Schematic representation main components of CARNAÚBA beamline (TOLENTINO, 2017) 
 
Upstream the 4CM, CARNAÚBA has two horizontal mirrors. The first, M1, 
is a cylindrically bent mirror that creates a secondary source in the horizontal 
orientation by focusing the incident beam whereas the second, M2, bounces the beam 





Downstream the 4CM, there is another key element: the Kirkpatrick-Baez 
Mirror (KB), which focuses the beam in very small spot sizes where the studied sample 
is positioned. On CARNAÚBA, the KB mirrors will be able to scan the beam on the 
samples with capability in the 10 to 100 Hz range (TOLENTINO, 2018).  
Moreover, other components are introduced along the beamline to define 
the beam aperture (slits), to diagnostic its position, profile and intensity (monitors), to 






Diffraction is the physical phenomenon that occurs when a wave “bends” 
around an obstacle or through a gap in a barrier. 
The comprehension of the diffraction effect can be understood considering 
the wave nature of the light and starts on Huygens Principle, according to which, each 
point on a wavefront acts as a secondary wave source, Figure 9. Consequently, when 
the plane wave finds an obstacle, only some points of the wavefront can propagate the 
wave and the resultant wavefront presents a spherical shape. It is important to highlight 
the diffraction itself does not change either the wavelength or the speed of light, but 
only the shape of its wavefront. 
 
Figure 9 - Wave diffraction according to Huygens Principle. The shape of the wavefront changes when 
it encounters a gap barrier (LLNL).  
 
Diffraction is more noticeable when the sizes of the aperture and the 
wavelength have the same order of magnitude. The constructive and destructive 
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interferences among the waves from these secondary sources results in characteristic 
patterns, easily observed when a screen is added downstream the obstacle or 
aperture. 
Figure 10 shows the diffraction pattern produced from the interference 
between the waves originated from one and two scattering centers (the single slit and 
double slit experiments, respectively). For both cases, the positions of the dark stripes 
are function of the wavelength 𝜆, the angle 𝜃, and the slit size. 
 
a b 
Figure 10 - Diffraction Patterns followed by the interferences between diffracted beams from a single, 
a, and a double slit, b (PRYTZ, 2014). 
 
The concept can be expanded to several slits (or obstacles), in this case, 
they form a diffraction grating. The resolution of a grating is much superior than a 
double slit, which means the peaks are narrow (CHINELLATO, 2014). The distance 
between two openings of the grating in Figure 11 is 𝑑. The maximum intensity zones 
will be given by angular positions 𝜃 according to Eq. 2.1, where 𝑚 is an integer number. 
Consequently, for the same 𝑑, different wavelengths will diffract presenting maximum 




Figure 11 – Diffraction Pattern followed by the interference between diffracted beams from a diffraction 
grating. 
 
 d sin 𝜃 = 𝑚𝜆 (2.1) 
 
Crystals are materials whose atoms are arranged in an ordered structure. 
The distance between their atomic planes is in the order of X-ray wavelength. 
Therefore, crystalline structures behave as an X-ray diffraction grating. Figure 12 
shows the pattern formed when an X-ray beam crosses a crystal. The figure depends 
on the crystallographic orientation of the solid and each illuminated area indicates the 
interference resultant from a different plane. 
 
 





2.1.4.1. Bragg’s Diffraction 
 
Considering two incident waves hitting atoms in a crystal, the scattered 
waves will be in phase only if their optical paths are integer multiples of their 
wavelength. 
Figure 13 shows the waves 1, 1a, 2, 2a and 3 of wavelength 𝜆 hitting atoms 
in a crystal with an incidence angle 𝜃. The distance between the lattice planes is 𝑑. 
The atoms will scatter the waves in all directions, but only the waves 1’, 1a’, 2a’ and 
3’, whose angles are also 𝜃 will be in phase (constructive interference), since 𝜃 
satisfies the Braggs Law, Eq. 2.5. According to this law, two parallel rays will be 
completely in phase if their path difference, 2𝑑𝑠𝑖𝑛 𝜃, is equal to an integer number 𝑛 of 
wavelengths (𝑛 = 1, 2, 3… ). 
 
 𝑛𝜆 = 2𝑑 sin 𝜃 (2.2) 
 
The rays scattered by the atoms to all other directions will annul one another 
(destructive interference). Consequently, the diffracted beam represents only a small 
fraction of the incident beam (CULLITY e STOCK, 2001).  
 
 
Figure 13 - Diffraction by a Crystal (CULLITY e STOCK, 2001) 
 
Two immediate consequences of the crystal diffraction are the possibility of 
using known crystals to filter specific energies from a white beam by changing the 
Bragg’s angle (X-ray spectroscopy) and the possibility of identifying crystalline 
materials by calculating the 𝑑-spacing after observing the diffraction angle for a known 




2.1.4.2. The Rocking Curve 
 
Photons with a single energy 𝐸 will be diffracted by a crystal not only when 
the incident angle is strictly 𝜃, but when it is lying in an angular range 𝜔, called intrinsic 
angular width of diffraction (Darwin width). 
The Darwin Width is understood as the “full width at half-maximum (FWHM) 
of the total reflective profile (rocking curve) of the monochromator crystal” and is given 
by the Eq. (2.3, in which 𝐹ℎ is a structural factor (function of Miller indices), N is the 















Figure 14 illustrates the effect discussed in the previous paragraphs. For a 
specific angle of the spectrometer, energies related – by Bragg’s Law – to neighboring 
angles are also diffracted, even though with “reflectivity” lower than the unity.  
 
Figure 14 – Single crystal Rocking Curve for Si (111) showing the “reflectivity” of 10keV photons as a 
function of the diffraction angle (MÜLLNER, 2005) 
 
In addition, the beam produced at a synchrotron source presents an angular 
width Δ𝜃, which will result in a range of incident angles when it hits the crystal surface. 
For an undulator, Δ𝜃 lies in the same order of magnitude of 𝜔. Since the 




The Planck–Einstein relation allows to write the Bragg’s law in terms of the 










By differentiating the Planck-Einstein relation it is possible to demonstrate 






















By differentiating Bragg’s Law, it is possible to conclude the energy 
resolution is also a function of the incident angle and its differential 𝑑𝜃. 
 






= −cot 𝜃 𝑑𝜃 (2.6) 
 
Eq. 2.7 (Matsushita, 2008) expands 2.6 and consider both effects (source 
divergence and Darwin width). It states the energy resolution also depends on the 




= cot 𝜃  √Δ𝜃2 +𝜔2 
(2.7) 
 
Using slits upstream the crystal with a reduced aperture, or a mirror to collimate 
the beam, are ways to improve the energy resolution. Additionally, some mirrors also 
have the function of rejecting high harmonics from the white beam since their 
reflectivity is not the same for all energies. 
Finally, by differentiating Bragg’s Law it’s possible to demonstrate that Δ𝐸/𝐸 
is also a function of Δ𝑑/𝑑, which indicates that perturbations (such as thermal 






















2.1.5. Two- and four-bounces monochromators 
 
The spectrometer built by using two diffraction structures is called Double 
Crystal Monochromator (DCM) and is the most used monochromator in high brilliance 
X-ray spectroscopy-oriented beamlines (IXAS, 2018). In this case, the diffraction 
occurs twice, and the diffracted beam will be a function of the convolution of the two 
reflective profiles (rocking curves).  
Figure 15 shows two possible configurations for a DCM. In the parallel 
setting, an increase in 𝜃 for the first crystal demands an increase in 𝜃 for the second 
to preserve the same Bragg’s angle. In a first look, the immediate advantage is the 
parallelism between incident and diffracted beam. Thus, the whole beamline does not 
need to be rotated 2𝜃 every time the energy is changed. Moreover, if the second 
diffraction surface is translated in relation to the first, it is possible to preserve a fixed 
exit position. The range of diffracted wavelength (Δ𝜆) is smaller and independent of the 
beam divergence (Δ𝜃) for the antiparallel configuration when Δ𝜃 ≫ 𝜔. 
 
 
Figure 15 - Two different possibilities for a Double Crystal Monochromator and its DuMond diagrams. 
The thicknesses of the curves indicate the angular interval (rocking curve width) in which diffraction 
happens. (Matsushita, 2008). 
 
Evidently, the relative translation is only possible if both surfaces are on two 
independent bodies. Consequently, an engineering challenge regarding DCMs is to 
keep the relative positioning between surfaces. For instance, the cooling system 
induces independent angular vibration. However, recently a high-dynamic parallel 
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setting DCM developed at LNLS achieved stability between both surfaces below 25 
nrad RMS 2.5kHz (GERALDES, 2018). 
In the parallel setting, the resultant transmission curve 𝜃x𝜆 is a 
superposition of two identical curves. Since the rocking curve maximum “reflection” is 
below the unity, a second crystal acts as an intensity filter. By controlling the parallelism 
between the surfaces, it is possible to obtain a narrower curve and, consequently, a 
monochromator with higher resolution, as illustrated in Figure 16, even though it costs 
an intensity decrease.  
 
 
Figure 16 - Variation of "reflected" intensity for various degrees of overlapping of diffraction patterns 
from a DCM in parallel configuration. C shows the diffracted intensity for two parallel crystals with 
exactly same angle, whereas B and D shows narrowed difraction pattern obtained by overlaping 
partially the Rocking Curves (DUMOND, 1932). 
 
Despite this artifice, the resolution of a parallel setting DCM is still 
dependent of an upstream slit that defines the aperture Δ𝜃. However, in the 
antiparallel configuration, the overlap between the curves in the DuMond diagram 
defines a quadrilateral region where the diffraction happens apart the slit opening. 
The quadrilateral is viewed in Figure 15 and zoomed in Figure 17. 
The four-bounces monochromator combines the advantages of both 
DCMs configurations in a single solution, resulting in a very narrow diffraction 
pattern (superior energy resolution), independent of the incident beam divergence 
and with fixed exit without the additional translation. In contrast, the four bounces 




Figure 17 - DuMond diagrams for ++ DCM, left, and 4CM, right. (DULLER, 2008). The opening of the 
last upstream slit (green lines) and the Darwin limits the diffracted beam for a parallel DCM whereas 
the resolution for a 4CM is limited only by the intersection between the transmission curves (red and 
blue) due to the antiparallel setting. 
 
In a channel-cut crystal, a pair of diffraction surfaces is machined from a 
single monolith. The range of energy is limited by the geometry: the gap between the 
surfaces is constant and, consequently, the downstream beam translates during a 
scan. In contrast, the parallelism between the atomic planes is ensured by construction 
and mechanisms are not required to control it. Figure 18 illustrates the footprints of an 
X-ray beam on the first and second surfaces of a channel-cut crystal. The 
monochromator energy range depends on the gap between the diffraction surfaces𝑔, 
their lengths and the distance between the rotation axis and the first crystal surface 𝑏. 
For very small angles (high energies), the second surface needs be large. High angles 
(small energies) are limited by the coverage of the second surface on the incident 
beam path or by the coverage of the first surface on the diffracted beam path. These 
effects are more critical for channel-cuts because long parts require long monoliths 
whereas overlapped surfaces are difficult to be polished. By increasing 𝑏, the footprint 
on the second crystal becomes a little smaller and both footprints go left, but the total 
crystal length keeps the same. Finally, the higher the gap, the higher the crystal length. 
 
 
Figure 18 – Channel-Cut Crystal Geometry and table summarizing relations between geometry and 
the crystal length. For instance, the higher the Bragg’s angle, the smaller the footprint on both 
surfaces and the total crystal length.  
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2.1.6. 4CM for CARNAÚBA Beamline  
 
The CARNAÚBA 4CM is designed to operate from 7 to 75°, which 
corresponds to 16.2 to 2.05 keV.  
Figure 19 shows the isometric view of the 4CM mechanism projected in the 
LNLS. The rotation of the crystals around the Bragg angle is driven by a pair of high-
resolution goniometers Aerotech APR-200. Naturally, both axes must rotate in 
opposite directions. Hard stops limit the rotation between -8.6° and 98.6° and limit 
switches between -6° and 90° to avoid damages. The crystals are cryogenically cooled 
using a Janis ST-400 cryostat in which liquid nitrogen (LN2) flows. The heat is 
transferred from crystals to the cryostat through a series of conductive links. A pair of 
compliant cooper braids stands among such parts, they allow the thermal transfer 
between a fixed (cryostat) and rotating parts (crystals). The braids also attenuate 
vibrations from the cooling system, whereas the goniometers are rigidly fixed on a 
granite bench, which aims to minimize the amplification of vibrations from the ground. 
 
 
Figure 19 – 4CM CAD representation. First channel-cut crystal (a), second channel-cut crystal (b), 
goniometers (c), thermal braids (d), cooling distribution parts (e), cryostat (f) and granite support (g). 
 
The goniometers are supplied to run at room temperature. Hence, thermal 
insulation is necessary to preserve them and to minimize the heat load going to the 
crystals. In contrast, the contact between crystals and goniometers needs to retain 
rigid for stability purpose. The crystals present well defined contact zones, designed to 
minimize deformation and maximize stiffness, whereas the goniometers are 
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commercial products with a standard interface. Consequently, a frame between each 
crystal and its rotation stage is required to fit the optics to the base keeping the stability 
and the gradient of temperature, Figure 20.  
 
 
Figure 20 – Detail of the interfaces between crystals and goniometers. Channel-cut crystal (a), crystal 
shims (b), crystal frame (c), zirconia spacer (d), table top (e) and goniometer (f). 
 
A linear actuator is used to move a slit between the two crystals. The slit 
acts as a shielding to avoid X-ray beam diffracted by other planes (and, consequently, 
with different energies) keep travelling downstream. The linear actuator is assembled 
in a stainless-steel structure as illustrated in Figure 21.  
Initially, aluminum foils were proposed to cover the entire assembly due to 
two reasons. The first is to act as a thermal shielding against heat transfer between 
cryogenically cooled parts and the chamber surface. Besides that, the box acts as a 
cryogenic vacuum pump which avoids carbon and other molecules from being 
deposited on the crystals since the aluminum box cools first and is larger than them. A 





Figure 21 – Linear actuator structure (a) is placed between first (b) and second (c) crystal modules. 
The aluminum shielding (d) covers the assembly 
 
The parts are mounted inside a sealed stainless-steel chamber, Figure 22. 
The ultra-high vacuum (UHV) is needed along a beamline to minimize beam scattering. 
The UHV also contributes by avoiding heat transfer by convection and frost formation. 
 
Figure 22 – 4CM external CAD representation. Liquid nitrogen vessel (a), cryostat (b), vacuum 
chamber (c), ion pump (d), vacuum gauge (e), turbo pump (f), all-metal angle valve (g) and granite 
bench (h) 
 
The 4CM are designed to provide four operational modes: fixed energy, 
step-scan, fly-scan and pink beam. The fixed energy operation occurs when the 
crystals are kept in fixed angles for the beamline users work with single energies. The 
scans modes are accomplished by scanning 𝜃 from an initial 𝐸1 and a final 𝐸2 energies. 
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The difference between 𝐸1 and 𝐸2 is typically 100 or 200 eV. In the step-scan mode, 
the scan occurs gradually; i.e., the monochromator changes energy discretely whereas 
in the fly-scan mode it scans continuously either at energy over time or angle over time 
constant rates. Finally, in the pink beam mode, the 4CM is translated allowing the 
upstream beam to continue its path without being diffracted. 
 
 
2.1.7. 4CMs: State of Art 
 
The Diamond Synchrotron Light Source in England has been using a 4CM 
in the I20 beamline for the last two years, whose development has taken many years 
(DULLER, 2008), Figure 23. The design includes a pair of cryocooled channel-cut 
crystals projected to achieve coordination better than 1 𝜇𝑟𝑎𝑑 between the axis and it 
have to deal with a high heat load (600 W) (DIAMOND LIGHT SOURCE, 2018). 
 
  
Figure 23 - Diamond I20 4CM project and prototype (DULLER, 2008) 
 
The Diamond Synchrotron also uses a 4CM in its I13 beamline, Figure 24. 
Due to polishing difficulties, they opted for using pseudo channel-cuts: two fixed 
crystals, and two crystals with pitch and roll correction (top-right in the figure). It must 
deal with 0.5 W/mm² 215m from source, but they consider using such 4CM in other 
scenarios (58m, < 6W/mm²; 30m, 23W/mm²). For this reason, they projected a solution 
with a silicon oil chiller for cooling, ready for substitution to LN2 cooling. This 
monochromator also allows operation as a DCM and to be translated out of the beam 
– in this case the beamline operates with the polychromatic beam (PEACH, COLLINS, 





Figure 24 - Diamond I13 4CM (PEACH, COLLINS, et al., 2012) 
 
The 4CM from the beamline Galaxies at Soleil synchrotron in Paris uses 
asymmetric crystals for achieving high resolution, Figure 25. The high heat load is 
eliminated by adding a liquid nitrogen cooled pre-DCM before the 4CM. The crystals 
are not channel-cut due to polishing difficulties; therefore, they apply a mechanism with 





Figure 25 - Soleil Galaxies asymmetric 4CM layout (top) and mechanical design of one-half of the 
positioning system (bottom)  
 
The European X-ray Free-Electron Laser (XFEL) 4CM project for beamlines 
SASE 1&2 in Hamburg, Germany, presents two mirror-design chambers in which 
channel-cut crystals are fixed by weak-link structures to allow fine tune alignment, 
Figure 26. This monochromator project presents cryogenic cooling using a water-
cooled Helium compressor, since there is no liquid nitrogen line along the long tunnel. 
It presents 5 degrees of freedom (DoF) for alignment and floor compensation. 
Simulations showed the use of high angle flexures in XFEL project sets the first eigen 




Figure 26 - XFEL 4CM project (DONG, SHU e SINN, 2016). 
 
Table 1 summarizes properties of some 4CM projects around several X-ray 
sources. 
 
Table 1 - Properties of 4-bounce monochromators projects for several beamlines. [1] (DONG, SHU e 
SINN, 2016), [2] (ABLETT, 2013), [3] (DULLER, 2008), (DIAMOND LIGHT SOURCE, 2018), [4] 
(PEACH, COLLINS, et al., 2012). 
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2.2. Thermo-mechanical Design 
 
Diffraction is dependent on the crystal geometry. Deformations in the 
crystalline structure cause deflections of the diffracted beam or result in wrong energy 
selection. For a channel-cut crystal, it is still more severe, because if both surfaces are 
deformed differently, they will present different d-spacing and no diffraction may 
happen downstream, especially for energies with narrow Darwin width. When dealing 
with optics, the reasons for surface deformations are linked to “material properties of 
self-weight, thermal distortion, and stability” and the “design should concentrate on 
stiffness” (VUKOBRATOVICH e VUKOBRATOVICH, 1993).  
When the optical element is rigidly clamped, the first resonance peak is high 
and, consequently, the system will not amplify low frequencies disturbances, resulting 
in higher stability. On the other hand, small temperature variations would result in 
considerable stress (and deformation) if the thermal expansion was restricted. Hence, 





Solid materials change their sizes due to temperature changes. The 
expansion of one dimension of a free solid can be represented by Eq. 2.9, where 𝑑𝑙 is 
the length variation due to a temperature change 𝑑𝑇 for a body with length 𝑙. The 
coefficient 𝛼𝑖(𝑇) is the Coefficient of Thermal Expansion (CTE) and is related to the 
slope of the tangent of the length versus temperature plot (ASM INTERNATIONAL, 
2002), for this reason, it is also called true coefficient or instantaneous coefficient. 
Sometimes, the CTE appears on literature as a function of a final temperature 𝑇𝑓 and 
a reference temperature 𝑇0. In this case, the CTE is called mean coefficient or secant 
coefficient 𝛼𝑠(𝑇𝑓 , 𝑇0), Eq. 2.10, and it is a measurement of the thermal expansion Lf −











= 𝐿0𝛼𝑠(𝑇𝑓 , 𝑇0) (2.10) 
 
2.2.2. Kinematic Design 
 
A usual challenge is correctly modeling boundary conditions. Theoretically, 
a beam can undergo different support types, such as fixed, pinned, simple and roller 
(MASSACHUSETTS INSTITUTE OF TECHNOLOGY, 1998) and the task use to be 
identifying which instance is present in a real application.   
Every rigid body presents six DoF and the theory of Exact Constraint Design 
(ECD) states each contact point constrains one. Hence, only six contact points – 
constraining non-redundant DoF – are necessary to completely limit a rigid body 
movement. For this to be true, each constrain should be made of a joint able to promote 
infinity stiffness in one direction and zero stiffness in the other five. In practice, such 
condition is not achievable even for precision positioning. 
Kinematic couplings are fixtures that respect the ECD since the number of 
contact points matches the number of constrained DoF. They are largely used where 
high repeatability is necessary. The most common kinematic contacts are the Kelvin 
Clamp (cone-V-Plane) and Maxwell Coupling (three V-grooves), Figure 27 (SLOCUM, 
2010). 
 
Figure 27 - Kinematic Couplings: Maxwell, left, and Kelvin, right (SLOCUM, 2010). The number of DoF 
constrained by each joint are 1 for the plane/sphere, 2 for the sphere/V-groove and 3 for the 
sphere/cone.  
 
These couplings presents some remarkable characteristics. The region 
obtained crossing the compliance planes designate the Coupling Centroid, whereas 
the planes containing the contact force vectors defines the Instant Centers, Figure 28. 
The most stable situation is achievable when the Coupling Triangle is equilateral. In 
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such case, the instant centers are out of the triangle and the coupling centroid is 
coincident with the triangle centroid (SLOCUM, 2010). This will also be the virtual point 
that stays in position during a homogeneous thermal expansion, called Thermal Center 
(SOEMERS, 2010). 
 
Figure 28 – Kelvin Clamp and its coupling centroid (SLOCUM, 2010) 
 
Besides the thermal center (or: Center-of-thermal-expansion), other three 
points are called “centers of action”, points in which no moments are created when a 
force is applied: center-of-mass (cm), center-of-stiffness (ck) and center-of-friction (cf). 
The cm is the point where, hypothetically, all the mass of a body could be considered 
concentered; the theoretical line of the resultant dynamic force passes by such point 
and, according to Newton’s second law, the body acceleration vector too. A dynamic 
load applied to cm causes no tilt and including the cm inside the line of action of 
isolators avoids rotational modes of vibration (VUKOBRATOVICH e 
VUKOBRATOVICH, 1993). The ck is an equivalent point, replacing mass by stiffness. 
A static load applied to ck causes no tilt. Finally, the cf is the centroid of the friction 
distribution. “When the pushing force vector applied to an object passes through the 
center of friction (…), the motion of the object is a pure translation” (YOSHIKAWA e 
KURISU, 1991). Applying forces as near as possible the Centers-of-Action makes the 
systems more robust (SLOCUM, 2012).  
Determinism is a fundamental principle for precision engineering design and 
means the behavior of a mechanical system is “quantifiable, measurable, predictable, 
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and repeatable” (TAYLOR, 2018). To achieve this purpose, it is essential to fit the DoF 
correctly, to embrace the error budget and to know the quantities involved, such as 
thermal conductance, the acting loads and mechanical stiffness. In order words, it is 
essential to respect the principle that says the “entities are not to be multiplied without 
necessity” (Ockham’s razor). 
For both cases in Figure 27, the contact stiffness can be calculated by the 
Hertz Contact Theory. The software HertzWin uses numerical integration to find the 
solutions for contact equations (VINK SYSTEM DESIGN & ANALYSIS). Using the 
example in Figure 29, it is possible to observe that in a “sphere against plane” contact, 
the stiffness in horizontal directions Ca and Cb, where the sphere could slip, may 
achieve the same order of magnitude from the normal direction (Cz).  
 
 
Figure 29 – Sphere/Half-Space example on HertzWin for a 100 N force applied to a Ø 20 mm sphere 
against a plane, both made of stainless steel AISI 304. Roughness and lubrication neglected. 
 
The spheres must overcome the resistance coming from the deformation of 
the indentation to slide. Besides, the relative movement between sphere and plane (or 
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sphere and V-groove) is only possible when an applied force is larger than the friction 
force. Moreover, this kind of contact are subject to stick-slip effect and the contact 
stresses are very high even when small forces are applied due to the small contact 
area. This leads to the conclusion that despite the high repeatability, this kind of 
coupling still presents some non-deterministic problems. A solution that preserves the 
kinematic coupling characteristics, without the issues discussed above is the use of 
elastic deforming parts, free of play and friction: the flexures. Figure 30 shows the 
flexural elements used in the 4CM. 
 
Figure 30 – Representation of a single strip flexure in s-shape deformation (a) and application of 
flexural hinges in the 4CM crystal frame (b) to constrain the crystal. Flexural foils (leaf springs) used to 
hold the shielding (c) and the copper parts (d) without taking much heat from the vacuum chamber. 
Previous design (e) with the crystals connected to spheres assembled on grooves mounted on 
flexures.  
 
The relationship between force and displacement for a single strip flexure is 
linear such as a Hookean Spring and can be retrieved from the equation of the elastic 
curve or by the Macauley Method. Strictly speaking, a parallel spring flexure is not truly 




The simplicity, precision and stability of flexures are such that they were 
used in 1999 at Argonne National Laboratory to create what they called “artificial 
channel-cut crystal”, because two crystals were adjusted by flexures to achieve the 
same performance of a channel-cut (SHU, 2014). In 2015, the Diamond Light Source 
announced a flexures-based nano-positioning equipment able to move with 1𝑛𝑟𝑎𝑑 
steps over a range of 7 𝑚𝑟𝑎𝑑 with linear response (ALCOCK, BUGNAR, et al., 2015). 
A drawback associated to the use of three contact points is their tendency 
to tip when a load is applied out of the triangle. A proposal in this case is using more 
than three compliant points and follow the principle of Elastic Averaging (non-
deterministic) to achieve high load capacity, repeatability and accuracy (SLOCUM, 
2010). Sometimes, features are fixed by more than three points because they are 
commercial items whose fixation is limited by the available options.  
Another way to deal with this kinematic solution disadvantage is to preload 
the feature. Preload is a force applied to a coupling (such as a bolted joint) to hold the 
parts together. Preloads are used to reduce backlashes when one component moves 
in relation to the other. 
According to Figure 29, the calculation of stiffness for a coupling modeled 
by Hertz theory depends on the applied load. Indeed, this theory foresees there is a 
nonlinear relation between them. For a dry contact, higher the force, higher the 
stiffness (SHI e POLYCARPOU, 2005), which exemplifies why preload is one of the 
most important parameters for kinematic coupling and repeatability (SLOCUM, 2010). 
Preload takes another significant role for cryogenic applications where the 
clamped parts are made of different materials. Considering for example the joint 
present in Figure 31a, The screw S is used to joint bodies A, B and C using preload 
determined by the displacement of the disc springs W. If the CTE of the screw S 
threaded in C is higher than that for the bodies A and B, the bodies A and B will be 
compressed after cooling. On the other hand, if the shrinkage of body S is lower than 
the sum of the shrinkages of bodies A and B and an insufficient preload is applied, 




Figure 31 – Single joint between screw and three bodies (a) and example of solution adopted at 
CNPEM to deal with shrinkage of joints (b).  
 
Therefore, knowing the applied preload is required to solve this issue. Using 
disc springs (also known as Belleville Washers or conical spring washers) is a 
deterministic and easy measurable way to control the preload and its variation during 
cooling. The Belleville washers behave like springs and can form in series or parallel 
associations to vary the stiffness. The preload, therefore, is a function of the resultant 
stiffness and the applied displacement. A rule of thumb is to choose a preload that 
result in a small load variation after the cooling. However, it is necessary to find the 
preload that results in the best compromise between improving contact stiffness, 





Heat rate equations are expressions that show the rate of heat transferred 
between bodies due to temperature differences among them. The thermal 
conductance is defined as the relation between thermal flux 𝑞 and temperature 
difference Δ𝑇, and is measured in 𝑊/𝑚²𝐾 (ASTM INTERNATIONAL, 2015). The 
reciprocal of the thermal conductance is the thermal resistance. The letters 𝑔 and 𝑅 
will be used in this work to represent the total thermal conductance, measured in 𝑊/𝐾, 








Conduction is the heat transfer mode where the heat is transmitted by 
energy exchange through neighboring particles due to its kinetic energy difference. For 
electrical conductors, in addition to the lattice waves generated by the lattice vibration, 
the translational movement of free electrons also contributes to the conduction 
(BERGMAN, LAVINE, et al., 2012). 
The conduction rate equation (Eq. 2.11) is the Fourier’s Law. For a one-
dimensional case in a Cartesian system, it is reduced to the Eq. 2.12. ∇T is the 
temperature gradient, ?⃗? is the heat flux in 𝑊/𝑚2 and 𝑘 is the thermal conductivity in 
𝑊/𝑚𝐾, that varies with the temperature and, for anisotropic materials, with the 
orientation. The minus signal indicates the heat flux has the direction from higher to 
lower temperature. 
 
 ?⃗? = −k∇T (2.11) 





The 4CM flexures present constant transversal areas and their temperature 
distribution is linear (no internal heat generation) which means they can be modeled 
as a plane wall. In this case, the total thermal conductance, Eq. 2.13, and its reciprocal, 
Eq. 2.14, can be obtained writing Eq. 2.12 in terms of heat flow 𝑄, in [𝑊] and assuming 















2.2.3.2. Convection  
 
Convection is the heat transfer between fluids and a solid surface. It groups 
two different heat transfer mechanisms: the diffusion, caused by random motion of 
molecules, and the advection, caused by the macroscopic motion of the fluid due to a 
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temperature gradient. The convection rate is given by the Newton’s Law of Cooling, 
Eq. 2.15, in which 𝑇𝑠 is the surface temperature, 𝑇∞ is the temperature of the fluid far 
from the surface, 𝐴 is the entire surface area, ℎ̃ is the heat transfer coefficient and ℎ is 
the average convection coefficient, a function of the physical situation and can be 
usually taken from the Nusselt number based in empirical correlations (BERGMAN, 
LAVINE, et al., 2012). The total thermal resistance and total thermal conductance are 
expressed in the Eq. 2.16. 
 
 𝑄 = (𝑇∞ − 𝑇𝑠)∫ ℎ̃(𝐴)𝑑𝐴
 
𝐴












Since electromagnetic radiation is produced from charged particles 
movement and temperature is a measurement of the average kinetic energy of 
particles, higher the temperature, higher the thermal radiation emission. The spectral 
distribution of thermal radiation power is modeled by Planck’s Law (BERGMAN, 
LAVINE, et al., 2012). The Wien’s Approximation, Eq. 2.17, can be derived from such 
Law, and indicates that the spectral emissive power peaks emerge in the infrared 
spectrum for a wide range of temperatures. The rate at which radiation is emitted from 
a blackbody surface 𝐸𝑏 is achieved by Integrating the Planck’s Law for all wavelengths 
and possible directions, and marks an upper limit to the emissive power, Eq. 2.18 
(Stefan Boltzmann Law), where 𝜎 = 5.67𝑥10−8 𝑊𝑚−2𝐾−4. The radiation emitted by a 
real body (𝐸) is given by Eq. 2.19, which includes the emissivity 𝜖, i.e., the effectiveness 
of a surface to emit thermal radiation when compared to an ideal blackbody surface.  
 
 𝜆𝑚𝑎𝑥𝑇 = 2898 𝜇𝑚 ∙ 𝐾 (2.17) 
 𝐸𝑏 = 𝜎𝑇
4 (2.18) 





The radiation transfer rate equation is given by the difference between the 
absorbed and emitted heat flows. The thermal radiation absorbed by a body is the 
difference between the incident power and the sum of reflected or transmitted 
radiation. The absorbed heat flow presents spectral, directional and temperature 
dependences and is a fraction of the incident flow by a factor 𝛼 (total hemispherical 
absorptivity). According to Kirchhoff’s Law, 𝛼 is equal to 𝜖 in thermodynamic 
equilibrium of isothermal gray (independent of wavelength), diffuse (independent of 
direction) and opaque surfaces (BERGMAN, LAVINE, et al., 2012). 
Some methodologies are used for modeling the heat transfer by radiation. 
According to Eq. 2.20, the radiative heat transfer from a surface 𝑖 to a surface 𝑗 is the 
product between the Stefan Boltzmann constant, the emissivity 𝜖𝑖, the area 𝐴𝑖 of the 
surface 𝑖, the difference between the fourth power or the temperatures and the Gebhart 
factor 𝐵𝑖𝑗 (DSPE, 2018), which is an iteratively calculated relation between the energy 
absorbed by the area 𝐴𝑗 emitted from 𝐴𝑖 and the total radiation emitted from 𝐴𝑖, Eq. 
2.21 
 
 𝑄 = 𝜖𝑖𝐴𝑖𝐵𝑖𝑗𝜎(𝑇𝑖
4 − 𝑇𝑗
4) (2.20) 





The view factor 𝐹𝑖𝑗 is the fraction of the radiation directly incident from 
surface 𝑖 to surface 𝑗. Since analytical solutions for view factors become laborious for 
complex geometries, it can be achieved by radiation models, such as those used by 
the package Ansys Fluent (ANSYS, 2014).  
The radiation heat transfer happens among many or even all bodies. It 
means that for a system with n bodies, 𝑛 ∙ (𝑛 − 1) nonlinear equations are added to the 
thermal model. Eq. 2.20 is not linear, which means the thermal resistance 𝑅𝑟𝑎𝑑, are 
only found by using the relation shown in Eq. 2.22. In this case, the equation becomes 
linear, but the thermal resistance is temperature dependent.  
 
 𝑄 = 𝜖𝑖𝐴𝑖𝐵𝑖𝑗𝜎(𝑇𝑖
² + 𝑇𝑗
²)(𝑇𝑖 + 𝑇𝑗)(𝑇𝑖 − 𝑇𝑗) =
1
𝑅𝑟𝑎𝑑




If only two grey bodies are considered and they form an enclosure, the 
radiative heat transfer (RHT) can be represented by Eq. 2.23 (ÇENGEL e GHAJAR, 

































When more than two gray bodies are involved, another approach is 
proposed besides the iterative procedure of Eq. 2.20: the net radiation method based 
on the radiosity balance (LIENHARD IV e LIENHARD V, 2018). In this method, the 
heat transfer between a pair of bodies is not directly calculated, but this method can 
evaluate the total heat flux among the surfaces by evaluating the total heat lost and 
received by each body.  
 
 
2.2.4. Thermal Contact Resistance and Thermal Interface Materials 
 
When one body touches another, only small areas are in contact due to 
roughness and shape of their surfaces. Therefore, heat transfer by contact is possible 
only through the areas where the asperities are in contact. It results in a temperature 
drop between the bodies. Such real area represents a small fraction of the theoretical 
area; this relation may achieve 0.01% (MILIAN, 2017), but is difficult to be estimated 
(LUANGVARANUT, 2010) and is assumed be a function of the applied load and the 
indentation hardness (ASM INTERNATIONAL, 1992). There are also contributions 
from radiation heat transfer in the interstitial environment, but none from convection 
since the 4CM operates in UHV. 
The heat transfer through interfaces can be modeled by Eq. 2.25, where 𝑄 
is the heat load between the bodies, Δ𝑇 is the temperature drop, 𝑅𝑐 is called the contact 







Δ𝑇 = 𝑔𝐶Δ𝑇 (2.25) 
 
Some models intend to estimate the contact resistance, but experimental 
measurements are more reliable (BARRON, 1999). Table 2 presents the contact 
conductance for some combination of materials, including silicon (Si), Indium (In), 
Copper (Cu), Aluminum (Al) and Stainless Steel (SS); 𝐴𝐶 is the contact Area. 
 
Table 2 - Contact conductance for metalic interfaces (SCOTT, 2016), (BERGMAN, LAVINE, et al., 
2012). 
Interface Condition 𝑔𝑐/𝐴𝑐 (kW/m²K) 
Si – In – Cu  Fair thermal contact, vacuum 3 
Si – In – Cu Good thermal contact, vacuum 5 
Si – In – Cu Excellent thermal contact, vacuum 8 
Cu – Cu  ~0.1 MPa, vacuum 1~10 
Al – Al  ~0.1 MPa, vacuum 2~6.7 
SS – SS ~0.1 MPa, vacuum 0.4~1.7 
Al – In – Al  ~0.1 MPa ~140 
SS – In – SS  ~3.5 MPa ~2250 
 
The contact resistance is also influenced by film resistances such as oxide 
or deposited layers and Thermal Interface Materials (TIM). The TIM increases the 
contact area among the metals. Moreover, it also allows different thermal expansion 
between the parts. Examples of TIM for vacuum environment are foils of Indium, 
Indium Gallium alloys, silver loaded grease and carbon nanotubes (SCOTT, 2016).  
 
 
2.2.5. Materials Properties 
 
The pressure inside the 4CM chamber must lie below 1𝑥10−8 torr, which 
means close or into the UHV range (10−8 ~ 10−12 torr) to avoid X-ray scattering and 
absorption, and to provide a clean environment (CHEN, 2006) to prevent, for example, 
dirt deposition on optical surfaces. The latter is still more critical when the optics work 
at cryogenic temperatures since most of materials dispersed in the air could solidify on 
crystal surface.  
One of the rules to achieve UHV is that the materials inside the chamber 
shall be UHV compatible. It means, the materials must present low outgassing rate, 
low vapor pressure and low defects (to avoid leaks). Finally, the material must be 
bakeable (CHEN, 2006), i.e., not be damage after the bake out – process used to 
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remove volatile compounds from materials surface by keeping the materials at 
elevated temperatures in a vacuum environment. 
The Laser Interferometer Gravitational-Wave Observatory (LIGO, 2014) 
qualifies materials and for UHV applications and the National Institute of Standards 
and Technology (NIST, 2018) offers properties of materials from cryogenic to room 
temperatures. Those data were collected and plotted from Figure 32 to Figure 35 to 
analyze how the properties used in the model changes from a material to another. 
Silicon is an anisotropic material (THOMSEN, 2014) used as substrate for 
most Sirius mirrors and monochromators. Its coefficient of thermal expansion is 
negative for temperatures between 18 and 123 K, Figure 32. It means that if the optical 
element is maintained close to 18 or 123K, it will present the minimum deformation 
after the beam hits it. 
 
 
Figure 32 - Instantaneous Coefficient of Thermal Expansion of some materials used in UHV 
applications, collected from NIST (NIST, 2018) and Slack & Bartram  (SLACK e BARTRAM, 1975) 
 
Invar 36 is an iron-nickel alloy with a very low CTE, which makes it an 
interesting material for support optics. In turn, it exhibits dimensional instability that can 
be avoided by thermal treatment cycles, is difficult to be tapped (VUKOBRATOVICH e 
VUKOBRATOVICH, 1993) and is easily oxidable – what may be solved by nickel 
plating. 
Copper is a high conductivity material; however, it can be highlighted from 
Figure 33 that, at 125K, the thermal conductivity for Silicon (~566 𝑊/𝑚𝐾) is greater 
than that for copper (~436 𝑊/𝑚𝐾), consequently, it is not advantageous to distribute 
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copper along the crystal as an attempt to homogenize its temperature, but only use it 
in thermal links.  
 
 
Figure 33 - Thermal Conductivity of some materials used in UHV applications, collected from NIST 
(NIST, 2018) and Desai (DESAI, 1986). This plot considers an OFHC Copper with Residual-resistance 
ratio equals to 300. 
 
The high thermal conductivity of silicon at low temperatures helps the heat 
to be quickly dispersed to the bulk instead of be concentrated close to the beam 
footprint, avoiding remarkable temperature increases in such region. The thermal 
distortion index 𝛼𝑖/𝑘 indicates the ability of a material to resist distortion induced by 
thermal gradients, whereas the thermal diffusivity 𝑘/𝜌𝐶𝑝 is linked to the thermal 
stabilization time (VUKOBRATOVICH e VUKOBRATOVICH, 1993). Figure 34 shows 
the thermal distortion index for Silicon; the minimum value happens close to 90 K. 
 
 
Figure 34 - Instantaneous CTE and Thermal Distortion Index for Silicon. Curves interpolated from 




Aluminum and Austenitic Stainless Steel are common structural materials 
for UHV applications and plenty of factors are considered to decide which to use, such 
as density, thermal conductivity, mechanical strength, and elasticity. Martensitic 
stainless steels, cast iron, and carbon steels are unsuitable for cryogenic application 
because they undergo ductile to brittle transition (WEISEND II). 303 austenitic 
stainless-steel family is also avoided due to its high sulfur or selenium content (LIGO, 
2014). Finally, titanium is an option to be used as structural material and flexures 
towards high stress specifications due to its high yield strength. 
The thermal capacitance (also called heat capacity) is the measurement of 
the heat a body can store causing a temperature variation, Eq. 2.28.  
 





It can be noted from Figure 35 the specific heat (thermal capacity over 
mass) decreases rapidly for cryogenic temperatures. Consequently, these materials 
cool down faster as they are cooled and at very low temperatures, a small heat leak 
may cause a large temperature raise (WEISEND II). Unfortunately, only a few data are 
available for Invar 36. 
  
 
Figure 35 - Specific heat of selected materials (NIST, 2018). 
 
The emissivity does not just depend on the material and temperature, but 
also other variables such as the surface finish, wavelength, and oxide layer 
(BERGMAN, LAVINE, et al., 2012). 
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Emissivity can be measured by several techniques. The “Calorimetric 
method” is a technique whereby emissivity is calculated by measuring the heat load 
necessary to keep the temperature of a surface constant when it is subject only to 
radiative heat transfer. The “direct radiometric method” is the one in which the 
emissivity is calculated by comparing the radiance of a body with a reference body at 
the same temperature (HONNER e HONNEROVÁ, 2015). 
Table 3 shows the emissivity for some common materials. For copper, that 
compounds several 4CM parts due to its high thermal conductivity, a noticeable 
difference is observed in terms of emissivity from black oxidized surfaces to polished 
and coated surfaces. Therefore, all copper surfaces in the 4CM are coated to avoid 
high heat absorption. The aluminum shielding is electropolished. Consequently, the 
heat exchange between vacuum vessel and shielding and between shielding and 
crystals are reduced.  
 
Table 3 - Hemispheric emissivity for a selection of materials (PARMA, 2014) 
 Temperature (K) 
 4 20 80 300 
Copper mechanically polished 0.02  0.06 0.1 
Copper black oxidized    0.8 
Gold   0.01 0.02 
Silver 0.005  0.01 0.02 
Aluminum electropolished 0.04  0.08 0.15 
Aluminum mechanically polished 0.06  0.1 0.2 
Aluminum with 7 𝜇𝑚 oxide    0.75 
Nickel   0.022 0.04 
Tin 0.012  0.013 0.05 
Stainless Steel 18-8 0.2  0.12 0.2 
Silver plate on copper  0.013 0.017  








2.3. Thermal Models 
 
The objective of modeling a system during the design phase is to predict its 
behavior. The techniques involved in this task are also the base for the system 
identification and control on next development phases. A system in this approach is 
understood as a “collection of interacting elements for which there are cause and effect 
relationships among the variables” and can be categorized into the three classes 
(SULLIVAN, 2004) as presented below. 
Distributed systems do not present a finite number of points; some of their 
elements are spatially continuous, which means finite elements (for numerical 
solutions) or differential elements (for analytical solutions) are needed to calculate 
them, involving partial differential equations. For discrete systems, such a computer, 
input/output, state variables, and the mathematics involved are all discrete. Lumped 
systems are those whose elements are considered as blocks without spatial dimension 
(length, area or volume), whereas input and output are continuous functions. A finite 
number of state variables can define a lumped system and they are analyzed by 
ordinary differential equations, consequently, it is modeling is easier than the one for 
continuous systems. 
In a lumped system, each element carries one – and only one – physical 
property. For example, in a lumped system, the real spring is modeled as an ideal 
spring (without mass) in which the physical property is the elasticity. If the mass is 
important, then such real spring will be modeled as an ideal spring connected to an 
ideal mass (two elements without spatial dimensions; each one representing one 
physical property). 
Lumped systems approach makes equivalences among parameters of 
different systems – such as mechanical, fluidic, electrical and thermal – that becomes 
mathematically indistinguishable. This way, a system may be easily understood by 
mathematical concepts from other area. 
Previous chapters presented the concept of thermal resistance. It is a 
relation between a potential (temperature difference) and a motion property (heat flow). 
Analogously, the electrical resistance 𝑅, according to Ohm’s Law, is a relation between 
a potential (voltage) and a motion property (current). Besides that, thermal resistances 
can be mathematically grouped together into an equivalent resistance exactly like the 
association of electrical resistances, according to its arrangement in series or parallel. 
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In contrast, an across variable such as voltage could assume an absolute valor inside 
a model.  
Table 4 summarizes the analogies among several physical areas. Although 
the analogies help for mathematical modeling, it is important to highlight other 
restrictions. The thermal resistor does not dissipate energy, but it transfers it. Since the 
thermal motion variable is already power, kinetic and potential energies analogies are 
not plausible. Another restriction is that fluid resistance is usually nonlinear. 
 
Table 4 - Topology System Analogies. Expanded from [1] (SULLIVAN, 2004), [2] (SULLIVAN, 2004b) 
and [3] (BERGMAN, LAVINE, et al., 2012) 







𝑖 – Current 
[𝐴] 
𝑄 - Heat Flow 
[𝑊] 
𝑓 - Force 
[𝑁] 
𝜏 - Torque 
[𝑁𝑚] 
𝑄 - Flow 
[𝑚3/𝑠] 
Across 





𝑣 - Velocity 
[𝑚/𝑠] 
𝜔 - Ang. 
Velocity 
[𝑟𝑎𝑑/𝑠] 





𝑅 = 𝑈/𝑖 
Thermal Res. 
[𝑊/𝐾] 
𝑅 = Δ𝑇/𝑄 
Damper 
[𝑁𝑠/𝑚] 
𝐵 = 𝑓/𝑣 
Damper 
[𝑁𝑚𝑠] 
𝐵𝑟 = 𝜏/𝜔 
Fluidic Res. 
[𝑁𝑠/𝑚5] 
































































Dissipation 𝑖2𝑅 = 𝑣2/𝑅 - 𝑣2𝐵 = 𝑓2/𝐵 
𝜔2𝐵𝑟
= 𝜏2/𝐵𝑟 




































𝑞 – Charge 
[𝐶] 
𝐸 – Heat [𝐽] 
𝑃 – Momentum 
[𝑁𝑠] 
𝐿 - Angular 
Momentum 
[𝑁𝑚𝑠] 
𝑉 – Volume 
[𝑚3] 
Flow Density 
𝑗 - Current 
Density 
[𝐴/𝑚²] 
𝑞 – Heat Flux 
[𝑊/𝑚²] 





*One ended need be grounded 
 
Physical analogy concept can be expanded to other analysis besides the 
through/across mathematics relations. For example, concerning surface effect, adding 
a new interface to a stack means adding a new thermal contact resistance, what will 
influence the temperature distribution along the stack; but adding the new part also 
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means adding a new mechanical contact stiffness that will influence the total stiffness 
and Eigen Frequencies.  
 
 
2.3.1. Lumped Model 
 
The Dutch Society for Precision Engineering (DSPE) indicates three 
methods to model thermomechanical systems (DSPE, 2018): numerical models, 
advanced hand calculations and Lumped capacity models. The DSPE flowchart, 
Figure 36, is a very didactic proposal about when each model should be used. 
 
 
Figure 36 - Flowchart showing how to select the correct thermal model. Reformatted from (DSPE, 
2018) 
 
Numerical solution is less laborious when dealing with nonlinear materials, 
nonlinear boundaries conditions or complex geometries. Even when this is the selected 
solution, it is always indicated the engineer to known which results are the expected 
by approximating the complex geometries to simple ones and applying the analytical 
calculations before starting the simulations.  
In a Lumped Thermal Model, the system is broken in discrete elements 
(capacitances) linked by the thermal resistances by which heat flows. Strictly speaking, 
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the elements do not necessarily correspond to the parts present in the system, since 
many connected parts may present the same temperature and can be considered a 
single node, whereas a single part may present meaningful internal gradients. One 
key-element that will indicate how to split the system is the dimensionless quantity 
called Biot Number. The Biot number is a relation between convection and conduction 
defined according to the Eq. (2.27, in which 𝐿𝑐 is the characteristic length, usually given 
by the volume of the body divided by its surface area, h is the coefficient of convection 







If the Bi is less than 0.1 for a solid object, than it will present a nearly 
homogeneous temperature and the highest gradient occurs at the surface. In this case, 
the body can be introduced as a node in the system. If the Bi is greater than 0.1, the 
body needs to be sliced into enough capacitances with small Biot numbers (LAMERS, 
2011). 
For a lumped system, the Biot number compares the thermal resistances 
between a body (𝑅𝑖𝑛𝑡) and the external environment (𝑅𝑒𝑥𝑡), regardless the transfer 
mechanism. In UHV environment, the convection does not happen, and the average 
convection coefficient is replaced by the resistances of conduction (𝑅𝑐𝑜𝑛𝑑), contact (𝑅𝑐) 







The thermal resistance due to conduction 𝑅𝑐𝑜𝑛𝑑 is temperature-dependent 
because the thermal conductivity (𝑘) of the material and, secondarily, the geometry of 
a body (𝐿, 𝐴) changes with the temperature. It means the heat transfer equations are 
nonlinear since they present the term 𝑅𝑐𝑜𝑛𝑑Δ𝑇. Therefore, a first approximation to 
obtain linear equations is disregarding dimension changes and considering average 
values for 𝑘. 
The thermal resistance due to radiation 𝑅𝑟𝑎𝑑 is clearly temperature 
dependent. Therefore, an attempt to introduce the thermal radiation in the model is 
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using numerical solutions to simulate the heat load in and out each body and then 
applying such values as boundaries conditions as heat input or output instead of 
considering the 𝑛 ∙ (𝑛 − 1) nonlinear equations in the thermal links of the model. 
This simplified approach will be used in the example presented in the next 
chapters to elucidate how to build the lumped model. 
 
 
2.3.2. Steady State Solution 
 
Consider the geometry representation in Figure 37. Such geometry is made 
of five metallic blocks connected by low conductive ceramic spacers. We are interested 
in the temperature of each metallic part. Assuming the thermal conductance (and 
temperature homogeneity) inside the metallic bodies is much higher than through the 
spacers (Bi<0.1), the metallic bodies can be considered as capacitances and the 
spacers will be approximated to thermal resistances. Moreover, the metals number 1 
and 4 are heated by 𝑄1 and 𝑄4, respectively, and the body number 5 is cooled by 𝑄5. 
The heat transfers 𝑄1, and 𝑄5, placed in the ends of the diagram will be modeled as a 




Figure 37 - Example of modeling. A: Five metallic parts connected by ceramic spacers. B: Lumped 




All convections will be modeled as energies entering in the system. For 𝑄1, 
it means energy enters with positive signal; for 𝑄5, it means energy “enters” with 
negative signal, Eq. 2.29.  
 
 
















It is also important to note that 𝑄1 and 𝑄5 are now functions of 𝑇1 and 
𝑇5,respectively, summed to expressions that are functions of the temperature of the 
next bodies multiplied by the thermal conductance to such bodies. 
This result is like introducing body 0 (as warm air with temperature 𝑇0) and 
body 6 (as cold water with temperature 𝑇6) to the diagram and apply constant 
temperatures to such bodies as boundaries conditions.  
The thermal resistances of each link 𝑅𝑖𝑗 is the sum of the resistance of each 
spacer 𝑅𝐶𝑜𝑛𝑑 and the two contact resistances (𝑅𝑐𝑖−𝑠𝑖𝑗
 and 𝑅𝑐𝑠𝑖𝑗−𝑗
) between the ceramic 
spacer 𝑠𝑖𝑗 and the parts 𝑖 and 𝑗, Eq. 2.31.  
 
 𝑅𝑖𝑗 = 𝑅𝑐𝑖−𝑠𝑖𝑗
















(𝑇𝑖 − 𝑇𝑗) = 𝑔𝑖𝑗(𝑇𝑖 − 𝑇𝑗) (2.32) 
 
The following system of equation is obtained by applying Kirchoff’s Current 




Node 1: 𝑄1 − 𝑄12 = 0 → 𝑔01𝑇0 − 𝑔01𝑇1 − 𝑔12(𝑇1 − 𝑇2) = 0 
Node 2: 𝑄12 − 𝑄23𝐴 − 𝑄23𝐵 − 𝑄24 = 0 → 𝑔12(𝑇1 − 𝑇2) − (𝑔23𝐴 + 𝑔23𝐵)(𝑇2 − 𝑇3) − 𝑔24(𝑇2 − 𝑇4) = 0 
Node 3: 𝑄23𝐴 + 𝑄23𝐵 − 𝑄34 + 𝑄3 = 0  →(𝑔23𝐴 + 𝑔23𝐵)(𝑇2 − 𝑇1) − 𝑔34(𝑇3 − 𝑇4) = 0 
Node 4: 𝑄34 + 𝑄24 − 𝑄45 + 𝑄4 = 0 →𝑔34(𝑇3 − 𝑇4) + 𝑔24(𝑇2 − 𝑇4) − 𝑔45(𝑇4 − 𝑇5) + 𝑄4 = 0 
Node 5: 𝑄45 + 𝑄5 = 0 → 𝑔45(𝑇4 − 𝑇5) + 𝑔56𝑇6 − 𝑔56𝑇5 = 0 
 
The thermal conductances 𝑔23𝐴 and 𝑔23𝐵 can be grouped and named 𝑔23, 
the equivalent conductance between nodes 2 and 3. Ergo, the follow matrix system 



































































 {𝑄} + [𝐺]{𝑇} = 0 → {𝑇} = −[𝐺]−1{𝑄} (2.33) 
 
The conclusion of such analysis is that the temperature array {𝑇} is the 
product between the negative of the inverse thermal conductance matrix [𝐺]−1 and the 
heat input matrix {𝑄}. This relation can be rewritten separating the effects of each 
boundary condition. The heat input matrix can be rewritten as the sum of heat input 
arrays due to convection {𝑄𝐶𝑜𝑛𝑣} and the heat load input array {𝑄𝑖𝑛}, Eq. 2.34. {𝑄𝐶𝑜𝑛𝑣} 
is the product of a diagonal matrix [𝐺𝐶𝑜𝑛𝑣] by {𝑇𝐶𝑜𝑛𝑣}, that shows the temperature of 
fluids that cause the convection; whereas {𝑄𝑖𝑛} includes all known constant heat 
sources, like irradiation or heat generated by heaters or chemical reactions located in 






































































Finally, the conductance matrix [𝐺] can be written in terms of [𝐺𝐶𝑜𝑛𝑣] and 
the matrix of conductions [𝐺𝑙𝑖𝑛𝑘𝑠], Eq. 2.35. Therefore, the Eq. 2.332.35 is expanded 










































































[𝐺] = [𝐺𝑙𝑖𝑛𝑘𝑠] − [𝐺𝐶𝑜𝑛𝑣] 
(2.35) 
 
 {𝑇} = −[𝐺]−1({𝑄𝐼𝑛} + [𝐺𝐶𝑜𝑛𝑣]{𝑇𝐶𝑜𝑛𝑣}) (2.36) 
 
The matrices [𝐺], [𝐺𝐶𝑜𝑛𝑣] [𝐺𝑙𝑖𝑛𝑘𝑠] are symmetric and straightforward. [𝐺𝐶𝑜𝑛𝑣] 
merely includes in the main diagonal the convection conductances; [𝐺𝑙𝑖𝑛𝑘𝑠] includes 
the conductive links between bodies 𝑖 and 𝑗, whereas the main diagonal is the sum of 
all conductivities related to nodes 𝑖 (= 𝑗) with negative signal. 
The modeling presented in this chapter results in a direct equation to get 
the temperature of each body in a system where the conductances and boundary 
conditions are known, and thermal conductivities and geometries are constant. 
Eq. 2.37 is an expansion for a generic problem with 𝑛 bodies, where 𝑄𝑖 
represents only heat flow inputs (like 𝑄4 of the example) whereas 𝑔𝑖,𝑐𝑜𝑛𝑣 is the 
conductance due to convection between the body 𝑖 and the fluid that touches it at 
temperature 𝑇𝑖,𝑐𝑜𝑛𝑣. On next chapters, [𝐺] will be complement by the terms due to 
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2.3.3. Transient Solution 
 
In the previous section, the sum of powers in each node was considered 
zero according to KCL analogy. However, physically, the sum of powers in each node 
will be a measure of the energy changes for such nodes until they achieve the steady 
state, when the temperature is finally at the equilibrium.  
The energy change is proportional to the temperature variation at a rate 
given by the capacitance 𝐶. Therefore, the equation becomes a nonhomogeneous 
linear system of differential equations with constant coefficients, Eq. 2.38. It is possible 




















} = [𝐴]{𝑇} + {𝐵} 
(2.38) 
 
If the coefficients in the matrix [𝐴] and in the vector {𝐵} do not depend on 
temperature, as in the example on previous chapter, the Eq. 2.38 reduces to a linear 
system of ordinary differential equations (ODE) of first order and constant coefficients. 
APPENDIX B – Numerical methods for solving the ODE shows some numerical 
solutions for Eq. 2.38. 
When writing a command line, it is possible to use the MATLAB Dormand-
Prince based ode45 solver to calculate 2.38 assuming [𝐴] even constant as time or 
state dependent (MATHWORKS, 2018). 
Nevertheless, Simulink is an environment created exactly for modeling 
dynamical systems. It is based on MATLAB programming language and uses a 
graphical interface (block diagrams). SIMSCAPE is a Simulink toolbox where physical 
models are built, and their physical connections interact with the block diagrams. 
A thermal system can be drawn on SIMSCAPE environment and the 
temperature of each node is calculated after running the software. In the example on 
Figure 38, it is possible to recognize a lumped mass diagram with three nodes linked 
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by conduction resistances. Boundary conditions are applied to nodes 1 (120W heat 
flow input) and 3 (convection to a fixed temperature source) whereas a mass and a 
specific heat are associated to the second node by the block linked underneath. The 
blocks on the yellow area are used to measure the temperature of the second node. 
 
 
Figure 38 – Example of thermal system modeled on SIMSCAPE. Model edited from SIMSCAPE library 
of examples for better didactics. 
 
A SIMSCAPE simulation is divided in six phases. Initially, the software 
validates the model, checking, for example, if all blocks are connected. Next, the 
physical network is built, in this step through and across variables are identified and 
the KCL analogy is applied. Then, the system of equations is constructed. The fourth 
step is the computation of initial conditions and events (such as the introduction of a 
heat load by a step function), followed by an initialization and, finally, by the transient 
solve. 
SIMSCAPE is a tool able to perform the proposed thermal model using 
manipulation of matrices and numerical methods to solve the system of equations. 
Typical solvers are ode15s and ode23t from Simulink for variable time steps and 
ode14x, Backward Euler (default), Trapezoidal Rule and Partitioning for simulations 






Figure 39 shows a simplified schedule of the activities included in the 4CM 
project. Naturally, the validation of the thermal model depends on the previous 
assembly of the parts in vacuum, which follows special procedures due to the UHV 
condition and depends on hard alignment requirements. This chapter presents a brief 
description of those topics and is complemented by APPENDIX A – Alignment. Then, 
it summarizes how the nodes, links and boundaries conditions were established for the 
thermal model.  
 
 
Figure 39 – Simplified Project Activities 
 
 
3.1. 4CM Development  
 
The project has started with studies concerning the crystal geometry design, 
which is determined taking into account the energy operation range, its maximum 
allowed deformation (10% of Darwin Width), how the different deformation sources 
(clamping, shrinkage, beam power density and gravity) actuates over it, and the 
stability specification. Once the crystal size, temperature, clamping points and 
clamping stiffness are defined, the next step is to complete the entire mechanical 
design to provide such condition to the crystals.  
The more severe constraints for the 4CM are the angular accuracy and the 
stability (TOLENTINO, 1995). The angular accuracy is dominated by the goniometers 
and alignment qualities whereas the stability is associated to the stiffness of the parts 
and interfaces. 
Darwin width is the starting point to understand mechanical alignment 
requirements. The more crystals, the harder is the alignment since more rocking curves 
need be overlapped. It can be noted from Figure 40 the Darwin Width achieves values 
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in the order of tens of microradians for higher energies. Therefore, the rotation axes of 
the crystals must be synchronized within a fraction of such value to avoid flux loses. 
 
 
Figure 40 - Darwin width as a function of Bragg energy using the intrinsic crystal energy resolution 𝜖𝑠 
approximation.  
 
The goniometers needed be very accurate, stable and the synchronization 
need to be executed appropriately, based in robust driver and control. The accuracy 
depends mostly on the feedback resolution, for which, the rotary stage uses high 
resolution encoders. The stability in terms of vertical rotation Rx is linked to the 
resolution, but, as to the other directions, also depends on mass and stiffness of the 
parts and external vibration intensities. Concerning the synchronization, satisfactory 
results were found using the standard controller associated to hardware coupling 
approach. 
Sutter (SUTTER, DULLER, et al., 2008) demonstrated how misalignments 
result in beam walk. Avoiding such errors is especially important during operation in 
scan mode. The most critical source of beam walk is the difference between the gaps 
(distance between diffraction surfaces) of the channel-cut crystals, which depends on 
their manufacturing quality. 
Channel cut crystals are fabricated by cutting a groove in a monolithic slab 
of a crystal material using, for example, circular or wire saws. It ensures that the Bragg 
planes are parallel by construction, even though such parallelism may be modified by 
local deformations and relative movements if some vibration modes are excited.  
Silicon is usually chosen as base material due its “low dislocation and impurity 
concentrations” (SUTTER, DULLER, et al., 2008). After the cut, the Bragg surfaces 
are polished, and the crystals are etched to remove amorphous layers and to avoid 
stress concentrations.  
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The main purpose of a monochromator is selecting specific energies from a 
synchrotron source; however, when doing it, the monochromator also acts on energy 
resolution, spatial spread, angular divergence, intensity, and polarization 
(MATSUSHITA, 2008). Some of these properties are related to the shape of the crystal 
surface. Therefore, after listed the project specifications, the next step was to study the 
crystal mechanical response. 
Figure 41 shows the proposed configuration for crystal clamping resulted in 
slope errors in the order of fractions of the smallest Darwin width. It was possible 
because of the thermal center approach and the use of flexures. In a previous version, 
a kinematic clamping based on three spheres on Vs had been tried with less success, 
because the difference among the orders of magnitude of the compliant and the stiff 
direction were low. It is possible to note that, for small clamping forces (200 N), the 
largest deformation contribution comes from the crystal shrinkage when it goes from 
room to cryogenic temperature. It happens because the stiffness of the flexures in the 
compliant direction is still not negligible.  
 
 
Figure 41 - Magnitude of deformation due to clamping, shrinkage and beam incidence on first 
diffraction surface. Courtesy of LNLS team.  
 
The crystal frame design aimed to increase the clamping stiffness in the 
vertical and tangential directions and to decrease the stiffness in the radial (shrinkage) 
direction, this last one varies with thickness to the cube (𝑡3), width (𝑏) and length (𝑙) –
bending effect – and with 𝑡, 𝑏 and 𝑙 – shear effect. On the other hand, the thermal 
conductance also varies with 𝑡, 𝑏 and 𝑙, but it should be minimized to avoid heat going 
from the base to the crystal. This contradiction complicates the implementation of an 
optimization routine. The solution therefore was adopting a small, but machinable, 
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thickness and evaluating 𝑏 and 𝑙 combinations that ensured 𝐾𝑦 and 𝐾𝑤 high enough to 
promote high Eigen Frequencies to not amplify meaningful vibrations from the ground. 
The loss in terms of thermal conductance by using a weak hinge was compensated by 
using zirconia spacers between the goniometer and the crystal frame. 
In addition to mechanical design, control and alignment issues, other 
systems had to be developed to complete the 4CM prototype, including the system to 
control pressure and level of the liquid nitrogen vessels, Figure 42. The liquid nitrogen 
that feeds the cryostat is stored inside a liquid nitrogen vessel. The pressure inside it 
is controlled by supplying (removing) compressed nitrogen gas into (from) the reservoir 
to keep the pressure constant in the cryostat. The gas nitrogen that leaves the cryostat 
is sent to the environment, the flow rate that goes from the dewar to the cryostat is also 
controlled by the pressure setpoint and by a manual needle valve in the transfer line. 
The temperature on cryostat tip is controlled by a heater and a sensor. This way, the 
heat transfer coefficient on the cryostat tip is expected to be constant. A level gauge is 
used to measure the level inside the vessel. When it is low, liquid nitrogen is transferred 
from a secondary reservoir, placed outside the beamline hutch. It is made to keep the 
main vessel always filled and the crystals always cooled consequently. 
 
 
Figure 42 – Diagram and photography showing the system used to fill the liquid nitrogen reservoir and 
to control the pressure inside it.  
 
In a previous design, the crystals would be cooled by a copper plate that 
would touch their bottom surfaces. However, silicon conductivity is higher than that of 
copper at cryogenic temperatures and the relative shrinkage could result in high 
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3.2. Thermal Model Development 
 
 
3.2.1. Boundary Conditions 
 
The boundary conditions of the 4CM thermal model are the heat loads from 
the X-ray beam and goniometer and the heat transfers between vacuum chamber and 
air (by convection), and between liquid nitrogen and cryostat tip (convection and 
boiling). The heat transfer by radiation among the bodies was initially considered as a 
boundary condition since they were assumed as power inputs and outputs as in the 
example in chapter 2.3.2 instead of being introduced as variables in the equations. 
For low pressure environments, the mean free path of the gas molecules 
increases, which means they interact less often with each other and the convection is 





In this project, convection of different nature happens: density differences 
between air molecules close and far from the vacuum chamber wall cause natural 
convection, whereas pressure difference causes the liquid nitrogen flow inside the 
cryostat.  
Depending on how fast the flow is, the convection nature may be forced 
convection or boiling. This last case is more desirable inside the cryostat, since it 
counts with a latent heat exchange. It removes heat from the system without changing 
the temperature of the cold source. The air convection was assumed as 18W/m²K from 
the literature (ESSEL, 2002). 
In a first moment, the boundary condition associated to the cryostat tip had 
been considered as a constant temperature. However, after testing the cryostat, Figure 
43, it was observed its controller was not able to keep a constant temperature when 
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dealing with the 4CM heat load. Therefore, the boundary condition became a 3.3 W/K 
conductance when operating at 1.5 bar, with just gas been observed downstream 
(evidence of boiling) and the cryostat inclined 14 degrees from the horizontal. 
 
 
Figure 43 - Setup for cryostat test. The liquid nitrogen flows from the vessel to the cryostat through a 
transference line.  A copper disc with heater and sensors is assembled on the cryostat tip inside a 
chamber. Two vacuum pumps and a fan avoid ice formation inside the chamber, inside the cryostat (in 
the very beginning of the operation) and outside the vent hose respectively. 
 
 
3.2.1.2. Heat loads 
 
 A 1.5 W heat load input in both goniometers was introduced at boundary 
condition due to the heaters used to control their temperatures. The 15mW heat load 
from Joule effect according to the current indicated in the supplier software was 
neglect, because it was much lower than the one from the heaters. 
 Another heat load is added due to the synchrotron beam. The undulator that 
produces CARNAÚBA’s beam, called DELTA21, is under development at CNPEM 
since it has 115 spatial periods of 21 mm. DELTA 21 is going to create a photon flux 
as high as 1013 photons/second and the maximum magnetic field 𝐵0 is 1.12 T. The 
energy 𝐸 and current 𝐼 of the storage ring are 3 GeV and 350 mA, respectively 
(LORDANO, 2018). The numbers above are used to calculate the total power emitted 
from the undulator, Eq. 3.1, where 𝐿 is the undulator length (KWANG-JE, 2009). 
 






The radiated power, however, presents an angular distribution given by Eq. 
3.2, where 𝜃 is the angle in the horizontal plane; 𝜓, in the vertical, 𝐾 is the deflection 
parameter (function of undulator period, peak field and physical constants), 𝑁 is the 










4[𝐺𝑒𝑉]𝐼[𝐴]𝑁𝐺(𝐾)𝑓𝑘(𝛾𝜃, 𝛾𝜓) (3.2) 
 
For each 𝐾 value, the maximum photon flux occurs at a specific wavelength 
and its harmonics, Figure 44. The undulator can change the 𝐾 values (and the 
magnetic fields) to increase the photon flux according to the selected energies, so it is 
necessary to correlate the positioning of the undulators and the monochromators for 
Sirius every time an energy is selected by the beamline user. The total power is not 
exactly the area under the curve since the vertical axis indicates photon flux present in 
a bandwidth whose width is 10% of the energy indicated in the horizontal axis  
A divergence of 60x60𝜇𝑟𝑎𝑑2 passes from the Front-End slits and 
40x40𝜇𝑟𝑎𝑑2 is derived to CARNAÚBA’s optics, which results in 61 W power, from 
which 45 W is absorbed by the first mirror (TOLENTINO, 2018). 
 
Figure 44 – Photon Flux for K = Kmax from a 21 periods undulator (before it be filtered by mirrors) and 
assuming a 20 x20 𝜇𝑟𝑎𝑑2 aperture. 
 
The beam reaches the 4CM has an aperture of 20𝑥20𝜇𝑟𝑎𝑑². However, the 
equation above is not appropriate to calculate the total heat load, since such beam is 
now filtered by the mirrors upstream. Therefore, the solution is achieved using a 
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software that applies such filters and integrates the beam spectrum, Figure 45. The 
7𝑊 represents the total power when the undulator operates at 𝐾𝑚𝑎𝑥.  
 
 
Figure 45 - Print screen from SPECTRA software (courtesy of LNLS Optics Group) 
 
Figure 46 shows the heat load from synchrotron beam for each selected 
energy changes from ~2 to ~7 W. Such values were achieved by combining the heat 
load data for different 𝐾 values with the filters and the photon flux data. 
 
 




 Previous simulations for DCM project demonstrated that most of the total 
incident beam is absorbed by the crystal, a small part is scattered, and another small 
portion goes out with the diffracted beam. Therefore, 7𝑊 is considered the worst-case 
scenario for CARNAÚBA’s 4CM. 
 
 
3.2.1.3. Radiative Heat Transfer 
 
As performed in the example of chapter 2.3.2, the RHT was initially 
simplified as heat load inputs. To estimate such heat loads, the parts were simulated 
on Ansys Workbench, Figure 47.  
 
Figure 47 – Simulation of Heat Transfer by Radiation. A: CAD drawing. B: simplified drawing. C: Mesh. 
D: Temperature distribution used as input. E: heat load from each part for two simulations: with and 
without shielding and the rate between the scenarios. 
 
In such simulation, all copper parts were assumed to be coated by a material 
with low emissivity; otherwise the copper braids, specially, would add high heat load to 
the system. The simulation showed the heat load absorbed from the vacuum chamber 
by the thermal shielding has the same magnitude of the total heat, being twice higher 
than the heat from the synchrotron beam, what indicated the need for also simulating 








Platinum RTD thermal sensors are used to monitor temperatures of several 
parts for the purposes of validating the thermal model and to be used as control 
parameter to ensure the crystals will be kept in similar temperatures and the 
goniometers will remain at room temperature, Figure 48. The temperatures of the 
rotary stages were measured using Amphenol NT2k - DC95F202WN (Tolerance < 
±0.2°C) (AMPHENOL, 2014) whereas IST P10k.520.6W.A.015.D (Tolerance: ±(0.15 + 
0.002 |t|)°C) were used on the parts that were cryogenically cooled (IST, 2017). 
 
 
Figure 48 – Heater (a), RTD sensor (b), CRIO controller (c) and heater driver (d). 
 
Resistances were used as heaters (KLC, 2014) in a first moment to control 
the temperature on the top of the goniometer. Such resistances are feed by an amplifier 
developed in LNLS that supplies 0~12V to them according to the signal from the 
controller. 
The heater driver was developed by the LNLS electronics group. The 
controller is a NI CompactRIO widely used in the laboratory, The CRio reads the 
resistances of the RTD, the software uses a lookup table to calculate the temperatures 
and then it sends the signals to the amplifier using standard modules. Since the 9219 
module in CRio 9039 reads 0 to 5 kΩ values whereas the pt-10kΩ resistances changes 
from 1.8 kΩ (-200°C) to 11.1 kΩ (30°C), it was necessary to introduce a 10 kΩ 
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resistance in parallel to each pt-10kΩ sensors.  The parallel resistances were 
measured with 60 Ω accuracy by a FLUKE 107 multimeter (FLUKE CORPORATION, 
2013). 
Twisted pairs of AWG28 copper wires are used for heaters and sensors. 
Hence, ignoring film and contact resistances, if a cable shorter than a few tens of 
millimeters touches two parts with high temperature gradient, a heat transfer of tenths 
to a few watts between the bodies in a thermal short circuit can be calculated. 
Monitor and control are managed by a software developed on LabVIEW 
environment. The interface, Figure 49, presents a drawing of the equipment with 
indicators and graphs of the temperature over time and allows the user to choose 
between an open loop, indicating the voltage to be sent to the heaters, and an on/off 
control. The capability of the electronic allows, if necessary, in future applications, PID 












3.2.2. Simplified Model 
 
A 4CM thermal model was initially developed in Microsoft Excel for steady-
state analysis and, then, migrated to MATLAB due to the ease in changing the number 
of rows and columns in the matrix and to reduce the chance of errors during its 
construction. 
The model starts by determining the number of nodes and links. The Biot 
number takes an important hole to define the maximum length in which a body may be 
considered homogeneous. However, most parts present complexes geometries, the 
heat spread in all directions and it is difficult to establish a single length. For a simple 
geometry such a thin braid, Biot results in a huge number of nodes. Therefore, no 
bodies were assumed to be in a homogeneous temperature and all internal conduction 
resistances were included in the model, Figure 50. Sixteen points of interests were 
considered as nodes: cryostat tip (1), crystals (4, 10), goniometers (6, 12), crystals and 
goniometer support frames (5, 11, 7, 13), shielding (14), vacuum chamber (16), pieces 
that connect the braids to crystals (named copper links), parts that holds the braids 





Figure 50 – Thermal Model of the shielded 4CM detailing all nodes and resistances.   
  
The nodes were named as presented above even though refers to local 
temperatures and do not represent the entire body. This approach still could leave to 
some deviations, since some parts could present meaningful temperature gradients 
whereas local temperatures were used to estimate the conductivities 𝜅 of the 
conductance resistance of entire body. 
In the Excel/MATLAB model, such physical quantities were assumed 
constant and refer to the conductivities of the parts in the steady state, consequently, 
the model needs to be constructed iteratively. 
The internal resistances were simulated by finite element analysis (FEA). 
The FEA assumes that real matter consists of a finite number of infinitely small heat 
capacitances linked by heat resistors (LAMERS, 2011). The matrix formulation is 
detailed on Ansys Theory Reference (ANSYS, 2009). 
The FEA was also used to correct some initial assumptions. For example, 
the conductance of the hinges in Figure 51 is given by the sum of the conductance of 
the rounded core and mostly by the flexible sheets, therefore, the total conductance is 
usually estimated only by the equation indicated. Besides that, the heat flux goes from 
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the top to the laterals, this asymmetry makes the flux slightly higher on the top of the 
sheet than the bottom. Consequently, a difference of 9% between analytical and 
numerical solution is observed.  
 
 
Figure 51 - Conductance of a generic hinge according to simulation and according to analytical 
approximation. Inputs: fixed temperature (250 K) on the ends of the hinge and 0.1 W heat load on the 
top. 
 
Figure 52 shows again the model, suppressing details about real 





Figure 52 – 4CM Thermal Model 
 
 
3.2.3. Nonlinear  Model 
 
SIMSCAPE counts with thermal libraries in which the equations are already 
available. However, customized blocks were needed the physical quantities become 
variable with the temperature.  
Two simplifications were adopted by the RHT. The first one is the 
introduction of Eq. 2.23 into a customized block between pairs of bodies, Figure 53. 
Originally, such equation considers an enclosure formed only by two bodies and 
ignores the presence of others. 
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The second simplification is that such heat transfer method was applied only 
to some pairs of bodies since the view factors, emissivity and temperature gradients 
were very small for other pairs, which results in negligible heat transfer among them. 
Ansys Fluent Surface-to-Surface Ray Tracing model was adopted to calculate view 
factors, Figure 54. 
 
 
Figure 53 – Customized blocks (green) for RHT between crystal frame and shielding and between 
crystal frame and chamber. The block is governed by Eq. 2.23. It uses the areas, View Factors and 
emissivities as input parameters. Emissivity is considered a function of temperature (purple lines). 





Figure 54 – View Factor calculation routine. A: Simplified CAD drawing. B: Mesh (vacuum chamber 
hidden for visualization). C: S2S View Factor calculation on Ansys Fluent ®. 
 
The process to calculate the View Factors is summarized in this paragraph. A 
simplified drawing was produced using Autodesk Inventor® and exported to Ansys 
Space Claim®, where an internal volume was created, and the “imprint” function was 
used to define the interfaces among parts. Inside Ansys Fluent ® environment, the 
S2S Radiation model is activated, all zones are defined as solid but the chamber 
internal volume, defined as fluid. Finally, the interface zones are specified, the view 






4.1. 4CM Thermal Behavior 
 
According to Eq. 2.8 and Eq. 2.9, the energy resolution is affected by 𝑑-
spacing changes, whereas the length 𝐿 is affected by a variation Δ𝐿 when the 
temperature changes Δ𝑇. Such equations are combined on Eq. 4.1 to evidence that 











= 𝛼𝑠Δ𝑇 (4.1) 
 
If a temperature difference exists among the four-bounces surfaces, their 𝑑-
space will be different, and the diffracted beam will be affected even the Bragg angle 
being the same for all crystals. Since both surfaces must show nearby d-spacing, the 
easiest way to provide it is by keeping both surfaces at close temperatures. They must 
be such that there is no meaningful change in the ratio Δ𝑑/𝑑 when the temperature 
changes due to beam heat load. Figure 55 relates the temperature of one bounce plane 
(𝑇2), the variation between planes (Δ𝑇) and the energy selection error (Δ𝐸/𝐸) for 
silicon. It indicates that at cryogenic temperatures 𝑇2, a temperature variation between 
the planes of the channel-cut results in energy selection errors smaller than that when 
operating at room temperature, for example. Since the thermal conductivity of the 
silicon is small at room temperature and the power density of the X-ray beam is high, 
a water-cooling system would result in an elevated deviation between the rocking 
curves. 
Figure 56 shows simulations of the temperature for the first channel-cut crystal 
considering cryogenic-cooling and water-cooling. In the first case, the bulk temperature 
is controlled at 125K, the hotspot achieved 129.4 K whereas the temperature on 
second diffraction surface is 125.6 K. In the second case, the bulk was kept at 295.15 
K, the footprint on first and second diffraction surfaces achieved 314.1 K and 296.9 K 
respectively. Evaluating Eq. 4.1 with these values, the energy resolutions 𝛥𝐸/𝐸 are 
1.1 ∙ 10−7 and 4.5 ∙ 10−5 respectively. It means that for 125 K, the overlap of the rocking 
curves – see again Figure 16 – of the first and second diffraction has a 0.1% deviation 
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(assuming 1.35 ∙ 10−4 as resolution from Eq. 2.7) whereas the overlap achieves 33% 
for 295.15 K.  
 
 
Figure 55 - Error in energy selection due to temperature difference between first and second 
diffraction surfaces (Δ𝑇) and a fixed temperature in one of the surfaces (𝑇2). Upper and bottom limits 
adopted for Δ𝐸/𝐸  (black plane on figure) assumed constant and approximated to ± 1.35E − 5. 
 
 
Figure 56 – Simulation of temperature distribution along first channel-cut crystal for bulk controlled at 
125 K (a) and 295.15 k (b) for 7W, 2.05 keV (Bragg Angle equals to 74.7°) and 20 𝜇𝑟𝑎𝑑² opening 




Besides the loss of the flux of the photons due to the thermal expansion, the 
temperature gradient along the footprint causes deformations that are responsible for 
changing other characteristics of the beam. Figure 57 shows the deformation on the 
first diffraction surface of the upstream channel-cut crystal due to the incidence of a 7 
W white beam on a 1.6 x 2.7 mm² footprint (20 urad²) for a monochromator positioned 
to a 2.05 keV beam (highest density of power) and 15 keV for several bulk 
temperatures. The thermal bump is much higher when operating at room temperature 
and becomes negative for the two coldest cases analyzed. The minimum slope error 
among the cases investigated occurs for 125K, in which silicon present the minimum 
instantaneous thermal expansion.  
 
 
Figure 57 – Deformation in the perpendicular direction on first diffraction surface due to 7W X-ray 
beam incidence for 2.05 close to the footprints (gray) for several temperatures of the bulk. The curves 
were rotated in order to highlight the thermal bumps. 
 
The total deformation also includes a rotation of the part, Figure 58, however 
they were removed in Figure 57 to highlight the amplitude of the thermal bumps. This 





Figure 58 - Deformation in the perpendicular direction on first diffraction surface due to 7W X-ray 
beam incidence 15 keV and bulk at 150 K.  
 
The error profiles were used for ray-tracing simulations by the software 
Shadow (SANCHEZ DEL RIO, CANESTRARI, et al., 2011) by the LNLS optics group. 
Figure 59 exhibits the horizontal ray tracing of the CARNAÚBA X-ray beam close to 
the theoretical focal point (z = 0). The yellow zones indicate high density of rays 
passing through the respective voxels. Deformations on crystal surface makes the 
focus move along the beam direction (z) more intensely for bulk temperature at 150K 
than 125K, indicating the higher the slope error, the higher the focus size and the 





Figure 59 – Horizontal ray tracing for ideal crystal (a) and including the effects of crystal deformation 
for crystals at 125 K (b) and 150 K (c). The arrows indicate the new focal positions. Simulation for 2.05 
keV. 
 
Table 5 shows similar results including the 15 keV case looking from a 
perpendicular plane passing through z = 0. By measuring the full width at half 
maximum (FWHM) it is possible to verify the 15 keV beam size is 38 % higher in the 
horizontal than the ideal for a crystal at 150 K, which means that a temperature error 




Table 5 – Influence of bulk temperatures on beam size at z = 0 for 2.05 and 15 keV. Δx indicates the 
distance between the centroid and the center. 
 
 
The variation in the focal point can be adjusted by the beamline mirrors, 
however, it results in a horizontal movement of the centroid (Δx). Finally, there is a 
caveat concerning these ray tracing simulations: they are a worst-case analysis, since 
they use the deformation on the surfaces as input whereas the diffraction phenomenon 
also occurs on next crystalline plans, whereas the deformation is smaller.  
 
 
4.2. Simplified Model 
 
After scheming all conductances, Figure 60, and listing the boundaries 
conditions, the conductance matrix [𝐺] was written, inverted, and the steady state 
temperatures were calculated, Figure 61. 
The steady state results were employed to design the geometries of the 
copper parts, maximizing their conductivities (and, consequently, their mass) since the 
values for braids cryostat were immutable because those were commercial items 
already acquired with long delivery time. The temperature in the goniometers kept 
close to the room, but the crystals were above 125K.  
93 
 
MATLAB steady state solution, Figure 62 pointed evidently to the same temperature 




Figure 60 - Assembly of conductances in Excel. Each block, as the one zoomed, represents the calculation of the equivalent thermal conductance between a 










Figure 62 – Steady State Solution in MATLAB pointed to same result using a cleaner workspace. 
 
An initial transient investigation was done in MATLAB, Figure 63. It is not 
expected the curves to show the real behavior because the radiation heat transfer was 
added as input whereas they only happen as the bodies cool down. The same applies 
to the incidence of heat load by the synchrotron beam.  
 
 
Figure 63 - Transient Solution in MATLAB for the thermal model with constant conductances 
 
The figure indicates that after 10 hours most of temperatures are already 
stabilized, but the crystal frames temperatures decay slowly due to the several 








4.3. Nonlinear model 
 
Figure 64 shows the main screen of the nonlinear model on SIMSCAPE. 
Each numbered block represents a node from Figure 52; the light blue rectangle in the 
right includes blocks used to plot or save temperature or heat load results. 
 
 
Figure 64 - 4CM Thermal model at SIMSCAPE.  Each block corresponds to a node from Figure 52: 
cryostat tip (1), copper parts that holds the braids (2 and 8), copper links between braids and crystals 
(3 and 9), crystals (4 and 10), crystal frames (5 and 11), rotary stages (6 and 12), rotary stage frames 
(7 and 13), thermal shielding (14), parallel beams that supports shielding and braids (15) and vacuum 
chamber (16). Links among the blocks (red lines) and links with information about temperature of each 
node (purple lines) used as input in the calculation of RHT for instance. 
 
The model considered all parts are cooled from room temperature and a 
heat load simulating the synchrotron beam is applied at t = 20,000 s (5h33min20s). 
Such model was compared to the linear one build in two steps, in which temperature 
values at t = 20,000 s were used as initial condition for a second step calculation, in 





Figure 65 - Temperatures according to the SIMSCAPE (dashed) and Linear/MATLAB (continuous) 
models. At time equals 20,000s (5h33min20s) the heat load from beam is applied. For the simplified 
model, RHT is also applied at such time as a heat load input. 
 
It is possible to see the steady state values tend not to be very different 
between both models. It occurred for this specific equipment, however, for another 
system, the conductivities of the theoretical steady state status could never be reached 
due to the occurrence of local minimums. The curves from nonlinear model are close 
to the linear model curves in the beginning of the cool down, because the heat 
transferred by radiation has low influence while the temperature gradients are small. 
Both models consumed equivalent development times even though the 
second one involves familiarization with an additional programming language. RHT 
needed to be previously simulated in the simplified model, whereas the nonlinear 
model required the simulation of view factors. Both pointed to close values for the 4CM 
prototype case particularly and the small deviation relation to the desired temperature 
for crystals and rotary stages can be controlled using heaters and sensors. 
 
 
4.4. Influence of thermal shielding 
 
The models indicated that the final temperatures for both crystals (~135K) 
were not achieving the designed condition (125K), which motivated an investigation 
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about the feasibility of using the thermal shielding and about the need to perform 
improvements in the mechanical design. 
As shown in Figure 66, the use of the shielding causes temperatures to 
increase. This result happens because the view factor between shielding and chamber 
is large. Although the radiative heat load absorbed by the core elements decrease 
when the shielding is used, the total heat load absorbed by the cold finger (from 
shielding) becomes more than double for this 4CM configuration, in which core and 
shielding share the same cooling source. Ergo, as the cold finger becomes less cold, 
all bodies are also heated. 
Table 6 shows the results for t = 15 h after starting cooling. As previously 
indicated by the FEA, the difference between the total heat load absorbed by the 
cryostat tip (node 1) for shielded and non-shielded options achieves more than 50% 
whereas the heat from crystal to copper braids changes only a few hundredths of watts. 
Even though the shielding layer also acts as a cryogenic pump, this result indicates 
that it is only advantageous if it is cooled by an independent source. 
 
 





Table 6 – Temperatures distribution and heat exchange between parts fifteen hours after the start of 




4.5. Experimental Validation 
 
Figure 67 shows the entire setup in the LNLS metrology building. There is 
frost on the outside of the cryostat and Dewar, because the dewar was being manually 
controlled by the evaporation valve. 
 
 
Figure 67 – 4CM assembled inside a vacuum chamber on a granite bench. CRio controller in the 

















0 Liquid N2 77.00 77.00 0% 1→2 -13.23 -30.19 56%
1 Cryostat Tip 81.01 86.15 6% 2→3 -8.73 -8.62 -1%
2 Braid Holder C12 89.42 98.89 10% 3→4 -8.64 -8.51 -2%
3 Link C12 109.79 123.22 11% 4→5 -1.53 -1.39 -10%
4 Crystal 12 118.33 131.77 10% 5→6 -0.69 -0.77 11%
5 Crystal Frame C12 255.46 250.02 2% 6→7 0.27 0.40 33%
6 Goniometer C12 295.42 295.07 0% 7→16 0.26 0.40 34%
7 GonioFrame C12 295.29 294.88 0% 2→8 -3.53 -3.22 -10%
8 Braid Holder C34 109.42 120.29 9% 8→9 -2.30 -2.15 -7%
9 Link C34 115.31 126.76 9% 9→10 -2.16 -2.03 -6%
10 Crystal 34 117.46 128.82 9% 10→11 -1.55 -1.42 -9%
11 Crystal Frame C34 255.17 249.43 2% 11→12 -0.67 -0.76 12%
12 Goniometer C34 295.48 294.89 0% 12→13 0.32 0.27 -18%
13 GonioFrame C34 295.33 294.77 0% 13→16 0.32 0.27 -18%
14 Shielding - 206.21 - 2→15 -0.52 -0.49 -7%
15 Square Beams 268.76 262.88 2% 8→15 -0.74 -0.68 -8%
16 Vacuum Chamber 295.06 294.54 0% 14→15 0.00 -0.33 100%
17 Environment 295.15 295.15 0% 2→14 0.00 -17.33 100%




The pressure was kept in 1.5 bar according to the value established during 
the test of the cryostat to ensure there is exchange with liquid. The aluminum shielding 
was not installed. 
The system was cooled down during 5h33min, when the heater placed on 
the first crystal was tested with a power of 3.8 W, since that is the maximum power 
achieved with such heater from a 12 V supply. It is expected to repeat the test in the 
future with heaters able to simulate the 7 W from the synchrotron beam. 
Since the temperature in the second pair of crystals was not stable yet, the 
system was left under refrigeration (with the heater off) during the night and the 3.8 W 
event was repeated the next day.  
The continuous curves in Figure 68 indicate the results for the real system 
whereas the dashed curves represent the model. The cooling was turned off after the 
temperature of both crystals stabilized and they increased slowly from that moment. 
These last hours were not included into the simulation. 
 
 
Figure 68 - Experimental measurements of temperature distribution for 4CM without shielding 
(continuous curves) and SIMSCAPE model (dashed). 
 
The light blue curves represent the cryostat tip. The real cryostat took more 
time to cool. One reason is that only the cryostat tip mass was introduced in the model 
whereas the real equipment is more complex, with several layers of stainless-steel 
pipes connected to the tip. The sensor placed on the top end of the copper braid of the 
first crystal (12) also indicated a cooling faster than the model, but those curves 
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converged to very close values, as presented on Table 7, for fifteen hours after start 
cooling.  
The purple and dark blue curves also demonstrated the proposed model is 
suitable for representing the actual mechanism. However, the green curves point to a 
considerable offset for the parts of the second crystal. 
 
Table 7 – Temperature at measured parts 15h after start cooling. No external heat load applied on 
crystal 
Part 
T (15h) [K] Dif. 
Real Simulated (R-S)/R 
CryostatTip 80.3 78.9 2% 
Top End Braid 12 81.7 82.1 -1% 
Crystal12 94.4 87.6 7% 
Top End Braid34 123.3 103.1 16% 
Crystal34 136.6 111.0 19% 
CFrame34 260.6 257.7 1% 
TableTop 34 295.9 296.5 0% 
TableTop 12 297.1 295.4 1% 
 
This result motivated an investigation into the reason of this difference. A 
hypothesis quickly comes to mind when viewing the coloring of the link34, between the 
copper braid and the second crystal, Figure 69. The nickel coating was partially 
missed. Ergo, the emissivity of such part should be higher than initially estimated. 
 
 
Figure 69 – Darkening in one of the parts, possibly raising the emissivity. 
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When the simulation is redone considering a different emissivity, Figure 70, 
the green curves converge to very close values. 
 
 
Figure 70 - Updated thermal model, considering 𝑒 = 0.3 for CuLink34 and CuHolder34. 
 
It is also important to note the second crystal is not significantly affected by 
temperature variations in the first crystal. 
During the last hours of measurement, the temperature controller 
programmed in LabVIEW was activated. Three equidistant heaters placed on the top 
of each goniometer turned on or off according to the temperature indicated by the 
sensors. The result is exhibited on Figure 71. Even better results may be obtained by 
further closing the upper and lower limits or by applying proportional control. 
 
 




An active control could also be used in the case of the cold finger temperature 
experiences wide fluctuations during the filling of the liquid nitrogen vessel. However, 
as illustrated in Figure 72, the temperature fluctuation for 15.8 W (close to the 4CM 
total heat load) on cryostat tip was not significantly different during the filling comparing 
to the fluctuations after it. Variations at the cold finger were below 0.1 K. The pressure 
rises in the beginning of the filling process due to the high pressure in the feeding 
vessel and the evaporation along with the transfer line.  
 
 
Figure 72 – Temperature (blue) on cryostat tip, pressure  (green) and level (yellow) of the liquid 
nitrogen vessel during (red region) and after a filling process.. 
 
 
4.6. New Proposals 
 
The 4CM prototype for CARNAÚBA beamline is only the first four-bounces 
crystal monochromator that will be installed in Sirius during the next years. The results 
above indicate some ways to improve the prototype and next 4CMs designs. 
The cryostat was initially a shelf item. However, a study was performed to 
improve their cooling capacity, presented to the supplier who agreed to produce. 
Basically, the larger the contact area, the greater the heat exchange, however, the 
greater the restriction between such area and the convection region, the lower the heat 
exchange. Some profiles were simulated by FEA and compared, Figure 73, resulting 





Figure 73 – Simulated thermal resistances for several cold finger profiles 
 
The second 4CM to be produced is for CATERETÊ beamline (4CMCAT). 
The heat load from CATERETÊ beam is 17 W, which means the conductances need 
to be improved. For this reason, new thermal straps were designed, with more braids 
and ends that encompass the parts previously named copper holder and copper link, 
Figure 74. This new solution presents less contact interfaces and an improved 




Figure 74 - Thermal strap solution used in the prototype (left) and 4CMCAT thermal strap solution 
 
The temperatures of the 4CMCAT crystal frames will also be controlled to 
ensure that crystals and crystal frames will have the same shrinkage. Consequently, 
the crystal deformation is minimized, and the hinges only move during the transient 
regime. Such crystal frames will be produced from titanium instead of invar, because 
titanium frame and hinges presented a better relation of stiffness, yield strength and 
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operating temperature for the distance among clamping points and because of the 
commercial availability in Brazil.  
The zirconia spacers were also eliminated in the new project, as they were 
not able to ensure the repeatability of the assembly due to the round geometry and 
some observed deformations. This way, once the crystal frame was unassembled, it 
would be too difficult to reassembly in the same position after miscut correction. The 
geometry of the flexures was changed to compensate the thermal conductance.  
Figure 75 shows the thermal model for 4CMCAT simulated on SIMSCAPE. 
The crystals are represented by bodies 4 and 10.  
 
 
Figure 75 – Thermal Modeling for 4CMCAT and transient results according to simulation. The 
temperatures of both crystals (thicker curves) converges to 116 K in the steady state after the 18 W 








A four-bounces crystal monochromator prototype for CARNAÚBA beamline 
of Sirius, the new Brazilian synchrotron light source, was designed and assembled in 
a metrology site. The evaluation of a methodology for describing the distribution of 
temperatures along its parts is considered an important step to validate the instrument 
works with excellence, since the crystal temperatures are linked to the diffraction 
behavior.  
Some 4CM designs were listed in the literature review, with different levels 
of mechanical complexity, cooling sources and boundaries conditions according to the 
requirements of each beamline. 
Chapter 2 was also important to clarify the equations involved in the heat 
exchange mechanisms among the equipment parts and rewrite them to calculate the 
distribution of temperatures and thermal loads between the parts in analogy to an 
electrical circuit.  
Furthermore, the analysis of the materials was useful for substitutions in 
future projects and decision on surface treatment application. In addition, the literature 
review was also basis for mechanical design considerations for cryogenic applications, 
as the improvement of the crystal frame for 4CMCAT and the recommendation for the 
use of larger contact areas where possible, in order to reduce the influence of the 
contact resistance to the final equivalent resistance between two nodes. 
Initially, the thermal behavior of the 4CM was described by a linear model, 
which considered mechanical parameters as constant and the heat exchange by 
radiation as heat load inputs. In a second step, a more detailed model was written in 
SIMSCAPE. Both models converged to close steady state results. However, the last 
model is better since the parameters vary with the temperature and it is a more 
accurate attempt to represent the real system, in which convergence to local minimums 
may occur. A still more precise result could be achieved by applying the Gebhart 
method or the net radiation method mentioned on chapter 2.2.3.3. 
The modeling was also useful to clarify that the thermal shielding is not 
suitable for this equipment since only one cooling source is used.  
An experimental measurement was performed in the 4CM prototype and 
compared with the models. The curves were very similar except those of two parts. 
108 
 
After identifying evidences of loss of nickel coating, the emissivity was changed, and 
the model achieved the real mechanism.  
Besides such darkening, the temperature of the crystals was not kept 
passively at 125K because some effects (such as heat exchange by radiation) were 
considered after the design of the prototype was ready. Therefore, some parts should 
be replaced. 
It was also checked the temperature can be easily controlled by heaters to 
correct deviations between the model and the real system.  
Two improvements are suggested to increase the accuracy of the model: 
experimental measurements of emissivity and contact resistances and the 
development of a more detailed simulation, splitting the parts into several with Biot 
numbers less than 0.1. In addition, a frequency analysis of the results may clarify how 
one part responds to temperature variation in others.  
Finally, modifications in the 4CM design were proposed in chapter 4.6 in 
order to improve the thermal behavior of next generations of monochromators or any 
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APPENDIX A – Alignment 
 
Besides the errors due to crystal manufacturing and crystal deformation, 
three misalignments need to be corrected: parallelism between goniometers axes, 
positioning of the system at the beamline and parallelism between each goniometer 
axis and Bragg surfaces. Figure 76 shows the setup used to measure the first one and 
details of the granite bench, with a series of DoF to deal with the second. A dial 
indicator is used to measure the parallelism between the top parts of the goniometers, 
perpendicular to the rotary axis by construction. The bench DoF are vertical rotation 
(Ry), horizontal translation (Tx), pitch (Rx), roll (Rz) and vertical translation (Ty), all 
driven by step motors. The bench is made of granite due to its good young modulus 
over density rate and its low coefficient of thermal expansion (GERALDES, SIKORSKI, 
et al., 2018). 
 
 
Figure 76 – Setup for aligning the goniometer axes within 100𝜇𝑟𝑎𝑑 on the flange on the Granite 
Bench.  The detail shows the strep motors used to drive the bench in order to align the 4CM relative to 
the synchrotron beam when installed at the beamline. 
 
The alignment between the diffraction planes and goniometer axes, also 
known as miscut correction, was performed in the LNLS-XAFS1 beamline, Figure 77. 
A monochromatic beam hits the top plane (220) of the silicon crystal, the shape and 
intensity of diffracted beam is read by a detector and the energy of the upstream beam 
is changed to maximize the intensity of the diffracted beam. After rotating the 
goniometer 180°, if this top plane is not perpendicular to the goniometer axis, only a 
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beam with a different energy will be diffracted. This new energy is found by maximizing 
again the intensity of the diffracted beam. Finally, this energy variation indicates the 
misalignment, which may be corrected by machining the shims between crystal and 
crystal frame.  
 
 
Figure 77 - Miscut measurement at XAFS1 beamline at LNLS. If the 220 plane on the top of the crystal 
is perpendicular to the rotation axis, then, the Bragg planes 111 of the 4CM (perpendicular to 220) will 
be parallel to such axis. The images show the measurement for first and second crystal designs 
respectively. 
 
The procedures above were developed before the assembly of the 
equipment for the experimental validation of the thermal model. After it, with all parts 
in final position, measurements of the parts are performed by a measuring arm to 
reference the coordinates of the internal parts relation to laser tracker spheres on the 
granite bench, which are used during the alignment of the equipment in the beamline 






APPENDIX B – Numerical methods for solving the ODE 
 
A solution for a problem like Eq. 2.38 starts by calculating the homogeneous 
solution, i.e., the solution for the generic problem B.1, in which 𝑦 is the unknown 
variable. It can be made by several techniques. The elimination technique is very 
laborious when dealing with several variables whereas solutions by eigenvalues 𝜆𝑖 and 






} = [𝐴]{𝑦} (B.1) 
 
It is possible to demonstrate that a homogeneous solution is given by the 
expression B.2, in which 𝑟𝑖 are constants calculated after substituting initial conditions 
in this expression. Such solution indicates the temperature of the bodies changes 








It is also possible to take out a frequency response from this differential 
equation by solving the system by means of Laplace transform. Such response is 
useful in the analysis of the sensitivity of the temperature of a node due to fluctuations 
in the temperature of another node. 
Starting from the approximation B.3, it is possible to demonstrate some 








𝒚(𝑡 + Δt) − 𝐲(t)
Δ𝑡
, 𝒚 ≡ {𝑦} (B.3) 
 
 Considering Δ𝑡 as a fixed time step between time 𝑘 and time 𝑘 + 1, Eq. B.4 
shows a numerical solution called Forward Euler to calculate 𝒚𝑘+1 from the initial 
condition 𝒚0, whereas B.5 shows the Backward Euler method, more accurate than the 







= f(𝒚𝑘) = [A]𝐲𝑘 
𝐲k+1 = 𝐲𝑘 + Δt[A]𝐲𝑘 
 





= f(𝒚𝑘+1) = [A]𝐲𝑘+1 
𝐲k+1 = 𝐲𝑘 + Δt[A]𝐲𝑘+1 
 
 𝐲k+1 = (𝐼 − Δt[A])
−1𝐲𝑘 (B.5) 
 
When radiative heat transfer effects are considered, Eq. 2.38 becomes Eq. 
B.6, in which 𝑔𝑟𝑎𝑑𝑖𝑗 is the thermal conductance by radiation between bodies 𝑖 and 𝑗, 
given by Eq. 2.24. Since 𝑅𝑟𝑎𝑑 is temperature dependent, the matrix [𝐺] + [𝐺𝑅𝑎𝑑]  
becomes temperature variable due to fourth order terms (𝑇𝑖
4) and a homogeneous 
solution similar to B.2 is not valid. 
In fact, regardless of changes in radiation being considered, [𝐴] is already 
variable since the conductivity 𝑘 also depends on the temperature as seen on topic 
2.2.5. In a numerical solution, all those temperature dependent variables (𝑅𝑟𝑎𝑑, 𝑘, 𝜖) 
can be calculated for each time step or interpolated from a lookup table. Therefore, a 
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APPENDIX C – MATLAB Script – Simplified Solution 
 
The MATLAB scripts of the simplified solutions are present on next topics. 
The main file was built in Live Code File Format (.mlx extension) since it presents a 
better appearance than script and functions (.m extension). Thus, the separation 
between comments and command lines is clean.  
In the script below, the user is asked to input lists such as, conductances 
(see again Figure 60) and view factors between pairs of nodes, and properties of each 
node like names, areas and capacitances.  
 
C.1. Main Script 
 
The box below shows the main script of the simplified model. By running it once, 
the user can achieve results such as the one in Figure 63. By running it twice, results 
like Figure 65 (continuous curves) can be produced with the proviso that the RHT is 
introduced either as an external source or by taking into account the initial T values for 
𝑅𝑟𝑎𝑑 (and, consequently, [𝐺𝑟𝑎𝑑]) calculation. 
 
TM v. 1.1  
Hello, welcome to the thermal model version 1.1 
Author: Marlon Saveri Silva 
This version calculates transient response, but it assumes two simplifications for radiative heat 
transfer (RHT): the equations are for pair of bodies forming an enclosure (1) and the radiative 
conductances are assumed constant, calculated from initial temperature (2). Please, run it 
once without the radiative heat transfer effects (ignoring the rows indicated) to estimate a 
steady state temperature and then use such value as initial temperature to estimate the RHT 
during next run. For a better solution, please check the SIMSCAPE solver or wait for version 
2.0. 
Initially, let's clean the house... 
clear; close 'all'; clc; 
Good. Now, please inform how many nodes you system has: 
NumNodes=16; 
Great, now we can create the matrices we need. 
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    NodeNames{i,1}=i;  
end 





    for j=i+1:NumNodes 
        gList{n,1}=strcat('g', num2str(i),':',num2str(j)); 
        gList{n,2}=0; 
        n=n+1; 
    end 
end 
clear i j n 
3. List of convection between nodes and external fluids. Please fill gConvList with the 




    gConvList{i,1}=strcat('gConv',num2str(i)); 
    gConvList{i,2}=0; 
    gConvList{i,3}=strcat('T∞'); 
    gConvList{i,4}=0; 
end 
4. List of initial temperatures. Please fill "T0List" on the workspace. 
T0List=cell(NumNodes,2); 
for i=1:NumNodes 
    T0List{i,1}=strcat('T0 _ ',num2str(i)); 
    T0List{i,2}=295.15; 
end 
clear i 





    for j=i+1:NumNodes 
        VFList{n,1}=strcat('VF', num2str(i),':',num2str(j)); 
        VFList{n,2}=0; 
        VFIndex(n,1)=i; 
        VFIndex(n,2)=j; 
        n=n+1; 




clear i j n 
6. List of surface areas for radiative heat transfer. Please fill "AList" on the workspace. 
AList=cell(NumNodes,2); 
for i=1:NumNodes 
    AList{i,1}=strcat('A',num2str(i)); 
    AList{i,2}=1; 
end 
clear i 
7. List of emissivities. Please fill "EList" on the workspace. 
EList=cell(NumNodes,2); 
for i=1:NumNodes 
    EList{i,1}=strcat('Emissivity _ ',num2str(i)); 
    EList{i,2}=1; 
end 
clear i 
8. List of external heat loads. Please fill "QList" on the workspace (in the v 1.0, the RHT were 
considered as heat lod inputs in this vector). 
QList=cell(NumNodes,2); 
for i=1:NumNodes 
    QList{i,1}=strcat('Q',num2str(i)); 
    QList{i,2}=0; 
end 
9. List of thermal capacities. Please fill "CList" on the workspace. 
CList=cell(NumNodes,2); 
for i=1:NumNodes 
    CList{i,1}=strcat('C',num2str(i)); 




Obs.: If you filled the arrays previously and saved it in a .mat file, please ignore the previous 
lines and call the file now. 
%load Parameters_SimplifiedModel_Step01.mat 
%load Parameters_SimplifiedModel_Step02.mat 
Thanks. Now the vectors Q+v and the matrices [G] and [Grad] will be calculated 
QplusV=AssyQplusV(QList,NumNodes,gConvList); 
G=AssyG(NumNodes,gConvList,gList); 
Grad=AssyGrad0(NumNodes, AList, VFIndex,VFList,EList,T0List); %ignore this 
row during 1st step 
Steady State Result 
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10. For SteadyState Result, please add the radiative heat exchange (simulated by FEA) as 
inputs in "QList" on the workspace. 
SSTemp=CalcTemperature(G,QplusV,NodeNames); 
Transient Result 
11. Introduce the simulation time please. 
tf=20000; %[s] 
Ok, now the transient response is calculated... 
GplusGrad=G+Grad; %ignore this row during 1st step and run GplusGrad=G; 




       TNew = symfun(sym(sprintf('T%d(t)', i)), t); %declare each element to 
a symbolic "handle" 
       warning('off','all') 
       T = [T;TNew]; %paste the symbolic "handle" into an array 
end 
odes=diff(T) == A*T + B; %System of differential equations 
[VectV,Subs] = odeToVectorField(odes); %VectV saves equations from symbolic 
to vector equações de simbólicas para vetoriais; Subs shows which each Y 
means 
Sys = matlabFunction(VectV,'Vars',{'t','Y'}); 
[T,Y] = ode45(Sys, [0 tf], T0); 
TransientPlot(T,Y,Subs, NodeNames); 
Finally, let's join the results of both simulations (steps 1 and 2) in single matrices and plot 
them.  
%Run these rows only during the first simulation (step 1) 
Y1=Y; T1=T;NewT0_values=Y1(length(Y1),:); NewT0_names = 
regexp(sprintf('%s\n',Subs), '\n', 'split');  
clearvars -except Y1 T1 NewT0_values NewT0_names; save Y1_and_T1; 
%Run these rows after the second simulation: 
load Y1_and_T1; Y1And2=[Y1;Y];T1And2=[T1;T+T1(end)]; 




C.2. Auxiliary functions 
 
The functions below are called by the main script. Functions “AssyC”, 
“AssyG”, “AssyQplusV” and “AssyGrad0” are used to generate the matrices from the 
lists written by the user. Function “CalcTemperature” is responsible for calculate the 
steady state response whereas “TransientPlot” is used to plot the transient results.  
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function [A, B, T0]=AssyC(CList,NumNodes,GplusGrad,QplusV,T0List) 
    %Capacitance Matrix 
    C=zeros(NumNodes,NumNodes); 
    for i=1:length(CList) 
        C(i,i)=CList{i,2}(1); 
    end 
     
    %Matrix [A] and vector {B} 
    A=inv(C)*GplusGrad; 
    B=inv(C)*QplusV; 
     
    %T0 values 
    T0=zeros(NumNodes,1); 
    for i=1:NumNodes 
        T0(i)=T0List{i,2}(1); 




function [QplusV]=AssyQplusV(QList,NumNodes,gConvList)     
% Build the vector {Q}+[Gconv]{TConv} 
%Vector {Qin} 
    Qin=zeros(length(QList),1); 
    for i=1:length(QList) 
        Qin(i)=QList{i,2}(1); 
    end 
%Vector {Tconv} 
    Tconv=zeros(NumNodes,1); 
    for i=1:length(gConvList) 
        Tconv(i)=gConvList{i,4}(1); 
    end    
%Matrix [Gconv] 
    Gconv=zeros(NumNodes,NumNodes); 
    gConvValues=zeros(length(gConvList),1); 
    for i=1:length(gConvList) 
        gConvValues(i)=gConvList{i,2}(1); 
    end 
    for n=1:NumNodes 
        Gconv(n,n)=gConvValues(n);  
    end 
%Vector {Q}+{v} 
    v=Gconv*Tconv; 





    n=1; 
    gIndex=zeros(length(gList),2); 
    for i=1:NumNodes 
        for j=i+1:NumNodes 
            gIndex(n,1)=i; 
            gIndex(n,2)=j; 
            n=n+1; 
        end 
    end 
%[Glinks] - Terms due to conductance among nodes are added to the matrix 
    Glinks=zeros(NumNodes,NumNodes); 
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    gValues=zeros(length(gList),1); 
     
    for i=1:length(gList) %It gets the list of conductances from "gList" 
        gValues(i)=gList{i,2}(1); 
    end 
     
    for n=1:length(gIndex)  %It adds the elements out of the main 
diagonal to the matrix 
        Glinks(gIndex(n,1),gIndex(n,2))=gValues(n); 
        Glinks(gIndex(n,2),gIndex(n,1))=gValues(n); 
    end 
     
    for n=1:NumNodes %It adds the elements of the main diagnoal 
        Glinks(n,n)=-sum(Glinks(n,:)); 
    end 
  
%[Gconv] - Terms due to convection to external fluids are added to the 
matrix 
    Gconv=zeros(NumNodes,NumNodes); 
    gConvValues=zeros(length(gConvList),1); 
     
    for i=1:length(gConvList) 
        gConvValues(i)=gConvList{i,2}(1); 
    end 
     
    for n=1:NumNodes %Each term in main diagonal receives "gi,conv" 
        Gconv(n,n)=gConvValues(n);  
    end 
     
    %[G] 
    G=Glinks-Gconv;   
end 
  
function [Grad0]=AssyGrad0(NumNodes,AList,VFIndex,VFList, EList,T0List) 
  
% Stefan-Boltzman Coefficient 
sigma=5.6704e-8; %[Wm^-2K^-4] 
  
% It selects ViewFactors from VFList and adds to VF(i,j) matrix. 
 ... for ViewFactors between solids i and j 
      
for i=1:length(VFList) 





    i=VFIndex(count,1); 
    j=VFIndex(count,2); 
    VF(i,j)=VFValues(count); 
    VF(j,i)=VF(i,j); 
end 
  
% It selects the emissivities from EList and adds to the array "epsilon" 
epsilon=zeros(NumNodes,1); 
for i=1:NumNodes 





% It takes the areas of the surfaces and adds to the array "A" 
A=zeros(NumNodes,1); 
for i=1:NumNodes 
    A(i)=AList{i,2}(1); 
end 
  




    T(i)=T0List{i,2}(1); 
end 
  
for i=1:NumNodes %Elements out of main diagonal 
    for j=1:NumNodes 
        if i == j 
            Grad0(i,j)=0; 
        else            
            d1=(1-epsilon(i))/(A(i)*epsilon(i)); 
            d2=1/(A(i)*VF(i,j)); 
            d3=(1-epsilon(j))/(A(j)*epsilon(j)); 
            Grad0(i,j)=sigma*(T(i)^2+T(j)^2)*(T(i)+T(j))/(d1+d2+d3); 
        end 




for i=1:NumNodes % Adds the values on main diagonal 







APPENDIX D – MATLAB Script – Parameters of NonLinear 
Model 
This appendix intends to help a user to build its own thermal model on 
SIMSCAPE by using an example for a 4CM with aluminum shielding. The Topic D.1. 
shows a file with the parameters used inside the *.slx file, built according to Figure 64.  
Materials properties are import in the beginning of the script in order to load 
the data from charts presented on 2.2.5. 
Topic D.2. shows the scripts of the custom blocks, which were created from 
MathWorks default blocks. After edit the script, the command ssc_build is needed to 
build the new block.  







clear; close 'all'; clc; 
 
%% Materials Properties and Physical Constants 
load Materials              % Conductivity and Specific Heat 
load MatEmissivity          % Emissivity 
StefanBoltzmann=5.6704e-8;  % Stefan-Boltzman Constant 
  
CRes=0.303; % [K/W]; % Cryostat Thermal Resistance 
 
%% Masses [kg] 
Mass_CryostatTip=0.1; Mass_CHolder12=1.271;  
Mass_CHolder34=1.149; Mass_CuLink12=0.408;  
Mass_CuLink34=0.408; Mass_Crystal12=0.25; 
Mass_Crystal34=0.25; Mass_CFrame12=2.4;  
Mass_CFrame34=2.4; Mass_Gonio12=17.8;  
Mass_Gonio34=17.8; Mass_GFrame12=0.8;  
Mass_GFrame34=0.8; Mass_Chamber=254;  
Mass_SquareBeams=1.16; Mass_Shielding=0.753; 
  
%% Areas [m²] 
A_CryostatTip=0.02; A_CHolder12=0.0354;  
A_CHolder34=0.0253; A_CuLink12=0.0093; 
A_CuLink34=0.0093; A_Crystal12=0.0145;  
A_Crystal34=0.0145; A_CFrame12=0.0531; 
A_CFrame34=0.0531; A_Gonio12=0.0767; 











%% Contact Resistances 
g_Indum=5000;     %[W/m²K] - Assumed for contacts using Indium 




























































% Shim between Crystal and Crystal Frame 






% Screw between Crystal Frame and TableTop 
R_Cond_PADScrew=60.898;  
  






%% Geometric Factors for thermal conductance by contact  
  
% g23A: CuHolder 12 Conductance to braid 
Sim_CuHolder=25/(82.04643-80); %at 82K, whose k = ~551 W/m²K 
GF_CuHolder12_Braid=Sim_CuHolder/551; 
  
% Copper Straps 
GF_Straps=0.53/550.982630548383; 
  
% Copper Link 
Sim_CuLink=1.99; % at ~130K 
GF_CuLink=Sim_CuLink/423.8; 
  
% Crystal-CrystalFrame Flexures 
b_Crystal_CFrame=15e-3;  %[m] 
t_Crystal_CFrame=0.3e-3;  %[m] 
l_Crystal_CFrame=20e-3;  %[m] 
GF_CrysHinge=2*b_Crystal_CFrame*t_Crystal_CFrame/l_Crystal_CFrame; 
%multiplied by 2 because there is 2 leaf springs by hinge 
  
% Crystal-CrystalFrame Flexures 
b_CFrame_TTop=15e-3;  %[m]  
t_CFrame_TTop=0.5e-3;  %[m] 
l_CFrame_TTop=20e-3;  %[m]  
GF_TTopHinge=2*b_CFrame_TTop*t_CFrame_TTop/l_CFrame_TTop; %multiplied by 
2 because there are 2 leaf springs by hinge 
  
% Conduction along Crystal Frame (between hinges) 
Sim_CFrame=0.5; %at ~155K 
GF_CFrame=Sim_CFrame/10.3;  
  
% GonioFrame body to GoF 
GF_Gonio12_GoF=0.1;         %Assumed as a high resistance since it is a 




% g2_8: From Holder 12 to Holder 34 
GF_CondHolder12=6/551;  %W/K from simulation, divided by k=551 @ 80K. 
  
% g2_8B: Foils 
b_foil=20e-3;    %[m] 
t_foil=2e-3;    %[m] 
l_foil=0.186;    %[m] 
GF_Foils=b_foil*t_foil/l_foil; 
  
% g2_15: conduction inside CuHolder12 to leafSprings 
Sim_CuHolder12toLS=7.34; % at ~80K 
GF_CuHolder12toLS=(Sim_CuHolder12toLS/551); 
  




















% g14-15: LeafSprings between Shielding and Square Beams 
Sim_SLS=0.002; %[W/K] at 222.5 K 
GF_SLS=Sim_SLS/13.2; 
  






Sim_CondHolder34=7.34; % @295 K #### 
GF_CondHolder34=Sim_CondHolder34/399.9; 
  
%% ViewFactors  
%S: Shielding; C: Chamber 
% case = 'VF from Fluent sem shielding'; 
    VF_CHolder12_S=0.1;     VF_CHolder12_C=0.79;  
    VF_CHolder34_S=0.1;     VF_CHolder34_C=0.79;  
    VF_CuLink12_S=0.27;     VF_CuLink12_C=0.27;  
    VF_CuLink34_S=0.27;     VF_CuLink34_C=0.27;  
    VF_Crystal12_S=0.33;     VF_Crystal12_C=0.08;  
    VF_Crystal34_S=0.33;     VF_Crystal34_C=0.08;  
    VF_CFrame12_S=0.39;     VF_CFrame12_C=0.18;  
    VF_CFrame34_S=0.39;     VF_CFrame34_C=0.18;  
    VF_Gonio12_S=0.11;     VF_Gonio12_C=0.65;  
    VF_Gonio34_S=0.11;     VF_Gonio34_C=0.65;  
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    VF_Chamber_S=0.13;     VF_CuLink12_Crys12=0.2; 
    VF_CuLink34_Crys34=0.2;    VF_Crystal12_CFrame12=0.32; 
    VF_Crystal34_CFrame34=0.32;    VF_CFrame12_Gonio12=0.32; 
    VF_CFrame34_Gonio34=0.32;    VF_Braid_C=0.62; 
    VF_Braid_S=0.22; 
  
%% SIMSCAPE Run 
sim('APENDICE_4CM_Shielded', 86400); 
  
%% Get some outputs to postprocess 
 MyHeatLoads=OutputHeat.data; 
 MyTemperatures=OutputTemp.data; 
 MyTimes=OutputTemp.Time;      
 clearvars -except MyTemperatures MyTimes OutputTemp MyHeatLoads 
 save Results_SIMSCAPE_Shielded4CM 
 
 
D.2. Custom blocks on SIMSCAPE 
 
D.2.1. RHT using variable emissivity 
 
 
Figure 78 – Top: Radiative Heat Transfer Block using emissivity as input (green). Bottom: Window for 
input areas and view factors 
 
component radHeatTransfer < foundation.thermal.branch 
% This block models heat transfer in a thermal network by radiation 
between two surfaces. The rate of heat transfer is governed by the 
Stefan-Boltzmann law and is proportional to the difference in the fourth 
power of temperature, radiation coefficient, and surface area. The 
radiation coefficient depends on the geometric configuration and surface 
emissivities of the interacting bodies. 
  
inputs 
    eA = {0.2, '1'}; % eA:left 






    A1         = {1e-4, 'm^2'        }; % Area Body 1 
    A2         = {1e-4, 'm^2'        }; % Area Body 2 
    ViewFactor = {1, '1'         }; % ViewFactor 




    assert(ViewFactor > 0) 
    assert(A1 > 0) 
    assert(A2 > 0) 





D.2.2. Mass and specific heat in different blocks 
 
 
Figure 79 – Only-mass block connected to subsystem used to calculate the specific heat using a 
lookup table block. The specific heat subsystem (detail on right) also present the temperature of the 
node as output 
 
component OnlyMass 
% Thermal Mass Only 
% Edited by Marlon Saveri Silva from default block (Copyright 2005-2016 
The MathWorks, Inc). 
  
nodes 
    M = foundation.thermal.thermal; % M:top 
end 
  
inputs                   








    % Differential variables 
    T = {value = {295.15, 'K'}, priority = priority.high}; % Temperature 










    assert(mass > 0) 
    assert(sp_heat > 0) 
    T == M.T; 
    Q == mass * sp_heat * T.der; 





D.3. Post-processing example 
 
%% SIMSCAPE PostProcess 
clear; close 'all'; clc;    % Initialization 
load Results_SIMSCAPE_Shielded4CM % Load data 
  




















TimeSim=TempoSimul/3600; % from [s] to [h] 
  
%%   Plot  
fig=figure(); 
fig.Color='white'; 
plot(TimeSim, T_CryoTip_Sim,'--','Color',[0, 1, 1]); hold on;  
plot(TimeSim, T_CHolder12_Sim,'--','Color',[0, 0, 1]); hold on;  
plot(TimeSim, T_CHolder34_Sim,'--','Color',[0, 1, 0]); hold on;  
plot(TimeSim, T_Crys12_Sim,'--','Color',[0, 0, 0.5],'LineWidth',2); hold 
on;  
plot(TimeSim, T_Crys34_Sim,'--','Color',[0, 0.5, 0],'LineWidth',2); hold 
on;  
plot(TimeSim, T_CFrame34_Sim,'--','Color',[0.543, 0, 0.543]); hold on;  
plot(TimeSim, T_TT12_Sim,'--','Color',[1, 0.8398, 0.1]); hold on;  
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plot(TimeSim, T_TT34_Sim,'--','Color',[0.5, 0.5, 0]); hold on;  
grid on;  xlabel('time (h)');  ylabel('Temperature (K)'); 
title('Temperatures according to NonLinear model'); 
xlim([0 12]); set(gca,'FontSize',16,'FontName','Arial'); 
legend('Cryostat Tip', 'T. S. Holder - 12', 'ChannelCut - 12', 'T. S. 
Holder - 34', 'ChannelCut - 34', 'Crystal Frame - 34', 'Rotary Stage - 
12', 'Rotary Stage - 34'); 
 
