The BABAR collaboration has an extensive program of studying hadronic cross sections in low-energy e + e − collisions, accessible via initial-state radiation. Our measurements allow significant improvements in the precision of the predicted value of the muon anomalous magnetic moment. These improvements are necessary for illuminating the current 3.6 sigma difference between the predicted and the experimental values. We have published results on a number of processes with two to six hadrons in the final state. We report here the results of recent studies with final states that constitute the main contribution to the hadronic cross section in the energy region between 1 and 3 GeV, as e + e
Introduction
BABAR is a high luminosity (∼ 10 34 cm −2 s −1 ) e + e − experiment at the PEP-II asymmetric storage ring located at SLAC. In processes involving initial state radiation, this enables precise measurement of σ(e + e − → hadrons) as a function of CM energy from threshhold to several GeV. These measurments provide the opportunity for precise determination of hadronic form factors, in particular for π, K, and p, and for studies of light hadron spectroscopy. Here, we emphasize the important role these measurements have as inputs to the standard model (SM) calculation of the hadronic vacuum polarization (HVP) contribution to the muon anomalous magnetic moment, (g − 2) µ .
The magnetic moment of a lepton, , of mass m and charge e may be written in the form µ = − g e 2m S,
where S is the spin angular momentum of the lepton. The "g-factor", g , is predicted to be two according to the Dirac equation, but higher order corrections yield deviations. These deviations are expressed in the magnetic moment anomaly,
Interest in a centers around its sensitivity to possible new physics (NP). As a helicity-flip process, the sensitivity to NP depends on lepton mass as ∼ m 2 . In spite of the very precise measurement of a e , the m 2 factor wins, and the muon anomaly is presently more sensitive in these terms. The τ is still heavier, but is short-lived and precise measurement of a τ is currently impractical.
The currently most precise measurement of the muon anomaly and its comparison with the SM prediction are [1, 2, 3] : a µ (measured) = 116592089 ± 63 × 10 −11 , (3) a µ (SM) = 116591802 ± 49 × 10 −11 .
Thus, the measured value is 3.6σ larger than the SM prediction, and deserves investigation. The standard model prediction has several important components (e.g., [2, 3] and references therein): a µ (SM) = a µ (QED) + a µ (weak) + a µ (had), (5) a µ (QED) = 116584718.10 ± 0.15 × 10 −11 , (6) a µ (weak) = 154 ± 2 × 10 −11 , (7) a µ (had) = 6930 ± 49 × 10 −11 .
The hadronic ("had") component is the largest component after a µ (QED), and is by far the dominant source of uncertainty in the SM prediction. This component in turn has two contributions, from hadronic vacuum polarization (HVP) and hadronic lightby-light scattering. The uncertainties from these two components are of the same order, but the largest uncertainty (±42 × 10 −11 ) is from the hadronic vacuum polarization, a µ (HVP). It is not possible to compute a µ (HVP) perturbatively. Instead, we may measure σ(e + e − → hadrons) as a function of CM energy and use dispersion relations to extract a µ (HVP). a µ (had) The dispersion relation for a µ (had) may be written:
where
and [4] 
The quantity σ 0 is the bare cross section, excluding vacuum polarization effects, but including final state radiation (FSR). The idea behind the approach is seen in Fig. 1 . Because of the ∼ 1/s 2 weighting on R, the emphasis is from the low-energy portion of the hadron spectrum. Hence, the dominant contribution is from π + π − . However, other channels cannot be neglected at the required precision.
The ISR method
To implement this approach, we need to measure σ 0 as a function of s. We may achieve this in a single e + e − experiment by making use of initial state radiation (ISR). The idea is illustrated in Fig. 2 .
Most of the BABAR data is for e + e − collisions at √ s = 10.6 GeV. With ISR, the effective e + e − → γ * energy is
The ISR method CM frame. Events are selected with a high energy ISR photon (E * γ > 3 GeV) at large angle. The ISR photon is opposite the hadrons in the CM. Thus, there is high acceptance for boosted hadrons even from threshhold. Additional ISR and FSR must be accounted for. This technique provides a measurement from threshold to 3-5 GeV in a single dataset, and reduces systematics. BABAR has an extensive program to measure e + e − → hadrons as a function of energy using this ISR method, as shown in Table 1 (channels include a possible additional FSR photon). As an example of the analysis strategy, we consider the recently published K + K − (γ) channel [6] . The K + K − (γ) yield is measured in ISR production. The effective luminosity is obtained from the simultaneously measured µ + µ − (γ) rate. This approach is used for the two-prong π + π − (γ) channel as well. The efficiency is estimated with data-corrected simulations. Equation 12 gives the relation from which the cross sec-tion is determined.
Final state(s) Publication
The "bare" cross section σ 0 includes final state radiation (FSR), but no leptonic or hadronic vacuum polarization effects. These have been removed by using the normalization based on the measured µ + µ − (γ) rate. The systematic uncertainties in efficiency and background estimation must be carefully controlled to avoid exceeding the available statistical precision. The interested reader is referred to the primary publications for details; we only provide a summary here. The MC efficiency is corrected for MC/data differences, using in situ efficiency measurements. The corrections are in four categories, with associated sdependent systematic uncertainties: (i ) Trigger corrections are of order ∼ few × 10 −4 , contributing small systematic uncertainty; (ii ) Corrections for tracking result in systematic uncertainties < few ×10 −3 ; (iii ) Particle identification corrections result in systematic uncertainties typically a few ×10 −3 (iv ) Kinematic fit selection uncertainties result from possible errors in the modeling of additional ISR/FSR: < few ×10 −3 . Backgrounds arise mainly from cross-feed from other ISR processes. The systematic uncertainty in the background subtraction is typically a few ×10 −3 or less depending on channel, but tends to be higher at extremes of √ s .
Results
The K + K − and π + π − results are based on the first 232 fb −1 of BABAR data; the other results below use a 454 fb −1 dataset. The luminosity normalization for both the K + K − and π + π − is taken from the simultaneous µ + µ − measurment. For the other channels, the standard BABAR luminosity determination, [5] , is used. In this case, the result is the dressed cross section, including vacuum polarization, which must be corrected for in computing a µ .
e
The bare cross section (including FSR) for Figs. 3 and 4 , including comparison with earlier results. Here, the J/ψ and ψ(2S) have been subtracted, as these are treated separately. While similar with the earlier measurements, there are significant differences in normalization at the φ resonance, and in the comparison with SND and DM2 at higher √ s . Figure 5 shows the result for the charged kaon form factor, which is consistent in the 3-4 GeV region with earlier results from CLEO. Asymptotic QCD predicts an s , but the BABAR data cover the full energy range, and are more precise. In particular, the dip around 1.8 GeV is mapped with much increased precision.
The systematic uncertainties affecting the bare K + K − (γ) cross section are summarized in Table I . The overall systematic uncertainty is 7.2 × 10 −3 in the [1.01-1.03] GeV mass range, but significantly larger outside the φ region. All the correlations from the various corrections are fully propagated to the final covariance matrix of the cross section. Each systematic error is treated as fully correlated in all mass bins, except for the ones from the unfolding and the vacuum polarization correction on the luminosity (Sec. VII A). The calibration and resolution uncertainties also affect the final cross section. They exhibit a rapid variation in the φ region ( Fig. 25) as well as strong bin-to-bin anticorrelations (hence they have a negligible effect on the dispersion integral entering the aµ calculation). The error on the vacuum polarization correction, which also has important anticorrelations, contributes to the cross section uncertainty, but does not affect the dressed form factor and only slightly the dispersion integral (Sec. VII H).
C. Charged kaon form factor
The square of the kaon form factor is defined by the ratio of the dressed cross section without final-state interactions, to the lowest-order cross section for point-like spin 0 charged particles
is the dressed cross section, deduced from the bare cross Figure 4 : Comparison of the BABAR e + e − → K + K − (γ) result with previous experiments [6] .
dependence of [7] 
This prediction (blue curve) is shown in the figure; the prediction for |F K | falls about a factor of four below the data. The shape is however consistent with with predicted |F K | 2 ∝ s −2 fall-off (power law fit at high s shown by the green band). The discrepancy in normalization is presently not well-understood. . Fit (green band) of the squared BABAR charged kaon form factor in the high mass region, using a function that has the shape of the QCD prediction (blue curve, see text). The extrapolation of the fit at low energy is indicated by the dotted green line. We also indicate measurements from CLEO data (red squares), close to the ψ(2S) mass and above. Systematic and statistical uncertainties are shown for data points, i.e., the diagonal elements of the total covariance matrices.
H. The K + K − contribution to the anomalous magnetic moment of the muon
The bare e + e − → K + K − (γ) cross section obtained in this analysis can be used to compute the contribution of the K + K − mode to the theoretical prediction of the anomalous magnetic moment of the muon.
The result of the dispersion integral is
for the energy interval between the K + K − production threshold and 1.8 GeV. The first uncertainty is statistical, the second is the experimental systematic, while the third is from the φ parameters used in the VP correction (Sec. VII A). The precision achieved is 1.2%, with systematic uncertainties contributing most to the total error. This is the most precise result for the K + K − channel, and the only one covering the full energy range of interest. For comparison, the combination of all previous data [38] for the same range is (21.63 ± 0.27stat ± 0.68syst) × 10 −10 .
While the choice of the upper integration limit is arbitrary, the value of 1. 28) is dominated by the φ region, with a contribution of (18.64 ± 0.16stat ± 0.13syst ± 0.03VP)×10 −10 from threshold to 1.06 GeV.
VIII. CONCLUSION
The cross section for the process e + e − → K + K − (γ) has been measured by the BABAR experiment, from the K + K − production threshold to 5 GeV. The measurement uses the ISR method and the effective ISR luminosity determined with the µ + µ − (γ)γISR events in the same data sample, as developed for the precision measurement of the e + e − → π + π − (γ) cross section [5] .
The cross section is obtained for the first time continuously over the full energy range, with an overall systematic uncertainty of 7.2×10 −3 in the [1.01-1.03] GeV mass range. It spans more than six orders of magnitude and is dominated by the φ resonance close to threshold. Other structures visible at higher masses include the contributions from the narrow J/ψ and ψ(2S) resonances, which have been studied explicitly.
A fit of the charged kaon form factor has been performed using a sum of contributions from isoscalar and isovector vector mesons: besides the dominant φ resonance and small ρ and ω contributions, several higher 
where βπ(s) = 1 − 4m 2 π /s. In principle this energy dependence is justified only below 1 GeV, as 4-pion final states dominate at larger energies, but it is used for simplicity. Detailed studies of the high mass states cannot be performed only on the basis of pion form factor fits, and require complex coupled-channel analyses. Such studies are beyond the scope of this paper, but the present 2π data constitute a very useful ingredient for them. 
and h ′ (s) is the derivative of h(s). The form factor data is fitted in the full energy range, from 0.3 to 3.0 GeV, involving 18 free parameters: the mass and width of the ρ, and for each other resonance (ω, ρ ′ , ρ ′′ , ρ ′′′ ) the amplitude (modulus and phase) with respect to the ρ, and mass and width. According to a well-known effect [34], the χ 2 minimization returns fitted values that are systematically shifted with respect to the data points when the full covariance matrix is used in the fit, while the fit using diagonal errors is verified to be bias-free. This feature is due to correlations, which here arise from both statistical and systematic origins, but mostly from the ISR-luminosity 50 MeV sliding bins (Sect. VIII F 3) and systematic errors. To circumvent the problem, we fit the data with only diagonal errors to obtain the central values of the fitted parameters. The error on each parameter is taken as the largest error obtained from the fit either with the full covariance matrix or with only diagonal errors. The biases on the mass scale calibration and the resolution obtained in Sections VII B and VII C are included in the fit results on the ρ and ω resonance parameters in Table VI , with the corresponding systematic uncertainties indicated.
As shown in Fig. 45 , the VDM fit provides an adequate description of the BABAR data over the full 0.3-3 GeV range (χ 2 /DF = 351/319). The goodness of the fit shows that the GS parametrization of the dominant ρ resonance describes the data in a reasonable manner, as well as the contributions from the higher ρ ′ , ρ ′′ and ρ ′′′ resonances. In particular the strong interference dip near 1.6 GeV is well reproduced. Beyond 2 GeV, the ρ ′′′ is required in order to reproduce the structure seen in the data. The quality of the fit is shown in more detail in Fig. 46 in the low-mass range and in the ρ peak region with the ρ − ω interference.
The relative ratio (|Fπ| 2 data /|Fπ| 2 VDM − 1) is shown in Fig. 47 over the full energy range. Some deviation is observed in the low-mass region where the fit underestimates the data. Some oscillation is also observed be- 
K
Based on a 454 fb −1 dataset, the dressed cross section measurements from BABAR for e + e − → K + K − ππ are shown in Fig. 7 (statistical uncertainties shown) . The
has also been measured, but is not shown here. The cross section at high s for K + K − π + π − is systematically smaller than the earlier DM1 result.
π
Based on a 454 fb −1 dataset, the dressed cross section from BABAR for e + e − → π + π − π + π − is shown in Fig. 8 (statistical uncertainties shown) . Our results are consistent with but more precise than the previous results. 
where E c:m: m 2K2 c 2 with m 2K2 the measured invariant mass of the K þ K À þ À system, dN 2K2 the number of selected events after background subtraction in the interval dE c:m: , 2K2 ðE c:m: Þ the corrected detection efficiency, and R a radiative correction. We calculate the differential luminosity dLðE c:m: Þ in each interval dE c:m: , with the photon in the same fiducial range as that used for the simulation, using the simple leading order formula described in Ref. [12] . From the mass spectra, obtained from the MC simulation with and without extra-soft-photon (ISR and FSR) radiation, we extract RðE c:m: Þ, which gives a correction less than 1%. Our data, calculated according to Eq. (2), include vacuum polarization (VP) and exclude any radiative effects, as is conventional for the reporting of e þ e À cross sections. Note that VP should be excluded and FSR included for calculations of a . From data-simulation comparisons for the e þ e À ! þ À events we estimate a systematic uncertainty on dL of 1% [17] .
We show the cross section as a function of E c:m: in Fig. 4 with statistical errors only in comparison with the direct measurements from DM1 [18] , and list our results in Table I . The results are consistent with our previous measurements for this reaction [7, 13] but have increased statistical precision. Our data lie systematically below the DM1 data for E c:m: above 1.9 GeV. The systematic uncertainties, summarized in Table II , affect the normalization but have little effect on the energy dependence.
The cross section rises from threshold to a peak value of about 4.6 nb near 1.86 GeV and then generally decreases with increasing energy. In addition to narrow peaks at the J=c and c ð2SÞ mass values, there are several possible wider structures in the 1.8-2.8 GeV region. Such structures might be due to thresholds for intermediate resonant states, such as f 0 ð980Þ near 2 GeV. Gaussian fits to the distributions of the mass difference between generated and reconstructed MC data yield K þ K À þ À mass resolution values that vary from 4:2 MeV=c 2 in the 1:5-2:5 GeV=c 2 region to 5:5 MeV=c 2 in the 2:5-3:5 GeV=c 2 region. The resolution functions are not purely Gaussian due to softphoton radiation, but less than 10% of the signal is outside the 0:025 GeV=c 2 mass interval used in Fig. 4 . Since the cross section has no sharp structure other than the J=c and c ð2SÞ peaks discussed in Sec. IX below, we apply no correction for mass resolution.
D. Substructures in the
Our previous study [7, 13] 
With the larger data sample used here, these can be seen more clearly and, in some cases, studied in detail. 
As we show in our previous study [7] , the signal at about 1400 GeV=c 2 has parameters consistent with K
0 . Therefore, we perform a fit to this distribution using P-and D-wave Breit-Wigner (BW) functions for the K Ã0 and K Ã0 2 signals, respectively, and a third-order polynomial function for the remainder of the distribution, taking into account the K threshold. The fit result is shown by the curves in Fig. 5(b) . The fit yields a K Ã0 signal of 53 997 AE 526 events with mðK Ã0 Þ¼0:8932AE 0:0002GeV=c 2 and ÀðK Ã0 Þ¼0:0521AE0:0007GeV, and a K 
0 [5] , and the fit describes the data well, indicating that contributions from other resonances decaying into K AE Ç , like K Ã ð1410Þ 0 and/or K Ã 0 ð1430Þ 0 , are small. We combine K Ã0 = " K Ã0 candidates within the lines in Fig. 5(a) with the remaining pion and kaon to obtain the K Ã ð892Þ 0 AE invariant-mass distribution shown in Fig. 6(b) , and the K Ã ð892Þ 0 AE versus K Ã ð892Þ 0 K Ç mass plot in Fig. 6(a) . The bulk of Fig. 6(a) shows a strong positive correlation, characteristic of K Ã0 K final states with no higher resonances. The horizontal bands in Fig. 6(a) correspond to the peak regions of the projection plot of Fig. 6 the simulation of the ISR photon covers a limited angular range, which is about 30% wider than the EMC acceptance. Simulations assuming dominance of the ! K þ K À and/or the f 0 ! 0 0 channels give results consistent with those of Fig. 18(b) , and we apply a 3% systematic uncertainty for possible model dependence, as in Sec. IV B.
We correct for mismodeling of the track-finding and kaon identification efficiencies as in Sec. IV B [corrections of ðþ1:9 AE 0:6Þ% and ð0 AE 2:0Þ%, respectively]. We do not observe any large discrepancy in the shape of the 2 2K2 0 distribution and so apply no correction for the 2 2K2 0 < 50 selection but introduce 3% as an associated systematic uncertainty. We correct the 0 -finding efficiency using the procedure described in detail in Ref. [14] . From ISR e þ e À ! ! 0 ! þ À 0 0 events selected with and without the 0 from the ! decay, we find that the simulated efficiency for one 0 is too large by ð3:0 AE 1:0Þ%, and we apply a correction of ðþ6:0 AE 2:0Þ% because of the two 0 s in each event.
C. Cross section for
We calculate the cross section for
in 0:04 GeV E c:m: intervals from the analog of Eq. (2), using the invariant mass of the K þ K À 0 0 system to determine the c.m. energy. We show the results in Fig. 19 and list the values and statistical errors in Table VII . The cross section rises to a peak value near 0.8 nb at 2 GeV and then shows a rapid decrease, which is interrupted by a large J=c signal; the charmonium region is discussed in Sec. IX below. The drop at 2.2 GeV is similar to that seen for the
Again, the differential luminosity includes corrections for vacuum polarization that should be omitted for calculations of a .
The simulated K þ K À 0 0 invariant-mass resolution is 8:8 MeV=c 2 mass range and increases with mass to 11:2 MeV=c 2 in the 2:5-3:5 GeV=c 2 range. Since less than 20% of the events in a 0.04 GeV interval are reconstructed outside that interval, and the cross section has no sharp structure other than the J=c peak, we again make no correction for resolution. The point-to-point systematic uncertainties are much smaller than the statistical uncertainties, and the errors on the normalization are summarized in Table VIII , along with the corrections that were applied to the measurements. The total correction is þ8:9%, and the total systematic uncertainty is 7% at low mass, increasing linearly from 7% to 16% above 3 GeV=c 2 .
D. Substructure in the K þ K À 0 0 final state A plot of the invariant mass of the K À 0 pair versus that of the K þ 0 pair is shown in Fig. 20(a) (two entries per event) for the 2 signal region after removing the ð1020Þ contribution by jmðK þ K À Þ À mðÞj > 0:01 GeV=c 2 . Horizontal and vertical bands corresponding to K Ã ð892Þ À and K Ã ð892Þ þ , respectively, are visible. Figure 20(b) shows as points the sum of the two projections of Fig. 20(a) ; a large K Ã ð892Þ AE signal is evident. Fitting this distribution with the function used in Sec. IV E, we obtain the number of events corresponding to K Ã ð892Þ AE (7734 AE 320) and K Ã ð1430Þ AE (793 AE 137) production. The K Ã ð1430Þ AE :K Ã ð892Þ AE ratio is consistent with that obtained 
. Errors shown are statistical only. From [9] .
Discussion
Three of the dominant contributions to a µ (HVP), with cross section measurements reported here, are shown in Table 2 . The BABAR precision for π + π − is comparable with the previous world average, for 4π it is a factor of 2.6 better, and for Table 2 : BABAR results for a µ (HVP), and comparison with the world averages excluding BABAR.
In order to make progress on the experimental measurement, a new experiment, FNAL E989 [13] , is currently under construction, using upgraded components from the BNL experiment. The goal of the new experiment is reduce the uncertainty on the measured a µ from 63 × 10 −11 to 16 × 10 −11 . It is desirable to match this experimental improvement with corresponding improvement in the precision of the SM prediction. We expect lattice calculations to eventually provide precise SM predictions for HVP. However, on the time scale of E989 the anticipated improvements in lattice calculations will lead to uncetainties of a "few percent" [14, 15] , which is not sufficiently precise. The present uncertainty on nonradiative e þ e À ! þ À þ À cross section. The result is shown in Fig. 9 . The measured cross section includes the contributions of vacuum polarization. The cross section used in the dispersion integral for a does not include vacuum polarization and thus we need to apply a correction. We define the undressed cross section ud 4 ðE CM Þ by PHOKHARA. The effect of additional FSR is estimated using PHOTOS, resulting in the correction shown in Fig. 8 and a systematic uncertainty of 0.5%. The requirement 2 4 < 30 leads to a systematic uncertainty of 0.3%. The uncertainty on the global efficiency is estimated to be 1.0% in the central region, increasing to 10% in the low mass region M 4 < 1:1 GeV=c 2 due to an observed efficiency decrease of up to 10%. A conservative uncertainty of 10% to account for the total acceptance decrease in this region is also applied.
Assuming no correlation between the various contributions to the systematic uncertainty of the cross section, its total is found to be 10.7% for M 4 < 1:1 GeV=c 2 , 2.4% for 1:1 GeV=c 2 < M 4 < 2:8 GeV=c 2 , 5.5% for 2:8 GeV=c 2 < M 4 < 4:0 GeV=c 2 and 8.5% for higher invariant masses. Individual contributions to the systematic uncertainties contribute in a correlated way on the whole mass range, with the exception of the global analysis efficiency, for which it does not. Therefore for M 4 > 1:1 GeV=c 2 a 100% correlation can be assumed, while for M 4 < 1:1 GeV=c 2 where the global efficiency dominates, it can be assumed to be uncorrelated.
B.
Comparison with the existing e þ e À data
In Fig. 10 contribution of this channel to the anomalous magnetic moment of the muon a via a dispersion relation using the HVPTool program [44] 
Our result is more precise than the current world average for this quantity: ð13:35 AE 0:10 stat AE 0:52 syst Þ Â 10 À10
VII. INVARIANT MASSE BRANCHIN
Different invariant mass com in the data and MC simulat included in the MC model. In general qualitative search for t then consider a more detailed background subtraction and ef we determine the branching fr B c ð2SÞ!J=c þ À and perform nances at high invariant mass
A. Substr
The scatter plots in Fig. 11 invariant þ À AE and þ À þ À þ À mass for the dat is clearly visible in the þ À and MC. In general, good agre J=c decay, which is not simu
In a more detailed study, t trum is divided into five inter HVP from e + e − measurements is already less than a percent. Matching the projected experimental precision of 16 × 10 −11 requires HVP to be computed to ∼ 0.2%. It will be difficult to achieve this even with e + e − in the desired time frame. However, it may be possible to make progress with data already in hand. The dominant ππ channel result is on half of the BABAR dataset. It may be possible to use the other half as well on the E989 timescale, perhaps with gains in both statistical and systematic precision.
