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ABSTRACT
The field of metagenomics studies microbes from environmental samples in a process
generating millions of short DNA sequences called reads. The final outcome is to discover the
diversity as well as the function of complex microbial communities using computational tools.
The general idea adopted by most taxonomic classifiers, which aim to assign taxonomic groups to
individual reads, is to compare the target DNA sequences to a reference database and identify the
taxon of the best match. This method has many disadvantages including the necessity for large
computing resources in order to process large sequence databases. The current project aims to
explore the application of deep learning architectures to taxonomic classification. For this
purpose, datasets of 150 bp reads were generated with genomes from 6 bacterial species that are
thought to be relevant to the marine microbiome and three different deep neural networks were
implemented resulting in a collection of 8 different toy models trained with the same parameters.
After evaluating their performance, it was concluded that the best configuration in terms of
training time and test accuracy was a convolutional neural network. In parallel, a new method
useful when dealing with imbalance data was developed to expand the training data via simulated
evolution. This method also has the potential to improve the identification of reads from unknown
genomes that are closely related to the species in the training dataset.
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INTRODUCTION

I.

Metagenomics
A microbiome consists of the complete reservoir of microorganisms (bacteria, viruses

and fungi) residing in a specific environment. The study of microbiomes has recently gained a lot
of interest due to technological advances in genomic studies such as Next-Generation DNA
Sequencing. These new technologies, also called high-throughput sequencing, enable the
sequencing of large amounts of DNA molecules in a low-cost and faster way than previous
methods. One of the most commonly used platforms in high-throughput sequencing is Illumina
sequencing technology. It is based on a sequence-by-synthesis (SBS) approach which uses four
fluorescently-labeled nucleotides to sequence in parallel tens of millions of single template DNA
strands on a glass slide. During each cycle, the unique fluorescent signal of a single base is
detected as it is incorporated into the increasing nucleic acid chain. Illumina sequencing is
specialized in generating short-DNA sequences known as reads in the range of 100–250 base
pairs. As opposed to Illumina sequencing, Pacific Biosciences and Oxford Nanopore have
designed machines to generate long reads that can exceed 10 000 base pairs. Long-read
sequencing offers many advantages compared to short-read sequencing, especially the
improvement of de-novo assembly. Many projects have exploited these new technologies to
analyze complex microbial communities and their interaction with their habitat as well as
discovering microbes that can’t be cultivated in laboratory conditions. One example of such study
is the Human Microbiome Project that was launched to identify microbes and investigate their
function in normal physiological conditions but also in human disease.
The analysis of DNA material collected from environmental samples is called
metagenomics. More specifically, it concerns the sequencing of all random DNA molecules
without targeting any specific gene. As opposed to metataxonomics which selects and sequences
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particular genes such as the conserved ribosomal RNA (rRNA) marker gene commonly used for
taxonomic classification. A typical metagenomic study begins with collecting samples from an
environment of interest and generating millions of short reads via high-throughput sequencing.
The next step involves the removal of low-quality reads and host reads. Following quality control,
reads can be assembled in longer sequences called contigs. Assembly is done by constructing a de
Bruijn graph with k-mers of different lengths extracted from the reads. Once reads have been
stitched together into contigs, binning is performed to group identical or closely related
organisms. Binning algorithms can use a database as a reference or statistical properties such as
composition and abundance profiles to cluster contigs. Finally, the study concludes with
taxonomic assignment and functional analysis of metagenomes. This procedure faces major
problems that arise particularly during the assembly, including low sequencing depth, species in
different abundances and sequence variation between strains of the same organism. An alternative
approach to analyze metagenomes is to directly classify reads as discussed in the next section.

II.

Taxonomic classification and profiling
The first approach to classify short DNA sequences involved the use of alignment-based

methods such as BLAST [1]. The DNA sequence was compared against a database of genomes
and its taxonomy was inferred based on the best match. BLAST and other alignment-based
methods are highly sensitive and provide interesting information such as the identification of
genes and genetic variations, however they are inefficient in metagenomic research as they have
to align each read to thousands of genomes.
Since the emergence of metagenomics, a variety of tools have been developed that
perform the taxonomic classification of large sets of metagenomic reads at an unprecedented
speed. These alignment-free strategies in which k-mers extracted from the reads are compared to
a set of already classified k-mers in the database can classify millions of reads in a few minutes
but they usually have high memory requirements.Kraken [2] is one of the current state-of-the-art
2

methods for metagenomic classification. The taxonomic classification in Kraken relies on a
database of k-mers with each k-mer associated with the lowest common ancestor (LCA) of all
genomes containing that specific k-mer. The reads are classified based on the LCAs associated
with each k-mer found in the sequence. Since its release new versions of Kraken have been
developed including Kraken2 [3] which reduces memory usage, KrakenUniq [4] that tries to
solve the problem of false positive classifications and Bracken [5] that improves the accuracy of
abundance estimates at the species- and genus- levels. An alternative tool to Kraken is CLARK
[6] and its derivative CLARK-S [7]. CLARK builds an index storing the number of occurrences
of target-specific k-mers in all reference genomes. The reads are then classified based on the
number of k-mers they have in common with the target sequences. According to the developers,
CLARK can be executed with less memory usage compared to Kraken [6]. Compared to
CLARK, CLARK-S offers better performance for classification at the species level by exploiting
the concept of spaced k-mers which are k-mers that contain mismatches at given fixed positions.
Another state-of-the-art classifier is Centrifuge [8] which uses an implementation of the
FM-index [9], a data structure based on the Burrows-Wheeler transform algorithm that allows to
efficiently store and query the database and therefore competes with CLARK and Kraken in
terms of memory usage. More recent programs based on k-mer approaches include k-SLAM [10],
metaOthello [11], taxMaps [12] and PathSeq [13]. While k-SLAm and metaOthello aim to create
faster classifiers by exploiting novel data structures, taxMaps provides an innovative database
compression algorithm to improve classification accuracy and PathSeq focuses on identifying and
classifying sequencing data from host organisms.
All the previous classifiers are known as DNA-to-DNA classifiers because the reads are
compared to a database of genome sequences. Other existing methods use proteins or marker
sequences as references. The former include Diamond [14] and Kaiju [15] which compare reads
to a database of protein sequences and are alignment-based and k-mer-based approaches
respectively. Kaiju is usually favored over Diamond because it uses an FM-index implementation
3

to represent the reference protein database and therefore has lower memory requirements.
DNA-to-protein classifiers are more computationally expensive than DNA-to-DNA classifiers
because of the need to compare the six possible reading frames in the reads to find potential
protein targets. However, these methods are more sensitive to novel sequences since the protein
primary structure is more conserved than DNA.
Finally, the last type of metagenome classifier available targets marker sequences which
are DNA sequences useful to identify microorganisms. Two examples of such tools are
Metaphlan2 [16] that classifies reads to marker genes from reference genomes belonging to
bacteria, archaea, viruses and eukaryotes and mOTUs2 [17] which estimates relative species
abundance based on metagenomic operational taxonomic units (mOTUs) corresponding to groups
of similar sequences. These methods are faster because of the limited number of sequences in the
reference database however they can only classify a small percentage of reads in a metagenome
and therefore cannot be used to reconstruct microbial genomes present in the original samples.
The new generation of classifiers based on k-mers signatures are great alternatives to
alignment-based methods in terms of classification time, especially the marker-based classifiers
which require only a few minutes to classify millions of reads [18]. An interesting option offered
by most of these classifiers is to allow the user to create their own reference database. This can be
very useful especially for samples collected from host organisms as it permits to reduce the
number of false positives. However the reference database constitutes also a limitation as the
database creation step is computationally intensive and can take up to several hours for most
classifiers described here [18]. Furthermore, all classifiers except the marker-based methods use a
significant amount of memory when loading the reference database into memory. Consequently,
these tools will face increased computational requirements with the constant growth of DNA
sequencing. Finally, another disadvantage that can be reported is the global incapacity to classify
sequences from taxa that are either unknown or highly different from the ones present in
reference databases.
4

III.

Deep learning
Deep learning is a group of machine learning methods that gives computers the ability to

extract relevant features and find abstract representations of observational data. The features are
extracted with a computational model called an artificial neural network composed of
interconnected groups of artificial neurons and based on the structure and function of the animal
brain. The concept of an artificial neuron was introduced by Warren Sturgis McCulloch and
Walter Pitts in 1943 when they described a highly simplified mathematical model of a real neuron
cell called a McCulloch–Pitts neuron (MCP neuron) [19]. In a biological neuron, the dendrites
receive multiple signals from other nerve cells, which are then processed in the cell body and an
output signal is generated only if the resulting signal reaches a certain threshold. Similarly, the
MCP neuron represented as a simple logic gate receives multiple inputs, adds them together and
produces an output equal to 1 if the sum of the received signals exceeds a preset threshold or 0
otherwise.
In 1958, Frank Rosenblatt proposed the perceptron algorithm as the simplest form of a
neural network [20]. Basically, the perceptron consists of a single MCP neuron supplemented
with learnable weights applied to its input. The MCP neuron computes the weighted sum of the
receiving inputs, passes the result through a decision function and produces an output equal to 1
or -1 whether the result is positive or negative. The perceptron has many limitations. The most
important being that it only works with linearly separable data and that it is restricted to
performing pattern classification with only two classes. This caused the community to lose
interest in the field of neural networks until the 1980s when a movement called connectionism
revived the use of neural networks in the context of cognitive science. One of the major
breakthroughs within this movement was the discovery of a new algorithm specific to supervised
learning by David Rumelhart, Geoffrey Hinton and Ronald J. Williams called back-propagation
[21]. In a multilayer perceptron containing at least three layers of neurons, the inputs are
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progressively transformed as they travel across each layer to finally produce an output. This
process called forward propagation ends with the calculation of the error between the expected
output and the predicted output. The error of prediction is then propagated back through the
network to compute the gradient of the weighted input in each layer using the backpropagation
algorithm. The weights are finally adjusted to reduce the error of prediction.
Even if back-propagation is the most widely used training algorithm nowadays, the
popularity of neural networks at that time gradually declined as expectations were not satisfied
and also due to the progress of other machine learning techniques. It was only in the early 2000s
that research in artificial neural networks with many layers of neurons showed great improvement
due to the increase in hardware power. For a while neural networks have been trained using the
CPU of an individual machine. Today, we mostly use graphics processing units (GPUs) that can
handle the high computational requirements necessary to train deep artificial neural networks.
The term “deep learning” was introduced at that time to refer to the development of the various
forms of artificial neural networks composed of many layers.
A special type of deep learning architecture called a recurrent neural network (RNN) is
appropriate for the present topic as it works exclusively with sequential data in which the order of
elements is important such as data found in text documents. RNNs are characterized by the
capacity to memorize the information associated with each word in a sentence. As each word is
processed through the RNN, the resulting output is combined with the previous ones. Therefore,
once the RNN reaches the end of a sentence, the memory state will represent the global
information integrated in the input data. An example of application of a recurrent neural network
is sentiment analysis which searches for any words that characterize the expression or opinion
conveyed in a sentence. A trained classifier implementing sentiment analysis is able to determine
if the sentiment associated with the given sentence is positive, negative or neutral. Sentiment
analysis is widely used in companies for customer support and product reviews and is considered
as a potential tool in politics to determine the sentiment of voters towards candidates.
6

The first RNNs developed during the 1980s exhibited a major problem in learning
correlations between elements in long sequences that are far apart from one another. This is due
to the very small gradients associated with the early stages of the sequence processing. This
problem known as vanishing gradients was later addressed by a new type of RNN called gated
RNNs, which includes Long short-term memory (LSTM) and gated recurrent units (GRUs). The
central idea behind the success of gated RNNs is the presence of a path that connects each
element in a sequence and prevents the gradients from disappearing as the error of prediction is
back-propagated through the network. In addition, gated RNNs are characterized by the presence
of gates that control what information is passed as the data is transformed through the network.
LSTMs were developed by Sepp Horcheiter and Jurgen Schmidhuber in 1997 and have become
the most used methods in sequence modeling [22].
Deep learning has been applied in various fields such as object recognition, image and
video processing and natural language processing. Motivated by the success of deep learning,
computational biologists have recently developed tools with a wide range of applications in
genomics, including the prediction of the effects of human non-coding variants [23] and
pathogenic mutations [24], splice junctions locations in pre-mRNA transcripts [25], DNA
sequences function [26] and sequence specificities of DNA binding proteins [27].

Three

publications are of particular interest to us, as they aim to classify short DNA sequences using
various deep neural networks . Both Fiannaca et al. [28] and Busia et al. [29] trained similar
neural network architectures with the purpose of classifying sequences originating from 16S
rRNA sequencing techniques. While their studies can provide direct insights into the bacterial
composition of metagenomes at the species and genus levels in a way that exceeds the
performance of common aligners, it doesn’t apply to data obtained from shotgun sequencing. In
order to acquire a broader vision in terms of structure and function of bacterial communities, it is
necessary to adapt the pipeline to include analysis of all DNA material available in environmental
samples, which is the goal envisioned by the project presented here as well as a recent study
7

published in the NAR: Genomics and Bioinformatics journal. In this study, Liang et al. [30]
introduced a program called DeepMicrobes that proposes multiple models to classify 150
paired-end Illumina reads. Amongst the various options, their most successful model combines a
CNN with a bidirectional LSTM followed by an attention layer which captures a more accurate
summary of the information encoded in sequences than a conventional RNN. . They claim an
average read-level precision and recall close to 1.0 and 0.4 respectively with their best model.
Furthermore, DeepMicrobes appears to surpass the efficiency of most classification tools and has
comparable results with Centrifuge. Amongst the main differences between DeepMicrobes and
our approach are the nature of the dataset (human gut vs. marine microbiomes), the read simulator
(ART Ilumina vs. Wgsim), the presence of sequencing-errors in the training and evaluation sets
and the use of

Metagenome-assembled genomes to generate the testing sets. Besides the

differences listed above that give reasons to conduct the current study, we propose a new data
augmentation method that could help improve the recovery of true positive instances.
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METHODOLOGY
1. Data
Bacterial species supposedly relevant to the marine microbiome were selected based on
the analysis of large metagenomic sequencing data from the TARA Oceans expedition that took
place from 2009 to 2013 and samples collected in the Narragansett bay located in Rhode Island
USA. Both datasets were subjected to analysis using two common taxonomic classifiers:
Kraken2, and centrifuge. As stated in the introduction, Kraken2 and centrifuge use similar
approaches to classify metagenomic reads based on k-mer signatures comparison. Complete
bacterial genomes from NCBI Reference Sequence database downloaded the 7 March 2020 were
used as a reference database for both Kraken2 and centrifuge. A total of 161 species with at least
0.05% of reads classified were retrieved from both kraken2 and centrifuge results combined. Six
of the 161 species were selected to train small models (Table 1).

Species

Genome assembly accession number

Polaribacter reichenbachii

GCF_001975665.1

Reinekea forsetti

GCF_002795845.1

Colwellia sp. 20A7

GCF_009832865.1

Pseudoalteromonas agarivorans

GCF_003668795.1

Pseudoalteromonas sp. Xi13

GCF_003952205.1

Pseudoalteromonas marina

GCF_002407085.1

Table 1. List of NCBI bacterial genomes in the training set.
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2. Reads simulation
Complete bacterial genomes from the NCBI Reference Sequence database downloaded
on the 7 March 2020 were collected for each species selected. Only one genome depleted of
plasmids was chosen to represent each species and used for simulating reads (Table 3). The
simulation of 150 bp paired-end reads with a fragment size of 270 bp and 0% error rate was done
with the program CAMISIM and Wgsim was selected as the read simulator. Each genome was
individually used as a template to create reads before proceeding with the data preprocessing step.
The per-base coverage or average number of times a base is represented in the metagenome was
set to 5x or 20x for training purposes and to 1x for testing datasets intended for benchmarking.

3. Benchmarking datasets
CAMISIM was also used to generate 150 bp paired-end reads with sequencing errors.
Two datasets were created, one with a 3% error rate using the Wgsim read simulator. A 3% error
rate signifies that sequencing errors are introduced for 3% of the bases in a read. The second
dataset comprises 150 bp paired-end reads with an error profile specific to the Illumina HiSeq
2500 sequencing platform and was simulated using the ART read simulator.

4. Data augmentation through a simulated evolution approach
Most of the 161 species were represented by a unique genome in the NCBI RefSeq
database. Therefore, if all genomes are used for simulation of reads, the resulting dataset will be
highly imbalanced leading to a trained model that will favor the prediction of majority species.
On the other hand, if each species is represented by a unique genome the model’s capacity to
generalize to unseen data will be limited.
A way of dealing with this issue is oversampling, a common technique in machine
learning used to expand minority classes and hence balance the training data and build a more
reliable model to make valid predictions. Anoop Kumar and Lenore Cowen came up with an
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innovative idea to create new training data and improve the detection of distant homologous
proteins in hidden Markov models (HMMs). Their approach is based on a simulated model of
evolution that uses the BLOSUM62 matrix to randomly add point mutations in the original
training sequences and create extra artificial training data. They showed an improvement in the
performance of HMMs with a 15–25% mutation rate [31] and expanded their approach to also
recognize beta-structural motifs with similar results [32]. While their target sequences and their
machine learning model are different, the same method was applied here with the goal of
generating balanced datasets and improving the detection of closely related sequences. An
analogous sequence-based mutation model was created by introducing synonymous mutations in
the part of DNA molecules involved in protein production.
These sequences, also known as open reading frames (ORF) are used as templates to
produce single-stranded messenger RNA molecules (mRNA) which are then used by the cellular
translation machinery to build up proteins from individual amino acids. All ORFs are
characterized by the succession of codons (short DNA sequences made of three nucleotides) and
begin with a start codon encoding the Methionine amino-acid in Eukaryotes or the
N-formylmethionine in Prokaryotes and finishes with a stop codon which signals the end of the
polypeptide synthesis.
ORFs were the only DNA regions targeted in order to replicate genomes in a controlled
manner without altering the protein structure and function, a procedure intended to imitate the
evolution process. Engineering artificial genomes (Figure 1) begins with reading a DNA sequence
by considering the first three nucleotides as a codon. This approach is one of the three ways of
reading a nucleotide sequence referred to as reading frames. Once an ORF equal or longer than
1000 bp is found, it is modified and then introduced in a copy of the original genome. The
modification happens at the codon-level where all synonymous codons encoding for the same
corresponding amino acid are searched for in the universal codon chart. One codon chosen
randomly to be the replacement codon out of all synonymous codons including the one currently
11

present in the sequence. When the modification process of the original genome is complete, the
program reads the DNA sequence again to extract 150 bp reads, only this time it slides a window
of size 150 bp with a step of 15 bp. This portion of the program is referred later on as the in-house
read simulator. The original genome is then read again but this time considering the other two
reading frames.

Figure 1. Method used to find ORFs and replicate genomes. DNA sequences are divided into codons starting at
nucleotide 1 or reading frame +1 (A). As the program reads the sequence, it looks for ORFs with length equal or
longer than 1000 bp. The sequence in between ATG, the most frequent start codon and one of the three stop codons
(TGA, TAG and TAA) is modified. In the example shown in A, the second codon CGA encoding the Arginine
amino acid in ORF # 1 is replaced by AGA, one of the 6 synonymous codons (CGT, CGC, CGG, AGA, AGG and
CGA). Once a copy of the original genome has been produced with the new ORFs, the program proceeds with
reading the DNA sequence starting at nucleotide 2 (reading frame +2) and then nucleotide 3 (reading frame +3).
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5. Data pre-processing
a. Cleaning
Before being inserted in the datasets intended for training, validation and testing
purposes, the reads were first subjected to a cleaning step during which their sequence was
investigated for characters different from the four universal DNA bases. The reads were dropped
if at least one character different from adenine (A), cytosine (C), guanine (G) or thymine (T) was
found in the sequence.
b. K-mer vectors
Once the reads were checked-out, the k-mers were extracted using a sliding window
approach. A window of size 10 (k value) was slided across the read sequence and at each step, the
k-mer was inserted in a vector in the form of its corresponding integer according to a previously
built python dictionary (Figure 2). The resulting vector of k-mers of size 141 (read length - k + 1),
was then added to the rest of k-mer vectors along with its corresponding label.
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Figure 2. Sliding window approach used to produce vectors of k-mers from 150 bp reads. A. The first k-mer is
extracted by placing a window of size 10 bp on the read starting at the first nucleotide. The integer corresponding to
the k-mer is looked up in a dictionary and inserted in an empty vector. B. The window is slided one nucleotide to
the right and the same process is repeated for the second k-mer. C. Once the window has reached the last k-mer, the
vector comprising 141 elements is added to the rest of the k-mer vectors along with the species it represents.

c. K-mer embedding
Embedding is a form of data representation characterized by mapping discrete variables
to vectors of continuous numbers. High dimensional vector space allows to encode meaningful
semantic relations between the discrete variables. In the context of this study, k-mers that appear
together in DNA sequences will have similar vector representations and their distance to each
other will be small following the training of a deep neural network.
In practice, a matrix is built with each row corresponding to an embedding, a vector of real
values, which is assigned to a specific k-mer. The embedding matrix has a number of rows equal
to the number of all possible k-mers (e.g. 1,048,576 for all k-mers with k = 10) and a number of
columns that is specified by the user (Figure 3). When a vector of k-mers is given as an input to
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the neural network for training, each integer representing a k-mer is used as an index to retrieve
its embedding in the matrix.

Figure 3. Method to perform k-mer embedding. A. Procedure to create vectors of embeddings from reads.
K-mers are extracted, converted to their corresponding integers that are used as indices to access a real-valued vector
in the embedding matrix. B. The embedding matrix is a table with 1,048,576 real-valued vectors of size
Dembedding, each assigned to a specific 10-mer. The embedding matrix is created using the tensorflow embedding
layer and each vector is initialized with a uniform distribution and values between -0.05 and 0.05.

6. Training, validation and testing datasets
The set of reads of each species were shuffled and then split into a training set (70%) and
a testing set (30%). The training set was then further divided into the actual training set (70%)
and a validation set (30%) used to estimate the model’s performance while tuning the
hyperparameters. The training, validation and testing sets from all species were finally combined
together and saved in separate numpy files. This technique ensures that all species are represented
in the different sets.
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7. Deep Neural Network architectures
a. Recurrent Neural Network (RNN)
Each read is defined as a vector R = ( k1, k2, … k141) where ki is a vector of real values
retrieved from the embedding matrix generated with the embedding layer (Figure 4). The next
step varies depending on the DNN architecture. In a recurrent neural network, the RNN layer
(LSTM or GRU) is used to process each read (Figure 4). The output of the RNN layer has a shape
determined by the number of hidden units, a parameter specific to LSTM and GRU, and is
connected to a dense layer which applies the softmax activation function and outputs a vector
representing a probability distribution where each probability is assigned to a species. The
recurrent neural networks (GRU and LSTM) were designed with a dimensionality of the output
space set to 40.
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Figure 4. Recurrent neural network configuration. The k-mer embeddings are processed through the RNN layer
one at a time. The RNN layer is shown as an LSTM or GRU cell unrolled. The output is the hidden state of the
GRU/LSTM cell, a vector of a predefined size (number of lstm units in the LSTM/GRU layers provided by
tensorflow) summarizing the information contained in the read. The final layer is a fully connected layer that
employs the softmax activation function to produce a probability distribution over the different species to predict
(represented here by the 6 squares).

b. Paired and unpaired input data
Two types of RNN were implemented based on the input data format. In one case, both
reads of each pair were fed to the network at the same time and processed in parallel before
merging the outputs (Figure 5A). In the second type, the paired reads were treated as single reads
and processed separately (Figure 5B).
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A

B

Figure 5. Paired (A) and unpaired (B) input RNN models.

c. Convolutional Neural Networks (CNN)
The CNN implemented here has a 2D convolution layer which applies a predefined
number of filters to the input data in order to extract features. The convolutional layer is followed
by a pooling layer used to reduce the dimension of the output space (Figure 6). In the actual
configuration, the number and the width of the filters was set to 10 and 5 respectively and the
pool size was also set to 5.
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Figure 6. Convolutional neural network architecture. A to C. In the convolutional layer, filters (red rectangle)
slide across the data to extract features. In this figure, two filters cover the first 3 k-mers, perform an element-wise
product for all their 3 x 5 elements (B), and then sum them up to obtain a unique value (C). The filter is then slided
one step down and the same is done to the next 3 k-mers. The output for each filter is a vector of 139 elements
(k-mer vector size - filter width + 1) which corresponds to the number of times the filter is passed across the data. D.
In the pooling layer, a window (blue rectangle) takes the maximum value of 3 features at a time (pool size) which
produces a vector of 46 elements. E. The flatten layer concatenates the output data into a 1-dimensional single long
feature vector. F. Finally, the last dense layer converts the raw data into a probability distribution over the different
species to predict by applying the softmax activation function.

8. Training and testing
Training a deep learning model is done in three steps. First, the k-mers embeddings
(reads) are passed and transformed across the layers and an output is produced in the form of a
probability distribution over all the species to predict. The probability defines how likely the
reads belong to each species. Secondly, the training loss or error of prediction is computed by
comparing the probability distribution with the ground truth, a one-hot vector consisting of 0s and
a unique 1 to identify the true species. In the third and final step, the error of prediction is
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propagated back to adjust the internal parameters of the network and hence reduce the error of
prediction. This last step constitutes the actual event where the learning happens. After one epoch,
when all reads in the training set have been seen by the network, the parameters values are saved
with a checkpoint. In addition, the validation set is used to estimate how well the model performs
in terms of the validation accuracy and the validation loss (see section 9). The validation loss as
opposed to the training loss is not used to adjust the weights. At the end of training, curves called
learning curves were displayed on a plot showing the evolution of the scores of the validation and
training accuracy as well as the validation and training loss after every epoch.
The testing process is similar to evaluating the model with the validation set, only the
reads in it have never been seen by the network before. The accuracy obtained in this case is
called the testing accuracy.
All models were trained with an embedding layer generating embeddings of size 60 and a
learning rate of 0.01. For both training and testing, the reads were provided to the network as
batches of size 96 per GPU. Finally, the training for all models was accelerated with the help of 3
GPUs.

9. Performance metrics
The performance of species level classification in each model was determined using
precision, recall and accuracy (Figue 7). For a given species, the precision evaluates the
proportion of reads that are correctly classified and the recall is the fraction of relevant reads that
were successfully recovered. As for the accuracy, it calculates the fraction of correct predictions
out of all the reads tested and for all species combined. In this study, a read is considered
correctly classified if it was assigned the correct label with a probability of prediction equal or
above 0.50.
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P recision = T rue positives / (T rue positives + F alse positives)
Recall (T rue positive rate) = T rue positives / (T rue positives + F alse negatives)
Accuracy = (T rue positives + T rue negatives) / T otal
F alse positive rate (F P R) = F alse positives / (F alse positives + T rue negatives)
M icro − average Recall (T rue positive rate) = ∑ si ∈ S TP
(si)  / ∑ si ∈ S TP
(si) +


 FN (si)
M icro − average F alse positive rate = ∑ si ∈ S FP (si)  / ∑ si ∈ S FP (si) +
 TN (si)
M acro − average Recall (T rue positive rate) = ∑ si ∈ S Recall (si) / | S |
M acro − average F alse positive rate = ∑ si ∈ S FPR (si) / | S |
Figure 7. Formulas of the metrics used in machine learning. S : list of all species to present in the training set.

In addition, receiver operating characteristic curves (ROC curves) and precision-recall
curves (PR curves) were generated to compare the performance between classifiers. For both
analyses, the model has to be treated as a binary classifier where the output is viewed as one
species against all. An ROC curve shows the trade-off between the true positive rate and the false
positive rate of a model at various probability thresholds. One ROC curve is drawn per species
and each point on a curve represents the value of the true positive rate (y-axis) and false positive
rate (x-axis) for a given probability cut-off. The best scenario is having a true positive rate of 1
and a false positive rate of 0 which corresponds to the top left corner of an ROC plot.
Furthermore, micro-average and macro-average ROC curves were also produced. The
macro-average is the average of the true positive rate (or recall) and false positive rate computed
independently for each species, whereas the micro-average is calculated by combining the
individual outcome of all species. PR curves were created in a similar way and show the trade-off
between the precision and recall of a model at various probability thresholds. One PR curve is
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drawn per species and each point on a curve represents the value of the precision (y-axis) and
recall (x-axis) for a given probability cut-off. In this case however, the ideal outcome is having
both a precision and recall of 1 which is the top right corner of an PR figure.
As for genus level classification, the performance of the CNN 6 species model was
assessed by testing genomes from the same or different genera as the ones seen in the training
dataset. The results for each genome tested were reported in a bar chart with the fraction of reads
classified into each genus and an additional category dedicated for unclassified reads (reads
classified with a probability below 0.50).

10. Computing environment
The models were trained and tested on a compute node having 768 Gb of memory and 2
18-core 2.3-GHz Intel Xeon Gold 6140 (Skylake) processors. The training and testing was
accelerated utilizing 3 NVIDIA Tesla V100 32GB SXM2 GPUs. All models were implemented
with TensorFlow as a Python3 script and the tensorflow distribute.MirroredStrategy was used to
distribute training across multiple GPUs.
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RESULTS
A total of eight deep neural network toy models were created during the course of this
study (see Table 2 below). The models differ in terms of the neural network architecture, how the
input data is passed across the network (reads submitted as paired or unpaired), the number of
epochs and the number and type of species present in the training dataset. In order to assess the
ability of the neural network in separating closely related species, the models were trained either
with genomes collected from the same genus (Pseudoalteromonas), different genera
(Polaribacter, Colwellia and Reinekea) or all genomes together.
Model

DNN
architecture

Reads

Species in training set

A

GRU

unpaired

Polaribacter reichenbachii, Reinekea forsetti, Colwellia sp. 20A7

B

GRU

paired

Polaribacter reichenbachii, Reinekea forsetti, Colwellia sp. 20A7

C

LSTM

unpaired

Polaribacter reichenbachii, Reinekea forsetti, Colwellia sp. 20A7

D

LSTM

paired

Polaribacter reichenbachii, Reinekea forsetti, Colwellia sp. 20A7

E

GRU

unpaired

Pseudoalteromonas agarivorans, Pseudoalteromonas sp. Xi13,
Pseudoalteromonas marina

F

CNN

unpaired

Pseudoalteromonas agarivorans, Pseudoalteromonas sp. Xi13,
Pseudoalteromonas marina

G

GRU

unpaired

Polaribacter reichenbachii, Reinekea forsetti, Colwellia sp. 20A7
Pseudoalteromonas agarivorans, Pseudoalteromonas sp. Xi13,
Pseudoalteromonas marina

H

CNN

unpaired

Polaribacter reichenbachii, Reinekea forsetti, Colwellia sp. 20A7
Pseudoalteromonas agarivorans, Pseudoalteromonas sp. Xi13,
Pseudoalteromonas marina

Table 2. Properties of the 8 deep learning models.
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1. Recurrent neural network - Gated Recurrent Units (GRU)
a. Paired reads
i.
Genomes from species belonging to different genera

A

B
Figure 8. Paired reads - GRU - different genera A. Learning curves obtained after training model A for 50 epochs (6h16). The
species in the training set are Polaribacter reichenbachii (training set: 37401 pairs of reads, validation set: 16084 pairs of reads),
Reinekea forsetti (training set: 33091 pairs of reads, validation set: 14354 pairs of reads) and Colwellia sp. 20A7 (training set:
41718 pairs of reads, validation set: 17653 pairs of reads). The accuracy of the testing set (total number of pairs of reads: 68256) at
epoch 5 is 96.8%. The testing took 5 minutes and 26 seconds. B. ROC curve obtained after testing the model with the test set.

24

b. Unpaired reads
i.
Genomes from species belonging to different genera

A

B
Figure 9. Unpaired reads - GRU - different genera A. Learning curves obtained after training model B for 50 epochs (6h46).
The species in the training set are Polaribacter reichenbachii (training set: 75021 unpaired reads, validation set: 31748 unpaired
reads), Reinekea forsetti (training set: 66621 unpaired reads, validation set: 28103 unpaired reads) and Colwellia sp. 20A7
(training set: 82778 unpaired reads, validation set: 35765 unpaired reads). The accuracy of the testing set (total number of unpaired
reads: 137088) at epoch 5 is 97.1%. The testing took 6 minutes and 14 seconds. B. ROC curve obtained after testing the model
with the testing set.
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ii.

Genomes from species belonging to the same genus

B
Figure 10. Unpaired reads - GRU - same genus A. Learning curves obtained after training model E for 10 epochs (16h30). The
species in the training set are Pseudoalteromonas agarivorans (training set: 322373 unpaired reads, validation set: 137709
unpaired reads), Pseudoalteromonas sp. Xi13 (training set: 326853 unpaired reads, validation set: 140903 unpaired reads) and
Pseudoalteromonas marina (training set: 250052 unpaired reads, validation set: 106793 unpaired reads). The accuracy of the
testing set (total number of unpaired reads: 550080) at epoch 10 is 84.3%. The testing took 22 minutes and 10 seconds. B. ROC
curve obtained after testing the model with the testing set.
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iii.

All genomes combined in the same model

A

B
Figure 11. Unpaired reads - GRU - combined species A. Learning curves obtained after training model G for 5 epochs (2h37).
The species in the training set are Polaribacter reichenbachii (training set: 299445 unpaired reads, validation set: 128334 unpaired
reads), Reinekea forsetti (training set: 265689 unpaired reads, validation set: 113867 unpaired reads), Colwellia sp. 20A7 (training
set: 294000 unpaired reads, validation set: 35765 unpaired reads), Pseudoalteromonas agarivorans (training set: 322057 unpaired
reads, validation set:126000 unpaired reads), Pseudoalteromonas sp. Xi13 (training set: 327429 unpaired reads, validation set:
140327 unpaired reads) and Pseudoalteromonas marina (training set: 249791 unpaired reads, validation set: 107054 unpaired
reads). The accuracy of the testing set (total number of unpaired reads: 539424) at epoch 5 is 91.9%. The testing took 21 minutes
and 14 seconds. B. ROC curve obtained after testing the model with the testing set.

27

2. Recurrent neural network - Long Short-Term Memory (LSTM)
a. Paired reads
i.
Genomes from species belonging to different genera

A

B
Figure 12. Paired reads - LSTM - different genera A. Learning curves obtained after training model C for 20 epochs (3h55).
The species in the training set are Polaribacter reichenbachii (training set: 37401 pairs of reads, validation set: 16084 pairs of
reads), Reinekea forsetti ( training set: 33091 pairs of reads, validation set: 14354 pairs of reads) and Colwellia sp. 20A7 (training
set: 41718 pairs of reads, validation set: 17653 pairs of reads). The accuracy of the testing set (total number of pairs of reads:
68256) at epoch 20 is 96.9%. The testing took 3 minutes and 29 seconds. B. ROC curve obtained after testing the model with the
testing set.
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b. Unpaired reads
i.
Genomes from species belonging to different genera

A

B
Figure 13. Unpaired reads - LSTM - different genera A. Learning curves obtained after training model D for 30 epochs (6h).
The species in the training set are Polaribacter reichenbachii ( training set: 74940 unpaired reads, validation set: 31855 unpaired
reads), Reinekea forsetti (training set: 66419 unpaired reads, validation set: 28302 unpaired reads) and Colwellia sp. 20A7
(training set: 83061 unpaired reads, validation set: 35459 unpaired reads). The accuracy of the testing set (total number of unpaired
reads: 137088) at epoch 5 is 98.5%. The testing took 6 minutes and 14 seconds. B. ROC curve obtained after testing the model
with the testing set.
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3. Convolutional neural network
a. Genomes from species belonging to the same genus

A

B
Figure 14. Unpaired reads - CNN - same genus A. Learning curves obtained after training model F for 30 epochs (3h43). The
species in the training set are Pseudoalteromonas agarivorans (training set: 322373 unpaired reads, validation set: 137709
unpaired reads), Pseudoalteromonas sp. Xi13 (training set: 326853 unpaired reads, validation set: 140903 unpaired reads) and
Pseudoalteromonas marina (training set: 250052 unpaired reads, validation set: 106793 unpaired reads). The accuracy of the
testing set (total number of unpaired reads: 550080) at epoch 30 is 88.1%. The testing took 1 minute and 3 seconds. B. ROC curve
obtained after testing the model with the testing set.
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b. All genomes combined in the same model

A

B
Figure 15. Unpaired reads - CNN - combined species A. Learning curves obtained after training model H for 10 epochs (3h6).
The species in the training set are Polaribacter reichenbachii ( training set: 299445 unpaired reads, validation set: 128334 unpaired
reads), Reinekea forsetti ( training set: 265689 unpaired reads, validation set: 113867 unpaired reads), Colwellia sp. 20A7 (training
set: 294000 unpaired reads, validation set: 35765 unpaired reads), Pseudoalteromonas agarivorans (training set: 322057 unpaired
reads, validation set: 126000 unpaired reads), Pseudoalteromonas sp. Xi13 (training set: 327429 unpaired reads, validation set:
140327 unpaired reads) and Pseudoalteromonas marina (training set: 249791 unpaired reads, validation set: 107054 unpaired
reads). The accuracy of the testing set (total number of unpaired reads: 539424) at epoch 10 is 90.6%. The testing took 56 seconds.
B. ROC curve obtained after testing the model with the testing set.
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4. Effect of sequencing errors on the classification of reads
Paired-end 150 bp reads were generated with the genomes from the training set as
templates and with sequencing errors inserted in 3% of their bases or with an error profile specific
to the HiSeq 2500 Illumina system.
a. Testing set: 3% error rate (Wgsim read simulator)
GRU - paired - different genera

GRU - unpaired - different genera

Test accuracy: 93.7%
Testing set: 45504 pairs of reads
RunTime: 3’42’’

Test accuracy: 93.9%
Testing set: 91296 unpaired reads
RunTime: 3’48’’

LSTM - paired - different genera

LSTM - unpaired - different genera

Test accuracy: 94.3%
Testing set: 45504 pairs of reads
RunTime: 2’11’’

Test accuracy: 94.2%
Testing set: 91296 unpaired reads
RunTime: 2’20’’

Figure 16. ROC curves - 3% error rate. ROC curves obtained after testing each model with a dataset simulated with a 3%
error rate.
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GRU - unpaired - same genera

CNN - unpaired - same genera

Test accuracy: 72.2%
Testing set: 91296 unpaired reads
RunTime: 4’58’’

Test accuracy: 71.6%
Testing set: 91296 unpaired reads
RunTime: 15’’

GRU - unpaired - all species combined

CNN - unpaired - all species combined

Test accuracy: 71.1%
Testing set: 182880 unpaired reads
RunTime: 22’’

Test accuracy: 80.4%
Testing set: 182880 unpaired reads
RunTime: 7’15’’

Figure 17. ROC curves - 3% error rate. ROC curve obtained after testing each model with a dataset simulated
with an error rate of 3%.
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b. Testing set: HiSeq 2500 System Illumina error profile (ART read simulator)
GRU - paired - different genera

GRU - unpaired - different genera

Test accuracy: 94.7%
Testing set: 40896 pairs of reads
RunTime: 3’35’’

Test accuracy: 94.9%
Testing set: 82080 unpaired reads
RunTime: 3’20’’

LSTM - paired - different genera

LSTM - unpaired - different genera

Test accuracy: 95.3%
Testing set: 40896 pairs of reads
RunTime: 1’58’’

Test accuracy: 95.2%
Testing set: 82080 unpaired reads
RunTime: 2’8’’

Figure 18. ROC curves - HiSeq 2500. ROC obtained after testing each model with a dataset simulated with the
error profile specific to the HiSeq 2500 Illumina platform.
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GRU - unpaired - same genera

CNN - unpaired - same genera

Test accuracy: 75%
Testing set: 82080 unpaired reads
RunTime: 4’26’’

Test accuracy: 75.5%
Testing set: 82080 unpaired reads
RunTime: 15’’

GRU - unpaired - all species combined

CNN - unpaired - all species combined

Test accuracy: 83.4%
Testing set: 164736 unpaired reads
RunTime: 6’33’’

Test accuracy: 75.2%
Testing set: 164736 unpaired reads
RunTime: 20’’

Figure 19. ROC curves - HiSeq 2500. ROC obtained after testing each model with a dataset simulated with
the error profile specific to the HiSeq 2500 Illumina platform.
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5. Genus-level classification
The CNN 6 species model was chosen to perform supplementary testing and determine
how other genomes from different strains and species are classified. Error-free 150 bp paired-end
reads from those targeted species were simulated and preprocessed following the guidelines given
in the methodology section. Contrary to the training datasets, all the reads generated were passed
through the CNN model for testing. The following figures represent the percentage of reads
assigned to each category (Pseudoalteromonas agarivorans, Pseudoalteromonas sp. Xi13,
Pseudoalteromonas marina, Polaribacter reichenbachii, Reinekea forsetii, Colwellia sp.20A7 and
unclassified). The genomes that were tested and their corresponding species are given on top of
each bar chart, along with the percentage of reads correctly classified at the genus level and the
number of reads tested. Reads are considered correctly classified when the probability is equal or
above 0.50.
Polaribacter sp. MED152 - GCF_000152945.2 - Test accuracy: 63.4% - Test set: 21600

Polaribacter sp. ALD11 - GCF_002831685.1 - Test accuracy: 59.4% - Test set: 25920

Polaribacter reichenbachii strain=KCTC 23969 - GCF_001680875.1 - Test accuracy: 98.6% - Test set: 29952

Figure 20. Classification of Polaribacter species with the CNN 6 species model (model H). The species
is given with the genome ID, test accuracy and number of unpaired reads in the testing set.
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Pseudoalteromonas carrageenovora - GCF_004328865.1 - Test accuracy: 74.7% - Testing set: 32544

Pseudoalteromonas haloplanktis TAC125 - GCF_000026085.1 - Test accuracy: 72.3% - Test set: 28224

Pseudoalteromonas marina DSM 17587 - GCF_000238335.2 - Test accuracy: 85% - Test set: 30528

Pseudoalteromonas sp. SM9913 - GCF_000184065.1 - Test accuracy: 69.6% - Test set: 29376

Pseudoalteromonas sp. Bsw20308 - GCF_000310105.2 - Test accuracy: 68.1% - Test set: 28512

Pseudoalteromonas agarivorans DSM 14585 - GCF_002310855.1 - Test accuracy: 91.9% - Test set: 33120

Figure 21. Classification of Pseudoalteromonas species with the CNN 6 species model (model H). The species
is given with the genome ID, test accuracy and number of unpaired reads in the testing set.
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Reinekea sp. SSH23 - GCF_008041945.1 - Test accuracy: 27.4% - Test set: 21312

Reinekea marinisedimentorum - GCF_004341165.1 - Test accuracy: 52.3% - Test set: 30816

Figure 22. Classification of Reinekea species with the CNN 6 species model (model H). The species is given
with the genome ID, test accuracy and number of unpaired reads in the testing set.

Colwellia polaris - GCF_002104515.1 - Test accuracy: 28.7% - Test set: 32256

Colwellia chukchiensis - GCF_900109795.1 - Test accuracy: 20.5% - Test set: 29376

Colwellia sp. PAMC 20917 - GCF_001767295.1 - Test accuracy: 31.7% - Test set: 34272

Colwellia sp. MT4 - GCF_001444365.1 - Test accuracy: 28.1% - Test set: 31680

Figure 23. Classification of Colwellia species with the CNN 6 species model (model H). The species is given
with the genome ID, test accuracy and number of unpaired reads in the testing set.
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6. Training and testing with artificial genomes
Single-end 150 bp reads were generated with the in-house read simulator with (Figure 24)
and without (Figure 25) altering the ORFs. The CNN 6 species model was trained with both
datasets separately and with the same parameters as the previous one (model H).

A

B

C

Figure 24. Single-end reads from artificial genomes - CNN - combined species A. Learning curves obtained after training a
CNN model with modified genomes for 20 epochs (1h34). The species in the training set are Polaribacter reichenbachii ( training
set: 134874 single-end reads, validation set: 57620 single-end reads), Reinekea forsetti (training set: 119354 single-end reads,
validation set: 51442 single-end reads), Colwellia sp. 20A7 (training set: 149608 single-end reads, validation set: 64148 single-end
reads), Pseudoalteromonas agarivorans (training set: 144856 single-end reads, validation set: 62166 single-end reads),
Pseudoalteromonas sp. Xi13 (training set: 147402 single-end reads, validation set: 63074 single-end reads) and
Pseudoalteromonas marina (training set: 112491 single-end reads, validation set:48087 single-end reads). The accuracy of the
testing set (total number of single-end reads: 494496) at epoch 20 is 0.905. The testing took 52 seconds. B. ROC curve obtained
after testing model with testing set. C. PRC curve obtained after testing the model with the testing set.
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A

B

C

Figure 25.  Single-end reads from original genomes - CNN - combined species A. Learning curves obtained after training a
CNN model without modified genomes for 20 epochs (1h58). The species in the training set are Polaribacter reichenbachii
(training set: 134731 single-end reads, validation set: 57692 single-end reads), Reinekea forsetti (training set: 119735 single-end
reads, validation set: 51006 single-end reads), Colwellia sp. 20A7 (training set: 149335 single-end reads, validation set: 64354
single-end reads), Pseudoalteromonas agarivorans (training set: 145062 single-end reads, validation set: 61909 single-end reads),
Pseudoalteromonas sp. Xi13 (training set: 147463 single-end reads, validation set: 62943 single-end reads) and
Pseudoalteromonas marina (training set: 112259 single-end reads, validation set: 48272 single-end reads). . The accuracy of the
testing set (total number of single-end reads: 494496) at epoch 20 is 0.907. The testing took 52 seconds. B. ROC curve obtained
after testing model with testing set. C. PRC curve obtained after testing model with testing set.
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DISCUSSION

1. Analysis of the 8 toy models
The training runtime relative to the number of epochs was consistently shorter for CNN
compared to GRU models and for an identical size of the training dataset (models E to H in Table
3). This can be explained by the specificities of the GRU architecture that processes the input data
with one k-mer at a time. On the other hand, the accuracy is comparable between models E and F
with 84.3% and 88.1% respectively and between models G and H with 91.9% and 90.6%
respectively (Table 3).
Both RNN architectures (GRU and LSTM) show similar performances whether the reads
are fed to the network as pairs or individual reads, with a test accuracy that fluctuates between
96.8% (model A) and 98.5% (model D). However, the time required to make one forward pass of
the same number of reads through the network is approximately 8 minutes for the GRU (models
A and B) and 12 minutes for the LSTM (models C and D) (Table 3).

Model

DNN

Reads

Training
runtime

Epochs

Test accuracy
(testing set)

Test accuracy
(3% error rate)

Test accuracy
(HiSeq 2500)

A

GRU

paired

6h16

50

96.8%

93.7%

94.7%

B

GRU

unpaired

6h46

50

97.1%

93.9%

94.9%

C

LSTM

paired

3h55

20

96.9%

94.3%

95.3%

D

LSTM

unpaired

6h

30

98.5%

94.2%

95.2%

E

GRU

unpaired

16h30

10

84.3%

72.2%

75%

F

CNN

unpaired

3h43

30

88.1%

71.6%

75.5%

G

GRU

unpaired

2h37

5

91.9%

80.4%

83.4%

H

CNN

unpaired

3h6

10

90.6%

71.1%

75.2%

Table 3. Testing results of the 8 deep learning models.
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Finally, it is easier for a deep neural network, in particular a GRU, to separate genomes
from species that have larger evolutionary distances such as Polaribacter reichenbachii,
Colwellia sp. 20A7 and Reinekea forsetti (model B, Figure 9). It demands a smaller training
dataset as well as less number of epochs than training a model with genomes from the same genus
(model 10, Figure 4).
Most of the learning curves (Figures 8A, 9A, 10A, 11A, 12A and 13A) present a
validation loss curve (red) increasing with the number of epochs. This pattern demonstrates
overfitting, the model memorizes the features specific to the training dataset and therefore doesn’t
generalize well to the validation dataset. Overfitting can be fixed by adding more training data.

2. Effect of sequencing errors on reads classification
A common method to determine the flexibility of a taxonomic classification tool is to use
reads simulated with sequencing errors. For this purpose, two types of datasets were created using
the same genomes from the training set and with either 3% error rate or the error profile specific
to the HiSeq 2500 Illumina sequencing platform (Table 3). The CNN models (models F and H)
have more difficulty identifying the reads with sequencing errors than the equivalent GRU
models (models E and F). The accuracy of model F drops significantly compared to model E
when testing with the 3% error rate set of reads (decrease of 16.5% and 12.1% respectively), and
the same applies to models G and H (decrease of 11.5% and 19.5% respectively). We observe
similar results when testing the models with the HiSeq 2500 set of reads, which makes RNN, and
particularly GRU, more robust than CNN for this application.
The effect of inserting sequencing errors is comparable between the GRU and LSTM
models (A, B, C and D) whether the reads are treated as paired or unpaired. Finally, the accuracy
when testing the HiSeq dataset is consistently higher across all models. This is expected, as the
HiSeq 2500 Illumina sequencing platform has an error rate of 0.3% according to [33].
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3. Genus-level classification
The models presented here aim to classify reads at the species level. However, in certain
situations it is interesting to explore higher level taxonomic ranks, especially when dealing with
DNA sequences extracted from unknown genomes. In this section, datasets of paired-end
error-free reads were built with 15 different genomes belonging to the Pseudoalteromonas,
Polaribacter, Colwellia and Reinekea genera. The purpose of this test is to verify the model's
capacity, in this case the CNN 6 species model (Model H), to correctly recognize reads at the
genus level. By grouping together the predictions from all Pseudoalteromonas species
(Pseudoalteromonas agarivorans, Pseudoalteromonas sp. Xi13 and Pseudoalteromonas marina) ,
we were able to compute the test accuracy. As shown in Figure 21, the CNN is able to correctly
classify reads from the Pseudoalteromonas taxon with an accuracy between 68.1% and 91.9%.
The highest values are obtained with Pseudoalteromonas agarivorans DSM 14585 (91.9%) and
Pseudoalteromonas marina DSM 17587 (85%), two strains different from the ones present in the
training set. On the other hand, both strains of the Pseudoalteromonas species
(Pseudoalteromonas sp. Bsw20308 and Pseudoalteromonas sp. SM9913) only show an accuracy
of 69.6% and 68.1% respectively. Finally, the two remaining genomes have both comparable
results (74.7% and 72.3%) but are different species than the ones seen by the network during
training (Pseudoalteromonas carrageenovora and Pseudoalteromonas haloplanktis TAC125).
The genus Polaribacter is predicted with an accuracy ranging from 59.4% to 98.6% and
the highest accuracy was observed with a strain of Polaribacter reichenbachii (Polaribacter
reichenbachii KCTC 23969) (Figure 20).
The two genomes from the genus Reinekea exhibited different results with 27.4%
(Reinekea sp. SSH23) and 52.3% (Reinekea marinisedimentorum) and a significant number of
reads were misclassified as Pseudoalteromonas (50% and approximately 33%) (Figure 22).
Similarly, the majority of the reads were misclassified as Pseudoalteromonas for most of the
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genomes associated with the Colwellia taxonomic group (Figure 23). However, contrary to the
genus Reinekea, the genus Colwellia shares the same order (Alteromonadales) as the genus
Pseudoalteromonas.
4. Train models with artificial genomes
In order to handle imbalanced datasets, an in-house read simulator was created with the
ability of duplicating genomes with modified ORFs and generating single-end 150 bp reads at the
same time. The method was tested to assess if reads originating from the altered genomes would
affect the overall performance of the CNN 6 species model (Model H). The models trained with
and without modified genomes didn’t exhibit any apparent differences during the training as well
as the testing (Figure 24 and Figure 25). Both models have a test accuracy across species of 90%
with a small advantage for the model trained with artificial genomes (90.7%) compared to
original genomes (90.5%). In addition, the two models have comparable abilities to separate all 6
species except Pseudoalteromonas agarivorans and Pseudoalteromonas sp. Xi13 for which the
model trained with original genomes performs slightly better. However, overall the results show
that our oversampling technique can be used to balance datasets.
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CONCLUSION
Amongst the different deep neural networks implemented here, the most interesting one
in terms of training time and performance is the CNN. The CNN is capable of classifying reads
over a list of 6 different species with an overall test accuracy of 90.6%. However, compared to
the RNN it lacks flexibility when dealing with reads generated with sequencing errors. A possible
solution would be to unite both types of neural network into one model, the CNN would first
extract features and reduce the output dimensionality space while the RNN would focus on the
sequence. The same model shows mixed results when classifying reads at the genus level but
should be further tested after incorporating more diverse species to the training set. Furthermore,
other higher level taxonomic groups should be considered besides genus. The in-house read
simulator built to generate reads from artificial genomes with functional ORFs shows promises as
a tool for oversampling. It also has the potential to help pull out reads from different strains or
species closely related to the ones used for training but that haven’t been isolated yet. This should
be investigated with supplemental testing and the results should be compared with state-of-the-art
taxonomic profiling tools as well as DeepMicrobes.
A major issue encountered during this project is the amount of computing resources and
hours necessary to train a model, especially a RNN. If we want to build larger models in a
reasonable amount of time, we need to explore different approaches to encode the data in an
efficient way. The input data should be as small as possible while still retaining relevant
information to allow successful discrimination of closely related DNA sequences.
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