Abstract. The inclusion relations between the L p -Sobolev spaces and the modulation spaces is determined explicitly. As an application, mapping properties of unimodular Fourier multiplier e i|D| α between L p -Sobolev spaces and modulation spaces are discussed.
Introduction
The modulation spaces M s . The precise definitions of these function spaces will be given in Section 2, but the main idea of modulation spaces is to consider the space variable and the variable of its Fourier transform simultaneously, while they are treated independently in L p -Sobolev spaces and Besov spaces. Because of this special nature, modulation spaces are now considered to be suitable spaces in the analysis of pseudo-differential operators after a series of important works [3] , [7] , [8] , [9] , [17] , [18] and so on. On the other hand, modulation spaces have also remarkable applications in the analysis of partial differential equations. For example, the Schrödinger and wave propagators, which are not bounded on neither L p nor B p,q s , are bounded on M p,q s ( [2] ). Modulation spaces are also used as a regularity class of initial data of the Cauchy problem for nonlinear evolution equations, and in this way the existence of the solution is shown under very low regularity assumption for initial data (see [21] , [22] , [23] ).
In the last several years, many basic properties of modulation spaces are established. In particular, the inclusion relation between Besov spaces and modulation spaces has been completely determined. Let us define the indices ν 1 (p, q) and ν 2 (p, q) for 1 ≤ p, q ≤ ∞ in the following Then the following result is known: Theorem 1.1 (Sugimoto-Tomita [15] , Toft [18] As for the inclusion relation between L p -Sobolev spaces and modulation spaces, the following result (see also [19] ) is immediately obtained from Theorem 1.1 if we notice the inclusion property L 
But in Corollary 1.2, there still remains a question whether the critical case s = nν 1 (p, q) or s = nν 2 (p, q) is sufficient or not for the inclusion. The objective of this paper is to answer this basic question and complete the picture of inclusion relations between the L p -Sobolev spaces and the modulation spaces. The following theorems are our main results:
if and only if one of the following conditions is satisfied:
(1) q ≥ p > 1 and s ≥ nν 1 (p, q); (2) p > q and s > nν 1 (p, q); (3) p = 1, q = ∞, and s ≥ nν 1 (1, ∞); (4) p = 1, q = ∞ and s > nν 1 (1, q).
(1) q ≤ p < ∞ and s ≤ nν 2 (p, q); (2) p < q and s < nν 2 (p, q); (3) p = ∞, q = 1, and s ≤ nν 2 (∞, 1); (4) p = ∞, q = 1, and s < nν 2 (∞, q).
It should be mentioned that Kobayashi-Miyachi-Tomita [10] determines the inclusion relation between modulation spaces M p,q s and local Hardy spaces h p for 0 < p ≤ 1. Our main results extend this result to the case p > 1 since we have h p = L p then. As a matter of fact, the proof of Theorems 1.3 and 1.4 heavily depends on the results and arguments established in [10] .
As an application of our main theorems, we also consider mapping properties of unimodular Fourier multiplier e i|D| α , α ≥ 0 , which is a generalization of wave (α = 1) and Schrödinger (α = 2) propagators. See Corollaries 5.2 and 5.4 in Section 5. As Theorem A and Theorem B there say, the operator e i|D| α (0 ≤ α ≤ 2) is bounded on modulation spaces while not on L p -Sobolev spaces. Theorems 1.3 and 1.4 help us to understand what happen if we consider the operator between L p -Sobolev spaces and modulation spaces. We explain the organization of this paper. After the next preliminary section devoted to the definitions and basic properties of function spaces treated in this paper, we give a proof of Theorem 1.4 in Sections 3 and 4. We remark that Theorem 1.3 is just the dual statement of Theorem 1.4. In Section 5, we consider mapping properties of unimodular Fourier multipliers between L p -Sobolev spaces and modulation spaces, as well as those of invertible pseudo-differential operators.
Preliminaries

Basic notation.
The following notation will be used throughout this article. We write S(R n ) to denote the Schwartz space of all complex-valued rapidly decreasing infinitely differentiable functions on R n and S ′ (R n ) to denote the space of tempered distributions on R n , i.e., the topological dual of S(R n ). The Fourier transform is defined by f (ξ) = R n f (x)e −ix·ξ dx and the inverse Fourier transform by
Let (X, · X ) and (Y, · Y ) be two Banach spaces, which include S(R n ), respectively. We say that an operator T from X to Y is bounded if there exists a constant C > 0 such that T f Y ≤ C f X for all f ∈ S(R n ), and we set
We use the notation I J if I is bounded by a constant times J, and we denote I ≈ J if I J and J I.
Modulation spaces.
We recall the modulation spaces. Let 1 ≤ p, q ≤ ∞, s ∈ R and ϕ ∈ S(R n ) be such that
is finite, with obvious modifications if p or q = ∞. Here we denote
. Moreover, the complex interpolation theory for these spaces reads as follows: Let 0 < θ < 1 and
We recall the following lemmas.
where
2.3. Besov spaces. We recall the Besov spaces. Let 1 ≤ p, q ≤ ∞ and
Local Hardy spaces.
We recall the local Hardy spaces. Let 0 < p < ∞, and let Ψ ∈ S(R n ) be such that R n Ψ(x) dx = 0. Then the local Hardy space
, and the definition of h p (R n ) is independent of the choice of Ψ ∈ S(R n ) with
The complex interpolation theory for these spaces reads as follows: Let 1 ≤ p 1 , p 2 < ∞ and 0 < θ < 1.
Sufficient conditions
We prove the if part of Theorem 1.4. First we remark the following fact:
Proof of Lemma 3.1. We note that L 2 (R n ) = M 2,2 (R n ) and, by Lemma 2.3,
which gives the desired result.
Proof of Theorem 1.
again by the dual statement of Lemma 3.1. Thus we have the sufficiency of conditions (1) and (3). Conditions (2) and (4) are sufficient by Corollary 1.2.
Necessary conditions
We prove the only if part of Theorem 1.4. For the purpose, we prepare lemmas 4.1-4.4 whose proofs are repetitions of arguments in [10] :
for all finitely supported sequences {c k } k∈Z n (that is, c k = 0 except for a finite number of k's).
n . For a finitely supported sequence {c ℓ } ℓ∈Z n , we set
Let ϕ ∈ S(R n ) be satisfying (1). Since
we see that
where M > n, and
for all N ≥ 1. Let N be a sufficiently large integer. Then, by (2) and (3),
we have by Young's inequality
On the other hand, since supp η(· − ℓ) ⊂ ℓ + [−1/2, 1/2] n for all ℓ ∈ R n , we see that
for p = ∞. We have easily the same conclusion for p = ∞. By our assumption M p,q (4)- (5), we have
The proof is complete.
Proof of Lemma 4.1.
for all finitely supported sequences {c k } k∈Z n . Setting c k = (1+|k|) −s |d k | 1/p , we see that it is equivalent to
for all finitely supported sequences {d k } k∈Z n . Hence we have
where the supremum is taken over all finitely supported sequences {d k } k∈Z n such that {d k } ℓ q/p = 1. Note here that (q/p) ′ < ∞ from the assumption p < q. Hence p, q, s must satisfy sp(q/p) ′ > n, that is,
for all finitely supported sequences {c k } k∈Z n \{0} .
Proof of Lemma 4.4. Let 0 < δ < 1 and a ∈ S(R n ) be such that . For a finitely supported sequence {c n } ℓ∈Z n \{0} , we define f ∈ S(R n ) by
We first estimate f L p . Since
we have
Next, we estimate f M p,q s
. We note the following facts:
From these facts, we have
and so Ψ(x − y) = 1. Hence,
Moreover, using | a(ξ)| ≥ C > 0 for all 1/2 ≤ |ξ| ≤ 2, we obtain
Proof of Lemma 4.3. Suppose that s ≥ −n(1/p + 1/q − 1) contrary to our claim. Noting that q/p < 1 from the assumption q < p, take ε > 0 such that (1 + ε)q/p < 1 and define {c k } k∈Z n \{0} by
where N is a sufficiently large. Note also that {|k| −n/r (log |k|) −α/r } |k|≥N ∈ ℓ r if α > 1, and {|k| −n/r (log |k|) −α/r } |k|≥N / ∈ ℓ r if α ≤ 1, where r < ∞ (see, for example, [16, Remark 4.3] ). Thus
On the other hand,
In fact, since n(1/p − 1) + s ≥ −n/q and (1 + ε)q/p < 1, we see that
However, this contradicts Lemma 4.4.
Proof of Theorem 1.4 ("only if" part). Suppose
. Then we have s ≤ nν 2 (p, q) by Corollary 1.2. Particularly in the case p < q, we have s < −n(1/p − 1/q) = nν 2 (p, q) for p ≤ 2 by Lemma 4.1, and s < −n(1/p ′ + 1/q ′ − 1) = n(1/p + 1/q − 1) = nν 2 (p, q) for 2 ≤ p by the dual statement of Lemma 4.3. In the case p = ∞,
. Then we have s < −n/q ′ = n(1/q − 1) = nν 2 (∞, q) for q = 1 by Lemma 2.3. All of these results yields the necessity of conditions (1)-(4).
Applications
Unimodular Fourier multiplier.
We consider the unimodular Fourier multiplier e i|D| α , α ≥ 0, defined by
The operator e i|D| α has an intimate connection with the solution u(t, x) of initial value problem for the dispersive equation Theorem A (Miyachi [11] ). Let 1 < p < ∞, s ∈ R and α > 1. Then
Theorem A says that the operator e i|D| α is not bounded on L p (R n ), and we have generally a loss of regularity of the order up to αn|1/p − 1/2|. Theorem B describes an advantage of modulation spaces because we have no loss in the case 0 ≤ α ≤ 2 or smaller loss in the case α > 2 if we consider the operator e i|D| α on these spaces. Then what is the exact order of the loss when we consider the operator e i|D| α between L p spaces and modulation spaces. We can answer this question by using our main theorem. The case 0 ≤ α ≤ 2 is rather simple, and we have the following results:
Proof. Assume that e i|D| α is bounded from M p,q
Note that e −i|D| α is also bounded from M p,q
The following corollary is straightforwardly obtained from Theorem 5.1 and Theorem 1.4. The second part is just the dual statement of the first part:
and only if one of the following conditions is satisfied:
(1) q ≤ p < ∞ and s ≥ −nν 2 (p, q); (2) p < q and s > −nν 2 (p, q); (3) p = ∞, q = 1, and s ≥ −nν 2 (∞, 1); (4) p = ∞, q = 1, and s > −nν 2 (∞, q), and from L p s (R n ) to M p,q (R n ) if and only if one of the following conditions is satisfied:
(5) q ≥ p > 1 and s ≥ nν 1 (p, q); (6) p > q and s > nν 1 (p, q); (7) p = 1, q = ∞, and s ≥ nν 1 (1, ∞); (8) p = 1, q = ∞ and s > nν 1 (1, q).
For α > 2, we have the following results:
, which means that e i|D| α is bounded from M p,q
The following corollary is obtained from Theorem 5.3, Theorem 1.4 and the duality argument again:
if one of the following conditions is satisfied:
(1) q ≤ p < ∞ and s ≥ −nν 2 (p, q) + (α − 2)n|1/p − 1/2|; (2) p < q and s > −nν 2 (p, q) + (α − 2)n|1/p − 1/2|; (3) p = ∞, q = 1, and s ≥ −nν 2 (∞, 1) + (α − 2)n|1/p − 1/2|; (4) p = ∞, q = 1, and s > −nν 2 
Although the converse of Theorem 5.3 is not true, we believe that the converse of Corollary 5.4 is still true. In fact we have at least the following result:
To prove Theorem 5.5, we use the following lemma.
Lemma 5.6. Let 1 ≤ p, q ≤ ∞, s ∈ R and α ≥ 0. Then
where ϕ is a function satisfying (1).
Proof. Let N be a positive integer such that
and test (8) with a specific f = U λ g, λ ≥ 1. Since
it follows from Theorem 2.2 that
On the other hand, by the change of variable x → λ α x and the method of stationary phase, we obtain
Combining these two estimates, we get
1 for all λ ≥ 1. Letting λ → ∞ yields the necessary condition
So, we have only to prove the following lemma.
Proof of Lemma 5.8. Set f = U λ g, λ ≥ 1, where g is a function satisfying (9) . Then, by Lemma 2.2, we have
In the same way as (ii), we obtain, by the change of variable x → λ α x and the method of stationary phase,
Hence, we have
On the other hand, we have
Combining these two estimates, we obtain
(iv) Let 2 ≤ p ≤ ∞ and p < q. Contrary to our claim, suppose that there exists ε > 0 such that s = (α−2)n|1/p−1/2|−nν 2 (p, q)−ε implies (7). Then, by interpolation with the estimate for a point Q(1/p 1 , 1/q 1 ) with 2 < p 1 < ∞, p ′ 1 < q 1 < p 1 and s = (α−2)n|1/p 1 −1/2|−nν 2 (p 1 , q 1 ) (which holds by Corollary 5.4), one would obtain an improved estimates of the segment joining P (1/p, 1/q) and Q(1/p 1 , 1/q 1 ), which is not possible. In the same way as above, we can treat the case 1 ≤ p ≤ 2 and p ′ < q, and we have the conclusion. We give a condition for σ W (X, D) to be bounded from M p,q (R n ) to L p s (R n ). To this end, we recall the following fundamental results about σ W (X, D) with σ ∈ M ∞,1 (R 2n ).
Theorem D (Sjöstrand [13] , [14] ). Let σ ∈ M ∞,1 (R 2n ). Then σ
Theorem E (Gröchenig-Heil [8] ). Let 1 ≤ p, q ≤ ∞ and σ ∈ M ∞,1 (R 2n ). Then σ W (X, D) is bounded on M p,q (R n ). Now, we state our result which is an analog of Theorems 5.1 and 5.3.
Theorem 5.9. Let 1 ≤ p, q ≤ ∞, s ∈ R n and σ ∈ M ∞,1 (R 2n ).
( 
If we combine Theorem 5.9 and Theorem 1.4, we have similar results to Corollaries 5.2 and 5.4. We will not state them explicitly but it is just a straightforward task.
