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a b s t r a c t
The receiver operating characteristic (ROC) curve is an attractive basis for the comparison
of distribution functions between two populations. In this paper, we apply the censored
empirical likelihood method with kernel smoothing to investigate the ROC curve. It is
shown that the smoothed empirical likelihood ratio converges to a chi-square distribution,
which is the well-known Wilks theorem. We also propose a bootstrap procedure for
obtaining the censored empirical likelihood confidence band for the ROC curve. The
performance of the proposed empirical likelihood method is illustrated through extensive
simulation studies in terms of coverage probability and average length of confidence
intervals.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The receiver operating characteristic (ROC) curve has been widely used in medical diagnostic testing. In general, the
ROC curve is a graphical summary of the discriminatory accuracy of a diagnostic test and can be represented by ROC(p) =
1− FD(F−1D¯ (1− p)), where FD and FD¯ are distribution functions of diseased and non-diseased populations. Currently, it plays
a critical and important role in many scientific research areas such as econometrics, epidemiology, signal detection, etc.
In particular, ROC curves are extensively used in diagnostic tests for clinical trials and medical research. It is very useful
and appealing for people who make diagnostic decisions. For parametric methods, an ROC curve was proposed with strong
convergence by Tosteson and Begg [27]. Recently, researchers dealt with the ROC curve problem using non-parametric
methods. For example, Hsieh and Turnbull [10] derived asymptotic properties of ROC curves. Zou et al. [29] and Lloyd [13]
constructed a kernel estimator for the ROC curve. Later, Lloyd and Yong [14] demonstrated that the kernel estimator is better
than an empirical estimator in terms of smaller mean squared error. Moreover, Swets and Pickett [26], Pepe [21] and Metz
et al. [18] illustrated ROC curves and their applications.
The empirical likelihood (EL) enables us to develop the inference without assuming a known distribution. Owen [19,20]
originally developed an EL method for obtaining the mean of a population. Bartlett correctability of the EL has been proved
by DiCiccio et al. [4]. Hall [7] showed that the EL method had better accuracy of coverage probability for small samples.
For two-sample comparison with censored data, a Q–Q plot based on a censored EL method was developed by Einmahl
and McKeague [6]. McKeague and Zhao [15,16] developed censored EL confidence bands for the ratios of two survival
functions and the ratio and difference of distribution functions. Shen and He [23,24] derived EL confidence bands for the
difference of two survival functions and the difference of quantiles from one sample. Claeskens et al. [2] developed EL-based
confidence intervals for ROC curves in the absence of censoring. Liang and Zhou [12] proposed EL confidence intervals for
ROC curves based on smoothing estimating equations for the censored semiparametric model. The limiting distribution of
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the log-empirical likelihood ratio is weighted chi-squared. In this paper, we will study the standard censored EL method for
continuous-scale ROC curves, adopting an approach similar to that of Claeskens et al. [2] and Shen and He [24].
The paper is organized as follows. In Section 2, the censored EL with smoothing and the asymptotic properties are
derived. A bootstrap procedure for obtaining confidence bands for ROC curves is proposed. In Section 3,we conduct extensive
simulation studies in order to evaluate EL confidence intervals for ROC curves based on the coverage probability and average
length of confidence intervals. In Section 4, the bootstrap confidence band based on the smoothed EL is illustrated with
primary biliary cirrhosis data. General conclusions are summarized in Section 5. The proofs of the censored EL theorem are
given in the Appendix.
2. Methodology
Throughout this paper, we adopt notation similar to that of Shen and He [24]. Suppose that non-negative failure times
Tji, i = 1, . . . , nj, are i.i.d. samples with the distribution function Fj, j = 1, 2. Denote the corresponding i.i.d. non-negative
censoring times as Cji, i = 1, . . . , nj, with the distribution functions Gj, j = 1, 2. Let F¯j = 1 − Fj and G¯j = 1 − Fj, j = 1, 2.
One observes (Xji, δji), where Xji = min(Tji, Cji) and δji = I(Tji ≤ Cji). The distributions of Xji are denoted as Hj, j = 1, 2.
Hj(t) = 1− F¯j(t)G¯j(t) since Fj andGj are independent, j = 1, 2.We suppose that the sequences X(j1) ≤ X(j2) ≤ · · · ≤ X(jnj) are
the ordered statistics for each sample j, and the δ(ji) are the consequences accompanying X(ji), and define rji =njk=1 I(X(jk) ≥
X(ji)) = nj − i+ 1, j = 1, 2, i = 1, . . . , nj.
We propose the censored EL procedure with smoothing for the continuous-scale ROC curve θ0 = 1 − F1(F−12 (1 − p)),
where 0 < p < 1. Let η0 = F−12 (1− p). By the continuity of Fj, we have F1(η0) = 1− θ0, F2(η0) = 1− p. From Li [11] and
Shen and He [24], the censored empirical likelihood function L(F1, F2) can be expressed as
L(F1, F2) =
2
j=1
nj
i=1
ϕ
δ(ji)
ji (1− ϕji)(rji−δ(ji)),
where ϕj1, ϕj2, . . . , ϕjnj are the hazard values at X(j1), X(j2), . . . , X(jnj) given by
ϕji = Fj(X(ji))− Fj(X(ji)−)1− Fj(X(ji)−) ,
and define ϕj = (ϕj1, ϕj2, . . . , ϕjnj), j = 1, 2. In order to maximize L(F1, F2), we adopt the smoothed EL ratio, as Shen and
He [24] did. Note that K(t) is the smooth distribution function chosen as
K(t) =

u≤t
w(u)du.
Define Khj(t) = K(t/hj), where hj is a bandwidth parameter, j = 1, 2. Using kernel functions, the restricted condition can
be re-expressed following Shen and He [24]:
Φ2 =

ϕ1, ϕ2 ∈ Φ : Σn1i=1Kh1(η − X(1i)) ln(1− ϕ1i) = ln θ, Σn2i=1Kh2(η − X(2i)) ln(1− ϕ2i) = ln p

.
Then, the proposed smoothed empirical likelihood ratio is as follows:
R˜(θ, η, p) =
sup
ϕji∈Φ2
L(F1, F2)
sup
ϕji∈Φ
L(F1, F2)
. (2.1)
We define the smoothed EL ratio as Shen and He [24] did:
Rˆ(θ, p) = sup
η
R˜(θ, η, p).
For the fixed p, using the Lagrange multiplier method, we have
ln Rˆ(θ, p) =
2
j=1
nj
i=1
(rji − δ(ji)) ln

1+ λjKhj(η − X(ji))
rji − δ(ji)

− rji ln

1+ λjKhj(η − X(ji))
rji

, (2.2)
where the Lagrange multiplier λ = (λ1, λ2) and η satisfy the following equations:
Q1n1(η, λ1) =
n1
i=1
Kh1(η − X(1i)) ln

1− δ(1i)
r1i + λ1Kh1(η − X(1i))

− ln θ = 0, (2.3)
Q1n2(η, λ2) =
n2
i=1
Kh2(η − X(2i)) ln

1− δ(2i)
r2i + λ2Kh2(η − X(2i))

− ln p = 0, (2.4)
Q3n1n2(η, λ1, λ2) =
2
j=1
nj
i=1
λjK ′hj(η − X(ji)) ln

1− δ(ji)
rji + λjKhj(η − X(ji))

= 0. (2.5)
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These equations are obtained from the procedure that maximizes the log-likelihood function for the Lagrange multiplier
λ = (λ1, λ2) and the link variable η.
We assume the following conditions (C1)–(C5), similar to those of Shen and He [24].
(C1) Let 0 < τ1(η0), τ2(η0) < ∞, where τj(η0) = F ′j (η0)/(1 − Fj(η0)), τ ′j (η) exists and is continuous in neighborhoods of
η0, for j = 1, 2.
(C2) As nj →∞, we have hj → 0, njhj →∞, njh4j → 0, ln h−1j /(njhj)→ 0 and ln h−1j / ln ln nj →∞, j = 1, 2.
(C3) The derivativew(t) of K(t) is a non-negative function with compact support [−1, 1], satisfying 1
−1
uiw(u)du =
1 i = 0
0 i = 1
C0 i = 2,
where C0 > 0.
(C4) As nj →∞, j = 1, 2, n1/n2 → γ , 0 < γ <∞.
(C5) Define aF1 = inf{x : F1(x) > 0} and aF2 = inf{x : F2(x) > 0} and bH1 = sup{x : H1(x) < 1} and bH2 = sup{x :
H2(x) < 1}. Assume max{aF1 , aF2} < η0 < min{bH1 , bH2}.
Now we establish the main result and use it to construct confidence intervals for ROC curves.
Theorem 2.1. Assume conditions (C1)–(C5). For fixed p, there exists a solution ηE , i.e., R˜(θ0, ηE, p) = supη R˜(θ0, η, p) =
Rˆ(θ0, p). Moreover,
−2 ln R˜(θ0, ηE, p) D−→χ21 .
Thus, the asymptotic 100(1− α)% smoothed EL confidence interval for θ0 = ROC(p) at fixed p is
In,α =

θ : −2 ln Rˆ(θ, p) 6 χ21 (α)

, (2.6)
where χ21 (α) is the upper α-quantile of χ
2
1 . On the basis of (2.6), we can obtain lower and upper bounds of confidence
intervals so as to satisfy−2 ln Rˆ(θ, p) = χ21 (α).
In practice, we are interested in constructing simultaneous confidence bands for the ROC curve instead of pointwise
confidence intervals. Horvath et al. [9] developed simultaneous confidence bands for ROC curves in the absence of censoring.
However, it is hard to extend their approach to the setting of right censoring. In this paper, we follow a procedure similar
to that of Hall and Owen [8], Claeskens et al. [2] and Zhao and Zhao [28] to construct the bootstrap EL confidence band for
{θ = ROC(p), ρ1 ≤ p ≤ ρ2}, [ρ1, ρ2] ⊂ (0, 1). The procedure is as follows. First, we generate the bootstrap data {X∗ji } and
obtain {X∗(ji)}, r∗ji , λ∗j and δ∗(ji), j = 1, 2 and i = 1, . . . , nj. On the basis of those bootstrap data, we get the bootstrap censored
EL ratio function, i.e.,
ln Rˆ∗(θ, p) =
2
j=1
nj
i=1
(r∗ji − δ∗(ji)) ln

1+ λ
∗
j Khj(η
∗ − X∗(ji))
r∗ji − δ∗(ji)

− r∗ji ln

1+ λ
∗
j Khj(η
∗ − X∗(ji))
r∗ji

,
where (λ∗1, λ
∗
2, η
∗) is the solution of the following equations:
Q ∗1n1(η
∗, λ∗1) =
n1
i=1
Kh1(η
∗ − X∗(1i)) ln

1− δ
∗
(1i)
r∗1i + λ∗1Kh1(η∗ − X∗(1i))

− ln θ = 0, (2.7)
Q ∗1n2(η
∗, λ∗2) =
n2
i=1
Kh2(η
∗ − X∗(2i)) ln

1− δ
∗
(2i)
r∗2i + λ∗2Kh2(η∗ − X∗(2i))

− ln p = 0, (2.8)
Q ∗3n1n2(η
∗, λ∗1, λ
∗
2) =
2
j=1
nj
i=1
λjK ′hj(η
∗ − X∗(ji)) ln

1− δ
∗
(ji)
r∗ji + λ∗j Khj(η∗ − X∗(ji))

= 0. (2.9)
Then we define the smoothed EL estimator θˆ = argmaxθ ln Rˆ∗(θ, p) and determine the critical value c∗ satisfying the
following equation:
P{−2 ln Rˆ∗(θˆ , p) ≤ c∗, p ∈ [ρ1, ρ2]|(X(ji), δ(ji)), i = 1, . . . , nj; j = 1, 2} = 1− α.
Finally, we have the bootstrap censored EL confidence bands C as follows:
C = {θ : −2 ln Rˆ(θ, p) ≤ c∗, p ∈ [ρ1, ρ2]}.
3. The simulation study
In this section, we conduct simulation studies to investigate the performance of the censored empirical likelihood
confidence interval for the ROC curve with right censoring in terms of coverage accuracy and average length of
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Table 1
Coverage probability for confidence intervals for θ = ROC(p).
Sample size CI level (%) p Censoring rate (%) Coverage probability
Chi-square Exp Weibull
30 30 90 0.2 10 0.873 (4) 0.915 (4.5) 0.919 (0.5)
50 50 90 0.2 10 0.915 (4) 0.916 (4.5) 0.866 (0.5)
100 100 90 0.2 10 0.907 (4) 0.895 (4.5) 0.905 (0.5)
30 30 95 0.2 10 0.965 (4) 0.958 (4.5) 0.924 (0.5)
50 50 95 0.2 10 0.956 (4) 0.960 (4.5) 0.956 (0.5)
100 100 95 0.2 10 0.958 (4) 0.956 (4.5) 0.943 (0.5)
30 30 90 0.7 10 0.931 (1.6) 0.925 (10) 0.912 (5.5)
50 50 90 0.7 10 0.925 (1.6) 0.921 (10) 0.893 (5.5)
100 100 90 0.7 10 0.905 (1.6) 0.908 (10) 0.906 (5.5)
30 30 95 0.7 10 0.965 (1.6) 0.965 (10) 0.966 (5.5)
50 50 95 0.7 10 0.965 (1.6) 0.963 (10) 0.954 (5.5)
100 100 95 0.7 10 0.959 (1.6) 0.955 (10) 0.952 (5.5)
30 30 90 0.2 40 0.921 (10) 0.892 (0.5) 0.891 (1.5)
50 50 90 0.2 40 0.903 (10) 0.914 (0.5) 0.896 (1.5)
100 100 90 0.2 40 0.892 (10) 0.910 (0.5) 0.905 (1.5)
30 30 95 0.2 40 0.948 (10) 0.924 (0.5) 0.961 (1.5)
50 50 95 0.2 40 0.937 (10) 0.943 (0.5) 0.958 (1.5)
100 100 95 0.2 40 0.938 (10) 0.944 (0.5) 0.953 (1.5)
30 30 90 0.7 40 0.934 (7) 0.874 (0.08) 0.924 (0.15)
50 50 90 0.7 40 0.921 (7) 0.886 (0.08) 0.915 (0.15)
100 100 90 0.7 40 0.896 (7) 0.893 (0.08) 0.919 (0.15)
30 30 95 0.7 40 0.970 (7) 0.905 (0.08) 0.962 (0.15)
50 50 95 0.7 40 0.963 (7) 0.923 (0.08) 0.961 (0.15)
100 100 95 0.7 40 0.949 (7) 0.919 (0.08) 0.952 (0.15)
confidence intervals. We generate independent data with right censoring from two populations. First, we consider two
data sets as a group of failure times, which are generated with the same distribution family but different parameters. We
generate three distribution families: a chi-square family with parameters 1 and 2, an exponential family with parameters 1
and 1.5, and a Weibull family with parameters (1, 1) and (1, 1.5). In addition, the exponential family is selected to produce
a censoring time. In order to observe the performance of the EL method under different censoring rates, censoring rates are
specified at 10% and 40%. Then, we calibrate parameters for censoring times to obtain the censored data. Let p = 0.2 and
p = 0.7 without loss of generality. We consider three different small sample sizes: nj = 30, 50 and 100, and arrange all
possible combinations of data pairs according to sample sizes. Following Shen andHe [24], the Epanechnikov kernel function
w(u) =

3
4
(1− u2) if |u| ≤ 1
0 otherwise
is utilized, and the bandwidth is chosen to be hj = cn−1/3j . In order to make the EL method work efficiently, the constant c is
selectedwithin the range [0.1, 10] for those three distribution families. The selection procedure is that proposed on p. 446 of
Shen and He [24]. Data sets are generated by 1000 repetitions. Table 1 shows that the coverage probability for large samples
is around the nominal level. When the censoring rate becomes heavy, accuracies of coverage probabilities are reduced. The
performance of our proposed EL method with the large sample size is better than that with the small sample size generally.
For the average length, we follow the same setting as before, and the failure time follows the chi-square distribution.
Table 2 reports the simulated average length for confidence intervals with different censoring rates: 10% and 40%. It is
clear from Table 2 that the larger sample size leads to a narrower average length. We also find that the average lengths of
confidence intervals with 10% censoring rate are shorter than those with 40% censoring rate. Hence, this shows that data
with the 40% censoring rate lose more information than data with the 10% censoring rate.
4. Application: the primary biliary cirrhosis data
The primary biliary cirrhosis (PBC) data setwas from theMayo Clinic trial between 1974 and 1984, and has been analyzed
in [15–17], among other publications. We construct 95% smoothed EL confidence intervals and bootstrap EL confidence
bands for ROC curves in terms of treatment (D-penicillamine) and placebo groups.
The empirical estimator of the ROC curve and the 95% EL confidence intervals and bootstrap EL confidence bands are
illustrated in Fig. 1. The bootstrap EL confidence band is wider than the pointwise EL confidence interval. Fig. 1 shows
that the 95% EL confidence band includes the 45 degree diagonal line; the null hypothesis H0 : F1(·) = F2(·) cannot be
rejected at significance level 5%. Thus, the treatment and placebo groups are not significantly different at the 5% significance
level.
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Table 2
Average length of confidence intervals for θ = ROC(p)with the chi-square distribution.
Sample size CI level (%) p Average length
Censoring rate 10% Censoring rate 40%
30 30 95 0.2 0.1422 0.2280
30 50 95 0.2 0.1428 0.2354
50 30 95 0.2 0.1165 0.1938
50 50 95 0.2 0.1175 0.1913
30 100 95 0.2 0.1438 0.2552
100 30 95 0.2 0.0982 0.1868
50 100 95 0.2 0.1118 0.2046
100 50 95 0.2 0.0963 0.1849
100 100 95 0.2 0.0932 0.173
30 30 95 0.7 0.1467 0.4345
30 50 95 0.7 0.1201 0.3771
50 30 95 0.7 0.1435 0.4014
50 50 95 0.7 0.1161 0.3383
30 100 95 0.7 0.0900 0.3298
100 30 95 0.7 0.1345 0.3952
50 100 95 0.7 0.0807 0.2944
100 50 95 0.7 0.1003 0.3071
100 100 95 0.7 0.0687 0.2489
Fig. 1. 95% empirical likelihood confidence intervals and bootstrap confidence bands for ROC curves for comparison between the treatment group and the
placebo group with Mayo PBC data.
5. Discussion
In this paper, we developed a smoothed ELmethod for the ROC curvewith censored data. Simulation results demonstrate
that the coverage probability of the smoothed EL confidence intervals is close to the nominal levels regardless of the
distribution, and the location of the ROC curve even with a moderate censoring rate, under appropriate calibration of the
bandwidth. The simultaneous censored EL confidence bands can be obtained via the bootstrap procedure. In summary, the
censored EL method is a feasible and appealing procedure for ROC curve studies.
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Appendix. Proof of Theorem 2.1
Lemma A.1. Under condition (C1)–(C5), the smoothed empirical likelihood L(F1, F2) with the restriction Φ2 can attain
supϕ{L(F1, F2)} at a unique ϕ = (ϕ1, ϕ2) with probability 1 for large n1 and n2.
Proof. The proof is similar to that of Lemma 2.1 of Shen and He [24]. The restriction functions are as follows:
Σ
n1
i=1Kh1(η − X(1i)) ln(1− ϕ1i) = ln θ,
Σ
n2
i=1Kh2(η − X(2i)) ln(1− ϕ2i) = ln p,
0 < ϕ1i < 1, i = 1, . . . , n1,
0 < ϕ2i < 1, i = 1, . . . , n2.
(A.1)
It is easy to see that the solutions of restriction functions ϕ1 and ϕ2 exist. Define
ωi = Kh1(η − X(1i)) ln(1− ϕ1i)ln θ , i = 1, . . . , n1.
Due to 0 < θ < 1 and 0 < ϕ1i < 1, i = 1, . . . , n1, ωi must fall into the interval [0, 1] for i = 1, . . . , n1. We obtain a
compact solution set ϕ1 = (ϕ11, . . . , ϕ1n1) as Shen and He [24] did:
ϕ1i = 1− exp

ωi ln(θ)
Kh1(η − X(1i))

and
0 ≤ ϕ1i ≤ 1− exp

ln(θ)
Kh1(η − X(1i))

≤ 1, i = 1, . . . , n1.
Similar results can be obtained for ϕ2. Consider the following function:
L(F1, F2) =
2
j=1
nj
i=1
ϕ
δ(ji)
ji (1− ϕji)(rji−δ(ji)),
which is a continuous function of ϕ = (ϕ1, ϕ2) on a closed and compact domain. Assume that we have two distinct solutions
ϕ1 = (ϕ11 , ϕ12) and ϕ2 = (ϕ21 , ϕ22). We can construct a set of solutions of Eqs. (A.1) generated by ϕ1 and ϕ2 such that
ϕji = 1− (1− ϕ1ji)λ(1− ϕ2ji)1−λ, i = 1, . . . , nj, j = 1, 2,
where 0 < λ < 1. By the inequality on p. 447 of Shen and He [24]:
1− xλy1−λ > (1− x)λ(1− y)1−λ, 0 ≤ x, y ≤ 1, x ≠ y,
we can obtain that ϕji > (ϕ1ji)
λ(ϕ2ji)
1−λ. We know that
2
j=1
nj
i=1
ϕ
δ(ji)
ji (1− ϕji)(rji−δ(ji)) >

2
j=1
nj
i=1
(ϕ1ji)
δ(ji)(1− ϕ1ji)(rji−δ(ji))
λ  2
j=1
nj
i=1
(ϕ2ji)
δ(ji)(1− ϕ2ji)(rji−δ(ji))
1−λ
,
i.e., L(ϕ) > L(ϕ1)λL(ϕ2)1−λ = L(ϕ1). However, this inequality contradicts the assumption that L(ϕ1) achieved the
supremum of the likelihood function. Hence, the solution of Eqs. (A.1) is unique. 
Lemma A.2. Consider conditions (C1)–(C5). If |η − η0| ≤ εn = min{εn1 , εn2}, where n = n1 + n2, εn1 = n−s1 and εn2 =
n−s2 , 1/3 < s < 1/2, the solution λ = (λ1(η), λ2(η))T of Eqs. (2.3) and (2.4) satisfies
λj(η)
nj
= O(εnj), j = 1, 2.
Proof. The proof is similar to the proof of Lemma 4.2 in [24]. Let us pay attention to the first equation (2.3), Q1n1(η, λ1) = 0,
where λ1 is the solution of Eq. (2.3) for every fixed η. Define
σˆ 21 (η) = n1
n1
i=1
δ(1i)
r21i
I(X(1i) ≤ η)
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and
σ 21 (η) =
 η
0
dF1(u)
F¯1(u)(1− H1(u−))
.
Theorem 2.1 of Csörgo and Horvath [3] and Lemma 4.1 of Shen and He [24] give ∞
0
K 2h1(η − s)dσˆ 21 (s) = σ 21 (η0)+ o(1) a.s.
Using the inequality
λ1

ln

1− δ(1i)
r1i + λ1Kh1(η − X(1i))

− ln

1− δ(1i)
r1i

> 0,
and the inequality on p. 449 of Shen and He [24], we have
λ1{Q1n1(η, λ1)− Q1n1(η, 0)} =
n1
i=1
λ1Kh1(η − X(1i))

ln

1− δ(1i)
r1i + λ1Kh1(η − X(1i))

− ln

1− δ(1i)
r1i

≥
n1
i=1
λ1Kh1(η − X(1i))
 δ(1i)r1i + λ1Kh1(η − X(1i)) − δ(1i)r1i

= λ1
n1
n1
i=1
λ1n1δ(1i)K 2h1(η − X(1i))
r21i

1+ λ1r1i Kh1(η − X(1i))

>
λ1
n1
λ1
1+ λ1 max{r−11i }
n1
i=1
n1δ(1i)K 2h1(η − X(1i))
r21i
>
λ1
n1
λ1
1+ λ1 max{r−11i }
 ∞
0
K 2h1(η − X(1i))dσˆ 21 (η)
= λ1
n1
λ1(σ
2
1 (η0)+ o(1))
1+ λ1 max{r−11i }
. (A.2)
We introduce notation similar to that of Shen and He [24]:
Λ1(η) =
 η
0
dF1(u)
F¯1(u−)
, Λ˜1(η) =
 ∞
0
Kh1(η − s)dΛ1(s),
Λˆ1n1(η) =
 η
0
dHˆ1n1(u)
1− H1n1(u−)
Λ˜1n1(η) =
 ∞
0
Kh1(η − s)
dHˆ1n1(s)
1− H1n1(s−)
=
 ∞
0
Kh1(η − s)dΛˆ1n1(s),
where Hˆ1n1(x) = n−11
n1
i=1 I{X1i ≤ x, δi = 1},H1n1(x) = n−11
n1
i=1 I{X1i ≤ x}. From Lemma 4.1 of Shen and He [24], for
|η − η0| ≤ εn, we have Λ˜1n1(η) = Λ1(η0)+ O(εn1). Then, considering the Taylor expansion of Q1n1 , we get
Q1n1(η, 0) =
n1
i=1
Kh1(η − X(1i)) ln

1− δ(1i)
r1i

− ln(θ)
= −
n1
i=1
Kh1(η − X(1i))
δ(1i)
r1i
− ln(θ)+ Op(n−11 )
= −
 ∞
0
Kh1(η − u)
dHˆ1n1(u)
1− H1n1(u−)
+
 η
0
dF1(u)
F¯1(u−)
+ Op(n−11 )
= −Λ˜1n1(η)+Λ1(η0)−Λ1(η0)+Λ1(η)+ Op(n−11 )
= O(εn1) a.s. (A.3)
Combining (A.2) and (A.3), we can easily obtain
λ1
n1
≤ 1+ λ1 max{r
−1
1i }
λ1{σ 21 (η0)+ o(1)}
λ1{Q1n1(η, λ1)− Q1n1(η, 0)}
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= 1+ λ1 max{r
−1
1i }
{σ 21 (η)+ o(1)}
O(εn1)
= O(εn1) a.s.
Similarly, from Eq. (2.4), Q2n2(η, λ2) = 0, we can get λ2/n2 = O(εn2) a.s. 
Lemma A.3. We assume conditions (C1)–(C5). There exists a solution ηE to Eqs. (2.3)–(2.5) such that R˜(θ0, η, p) attains its
maximum value with probability 1 when n is large.
Proof. We follow arguments similar to those of Lemma 4.3 of Shen and He [24]. First, using Taylor expansion with respect
to λj, j = 1, 2, we have the equation
ln

1− δ(ji)
rji + λjKhj(η − X(ji))

= ln

1− δ(ji)
rji

1− λjKhj(η − X(ji))
rji
+ O

λ2j δ(ji)K
2
hj
(η − X(ji))
r2ji

= ln

1− δ(ji)
rji

+ δ(ji)
rji(rji − δ(ji))λjKhj(η − X(ji))+ O(ε
2
njnj), j = 1, 2. (A.4)
From Eqs. (2.3) and (2.4), Q1n1(η, λ1) = 0 and Q2n2(η, λ2) = 0, we have
{Q1n1(η, λ1),Q2n2(η, λ2)} = {Q1n1(η, 0),Q2n2(η, 0)} +

λ1
n1
,
λ2
n2

Σˇ(η)+ O(ε2n) a.s. (A.5)
where
σˇ 2j (η) = nj
nj
i=1
δ(ji)
rji(rji − δ(ji))K
2
hj(η − X(ji)), j = 1, 2, Σˇ(η) =

σˇ 21 (η) 0
0 σˇ 22 (η)

.
When |η − η0| ≤ ϵn = min{ϵn1 , ϵn2}, from Lemma 4.1 of Shen and He [24], we have
σˇ 21 (η) = n1
n1
i=1
δ(1i)
r1i(r1i − δ(1i))K
2
h1(η − X(1i))
=
 ∞
0
K 2h1(η − u)dσˆ 21n1(s)
=
 η
0
dF1(u)
F¯1(u){1− H1(u−)}
+ o(1) a.s.
= σ 21 (η0)+ o(1) a.s.
where
σˆ 21n1(s) = n1
n1
i=1
δ(1i)
r1i(r1i − δ(1i)) I(X(1i) ≤ s).
Similarly, we have σˇ 22n2(η) = σ 22 (η0)+ o(1) a.s. Let η′ = η0 + εn. Then Eq. (A.5) becomes
λ1
n1
,
λ2
n2

= −{Q1n1(η′, 0),Q2n2(η′, 0)}Σˇ−1 + O(ε2n).
−2 ln R˜(θ0, η′) = −
2
j=1
nj
i=1

(rji − δ(ji)) ln

1+ λjKhj(η
′ − X(ji))
rji − δ(ji)

− rji ln

1+ λjKhj(η
′ − X(ji))
rji

=
2
j=1
nj
i=1
δ(ji)
rji(rji − δ(ji))K
2
hj(η
′ − X(ji))λ2j + O(n1ε3n1)+ O(n2ε3n2)
=

n1
λ1
n1
, n2
λ2
n2

Σˇ

λ1
n1
,
λ2
n2
T
+ O(nε3n)
= {n1Q1n1(η0, 0)+ n1τˇ1(η′′)εn1 , n2Q2n2(η0, 0)+ n2τˇ2(η′′)εn2}Σˇ−1{Q1n1(η0, 0)
+ τˇ1(η′′)εn1 ,Q2n2(η0, 0)+ τˇ2(η′′)εn2}T + O(nε3n), (A.6)
where η′′ ∈ (η0, η′), τˇj(η′′) = −nji=1 ln(1− δ(ji)/rji)K ′hj(η′′ − X(ji)), and |τˇj(η′′)− τ(η0)| −→ 0, a.s., by Diehl and Stute [5].
We have that
Qjnj(η0, 0) = Λ˜nj(η0)−Λnj(η0)+ O(n−1) = o(εnj),
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from Csörgo and Horvath [3]. Like in Lemma 4.3 of Shen and He [24], we can find a constant C such that −2 ln R˜(θ0, η′) ≥
Cnε2n . On the other hand, we have
−2 ln R˜(θ0, η0) =

n1Q1n1(η0, 0), n2Q2n2(η0, 0)

Σˇ−1{Q1n1(η0, 0),Q2n2(η0, 0)}T + O(nε3n)
= o(nε2n) a.s.
Like Qin and Lawless [22] and Shen and He [24], we prove the lemma. 
Proof of Theorem 2.1. The proof is along the lines of Theorem 2.1 in [24]. First, we define β1 = λ1/n1, β2 = λ2/n2 and the
Jacobian matrix of the equations vector (Q1,Q2,Q3) as
Sˆn(η0) = ∂(Q1n1 ,Q2n2 ,Q3n1n2)
∂(η, β1, β2)

(η0,0,0)
=
−τˇ1(η0) σˇ 21 (η0) 0−τˇ2(η0) 0 σˇ 22 (η0)
0 −n1τˇ1(η0) −n2τˇ2(η0)
 .
Using Taylor expansion, we can obtain Q1n1(ηE, λ1)
Q2n2(ηE, λ2)
Q3n1n2(ηE, λ1, λ2)

=
 Q1n1(η0, 0)
Q2n2(η0, 0)
Q3n1n2(η0, 0, 0)

+ Sˆn(η0)

ηE − η0
β1
β2

+ o(n−1/2) a.s.
Since the left side of the equation equals zero, the equation can be rewritten as follows:
ηE − η0
β1
β2

= −Sˆ−1n (η0)
 Q1n1(η0, 0)
Q2n2(η0, 0)
Q3n1n2(η0, 0, 0)

+ O(ε2n) a.s.
where
Sˆ−1n =
1
Det(Sˆn)
n1τˇ1σˇ 22 n2σˇ 21 τˇ2 σˇ 21 σˇ 22−n2τˇ 22 n2τˇ2τˇ1 τˇ1σˇ 22
n1τˇ2τˇ1 −n1τˇ 21 σˇ 21 τˇ2

and
Det(Sˆn) = −n1τˇ 21 (η0)σˇ 22 (η0)− n2σˇ 21 (η0)τˇ 22 (η0).
By Andersen et al. [1], Stute [25], Shen and He [24], when njh4 → 0, we know that
n1/2j Qjnj(η0, 0)
D−→N 0, σ 2j (η0) , j = 1, 2.
Applying the consistency of σˇj and τˇj, j = 1, 2 (see [5]), we have
−τˇ 22
√
n1Q1n1(η0, 0)+
√
n1τˇ2τˇ1√
n2
√
n2Q2n2(η0, 0)
2
D−→ τ 22 (τ 22 σ 21 + γ τ 21 σ 22 )χ21 .
By the condition of Theorem 2.1, εn1 = n−s1 and εn2 = n−s2 , 1/3 < s < 1/2, we know that O(nε4n) + O(ε2n) = O(nε4n) =
o(1). Also,
λ21(ηE)
n1
= n1
Det(Sˆn)2
{−n2τˇ 22 (ηE)Q1n1(ηE, 0)+ n2τˇ2(ηE)τˇ1(ηE)Q2n2(ηE, 0)}2 + O(nε4n)+ O(ε2n)
= n
2
2
(−n1τˇ 21 σˇ 22 − n2σˇ 21 τˇ 22 )2

−τˇ 22
√
n1Q1n1(ηE, 0)+
√
n1τˇ2τˇ1√
n2
√
n2Q2n2(ηE, 0)
2
+ O(nε4n)
D−→ 1
(γ τ 21 σ
2
2 + σ 21 τ 22 )
τ 22χ
2
1 .
From Eq. (2.5), we have−n1τˇ1(ηE)β1 − n2τˇ2(ηE)β2 = O(ε2n) and τˇ1(ηE)/τˇ2(ηE) = −λ2/λ1 + O(n−1εn). Finally, we have
−2 ln R˜(θ0, ηE) = λ
2
1
n1
σˇ 21 (ηE)+
λ22
n2
σˇ 22 (ηE)+ O(nε3n)
= λ
2
1
n1
σˇ 21 (ηE)

1+ τˇ
2
1 n1σˇ
2
2 (ηE)
n2τˇ 22 σˇ
2
1 (ηE)

+ o(1)
D−→ σ 21
1
(γ τ 21 σ
2
2 + σ 21 τ 22 )
τ 22χ
2
1
(τ 22 σ
2
1 + τ 21 γ σ 22 )
τ 22 σ
2
1
= χ21 . 
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