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We study how shear moduli of a correlated metal change across superconducting phase transitions.
Using a microscopic theory we explain why for most classes of superconductors this change is small.
The Fe-based and the A15 systems are notable exceptions where the change is boosted by five orders
of magnitude. We show that this boost is a consequence of enhanced nematic correlation. The theory
explains the unusual temperature dependence of the orthorhombic shear and the back-bending of
the nematic transition line in the superconducting phase of the Fe-based systems.
An important topic in the field of high temperature su-
perconductivity is to understand the interplay between
superconducting and nematic orders. The issue arises
naturally for the Fe-based systems whose phase diagram
shows a ubiquitous presence of the two orders [1–12].
The relevance of nematicity to understand the pseudogap
state of the cuprate superconductors is currently under
active investigation as well [13–21].
One cause of interplay is fluctuations associated with
the two orders, and the effect of nematic fluctuations
on superconductivity has been extensively studied in the
past [22–28]. A second cause can be a third degree of
freedom such as antiferromagnetic fluctuations which can
enhance nematic correlation, but which are themselves
suppressed in a singlet superconductor [29]. What is less
examined is the effect of the superconducting order itself
on the nematic properties of electrons in solids. The goal
of the current paper is to study the last from a micro-
scopic point of view.
For such a study a shear strain of a suitable symmetry
is an appropriate nematic order parameter, even if the
nematic transition is driven by electronic interactions [30,
31]. This is because, due to electron-strain coupling, the
nematic transition at temperature Ts itself manifests as
a structural instability. Consequently, tracking the shear
elastic constant cs(T ) as a function of temperature T ,
especially across the superconducting transition at Tc, is
a practical method to study the interplay. For simplicity
we restrict to the case where Tc > Ts.
More concretely, for T ∼ Tc, the free energy per unit
volume involving the shear strain us and the supercon-
ducting order parameter ∆ can be written as
F = (cs/2)u
2
s + (a/2) |∆|2 + (b/4) |∆|4 + (λ/2)u2s |∆|2 .
(1)
Here ∆ has dimension of energy, while (a, λ) have that of
density of states (DOS), a = a0(T − Tc), and b > 0. The
fourth term, which captures the interplay, describes how
the shear elastic constant is modified across Tc. In the
above we assumed that ∆ belongs to a one dimensional ir-
reducible representation of the unit cell point group, and
that there is no second nearly critical symmetry channel
for superconductivity [4, 5, 32].
From Eq. (1) it follows that cs(T ) itself is continuous
at Tc, but its temperature derivative jumps at Tc with
the jump given by (dcs/dT )T+c − (dcs/dT )T−c = λa0/b.
In other words, cs(T ) has a kink at Tc which encodes
information about the interplay parameter λ. The mag-
nitude of this kink can be quantified by δcs/|cms |, where
δcs ≡ λ∆20 ∼ css − cms . Here css is the zero temperature
elastic constant in the superconducting phase, cms is in-
ferred from the T = 0 extrapolation of cs(T ) in the metal
phase, and ∆0 ≡ ∆(T = 0).
A literature search reveals that in most known classes
of superconductors the ratio δcs/|cms | is “small” and is
of order 10−6. Examples include conventional Bardeen-
Cooper-Schrieffer (BCS) systems [33, 34], cuprates such
as La2−xSrxCuO4 at various dopings (see Figs. 7 and
8 in Ref. [35]), and heavy fermion systems UPt3 and
URu2Si2 [36, 37]. From Ehrenfest-type thermodynamic
argument it is known that δcs/|cms | is related to the ratio
between the superconducting condensation energy and
the Fermi energy, which is typically small [38, 39]. This
provides a simple way to understand this small ratio
without a microscopic analysis.
However, there are two classes of superconductors,
namely the Fe-based [29, 40–43] and the A15 systems [44–
46], for which this ratio is “large” with δcs/|cms | ∼ 10−1.
Clearly, this increase of δcs/|cms | by five orders of mag-
nitude compared to the standard behavior cannot be
understood purely from thermodynamics, and a micro-
scopic approach is needed. With this motivation, here
we develop such a microscopic theory of the coupling λ
that encodes the interplay between the two orders.
Our main results are the following. (i) First, we show
that in systems with negligible nematic correlation λ/NF
is small, where NF is DOS at Fermi level. This is due to
a cancellation of the low-energy electronic contribution
that is not imposed by symmetry. We show that this
cancellation is related to the general property that the
quadrupolar charge susceptibility of an electronic system
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FIG. 1: Diagrammatic representation of the coupling λ
that controls the interplay between superconducting and ne-
matic orders, see Eq. (1). λ is a four-point function with two
particle-hole (open circles) vertices with nematic form fac-
tor hk and two particle-particle (closed circles) vertices, see
Eq. (3). Solid lines are electron Green’s functions. k = (k, ω)
denote momentum and frequency.
remains approximately unchanged between its metallic
and superconducting phases. This explains the small ra-
tio of δcs/|cms | for most superconductors. (ii) Second,
we show that for systems with large nematic correlation
length ξ  l, where l is the interatomic distance, the
parameter λ is boosted by (ξ/l)4. This accounts for the
five orders of magnitude increase in δcs/|cms | seen in the
A15 and the Fe-based systems. (iii) Third, we show that
the sign of λ, that controls cooperation or competition
between the two orders, is non-universal and that it de-
pends on the band structure.
Microscopic theory. Our main message can be illus-
trated by considering a one-band metal in a tetragonal
lattice. The relevant elastic constant can be written as
cs(T ) ≡ c0 − α2χn(T ). (2)
c0 is the modulus of the bare elastic medium, which
we assume to be temperature independent. α is the
electron-strain interaction energy, such that in the pres-
ence of a finite strain the electron dispersion changes as
k → ˜k = k + αushk. To be concrete we take us to be
the orthorhombic strain that transform as (x2 − y2), in
which case hk ∼ cos kx − cos ky. The precise nature of
the shear mode and the associated form factor is unim-
portant. Likewise, the spatial symmetry of ∆ (i.e., s-, p-
or d-wave) play no role, and we take it as s-wave for sim-
plicity. The quantity χn ≡ limq→0 χn(q, ω = 0), where
χn(q, 0) is the static nematic susceptibility of the elec-
trons. Thus, the role of the lattice variables is simply
to probe the electronic properties, in particular how χn
changes across Tc.
At this point it is convenient to distinguish the follow-
ing two situations.
(a) Away from nematic instability. When the sys-
tem is far away from nematic/orthorhombic instability
the nematic correlation length is negligible, and there-
fore χ
s/m
n (q, 0) ≈ Πs/mn (q, 0), where Πs/mn (q, 0) is the
bare nematic susceptibility. We added superscripts (s,m)
to denote superconducting and metallic phases, respec-
tively. In the superconducting phase the bare nematic
susceptibility is
Πsn(q, 0) = −
2
βV
∑
ωn,k
f2k,q[Gk+q(iωn)Gk(iωn)
− Fk+q(iωn)Fk(iωn)],
where β is inverse temperature, V is volume, fk,q ≡
(hk + hk+q)/2 is the nematic form factor, Gk(iωn) =
−(iωn + k)/(ω2n + E2k), Fk(iωn) = ∆/(ω2n + E2k), and
Ek =
√
2k + ∆
2. An overall factor two is due to spins.
The equivalent expression for Πmn (q, 0) is obtained by
setting ∆ = 0.
Eqs. (1) and (2) give λ = −(α2/2)[∂2χsn/(∂|∆|2)]|∆|=0.
Thus, λ is a four-point function that can be obtained
from Πmn (0, 0) by inserting two particle-particle vertices
(see Fig. 1). This leads to the microscopic expression
λ = λ0 ≡ −2α
2
βV
∑
ωn,k
h2k
[
2G0k(iωn)
3G0k(−iωn)
+ G0k(iωn)
2G0k(−iωn)2
]
, (3)
with G0k(iωn)
−1 ≡ iωn − k. The above frequency sum is
simple to perform. We define the B1g density of states
as NB1g () ≡ (1/V )
∑
k h
2
k δ(− k), and we get
λ0 = −α
2
2
∫ ∞
−∞
dNB1g ()
d2
d2
[tanh(β/2)/] .
We expand NB1g around the Fermi energy as
NB1g () ≈ NB1g (0) + N ′B1g (0) + (2/2)N ′′B1g (0) + · · · ,
where primes imply derivatives with respect to energy.
Remarkably, the term proportional to NB1g (0), which is
the contribution from the low-energy excitations, van-
ishes. Since the term proportional to N ′B1g (0) is trivially
zero, the first non-zero contribution is proportional to
N ′′B1g (0). We get,
λ0 = −α2N ′′B1g (0) {log[Λ/(2T )] + C1} , (4)
where C1 ≡ γ − 3/2 − log(pi/4), γ is the Euler constant,
and Λ is a high-temperature cutoff. The logarithmic tem-
perature dependence above has the same origin as the
familiar log(T ) dependence of the particle-particle sus-
ceptibility in BCS theory.
The cancellation of the low-energy electronic contribu-
tion is important, and consequently it is useful to un-
derstand better its physical origin. Clearly, the cancel-
lation is not dictated by any symmetry. Instead, it is
a consequence of the property that the bare quadrupo-
lar charge susceptibility of electrons remains nearly un-
changed across a metal to superconductor transition.
This can be demonstrated by the following calculation.
The frequency sum in the expression for Πsn(0, 0) gives
Πsn(0, 0) =
1
V
∑
k
h2k
∂
∂k
[
k
Ek
tanh
Ek
2T
]
.
3If we neglect the energy dependence of the B1g density of
states NB1g (), which is appropriate for the low-energy
electronic contribution, after the energy integral we get
Πsn(0, 0)low = Π
m
n (0, 0)low = 2NB1g (0). (5)
In the above the subscript “low” implies the low-energy
contribution. In other words, from the perspective of the
low-energy electrons Πsn(0, 0) is independent of ∆. This
property is reminiscent of that of the uniform charge sus-
ceptibility ∂n/∂µ, where n is the electron density and µ
the chemical potential. It is known that the Thomas-
Fermi screening length, which is controlled by the uni-
form charge susceptibility, remains practically unchanged
when a metal turns into a superconductor [47]. The
above discussion implies that if Πsn(0, 0) is expanded
around Πmn (0, 0) in powers of |∆|2, order by order the
pre-factors would be zero if we neglect the energy depen-
dence of NB1g (). The coupling λ0 in Eq. (3) is related
to the prefactor at order |∆|2 in this expansion.
The above low-energy cancellation has the following
consequences. (i) Most importantly, we conclude that
for superconductors with negligible nematic correlation
δcs/|cms | ∼ (Tc/EF )2, where EF is the Fermi energy.
This follows from the estimate N ′′B1g (0) ∼ NF /E2F , and
by estimating the electron-phonon interaction energy α
as the geometric mean of the typical electronic and elas-
tic energy scales, i.e., (α2NF /cs) ∼ 1 [48]. Thus, the
above estimation, backed by a microscopic calculation,
explains the order of magnitude of δcs/|cms | reported for
most known superconductors, the Fe-based and the A15
systems being exceptions. (ii) The sign of λ0, which
governs whether the two orders cooperate or compete,
is non-universal and it depends on the sign of N ′′B1g (0).
(iii) Due to the absence of the low-energy contribution
the coupling λ ∼ λ0 is nearly temperature independent.
This is consistent with the weak T -dependence of χn of
several Fe-based systems at doping well away from the ne-
matic instability reported from elastoresistivity [49] and
electronic Raman studies [50, 51].
(b) Near a nematic instability. The above considera-
tions need modification if the system is in the vicinity of
a nematic instability, and the nematic correlation length
ξ  l, where l is the interatomic distance. For the sake
of simplicity we assume that the nematic instability is
a Pomeranchuk transition, i.e., spontaneous deformation
of the Fermi surface. Accordingly, we postulate the pres-
ence of an interaction HI = −(g/2)
∑
qOn(−q)On(q),
with g > 0 having dimension of inverse DOS, and where
On(q) ≡ 1√V
∑
k,σ fk,qc
†
k+q,σck,σ, is the quadrupolar
charge operator. Such a phenomenological interaction
has been widely used to study nematic instability in met-
als [8, 22, 25, 27, 31, 52]. In this case the increase of the
nematic correlation length ξ(T ) with lowering tempera-
ture can be described using random phase approxima-
tion, and the nematic susceptibility can be written as
0.6 1.0 1.4 1.8
T/TC
0.4
0.5
0.6
cs(T)/c0
FIG. 2: Kink in the T -dependence of the shear elastic con-
stant cs(T ) at a superconducting transition Tc. The system
is close to a nematic instability and the nematic correlation
length increases with lowering T . For sufficiently large λ0 > 0
the elastic constant hardens immediately upon entering the
superconducting phase (red/dark line), as seen in the Fe-
based systems. For λ0 < 0 the elastic constant softens more
rapidly in the superconducting phase (green/light line). The
dashed line is the extrapolation of the metallic behavior.
χin(q, 0) = Π
i
n(q, 0)/
[
1− gΠin(q, 0)
]
, where i = (s,m).
As in case (a) we have λ ∝ [∂2χsn/(∂|∆|2)]|∆|=0, and tak-
ing into account that ∂Πsn(0, 0)/∂|∆| = 0 due to gauge
invariance, we conclude
λ = λrenorm ≡ λ0(ξ/l)4, (6)
where (ξ/l)2 = 1/[1 − gΠmn (0, 0)]. From the above Eq.
we deduce the following. (i) Close to a nematic instabil-
ity gΠmn ∼ 1, or equivalently ξ  l, and therefore λ and
eventually δcs/|cms | can be boosted by five orders of mag-
nitude, even though the bare coupling λ0 is small. Note,
the identification that electronic nematic correlation is
significant in the A15 systems is an important conclusion
of our study. (ii) In the metal phase the nematic suscep-
tibility χmn (T ) ∝ (ξ(T )/l)2 ∼ NFΛ/(T − T0). Here T0 is
the nematic transition temperature of the electron-only
subsystem, with T0 = Ts−α2ΛNF /c0 . Ts. This implies
that the renormalized λ has power-law temperature de-
pendence with λrenorm ∝ (ξ(T )/l)4 ∝ 1/(T − T0)2. This
is to be contrasted with case (a) where the bare coupling
λ0 has weak logarithmic T -dependence.
The enhancement of λ implied by Eq. (6) has the fol-
lowing two consequences.
1. cs(T ) across superconducting Tc. Since χ
m
n (T ) ∝
1/(T − T0) while λrenorm ∝ 1/(T − T0)2 has a stronger
T -dependence, it is clear that, for λ0 above a positive
threshold, the softening of cs(T ) in the metal phase will
turn into a hardening in the superconducting phase. This
can be illustrated from the following phenomenological
modeling. We write cs(T )/c0 = 1−a0P (T )/[1−b0P (T )],
where a0 ≡ α2NF /c0 and b0 ≡ gNF are constants, and
P (T ) is the dimensionless bare nematic polarization. In
4Ts(x)
Tc(x)
0.2 0.4 0.6 0.8 1.0
x
0.2
0.4
0.6
0.8
T/Λ
FIG. 3: Back-bending of the nematic transition line (solid
blue line) Ts(x) in the superconducting phase (shaded light
yellow) due to strong interplay between the two orders. The
blue dashed line is the hypothetical nematic transition if the
interplay is ignored.
the metallic phase we postulate P (T ≥ Tc) = Λ/(T+T1),
with T1  Tc such that P (T ) is weakly T -dependent
around Tc. As noted above, in the superconducting
phase the bare polarization has an additional term pro-
portional to λ0∆(T )
2. We assume the mean field scaling
∆(T )2 = ∆20(1 − T/Tc), and we write the bare inter-
play coupling λ0 in terms of a dimensionless parameter
t2 ≡ λ0∆20/(α2NF ). This implies P (T ≤ Tc) = Λ/(T +
T1) − t2(1 − T/Tc). It follows that, for sufficiently large
and positive t2 > ΛTc/(Tc + T1)
2, the elastic constant
cs(T ) starts hardening immediately below Tc, as seen in
electron and holed doped BaFe2As2 [29, 40, 42, 43]. On
the other hand, for t2 < 0 (or equivalently λ0 < 0) the
elastic softening enhances in the superconducting phase.
It is likely that this latter trend is relevant for FeSe1−xSx
at large doping where Tc > Ts [53]. These two trends
are illustrated in Fig. (2) for which we use a0 = 0.22,
b0 = 49.8, T1/Λ = 50, Tc/Λ = 0.2, while t2 = 1.3× 10−4
and t2 = −0.2×10−4 for the red (dark) and green (light)
lines, respectively. For intermediate values of t2 the T -
dependence of cs(T ) interpolates between these two lim-
iting behaviors.
2. Back-bending of Ts(x) in the superconducting phase.
As noted above, for λ0 greater than a positive threshold
the shear modulus cs(T ) hardens for T ≤ Tc (red/dark
line in Fig. (2)). An immediate consequence of this be-
havior is the back-bending of the nematic/orthorhombic
transition line Ts(x) in the superconducting phase, as
shown in Fig. (3). Here x is a hypothetical tuning pa-
rameter that, in practice, can be related to doping or
pressure. To illustrate the back-bending we consider
the same model of P (T ) as above, and we introduce
an x-dependence to the temperature scales T1(x)/Λ =
49.02 + 1.3x and Tc(x)/Λ = 0.22− 2.44(x− 0.6)2, and to
the parameter t2(x) = 3× 10−3[Tc(x)/Λ]2. Thus, in this
model Tc(x) has a dome-like structure, and the Ts(x)
is linearly decreasing with x. The two transition lines
meet at x = 0.6, and if the interplay is ignored Ts(x)
continues the trend (dashed lines Fig. (3)) in the super-
conducting phase. However, once the interplay is taken
into account, the hardening of cs(T ) for T < Tc implies
that there cannot be a nematic transition for x > 0.6 in
the superconducting phase. Moreover, since the harden-
ing increases with lowering T , it necessarily implies that
Ts(x) back-bends in the superconducting phase, as re-
ported in electron-doped BaFe2As2 [54].
To summarize, we examined the thermodynamic sig-
natures of the interplay between superconducting and
nematic instabilities. In particular, we studied micro-
scopically the properties of the coupling λ between the
two orders, see Eq. (1). This is related to how the shear
elastic constant cs(T ) changes across a superconducting
transition. We explained why in most systems λ (in suit-
able unit) is small and nearly temperature independent,
which leads to δcs/|cms | ∼ 10−6 as seen in most classes
of superconductors. The situation is different if, due to
an imminent nematic instability, the nematic correlation
length ξ  l, where l is the interatomic distance. In this
case λ ∝ (ξ(T )/l)4 has strong T -dependence and it can
be boosted by several orders of magnitude. This leads
to large δcs/|cms | ∼ 10−1, as seen experimentally in the
Fe-based and A15 superconductors. If the bare coupling
λ0 is above a positive threshold, it leads to hardening of
cs(T ) for T ≤ Tc, and to the back-bending of the nematic
transition line in the superconducting phase, as seen in
doped BaFe2As2. Finally, we predict that the A15 sys-
tems have large electronic nematic correlation which can
be revealed using electronic Raman response and elas-
toresistivity techniques.
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