During the 1980s the topic of performance on the Scholastic Aptitude Test (SAT) attracted much attention in academic circles (e.g., Benbow & Stanley, 1980; Powell & Steelman, 1984) as well as in the popular press (e.g., Owen, 1985; Staples, 1985) . Because SAT scores are widely used in college admissions decisions, potential examinees (often urged on by their parents) are highly motivated to perform as well as they possibly can. Strong public interest is reflected in the proliferation of commercial coaching schools, computerized coaching programs (e.g., Owens, 1983; Staples, 1985) , and school policies on SAT preparation (National School Boards Association, 1984).
Betsy Jane Becker 1968, they claimed that "there is ample evidence that students can successfully train for the SAT and that the more time students devote to training, the higher their scores will be" (1980, p. 164 ). This conclusion implies that Slack and Porter specifically investigated differences between short-and long-term programs. However, as Jackson (1980) noted, they did not. The conclusion was drawn from a narrative discussion of all results. Messick and Jungeblut (1981) empirically studied the relationship between number of student contact hours during coaching and size of coaching effects across studies using regression analyses.
2 Logarithmically transformed contact hours appeared linearly related to score effects, and relationships were positive in all cases. Although they noted that contact hours were confounded with methodological features of the studies (such that uncontrolled studies tended to be longer), Messick and Jungeblut reported that for both the mathematical and verbal subtests a "threshold" amount of 3 hours of coaching was needed to attain any positive gain in SAT scores beyond control-group gains.
Messick and Jungeblut reported a steeper slope coefficient for the regression of SAT-M gains (vs. SAT-V gains) on log-time, suggesting a greater relative impact of coaching on mathematics scores. They concluded that improvement of SAT scores "is a function of the time and effort expended and that each additional score increase may require increasing amounts of time and effort, probably geometrically increasing amounts" (1981, p. 215) . Short-term instruction, then, would be expected to produce only small-scale gains. Kulik et al. (1984) categorized 14 studies of coaching effectiveness into averagelength (3 to 9 hours) or long-duration (more than 9 hours) programs. Although coached-group advantages were 0.08 standard deviations for average programs and 0.16 standard deviations for long programs, they did not differ significantly. This differs slightly from Messick and Jungeblut's findings. However, only controlled studies were reviewed by Kulik and his coworkers, whereas Messick and Jungeblut's review included several longer, uncontrolled studies. The lack of correspondence in findings may have resulted because the syntheses considered different sets of studies.
Study Quality
Some of the controversies in the literature on coaching relate less to the nature of the coaching intervention and more to the coaching research itself. One such issue concerns the quality of empirical studies of coaching effects. Slack and Porter (1980) discussed the results from 10 reports of coaching studies in detail, but they paid little attention to the question of study design. Jackson's (1980) critique of their review focused on this point. Messick and Jungeblut (1981) systematically critiqued the methodologies used in studying coaching effects, focusing on the lack of comparison groups, the use of nonequivalent controls, and related problems of differential selection and maintenance of subject motivation. Also, they pointed out the great number of studies that used special administrations (or forms) of the SAT, which could introduce other biases. Individual design flaws were compounded for studies that suffered several problems at once. Additionally, Messick and Jungeblut noted the imprecision in many study results due to small numbers of coached students.
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Coaching for the SA T Although they organized their discussion of studies on the basis of design characteristics, Messick and Jungeblut did not present overall results separately for studies with different designs. They stated that "for numerous reasons, including the diversity of design limitations and the differences in sample sizes, it is difficult to compare results across these studies in a meaningful way" (1981, p. 202 ). Bond's (1989) treatment of the study-design issue closely followed that of Messick and Jungeblut. Bond's collection of studies differed slightly from Messick and Jungeblut's, and he did summarize results for comparison and uncontrolled studies separately. He reported very large adjusted gains for uncontrolled studies of 38 points for Verbal and 54 points for Mathematical subscores. Smaller average advantages for coaching (of 9.1 SAT-V and 13 SAT-M points) were reported for comparison studies. DerSimonian and Laird (1983) incorporated information about study design into their quantitative synthesis. They examined all of the studies reviewed by Slack and Porter and Messick and Jungeblut, using a random-effects conceptualization of the coaching outcomes. That is, they considered observed variability in the outcomes of coaching studies to have two components, one due to "true" differences in the effects of coaching and another due to sampling error.
DerSimonian and Laird evaluated three models for "true" differences in coaching effects: the model of a single common coaching effect, the model of investigatorrelated differences (due to intercorrelated results for multiple studies done by single investigators), and the model of design-related differences in coaching effects. Table  1 shows a summary of the estimated gains in SAT scores for the three models.
The most striking of DerSimonian and Laird's findings may be the wide disparity in mean gains shown for the three study designs. For both math and verbal scores, uncontrolled studies showed gains three to five times larger than comparison studies. This, coupled with the inherent difficulty in evaluating the results of uncontrolled and nonequivalent-comparison-group studies, prompted DerSimonian and Laird to state that "it appears that the benefits of coaching are indeed negligible, only about one-tenth of the population standard deviation" (1983, p. 13) . DerSimonian and Laird also discussed the consequences of the confounding of type of study design and type of coaching program. Type of study design (uncontrolled, controlled, and matched or randomized) was associated with both type and selectivity of school and with number of student contact hours. Thus, their results and Messick and Jungeblut's (1981) findings (that coaching effects relate positively to number of student contact hours) are alternative but competing explanations for the patterns of coaching-study outcomes. DerSimonian and Laird therefore concluded that evidence was not sufficient to attribute large positive SAT gains to the effects of coaching programs. Kulik et al. (1984) dealt differently with the issue of study quality. They reviewed only studies with control groups 3 and investigated the importance of the use of randomization. Contrary to DerSimonian and Laird's findings, Kulik et al. found larger coaching effects in randomized studies. Coached students showed average advantages of 0.21 standard-deviation units in four randomized studies, versus advantages of 0.12 standard deviations for coached students from 10 nonrandomized studies.
The interpretation of results obtained using various research designs is discussed in many texts and handbooks on research methods (e.g., Campbell & Stanley, 1963) . Choosing between these designs typically involves making compromises between aspects of internal and external validity. For example, studies of students who attended (on their own) commercial coaching schools have high external validity if the researcher wants to infer to the population of students who seek coaching. But inferences about the efficacy of the coaching intervention in the general population (e.g., about the consequences of making coaching mandatory) cannot be based on such studies because of the problem of self-selection of treatment groups. Motivation, ability, and so forth, may also differ for students seeking coaching, as discussed below. Conversely, randomized controlled studies have high internal validity, sometimes at the price of low generalizability.
The authors of primary research on coaching have made a variety of different compromises. Reviewers of that research agree that these choices of research design in coaching studies have had consequences for the inferences that can be justified about coaching itself.
Motivation and Selectivity of the Samples
The degree to which students seek coaching (or volunteer to receive it) represents both the students' desires to be coached and (presumably) their wishes to perform well on the SAT. The degree to which control subjects are motivated is not typically investigated. Studies of commercial coaching (e.g., the controversial Federal Trade Commission [FTC] study [1978, 1979] ) are particularly problematic because they focus on highly motivated subjects who are willing (and able) to pay for costly coaching. Such coached subjects, and their comparison-group counterparts, may have also sought help in test preparation in addition to that provided in the studies.
The extent to which the subjects of a coaching study are selected from special schools or unusual groups of students may also have an impact on the effects of coaching. Selectivity of samples in the coaching studies varied widely. 4 Selectivity is a gross measure of student ability and past educational quality, and also reflects 378 at Bibliothekssystem der Universitaet Giessen on June 11, 2015 http://rer.aera.net Downloaded from
Coaching for the SA T the degree to which students might be expected to improve upon retesting with or without coaching, as discussed below. It may also be a proxy for differences in variability (with more selective samples being less variable) or for differences in coaching treatments (due, for instance, to higher funding levels in more selective private schools).
Most reviewers have not examined these two aspects of coaching samples systematically. Often, reviewers have treated the nature of samples discursively, but have not included sample selectivity and motivation in their analyses. Kulik et al. (1984) did code ability level of the samples, and found the largest gains (0.20 standard deviations) for low-ability samples. High-ability students showed gains of only 0.06 standard deviations. The authors also compared studies of commercial versus school-based coaching, and found a slight advantage for school-based programs (0.16 standard deviations versus 0.13 for commercial coaching). This latter result is counter to expectations about the effect of student motivation in commercial coaching but is based on only four commercially coached samples, and is not a statistically significant difference.
Gain Due to Retesting
A recurring issue in discussions of uncontrolled studies of coaching concerns the gains that students can be expected to make due to simply being retested. The issue is complicated, because expected gains vary according to the initial score levels of examinees, the duration between first and second testing, and according to which subtest of the SAT is of interest. Slack and Porter (1980) , Messick and Jungeblut (1981) , and Bond (1989) all discussed possible adjustments for retesting gains. Slack and Porter suggested using the retesting gains of national samples of students scoring at the same initial levels as coached students. However, Messick and Jungeblut criticized that method because of differences (e.g., in motivation levels and interest) between coached groups (especially when they include volunteers) and national samples. Bond (1989) discussed research on the effects of growth and retesting on the SAT but noted that further study, attending to both sampling and regression considerations, is still needed before the issue can be well understood. He concluded that SAT-V gains (over 6 months) depend on initial score levels, with students scoring high on initial testing experiencing greater growth. Six-month SAT-M gains, however, were expected to be approximately 15 to 20 points for all examinees.
Score change due to retesting and growth is an even more complicated issue in the coaching literature for several reasons. Students are often tested with nonstandard forms of the SAT (or with the Preliminary SAT [PSAT]), which are given at special administrations of the test. Also, in most cases the exact time interval between the two testing sessions is not reported. Even when comparison groups have been used in coaching studies, they have often been nonequivalent control groups (e.g., from different schools than the coached students). Thus, the gains expected from growth and retesting may not be equivalent even for groups from the same study.
Differential Effects of Coaching on SAT-M and SAT-V
A similar issue concerns whether coaching itself is differentially effective at changing scores on the two primary SAT subtests. Most reviews have separated results for the Mathematical and Verbal sections of the SAT, and several studies of coaching have examined effects on only one SAT subtest (e.g., Alderman & Powers, 1980; Evans & Pike, 1973; Pallone, 1961) .
Traditional expectations suggest that mathematics performance should be the easier of the two areas to influence. This idea was partially supported by the analysis of Slack and Porter (1980) . Their weighted average effects showed gains of 33 points on SAT-M versus 29 on SAT-V. Messick and Jungeblut (1981) found that 12 hours was required to achieve a 10-point gain on SAT-V, 4 hours more than was needed to achieve an equal-sized gain on SAT-M. Their extrapolations suggested that students could expect to gain 40 SAT-M points with 107 hours of coaching, but a 40-point gain on SAT-V would require 1,185 hours of coaching (over 7 months of 40-hour work weeks or one full year of schooling with 6.5 hours of classes per day). Bond (1989) reported stronger coaching effects for SAT-M in both uncontrolled and comparison studies. He also noted that coaching on certain aspects of the above-mentioned alpha components (especially those related to review of subject matter) might be more likely to produce gains in the area of mathematics.
DerSimonian and Laird's review is the only one that fails to substantiate stronger coaching effects for SAT-M across all studies considered. As Table 1 shows, SAT-M gains were 13 points larger than Verbal gains for uncontrolled studies but were close to or slightly less than SAT-V gains for comparison studies.
The review by Kulik and his coauthors (1984) is the only recent review that did not look for differential coaching effects. The authors reported only one effect size for each study, even when both SAT-M and SAT-V had been tested. In such cases the single effect represented either the average of SAT-M and SAT-V effect sizes or an effect calculated for total SAT scores. Thus, their review did not address the issue of differential effects on SAT-M and SAT-V scores.
None of the reviews provided statistical tests of differences between coaching effects for Math and Verbal outcomes.
Summary
Although there is considerable variability in the results of coaching studies, reviews of those studies show a remarkable amount of consistency. Several common conclusions can be stated:
1. The results of studies of coaching effectiveness vary widely. 2. Much of the variation in results arises from studies without comparison groups.
3. Across all studies, the magnitudes of coaching effects relate to study design, as well as to duration of the coaching interventions.
4. Features of study design and of the coaching interventions are confounded in the set of coaching studies.
Method
This section begins with a definition of the standardized mean-change measure (Becker, 1988) and a description of the computation of the index of coaching effectiveness. Study retrieval and the coding of study characteristics are detailed, as is the analysis of data.
Coaching for the SA T Standardized Mean-Change Measure
The measure of effectiveness of coaching used in this review is based on the standardized mean-change measure outlined by Becker (1988 Becker, 1988 , and Appendix C of this paper). The standardized mean change provides a scale-free measure of the amount gained by the average subject in each sample relative to others in the sample. The values d c and d v can be interpreted in standard deviation units, in the same way that Glass's (1976) effect size is typically interpreted.
The statistic of interest for examining coaching effects is the difference between the (unbiased) standardized mean changes,
Studies that examine both SAT-M and SAT-V performance will have two differences: A M for the SAT-M mean-change difference and A v for SAT-V. The statistic A has several advantages over Glass's effect size for examining the coaching literature. First, some studies of coaching present results for several coached groups but only one control group. Thus, indexes of coaching effectiveness that compare each of the coached groups to a single control are dependent. 5 The covariances between A values that involve a single (common) control group are straightforward, whereas those between effect sizes computed for the same groups are much more complex (because of the shared standard deviations), and consequently have not been described in the statistical literature. Similarly, covariances between math and verbal study outcomes between studies with shared control groups are also simple and easily derived.
Third, the fact that the standardized mean change is a simple contrast between an index for a coached and a control group suggests a new approach for including studies without control groups. Methods similar to those used for handling missing data (e.g., Rubin, 1987) can be applied to impute control "results" for the studies without real control groups. Here the average standardized mean changes on SAT-M and SAT-V for all existing control groups were used as proxies for the nonexistent 381 at Bibliothekssystem der Universitaet Giessen on June 11, 2015 http://rer.aera.net Downloaded from Betsy Jane Becker results. Thus, mean-change differences for studies without control groups were denoted as ^, and computed as:
where d^ represents the weighted average standardized mean change for all control groups on SAT-M or SAT-V. This method relies on the assumption that if control groups had been obtained in the no-control studies, these results would have been similar to those of the existent control samples. The assumption is, of course, impossible to verify. However, some information can be obtained by considering the consistency of results for the existing control groups. This is discussed in the Results section below.
Coding of Study Characteristics
Study characteristics must be considered in any investigation of results of coaching-effectiveness studies in order to evaluate their potential relationships to study results. Study characteristics that differ across studies, but would not be expected to relate to study outcomes, are important to consider because these features need to be eliminated as potential explanations of patterns of study results. Because of the survey-like (unstructured) nature of meta-analysis data, several study features may be confounded for a particular set of studies. Messick and Jungeblut 1981) have already noted that several features of coaching effectiveness studies are confounded. Thus, several competing "models" or explanations of patterns of study outcomes may exist. Inclusion of as many study features as possible in analyses of the study results allows those different models to be evaluated.
Nineteen characteristics of the sample, the coaching intervention, and the design and reporting of coaching studies were coded, and are listed in Table 2 . Two raters coded the characteristics for each study, and discrepancies between assigned codes were resolved. The percentages of codes on which both raters agreed (before resolution of differences) are a measure of interrater reliability. Percentages ranged from 56% for sample voluntariness to 100% for four variables coded. Only two variables other than voluntariness had reliabilities below 80%-duration of coaching with 79% agreement and presence of test practice with 71% agreement. Problems encountered in coding these variables are discussed below.
Study characteristics. Six variables described the design and reporting of the study itself. Year of publication allowed examination of the question of trends over time, and affiliation of authors with ETS (or reported ETS sponsorship of the study) was also noted. Type of publication (journal articles versus unpublished documents) was also coded.
Sample characteristics. The selectivity of the school or coaching program with which students were associated and the degree to which subjects had volunteered to participate in the coaching program were coded. Table 2 lists the three (ordered) categories for each variable (values are shown in brackets).
Voluntariness was difficult to code because of coaching offered by high schools or college preparatory schools as part of their regular curricula. One major controversy centered on the voluntariness of the Marron (1965) samples. The subjects were exposed to coaching as a part of the required curricula of several college preparatory schools, suggesting a coded value of zero. However, the schools Note. Numbers in brackets produced the coded values shown in Table A -2. a These variables were assigned the value 1 if the specified aspect of the coaching intervention or study design was present and 0 otherwise. b This variable was recoded as two dummy variables for the regression analysis. c These variables were recoded 1 if the specified aspect of the coaching intervention was present and 0 otherwise for the regression analysis.
themselves were 1-year post-high school college preparatory schools, and the extent to which attendance at the schools was voluntary is not clear. (These samples were finally given a voluntariness code of 2 based on the available information.) Coaching-intervention characteristics. Eleven features of the coaching programs were noted: their duration, their emphasis on mathematical and verbal preparation, seven types of coaching instruction or activity, and type of control treatment.
Duration was estimated for half of the sources because of partial or vague information (e.g., the program was reported to have lasted for 20 sessions, but the duration of each session was not given). Dichotomous (0, 1) variables measured each program's emphasis on mathematics and verbal preparation, and the presence of seven specific kinds of coaching activities. The activities included item practice, test practice, test-taking skill instruction, homework activities, instruction or lessons aimed at changing Bond's (1989) alpha component of the student's test score, and other activities (such as anxiety-reduction exercises) often aimed at changing testspecific (beta) knowledge and behaviors. Test practice had a relatively low reliability (71%), but half of the disagreements resulted from the coding of Marron's (1965) study. 6 Computerized instruction does not specifically fit into Bond's framework, and was used in four studies (Coffin, 1987; Curran, 1988; Davis, 1985; Laschewer, 1986) .
Several aspects of study design were coded. Use of any kind of comparison group, use of matched coached and comparison subjects, and use of randomized coached and control groups were noted. Finally, the type of control treatment used (i.e., the activities of the control group) was coded when information was available.
Analysis of Outcomes
Differences in the standardized mean changes between coached and control groups (or between results of coached groups and the imputed mean control values) were analyzed using a generalized least-squares regression approach. The generalized least-squares regression analysis was required because the variances of differences in standardized mean changes were not equal across studies and because correlations (or covariances) among certain outcomes were nonzero. The analysis follows that suggested by Raudenbush, Becker, and Kalaian (1987) for Glass's effect size. Examination of residual variation remaining after inclusion of the predictors allowed the assessment of each model's adequacy.
Variance-covariance matrix for study outcomes. General formulas for the variances and covariances of the A and A values have been presented by Becker (1988) . However, because of the very specific structure of the studies of SAT coaching, formulas for the variances and covariances of study results are presented in Appendix C of this paper. The two sources of intercorrelation (multiple outcomes and shared control results) produced 10 different covariances among the study results. Table 3 is a list of the 10 kinds of interrelationships, and formulas for the 10 covariances are given in Appendix C.
Results
This section presents the results of a series of analyses of the measures of change in SAT performance. The first subsection contains a description of the studies, the 
Label
Descriptions of correlated outcomes
Between-study correlations A SAT-M results of two uncontrolled studies SAT-M results of one uncontrolled and one comparison study B SAT-V results of two uncontrolled studies SAT-V results of one uncontrolled and one comparison study C SAT-M result of one uncontrolled study with SAT-V result of another uncontrolled study D SAT-M result of an uncontrolled study with SAT-V result of a comparison study E SAT-V result of an uncontrolled study with SAT-M result of a comparison study F SAT-M results for two experimental groups that shared a common control group G SAT-V results for two experimental groups that shared a common control group H SAT-M results from one experimental group with SAT-V results from a second experimental group, when two groups shared a common control group
Within-study correlations I SAT-M and SAT-V results from an uncontrolled study J SAT-M and SAT-V results from a comparison study SAT-M and SAT-V results for an experimental group which used a group shared by at least one other control experimental sample outcomes of coached and control students considered separately, and an evaluation of the proposed plan to "impute" average control results in place of nonexistent control outcomes. The remainder of the section describes analyses of the data that lead to several alternative "models" for coaching-study results.
Description of the Studies
Study retrieval Sources were identified via three search procedures. The majority of the sources had been examined in past reviews. This collection was updated through a search of the Educational Resources Information Center (ERIC) database (for 1983-1989) . Also, a search was made of the Comprehensive Dissertation Index for dissertations listed since 1985.
Many sources provided results on studies of more than one school or coaching program. The schools and samples reported separately in Alderman and Powers (1980) , Evans and Pike (1973), and Marron (1965) 7 were kept distinct for the analyses. Results from uncontrolled studies were included, as were results from Lass (1961) , which were omitted by Messick and Jungeblut (1981) .
Studies by Coffin (1987) , Johnson (1984) , Kintisch (1979) , and Reynolds and Oberman (1987) were included. Dissertations by Burke (1986) , Curran (1988) , Davis (1985) , Keefauver (1976) , Laschewer (1986) , and Zuman (1988) also pro-vided data. Each of these has been included in no more than one past review of SAT coaching. A dissertation by Winokur (1983) was not available.
Several sources or studies within sources were not included in the analyses because they either did not examine coaching or did not provide the data needed to compute standardized mean changes. In particular, samples from both Marron (1965) and Roberts and Oppenheim (1966) that did not receive coaching were not included. Data for only School A of the FTC's study of commercial coaching could be included. (Rock's [1980] reanalysis presented descriptive statistics for pretest and posttest SATs only for School A.) Three samples from Johnson (1984) had provided data, but two of the samples had changed between pretest and posttest because of attrition. The data from those samples could not be used to compute measures of change. The short-term study by Coffman and Parry (1967) was omitted because of concern about the half-length SAT-V form used (cf. Messick, 1980, and Bond, 1989) .
The 23 reports in this review included results for more than 50 studies (coached versus control group comparisons) and over 75 independent samples (i.e., separate coached and control groups) of subjects. Results of 77 samples from 48 studies were analyzed. Forty-eight samples (about 62%) received some kind of instruction or coaching for the SAT, and 29 samples served as control groups. The total number of subjects in the analysis was 6,870, with 3,710 (54%) receiving coaching and 3,160 not being coached.
The SAT outcome. Even though all of the studies retrieved in the search claimed to be relevant to SAT coaching, a number of studies had used measures other than the SAT as outcomes. In part, this occurs because of practicalities. Most coaching programs last only a few weeks or months, but the SAT is only given on a few specific dates each year. Validity concerns (e.g., mortality problems and issues of maturation) suggest that pretests and posttests should be given just before and after a treatment has been implemented. Consequently, coaches and researchers do not usually use official administrations of the SAT to measure coaching effects.
When the SAT is administered in unofficial settings, nonstandard forms are often used. Some studies used shortened or other modified forms of the SAT (e.g., Evans & Pike, 1973) , old (released) or sample forms (e.g., Zuman, 1988), or simulated SATs constructed by faculty and graduate students in measurement (Johnson, 1984) . The assumption that these tests have been adequately equated with current forms of the SAT is dubious.
A number of studies also used the Preliminary Scholastic Aptitude Test (PSAT) as an outcome (e.g., Roberts & Oppenheim, 1966) , or used the PSAT as a pretest and the SAT as the posttest (Zuman, 1988) . Because the PSAT is meant to be comparable to the SAT (e.g., Anastasi, 1988) , this practice is not assumed to be problematic. However, because the PSAT is shorter than the SAT, greater scaledscore point gains may be possible with equivalent gains in numbers of items answered correctly.
The study with the most unusual outcome measure is Johnson (1984) . The outcomes were SAT forms developed from existing SAT forms by the author and graduate students in measurement. According to Bond (1989) , the forms were equated with the SAT score scale using standard equating procedures.
Analyses based on the standardized mean-change measure do not require outcomes to be on the same scale, thus diminishing somewhat the problems associated with the potentially differing scales of nonstandard SATs. Other questions of similarity (e.g., in difficulty levels or content), however, still remain. If all nonstandard measures used in this literature were strongly equated with the SAT, the results of analyses on points gained would be essentially the same as those based on measures of change.
Eliminating studies that had used any test other than officially administered SATs would have reduced the number of available sources to only 13 (from 23). Thus, these studies were retained in the analysis and were examined individually in all analyses of model misfit.
Characteristics of the studies. Table 4 lists and describes the 48 studies and their subjects, and Table 5 summarizes study characteristics.
Most studies (88%) examined students of average or above-average ability (i.e., samples with selectivity ratings of 1 or 2). Selectivity of samples also appeared related to variability in subjects' SAT scores. More selective samples were, on average, somewhat less variable than unselected samples.
8 Subjects in most studies had some control over their participation in coaching programs. Only three studies examined compulsory coaching, whereas more than half of the studies involved students who had volunteered for extracurricular coaching or had been paid to be coached.
The bulk of studies provided instruction specifically oriented to SAT-Math or SAT-Verbal performance, with 87% of the studies offering SAT-V related instruction and slightly more than half offering SAT-M instruction. Twenty-three of 30 programs (some programs were attended by several samples) provided instruction in both areas. One intervention that claimed to offer no preparation specific to either SAT subtest (i.e., Coffman and Parry's [1967] accelerated reading course) was assigned values of zero for both emphasis indicators.
The 23 reports were published between 1953 and 1988, with an average publication date of 1973 (and a median date of 1976). The "typical" study was done approximately 15 years ago, raising the question of how the SAT, prevailing levels of education (which may relate to alpha knowledge), and general awareness of testing and test-taking skills have changed since the bulk of the studies were conducted. However, 7 reports (30%) have been issued within the last 5 years; thus, the literature is not totally out of date. Less than half (10 of 23) of the sources had studies conducted or sponsored at least in part by ETS.
The average duration of coaching across 46 studies was 35 hours, with a range of from 4.5 to 100 or more hours of instruction. The duration of Pallone's longintervention was estimated at 100 hours (50 minutes x 5 days/week x 4 weeks x 6 months), and samples from Marron (1965) were also coded as receiving 100 hours of coaching. (This differs from the value of 300 hours assigned to both of these studies by Messick and Jungeblut, 1981) . Duration was estimated similarly for studies from Coffin (1987) , Dear (1958) , Dyer (1953 ), Frankel (1960 , and French (1955) . The median duration across the programs that reported duration (15 hours) was imputed for missing duration values in Kintisch (1979) and Lass (1961) .
Standardized mean changes. Because not all of the studies had reported on both SAT-M and SAT-V performance, the 48 studies produced 114 nonredundant standardized mean changes and 70 mean-change differences. The majority of these differences represented performance on the SAT-Verbal sections, with 44 These nine studies were conducted by or jointly sponsored by the College Board or ETS. Even though Johnson (1984) used a delayed-treatment control group, the experimental and control group data were combined so a change measure could be calculated. Experimental groups in these three studies were compared to a common control group. Duration of coaching was not reported for these studies. The Reading Institute is a commercial coaching school.
mean-change differences for SAT-V and 26 for SAT-M change. The values of the standardized mean changes are given in Appendix A, Table A-l. The ranges of values for the standardized mean-change measures for both SAT-M and SAT-V, for coached and control groups, are shown in Table 6 . (The controlgroup means and standard errors shown were the values used to represent nonexistent control-group results.) Both these ranges and the weighted means show that coaching produced larger changes and somewhat more spread in changes than simply retaking the SAT. No further analysis of the coached-group standardized mean changes is reported because within-study differences between coached-and control-group standardized mean changes were analyzed. However, examination of the control-group results provides some information about the use of control-group averages to represent nonexistent control outcomes. The results are also viewed in light of research on gain due to retesting.
Assessment of imputed values. It is impossible to investigate how well the controlgroup averages represent what might have been found if the uncontrolled studies had had comparison groups. The homogeneity-test values shown in Table 6 represent how well these averages depicted the existing control-group results. Each homogeneity test statistic is distributed as a chi-square statistic with (k -1) degrees of freedom (k is the number of results) when the studies all share a common population standardized mean change (Becker, 1988) . The expected value of this statistic is (/c -1) when the results are perfectly homogeneous.
Homogeneity tests were significant for both SAT-M and SAT-V, indicating that results varied widiely across the control samples. The average control-group change Although the weighted averages do not seem to represent single common values for all control groups, they are reasonable "typical" values. The median standardized mean SAT-M change for the control samples was identical to the weighted average of 0.16 (for SAT-M). The median for SAT-V was 0.16, which is reasonably close to the verbal average of 0.23.
The lack of consistency in the control results indicates that not all control groups performed alike. Differences in either the types of subjects or the activities of the control groups (e.g., wait-list controls versus controls receiving alternative coaching treatments, as in Alderman & Powers, 1980) may have contributed to the variation. Different types of control groups may change to different extents. However, because the values were used to represent nonexistent control-group results, the overall weighted average changes were used.
One additional source of information about whether the imputed values are reasonable comes from the literature on score change due to growth and retesting. Bond (1989) proposed a "good guess" of 15 to 20 points for the expected 6-month SAT-M score gain. For the population standard deviation of 100, the standardized mean change of 0.16 would correspond to a gain of 16 points, well within Bond's suggested range. Point gains within Bond's 15-to 20-point range would be obtained for standard deviations ranging between approximately 93 and 125 (with a mean change of 0.16).
Bond noted that expected gains on SAT-V depend on pretest score levels. He suggested 15 points gained for students with SAT-V pretests near 450, with gains nearer to 25 points for students scoring between 500 and 600. Pretest SAT-V scores for coached samples from uncontrolled studies averaged near 500. The SAT-V pretest means were 450 for four studies from Marron (1965) and about 470 for two Coffin (1987) . The SAT-V mean-change average of 0.23 corresponds to a 23-point gain on the population score scale, perhaps only slightly more than Bond's values would suggest. Actual SAT-V standard deviations for uncontrolled groups ranged from 61 to 108, corresponding to gains of 14 to 25 points, which are quite close to the range given by Bond.
The imputed values used in this analysis seem like reasonable averages in light of data on gains due to growth and retesting. An alternative approach would be to substitute different predicted mean-change values for each uncontrolled study on the basis of the pretest performance of its coached sample. However, it is not clear how information about implicit imprecision in the substitute values would be incorporated into the analysis.
Initial Analyses of Mean-Change Differences
The first question addressed with the generalized least-squares analysis concerned consistency in the mean-change differences (i.e., the A values) across all 70 outcomes from the 48 studies. The regression model included only the grand mean, as shown in the first column of The model-significance test (H R ) indicated that the average A value, estimated to be 0.30, differed from zero (p < .001). Thus, although not all coaching studies can be considered to show this degree of change, on average coached groups in this review gained three-tenths of a standard deviation more than did uncoached groups.
The next regression equation predicted mean-change differences from 21 predictors. The omnibus test for the combined effects of all predictors (excluding the grand mean) was highly significant (H R = 430.88, df= 21), and the model explained 72% of the variation in mean-change differences. However, the test for remaining variability was also significant (H E = 163.06, df -48, p < .005); thus, even this overall regression did not fully explain the patterns of study results. Coaching for the SA T Approximate z tests for the significance of individual predictors showed seven predictors to be significant. The publication date, duration, ETS sponsorship, presence of coaching for SAT-M, instruction in test-taking skills, assignment of homework or other out-of-class activities, and the difference between math and verbal outcomes all were significant.
Inspection of the correlation matrix among the slopes in the 21 predictor model revealed multicollinearity problems among several of the predictors. Many of the zero-order correlations among the predictors differed significantly from zero. (Values of the predictor variables are given in Appendix B, Table A-2.) Several characteristics appeared confounded with the use of a comparison-group design, including duration of coaching (comparison studies were briefer), ETS sponsorship (most ETS studies used comparison groups), and the degree to which subjects had volunteered for the study (comparison studies more often had volunteer subjects). Characteristics of comparison groups (e.g., use of matching or randomization, type of control group) were correlated with the indicator for comparison versus uncontrolled studies. Also, longer studies tended to use more selective and less voluntary samples and typically were not conducted by ETS. Finally, more recent studies tended to be randomized.
Three specific reduced models were estimated, and results of these analyses are given in Tables 7 and 8 . Each model revealed certain relationships of predictors to the degree of change in studies of SAT coaching. However, no model fully explained the patterns of study outcomes (as indicated by significant model-specification tests in Table 8 ). The results only partially explained the differences in the efficacy of coaching and the influences of study and sample characteristics on coaching outcomes.
The second model in Tables 7 and 8 examined whether the effects of coaching differ for SAT-M and SAT-V, whereas other characteristics of studies were allowed to vary. Advantages for coached groups averaged 0.12 standard deviations larger for SAT-M than for SAT-V. The slope value was quite stable in the context of other models as well. 9 That is, the size of the SAT-M versus SAT-V difference did not change much when other variables were controlled. However, the model of different coaching effects for SAT-M and SAT-V explained only 1% of the variation in study outcomes.
The third model in Table 7 shows the contributions of characteristics of the coaching interventions to the prediction of differences in change. Three instructional variables were significant-the duration of the program, the presence of verbal instruction, and the presence of item practice as a coaching activity. Longer interventions were more effective, although the effect was rather small, with coached-group advantages of only 0.07 expected for each 10-hour period of coaching. Interventions with instruction on verbal skills showed coached-group advantages; however, only 6 of 40 samples had not provided verbal instruction.
Instruction aimed at increasing what Bond (1989) described as alpha abilities contributed positively but not significantly to the coaching effects in these studies. However, studies in which the coaching intervention included practice and instructions on answering particular items (and item types) did show significant advantages (with the effects of other factors held constant). Across all studies, this factor apparently had a greater impact than practice in taking complete exams or instruction in general test-taking skills.
The fourth model in Table 7 estimated the effects of various aspects of the design of coaching studies. Again duration, the SAT-M versus SAT-V effect, and the effects of verbal instruction were significant, as were three design characteristics.
The negative slope for year of publication indicated that coaching effects are decreasing over time in this literature. Also, the indicator of ETS sponsorship of the study was significant and negative. Studies sponsored by ETS showed smaller coaching advantages, with other factors held constant.
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Larger coached-group advantages for samples from randomized studies are reflected by the positive slope for randomization. Randomized studies showed coached-group advantages averaging 0.76 standard deviations, with other factors held constant. However, only one of 18 estimates from randomized studies (from Zuman, 1988) was actually larger than 0.30. This suggests that although randomized studies showed smaller raw (absolute) effects, they had other characteristics that were more generally associated with smaller effects (such as simply the presence of a control group). Once adjustments for these other characteristics were made, the randomized studies had larger effects than would have been expected. Presence and type of control group did not contribute to prediction of the coaching effects, although all three predictors showed negative slopes, indicating larger effects for uncontrolled studies. Table 8 shows the overall model-significance and specification tests for the four models outlined in Table 7 . The more complex models explained more of the variation in coaching effects; these models explained roughly 70% of variation in the study outcomes.
Analyses of Published and Unpublished Studies
Earlier reviews of the coaching literature had indicated that results of uncontrolled studies were more dispersed than those of comparison studies. The A estimates for comparison and uncontrolled studies were analyzed separately, and initial homogeneity tests supported the finding of slightly more variation among uncontrolled results (H T = 137.09, df= 14) than among comparison studies (H T = 147.32, df= 38). However, exploratory regression modeling failed to produce adequate explanatory models for the separate sets of results. These results are not detailed here.
A second breakdown of results suggested by previous meta-analyses considers published and unpublished studies. Several reviews in other domains have found more variable results, and sometimes differing results, according to the source of the study (see, e.g., Smith, 1980) . Kulik et al. (1984) found only minimal differences in average coaching effects (with smaller effects in unpublished studies). They also reported slightly more variation among the unpublished results.
Regression modeling of published and unpublished studies provided some interesting and adequately fitting explanatory models for coaching effects. The analyses involved fitting separate regression models for the two subsets of coaching-study outcomes. Thus, the tests and analyses reported in this section ignore some of the intercorrelations between the comparison studies and the proxy control-group results in the uncontrolled studies. The following analyses of results of the published and unpublished studies are not strictly independent, and they are not independent of the analyses reported above.
Published studies. The set of published studies consisted of all results reported initially in academic journal articles. For example, the study by Dear (1958) was therefore considered unpublished even though some details of the research have appeared in journal articles (i.e., in French & Dear, 1959) . Conference presentations, dissertations, unpublished reports, and government documents were considered unpublished. Some authors consider publication status to be a proxy for study quality, because many unpublished documents have not undergone the review process typical of most academic journals.
Fitting the model of a single A value (the first model in Table 9 ) to the 25 results from published studies produced an overall homogeneity test value of 100.34, which was highly significant (p< .005) based on a chi-square distribution with 24 degrees of freedom. (Overall model tests are in Table 8 .) However, the overall homogeneity-test value for the published studies (i.e., for 36% of the full set of results) was less than 20% of the size of the overall homogeneity value for all studies. The simplest possible model, of a population mean-change difference of 0.14 standard-deviation units, showed that coaching effects were generally smaller in the published literature.
A model based on all coded predictors 11 showed severe multicollinearity. Models representing math versus verbal differences, coaching-content, and study-design effects were estimated as for the full set of results, with slight modifications in the models due to problems of linear dependencies among the predictors, as described below.
The SAT-M versus SAT-V difference was not as pronounced for published research as in the overall set of studies, but slightly stronger effects of coaching on math outcomes can be seen across all models in Table 9 . The coaching-effects and study-design models estimated for the published studies differed from the model used for all studies because dependencies among variables that did not appear in the full set of results arose in the reduced set of cases. A model including all predictors shown in the coaching-effects model in Table 7 (except publication type) could not be estimated. Many dependencies appeared to involve the uncontrolled-versus comparison-study dummy variable, which was eliminated from subsequent analyses. Other predictors, such as the indicators of matching and of other activities, were eliminated because of little variation in predictor values. The models are not strictly comparable to the overall models (or ones estimated for unpublished studies), because different sets of predictors have been included.
Results of the coaching-content model for published studies differed from the model for all studies. The SAT-M versus SAT-V difference was significant, although smaller for the published results, and item practice also showed a strong positive contribution. Duration and presence of verbal instruction were nonsignificant, although their slopes were positive (as for the model based on all results). Additionally, practice completing sample tests had a large contribution, whereas both instruction on alpha abilities and use of homework and outside assignments showed strong negative effects on outcomes. Thus, after other features of the coaching instruction have been held constant, studies that presented alpha instruction and that assigned homework showed smaller coaching effects.
Multicollinearity among the predictors in this model was indicated, however, by high correlations among the slopes. The correlations of the slope for test-taking skill instruction with slopes for alpha instruction and homework were -.89 and Coaching for the SA T -.82, respectively. Removing the predictor for instruction in test-taking skills from the model caused both alpha instruction and homework to have nonsignificant slopes, whereas duration then had a significant positive slope. 12 The extreme multicollinearity in the coaching-content model suggests that it might be unwise to use this model for predicting the effectiveness of new coaching interventions.
The effects of study design on coaching effects in the published studies were similar to those found for the full set of results, even though the models again included slightly different sets of predictors. All slopes had the same signs, and many were of the same order of magnitude as for the full set of results. One exception was the duration of coaching, which was positive but not significant in the published literature. Again, use of randomization had a significant positive contribution, which was countered somewhat by a negative slope for presence of any control group. Essentially, these results suggest that published studies with comparison groups did not show smaller coaching effects than uncontrolled published studies.
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The fit of the models for published studies was better than for the full set of results. The model-specification test for the coaching-content model was not significant at the .05 level. Additionally, standardized residuals 14 from the coachingcontent model were all small. Figures 1 and 2 show 95% confidence intervals for the SAT-M and SAT-V A estimates obtained from published studies. Results from controlled and uncontrolled studies are separated. Within these groups, effects are arranged in order of magnitude, and coaching effects are denoted by the • symbol. Figure 2 shows that the verbal results from the two uncontrolled published studies vary much more FIGURE 2. Ninety-five percent confidence intervals for SA T-V coaching effects from published studies than those from controlled published studies. In fact, when the results from Coffman and Parry (1967) and Pallone (1961) are deleted, the remaining 21 effects can be adequately modeled by a regression including only the predictor for SAT-M versus SAT-V differences. Specifically, the model is A = 0.088 + 0.069 (SAT-M), which produces significant mean effects of 0.09 standard deviation units for SAT-V outcomes and 0.16 for SAT-M outcomes. The math-verbal difference is significant (7/R = 5.09, df= 1), and the residual error is nonsignificant (H E = 27.65, df = 19, p > .05). Thus, by eliminating only 4 (16%) of 25 results, a very simple "fixed-effects" model can be estimated that adequately describes all variation in outcomes beyond what would be expected due to sampling error. Unpublished studies. The 45 results from unpublished studies were highly inconsistent, with a homogeneity-test value of 394.38 (df= 44, p < .001; see Table 8 ). This value, based on 64% of the results in the review, was about 66% of the size of the homogeneity value based on all 70 results. (Because of the covariances between the imputed control results and the comparison-study results, the subgroup homogeneity values for published and unpublished studies do not sum to the total for all studies of 593.99). Figures 3 and 4 show the math and verbal outcomes for unpublished studies.
The estimated common A value for the unpublished studies was 0.37, more than twice as large as the average for the unpublished studies. Table 10 shows this highly significant value. The unpublished papers and reports in this collection showed Controlled studies
I
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FIGURE 4. Ninety-five percent confidence intervals for SA T-V coaching effects from unpi thlished st i idies
stronger coaching effects than studies found in academic journals, when other study features were allowed to vary. Regression analyses were computed for the unpublished results, and summaries of the models are reported in Tables 8 and 10 . The mathematical versus verbal score difference was larger for the unpublished results than for published studies; the "SAT-M" slope values were approximately twice those from Table 9 .
Among the predictors representing the nature of the coaching intervention, only the presence of test practice appeared to produce significant advantages for coached groups in these unpublished studies.
Treatment duration showed a positive and significant contribution, as did the indicator of verbal instruction (each in the study-design model). The effects of design features were similar to those found for the published sets of results, in spite of differences in the set of modeled predictors. Year of publication and ETS sponsorship again had negative, but nonsignificant, associations with coaching effects. The coefficient for matching was large, but it represented only one study. Study A from Coffin (1987) was the only unpublished study using matching, and its verbal A value was the second largest value across all studies.
A final regression model was created by using only the intercept and the coefficients that were significant in the coaching-content and study-design models. These five predictors produced a regression equation that explained 67% of the variation in outcomes, but only the effects of duration and SAT-M versus SAT-V were significant. Apparently, interactions among the included and the omitted predictors are contributing to multicollinearity in the models shown in Table 10 . Note. Standard errors are in parentheses. Asterisks indicate that slope coefficients for predictors differ from zero with a = .05.
The overall fit of the regression models for the results of unpublished studies was nearly as good as for published study results. However, again all model-specification tests were significant (p < .005). Standardized residuals for both models for unpublished results showed specific results were consistently poorly predicted. Eleven results had large residuals in the coaching-effects and study-design models, and six of those results fit poorly in both models. Four of the residuals were from Marron (1965), one was from Reynolds and Oberman (1987) , and one was from Zuman (1988, Sample A). The largest discrepancy between a predicted and an actual value was for Coffin's (1987) matched samples. The coached group showed a larger than expected advantage (A = 0.75) on SAT-V, which was due mainly to an extreme loss of points for the control group. Coffin reported serious morale and motivation problems in the small group (which had to walk some distance from school to participate in the alternative-treatment activity of using the College Explorer computer program). The predicted A value was -0.16 (based on the coaching-content model).
The coaching-content and study-design models for unpublished results produced significant standardized residuals for 10 and 7 results, respectively. That is, 22% and 15 % of the results were poorly predicted by these models. Only one result, or 4% of the published results, had a significant residual. By the criterion of number of large regression residuals, the models for published results explained more of the variation in study outcomes than the models for unpublished results.
Summary of the separate analyses.
No single model based on the initial predictors (plus the grand mean) adequately described the results of the 70 coaching-study outcomes taken together. Results were separated into those from published and unpublished studies, and the elimination of results from two published but uncontrolled studies produced homogeneous results among published studies. Models for both sets of studies explained major portions of the variation in study outcomes; up to 76% of the variation in published results was explained. The effects of significant predictors were fairly similar in models for the two sets of results, differing for the most part only in magnitude.
Models for both coaching-content and design effects accounted for large portions of the variation in results for the two subsets of studies. Using the criterion of "variance accounted for," both sets of models appear to provide strong explanations of coaching effects. For each set of studies, the coaching-effect and study-design models provide alternative explanations of the study results.
Limitations
The analyses described above are limited largely by the nature of the data under review. In particular, the results depend on the validity of the measures of the predictor variables and outcomes themselves. On the surface, the outcome would appear to be fairly well understood. The predictors are somewhat more problematic.
The SAT is a standardized test given several times each year. The Preliminary Scholastic Aptitude Test, which parallels the form of the SAT, is also technically sound. All of the measures used in studies of SAT coaching should be equated with the SAT, and, if they are truly equated, analyses can even be conducted in terms of raw points gained. As discussed above, it is not clear that the measures used in the coaching literature are always comparable to the "real" SAT. However, studies using nonstandard SATs did not appear to be responsible for unexplained variation in study outcomes (i.e., they typically "fit" with the estimated models). Thus, we have some evidence that the differences in outcome measures across these studies do not constitute a serious limitation on the conclusions.
The quality of the measures of predictors of coaching effectiveness also bears examination. Many values of important predictors could not be determined from the reports of coaching studies. Duration was not explicitly reported in 9 of 23 reports. Only Keefauver's (1976) dissertation gave a detailed account of how time was spent during the coaching intervention. Consequently, the measures of instructional activities and emphases (e.g., alpha instruction) in this review are, at best, crude indicators of the content of the coaching interventions.
Most troublesome was the lack of information about the coaching interventions. Three reports gave no information about materials used, and four more described exercises only very generally. Seven reports identified commercial products that were used, but little information was given about how they were used. In some samples (e.g., the FTC study) subjects were drawn from a number of different coaching programs, which may have differed in unknown ways. Eleven of 19 reports on comparison studies (almost 60%) gave no information about the activities of their control subjects. This is a serious problem in a literature where group comparisons are of paramount importance. Orwin and Cordray's (1985) study of deficient reporting in meta-analysis showed that the role of study characteristics can be obscured when information has been poorly reported. In their study, analyses in which measures of study quality were disattenuated suggested that study quality had a larger impact on study results as compared to analyses based on raw coded study-quality data. The consequences of poorly reported data in the literature on coaching effects cannot be predicted.
Discussion
These analyses provide answers to the questions posed at the beginning of the review, as well as a perspective on research on SAT coaching and implications for future research. The discussion is organized around issues raised in past reviews of the coaching literature.
Coaching Content
The first question posed in this review concerned the relative contributions to the results of characteristics of the subjects, the coaching interventions, and studies themselves. Individual and combined effects of several kinds of coaching instruction were examined empirically.
Item practice and instruction in test-taking skills had a significant impact on results for published studies, and practice on sample tests was related to coaching advantages for unpublished results. As Bond (1989) noted, most standardized tests are constructed so that the impact of coaching on beta abilities should be small. That is, a principle of good test development is to construct items so that examinees' test wiseness and familiarity with item formats have a minimal relationship with item performance. However, increasing an examinee's familiarity with novel item types (such as the SAT-M's data-sufficiency or quantitative-comparison items) may well enable him or her to improve SAT performance considerably.
The absence of positive effects for the presence of instruction of alpha abilities and the use of homework is puzzling, given the claims of the developers of the SAT. Content-relevant instruction, which likely bears the greatest resemblance to more formal and ongoing schooling, should increase coached-group advantages. However, given the minimal level of reporting about the actual coaching interventions, the coding of instruction for alpha abilities may have been inadequate. (This issue cannot be explored empirically with the present data.)
Similarly, no information about homework was available for 14 of 48 studies (nearly 30%). In the analyses these studies were treated as if no homework had been assigned; if homework was actually assigned, but not reported in these studies, the results for the homework predictor may be misleading.
Heavily content-oriented instruction is completely in accord with what others have called "proper preparation" for standardized testing (Mehrens & Kaminski, 1988) . Mehrens and Kaminski (1988) suggested that it may be somewhat less ethical to provide instruction organized around objectives drawn by looking at, for example, the objectives or content of a particular instrument (the kind of instruction I have termed item practice). This is a particular concern in the published literature, in which item practice contributed strongly to coaching outcomes.
Program Duration
In half of the analyses reported above, duration of coaching was only minimally related to study outcomes. Its effect was weak, and the impact was generally not significant after instructional and design differences had been controlled. Duration did not relate to coaching effectiveness after experimental-design factors were controlled in published studies, but had a slight positive relationship to coaching effects in the unpublished literature. In part, this was due to restriction of range in the duration variable (especially within the subset of published results). However, duration was also collinear with a number of other predictors in models for the published results, suggesting that other significant variables (e.g., test-taking skills) may have been representing the same effects as duration. For published comparison studies, duration was unrelated to coaching effects, even when other characteristics of programs were not accounted for.
Nonetheless, the results are not at odds with Messick and Jungeblut's (1981) conclusions. Messick and Jungeblut had used duration as the only predictor in their regression analyses, 15 and in their data, as well as here, duration was confounded with design features. This confounding increased the apparent effect of duration in their analysis, and decreased it here.
The unpublished studies suggest that students should only expect to make great gains in performance by spending considerable time in coaching. A coached-group advantage of only one to six points on the population score scale is expected for every 10 hours of coaching. This agrees moderately well with Messick and Jungeblut's (1981) "threshold" of 3 hours of coaching needed to produce any SAT gain beyond that expected upon retesting.
Study Quality
Study design was represented in these analyses by indicators of presence and type of comparison group, as well as the mechanism used to group subjects (e.g., randomization). Few generalizations can easily be made about the role of study quality in the coaching literature. For the published literature, one model of outcomes showed larger coaching effects for randomized studies (when other factors were held constant). Statistical design considerations suggest that randomized comparison studies have more internal validity than studies using the single-sample pretest-posttest design (see, e.g., Campbell & Stanley, 1963) ; thus, this difference warrants some attention. The result agrees with similar findings by Kulik et al. (1984) , even though it is based on results from only two sources (including 14 randomized-study results).
A significant advantage for matched unpublished studies can be attributed to the results of a single study using matching. Across all studies, the type of comparison group used (wait-list versus alternative-treatment control) did not relate to the size of the coaching effects.
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Study quality is presumed to be one factor that affects whether or not a study is published. Sixteen percent of published results in the review were uncontrolled studies versus 24% of the unpublished results. When all published results from comparison studies were analyzed, findings were consistent with a very simple model of coaching effects. Advantages for coached groups of 9 SAT-V points and 16 SAT-M points (on the population score scale) were predicted. If we consider these studies to provide the most rigorous evaluation of coaching's potential, we must expect only modest gains from any coaching intervention. This is the clearest finding of the synthesis.
The current analysis also addresses a question raised by the existence of different conclusions in past reviews. Messick and Jungeblut (1981) found duration effects when duration was the only predictor of coaching analyzed. Likewise, DerSimonian and Laird (1983) found design effects, but did not explore the role of duration. The present analyses suggest that duration and design effects are not substantial enough to persist when considered together.
Two other study characteristics of note were the publication date and ETS sponsorship. Both of these had negative effects on study outcomes, although the extent of change over time suggested by the results was small. Coached-group advantages appear to be shrinking by no more than 2 points per year on the population SAT scale where the standard deviation is 100. Differences between studies sponsored by ETS and others were substantial, especially in the published literature.
Several factors may be contributing to decreases over time in coaching effects. More test-preparation materials have become increasingly available from both test developers (Cole, 1982) and commercial vendors (e.g., Staples, 1985) . Any students willing to expend their own time can now find many materials for SAT preparation in public libraries and at relatively low cost in bookstores. Powers (1982) found that approximately half of a national sample of SAT examinees had prepared for the test using test-preparation booklets, whereas over three-fourths of the sample had completed sample items in the test-familiarization booklet About the SAT. Other influential factors may include new laws on test disclosure (although evidence suggests that disclosure laws have little effect, according to Bond, 1989) , and more awareness of the impact of testing and sensitivity to testing-related concerns on the part of the general public (e.g., Lewis, 1989) . This could lead to a higher general level of self-study in both alpha and beta abilities, increasing comparison-group scores and thereby decreasing treatment effects.
Studies sponsored by ETS were associated with smaller coaching advantages than other studies, a difference that was significant in the published literature. Critics have disparaged ETS and the College Board for maintaining the position that coaching for the SAT is ineffective (Owen, 1985; Slack & Porter, 1980) . The present finding is evidence that the ETS stance is based on different evidence than is available from the full collection of coaching studies. Published studies sponsored by ETS show much smaller coaching effects even when other design features are held constant.
Yet clearly, the base of evidence that ETS has long cited consists primarily of studies designed with attention to statistical control. The ETS-sponsored studies in this collection, with the exception of the Coffman and Parry (1967) and Marron (1965) , were comparison studies. Although the external validity of some of their studies is questionable (e.g., the use of a sample of college freshmen by Coffman and Parry is quite problematic), it is difficult to fault ETS for relying on accepted principles of experimental design in downplaying the results of uncontrolled studies.
Another study-design concern revealed in this study was the extensive interrelatedness of coaching characteristics. Past research, zero-order correlations among the predictors, and correlations among regression weights in this analysis indicated that some characteristics were highly interrelated and thus confounded. Notably, comparison and uncontrolled studies differed not only in their experimental designs, but also in their duration, the degree of voluntariness of their samples, and their sponsorship by ETS. Thus, differences between comparison and uncontrolled samples may have resulted from a number of influences. Clearly, further study (i.e., further primary research) would be necessary to fully disentangle the effects of duration, date of publication, and experimental design.
Motivation and Selectivity
A central issue in the coaching literature revolves around the role of student selfselection into coaching. Studies of commercial coaching (e.g., FTC, 1978 FTC, , 1979 Zuman, 1988) have been critiqued intensely on that issue. As Powers noted in a broader study of methods of SAT preparation, "random assignment to test preparation methods seems especially desirable for studies of the effects of special preparation, in which effects may be quite small relative to the potential effects of self-selection factors" (1982, p. 18) .
In the present analyses self-selection effects were represented by the "voluntariness" variable. The impact of this predictor was essentially nil. What does "voluntariness" of these samples represent? Samples were given high values on voluntariness when students had sought and paid for commercial coaching (e.g., Study A from Zuman, 1988) and when they had participated in coaching as an extracurricular activity. Students receiving coaching as a school elective were labeled as moderate on voluntariness. Motivation to improve scores would likely be high in both groups, but students who have paid for coaching may also differ in other ways. Specifically, they have the financial resources to spend on coaching.
Possibly, coding the voluntariness variable as a dichotomy, to differentiate students who have paid for coaching from those who obtained free extracurricular coaching, would have produced different results. Kulik et al. (1984) compared commercial and school-based programs, but found no differences between them. With the present coding scheme, more than half of the samples were given high voluntariness values. However, with the current conception of voluntariness, selfselection effects do not appear strong in the coaching studies after other treatment and study characteristics have been held constant. Essentially, this indicates that coaching will be equally effective for students who have volunteered and paid for coaching and those for whom coaching is compulsory.
Differential Effects of Coaching on SA T-M and SA T-V
The second overall question of the review was whether the effect of coaching was the same for SAT Verbal and Mathematical performance. All regression models indicated that the effect of coaching was stronger for math than for verbal outcomes. Although the magnitude of the difference was smaller for published studies, it was nonetheless significant in most models. Estimates of the size of the difference between math and verbal effects ranged from a minimal 0.04 standard-deviation units (SE = 0.03) for published studies to 0.15 (SE = 0.02) for unpublished results.
This SAT-M advantage is consistent with the idea that SAT-M performance (and mathematics performance more generally) is more easily coached than verbal performance. Becoming familiar with algorithms and overlearning a few generally applicable mathematical formulas may have a large impact on student performance, whereas vocabulary review may need to be more extensive to have an equivalent impact. Also, familiarization with some of the more unusual SAT-M item types such as Quantitative-Comparison or the obsolete Data-Sufficiency items may have a larger impact (e.g., compared to practice on verbal-analogy items) because of the novel forms of these items.
Assessment of Adequacy of Regression Models
The third and fourth questions addressed the issue of determining a well-specified model for the coaching-study effects. Initial analyses showed that it was impossible to fit a single model that would completely explain variation across all results. Two regression models based on published results showed nonsignificant residual variance and had no individual results that were poorly predicted. However, models of results of unpublished studies always showed significant unexplained variability and had numerous "misfitting" results. This is consistent with other findings that excessive variation in study results is associated with poorer study quality in other domains (e.g., Hedges, 1986) . Published studies, having undergone the process of review and revision, are often believed to be somewhat higher in quality than unpublished research.
None of the results of published studies appeared unreasonable (misfitting) in light of the proposed explanatory models. Unpublished results from studies by Coffin (1987) , Keefauver (1976) , Marron (1965) , and Reynolds and Oberman (1987) , as well as from the FTC study (Rock, 1980) , were not well-predicted by the models for unpublished studies. The only shared feature that seemed to contribute to their poor fit was the fact that many had used large samples. Only the residuals from Reynolds and Oberman (1987) were based on a nonstandard SAT measure (the PSAT). The fact that other studies had used the PSAT, and that the residuals for the math and verbal results from this study are opposite in sign, suggests that a systematic bias related to the measure used is unlikely.
Implications for Coaching and Research on Coaching
Across all studies, the magnitudes of coaching effects depend on many factors. Some positive instructional effects were accompanied by the influence of design factors. Interrelationships among the characteristics of studies were complex, and to some extent precluded accurate assessment of the importance of all predictors to coaching outcomes.
This review has validated several past concerns. Future research must attend to the unconfounding of subject and study characteristics. In particular, additional controlled studies of longer-term coaching interventions would be useful. More uncontrolled, poorly designed studies of vaguely described coaching programs will only further muddy this currently murky literature.
Furthermore, primary researchers investigating interventions purported to be "coaching" should provide detailed descriptions of the activities involved, materials used, and time spent in instruction. It is difficult to make specific recommendations about what constitutes "effective coaching" when it is not at all clear what constitutes "coaching." The state of the literature and of the research on coaching interventions hinders efforts to make good recommendations concerning policy and practice. Until more well-described, well-designed studies have examined a broader range of coaching interventions, a clear understanding of the contributions of all facets of the coaching process will be unattainable. A^6>/^. r M v is the correlation between SAT-M and SAT-V scores. a See Table 3 for label descriptions.
