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Abstract
In this thesis the quantum theory of light in absorbing media, macroscopic quantum electrodynamics, is
extended to describe the quantised electromagnetic ﬁeld in general linear absorbing media. The Casimir-
Polder potential between a particle and examples of bianisotropic media are presented.
The electromagnetic properties of a general linear medium that may possess a spatially non-local
and even non-reciprocal response are fully described by a complex conductivity tensor. The quantisation
of the electromagnetic ﬁeld in general media was achieved through enforcing a commutation relation
between Langevin noise current operators whose presence also ensure compliance with the ﬂuctuation
dissipation theorem. The quantisation of the electromagnetic ﬁeld in media characterised by bianisotropic
response functions is shown. The duality invariance of an electromagnetic system was found to be a
continuous symmetry in general and a discrete symmetry when the medium has a reciprocal response.
The chiral component of the Casimir-Polder potential was derived in the weak coupling regime. It was
found to be either attractive or to repel chiral molecules, depending on the chiral identity of the objects.
The molecule and the medium must both possess chiral features otherwise the chiral contribution to the
Casimir-Polder potential does not exist. By constructing a cavity between media of opposite chirality,
enantiomer separation can occur when particles are initially in an excited state and the resonant frequency
of the media is equal to the relevant transition frequency of the molecule.
The quantisation of the electromagnetic ﬁeld in moving media was achieved on the observation that
a locally responding isotropic dielectric in motion is equivalent to a non-reciprocal linear bianisotropic
medium from the perspective of a moving frame. A generalised reciprocity condition that constrains the
Green’s function of the electromagnetic ﬁeld in moving media was derived.
3
Thesis Publications
1. Buhmann, Stefan Yoshi, Butcher, David T. and Scheel, Stefan, “Macroscopic quantum electrody-
namics in nonlocal and nonreciprocal media”, New J. Phys., 14 083034 (2012).
2. Butcher, David T., Buhmann, Stefan Yoshi and Scheel, Stefan, “Casimir - Polder forces between
chiral objects”, New J. Phys., 14 113013 (2012).
3. Butcher, David T., Buhmann, Stefan Yoshi and Scheel, Stefan, “Macroscopic QED in Moving
Media”, In preparation, 2014.
4
Contents
1 Introduction 9
2 Quantisation of the Electromagnetic Field in Linear Media 11
2.1 Macroscopic Electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 Classical Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Langevin Noise Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Field Quantisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.4 Alternative Approaches to Field Quantisation . . . . . . . . . . . . . . . . . . . . . 18
2.2 Dispersion Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Casimir-Polder Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Non-Reciprocal Linear Media 26
3.1 Field Quantisation in General Linear Media . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Bianisotropic Linear Media 34
4.1 Field Quantisation in Bianisotropic Media . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Reciprocal Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Duality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3.1 Duality Relation for Green’s Functions . . . . . . . . . . . . . . . . . . . . . . . . . 43
5 Chiral Media and the Chiral Casimir-Polder Potential 46
5.1 Field Quantisation in Chiral Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 Propagation in Chiral Media and Chiral Molecules . . . . . . . . . . . . . . . . . . . . . . 49
5.2.1 Propagation in Chiral Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2.2 Chiral Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3 Chiral Casimir-Polder Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.4 Chiral Particle near a Chiral Halfspace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.4.1 Perfect Chiral Mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.4.2 Chiral Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.5 Chiral Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.5.1 Ground State Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.5.2 Excited-State Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6 Electromagnetic Field in Moving Media 66
6.1 Field Quantisation in Moving Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2 Properties of the Green’s Function for Moving Media . . . . . . . . . . . . . . . . . . . . . 69
6.3 Properties of Moving Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.3.1 Dispersion Relation for Moving Media . . . . . . . . . . . . . . . . . . . . . . . . . 72
5
6.3.2 Vector Wave Functions for Moving Media . . . . . . . . . . . . . . . . . . . . . . . 72
6.4 Low Velocity Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.5 Casimir-Polder Potential between Moving Medium and Particle . . . . . . . . . . . . . . . 74
6.5.1 Reﬂection and Transmission Coeﬃcients . . . . . . . . . . . . . . . . . . . . . . . . 76
6.5.2 Bianisotropic Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.5.3 Casimir-Polder Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7 Conclusion and Outlook 80
References 82
A Kramers-Kronig Relations 88
B Schwarz Reﬂection Principle 90
C Reciprocity of the Green’s Function 91
D Integral Relation for the Green’s Function 92
D.1 Derivation of the Integral Relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
D.2 Linear Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
D.2.1 Reciprocal Anisotropic Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
D.2.2 General Linear Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
D.2.3 Bianisotropic Linear Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
E Scattering Part of the Green’s Function 95
E.1 Derivation of the Scattering Part of the Green’s Function . . . . . . . . . . . . . . . . . . 95
E.2 Dyadic Properties of the Green’s Function . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
F Transformation of Electromagnetic Fields in Moving Media 100
G Bianisotropic Boundary Conditions 104
G.1 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6
List of Figures
2.1 Path of Contour Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Casimir-Polder Force between a Particle and a Medium . . . . . . . . . . . . . . . . . . . 22
3.1 Optical Paths in Reciprocal Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.1 Conﬁguration of Chiral Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Casimir-Polder Force between a Chiral Molecule and a Chiral Medium . . . . . . . . . . . 54
5.3 Casimir-Polder Potential from a Perfect Dielectric Mirror and a Perfect Chiral Mirror . . 57
5.4 Casimir-Polder Potential from a Perfect Chiral Mirror and a Chiral Metamaterial . . . . . 59
5.5 Components of the Casimir-Polder Potential from a Chiral Metamaterial . . . . . . . . . . 60
5.6 Casimir-Polder Force Acting on a Chiral Molecule in a Chiral Cavity . . . . . . . . . . . . 61
5.7 Electric component of the Casimir-Polder Force Acting on a Chiral Molecule in a Chiral
Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.8 Chiral component of the Casimir-Polder Force Acting on a Chiral Molecule in a Chiral
Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.9 Casimir-Polder Force Acting on a Chiral Molecule Initially in an Excited State in a Chiral
Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.10 Magniﬁcation of the Centre of a Chiral Cavity . . . . . . . . . . . . . . . . . . . . . . . . 65
6.1 Casimir-Polder Potential between a Stationary Particle and a Moving Medium . . . . . . 75
7
List of Tables
5.1 Dimethyl Disulﬁde Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Chiral Metamaterials Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
8
Chapter 1
Introduction
The behaviour of the electromagnetic ﬁeld is altered by the presence of material bodies. In the clas-
sical formulation of electrodynamics, the eﬀect of the electromagnetic ﬁelds interaction with media is
to generate additional polarisation and magnetisation ﬁelds which become part of the medium assisted
electromagnetic ﬁelds. However, the classical interpretation could not adequately describe the electro-
dynamics of quantum objects as it does not take into account phenomena such as the discrete nature
of energy at the quantum scale. Although theories of the quantised electromagnetic ﬁeld in media have
existed since the conception of quantum ﬁeld theories, it was only in the 1990’s that the inﬂuence of
absorption in real materials was fully accounted for. The theories successfully described the electro-
magnetic ﬁelds interaction with inhomogeneous absorbing linear magnetodielectric materials in terms of
macroscopic parameters and became known as macroscopic quantum electrodynamics. The dynamics
of atoms and molecules are also aﬀected by the presence of media, this can be due to changes in the
electromagnetic ﬁeld which subsequently alter the behaviour of the particle or because of dispersion
forces. These are generated by the correlation of quantum ﬂuctuations of the electromagnetic ﬁeld in
the presence of polarisable and magnetisable objects. For example, an atom near a dielectric medium
will experience an attractive force that is dependent on the properties of the atom and the properties of
the medium.
Modern experimental methods have the capacity to enact a high level of control on atoms at the
quantum scale, this means that it is necessary for theory to describe the electromagnetic response of
surrounding materials in order to fully account for the interaction between particles and media. Despite
the existence of natural materials with unusual optical properties, the recent progress in nanotechnology
and metamaterials has opened up the possibility that novel and exotic media can be designed and created
to particular speciﬁcations. Metamaterials are media that are constructed out of nanoscale constituent
parts, generally ordered in speciﬁc patterns, to achieve a desired response when an electromagnetic ﬁeld
is applied. For example, a bianisotropic material will generate additional components of the medium
assisted ﬁelds due to the mixing of electric and magnetic eﬀects when an electromagnetic ﬁeld is applied.
Materials constructed on the nanoscale can exhibit spatially non-local responses to the electromagnetic
ﬁeld, which makes the interaction of media with the electromagnetic ﬁeld non-trivial. Although the
interaction of moving dielectrics with the electromagnetic ﬁeld has been known to violate time reversal
symmetry, the versatility of metamaterials means that materials that lack time reversal symmetry when
an electromagnetic ﬁeld is applied, sometimes referred to as non-reciprocal media, can be constructed.
The potential broad range of eﬀects that media can now exhibit in the presence of electromagnetic
ﬁelds means that materials can be chosen or tailored for their speciﬁc aﬀect on nearby particles. This
can lead to better control of particles or the generation of additional components of dispersion forces. In
order to describe this novel behaviour, the theory of the electromagnetic ﬁeld in linear absorbing media
9
needs the capacity to account for all linear absorbing materials, including non-reciprocal, bianisotropic
and spatially non-local media. The initial formulation of macroscopic quantum electrodynamics was
limited to simple linear media that could be described by an electric permittivity or a magnetic perme-
ability, this was subsequently extended to include linear reciprocal spatially non-local materials through
a conductivity tensor description, therefore the theory needs to be extended to include all linear media
within its framework.
This thesis discusses the extension of macroscopic quantum electrodynamics to general media in the
linear response regime and the dispersion forces that can be generated from novel materials. Chapter
2 will provide a brief introduction to macroscopic quantum electrodynamics and to a dispersion force
between a medium and a particle, the Casimir-Polder force. In chapter 3 macroscopic quantum elec-
trodynamics will be extended to include the quantised electromagnetic ﬁeld in general linear absorbing
media, including non-reciprocal materials. Chapter 4 will introduce magnetoelectric coupling terms to
describe general linear bianisotropic media and will explore the duality properties of bianisotropic media.
Chapter 5 will present the quantisation of the electromagnetic ﬁeld in chiral media and will derive the
chiral component of the Casimir-Polder potential which will be applied to a chiral molecule in a cavity
geometry. In chapter 6 the eﬀect of motion on absorbing linear materials and the extra contribution this
provides to the Casimir-Polder potential will be discussed.
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Chapter 2
Quantisation of the Electromagnetic
Field in Linear Media
James Clerk Maxwell showed in his seminal work [1] that the electromagnetic ﬁeld could be described
by four equations, now known as Maxwell’s equations. The development of quantum theory in the
1920’s proved that physical quantities were constrained by additional laws governing their behaviour, for
example, commutation relations between observables such as position and momentum. In contrast all
classical observables commute, although it should be noted that there is a link between classical Poisson
brackets and quantum commutation relations. This means that a description of the electromagnetic
ﬁeld that was consistent with quantum theory and with Maxwell’s equations for classical ﬁelds was
required. The successful quantisation, sometimes referred to as second quantisation, of the free space
electromagnetic ﬁeld was achieved and is known as quantum electrodynamics (QED). This quantum ﬁeld
theory has proven very successful and has accurately predicted the behaviour of many quantum systems.
As the understanding and subsequent applications of QED became more sophisticated, the next step
was to consider the behaviour of quantised electromagnetic ﬁelds in media. To accurately model materials
in a ﬁeld theory, behaviour such as dispersion, spatial inhomogeneity and dissipation need to be included
in the description of the media. Although the introduction of dispersion and spatial inhomogeneity
are not trivial, it was accounting for the absorption, or dissipation, from the electromagnetic ﬁeld into
media that proved problematic until recently. The issues arose when introducing dissipation after the
electromagnetic ﬁeld had been quantised as this lead to incorrect commutation relations between ﬁelds
or a thoery without the correct photonic annihilation and creation operators.
To overcome this problem, a quantum theory for the electromagnetic ﬁeld in homogeneous dielectrics
that accounted for the dissipation into the medium was developed [2]. The dielectric medium was
modelled by a matter ﬁeld coupled to a reservoir of harmonic oscillators that governed the absorption.
Since then, other models have been developed [3, 4] which successfully quantise the electromagnetic
ﬁeld in absorbing media, where the theory has now been extended to apply to linear inhomogeneous
magnetodielectrics. However, in general the links between the fundamental parameters in microscopic
models and the macroscopic functions that usually describe a material are not always straightforward.
A macroscopic perspective was ﬁrst explored in Ref. [5] and subsequently in Ref. [6], which presented
a quantised theory of the electromagnetic ﬁeld in absorbing media in terms of macroscopic variables
and as such has been called macroscopic QED. This theory complies with Maxwell’s equations and so is
consistent with classical electrodynamics. The commutation relations between the electromagnetic ﬁelds
agree with the expected values from quantum theory and compliance with the ﬂuctuation dissipation
theorem ensures that the dissipation into the medium obeys the rules of statistical physics. Macroscopic
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QED has been successfully applied to dispersion forces, such as the Casimir-Polder force for thermal [7]
and non-thermal situations [8], for spontaneous decay [9] and for novel media and geometries [10, 11].
For an overview, see the review article [12].
This chapter will describe the quantisation of the electromagnetic ﬁeld in linear absorbing media
from a macroscopic perspective. Starting from a classical viewpoint with causal macroscopic response
functions, the quantisation of the electromagnetic ﬁeld in linear media will be achieved by introducing
bosonic operators of the combined system of the medium and electromagnetic ﬁeld. Section 2.1.4 will
provide a brief discussion of alternative methods to the quantisation of absorbing media. The chapter
will ﬁnish with an introduction to the dispersion force between a particle and a macroscopic body, the
Casimir-Polder force.
2.1 Macroscopic Electrodynamics
The quantisation of the electromagnetic ﬁeld in absorbing media can be approached from a microscopic or
a macroscopic viewpoint. In this section a quantisation procedure in terms of the macroscopic properties
of the medium is presented [6]. Starting from the classical Maxwell’s equations, the components of a
Langevin noise current are added to the polarisation and magnetisation ﬁelds [13] to account for the
dissipative behaviour of a medium.
2.1.1 Classical Fields
To introduce the quantisation of the electromagnetic ﬁeld in absorbing media, the starting point are the
classical macroscopic Maxwell’s equations in frequency space. In the absence of free charges these are
∇·B(r, ω) = 0, (2.1a)
∇×E(r, ω) = iωB(r, ω), (2.1b)
∇·D(r, ω) = 0, (2.1c)
∇×H(r, ω) = −iωD(r, ω). (2.1d)
It has been assumed that the ﬁelds behave in a time harmonic manner and so a time derivative acts on
the ﬁelds as
∂
∂t
F(r, ω) = −iωF(r, ω). (2.2)
Taking this into consideration, the time harmonic term, e−iωt, will be assumed but the notation sup-
pressed from now on. The matter induced ﬁelds are the displacement ﬁeld, D(r, ω), and the magnetic
ﬁeld H(r, ω). These are related to the applied electric ﬁeld, E(r, ω), and applied magnetic induction
ﬁeld, B(r, ω), by the constitutive relations
D(r, ω) = ε0E(r, ω) +P(r, ω), (2.3a)
H(r, ω) =
1
μ0
B(r, ω)−M(r, ω), (2.3b)
where P(r, ω) and M(r, ω) are the polarisation and magnetisation ﬁelds, respectively. These are deﬁned
as
P(r, t) = ε0
∫ ∞
0
dτ χee(r, τ)·E(r, t− τ) +PN(r, t), (2.4a)
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M(r, t) =
1
μ0
∫ ∞
0
dτ χmm(r, τ)·B(r, t− τ)−MN(r, t), (2.4b)
where χee(r, τ) and χmm(r, τ) are the electric and magnetic susceptibilities for an inhomogeneous
medium with a local spatial response, which is discussed in chapter 3. The noise polarisation ﬁeld,
PN(r, ω), and the noise magnetisation ﬁeld, MN(r, ω) are Langevin noise ﬁelds and they are associated
with the absorption into the medium. They have been introduced to ensure that the ﬂuctuation dissipa-
tion theorem is always fulﬁlled and to ensure that the commutation relations between the quantised ﬁelds
are consistent with the values obtained from free space electromagnetic ﬁeld quantisation, as discussed
in section 2.1.2.
Although a medium can be described in terms of the susceptibilities, the electric permittivity, ε(r, ω),
and magnetic permeability, μ(r, ω), are commonly used in their place. These are deﬁned, in Fourier space,
as
ε(r, ω) = I + χee(r, ω), (2.5a)
μ−1(r, ω) = I − χmm(r, ω). (2.5b)
This means that the polarisation and magnetisation can be rewritten in the form
P(r, ω) = ε0[ε(r, ω)− I]·E(r, ω) +PN(r, ω), (2.6a)
M(r, ω) =
1
μ0
[I − μ−1(r, ω)]·B(r, ω)−MN(r, ω). (2.6b)
The term I refers to the identity matrix. The response functions, ε(r, ω) and μ(r, ω), are complex
functions of frequency,
ε(r, ω) = Re[ε(r, ω)] + iIm[ε(r, ω)], (2.7a)
μ(r, ω) = Re[μ(r, ω)] + iIm[μ(r, ω)]. (2.7b)
The real and imaginary parts of these response functions are related to the reactive and dissipative
properties of the medium, respectively, when external electromagnetic ﬁelds are applied. It shall be
assumed that all the media considered throughout this thesis will exhibit loss, this means that the
imaginary parts of the response functions are positive, i.e., Im[ε] > 0 and Im[μ] > 0. The response
functions must comply with the causality requirement that for t < 0, ε(t),μ(t) = 0. This is simply a
mathematical statement that the polarisation and magnetisation at time t can not depend on an electric
ﬁeld at later times. An interesting implication of compliance with the causality condition is that the real
and imaginary parts of a causal response function are connected by Kramers - Kronig relations, which are
derived in Appendix A. These show that a non-zero real part of a response function will necessarily result
in a non-zero imaginary part. Although generally the Kramers - Kronig relations do not guarantee that
the imaginary parts are positive, for the media in this thesis it can be said that absorption is required
for the medium to be causal.
By combining Maxwell’s equations, Eqs. (2.1), with the constitutive relations, Eqs. (2.3), and the po-
larisation and magnetisation, Eqs. (2.6), it can be seen that the electric ﬁeld satisﬁes the inhomogeneous
Helmholtz equation
[∇×μ−1(r, ω)·∇×I − ω2
c2
ε(r, ω)
]·E(r, ω) = iωμ0jN(r, ω), (2.8)
where jN(r, ω) is the noise current density, deﬁned as
jN(r, ω) = −iωPN(r, ω) +∇×MN(r, ω). (2.9)
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The noise current obeys the continuity equation
∂ρN
∂t
+∇·jN = 0, (2.10)
where the noise charge density, ρN, is deﬁned as the divergence of the noise polarisation ﬁeld
ρN(r, ω) = −∇·PN(r, ω). (2.11)
It is important to note that the separation of the noise current into PN(r, ω) and MN(r, ω) is not
necessarily well deﬁned for all classes of media, as magnetic eﬀects can always be absorbed into the
transverse part of the noise polarisation ﬁeld. This will be expanded upon in later chapters. The
inhomogeneous wave equation for the electric ﬁeld, Eq. (2.8), has a similar form to that which arises
when there is an external electromagnetic source current. However, in this instance it is the noise current
that takes the place of a source term. This means that the noise current ﬁeld is acting as a source term
for the electromagnetic ﬁelds due to the absorption into the medium. To solve Eq. (2.8), the Green’s
function, G(r, r′, ω), is used to write
E(r, ω) = iωμ0
∫
d3r′G(r, r′, ω)·jN(r′, ω). (2.12)
The Green’s function is the fundamental solution to the vector Helmholtz equation,
[∇×μ−1(r, ω)·∇×I − ω2
c2
ε(r, ω)
]·G(r, r′, ω) = δ(r− r′), (2.13)
where
δ(r− r′) = Iδ(3)(r− r′). (2.14)
To ensure that the electric ﬁeld is physical, the Green’s function is constrained by the boundary condition
that as |r − r′| → ∞, G(r, r′, ω) = 0, which guarantees a unique Green’s function. As a function of ω,
the Green’s function is an analytic function in the upper half plane. In the temporal domain, G(r, r′, t)
is a real function and therefore the Schwarz reﬂection principle
G∗(r, r′, ω) = G(r, r′,−ω∗), (2.15)
always holds, see Appendix B for a derivation. The Green’s function must also be causal, soG(r, r′, t) = 0
for t < 0. An important property of the Green’s function is the reciprocity condition,
G(r, r′, ω) = GT(r′, r, ω). (2.16)
which is derived in Appendix C. This is true for all r and r′ and it means that the propagation of the
electromagnetic ﬁeld in the medium obeys time symmetry. The implication of relaxing the reciprocity
condition is the subject of chapter 3 where it will be discussed in more detail.
2.1.2 Langevin Noise Operators
In order to give a clearer picture of the formalism underpinning macroscopic QED, a brief discussion on
the origin of the Langevin noise terms is necessary, which is based on material in Ref. [14].
It is initially assumed that a system under investigation is surrounded by an environment to which
it is weakly coupled. The environment has a large number of degrees of freedom and therefore it can be
said to have a continuum of potential states. A consequence of the weak coupling between the system
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and the environment is that a ﬁnite disturbance of the system is caused by a large number of inﬁnitesimal
disturbances in the environment. The system can be considered as a dynamic system and the environment
as a dissipative system or reservoir. As an example, a single mode optical ﬁeld is considered and can be
described by
aˆ(t) = aˆ(t′)e[−(iω+
1
2Γ)(t−t′)], (2.17)
where Γ is a damping term and t− t′ ≥ 0. The commutation relation is
[aˆ(t), aˆ†(t)] ∝ e−Γ(t−t′), (2.18)
which approaches zero as t and t′ diverge and therefore violates the uncertainty principle, this can be
seen from the Robertson uncertainty relation
Δaˆ(t)Δaˆ†(t) ≥ 1
2
|〈[aˆ(t), aˆ†(t)]〉| (2.19)
where Δaˆ(t) =
√〈aˆ2(t)〉 − 〈aˆ(t)〉. This erroneous result is because the ﬂuctuations of the environment,
which aﬀects the noise of the system, have been ignored. To correct the result, the quantum Langevin
equation is introduced
˙ˆa = −(iω + 1
2
Γ)aˆ+ fˆ(t), (2.20)
where fˆ(t) is an operator valued Langevin noise source. The solution to Eq. (2.20) is
aˆ(t) = aˆ(t′)e[−(iω+
1
2Γ)(t−t′)] +
∫ t
t′
dτ fˆ(τ)e[−(iω+
1
2Γ)(t−τ)], (2.21)
where t′ is an arbitrary intial time and t− t′ ≥ 0 still holds. By assuming that the correct commutation
relation holds at an initial time, t′, the commutation relation in general is now
[aˆ(t), aˆ†(t)] = 1, (2.22)
as required. This is found by the assumptions that
[aˆ(t1), fˆ
†(t2)] = 0 t2 > t1, (2.23a)
[fˆ(t1), fˆ
†(t2)]eiω(t1−t2) = Γδ(t1 − t2). (2.23b)
The term fˆ(t) can be considered as a noise term if 〈fˆ(t)〉 = 0 as this shows it has no coherence. In
this section, the Langevin noise term was simply included and was assumed to behave in a way that
ensured the consistency of the commutation relations. However, Langevin noise terms can be derived
from open systems quantum theory where they are represented by the initial conditions of the operators
of the reservoir [15]. In the formalism of macroscopic QED, the introduction of Langevin noise terms
has the eﬀect of coupling the system to a large dissipative environment. The associated ﬂuctuations are
then described by the Langevin noise operators, which are dependent on the initial conditions of the
environment.
2.1.3 Field Quantisation
In section 2.1.1 the system was described in terms of the classical electromagnetic ﬁelds. To quantise the
electromagnetic ﬁeld in linear dissipative media, bosonic quantum operators of a combined matter-ﬁeld
system need to be introduced. It should be noted that these operators are not excitations of the matter
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ﬁeld or the electromagnetic ﬁelds separately, they are only excitations of the combined matter-ﬁeld
system. Although not necessary, here it is assumed that there are two types of quantum operator, one
associated with electric excitations, fˆe(r, ω), and another associated with magnetic excitations, fˆm(r, ω).
The electromagnetic ﬁeld in the medium is then quantised by proposing that the noise polarisation and
noise magnetisation ﬁelds are related to these matter-ﬁeld system excitations through the imaginary
parts of the response functions,
PˆN(r, ω) = i
√
ε0
π
Im[ε(r, ω)]fˆe(r, ω), (2.24a)
MˆN(r, ω) =
√
− 
μ0π
Im[μ−1(r, ω)]fˆm(r, ω). (2.24b)
The square roots of the tensors, Im[ε(r, ω)] and Im[μ−1(r, ω)], can be found by considering the square
root of a matrix. There exists matrices, U , such that a diagonal matrix of the eigenvalues of the tensors,
Dε and Dμ, can be deﬁned as
Im[ε] = UDεU
−1, (2.25a)
Im[μ] = UDμU
−1. (2.25b)
The unique square root of the diagonal matrices are (Dε)
1
2 and (Dμ)
1
2 , which means that the square
root of the tensors are √
Im[ε] = U(Dε)
1
2U−1, (2.26a)√
Im[μ−1] = U(Dμ)
1
2U−1. (2.26b)
To complete the quantisation procedure, a commutation relation between the system excitations is
imposed [
fˆλ(r, ω), fˆ
†
λ′(r
′, ω′)
]
= δλλ′δ(r− r′)δ(ω − ω′), (2.27)
where λ, λ′ = e,m. The ground state of the matter-ﬁeld system, |{0}〉, is deﬁned through
fˆλ(r, ω)|{0}〉 = 0 for all λ, r, ω. (2.28)
To ensure the correct time evolution the constraint
[fˆλ(r, ω), HˆF ] = ωfˆλ(r, ω), (2.29)
is enforced on a Hamiltonian of the matter-ﬁeld system, which is constructed from the system excitations,
HˆF =
∑
λ=e,m
∫
d3r
∫ ∞
0
dω ω fˆ†λ(r, ω)· fˆλ(r, ω). (2.30)
The deﬁnitions given in Eqs. (2.24a) and (2.24b) can be used to rewrite the electric and magnetic
induction ﬁelds in terms of the matter-ﬁeld excitations
Eˆ(r, ω) =
∑
λ=e,m
∫
d3r′Gλ(r, r′, ω)· fˆλ(r′, ω), (2.31a)
Bˆ(r, ω) =
1
iω
∑
λ=e,m
∫
d3r′∇×Gλ(r, r′, ω)· fˆλ(r′, ω). (2.31b)
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The Gλ(r, r
′, ω) expressions have been introduced as notational shorthands for
Ge(r, r
′, ω) = i
ω2
c2
√

πε0
Im[ε(r′, ω)]G(r, r′, ω), (2.32a)
Gm(r, r
′, ω) = −iω
c
√
− 
ε0π
Im[μ−1(r′, ω)][G(r, r′, ω)×←−∇ ′]. (2.32b)
The operation×←−∇ ′ is the derivative acting towards the left of the tensor, onto the second spatial variable.
In tensor notation this is shown as
[T×←−∇ ′]ij(r, r′) = 
jkl∂′lTik(r, r′). (2.33)
In Appendix D the derivation of an integral relation, which connects the ﬂuctuations of the system with
the dissipation into the medium, is shown. In terms of the notational shorthands, Eqs. (2.32a) and
(2.32b), this can be expressed as
∑
λ=e,m
∫
d3sGλ(r, s, ω)·G†λ(r′, s, ω) =
μ0ω
2
π
Im[G(r, r′, ω)]. (2.34)
The electric and magnetic induction ﬁeld operators can be written in the Schrodinger picture as,
Eˆ(r) =
∫ ∞
0
dωEˆ(r, ω) + H.c., (2.35a)
Bˆ(r) =
∫ ∞
0
dωBˆ(r, ω) + H.c., (2.35b)
by integrating over their frequency components. To be compliant with the ﬂuctuation dissipation the-
orem, which links the strength of the ﬁeld ﬂuctuations to the medium’s dissipative response to applied
electromagnetic ﬁelds, the vacuum ﬁeld ﬂuctuations must be non-zero. The average vacuum ﬂuctuations
of the electric ﬁeld are zero,
〈{0}|Eˆ(r)|{0}〉 = 〈Eˆ(r)〉 = 0, (2.36)
but the average of the electric ﬁeld correlations,
〈Eˆ2(r)〉 = 〈Eˆ(r)Eˆ(r′)〉 = μ0
π
∫ ∞
0
dω ω2Im[G(r, r′, ω)], (2.37)
is non-zero. This means the vacuum ﬁeld ﬂuctuations are
〈|ΔEˆ(r)|2〉 = 〈Eˆ2(r)〉 −
(
〈Eˆ(r)〉
)2
=
μ0
π
∫ ∞
0
dω ω2Im[G(r, r′, ω)], (2.38)
as is required by the ﬂuctuation dissipation theorem. Furthermore, the equal time ﬁeld commutators
return the correct free space values. To obtain these commutation relations, the forms of the electric
ﬁeld, Eq. (2.31a), and magnetic induction ﬁeld, Eq. (2.31b), are used in conjunction with Eqs. (2.35a)
and (2.35b), respectively. With use of the integral relation, Eq. (2.34), this leads to
[Eˆ(r), Bˆ(r′)] =
iμ0
π
∇r′×
∫ ∞
0
dω ω
(
Im[G(r, r′, ω)] + Im[G(r′, r, ω)]
)
. (2.39)
Using the deﬁnition of the imaginary part of the Green’s function (Im[G(r, r′, ω)] = 12i (G(r, r
′, ω) −
G†(r′, r, ω))), the Green’s functions analytic properties in the frequency upper half plane and the be-
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haviour
lim
|ω|→∞
ω2
c2
G(r, r′, ω) = −δ(r− r′), (2.40)
which can be seen from Eq. (2.13) by noting that μ−1(r, ω), ε(r, ω) → 1 as ω → ∞, the commutation
relation can be written as
[Eˆ(r), Bˆ(r′)] = − i
ε0
∇′×δ(r− r′). (2.41)
Through the same method,
[Eˆ(r), Eˆ(r′)] = [Bˆ(r), Bˆ(r′)] = 0, (2.42)
can be found. Thus, we have shown that the Langevin noise approach to electromagnetic ﬁeld quantisa-
tion in magnetodielectric media is consistent with the requirements from statistical physics and quantum
theory. This section has brieﬂy detailed the quantisation of the electromagnetic ﬁeld in an inhomoge-
neous absorbing medium in terms of macroscopic response functions. The next section will discuss some
other quantisation procedures.
2.1.4 Alternative Approaches to Field Quantisation
The ﬁrst quantisation of the electromagnetic ﬁeld in absorbing media applied to homogeneous absorbing
dielectrics, the quantisation procedure involved the coupling of applied electromagnetic ﬁelds to a matter
ﬁeld which itself is coupled to a reservoir modelled by a continuum of harmonic oscillators [2]. At
this stage the ﬁeld quantisation can be achieved and the matter-ﬁeld system excitations, which obey a
commutation relation and deﬁne a Hamiltonian, can be found through a series of transformations and
a diagonalisation. A recent extension to this can be found in Ref. [16]. A diﬀerent method for the
quantisation of the electromagnetic ﬁeld in an absorbing dielectric is the inclusion of auxiliary ﬁelds [17],
which has been shown to be equivalent to the Langevin noise approach [18].
By introducing a spatially dependent coupling term between the electric ﬁeld and the harmonic os-
cillator ﬁeld, this model was extended to include inhomogeneous dielectric absorbing media [3]. The
subsequent addition of an extra reservoir allowed the theory to include any linear magnetodielectric
absorbing media [4], recently expanded to magnetoelectric media [19]. The quantisation of the elec-
tromagnetic ﬁeld in linear magnetodielectric media through a mode expansion procedure has also been
achieved [20].
The results obtained from the perspective of the microscopic ﬁelds agree with those found in macro-
scopic QED. However, when the theory is in terms of the microscopic parameters it can become a diﬃcult
exercise to relate these quantities to the macroscopic properties that usually describe media, although
it has been shown that it is possible to include the macroscopic parameters from the beginning of the
quantisation process [4]. This thesis will be concerned exclusively with the macroscopic viewpoint.
2.2 Dispersion Forces
In the introduction to this chapter a fruitful application of macroscopic QED was alluded to, the inves-
tigation of dispersion forces between particles and absorbing bodies or between particles in the presence
of absorbing bodies. Dispersion forces are quantum forces that arise between polarisable and magnetis-
able objects and are generated by the correlation of quantum ﬂuctuations of the electromagnetic ﬁeld.
These forces can be classiﬁed according to various criteria, here the classiﬁcation is made with respect to
the objects involved in the interaction. This means that there are three forms of the dispersion forces;
Casimir forces, Casimir-Polder forces and Van der Waals forces. Casimir forces are usually between two
bodies that can be considered macroscopic, H. B. G. Casimir initially considered conducting plates [21],
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and the most recent measurements of the Casimir force have used gold hemispheres near a plate [22].
Casimir-Polder forces tend to be between a macroscopic body and a particle [23], as shown in Fig. 2.2,
and were ﬁrst measured by detecting the deﬂection of Sodium atoms passing through a cavity [24]. The
dispersion forces between particles are normally refered to as Van der Waals forces. In its most general
form the Casimir-Polder force can be time-dependent, aﬀected by ﬁnite temperatures and aﬀected by
the initial state of the matter-ﬁeld system, which is not necessarily the ground state. All the calcula-
tions of the Casimir-Polder force in this thesis will only be concerned with the zero temperature regime,
the matter-ﬁeld system will be in its ground state and a static approach with respect to time shall be
taken. This means that thermal ﬂuctuations, the dynamics of the matter-ﬁeld system and the decay
and lifetimes of the atomic or molecular excited states are neglected. Initially the eﬀects of motion have
also been discounted, but this will be returned to in Chapter 6. For an extensive overview of Casimir -
Polder forces, see Refs. [25, 26] and the references therein.
2.2.1 Casimir-Polder Potential
The following derivation of the Casimir-Polder potential is based on the procedure given in Ref. [12]. It is
assumed that the coupling between the atom and the electromagnetic ﬁeld is weak which allows a pertur-
bative approach to be taken and the interactions are described in the multipolar coupling framework [27].
The Casimir-Polder force is
FˆCP(rA) = −∇UCP(rA), (2.43)
where the Casimir-Polder potential can be viewed as the position dependent part of the energy shift,
UCP(rA) = ΔE(rA). The subscript A on the position vector, rA, refers to the position of atom (or
molecule). Discarding higher order contributions such as the diamagnetic interaction [25] and assuming
that the atom to body distance is large compared to the atomic radius (which allows the use of the long
wavelength approximation) the atom - ﬁeld interaction Hamiltonian is
HˆAF = −dˆ·Eˆ(rA)− mˆ·Bˆ(rA). (2.44)
To calculate the ground state energy shift due to the Casimir-Polder force, 2nd order perturbation theory
is used,
ΔE =
∑
I =N
〈N |HˆAF |I〉〈I|HˆAF |N〉
EN − EI , (2.45)
where |N〉 = |n〉|{0}〉 represents the initial state of the HˆF + HˆAF system. The subsequent intermediate
states are
|I〉 = |k〉|1λ(r, ω)〉, |1λ(r, ω)〉 = fˆ†λ(r, ω)|{0}〉. (2.46)
The term fˆ†λ(r, ω) is a creation operator that acts on the matter - ﬁeld system state |{0}〉. The energies
of the states can be written in terms of frequencies, where EN = ωn and EI = (ωk + ω). The initial
state of the particle, |n〉, is not necessarily the ground state of the particle and so could be an excited
state.
Equation (2.44) is substituted into Eq. (2.45), which results in
ΔE =
∑
I =N
(
〈N |dˆ·Eˆ(rA)|I〉〈I|dˆ·Eˆ(rA)|N〉+ 〈N |dˆ·Eˆ(rA)|I〉〈I|mˆ·Bˆ(rA)|N〉
+ 〈N |mˆ·Bˆ(rA)|I〉〈I|dˆ·Eˆ(rA)|N〉+ 〈N |mˆ·Bˆ(rA)|I〉〈I|mˆ·Bˆ(rA)|N〉
)
/
(
EN − EI
)
.
(2.47)
The Casimir-Polder potential can be split into electric, magnetic and magnetoelectric components. The
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demarcation is based on which terms contain only the electric dipole moments, only the magnetic dipole
moments or a combination of both. This means that the electric and magnetic components arise from
the terms
〈N |dˆ·Eˆ(rA)|I〉〈I|dˆ·Eˆ(rA)|N〉,
〈N |mˆ·Bˆ(rA)|I〉〈I|mˆ·Bˆ(rA)|N〉,
respectively. The remaining terms
〈N |dˆ·Eˆ(rA)|I〉〈I|mˆ·Bˆ(rA)|N〉, 〈N |mˆ·Bˆ(rA)|I〉〈I|dˆ·Eˆ(rA)|N〉
are the magnetoelectric contributions to the Casimir-Polder potential. These cross terms are usually
neglected because for an achiral particle, dˆ and mˆ have opposite parity and there are no intermediate
states that can be reached by both an electric dipole transition and a magnetic dipole transition [25].
However, there are exceptions when the magnetoelectric contributions do not disappear, such as the
Casimir-Polder potential between a chiral molecule near a chiral medium, which is the subject of section
5.3. For the present example it is assumed that the atom is achiral, so the magnetoelectric terms are
neglected.
By substituting the expansion of the electric ﬁeld, Eq. (2.31a), into Eq. (2.35a) and the expansion
of the magnetic induction ﬁeld, Eq. (2.31b), into Eq. (2.35b), the relevant matrix elements can be
expressed as
〈N | dˆ·Eˆ(rA)|I〉 = dnk ·Gλ(rA, r, ω) (2.48a)
〈N | mˆ·Bˆ(rA)|I〉 = mnk ·∇A×Gλ(rA, r, ω)
iω
(2.48b)
where dnk = 〈n|dˆ|k〉 and mnk = 〈n|mˆ|k〉. The formal sum in Eq. (2.47) (and Eq. (2.45)) is actually
a representation of a sum over the modes λ and a sum over the atom’s intermediate states k and it
contains integrals over space and frequency,
∑
I =N
→
∑
λ
∑
k
∫
d3r
∫ ∞
0
dω. (2.49)
Therefore substituting Eqs. (2.48a) and (2.48b) into Eq. (2.47) leads to
ΔE = −μ0
π
∑
k
P
∫ ∞
0
dω
ωkn + ω
[
ω2 dnk ·Im[G(rA, rA, ω)]·dkn
+mnk ·∇×Im[G(rA, rA, ω)]×←−∇ ′ ·mkn
]
,
(2.50)
where the integral relation as shown in Eq. (2.34) has been used, the atomic transition frequencies are
deﬁned as ωkn = ωk − ωn and P denotes a Cauchy principle value.
The integral in Eq. (2.50) is dependent upon the imaginary part of the Green’s function, which is not
analytic in the frequency plane although the Green’s function is analytic in the upper half plane. This
means that by rewriting the imaginary part of the scattering Green’s function in terms of the Green’s
function (Im[G(r, r′, ω)] = 12i (G(r, r
′, ω)−G†(r′, r, ω))), then using the Schwarz reﬂection principle Eq.
(2.15), equation (2.50) can be recast into a form where a contour integral with frequency can be per-
formed, pictorially represented in Fig. 2.1. The full Green’s function comprises a position independent
bulk part, G(0)(rA, rA, ω), and a position dependent scattering part, G
(1)(rA, rA, ω), discussed in Ap-
pendix E. The bulk part of the Green’s function can be discarded because it does not contribute to
the Casimir-Polder potential, leaving just the scattering part of the Green’s function. To perform the
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iξ
ω
Figure 2.1: This diagram shows the path taken when a contour integration with frequency is performed
after Eq. (2.50) is rewritten in terms of the Green’s function. As can be seen in Eq. (2.51), the arc
between the two axis is zero in this situation. This means that the contribution to the contour from the
real freqeuncy axis must be equal to the contribution from the imaginary frequency axis plus the residue,
which arises when there are singularities.
contour integration the scattering part of the Green’s functions behaviour in the limit of large frequency
is needed,
lim
|ω|→∞
ω2
c2
G(1)(rA, rA, ω) = 0, (2.51)
which can be seen from the homogeneous form of Eq. (2.13) and by noting that ε(r, ω) → 1 as ω → ∞.
This means that the inﬁnite arc section of the contour between the real and imaginary frequency (ω → iξ)
axis is zero.
Writing the Casimir-Polder potential in terms of an electric, Ue(rA), and a magnetic component,
Um(rA), where
U(rA) = Ue(rA) + Um(rA), (2.52)
and performing the integral leads to components of the Casimir-Polder potential for a particle initially
in state n of
Une (rA) =
μ0
2π
∫ ∞
0
dξ ξ2tr[αn(iξ)·G(1)(rA, rA, iξ)]
−μ0
∑
k
Θ(ωnk)ω
2
nktr[(dkn⊗dnk)·Re[G(1)(rA, rA, ωnk)]],
(2.53a)
Unm(rA) =
μ0
2π
∫ ∞
0
dξ tr[βn(iξ)·∇×G(1)(rA, rA, iξ)×←−∇ ′]
+ μ0
∑
k
Θ(ωnk)tr[(mkn⊗mnk)·∇×Re[G(1)(rA, rA, ωnk)]×←−∇ ′],
(2.53b)
where αn(iξ), the electric atomic polarisability, and βn(iξ), the magnetic atomic polarisability, for an
initial particle state n are deﬁned as
αn(iξ) =
1

∑
k
(
dkn⊗dnk
ωkn + iξ
+
dkn⊗dnk
ωkn−iξ
)
, (2.54a)
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Medium 1; Free space
Medium 2; ε, μ
zˆ
Figure 2.2: This diagram shows the Casimir-Polder force between a particle in free space near the
boundary with a magnetodielectric medium.
βn(iξ) =
1

∑
k
(
mkn⊗mnk
ωkn + iξ
+
mkn⊗mnk
ωkn−iξ
)
. (2.54b)
Here tr[] refers to the trace and Re[G(r, r′, ω)] = 12 (G(r, r
′, ω) + G†(r′, r, ω)) is the real part of the
Green’s function. The ﬁrst terms on the right hand sides in Eqs. (2.53a) and (2.53b) are the oﬀ-
resonant components of the Casimir-Polder potential and the second terms on the right hand sides of
Eqs. (2.53a) and (2.53b) are the resonant contributions. The resonant contributions are proportional
to the residue at the poles and they only occur when the particle involved in the interaction transitions
from an excited state to a lower state. The function Θ(ωnk) is the Heaviside step function, it ensures
that the resonant terms disappear and therefore do not contribute when there is a transition to a higher
state. For example, when an atom initially in its ground state interacts with a medium, the resultant
Casimir-Polder potential will not include a resonant contribution. The derivations in Eqs. (2.53a) and
(2.53b) are valid for a general geometry where a particle, situated in free space, is near an absorbing
medium. If the particle is itself embedded in a medium near the boundary with another medium, the
coupling of the particle to the local electromagnetic ﬁeld is important and this is taken into account by
local-ﬁeld corrections [12, 28–30].
The versatility of the Green’s function approach means that the derivation of the Casimir-Polder
potential is widely applicable to a variety of geometries. As an illustrative example taken from Ref. [12],
consider the Casimir-Polder potential between an atom in free space and an absorbing magnetodielectric
halfspace, this is pictorially represented in Fig. 2.2. The diagram in Fig. 2.2 shows a geometry where
the boundary of the medium is the (x− y)-plane at z = 0. The atom is in the free space region, labelled
1, which ﬁlls the space z > 0, and the medium, denoted by subscript 2, ﬁlls out the space z < 0. The
scattering part of the Green’s function is [25]
G(1)(r, r′, ω) =
i
8π2
∫
dks
kz1
[
RMMM(ks, kz1, r)⊗M(−ks, kz1, r)
+RNNN(ks, kz1, r)⊗N(−ks, kz1, r)
]
,
(2.55)
where kzj refers to the z-component of the wavevector in region j and ks is the vector of the transverse
component of the wave vector, which is ks = (kx, ky, 0) in this geometry. The reﬂection coeﬃcients,
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RMM and RNN are the well known Fresnel coeﬃcients
RMM =
μ(ω)kz1 − kz2
μ(ω)kz1 + kz2
, (2.56a)
RNN =
ε(ω)kz1 − kz2
ε(ω)kz1 + kz2
, (2.56b)
where ε(ω) = ε2(ω) and μ(ω) = μ2(ω). The functions M(ks, kz1, r) and N(ks, kz1, r) are vector wave
functions,
M(ks, kz1, r) = ∇×zˆeik·r (2.57a)
N(ks, kz1, r) =
1
k
∇×(∇×zˆeik·r). (2.57b)
Appendix E details the derivation of this scattering Green’s function, the reﬂection coeﬃcients and the
vector wave functions. The atom and the medium are both assumed to be isotropic. For the medium
this means that the response functions reduce to ε(ω) = ε(ω)I and μ(ω) = μ(ω)I, this assumption of
isotropic media has already been employed in the reﬂection coeﬃcients shown above. The electric and
magnetic atomic polarisabilities reduce to
αn(iξ) = αn(iξ)I, αn(iξ) =
2
3
∑
k
ωkn|dnk|2
ω2kn + ξ
2
, (2.58a)
βn(iξ) = βn(iξ)I, βn(iξ) =
2
3
∑
k
ωkn|mnk|2
ω2kn + ξ
2
, (2.58b)
respectively, where the isotropic averages
dkn⊗dnk = dkn ·dnk
3
=
|dnk|2
3
mkn⊗mnk = mkn ·mnk
3
=
|mnk|2
3
have been used. The Casimir-Polder potential can now written as
Une (zA) =
μ0
8π2
∫ ∞
0
dξ ξ2αn(iξ)
∫ ∞
ξ/c
dk˜z1e
−2k˜z1zA
[
μ(iξ)k˜z1 − k˜z2
μ(iξ)k˜z1 + k˜z2
+
(
1− 2k˜
2
z1c
2
ξ2
)
ε(iξ)k˜z1 − k˜z2
ε(iξ)k˜z1 + k˜z2
]
+
μ0
12π
∑
k
Θ(ωnk)ω
2
nk|dnk|2Im
[∫ ∞
0
dks
kz1
e2ikz1zA
[
μ(ωnk)kz1 − kz2
μ(ωnk)kz1 + kz2
+
(
1− 2k
2
z1c
2
ω2nk
)
ε(ωnk)kz1 − kz2
ε(ωnk)kz1 + kz2
]]
(2.59a)
Unm(zA) =
μ0
8π2
∫ ∞
0
dξ ξ2
βn(iξ)
c2
∫ ∞
ξ/c
dk˜z1e
−2k˜z1zA
[
ε(iξ)k˜z1 − k˜z2
ε(iξ)k˜z1 + k˜z2
+
(
1− 2k˜
2
z1c
2
ξ2
)
μ(iξ)k˜z1 − k˜z2
μ(iξ)k˜z1 + k˜z2
]
− μ0
12πc2
∑
k
Θ(ωnk)ω
2
nk|mnk|2Im
[∫ ∞
0
dks
kz1
e2ikz1zA
[
ε(ωnk)kz1 − kz2
ε(ωnk)kz1 + kz2
+
(
1− 2k
2
z1c
2
ω2nk
)
μ(ωnk)kz1 − kz2
μ(ωnk)kz1 + kz2
]]
.
(2.59b)
The expressions with a ˜ refer to the imaginary parts of the respective quantity, i.e., k˜z = Imkz, etc.,
these appear in the oﬀ-resonant contributions which are in terms of the complex frequency, the details
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are shown in Appendix E. In the oﬀ-resonant contribution to the Casimir-Polder potential the response
functions are evaluated along the imaginary frequency axis where they must be real and positive.
In general the Casimir-Polder potential has to be calculated numerically, but some assumptions
can be made in special circumstances to simplify the potential. For example, the behaviour of the
electromagnetic ﬁelds in the close and far limits of distance between the atom and the medium can be
used. If zAωmin/c  1 (ωmin is the minimum relevant particle transition frequency) holds, it is assumed
that the atom is far enough away from the medium that zA is greater than the eﬀective transition
frequency ωmin/c and the atomic polarisations can be approximated by their static forms (α(iξ) ≈ α(0),
β(iξ) ≈ β(0)), this is called the retarded limit. In the opposite, the non-retarded limit, the relation
zAωmax/c  1 (ωmax is the maximum relevant particle transition frequency) holds. Here the distance
between the particle and the medium is smaller than the transition wavelength. This means that in the
non-retarded limit the exponential term approximates to unity and the main contribution to the integral
comes from the k2z term. This thesis is primarily concerned with the non-retarded limit, so an example
of its application will highlight the methods to be used further on. The dispersion relations for free space
and the magnetodielectric medium are
k1 =
ω
c
(2.60a)
k2 =
ω
c
√
ε(ω)μ(ω) (2.60b)
respectively, these are derived in Appendix E. This means that k˜z2 can be written in terms of k˜z1, k˜1
and k˜2, (by noting that ks is the same for both) as
k˜z2 =
√
k˜2z1 +
ξ2
c2
(ε(iξ)μ(iξ)− 1) (2.61)
In the non-retarded limit, ξ
2
c2 (ε2μ2 − 1) is small and hence k˜z2 can be Taylor expanded around k˜z1 to
second order to obtain
k˜z2 ≈ k˜z1
(
1 +
ξ2
c2 (ε(iξ)μ(iξ)− 1)
2k˜2z1
+ . . .
)
. (2.62)
For many calculations this can be truncated at ﬁrst order, that is k˜z2 ≈ k˜z1 ≈ ks. This then gives the
Casimir-Polder potential, to ﬁrst order in the non-retarded limit for an atom initially in state n, as
UneO(zA) = −

16π2ε0(zA)3
∫ ∞
0
dξ αn(iξ)
(
ε(iξ)− 1
ε(iξ) + 1
)
, (2.63a)
UnmO(zA) = −

16π2ε0(zA)3
∫ ∞
0
dξ
βn(iξ)
c2
(
μ(iξ)− 1
μ(iξ) + 1
)
, (2.63b)
for the oﬀ-resonant terms and
UneR(zA) = −
1
24πε0(zA)3
∑
k
Θ(ωnk)|dnk|2Re
[
ε(ωnk)− 1
ε(ωnk) + 1
]
, (2.64a)
UnmR(zA) =
μ0
24π(zA)3
∑
k
Θ(ωnk)|mnk|2Re
[
μ(ωnk)− 1
μ(ωnk) + 1
]
, (2.64b)
for the resonant terms. The dominant contributions are the terms proportional to k2z1 and so only
those terms were considered in the above calculation. As can be seen, the Casimir-Polder potential is
dependent on the electric or magnetic dipole matrix elements of the atom and the electric or magnetic
response functions of the medium. Therefore the strength of the Casimir-Polder potential is proportional
to the properties of the atom and the medium. The spatial scaling law, which describes the behaviour
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of Casimir-Polder potential as the distance between the atom and the macroscopic body varies, is an
important paramenter in dispersion forces [31]. Here, the spatial scaling in the resonant and non-resonant
terms is 1/(zA)
3. The similar structure between the electric and magnetic components should be noted,
that one can be transformed into the other with substitutions such as ε ↔ μ, etc. is a consequence of
duality invariance which will be discussed in section 4.3.
The versatility of the Green’s function approach means that the Casimir-Polder potential in other
geometric scenarios can also be found through this derivation. These include a particle near a plate rather
than a semi-inﬁnite halfspace, which means that scattering oﬀ the far boundary of the plate need to be
considered [32]. In more complicated geometries, such as those with many arbitrarily shaped bodies, the
Green’s function can be expressed as a Born series expansion [12].
This chapter has outlined a procedure for quantising the electromagnetic ﬁeld in linear absorbing
media and has derived a dispersion force, the Casimir-Polder force, that acts between polarisable and
magnetisable objects. The next chapter will show the generalisation of the quantisation method to all
linear media, including non-reciprocal media.
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Chapter 3
Non-Reciprocal Linear Media
The linear response of macroscopic media to externally applied electromagnetic ﬁelds is frequently dis-
cussed in terms of a local electric response, through an electric permittivity, and a local magnetic response,
through a magnetic permeability. However, there are media where this description is inadequate. For
example, there exist materials where an externally applied electric ﬁeld produces a magnetic response
and a vice versa. The general name for media with these properties is bianisotropic media, which is
discussed in chapter 4. Some further examples where the basic description of macroscopic media is
insuﬃcient include media with non-local spatial responses and media whose response is non-reciprocal,
both of which are discussed in the present chapter.
In spatially non-local (sometimes refered to as spatially dispersive) media, the response of a medium
to an applied electromagnetic ﬁeld can be dependent upon more positions than just the observation
point. In media with non-local spatial responses it is known that the decomposition into electric and
magnetic eﬀects is poorly deﬁned [33], as the magnetic response can be seen as a special example of
a non-local electric response [34]. A well known example of a non-local spatial response is a medium,
whose response is spatially local in its rest frame, in motion. As a brief example, a non-local response
can be represented in frequency space by
D(r, ω) =
∫
d3r′ε(r, r′, ω)·E(r′, ω), (3.1)
where r and r′ are the observation and source positions respectively. This clearly shows that the dis-
placement ﬁeld at position r depends upon the electric ﬁeld at positions r′ and not just at r. In contrast,
a local response is commonly represent in the form
D(r, ω) = ε(r, ω)·E(r, ω), (3.2)
which shows that the displacement ﬁeld at r only upon the electric ﬁeld at r.
In nanoplasmonics the separation between objects can be very small ( μm) and as such the materials
become non-local at this scale. This has lead to interest in non-local media from a theoretical transfor-
mation optics view [35,36] and the subsequent proposed construction of novel metamaterials that exhibit
non-local responses [37, 38]. It has been shown that the eﬀective macroscopic response functions can be
derived for a speciﬁc microscopic structure taking into account spatial dispersion [39]. In the context of
macroscopic QED, recent work has presented a quantisation that encompasses spatial dispersion [40,41].
A common assumption when dealing with macroscopic media is that the media are reciprocal. This
is a manifestation of time-reversibility and it implies that the physics of the system remain the same
when time is reversed. This assumption has been shown to break down in certain classes of media, such
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as moving media (see chapter 6 for details), Tellegen media [42,43] and systems under the inﬂuence of an
external magnetic ﬁeld. In fact, an initial motivation for non-reciprocal media was for use in electronics,
where devices such as isolators use non-reciprocal media to only allow power to be transmitted in one
direction. Continuous work in electronics to produce new types of electromagnetic isolator have recently
used metamaterials to create a non-reciprocal medium [44], as well as new ways to use commercially
available magnets [45].
Initial work by L. Onsager in the 1930’s mainly considered reversible microscopic processes, but also
contained a discussion of irreversible processes with examples such as a free particle under the inﬂuence
of an external magnetic ﬁeld and the Coriolis force. Onsager stated that “In such cases, where the
macroscopic laws of motion are non-reversible, the microscopic motion cannot be reversible.” [46, 47].
Therefore the non-reciprocal microscopic behaviour can be described in terms of the properties of macro-
scopic variables, such as response functions and a Green’s function. Hence in this context, reciprocity
(sometimes referred to as Onsager reciprocity) has come to be seen as the time symmetry invariance of
a quantum optical system. With reference to macroscopic QED, the exact microscopic processes that
cause a non-reciprocal (irreversible) response do not need to be known in each circumstance. As long
as the macroscopic response functions take into account the non-reciprocal behaviour of the media, the
ﬁeld quantisation from a macroscopic viewpoint can be performed consistently.
Past controversy [48–52] aside, there is still interest in non-reciprocal media. As well as the ongoing
research from an electronics perspective, recent interest in non-reciprocal media has come from the
increasing research into phenomena such as the fractional Quantum Hall eﬀect [53, 54], which can also
have a non-local response [55]. This means that a general theory of quantised linear media would have
to be applicable to spatially non-local as well as locally responding media and it would have to apply
to reciprocal and non-reciprocal media. Previous theories in the linear response regime have either
catered for a non-local spatial response [40] or have accounted for non-reciprocal media [19], but never
in combination.
This chapter will describe the quantisation of the electromagnetic ﬁeld in general linear absorbing
media in which no assumptions have been made with regard to the reciprocity of the media, or the
spatial response of the media, and so will apply to a wide variety of classes of media. The quantisation
will be achieved by introducing a complex conductivity tensor, which contains the medium’s response
to externally applied electromagnetic ﬁelds, into Maxwell’s equations through a generalised version of
Ohm’s law. The results in this chapter were initially published in Ref. [56].
3.1 Field Quantisation in General Linear Media
In previous treatments of electromagnetic ﬁeld quantisation in absorbing media [12], it has been as-
sumed that the medium under consideration was reciprocal. In order to generalise these theories, the
quantisation must apply to non-reciprocal media as well. By only considering the response of a medium
to externally applied electromagnetic ﬁelds to linear order and by enforcing causality, a general theory
for absorbing media can be derived. As was shown for general linear reciprocal media [40], this can be
achieved with the complex conductivity tensor, Q(r, r′, ω). The two spatial variables in the conductivity
tensor are in general independent which allows for non-local media to be included in this description of
general linear media. Although knowledge of the conductivity tensor is required, this is the only basic
piece of information about the medium that is needed. By describing the medium’s linear response to
electromagnetic ﬁelds in terms of the conductivity tensor, it is not necessary to separate these responses
into electric (polarisation) and magnetic (magnetisation) eﬀects. This is important, as the distinction
between a polarisation and magnetisation is not well deﬁned for non-local media [33]. The conductivity
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Figure 3.1: This sketch shows the optical path between a source and observation point and the reverse
orientation. In this example the connection between the source and observation point is described by
the conductivity tensor, Q(r, r′, ω). The top part of the diagram shows a relationship between a source
term and an induced current. In the lower part of the diagram the reverse is found by switching the
source and observation points and the orientation of the vectors. In reciprocal media, this is the same as
reversing the optical path and this reﬂects the fact that reciprocity is also a statement of time symmetry.
In non-reciprocal media, this reverse orientiation is not equivalent to a time reversal of the optical path
and so the time symmetry invariance does not hold.
tensor is introduced by a generalised Ohm’s law (in frequency space)
jin(r, ω) =
∫
d3r′Q(r, r′, ω)·E(r′, ω) + jN(r, ω), (3.3)
where jin is the current induced in the medium. This comprises of a component dependent on the inter-
action of the medium with an applied electric ﬁeld and a noise current which arises due to the dissipation
into the medium. The conductivity tensor must fulﬁl the causality requirements that Q(r, r′, t) = 0 for
t < 0. This ensures that the eﬀect of the electromagnetic source at position r′ cannot produce a response
in the medium at an arbitrary observation position r faster than the speed of light and that the response
must always occur after the electromagnetic ﬁeld has been applied. As Q(r, r′, t) must be a real quantity,
a further condition on the conductivity tensor is the Schwarz reﬂection principle,
Q∗(r, r′, ω) = Q(r, r′,−ω∗) (3.4)
which the conductivity tensor must fulﬁl for all values of r, r′ and ω, this is derived in appendix B.
Although this initial work on the quantisation follows the method as discussed in [40], the theories
diverge here.
In reciprocal media, the conductivity tensor has to obey a condition of the form
Q(r, r′, ω) = QT(r′, r, ω). (3.5)
For the general quantisation procedure to be developed here, Eq. (3.5) does not necessarily hold. The
eﬀect of non-reciprocity in an electromagnetic system can be seen as follows. The conductivity tensor
in Eq. (3.3) governs the relationship between an electric ﬁeld, E, at a source point r1 orientated in
a direction eˆ1 with a current, J, at the observation point r2 and which is orientated in an arbitrary
direction eˆ2. If the reciprocity condition, Eq. (3.5), does hold, this would automatically imply that an
electric ﬁeld, E, at r2 in orientation eˆ2, would induce a the current of value J at r1 in the orientation eˆ1.
This is illustrated in Fig. 3.1. This switching of the source and observation points is a reversal of the
optical path taken, but it can also be viewed as a reversal of time, t → −t, and the reciprocal condition
implies that the optical paths are equivalent. Therefore when Eq. (3.5) does not hold, it cannot be said
that the two paths are equivalent and so the time symmetry is broken.
An implication of removing the assumption that the media are necessarily reciprocal is that the
previously used real and imaginary parts of a tensor ﬁeld are no longer equivalent to the Hermitian and
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anti-Hermitian components of the tensor ﬁeld. It is therefore expedient to deﬁne generalised real and
imaginary parts of a tensor ﬁeld, O(r, r′), i.e. the Hermitian and anti-Hermitian parts, as
Re[O(r, r′)] = 1
2
[O(r, r′) +O†(r′, r)], (3.6a)
Im[O(r, r′)] = 1
2i
[O(r, r′)−O†(r′, r)], (3.6b)
respectively. If the medium in question is reciprocal (O(r, r′) = O†(r′, r) holds for all r, r′) then Eqs.
(3.6a) and (3.6b) reduce to the standard real and imaginary parts of a tensor ﬁeld. However this is not
true in the general case, where Re and Im refer to the Hermitian and anti-Hermitian components of the
tensor ﬁeld. Now that the conductivity tensor can be written in terms of generalised real and imaginary
parts,
Q(r, r′, ω) = Re[Q(r, r′, ω)] + iIm[Q(r, r′, ω)], (3.7)
the causal conditions imply that the conductivity tensor is constrained by Kramers-Kronig type relation,
as shown in appendix A.
D. Melrose in Ref. [33] uses an equivalent dielectric tensor, K(k, ω), to show that the Hermitian
part of this response function describes the non-dissipative contribution and the anti-Hermitian part
is the dissipative component. The connection between Melrose’ equivalent dielectric tensor and the
conductivity is
K(k, ω) = I +
i
ωε0
Q(k, ω),
therefore these relationships are reversed for the conductivity tensor. The Hermitian, or generalised real
part of the conductivity tensor corresponds to the dissipative component and the anti-Hermitian part is
the non-dissipative contribution.
Taking this into consideration, the generalised real part of the conductivity tensor is therefore used
to postulate a commutation relation of the noise current, which is treated as an operator,
[ˆ
jN(r, ω), jˆ
†
N(r
′, ω′)
]
=
ω
π
Re[Q(r, r′, ω)]δ(ω−ω′). (3.8)
The noise current is now considered as the dynamical variables of the matter-ﬁeld system. This result is
the generalisation of the commutation relation for reciprocal media, described in Ref. [40]. Although this
commutation relation has been postulated, it can be derived from ﬁrst principles through the procedures
outlined in Refs. [4, 19]. By combining the generalised Ohm’s law, Eq. (3.3), with the macroscopic
Maxwell’s equations, Eqs. (2.1), the inhomogeneous Helmholtz equation for the electric ﬁeld can be
obtained [
∇×∇×I − ω
2
c2
I
]
·Eˆ(r, ω)− iμ0ω
∫
d3r′Q(r, r′, ω)·Eˆ(r′, ω) = iμ0ωjˆN(r, ω). (3.9)
In the source quantity representation the solution for the electric ﬁeld is given as
Eˆ(r, ω) = iμ0ω
∫
d3r′G(r, r′, ω)· jˆN(r′, ω), (3.10)
where the Green’s function is uniquely deﬁned as the solution to the Helmholtz equation
[
∇×∇×I − ω
2
c2
I
]
·G(r, r′, ω)− iμ0ω
∫
d3sQ(r, s, ω)·G(s, r′, ω) = δ(r− r′). (3.11)
The Green’s function is constrained by the boundary conditions |r − r′| → ∞, G(r, r′, ω) → 0, which
ensure the correct physical behaviour as the source and observation points diverge. The deﬁnition of the
29
Green’s function in Eq. (3.11) shows that the properties of the conductivity tensor are inherited by the
Green’s function. This includes the Schwarz reﬂection principle
G∗(r, r′, ω) = G(r, r′,−ω∗) ∀ r, r′, ω (3.12)
and the causal behaviour, G(r, r′, t) = 0 for t < 0. Crucially, the non-reciprocity of the conductivity is
also inherited, so that the relationship
G(r, r′, ω) = GT(r′, r, ω), (3.13)
derived for a reciprocal system in Appendix C, does not necessarily hold. As the Green’s function
describes the propagation through a medium and characterises the electric ﬁeld produced by a current
source, any of the electromagnetic ﬁelds propagating in non-reciprocal media can now be characterised.
This is of course a necessary requirement for any quantum theory of light in non-reciprocal media. The
magnetic induction ﬁeld is
Bˆ(r, ω) = μ0
∫
d3r′∇×G(r, r′, ω)· jˆN(r′, ω), (3.14)
which is obtained from substituting Eq. (3.10) into Eq. (2.1b).
To continue the quantum description of the electromagnetic ﬁeld in a non-reciprocal medium, the
absorption into the medium needs to be taken into account. The ﬁrst step is ﬁnding an integral relation,
connecting the ﬂuctuations in the system with the dissipation into the medium. This can be obtained
by making use of the generalised real and imaginary parts of a tensor ﬁeld deﬁned above and is of the
form
μ0ω
∫
d3s
∫
d3s′G(r, s, ω) · Re[Q(s, s′, ω)] ·G†(r′, s′, ω) = Im[G(r, r′, ω)], (3.15)
the full derivation can be found in appendix D. For a consistent description of absorbing media, the noise
currents and the ﬁelds must satisfy the ﬂuctuation dissipation theorem. This is an important concept
in statistical physics and it states that the mediums response to applied ﬁelds is linked to and can be
expressed in terms of the strength of the ﬁeld ﬂuctuations [57,58]. The ﬂuctuations of the noise currents
need to be proportional to the dissipative part of the medium’s response functions to be consistent with
the ﬂuctuation dissipation theorem. To proceed, the ground state of the matter-ﬁeld system is denoted
by |{0}〉 and is deﬁned such that
jˆN|{0}〉 = 0, (3.16)
and the average of the ﬂuctuations of the noise current is given as
〈ˆjN〉 = 0. (3.17)
To show that the commutation relation Eq. (3.8) is consistent with the ﬂuctuation dissipation theorem
the symmeterised operator product, deﬁned as [25]
{
aˆ, bˆ†
}
=
1
2
(aˆbˆ+ bˆaˆ), (3.18)
is introduced. This shows the correlation between the quantities aˆ and bˆ. By deﬁning ΔjˆN(r, ω) as
ΔjˆN(r, ω) = jˆN(r, ω)− 〈ˆjN(r, ω)〉, (3.19)
30
the commutation relation Eq. (3.8) is used to show that the noise currents satisfy the relation
〈{
ΔjˆN(r, ω),Δjˆ
†
N(r
′, ω′)
}〉
=

π
Im[iωQ(r, r′, ω)]δ(ω − ω′). (3.20)
As discussed previously, it is know that the dissipation is described by the Hermitian part of the conduc-
tivity tensor, this conﬁrms that the quantisation scheme does fulﬁl the ﬂuctuation dissipation theorem.
By making use of the deﬁnition of the electric ﬁeld, Eq. (3.10), and the relation, Eq. (3.20), it is straight
forward to show that the electric ﬁeld also satisﬁes the ﬂuctuation dissipation theorem
〈{
ΔEˆ(r, ω),ΔEˆ†(r′, ω′)
}〉
=

π
Im[μ0ω2G(r, r′, ω)]δ(ω − ω′). (3.21)
An important aspect of any quantum theory is the Hamiltonian which can be constructed from the noise
current operators. To obtain the correct free time evolution the Hamiltonian Hˆ is constrained by
[ˆjN(r, ω), Hˆ] = ωjˆN(r, ω). (3.22)
This gives the Hamiltonian of the matter-ﬁeld system as
HˆF = π
∫ ∞
0
dω
∫
d3r
∫
d3r′jˆ†N(r, ω)·(Re[Q(r, r′, ω)])−1jˆN(r′, ω), (3.23)
plus some irrelevant constants that arise due to the constraints put on the Hamiltonian. At this point
the theory has ﬁeld operators jˆN(r, ω) with a well deﬁned commutation relation, an integral relation,
it fulﬁls the ﬂuctuation dissipation theorem and has a Hamiltonian. The next step is to calculate the
equal time commuatation relations between the electric and magnetic induction ﬁelds, these need to
replicate the results obtained from the equivalent free space QED commutation relations to verify the
quantisation procedure. By using the deﬁnition of the electric ﬁeld, Eq. (3.10), and the integral relation,
Eq. (3.15), the commutation relation between the frequency components of the electric ﬁeld and its
Hermitian conjugate is shown to be
[Eˆ(r, ω), Eˆ†(r′, ω′)] =
ωω′μ0
π
Im[G(r, r′, ω)]δ(ω−ω′), (3.24)
as required. It can also be shown that the associated commutation relations,
[Eˆ(r, ω), Eˆ(r′, ω′)] = [Eˆ†(r, ω), Eˆ†(r′, ω′)] = 0, (3.25)
are also correct. Hence, the commutation relation of the electric ﬁeld operators as a function of position,
Eˆ(r) and Eˆ(r′), is found to be
[Eˆ(r), Eˆ(r′)] = 0, (3.26)
as required. To show the commutation relation between the electric ﬁeld and the magnetic induction
ﬁeld, Faraday’s law Eq. (2.1b) is used with Eq. (2.35a) to obtain
[Eˆ(r), Bˆ(r′)] =
[(∫ ∞
0
dωEˆ(r, ω) + H.c.
)
,
(∫ ∞
0
dω′
iω′
∇×Eˆ(r, ω) + H.c.
)]
, (3.27)
which is then written as
[Eˆ(r), Bˆ(r′)] =
iμ0
π
∇r′×
∫ ∞
0
dω ω
(
Im[G(r, r′, ω)] + Im[G(r′, r, ω)]
)
, (3.28)
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by making use of Eqs. (3.24) and (3.25). The right hand side of Eq. (3.28) needs to be treated carefully
as this is the anti-Hermitian part of the dyadic Green’s function. However, as the Green’s function
is analytic in the upper half plane, the generalised imaginary part can be expanded in terms of the
Green’s function (Im[G] = 12i (G −G†)) and then the integration contour in the upper half plane can
be closed with use of the Schwarz reﬂection principle. It can be seen from Eq. (3.11) that as |ω| → ∞,
G(r, r′, ω) → − c2ω2 δ(r−r′).
Therefore the commutation relation can now be written as
[Eˆ(r), Bˆ(r′)] = − i
ε0
∇r′×δ(r−r′) (3.29)
which is the result from free space QED, as required. The commutation relation between the other ﬁelds
follows from this, as can be shown by use of Maxwell’s equations.
So far the quantisation has been achieved in terms of the noise currents, but annihilation and creation
operators of the matter-ﬁeld system can be speciﬁed. These are commonly denoted by fˆ(r, ω) and fˆ†(r, ω),
respectively. They are related to the noise currents by
jˆN(r, ω) =
√
ω
π
∫
d3r′R(r, r′, ω)· fˆ(r′, ω) (3.30)
whereR(r, r′, ω) is the (positive) square root of the generalised real part of the conductivity,Re[Q(r, r′, ω)],
Re[Q(r, r′, ω)] =
∫
d3sR(r, s, ω)·R†(r′, s, ω). (3.31)
With the commutation relation for the noise currents, Eq. (3.8), and the relationship between the system
excitations and the noise currents, Eq. (3.30), the commutation relation
[fˆ(r, ω), fˆ†(r′, ω′)] = δ(r−r′)δ(ω−ω′) (3.32)
is ensured. By substituting Eqs. (3.30) and (3.31) into Eq. (3.23), the Hamiltonian of the matter-ﬁeld
system can be rewritten as
HˆF =
∫
d3r
∫ ∞
0
dω ω fˆ†(r, ω)· fˆ(r′, ω′). (3.33)
The free evolution of the dynamical variables is determined as fˆ(r, ω, t) = fˆ(r, ω)e−iωt. This means that,
by construction, Maxwell’s equations for the electromagnetic ﬁeld operators in the Heisenberg picture
are valid. This can be shown by use of Heisenberg’s equation of motion,
˙ˆ
O =
i

[Hˆ, Oˆ] (3.34)
for the time evolution of an operator, Oˆ. This means that the noise currents are governed by
˙ˆ
jN(r, ω) =
i

[HˆF , jˆN(r, ω)] = −iωjˆN(r, ω) (3.35)
and the equivalent relation for the system excitations
˙ˆ
f(r, ω) =
i

[HˆF , fˆ(r, ω)] = −iωfˆ(r, ω). (3.36)
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The time derivative of the magnetic induction ﬁeld, written in the form Eq. (3.14), is then shown to be
˙ˆ
B(r, ω) =
i

[HˆF , Bˆ(r, ω)] =
i

∫
d3s∇×G(r, s, ω)[HˆF , jˆN(s, ω)]
= −∇×Eˆ(r, ω),
(3.37)
which is Faraday’s law. Ampe`re’s law is obtained similarly
˙ˆ
D(r, ω) =
i

[HˆF , Dˆ(r, ω)] = ∇×Hˆ(r, ω). (3.38)
In this chapter a quantum theory for the electromagnetic ﬁeld in a general linear absorbing medium has
been presented. By describing the medium’s response in terms of a conductivity tensor the theory can be
applied to both spatially dispersive and non-reciprocal media where only information about the conduc-
tivity tensor itself is required. The next chapter will follow the quantisation of the electromagnetic ﬁeld
in bianisotropic media described by explicit response functions for electric, magnetic and electromagnetic
eﬀects and will discuss the duality implications of this system.
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Chapter 4
Bianisotropic Linear Media
For a simple linear medium, the macroscopic response to an applied external electromagnetic ﬁeld is
usually described by an electric permittivity and a magnetic permeability. These take the form of
tensors that couple the applied ﬁelds to the ﬁelds in the medium. The displacement ﬁeld is coupled to
the electric ﬁeld by the permittivity and the magnetic induction ﬁeld is coupled to the magnetic ﬁeld by
the magnetic permeability. This can be represented in frequency space as
Dˆ(r, ω) = ε0ε(r, ω)·Eˆ(r, ω), (4.1a)
Hˆ(r, ω) =
1
μ0
μ−1(r, ω)·Bˆ(r, ω), (4.1b)
where any noise polarisation and noise magnetisation ﬁelds have been omitted for convenience. However,
this description of the interaction between applied ﬁelds and a medium does not take into account
media where an applied electric ﬁeld causes a magnetic response and an applied magnetic ﬁeld causes an
electric response. These magnetoelectric eﬀects can be described by cross susceptibility tensors, which
in conjunction with the electric permittivity and magnetic permeability characterise the medium. The
general term for this class of media is bianisotropic, which has been discussed in Refs. [59–61], and
more recently in Ref. [19]. Some common examples of bianisotropic media are chiral media, discussed in
chapter 5, and moving media, discussed in chapter 6.
Although magnetoelectric eﬀects were known to occur when a medium is in motion (see Ref. [62]),
naturally occuring magnetoelectric eﬀects in cystals [63] and other media [64,65] have also been studied.
The interest in bianisotropic media can be partially attributed to the potential of metamaterials, where
a medium with a bianisotropic response can be constructed [66]. Of particular interest are bianisotropic
media that could generate repulsive Casimir forces [67, 68].
Although the clear separation of electric and magnetic eﬀects is not always trivial, there are instances
where this becomes convenient. For example, in the absense of free charges the equations governing the
electric and magnetic ﬁelds are similar and they can be constructed as duals of each other. This means
that under a suitable transformation, the electric and magnetic laws can be interchanged. If the laws are
invariant under this transformation, a duality transformation, then the system is said to possess duality
symmetry. While the duality symmetry of systems has long been a topic of research [69,70], it has been
recently shown that duality is a symmetry of macroscopic QED for an isotropic magnetodielectric [71].
The duality invariance of electromagnetic systems can be extended to encorporate the Green’s func-
tions, which have their own tranformation rules. These can be used in conjunction with transformation
laws for atomic properties to ﬁnd the dual of dispersion forces, decay rates, etc.
In this chapter the quantisation of the electromagnetic ﬁeld in absorbing media in terms of electromag-
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netic response functions is achieved. Section 4.3 extends the previous duality treatment of macroscopic
QED to include bianisotropic media and discusses the conditions under which duality is a valid symme-
try. The chapter ﬁnishes with the duality transformations of the Green’s function in free space. The
results presented in this chapter were published in Ref. [56].
4.1 Field Quantisation in Bianisotropic Media
A bianisotropic medium can be described by its electric permittivity ε, magnetic permeability, μ, and two
cross coupling tensors, ξ and ζ. In isotropic, anisotropic and bianisotropic media, the permittivity couples
the electric ﬁeld, Eˆ with the displacement ﬁeld, Dˆ, and the permeability couples the magnetic ﬁeld, Hˆ,
to the magnetic induction ﬁeld, Bˆ. In bianisotropic media there are additional cross tensors which couple
the magnetic ﬁeld to the displacement ﬁeld, ξ, and the electric ﬁeld to the magnetic induction ﬁeld, ζ,
this is labelled the ‘DB’ convention. There is an alternative description of bianisotropic media in which
the cross tensor ξ couples the magnetic induction ﬁeld to the displacement ﬁeld and ζ couples the electric
ﬁeld to the magnetic ﬁeld, called the ‘DH’ convention. The two conventions are physically equivalent
and the response tensors from each convention are linked by the simple relationships
εDH = εDB − ξDBμ−1DBζDB , (4.2a)
ξDH = ξDBμ
−1
DB , (4.2b)
ζDH = μ
−1
DBζDB , (4.2c)
μDH = μDB . (4.2d)
Here, the ‘’ operation is notational shorthand for a spatial convolution, for example,
εEˆ = [ε(ω)Eˆ(ω)](r, r′) =
∫
d3r′ε(r, r′, ω)·Eˆ(r′, ω). (4.3)
The two spatial variables are required to be independent when the medium has a non-local spatial
response as they correspond to an observation point and a source point which are spatially separated. If
the medium has a local spatial response, the source and observation points approximately coincide and
the response functions will revert to an expression of the form ε(r, r′, ω) = ε(r, ω)δ(r − r′), etc., which
means that the spatial convolution reduces to
∫
d3r′ε(r, ω)δ(r− r′)·Eˆ(r′, ω) = ε(r, ω)·Eˆ(r, ω), (4.4)
which is the standard form. Although there is no physical reason for choosing one convention over the
other, the ‘DB’ response functions allow the construction of a duality invariant system. This can be
seen by comparing Ampe`re’s law, Eq. (2.1d), with Faraday’s law, Eq. (2.1b) and noticing that the time
dependent components are the displacement and magnetic induction ﬁelds respectively, and the ﬁelds
subject to a curl operation are the magnetic and electric ﬁelds. This symmetry will be discussed in the
present chapter.
In bianisotropic media the cross susceptibilies are introduced into the polarisation and magnetisation
ﬁelds, which are deﬁned as [33]
PˆDH = ε0χeeEˆ+
1
Z0
χemBˆ+ PˆN, (4.5a)
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MˆDH =
1
Z0
χmeEˆ+
1
μ0
χmmBˆ+ MˆN, (4.5b)
where Z0 =
√
μ0/ε0. The substitutions,
χee = εDH − I, (4.6a)
χmm = I − μ−1DH , (4.6b)
χem = ζDH , (4.6c)
χme = ξDH , (4.6d)
are made so the polarisation ﬁeld and magnetisation ﬁeld can be written as
PˆDH = ε0(εDH − I)Eˆ+ 1
Z0
ζDH Bˆ+ PˆN, (4.7a)
MˆDH =
1
Z0
ξDH Eˆ+
1
μ0
(I − μ−1DH)Bˆ+ MˆN. (4.7b)
The constitutive relations in the ‘DH’ convention are obtained by substituting Eqs. (4.7a) and (4.7b)
into Eq. (2.3),
Dˆ = ε0εDH Eˆ+
1
Z0
ζDH Bˆ+ PˆN, (4.8a)
Hˆ =
1
μ0
μ−1DH Bˆ−
1
Z0
ξDH Eˆ− MˆN. (4.8b)
In the ‘DB’ convention, the polarisation and magnetisation ﬁelds are found by substituting Eqs. (4.2a)
to (4.2d) into Eqs. (4.7a) and (4.7b),
Pˆ = ε0(ε− ξμ−1ζ − I)Eˆ+ 1
Z0
ξμ−1Bˆ+ PˆN, (4.9a)
Mˆ =
1
Z0
μ−1ζEˆ+
1
μ0
(I − μ−1)Bˆ+ MˆN. (4.9b)
Throughout the rest of the thesis the ‘DB’ convention will be used with the notation suppressed. By
using the inhomogeneous macroscopic Maxwell’s equations, Eqs. (2.1), and the general terms for the
constitutive relations, Eq. (2.3), the constitutive relations are written as
Dˆ = ε0εEˆ+
1
c
ξHˆ+ PˆN +
1
c
ξMˆN, (4.10a)
Bˆ =
1
c
ζEˆ+ μ0μHˆ+ μ0μMˆN. (4.10b)
All the response functions have been deﬁned as dimensionless and they are assumed to be causal, so the
real and imaginary parts are linked by a Kramers-Kronig relation, and they exhibit loss, i.e., Im[ε] > 0,
etc. It should also be noted that the bianisotropic response functions are not independent of each other,
for example, their dissipative parts are constrained by the dissipative parts of the permittivity and
permeability [19].
The wave equation for an electric ﬁeld propagating through such a medium is
[
∇×μ−1∇×− iω
c
∇×μ−1ζ + iω
c
ξμ−1∇×−ω
2
c2
(ε−ξμ−1ζ)
]
Eˆ = iμ0ωjˆN. (4.11)
where it has been assumed that the ﬁelds are all time harmonic. The wave equation for the electric ﬁeld
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is solved by
Eˆ = iμ0ωG jˆN, (4.12)
and so the Green’s function, G, is a solution to
[
∇×μ−1∇×− iω
c
∇×μ−1ζ + iω
c
ξμ−1∇×−ω
2
c2
(ε−ξμ−1ζ)
]
G = δ. (4.13)
This Green’s function is causal, constrained in the limit of diverging source and observation points and
obeys the Schwarz reﬂection principle, Eq. (2.15). Using the constitutive relations Eqs. (4.10b) and
(4.10a), the other electromagnetic ﬁelds can be written in terms of this Green’s function as
Bˆ = μ0∇×G jˆN, (4.14a)
Dˆ =
iω
c2
(
ε− ξμ−1ζ)G jˆN + 1
c
ξμ−1∇×G jˆN, (4.14b)
Hˆ = μ−1∇×G jˆN − iω
c
μ−1ζG jˆN. (4.14c)
When the Green’s function for the electric ﬁeld is known, Eq. (4.12), these results can be used to ﬁnd
the Green’s functions that solve for the other ﬁelds in the source quantity representation, without solving
a new wave equation. They will also be a useful reference when dealing with boundary conditions in a
later chapter. As the Helmholtz equation, Eq. (4.13), is of the general form H G = δ, a useful integral
relation in terms of the response functions can be obtained, as is described in Appendix D.
The deﬁnition of the induced current in a medium is
jˆin = −iωPˆ+∇×Mˆ, (4.15)
which can be compared with the generalised Ohms law given in Eq. (3.3) to ﬁnd an explicit form of the
complex conductivity tensor in terms of the medium’s response tensors as
Q =
1
iμ0ω
∇×(μ−1 − I)×←−∇ + 1
Z0
∇×μ−1ζ + 1
Z0
ξμ−1×←−∇ − iε0ω(ε− ξμ−1ζ − I). (4.16)
In the previous chapter it was noted that in spatially non-local media the distinction between electric and
magnetic eﬀects is not uniquely deﬁned, so it would be possible to express the conductivity tensor without
explicit reference to the magnetic eﬀects and yet it would still hold all the relevant information on the
medium. However, the formal separation of magnetic and electric eﬀects can be useful in classifying and
comparing classes of media and they can be determined experimentally [72]. This is why clearly deﬁned
response functions governing electric and magnetic eﬀects are still useful when dealing with bianisotropic
media. The general integral relation Eq. (3.15) and the noise current commutation relation Eq. (3.8)
are dependent on the generalised real part of the conductivity, which is
Re[Q] =− 1
ωμ0
∇×Im[μ−1]×←−∇ − ωε0Im[ε− ξμ−1ζ] + 1
2Z0
(
∇×(μ−1ζ − μ−1†ξ†)
+ (ξμ−1 − ζ†μ−1†)×←−∇
)
,
(4.17)
in terms of the explicit response functions. The constitutive relations Eqs. (4.10a) and (4.10b) account
for the absorption into the medium by components of the noise current, a noise polarisation and a noise
magnetisation, which form the noise current by the prescription shown in Eq. (2.9). This decomposition
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is not unique but it is consistent as long the condition
jˆN(r, ω) =
∑
λ
jˆNλ(r, ω) =
∑
λ′
JˆNλ′(r, ω), (4.18)
is met [40]. In Eq. (4.18), λ, λ′ denote diﬀerent decomposition modes, such as λ = e,m etc., and
jˆNλ, JˆNλ′ are components of the noise current in these diﬀerent decompositions. By substituting the
deﬁnition Eq. (2.9) into the commutation relation Eq. (3.8) and comparing terms, the commutation
relations between the components of the noise current are
[
PˆN(r, ω), Pˆ
†
N(r
′, ω′)
]
=
ε0
π
Im [ε(ω)−ξ(ω)μ−1(ω)ζ(ω)] (r, r′)δ(ω−ω′), (4.19a)
[
PˆN(r, ω), Mˆ
†
N(r
′, ω′)
]
=

2πiZ0
{
[ξ(ω)μ−1(ω)]−[ζ†(ω)μ−1†(ω)]}(r, r′)δ(ω−ω′), (4.19b)
[
MˆN(r, ω), Pˆ
†
N(r
′, ω′)
]
=

2πiZ0
{
[μ−1(ω)ζ(ω)]−[μ−1†(ω)ξ†(ω)]}(r, r′)δ(ω−ω′), (4.19c)
[
MˆN(r, ω), Mˆ
†
N(r
′, ω′)
]
= − 
πμ0
Im[μ−1(r, r′, ω)]δ(ω−ω′). (4.19d)
The splitting of the commutation relation, Eq. (3.8), into the commutation relations, Eq. (4.19), is
only valid for the decomposition outlined in Eq. (2.9) and a diﬀerent splitting of the noise current will
generate diﬀerent commutation relations between the components of the noise current.
With the noise current split into a noise polarisation and noise magnetisation and the associated
commutation relations, the bosonic matter-ﬁeld system operators introduced in Eq. (3.30) can be de-
composed into electric and magnetic modes, denoted by fˆλ and f
†
λ for λ = e,m. They are introduced
under the speciﬁcation that (
PˆN
MˆN
)
=
√

π
R
(
fˆe
fˆm
)
(4.20)
where R is a (6× 6)-matrix which is a (positive) square root of
RR† =
⎛
⎜⎜⎝ ε0Im[ε−ξμ
−1ζ]
ξμ−1−ζ†μ−1†
2iZ0
μ−1ζ−μ−1†ξ†
2iZ0
−Im[μ
−1]
μ0
⎞
⎟⎟⎠ . (4.21)
With the above deﬁnitions, it can be shown that the commutation relation between the system excitations
is [
fˆλ(r, ω), fˆ
†
λ′(r
′, ω′)
]
= δλλ′δ(r− r′)δ(ω − ω′) (4.22)
and the Hamiltonian of the matter-ﬁeld system is now
HˆF =
∑
λ=e,m
∫
d3r
∫ ∞
0
dω ω fˆ†λ(r, ω)· fˆλ(r, ω). (4.23)
The diﬀerence between the quantisation scheme in chapter 3, in terms of a single bosonic vector ﬁeld
fˆ(r, ω), and the quantisation in terms of fˆλ(r, ω) should be noted. The single bosonic vector ﬁeld fˆ(r, ω)
can be split into diﬀerent modes
fˆ(r, ω) =
∑
λ
fˆλ(r, ω), fˆλ(r, ω) =
∫
d3r′Pλ(r, r′, ω)· fˆ(r′, ω), (4.24)
where Pλ(r, r
′, ω) is a projection operator. Substituting Eq. (4.24) into Eq. (3.32) leads to a non-bosonic
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commutation relation of the form
[
fˆλ(r, ω), fˆ
†
λ′(r
′, ω′)
]
= δλλ′δ(ω − ω′)P (r, r′, ω), (4.25)
and a Hamiltonian, Eq. (4.23) can be speciﬁed. The quantisation procedure can be based on Eq. (4.22)
instead of Eq. (4.25), although after this it is not possible to reverse engineer the system back to one in
which fˆ(r, ω) is the sole dynamical variable [40].
4.2 Reciprocal Media
Up to this point there have not been any assumptions made about the medium’s response to applied
electric ﬁelds, other than that the response is linear and causal. If the medium is reciprocal a relationship
between the cross response tensors, ξ and ζ, can be found by considering the explicit form of the complex
conductivity tensor as shown in Eq. (4.16). If the conductivity tensor describes the response of a
reciprocal medium, it is subject to the constraint Q(r, r′, ω) = QT(r′, r, ω). As the full conductivity
tensor is reciprocal it can be assumed that each term in the explicit form is reciprocal, so
ε(r, r′, ω) = εT(r′, r, ω), (4.26a)
μ(r, r′, ω) = μT(r′, r, ω), (4.26b)
are constraints on the permittivity and the permeability. The conductivity tensor can be split into 3
parts; a term without a curl operation, components with one curl operation and a term with two curl
operations. Considering the components with two curl operations from Q(r, r′, ω) and QT(r′, r, ω), it
can be seen that
∇×μ−1(r, r′, ω)×←−∇ ′ = ∇′×(μ−1)T(r′, r, ω)×←−∇ , (4.27)
when Eq. (4.26b) is used. The subtraction of the components of Q(r, r′, ω) that contain a single curl
operator from the components in QT(r′, r, ω) that contain a single curl operator must be equal to zero.
In coordinate space this is
∫
d3s
[∇×(μ−1(r, s, ω)·ζ(s, r′, ω) + μ−1T(r, s, ω)·ξT(s, r′, ω))
+
(
ξ(r, s, ω)·μ−1(s, r′, ω) + ζT(r, s, ω)·μ−1T(s, r′, ω))×←−∇ ′] = 0. (4.28)
As both terms need to be zero independently, this leads to the relationship between the cross tensors
that must be satisﬁed in a reciprocal medium,
ζ(r, s, ω) = −ξT(s, r, ω). (4.29)
Finally, the components with no curl operations from Q(r, r′, ω) and QT(r′, r, ω) must be equal
ε(r, r′, ω)− [ξ(ω)μ−1(ω)ζ(ω)](r, r′) = εT(r′, r, ω)− [ζT(ω)(μ−1(ω))TξT(ω)](r′, r), (4.30)
which can be conﬁrmed by substituting in Eqs. (4.26a) and (4.29). An alternative approach is to consider
the terms from the Post constitutive relations [59] where the cross tensors are split into reciprocal and
non-reciprocal parts and are assigned the forms
ζ = χ+ iκ, (4.31a)
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ξ = χT − iκT, (4.31b)
where χ describes that non-reciprocal response and κ is the reciprocal (and chiral) response. Rearranging
these to give
χ =
1
2i
(
ζ + ξT
)
, (4.32a)
κ =
1
2i
(
ζ − ξT), (4.32b)
there is an explicit term for the non-reciprocal response of a medium in terms of its cross susceptibility
tensors. When the medium is reciprocal, χ is zero, which means that the cross tensors are related by
ζ = −ξT, consistent with the expression found earlier in Eq. (4.29).
4.3 Duality
It has been shown that Maxwell’s equations (without external sources) in a macroscopic QED frame-
work can be written in a duality invariant form for an isotropic, linear medium [71]. In this section,
whose results are presented in Ref. [56], the duality system is extended to incorporate a general linear
bianisotropic medium. The duality transformation on an object is
(
x
y
)
= D(θ)
(
x
y
)
, D(θ) =
(
cos θ sin θ
− sin θ cos θ
)
, (4.33)
where the superscript  denotes the objects dual. An object is said to be invariant under the duality
transformation if it retains the same mathematical structure, i.e., the relationships between the dual
objects are the same as the relationships between the original objects. Starting with Maxwell’s sourceless
inhomogeneous equations, these can be written in a duality invariant form as
∇·
(
Z0Dˆ
Bˆ
)
=
(
0
0
)
(4.34a)
∇×
(
Eˆ
Z0Hˆ
)
− iωZ
(
Z0Dˆ
Bˆ
)
=
(
0
0
)
, Z =
(
0 1
−1 0
)
. (4.34b)
The pairings of (Eˆ, Hˆ) and (Dˆ, Bˆ) are made for mathematical reasons only, following the symmetries of
Maxwell’s equations. This symmetry is the motivation for the choice of response functions in the ‘DB’
convention as discussed earlier. For Maxwell’s equations to be duality invariant, applying Eq. (4.33)
to Eq. (4.34) must not change the structure of the equations. As the duality operator commutes with
the nabla operator ∇ and the symplectic matrix Z it is clear that Maxwell’s equations in the form Eqs.
(4.34) are duality invariant. The extention of duality invariance to a general linear bianisotropic medium
starts by writing the constitutive relations Eqs. (4.10a) and (4.10b) in the condensed form
(
Z0Dˆ
Bˆ
)
=
1
c
(
ε ξ
ζ μ
)

(
Eˆ
Z0Hˆ
)
+
(
I ξ
0 μ
)

(
Z0PˆN
μ0MˆN
)
. (4.35)
The duals of the electromagnetic ﬁelds are found by multiplying the ﬁeld pairs on the left hand side by
the duality matrix, D(θ), (
Eˆ
Z0Hˆ
)
= D(θ)
(
Eˆ
Z0Hˆ
)
(4.36a)
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(
Z0Dˆ
Bˆ
)
= D(θ)
(
Z0Dˆ
Bˆ
)
. (4.36b)
Now that the transformations of the electromagnetic ﬁelds are known, to ensure that the constitutive re-
lations, Eqs. (4.35), are invariant under the duality transformation, the response tensors must transform
as (
ε ξ
ζ μ
)
= D(θ)
(
ε ξ
ζ μ
)
D−1(θ) (4.37)
which can be rewritten as ⎛
⎜⎜⎜⎜⎝
ε
ζ
ξ
μ
⎞
⎟⎟⎟⎟⎠

=D(θ)
⎛
⎜⎜⎜⎜⎝
ε
ζ
ξ
μ
⎞
⎟⎟⎟⎟⎠ (4.38)
where
D(θ) = D(θ)⊗D(θ)
=
⎛
⎜⎜⎜⎜⎝
cos2 θ sin θ cos θ sin θ cos θ sin2 θ
− sin θ cos θ cos2 θ − sin2 θ sin θ cos θ
− sin θ cos θ − sin2 θ cos2 θ sin θ cos θ
sin2 θ − sin θ cos θ − sin θ cos θ cos2 θ
⎞
⎟⎟⎟⎟⎠ .
(4.39)
The second term on the right hand side of Eq. (4.35) must transform as
(
Z0PˆN
μ0MˆN
)
= (A)−1D(θ)A
(
Z0PˆN
μ0MˆN
)
. (4.40)
where
A =
(
I ξ
0 μ
)
, (4.41a)
A−1 =
(
I −ξμ−1
0 μ−1
)
, (4.41b)
A =
(
I ξ
0 μ
)
. (4.41c)
to guarantee that the system is invariant under the duality transformation. The matrix A has been
introduced solely as a notational shorthand. The term (A)−1 refers to the inverse of the dual of A.
Equation (4.40) is written in terms of the dual of A for notational convenience only, as the dual of all
the terms in A are known from Eq. (4.38).
For a local and isotropic medium, the clear relationship between the noise current components and
the matter-ﬁeld system excitations (Eqs. (2.24a) and (2.24b) in section 2.1.3) allows the duality trans-
formations of these excitations to be found. However, in the general bianisotropic case the explicit
relationships between the noise polarisation and magnetisation and the electric and magnetic excitations
is not trivial (the relationship is shown in Eq. (4.20)) and therefore the general duality transformations
are not shown.
This duality invariant description is valid for the most general linear bianisotropic media, including
non-reciprocal media. In this general case there are no constraints on the possible values that the
rotation angle θ can take for duality invariance to hold, therefore it is said to have a continuous duality
symmetry, the only other circumstance where duality symmetry can be described as continuous is the
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case of impedance matching. If the medium is reciprocal, the relationship ζ = −ξT between the cross
tensors can be applied to Eq. (4.38) which results in
(
ε −ζT
ζ μ
)
=
(
ε cos2 θ + μ sin2 θ cos θ sin θ(μ− ε)
cos θ sin θ(μ− ε) ε sin2 θ + μ cos2 θ
)
− ζ
(
0 1
−1 0
)
. (4.42)
It can be seen that the ﬁrst term on the right hand side of Eq. (4.42) are the duals of the response
functions that are obtained for anisotropic media, which is a simple extension of the results in Ref. [71].
The matrix in the second term on the right hand side is the cross tensor multiplied by the symplectic
matrix, which commutes with the duality operator. Therefore, for reciprocal bianisotropic media, the
duality symmetry is discrete and holds only for a restricted group of values for θ, which are θ = nπ2 where
n ∈ Z. The reason for this is that for the reciprocal condition, Eq. (4.29), only holds for the duals of the
cross response functions when the opposite diagonal terms in the ﬁrst matrix on the right hand side of
Eq. (4.42) are zero. While the angle, θ, can take on 4 possible values, each value corresponds to a varying
degree of mixing between the electric permittivity and magnetic permability and electric and magnetic
eﬀects in general. In this case the duality operation does not have an eﬀect on terms involving the cross
tensor, it remains the same regardless of the mixing angle between the electric and magnetic eﬀects. An
explanation of this is that the coupling tensor is, by deﬁnition, mixing electric and magnetic eﬀects in an
equal and opposite manner, so a global exchange of electric and magnetic properties will only aﬀect the
exclusively electric or magnetic terms. The exception to this is the special case of impedance matching
when ε = μ, from Eq. (4.42) it can be seen that in this scenario the duality symmetry is continuous.
The description of general bianisotropic media encompasses the behaviour of some special classes
of media, which will be discussed. For example, if the medium is an isotropic magnetodielectric the
response functions take the form
ε = εI, μ = μI, ζ = ξ = 0. (4.43)
The medium is reciprocal so the duality symmetry will be discrete, as is discussed in Ref. [71]. The
components of the noise current, PˆN and MˆN commute with each other and the generalised real and
imaginary parts, seen in Eq. (4.19), revert to the standard real and imaginary parts. In isotropic and
anisotropic media, there is no cross coupling between applied electric and magnetic induction ﬁelds and
the associated displacement and magnetic ﬁelds. This means that the cross tensors do not exist, the
noise polarisation and noise magnetisation, PˆN and MˆN, commute and the duality invariance symmetry
is discrete. The diﬀerence between isotropic and anisotropic media are that in an anisotropic medium,
the electric and displacement ﬁelds are not aligned due to a tensorial coupling term, the permittivity.
The same is true of the permeability as the coupling between the magnetic and magnetic induction
ﬁelds. An anisotropic medium can also be inhomogeneous, where the response is dependent on position,
and have a non-local spatial response to applied ﬁelds. In anisotropic media the commutation relations
become [
PˆN(r, ω), Pˆ
†
N(r
′, ω′)
]
=
ε0
π
Im [ε(r, r′, ω)]] δ(ω−ω′), (4.44a)
[
PˆN(r, ω), Mˆ
†
N(r
′, ω′)
]
=
[
MˆN(r, ω), Pˆ
†
N(r
′, ω′)
]
= 0, (4.44b)
[
MˆN(r, ω), Mˆ
†
N(r
′, ω′)
]
= − 
πμ0
Im[μ−1(r, r′, ω)]δ(ω−ω′). (4.44c)
For a local anisotropic medium the substitutions ε(r, r′, ω) = ε(r, ω)δ(r−r′) and μ(r, r′, ω) = μ(r, ω)δ(r−
r′) are made and for an isotropic medium, ε(r, r′, ω) = ε(ω)Iδ(r−r′) and μ(r, r′, ω) = μ(ω)Iδ(r−r′). For
a locally responding anisotropic medium, the relations between the noise operators and the dynamical
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variables are known and can be constructed from Eqs. (2.24) in the form
(
Z0PˆN
μ0MˆN
)
=
√
μ0
π
(
i
√
Im[ε(r, ω)] 0
0
√−Im[μ−1(r, ω)]
)(
fˆe
fˆm
)
. (4.45)
The duals of the noise current components for anisotropic media can be found by setting ξ = 0 in Eq.
(4.40) to obtain (
Z0PˆN
μ0MˆN
)
=
(
I cos θ μ sin θ
−ε−1 sin θ I cos θ
)(
Z0PˆN
μ0MˆN
)
. (4.46)
It can then be shown by substituting Eq. (4.46) into the dual form of Eq. (4.45) that the duals of the
matter-ﬁeld excitations are
(
fˆe
fˆm
)
=
(
I cos θ −iμIm[μ−1] sin θ
−i Im[ε]ε sin θ I cos θ
)(
fˆe
fˆm
)
. (4.47)
Biisotropic media is a subclass of bianisotropic media where the response functions are all isotropic, i.e.,
ε = εI, μ = μI, ξ = ξI, ζ = ζI. (4.48)
The noise current components do not not commute, but simplify from Eq. (4.19) to
[
PˆN(r, ω), Pˆ
†
N(r
′, ω′)
]
=
ε0
π
Im[ε(ω) + ζ2(ω)μ−1(ω)]δ(r− r′)δ(ω−ω′) (4.49a)
[
PˆN(r, ω), Mˆ
†
N(r
′, ω′)
]
= − 
2πiZ0
Re[ζ(ω)μ−1(ω)]δ(r− r′)δ(ω−ω′) (4.49b)
[
MˆN(r, ω), Pˆ
†
N(r
′, ω′)
]
=

2πiZ0
Re[ζ(ω)μ−1(ω)]δ(r− r′)δ(ω−ω′) (4.49c)
[
MˆN(r, ω), Mˆ
†
N(r
′, ω′)
]
= − 
πμ0
Im[μ−1(ω)]δ(r− r′)δ(ω−ω′). (4.49d)
where the reciprocal relation between cross tensors has been used.
The next two chapters discuss two examples of bianisotropic media, chiral media (chapter 5) and
moving media (chapter 6). As chiral media are reciprocal, they possess a discrete duality symmetry and
the constitutive relations transform as shown in Eq. (4.42), with ζ = iκ. Moving media can be described
as non-reciprocal bianisotropic media from a laboratory frame, which means that the duality symmetry
is continuous.
4.3.1 Duality Relation for Green’s Functions
In the description of a physical scenario, a dispersion force between objects for example, the duality
invariance of a system can be used to calculate unknown components from known components of the
dispersion force. For example, when the dispersion forces between polarisable atoms are calculated, the
duality invariance of the system can be used to calculate the dipersion forces between magnetisable atoms
by making the necessary duality invariant substitutions. As the calculation of ﬁelds, dispersion forces,
decay rates, etc., in macroscopic QED uses a Green’s function formalism, to eﬀectively use the duality
symmetries the behaviour of the Green’s function (and atomic or molecular properties) under duality
invariant conditions are necessary. The deﬁnitions of the electric ﬁeld, Eq. (3.10), and the noise current,
Eq. (2.9), are rewritten as
Eˆ = iωμ0G jˆN = −cGee(Z0PˆN)− cGem(μ0MˆN), (4.50)
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so the magnetic ﬁeld in a form suitable for duality applications becomes
Z0Hˆ = −c
[
(−μ−1ζGee + μ−1Gme)(Z0PˆN) + (−μ−1ζGem + μGmm + I)(μ0MˆN)
]
, (4.51)
where the notational shorthands
Gee = (i
ω
c
)2G, (4.52a)
Gem = (i
ω
c
)G×←−∇ ′, (4.52b)
Gme = ∇×G(iω
c
), (4.52c)
Gmm = ∇×G×←−∇ ′ (4.52d)
have been used. The displacement and magnetic induction ﬁelds can be written in a similar form
Z0Dˆ =−
(
(ε− ξμ−1ζ)Gee + ξμ−1Gme − I
)
(Z0PˆN)
− ((ε− ξμ−1ζ)Gem − ξμ−1Gmm)(μ0MˆN), (4.53a)
Bˆ = −Gme(Z0PˆN)−Gmm(μ0MˆN). (4.53b)
These can be combined into the duality consistent forms
(
Eˆ
Z0Hˆ
)
= −cBGEH 
(
Z0PˆN
μ0MˆN
)
, (4.54a)
(
Z0Dˆ
Bˆ
)
= −EGDB
(
Z0PˆN
μ0MˆN
)
, (4.54b)
where the matrices B, E , GEH and GDB are deﬁned as
B =
(
I 0
−μ−1ζ μ−1
)
, (4.55a)
E =
(
(ε− ξμ−1ζ) ξμ−1
0 I
)
, (4.55b)
GEH =
(
Gee Gem
Gme Gmm + μ
)
, (4.55c)
GDB =
(
Gee − (ε− ξμ−1ζ)−1 Gem
Gme Gmm
)
, (4.55d)
respectively. The matrices of the Green tensors, GEH and GDB , are invariant under the duality transfor-
mation if the dual matrices, GEH and GDB are of the form
GEH = B−1D(θ)BGEH A−1D−1(θ)A, (4.56a)
GDB = E−1D(θ)BGDBA−1D−1(θ)A, (4.56b)
where
B−1 =
(
I 0
ζ μ
)
, (4.57a)
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E−1 =
(
(ε− ξμ−1ζ)−1 −(ε− ξμ−1ζ)−1ξμ−1
0 I
)
. (4.57b)
Although these are the general results for Green’s functions describing an absorbing bianisotropic medium,
care needs to be taken if the source and observation points are not in the same medium but are across
a boundary, brieﬂy discussed in appendix E. However, this does not present an issue when calculating
dispersion forces as the source and observation point coincide and are therefore in the same medium. A
common example of this is when the source and observation point are in free space near a boundary,
as is the case with the Casimir-Polder force when a particle is near a macroscopic body, discussed in
section 2.2. In this scenario the linking matrices A, B and E become diagonal in I, which commutes
with the duality operation. This means that to be duality invariant the matrix of the duals of the Green
functions, GEH , is now deﬁned as
GEH = D(θ)GEH D−1(θ). (4.58)
This then becomes ⎛
⎜⎜⎜⎜⎝
Gee
Gem
Gme
Gmm+I
⎞
⎟⎟⎟⎟⎠

=D(θ)
⎛
⎜⎜⎜⎜⎝
Gee
Gem
Gme
Gmm+I
⎞
⎟⎟⎟⎟⎠ , (4.59)
which shows that, in this example, the Green’s functions transform as the medium’s response functions,
seen in Eq. (4.38). To complete the duality invariant description of a dispersion force, the dual of the
atomic or molecular properties are needed, which can be found by a duality operation on the atomic and
magnetic polarisation.
In this chapter the quantisation of the electromagnetic ﬁeld in general linear bianisotropic media
in terms of electric, magnetic and magnetoelectric response functions has been presented. The duality
of electromagnetic systems has been introduced and used to explore the symmetry between electric
and magnetic eﬀects and how this can be utilised to theorise the behaviour of novel media. The next
chapter will start with the quantisation of the electromagnetic ﬁeld in a chiral medium, a special class
of bianisotropic media. The chiral component of the Casimir-Polder potential will be derived and an
example of its use will be detailed.
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Chapter 5
Chiral Media and the Chiral
Casimir-Polder Potential
A three-dimensional object that cannot be superimposed, through any combination of rotations and
translations, onto its mirror image is said to be chiral. When the object in question is a molecule, these
mirror images are called enantiomers. Enantiomers have the same chemical composition and molecular
structure as each other, this means that the spectroscopic properties are identical and so distinguishing
between the enantiomers is not trivial. The characteristic feature of chiral objects is the manner of
their interactions with other chiral objects. For example, the refractive indices of left handed and right
handed circularly polarised light are not the same in a chiral medium, therefore the two polarisations
will propagate at diﬀerent speeds through the chiral medium. The diﬀerence in velocity is related to the
phenomenon of circular dichroism, where the wave with the ‘slower’ polarisation is subject to stronger
absorption as it travels through the medium [73]. Many of the processes crucial to life involve chiral
molecules whose chiral identity plays a central role in their chemical reactions, the incorrect enantiomer
reacting diﬀerently and not producing the required result. In nature, these molecules tend to only occur
as one enantiomer and are not found as the other, thus the desired reactions will only occur when
the correct enantiomer is present. In contrast, artiﬁcial production creates both enantiomers in equal
proportions. Therefore it is important to be able to distinguish between enantiomers and ultimately
to be able to separate a racemic (containing both enantiomers) mixture into an enantiomerically pure
sample.
A frequently used method to separate enantiomers in an industrial setting is chiral chromotography.
The initial racemic solution is passed through a column packed with a resolving agent, which is usually
an enzyme and by necessity is chiral. This enzyme either retards, or stops, the progress of one of the
enantiomers passing through the column but crucially does not do this for the other enantiomer and
thus allows the solution to be separated. From an optical viewpoint it has been proposed that a racemic
sample can be puriﬁed by use of coordinated laser pulses, which use a two-step process to initially drive
diﬀerent transitions in the enantiomers before converting one into the other [74, 75]. It has recently
been calculated that in the presence of a chiral carbon nanotube the enantiomers of alanine possess
diﬀerent absorption energies and it was theorised that this could lead to a method of discrimination [76].
Furthermore, it has been shown that the Van der Waals dispersion force between molecules can be
enantiomer selective [77].
In the introduction to the Casimir-Polder potential given in section 2.2, the Casimir-Polder potential
was separated into an electric component, dependent on the electric dipole moments of a particle and
the electric response of a medium, and a magnetic contribution, dependent on the magnetic dipole
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moments of a particle and the magnetic response of a medium. The terms that contained both electric
and magnetic dipole moments were neglected on parity grounds. When the molecule is chiral these
terms cannot be neglected and therefore they contribute to the total Casimir-Polder potential. It can
reasonably be assumed that the chiral nature of the molecule and the chiral response of the medium will
comprise this additional component to the Casimir-Polder potential.
Chiral molecules are common in nature and there has been much work to calculate the relevant
transition values either ab initio [78,79], or through a twisted arc model for simple chiral molecules [80].
Recent technological developments have allowed for the creation of chiral fullerenes such as C76 [81,82],
chiral carbon nanotubes [76, 83] and chiral metamaterials [84]. Chiral metamaterials can be made from
structures such as a gold helix [85], which shows a broadband electromagnetic response; a woodpile
structure [86], a gold bar construction [87], which exhibit a negative refractive index in certain frequency
ranges; and gold dots [88], which can be tuned during construction to give a desired response. Recently
it has been shown that superchiral electromagnetic ﬁelds [89] can arise in planar chiral metamaterials.
These ﬁelds can generate a much larger dissymmetry between the eﬀective refractive indices for absorbed
chiral molecules on left- and right-handed materials than circularly polarised light and a solution of chiral
molecules [90]. Chiral metamaterials have also been proposed as a method of producing repulsive Casimir
forces [91].
The results of the previous chapter will be applied to chiral media to obtain the quantisation of the
electromagnetic ﬁeld in a chiral medium. The chiral component of the Casimir-Polder potential will
be derived using a perturbative approach in section 5.3 and examples will be calculated, including a
molecule near a perfect chiral mirror and a chiral metamaterial. Section 5.5 will then present an example
of the chiral component of the Casimir-Polder potential used in a cavity set up in order to separate
enantiomers. The work in this chapter has been previously published in Ref. [92].
5.1 Field Quantisation in Chiral Media
In chiral media, the response to an applied electric ﬁeld is described by an electric permittivity and
the response to an applied magnetic induction ﬁeld is described by a magnetic permeability. The chiral
response to applied electric and magnetic induction ﬁelds is characterised by a tensor, which couples the
magnetic ﬁeld to the displacement ﬁeld and the electric ﬁeld to the magnetic induction ﬁeld. This means
that chiral media is a class of bianisotropic media and therefore the description of a general bianisotropic
medium given in chapter 4 can be applied to a chiral medium. In fact, the general bianisotropic formalism
discussed in section 4.1 ensures that for a chiral medium with a linear causal response, the quantisation
procedure and the compliance with the ﬂuctuation dissipation theorem are guaranteed. The following
section will detail how the general bianisotropic framework is applied to the speciﬁc example of chiral
media. When media is reciprocal, the parameter χ in the Post conditions, Eqs. (4.31a) and (4.31b), is
zero and therefore the cross susceptibilities introduced in Eqs. (4.10a) and (4.10b) become
ζ = iκ, ξ = −iκT, (5.1)
when the medium is chiral. These are substituted into the constitutive relations for a general bianisotropic
medium, Eqs. (4.10a) and (4.10b), and therefore
Dˆ = ε0εEˆ− i
c
κTHˆ+ PˆN − i
c
κTMˆN, (5.2a)
Bˆ =
i
c
κEˆ+ μ0μHˆ+ μ0μMˆN. (5.2b)
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are the constitutive relations for a linear absorbing chiral medium. The Helmholtz vector wave equation
for the electric ﬁeld in a chiral medium is
{[∇×μ−1(ω)∇×I + ω
c
(∇×μ−1(ω)κ(ω) + κT(ω)μ−1(ω)∇×I)
− ω
2
c2
(ε(ω)− κT(ω)μ−1(ω)κ(ω))
]
Eˆ(ω)
}
(r) = iωμ0jˆN(r, ω).
(5.3)
The electric ﬁeld is deﬁned as
Eˆ(r, ω) = iωμ0
∫
d3r′G(r, r′, ω)· jˆN(r′, ω). (5.4)
in coordinate space, where the Green’s function is the fundamental solution to the inhomogeneous
Helmholtz equation
{[
∇×μ−1(ω)∇×I + ω
c
(∇×μ−1(ω)κ(ω) + κT(ω)μ−1(ω)∇×I)
− ω
2
c2
(ε(ω)− κT(ω)μ−1(ω)κ)(ω)
]
G(ω)
}
(r, r′) = δ(r−r′).
(5.5)
The Green’s function obeys the Schwarz reﬂection principle, Eq. (2.15), is causal and it is constrainted
such that G(r, r′, ω) = 0 when |r − r′| → ∞. As chiral media is reciprocal, the Green’s function obeys
the reciprocal condition, Eq. (2.16). The substitution of Eq. (5.1) into the commutation relations for
the noise polarisation and noise magnetisation ﬁelds, Eqs. (4.19), leads to
[PˆN(r, ω), Pˆ
†
N(r
′, ω′)] =
ε0
π
{
Im[ε(ω)−κT(ω)μ−1(ω)κ(ω)]}(r, r′)δ(ω−ω′), (5.6a)
[PˆN(r, ω), Mˆ
†
N(r
′, ω′)] =

iZ0π
{
Im[κT(ω)μ−1(ω)]
}
(r, r′)δ(ω−ω′), (5.6b)
[MˆN(r, ω), Pˆ
†
N(r
′, ω′)] = − 
iZ0π
{
Im[μ−1(ω)κ(ω)]
}
(r, r′)δ(ω−ω′), (5.6c)
[MˆN(r, ω), Mˆ
†
N(r
′, ω′)] = − 
μ0π
Im[μ−1(r, r′, ω)]δ(ω−ω′), (5.6d)
which are the commutation relations for the noise polarisation and noise magnetisation ﬁelds in chiral
media. The noise currents terms can be connected to electric and magnetic matter-ﬁeld system excitations
following the prescription discussed in section 4.1. The relationship between the noise current components
and the system excitations is shown in Eq. (4.20), when applied to chiral media the tensor of response
functions, R(ω), is the (positive) square root of
RR† =
(
ε0Im[ε−κTμ−1κ] Im[κ
Tμ−1]
iZ0
− Im[μ−1κ]iZ0 −
Im[μ−1]
μ0
)
, (5.7)
and the system excitations must obey the commutation relation given in Eq. (4.22). In Eq. (2.31) the
terms Ge(r, r
′, ω) and Gm(r, r′, ω) are introduced, deﬁned for anisotropic media as Eqs. (2.32). For
chiral media, these are now be deﬁned as
(
Ge(r, r
′, ω)
Gm(r, r
′, ω)
)
= −iμ0ω
√

π
[
G(ω)
(
iω
×←−∇
)
R(ω)
]
(r, r′). (5.8)
With the deﬁnitions Eq. (5.8), the integral relation can be written in the form shown in Eq. (2.34).
The Hamiltonian of this system is given by Eq. (4.23), so the quantisation of the electromagnetic ﬁeld
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in chiral media has been completed.
5.2 Propagation in Chiral Media and Chiral Molecules
5.2.1 Propagation in Chiral Media
In terms of the vector wave functions, M and N, introduced in chapter 2, circularly polarised light is
deﬁned as
eˆL =
1√
2
(
Nˆ− Mˆ
)
, eˆR =
1√
2
(
Nˆ+ Mˆ
)
, (5.9)
where eˆL and eˆR are the (normalised) left and right handed circularly polarised wave vectors, respectively.
By solving the Booker equation (Eq. (E.12) in Appendix E) it is found that there are two dispersion
relations for wave propagation in chiral media, corresponding to a left handed and a right handed
dispersion relation. When the media is isotropic, i.e.,
ε = εI, μ = μI, κ = κI, (5.10)
the dispersion relations are given as [93]
(kL)2 =
(ω
c
)2
(−κ+√εμ)2, (5.11a)
(kR)2 =
(ω
c
)2
(κ+
√
εμ)2, (5.11b)
where the superscripts refer to the left L and right R handed dispersion relations, respectively. This
implies that left and right handed circularly polarised light have diﬀerent refractive indices and therefore
propagate at diﬀerent speeds in chiral media [73]. It should be noted that linearly polarised plane waves
can be decomposed into left and right handed circularly polarised light,
Nˆ =
1
2
(
Nˆ+ Mˆ
)
+
1
2
(
Nˆ− Mˆ
)
, (5.12a)
Mˆ =
1
2
(
Nˆ+ Mˆ
)
− 1
2
(
Nˆ− Mˆ
)
. (5.12b)
In isotropic media the left and right handed circularly polarised light are constrained by the same
dispersion relation so they propagate at the same speed and therefore the left and right handed wave
vectors do not become out of phase with each other. In chiral media, the diﬀerent propagation speeds
between the left and right handed wave vectors will result in a phase diﬀerence between the two.
The reﬂection and transmission properties of chiral media are diﬀerent to the properties of anisotropic
media. As an example, consider a linearly polarised wave, propagating in an achiral medium, incident on
the boundary with a chiral medium. The transmitted wave will be comprised of a left and a right handed
component, which will subsequently become out of phase as they propagate through the chiral medium.
The reﬂected wave from the incident linear polarisation will be circularly polarised, even though the
medium it is propagation through is achiral, the handedness of which will depend on the chiral identity
of the chiral medium. This means that the reﬂected wave is comprised of a component that conserves
the polarisation of the incident wave and a component of the alternate linear vector wave function. The
chiral medium can be said to have rotated the polarisation of the wave. Therefore the standard Fresnel
coeﬃcients, shown in Eq. (2.56), are not suﬃcient to account for the reﬂection oﬀ chiral media as they
fail to take into account the mixing of the wave vector functions in the reﬂected wave.
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Central Atom
Groups attached to the central atom
Methly Group
Sulphur atom
Chiral Molecule with Central Atom
Dimethyl Disulﬁde
Figure 5.1: The top image shows the conﬁguration of a chiral molecule with one chiral centre, which is
typically a carbon atom. The coloured circles represent atomic or molecular groups that all need to be
diﬀerent for the molecule to exhibit chiral behaviour. The dashed line implies a bond directed into the
page and the triangle represents an atomic or molecular group coming out of the plane of the page. The
second image is a pictorial representation of Dimethly Disulﬁde, the molecule used as an example later
in this chapter. In both structures of chiral molecule it can be seen that no combination of translations
or rotations can transform a molecule into its mirror image.
5.2.2 Chiral Molecules
Naturally occuring chiral molecules, such as amino acids and sugars, tend to have a carbon atom as
a centre, called a chiral centre. The relative ordering of a molecule’s functional groups, the separate
collection of atoms attached to the chiral centre, distinguishes the molecule from its enantiomer and as
such is important in chiral molecules. In a molecule with 4 functional groups bonded to a carbon atom,
the groups must all be diﬀerent in a chiral molecule. There exist chiral molecules that are not centred on
a carbon atom, where the chiral behaviour is induced by the geometry of the molecule. The molecules
need to be three dimensional objects to exhibit chiral behaviour. Pictorial examples of these two types
of chiral molecule are shown in Fig. 5.1, where the second diagram is a representation of the molecule
that will be used as a test molecule in this chapter.
5.3 Chiral Casimir-Polder Potential
In section 2.2 the Casimir-Polder potential was derived from an interaction Hamiltonian in the multipolar
coupling regime, reproduced here for convenience
HˆAF = −dˆ·Eˆ(rA)− mˆ·Bˆ(rA). (5.13)
This is substituted into the 2nd order energy perturbation equation, Eq. (2.45), to obtain the expression
Eq. (2.47). In chapter 2, terms that included both the electric and magnetic atomic (or molecular)
dipoles were excluded on the grounds of parity. However, when considering chiral molecules and chiral
media, the cross terms cannot be neglected as they are responsible for the chiral interaction, therefore
〈N |dˆ·Eˆ(rA)|I〉〈I|mˆ·Bˆ(rA)|N〉, 〈N |mˆ·Bˆ(rA)|I〉〈I|dˆ·Eˆ(rA)|N〉 = 0. (5.14)
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The derivation of the electric and magnetic components of the Casimir-Polder potential in section 2.2
is not altered by the inclusion of the cross terms shown in Eq. (5.14), here these contributions will be
neglected to focus on the derivation of the chiral component. Altering Eq. (2.47) to include only the
chiral terms and substituting in Eq. (2.49) leads to an energy shift due to the chiral interaction of
ΔEc =
∑
λ
∑
k
∫
d3r
∫ ∞
0
dω
(
〈N |dˆ·Eˆ(rA)|I〉〈I|mˆ·Bˆ(rA)|N〉
+ 〈N |mˆ·Bˆ(rA)|I〉〈I|dˆ·Eˆ(rA)|N〉
)
/
(
EN − EI
)
.
(5.15)
By substituting Eqs. (2.48a) and (2.48b) into Eq. (5.15) and making use of Eq. (2.34) the energy
perturbation due to the chiral component of the Casimir-Polder potential is found to be
ΔEc =
μ0
π
∑
k
P
∫ ∞
0
i dω ω
ωkn+ω
[
dnk ·Im[G(rA, rA, ω)]×←−∇ ′ ·mkn
+mnk ·∇×Im[G(rA, rA, ω)]·dkn
]
.
(5.16)
It can be seen that Eq. (5.16) is zero when the particle is achiral as there is either an electric dipole
transition or a magnetic dipole transition, but not both. The non-analytic imaginary part of the Green’s
function can be written in terms of the analytic Green’s function and its complex conjugate (Im[G] =
1
2i (G −G†)). Following the procedure explained in section 2.2, a contour integral is performed which
results in the potential separating into an oﬀ-resonant contribution, dependent upon complex frequency,
and a resonant contribution. As the bulk part of the Green’s function does not contribute to the
Casimir-Polder potential, only the scattering part of the Green’s function is included. This leads to a
Casimir-Polder potential for a chiral molecule initially in state n of
Unc =−
μ0
2π
∫ ∞
0
dξ ξ
(
tr[Γnem(iξ)·G(1)(rA, rA, iξ)×
←−∇ ′] + tr[Γnme(iξ)·∇×G(1)(rA, rA, iξ)]
)
+ iμ0
∑
k
Θ(ωnk)ωnk
(
dnk ·Re[G(1)(rA, rA, ωnk)]×∇′ ·mkn
+mnk ·∇×Re[G(1)(rA, rA, ωnk)]·dkn
)
,
(5.17)
where the chiral susceptibility tensors for a particle initially in state n, Γnem(iξ) and Γ
n
me(iξ), are deﬁned
as
Γnem(iξ) =
1

∑
k
(
mkn⊗dnk
ωkn+iξ
− mkn⊗dnk
ωkn−iξ
)
, (5.18a)
Γnme(iξ) =
1

∑
k
(
dkn⊗mnk
ωkn+iξ
− dkn⊗mnk
ωkn−iξ
)
. (5.18b)
The system under investigation is chiral, therefore the Green’s function is reciprocal, this means that
∇×G(1)(rA, rA, iξ)] = −G(1)(rA, rA, iξ)×←−∇ ′. (5.19)
After deﬁning Γ(iξ) such that
Γ(iξ) = −Γem(iξ) + Γme(iξ), (5.20)
and deﬁning a notational shorthand R,
R = −mnk⊗dnk + dkn⊗mnk, (5.21)
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the chiral potential can be written as
Unc = −
μ0
2π
∫ ∞
0
dξ ξ tr[Γn(iξ)·∇×G(1)(rA, rA, iξ)]
+ iμ0
∑
k
Θ(ωnk)ωnktr
[
R·Re[∇×Re[G(1)(rA, rA, ωnk)]
]
.
(5.22)
If the molecule is isotropic, the Casimir-Polder potential shown in Eq. (5.22) can be simpliﬁed. The
dipole matrix elements can be averaged to
d⊗m = d·m
3
I. (5.23)
The Γn(iξ) term reduces to
Γn(iξ) = − 2
3
∑
k
ξ Rnk
(ωkn)2+ξ2
I, (5.24)
and R to
R = −2i
3
RnkI. (5.25)
The Rnk expression that has been introduced is the optical rotatory strength and it is deﬁned as
Rnk = Im(dnk ·mkn). (5.26)
This term captures the interaction between the electric and magnetic dipole moments in a chiral molecule.
Crucially, left and right handed enantiomers diﬀer in the sign of Rnk for a particular transition. As was
discussed in section 2.2, if the particle is achiral there are no intermediate states that can be reached
by both an electric dipole transition and a magnetic dipole transition and therefore the optical rotatory
strength will be zero.
The chiral component of the Casimir-Polder potential for an isotropic molecule initially in state n is
now given as
Unc (rA) =−
μ0
π
∫ ∞
0
dξ ξ Γn(iξ)tr[∇×G(1)(rA, rA, iξ)]
+
2μ0
3
∑
k
Θ(ωnk)ωnkRnktr[∇×Re[G(1)(rA, rA, ωnk)]].
(5.27)
The structure of the chiral component possesses a similarity with the electric and magentic components
in that the potential has a contribution that describes the particles behaviour and a component that
describes the mediums response. In the chiral component, it can be seen that if
tr[∇×G(1)(rA, rA, iξ)] = 0, (5.28)
or
Rnk = 0, (5.29)
then the chiral component of the Casimir-Polder potential vanishes. As Rnk only disappears for achiral
particles, this means that the chiral component of the Casimir-Polder potential only acts on chiral
molecules. The construction of the scattering part of the Green’s function, see appendix E, means that
Eq. (5.28) does not hold if the medium has magnetoelectric terms, such as the chiral susceptibility.
Therefore, the chiral component of the Casimir-Polder potential is only non-zero when both the particle
and body are chiral. This can be thought of as a generalisation to the Curie dissymmetry principle,
originally formulated for crystal symmetries, which states that in certain interactions between objects
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they are required to possess similar properites. In the case above this means that a medium cannot
distinguish between enantiomers if it is not chiral itself, and the chiral identity of the medium cannot
contribute unless it is interacting with another chiral object.
A few comments are necessary on the validity of the assumption that a chiral molecule can be viewed
as isotropic. In a chiral molecule, by deﬁnition, the electric and magnetic dipoles can be orientated at any
angle (except perpendicular) with respect to each other. Therefore it may seem that an isotropic chiral
molecule is impossible. However, the Casimir-Polder interaction time is much faster than the molecules
own internal oscillations. This diﬀerence in interaction time results in an averaging over the particles
orientations and justiﬁes the assumption of an isotropic chiral molecule.
5.4 Chiral Particle near a Chiral Halfspace
As an example of the chiral Casimir-Polder potential, an isotropic molecule in free space near the bound-
ary with an isotropic chiral medium is considered, depicted in Fig. 5.2. To calculate the Casimir-Polder
potential in this geometry, the scattering part of the Green’s function is required. The form given in
Eq. (2.55) cannot be used as it does not take into account the mixing of the polarisation vectors that
occurs when linearly polarised light reﬂects of a chiral medium, see section 5.2.1. Therefore a scattering
Green’s function of the form
G(1)(r, r′, ω) =
i
8π2
∫
dks
kz1
[
RMMM(ks, kz1, r)⊗M(−ks, kz1, r) +RMNM(ks, kz1, r)⊗N(−ks, kz1, r)
+RNMN(ks, kz1, r)⊗M(−ks, kz1, r) +RNNN(ks, kz1, r)⊗N(−ks, kz1, r)
]
,
(5.30)
is proposed, see appendix E and Ref. [93]. The RMN and RNM reﬂection coeﬃcients describe the
reﬂection of an incident M (N) polarised wave to an N (M) polarised wave. By changing the integration
variable to k˜z1 in the oﬀ-resonant contribution and performing the curl and trace operations (see section
E.2) the chiral potential for this geometry is
Unc (rA) =−
μ0
4π2c
∫ ∞
0
dξ ξ2 Γn(iξ)
∫ ∞
ξ
c
dk˜z1
[
RMN
(
1− 2k˜
2
z1c
2
ξ2
)
+RNM
]
e−2k˜z1zA
+
μ0
6πc
∑
k
Θ(ωnk)ω
2
nkRnkIm
[∫ ∞
0
dks
[
RMN
(
1− 2k
2
z1c
2
ω2nk
)
+RNM
]
ei2kz1zA
]
.
(5.31)
The potential shown in Eq. (5.31) requires the cross reﬂection coeﬃcients, RMN and RNM . In order
to compare with the other components of the Casimir-Polder potential, Eqs. (2.53a) and (2.53b), the
reﬂection coeﬃcients RMM and RNN are required, although they will not be of the forms in Eqs. (2.56)
due to the inclusion of the magnetoelectric term.
5.4.1 Perfect Chiral Mirror
As an example of the chiral Casimir-Polder potential, the interation between a chiral molecule and a
‘perfect chiral mirror’ is considered. The reﬂection coeﬃcients are
RMN , RNM = ±1 (5.32)
and therefore,
RMM , RNN = 0. (5.33)
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Figure 5.2: This diagram shows the Casimir-Polder force between a chiral particle in free space near
the boundary with a chiral medium. The chiral molecule will have a diﬀerent group, denoted by the
circles, surrounding the chiral centre. The electric and magnetic dipole moments of the molecule are not
perpendicular in a chiral molecule. The boundary is the (x− y)-plane at z = 0 and free space (region 1)
ﬁlls z > 0, whereas the chiral medium (region 2) ﬁlls z < 0.
When the rotation of the polarisation is clockwise, with regard to the incoming wave, the medium is
called ‘right handed’ and the reﬂection coeﬃcients are
RMN = 1, RNM = −1. (5.34)
For a anticlockwise polarisation rotation, the medium is ‘left handed’ and the reﬂection coeﬃcients are
RMN = −1, RNM = 1. (5.35)
This perfect chiral mirror example is taken from Ref. [92]. For simplicity, the particle under consideration
is assumed to be isotropic and initially in its ground state. Applying Eq. (5.32) to Eq. (5.31) gives a
Casimir-Polder potential of
U0(zA)=± Z0
8π2z3A
∫ ∞
0
dξ Γ0(iξ)e−2
ξ
c zA
(
2ξzA
c
+ 1
)
(5.36)
where the ‘+’ (upper sign) refers to the right-handed medium and ‘−’ (lower sign) refers to the left-handed
medium. In the retarded limit this becomes
U0(zA) = ∓ Z0c
2
16π2z5A
∑
k
R0k
(ωk0)2
, (5.37)
where the approximation Γ(iξ) ≈ Γ′(0)ξ has been used. In the opposite, non-retarded limit, Eq. (5.36)
is
U0(zA) = ± Z0
12π2z3A
∑
k
R0k ln
(ωk0zA
c
)
. (5.38)
To obtain this, the relationship
∫ ∞
0
dxx
x2 + a2
e−2x
(
1 + 2x
) ≈ ∫ b
a
dxx
a2 + x2
≈ − ln a (5.39)
where a  1, has been used. The value b is an arbitrary cut-oﬀ which does not contribute to the integral.
It can be seen that the sign of Eq. (5.38) will change when the particle body distance becomes
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zA <
c
ωk0
. Equations (5.37) and (5.38) show a Casimir-Polder potential that can be attractive or
repulsive, depending on the medium and particle in question. The sign of the optical rotatory strength
Rnk depends upon the enantiomer in question and the sign of the medium, explicitly seen as the ± in
Eqs. (5.37) and (5.38), is dependent upon the chiral identity of the medium, i.e., left or right handed. A
comparsion with the Casimir-Polder potentials that arise in the same geometric set up with the other two
perfect mirrors can be made, where a perfectly conducting (inﬁnitely permeable) plate attracts (repels)
polarisable particles and repels (attracts) magnetisable particles [12].
The introduction to this chapter provided a practical motivation for chiral dispersion forces, the
separation of enantiomers by a selectively discriminating force. When a chiral molecule is near a perfect
chiral mirror, Eq. (5.33) implies that there are no electric and magnetic components of the Casimir-
Polder potential. As the chiral component of the Casimir-Polder force between a molecule and a perfect
chiral mirror is the only component of the Casimir-Polder force, which can be attractive or repulsive,
a perfect chiral mirror can generate a dispersion force that can distinguish between, and ultimately
separate, enantiomers. However, it is likely that Casimir-Polder potential that arises due to the perfect
chiral mirror represent a theoretical upper bound for the chiral Casimir-Polder potential and is physically
unrealisable. This is because it would require a medium that completely rotates the polarisation of the
incident waves and perfectly reﬂects the waves. In section 5.2.1 the example of a linearly polarised wave
incident on a chiral medium reﬂecting as a circularly polarised wave was given. However, in the perfect
chiral mirror case the reﬂected wave would be a complete rotation of the incident waves polarisation to
the other linear polarisation. This means that when the incident wave is linearly polarised the reﬂected
wave would still be linearly polarised, not circularly polarised. Although an incident circularly polarised
wave will still be reﬂected as a circularly polarised wave.
A further constraint is the strength of the chiral response with respect to the permittivity and
permeability. In general the relationship,
κ2 < εμ, (5.40)
holds for a typical chiral medium. This would prevent the existence of a perfect chiral mirror where the
chiral response needs to be strong. Although it has been shown recently that media with a strong chiral
response [94, 95], i.e.,
κ2 > εμ, (5.41)
could exist, Eq. (5.40) is a bound for most chiral media. An implication of Eq. (5.41) is that one of
the waves will be backwards travelling, as can be seen from Eqs. (5.11). The response functions in
Eqs. (5.40) and (5.41) must still obey the Kramers - Kronig relations and the dissipative parts must be
constrained by the relation [19,96,97]
|Im[κ]| <
√
Im[ε]Im[μ]. (5.42)
It is important to evaluate the relative strengths of the diﬀerent components of the Casimir-Polder
potential. As has been noted with a perfect chiral mirror in a simple planar geometry, the reﬂection
coeﬃcients RMM and RNN are necessarily zero. This means that in the planar set up with a perfect chiral
mirror, the electric and magnetic components of the Casimir-Polder potential will not exist. However, a
natural reference point is the comparison with the perfect mirror, which is either perfectly conducting
(perfect dielectric mirror), with reﬂection coeﬃcients of
RMM = −RNN = −1, (5.43)
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ωnk (s
−1) |dnk|2 ((C m)2) Rnk (C2 m3 s−1)
9.17x1015 8.264x10−60 3.328x10−64
Table 5.1: This table shows the values of the parameters for a chiral molecule, Dimethyl Disulﬁde, taken
from Ref. [78]. The planes are orientated at 90◦ to each other.
or inﬁnitely permeable, where the reﬂection coeﬃcients are
RMM = −RNN = 1. (5.44)
The electric component Casimir-Polder potential for a perfect dielectric mirror in the non-retarded limit
is derived in Ref. [12] and given here for reference,
U0e (zA) = −
∑
k
|d0k|2
48πε0(zA)3
. (5.45)
It can be seen that there are diﬀerent spatial scaling laws for the Casimir-Polder potential between a
molecule and a perfect chiral mirror, Eq. (5.38), and a perfect dielectric mirror, Eq. (5.45). In the
geometry with the perfect chiral mirror, the scaling law includes an additional logarithmic dependence
to the distance from the boundary and the molecule.
In order to compare the Casimir-Polder potential with diﬀerent media, a chiral molecule is needed.
In this chapter, Dimethyl Disulﬁde (CH3)2S2 is to be used, where the dipole and rotatory strengths for
each transition have been numerically calculated for various orientations [78]. A single transition is to
be considered and the orientation of the two CH3−S−S planes is 90◦, as shown in Fig. 5.1. The values
obtained from Ref. [78] are shown in table 5.1.
A plot of the Casimir-Polder potentials from a molecule near a perfect dielectric mirror and a molecule
near a perfect chiral mirror is shown in Fig. 5.3. The same molecule, Dimethly Disulﬁde, has been used
to calculate both potentials. It should be noted that both potentials have been scaled by diﬀerent values
in order to compare the structures. The Casimir-Polder potential between the molecule and the perfect
dielectric mirror is 12 orders of magnitude greater than the Casimir-Polder potential between the same
molecule and a perfect chiral mirror. An important diﬀerence between the two examples is the logarithmic
term in the perfect chiral mirror geometry, as shown in Eq. (5.38). However, this does not explain the
large discrepancy between the two potentials. The diﬀerence arises partly due to the order of magnitude
diﬀerence in the electric and magnetic dipole moments of the molecule and the physical constants that
scale the potentials. The electric dipole moments of the molecule are an order of perturbation larger
than the magnetic dipole moments and so R0k  |d0k|2 will always hold.
5.4.2 Chiral Media
To describe the reﬂection of waves incident on a real medium, the reﬂection coeﬃcients cannot be unity
because the permittivity and permeability are ﬁnite valued. For the current geometry, a particle in free
space near a planar halfspace, the necessary reﬂection coeﬃcients are obtained from Ref. [93] and are as
follows;
RMM =
2kL2 k
R
2 k
2
z1 − 2k21kLz2kRz2 −
(
ε2−μ2√
ε2μ2
)
kz1k1(k
L
z2k
R
2 + k
R
z2k
L
2 )
D
, (5.46a)
RNN =
2kL2 k
R
2 k
2
z1 − 2k21kLz2kRz2 −
(
μ2−ε2√
ε2μ2
)
kz1k1(k
L
z2k
R
2 + k
R
z2k
L
2 )
D
, (5.46b)
RMN = −RNM = 2ik1(k
L
z2k
R
2 − kRz2kL2 )
D
, (5.46c)
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Figure 5.3: This graph shows the Casimir-Polder potential for the perfect dielectric mirror (black line)
and the perfect chiral mirror (dashed line), in both cases the molecule near the halfspace is Dimethyl
Disulﬁde. The two potentials have been scaled by diﬀerent factors so they ﬁt on the same graph. It
should be noted that the perfect dielectric mirror potential is larger than the potential between a perfect
chiral mirror and the same molecule, by 12 orders of magnitude. The graph highlights that the potential
do not have the same structure due to the natural logarithm term in the perfect chiral mirror expression.
This provides a slight correction to the potential in the region shown in the graph.
D = 2kL2 k
R
2 k
2
z1 + 2k
2
1k
L
z2k
R
z2 +
(
ε2 + μ2√
ε2μ2
)
kz1k1(k
L
z2k
R
2 + k
R
z2k
L
2 ). (5.46d)
where ki and kzi refer to the dispersion relation in medium i and z-component of the dispersion relation in
medium i, respectively. The reﬂection coeﬃcients can be simpliﬁed by substituting the deﬁnitions for the
chiral dispersion relations, shown in Eqs. (5.11), and applying the non-retarded limit (k˜z1 ≈ k˜Lz2 ≈ k˜Rz2),
RMM =
ε2μ2−κ22−ε2+μ2−1
ε2μ2−κ22+ε2+μ2+1
, (5.47a)
RNN =
ε2μ2−κ22+ε2−μ2−1
ε2μ2−κ22+ε2+μ2+1
, (5.47b)
RMN = −RNM = 2iκ2
ε2μ2−κ22+ε2+μ2+1
. (5.47c)
The response functions are dependent on complex frequency, ε2 = ε2(iξ), μ2 = μ2(iξ) and κ2 = κ2(iξ).
It can be seen that when κ = 0, the RMM and RNN reﬂection coeﬃcients will revert to the standard
Fresnel coeﬃcents and the cross reﬂection coeﬃcients will disappear, i.e., RMN = RNM = 0. The chiral
component of the Casimir-Polder potential in the non-retarded limit for a realistic medium can be found
by substituting the reﬂection coeﬃcients, Eqs. (5.47), into the full chiral Casimir-Polder potential, shown
in Eq. (5.31). The k˜z1 integral is performed in the non-retarded limit and this leads to
Unc (zA) =
Z0
4π2(zA)3
∫ ∞
0
dξ Γn(iξ)
iκ2
ε2μ2−κ22+ε2+μ2+1
+
Z0
6π(zA)3
∑
k
Θ(ωnk)RnkIm
[
iκ2
ε2μ2−κ22+ε2+μ2+1
]
.
(5.48)
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ε(ω) μ(ω) κ(ω)
Oscillator Strengths (ωp, ωm, a) 5.47x10
14 3.06x1014 −3.61x1014
Resonance (ωE , ωB , ωC) 4.96x10
14 4.96x1014 4.96x1014
Damping (γE , γB , γC) 2.51x10
13 2.51x1013 −2.58x1013
Table 5.2: This table shows the values of the parameters for a chiral metamaterial, taken from Ref. [86].
The medium is constructed in a woodpile fashion by laser writing and silver evaporation. The ﬁrst
and second columns contains the values for the permittivity and permeability respectively, with the
assumption that these are described by the Drude Lorentz model. The third column lists the values
for the chiral response of the metamaterial under the assumption that this is modelled by the Condon
model.
The spatial scaling law for both the resonant and oﬀ-resonant contributions to the chiral Casimir-Polder
potential is 1/(zA)
3. This can be contrasted with the spatial scaling from the scenario with a perfect
chiral mirror, 1/(zA)
3 ln(ωk0zA/c). As the distance between the molecule and the medium decreases, the
potential that arises from the perfect chiral mirror will increase by a greater amount than the case from
more realistic media.
In a causal medium the permittivity and permeability response functions can both be described by
a Drude-Lorentz model
ε(ω) = 1− ω
2
p
ω2 − ω2E + iγEω
, (5.49a)
μ(ω) = 1− ω
2
m
ω2 − ω2B + iγBω
, (5.49b)
respectively and the chiral susceptibility can be described by the Condon model [73, 98]
κ(ω) =
aω
ω2 − ω2C + iγCω
. (5.50)
The response function models have similar features and their constants can be grouped. The constants
ωp, ωm and a represent the oscillator strengths for the various dipole transitions in the medium and they
correspond to the dielectric, magnetic and rotatory strengths of the medium, respectively. The remaining
constants are the resonant frequencies and damping factors for the permittivity (ωE , γE), permeability
(ωB , γB) and the chirality (ωC , γC) of the medium. It has been assumed that the medium has a single
transition and therefore a single resonant term.
To model the chiral component of the Casimir-Polder potential with a more realistic medium, a chiral
metamaterial with a woodpile structure is chosen, it’s properties are given in Ref. [86] and are shown
in table 5.2. Using the values in table 5.2 a comparison between the chiral Casimir-Polder potential
between a molecule and a chiral metamaterial and between a molecule and the perfect chiral mirror can
be made, this is shown in Fig. 5.4, where the molecule is initially in its ground state. As can be seen, a
molecule near a perfect chiral mirror induces a stronger Casimir-Polder potential than a molecule near a
chiral metamaterial. This is due to the extra logarithmic term in the perfect chiral mirror case and the
greater value of the reﬂection coeﬃcients in the perfect chiral mirror geometry.
The only component of the Casimir-Polder potential that can distinguish between enantiomers is the
chiral component, which in a planar geometry with dispersive media will not be the only contribution
of the Casimir-Polder potential acting on a molecule. Therefore it is important to know the electric
component as well as the chiral component of the Casimir-Polder potential.
The electric component of the Casimir-Polder potential between a molecule and a chiral medium can
be found by substituting the adapted reﬂection coeﬃcients (Eqs. (5.47a) and (5.47b)) into Eq. (5.31),
58
0 100 200 300 400 500
z nm0.0
0.5
1.0
1.5
2.0
2.5
3.0
U 1043 J
Figure 5.4: This graph shows the Casimir-Polder potential between Dimethyl Disulﬁde and a chiral
metamaterial (black line), parameters from Ref. [86], and the Casimir-Polder potential between Dimethyl
Disulﬁde and a perfect chiral mirror (dashed line). The potential between the molecule and the perfect
chiral mirror is greater than the potential between the molecule and the chiral metamaterial. This is due
to the contribution from the logarithmic term in addition to the greater value of the reﬂection coeﬃcients
in the perfect chiral mirror geometry.
which is then substituted into Eq. (2.53a) and taken to the non-retarded limit to obtain
Une (zA) =−

16π2ε0(zA)3
∫ ∞
0
dξ αn(iξ)
[
ε2μ2−κ22+ε2−μ2−1
ε2μ2−κ22+ε2+μ2+1
]
− 1
24πε0(zA)3
∑
k
Θ(ωnk)|dnk|2Re
[
ε2μ2−κ22+ε2−μ2−1
ε2μ2−κ22+ε2+μ2+1
]
.
(5.51)
The comparison between the electric and chiral potentials, when the molecule is initially in its ground
state, is given in Fig. 5.5. It can be seen that both potentials have the same spatial scaling law, however,
there is a large discrepancy in the size of the diﬀerent components of the Casimir-Polder potential in
this geometry. In Fig. 5.5 the potentials have been scaled by diﬀerent factors, which vary by 13 orders
of magnitude.
5.5 Chiral Cavity
5.5.1 Ground State Force
The Casimir-Polder potential between a chiral molecule and a chiral medium can be attractive or it
can repel, depending upon the chiral identity of the molecule and the medium. This means that, for
example, by replacing a molecule with it’s enantiomer, the direction that the Casimir-Polder force acts
will change and an attractive force will become a repelling force, and vice versa. Hence there is a method
to distinguish between enantiomers, which can be placed in a geometry that enhances this ability to
discriminate between enantiomers. A cavity is constructed between two chiral media of opposite chirality.
This means that an enantiomer will be repelled by one side of the cavity and attracted by the other, as
shown in Fig 5.6. In a racemic mixture the left handed enantiomers will be separated from the right
handed enantiomers and the solution can be puriﬁed.
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Figure 5.5: This graph shows the electric component of the Casimir-Polder potential (black line) and the
chiral component of the Casimir-Polder potential (dashed line) between Dimethyl Disulﬁde and a chiral
metamaterial with the parameters given in table 5.2. Each potential has been individually scaled to ﬁt
on the same graph, with the electric component 13 orders of magnitude larger than the chiral component.
The structure of each potential is the same, with a 1/(zA)
3 spatial scaling. The disparity in the strength
of the potential arises due to the diﬀerence in the electric and magnetic molecular dipole moments, the
diﬀerence between the electric and chiral properties of the medium and the physical constants.
In this geometry, the complete scattering Green’s function would take into consideration; multiple
reﬂections in the cavity, backscattering oﬀ the far boundary (of the chiral plates), multiple backscattering
events, etc. For this simulation only chiral halfspaces will be considered, this eliminates the scattering
oﬀ the far boundaries and all subsequent contributions derived from this. To further simplify, the cavity
is considered in the non-retarded limit. This means that the multiple reﬂections between the halfspaces
are neglected and the total forces on the molecule from each halfspace are simply added. The forces
acting on the molecule are calculated by the gradient of the potential, Eq. (2.43). The molecule within
the cavity will be aﬀected by the full Casimir-Polder force, this includes the electric, magnetic and chiral
components. In this planar geometry the electric component of the Casimir-Polder force is attractive and
tends to dominate over the magnetic component, which is not considered here. The electric component
of the Casimir-Polder force provides a major contribution to the total force. The properties of the two
halfspaces that border the cavity are identical except for their chirality, characterised by a in Eq. (5.50),
which is negative for one of the halfspaces and positive for the other. As with the examples in the
previous section the molecule, Dimethyl Disulﬁde, is assumed to be two level and therefore has just one
transition.
The separation between the halfspaces is 100nm and the results are shown in Fig. 5.7 for the electric
component of the force and Fig. 5.8 for the chiral component of the Casimir-Polder force. The electric
component of the Casimir-Polder force, Fig. 5.7, is always attractive towards both halfspaces. In this
scenario the components of the force that derives from each halfspace are equal and opposite. This means
that in the electric component of the total Casimir-Polder force on the molecule, the halfspace closest
to the molecule will provide the dominant contribution and the molecule will be preferentially attracted
to this halfspace. An implication of this is that when the molecule is in the centre (i.e. equal distance
from each halfspace), the electric components of the Casimir-Polder force from each halfspace cancel and
the net contribution to the total Casimir-Polder force is zero. Although the chirality of the halfspaces
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Left Handed Chiral Medium
Right Handed Chiral Medium
Figure 5.6: This diagram shows the Casimir-Polder force between a chiral particle in a cavity of free
space between two chiral media with opposite handedness. If only the chiral component of the Casimir-
Polder force is considered, the chiral molecule will be attracted to one of the halfspaces, in this case
the medium labelled as left handed, and will be repelled from the other chiral medium, labelled right
handed. This means that enantiomers will be separated by this force. When the electric component of
the Casimir-Polder force is considered, this dominates over the chiral component and when the molecule
is initially in its ground state, there can be no enantiomer separation.
has introduced a correction to the electric component of the Casimir-Polder force, this correction is not
dependent on the handedness of the halfspace. Therefore the diﬀerence in the chirality of the halfspaces
does not eﬀect direction of the electric force from either halfspace and hence the combined electric
component of the total force.
The chiral component of the Casimir-Polder force, see Fig. 5.8, shows an attractive force between
the chiral molecule and one of the halfspaces (to the left hand side in Fig. 5.8) and a repulsive force
between the chiral molecule and the other halfspace (to the right hand side). Furthermore, as the chiral
forces from each halfspace are equal and acting in the same direction, the total chiral component of the
Casimir-Polder force does not disappear at the midpoint between the halfspaces.
In the comparsion between the electric and chiral components of the Casimir-Polder force, it can
been seen in Figs. 5.7 and 5.8 that for most of the cavity the electric component is many orders of
magnitude larger than the chiral component. This means that in any interaction the electric component
will be the dominant contibution to the Casimir-Polder force and as such will, almost exclusively, dictate
the molecules behaviour. The exception to this is the central region between the halfspaces where the
overall electric component is reduced suﬃciently to allow the chiral component to provide the greatest
contribution to the force. The width of this central region can be found by calculating the distances
either side of the centre of the cavity where the electric and chiral components of the Casimir-Polder
force are equal.
However, due to the large diﬀerence in magnitude between the components of the Casimir-Polder
force, the width of this central region is smaller than the size of the molecule. This means that for a
particle initially in the ground state, the Casimir-Polder force in the geometry as shown in Fig. 5.6 would
not be able to distinguish between enantiomers and subsequently separate them.
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Figure 5.7: This graph shows the electric component of the Casimir-Polder force on a molecule in a cavity
between two halfspaces of equal but opposite chirality. The molecule is attracted to both halfspaces with
the stronger attraction coming from the halfspace the molecule is closest to. The vertical lines denote the
boundaries of the metamaterials, the 100nm gap between is free space where the molecule is located. The
parameters for the metamaterial were obtained from Ref. [86] as shown in table 5.2 and the molecular
properties for Dimethly Disulﬁde are from Ref. [78].
The diﬀerence, by orders of magnitude, in the size of the force components arises from the disparity
between the electric and chiral properties of both the molecule and the medium. By comparing the values
of |dnk|2 and Rnk in table 5.1, a diﬀerence of orders of magnitude can be found, Rnk/c  10−11|dnk|2.
This is because the electric dipole transition matrix elements are an order of perturbation larger than
the magnetic dipole transition matrix elements [99],
dˆ  mˆ, (5.52)
therefore the optical rotatory strength will be smaller than the electric dipole transition matrix elements
squared. The chirality is only slightly smaller than the permittivity for the chiral metamaterial used in
the above simulation, but this diﬀerence is enhanced by the structure of the reﬂection coeﬃcients which
favour the permittivity and thus produce a stronger component of the Casimir-Polder force.
5.5.2 Excited-State Force
If the initial state of the molecule is it’s ground state, there is no resonant contribution to the electric
or chiral components of the Casimir-Polder force. Sometimes these resonant parts of the force can act
against the oﬀ-resonant contributions and thus suppress the overall force. In the same planar cavity
geometry as discussed above, the oﬀ-resonant part of the electric component of the Casimir-Polder force
is attractive whereas the direction of the chiral oﬀ-resonant component is dependent on the chiral identity
of the molecule and medium in question.
Due to their versatility it can be theorised with a high degree of conﬁdence that a metamaterial can
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Figure 5.8: This graph shows the chiral component of the Casimir-Polder force on a molecule in a
cavity between two halfspaces of equal but opposite chirality, with the same molecular and medium
parameters as the electric component, shown in Fig. 5.7. The individual contributions to the force
from each halfspace are an attractive force between the molecule and the left hand side halfspace and a
repulsive force between the molecule and the right hand side halfspace. This means that the total force
is always attractive to the left halfspace and the molecule is repelled from the right hand halfspace. This
is in contrast to the electric component, which is an attractive force to both halfspaces with the larger
contribution deriving from the closest halfspace.
be constructed such that for a given transition frequency of a chiral molecule, the resonant contribution
to the electric component of the Casimir-Polder force will counteract the oﬀ-resonant contribution. By
creating a cavity between two such metamaterials, with identical properties except for their chirality, a
chiral molecule initially in an excited state can be separated from its enantiomer. This is due to the
suppression of the electric component of the Casimir-Polder force which allows the chiral component of
the force to attract an enantiomer to the corresponding halfspace while it is being repelled from the
opposite halfspace.
As a proof of principle the theoretical metamaterial’s parameters are chosen to be suitable multiples
of the plasma frequency and the values for the optical rotatory strength and dipole strength are as given
above for Dimethly Disulﬁde. The cavity between the metamaterials is 100nm of free space and the
results for the electric and chiral components of the Casimir-Polder force are shown in Fig. 5.9. As
can be seen, for a particular transition frequency there is a suppression of the electric component of
the Casimir-Polder force that is suﬃcient to allow enantiomer separation. The chiral component is the
largest contribution in the central region (≈ 10nm) of the cavity (see the inset to Fig. 5.9 and a magniﬁed
version in Fig. 5.10), meaning that the direction of the force acting on a chiral molecule in this region will
be dependent on its chirality. Therefore enantiomers that pass at low speeds through the centre of the
cavity will be attracted or repelled in opposite directions and will be separated based on their chirality.
This initial separation will then be ampliﬁed when the molecule is drawn out of the central region as
the total electric component of the Casimir-Polder force is attractive and so the divergent paths of the
enantiomers will continue to diverge. As an aside it is important to note that although the chirality of
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Figure 5.9: This graphs shows the total electric component of the Casimir-Polder force (black line) and
the total chiral component (dashed line). The components of the force are of equal magnitude, with the
chiral contribution larger in the centre and the electric contribution larger towards the halfspaces. The
parameters are chosen as ωE = ωB = ωC =
ωp
2 , γE = γB = −γC = ωp103 , a = −ωp3 and ωm = ωp5 . The
inset in the bottom right shows a magniﬁcation of the centre region between −15 nm and 15 nm.
the metamaterials has not changed, the chiral component of the Casimir-Polder force is now acting in
the opposite direction. This is due to the resonant part of the chiral force, which in this case is larger
than the oﬀ-resonant part and acts against it. However, as this force still discriminates between the
enantiomers, the necessary separation will still occur.
It should be noted that the above is just a theoretical proof of principle of the use of a dispersion force
to distinguish between chiral enantiomers. Due to the large discrepancy in size between the electric and
chiral components of the Casimir-Polder force, approximately 12 orders of magnitude, the resonant and
oﬀ-resonant contributions to the electric component need to exactly match to a high level of accuracy
to allow an adequate supression of the total electric contribution to the Casimir-Polder force. This is
achieved by selecting a medium to construct the cavity which possesses a resonant frequency that allows
the cancellation of the electric components of the Casimir-Polder force. If the resonant and oﬀ-resonant
electric contributions are not of equal magnitude, the total electric force will still be larger than the total
chiral force, therefore the electric component of the Casimir-Polder force will dictate the behaviour of
the molecules and no chiral selection can occur. To increase the strength of the chiral component of the
Casimir-Polder force, strongly chiral media could be used.
In this chapter the quantisation of the electromagnetic ﬁeld in a chiral medium, based on the results for
general bianisotropic media, has been presented. The chiral component of the Casimir-Polder potential
has been derived through a perturbative approach, this was found to be dependent on the chiral identity
of the molecule and the medium. As a proof of principle, the Casimir-Polder force in a chiral cavity
geometry was shown to separate enantiomers under speciﬁc circumstances. The next chapter will discuss
the quantisation of the electromagnetic ﬁeld in a moving medium and will explore how motion aﬀects
the Casimir-Polder potential between an isotropic dielectric in motion and a stationary atom.
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Figure 5.10: This graph shows a magniﬁed version of the inset from Fig. 5.9. As can be seen, the chiral
component of the Casimir-Polder force is greater than the electric component and thus the direction of
the total force will depend on the relative chirality of the molecule and the halfspaces.
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Chapter 6
Electromagnetic Field in Moving
Media
It has been known that motion has an eﬀect on physical quantities since the dawn of the scientiﬁc
revolution, with notable work by Galileo and Newton. This resultant theory of the eﬀect of motion
introduced some important ideas, such as inertial reference frames. This concept can be illustrated by
considering a 3 dimensional coordinate system in which an object is free to move around at a constant
velocity. This coordinate system, or inertial reference frame, is labelled as frame 1 and is itself moving
at a constant velocity with respect to a diﬀerent reference frame, frame 2, which has its own coordinate
system. As frame 1 moves with respect to frame 2, observers in each frame will not agree on the position
of the object in frame 1 due to the relative motion of the frames. Each of these frames is an inertial
reference frame, this means that there are no net forces that act on either of the frames therefore the laws
of physics are the same in each frame. In fact, the laws of physics are the same in any inertial reference
frame that can be deﬁned. Although observers in each frame do not, in general, agree on positions, in
Newtonian mechanics the observers will agree on the time duration of events. This is because time is
considered as a universal property that is independent of the reference frames. Comparing the physical
quantities as they appeared in each reference frame can be done by performing a Galilean transformation
on the quantity. For position, this is of the form
r′ = r− vt. (6.1)
However, it was found that this model of the eﬀects of motion only applies when the speeds are slow
compared to the speed of light, v  c, and so a theory that could account for greater speeds was needed.
In 1905 this theory was published by A. Einstein and was called the theory of special relativity [100].
The key diﬀerences between the Einstein and Newton theories of motion are the presence of a universal
speed limit and the removal of the concept of universal time in special relativity. Einstein found that the
speed of light in a vacuum, c, is the fastest speed at which a body can theoretically travel. In Newtonian
mechanics there is a universal time measurement, whereas Einstein showed that each frame has its own
time measurement, as well as its own coordinate system. This means that observers in diﬀerent inertial
reference frames will not agree on the time duration of events. Although there are invariant properties
that observers in diﬀerent reference frames will agree on, such as the space-time interval of events, shown
in Appendix F. In special relativity the calculations of properties in diﬀerent reference frames were found
by the Lorentz transformations, which replaced the Galilean transformations.
The results of special relativity imply that the electromagnetic ﬁelds as seen from an observer in one
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inertial reference frame will not agree with the observed values in an alternative inertial reference frame.
This eﬀect of motion on the electromagnetic ﬁeld was initially formulated by Minkowski and has since
become standard [62]. Subsequent work has focussed on the propagation of waves through moving media
[101, 102]. It was found that relative motion produces a mixing eﬀect on the observed electromagnetic
ﬁelds, with electric eﬀects causing additional magnetic responses and vice versa. In general, this is
not dissimilar to bianisotropic media with a continuous duality symmetry. With the knowledge of
the electrodynamics in moving media, the next step was to consider the quantised electromagnetic
ﬁeld in moving absorbing media. The approaches include a relativistic formulation [103] and a fully
covariant framework [104] that can be subject to Lorentz transformations and therefore can describe
the quantised electromagnetic ﬁeld in absorbing media that is in motion with respect to an arbitrary
observer. Further theories include a description of the quantised electromagnetic ﬁeld in moving media
in terms of macroscopic variables [105] and a canonical formulation [19,106].
Recent interest in the quantisation of the electromagnetic ﬁeld in moving absorbing media has been
driven by the debate over resistive forces between objects in relative motion, otherwise known as Quantum
friction [107–110]. As was been discussed in section 2.2 the correlations of quantum ﬂuctuations of the
electromagnetic ﬁeld can generate dispersion forces between polarisable and magnetisable objects. The
dispersion forces are dependent on the properties of the objects from the perspective of the source and
observation point. This means that if the objects are moving relative to each other, additional eﬀects
such as the Doppler shift and the mixing of electric and magnetic phenomena can become important
in the dispersion force and can produce velocity dependent components as well as velocity dependent
corrections. Some of the geometries studied include dielectric slabs moving relative to each other [111],
a moving atom near a stationary dielectric [112, 113] and a moving medium and near a stationary two
level detector [106].
In this chapter the quantisation of the electromagnetic ﬁeld in moving media will be achieved by
treating moving media as linear non-reciprocal bianisotropic media. The properties of the Green’s
function in moving media will be discussed. The Casimir-Polder potential between a stationary atom
and a moving medium will be calculated in the low velocity and non-retarded regimes. The work in the
chapter is taken from the manuscript Ref. [114].
6.1 Field Quantisation in Moving Media
The constitutive relations for a locally responding isotropic magnetodielectric are
Dˆ′ = ε0ε′ ·Eˆ′ + Pˆ′N, (6.2a)
Bˆ′ = μ0μ′ ·(Hˆ′ + Mˆ′N), (6.2b)
where
ε′ = ε′(ω′)I, (6.3a)
μ′ = μ′(ω′)I. (6.3b)
The constitutive relations, Eqs. (6.2), describe the medium’s response to an applied electromagnetic
ﬁeld from the perspective of an observer that is not in motion with respect to the medium. This
deﬁnes an inertial reference frame, in which the medium appears stationary, called the rest frame. From
the perspective of other inertial reference frames the medium will be in motion and Eqs. (6.2) will
not describe the medium’s response to an applied electromagnetic ﬁeld. This means that the relative
velocity of the medium with respect to an arbitrary reference frame changes the observed behaviour of
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the electromagnetic ﬁeld in the medium.
To investigate the eﬀect of motion on the electromagnetic ﬁelds properties in media, an isotropic
magnetodielectric medium as described by Eqs. (6.2) is considered to be moving at a constant velocity,
v, with respect to a laboratory frame. To distinguish between values observed in the laboratory frame
and values observed in the rest frame, the quantities observed in the mediums rest frame are denoted
by primes, for example, E′, etc. It is assumed that the origins of the coordinate systems are initially
aligned, i.e.,
x′ = x, y′ = y, z′ = z at t′ = t = 0. (6.4)
The constitutive relations of the medium from the perspective of the laboratory frame can now be
obtained by applying the Lorentz transformations to the ﬁelds, this is shown in Appendix F. The result
is a set of constitutive relations of the form,
Dˆ = ε0ε·Eˆ+ PˆN + 1
c
ξ ·Hˆ+ 1
c
ξ ·MˆN, (6.5a)
Bˆ = μ0μ·Hˆ+ 1
c
ζ ·Eˆ+ μ0μ·MˆN, (6.5b)
where the eﬀective response functions ε, ζ, ξ and μ are deﬁned as
ε = ε′(ω′)
(
γ′2
γ2
I + (1− γ
′2
γ2
)vˆvˆ
)
, (6.6a)
ζ =
γ′2
c
(
1− ε′(ω′)μ′(ω′)
)
v×I, (6.6b)
ξ =
γ′2
c
(
ε′(ω′)μ′(ω′)− 1
)
v×I, (6.6c)
μ = μ′(ω′)
(
γ′2
γ2
I + (1− γ
′2
γ2
)vˆvˆ
)
. (6.6d)
The Lorentz factor, γ, and medium assisted Lorentz factor, γ′ are deﬁned as
γ =
1√
1− v2c2
, (6.7a)
γ′ =
1√
1− v2(c′)2
, (c′)2 =
1
μ′ε′μ0
0
, (6.7b)
respectively. It should be noted that the response functions in the constitutive relations that serve as
magnetoelectric coupling terms, ξ and ζ, are related by
ξ = −ζ. (6.8)
The transpose of the cross response functions reveals further relationships,
ξ = ζT, ξT = ζ. (6.9)
This can be contrasted with the relationship between the magnetoelectric response functions in reciprocal
media, Eq. (4.29). As Eq. (6.9) and Eq. (4.29) are not the same, this conﬁrms that moving media
have a non-reciprocal response in reference frames other than their rest frame. The constitutive relations
for moving media from the perspective of a laboratory frame, Eqs. (6.5), are of the same form as the
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constitutive relations for general linear bianisotropic media, Eqs. (4.10a) and (4.10b). This means that
moving media can be considered as a subclass of non-reciprocal, linear bianisotropic media. Chapter
4 detailed the quantisation of the electromagnetic ﬁeld in non-reciprocal linear bianisotropic media, in
terms of explicit response functions. Therefore the quantisation of the electromagnetic ﬁeld in moving
media has already been achieved. However in the Hamiltonian as shown in Eq. (4.23), the lower bound
of the frequency is in fact −γv·k and not 0, i.e. there can be negative frequencies
Hˆ =
∫
d3r
∫ ∞
−γv·k
dω ω fˆ†(r, ω)· fˆ(r, ω). (6.10)
The form of Eqs. (6.5) shows that media can only be considered as isotropic in one reference frame,
the frame in which it is stationary.
The response functions as shown in Eqs. (6.6) are dependent on the frequency in the mediums rest
frame, ω′, through the scalar permittivity and permeability from the moving mediums rest frame, ε′(ω′)
and μ′(ω′). The laboratory frame frequency, ω, is linked to the moving mediums rest frame frequency
by the relativistic equation
ω′ = γ(ω − k·v) (6.11)
in k - space, as is shown in Appendix F. By making the assumption that in the partially Fourier
transformed domain (r, ω), the Fourier transform ∇ → ik holds, this leads to an alternative relationship
between the frequencies
ω′ = γ(ω + iv·∇). (6.12)
This diﬀerence between the frequency in the rest frame and the frequency in the laboratory frame is
the origin of the Doppler eﬀect. The medium in motion was assumed to be a homogeneous, locally
responding magnetodielectric in its rest frame. This means that the response functions in the rest frame
were not dependent on the position, r′. By applying a Lorentz transformation to the position vector,
the relationship between the position vectors in the laboratory frame and the mediums rest frame is
r′ = r⊥ + γ(r‖ − vt), (6.13)
which is shown in Appendix F. The subscripts, ⊥ and ‖ denote the components of the position vector
that are perpendicular or parallel to the velocity vector, respectively. This can be contrasted with the
Galilean transformation, shown in Eq. (6.1). As Eq. (6.13) shows, there is an additional time dependence
that can generate non-local eﬀects in an inhomogeneous medium in motion.
6.2 Properties of the Green’s Function for Moving Media
A fundamental principle of special relativity is that the laws of physics are the same in all inertial
reference frames, this means that the electromagnetic ﬁelds are governed by Maxwell’s equations in all
inertial reference frames. A plane wave propagating through an inertial frame will appear as a plane
wave in all inertial frames. This can be shown by considering a plane wave propagating in the rest frame
of the moving medium, modelled by the expression
eik
′·r′−iω′t′ = eik
μ′xμ′ (6.14)
which is in terms of the fourvectors deﬁned in Appendix F. The Lorentz transformation of the contraction
kμ
′
xμ′ is
kμ
′
xμ′ = Λ
μ′
μ Λ
μ
μ′k
μxμ = k
μxμ, Λ
η
μΛ
μ
σ = δ
η
σ, (6.15)
69
which shows that kμ
′
xμ′ is invariant under a Lorentz transformation and therefore a plane wave structure
is preserved across diﬀerent inertial frames,
eik
μ′xμ′ = eik
μxμ = eik·r−iωt. (6.16)
However, this does not mean that the ﬁelds are necessarily time harmonic in all frames. Here, it is
assumed that the ﬁelds are time harmonic in the laboratory frame, this means that
∂
∂t
E = −iωE, (6.17)
holds, although
∂
∂t′
E′ = −iω′E′ (6.18)
is not necessarily true.
The moving medium is treated as a non-reciprocal linear bianisotropic medium with time harmonic
ﬁelds in the laboratory frame, this means that the Helmholtz vector wave equation for the electric ﬁeld
is[
∇×μ−1 ·∇×I − iω
c
(
∇×μ−1 ·ζ − ξ ·μ−1 ·∇×I
)
− ω
2
c2
(ε−ξ ·μ−1 ·ζ)
]
·Eˆ(r, ω) = iωμ0jˆN(r, ω). (6.19)
In the deﬁnition of the response functions, Eqs. (6.6), the scalar permittivity and permeability are
functions of the frequency in the laboratory frame, i.e.,
ε′ = ε′(γ(ω + iv·∇)), (6.20a)
μ′ = μ′(γ(ω + iv·∇)). (6.20b)
The electric ﬁeld is deﬁned as
Eˆ(r, ω) = iωμ0
∫
d3r G(r, r′, ω)· jˆN(r′, ω) (6.21)
and therefore the Green’s function is the unique solution to
[
∇×μ−1 ·∇×I − iω
c
(
∇×μ−1 ·ζ − ξ ·μ−1 ·∇×I
)
− ω
2
c2
(ε−ξ ·μ−1 ·ζ)
]
·G(r, r′, ω) = δ(r− r′). (6.22)
The Green’s function is causal, obeys the Schwarz reﬂection principle, Eq. (2.15), and is constrained by
G(r, r′, ω) = 0 in the limit |r − r′| → ∞. A medium in motion is not reciprocal in a laboratory frame,
therefore the Green’s function deﬁned above will not be reciprocal, i.e., Eq. (2.16) does not necessarily
hold. This is because the velocity must also be reversed in order for the system to be time invariant.
With this in mind, an adapted reciprocity condition for moving media can be derived. As discussed in
Appendix D, the Green’s function can be thought of as the inverse to the Helmholtz matrix operator and
a left inverse as well as a right inverse exist. This means that Eq. (6.22) can alternatively be written as
G(r, r′, ω)·
[
I×←−∇ ′·μ−1×←−∇ ′ + iω
c
(
I×←−∇ ′·μ−1·ζ − ξ·μ−1×←−∇ ′)− ω2
c2
(
ε− ξ·μ−1·ζ)] = δ(r− r′). (6.23)
The curl operators are now acting on the second spatial variable, this adjustment changes the sign of
the curl terms, which means that the central terms, dependent on a single curl expression, change sign.
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Taking the transpose of Eq. (6.23) leads to
[
∇′×μ−1T ·∇′×I + iω
c
(−ζT ·μ−1T ·∇′×I +∇′×μ−1T ·ξT)
− ω
2
c2
(
εT − ζT ·μ−1T ·ξT)]·GT(r, r′, ω) = δ(r− r′). (6.24)
The transpose of the response functions as deﬁned in Eq. (6.6) are
ε = εT, (6.25a)
ζ = ξT, (6.25b)
ξ = ζT, (6.25c)
μ = μT. (6.25d)
Substituting Eqs. (6.25) into Eq. (6.24) and swapping the spatial variables leads to
[
∇×μ−1 ·∇×I + iω
c
(∇×μ−1 ·ζ − ξ ·μ−1 ·∇×I)− ω2
c2
(
ε− ξ ·μ−1 ·ζ)]·GT(r′, r, ω) = δ(r− r′). (6.26)
It can be seen that Eq. (6.26) is not the same as Eq. (6.22), due to the diﬀerent sign in front of the
second term on the left hand sides. This conﬁrms that for moving media,
G(r, r′, ω) = GT(r′, r, ω). (6.27)
The eﬀect of a reversal of the velocity vector, i.e., v → −v, on the response functions deﬁned above is
as follows,
ε(v) = ε(−v), (6.28a)
μ(v) = μ(−v), (6.28b)
ζ(v) = −ζ(−v), (6.28c)
ξ(v) = −ξ(−v), (6.28d)
ζ(v) = ξ(−v). (6.28e)
Although the expressions for ε and μ are not altered by a reversal of velocity, ζ and ξ are aﬀected, as is
seen by the sign change.
The reversed velocity response functions, Eqs. (6.28), are substituted into Eq. (6.26), to give
[
∇×μ−1·∇×I − iω
c
(∇×μ−1·ζ − ξ·μ−1·∇×I)− ω2
c2
(
ε− ξ·μ−1·ζ)]·GT(r′, r, ω,−v) = δ(r− r′). (6.29)
The Helmholtz matrix operator in Eq. (6.29) is now the same as the Helmholtz matrix operator in Eq.
(6.22). This means that the Green’s functions deﬁned by each Helmholtz matrix must be equivalent.
Therefore an adapted reciprocal condition for moving media of the form,
G(r, r′, ω,v) = GT(r′, r, ω,−v), (6.30)
holds for constant velocity, v.
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6.3 Properties of Moving Media
To describe the propagation of the electromagnetic ﬁeld through a medium, the dispersion relation and
the vector wave functions are required.
6.3.1 Dispersion Relation for Moving Media
As shown in Appendix E, the dispersion relation can be found by solving
Det[H(k)] = 0, (6.31)
for k. For moving media, the Helmholtz matrix operator H is
H = −k×μ−1 ·k×I + ω
c
(
k×μ−1 ·ζ − ξ ·μ−1 ·k×I
)
− ω
2
c2
(ε−ξ ·μ−1 ·ζ), (6.32)
in k- space. The dispersion relation is usually solved for kz, the full dispersion relation, k, can be found
by use of
k2z + k
2
y + k
2
x = k
2. (6.33)
The dispersion relation of the medium found by solving Eq. (6.31) with Eq. (6.32) will be from the
perspective of the laboratory frame, the dispersion relation seen in the mediums rest frame will be
diﬀerent.
6.3.2 Vector Wave Functions for Moving Media
As is discussed in Appendix E, the vector wave functions of a wave propagating through a medium can
be found using
Hi ·P(ki) = 0, (6.34)
where ki are the solutions of the dispersion relation for the medium described by the Helmholtz matrix
operator, Hi. The vector wave functions introduced earlier, Eqs. (2.57), are not solutions to Eq. (6.34)
and therefore additional vector wave functions are required. The vector wave functions for moving media
are labelled as P and Q and they must solve the homogeneous Helmholtz equation
[
∇×μ−1 ·∇×I− iω
c
(
∇×μ−1 ·ζ − ξ ·μ−1 ·∇×I
)
− ω
2
c2
(ε−ξ ·μ−1 ·ζ)
]
i
·σ(ki) = 0,
σ = P,Q.
(6.35)
The two vector wave functions must also be perpendicular to each other, i.e.,
P·Q = 0. (6.36)
In Appendix E, the initial trial solution to the Helmholtz matrix operator is of the form
∇×ceik·r. (6.37)
Letting the arbitrary pilot vector, c, equal the velocity, v, gives a vector wave function of the form
P = ∇×veik·r = i
⎛
⎜⎝
kyvz − kzvy
kzvx − kxvz
kxvy − kyvx
⎞
⎟⎠ eik·r. (6.38)
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Substitution of Eq. (6.38) into Eq. (6.35) conﬁrms that it is indeed a solution to Eq. (6.35). The vector
wave functions deﬁned in Eqs. (2.57) are related to each other by a curl operation. Taking the curl of
Eq. (6.38) leads to an expression of the form
Q ∝ ∇×P, (6.39)
which is not a solution to Eq. (6.35). However, a second solution to Eq. (6.35) that is perpendicular to
Eq. (6.38) can be found, it is of the form
Q =
1
iωμ0
μ−1 ·
(
(∇− iω
c
ζ)×P
)
. (6.40)
It should be noted that the vector wave functions in Eqs. (6.38) and (6.40) are poorly deﬁned when
k ‖ v. Although in the limit of v → 0, the vector wave function does not necessarily become undeﬁned.
If the velocity vector is kept as a unit vector while the velocity magnitude tends to zero, the vector wave
functions can still exist.
6.4 Low Velocity Approximation
When the velocity is small, i.e., v ≪ c, approximations can be made which simplify the response
functions and the dispersion relation. The small size of the velocity means that terms of order v2 or
higher can be neglected. The gamma factors, γ, γ′, shown in Eqs. (6.7a) and (6.7b), become
γ, γ′ → 1, (6.41)
for slowly moving media. This alters the response functions deﬁned in Eqs. (6.6) to the following
ε = ε′I, (6.42a)
ζ =
1
c
(1− ε′μ′)v×I, (6.42b)
ξ =
1
c
(ε′μ′ − 1)v×I, (6.42c)
μ = μ′I, (6.42d)
where ε′ = ε′(ω+ iv·∇) and μ′ = μ′(ω+ iv·∇). The small value of v means that ε′ and μ′ can be Taylor
expanded around v = 0 to obtain
ε′(ω′) = ε′(ω + iv·∇) ≈ ε′(ω) + i(v·∇) ∂
∂ω
(ε′(ω)) + . . . (6.43a)
μ′(ω′) = μ′(ω + iv·∇) ≈ μ′(ω) + i(v·∇) ∂
∂ω
(μ′(ω)) + . . . (6.43b)
These are substituted into Eqs. (6.42) to obtain
ε = (ε′(ω) + i(v·∇) ∂
∂ω
(ε′(ω)))I, (6.44a)
ζ =
1
c
(1− ε′(ω)μ′(ω))v×I, (6.44b)
ξ =
1
c
(ε′(ω)μ′(ω)− 1)v×I, (6.44c)
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μ = (μ′(ω) + i(v·∇) ∂
∂ω
(μ′(ω)))I, (6.44d)
which have been truncated to O(v). In k - space it can be seen that this expansion is only valid when k
is small.
The dispersion relation for kz can be found by solving Eq. (6.31) as
kz =
vz(ζ − ξ)ω ± 2c
√−c2k2s + ω((ks · v)(ζ − ξ) + (εμ− k·v∂ω(εμ))ω)c2
2c2
, (6.45)
where the notational shorthands
ζ = 1− εμ, (6.46a)
ξ = εμ− 1, (6.46b)
have been introduced for convenience.
6.5 Casimir-Polder Potential between Moving Medium and Par-
ticle
The Casimir-Polder potential between a particle and macroscopic bodies which included bianisotropic
eﬀects was shown in chapter 5. The same derivation can be used to obtain the Casimir-Polder potential
in a non-reciprocal system and the oﬀ-resonant contribution to the potential is
UnO(rA) =
μ0
2π
∫ ∞
0
dξtr
[
ξ2αn(iξ)·G(rA, rA, iξ) + ξΓnem(iξ)·G(rA, rA, iξ)×
←−∇
+ ξΓnme(iξ)·∇×G(rA, rA, iξ) + βn(iξ)·∇×G(rA, rA, iξ)×
←−∇
] (6.47)
where the polarisabilities are deﬁned as
αn(iξ) =
1

∑
k
(
dˆkn⊗dˆnk
ωkn + iξ
+
dˆnk⊗dˆkn
ωkn − iξ
)
(6.48a)
Γnem(iξ) =
1

∑
k
(
mˆkn⊗dˆnk
ωkn + iξ
− mˆnk⊗dˆkn
ωkn − iξ
)
(6.48b)
Γnme(iξ) =
1

∑
k
(
dˆkn⊗mˆnk
ωkn + iξ
− dˆnk⊗mˆkn
ωkn − iξ
)
(6.48c)
βn(iξ) =
1

∑
k
(
mˆkn⊗mˆnk
ωkn + iξ
+
mˆnk⊗mˆkn
ωkn − iξ
)
(6.48d)
and the resonant component is
UnR(rA) = −μ0
∑
k
Θ(ωnk)
[
ω2nkdˆnk ·Re[G(rA, rA, ωnk)]·dˆkn
+ iμ0ωnk
(
dˆnk ·Re[G(rA, rA, ωnk)]×∇·mˆkn + mˆnk ·∇×Re[G(rA, rA, ωnk)·dˆkn]
)
+ μ0mˆnk ·(∇×Re[G(rA, rA, ωnk)]×∇)·mˆkn
]
.
(6.49)
As an example of the eﬀect of the motion of a medium on the Casimir-Polder potential, an atom
initially in its ground state situated near the boundary of a moving medium is envisioned. The moving
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Figure 6.1: Shows the Casimir-Polder force between a stationary particle in free space near the boundary
with a moving medium. In its rest frame, the medium is an isotropic dielectric, which is seen as a
bianisotropic medium from the rest frame of the particle.
medium is an isotropic dielectric in its rest frame and is considered to be a halfspace. The boundary
with free space is the (x − y)-plane at z = 0, where z > 0 is free space and z < 0 is the medium. The
motion is assumed to take place parallel to the interface in the (x− y)-plane, i.e.,
v = (vx, vy, 0), (6.50)
as is pictorially represented in Fig. 6.1. It will also be assumed that the velocity is suﬃciently slow that
the low velocity approximations can be made. In the free space region, the Green’s function for this
geometry is
G1(r, r
′, ω) =
i
8π2
∫∫ ∞
−∞
dks
kz1
[
M(ks,−kz1, r)⊗M(−ks, kz1, r′)
+N(ks,±kz, r)⊗N(−ks,∓kz, r′) + rMMM(ks, kz1, r)⊗M(−ks, kz1, r′)
+ rMNM(ks, kz1, r)⊗N(−ks, kz1, r′) + rNMN(ks, kz1, r)⊗M(−ks, kz1, r′)
+ rNNN(ks, kz1, r)⊗N(−ks, kz1, r′)
]
.
(6.51)
This is the same structure for the scattering part of the Green’s function as was used in chapter 5. This
form is applicable due to the similarities between the two scenarios. The scattering problem in section
5.4 can be thought of as an electromagnetic source in free space near a biisotropic medium. Here, the
scattering problem can be considered as an electromagnetic source in free space near a bianisotropic
medium. This means that the fundamental scattering scenario is quite similar, the diﬀerences due to
the diﬀerent forms of media will appear in the reﬂection coeﬃcients. In region 2, it is proposed that the
Green’s function is of the form
G2(r, r
′, ω) =
i
8π2
∫∫ ∞
−∞
dks
kz1
[
tPMP(ks,−kz2, r)⊗M(−ks, kz1, r′)
+ tQMQ(ks,−kz2, r)⊗M(−ks, kz1, r′) + tPNP(ks,−kz2, r)⊗N(−ks, kz1, r′)
+ tQNQ(ks,−kz2, r)⊗N(−ks, kz1, r′)
]
,
(6.52)
where tPM , tQM , tPN and tQN are the transmission coeﬃcients. In the geometry shown in Fig. 6.1 and
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at low velocity, the dispersion relation for the moving medium is
kz2 = ±
√
−k2s +
ω
c2
((ks ·v)(ζ − ξ) + (ε− (ks ·v)∂ω(ε))ω), (6.53)
where the prime notation has been dropped for convenience. The full dispersion relation is now
k2 = ±
√
ω
c2
((ks ·v)(ζ − ξ) + (ε− (ks ·v)∂ω(ε))ω). (6.54)
6.5.1 Reﬂection and Transmission Coeﬃcients
Applying Eq. (6.30) to Eq. (6.51) reveals the constraints on the cross term reﬂection coeﬃcients. To be
compliant with the modiﬁed reciprocity condition, the reﬂection coeﬃcients behave as
rMM (kx, ky, vx, vy) = rMM (−kx,−ky,−vx,−vy), (6.55a)
rNN (kx, ky, vx, vy) = rNN (−kx,−ky,−vx,−vy), (6.55b)
rMN (kx, ky, vx, vy) = rNM (−kx,−ky,−vx,−vy), (6.55c)
rNM (kx, ky, vx, vy) = rMN (−kx,−ky,−vx,−vy). (6.55d)
These are derived by noting that the transpose of the Green’s function can be found by switching the
order of the dyads in the dyadic products, as shown in Eq. (E.31). The other transformations are
straightforward, swapping the source and observation points and changing the sign of the velocity and
ks vector.
6.5.2 Bianisotropic Boundary Conditions
The reﬂection coeﬃcients in Eq. (6.51) and the transmission coeﬃcients in Eq. (6.52) are required. To
obtain them, the boundary conditions for general linear bianisotropic media are needed. The derivation
is shown in Appendix G and the boundary conditions are as follows,
eˆ‖ ·
[
Gi −Gj
]
= 0, (6.56a)
eˆ‖ ·
(
[μ−1i ∇×Gi −
iω
c
μ−1i ζiGi]− [μ−1j ∇×Gj −
iω
c
μ−1j ζjGj ]
)
= lim
h→0
∫
dh·δ. (6.56b)
eˆ⊥ ·[∇×Gi −∇×Gj ] = 0, (6.56c)
eˆ⊥ ·
[(
iω
c
ξiμ
−1
i ∇×Gi −
ω2
c2
(εi − ξiμ−1i ζi)Gi
)
−
(
iω
c
ξjμ
−1
j ∇×Gj
− ω
2
c2
(εj − ξjμ−1j ζj)Gj
)]
= lim
h→0
∫
h′
dh′∇δ,
(6.56d)
where the i and j subscripts refer to diﬀerent bianisotropic media that meet at a boundary, the expression
Gi = G(ri, r, ω) is used for notational convenience. In Eqs. (6.56b) and (6.56d) the terms on the right
hand side of the equality are zero if there is no surface charge density. The unit vectors eˆ‖ and eˆ⊥ refer
to directions that are parallel and perpendicular to the boundary surface, respectiveley. As shown in
Fig. 6.1, in the geometry used here, the (x− y)-plane is parallel to the boundary and therefore there are
two parallel unit vectors. These are chosen to be eˆ‖ = eˆM , eˆks [25] where
eˆM =
1
ks
(ky,−kx, 0), (6.57a)
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eˆks =
1
ks
(kx, ky, 0). (6.57b)
The unit vector perpendicular to the boundary of the medium is therefore
eˆ⊥ = eˆz = (0, 0, 1). (6.58)
The Green’s function for the free space region, Eq. (6.51), requires 4 reﬂection coeﬃcients and the Green’s
function for the moving medium, Eq. (6.52), needs 4 transmission coeﬃcients. The linear independence
of the vector wave functionsM andN means that Eqs. (6.56a) and (6.56b) each contribute 4 expressions,
two from each parallel unit vector. This means that Eqs. (6.56c) and (6.56d) are not required to obtain
the reﬂection and transmission coeﬃcients in this geometry. However, Eq. (6.56c) is equivalent to Eq.
(6.56a) when eˆ‖ = eˆM and Eq. (6.56d) is equivalent to Eq. (6.56b) when eˆ‖ = eˆM , this provides a
consistency check. The equivalency derives from the fact that the boundary conditions can be thought
of in terms of the electromagnetic ﬁelds, as is shown in Eqs. (G.14) to (G.17). The relationships between
the ﬁelds and therefore the boundary condition equivalence are
Bz ∝ kxEy − kyEx ∝ eˆM ·Eˆ, (6.59a)
Dz ∝ kxHy − kyHx ∝ eˆM ·Hˆ, (6.59b)
where Maxwell’s equations, Eqs. (2.1), have been used.
Applying Eqs. (6.51) and (6.52) to Eqs. (6.56a) and (6.56b) and solving for the reﬂection and
transmission coeﬃcients leads to reﬂection coeﬃcients of the form
rMM =
kz1 − kz2
kz1 + kz2
(6.60a)
rMN =
2ikz1(kyvx − kxvy)ζ
c(kz1 + kz2)(−kz2 + kz1(ks(kˆs ·v)∂ε− ε))
(6.60b)
rNM =
2ikz1(kyvx − kxvy)ζ
c(kz1 + kz2)(−kz2 + kz1(ks(kˆs ·v)∂ε− ε))
(6.60c)
rNN =
kz1(ε− ks(kˆs ·v)∂ε)− kz2
kz2 + kz1(ε− ks(kˆs ·v)∂ε)
(6.60d)
after the low velocity approximations have been made. The reﬂection coeﬃcients obey the conditions
Eqs. (6.55). In the non-retarded limit to ﬁrst order, as discussed in section 2.2, the reﬂection coeﬃcients
become
rMM = 0, (6.61a)
rMN =
−i(kyvx − kxvy)(1− ε)
ckz1(ε− ks(kˆs ·v)∂ε+ 1)
, (6.61b)
rNM =
−i(kyvx − kxvy)(1− ε)
ckz1(ε− ks(kˆs ·v)∂ε+ 1)
, (6.61c)
rNN =
(ε− ks(kˆs ·v)∂ωε− 1)
(ε− ks(kˆs ·v)∂ε+ 1)
, (6.61d)
where the substitution
ζ = 1− ε+ kskˆs ·v∂ε, (6.62)
has been made.
An alternative method of obtaining the reﬂection and transmission coeﬃcients is through transforming
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the scattering matrix [102].
6.5.3 Casimir-Polder Potential
The reﬂection coeﬃcients are substituted into the scattering part of the Green’s function shown in Eq.
(6.51). The trace of the Green’s function is taken, as described in section E.2 and this is substituted into
Eq. (6.47). The oﬀ-resonant part of the Casimir-Polder potential is
U0e (zA) =
μ0
16π3
∫ ∞
0
dξξ2
∫ 2π
0
dθ
∫ ∞
0
dksks
k˜z1
α0(iξ)
(
1− 2k˜
2
z1
k˜21
)[
(ε− ksv cos θ∂ε− 1)
(ε− ksv cos θ∂ε+ 1)
]
e−2k˜z1zA (6.63)
for the electric component and
U0c (zA) =
iμ0
8π3c
∫ ∞
0
dξξ2
∫ 2π
0
dθ
∫ ∞
0
dksks
k˜z1
(Γ0em(iξ) + Γ
0
me(iξ))
(
1− k˜
2
z1
k˜21
)
×
[
(ksv sin θ)(1− ε)
ck˜z1(ε− ksv cos θ∂ε+ 1)
]
e−2k˜z1zA
(6.64)
for the cross terms. Although the atom is initially in its ground state, the negative frequencies in the
Hamiltonian mean that there can be a contribution from the resonant component of the Casimir-Polder
potential. The electric permittivity is a functions of complex frequency, i.e., ε = ε(iξ) and is therefore a
real quantity.
A resonant contribution to the Casimir-Polder potential in this scenario will only occur if
|ωkn| < |v·k|. (6.65)
The electric part of the resonant component will be proportional to the real part of the Green’s function
evaluated at ω = −v ·k. However, the resonant components will not be included in this calculation of
the Casimir-Polder potential. The Taylor expansions of the response functions, Eqs. (6.43a) and Eq.
(6.43b), are only valid for small v and k. Although the integral over k˜z1 has an upper bound of ∞, the
exponential function acts as a cut oﬀ and therefore k is restrained to small values and the expansion of
the response functions can be used in this scenario. The integrals have been altered by
∫
dks →
∫ 2π
0
dθ
∫ ∞
0
dksks, (6.66)
where it should be noted that the angle integral has not been performed yet. In Eqs. (6.63) and (6.64)
the relationship
kskˆs ·v = ksv cos θ, (6.67)
has been used. In Eq. (6.64), the numerator of the reﬂection coeﬃcients Eqs. (6.61b) and (6.61c) has
been rewritten as
kyvx − kxvy = (v×ks)·zˆ = vks sin θnˆ·zˆ. (6.68)
The velocity vector is constrained to the (x − y)-plane, as is the ks vector, this means that nˆ = zˆ and
therefore nˆ·zˆ = 1. In the non-retarded limit, ks ≈ k˜z1, this means that Eqs. (6.63) and (6.64) become
U0e (zA) =
μ0
16π3
∫ ∞
0
dξξ2
∫ 2π
0
dθ
∫ ∞
ξ
c
dk˜z1α
0(iξ)
(
1− 2k˜
2
z1
k˜21
)[
(ε− k˜z1v cos θ∂ε− 1)
(ε− k˜z1v cos θ∂ε+ 1)
]
e−2k˜z1zA , (6.69a)
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U0c (zA) =
iμ0
8π3c
∫ ∞
0
dξξ2
∫ 2π
0
dθ
∫ ∞
0
dkz1(Γ
0
em(iξ) + Γ
0
me(iξ))
(
1− k˜
2
z1
k˜21
)
×
[
(k˜z1v sin θ)(1− ε)
ck˜z1(ε− k˜z1v cos θ∂ε+ 1)
]
e−2k˜z1zA ,
(6.69b)
respectively. It should be noted that the quantity ∂[ε(iξ)] is imaginary, whereas ε(iξ), v and k˜z1 (in the
non-retarded limit) are real valued. This means that there will not be any singularites and therefore poles
when performing the contour integral in complex frequency space. Although the velocity is constant, as
the integral is over all ks, the angle between v and ks changes with the angle of ks in polar coordinates
(denoted as θ). Therefore, it is assumed that the angle between v and ks is aligned with the polar
coordinate θ. In Eqs. (6.69a) and (6.69b) the angle integrals are performed,
∫ 2π
0
dθ
(
ε− 1− k˜z1v cos θ∂ε
ε+ 1− k˜z1v cos θ∂ε
)
= 2π
[ε+ 1 + k˜z1v∂ε− 2√ ε+1+k˜z1v∂εε+1−k˜z1v∂ε
ε+ 1 + k˜z1v∂ε
]
, (6.70a)
∫ 2π
0
dθ
(
(k˜z1v sin θ)(1− ε)
(ε+ 1− k˜z1v cos θ∂ε)
)
= 0. (6.70b)
The result in Eq. (6.70b) has the implication that there is no contribution to the cross term in the
Casimir-Polder potential to linear order in velocity. Substituting Eq. (6.70a) into Eq. (6.69a) leads to
U0e (zA) =
μ0
8π2
∫ ∞
0
dξξ2α0(iξ)
∫ ∞
ξ
c
dk˜z1
(
1− 2k˜
2
z1
k˜21
)[ (ε+ 1 + k˜z1v∂ωε− 2√ ε+1+k˜z1v∂ωεε+1−k˜z1v∂ωε )
(ε+ 1 + k˜z1v∂ωε)
]
e−2k˜z1zA ,
(6.71)
which can be written as
U0e (zA) =
μ0
8π2
∫ ∞
0
dξξ2α0(iξ)
∫ ∞
ξ
c
dk˜z1
(
1− 2k˜
2
z1
k˜21
)[√
(ε+ 1)2 − (k˜z1v∂ε)2 − 2√
(ε+ 1)2 − (k˜z1v∂ε)2
]
e−2k˜z1zA . (6.72)
It can be seen that the only extra contribution to the Casimir-Polder potential comes from the eﬀect that
the Doppler shift in frequency has on the dielectrics permittivity, even in the low velocity limit. This
cannot be solved analytically and therefore a numerical solution is required. Similar to Refs. [102, 108],
it was found that to ﬁrst order in velocity there is no additional contribution to the Casimir-Polder
potential deriving from magnetoelectric mixing eﬀects.
In this chapter the quantisation of the electromagnetic ﬁeld in moving media has been presented. A
medium that is isotropic in its rest frame will be observed as bianisotropic in an arbitrary inertial frame.
From the perspective of a laboratory frame moving media is treated as equivalent to stationary non-
reciprocal bianisotropic media. This ensures the quantisation of the electromagnetic ﬁelds in the medium
and it ensures compliance with the ﬂuctuation dissipation theorem. At low velocities, and to ﬁrst order
in velocity, the motion of the medium only aﬀects the Casimir-Polder potential through a Doppler shift
in frequency. In this regime there are no mixed components of the Casimir-Polder potential generated
due to the motion.
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Chapter 7
Conclusion and Outlook
The recent advances in nanotechnology and metamaterial research have opened up the possibility that
media with speciﬁc desired properties can be constructed. The response of these media to an applied
electromagnetic ﬁeld can then be used to generate unusual properties of dispersion forces. For exam-
ple, dispersion forces that can selectively discriminate between particles based on atomic or molecular
properties can be used as a method to separate a mixed solution.
In order to understand the properties of the media and therefore the dispersion forces they can
generate, it is necessary to extend macroscopic QED to include the description of all linear absorbing
media. This thesis has shown that it is possible to encorporate all linear media within the macroscopic
QED framework, this includes media with a non-reciprocal response, spatially non-local response and
media described by bianisotropic response functions.
In chapter 3 the quantisation of the electromagnetic ﬁeld in general linear absorbing media was
presented. This can be applied to all linear absorbing media, including non-reciprocal and spatially non-
local media and only prior knowledge of the mediums conductivity tensor is required. Chapter 4 showed
the quantisation of the electromagnetic ﬁeld in media described by bianisotropic response functions. It
was found that the duality invariance is a continuous symmetry for non-reciprocal media, whereas it is
a discrete symmetry for reciprocal bianisotropic media.
In chapter 5 the chiral component of the Casimir-Polder potential was derived and was found to exist
only if the molecule and the medium are chiral. As an example, the Casimir-Polder potential between
Dimethyl Disulﬁde and a chiral metamaterial was calculated and it was found that the electric component
of the Casimir-Polder potential was larger than the chiral contribution to the Casimir-Polder potential
by 12 orders of magnitude. It was found that in a cavity between chiral media of opposite handedness,
a molecule initially in an excited state could be separated from its enantiomer if the electric component
is suppressed suﬃciently by a suitable choice of the mediums resonant frequency.
In chapter 6 the quantisation of the electromagnetic ﬁeld in moving media was achieved by noting
that from the viewpoint of an inertial laboratory frame, moving media can be considered as equivalent
to stationary non-reciprocal bianisotropic media. This means that the results of chapters 3 and 4 ensure
the quantisation of the electromagnetic ﬁeld and compliance with the ﬂuctuation dissipation theorem in
moving media. A modiﬁed reciprocity condition for moving media was derived, which takes into account
the need for velocity to be reversed in order to preserve time symmetry. It was found that, to ﬁrst
order in velocity, additional components of the Casimir-Polder potential are not generated between a
stationary atom and a moving medium. In fact, in this regime the only eﬀect of the motion is seen as a
Doppler shift in the frequency which aﬀects the dielectric permittivity of the medium in motion.
The work in this thesis has provided the framework for the quantisation of the electromagnetic ﬁeld
in general absorbing linear media. This can be applied to any media in the linear response regime, the
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media can be described by a conductivity tensor or by magnetoelectric response functions. A potential
application could be to use non-reciprocal media to detect CP (Charge Parity) violating particles through
a dispersion force. The derivation of the chiral component of the Casimir-Polder potential is applicable
to a general arrangement of chiral media near a chiral molecule and therefore further exploration with
diﬀerent geometries and strongly chiral media is the next step. The inclusion of higher order velocity
terms in the Casimir-Polder force between a stationary atom and a moving medium could contribute to
a consistent theory of the dispersion forces between objects in relative motion, quantum friction.
81
Bibliography
[1] J. C. Maxwell, A treatise on electricity and magnetism. Claredon, 1873.
[2] B. Huttner and S. M. Barnett, “Quantization of the electromagnetic ﬁeld in dielectrics,” Phys.
Rev. A, vol. 46, pp. 4306–4322, Oct 1992.
[3] L. G. Suttorp and M. Wubs, “Field quantization in inhomogeneous absorptive dielectrics,” Phys.
Rev. A, vol. 70, p. 013816, Jul 2004.
[4] T. G. Philbin, “Canonical quantization of macroscopic electromagnetism,” New J. Phys., vol. 12,
p. 123008, 2010.
[5] T. Gruner and D.-G. Welsch, “Green-function approach to the radiation-ﬁeld quantization for
homogeneous and inhomogeneous kramers-kronig dielectrics,” Phys. Rev. A, vol. 53, pp. 1818–
1829, Mar 1996.
[6] H. T. Dung, L. Kno¨ll, and D.-G. Welsch, “Three-dimensional quantization of the electromagnetic
ﬁeld in dispersive and absorbing inhomogeneous dielectrics,” Phys. Rev. A, vol. 57, pp. 3931–3942,
May 1998.
[7] S. Y. Buhmann and S. Scheel, “Thermal Casimir versus Casimir-Polder forces: Equilibrium and
nonequilibrium forces,” Phys. Rev. Lett., vol. 100, p. 253201, Jun 2008.
[8] S. Y. Buhmann, L. Kno¨ll, D.-G. Welsch, and H. T. Dung, “Casimir-Polder forces: A nonpertur-
bative approach,” Phys. Rev. A, vol. 70, p. 052117, Nov 2004.
[9] H. T. Dung, S. Y. Buhmann, L. Kno¨ll, D.-G. Welsch, S. Scheel, and J. Ka¨stel, “Electromagnetic-
ﬁeld quantization and spontaneous decay in left-handed media,” Phys. Rev. A, vol. 68, p. 043816,
Oct 2003.
[10] S. Y. Buhmann, S. Scheel, S. A. Ellingsen, K. Hornberger, and A. Jacob, “Casimir-Polder interac-
tion of fullerene molecules with surfaces,” Phys. Rev. A, vol. 85, p. 042513, Apr 2012.
[11] S. Y. Buhmann, H. Safari, S. Scheel, and A. Salam, “Body-assisted dispersion potentials of dia-
magnetic atoms,” Phys. Rev. A, vol. 87, p. 012507, Jan 2013.
[12] S. Scheel and S. Y. Buhmann, “Macroscopic Quantum Electrodynamics - Concepts and Applica-
tions,” acta physica slovaca, vol. 58, pp. 675 – 809, 2008.
[13] S. Scheel, L. Kno¨ll, and D.-G. Welsch, “QED commutation relations for inhomogeneous kramers-
kronig dielectrics,” Phys. Rev. A, vol. 58, pp. 700–706, Jul 1998.
[14] W. Vogel and D.-G. Welsch, Quantum Optics. Weinheim: Wiley, 1996.
[15] H.-P. Breur and F. Petruccione, The Theory of Open Quantum Systems. Oxford: Oxford University
Press, 2007.
[16] C. Eberlein and R. Zietal, “Quantum electrodynamics near a dispersive and absorbing dielectric,”
Phys. Rev. A, vol. 86, p. 022111, Aug 2012.
[17] A. Tip, “Linear absorptive dielectrics,” Phys. Rev. A, vol. 57, pp. 4818–4841, Jun 1998.
[18] A. Tip, L. Kno¨ll, S. Scheel, and D.-G. Welsch, “Equivalence of the langevin and auxiliary-ﬁeld
quantization methods for absorbing dielectrics,” Phys. Rev. A, vol. 63, p. 043806, Mar 2001.
82
[19] S. A. R. Horsley, “Consistency of certain constitutive relations with quantum electromagnetism,”
Phys. Rev. A, vol. 84, p. 063822, Dec 2011.
[20] A. C. Judge, M. J. Steel, J. E. Sipe, and C. M. de Sterke, “Canonical quantization of macro-
scopic electrodynamics in a linear, inhomogeneous magnetoelectric medium,” Phys. Rev. A, vol. 87,
p. 033824, Mar 2013.
[21] H. B. G. Casimir, “On the attraction between two perfectly conducting plates,” Proc. K. Ned
Akad. Wet., vol. 51, p. 793, 1948.
[22] D. Garcia-Sanchez, K. Y. Fong, H. Bhaskaran, S. Lamoreaux, and H. X. Tang, “Casimir force and
in situ surface potential measurements on nanomembranes,” Phys. Rev. Lett., vol. 109, p. 027202,
Jul 2012.
[23] H. B. G. Casimir and D. Polder, “The inﬂuence of retardation on the london-van der waals forces,”
Phys. Rev., vol. 73, pp. 360–372, Feb 1948.
[24] C. I. Sukenik, M. G. Boshier, D. Cho, V. Sandoghdar, and E. A. Hinds, “Measurement of the
Casimir-Polder force,” Phys. Rev. Lett., vol. 70, pp. 560–563, Feb 1993.
[25] S. Y. Buhmann, Dispersion Forces I. Springer, 2012.
[26] S. Y. Buhmann, Dispersion Forces II. Springer, 2012.
[27] E. A. Power and S. Zienau, “Coulomb gauge in non-relativistic quantum electro-dynamics and
the shape of spectral lines,” Philosophical Transactions of the Royal Society of London. Series A,
Mathematical and Physical Sciences, vol. 251, no. 999, pp. 427–454, 1959.
[28] H. T. Dung, S. Y. Buhmann, and D.-G. Welsch, “Local-ﬁeld correction to the spontaneous decay
rate of atoms embedded in bodies of ﬁnite size,” Phys. Rev. A, vol. 74, p. 023803, Aug 2006.
[29] H. Safari, D.-G. Welsch, S. Y. Buhmann, and S. Scheel, “van der waals potentials of paramagnetic
atoms,” Phys. Rev. A, vol. 78, p. 062901, Dec 2008.
[30] A. Sambale, S. Y. Buhmann, D.-G. Welsch, and M.-S. Tomasˇ, “Local-ﬁeld correction to one- and
two-atom van der waals interactions,” Phys. Rev. A, vol. 75, p. 042109, Apr 2007.
[31] S. Y. Buhmann, S. Scheel, and J. Babington, “Universal scaling laws for dispersion interactions,”
Phys. Rev. Lett., vol. 104, p. 070404, Feb 2010.
[32] S. Y. Buhmann, D.-G. Welsch, and T. Kampf, “Ground-state van der waals forces in planar
multilayer magnetodielectrics,” Phys. Rev. A, vol. 72, p. 032112, Sep 2005.
[33] D. B. Melrose and R. C. McPhedran, Electromagnetic Processes in Dispersive Media. Cambridge:
Cambridge University Press, 1991.
[34] D. B. Melrose, Quantum Plasmadynamics: Unmagnetized Plasmas. New York: Springer, 2008.
[35] A. I. Ferna´ndez-Domı´nguez, A. Wiener, F. J. Garc´ıa-Vidal, S. A. Maier, and J. B. Pendry,
“Transformation-optics description of nonlocal eﬀects in plasmonic nanostructures,” Phys. Rev.
Lett., vol. 108, p. 106802, Mar 2012.
[36] G. Castaldi, V. Galdi, A. Alu`, and N. Engheta, “Nonlocal transformation optics,” Phys. Rev. Lett.,
vol. 108, p. 063902, Feb 2012.
[37] J. Sun, Y. Huang, and L. Gao, “Nonlocal composite media in calculations of the Casimir force,”
Phys. Rev. A, vol. 89, p. 012508, Jan 2014.
[38] B. M. Wells, A. V. Zayats, and V. A. Podolskiy, “Nonlocal optics of plasmonic nanowire metama-
terials,” Phys. Rev. B, vol. 89, p. 035111, Jan 2014.
[39] M. Silveirinha, “Design of linear-to-circular polarization transformers made of long densely packed
metallic helices,” Antennas and Propagation, IEEE Transactions on, vol. 56, pp. 390–401, Feb
2008.
83
[40] C. Raabe, S. Scheel, and D.-G. Welsch, “Uniﬁed approach to qed in arbitrary linear media,” Phys.
Rev. A, vol. 75, p. 053813, May 2007.
[41] S. A. R. Horsley and T. G. Philbin, “Canonical quantization of electromagnetism in spatially
dispersive media,” New Journal of Physics, vol. 16, no. 1, p. 013030, 2014.
[42] B. D. H. Tellegen, “The gyrator, a new electric network element,” Philips Res. Rept., vol. 3,
pp. 81–101, April 1948.
[43] I. V. Lindell and A. H. Sihvola, “Perfect electromagnetic conductor,” Journal of Electromagnetic
Waves and Applications, vol. 19, no. 7, pp. 861–869, 2005.
[44] B.-I. Popa and S. A. Cummer, “Nonreciprocal active metamaterials,” Phys. Rev. B, vol. 85,
p. 205101, May 2012.
[45] M. Shalaby, M. Peccianti, Y. Ozturk, and Morandotti, “A magnetic non-reciprocal isolator for
broadband terahertz operation,” Nature Communications, vol. 4, p. 1558, March 2013.
[46] L. Onsager, “Reciprocal relations in irreversible processes. i.,” Phys. Rev., vol. 37, pp. 405–426,
Feb 1931.
[47] L. Onsager, “Reciprocal relations in irreversible processes. ii.,” Phys. Rev., vol. 38, pp. 2265–2279,
Dec 1931.
[48] A. Lakhtakia and W. Weiglhofer, “Are linear, nonreciprocal, biisotropic media forbidden?,” Mi-
crowave Theory and Techniques, IEEE Transactions on, vol. 42, pp. 1715–1716, Sep 1994.
[49] R. E. Raab and A. H. Sihvola, “On the existence of linear non-reciprocal bi-isotropic (nrbi) media,”
Journal of Physics A: Mathematical and General, vol. 30, no. 4, p. 1335, 1997.
[50] W. S. Weiglhofer and A. Lakhtakia, “On the non-existence of linear non-reciprocal bi-isotropic
(nrbi) media,” Journal of Physics A: Mathematical and General, vol. 30, no. 7, p. 2597, 1997.
[51] R. E. Raab and A. H. Sihvola, “Reply to the comment on the existence of nrbi media,” Journal of
Physics A: Mathematical and General, vol. 31, no. 3, p. 1111, 1998.
[52] W. S. Weiglhofer and A. Lakhtakia, “Further remarks on the non-existence of linear non-reciprocal
bi-isotropic media,” Journal of Physics A: Mathematical and General, vol. 31, no. 3, p. 1113, 1998.
[53] D. A. Abanin, I. Skachko, X. Du, E. Y. Andrei, and L. S. Levitov, “Fractional quantum hall eﬀect
in suspended graphene: Transport coeﬃcients and electron interaction strength,” Phys. Rev. B,
vol. 81, p. 115410, Mar 2010.
[54] E. Tang, J.-W. Mei, and X.-G. Wen, “High-temperature fractional quantum hall states,” Phys.
Rev. Lett., vol. 106, p. 236802, Jun 2011.
[55] J. K. Wang and V. J. Goldman, “Measurements and modeling of nonlocal resistance in the frac-
tional quantum hall eﬀect,” Phys. Rev. B, vol. 45, pp. 13479–13487, Jun 1992.
[56] S. Y. Buhmann, D. T. Butcher, and S. Scheel, “Macroscopic quantum electrodynamics in nonlocal
and nonreciprocal media,” New J. Phys., vol. 14, p. 083034, 2012.
[57] H. B. Callen and T. A. Welton, “Irreversibility and generalized noise,” Phys. Rev., vol. 83, pp. 34–
40, Jul 1951.
[58] R. Kubo, “The ﬂuctuation-dissipation theorem,” Reports on Progress in Physics, vol. 29, no. 1,
p. 255, 1966.
[59] E. J. Post, Formal Structure of electromagnetics. New York: Dover, 1997.
[60] J.-A. Kong, “Theorems of bianisotropic media,” Proceedings of the IEEE, vol. 60, pp. 1036–1046,
Sept 1972.
[61] A. Lakhtakia, V. V. Varadan, and V. K. Varadan, “Field equations, huygens’s principle, integral
equations, and theorems for radiation and scattering of electromagnetic waves in isotropic chiral
media,” J. Opt. Soc. Am. A, vol. 5, pp. 175–184, Feb 1988.
84
[62] C. T. Tai, “A study of electrodynamics of moving media,” Proceedings of the IEEE, vol. 52,
pp. 685–689, June 1964.
[63] R. R. Birss, “Macroscopic symmetry in space-time,” Reports on Progress in Physics, vol. 26, no. 1,
p. 307, 1963.
[64] G. T. Rado, “Observation and possible mechanisms of magnetoelectric eﬀects in a ferromagnet,”
Phys. Rev. Lett., vol. 13, pp. 335–337, Sep 1964.
[65] T. H. O’Dell, “Magnetoelectrics - a new class of materials,” Electroics and Power, vol. 11, p. 266,
1965.
[66] C. Kriegler, M. Rill, S. Linden, and M. Wegener, “Bianisotropic photonic metamaterials,” Selected
Topics in Quantum Electronics, IEEE Journal of, vol. 16, pp. 367–375, March 2010.
[67] F. S. S. Rosa, D. A. R. Dalvit, and P. W. Milonni, “Casimir-lifshitz theory and metamaterials,”
Phys. Rev. Lett., vol. 100, p. 183602, May 2008.
[68] C. Henkel and K. Joulain, “Casimir force between designed materials: What is possible and what
not,” EPL (Europhysics Letters), vol. 72, no. 6, p. 929, 2005.
[69] M. P. Silverman, “Reﬂection and refraction at the surface of a chiral medium: comparison of
gyrotropic constitutive relations invariant or noninvariant under a duality transformation,” J. Opt.
Soc. Am. A, vol. 3, pp. 830–837, Jun 1986.
[70] I. Lindell and A. Vitanen, “Duality transformations for general bi-isotropic (nonreciprocal chiral)
media,” Antennas and Propagation, IEEE Transactions on, vol. 40, pp. 91–95, Jan 1992.
[71] S. Y. Buhmann and S. Scheel, “Macroscopic quantum electrodynamics and duality,” Phys. Rev.
Lett., vol. 102, p. 140404, Apr 2009.
[72] Z. Li, K. Aydin, and E. Ozbay, “Determination of the eﬀective constitutive parameters of bian-
isotropic metamaterials from reﬂection and transmission coeﬃcients,” Phys. Rev. E, vol. 79,
p. 026610, Feb 2009.
[73] E. U. Condon, “Theories of Optical Rotatory Power,” Rev. Mod. Phys., vol. 9, p. 432, October
1937.
[74] P. Kra´l, I. Thanopulos, M. Shapiro, and D. Cohen, “Two-step enantio-selective optical switch,”
Phys. Rev. Lett., vol. 90, p. 033001, Jan 2003.
[75] I. Thanopulos, P. Krl, and M. Shapiro, “Theory of a two-step enantiomeric puriﬁcation of racemic
mixtures by optical means: The d2s2 molecule,” The Journal of Chemical Physics, vol. 119, no. 10,
pp. 5105–5116, 2003.
[76] D. Vardanega, F. Picaud, and C. Girardet, “Towards selective detection of chiral molecules using
SWNT sensors,” Surface Science, vol. 601, no. 18, pp. 3818 – 3822, 2007. ECOSS-24 Proceedings
of the 24th European Conference on Surface Science.
[77] J. Trost and K. Hornberger, “Hund’s paradox and the collisional stabilization of chiral molecules,”
Phys. Rev. Lett., vol. 103, p. 023202, Jul 2009.
[78] A. Rauk, “Chiroptical properties of disulﬁdes. ab initio studies of dihydrogen disulﬁde and dimethyl
disulﬁde,” J. Am. Chem. Soc., vol. 106, 1984.
[79] T. Crawford, “Ab initio calculation of molecular chiroptical properties,” Theoretical Chemistry
Accounts, vol. 115, no. 4, pp. 227–245, 2006.
[80] J. Trost and K. Hornberger, “The twisted arc model for chiral molecules,” Chemical Physics,
vol. 335, no. 23, pp. 115 – 123, 2007.
[81] R. Ettl, I. Chao, F. Diederich, and R. Whetten, “Isolation of C76, a chiral (d2) allotrope of carbon,”
Nature, vol. 353, p. 149, 1991.
[82] P. L. Polavarapu, J. He, J. Crassous, and K. Ruud, “Absolute conﬁguration of c76 from optical
rotatory dispersion,” ChemPhysChem, vol. 6, no. 12, pp. 2535–2540, 2005.
85
[83] X. Li, X. Tu, S. Zaric, K. Welsher, W. S. Seo, W. Zhao, and H. Dai, “Selective synthesis combined
with chemical separation of single-walled carbon nanotubes for chirality selection,” Journal of the
American Chemical Society, vol. 129, no. 51, pp. 15770–15771, 2007.
[84] C. M. Soukoulis and M. Wegener, “Past achievements and future challenges in the development of
three-dimensional photonic metamaterials,” Nature Photonics, vol. 5, pp. 523 – 530, 2011.
[85] J. K. Gansel, M. Thiel, M. S. Rill, M. Decker, K. Bade, V. Saile, G. von Freymann, S. Linden,
and M. Wegener, “Gold helix photonic metamaterial as broadband circular polarizer,” Science,
vol. 325, no. 5947, pp. 1513–1515, 2009.
[86] M. S. Rill, C. E. Kriegler, M. Thiel, G. von Freymann, S. Linden, and M. Wegener, “Negative-
index bianisotropic photonic metamaterial fabricated by direct laser writing and silver shadow
evaporation,” Opt. Lett., vol. 34, pp. 19–21, Jan 2009.
[87] S. Zhang, Y.-S. Park, J. Li, X. Lu, W. Zhang, and X. Zhang, “Negative refractive index in chiral
metamaterials,” Phys. Rev. Lett., vol. 102, p. 023901, Jan 2009.
[88] M. Hentschel, M. Schferling, T. Weiss, N. Liu, and H. Giessen, “Three-dimensional chiral plasmonic
oligomers,” Nano Letters, vol. 12, no. 5, pp. 2542–2547, 2012.
[89] Y. Tang and A. E. Cohen, “Optical chirality and its interaction with matter,” Phys. Rev. Lett.,
vol. 104, p. 163901, Apr 2010.
[90] E. Hendry, T. Carpy, J. Johnston, M. Popland, R. V. Mikhaylovskiy, A. J. Lapthorn, S. M. Kelly,
L. D. Barron, N. Gadegaard, and M. Kadodwala, “Ultrasensitive detection and characterization of
biomolecules using superchiral ﬁelds,” Nature Nanotechnology, vol. 5, p. 783, 2010.
[91] R. Zhao, J. Zhou, T. Koschny, E. N. Economou, and C. M. Soukoulis, “Repulsive Casimir force in
chiral metamaterials,” Phys. Rev. Lett., vol. 103, p. 103602, Sep 2009.
[92] D. T. Butcher, S. Y. Buhmann, and S. Scheel, “Casimir - Polder forces between chiral objects,”
New J. Phys., vol. 14, p. 113013, 2012.
[93] S. M. Ali, T. M. Habashy, and J. A. Kong, “Spectral-domain dyadic greens function in layered
chiral media,” JOSA A, vol. 9, 1992.
[94] C. Zhang and T. J. Cui, “Negative reﬂections of electromagnetic waves in a strong chiral medium,”
Applied Physics Letters, vol. 91, no. 19, pp. –, 2007.
[95] C. Zhang and T. J. Cui, “Spatial dispersion and energy in strong chiral medium,” Optics Express,
vol. 15, p. 5114, 2007.
[96] I. V. Lindell and F. M. Dahl, “Conditions for the parameter dyadics of lossy bianisotropic media,”
Microwave and Optical Technology Letters, vol. 29, no. 3, pp. 175–178, 2001.
[97] F. Gue´rin, “Energy dissipation and absorption in reciprocal bi-isotropic media described by diﬀer-
ent formalisms,” PIERS, vol. 9, 1994.
[98] N. L. Tsitsas, A. Lakhtakia, and D. J. Frantzeskakis, “Vector solitons in nonlinear isotropic chiral
metamaterials,” Journal of Physics A: Mathematical and Theoretical, vol. 44, no. 43, p. 435203,
2011.
[99] I. M. B. de Figueiredo and R. E. Raab, “A molecular theory of new diﬀerential light-scattering
eﬀects in a ﬂuid,” Proceedings of the Royal Society of London. A. Mathematical and Physical
Sciences, vol. 375, no. 1762, pp. 425–441, 1981.
[100] A. Einstein, “Zur Elektrodynamik bewegter Ko¨rper,” Annalen der Physik, vol. 322, pp. 891–921,
1905. English translation from “The principle of relativity : a collection of original memoirs on the
special and general theory of relativity”, Dover, New York, 1952.
[101] J. F. McKenzie, “Electromagnetic waves in uniformly moving media,” Proceedings of the Physical
Society, vol. 91, no. 3, p. 532, 1967.
86
[102] S. A. R. Horsley, M. Artoni, and G. C. La Rocca, “Radiation pressure in stratiﬁed moving media,”
Phys. Rev. A, vol. 86, p. 053820, Nov 2012.
[103] M. Amooshahi, “A a canonical relativistic approach to quantize electromagnetic ﬁeld in the pres-
ence of moving magneto-dielectric media,” Eur. Phys. J. D., vol. 54, p. 115, 2009.
[104] G. Pieplow and C. Henkel, “Fully covariant radiation force on a polarizable particle,” New Journal
of Physics, vol. 15, no. 2, p. 023027, 2013.
[105] R. Matloob, “Quantum electrodynamics of moving media,” Phys. Rev. A, vol. 71, p. 062105, Jun
2005.
[106] S. A. R. Horsley, “Canonical quantization of the electromagnetic ﬁeld interacting with a moving
dielectric medium,” Phys. Rev. A, vol. 86, p. 023830, Aug 2012.
[107] T. G. Philbin and U. Leonhardt, “No quantum friction between uniformly moving plates,” New
Journal of Physics, vol. 11, no. 3, p. 033035, 2009.
[108] J. B. Pendry, “Quantum friction - fact or ﬁction?,” New Journal of Physics, vol. 12, no. 3, p. 033028,
2010.
[109] U. Leonhardt, “Comment on ‘Quantum friction - fact or ﬁction?’,” New Journal of Physics, vol. 12,
no. 6, p. 068001, 2010.
[110] J. B. Pendry, “Reply to comment on ‘Quantum friction - fact or ﬁction?’,” New Journal of Physics,
vol. 12, no. 6, p. 068002, 2010.
[111] J. B. Pendry, “Shearing the vacuum - quantum friction,” Journal of Physics: Condensed Matter,
vol. 9, no. 47, p. 10301, 1997.
[112] S. Scheel and S. Y. Buhmann, “Casimir-Polder forces on moving atoms,” Phys. Rev. A, vol. 80,
p. 042902, Oct 2009.
[113] G. Pieplow and C. Henkel, “Cherenkov friction on a neutral particle moving parallel to a dielectric,”
eprint, 2014. arXiv:1402.4518.
[114] D. T. Butcher, S. Y. Buhmann, and S. Scheel, “Macroscopic quantum electrodynamics in moving
media.” In Preparation, 2014.
[115] E. L. Tan and S. Y. Tan, “On the Eigenfunction Expansions of the Dyadic Green’s Functions for
Bianisotropic Media,” Progress In Electromagnetics Research, vol. 20, pp. 227–247, 1998.
[116] W. C. Chew, Waves and Fields in Inhomogeneous Media. New York: IEEE PRESS, 1995.
[117] H. C. Chen, Theory of Electromagnetic Waves. McGraw-Hill, 1983.
87
Appendix A
Kramers-Kronig Relations
The electric susceptibility, χee(r, t), is a linear order response function that relates the polarisation ﬁeld,
P(r, t), to an applied electric ﬁeld E(r, t) through
P(r, t) = ε0
∫ ∞
0
dτχee(r, τ)·E(r, t− τ). (A.1)
To comply with the causality requirement that for times t < 0, χee(r, t) = 0, the susceptibility can be
rewritten as
χee(r, t) = Θ(t)χee(r, t), (A.2)
where Θ(t) is the step function. Following the procedure of Ref. [34], the step function is equivalent to
Θ(t) = 12 (1 + S(t)) where S(t) =
t
|t| is the sign function. The Fourier transform of the step function is
Θ(ω) =
i
ω − iη = iP
1
ω
− πδ(ω), (A.3)
where η is a small value that tends to zero from above. The right hand side of Eq. (A.3) is a statement of
Sochotzki’s formula, where P refers to the Cauchy principle value. This means that the Fourier transform
of Eq. (A.2) is
χee(r, ω) =
P
iπ
∫ ∞
−∞
dω′
χee(r, ω
′)
ω − ω′ . (A.4)
Substituting χee(r, ω) = Re[χee(r, ω)] + iIm[χee(r, ω)] into the above leads to the relations
Re[χee(r, ω)] =
P
π
∫ ∞
−∞
dω′
Im[χee(r, ω
′)]
ω − ω′ , (A.5a)
Im[χee(r, ω)] = −P
π
∫ ∞
−∞
dω′
Re[χee(r, ω
′)]
ω − ω′ . (A.5b)
These are the Kramers - Kronig relations for the electric susceptibility response function. It can be seen
that the causality condition on the susceptibility means that a real part of the susceptibility necessarily
implies the existence of a non-zero imaginary part. However, it should be noted that the response
function must go to zero as ω → ∞ in order for the Kramers - Kronig relations to exist. An equivalent
set of relations can be found for the magnetic susceptibility, which links the magnetisation ﬁeld and the
magnetic induction ﬁeld. In this thesis the permittivity, ε, and permeability, μ, will be used in preference
to the susceptibilities and the simple links between them are,
Re[χee(r, ω)] + I = Re[ε(r, ω)], (A.6a)
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Im[χee(r, ω)] = Im[ε(r, ω)], (A.6b)
Re[χmm(r, ω)]− I = Re[μ−1(r, ω)], (A.6c)
Im[χmm(r, ω)] = Im[μ
−1(r, ω)]. (A.6d)
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Appendix B
Schwarz Reﬂection Principle
The Schwarz reﬂection principle, sometimes called the reality conditon, applies to real functions, where
f(t) = f∗(t). The Fourier transformation and subsequent inverse Fourier transformation of a function,
f(t), are as follows,
f(t) =
∫
dω
2π
e−iωtf(ω), (B.1a)
f(ω) =
∫
dteiωtf(t). (B.1b)
Taking the complex conjugate of Eq. (B.1b) results in
f∗(ω) =
∫
dte−iω
∗tf∗(t) =
∫
dte−iω
∗tf(t), (B.2)
where in the far right equality the reality of the function has been used, i.e., f(t) = f∗(t) has been
substituted. This means that Eq. (B.2) now shows the Fourier transform of f(−ω∗). Therefore it has
been shown that,
f∗(ω) = f(−ω∗), (B.3)
the Schwarz reﬂection principle.
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Appendix C
Reciprocity of the Green’s Function
The Green’s function is deﬁned as the unique solution to the Helmholtz equation shown in Eq. (2.13)
[∇×μ−1(r, ω)·∇×I − ω2
c2
ε(r, ω)
]·G(r, r′, ω) = δ(r− r′). (C.1)
This is the right inverse of the Helmholtz operator, which means that a left inverse must exist,
G(r, r′, ω)·[I×∇′ ·μ−1(r′, ω)×∇− ω2
c2
ε(r′, ω)
]
= δ(r− r′). (C.2)
By taking the transpose and swapping the spatial variables, r and r′, Eq. (C.2) can be rewritten as
[∇×μ−1(r, ω)·∇×I − ω2
c2
ε(r, ω)
]·GT(r′, r, ω) = δ(r− r′), (C.3)
where the reciprocity of the of the permittivity and permeability tensors has been assumed. It can be
seen that the Helmholtz operators in Eqs. (C.1) and (C.3) are the same so the Green’s function deﬁned
must be equal,
G(r, r′, ω) = GT(r′, r, ω). (C.4)
Therefore the reciprocity condition, which follows from the reciprocity of the permittivity and perme-
ability, has been shown.
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Appendix D
Integral Relation for the Green’s
Function
D.1 Derivation of the Integral Relation
The integral relation connects the ﬂuctuations of the system with the dissipation into the medium. In
this appendix the general form of the integral relation is derived, followed by its application to various
linear media. As is shown in Refs. [12, 40], the integral relation can be constructed as follows. In the
most general form the solution to the Green’s function is given by the equation
∫
d3sH(r, s, ω)·G(s, r′, ω) = δ(r−r′), (D.1)
or
HG = δ, (D.2)
in the convolution notation detailed in chapter 4. The term, H, is the Helmholtz matrix operator and
it is dependent upon the medium in question. This matrix can be seen as the left inverse of the Green’s
function, but it should be noted that the right inverse is equally valid, i.e.,
GH = δ, (D.3)
holds. Taking the Hermitian conjugates of Eqs. (D.2) and (D.3), where Hermitian conjugation is denoted
by a † superscript, are
G†H† = δ, (D.4a)
H†G† = δ, (D.4b)
respectively. By multiplying Eq. (D.3) by G† on the right, Eq. (D.4b) by G on the left and substracting
the results, the most general result for the integral relation
G(H −H†)G† = G† −G
GIm[H]G† = −Im[G],
(D.5)
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is obtained. Im denotes the generalised imaginary part of the tensor, as introduced in Eq. (3.6b), section
3.1. In coordinate space this is written as
∫
d3s
∫
d3s′G(r, s, ω)·Im[H(s, s′, ω)]·G†(r′, s′, ω) = −Im[G(r, r′, ω)]. (D.6)
D.2 Linear Media
D.2.1 Reciprocal Anisotropic Media
For linear anisotropic media described by the response functions, ε(r, ω) and μ(r, ω), the Helmholtz
matrix operator that deﬁnes the Green’s function is
H(r, r′, ω) = ∇×μ−1(r, ω)·∇×δ(r− r′)− ω
2
c2
ε(r, ω)δ(r− r′), (D.7)
which can be read oﬀ from Eq. (2.13). The imaginary part is
Im[H(r, r′, ω)] = −ω
2
c2
Im[ε(r, ω)]δ(r− r′) +∇×Im[μ−1(r, ω)]·∇×δ(r− r′), (D.8)
where it has been assumed that the frequencies are real, i.e, ω = ω∗. The integral relation can then be
written as∫
d3s
∫
d3s′G(r, s, ω)·
[
ω2
c2
Im[ε(s, ω)]δ(s− s′)
−∇×Im[μ−1(s, ω)]·∇×δ(s− s′)
]
·G†(r′, s′, ω) = Im[G(r, r′, ω)],
(D.9)
When multiplied by μ0ω
2
π , the deﬁnitions Eqs. (2.32a) and (2.32b) can be used to write the integral
relation in the form
∑
λ=e,m
∫
d3sGλ(r, s, ω)·G†λ(r′, s, ω) =
μ0ω
2
π
Im[G(r, r′, ω)]. (D.10)
D.2.2 General Linear Media
A general linear medium can be described in terms of a complex conductivity tensor as shown in chapter
3. In this case the Helmholtz matrix operator can be read oﬀ Eq. (3.11)
H(r, r′, ω) =
[
∇×∇×I − ω
2
c2
I
]
·δ(r− r′)− iμ0ω
∫
d3sQ(r, s, ω)·δ(s− r′). (D.11)
The generalised imaginary part of this Helmholtz matrix operator is
Im[H(r, r′, ω)] = −μ0ωRe[Q(r, r′, ω)], (D.12)
where it has been assumed that the frequency is real. This leads to an integral relation of
μ0ω
∫
d3s
∫
d3s′G(r, s, ω)·Re[Q(s, s′, ω)]·G†(r′, s′, ω) = Im[G(r, r′, ω)]. (D.13)
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D.2.3 Bianisotropic Linear Media
Chapter 4 contains the quantisation of the electromagnetic ﬁeld in linear bianisotropic media. The
Helmholtz matrix operator can be read oﬀ from Eq. (4.13),
H = ∇×μ−1∇×− iω
c
∇×μ−1ζ + iω
c
ξμ−1∇×−ω
2
c2
(ε−ξμ−1ζ), (D.14)
in the convolution notation. The generalised imaginary part of this Helmholtz matrix operator is
Im[H] =− ω
2
c2
Im[ε−ξμ−1ζ]− ω
2c
∇×(μ−1ζ−μ−1†ξ†)
+
ω
2c
(ξμ−1−ζ†μ−1†)∇×I +∇×Im[μ−1]∇×I,
(D.15)
where it has been assumed that the frequencies are real. The integral relation can then be written as
[
G(ω)
[
ω2
c2
Im[ε−ξμ−1ζ] + ω
2c
∇×(μ−1ζ−μ−1†ξ†)
− ω
2c
(ξμ−1−ζ†μ−1†)∇×I −∇×Im[μ−1]∇×I
]
G†(ω)
]
(r, r′) = Im[G(r, r′, ω)].
(D.16)
For a chiral medium, the Post substitutions described in section 4.2 can be made to obtain the integral
relation. It can also be seen that Eq. D.16 is equivalent to Eq. (D.13) when Q is
Q = (iμ0ω)
−1∇×(μ−1 − I)×←−∇ + Z−10 ∇×μ−1ζ + Z−10 ξμ−1×
←−∇ − iε0ω(ε− ξμ−1ζ − I), (D.17)
as is shown in chapter 4.
94
Appendix E
Scattering Part of the Green’s
Function
E.1 Derivation of the Scattering Part of the Green’s Function
The constitutive relations can be used with Maxwell’s equations to obtain a wave (or Helmholtz) equation
for the electric ﬁeld, ∫
d3r′H(r, r′, ω)·E(r′, ω) = iωμ0jN(r, ω), (E.1)
where H is a Helmholtz matrix operator that is dependent on the medium in which the electric ﬁeld is
propagating. Equation (E.1) is solved by
E(r, ω) = iωμ0
∫
d3r′G(r, r′, ω)·jN(r′, ω) (E.2)
where the Green’s function, G, is deﬁned as the solution to
∫
d3sH(r, s, ω)·G(s, r′, ω) = δ(r− r′). (E.3)
When there are other media near the electromagnetic source, the picture is more complicated as the
electromagnetic ﬁelds can reﬂect oﬀ (or transmit through) the boundaries of the other media. These
scattering eﬀects inﬂuence the propagation of the electromagnetic ﬁelds and therefore need to be part of
the Green’s function solution. In this case it is common to write the Green’s function in terms of a bulk
part, G(0), and a scattering part, G(1),
G(r, r′, ω) = G(0)(r, r′, ω) +G(1)(r, r′, ω). (E.4)
The bulk part is position independent and is part of the solution to the electric ﬁeld in a region with
an electromagnetic source term. The scattering part of the Green’s function is position dependent
and describes the propagation through media that arises due to the reﬂection or transmission from the
boundaries between one media and another, diﬀerent media. Both parts of the Green’s function inherit
the properties of the total Green’s function, these include the Schwarz reﬂection condition, the behaviour
in the spatial limits and the compliance with causality, as is discussed at the end of section 2.1.1. The
reciprocity condition, Eq. (2.16), is only inherited if the full Green’s function is reciprocal.
The two spatial variables in the Green’s function refer to a source point, r′, where the atom or
molecule (electromagnetic source term) is situated and an observation point, r. If the observation point
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is not in the same medium as the source position, i.e. across the boundary between media, there is no
bulk contribution to the Green’s function in this medium. This can be expressed by noting that the bulk
part solves the inhomogeneous equation
∫
d3sHi(r, s, ω)·G(0)(s, r′, ω) = δ(r− r′), (E.5)
only when r and r′ are in the volume, Vi, otherwise G(0)(s, r′, ω) = 0. The scattering part of the Green’s
function solves the homogeneous equation
∫
d3sHi(r, s, ω)·G(1)(s, r′, ω) = 0, (E.6)
for r, r′ ∈ Vi and ∫
d3sHj(r, s, ω)·G(1)(s, r′, ω) = 0, (E.7)
for r′ ∈ Vi and r ∈ Vj where i = j. As per the procedure in [25], the scattering part of the Green’s
function can be written as
G(1)(r, r′, ω) =
∑
λ
aλ(r)cλ(r
′), (E.8)
this means that the terms aλ(r) need to solve∫
d3sH(r, s, ω)·aλ(s) = 0. (E.9)
Using an isotropic magnetodielectric medium as an example, the Helmholtz matrix operator is
H = ∇×∇×I − ω
2
c2
ε(ω)μ(ω)I. (E.10)
which is
H = −k×k×I − ω
2
c2
ε(ω)μ(ω)I, (E.11)
in k-space. The dispersion relation is obtained by solving Booker’s equation for k [115],
Det[H(k)] = 0, (E.12)
which in the case of an isotropic magnetodielectric is
k =
ω
c
√
ε(ω)μ(ω). (E.13)
This can be compared to the dispersion relation in free space
k =
ω
c
, (E.14)
which is found by solving Eq. (E.12) for
H = ∇×∇×I − ω
2
c2
I. (E.15)
The solutions to Eq. (E.9) are well known and are usually referred to as the s and p polarisation vectors
of plane waves. In this thesis a slightly diﬀerent form, given in Ref. [116], will be used. The polarisation
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vectors can be found by considering a vector wave equation of the form
∇×∇×F(r)− k2F(r) = 0. (E.16)
If the scalar potential, ψ(r), solves the scalar Helmholtz equation
(∇2 + k2)ψ(r) = 0, (E.17)
then a solution of the form
M(k, r) =
1
ks
∇×cψ(r), (E.18)
solves Eq. (E.16), where c is an arbitrary pilot vector. A futher solution of the form
N(k, r) =
1
k
∇×M(k, r), (E.19)
is also found. To derive the polarisation vectors to be used in this thesis, the solution to the scalar
Helmholtz equation, ψ(r) = eik·r, and choice of the unit vector in the z-direction as the pilot vector,
c = zˆ, are used to construct
M(k, r) =
1
ks
∇×zˆeik·r, (E.20a)
N(k, r) =
1
kks
∇×∇×zˆeik·r, (E.20b)
where k2s = k
2
x + k
2
y. It should be noted that although these polarisation vectors are suﬃcient for the
construction of a scattering Green’s function in many cases, in some bulk media the curl - free polarisation
vector is needed. This is deﬁned as
L(k, r) = ∇ψ(r), (E.21)
and, with M(k, r) and N(k, r), it completes an orthogonal set of polarisation vectors.
An incident plane wave will not change polarisation when it reﬂects oﬀ the boundary of an isotropic
magnetodielectric medium. This means that an incident wave with an M polarisation is reﬂected and
transmitted into plane waves which are also M polarised, the same is true for N polarised incident
waves. Consider a source point, r′, in free space (denoted by a subscript 1) near the boundary with an
isotropic magnetodielectric halfspace (denoted by a subscript 2), the boundary is the (x − y)-plane at
z = 0 and the medium ﬁlls out all space where z < 0. The scattering part of the Green’s function when
the observation point is in the same halfspace as the electromagnetic source, region 1, is dependent on
the reﬂection coeﬃcients, RMM and RNN and the scattering Green’s function is [25]
G
(1)
1 (r, r
′, ω) =
i
8π2
∫
dks
kz1
[
RMMM(ks, kz1, r)⊗M(−ks, kz1, r)
+RNNN(ks, kz1, r)⊗N(−ks, kz1, r)
]
,
(E.22)
where the deﬁnitions ks = (kx, ky, 0) and dks = dkxdky have been used. If the observation point is
instead in the magnetodielectric medium, the scattering Green’s function for medium 2 is
G
(1)
2 (r, r
′, ω) =
i
8π2
∫
dks
kz1
[
tMMM(ks,−kz2, r)⊗M(−ks, kz1, r)
+ tNNN(ks,−kz2, r)⊗N(−ks, kz1, r)
]
,
(E.23)
where tMM and tNN are transmission coeﬃcients. The reﬂection and transmission coeﬃcients can be
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obtained by the boundary conditions [25]
eˆ‖ ·
(
G1(r1, r
′, ω)−G2(r2, r′, ω)
)
= 0, (E.24a)
eˆ‖ ·
(
1
μ1(ω)
∇×G1(r1, r′, ω)− 1
μ2(ω)
∇×G2(r2, r′, ω)
)
= 0, (E.24b)
which apply when there is no surface current. The term eˆ‖ refers to two unit vectors that are perpendic-
ular to each other, and to the normal of the boundary surface. The bulk part of the Green’s function in
free space, the region with the electromagnetic source, is required to complete the total Green’s function
in region 1, G1(r1, r
′, ω). This is a well known result [116]
G
(0)
1 (r, r
′, ω) =
i
8π2
∫
dks
kz1
[
M(ks,±kz, r)⊗M(−ks,∓kz, r′) +N(ks,±kz, r)⊗N(−ks,∓kz, r′), (E.25)
where ± for z ≷ z′. Setting
eˆ‖ = eˆks , eˆM , (E.26a)
eˆks =
1
ks
(kx, ky, 0), (E.26b)
eˆM =
1
ks
(ky,−kx, 0), (E.26c)
and solving for the reﬂection and transmission coeﬃcients leads to
RMM =
μ2(ω)kz1 − kz2
μ2(ω)kz1 + kz2
, (E.27a)
RNN =
ε2(ω)kz1 − kz2
ε2(ω)kz1 + kz2
, (E.27b)
tMM =
2μ2(ω)kz1
μ2(ω)kz1 + kz2
, (E.27c)
tNN =
k2
k1
ε2(ω)kz1
ε2(ω)kz1 + kz2
, (E.27d)
which are the Fresnel reﬂection and transmission coeﬃcients. The scattering part of the Green’s function
in free space, region 1, and the isotropic magnetodielectric medium, region 2, can now be fully expressed.
E.2 Dyadic Properties of the Green’s Function
To calculate the dispersion forces discussed in this thesis, the trace of the Green’s function is needed.
In the dyadic construction of the Green’s function this involves taking the scalar product of the dyads,
which are the polarisation vectors. These are
M(ks, kz1, r)·M(−ks, kz1, r) = eiks·(r−r′)+kz1(z+z′), (E.28a)
N(ks, kz1, r)·N(−ks, kz1, r) =
(
1− 2k
2
z1
k21
)
eiks·(r−r
′)+kz1(z+z′), (E.28b)
M(ks, kz1, r)·N(−ks, kz1, r) = N(ks, kz1, r)·M(−ks, kz1, r) = 0. (E.28c)
The vector product of dyads is known from dyadic algebra [117]
u×a⊗b = (u×a)⊗b, (E.29)
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where a⊗b is a dyadic product and subsequently (u×a)⊗b is also a dyadic product, this allows the curl
of the Green’s function to be calculated. In terms of the polarisation vectors deﬁned above the vector
products are
∇×M(ks, kz, r) = kN(ks, kz, r), (E.30a)
∇×N(ks, kz, r) = kM(ks, kz, r). (E.30b)
The transpose of a dyadic product results in the dyads switching position, i.e., taking the transpose of
the dyadic product a⊗b is
(a⊗b)T = b⊗a. (E.31)
It can be convenient to change the integration variables to a form that allows analytical solutions. The
integral over dks can be changed to
∫
dks →
∫ 2π
0
dθ
∫ ∞
0
dksks → −2π
∫ ∞
ω
c
dkzkz → 2π
∫ ∞
ξ
c
dk˜z k˜z, (E.32)
and in complex frequency (ω → iξ) the wave vectors become
k1 = i
ξ
c
= ik˜1, k1z = ik˜1z, (E.33)
with
k˜1z =
√(
ξ
c
)2
+ k2s , (E.34)
in free space and
k2 = i
(
ξ
c
)(√
ε2(iξ)μ2(iξ)
)
= ik˜2, kz2 = i
√(
k˜2
)
+ k2s = ik˜z2, (E.35)
in the magnetodielectric halfspace.
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Appendix F
Transformation of Electromagnetic
Fields in Moving Media
In this appendix the transformation of the electromagnetic ﬁelds propagating through a medium in
motion with respect to an arbitrary laboratory frame will be shown. The rest frame of the medium is
the inertial reference frame in which the medium appears stationary. In all other inertial frames the
medium will appear to be in motion, which will aﬀect the observed electromagnetic ﬁeld. Although the
observed values diﬀer between inertial reference frames it should be noted that the laws of physics are
the same and the speed of light, c, is a constant in every inertial reference frame.
In order to transform the electromagnetic ﬁeld from one inertial reference frame to an arbitrary inertial
reference frame, some new notation needs to be introduced. Fourvectors are a mathematical construct
that combine the space like and the time like properties of quantities. For example, the position vector
r = (x, y, z) and the time component, t, are combined into the event fourvector, which is deﬁned as
xμ = [ct, x, y, z], xμ = [ct,−x,−y,−z], (F.1)
where the free index runs over μ = 0, 1, 2, 3. The two forms of the event fourvector, labelled as con-
travariant and covariant respectively, are connected by a metric, gμν
xμ = gμνxν , (F.2)
where a repeated index implies a summation. For the purposes of this thesis, a useful fourvector is the
wave fourvector
kμ =
[
ω
c
, kx, ky, kz
]
. (F.3)
In the same notation, the electric and magnetic induction ﬁelds comprise the Faraday tensor, Fμν ,
Fμν =
⎛
⎜⎜⎜⎜⎝
0 −Exc −Eyc −Ezc
Ex
c 0 −Bz By
Ey
c Bz 0 −Bx
Ez
c −By Bx 0
⎞
⎟⎟⎟⎟⎠ , (F.4)
and tensors that comprises of the medium assisted ﬁelds and the noise current components can be
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constructed
Dμν =
⎛
⎜⎜⎜⎜⎝
0 −cDx −cDy −cDz
cDx 0 −Hz Hy
cDy Hz 0 −Hx
cDz −Hy Hx 0
⎞
⎟⎟⎟⎟⎠ , (F.5a)
MμνN =
⎛
⎜⎜⎜⎜⎝
0 −cPNx −cPNy −cPNz
cPNx 0 MNz −MNy
cPNy −MNz 0 MNx
cPNz MNy −MNx 0
⎞
⎟⎟⎟⎟⎠ . (F.5b)
The eﬀect of motion on these ﬁelds can be found by applying Lorentz transformations. These provide
a connection between quantities as observed in an inertial reference frame and the same quantities as
observed from the perspective of an arbitrary reference frame moving at velocity v with respect to
the ﬁrst reference frame. These can be written in tensor form, Λμν , where each element is deﬁned as
Λμν =
∂xμ
∂xν [34]. In a Lorentz transformation it is assumed that the origins of the two inertial reference
frames, S and S’, coincide at t = t′ = 0. The Lorentz tensor, Λμν , is the inverse of the Lorentz tensor Λ
ν
μ
and therefore
ΛμνΛ
ν
η = δ
μ
η , (F.6)
where
δμη =
⎧⎨
⎩1, if μ = η0, otherwise. (F.7)
To Lorentz transform a quantity such as a fourvector or tensor, each index needs to be transformed, for
example, an event fourvector transforms as
xμ
′
= Λμ
′
μ x
μ, (F.8)
whereas a tensor, such as the Faraday tensor, transforms as
Fμ
′ν′ = Λμ
′
μ Λ
ν′
ν F
μν . (F.9)
There are some quantities that are called invariant because they do no change after Lorentz trans-
formations have been applied. An example is the space-time interval of an event, deﬁned as
s2 = xμxμ = (ct)
2 − x2 − y2 − z2. (F.10)
As can be seen, applying the Lorentz transformations
s′2 = xμ
′
xμ′ = Λ
μ′
η x
ηΛσμ′xσ = Λ
μ′
η Λ
σ
μ′x
ηxσ = x
ηxη = s
2, (F.11)
does not change the quantity.
Applying the Lorentz transformation to the event fourvector and the wavevector fourvector and
writing in coordinate space leads to
[
ct′, r′
]
=
[
c(γ(t− r·v
c2
)), r⊥ + γ(r‖ − vt)
]
, (F.12a)
[
ω′
c
,k′
]
=
[
(γ(ω − k·v))
c
,k⊥ + γ(k‖ − vω
c2
)
]
, (F.12b)
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where the subscripts ⊥ and ‖ refer to the components that are perpendicular and parallel to the direction
of the velocity, respectively. The superscript primes, ′, denote quantities observed in the inertial reference
frame S′. The electromagnetic ﬁelds can now be Lorentz transformed. These can be written in tensor
notation, but the vector notation shown in Ref. [117] is prefered. The transformed ﬁelds are
E′ = E‖ + γ(E⊥ + v×B), (F.13a)
B′ = B‖ + γ(B⊥ − 1
c2
v×E), (F.13b)
H′ = H‖ + γ(H⊥ − v×D), (F.13c)
D′ = D‖ + γ(D⊥ +
1
c2
v×H). (F.13d)
The noise current components transform as
P′N = PN‖ + γ(PN⊥ −
v×MN
c2
), (F.14a)
M′N = MN‖ + γ(MN⊥ + v×PN). (F.14b)
The term, γ, is the Lorentz factor and is deﬁned as
γ =
1√
1− v2c2
. (F.15)
A fundamental feature of special relativity is that the laws of physics, including Maxwell’s equations, are
the same in every inertial reference frame. This can be used to obtain the constitutive relations for the
moving medium from the perspective of an arbitrary reference frame.
Consider a medium that is a locally responding isotropic magnetoelectric in its rest frame. The
constitutive relations are
D′ = ε0ε′ ·E′ +P′N, (F.16a)
B′ = μ0μ′ ·(H′ +M′N), (F.16b)
where ε′ = ε′(ω′)I and μ′ = μ′(ω′)I.
A laboratory frame is deﬁned such that the medium is moving at constant velocity v with respect to
an observer at rest in the laboratory frame. The constitutive relations of the medium, as viewed from
the laboratory frame will not appear as Eqs. (F.16a) and (F.16b).
The constitutive relations can be found by substituting Eqs. (F.13a), (F.13b), (F.13c), (F.13d),
(F.14a) and (F.14b) into Eqs. (F.16a) and (F.16b) and expressing every perpendicular ﬁeld in terms of
the full ﬁeld and the parallel ﬁeld, i.e., F⊥ = F− F‖. This leads to
D‖ + γ(D−D‖ + 1
c2
v×H) = ε0ε′E‖ + γ(E−E‖ + v×B) +PN‖ + γ(PN −PN‖ − v×MN
c2
), (F.17a)
B‖ + γ(B−B‖− 1
c2
v×E) = μ0μ′(H‖ + γ(H−H‖−v×D)+MN‖ + γ(MN−MN‖ +v×PN)). (F.17b)
Taking the vector product of Eqs. (F.17a) and (F.17a) with respect to velocity gives
v×D = ε0ε′(v×E+ v×v×B) + v×PN − v×v×MN
c2
− v×v×H
c2
, (F.18a)
v×B = μ0μ′(v×H− v×v×D+ v×MN + v×v×PN) + v×v×E
c2
. (F.18b)
102
Placing Eq. (F.18a) into Eq. (F.17b) and Eq. (F.18b) into Eq. (F.17a) and making use of the identity
v×v×I = vv − v2I, (F.19)
leads to
γ
γ′2
D+ (1− γ
γ′2
)D‖ = ε0ε′(
1
γ
E+ (
γ
γ′2
− 1
γ
)E‖) + ε0ε′(1− γ
γ′2
)E‖ +
γ
γ′2
PN + (1− γ
γ′2
)PN‖
+
γ
c2
(ε′μ′ − 1)[v×H+ v×MN],
(F.20a)
γ
γ′2
B+ (1− γ
γ′2
)B‖ = μ0μ′(
1
γ
H+ (
γ
γ′2
− 1
γ
)H‖) + μ0μ′(1− γ
γ′2
)H‖ + μ0μ′(
1
γ
H+ (
γ
γ′2
− 1
γ
)H‖)
+ μ0μ
′(1− γ
γ′2
)MN‖ +
γ
c2
(1− ε′μ′)v×E,
(F.20b)
where the deﬁnitions
γ′ =
1√
1− v2(c′)2
, (c′)2 =
1
μ′ε′μ0
0
, (F.21)
have been used. As can be seen from the properties of the ﬁelds as they transform, if Eqs. (6.2a) and
(6.2b) hold, then
D‖ = ε0ε′ ·E‖ +PN‖ , (F.22a)
B‖ = μ0μ′ ·(H‖ +MN‖), (F.22b)
which means these terms can be removed from the respective equations above to give the transformed
constitutive relations as
D = ε0ε
′(
γ′2
γ2
I + (1− γ
′2
γ2
)vˆvˆ)·E+PN + γ
′2
c2
(ε′μ′ − 1)v×H+ γ
′2
c2
(ε′μ′ − 1)v×MN, (F.23a)
B = μ0μ
′(
γ′2
γ2
I + (1− γ
′2
γ2
)vˆvˆ)·H+ γ
′2
c2
(1− ε′μ′)v×E+ μ0μ′(γ
′2
γ2
I + (1− γ
′2
γ2
)vˆvˆ)·MN. (F.23b)
For simplicity these can now be written as
D = ε0ε·E+PN + 1
c
ξ ·H+ 1
c
ξ ·MN, (F.24a)
B = μ0μ·H+ 1
c
ζ ·E+ μ0μ·MN, (F.24b)
where
ε = ε′(
γ′2
γ2
I + (1− γ
′2
γ2
)vˆvˆ), (F.25a)
ζ =
γ′2
c
(1− ε′μ′)v×I, (F.25b)
ξ =
γ′2
c
(ε′μ′ − 1)v×I, (F.25c)
μ = μ′(
γ′2
γ2
I + (1− γ
′2
γ2
)vˆvˆ). (F.25d)
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Appendix G
Bianisotropic Boundary Conditions
The reﬂection and transmission from the boundary of bianisotropic media diﬀers from the reﬂection
and transmission oﬀ anisotropic media. This is due to the magnetoelectric terms, which partially rotate
the polarisation of the incident wave in the reﬂected and transmitted wave and therefore generates
additional terms. A well known example of this is the reﬂection oﬀ a chiral medium when an incident
linearly polarised wave is reﬂected as a circularly polarised wave.
This means that boundary conditions which apply to bianisotropic media are required.
G.1 Boundary Conditions
An arbitrary point, r, is on the boundary between two bianisotropic media, labelled as i and j respectively,
the boundary can be considered as a plane in a small neighbourhood around r. The normal vector of
this plane, eˆ⊥, is directed into region i.
The ﬁrst boundary condition is found by considering a rectangle, A, of height h in the eˆ⊥ direction
and a length l in a parallel eˆ‖, centred on the point r in the interface plane, where h  l. The term
∇×G(r, r′, ω) is then integrated around the rectangle
∫
A
dA·∇×G(r, r′, ω) =
∮
∂A
dl·G(r, r′, ω), (G.1)
where Stokes theorem has been used. In the limit of h → 0, A → 0 and so the left hand side of Eq. (G.1)
tends to zero and the term on the right hand side becomes
leˆ‖ ·
[
G(ri, r
′, ω)−G(rj , r′, ω)
]
, (G.2)
where ri/j = limh→0 r ± heˆ⊥. This leads to a condition on the tangential component of the Green’s
function at the boundary, it needs to be continuous and so the ﬁrst boundary condition is
eˆ‖ ·
[
Gi −Gj
]
= 0, (G.3)
where the deﬁnition Gi = G(ri, r
′, ω) has been introduced. For the next boundary condition the starting
point is the wave equation for a general linear bianisotropic medium, Eq. (4.13) in section 4.1. This
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wave equation is integrated over the rectangle, A, to obtain
∫
A
dA·∇×μ−1∇×G− iω
c
∫
A
dA·∇×μ−1ζG
=
∫
A
dA·δ + ω
2
c2
∫
A
dA·(ε− ξμ−1ζ)− iω
c
∫
A
dA·ξμ−1∇×G.
(G.4)
The terms on the left hand side of Eq. (G.4) are rewritten using Stoke’s theorem
∫
A
dA·∇×μ−1∇×G =
∮
∂A
dl·μ−1∇×G  leˆ‖ ·[μ−1i ∇×Gi − μ−1j ∇×Gj ], (G.5a)
∫
A
dA·∇×μ−1ζG =
∮
∂A
dl·μ−1ζG  leˆ‖ ·[μ−1i ζiGi − μ−1j ζjGj ]. (G.5b)
In the limit h → 0 the area disappears and the ω2c2
∫
A
dA·(ε − ξμ−1ζ) and iωc
∫
A
dA·ξμ−1∇×G
terms in Eq. (G.4) are zero. This leads to
leˆ‖ ·
(
[μ−1i ∇×Gi − μ−1j ∇×Gj ]−
iω
c
[μ−1i ζiGi − μ−1j ζjGj ]
)
= lim
h→0
∫
A
dA·δ. (G.6)
Dividing this by l and rearranging leads to the second boundary condition
eˆ‖ ·
(
[μ−1i ∇×Gi −
iω
c
μ−1i ζiGi]− [μ−1j ∇×Gj −
iω
c
μ−1j ζjGj ]
)
= lim
h→0
∫
dh·δ. (G.7)
The right hand side is zero unless the source and observation points are the same. For the next two
boundary conditions, a pillbox, instead of a rectangle is considered. The pillbox is centred on r, with
a height h, and areas A that have normals perpendicular and anti-perpendicular to the interface plane.
Integrating the divergence of ∇×G(r, r′, ω) over the volume of the pillbox
∫
V
dV∇·∇×G(r, r′, ω) =
∫
∂V
dA·∇×G(r, r′, ω)
 Aeˆ⊥ ·
[
∇×G(ri, r′, ω)−∇×G(rj , r′, ω)
]
.
(G.8)
Taking the limit h → 0 leads to
eˆ⊥ ·[∇×Gi −∇×Gj ] = 0, (G.9)
the third boundary condition. The derivation of the fourth condition starts by taking the divergence of
Eq. (4.13),
iω
c
∇·ξμ−1∇×G− ω
2
c2
∇·(ε− ξμ−1ζ)G = ∇·δ. (G.10)
Integrating Eq. (G.10) over the volume of the pillbox
iω
c
∫
V
dV∇·ξμ−1∇×G− ω
2
c2
∫
V
dV∇·(ε− ξμ−1ζ)G =
∫
V
dV∇·δ. (G.11)
and applying divergence theorem to the terms on the left hand side of the equation, leads to
∫
V
dV∇·ξμ−1∇×G =
∮
A
ξμ−1∇×G·nˆdA
 Aeˆ⊥ ·[ξiμ−1i ∇×Gi − ξjμ−1j ∇×Gj ],
(G.12a)
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∫
V
dV∇·(ε− ξμ−1ζ)G =
∮
A
(ε− ξμ−1ζ)G·nˆdA
 Aeˆ⊥ ·[(εi − ξiμ−1i ζi)Gi − (εj − ξjμ−1j ζj)Gj ].
(G.12b)
Substituting these into Eq. (G.11) and dividing by A and taking the limit h → 0 gives
eˆ⊥ ·
[(
iω
c
ξiμ
−1
i ∇×Gi −
ω2
c2
(εi − ξiμ−1i ζi)Gi
)
−
(
iω
c
ξjμ
−1
j ∇×Gj
− ω
2
c2
(εj − ξjμ−1j ζj)Gj
)]
= lim
h→0
∫
h′
dh′∇δ.
(G.13)
The four boundary conditions can be thought of as equivalent to the conditions that are usually applied
to the electromagnetic ﬁelds across a boundary. Multiplying Eq. (G.3) by iωμ0jN(r
′, ω) and integrating
over r′ shows that this condition is equivalent to
eˆ‖ ·
[
E(r1)−E(r2)
]
= eˆ⊥×
[
E(r1)−E(r2)
]
= 0. (G.14)
Eq. (4.14c) in section 4.1 shows the relationship between the electric Green’s function and the magnetic
ﬁeld. Therefore multiplying Eq. (G.7) by jN(r
′, ω) and integrating over r′ leads to
eˆ‖ ·
[
H(r1)−H(r2)
]
= eˆ⊥×
[
H(r1)−H(r2)
]
= 0, (G.15)
which is a familiar boundary condition. Eq. (G.9) can be transformed into the boundary condition
eˆ⊥ ·
[
B(r1)−B(r2)
]
= 0, (G.16)
by multiplying Eq. (4.14a) by jN(r
′, ω) and integrating over r′. The ﬁnal boundary condition can be
shown to be
eˆ⊥ ·
[
D(r1)−D(r2)
]
= 0, (G.17)
when Eq. (4.14b) is multiplied by iωc2 jN(r
′, ω) and integrated over r′.
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