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Abstract
Let WC(Ĉ4) be the set of well-covered graphs with no cycles of length 4. The main result is that if G ∈ WC(Ĉ4) then
V (G) can be partitioned, using an equivalence relation, into subsets V1, V2, . . . , Vk such that: (i) each G[Vi ] is well-covered; (ii)∑k
i=1(G[Vi ]) = (G); and (iii) the vector space of the well-covered weightings of G is the direct sum of the vector spaces of the
well-covered weightings of the G[Vi ], each of which has dimension 1.
Our second result is that the problem of determining whether an edge of a graph is incident with two vertices in the same
equivalence class is NP-complete.We give a forbidden co-stable subgraph characterization of graphs inWC(Ĉ4). Finally, we prove
that graphs inWC(Ĉ4) of bounded maximum generalized degree can be recognized in polynomial time.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
All graphs under discussion in this paper are ﬁnite and simple. Let G be a graph. For X ⊆ V (G) we denote by G[X]
the subgraph induced by the vertices of X. As usual, N(x) denotes the neighborhood of a vertex x, and if X ⊆ V (G)
then N(X) =⋃x∈XN(x) and N [X] = X ∪ N(X). Let I(G) be the set of all maximal independent sets of a graph G.
The independence number of G is (G) = max{|I | : I ∈ I(G)}. A graph G is called well-covered if |I | = (G) for
each I ∈ I(G). This concept was introduced by Plummer, [10] (see also [11]), and many papers on this topic have
appeared since. Some of these papers (e.g. [1,2,6–9,14]) characterize subclasses of well-covered graphs by identifying
building blocks which have nice properties. This approach can be illustrated by the following result.
Theorem 1.1 (Finbow et al. [7]). Let G be a girth 5 well-covered graph. Then either G is isomorphic to one of six
‘orphans’ [i.e. some special graphs] or else V (G) can be partitioned into V1, V2, . . . , Vl , for some l1, so that each
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induced subgraph G[Vi] is isomorphic to either C5 or K2, and
l∑
i=1
(G[Vi]) = (G).
An important question is to understandwhy these building blocks appear as they do andwhatmight be the appropriate
generalization of them for other subclasses of well-covered graphs. This was the starting point for the present paper.
We discovered that the building blocks in [7–9] have a special algebraic property which we articulate in Theorem 1.6.
This algebraic property arises from a recent generalization of well-covered graphs found in [3], further extended in
[4]. Speciﬁcally, a weighting of a graph G is a mapping f : V (G) → F that assigns a value from the ﬁeld F to each
vertex of G. In this paper, we use real numbers for the weights, hence we eliminate the reference to the underlying ﬁeld.
(See [4,1].)
Deﬁnition 1.2 (Caro et al. [3]). A weighting, f, of a graph G is well-covered provided that there is some value K such
that
∑
x∈M f (x) = K for every maximal independent set M of G.
For example, in any graph, assigning a weight of 0 to every vertex is a well-covered weighting. In a well-covered
graph, assigning a weight of 1 to each vertex is also a well-covered weighting. In a six cycle, this latter weighting would
not be well-covered since there are maximal independent sets of cardinality 2 and 3.
Observation 1.3 (Caro et al. [3]). The well-covered weightings of a graph form a vector space.
This is easy to check, since if f and g are well-covered weightings and k and l are elements of the ﬁeld F, then kf + lg
is also a well-covered weighting. (See [1,2,4] for more on weightings in graphs.)
Deﬁnition 1.4. For a graph G, let WCW(G) denote the vector space of well-covered weightings over the reals and
wcdim(G) for the dimension of WCW(G), this is also referred to as the well-covered dimension of G.
For example, consider the wheel W4 = K1 + C4, and let the vertex of K1 be u and the vertices of C4, in cyclic
order, be v1, v2, v3 and v4. Let f : V (W4) → F be any weighting of W4, and let (f (v1), f (v2), f (v3), f (v4), f (u))=
(a, b, c, d, e). Since themaximal independent sets ofW4 are {u}, {v1, v3} and {v2, v4}, then f is a well-coveredweighting
if and only if a + c = b + d and e = b + d . A trivial amount of linear algebra shows that (1, 1, 1, 1, 2), (−1, 0, 1, 0, 0)
and (0,−1, 0, 1, 0) are a basis for all such vectors (a, b, c, d, e), so wcdim(W4) = 3.
The observation that started this paper was that, in [7–9], the authors found or were looking for decompositions of
the form V =V1∪V2∪· · ·∪Vl such that eachG[Vi] was a well-covered graph with∑li=1 (G[Vi])=(G).We noticed
that for each well-covered graph, G, considered in these papers, WCW(G) =⊕li=1WCW(Fi): that is, WCW(G) is
the direct sum of the subspaces WCW(G[V1]), WCW(G[V2]), . . . ,WCW(G[Vl]).
We are now at the heart of the problem: How to identify those edges that be deleted to give the desired partition?
For example, in a well-covered tree T, each non-leaf vertex is adjacent to exactly one leaf. Consider a leaf and stem
pair x, y and a maximal independent set I of T, then either x or y but not both are in I. If this edge were deleted then the
independence number would change. Any edge, not adjacent to a leaf, in a well-covered tree can be deleted and the
resulting graph is well-covered and has the same independence number as the original graph. This observation points
to the central concept of this paper.
Deﬁnition 1.5. Two vertices x and y of a graph are said to be related if there is an independent set I, not containing x
or y, such that I ∪ {x} and I ∪ {y} are both maximal independent sets. The edge xy is called a relating edge and I is
called a witness.
Note that if x and y are related then they must be adjacent, else both could be added to the witness set. A key
observation is that in any well-covered weighting f of a graph G with a relating edge xy and witness I,
f (x) + f (I) = f (I ∪ {x}) = f (I ∪ {y}) = f (y) + f (I)
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so that f (x) = f (y). That is, if x and y are related, then they have the same weight under any well-covered weighting
of the graph.
To be related is a reﬂexive and symmetric relation. Let W(x) be the set that contains x and is formed by taking
the transitive closure of vertices related to x. It follows therefore that the vertices of a graph can be partitioned into
connected subsets in which all the vertices have the same weight.
The main result of this paper is a structure theorem which shows that the decomposition approach followed in
[7–9] can be extended and the theorem indicates what properties the subgraphs of the partition should have. We
say that G is strongly C4-free if G does not contain a four cycle, not necessarily induced. Let WC(Ĉ4) be the
set of well-covered graphs that are strongly C4-free. Note that all four cycles are forbidden not just the induced
cycles.
Theorem 1.6. LetG ∈WC(Ĉ4).Then there are induced, connected,well-covered subgraphsH1, H2, . . . , Hl obtained
by iteratively deleting the non-relating edges of G, whose vertex sets partition V (G) such that
l∑
i=1
(Hi) = (G),
where
wcdim(Hi) = 1, i = 1, 2, . . . , l
and
WCW(G) =
l⊕
i=1
WCW(Hi).
It is an open question if and how to extend this result to graphs which contain four cycles that are not induced. (See
Fig. 3 in Section 2 for a hint of the obstacles to extending these results.)
If we are willing to decompose into partial subgraphs rather than into induced subgraphs, we can deduce more.
Deﬁnition 1.7 (Gasqoine et al. [9]). A well-covered graph G is wc-edge-critical if the result of removing any edge
leaves either a non-well-covered graph or a graph with an independence number not equal to (G).
It is easy to see that every well-covered graph contains a wc-edge-critical subgraph. Examples of wc-edge-critical
graphs include complete graphs and C5. If G and H are wc-edge-critical, then so is their disjoint union and, if they have
the same independence number, so is their join. Recall that join of pairwise vertex disjoint graphs G1,G2, . . . ,Gk is
the graph
k∑
i=1
Gi = G1 ∪ G2 ∪ · · · ∪ Gk ,
where Gi is the complement of Gi . As usual, join of two graphs G and H is denoted by G + H .
The closure of wc-edge-criticality under disjoint union, along with the fact that the well-covered dimension of
a disjoint union of two graphs is the sum of their well-covered dimensions, shows that there are wc-edge-critical
graphs that are not of dimension 1, indeed wc-edge-critical graphs can have arbitrarily high dimension. On the
other hand, there are dimension 1 well-covered graphs that are not wc-edge-critical. For example, the graph G in
Fig. 1 is well-covered, (G) = 5, and wcdim(G) = 1, but it is not wc-edge-critical. This is easily checked since the
dashed edge can be removed and the remaining graph, called R16 in [9], is wc-edge-critical and also (R16) = 5 and
wcdim(R16) = 1.
Thus the induced subgraphs in the decomposition guaranteed by Theorem 1.6 need not be wc-edge-critical. We can
choose the subgraphs to be wc-edge-critical if we do not insist that they be induced.
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Fig. 1. A well-covered graph with well-covered dimension 1 that is not wc-edge-critical.
Corollary 1.8. Let G ∈ WC(Ĉ4). Then there are subgraphs F1, F2, . . . , Fl of G whose vertex sets partition V (G)
such that
l∑
i=1
(Fi) = (G),
where
wcdim(Fi) = 1, i = 1, 2, . . . , l,
WCW(G) =
l⊕
i=1
WCW(Fi),
and each Fi is wc-edge-critical.
Is there an efﬁcient way of ﬁnding the partition? In general, the recognition problem for well-covered graphs is
co-NP complete, see [5,12,13], but in [7] it was proved that ﬁnding the decomposition of well-covered graphs of girth
5 into these special C5s and K2s requires only linear time since these subgraphs are connected to one another in a
restricted manner.
This leads to the question:What is the complexity of determining whether an edge of a graph is a relating edge? We
show that it is an NP-complete problem in general. The proof of this result is via an associated graph also containing
no four cycle. Whether an edge in well-covered graph can be determined in polynomial time to be a relating edge is
our Open Question 3 in the last section of the paper.
2. The decomposition of graphs inWC(̂C4)
First, some properties of related vertices.
Lemma 2.1. Let f be a well-covered weighting of a graph G. If there is an independent I such that I ∪ {x} and I ∪ {y}
are both maximal independent sets for some pair of vertices x and y, then f (x) = f (y).
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Proof. Since f (x) +∑z∈I f (z) = f (y) +∑z∈I f (z), the result follows. 
Lemma 2.2. For any graphG, wcdim(G) is bounded by the number of equivalence classes in the closure of the relation
‘to be related’.
Proof. This follows easily since all the vertices in an equivalence class must have the same value in any well-covered
weighting. 
Lemma 2.3. Let G ∈WC(Ĉ4). If xy is an edge in G, but x and y are not related, then (G)= (G− xy) and G− xy
is well-covered.
Proof. Let H = G − xy and let J be a maximal independent set of H. We have to show that |J | = (G).
If either x /∈ J or y /∈ J then J is a maximal independent set in G, and therefore |J | = (G). We may suppose,
therefore, that {x, y} ⊆ J .
If |J | = (G) then the proof is complete. If |J |> (G) then J − {x, y} is an independent set of G, and |J −
{x, y}|(G)− 1. Since J − {x} and J − {y} are both independent in G and since both have cardinality (G), then x
and y are related, with J − {x, y} being a witness, which is contrary to the assumptions of Lemma 2.3.
Suppose that |J |< (G). Let K = J − {x, y} so that |K|< (G) − 2. Consider L = G − N [K]. Note that by the
maximality of J, L is a subset of N [x] ∪ N [y]. Let X and Y be maximum independent sets in (L − N [y]) − {x} and Y
of (L−N [x])− {y}, respectively. Note that both X andY are non-empty since G is well-covered and |K|(G)− 3.
There are no edges between the vertices of X and Y else there would be an induced C4 in G. Therefore K ∪ X ∪ Y
is an independent set in G, moreover K ∪ {x} ∪ Y and K ∪ X ∪ {y} are maximal independent sets in G. Since G is
well-covered then
|K| + |X| + |Y | |K| + 1 + |Y | = |K| + |X| + 1
and so |X| = |Y | = 1. This gives |K ∪X∪ {y}| = |K| + 2< (G) which is impossible, since K ∪X∪ {y} is a maximal
independent set in the well-covered graph G. 
Lemma 2.4. LetG ∈WC(Ĉ4). If xy is an edge in G, but x and y are not related, then wz, {x, y} = {w, z}, is a relating
edge in G − xy if and only if wz is a relating edge in G.
Proof. Let H =G− xy. Suppose ﬁrst that wz is a related edge in G. Let I be a witness in G for wz. Then I ∪ {w} and
I ∪ {z} are also independent sets in H and since (H) = (G) they are both maximal independent sets in H and, so w
and z are related in H.
Suppose now that wz is not a relating edge in G but is a relating edge in H.
First we consider the case in which {x, y} ∩ {w, z} = ∅. Since wz is a relating edge in H, there is a witness set I in H
which must include x and y, else Iwould be a witness forwz inG. Therefore, |I ∪{w}|=|I ∪{z}|=(G) by Lemma 2.3.
LetK= (I −{x})∪{z}. Note thatK is an independent set in bothH andG. InG now, the vertices ofA1 =G−N [K] are
those adjacent to x which are not covered by K. Since |K| = (G)− 1 then (A1)= 1, i.e. A1 is a clique and moreover,
there exists a1 ∈ A1 and a1 = x. Since (I −{x})∪{a1} is independent in G, of cardinality (G)−1 and since it cannot
be a witness for wz it then follows that w is adjacent to a1. Similarly, it follows that A2 =G−N [(I − {x})∪ {w}] is a
clique and that for any a2 ∈ A2, a2 is adjacent to z. Note that a1 and a2 are not adjacent else {w, z, a2, a1} would be
a C4. In a similar fashion we have that B1 = G − N [(I − {y}) ∪ {z}] and B2 = G − N [(I − {y}) ∪ {w}] are cliques.
Every vertex of B1 (respectively, B2) is adjacent to w (respectively, z). Note that all of the sets A1, A2, B1 and B2 are
non-empty and disjoint, see G in Fig. 2.
If b ∈ B1 is adjacent to c ∈ B2 then w, z, c, b is a C4, therefore there are no edges between B1 and B2. Take
a ∈ A1 ∪ A2 and b ∈ B1 ∪ B2. If a is adjacent to b then x, y, b, a would be a C4 cycle, again a contradiction. Take
a ∈ A1, b ∈ A2, c ∈ B1 and d ∈ B2. Then (I − {x, y}) ∪ {a, b, c, d} is an independent set in G but of cardinality at
least (G) + 1 which is impossible (Fig. 3).
This shows that the case {x, y}∩{w, z}=∅ cannot happen. Therefore, we may assume that x=w. Let K be a witness
for xz in H so that H − N [K] is a clique. Note that y ∈ K , otherwise K would be a witness for xz in G. Therefore,
(G)=(H)=|K|+1. Let F =G−N [K−{y}] and so (F )=(F −xy)=2 and both F and F −xy are well-covered.
2240 J.I. Brown et al. / Discrete Mathematics 307 (2007) 2235–2245
x
A1
(clique)
B1
(clique)
B2
(clique)
A2
(clique)
zw
y
Fig. 2. The case {x, y} ∩ {w, z} = ∅.
z
w
y
Fig. 3. The necessity of C4-freedom in Lemma 2.4.
Since {x} is an independent set of F − xy and of F, there is a vertex r such that {x, r} is a maximal independent set in
both F and F − xy, and therefore r is adjacent to y. But now F − N [r] is a clique which cannot contain both x and
z else (K − {y}) ∪ {r} would be a witness for xz in G. Therefore r is adjacent to z but then {x, y, r, z} is a C4 in G.
Therefore this case does not arise. Thus, we have shown that no new related edges occur. 
We remark that the no-four-cycle property is essential in the previous lemma as the well-covered graph G in Fig. 2
shows wz is not a related in G, but is related in G − wy.
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Corollary 2.5. Let G ∈ WC(Ĉ4), and let xy be a non-related edge of G. Then G − xy has the same equivalence
classes as G.
Proof. Lemma 2.4 shows that for adjacent vertices, w and z, wz is either related in G and G − xy or is not related in
both. Therefore the equivalence classes in G and G − xy are the same. 
Now we prove Theorem 1.6.
Proof. Using Lemma 2.4 and Corollary 2.5, we can inductively remove an unrelated edge without creating a C4.
This procedure terminates only when there are related edges remaining. We are more restrictive, we only remove non-
relating edges joining vertices from different equivalence classes. Let the resulting graph be H, so that (H) = (G).
The connected componentsH1, H2, . . . , Hl of H are induced subgraphs of G [as the only edges removed were between
two Hi’s] and all have well-covered dimension 1 [they cannot have dimension 0 since they are all well-covered—a
corollary of the simple fact that the disjoint union of graphs is well-covered if and only if every component is well-
covered]. It easily follows that WC(H)=⊕li=0WC(Hi), and so wcdim(H)= l, where l is the number of components
of H.
Every maximal independent set of G is also a maximal independent set of H, since (G)= (H)=∑ (Hi). Hence
every well-covered weighting of H is a well-covered weighting of G. It follows that WC(H) is a subspace of WC(G)
and so
l = wcdim(H)wcdim(G).
However, each component of H is a set of vertices of G that are related, and hence have the same weight in any
well-covered weighting of G. It follows that
wcdim(G) l,
so we conclude that wcdim(G) = wcdim(H) and so WC(G) = WC(H) =⊕li=0WC(Hi). 
Finally, we prove Corollary 2.5.
Proof. If in the proof of Theorem 1.6 we inductively remove all unrelated edges [not just those between different
equivalence classes], we arrive at subgraphs F1, F2, . . . , Fl of G whose vertex sets partition V (G). Again, the sum of
the independence numbers of the Fi equals that of G, each Fi has well-covered dimension 1, and the well-covered
vector space for G is the direct sum of the well-covered vector spaces of the Fi’s. The removal of a relating edge in a
well-covered graph increases the independence number, so as every edge in each Fi is a relating edge, we see that each
Fi is wc-edge-critical, and the proof is complete. 
3. Identifying relating edges is NP-complete
Here we show that it is hard to determine whether a given edge of a graph is a relating edge. To formalize things, we
consider the following decision problem.
Decision Problem 3.1 (Relating edge). Instance: A graph G and an edge e. Question: Is e a relating edge of G ?
We use the well-known Satisﬁability Problem [or SAT]. Let X = {x1, x2, . . . , xn} be a set of 0 − 1 variables. We
deﬁne the set of literals over X, LX ={xi, xi : i=1, 2, . . . , n}, where x=1−x is the negation of x. A truth assignment
to X a mapping t : X → {0, 1} that assigns a value t (xi) ∈ {0, 1} to each variable xi ∈ X. We extend t to LX putting
t (x) = t (x). A literal l ∈ LX is true under t if t (l) = 1. A clause over X is a conjunction of some literals of LX. Let
C ={c1, c2, . . . , cm} be a set of clauses over X. A truth assignment t to X satisﬁes a clause cj ∈ C if cj involves at least
one true literals under t.
Decision Problem 3.2 (SAT). Instance: A set of clauses C over X. Question: Is there a truth assignment to X that
satisﬁes all clauses in C ?
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Now we consider relating edge problem.
Theorem 3.3. Relating edge is an NP-complete problem.
Proof. Clearly, the problem is in NP. We use a polynomial-time reduction from SAT. Let X = {x1, x2, . . . , xn} and
C = {c1, c2, . . . , cm} be an instance to SAT. We construct a graph GC as follows:
• vertex-set of GC consists of
◦ two vertices x and y,
◦ a set L = {xi, xi : i = 1, 2, . . . , n}, and
◦ two sets C = {c1, c2, . . . , cm} and C′ = {c′1, c′2, . . . , c′m},• edge-set of GC is deﬁned by the following:
◦ the vertices x and y are adjacent,
◦ there is a matching M = {xixi : i = 1, 2, . . . , n} in L,
◦ all edges xci and yc′i , i = 1, 2, . . . , n belong to E(GC),◦ a vertex l ∈ L is adjacent to a vertex ci ∈ C if and only if the clause ci involves the literal l, and
◦ a vertex l ∈ L is adjacent to a vertex c′i ∈ C′ if and only if the clause ci involves the literal l.
We show that the edge e = xy is a relating edge of GC if and only if the instance of SAT has a satisfying truth
assignment. Let  be a satisfying truth assignment for (X,C). The set of true literals under  is a maximal independent
subset S of the induced subgraph GC(L). Since  satisﬁes all clauses in C, the set S dominates both C and C′ in GC .
There are no edges between S and {x, y}. Also, e= xy is an edge. It follows that both S ∪ {x} and S ∪ {y} are maximal
independent sets of GC . By deﬁnition, e is a relating edge.
Conversely, let e be a relating edge in GC . By deﬁnition, there exists an independent set S in GC such that both
S ∪ {x} and S ∪ {y} are maximal independent sets. Since x (respectively, y) is adjacent to all vertices of C (respectively,
ofC′), S is disjoint fromC∪C′ ∪{x, y}. It follows that S ⊆ L. Moreover, S dominates bothC andC′. Indeed, otherwise
at least one of S ∪ {x} or S ∪ {y} is not a maximal independent set. We extend S to a maximal independent set S′ in
the induced subgraph GC(L). Since S′ is a maximal independent set, it contains exactly one vertex of each edge of the
matching M [induced by L]. Therefore we can deﬁne a truth assignment : a literal l over X is true if and only if the
vertex l of GC belongs to S′. Since S′ dominates C,  is a satisfying truth assignment for (X,C). 
4. Characterization ofWC(̂C4)
Here we propose a characterization ofWC(Ĉ4) in terms of forbidden co-stable subgraphs.
Deﬁnition 4.1. Let I be an independent set in G, possibly, I =∅. A subgraph G−N [I ] is called co-stable. We denote
by CSub(G) the set of all co-stable subgraphs in G.
A class of graphs P is co-hereditary if CSub(G) ⊆ P for any G ∈ P. The following statement is straightforward,
but important.
Proposition 4.2. WC is a co-hereditary class.
For a set of graphs Z we put FCS(Z) = {G : CSub(G) ∩ Z = ∅}.
Deﬁnition 4.3. If P = FCS(Z) then Z is called a set of forbidden co-stable subgraphs for P. A forbidden co-stable
subgraph H ∈ Z for P is minimal if CSub(H)\{H } ⊆ P.
The following statement is straightforward (see [14]).
Proposition 4.4. (i)P is a co-hereditary class if and only ifP= FCS(Z) for some set Z. (ii) Minimal, with respect to
the partial order ‘to be a co-stable subgraph’ set, Z which satisﬁes (i) is uniquely deﬁned, and it consists of all minimal
forbidden co-stable subgraphs for P.
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We denote by ZW the set{
k∑
i=1
Gi : k2,Gi ∈WC for i = 1, 2, . . . , k and (Gi) = (Gj ) for 1 i = jk
}
.
The classWC is not hereditary, therefore it has no forbidden induced subgraph characterization.Well-covered graphs
were characterized in terms of forbidden co-stable subgraphs as follows.
Theorem 4.5 (Zverovich [14]). WC = FCS(ZW) and ZW is a set of all minimal forbidden co-stable subgraphs for
WC.
Now we characterize graphs inWC(Ĉ4). A generalized star is any graph of the form K1 + (lK1 ∪ mK2), where
l0, m0 and l + m2. In other words, a generalized star is obtained from l isolated vertices and m isolated edges,
l + m2, by adding a dominating vertex.
Corollary 4.6. A graph G is inWC(Ĉ4) if and only if G does not contain any generalized star as a co-stable subgraph.
Proof. According to Theorem 4.5, it is sufﬁcient to specify all graphs not containing four cycles in the set ZW . Let
F ∈ ZW be such a graph. We have F =∑ki=1 Fi , where k2, Fi ∈ WC for i = 1, 2, . . . , k and (Fi) = (Fj ) for
1 i = jk. If there are distinct i, j ∈ {1, 2, . . . , k} such that |V (Fi)|2 and |V (Fj )|2, then F contains C4 as
a subgraph. Hence we may assume that |V (Fi)| = 1 for all i = 2, 3, . . . , k. The conditions k2 and (Fi) = (Fj )
imply that k = 2.
Since k=2, we may choose a vertex u in F2. The vertex u is adjacent to all vertices of F1. Hence F1 does not contain
the 3-path P3 as a subgraph. Indeed, otherwise F has a subgraph C4. It is easy to see that a P3-free graph is of the form
lK1 ∪mK2, where l0 and m0. Since (F1) = (F2)= 1, we have (F1)2. It follows that l +m2. Thus, F is
a generalized star. 
5. On the complexity of recognizingWC(̂C4)
Now we consider another important problem.
Open Problem 5.1. What is complexity of determining whether a graph with no four cycles is well-covered?
A partitioned graph G = (A,B,E) is a graph G = V (E) with an ordered bipartition A ∪ B = V .
Deﬁnition 5.2. A set D ⊆ A is called an independent part-dominating set of G = (A,B,E) if D is an independent
set in G[A], and each vertex of B is adjacent to a vertex of D, i.e., D dominates B.
We always may assume that B is an independent set, since we do not use edges of the induced subgraph G(B).
Decision Problem 5.3 (Independent Part-Domination). Instance: A partitioned graph G = (A,B,E). Question: Is
there an independent part-dominating set in G?
In general Independent Part-Domination is an NP-complete problem even if the set A induces a matching. Indeed,
given an instance (C,X) to SAT, we can construct a partitioned graph GC = (A,B,E) as follows:
• A = {xi, xi : i = 1, 2, . . . , n} and B = C,
• A induces a matching M = {xixi : i = 1, 2, . . . , n} in L,
• B is an independent set, and
• a vertex l ∈ A is adjacent to a vertex ci ∈ B if and only if the clause ci involves the literal l.
It is easy to see that there exists a satisfying truth assignment satisfying C if and only if there exists an independent
part-dominating set in GC .
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Open Problem 5.4. What is complexity of Independent Part-Domination Problem for strongly C4-free partitioned
graphs?
Theorem 5.5. Recognizing stronglyC4-freewell-covered graphs is reducible to Independent Part-Domination Problem
for strongly C4-free partitioned graphs in polynomial time.
Proof. Suppose that we have an algorithm Alg for Independent Part-Domination Problem within strongly C4-free
partitioned graphs. Let G be a strongly C4-free graph, and let u be a vertex of G. The neighborhood of u induces a
graph Gu which is a disjoint union of isolated vertices and/or isolated edges. Let K and K ′ be distinct components of
Gu. Each of K, K ′ has at most two vertices. We denote X = {u} ∪ V (K) ∪ V (K ′).
Claim 5.6. Using the algorithmAlg as an elementary operation, it is possible to check in polynomial time whether G
contains a generalized star F with X ⊆ V (F) as a co-stable subgraph.
Proof. Let A = V (G)\N [X], Y = V (K) ∪ V (K ′) and B = N(Y )\N(X). A generalized star F exists if and only if
there exists an independent set D ⊆ A that dominates B. In other words, D is an independent part-dominating set in
the partitioned graph G′ = G[A ∪ B]. To solve this problem we may use the algorithm Alg. 
Claim 5.7. Using the algorithmAlg as an elementary operation, it is possible to check in polynomial time whether G
contains a generalized star as a co-stable subgraph.
Proof. Let F be an arbitrary generalized star in G which is a co-stable subgraph of G. We denote by u the center of F.
There are distinct components K and K ′ of Gv that are also components of F − u, i.e., {u} ∪ V (K)∪ V (K ′) ⊆ V (F).
Thus, we can apply Claim 5.6 to all pairs (u, {K,K ′}). 
The result follows from Corollary 4.6 and Claim 5.7. 
Well-covered graphswith boundedmaximumdegree can be recognized in polynomial time, see [14]. For stronglyC4-
free well-covered graphs we can saymore. LetG be a stronglyC4-free well-covered graph, and let u be a vertex ofG.As
in the proof ofTheorem5.5,we consider distinct componentsK andK ′ ofG[N(u)], and denoteX={u}∪V (K)∪V (K ′),
Y = V (K) ∪ V (K ′), and B = N(Y )\N(X).
Deﬁnition 5.8. We deﬁne the generalized degree of {K,K ′} as gdegG(K,K ′) = |B|. Also, we deﬁne the generalized
maximum degree of G as ∗(G) = max{gdegG(K,K ′)} over all pairs {K,K ′} and all vertices u ∈ V (G).
Now we consider strongly C4-free well-covered graphs with bounded generalized maximum degree.
Corollary 5.9. There exists a polynomial-time algorithm for recognizing strongly C4-free well-covered graphs with
bounded generalized maximum degree.
Proof. Let G be an arbitrary stronglyC4-free graph with ∗(G)k for some constant k. As it is clear from the proof of
Theorem 5.5, it is sufﬁcient to construct a polynomial-time algorithm Alg for Independent Part-Domination Problem
within strongly C4-free partitioned graphsG′ = (A,B,E)with |B|k for some constant k. Such an algorithms exists„
since we can generate all independent subsets D of A with at most |B| vertices. For each D, we just check whether D
dominates B or not. 
6. Conclusion and open problems
The construction in Theorem 3.3 results in graph that has many 4-cycles.
Open Problem 6.1. In a strongly C4-free, well-covered graph, can a relating edge be identiﬁed in polynomial time?
ByLemma2.2,wcdim(G) is bounded above by the number of equivalence classes in the closure of the related relation.
In the wheel example given in the Introduction, each vertex is in its own trivial class, but the dimension is only 3.
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Open Problem 6.2. Is there an analogue of Theorem 1.6 for arbitrary graphs?
It follows from this Theorem that the strongly C4-free, well-covered graphs of dimension 1 should play a role in any
characterization of general strongly C4-free well-covered graphs. The problem then is:
Open Problem 6.3. Determine all well-covered strongly C4-free graphs of dimension 1.
It is easy to check that C5 and K2 have dimension 1. Theorem 1.6 shows that the orphans given in [7,9] and indeed
all C4-free orphans, have dimension 1. At the time of this writing, we do not know whether there is an efﬁcient way of
characterizing these dimension 1 graphs.
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