Abstract. Let S be the class of analytic and univalent functions in the unit disk |z| < 1, that have a series of the form f (z) = z +
Introduction
Let A be the class of functions f analytic in the unit disk D = {z : |z| < 1} of the form (1.1) f (z) = z + ∞ n=2 a n z n .
The subclass of A consisting of all univalent functions f in D is denoted by S. The theory of univalent functions with a strong foundation from the class S is beautiful when it is being considered both by geometric and analytic considerations, and in addition, logarithmic restrictions and special exponentiation methods are often useful. During 1960's, Milin [15] intensively investigated the impact of transferring the properties of the logarithmic coefficients to that of the Taylor coefficients of univalent functions themselves or to its powers and thus, their role in the theory of univalent functions. The inequalities conjectured by Milin attracted much attention because their truth would imply the truth of the Robertson conjecture and the Bieberbach conjecture, in addition to few others [6, 15, 19] . It is then, in 1984, Louis de Branges [3] proved these inequalities and his proof resolved the most popular problem for the class S, namely, the statement max f ∈S |a n | = n which occurs if and only if f is a rotation of the Koebe function k(z) = z/(1 − z) 2 . The proof which settles the Bieberbach conjecture relied not on the coefficients {a n } of f but rather the logarithmic coefficients {γ n } of f . Here the logarithmic coefficients γ n of f ∈ S are defined by the formula
We use γ n (f ) = γ n when there is no confusion, and remark that some authors use γ n in place of 2γ n . Let F be the inverse function of f ∈ S defined in a neighborhood of the origin with the Taylor series expansion
where we may choose |w| < 1/4, as we know from Koebe's 1/4-theorem. Using a variational method, Löwner [12] obtained the sharp estimate:
where K n = (2n)!/(n!(n+1)!) and K(w) = w +K 2 w 2 +K 3 w 3 +· · · is the inverse of the Koebe function. There has been a good deal of interest in determining the behavior of the inverse coefficients of f given in (1.2) when the corresponding function f is restricted to some proper geometric subclasses of S. Alternate proofs of the inequality (1.3) have been given by several authors but a simpler proof was given by Yang [26] . As with f , the logarithmic coefficients Γ n , n ∈ N, of F are defined by the equation
We have a natural and fundamental question.
Problem 1.
Suppose that f ∈ S or of its subclasses and F is the corresponding inverse of f with the form (1.2). If Γ n (F ) denotes the logarithmic inverse coefficients of F , is it possible to determine the sharp bound for the absolute value of Γ n (F )?
The main aim of this article is to deal with this problem for S and some of its important geometric subclasses. The article is organized as follows. In Section 2, we solve this problem completely for the family S which motivates the rest of the investigation. In Section 3, we introduce the classes for which we study this problem, and present solutions to this problem in several subsections with necessary background materials.
Logarithmic inverse coefficients for the class S
Before we continue to study Problem 1 in detail, it is appropriate to deal with the class S which motivates us to consider further investigation. Let S * denote the class of starlike functions f (i.e f (D) is a domain starlike with respect to the origin) in S.
Recall that, for f ∈ S and λ > 0, the function (z/f (z)) λ is analytic in D and has the power series expansion of the form
Throughout we use this representation. For the logarithmic inverse coefficients Γ n of F as given by (1.4), the following theorem, whose proof is elegant, is fundamental in this line of discussion.
Theorem 1. Let f ∈ S (or S * ) and F be the inverse function of f and have the form (1.2). Then for n ∈ N, the logarithmic inverse coefficients Γ n of F satisfy the sharp inequality
Equality is attained if and only if f is the Koebe function or one of its rotations.
Proof. The idea of proof of here is well-known and Lagrange's series have a similar idea of the proof. We consider
Using the Cauchy integral formula and the relation (2.1), it is easy to obtain the following identity for each n ∈ N,
where C is a Jordan curve surrounding the origin counterclockwise in f (D). Concerning this identity, see [24, Theorem 3] . With the use of Löwner's method [12] , it has been proved in [24] that
Likewise, it was proved in [24] that equality occurs if and only if f equals k or one of its rotations. Since
the binomial theorem implies our assertion. We say that f is subordinate to g, written as f ≺ g, if there exists a function φ ∈ B 0 such that
and
The following subclasses of S have been studied extensively in the literature. See [9] and [17, 21, 22] and the references therein.
(1) The class S * (A, B) is defined by
where A ∈ C and −1 ≤ B ≤ 0, and this class has been studied extensively in the literature. For 0 ≤ β < 1, S * (β) := S * (1 − 2β, −1) is the class of starlike functions of order β. In particular, for B = −1 and A = e iα (e iα − 2β cos α), the class S * (A, B) reduces to the class S α (β) of spiral-like functions of order β defined by
where β ∈ [0, 1) and
Functions in S α (0) are called α-spirallike, but they do not necessarily belong to the starlike family S * := S * (1, −1). See [6, 9] . (2) The class G(c) is defined by
where c ∈ (0, 1]. Set G(1) =: G. It is known that G ⊂ S * and thus, functions in G(c) are starlike. This class has been studied extensively in the recent past, see for instance [16, 18] and the references therein. (3) The class U(λ) is defined by
where 0 < λ ≤ 1. Set U := U(1), and observe that U S. See [1, 2] . Many properties of U(λ) and its various generalizations have been investigated in the literature, we refer for example [17, 22] and the references therein. (4) The class F (α) is defined by
. In particular, we let F (0) =: C. Functions in C known to be convex and univalent in
are convex functions of order α in D, and it is usually denoted by C(α). The functions in F (−1/2) (and hence in F (α) for α ∈ [−1/2, 0)) are known to be convex in one direction (and hence close-to-convex) but are not necessarily starlike in D.
3.2.
Logarithmic inverse coefficients for f ∈ S * (A, B). Throughout in the sequel, let I k (n) denote the semi-closed intervals k n , k+1 n for k = 0, 1, . . . , n − 1 and n ∈ N.
with −1 ≤ B < A ≤ 1, and k A,B;n (z) = z(1 + Bz n ) (A−B)/nB . Then for n ∈ N, the logarithmic inverse coefficients Γ n of F satisfy the following inequalities:
(1) when n ∈ N and n(1 − δ) / ∈ N, we have
(2) when n ∈ N and δ ∈ I k (n), k = 1, 2, . . . , n − 1, we have
(3) when n ∈ N and n(1 − δ) ∈ N, (3.1) holds for δ ∈ I 1 (n), and (3.2) holds for δ ∈ I k (n), k = 2, 3, . . . , n − 2. (4) for δ ∈ I n−1 (n), we have
The inequalities (3.1) and (3.3) are sharp for the functions k A,B;1 (z) and k A,B;n (z), respectively.
Proof. Suppose f ∈ S * (A, B). From the relation (2.2), we have
where b n (n, f ) is defined by (2.1). In order to compute |Γ n (F )|, we shall have to estimate |b n (n, f )| and for this, we use [7, Theorem 2.7] . It is worth to remark that one could use the analysis used in [13] . First, take λ = n ∈ N, we note that the inequality (2.9) in [7] is applicable for k = 0 (in case of n(1 − δ) ∈ N, the inequality (2.9) in [7] is also applicable but only for k = 1). Therefore for δ ∈ I 0 = [0, 1/n), the inequality (2.9) in [7] yields
which is precisely the inequality (3.1). The equality holds for k A,B;
where ξ = (A−B)n/B and (a) m = Γ(a+m)/Γ(a) denotes the Pochhammer symbol. Similarly, for δ ∈ I k (n), k = 1, 2, . . . , n − 1, the inequality (2.10) in [7] gives
This gives (3.2). Finally, for δ ∈ I n−1 (n), the inequality (2.11) in [7] yields
which gives (3.3). It is easily verified that equality holds in (3.3) as the function
demonstrates. This completes the proof of Theorem 2.
Theorem 2 for the case A = 1 − 2β and B = −1 takes the following simple form.
Corollary 3. Let f ∈ S * (β) for some β ∈ [0, 1), and k β;n (z) = z/(1 − z n ) 2(1−β)/n . Then the logarithmic inverse coefficients Γ n of F satisfy the inequalities:
(1) for n ∈ N and β ∈ [0, 1/n), we have
for n ∈ N and β ∈ I k (n), k = 1, 2, . . . , n − 1, we have
The inequalities (3.4) and (3.5) are sharp for the functions k β;1 (z) and k β;n (z), respectively.
We remark that when A = 1 and B = −1 in Theorem 2, or when β = 0 in Corollary 3, we obtain Theorem 1 for f ∈ S * . Moreover, we can generalize Corollary 3 for the class S α (β) of spiral-like functions of order β.
3.3.
Logarithmic inverse coefficients for S α (β). In [13] , the authors proved the following theorem (which we state in our form).
Theorem A. Suppose f (z) = z + ∞ n=p+1 a n z n ∈ S α (β) (|α| < π/2, 0 ≤ β < 1), and for integral t ≥ 1, let z f (z) Setting p = 1 gives that if f (z) = z + ∞ n=2 a n z n ∈ S α (β) and b
(1)
where k = 1, . . . , M + 1, and M = [t(1 − β)]. Moreover, 2nΓ n (F ) = b n (n, f ), n ∈ N, and thus, by taking t = n ∈ N in (3.6), we obtain
This is the basic and we organize it in the following form. We use results from [7] and Theorem 2 to prove the following.
Theorem 4. Let f ∈ S α (β) for some β ∈ [0, 1) and α ∈ (−π/2, π/2). Then the logarithmic inverse coefficients of F satisfy the inequalities:
(1) for n ∈ N and β ∈ I 0 (n) = [0, 1/n), we have
|2n(1 − β)e −iα cos α − j| 1 + j (2) for n ∈ N and β ∈ I k (n), k = 1, 2, . . . , n − 1, we have
(3) for β ∈ I n−1 (n), we have
The estimates (3.9) and (3.7) are sharp for f α,β;n (z) = z/(1 − z n ) γ/n , γ = 2(1 − β) cos α and f α,β;1 (z), respectively.
Proof. Suppose f ∈ S α (β). From the relation (2.2), we have
where b n (n, f ) is defined by (2.1). In order to find |Γ n (F )|, we need to estimate |b n (n, f )| with the help of [25, Theorem 4] . First, take λ = n ∈ N, we note that the inequality (47) in [25] is applicable only for k = 0. Therefore for β ∈ [0, 1/n), the inequality (47) in [25] yields
which is precisely the inequality (3.7). The equality holds for f α,
where θ = −nγ. Similarly, for β ∈ I k (n), k = 1, 2, . . . , n − 1, the inequality (48) in [25] yields (3.8). Finally, for β ∈ I n−1 (n), we note that the inequality (49) in [25] gives
which establishes (3.9). It is easily verified that equality holds in (3.9) for the function f α,β;n (z) = z/(1 − z n ) γ/n . This completes the proof of Theorem 4.
Logarithmic inverse coefficients for G(c).
Lemma 5. Let f ∈ G(c) for some c ∈ (0, 1] and for each fixed λ > 0, the Taylor coefficients b m (λ, f ) be given by (2.1). Then (1) for λ ∈ (0, 1], we have
(2) for λ > 1, we have
The estimates (3.10) and (3.11) are sharp for the function f Proof. Suppose that f ∈ G(c). Then we have (see [20] )
by the definition of subordination, there exists an analytic function ϕ ∈ B 0 such that
As with the standard procedure, we may write this in series form as
the second sum on the left-hand side being convergent in D. By Clunie's method [4, 5] (see also Parseval-Gutzmer formula) together with |ϕ(z)| < 1 gives
, the sign of each term inside the summation symbol on the right-hand side of (3.13) depends on the expression (λ − k) for k = 1, 2, . . . , m − 1. 
Now we use the principle of mathematical induction on m. For m = 1, it follows from (3.14) that |b 1 (λ, f )| ≤ λc/(1 + c). This gives the estimate (3.11) for m = 1. For m = 2, . . . , [λ], we now assume that
holds. Then, using (3.14), (3.15) and simplifying, it follows that
Hence, for m = 1, 2, . . . , [λ] + 1, we have
This establishes the inequality (3.11).
Case III: Now, we will prove the inequality (3.12). Recall that if λ > 1, then λ − k ≤ 0 for
Using (3.16) and mathematical induction hypothesis (3.15), we get as before
Hence,
This establishes the inequality (3.12).
If we take c = 1 in Lemma 5, we get the following result.
Corollary 6. Let f ∈ G(1) and for each fixed λ > 0, let the Taylor coefficients b m (λ, f ) be given by (2.1). Then (1) for λ ∈ (0, 1], we have
(2) for λ > 1, we have Now we are ready to state our next main result.
Theorem 7. Let f ∈ G(c) for some c ∈ (0, 1]. Then the logarithmic inverse coefficients Γ n of F satisfy the inequality
The result is best possible for the function f
Proof. Suppose f ∈ G(c). From the relation (2.2), we have
where b n (n, f ) is defined by (2.1). In order to find |Γ n (F )|, we shall estimate |b n (n, f )| using Lemma 5. For λ = n ∈ N, we note that the inequalities (3.10) and (3.11) are applicable. Therefore, the inequalities (3.10) and (3.11) yield
The desired conclusion follows.
The result is best possible for the function f 0 (z) = z − z 2 /2.
3.5. Logarithmic inverse coefficients for U(λ). Now, we will discuss the logarithmic inverse coefficients Γ n for the class U(λ). It is a simple exercise to see that f ∈ U(λ) if and only if
where 2a 2 = f ′′ (0), ω is analytic and |ω(z)| ≤ 1 for |z| < 1. Moreover, we also see from (3.19) that
where
2 ). In [22] , the authors proved that if ω(0) = a ∈ D and
where v(0) = lim Theorem 9. Let f ∈ U(λ) for 0 < λ ≤ 1. Then the logarithmic inverse coefficients Γ n of F satisfy the inequality
Equality is achieved in both inequalities for the function
where a ∈ (0, 1).
From (2.2), we know that 2nΓ n (F ) = b n (n, f ) for n ∈ N, and from the last relation it follows easily that b 1 (1, f ) = −a 2 and b 2 (2, f ) = 3a Equality case is easy to obtain from (3.21).
3.6. Logarithmic inverse coefficients for F (α). We see from the definition of
By the definition of subordination, we get
where ϕ ∈ B 0 . Using the Taylor expansion ϕ(z) = ∞ k=1 c k z k and of f (z) given by (1.1), we can write the above relation in the series representation
and the sharp inequality |c n | ≤ 1 − |c 1 | 2 holds for n ≥ 2. Now, we compare the coefficients of z n for n = 2, 3, 4 and get
In view of the relation (1.2), we have
where z = F (w). Differentiating this we find that f ′ (z)F ′ (w) = 1, and further differentiation gives
Setting z = 0 and w = 0, we obtain that A 4 = −a 4 + 5a 2 a 3 − 5a for fixed (µ, υ) ∈ R 2 , where ϕ varies in the set of Schwarz functions. It is obvious that this result can be used to get the maximum of |Γ 3 (F )| for any α ∈ [−1/2, 1). Since some of these inequalities and their extremal functions are very much involved, we want to mention only those cases, where these expressions are nice. Hence, we only mention the related cases of the lemma of Prokhorov and Szynal. , µ = 5α − 3 and υ = (3α − 2)(2α − 1). Our aim is to get a sharp bound for |I 1 |. Lemma 12(a) and (3.27) give |I 1 | ≤ 1 for D 1 ∪ D 2 and the desired inequality follows.
Using the second part of Lemma 12 and (3.27), we find that
