Porous materials are formed in nature and by man by many different processes. The nature of the pore space, which is usually the space left over as the solid backbone forms, is often controlled by the morphology of the solid backbone. In particular, sometimes the backbone is made from the random deposition of elongated crystals, which makes analytical techniques particularly difficult to apply. This paper discusses simple two-and three-dimensional porous models in which the solid backbone is formed by different random arrangements of elongated solid objects (bars/crystals). We use a general purpose elastic finite element routine designed for use on images of random porous composite materials to study the linear elastic properties of these models. Both Young's modulus and Poisson's ratio depend on the porosity and the morphology of the pore space, as well as on the properties of the individual solid phases. The models are random digital image models, so that the effects of statistical fluctuation, finite size effect and digital resolution error must be carefully quantified. It is shown how to average the numerical results over random crystal orientation properly. The relations between two and three dimensions are also explored, as most microstructural information comes from two-dimensional images, while most real materials and experiments are three dimensional.
Introduction
The processes that are used to form natural and man-made porous materials are diverse. Some are formed by introducing bubbles into a viscous liquid, then hardening the liquid, as in foaming processes. However, many porous materials are formed by building up a solid structure that incorporates empty areas into its overall body. In this case, the morphology of the pores, which are made from the 'left-over' space around the forming solid backbone, is mainly determined by the morphology of the solid products. This is the case for cement-based materials, which are among the most highly-used porous materials produced by mankind. One particular kind of cement-based material is gypsum plaster, widely used for the production of gypsum plaster board, of which billions of square metres are produced every year across the world. This material is an example of a porous solid made up from elongated gypsum crystals that randomly intersect and grow together from seeds to form a random porous solid. In general, there has been some success in using bounds, expansions and effective medium theories to understand the effective properties of composite materials made up from inclusions in a matrix [1, 2] . However, these analytical theories have not, in general, been terribly successful in describing the effective properties of microstructures made up from intersecting solid objects and particularly elongated objects. Hence the need to turn to simple computer simulation models to help sort out these relationships.
Chapter 1 in [3] describes a 'tool-kit' of computational methods that can be used to analyse digital images of porous materials. One part of this collection of tools is a suite of finite element programs that can be used to explore many aspects of the linear elastic properties of random porous materials [4] . These can be used to explore quickly many different random models of random porous media, examining their effective elastic properties as a function of porosity and pore morphology. These numerical data can then be used to interpret and explain experimental data.
This paper is then a computational investigation of the linear elastic properties of various simple models for random porous materials made up from the random arrangement of solid elongated objects (bars). We investigate how the morphology of the solid and pore space affects the elastic properties, and how varying the solid properties affects the overall elastic properties. Comparisons between two dimensions (2D) and three dimensions (3D) are especially useful, because most microstructural information is obtained in 2D, from images of various kinds, while the measurement of elastic properties is in 3D. Also, because these are random digital models, the effects of statistical fluctuation, finite size effect and digital resolution errors must be carefully quantified in order to ensure valid results. Comparison is made both with the elastic properties of other random models, and to measured elastic properties of real materials. The emphasis of this paper is on how solid and pore morphology affect elastic properties, and on how simple models can be used to help elucidate the phenomena found in real porous materials.
Models and elastic techniques
We give here a brief description of the models used, and the motivation for using them, along with a short description of the finite element technique used to solve for the effective elastic moduli in 2D or 3D.
Models
The basic unit of all the models to be described in this paper is the bar, which is a rectangle in 2D and a rectangular parallelepiped in 3D. The aspect ratios of the bars were taken to be 7:1, roughly based on average values found in experiments on porous gypsum plasters and on numerical considerations-the size of the unit cell needed to be about five to ten times larger than the longest dimension of the bars, so too high an aspect ratio would have meant too large a unit cell for reasonable computational turnaround rates of the many results required. These bars were taken to be totally solid, and were placed randomly in several ways in a periodic unit cell. By 'periodic', we mean that if a bar extended past the side of the unit cell, it was completed periodically on the other side of the cell. The pore space was then the space in the unit cell not occupied by the solid.
In 2D and 3D, the first type of model to be studied were built by randomly placing the centre of the bars, and allowing the bars to be oriented in one of the principal directions (x, y in 2D and x, y, z in 3D) (O-HV). Figure 1(a) shows an example of this arrangement in 2D. When the system size was 200 2 , the typical size used in the 2D studies, the bars were 21 × 3 pixels in size. In 3D, the bars were 21 × 3 × 3 pixels in dimension when the system size was 100 3 . In 3D, a model where the bars were allowed to have random orientations was also briefly studied (O-R).
Another type of model was generated by first randomly placing bars in the principal directions (these were not allowed to overlap (hard cores)), and then by expanding each bar around its centre through adding a 'soft shell' that could freely overlap both phases. The hard cores were placed with random jamming statistics [5, 6] . This model version was inspired by the 'hard core/soft shell' model usually used with spheres and ellipsoids and is denoted in the text as HCSS-HV [5, 6] . Figure 1(b) shows an example of this type of model in 2D. In 2D, at a system size of 200 2 pixels, the hard core was a 19 × 1 pixel rectangle, and the soft shell was 1 pixel in width, so that the total size of the complete object was the same as for the O-HV case. Similarly, in 3D, at a system size of 100 3 pixels, the hard core was 19 × 1 × 1, with a 1 pixel thick soft shell. We note here that having a model in which the microstructure is split into individual pixels gives the model great flexibility. For example, it is simple to monitor the percolation quantities of both the solid and pore phases using a burning algorithm [4, 7] . In addition, to calculate the overlap volume between two ellipsoids is a fairly formidable mathematical problem. To analytically calculate the overlap between three or more ellipsoids is almost impossible. But in a digital model, it is easy to keep track of how many bars have been placed on the same pixel, so the total overlap area (2D) or volume (3D) can be readily known. Figure 2 shows the overlap solid fraction versus the porosity for the two different 2D models. The 2D HCSS-HV model has somewhat less overlap area at a given porosity than the O-HV model does. This is because the hard core regions cannot overlap one another, while in the O-HV model, all pixels have the potential of participating in the overlaps. The overlap fraction was investigated as a function of size of the system and digital resolution, and was found to give reasonable results at the typical sizes used in 2D. 
Elastic moduli equations and numerical techniques
Since the elastic properties of both 2D and 3D models will be computed in this paper, it is important to write down both sets of elastic properties and indicate the relationship between them. The following discussion is taken from [8] . Hooke's law for an isotropic 3D body, which defines the elastic moduli, is:
along with cyclic permutations of x, y and z. Young's modulus is E and Poisson's ratio is ν. Simply writing Hooke's law for an isotropic 2D body results in
along with cyclic permutation of x and y. The subscripts on the moduli indicate the dimension in which they are defined. The relationships between the various isotropic moduli for 3D are
and for 2D are 4
Note that for K (bulk modulus) and G (shear modulus) to be non-negative, and so give a stable elastic system, the bounds on Poisson's ratio are
Torquato [9] has written equivalent relations between the various isotropic elastic moduli for general dimensions in his recent book on the theory of composite materials. We can relate 3D to 2D moduli if we assume that the 2D equations have been derived from the 3D equations via the assumption of plane strain (all out-of-the-plane strains are zero) or plane stress (all out-ofthe-plane stresses are zero). If we make the plane strain assumption, then the 3D equations transform to the equivalent of the 2D equations, with the mapping
If we make the assumption of plane stress, then the same thing happens again, but with the new mapping
which, interestingly enough, makes the 2D and the 3D moduli numerically equal to each other but with different units. The finite element technique (in FORTRAN 77) used to solve the elastic equations has been thoroughly described [10] , and a manual covering details of the theory and usage has been written [4] . Briefly, each pixel is treated as a finite element, so that the finite element mesh is just the lattice of the digital image itself. The continuum elastic equations can be solved exactly via a variational principle, where the correct solution is found by minimizing the elastic energy stored in the material, given the constraint of the applied strain. The finite element technique minimizes the digital elastic energy, so that the best solution, given the discretization of the problem, is found. The elastic displacements are found in every pixel, and the average strain and stress in each pixel is computed and averaged over the entire microstructure to give the effective elastic properties of the porous material. The memory required to run these models is about 150 byte per pixel, in 2D, and about 230 byte per pixel in 3D. The total memory required for two typical systems used, 200 2 in 2D and 100 3 in 3D, then required, respectively, 6 and 230 Mbyte. Obviously, much larger systems can be studied in 2D. In 3D, somewhat larger systems can be studied, although the memory required quickly reaches the multi-gigabyte range. Run times will vary with the computer used.
The materials we are trying to simulate are elastically isotropic random collections of overlapping, elongated crystals. In analysing the elastic properties of the models, we want to achieve isotropic moduli, as this is what is measured. But when bars are placed only in the principal directions, then the effective elastic moduli are not isotropic. In addition, they do not even have square (2D) or cubic (3D) properties, because of their randomness. There are then two types of averaging that must be done. The first is averaging over random configurations, because of statistical fluctuation, which is described in the next section. The second is angular averaging. In the following, we describe an averaging technique that results in isotropic elastic moduli.
Consider the 3D case first. The elastic moduli tensor obtained for one configuration of a given model cannot be assumed to follow any particular crystal pattern. In Voigt notation, a general symmetric 6 × 6 matrix, with 21 independent elements, has the following form:
where 1 = xx, 2 = yy, 3 = zz, 4 = xz, 5 = yz, and 6 = xy. The tensor in 2D, with six independent elements, has the form:
where 1 = xx, 2 = yy, and 6 = xy (we use 'six' instead of the more natural 'three,' in order to link more clearly to 3D).
The computed elastic tensor of one of the 3D models will, in general, have the symmetry of equation (8) . We can analytically average this tensor, using the full C ij kl form of the elastic moduli tensor, over the three Euler angles (α, β, γ ) in 3D and the single polar angle (φ) in 2D.
The 3D Euler angle matrix is [11] :
The 3D equation for angularly averaging the elastic moduli tensor is then [11] : (11) where C mnpq is a constant, evaluated in some set of Cartesian axes. This will result in an isotropic tensor, with the values of K and G given by
G.
Note that the ij terms where i = 1, 2, 3 and j = 4, 5, 6, and vice versa, do not appear in the averages. This leads us to formulate a simpler averaging process, where the angular averaging process need not be used explicitly. Define an average cubic material with cubic symmetry in 3D, so that there are three independent elastic moduli: (C 11 ) avg , (C 12 ) avg and (C 44 ) avg , defined in the following straightforward way:
The fully angularly averaged equations (12) then become:
Equations (14) look like the equations obtained when angularly averaging a cubic elastic moduli tensor [12] , with (C 11 ) avg → C 11 , (C 44 ) avg → C 44 and (C 12 ) avg → C 12 , the three independent elements of a cubic elastic moduli tensor. The relevant rotation matrix in 2D is:
The same averaging procedure can be done in 2D [11] , according to
with the results
If we define (C 11 ) avg = 1 2 (C 11 +C 22 ), then equations (17) become the equations for an effective square symmetry elastic moduli tensor [12] :
If the bars were oriented randomly in all directions, then the effective moduli would not need to be rotationally averaged, but just averaged over different configurations. However, for a nominally isotropic random system, a rotational average should be very similar to a configurational average. Note that since equations (11) and (16) are linear in C mnpq , the configurational average and the rotational average can be taken in any order. In summary, the 'experimental' technique is as follows: build a microstructure using one of the previous rules and a random number generator, assign elastic properties to the solid phase(s), and use the programs to compute the effective elastic moduli of the model. To obtain all 21 of the elements in equation (8), six runs must be made for each system considered, with only one of the six independent strains (ε 1 , ε 2 , ε 3 , ε 4 , ε 5 , ε 6 ) non-zero each time. Using the average stress tensor, σ ij , we can then define the effective elastic tensor by σ ij ≡ C ij kl ε ij , where ε ij is the applied strain. Using this technique, all 21 elements can be evaluated. The symmetry of the tensor is then a check of the numerical technique, as elasticity theory requires that the elastic moduli be symmetric for infinite systems. Using periodic boundary conditions in this case gives an effectively infinite system, as there is no surface. This general symmetry elastic moduli tensor should then be angularly averaged to produce isotropic elastic moduli. In the next section, we discuss how solid moduli were picked, and how to analyse the sources of error in this process.
Solid elastic moduli and error analysis

Solid elastic moduli
One of our interests, as discussed in the introduction, is in porous materials such as cementbased materials and, in particular, gypsum plaster. Therefore, we chose to use the measured elastic moduli of gypsum crystals for the solid backbone moduli. If the backbone moduli tensor is isotropic, then the Young's modulus E of the porous composite will scale with the magnitude of E s . The shape of the E/E s versus porosity graph, for an isotropic backbone, will not depend at all on the value of ν s in 2D [8] and only mildly so in 3D [2] .
However, since gypsum plaster is the material that we are looking to model, we have to deal with the gypsum crystal elastic moduli tensor, which is not isotropic. The gypsum crystal has monoclinic symmetry, so that its 3D elastic moduli tensor contains 13 independent constants. The measurement of these constants using an acoustic method has been published [13] . As the crystal anisotropy would be very difficult to handle computationally when the crystals are overlapping, and also because we are ultimately interested in real porous materials, which are usually isotropic, we will make the assumption of an isotropic tensor for the solid backbone. An angular average, using equation (11) with the full gypsum elastic moduli tensor, leads to [14] 
The corresponding values of Young's modulus E and Poisson's ratio ν are:
Equations (19) and (20) are the isotropic average of the 3D tensor. If we want to study 2D models, a 2D equivalent must be found. As discussed in section 2.1, there are two choices for making 2D moduli from the 3D moduli: plane strain or plane stress. The plane-strain values of Young's modulus and Poisson's ratio are: E s = 50 GPa, ν s = 0.45. For all the 2D studies, the plane-strain values of the 2D moduli were used. The plane-stress values were used in the data to be presented in figure 12 in section 5.
Error analysis
In any microstructure model of a random material, there are always two sources of error: statistical fluctuation and finite size effect [1, 15] . The first comes about because when constructing a model, there are many different choices for the random numbers possible that determine the arrangement of the phases. Each choice, in principle, can have different properties. This sensitivity to statistical fluctuation must be carefully tested. The second source of error, finite size effect, comes about because the unit cell of the model can only contain a piece of the microstructure that is small compared to a experimental piece of the real material. One must ask the question: is the model big enough so that its microstructure is typical of the real material [16, 17] ? In digital models, there is a third source of error: digital resolution. Arbitrary shapes are being represented by a collection of square or cubic pixels, and there will almost always be a dependence of properties on resolution. This can come about in two ways. Suppose we compute the properties of a composite made up of cubical particles that are randomly placed but oriented with the digital pixel axes. In this case, the shape of the particles is always represented properly, but the continuum elastic equations are discretized, so that the resolution will still have an effect. If the particles were spheres, or cubes or bars that were not aligned with the digital pixel axes, the shape of the particles would then also change with resolution, adding to the digital resolution error. These sources of uncertainties will be discussed as we analyse the results of each model in the following section. Figure 3 shows how the digital resolution error is dealt with for the O-HV model. The elastic moduli were computed at different resolutions and then plotted against the reciprocal of the number of pixels per side of the unit cell, 1/N . For example, if 600 21 × 3 bars were used to construct a 200 × 200 pixel unit cell system, then to double the resolution, the same number of 42 × 6 bars would be used for a 400 × 400 pixel unit cell system. The value of C 11 is shown in figure 3 , as it was typical of all the other elastic moduli. The result found previously was that in the large N limit, where 'large' is different for different models, the moduli scale like 1/N [15, 18] . By extrapolating to the N = ∞ limit (1/N = 0), the true value for infinite resolution can be accurately approximated. This procedure has been checked for a single sphere in a matrix, where the true value is known [19] , and was found to be accurate. The three lines on figure 3, for the three different porosities, seem to be similar. However, if we examine the percentage difference between the 200
Results
Two-dimensional model results
2 system values and the infinite limit extrapolated values, we find that this difference depends roughly linearly on the porosity (10% at the lowest porosity and about 40% at the highest porosity). This is not hard to understand. If the porosity were zero, extrapolation would make no difference at all, as the solid elastic moduli would be replicated exactly in each solid pixel. Even one pixel, representing the entire system, would give the correct elastic moduli. As porosity increases, the model becomes increasingly random, with more intricate morphology, so that more and more resolution is needed to represent correctly complex shapes and compute the elastic properties. This was found to be true for the 3D models as well.
All the 2D models considered had similar asymptotic behaviour. Since in 2D, we were mainly interested in comparisons between the different microstructures, only non-extrapolated results were used, in order to save computational time. The extrapolated results are used later in the paper when comparing 3D model results to experimental data, since extrapolation did make a significant difference in the computed quantities.
In all the models considered in this paper, errors due to the finite size effect and statistical fluctuation were much less than the error induced by digital resolution. When reasonably far away from the percolation threshold in any model, 2D or 3D, it was found adequate to use only one realization of each model, as these errors were only on the order of 1-2%. However, near the percolation threshold, the statistical fluctuation and finite size effect errors increased greatly. Since we are not very interested in behaviour near the percolation threshold, at least not in this paper, there was no additional averaging to obtain less uncertain results in this regime. Consequently, the details of the elastic behaviour near the percolation threshold have associated large error bars (not shown on the graphs). Figure 4 (a) shows Young's modulus (isotropically averaged for the HV models) of the two different 2D models, plotted against porosity. Note that the HCSS models tend to be somewhat less stiff than the overlapping models. Comparing figure 4(a) with figure 2, we can see that at a given porosity, there is more overlap area for the overlapping models than for the HCSS models. Since this overlap area is what gives the models their stiffness, more overlap area translates to higher stiffness at the same porosity. Also, going along with this fact, the percolation thresholds for the models are different. The percolation threshold, which is the porosity at which the solid phase becomes geometrically disconnected, is somewhat higher for the O-HV model (about 0.6) than for the HCSS-HV model (0.45). This implies that at a given porosity, where both models are still percolated, the O-HV model will be better connected than the HCSS-HV model, causing it to be stiffer. This 'better connectedness' is also clearly correlated closely with the overlap fraction (figure 2).
Figure 4(b) shows Poisson's ratio for the 2D models plotted against porosity. Similar behaviour is seen for both models. The solid Poisson ratio, 0.45, may seem high, but note that equation (5) allows values of ν in 2D up to one, when the allowable maximum in 3D is only 1 2 . Adding porosity seems to lower the effective Poisson ratio. As is known in 2D exactly, Poisson's ratio tends to flow towards a fixed point, as the percolation threshold is approached. The data shown in figure 4(b) then imply that for both models, the value of this fixed point is between 0.2 and 0.3. The large uncertainties in the data near the percolation threshold do not allow a more specific statement to be made. If, however, the fixed point was to be 0.45 or higher, then adding porosity would make the Poisson ratios increase with increasing porosity. We shall see an example of this type of behaviour in 3D. Figure 5 shows an interesting example of what was briefly touched on in section 2: the flexibility of digital models. For the O-HV and HCSS-HV models, the overlap area was separately labelled from the other solid parts, and allowed to have a Young's modulus different from the other parts of the solid backbone. This value was only allowed to be less than that of the bulk crystal backbone, as larger values were thought to be unphysical. The Poisson ratio remained the same, however. Both systems had a porosity of 27%. The overlap fractions, defined as the percentage of solid material that belongs to two or more bars, is 35% for the O-HV model and 31% for the HCSS-HV model. In figure 5 , the overall Young's modulus of each model, normalized by Young's modulus when all solid parts had the same moduli (given for the two sets of data in figure 4(a) , 27% porosity), is plotted against the fraction (less than one) of E o /E no for the solid phases (o = overlap, no = non-overlap). Because of the different normalizations for each model, the two sets of data overlap at unity when the ratio E o /E no = 1. It is interesting to note that the two models both now fall on nearly the same curve, as opposed to figure 4(a). Figure 5 shows a different kind of dependence on microstructure than figure 4(a) does, but the two graphs are not expected to be similar.
We should note that there is another method used for computing the effective elastic moduli of porous materials based on a finite difference scheme [20] . This works well on uniform solid phases, but is very difficult to implement when there is more than one solid phase with different elastic properties. For example, the computational results shown in figure 5 would have been very difficult to obtain using this method. Also, the finite element technique [4, 10] can handle any symmetry elastic moduli tensor, which is possible but difficult in the finite difference technique [20] .
Three-dimensional model results
In figure 6 3D views of the three 3D models studied are shown: O-HV ( figure 6(a) ), HCSS-HV ( figure 6(b) ), and O-R ( figure 6(c) ). The finite size and statistical fluctuation errors in these three models were similar, but how the digital resolution error scaled with resolution was different. This is because in the HV models, the shape of the bar was always properly represented, while in the O model, the pixel shape of the bars depended on the orientation of the bar.
To show the effect of randomness and the effect of orientation of the bars along the x, y and z axes, the full elastic moduli tensor computed on one of the HCSS-HV runs in 3D will 
We have shown earlier that the small cross terms in the upper right and lower left of the tensor do not contribute in the angular averaging process. They are included now just to show that these coefficients do exist, though their magnitude is only about 1% or less of the major coefficients. They are not due to round-off error, because of their magnitude (much too large) and the fact that they appear symmetrically in equation (16) . Since each column in equation (16) represents an independent run, and round-off errors are random, we would expect that if these elements were only a product of non-symmetric round-off errors, they would appear to be less symmetric. We now present the results for E for the three 3D models in figure 7 at a system size of 100 3 . Recall that the HV models were rotationally averaged, while the random direction model was not. Surprisingly, all the data points for the three models seem to fall on roughly the same curve versus porosity. There is little difference among the stiffnesses of the three models in 3D, as opposed to 2D, where there were significant differences (see figure 4(a) ). This could be a sign that the percolation thresholds of the three models were similar. We did not pursue higher resolution studies of the percolation thresholds in 3D to see if this was true. The companion computations for ν for all three models are also similar (not shown). So if K and G, which are a combination of E and ν, were plotted against porosity, there would still be little difference seen among the three models. Because of these results, we can focus on the O-HV model, as it is the simplest. Figure 8 shows the results for Poisson's ratio for the O-HV model, with three different values of ν s , at a size of 100 3 . Recall that ν s = 0.33 is the isotropically averaged value for solid gypsum given in equation (20) , while the other two values are arbitrary. As porosity increases, three lines of points are formed, which tend to flow toward the same fixed point of about 0.2 to 0.25. Note the three different line shapes (decreasing, flat, increasing) for the three different starting values for ν s . This is non-intuitive behaviour and means that in the porosity limit where E goes to zero, whether at a non-zero or zero percolation threshold, the Poisson's ratio is determined by the structure of the material and not the value of ν s [8] . However, as can be seen from figure 8, the value of ν s does have a strong influence on the value of ν well away from this threshold. This flow diagram behaviour seems to be universal, and has been seen in many model systems [2, 15, 21, 22] . In 3D, unlike in 2D, this behaviour is probably not exact.
Since we wish to compare the 3D model results to experiment, extrapolation to infinite resolution is of importance. Figure 9 shows the difference between the 100 3 system and the infinite resolution extrapolation by displaying the results for E versus porosity. The differences between the two sets of points is significant, showing the importance of extrapolation to get the correct results [15] . Also, figure 9 shows several sets of experimental results for gypsum plasters [23] [24] [25] [26] . The best comparison is with the acoustic method results, which measured the value of E with ultrasonic methods. The other experimental results used flexural tests to extract E as the slope of the stress-strain curve in the small strain limit, which usually gives lower values than ultrasonic techniques. Both sets of computations lie within the scatter between the different sets of experimental data, however. Note that the 100 3 values tend to lie above all the experimental data, again showing the probable importance of extrapolation. The fact that at higher porosities, all the experimental data tend to fall above the model results indicates that the percolation behaviour as the real material approaches zero moduli differs from the simple overlapping object behaviour of the models. It is important to be able to see how E varies with porosity in order to test a model. Single points of comparison are not enough to see whether a model faithfully captures how the properties vary with pore structure.
To set the O-HV 3D model in context, figure 10 shows a comparison of the extrapolated Poisson ratio data for the O-HV model with the results from other models taken from [15] , all with ν s = 0.2. The model results from [15] were also all extrapolated to the infinite N limit. The fact that the data spread out as the porosity increases is an indication that each model has its own flow diagram, and the fixed points towards which all values of ν tend as porosity increases are all somewhat different. These fixed points are definitely a function of Young's modulus versus porosity for the different 3D models, 100 3 systems (see figure 6 ). E s = 45.7 GPa comes from the spherical average of the gypsum crystal elastic tensor. the microstructure. There is also increased statistical fluctuation and finite size uncertainty in the data as the percolation threshold is approached.
Discussion
As stated in the introduction, the primary purpose of this paper was to study random porous models made up of elongated objects, to see the difference pore morphology made in elastic properties and to make comparisons between 2D and 3D. Figures 1-4 displayed the differences between the two 2D models. The elastic differences seemed mostly to be controlled by the amount of solid overlap at a given porosity. Figure 5 showed a small example of the capability of the models, of how the overlap area could be considered to be a different solid phase and so change the overall properties as the properties of this phase changed. In real materials, the properties of this phase could change as the constituents of the solid backbone could have different bonding criteria, for example. Figures 6-10 present the elastic moduli results for the 3D models, and a comparison of the extrapolated O-HV 3D results with various experimental measurements. It seemed clear that extrapolation to the infinite resolution limit was necessary in order to obtain a reasonable comparison with experiment. The agreement with experiment was reasonable, indicating that the kind of simple model studied can reproduce the important points of the real microstructure. The different 3D models gave quite similar elastic results, unlike the 2D models. This implies that trying to choose between various 2D models by comparing their elastic properties to 3D experimental results may be difficult, as the percolation thresholds and microstructure, and therefore elastic differences, between the models may be exaggerated in 2D compared to those in 3D.
In the whole area of relating the microstructure with the elastic properties, an important question for many people is the relation between two and three dimensions. A typical problem is predicting the elastic moduli of a real material, given only a 2D image of the microstructure from some kind of micrograph. If the various phases are assigned elastic moduli, then the 2D elastic moduli can be predicted, using the programs described in this paper or another The models studied in this paper can perhaps shed some light on this question. We can first compute the elastic properties of a 3D model to use as our 'experiment.' Then we can take 2D slices of that model, taking these as our 2D 'micrographs', and compute their elastic moduli. These two sets of data can then be compared, to see whether operating on the micrographs can tell us anything quantitative about the 3D elastic properties.
But before carrying out this procedure, some qualitative insight can be brought to this question by using the 2D model microstructures as intermediaries between 2D slices of 3D microstructures and the 3D microstructures themselves. Figure 11 shows a visual comparison between slices from the 3D models ( figures 11(a, c, e) , corresponding to figures 6(a-c)) and images of the direct 2D models ( figures 11(b, d, f) ) (note that the 2D O-R model was not previously discussed, but is assembled analogously to the 3D version). It is important to recall that in the 2D models, all bars are oriented in the plane, while in the 3D models, many bars are not oriented in the plane. A planar slice in 3D, then, will cut through the mid-section of many bars, resulting in small pieces in the slice that tend not to be well-connected in 2D. This will result in a loss of stiffness at the same porosity, as compared to the direct 2D models. So at equal porosities, the direct 2D models should be stiffer than the 2D slices of the equivalent 2D microstructures.
We can compare the 3D and 2D models by comparing their connectivities. The O-HV 3D model reveals a percolation threshold of about 80% porosity. The 2D O-HV model had a percolation threshold of about 60%. Therefore, at the same porosity, the 3D O-HV model will be better connected, and therefore stiffer, than the 2D O-HV model. This applies as well for the HCSS models. So if the 2D models are stiffer than the 2D slices, and the 3D models are stiffer than the 2D models, this implies that the 2D slices will be less stiff than the 3D microstructures that they come from. This is assuming, of course, that the elastic moduli of the backbones, in 2D and in 3D, are similar.
In order to carry out our program of quantitatively comparing 2D computations to 3D results, a question that must first be decided is: (1) What solid moduli should be used in the 2D slices? A related question is: (2) How do we relate 2D computed moduli to 3D measurements?
One strategy for solving problem (1) would be to take the 3D solid elastic moduli, make plane-stress or plane-strain moduli from them, and use them as input into the 2D finite element computation of the material. Note that since both the programs used here and the OOF software [27] are digital-image-based, they can easily operate on a real image that has been suitably processed to fit input requirements [27, 28] . A strategy for solving problem (2) might be to take the computed 2D moduli, treat them as plane-stress or plane-strain moduli and work backwards to the 3D equivalents, in order to compare them with the 3D results. This procedure, however, is not valid, as has been detailed in a recent paper [29] . The best we can do, then, is either to make plane-stress or plane-strain moduli from the measured 3D solid backbone moduli and use them as the solid backbone moduli in the 2D slices. We can then directly compare the 3D measured moduli with the 2D results. Figure 12 shows the results of this procedure, where the values computed for K and G, the effective bulk and shear moduli, are compared, versus porosity, for the full 3D models and for 2D slices of the 3D models. Both choices of solid backbone moduli-plane strain and plane stress-were made for the 2D slices. It can be seen in figure 12 (a) and (b) that both the plane-stress and plane-strain solid moduli in the 2D slices result in lower stiffnesses than for the full 3D models (the 'true experimental' result in this case), in agreement with the qualitative arguments presented earlier. So the plane-stress or plane-strain procedure outlined earlier does not work in this case, in the sense that it does not reproduce the true 3D results well. We might guess from the results that it will not work in any case, at least not quantitatively, because of the differences in connectivity between 2D and 3D. However, for zero porosity samples, this procedure will work perfectly, so we expect that the procedure will work better and better as the porosity decreases.
Conclusion
One major conclusion of this work is that simple digital models made with elongated objects, in this case rectangular parallelipiped bars, can illustrate many of the pertinent features of real porous materials made of interlocking crystals. Digital models have great flexibility and certainly much more can be done with them to help illuminate experimental questions than has been done in the present study. The computational procedures needed to study these models have been laid out in this paper, along with the appropriate averaging equations for configurational and rotational averages.
To use digital models for random systems accurately, we must quantify and minimize the error associated with statistical fluctuation, finite size effect and digital resolution. Away from the percolation threshold, the first two are usually much less than the digital resolution error. As the percolation threshold is approached, the statistical fluctuation and finite size effect errors grow quickly. However, the digital resolution error also grows somewhat as well, remaining the controlling error. This is because increasingly small 'bridges' of material hold the porous composite together as the percolation threshold is approached, causing increasingly larger resolution errors.
For porosities away from the percolation threshold, the stiffness of the connecting or overlap material between bars played a large role in determining the elastic modulus. For the 2D models, the dependence of the overall moduli on the stiffness of the overlap regime seemed to be fairly insensitive to the microstructure.
Another key finding was that to reproduce 3D experimental results, it is crucial to use 3D models. There are important differences in connectivity between 2D slices and the 3D models from which they originated. These differences cannot be accounted for by using some kind of 2D version of the 3D solid elastic moduli in the 2D solid backbone, although this procedure should become more accurate at lower porosities. Qualitatively, there are some similarities (see figure 12 ), but there is nothing close to quantitative agreement. Building better 3D models for interlocking crystal porous materials must then be the focus of future work. In particular, how the moduli approach the zero moduli limit is a crucial test case for any 3D model. Matching the apparent percolation threshold of experimental systems will be of major importance in this task.
