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Abstract
Using a tool-energy of d-dimensional signal sequences taking values 1 or −1, we have completely solved an interesting discrete
mathematical problem on d-dimensional symmetric weighted median ﬁlters, i.e., when a d-dimensional symmetric weighted median
ﬁlter is applied iteratively to a real signal sequence, then the limit of the iterates with even index as well as the limit of the iterates
with odd index both converge.
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0. Introduction
Linear ﬁlters have been the primary tool for signal processing for some time. They are easy to design, and in
most cases, they offer excellent performance. This is particularly true for spectral separation where the desired signal
spectrum is signiﬁcantly different from that of the noise, because thus we can choice a corresponding linear ﬁlter to
eliminate the noise [5]. But not all signal processing problems can be satisfactorily addressed through the use of linear
ﬁlters. Linear ﬁlters tend to blur sharp edges, fail to remove heavy tailed distribution noise effectively, and perform
poorly in the presence of signal-dependent noise [6,8,11]. Median-type ﬁlters have been subject to growing interesting
since the discovery of the standard median ﬁlter by Tukey [9], who applied it to the smoothing of statistical data. Pratt
[7] was the ﬁrst to use median ﬁlter in image processing. Later median-type ﬁlters have shown their usefulness in many
one and two-dimensional applications. The success of median-type ﬁlters is based on two intrinsic properties: edge
preservation and efﬁcient noise attenuation with robustness against impulsive-type noise.
Symmetric weighted median ﬁlters is an important subclass of median-type ﬁlters, which was ﬁrst introduced as a
generalization of median ﬁlters [4,2]. There have been much more research on such an interesting discrete mathemat-
ical problem—convergence behavior of one-dimensional symmetric weighted median ﬁlters, and fruitful results have
been obtained [1,10,12,13]. On this problem, Goles andOlivos treat ﬁlters of arbitrary dimension, however, they assume
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that the signal sequences have ﬁnite support and take values 0 or 1, and they consider only the ordinary median ﬁlter
with equal weights [3]. A natural problem is what convergence behavior of arbitrary dimensional symmetric weighted
median ﬁlters have for general real signal sequences with inﬁnite support.
In this paper, based on the tool energy of signal sequences with ﬁnite support and taking values 0 or 1 in [3], we
establish a new tool-energy of signal sequences with inﬁnite support and taking values 1 or −1. Using this tool we
have completely solved this problem.
1. d-Dimensional symmetric weighted median ﬁlters and main result
In what follows, k is a ﬁxed positive integer, Z is the set of integers, N is the set of nonnegative integers, and R is the
set of real numbers.
We ﬁrst give the deﬁnition of d-dimensional symmetric weighted median ﬁlters.
Deﬁnition 1. Suppose that wd = {w(i1, . . . , id) ∈ N, ij = 0,±1, . . . ,±k, j = 1, . . . , d}, satisﬁes
w(i1, . . . , id) = w(−i1, . . . ,−id), ij = 0,±1, . . . ,±k, j = 1, . . . , d
(w(0, . . . , 0) is odd, and hd = 12
(
1 +∑ki1,...,id=−kw(i1, . . . , id)).
Let d = {x|x = {x(n1, . . . , nd)}, x(n1, . . . , nd) ∈ R, n1, . . . , nd ∈ Z}.
If Fwdhdk : d → d satisﬁes, for each x = {x(n1, . . . , nd)} ∈ d , Fwdhdk(x)(n1, . . . , nd) is the (hd + 1)th largest
value of the following 2hd + 1 numbers:
{w(i1 − n1, . . . , id − nd)♦x(i1, . . . , id) : nj − k ij nj + k, j = 1, . . . , d},
which is denoted by wdx[n1, . . . , nd : k], where n♦x = x, . . . , x︸ ︷︷ ︸
n
. In particular, 0♦x = ∅. Then the mapping Fwdhdk
is called the d-dimensional symmetric weighted median ﬁlter with respect to wd .
Deﬁnition 2. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter. For each x ∈ d , let x(1) =
Fwdhdk(x), x
(p+1) = Fwdhdk(x(p)), p1. If x = {x(n1, . . . , nd)} ∈ d , and for any n1, . . . , nd ∈ Z,
lim
p→∞ x
(p)(n1, . . . , nd) = r(n1, . . . , nd)
is a real number, we say that {x(p)}p>1 is convergent with respect to the d-dimensional symmetric weighted median
ﬁlter Fwdhdk , denoted by x(p) → r(p → ∞), where r = {r(n1, . . . , nd)}.
The main result in this paper is the following theorem.
Theorem 1. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter. For each x ∈ d , both
{x(2p)}p>1 and {x(2p−1)}p>1 are convergent.
2. Some notations and lemma
We ﬁrst deﬁne some notations.
Let x = {x(n1, . . . , nd)}, y = {y(n1, . . . , nd)} ∈ d , and let  be a real number. In this case, x + y and x are
deﬁned as
(x + y)(n1, . . . , nd) = x(n1, . . . , nd) + y(n1, . . . , nd)
(x)(n1, . . . , nd) = x(n1, . . . , nd)
n1, . . . , nd ∈ Z;
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x+ and x− are deﬁned as
x+(n1, . . . , nd) = max{0, x(n1, . . . , nd)}, x−(n1, . . . , nd) = max{0,−x(n1, . . . , nd)}
n1, . . . , nd ∈ Z.
x+ and x− are called the positive part and the negative part of x respectively and both of them are non-negative
sequences.
{x(i1, . . . , id) : nj − k ij nj + k, j = 1, . . . , d} are denoted by x[n1, . . . , nd : k];
min x[n1, . . . , nd : k] = min{x(i1, . . . , id) : nj − k ij nj + k, j = 1, . . . , d};
max x[n1, . . . , nd : k] = max{x(i1, . . . , id) : nj − k ij nj + k, j = 1, . . . , d}.
If x(i1, . . . , id)y(i1, . . . , id) for integers nj −k ij nj +k, j=1, . . . , d, we write x[n1, . . . , nd : k]y[n1, . . . ,
nd : k]. In particular, we write xy if x(n1, . . . , nd)y(n1, . . . , nd) for all integers n1, . . . , nd ∈ Z.
Lemma 1. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter, and x = {x(n1, . . . , nd)},
y = {y(n1, . . . , nd)} ∈ d . Then
(i) max x(p+1)[n1, . . . , nd : k] max x(p)[n1, . . . , nd : k] for any integers n1, . . . , nd ∈ Z and p ∈ N ;
(ii) If x[n1, . . . , nd : k]y[n1, . . . , nd : k] for some n1, . . . , nd ∈ Z, then
x(1)(n1, . . . , nd)y(1)(n1, . . . , nd).
Particularly x(p)y(p) for each p ∈ N if xy;
(iii) If y ={y(n1, . . . , nd)} ∈ d is a constant d-dimensional sequence, then (x +y)(p) =x(p) +y(p) for each p ∈ N ;
(iv) If > 0, then (x)(p) = x(p) for each p ∈ N ;
(v) For each p ∈ N, x(p)+ = (x(p))+, x(p)− = (x(p))−, and x(p) = x(p)+ − x(p)− .
(vi) For some integers n1, . . . , nd , if x(1)(n1, . . . , nd)> a, then there are at least hd + 1 items in wdx[n1, . . . , nd : k]
larger than a; if x(1)(n1, . . . , nd)< a, then there are at least hd + 1 items in wdx[n1, . . . , nd : k] less than a.
Proof. (i) For each i1, . . . , id , n1 − k i1n1 + k, . . . , nd − k idnd + k, there are at least hd + 1 items in
wdx[i1, . . . , id : k] no larger than max x[n1, . . . , nd : k], so x(1)(i1, . . . , id) max x[n1, . . . , nd : k]. Thus
max x(1)[n1, . . . , nd : k] max x[n1, . . . , nd : k].
For general p ∈ N , the argument are similar.
(ii)–(iv) and (vi) are trivial.
(v) Fix n1, . . . , nd ∈ Z. Suppose x(1)(n1, . . . , nd)0. Then there are at least hd + 1 items in wdx[n1, . . . , nd : k]
no less than 0 and
x
(1)
+ (n1, . . . , nd) = x(1)(n1, . . . , nd) = (x(1))+(n1, . . . , nd),
x
(1)
− (n1, . . . , nd) = 0 = (x(1))−(n1, . . . , nd).
Similarly, when x(1)(n1, . . . , nd)< 0,
x
(1)
+ (n1, . . . , nd) = 0 = (x(1))+(n1, . . . , nd),
x
(1)
− (n1, . . . , nd) = −x(1)(n1, . . . , nd) = (x(1))−(n1, . . . , nd).
Thus (v) holds for p = 1. By the similar argument, we can prove that (v) holds for p ∈ N . 
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3. Proof of Theorem 1
We will prove Theorem 1 in the following cases:
(A) x = {x(n1, . . . , nd)} ∈ d is a binary signal sequence;
(B) x = {x(n1, . . . , nd)} ∈ d is a signal sequence of non-negative integers;
(C) x = {x(n1, . . . , nd)} ∈ d is a signal sequence of non-negative real numbers;
(D) x = {x(n1, . . . , nd)} ∈ d is a real signal sequence.
Proof of (A). We ﬁrst suppose that x(n1, . . . , nd) = 1 or −1 for all n1, . . . , nd ∈ Z. We ﬁrst prove the
following:
Proposition 1. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter, and the real sequence
v = {v(n)}n∈Z satisﬁes the following three conditions:
(i) v(n) = v(−n), n ∈ Z ;
(ii) 1 = v(0)> v(1)> · · ·>v(2k) = d√hd/(hd + 1);
(iii) v(r) = d√hd/(hd + 1)v(r − 2k) for each r > 2k.
Then v(n)> 0 and
∑
n1,...,nd∈Z
∏d
i=1v(ni)<∞. Moreover, for any n1, . . . , nd ∈ Z, we have
d∑
j=1
nj+k∑
ij=nj−k
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd)u(i1, . . . , id)
·
d∑
j=1
nj+k∑
ij=nj−k
w(i1 − n1, . . . , id − nd)u(i1, . . . , id)> 0, (1)
where u(n1, . . . , nd) = 1 or −1, n1, . . . , nd ∈ Z.
Proof. v(n)> 0 and
∑
n1,...,nd∈Z
∏d
i=1v(ni)<∞ are trivial. Now we prove (1). Since
∑d
j=1
∑nj+k
ij=nj−kw(i1 −n1, . . . ,
id − nd)|u(i1, . . . , id)| = 2hd + 1,
d∑
j=1
nj+k∑
ij=nj−k
w(i1 − n1, . . . , id − nd)u(i1, . . . , id) 	= 0.
If
d∑
j=1
nj+k∑
ij=nj−k
w(i1 − n1, . . . , id − nd)u(i1, . . . , id)
=
∑
u(i1,...,id )=1
w(i1 − n1, . . . , id − nd) −
∑
u(i1,...,id )=−1
w(i1 − n1, . . . , id − nd)> 0,
we have ∑
u(i1,...,id )=1
w(i1 − n1, . . . , id − nd)hd + 1 and
∑
u(i1,...,id )=−1
w(i1 − n1, . . . , id − nd)hd .
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Thus
d∑
j=1
nj+k∑
ij=nj−k
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd)u(i1, . . . , id)
=
∑
u(i1,...,id )=1
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd) −
∑
u(i1,...,id )=−1
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd)
>
⎛
⎝ d∏
j=1
min v[nj − k, nj + k]
⎞
⎠ ∑
u(i1,...,id )=1
w(i1 − n1, . . . , id − nd)
−
⎛
⎝ d∏
j=1
max v[nj − k, nj + k]
⎞
⎠ ∑
u(i1,...,id )=−1
w(i1 − n1, . . . , id − nd)
(hd + 1)
d∏
j=1
min v[nj − k, nj + k] − hd
d∏
j=1
max v[nj − k, nj + k],
where min v[i, j ] = min{v(i), v(i + 1), . . . , v(j)},max v[i, j ] = max{v(i), v(i + 1), . . . , v(j)}. By the deﬁnition of
sequence v, for any n − k in + k.
v(n − k)v(i)v(n + k) and v(n + k) = d
√
hd
hd + 1v(n − k) for nk,
v(n − k)v(i)v(n + k) and v(n − k) = d
√
hd
hd + 1v(n + k) for n − k,
d
√
hd
hd + 1v(i)1 for |n|<k.
So we have
(hd + 1)
d∏
j=1
min v[nj − k, nj + k] − hd
d∏
j=1
max v[nj − k, nj + k]> 0.
Thus
d∑
j=1
nj+k∑
ij=nj−k
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd)u(i1, . . . , id)> 0.
(1) holds.
If
d∑
j=1
nj+k∑
ij=nj−k
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd)u(i1, . . . , id)< 0,
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then
d∑
j=1
nj+k∑
ij=nj−k
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd)(−u(i1, . . . , id))> 0.
By a similar argument, we can get
d∑
j=1
nj+k∑
ij=nj−k
(
d∏
l=1
v(il)
)
w(i1 − n1, . . . , id − nd)(−u(i1, . . . , id))> 0.
Therefore, (1) holds. 
Secondly by the deﬁnition of d-dimensional symmetric weighted median ﬁlter, we immediately have:
Proposition 2. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter, and x = {x(n1, . . . , nd)} ∈
d is a binary signal sequence, x(n1, . . . , nd) = 1 or −1 for any n1, . . . , nd ∈ Z. Then
x(1)(n1, . . . , nd) =
⎧⎪⎨
⎪⎩
1 if ∑dj=1∑nj+kij=nj−kw(i1 − n1, . . . , id − nd)x(i1, . . . , id)> 0,
−1 if ∑dj=1∑nj+kij=nj−k(i1 − n1, . . . , id − nd)x(i1, . . . , id)< 0.
Now let {v(n)}n∈Z be the sequence deﬁned in Proposition 1. For each binary signal sequence x ={x(n1, . . . , nd)} ∈
d , x(n1, . . . , nd) = 1 or −1, let
E(x) =
∑
n1,...,nd ;s1,...,sd∈Z
⎛
⎝ d∏
j=1
v(nj )v(sj )
⎞
⎠ b(n1, . . . , nd; s1, . . . , sd)x(1)(n1, . . . , nd)x(s1, . . . , sd),
where, for any n1, . . . , nd; s1, . . . , sd ∈ Z
b(n1, . . . , nd; s1, . . . , sd) =
{
w(n1 − s1, . . . , nd − sd) if |nj − sj |k, j = 1, 2, . . . , d,
0 otherwise.
We also say that E(x) is the energy of x with respect to Fwdhdk .
Proposition 3. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter, and x = {x(n1, . . . , nd)} ∈
d is a binary signal sequence, where x(n1, . . . , nd) = 1 or −1 for any n1, . . . , nd ∈ Z. Then for each p ∈ N
E(x(p)) − E(x(p−1)) =
∑
n1,...,nd∈Z
d∏
t=1
v(nt )
⎡
⎣ d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)x
(p)(s1, . . . , sd)
⎤
⎦
· [x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)], (2)
where items in the series are non-negative, and {E(x(p−1))}p>1 is a bounded increasing sequence.
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Proof. Now we ﬁrst prove that {E(x(p−1))}p>1 is a bounded sequence. In fact, by Proposition 1, 2, and the deﬁnition
of E(x),
|E(x(p−1))|
=
∣∣∣∣∣∣
∑
n1,...,nd ;s1,...,sd∈Z
(
d∏
t=1
v(nt )v(st )
)
b(n1, . . . , nd; s1, . . . , sd)x(p)(n1, . . . , nd)xp−1(s1, . . . , sd)
∣∣∣∣∣∣

∑
n1,...,nd ;s1,...,sd∈Z
(
d∏
t=1
v(nt )v(st )
)
b(n1, . . . , nd; s1, . . . , sd)
=
∑
n1,...,nd∈Z
(
d∏
t=1
v(nt )
)⎡⎣ d∑
j=1
nj+k∑
sj=nj−k
(
d∏
l=1
v(sl)
)
w(s1, . . . , sd)
⎤
⎦
<
∑
n1,...,nd∈Z
(
d∏
t=1
v(nt )
)⎡⎣ d∑
j=1
nj+k∑
sj=nj−k
w(s1 − n1, . . . , sd − nd)
⎤
⎦
= (2hd + 1)
(∑
n∈Z
v(n)
)d
<∞.
Secondly, we prove that (2) holds. By b(n1, . . . , nd; s1, . . . , sd) = b(s1, . . . , sd; n1, . . . , nd), we have
E(x(p)) − E(x(p−1))
=
∑
n1,...,nd ;s1,...,sd∈Z
⎛
⎝ d∏
j=1
v(nj )v(sj )
⎞
⎠ b(n1, . . . , nd; s1, . . . , sd)x(p+1)(n1, . . . , nd)x(p)(s1, . . . , sd)
−
∑
s1,...,sd ;n1,...,nd∈Z
⎛
⎝ d∏
j=1
v(nj )v(sj )
⎞
⎠ b(s1, . . . , sd; n1, . . . , nd)x(p)(s1, . . . , sd)x(p−1)(n1, . . . , nd)
=
∑
n1,...,nd ;s1,...,sd∈Z
⎛
⎝ d∏
j=1
v(nj )v(sj )
⎞
⎠ b(n1, . . . , nd; s1, . . . , sd)x(p)(s1, . . . , sd)
· [x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)]
=
∑
n1,...,nd∈Z
d∏
t=1
v(nt )
⎡
⎣ ∑
s1,...,sd∈Z
d∏
j=1
v(sj )b(n1, . . . , nd; s1, . . . , sd)x(p)(s1, . . . , sd)
⎤
⎦
· [x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)]
=
∑
n1,...,nd∈Z
d∏
t=1
v(nt )
⎡
⎣ d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)
⎤
⎦
· [x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)].
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If
d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)> 0,
by (1)
d∑
j=1
nj+k∑
sj=nj−k
w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)> 0.
By Proposition 2, x(p+1)(n1, . . . , nd) = 1, so x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)0, thus
d∏
t=1
v(nt )
⎡
⎣ d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)
⎤
⎦
· [x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)]0.
If
d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)< 0,
by (1)
d∑
j=1
nj+k∑
sj=nj−k
w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)< 0.
By Proposition 2, x(p+1)(n1, . . . , nd) = −1, so x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)0, thus
d∏
t=1
v(nt )
⎡
⎣ d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)
⎤
⎦
· [x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)]0.
This shows that the items in the series (2) are non-negative. Therefore {E(x(p−1))}p>1 is an increasing sequence. 
Now letx={x(n1, . . . , nd)} ∈ d be a binary signal sequence,wherex(n1, . . . , nd)=1or−1 for anyn1, . . . , nd ∈ Z.
By Proposition 3, for any n1, . . . , nd ∈ Z, we have
lim
p→∞
⎧⎨
⎩
d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)]
· [x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd)]
⎫⎬
⎭= 0. (3)
Since x(p)(n1, . . . , nd) = 1 or −1 for any p ∈ N and any n1, . . . , nd ∈ Z, by Proposition 1
min
p>1
∣∣∣∣∣∣
d∑
j=1
nj+k∑
sj=nj−k
d∏
l=1
v(sl)w(s1 − n1, . . . , sd − nd)x(p)(s1, . . . , sd)
∣∣∣∣∣∣> 0.
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Then by (3),
x(p+1)(n1, . . . , nd) − x(p−1)(n1, . . . , nd) → 0 as p → ∞.
Thus x(p+1)(n1, . . . , nd) = x(p−1)(n1, . . . , nd) if p is large enough. Therefore both {x(2p)}p>1 and {x(2p−1)}p>1 are
convergent.
We write the above result as the following.
Proposition 4. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter, and x = {x(n1, . . . , nd)} ∈
d be a binary signal sequence, where x(n1, . . . , nd) = 1 or −1 for any n1, . . . , nd ∈ Z. Then both {x(2p)}p1 and
{x(2p−1)}p1 are convergent.
Secondly assume that x = {x(n1, . . . , nd)} ∈ d be a binary signal sequence, where x(n1, . . . , nd)= a or b for any
n1, . . . , nd ∈ Z and a <b. Setting
y(n1, . . . , nd) = 2
b − a x(n1, . . . , nd) −
(
2a
b − a + 1
)
, n1, . . . , nd ∈ Z.
Then y(n1, . . . , nd) ∈ {−1, 1}, n1, . . . , nd ∈ Z , and by Lemma 1(iii) and (iv)
y(p)(n1, . . . , nd) = 2
b − a x
(p)(n1, . . . , nd) −
(
2a
b − a + 1
)
, n1, . . . , nd ∈ Z, p1.
Let y = {y(n1, . . . , nd)}. Then, by Proposition 4, {y(2p)}p>1 and {y(2p−1)}p>1 are convergent. Therefore, {x(2p)}p>1
and {x(2p−1)}p>1 are convergent. Thus the proof of (A) is complete. 
Proof of (B). Suppose that x = {x(n1, . . . , nd)} ∈ d is a signal sequence of non-negative integers. For each
q1, let
xq(n1, . . . , nd) =
{1 if x(n1, . . . , nd)q,
0 if x(n1, . . . , nd)< q,
n1, . . . , nd ∈ Z.
Then xq = {xq(n1, . . . , nd)} ∈ d is a binary signal sequence,
x1x2 · · · xq · · · , x(n1, . . . , nd) =
∞∑
q=1
xq(n1, . . . , nd), n1, . . . , nd ∈ Z.
Fix n1, . . . , nd ∈ Z and assume that x(1)(n1, . . . , nd)= j . Then there are at least hd + 1 items in wdx[n1, . . . , nd : k]
no less than j and are at most hd items in wdx[n1, . . . , nd : k] larger than j. By the deﬁnition of xq , when 1qj ,
there are at least hd + 1 items in wdxq [n1, . . . , nd : k] equal to 1, and when q > j , there are at most hd items in
wdxq [n1, . . . , nd : k] equal to 1. Hence
x(1)(n1, . . . , nd) = j =
j∑
q=1
x(1)q (n1, . . . , nd) =
∞∑
q=1
x(1)q (n1, . . . , nd).
Similarly we have
x(p)(n1, . . . , nd) =
∞∑
q=1
x
(p)
q (n1, . . . , nd), ∀n1, . . . , nd ∈ Z, ∀p ∈ N .
Fix (n1, . . . , nd) again and letL(n1, . . . , nd)=max x[n1, . . . , nd : k]. ByLemma (i), 0x(p)(n1, . . . , nd)L(n1, . . . ,
nd) for each p ∈ N . Since x(p)q (n1, . . . , nd) = 0 or 1, by Lemma (ii)
x
(p)
1 (n1, . . . , nd)x
(p)
2 (n1, . . . , nd) · · · x(p)q (n1, . . . , nd) · · · ,
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then we have
x(p)(n1, . . . , nd) =
L(n1,...,nd )∑
q=1
x
(p)
q (n1, . . . , nd), ∀p ∈ N .
Thus it follows from (A) that both {x(2p)}p>1 and {x(2p−1)}p>1 are convergent. 
Proof of (C). Suppose that x = {x(n1, . . . , nd)} ∈ d is a signal sequence of non-negative real numbers. For each
q ∈ N , let
xq(n1, . . . , nd) = i − 12q if
i − 1
2q
x(n1, . . . , nd)<
i
2q
, i ∈ N, n1, . . . , nd ∈ Z.
Now for each q ∈ N, 2qxq is a d-dimensional signal sequence of non-negative integers. Thus by Lemma 1(iii) and (B),
{(2qxq)(2p)}p>1 and {(2qxq)(2p−1)}p>1 are convergent, so are {(xq)(2p)}p>1 and {(xq)(2p−1)}p>1.
On the other hand, by the deﬁnition,
0x(n1, . . . , nd) − xq(n1, . . . , nd)< 12q , ∀q ∈ N, ∀n1, . . . , nd ∈ Z.
Then it follows from Lemma 1(ii) and (iii) that
x
(p)
q (n1, . . . , nd)x(p)(n1, . . . , nd)< x(p)q (n1, . . . , nd) + 12q , ∀q ∈ N, ∀p ∈ N, ∀n1, . . . , nd ∈ Z.
Fix any (n1, . . . , nd) and q ∈ N , by (A),
lim
p→∞ x
(2p)
q (n1, . . . , nd) lim inf
p→∞ x
(2p)(n1, . . . , nd)
 lim sup
p→∞
x(2p)(n1, . . . , nd) lim
p→∞ x
(2p)
q (n1, . . . , nd) + 12q .
So
0 lim sup
p→∞
x(2p)(n1, . . . , nd) − lim inf
p→∞ x
(2p)(n1, . . . , nd)
1
2q
, ∀q ∈ N .
Thus x(2p)(n1, . . . , nd) is convergent as p → ∞. Similarly x(2p−1)(n1, . . . , nd) is also convergent as p → ∞. 
Proof of (D). Suppose that x = {x(n1, . . . , nd)} ∈ d is a real signal sequence. Then x+ and x− are d-dimensional
signal sequence of non-negative real numbers. By Lemma 1(v) x(2p) = (x+)(2p) − (x−)(2p) and x(2p−1) = (x+)(2p−1) −
(x−)(2p−1). So, by (C), {x(2p)}p>1 and {x(2p−1)}p>1 are convergent.
Theorem 1 has been proved completely. 
4. Other results
In this section, we will study some properties of the limiting signal sequences. To do so, we ﬁrst give the following
deﬁnition.
Deﬁnition 3. Suppose that Fwdhdk is a d-dimensional symmetric weighted median ﬁlter. If x ∈ d and x(1) = x, then
x is called a root of the d-dimensional symmetric weighted median ﬁlter Fwdhdk .
If x(1) 	= x and x(s) = x for some s2, x is called a recurrent signal sequence of the d-dimensional symmetric
weighted median ﬁlter Fwdhdk .
Theorem 2. Suppose thatFwdhdk is a d-dimensional symmetric weighted median ﬁlter. Let x ={x(n1, . . . , nd)} ∈ d .
Then, either {x(p)}p>1 converges to a root of Fwdhdk , or {x(2p)}p>1 and {x(2p−1)}p>1 converge to recurrent signal
sequences of Fwdhdk ,  and , respectively. Moreover, (1) = , (1) = .
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Proof. By Theorem 1 we let
lim
p→∞ x
(2p)(n1, . . . , nd) = (n1, . . . , nd)
lim
p→∞ x
(2p−1)(n1, . . . , nd) = (n1, . . . , nd) ∀n1, . . . , nd ∈ Z.
Fix n1, . . . , nd ∈ Z and > 0. Then there is P ∈ N such that
x(2p)(i1, . . . , id) − (i1, . . . , id)x(2p)(i1, . . . , id) + 
∀nj − k ij nj + k, j = 1, . . . , d ∀p>P .
By Lemma 1(ii) and (iii)
x(2p+1)(i1, . . . , id) − (1)(i1, . . . , id)x(2p+1)(i1, . . . , id) + , ∀p>P .
Let p → ∞,
(n1, . . . , nd) − (1)(n1, . . . , nd)(n1, . . . , nd) + .
Thus (1)(n1, . . . , nd) = (n1, . . . , nd), since  is arbitrary. Hence (1) = . Similarly (1) = . So (2) = (1) = ,
(2) = (1) = . Thus if  = , then (1) = , i.e.,  is a root of Fwdhdk; if  	= , then both  and  are recurrent
signal sequences of Fwdhdk . 
Corollary 1. If x is a recurrent signal sequence of Fwdhdk , then x(2) = x.
Proof. Since x is a recurrent signal sequence of Fwdhdk , x(1) 	= x and there exists a positive integer q > 1, such that
x(q) = x. Thus we have
x(mq) = x, ∀m ∈ N .
Now let x(2p) and x(2p−1) converge to the recurrent signal sequences  and , respectively, and let m be even and
m → ∞, then x(mq) converges to , so we have x = . By Theorem 2, x(2) = (2) = = x. 
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