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(cf [2]) – A I $\mathrm{C}$
(
) A I $\mathrm{C}$
2 $\mathrm{R}R$$\mathrm{H}\Leftrightarrow=$
$u(x, \sigma^{2})$ : ( $\sigma^{2}$ : ) (1)
$u(x, \mathrm{O})=f(\xi)$ : (2)
$G_{t}(x)= \frac{1}{\sqrt{4\pi t}}e^{-\frac{x^{2}}{4l}}$ (3)
$u(x, \sigma^{2})$ $f(x)$ $G_{\sigma^{2}}(x)$
$u(x, \sigma^{2})=(f*G_{\sigma^{2)(x)}}=\frac{1}{\sqrt{4\pi}\sigma}\int_{-\infty}^{\infty}f(\xi)e^{-\frac{(x-\xi)^{2}}{4\sigma^{2}}}d\xi$ (4)
$u(x, \sigma^{2})$ \mbox{\boldmath $\sigma$}2 $t$
$\{$
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$u(x, \sigma^{2})$ (
$v(x, \sigma^{2})=u(x, \sigma^{2})+Z(x)$ (6)
$Z(x)$
$v(x, \sigma^{2})$ $n$ x’





\mbox{\boldmath $\varphi$}’ $(x)$ $L^{2}(0,1)$ Schauder
$T_{t}$ (2) $f(x)$ $t$ $u(x, t)$
$(T_{t}f)(x)\equiv(f*G_{t})(X)$ (9)
$u(x, t)= \sum_{i=1}^{N}a_{i}(T_{t}\varphi_{i})(x)=\sum_{i=1}^{N}a_{i}\psi i(x, t)$ (10)
$\psi_{i}(X, t)\equiv(T_{t\varphi_{i}})(x)$ , (11)
$v(x)$
$v(x)=u(x, t)+z(X)= \sum_{i=1}a_{i}\psi i(X, t)+z(X)$ (12)







. \mbox{\boldmath $\varphi$}’ $(x)$ Schauder Schauder
$S_{2^{n},i}(X) \equiv\int_{0}^{x_{H_{2^{n},i}}}(\tau)d\mathcal{T}$ (13)
Harr $[0,1]$ $(n\geq 0)$
$H_{0,1}(x)=1$ $0\leq x\leq 1$ , (14)
$H_{2^{n},1}(_{X)}=\{$
$2^{n/2}$ $0\leq x<2^{-()}n+1$ ,
$-2^{n/2}$ $2^{-(n+1)}\leq X\leq 2^{-n}$ ,
$0$ otherwise,
(15)







(17) (4) $g(x, \sigma^{2})$
$g(x, \sigma^{2})=\frac{1}{\sqrt{4\pi}\sigma}\int_{-\infty}^{\infty}f(\xi)e^{-\frac{(x-\xi)^{2}}{4\sigma^{2}}}d\xi$ (18)
$a$ $g(x, \sigma^{2})$ $\{v(x_{i}, \sigma^{2})\}$
(17) $a$ $N$ $N$
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Kulback-Leibler ( K-L )
$I(f;g)$ $=$ $\int_{-\infty}^{\infty}\log\{\frac{f(x)}{g(x)}\}f(_{X})dx$ (19)




$\int_{-\infty}^{\infty}\{\log g(x)\}f(x)d_{X}=E_{X}[\log g(X)]$ (22)
$narrow\infty$
$|_{1}\log g(x_{i})arrow E_{X}[\log g(X)]$ (23)
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$l_{n}^{*}(k)=E_{X}[l^{*}( \hat{\theta})]=\int_{-\infty}^{\infty}l^{*}(\hat{\theta}(x_{1\cdot\cdot n},., X))\prod_{=i1}^{n}g(x_{i})d_{\mathrm{X}}$ (25)
AI $\mathrm{C}$ –
$AIC(K)$ $\equiv$ -2 $\cross$ ( )


























$g(x)$ $arrow$ A $l$ $arrow$ $g^{l}$




– $AIC$ $\text{ }$
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