Abstract-Using an intuitive concept of what constitutes a meaningful community, a novel metric is formulated for detecting non-overlapping communities in undirected, weighted heterogeneous networks. This metric, modularity density, is shown to be superior to the versions of modularity density in present literature. Compared to the previous versions of modularity density, maximization of our metric is proven to be free from bias and better detect weakly-separated communities particularly in heterogeneous networks. In addition to these characteristics, the computational running time of our modularity density is found to be on par or faster than that of the previous variants. Our findings further reveal that community detection by maximization of our metric is mathematically related to partitioning a network by minimization of the normalized cut criterion.
I. INTRODUCTION
Community detection has numerous applications to a variety of practical problems associated with biological, social and internet systems, in which particular systems are represented using networks (graphs) with nodes and edges. Due to the lack of a standard mathematical definition for what a community is, finding a meaningful community structure in a network is often challenging. In an intuitive sense, a community can be defined as a group of nodes with dense internal connections (cohesion) and weak external relationships (separation) with nodes of other groups. One of the popular community detection methods developed on the above concept of cluster cohesion and separation is Shi & Mallik (2000) 's [11] normalized cut approach. This method divides a network into a set of clusters by minimization of a metric called the normalized cut criterion. This metric is an unbiased measure of the dissociation between groups as well as the association within groups; however, because the normalized cut criterion requires knowledge of the number of communities in a network prior to its maximization, it is not applicable in cases where one might want to data mine the number of clusters as well as the clusters themselves. Another popular metric that qualifies the strength of a community structure is modularity, which was originally introduced for undirected, unweighted graphs by Newman & Girvan (2004) [19] and extended to weighted graphs by [18] . This metric is grounded in the concept that a random network has no communities within. This
The authors are with the Data Science group at CKM Analytix, New York City, NY 10036 USA (email: smula@ckmanalytix.com; gveltri@ckmanalytix.com) modularity quantifies the deviation of the community structure of a network from that of a random network (null model), which has the same degree sequence as that of the original network. Since the inception of modularity, numerous community detection algorithms, such as greedy algorithm [17] , simulated annealing [10] , spectral optimization [20] , genetic algorithm [22] , fine-tuned algorithm [2] , etc., are introduced based on the maximization of modularity. Unlike the normalized cut approach [11] , modularity-based community detection does not require information on the number of communities prior to the clustering of the network.
Despite the popularity of modularity-based community detection, optimization of modularity is shown to have some limitations [7, 9] . Investigations by Fortunato & Barthélemy (2007) [7] reveal that the modularity-based maximization suffers from the resolution limit problem, i.e. the inability to identify clusters smaller than a certain network-specific topological scale. Besides the resolution limit problem, modularity also suffers from extreme degeneracies and lacks a clear global maximum [9] . To solve the resolution limit problem, Reichardt & Bornholdt (2006) [21] and Arenas et al. (2008) [1] have proposed different multiresolution variants of modularity. These versions allow community detection at multiple topological scales. However, as shown by Lancichinetti & Fortunato (2011) [12] , optimization of multiresolution modularity suffers from the two opposite problems of bias: the tendency to favor smaller clusters over larger ones at high topological resolution and the tendency to favor larger clusters over smaller ones (resolution limit problem) at low resolution. This means optimization of multiresolution modularity may fail to detect all the communities in a network especially when the network has a wide range of community sizes, which is most often the case in real-world networks. Such networks with a wide distribution of community sizes are called heterogenous networks [5] . Mathematically, these networks are characterized by power-law distributions of community sizes [14] . To enable community detection in heterogeneous networks by optimization of a desired metric, the metric should be free from bias.
In order to provide a quantitative function superior to modularity, Li et al. (2008) [15] proposed a new metric called modularity density, which is based on the average modular degree and is equivalent to the objective function of kernel k means. Optimization of this modularity density does not suffer from the above mentioned problems of bias, i.e. the tendency of favoring larger clusters or smaller clusters. Investigations by Chen et al. (2013) [3] have also introduced another version of modularity density, which incorporates additional components, such as split penalty and community density, into the mathematical expression of modularity. While Chen et al. (2013)'s [3] modularity density performs better than the modularity metric in detecting communities of heterogeneous networks, optimization of this modularity density is shown to still suffer from the resolution limit problem. To fix this, Chen et al. (2018) [4] has introduced a new variant of Chen et al.
(2013)'s [3] modularity density; however, the newer version does not completely eliminate the resolution limit problem.
The objective of the current article is to introduce a new quantitative function that is superior to all the above existing versions of modularity density and enable better community detection in heterogenous networks. We define our new quantitative function, like Li et [3] metrics, as modularity density and formulate this metric using the concept of cohesion and separation. We show that the optimization of our metric is not only free from bias but also better detects weakly separated communities in heterogeneous networks compared to that of the previous versions of modularity density.
The outline of the remainder of this article is as follows. Using vector and tensor algebra, the new quantitative function is formulated in section II. To show that our metric is free from bias, mathematical proofs are presented in section III-A. Comparisons between our metric and the previous versions of modularity density are discussed in section III-B. Finally, mathematical relations between optimization of our metric and the normalized cut approach [11] are provided in section IV, with a summary of our results in section V.
II. MODULARITY DENSITY

A. New quantitative function of modularity density
Consider an undirected graph G(V, E) comprising a set of vertices V and a set of edges E. Let a second-order tensor T = [T ij ] ∈ R |V |×|V | represent the adjacency matrix of the network such that T ij indicates the weight of the edge (i, j). If C is a set of all communities in the network, then each cluster c ∈ C can be represented by an indicator vector
Using v c , a unit vector representation of the cluster c is given bŷ
where | v c | is the Euclidean norm of v c . If n c is the number of nodes in cluster c, then | v c | 2 = n c . Therefore,
Interestingly, the dot product ofn c and the tensor T introduces a new vector d c ∈ R |V | :
Note that in the above equation i∈c T ij is the sum of the weights of all edges (i, j) connecting nodes i ∈ c with node j ∈ V . As presented in equation (3), normalizing i∈c T ij by √ n c generates d cj . In simple terms, d cj indicates how the node j ∈ V is associated with the nodes of cluster c. Following this interpretation of d cj , we define d c in equation (2) as a normalized degree vector of the graph G with respect to cluster c. To obtain a measure of internal associations (cohesion) within cluster c, we take the concept of d c further by projecting this vector onn c , which is a unit vector representing cluster c as in (1) . This projection, as illustrated in figure 1 , is determined by the dot product:
Using equation (3) in (4),
which indicates that d c ·n c is equal to the mean internal degree of the cluster c. Therefore, in intuitive terms, d c ·n c is a measure of the internal associations within cluster c. Likewise, to obtain external associations (separation) between cluster c and cluster c ∈ C − c, we project d c on the corresponding unit vector of c . Ifn c and n c indicate the unit vector and the number of nodes, respectively, of cluster c , then we obtain the above projection as:
In the above equation, i∈c, j∈c T ij is the sum of the weights of all edges between clusters c and c . Mathematically, d c ·n c in (6) is a normalized measure of the external degree of cluster c with respect to c ∈ C − c. In simple terms, d c ·n c is a measure of the external associations between clusters c and c .
By intuition, as we mentioned earlier at the beginning of section I, a community is a group of nodes with strong internal associations (cohesion) and weak external associations (separation) with the nodes of other groups. Therefore, based on this concept of cohesion and separation, for cluster c to be a meaningful group, we propose that d c ·n c (measure of internal associations within c) should be as large as possible and d c ·n c (measure of associations between c and c ) should be as low as possible ∀ c ∈ C − c. Expressing this idea mathematically,
where M c should be as large as possible for cluster c to be a meaningful group. On applying this concept to all the clusters in the network, we introduce the following global measure:
where we define M as a measure of modularity density and propose that M should be maximized in order to obtain a meaningful community structure of the network. Note that our new measure of modularity density differs from the previous mathematical formulations of modularity density in the literature; we also show in section III how our metric M is superior to these previous versions. M can be further expressed in terms of T by substituting equation (2) in (9) as,
If the sum of the unit vectors of all the clusters c ∈ C is represented by N , i.e.
then the expression for modularity density in (10) reduces to
Alternatively, M can be also expressed using the derivations (5, 6) in equation (8) as:
Note that our new measure of modularity density assumes that the graph G(V, E) is an undirected, unweighted/weighted (no negative edge weight), connected network and that each node in the network belongs to only a single cluster. Therefore, our metric applies only for detecting non-overlapping communities in an undirected, connected network.
III. SENSITIVITY STUDIES Real-world networks are heterogeneous in nature, i.e. they comprise communities of varied sizes [5, 8] . Previous studies [12] have shown that community detection in heterogeneous networks by means of optimizing a desired metric should be free from bias, i.e. the tendency of favoring larger clusters over smaller ones (the resolution limit problem) or the problem of favoring smaller clusters over larger ones. In order to resolve such problems of bias, Li et al. (2008) [15] and Chen et al. (2013) [3] have introduced different versions of modularity density. In this section, we mathematically show that our new measure of modularity density, M , does not suffer from any such bias, and we further show how our metric M is superior to the previous versions of modularity density.
A. M does not suffer from bias
In order to show that our metric M is free from bias, we test our metric on the three following cases, which are more general compared to the example networks used in the literature [3, 15] .
a) The metric does not split a random graph or a clique into smaller modules: A connected random graph or a clique is not expected to have communities within its network [8] .
In this section, we show that optimizing our metric M does not split a connected random graph or a clique into smaller modules.
Based on the Erdös-Rényi model [6] , consider a random graph G(m, p m ), where m ≥ 3 is the number of nodes in the network and p m ∈ [p mmin , 1] is the probability of an edge being present between any two nodes in the network. Here p mmin indicates the minimum edge probability required for the graph to be connected and to form a natural community. For a graph with m nodes to be connected, at least m − 1 edges are required, while the graph can have at most m(m − 1)/2 edges; furthermore, as far as forming a natural community is concerned, a natural community of m nodes with the fewest edges is a ring of nodes with m edges 1 . In other words, atleast m edges are required to form a natural community. Therefore, the minimum edge probability for the connected random graph G(m, p m ) is:
Furthermore, for a given p m , the total degree of the random graph is p m
. Note that when p m = 1, G(m, p m ) becomes a clique, where every two nodes in the network are connected by an edge. Suppose M single represents the modularity density of the random graph when the network is treated as one single community, then using equation (13):
If the above random graph is split into two clusters c 1 and c 2 with m 1 and m 2 nodes, respectively, such that m 1 + m 2 = m, then using equation (13):
where M split is the modularity density of the above partitioned network. Therefore,
which means that M single > M split . Likewise, it is not hard to show that when the random graph is split into three or more clusters M single > M split . Therefore, we generalize that optimizing M does not split a random graph or a clique into two or more smaller modules. This means that our metric does not suffer from the problem of favoring smaller clusters over larger ones.
Note that for the remainder of the section III-A, unless specified, the reader should assume that M is determined using equation (13) .
b) The metric identifies communities of different sizes: Consider a simple heterogeneous network with two natural communities as shown in figure 2. The communities are of different sizes and are loosely connected by a single edge. Let the two natural communities be random graphs G(m, p m ) and G(n, p n ) of the Erdös-Rényi's model [6] . The parameters m, n ≥ 3 are the number of nodes, and 
If M single is the modularity density of the network when the communities in figure 2 are merged into a single cluster, then:
Likewise, when the two communities are split into separate clusters the corresponding modularity density M sep is given as:
Determining the difference between M sep and M single :
where
From equation (21) , ∆I > 0 as m, n ≥ 3 and p m , p n are always positive. Also, at a given m and n, ∆I is minimum when p m = p mmin and p n = p nmin . This means:
As we derived earlier in equation (14), the minimum edge probabilities for the connected random graphs in figure 2 are p mmin = 2 m−1 and p nmin = 2 n−1 . Substituting these values for edge probabilities in equation (23) gives:
Using the result (24) and the inequality (22) in equation (20) , the difference between M sep and M single is:
Since m, n ≥ 3,
which implies that ∆M > 0, i.e. M sep > M single and indicates that optimizing our metric M identifies the two natural communities in figure 2 as separate clusters for all m n . This result is promising and suggests that our metric does not suffer from the tendency of favoring larger clusters over smaller ones.
c) The metric detects communities in heterogeneous modular networks: Unlike the example network used in figure 2, real networks often comprise more than two clusters. Owing to the nature of real networks, we test the performance of our metric by employing a generic heterogeneous network shown in figure 3 . This network comprises a ring of n + 1 ≥ 3 natural communities of varied sizes, where the communities adjacent to each other are connected by a single edge. Once again, let these n + 1 natural communities be random graphs G(m 0 , p m0 ), G(m 1 , p m1 ), ..., G(m n , p mn ) of the Erdös-Rényi model [6] . For each i ∈ {0, 1, 2, ..., n}, m i ≥ 3 is the number of nodes, p mi ∈ [p mi min , 1] is the edge probability and p mi min is the minimum edge probability of G(m i , p mi ). For any i ∈ {0, 1, 2, ..., n} if p mi = 1, then the In the current section, we show that optimizing our metric M successfully identifies all the true communities of this generic heterogeneous network as separate clusters. If M sep represents the modularity density of the heterogeneous network when all the natural communities in figure 3 are identified as separate clusters, then using equation (13):
Let us now consider merging some of these natural communities into a larger group. Say for any k ∈ {1, 2, ...n − 1} we merge k + 1 communities, i.e. we merge
into a single cluster. A sample illustration of merging is shown in figure 3 , which shows that when k = 2 we merge the three communities G(m 0 , p m0 ), G(m 1 , p m1 )and G(m 2 , p m2 ) into a single group. If M k merge denotes the modularity density of the network when the above defined k + 1 ≤ n communities are merged and the remaining n − k communities are treated as separate clusters, then from equation (13):
Taking the difference between M sep and M k merge gives:
where the expression for ∆I k is:
Note that ∀ i ∈ {0, 1, 2, ..., k}, m i ≥ 3 and p mi ≥ p mi min > 0. Therefore, from equation (30), ∆I k > 0. Furthermore, for a given m i , ∆I k is minimum when p mi = p mi min for all the k + 1 communities. In mathematical terms:
From the previously derived expression (14) for the minimum edge probability, we get p mi min = 2 mi−1 . Using these values for the edge probabilities ∀ i ∈ {0, 1, ..., k} in equation (29), we obtain the minimum ∆I k as:
Applying this result for the minimum value of ∆I k in equation (28) gives the inequality:
Given that m 0 , m n ≥ 3 and m i ≥ 3 for all the k + 1 communities in equation (33), we deduce the following:
which means that M sep > M k merge for all the integer values of k in the interval 2 ≤ k ≤ n − 1. This is a positive result. However, based on the range of values we defined earlier for k, the above result does not completely prove that M sep > M k merge ∀ k ∈ {1, 2, ..., n − 1}. We still have to show that M sep > M k merge when k = 1, which indicates the case of merging the two communities G(m 0 , p m0 ) and G(m 1 , p m1 ) into one cluster while retaining the remaining n − 1 communities as separate clusters. Therefore, by reusing (33), we obtain ∆M k for k = 1 as:
On rearranging the terms on the right-hand side (RHS) of the above inequality, we have: 
Once again, on rearranging the RHS terms of the inequality (37), we obtain:
Note that the denoted expression for c in (38) is positive as m 0 , m 1 ≥ 3. Furthermore, for this range of m 0 and m 1 , we infer:
which means that M sep > M k merge for k = 1. Hence, from the results (34, 38), M sep > M k merge ∀ k ∈ {1, 2, ..., n − 1}, which defines cases of merging k + 1 ≤ n communities. Finally, if we consider merging all the n + 1 communities in figure 3 into one big cluster, the corresponding modularity density M n merge is:
Along the lines of the proof we provided for (34) & (38), it is not hard to show that
These results (34), (38) & (40) point out that optimizing M successfully identifies all the natural communities in the heterogeneous network ( figure 3 ) as separate clusters. This means that the metric M does not suffer from the resolution limit problem.
To summarize the results of section III-A, the subsection III-A(a) shows that our metric M is free from the problem of favoring smaller clusters over larger ones, whereas the subsections III-A(b&c) show that M does not suffer from the tendency of favoring larger clusters over smaller ones. Therefore, from III-A(a, b, & c), our metric modularity density M is free from bias.
B. M performs better than the previous versions of modularity density
Having proved that our metric M is free from the two problems of bias, in the current section we compare the performance of our metric M with that of Li et al. Based on our metric, let M merge denote the modularity density of the network when the two cliques in figure 5 are merged into a single cluster. Using equation (13), we obtain:
When the two cliques are considered as separate clusters, then the corresponding modularity density M sep from equation (13) is:
The difference between M sep and M merge is:
From equation (43), ∆M > 0 only if
This indicates that optimizing M classifies the two cliques in figure 5 as separate clusters only when w is less than the limiting value w M given in (44).
In order to determine the limiting value of w for the case of Li et 
respectively. From equations (45 & 46) , the difference between D sep and D merge is:
Note that ∆D > 0 only if 
Given the number of nodes m, n ≥ 3, the above result (50) indicates that w M is always greater than or equal to w D . A sample illustration of this result is also presented in figure 6 , which demonstrates the relationship between w M and w D based on equation (49). As shown in figure 6 , the limiting value w M equals w D only when the network is homogeneous, i.e. m = n. In the case of heterogeneous networks, i.e. m = n, the limiting value w D is always less than w M . Additionally, figure 6 also depicts that larger the heterogeneity between the communities, greater is the difference between w D and w M .
In conclusion, the results (50) and figure 6 prove that optimizing M identifies the two communities of the heterogeneous network ( IV. CHARACTERISTICS OF GRAPH PARTITIONING USING THE NEW METRIC In this section, we derive some interesting theoretical results that reveal how partitioning a network by maximization of the modularity density M is related to partitioning by minimization of the normalized cut criterion [11] when subjected to additional constraints. To derive these results, we consider bi-partitioning an existing cluster of a network and find a partition that maximizes the metric M .
Let an undirected network G(V, E), with a set of nodes V and a set of edges E with no negative edge-weights, be partitioned into a set of clusters C. Using equation (12) , the modularity density of this network is expressed as:
Alternatively, the above expression of M can be written as:
wheren c ∈ R |V | is a unit vector representing the cluster c ∈ C as in equation (1); the tensor T and the vector N are same as what we defined earlier in section II. If we now consider bi-partitioning the cluster c into two groups a and b, such that:
where n a , n b and n c are the number of nodes of the clusters a, b and c, respectively, then the corresponding modularity density M + δM of the network is:
with δ N =n a +n b −n c .
The change in modularity density as a result of partitioning the cluster c is: 
where ∆I c =n a · T ·n a +n b · T ·n b −n c · T ·n c .
As we mentioned earlier, our objective here is to find a partition that maximizes δM . In order to do this, we first derive the results for δ N · T · δ N and ∆I c , which are on the RHS of δM (57). Starting with the expansion of δ N · T · δ N , given δ N =n a +n b −n c (55), we have: 
On substituting the above result for δ N ·T·δ N in equation (57) of δM , we obtain:
To determine ∆I c for δM , given the definition (58), we need to derive results forn a · T ·n a ,n b · T ·n b andn c · T ·n c . To obtain these results, consider the following generic expansion ofû · T ·v, where the unit vectorsû,v ∈ R |V | . From the principles of vector and tensor algebra,
With the help of the identities in (70), we deduce from (77) and (75) thatn
Finally, on substituting the results acquired for ∆I c (74) and n a · T ·n b (78) in δM (61), we attain:
√ n a n b
