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Abstract
This paper briefly discusses the depth estimation method for a mobile platform using monocular vision. The biggest challenge for
autonomous mobile platform in an unknown environment is the accuracy in the estimation of the distance and the position of obstacles
around them. In order for them to safely navigate from one position to another, reliable range sensors are needed to detect any obstacle
that blocked their path. Vision sensor can be used for the purpose, as it can provide a better and cost-effective solution. The method
discussed in this paper requires a simple calibration. The data obtained from calibration process will be used to generate the equation for
depth estimation procedure. The results presented in this paper testify the reliability of the methodology used for depth estimation.
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA.
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1. Introduction
Depth estimation is an important topic in computer vision. Although many techniques have been proposed but there are
still many parameters that need to be defined. Depth perception can be obtained by extracting the visual features from the
images such as shading, texture, known object sizes, color, defocus, linear perspective, etc [1-4].
Stereo vision system is the most commonly used technique. Two cameras that focus on the same scene from different
perspectives are used in this technique to provide a method for the determining the 3D shape and position. Depth estimation
can be obtained from disparity map on each point of stereo image [5,6]. There are several drawbacks in using the stereo
vision system such as it requires more power consumption, more space for mounting the camera [7] and more memory stack
space for computational process [8].
Depth estimation using monocular vision is a challenging problem. For example, although features such as the texture or
color of an object can give the information about its depth, the method fails to accurately determine the object’s absolute
depth [9]. To overcome these shortcomings, some researchers integrated the monocular vision system with a laser system so
as to obtain accurate depth estimation [10,11]. In this study, our focus is to develop simple algorithms that are able to
estimate the distance by using a monocular vision accurately.
This paper organized as follows: Section 2 describes the previous works on depth estimation methods using monocular
vision. Experimental procedures are discussed in Section 3, while in Section 4, the results obtained from the procedure is
shown. Finally, Section 5 concludes the paper.
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2. Depth estimation methods using monocular vision
In general, it is a challenging task to obtain the distance of an object using monocular vision. In order to obtain depth
perception from single-view image, the researcher can only estimate the relative depth values by analyzing depth
information in that image. Currently, conventional range sensor such as the laser system provides better accuracy in depth
estimation [12]; however monocular vision system still has a lot to offer.
2.1. Known fix feature
This technique uses special fixed features from known object [7,13] as a reference for visual depth estimation. To
calibrate the system, Ibrar et al. [13] used circles of a known size as a reference pattern on the horizontal plane. The camera
field of view (FOV) should be perpendicular to the horizontal plane. The radii of each circle is measured at a different depth
position and is arranged as follows
r1 = (r11 r12 r13 r14 r15)
r2 = (r21 r22 r23 r24 r25) (1)
r1 = (r31 r32 r33 r34 r35)
where r1, r2 and r3 represent the radius for the first, second and third circle respectively. Furthermore, three-degree
polynomials were used as it is best fit in that condition.
Hr1 = a1 r13 + b1 r12 + c1 r1 + d1
Hr2 = a2 r23 + b2 r22 + c2 r2 + d2 (2)
Hr3 = a3 r33 + b3 r32 + c3 r3 + d3
Since Hr1, Hr2 and Hr3 are supposed to have same depth position, then:
Depth = (Hr1 + Hr2 + Hr3) » 3 (3)
Wahab et al. [7] utilized the diameter of a ball used in a soccer robot to estimate the depth position. The diameter of the
ball in the image is measured from various depths for calibrating the distance estimation. The image taken for calibrating
depth estimation must be a complete image of the ball without any occlusion. Wang et al. [14] used an acute triangle
template to calibrate the camera. The distance between the template plane and the camera plane are measured as the
template image is captured in different positions. The coordinates of the triangle vertices of the captured images are then
matched with the triangle vertex coordinates in a template plane. The depth estimation can be obtained from the information
of each vertex.
2.2. Geometrical relations of the mounted camera
Geometrical relations of the mounted camera on a robot can be used to calculate the world coordinate frame and the
image coordinate frame. The proposed method requires the camera to be tilted to the point that the entire camera FOV
intersects with the floor [15-17]. A simple projection model can be used to calculate the transformation equation. Fig. 1
shows the geometrical relations of the mounted camera on a robot where:
x 2Į is the vertical field angle of view
x 2Ȗ is the horizontal field angle of view
x į is the camera pitch angle
x b is the distance of the blind area
x d is the distance between the nearest point of view and the intersection point of the optical axis and the ground
x h is the camera height from the ground
x 2w is the width of the field of view at the intersection point of the optical axis and the ground
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(a) (b)
Fig. 1. Geometrical relations of the mounted camera on a robot (a) from top view and (b) from side view [16]
The geometrical relation from Fig. 1 can obtained from the following equation:
Į + ȕ + į = ʌ » 2 (4)
tan ȕ = b » h (5)
Qiang et al. [16] used the information obtained from (4) and (5) to estimate the distance as follows:
y = h tan (ȕ + 2Į (n - 1 - v) / (n - 1)) (6)
where y is the object distance from the camera, n is an image resolution and v is the pixel location in the image.
3. Experimental setup
All experiments were performed using a camera with a resolution of 640 × 480 pixels. The camera is mounted on a
platform in which the height of the camera from the floor was 11.5 cm and the camera is tilted to the point where the entire
FOV of the camera intersects with the floor. The pitch angle of the camera is 24°.
The source code was written in C++ language and compiled in Microsoft Visual Studio 2008. The captured images are
processed using Open Source Computer Vision Library (OpenCV) version 2.30 developed by Intel, which is capable of
reading real-time images and processing it for various applications.
For the calibration process, an object is placed in different linear positions in a range of 10 - 155 cm from the camera at
an interval of 5 cm for each position. Relevant data computed by the algorithm are recorded for the calibration. A few basic
assumptions for the system were made:
1. The floor is even terrain.
2. The object is on the floor.
3. The intensity level of the object and the floor is different.
(a) (b)
Fig. 2. The capture image at the distance of 15 cm. (a) Original image (b) Processed image.
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Before estimation of the distance can be done, the input images must be converted into grayscale. Then the grayscale
images are converted into a binary form by applying the object threshold. Each pixel that has a higher grayscale values
compared to the threshold values will be considered as an object; otherwise it will be considered as a background. The
object height, width, and pixel location can be found from the binary images. Fig. 2 shows the image taken during the
calibration process. The left side (a) was the original captured image while the right side (b) was the processed image, which
is in black and white. From the processed image, the pixel location of the lowest part of the object, which is the object base,
was extracted for measuring the distance. The red dot in (b) indicates the location of the pixel for the object base in the
image.
4. Results
Some data acquired from calibration cannot be used because of several reasons. For the data of an object at the distance
of 10 cm, the object base was not in the image FOV as shown in Fig. 3(a) while for an object at the distance of 155 cm, the
object is out of the image FOV as shown in Fig. 3(d). As a result, whenever the pixel location was either at zero or at
maximum, that data were ignored.
Fig. 3(a) shows that only upper part of the object is visible in the image. At this point, the object enters the blind area of
the camera. Fig 3(d) shows only white windows because there is no pixel in the image representing the object. In Fig. 3(b)
and (c), the object base is visible in the images. As the object comes closer to the camera, the number of pixel also
increases.
(a) (b)
(c) (d)
Fig. 3. The processed images (a) at 10 cm (b) at 30 cm (c) at 80 cm (d) at 155 cm
Fig. 4 shows the graph of distance of an object versus pixel location of an image. It seems that three-degree polynomials
formulation which is used in Ref. [11] was not suitable for this condition. Thus, an exponential function was used because it
is the best fit to the condition. If d is corresponding distance relating to pixel location y, the object distance can be obtained
as follows:
d = ae (by) + ce (fy) (7)
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Using the data collected from calibration, the values of coefficients a, b, c and f in (7) can be obtained as follows.
d = 77.21e (-0.02447y) + 75.56e (-0.003776y) (8)
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Graph of object distance vs pixel location
Fig. 4. Graph of distance of an object versus pixel location.
The results of estimation of depth using equation obtained previously could be considered very accurate with the
percentage of errors around ±1.56%, which has a better accuracy compared to camera projection model technique [16] with
errors of 2.45%. Fig. 5 shows the graph of the distance estimation using the proposed technique and camera projection
model compared to the real values.
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Fig. 5. Comparison of object distance usingproposed method and camera projection model
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5. Conclusion and future works
The various techniques of monocular vision have been tried out by researchers in order to obtain the most accurate and
precise depth estimation given by the system. The brief discussion of all techniques used in monocular vision was done.
In this paper, we have used the pixel location method in attempt to determine the distance of the object. This study shows
that the depth estimation using monocular vision can be achieved by the proposed method. The depth estimation given is
quite approximate to the real depth measured. The results show some significant data; however, the estimation technique
can be improved. For this experiment, the system only need to process one object at a time in the environment. For future
work, multiple objects will be placed at a different location at the same time.
This study perhaps contributes to the monocular vision system research area as one of the alternative methods or
techniques instead of using the current technologies.
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