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3.7. Árbol de agrupación jerárquica generado por J-nubes. La recta vertical
indica el punto de corte para 10 grupos. Fuente: elaboración propia a partir
de los datos del ICFES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
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Introducción
El desarrollo tecnológico de los últimos 20 años ha cambiado por completo los conceptos y
procesos de análisis de la información. Las cifras son tan grandes que imaginarlas es muy
dif́ıcil: “En 2007, la humanidad pudo almacenar 2, 9× 1020 bytes óptimamente comprimi-
dos, comunicar casi 2× 1021 bytes y llevar a cabo 6.4× 1018 instrucciones por segundo en
equipos de uso general.” [20]. Estos avances han conducido a la estandarización, simplifi-
cación y masificación de los procesos de recolección de información, junto con la gestión
y almacenamiento de conjuntos de datos cada vez más grandes; cuyo procesamiento y
análisis requiere desarrollos teóricos diseñados para este tipo de problemas.
De manera simultánea, la capacidad computacional crece rápidamente motivada por las
grandes necesidades de distintas industrias. La ley de Moore, vigente desde su formulación
en 1965, expresa que aproximadamente cada dos años se duplica el número de transistores
en un microprocesador [33]. Este crecimiento invita, tienta e induce la aparición de algorit-
mos y técnicas que, exigiendo mucho más sobre la máquina, permiten extraer información
más precisa y útil. En este orden de ideas, resulta forzosa la aparición de técnicas de
análisis de datos en contextos alejados de la estad́ıstica: aprendizaje automático, procesa-
miento del lenguaje natural, mineŕıa de datos, etc. En suma, es posible indicar que el auge
y la consolidación de mecanismos cada vez más sofisticados de recolección de información
exigen la constante creación y actualización de las técnicas de análisis de datos.
El presente trabajo nace como respuesta a un problema espećıfico de este tipo: el caso
bivariado cuanti-cualitativo enfocado en grandes cantidades de datos. Se trata de dos
variables, una cualitativa (que puede tener muchas categoŕıas) y otra cuantitativa. El
problema consiste en agrupar las categoŕıas de la variable nominal, intentando conseguir
grupos de categoŕıas cuyos valores numéricos —alcanzados en la variable cuantitativa—
presenten comportamientos similares. La presentación de un par de ejemplos puede facilitar
el proceso de interpretación y apropiación del problema.
Para ilustrar la situación es posible usar como ejemplo el siguiente caso, documentado en
la tesis doctoral [14]. El diagnóstico del problema de diseño requiere el agrupamiento de
60 variedades de rosa según su resistencia al corte; el cual se mide en términos de la fuerza
(en libras-fuerza) necesaria para cortar los tallos. Los datos se recolectan conformando una
base de datos de dos variables: la resistencia al corte (variable cuantitativa) y la variedad
(cualitativa, con 60 categoŕıas) donde cada registro corresponde a un tallo de rosa cortado.
Un problema similar, en poĺıtica pública, consiste en la realización de una estratificación
de los municipios de Colombia con base en los puntajes individuales de las pruebas Saber
11, del Instituto Colombiano para la Evaluación de la Educación (en adelante ICFES). En
este caso los datos están conformados por dos variables: el puntaje en la prueba Saber 11
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(variable cuantitativa) y el municipio (cualitativa, con 1101 categoŕıas), según de la Divi-
sión Poĺıtico-Administrativa (DIVIPOLA) de Colombia1, donde cada registro corresponde
a un estudiante que presentó la prueba.
El caso bivariado cuanti-cualitativo ha sido estudiado por varios autores. Este estudio ha
conducido a la elaboración de técnicas estad́ısticas propicias para responder interrogan-
tes espećıficos. Aqúı se destacan procedimientos como ANOVA [32], Kruskal-Wallis [25]
y Friedman [12]; que hacen posible establecer cuándo las distribuciones asociadas a las
distintas categoŕıas presentan valores significativamente distintos entre ellas. Además de
un largo número de procedimientos de comparaciones múltiples, recopilados en detalle
en [5], diseñados para obtener información estructural acerca del comportamiento de los
tratamientos por medio de la comparación —-para igualdad o diferencia— de todas las
parejas posibles. Estos procedimientos responden el interrogante sobre cuáles medias son
estad́ısticamente distintas y cuáles no, dotando a los tratamientos de una estructura de
orden. Todos ellos pensados en el ámbito del diseño de experimentos; donde la variable
cualitativa en cuestión se denomina factor —y sus categoŕıas tratamientos— y el número
de tratamientos permitidos para el análisis es reducido.
La popularidad de estos métodos radica en que resuelven de manera eficiente el problema
para el que fueron diseñados. La eficiencia, en este contexto, se refiere al uso de la menor
cantidad de datos posible. Una de las cŕıticas más frecuentes consiste en que al comparar
las medias condicionales, un resultado usual es µi = µj , µj = µk y µi 6= µk. Esto sucede
porque los intervalos de confianza alrededor de cada estimación pueden o no traslaparse,
llegando aśı a conclusiones que, como la anterior, resultan contraintuitivas.
Adicionalmente, al intentar resolver problemas con muchas categoŕıas como el mostrado,
las técnicas mencionadas poseen inconvenientes en cuanto a interpretabilidad y visualiza-
ción. La construcción de modelos estad́ısticos de tipo inferencial tiene, en general, supues-
tos distribucionales que, en muchas ocasiones, no permiten una conceptualización ńıtida
del comportamiento global de los datos. Es más, un crecimiento en el número de categoŕıas
en la variable categórica conlleva un incremento en el número de posibles parejas, lo que
aumenta el número de pruebas y en consecuencia el error tipo I [10].
El problema descrito requiere una clasificación de las categoŕıas —como se sugiere en
los ejemplos usados. Establecer diferencias estad́ısticamente significativas entre los valores
adscritos a las distintas categoŕıas no resulta suficiente. Además, el número de categoŕıas
y la cantidad de datos hacen que los contextos de aplicación sean muy distintos: el análisis
de experimentos —diseñado para muestras relativamente pequeñas y con pocos factores—
frente a la mineŕıa de datos —con bases de datos enormes y muchas categoŕıas. En resumen,
es necesario aceptar la posibilidad de que los métodos estad́ısticos mencionados no sean
suficientes para resolver el problema propuesto, puesto que no fueron diseñados con este
fin.
Esta situación ha impulsado el estudio y desarrollo de diversos métodos y herramientas
anaĺıticas para resolver este problema desde una perspectiva de mineŕıa de datos y no
de diseño de experimentos. La idea de agrupar los datos a partir de su distribución es
planteada por [3], que aplica k-means sobre histogramas multivariados. Otra propuesta es
presentada por Barrera [4] que implementa herramientas diseñadas para datos funcionales
1“División Poĺıtica Administrativa (Divipola) es un sistema de información geográfica v́ıa web que
permite la consulta en el territorio nacional de la División Poĺıtico Administrativa, lo cual constituye
información fundamental para el diseño de poĺıticas, provisión de servicios públicos, aśı como la definición
de criterios para la asignación de recursos por parte del gobierno central.” En: https://goo.gl/6j4tLh
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sobre las distribuciones acumuladas estimadas suavizadas, más adelante [17] aplica k-
means sobre funciones de distribución emṕırica. La temporalidad de estas aproximaciones:
2011, 2014 y 2015, respectivamente, da una idea de la actualidad del problema descrito.
El presente trabajo consiste en una exploración de base anaĺıtica sobre las posibles solucio-
nes del problema en cuestión; establece un trasfondo teórico para su abordaje y análisis;
responde las preguntas de cómo y por qué los enfoques estad́ısticos basados en diseño de
experimentos no son suficientes para atacar el problema; analiza posibles propuestas a
la luz de sus posibles propiedades asintóticas; sintetiza los hallazgos en dos herramientas
propuestas y concreta estas soluciones en las herramientas de software correspondientes;
generando aśı más inquietudes teóricas y prácticas que las que resuelve.
De acuerdo a esto, el objetivo general es explorar las posibles soluciones del problema
en cuestión de forma estructurada; analizando los enfoques de diseño de experimentos y
mineŕıa de datos; y proponer soluciones o herramientas que, en la medida de lo posible,
superen o igualen en desempeño a las actuales. A su vez los objetivos espećıficos son:
• Establecer un transfondo teórico para el análisis posterior.
• Analizar las propuestas actuales a la luz de estas propiedades y proponer herramien-
tas nuevas orientadas por la construcción teórica previa.
• Evaluar las propuestas resultantes mediante un estudio de simulación, comparando
el enfoque de mineŕıa de datos con el de diseño de experimentos.
• Implementar y aplicar la propuesta resultante en datos reales.
• Desarrollar software para solución del problema (paquete en R [36]).
Con estos objetivos, el documento inicia con un marco teórico que recopila y explica los
esfuerzos previos en la solución de este problema e introduce las herramientas necesarias
para la completa comprensión de su desarrollo teórico y práctico. Con esto se obtiene el
soporte teórico necesario antes de entrar en el contexto aplicado.
Una vez establecidas las bases formales es posible proponer herramientas propias para
este problema y evaluar su comportamiento. Estas propuestas se evalúan mediante un
estudio de Monte Carlo en dos etapas: la primera etapa consiste en comparar el uso
de distintas distancias para entender cuáles resultan apropiadas y por qué; la segunda,
mide el desempeño de las propuestas en relación con técnicas estad́ısticas de diseño de
experimentos (LSD de Fisher y Test de Duncan) y de mineŕıa de datos (EP-Means);
consolidando una o varias propuestas para el abordaje y solución de estos casos.
Se hace necesario un caṕıtulo de aplicación en datos reales. Para este fin se dispone de
los datos correspondientes a las pruebas Saber 11, facilitados para la investigación por el
ICFES. Aqúı se aborda uno de los problemas planteados al inicio: el objetivo consiste en
realizar una estratificación de los municipios en concordancia con los puntajes obtenidos
por sus estudiantes en la prueba.
Con objeto de ampliar el campo de aplicación y establecer la utilidad real de los méto-
dos propuestos se incluye otro caṕıtulo de aplicación sobre datos reales. Éste presenta
la aplicación de los métodos propuestos en el ámbito de la estad́ıstica genómica para la
solución del problema de expresión inferencial. Haciendo uso de los datos phytophthora, de
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expresión genética presentes en el paquete acde de R [2], se expone el problema de expre-
sión diferencial, los abordajes actuales y cómo y por qué las herramientas desarrolladas
en los caṕıtulos previos resultan pertinentes para el abordaje de este problema. De este
abordaje al problema de expresión diferencial se obtiene una serie de resultados que se
ponen en comparación con las técnicas actuales desarrolladas para tal fin, evaluando aśı
las herramientas propuestas.
Un caṕıtulo de discusión contiene el examen de los resultados correspondientes a los caṕıtu-
los anteriores y el análisis de las herramientas propuestas a la luz del estado del arte. La
recopilación de las nuevas inquietudes generadas a partir de estas propuestas se encuentran




El presente caṕıtulo realiza un recuento sobre los antecedentes teóricos del presente trabajo
y especifica de manera detallada las herramientas que se utilizan en la construcción de una
nueva propuesta.
1.1. Problema
En el argot estad́ıstico, el término bivariado hace referencia a un tipo de análisis enfocado
en establecer si existe o no una relación entre dos caracteŕısticas de una población. Las
mediciones de estas caracteŕısticas pueden ser dos variables cuantitativas, una cualitativa
y una cuantitativa o cualitativas ambas. En el primer escenario, se relacionan mediante
una fórmula matemática; en el segundo, es probable que los valores de la variable numérica
presenten comportamientos distintos para cada una de las categoŕıas de la variable nomi-
nal; y en el tercero, los conteos —dispuestos en tablas de contingencia— dan cuenta de la
posible relación entre las categoŕıas de las dos variables nominales. Existen herramientas
estad́ısticas orientadas a la solución de cada uno de estos tres casos. En particular, el se-
gundo caso, denominado problema bivariado cuali-cuantitativo, es el objeto de la presente
disertación.
La continua producción de información permite encontrar ejemplos de este caso casi en
todos los ámbitos: la relación entre la estatura y el género en un grupo de personas,
entre el ingreso y nivel de estudio en otro grupo de personas, entre marca y potencia en
caballos de fuerza para un grupo de automóviles; son, entre otros, ejemplos claros donde
una variable numérica puede cambiar o no sus valores en relación con una variable de tipo
cualitativo. En el caso de la estatura y el género, es posible imaginar que los promedios
son distintos; en el ingreso y el nivel de estudio, un acercamiento intuitivo dirá que las
personas más educadas ganan más dinero, es decir, que las distribuciones condicionales del
ingreso difieren según el nivel educativo; sin embargo, las marcas de autos son tantas que
no resulta fácil acertar a priori en la incidencia de la marca en la distribución condicional
de la potencia de un automóvil.
Este problema tiene, como se mencionó, una completa bateŕıa de métodos para encontrar
su solución. Sin embargo, resulta apropiado realizar una indagación preliminar para esta-
blecer cuál puede ser la solución a este problema. Una primera solución consiste en saber
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si para todas las categoŕıas la media condicional es la misma o no [32]; una opción un poco
más estricta indaga si la distribución condicional es la misma para todas las categoŕıas [25].
No obstante, es posible ir más allá del paradigma igualdad-diferencia en busca de una so-
lución que arroje información sobre la estructura de dependencia entre las categoŕıas y los
valores numéricos. Las pruebas de comparaciones múltiples ad-hoc realizan comparaciones
entre todas las posibles parejas de promedios, mostrando cuáles categoŕıas son iguales y
cuáles diferentes. Esta solución estructura las relaciones entre todas las categoŕıas; puede
decirse que soluciona por completo el problema. Otro abordaje consiste en agrupar las ca-
tegoŕıas, mediante técnicas de mineŕıa de datos [3], en clases de caracteŕısticas similares.
Esta solución también estructura las relaciones entre todas las categoŕıas, aśı que también
puede considerarse que soluciona por completo el problema.
Existen varios factores propios del problema que pueden tener efectos sobre los procedi-
mientos correspondientes a las soluciones mencionadas, a saber: la cantidad de categoŕıas
presentes en la variable cualitativa, la cantidad de datos por categoŕıa y su variabilidad,
los supuestos distribucionales del modelo —si los hay— y la dimensión de la variable cuan-
titativa. Estos detalles suelen ser puntos débiles de varios de los métodos mencionados.
Con el objeto de realizar un análisis detallado se presentan las herramientas usadas en la
solución de este problema, profundizando en cómo y por qué pueden verse afectadas por
los anteriores aspectos.
1.2. Diseño de experimentos
Con frecuencia las metodoloǵıas cuantitativas del ámbito cient́ıfico pretenden comparar k
muestras concernientes a mediciones realizadas a un objeto de estudio en distintas con-
diciones controladas y no controladas por el investigador. El diseño de experimentos es
una familia de métodos cuyo objeto es facilitar esta comparación mediante la búsqueda
de diferencias estad́ısticamente significativas entre las distintas condiciones y, a partir de
este resultado, explicar el comportamiento de los tratamientos haciendo uso de una prueba
ad-hoc.
1.2.1. Análisis de varianza
La expresión que interpreta la varianza total como la suma de la varianza intergrupal
y la varianza intragrupal se conoce como “descomposición de la varianza”. El análisis
de varianza, (ANOVA, por su sigla en inglés) parte de la idea de establecer, mediante
sus propiedades distribucionales, si la varianza intergrupal es significativamente mayor
que la varianza intragrupal. En [32] se observa que a partir de esta idea —en apariencia
sencilla— propuesta por Fisher en 1935, se despliega una gran cantidad de herramientas
de distintos usos. De manera que es posible encontrar pruebas ANOVA para medidas
repetidas, comparación de modelos, comparación de tratamientos a una o más v́ıas, con
diseños balanceados y no balanceados, para variables respuesta univariadas y multivariadas
MANOVA, controlando por otros factores ANCOVA y MANCOVA, entre otros.
En general, se tiene como objetivo encontrar diferencias significativas sobre las medias
teóricas de k grupos de datos distintos. Cada grupo de datos se modela con una distribución
normal de media µi y varianza σ
2 común para todos los grupos.
En consecuencia, el sistema de hipótesis que se evalúa para k muestras es:
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{
H0 : µ1 = µ2 = ... = µk
Ha : µi 6= µj para algún par i, j ambos menores que k
(1.1)
Si bien la cantidad de categoŕıas no afecta la realización de estas pruebas, la cantidad
de datos śı lo hace; pues al aumentar el tamaño muestral, la sensibilidad de la prueba
aumenta, detectando diferencias cada vez menores; lo que hace más probable rechazar la
hipótesis nula en favor de la diferencia estad́ısticamente significativa entre las medias de
los grupos. Los supuestos distribucionales son otro factor a tener en cuenta; el modelo
usual para una prueba ANOVA exige normalidad y homocedasticidad condicionales, lo
que no siempre se cumple.
1.2.2. Pruebas no paramétricas
La prueba de Kruskall-Wallis [25] y la de Durbin y la de Friedman [15] constituyen otro
grupo de pruebas de k muestras; en ellas se hace uso de rangos para constatar la hipótesis
de igualdad de distribuciones. El uso de rangos permite omitir los requerimientos de nor-
malidad y homocedasticidad; pero al mismo tiempo disminuye la potencia de la prueba,
siendo esta opción menos potente que el análisis de varianza. El sistema de hipótesis a
probar para k muestras es el siguiente:
{
H0 : F1 = F2 = ... = Fk
Ha : Fi 6= Fj para algún par i, j ambos menores que k
(1.2)
De manera similar al análisis de varianza, las pruebas no paramétricas no se ven afectadas
por la cantidad de categoŕıas, pero śı por la cantidad de datos. En consecuencia, al aumen-
tar el tamaño muestral la sensibilidad de la prueba aumenta, detectando diferencias cada
vez menores, lo que hace que en conjuntos enormes de datos sea más probable rechazar
la hipótesis nula en favor de la diferencia estad́ısticamente significativa entre las medias
de los grupos. Estas pruebas no hacen uso de supuestos distribucionales diferentes a la
independencia de las mediciones.
1.2.3. Pruebas ad-hoc
En este grupo se ubican las pruebas de Duncan [9] y el test LSD de Fisher, BSD de
Bonferroni, HSD de Tuckey, Newman-Keuls y Scheffé [5]. Estos procedimientos se aplican
después de que se ha rechazado la hipótesis de igualdad de las medias mediante un análi-
sis de varianza o de igualdad de distribuciones con una de las pruebas no paramétricas
mencionadas. El objetivo de las pruebas ad-hoc es explicar el comportamiento de los datos
a causa de los tratamientos; para ello realizan pruebas de comparación de las medias en






= k(k−1)2 pruebas individuales.
Un mayor número de categoŕıas en la variable cualitativa conlleva un incremento de tipo
cuadrático en la cantidad de pruebas individuales a realizar, lo que aumenta el error tipo
I. De manera que es necesario establecer correcciones sobre los intervalos de confianza y
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las regiones de rechazo con el fin de controlar la significancia. Por consiguiente, en todos
los casos es necesario establecer umbrales para comparar las medias muestrales por pares.
Estos umbrales vienen dados a partir de los modelos subyacentes a cada prueba. En la













































Tabla 1.1. Umbrales de los intervalos de las pruebas de comparación múltiple mencionadas. Fuen-
te: [5]
Es en este tipo de pruebas donde es posible concluir µ1 = µ2, µ2 = µ3 y µ1 6= µ3: afirmación
contraintuitiva de dif́ıcil interpretación. Asimismo, es necesario observar que algunos de
estos umbrales se calculan bajo supuestos distribucionales que pueden o no cumplirse.
1.3. Mineŕıa de datos
Una primera búsqueda de abordajes en mineŕıa de datos al problema bivariado cuali-
cuantitativo arroja resultados relativamente recientes. La idea de agrupar los datos a
partir de su distribución es planteada por [3], que aplica k-means sobre histogramas mul-
tivariados. No obstante, el número de ventanas de los histogramas pueden influir sobre el
procedimiento afectando el esquema de agrupación resultante.
Una idea parecida es presentada por [4]. En esta propuesta se suavizan las distribuciones
acumuladas estimadas y se implementan herramientas diseñadas para datos funcionales. El
art́ıculo propone el uso de un método de agrupamiento jerárquico para funciones de distri-
bución considerándolas datos funcionales. Para la implementación se representan en forma
discreta las funciones de distribución y se genera una matriz de distanicas —mediante la
distancia de Hellinger— que produce una estructura de agrupamiento jerárquico.
EP-Means [17] es una técnica que aplica el algoritmo k-means [16] sobre funciones de
distribución emṕırica1. Para esto hace uso de la distancia Earth Mover’s [40] entre estas
funciones. El desarrollo desemboca en un algoritmo eficiente, emṕırico, no paramétrico y
basado en distancias. A continuación se exponen brevemente los principios teóricos que
hacen de esta técnica, referente inmediatamente anterior al presente trabajo.
1La presentación y desarrollo de estas funciones ocurre en la sección 1.3.1.
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1.3.1. Función de distribución emṕırica
Definición 1. Dada una muestra aleatoria Xi con distribución dada por una Función
de Distribución F , su función de distribución emṕırica (FDE) se define de la siguiente







La función de distribución emṕırica depende de la muestra; en otras palabras, es un es-
tad́ıstico. Esto quiere decir que —siendo un objeto que vaŕıa en función de una muestra
aleatoria— la función de distribución emṕırica es un objeto aleatorio que se enmarca en
el espacio de las funciones escalonadas. Siguiendo este razonamiento, es posible decir que
dado un x fijo, FDE(x) es una variable aleatoria. El teorema de Glivenko Cantelli (en
la sección 1.3.2) garantiza que esta función converge puntualmente a F con probabilidad
igual a 1 y que esta convergencia es uniforme.
En consecuencia, la función FDE es un estimador de F . Sus caracteŕısticas como estima-
dor son muy particulares. En primera instancia, al considerar la función de distribución
emṕırica FDE como estimador, es necesario considerar la función de distribución teórica
F como parámetro. Esto es posible en la definición de familias y espacios de parámetros
que da Shao [41, Sección 2.1.2]:
Definición 2. Familia paramétrica Un conjunto de medidas de probabilidad Pθ sobre
(Ω,B) indexado por un parámetro θ ∈ Θ se denomina una familia paramétrica śı y sólo
śı Θ ⊆ Rd para algún entero positivo d y cada Pθ es una medida de probabilidad conocida
cuando θ es conocido.
Aśı mismo es posible hablar de familias no paramétricas, definidas formalmente:
Definición 3. Familia no paramétrica Un conjunto de medidas de probabilidad Pθ sobre
(Ω,B) indexado por un parámetro θ ∈ Θ se denomina una familia no paramétrica śı y sólo
śı cada Pθ es una medida de probabilidad conocida cuando θ es conocido y el conjunto Θ
no puede estar contenido en un espacio de dimensión finita.
De manera que, toda familia se puede escribir como P = {Pθ | θ ∈ Θ}. Para variables
aleatorias de tipo cuantitativo siempre es posible indexar una familia usando como espacio
de parámetros el conjunto de sus funciones de distribución; aśı cada función de distribución
es un parámetro. En este caso, generalmente, el espacio de parámetros es funcional y su
dimensión no es finita.
Las funciones de distribución emṕırica son sumas finitas de funciones caracteŕısticas. Es
decir, dado un conjunto de funciones de distribución emṕırica, es posible encontrar un
espacio vectorial finito que las alberga. En otras palabras, son objetos finitodimensionales
que estiman la función de distribución, que pertenece a un espacio de parámetros infinito-
dimensonal. Esta caracteŕıstica permite aplicar métodos de escalamiento multidimensional
y de disminución de la dimensión sobre las funciones de distribución emṕırica, obteniendo
acercamientos visuales valiosos en el momento de la interpretación.
Se trata de una función de R en el intervalo [0, 1], escalonada, que aumenta en 1n en cada
uno de los puntos de la muestra. El tamaño de los escalones es 1n ; sin embargo, es posible
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reemplazarlo por los pesos muestrales ai desde que todos sean positivos y su suma sea
igual a 1. Esto permite modelar problemas en los cuales la nube de puntos se encuentra
sujeta a un vector de ponderaciones. En primera instancia la FDE se presenta como una
estimación para un caso univariado. No obstante, la generalización al caso multivariado es
análoga y presenta propiedades similares, teniendo en cuenta que en casos multivariados
siempre es prudente estandarizar las variables para evitar problemas de escala cuando se
trabaja con distancias[26]. De manera que el uso de esta herramienta provee un soporte
multivariado, no paramétrico y fácilmente adaptable a distintos diseños muestrales.
1.3.2. Teorema de Glivenko Cantelli
El teorema de Glivenko Cantelli es el eje teórico del algoritmo. Establece la convergencia
uniforme de la función de distribución emṕırica a la función de distribución teórica.
Teorema 1. Sea {Xi}, i = 1...m una muestra aleatoria con función de distribución F y
función de distribución emṕırica Fn. Para cada x fijo Fn(x) es una secuencia de varia-
bles aleatorias las cuales convergen de manera casi segura a F (x) y esta convergencia es
uniforme. [38, p. 224, Teorema 7.7.2]
El supuesto de independencia no es necesario para este teorema, su validez se extiende
a secuencias estacionarias y ergódicas de variables aleatorias [43]. Este teorema permite
llegar a la conclusión intuitiva de que las FDE de muestras aleatorias provenientes de
una misma distribución son cercanas 2 y esta cercańıa aumenta conforme la muestra
crece. En consecuencia, agrupar las funciones de distribución emṕırica no es una estrategia
descabellada para hallar aquellas con provenientes de la misma distribución.
1.3.3. Método de agrupamiento k-means
Con el término agrupamiento se denota un problema en análisis de datos que puede enun-
ciarse del siguiente modo: a partir de una base de datos donde cada registro es un individuo
y cada campo un atributo, es necesario encontrar un nuevo campo que reúna los indivi-
duos similares en categoŕıas. Un ejemplo usual para la introducción de estas técnicas es la
consolidación de especies biológicas: al emplear algoritmos de agrupamiento sobre bases
de datos de distintos organismos evalúa diferentes atributos, se obtiene una partición que
—casi siempre— coincide con la construcción teórica de las especies biológicas; agrupando
organismos de estructura similar se construyen conjuntos que recogen, en gran parte, las
diferencias estructurales de la población estudiada.
El algoritmo k-means [16] es uno de los algoritmos diseñados para esta tarea. Este método
se puede ver como una estimación v́ıa EM de una mixtura compuesta por k distribucio-
nes normales homocedásticas [31]. En este sentido, el algoritmo k-means consta de dos
partes. Un paso de estimación, que define el centroide de cada grupo como el promedio
de los individuos pertenecientes al mismo; y un paso de maximización, que reasigna los
individuos al grupo más cercano usando su distancia a los distintos centroides, lo que ma-
ximiza la verosimilitud de la mixtura mencionada. Estos dos pasos se repiten hasta lograr
convergencia.
Debido al uso de distancias, el algoritmo puede verse afectado por distintas causas: la
escala de las variables, en el sentido que las variables de mayor escala tienen un mayor
2En alguna noción de cercańıa.
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peso en el cálculo de las distancias entre individuos; la estructura de correlaciones, cuyo
efecto disminuye con el uso de la distancia de Mahalanobis [29], entre otras.
En consecuencia, es recomendable un tratamiento previo de normalización o estandariza-
ción de las mismas. La solución mostrada por Lebart [26] consiste en tomar como insumo
los factores más representativos de un análisis en componentes principales previo, que
además de eliminar el ruido intŕınseco de los datos, produce ejes de escalas similares pro-
venientes de las variables estandarizadas.
Asimismo, es necesario atender detalles como criterios de parada para la convergencia y la
distancia a usar (euclidiana, manhattan, Crámer-von Mises). Una definición correcta de
los valores iniciales puede facilitar la convergencia, Lebart propone como valores iniciales
los centroides provenientes del método de Ward [23].
1.3.4. Algoritmo EP-Means
En este contexto, es posible representar un conjunto de puntos mediante la curva corres-
pondiente a su FDE ; aśı, una colección de conjuntos puede verse como una colección de
estas curvas. De esta manera, es posible resumir el problema bivariado en una colección
de curvas escalonadas. Esta forma de abordar el problema reduce el proceso de agrupa-
miento de categoŕıas al de agrupamiento de curvas similares entre śı; cuyo abordaje es
provisto por la técnica de agrupamiento de probabilidades emṕıricas mediante k-means3
(Empirical Probability k-means Clustering en adelante EP-Means) [17]. El agrupamiento
—que se realiza sobre curvas que convergen a la distribución teórica— construye clases
que contienen curvas similares entre śı; o en otras palabras, categoŕıas cuyos valores pre-
sentan caracteŕısticas distribucionales similares. Por consiguiente, es posible afirmar que
EP-Means es una técnica de agrupación asintótica, no paramétrica, aplicable en grandes
conjuntos de datos; cuyo objetivo es encontrar una estructura de agrupación basada en la
forma distribucional emṕırica.
Sean X = {Xl}l=1,...,n y Y = {Yl}l=1,...,n muestras aleatorias de tipo cualitativo y cualita-
tivo respectivamente, siendo a1, ..., ak los valores posibles (tratamientos) de Yl. El objetivo
de EP-Means es clasificar los niveles ai en clases intrahomogéneas respecto a X. Cada
nivel ai tiene ni representantes dentro de la muestra, de manera que para cada nivel es
posible calcular una FDE F
(i)
n correspondiente.
El teorema de Glivenko-Cantelli [43] asegura la convergencia de cada F
(i)
n a la función de
distribución teórica cuando la muestra crece. En consecuencia, es intuitivo pensar que las
nubes de puntos que tienen FDE similares pueden ser gobernadas por la misma distribu-
ción. Entonces, es necesario establecer un criterio de similitud entre estas funciones. La
distancia funcional Earth Mover’s [40] —explicada en detalle en la sección 1.4.4— resulta
una aproximación adecuada para el problema. Por medio de esta distancia es posible apli-
car el algoritmo k-means al conjunto de curvas mencionado, logrando grupos de funciones
similares. Aśı se obtiene una división de los niveles ai de la variable Y en grupos cuyos
valores en X poseen comportamientos distribucionales parecidos.
Esta herramienta no se ve afectada por el número de categoŕıas a agrupar, pues cada una
de ellas consta de una curva FDE. Tampoco es sensible a cambios en la distribución de
las variables, dado que el proceso de agregación se realiza sobre estimaciones de la función
3 Traducción literal del nombre, para la profundización del término probabilidades emṕıricas consultar
la bibliograf́ıa recomendada.
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de distribución, definida para toda variable numérica. No obstante, la cantidad de puntos
por categoŕıa afecta gravemente al algoritmo, debido a que la distancia mostrada puede
tener problemas de tamaño —este problema se aborda y profundiza en la sección 2.1.1.
1.4. Herramientas apropiadas para la lectura del documento
Esta sección introduce algunas técnicas de análisis de datos utilizadas en los caṕıtulos
subsiguientes en trabajo anaĺıtico y de visualización.
1.4.1. Nube de puntos
Entiéndase por nube de puntos cualquier muestra aleatoria tomada de un espacio vecto-
rial real de dimensión finita. Esto es, un arreglo s = (s(1), ...s(n)) cuyos elementos s(i) son
vectores aleatorios de dimensión d, independientes e igualmente distribuidos. La elección
de este término obedece a una mejor aproximación intuitiva para casos con colecciones de
nubes de puntos —en vez de colecciones de muestras aleatorias. El término es introduci-
do como herramienta pedagógica por Lebart [26] para explicar los métodos descriptivos
multivariados.
1.4.2. Análisis en componentes principales
El Análisis en Componentes Principales (en adelante, ACP) es un método no supervisado
que busca resumir un conjunto de variables en ejes factoriales mediante una transformación
ortogonal. Debido a que estas transformaciones ortogonales son isomorfismos, generalmen-
te el número de ejes factoriales posible corresponde al número de variables incluidas en el
conjunto de interés.
Estos ejes se calculan bajo la restricción de ortogonalidad, obteniendo un conjunto de ejes
ortogonales que reúne el total de la variabilidad del conjunto de datos de forma descen-
dente. El primer eje recoge la mayor varianza posible; el segundo recoge una variabilidad
menor que el primero pero contiene la mayor varianza restante y aśı sucesivamente. La
cantidad de ejes factoriales a conservar depende de la proporción de variabilidad que el
investigador necesite recoger.
Este análisis tiene tres usos comunes en la literatura. Los ejes factoriales recogen de mane-
ra descendente la varianza total; por consiguiente, es posible tomar un número reducido de
ejes cubriendo un porcentaje importante de la información presente en los datos, disminu-
yendo su dimensión. En este mismo sentido, el uso de los ejes factoriales para interpretación
gráfica de los datos proporciona visualizaciones óptimas e intuitivas. Por último, si las va-
riables presentan correlaciones fuertes, es posible dar interpretación a los ejes factoriales
y crear indicadores que midan aspectos espećıficos que no tienen una expresión expĺıcita
en la base de datos [24].
1.4.3. t-SNE
El embebido estocástico de vecinos con distribución t de Student (t-Distributed Stochastic
Neighbor Embedding, en adelante t-SNE) [44] es una técnica de reducción de la dimen-
sión de los datos basada en distancias. Diseñada para datos de dimensión muy alta, esta
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técnica toma la matriz de distancias entre los puntos y la transforma en una matriz de
probabilidades siguiendo la fórmula:
pj|i =
exp(−‖xi − xj‖2/2σ2i )∑
k 6=i
exp(−‖xi − xk‖2/2σ2i )
pj|i se interpreta como la probabilidad de que el elemento xi tenga como vecino al elemen-
to xj ; el término vecino refiere a una vecindad generada por una distribución gausiana
centrada en xi. La desviación t́ıpica de cada kernel σi se calcula en concordancia con la
densidad de los datos, por lo tanto, las regiones más densamente pobladas tienen desvia-
ciones t́ıpicas σi más pequeñas. Al mismo tiempo se realiza un cálculo análogo con los
puntos correspondientes yi en el espacio de menor dimensión. Aśı
qj|i =
(1 + ‖yi − yj‖2)−1∑
k 6=i
(1 + ‖yi − yj‖2)−1
qj|i se interpreta como la probabilidad de que el elemento yi tenga como vecino al elemento
yj ; el término vecino refiere a una vecindad generada por una distribución t de Student
centrada en xi. Entonces, el algoritmo consiste en ubicar los puntos yi minimizando la









El proceso de minimización de esta expresión se realiza siguiendo un descenso por gra-
diente, que encuentra valores óptimos para yi con i = 1, 2, ..., n.
Este método es particularmente útil para la comprensión de la estructura de nubes de
puntos, pues crea una potente visualización que refleja las distancias y las agrupaciones
formadas por los datos.
1.4.4. Distancias entre funciones de distribución emṕırica
Para el examen apropiado del documento es necesario tener muy claro el concepto de
distancia, ya que tanto las herramientas propuestas como los referentes teóricos previos
hacen uso del mismo. El documento no utiliza todas las distancias, semidistancias y cri-
terios posibles; sin embargo, es pertinente realizar un breve listado de las más relevantes
con el fin de tener, al menos, un panorama al respecto.
• La distancia de Kolmogorov-Smirnov (también denominada distancia L∞)
se define como la distancia del máximo —en śımbolos, dKS(F1, F2) :=
máxx (|F1(x)− F2(x)|))— entre dos curvas FDE F1 y F2 y se presenta como es-
tad́ıstico para la prueba de bondad ajuste de Kolmogorov-Smirnov [30].
• El criterio de discrepancia de χ2 (que no es estrictamente una distancia entre fun-
ciones de distribución emṕırica) es un criterio de discrepancia entre un histograma
observado y uno teórico, definido como la suma de las diferencias cuadradas entre los
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; presentado como estad́ıstico de ajuste para
la Prueba χ2 de Pearson [7].
• La distancia de Hausdorff (que no es estrictamente una distancia entre funcio-
nes de distribución emṕırica) es una distancia entre dos conjuntos X y Y de-
finida como el máximo entre el supremo para X de los ı́nfimos para Y de las
distancias entre elementos de X y Y y el supremo para Y de los ı́nfimos pa-
ra X de las distancias entre elementos de Y y X para una distancia dada d:
máx{supx∈X ı́nfy∈Y d(x, y), supy∈Y ı́nfx∈X d(x, y)}. Un estudio detallado de la misma
puede encontrarse en [18].
• La distancia Earth Mover’s (EMD) (también denominada distancia L1) entre dos
medidas de probabilidad P y Q se introduce en [17, Sección 2.2] “Given two pro-
bability distributions P and Q, the EMD is most easily understood as the total
area between their cumulative distribution functions (CDFs).” es decir, el área





Q (x)|dx, cuya estimación se realiza usando las curvas FDE.
• La distancia de Cramér-von Mises (también denominada distancia L2) se define como
la distancia cuadrática entre una función FDE observada y una función de distribu-




un criterio de bondad de ajuste en [35]
Todas estas son distancias o criterios adecuados para la aplicación de algoritmos de agru-
pamiento en funciones de distribución emṕırica. Teniendo en cuenta, además, que los
algoritmos presentados funcionan bien con criterios de similitud y no requieren necesa-
riamente distancias en sentido estricto. El examen minucioso de los posibles efectos de
cada una de ellas escapa a los objetivos del presente trabajo. En los siguientes caṕıtulos
se examina en detalle la distancia de Cramér-von Mises entre dos funciones de distribu-
ción emṕırica —en śımbolos CvMD(F1, F2) =
∫∞
−∞(F1(x)−F2(x))
2dx— para su posterior
uso en los métodos de agrupamiento. El uso de esta distancia, L2, para funciones resulta
altamente conveniente por sus propiedades matemáticas y por su uso en la construcción
de espacios funcionales de Hilbert [21, sección 2.2]. Asimismo, se compara su desempeño
con el la distancia EMD, sugerida por [17] para el algoritmo EP-Means.
1.4.5. Algoritmos de agrupamiento
Rajamaran [37] entiende por agrupamiento el proceso de examinar una colección de puntos
y separarlos en grupos, de acuerdo a alguna distancia, con el propósito de que los puntos
en el mismo grupo tengan distancias pequeñas entre śı. El presente documento no hace
uso de todos los algoritmos de agrupamiento factibles para este contexto, pero presenta
un breve listado de los más relevantes:
• El algoritmo de agrupamiento k-means se presentó previamente en la sección 1.3.3
en el contexto referente al método EP-Means.
• El agrupamiento jerárquico aglomerativo es una heuŕıstica de aprendizaje no super-
visado que inicia con cada punto en su propio grupo y avanza combinando los grupos
1.5. DISEÑO DE UNA PROPUESTA 11
de acuerdo a un criterio de cercania, teniendo como punto final un solo grupo que
acoge todos los puntos. Algunos posibles criterios de combinación para grupos en
este procedimiento son:
– Enlace simple: la cercańıa entre dos grupos corresponde a la distancia entre sus
elementos más cercanos.
– Enlace completo: la cercańıa entre dos grupos corresponde a la distancia entre
sus elementos más alejados.
– Optimización de Ward: Ward [23] propone un método de unión óptima de
subconjuntos, en donde la unión de los subconjuntos no se realiza en torno a
una distancia sino a una función Z que se desea optimizar.
• El algoritmo de agrupamiento espacial basado en densidad para aplicaciones con
ruido (Density-based spatial clustering of applications with noise en adelante DBS-
CAN) presentado en [11] agrupa los individuos observando la densidad estimada en
las regiones del espacio en donde están situados.
• El algoritmo de agrupamiento evolutivo con operadores adaptativos (Evolutionary
clustering algorithm with self adaptive genetic operators en adelante ECSAGO) es
un algoritmo de agrupamiento basado en densidad, presentado en [27] que hace uso
de la algoritmos genéticos para agrupar los individuos.
Es posible hacer uso de cualquiera de estos algoritmos para agregar las nubes de puntos.
No obstante, el estudio tiene un alcance exploratorio; los algoritmos usados en la cons-
trucción de una propuesta son k-means y la unión óptima de subconjuntos de Ward para
agregación jerárquica. La elección de estos métodos y no otros obedece a la posibilidad
de su combinación; Lebart, en [26], muestra cómo los métodos son complementarios y
propone una metodoloǵıa mixta que se usa en este trabajo.
1.5. Diseño de una propuesta
Con base en los elementos teóricos presentados se estructura un plan de requerimientos
y determinantes a considerar en el diseño de una posible propuesta para la solución del
problema presentado.
En primera instancia se presentan los requerimientos. En este sentido, el método propuesto
debe ser:
• Libre de distribución: atar un método a unos supuestos distribucionales supedita su
uso a la creación de herramientas para la confirmación de estos supuestos.
• Robusto frente a la cantidad de datos: un método diseñado para grandes cantidades
de datos no puede tener restricciones en este sentido.
• Robusto frente a la cantidad de categoŕıas: un método diseñado para grandes canti-
dades de datos debe soportar variables cualitativas de muchas categoŕıas.
• Multivariado: la variable de interés no siempre es univariada, el método debe ser
general y abordar casos de datos multivariados.
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• De carácter inferencial: debe poder imputar las conclusiones tomadas de los datos a
la población de donde fueron tomados.
En segundo lugar se listan los determinantes; en este sentido el método propuesto puede
ser
• De fácil visualización: el diseño e implementación de herramientas visuales facilita
la comprensión e interpretación de cualquier resultado.
• Generalizado: es preferible un método generalizado habilitado para el tratamiento
de datos univariados, multivariados y funcionales.
• Implementado: en lo posible obtener la implementación en software del método
propuesto- Esta implementación debe estar orientada hacia código abierto.
Estos son los elementos a considerar en el diseño de una propuesta para la solución del
problema expuesto; aśı, al finalizar el estudio las propuestas diseñadas se evalúan en torno
a estos mismos parámetros.
CAPÍTULO 2
Métodos propuestos
Este caṕıtulo presenta un estudio en condiciones controladas de las implicaciones prácticas
de los componentes teóricos presentados en el caṕıtulo anterior. Siguiendo este orden de
ideas es necesario examinar detenidamente las propiedades de las nubes de puntos y de
sus posibles distancias y semidistancias. Se responden diversas preguntas mediante una
serie de simulaciones, haciendo uso de la distancia de Cramér-von Misses. Se obtiene como
resultado la implementación de dos algoritmos. El primero de aplicación de conglomerados
jerárquicos, denominado agrupamiento jerárquico de nubes de puntos; en adelante, J-nubes
y el segundo de agrupamiento basado en el algoritmo k-means, denominado k-means adap-
tado a nubes de puntos; en adelante K-nubes.
El trabajo en condiciones controladas se divide en dos partes. La primera caracteriza la
distancia L2 entre funciones, plantea el problema del tamaño tratando de controlarlo y
genera un criterio de discrepancia entre nubes de puntos. La segunda hace uso de esta
herramienta para observar el comportamiento de las nubes de puntos al aplicar métodos
de agrupación basados en distancias.
Para una lectura fluida, la metodoloǵıa y los resultados se presentan de manera simultánea.
2.1. Distancia
El estudio simulado de la distancia entre nubes de puntos parte de la inquietud presentada
en el caṕıtulo anterior, en donde es necesario analizar las consecuencias del teorema de
Glivenko - Cantelli en la distancia de Cramér-von Misses. Este análisis permite establecer
que, en efecto, las propiedades asintóticas de la función de distribución emṕırica tienen
una incidencia en la distancia L2. Para sobrellevar esta dificultad, la distancia L2 requiere
una función de corrección h que permita controlar la convergencia existente a ráız del
tamaño de las nubes de puntos; por lo cual, se examina esta convergencia y se establecen
algunos patrones preliminares respecto a su comportamiento.
Al final de la sección se presenta el criterio de cercańıa propuesto entre dos funciones de
distribución emṕırica FDEs1 y FDEs2 dado por la expresión
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(FDEs1 − FDEs2)2dλ+ 1
)
El soporte teórico para su cálculo y el código correspondiente en el lenguaje c++ se en-
cuentran en el anexo B.
2.1.1. El problema de tamaño
La convergencia indicada por el teorema de Glivenko Cantelli —de la función de distribu-
ción emṕırica hacia la función de distribución teórica— sucede a medida que el tamaño
muestral aumenta1. Esto es, dos funciones de distribución emṕırica que provienen de datos
de igual distribución se acercan entre ellas conforme crecen los tamaños muestrales; lo cual
genera efectos adversos sobre la distancia que —al verse afectada por el tamaño— deja de
reflejar las caracteŕısticas distribucionales. Por ejemplo: dos nubes de puntos de tamaño
10 que tienen una distancia de 1.2 pueden provenir de la misma distribución; sin embargo
es muy poco probable que dos nubes de puntos de tamaño 1000 con una distancia igual
provengan de la misma distribución. Asimismo, es posible generar dos nubes pequeñas de
la misma distribución y que tengan entre ellas una distancia mayor que dos nubes grandes





















Figura 2.1. Izquierda, funciones de distribución emṕırica de muestras pequeñas de la misma
distribución normal estándar, su distancia es 0.38; derecha, funciones emṕıricas de
muestras grandes de la distribuciones normales distintas, su distancia es 0.25. Fuente:
elaboración propia con datos simulados.
No resulta adecuada la interpretación en términos distribucionales de la distancia entre las
nubes de puntos cuando esta refleja caracteŕısticas correspondientes al tamaño muestral
1 Con fines pedagógicos, el presente trabajo cuenta con una visualización interactiva de este fenómeno,
que muestra como los tamaños muestrales afectan la cercańıa entre las funciones de distribución emṕırica,
calculando simultáneamente la distancia EMD, L2 y el criterio de similitud propuesto. Esta herramienta
se encuentra alojada en el repositorio institucional de la Universidad Nacional de Colombia. Disponible en
http://tinyurl.com/y9bus5q2, consultado en noviembre de 2017.
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en vez de caracteŕısticas distribucionales: se trata de un problema de diseño. Por ende,
es necesario hacer uso de un mecanismo de control que retire la influencia del tamaño en
la distancia. Para lograr una aproximación adecuada al problema se realiza un examen a
cerca de la convergencia de las nubes de puntos.
2.1.2. Convergencia
El estudio de Monte Carlo respecto a la convergencia mide la incidencia del tamaño de las
nubes de puntos en sus valores de la distancia L2; se realiza de la siguiente manera:
• Para la distribución normal estándar.
• Generar diez mil nubes de puntos: Cien de tamaño 1, cien de tamaño 2, . . . cien de
tamaño cien.
• Generar una nube de puntos de tamaño diez mil. Se supone que por su tamaño, esta
nube de puntos representa la distribución teórica, o, en otras palabras, una nube de
puntos de tamaño infinito.
• Encontrar la distancia entre cada una de las diez mil nubes de puntos y la nube
gigante-teórica.
• Agrupar estas distancias de acuerdo al tamaño de la nube de puntos que representan
y obtener promedios.
• Graficar las distancias medias por tamaño y ajustar una curva opcional.




























Figura 2.2. Izquierda, Distancias medias por tamaño para una distribución normal estándar;
Distancias medias por tamaño para una distribución uniforme entre cero y uno.
Una primera aproximación intuitiva se obtiene al ajustar una curva inversamente
proporcional al tamaño de la nube de puntos. Fuente: elaboración propia con datos
simulados
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A partir de los resultados es posible observar como la distancia media por tamaño sigue
un ajuste inversamente proporcional al tamaño de la nube de puntos (Figura 2.2). Este
procedimiento da pautas respecto a la mejor función para corregir la distancia L2.
2.1.3. Corrección por tamaño
Como se vio, la distancia L2 entre funciones de distribución emṕırica se ve afectada por el
tamaño de las nubes de puntos. Se plantea entonces la búsqueda de una corrección o un
nuevo criterio que basado en la distancia L2 no resulte afectado de manera tan drástica
por el tamaño de las nubes de puntos. Un primer bosquejo de corrección buscada puede
ser una función h que al multiplicarla por la distancia L2 retire total o parcialmente la
incidencia del tamaño de las nubes de puntos en los valores resultantes.
El camino para generar y evaluar la propuesta consiste en dos etapas. Una etapa explo-
ratoria en la cual se examinan de manera gráfica datos simulados y se generan algunas
hipótesis respecto a cómo corregir la distancia L2; y una etapa de evaluación donde se
prueban las hipótesis generadas de manera parcial mediante modelos de regresión dan-
do pautas sobre la relación de la distancia L2 con los tamaños de las nubes de puntos
simuladas.
Este abordaje da cuenta de los resultados a nivel de simulación; un desarrollo anaĺıtico
apropiado que garantice la invarianza del criterio propuesto con respecto a los tamaños de
las nubes de puntos escapa a los objetivos del presente documento. Se trata más bien de
un primer intento que puede dar pistas respecto a como corregir el problema planteado,
pero sus resultados no deben ser interpretados más allá de los presentados en este caṕıtulo.
Las funciones candidatas para corregir por tamaño a distancia y conformar un criterio de
cercańıa son:
• h(ns1 , ns2) = 1
• h(ns1 , ns2) = ns1 + ns2
• h(ns1 , ns2) = máx(ns1 , ns2)
• h(ns1 , ns2) = (ns1 + ns2)2
• h(ns1 , ns2) = mı́n(ns1 , ns2)
• h(ns1 , ns2) =
√
mı́n(ns1 , ns2)
Los datos simulados se generan siguiendo una distribución normal estándar y una distribu-
ción uniforme entre cero y uno, no se realiza un análisis enfocado en otras distribuciones.
La simulación se realiza de la manera siguiente:
• Generar 100 nubes de puntos de distribución normal estándar.
• Generar la matriz de distancias para cada una de las correcciones h mencionadas.
• Se muestra la matriz de distancias.
• Se busca aquella que sea más homogénea.
• Hacer lo mismo para la distribución uniforme entre cero y uno.
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A continuación, se muestran figuras correspondientes a las matrices de distancias calcula-
das. Es pertinente hacer énfasis en que la corrección buscada debe producir matrices de
distancias menos afectadas por el tamaño muestral. Por lo tanto, las correcciones cuya























Figura 2.3. Matrices de distancias: a la izquierda, se usa una distribución normal estándar; a la
derecha, una distribución uniforme entre cero y uno. Fuente: elaboración propia con
datos simulados.
La figura 2.3 muestra la distancia corregida mediante h(ns1 , ns2) = 1. Esta es la visualiza-
ción de las matrices de distancias sin controlar el tamaño. Como se mencionó, los tamaños




























Figura 2.4. Matrices de distancias: a la izquierda, se usa una distribución normal estándar; a la
derecha, una distribución uniforme entre cero y uno. Fuente: elaboración propia con
datos simulados.
La figura 2.4 muestra la distancia corregida mediante h(ns1 , ns2) = ns1 + ns2 . Es la vi-
sualización de la matriz de distancias corrigiendo por la suma de los tamaños. Es notorio
como las distancias crecen cuando los tamaños de las nubes de puntos son muy distintos,
a pesar de provenir de la misma distribución.
La figura 2.5 muestra la distancia corregida mediante h(ns1 , ns2) = máx(ns1 , ns2). Visuali-
zación de la matriz de distancias corrigiendo por el máximo entre los tamaños. Es notorio



























Figura 2.5. Matrices de distancias: a la izquierda, se usa una distribución normal estándar; a la
derecha, una distribución uniforme entre cero y uno. Fuente: elaboración propia con
datos simulados.
como las distancias crecen cuando los tamaños de las nubes de puntos son muy distintos,



























Figura 2.6. Matrices de distancias: a la izquierda, se usa una distribución normal estándar; a la
derecha, una distribución uniforme entre cero y uno. Fuente: elaboración propia con
datos simulados.
La figura 2.6 muestra la distancia corregida mediante h(ns1 , ns2) = (ns1 + ns2)
2. Visuali-
zación de la matriz de distancias corregida la suma de los tamaños al cuadrado.
La figura 2.7 muestra la distancia corregida mediante h(ns1 , ns2) = mı́n(ns1 , ns2). Visuali-
zación de la matriz de distancias corregida mediante el mı́nimo de los tamaños. Los valores
altos que se encontraban en un principio asociados a tamaños bajos, ahora se relacionan
con tamaños altos.
La figura 2.8 muestra la distancia corregida mediante h(ns1 , ns2) =
√
mı́n(ns1 , ns2). Vi-
sualización de la matriz de distancias corrigiendo mediante la ráız cuadrada del mı́nimo
de los tamaños. La distribución aleatoria de valores altos y bajos a través de todos los
tamaños es notoria.
El análisis de las visualizaciones anteriores conduce a pensar que la corrección usando la
























Figura 2.7. Matrices de distancias, a la izquierda, se usa una distribución normal estándar; a la
























Figura 2.8. Matrices de distancias: a la izquierda, se usa una distribución normal estándar; a la
derecha, una distribución uniforme entre cero uno. Fuente: elaboración propia con
datos simulados.
torno a la convergencia en los datos simulados presentados. Para corroborar esta hipótesis
se plantea el modelo de regresión:
ln(d(s1, s2)) = β0 + β1ln(mı́n(ns1 , ns2)) + β2ln(máx(ns1 , ns2))
Que se presenta para los datos normales en la tabla 2.1 y para los datos uniformes entre
cero y uno en la tabla 2.2.
Ambos modelos ratifican la cercańıa de β1 a
−1
2 además de la posibilidad de pasar por alto
una corrección con respecto al máximo.
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Tabla 2.1. Modelo ajustado con nubes de puntos con distribución normal estándar. Fuente: ela-












Error estándar residual 0.333 (gl = 9897)
Estad́ıstico F 10,187.300∗∗∗ (gl = 2; 9897)
Nota: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Tabla 2.2. Modelo ajustado con nubes de puntos con distribución uniforme entre cero y uno.












Error estándar residual 0.370 (gl = 9897)
Estad́ıstico F 7,431.805∗∗∗ (gl = 2; 9897)
Nota: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
2.2. ALGORITMOS DE AGRUPAMIENTO 21
2.1.4. Criterio de cercańıa entre funciones de distribución emṕırica corre-
gido por tamaño basado en la distancia de Cramér-von Mises
E trabajo previo sugiere una corrección por tamaño h(ns1 , ns2) =
√
mı́n(ns1 , ns2) de ma-
nera que el producto h(ns1 , ns2)L2(F1, F2) parece ser estable con respecto al tamaño.
Sin embargo, esta fórmula no cumple la desigualdad triangular; esto se puede corroborar
computando esta expresión en una nube de pocos datos situada entre dos nubes lejanas de
gran tamaño. Es decir, la corrección por tamaño perjudica la distancia en los casos donde
ésta presenta valores altos. Para aliviar un poco este inconveniente, se ha introducido un
segundo factor
√∫
(FDEs1 − FDEs2)2dλ+ 1; el razonamiento matemático detrás de esta
decisión se encuentra en el anexoA. En conclusión, la definición formal del criterio es la
siguiente:
Definición 4. Sean (Ω,B). Dadas dos nubes de puntos s1 y s2, con sus funciones de
distribución emṕırica FDEs1 y FDEs2 y tamaños ns1 y ns2; se define la función






(FDEs1 − FDEs2)2dλ+ 1
)
que se nota por la letra d y se denomina criterio de cercańıa entre funciones de distribución
emṕırica corregido por tamaño basado en la distancia de Cramér-von Mises.
La propuesta d no es una distancia, pues el factor
√
mı́n(ns1 , ns2) perjudica el cumpli-
miento de la desigualdad triangular. La idoneidad de esta propuesta no se demuestra de
manera anaĺıtica, se prueba de forma experimental mediante la visualización interactiva
mencionada previamente1. Resulta pertinente reiterar que los algoritmos de agrupamiento
mencionados no requieren distancias en el sentido matemático estricto para su funciona-
miento. La labor de probar de manera formal el funcionamiento de la propuesta se deja
para trabajo futuro.
2.2. Algoritmos de agrupamiento
La estructura de similitud entre objetos permite la aplicación de algoritmos de agrupación
basados en distancias, semidistancias y criterios de similitud. Haciendo uso del criterio
definido se estructuran algoritmos de agrupación entre nubes de puntos: J-nubes, que hace
referencia a algoritmos de agrupamiento jerárquica y K-nubes, basado en k-means. Ambos
algoritmos debeŕıan agrupar las nubes de puntos de acuerdo a similitudes en su medida
de probabilidad emṕırica, reflejando estructuras distribucionales más que caracteŕısticas
paramétricas.
2.2.1. J-nubes
Habiendo especificado un criterio de discrepancia se propone el método J-nubes de agre-
gación sobre nubes de puntos. Se trata de la aplicación del método de unión óptima de
subconjuntos —propuesto por Ward para agregación jerárquica— al contexto de las nubes
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de puntos. El método de unión óptima de subconjuntos permite optimizar cualquier fun-
ción de los datos, Lebart [26] optimiza el cuadrado de la distancia euclidiana para agregar
datos numéricos multivariados. Paralelamente, la propuesta J-nubes optimiza el cuadrado
de los valores calculados del criterio de cercańıa.
Dado un conjunto de nubes de puntos s1, ..., sp, este método toma como insumo la matriz
de tamaño p× p de cercańıas obtenidas mediante el criterio definido (criterio de cercańıa
entre funciones de distribución emṕırica corregido por tamaño basado en la distancia
de Cramér-von Mises, presentado en la sección 2.1.4) y retorna una estructura jerárquica
cuya visualización puede llevarse a cabo mediante un dendrograma; que resume los valores
correspondientes a la función objetivo y facilita la elección de un número de grupos.
El método J-nubes es apropiado para realizar un acercamiento de tipo exploratorio a los
datos y establecer los comportamientos generales de las nubes de puntos con respecto a
sus distancias.
2.2.2. K-nubes
Se propone el método K-nubes que pretende una aproximación análoga a k-means en el
contexto de las nubes de puntos. En detalle, puede verse como sigue:
Sea un conjunto de nubes de puntos s = {s1, ..., sp}, sus funciones de distribución emṕırica
Fs1 , ..., Fsp y un número entero k, con objetivo de formar una partición de s de tamaño k.
Se genera una asignación inicial ji, con ji ∈ {1, ..., k} e i = 1, ..., p —que puede ser aleatoria
o seguir algún criterio— esta asignación indica la pertenencia de la función Fsi al grupo j,
se define también Ij como el conjunto de ı́ndices i tales que ji = j y para cada grupo j su
función de distribución emṕırica FSj , generada por la unión —en una sola nube Sj— de
todas las nubes de puntos del grupo j. Es decir, Sj =
⋃
i∈Ij
si. Esta función de distribución
emṕırica FSj hace las veces de centroide para cada grupo de de funciones.
Este algoritmo es iterativo; por lo cual, debe definirse un criterio de parada, que puede
ser: después de número determinado de iteraciones o si la solución (j) permanece detenida





2(Fsi , FSj ) permanece detenida por
un tiempo determinado.
El algoritmo consiste en repetir lo siguiente hasta cumplir el criterio de parada:
• Para cada grupo j encontrar su función de distribución emṕırica FSj .
• Medir la discrepancia entre cada función de distribución emṕırica FSj y cada función
de distribución emṕırica Fsi , dij = d(FSj , Fsi).
• Asignar cada función de distribución emṕırica Fsi al grupo cuya de distribución
emṕırica FSj sea más cercana, ji = argminj(dij).





2(Fsi , FSj ) y el número de
la iteración.
La evaluación de la convergencia del método excede el propósito exploratorio del estudio,
siendo necesario plantearla para un trabajo futuro. No obstante, viendo los pasos anteriores
como un procedimiento EM [31] es posible intuir la convergencia.
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2.2.3. Simulación
En esta sección se presenta un estudio de Monte Carlo comparativo que muestra resultados
de los métodos propuestos J-nubes y K-nubes en paralelo con abordajes más tradicionales
como las prueba de Duncan y LSD de Fisher. Para tal fin se simulan 200 datos para 20
tratamientos con distribución N(µi, σi) según la tabla 2.3.
Nube µ σ Nube µ σ
A 1 S K 3 S
B 1 S L 3 S
C 1 S M 4 5S
D 1 S N 4 5S
E 2 3S O 4 5S
F 2 3S P 4 5S
G 2 3S Q 5 S
H 2 3S R 5 S
I 3 S S 5 S
J 3 S T 5 S
Tabla 2.3. Simulación de 20 nubes de puntos a partir de una distribución N(µi, σi), cada uno
con 10 datos. Fuente: elaboración propia con datos simulados.
Se trata de 20 nubes de puntos con distribución normal con distintas medias y varianzas.
La constante S, permite controlar la dispersión de los datos. Aśı al variar S se controla la
dificultad para distinguir entre las distintas nubes de puntos; de esta manera se realizan 5
experimentos con S en {2, 4, 6, 8, 10}. Los métodos presentados deben clasificar las nubes
de puntos tal como se simularon o, por lo menos, acercarse. Se usan pruebas de Duncan
y LSD de Fisher para tener un panorama comparativo. En todos los casos se eligió una
clasificación en K = 5 clases.
A continuación se incluyen los resultados para S = 2 y S = 10, los resultados restantes se
incluyen como anexo C.
Para S = 2 la variabilidad de los datos de cada grupo es pequeña con respecto a la
















Figura 2.9. Funciones de distribución emṕıricas con grupos iniciales. Fuente: elaboración propia
con datos simulados.
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El resultado de los distintos métodos hace patente la diferencia entre los grupos. La baja
variabilidad de las nubes de puntos facilita la tarea de clasificación.
Nube Media Grupo Inicial K-Nubes J-Nubes EP-Means LSD Duncan
A 9.02 a e a e g f
B 9.64 a e a e g f
C 10.41 a e a e g f
D 10.01 a e a e g f
E 22.60 b e b d e e
F 21.42 b e b d ef e
G 19.65 b e b d ef e
H 17.71 b e b d f e
I 29.85 c b c a d d
J 29.39 c b c a d d
K 30.48 c a c a d d
L 29.74 c b c a d d
M 42.77 d c d b b b
N 37.68 d c d b c c
O 36.32 d c d b c c
P 36.61 d c d b c c
Q 50.13 e d e c a a
R 49.11 e d e c a a
S 50.09 e d e c a a
T 50.83 e d e c a a
Tabla 2.4. Resultados de los algoritmos de clasificación. Las nubes de puntos con letras en común
no presentan diferencias estad́ısticamente significativas. Fuente: elaboración propia con
datos simulados.
La tabla 2.4 muestra la idoneidad de todas las técnicas para clasificar correctamente las
nubes de puntos.
Para S = 10 la variabilidad de los datos es alta con respecto a la variabilidad total, de
manera que no resulta fácil distinguir a simple vista las funciones de distribución emṕıricas
correspondientes a los distintos grupos de nubes de puntos (figura 2.10). Asimismo, los















Figura 2.10. Funciones de distribución emṕıricas con grupos iniciales. Fuente: elaboración propia
con datos simulados.
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Las dificultades en la clasificación son notorias (tabla 2.5). Es posible observar un desem-
peño de J-nubes bastante mejor que el de K-nubes. Las pruebas de Duncan y LSD de
Fisher presentan grandes dificultades.
Nube Media Grupo Inicial K-Nubes J-Nubes EP-Means LSD Duncan
A 10.23 a b a a f d
B 13.61 a b a a ef cd
C 14.04 a b a a ef cd
D 12.13 a b a a ef d
E 20.46 b b b c def bcd
F 24.84 b c b c cdef bcd
G 6.78 b b b a f d
H 38.52 b e b d abcde abcd
I 22.44 c c c a def bcd
J 26.62 c c c c bcdef bcd
K 28.83 c c c c bcdef bcd
L 28.51 c c c c bcdef bcd
M 52.95 d a d b ab ab
N 52.07 d a d b abc ab
O 62.87 d a d b a a
P 29.89 d b b d bcdef bcd
Q 45.90 e e e e abcd abc
R 47.10 e e e e abcd ab
S 50.35 e d e e abc ab
T 50.74 e d e e abc ab
Tabla 2.5. Resultados de los algoritmos de clasificación; las nubes de puntos con letras en común
no presentan diferencias estad́ısticamente significativas. Fuente: elaboración propia
con datos simulados.
Como se ve en las simulaciones realizadas, el procedimiento que mejor clasifica estas nu-
bes de puntos es J-Nubes. No obstante es posible que realizar una combinación de los
algoritmos J-Nubes y K-Nubes desemboque en un mejor desempeño. En los siguientes
caṕıtulos se aplican estos algoritmos a datos reales, estableciendo una utilidad práctica
para la agrupación de nubes de puntos.2
2Con fines pedagógicos, el presente trabajo cuenta con una visualización interactiva de esta simulación,
que permite manipular los grupos de nubes de puntos iniciales y aplica los métodos propuestos con el fin de
que sea posible simular las nubes de puntos —cada una con 12 puntos— y corroborar los resultados de las
distintas aproximaciones. Esta herramienta se encuentra alojada en el repositorio institucional de la Uni-
versidad Nacional de Colombia. Disponible en http://tinyurl.com/ycf28gbf, consultado en noviembre
de 2017.
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CAPÍTULO 3
Aplicación con datos de la prueba Saber 11
3.1. Introducción
En el caṕıtulo anterior se presentaron los resultados correspondientes a varios procesos de
simulación que permitieron proponer un criterio de cercańıa que, según parece, es afectado
en menor medida por el tamaño de las nubes de puntos y construir los algoritmos J-nubes y
K-nubes: el primero de agregación jerárquica y el segundo basado en k-means. El presente
caṕıtulo emplea estos procedimientos en un conjunto de datos reales con el objeto de
evidenciar uno de sus posibles usos observando, simultáneamente, su comportamiento,
desempeño e idoneidad.
Se toman, para este apartado, los datos correspondientes a la prueba de educación básica
secundaria Saber 11, realizada por el Instituto Colombiano de Evaluación de la Educa-
ción (en adelante ICFES), de manera semestral y con cobertura nacional. El problema
planteado consiste en encontrar categoŕıas a nivel municipal que agrupen municipios con
condiciones educativas similares usando el desempeño de sus estudiantes en la prueba.
Según la División poĺıtico administrativa de Colombia (en adelante Divipola) actualmente
el territorio nacional se encuentra dividido en 1101 municipios (figura 3.1).
Al evaluar el nivel de educación de los municipios usando los puntajes de la prueba Saber
11 generalmente se hace uso de los promedios municipales de puntaje. El uso de estos
promedios permite, hipotéticamente, establecer un orden y comparar los desempeños de
distintos municipios. No obstante, el análisis de los puntajes a nivel nacional resulta impo-
sible, puesto que la tarea de establecer diferencias estad́ısticamente significativas requiere
comparar los municipios todos contra todos. Esto significa llevar a cabo más de 500.000
comparaciones.
Una agrupación robusta de municipios a partir de sus condiciones educativas puede resolver
inquietudes de poĺıtica pública, mejorar la distribución de los recursos, y direccionar y
focalizar programas espećıficos hacia municipios y territorios de intervención prioritaria.
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28 CAPÍTULO 3. APLICACIÓN CON DATOS DE LA PRUEBA SABER 11
Figura 3.1. Municipios de Colombia. Fuente: Paquete Colmaps[34].
3.2. Metodoloǵıa
A continuación se explica de manera detallada la implementación de los métodos propues-
tos en los datos correspondientes a la prueba de estado Saber 11 del ICFES.
3.2.1. Examen Saber 11
Uno de los temas polémicos en poĺıtica pública es la medición de impacto en intervenciones
en educación. El ICFES es el organismo estatal encargado de medir los procesos educativos
a nivel nacional con el mayor nivel técnico posible; de manera que, el ejecutivo tenga
herramientas expeditas para tomar decisiones en materia de presupuesto, est́ımulos y
programas de poĺıtica pública.
Con este fin el ICFES ha estandarizado la presentación de varias pruebas nacionales,
entre ellas la prueba Saber 11, que es presentada cada año por más de 500.000 estudiantes
de último año de educación media de todo el territorio nacional. Los resultados de esta
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prueba inciden directamente en el futuro de los estudiantes, pues se usan para la asignación
de cupos en educación superior tanto en el sector estatal como el privado. Además, los
resultados a nivel municipal y departamental deben servir como insumo a evaluaciones en
términos de poĺıtica pública.
Con el fin de promover el uso de estos datos el ICFES otorga becas de investigación en
torno a los resultados de las pruebas y genera un espacio anual de divulgación: el Seminario
Internacional de Investigación sobre la Calidad de la Educación; y pone a disposición de
investigadores las bases de datos de resultados de las pruebas Saber 11 y Saber Pro1.
Estos datos resultan muy útiles para evaluar la metodoloǵıa propuesta. No es del todo
posible comparar el desempeño de los municipios colombianos usando únicamente el pro-
medio de los puntajes de la prueba. El problema a resolver consiste en encontrar categoŕıas
a nivel municipal que agrupen los municipios de Colombia con condiciones educativas si-
milares usando el desempeño de sus estudiantes en la prueba Saber 11 del ICFES. En
este caso los datos están conformados por dos variables: un puntaje global de la prueba
Saber 11, variable continua y el municipio, variable cualitativa con 1101 categoŕıas, según
Divipola; donde cada registro corresponde a un estudiante que presentó la prueba.
3.2.2. Software
Para la descarga, preparación y procesamiento de los datos se utiliza R [36], un lenguaje y
entorno de programación libre enfocado en estad́ıstica, constituido por un paquete base y
paquetes adicionales. En este momento hay 7069 paquetes oficiales, del número de paquetes
no oficiales no hay estimación.
Nebulae2 es un grupo de trabajo incipiente autogestionado con intereses en estad́ıstica.
Para facilitar el acceso a estos datos y promover su uso en investigación, el colectivo
Nebulae compiló los resultados de las pruebas Saber 11 desde 2006 hasta 2014 en un
paquete de R denominado saber3.
Con el código de la figura 3.2 se descarga e instala el paquete de datos. Los datos escogidos





Figura 3.2. Instalación del paquete saber y selección de los datos correspondientes al calendario
A de 2014. Fuente: Repositorio del paquete saber.
Aśı mismo este trabajo de investigación cuenta con un repositorio propio4, donde descansan
todos los archivos y códigos usados en su desarrollo, con el propósito de garantizar su
reproducibilidad.
1Las condiciones de acceso a los datos se pueden consultar en https://goo.gl/oDNZ9O, revisado en
noviembre de 2017
2https://goo.gl/fj03Ky, consultado en noviembre de 2017.
3 Disponible para instalación en https://goo.gl/Uj27DS, consultado en noviembre de 2017.
4 Repositorio de la tesis https://goo.gl/ccICdZ, consultado en noviembre de 2017
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3.2.3. Variables, población y muestra
Se trata de una base de datos de dimensiones: [m,n] = [541874, 55], 541874 sujetos y
55 variables. Sin embargo, sólo se usan 2: el municipio de presentación de la prueba y el
puntaje general obtenido en la misma. Aśı, se construye una tabla de datos compuesta por
los resultados de cada estudiante que presentó la prueba Saber 11 en el segundo semestre
de 2014 y su municipio. Por otro lado, la población objetivo está compuesta por todas
las personas que presentaron la prueba Saber 11 durante el segundo semestre de 2014, de
manera que, teniendo acceso a los datos poblacionales, no existe la necesidad de un diseño
muestral.
3.2.4. Preparación de los datos
Una fase de preparación de los datos precede el análisis. La base de datos registra siete
tipos de condiciones particulares: discapacidad cognitiva, motriz, sordo, autismo, invidente,
śındrome de down y condición especial que representan menos del 2 % de la población. Los
puntajes de estos colectivos se han medido, en el mejor de los casos, realizando adaptaciones
a la prueba en cuestión, de manera que resulta poco ortodoxo comparar sus puntajes con
el resto. Por estas razones los registros pertenecientes a estas poblaciones se retiran de
la base de datos. Asimismo los resultados muy cercanos a cero son casos en donde la
evaluación de las competencias pertinentes no está siendo llevada a cabo, en consecuencia
se retiran los registros con un puntaje total menor a 10.
Si bien, como se mostró, la distancia seleccionada es robusta frente al tamaño, es necesario
fijar umbrales superior e inferior para la cantidad de individuos en cada nube de puntos.
En consecuencia se retiraron los municipios con menos de 30 estudiantes y Bogotá.
De esta forma se remueven 94778 individuos, obteniendo una base de datos depurada con
447096 registros. Se conservan únicamente 3 variables: id municipio, municipio y puntaje
total.
3.2.5. Análisis estad́ıstico
Respondiendo al problema planteado el análisis estad́ıstico de los datos consiste en la
aplicación de los métodos J-nubes y K-nubes a la base de datos depurada. En detalle los
pasos que se siguen son:
• Panorama actual: en primera instancia se calcula la cantidad de estudiantes y el
puntaje promedio de cada municipio. Se muestran las caracteŕısticas distribucionales
a nivel municipal mediante apoyos visuales apropiados; en la sección 3.3.1.
• Agrupamiento: la implementación concatenada de los métodos conduce a la cate-
gorización de los municipios. Se presentan las estad́ısticas generadas durante cada
proceso; en la sección 3.3.2
– Exploración: v́ıa J-nubes. Se efectúa el cálculo de la matriz de discrepancias,
la construcción del esquema jerárquico de grupos de municipios y la selección
de 10 grupos preliminares.
– Consolidación: v́ıa K-nubes. Se procede a la consolidación de los grupos pre-
liminares detectados mediante J-nubes.
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– Validación: v́ıa Kruskall-Wallis se examina la homogeneidad de los grupos,
estableciendo si la variación en los resultados es recogida por la agrupación o
no.
• Caracterización de los grupos: se presenta el resultado del procedimiento: una
etiqueta que agrupa los municipios de acuerdo a su rendimiento en la prueba Saber
11; en la sección 3.3.3
– Visualización: se implementan dos herramientas de visualización con el fin de
facilitar la interpretación de los resultados. El boxplot y el rasterplot exhiben las
caracteŕısticas distribucionales más importantes de los municipios, contrastando
el panorama inicial, el panorama ordenado y el panorama agrupado.
– ACP: como se menciona en la sección 1.3.1, las funciones de distribución
emṕırica, a pesar de ser estimaciones de parámetros infinitodimensionales, se
encuentran en un espacio finitodimensional. Conforme a esto, se presenta un
análisis de componentes principales de las funciones de distribución emṕırica.
– t-SNE: al igual que el ACP, esta técnica permite reducir cada municipio a un
punto bidimensional; el plano generado muestra las distintas agrupaciones y
permite comprender las discrepancias entre municipios.
– Mapa: los resultados deben ponerse en contexto georreferenciado, para ello se
plasma la categorización en un mapa.
3.3. Resultados
En esta sección se muestran los resultados correspondientes al análisis estad́ıstico propuesto
en la sección anterior.
3.3.1. Panorama actual
En primera instancia se calcula la y el puntaje promedio por municipio. La figura 3.3
muestra los municipios que aparecen en la base de datos (en adelante cobertura) y la
cantidad de estudiantes evaluados por municipio. Resaltan las principales ciudades sin
embargo la poca cobertura en la región suroriental del páıs es notoria.
A su vez, la figura 3.4 muestra el puntaje total promedio por municipio; es posible observar
que, por lo general, los municipios con mayores puntajes se ubican en la zona central
del páıs. Este dato resulta muy importante para la construcción de poĺıticas públicas,
pues permite establecer est́ımulos para los municipios con mejores puntajes y enfocar los
recursos en los municipios que requieren intervenciones prioritarias en educación.
No obstante, la alineación de los municipios basada en los promedios es muy densa, los
promedios de los municipios son muy cercanos entre śı y esto no facilita la ubicación de
umbrales a partir de los cuales se clasifiquen los municipios en clases o grupos diferenciados.
Además, no es fácil establecer las caracteŕısticas generales de las distribuciones de los
municipios a partir del promedio.
Comprender el panorama de los puntajes por municipio es necesario desde el punto de
vista de las entidades gubernamentales para el ordenamiento del gasto en educación; pero
el uso exclusivo de los promedios municipales puede dificultar el trabajo con los mismos.




Figura 3.3. Cantidad de estudiantes evaluados por municipio. Fuente: elaboración propia a partir
de los datos del ICFES.
Las visualizaciones que se muestran a continuación pretenden mostrar la diversidad en
distribuciones a nivel municipal. Se realizan dos visualizaciones: un boxplot y un rasterplot.
En el boxplot cada municipio se representa mediante una caja, el gráfico tiene por objetivo
observar la diversidad de las distribuciones de los puntajes a nivel municipal, como se ve
en la figura 3.5; por lo cual, reconocer la caja de cada municipio no resulta relevante. Por
su parte, el rasterplot representa la distribución emṕırica de cada municipio con una recta
vertical que va de oscuro a claro con el fin de observar la diversidad de las mismas, como
se ve en la figura 3.6.
Es posible que resulte redundante el uso de distintas visualizaciones para el mismo con-
cepto; no obstante, este caṕıtulo es escenario propicio para mostrar los apoyos visuales
asociados a estas técnicas. Más adelante se hace uso de ambos gráficos para evidenciar el







Figura 3.4. Puntaje total promedio por municipio. Fuente: elaboración propia a partir de los
datos del ICFES.
Ambas visualizaciones presentan un panorama diverso en cuanto a las caracteŕısticas dis-
tribucionales de los puntajes por estudiante de los municipios. Ambas visualizaciones han
sido dispuestas con el fin de evidenciar la fuerte diferencia que hay entre un panorama
inicial, con alteraciones casi aleatorias, y uno agregado. Dejando claro el panorama ac-
tual de los datos es factible pasar a la implementación propiamente dicha de los métodos
presentados.
3.3.2. Agrupamiento
Las gráficas anteriores, 3.5 y 3.6, evidencian la diversidad distribucional de los municipios
en términos de resultados en la prueba Saber 11. El paso siguiente consiste en aplicar
los métodos presentados con el fin de agrupar los municipios según el desempeño de sus







Figura 3.5. Boxplot de puntajes de municipios. Arriba sin ordenar, abajo ordenados con respecto
a la media. No hay orden respecto a la varianza y no es claro como encontrar umbrales
para categorizar los municipios. Fuente: elaboración propia a partir de los datos del
ICFES.
Figura 3.6. Rasterplot de puntajes de municipios. Arriba sin ordenar, abajo ordenados con res-
pecto a la media. No hay orden respecto a la varianza y no es claro como encontrar
umbrales para categorizar los municipios. Fuente: elaboración propia a partir de los
datos del ICFES.
estudiantes. En primera instancia se hace uso del método de agrupación jerárquica para
nubes de puntos J-nubes.
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3.3.2.1. Exploración: J-nubes
En concordancia con lo manifestado en la sección 2.2.1, el primer paso para usar el método
J-nubes consiste en el cálculo de una matriz de discrepancias entre municipios, calculadas
—como es de esperarse— haciendo uso de la distancia L2 modificada, presentada en la
sección 2.1.4. Esta matriz es el insumo para el método de unión óptima de subconjuntos de
Ward [23]. Al igual que en el caṕıtulo anterior, la técnica de agregación jerárquica J-nubes
hace uso del método de Ward para mı́nimizar la suma al cuadrado de las discrepancias
inter-grupos. De esta forma J-nubes produce como resultado un primer árbol: se trata de
una estructura jerárquica de agrupación, en la figura 3.7, que constituye un valioso insumo
para determinar el número de grupos en que se quiere dividir a los municipios.
0 50 100 150 200
Figura 3.7. Árbol de agrupación jerárquica generado por J-nubes. La recta vertical indica el
punto de corte para 10 grupos. Fuente: elaboración propia a partir de los datos del
ICFES.
3.3.2.2. Consolidación: K-nubes
Por medio del método J-nubes se construyen 10 grupos iniciales que se usan como punto de
partida para K-nubes. Según [26], en análisis de datos multivariado los grupos conformados
mediante un método de agrupación jerárquico son útiles como punto de partida para un
algoritmo tipo k-means. De forma análoga, se pretende que el algoritmo K-nubes consolide
los grupos primarios generados a través de J-nubes. De esta forma, se obtienen 10 grupos
cuyos nombres a, b, c, d, e, f, g, h, i, j corresponden a su desempeño en la prueba, siendo
a el grupo de municipios con mejores resultados en las pruebas Saber 11 para el año 2014
y j el grupo de municipios con puntajes totales más bajos.
La tabla 3.1 muestra las composiciones porcentuales de cada uno de los grupos tanto en la
categorización inicial como en la consolidación. El proceso de consolidación genera cambios
en las categoŕıas distribuyendo mejor los municipios y aumentando la homogeneidad de
los grupos. Tanto en J-nubes como K-nubes se observa como los grupos más vastos son los
que agrupan municipios de desempeños medios; mientras los grupos extremos, con muy
altos o muy bajos rendimientos, comprenden una menor cantidad de municipios.
3.3.2.3. Validación: Kruskall-Wallis
La labor de validación del procedimiento se realiza v́ıa Kruskall-Wallis. Se toma cada
uno de los grupos de municipios y se aplica esta prueba; se espera que, si las condiciones
distribucionales han sido capturadas por el método de agrupación, la prueba no encuentre
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Grupo J-nubes K-nubes
Municipios Proporción Municipios Proporción
a 41 3.9 % 15 1.4 %
b 66 6.3 % 87 8.4 %
c 113 10.9 % 94 9.0 %
d 240 23.1 % 213 20.5 %
e 125 12.0 % 111 10.7 %
f 160 15.4 % 176 16.9 %
g 89 8.5 % 132 12.7 %
h 98 9.4 % 102 9.8 %
i 67 6.4 % 70 6.7 %
j 42 4.0 % 41 3.9 %
Tabla 3.1. Cantidades de municipios por grupo y porcentajes antes y después de la consolidación
de las categoŕıas mediante K-nubes. Fuente: elaboración propia a partir de los datos
del ICFES.
diferencias estad́ısticamente significativas al interior de los grupos. No obstante, como se












Tabla 3.2. P-valores de la prueba Kruskal-Wallis en cada grupo. Fuente: elaboración propia a
partir de los datos del ICFES.
Los p-valores altos indican homogeneidad. Aśı los grupos totalmente homogéneos que no
presentan diferencias estad́ısticamente significativas en cuanto a la distribución de sus
puntajes son d, e, f, g, h, i.
3.3.3. Caracterización
Se presenta el resultado del procedimiento: una etiqueta que agrupa los municipios de
acuerdo a su rendimiento en la prueba Saber 11.
3.3.3.1. Visualización
El resultado es una categorización robusta que agrupa a los municipios no sólo a través
de su promedio sino haciendo uso completo de los datos de cada uno. Las aproximaciones
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visuales anteriormente mencionadas fueron propuestas particularmente para apreciar el








Figura 3.8. Gráficos de caja por municipio. Superior: panorama global; inferior: agrupado. Fuen-
te: elaboración propia a partir de los datos del ICFES.
a b c d e f g h i j
Figura 3.9. Rasterplot por municipio. Superior: panorama global; infereior: agrupado. Fuente:
elaboración propia a partir de los datos del ICFES.
Resulta notorio el efecto del método al comparar el gráfico de caja global con su análo-
go agrupado en la figura 3.8. Aśı mismo, el rasterplot agrupado pone de manifiesto las
diferencias, figura 3.9.
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Ahora bien, la metodoloǵıa propuesta agrega los municipios observando su función de
distribución emṕırica; por lo cual, resulta relevante mostrar las funciones de distribución


















Figura 3.10. Funciones de distribución emṕırica de los grupos obtenidos. Fuente: elaboración
propia a partir de los datos del ICFES.
De manera intuitiva, si cada grupo posee caracteŕısticas distribucionales parecidas resulta
pertinente pensar en la construcción de un modelo estad́ıstico adecuado para cada grupo.
El ajuste de una distribución y la estimación de unos parámetros en cada uno de los 10
agrupamientos presentados escapa a todas luces del presente análisis; no obstante, es un
planteamiento cuyo valor debe ser evaluado, si no en la discusión, en el trabajo futuro.
3.3.3.2. ACP
Las funciones de distribución emṕıricas se encuentran en un espacio finitodimensional aún
siendo estimaciones de parámetros infinitodimensionales; al ser combinaciones lineales de
funciones caracteŕısticas, es posible expresarlas en una matriz de valores reales. Conforme
a esto, se presenta un análisis de componentes principales —realizado sobre la matriz
descrita— de las funciones de distribución emṕırica. En la figura 3.11 se puede observar la
dispersión de los municipios y sus diferentes grupos. Los municipios de alto rendimiento
en las pruebas Saber 11 se encuentran en el flanco derecho, mientras que aquellos en el
flanco izquierdo presentan los puntajes más bajos.
Analizar la dispersión de los grupos resulta importante para entender el comportamiento de
los mismos. En la figura 3.11, es fácil observar cómo la configuración de la nube de puntos
presenta extremos muy diseminados al mismo tiempo que espacios centrales densos. Esto
explica por qué los grupos más extremos, a, b, i, j son notoriamente menos homogéneos
que los grupos centrales.
3.3.3.3. t-SNE
La figura 3.12 muestra la nube de puntos reducida a dos dimensiones mediante la técnica
t-SNE, mencionada en 1.4.3. Se trata de una técnica de reducción de dimensiones basada
en distancias, cuyo objetivo es mapear los puntos en un plano respetando la estructura
de distancias propia de la nube de puntos. Al aplicar la técnica t-SNE sobre la matriz
de discrepancias —calculada con el criterio de cercańıa propuesto en la sección 2.1.4— se
obtiene como resultado una estructura bidimensional donde cada punto corresponde a un























Figura 3.11. ACP de los municipios por grupos y tamaños. Fuente: elaboración propia a partir















Figura 3.12. t-SNE de los municipios por grupos y tamaños. Fuente: elaboración propia a partir
de los datos del ICFES.
Como se observa, las ciudades principales (puntos de mayor tamaño) se ubican en los
grupos con mejor desempeño en la prueba; mientras los grupos con desempeños más bajos
están conformados por municipios de muy pocos estudiantes. Asimismo, esta visualización
permite cotejar parcialmente los tamaños de los grupos, que coinciden con la tabla 3.1:
grupos centrales con mayor cantidad de municipios y grupos extremos con menor cantidad
de municipios.
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3.3.3.4. Mapa
Al respecto resulta pertinente realizar una visualización geográfica. La figura 3.13 muestra
la estratificación realizada; que concuerda con la versión descriptiva mostrada al principio
del caṕıtulo (figura 3.4), donde los municipios de la región central presentan de manera
persistente mejores desempeños en la prueba Saber 11.
La existencia de auto-correlación espacial escapa a los objetivos, sin embargo es necesario














Figura 3.13. Mapa de categoŕıas de municipios resultante del procedimiento. Fuente: elaboración
propia a partir de los datos del ICFES.
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CAPÍTULO 4
Aplicación con datos de expresión diferencial de
genes
4.1. Introducción
Dando continuidad al documento global, el presente caṕıtulo aparece como una segunda
iniciativa de implementación con datos reales; con el fin de establecer y consolidar la idea de
muchas y diversas implementaciones de los métodos propuestos. El caṕıtulo corresponde a
una incursión en el área de la estad́ıstica genómica, en particular el abordaje del problema
de expresión diferencial en genes. Es pertinente aclarar que los métodos J-nubes y K-nubes
no fueron diseñados en el ámbito teórico de la genómica, por lo que no son métodos propios
de estad́ıstica genómica; sin embargo, su aplicación puede contribuir a resolver el problema
de la expresión diferencial.
El análisis de expresión diferencial consiste en el uso de técnicas estad́ısticas con el fin de
encontrar genes diferencialmente expresados. Un gen puede comportarse de diferentes ma-
neras en diferentes situaciones; entre las caracteŕısticas que pueden cambiar está el nivel
de transcripción. Aśı, cuando existen cambios estad́ısticamente significativos en los niveles
de transcripción de un gen debidos a circunstancias espećıficas se denomina diferencial-
mente expresado [19]. Mediante el análisis de microarreglos es posible medir los niveles de
transcripción de un gen en dos o más condiciones distintas; aśı, en cada circunstancia se
realizan varias mediciones y mediante pruebas de hipótesis se logra establecer si existen o
no diferencias estad́ısticamente significativas debidas a estas condiciones [45].
Para evaluar las diferencias estad́ısticas entre las mediciones de cada condición se suele
plantear una prueba de hipótesis de localización; cuya sensibilidad depende de la cantidad
de mediciones que se realizan en cada condición. En este sentido se habla de una prueba de
hipótesis por cada gen evaluado; escenario que se complica al aumentar el número de genes
en perjuicio de la potencia de las pruebas. Máxime, si se tiene en cuenta que usualmente
los conjuntos de datos corresponden a esta estructura replicada en grandes cantidades de
genes (diez, quince, veinte mil genes [22]).
En este panorama el uso de pruebas de hipótesis a nivel individual pierde vigencia; la
estructura teórica del concepto de significancia debilita la realización pruebas de hipótesis
en tales cantidades; pues, el aumento en el número de pruebas conduce al aumento del
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error tipo I, requiriendo correcciones como la de Bonferroni [10], y, en general, estimulando
la creación de estrategias apropiadas para abordar el problema en toda su complejidad.
Una de las propuestas más recientes en detección de genes diferencialmente expresados es
el método SAM. A partir de un conjunto de genes de un experimento de microarreglos,
el método calcula un di para cada gen i, y mide la relación entre la expresión génica
y la variable respuesta, iterando sobre permutaciones de los datos para determinar si la
expresión de un gen se relaciona significativamente con la respuesta; el punto de corte de
la significancia está determinado por un parámetro de ajuste ∆, definido por el usuario
en base a la tasa de falsos positivos [8].
Otra propuesta es el análisis de componentes artificiales acde [1] que provee un análisis
multivariado para la detección de genes expresados diferencialmente. Esta utiliza compo-
nentes artificiales como estad́ısticos de prueba para la detección de genes diferencialmente
expresados facilitando la interpretación en términos de expresión génica diferencial y con-
trolando el FDR (False Discovery Rate).
4.2. Materiales y métodos
En esta sección se presentan los datos y el software a usar; se exponen las herramientas
visuales utilizados para la interpretación de los resultados; se estructura la metodoloǵıa
propuesta J + K + KW consistente en una etapa de exploración mediante J-nubes, una de
consolidación mediante K-nubes y una de validación mediante Kruskal-Wallis; se realiza
una introducción respecto a SAM, la propuesta actual para el abordaje del problema de
expresión diferencial.
4.2.1. Datos a utilizar.
Los datos phytophthora contienen 4 matrices (h0, h12, h36, h60) de datos de expresión
génica para 16 plantas de tomate (ĺınea IL6-2) en condiciones de campo, publicados en la
libreria acde [2]. Se inocularon 8 plantas con Phytophthora infestans1 y otras 8, con agua
estéril. Se tomaron muestras de tejido foliar de cada réplica 12 horas antes de la inoculación
y 12, 36 y 60 horas después de la inoculación; se etiqueta la muestra tomada 12 horas antes
de la inoculación como el punto de tiempo 0h. Los niveles de expresión fueron obtenidos
para 13440 genes. Como ejemplo de aplicación se analizan los datos correspondientes a la
última medición, 60 horas después de la inoculación.
4.2.2. Software
Todo el análisis se realiza en el software estad́ıstico R [36] usando paquetes de Bioconduc-
tor, entre ellos los paquetes acde [2] y samr [42].
4.2.3. Propuesta de análisis.
Entonces, el análisis propuesto para los datos comprende los siguientes puntos.
1El nombre Phytophthora infestans se aplica a una especie de organismo eucariota que suele atacar
las plantas de tomate. El experimento consiste en detectar los genes diferencialmete expresados a ráız del
ataque de este organismo.
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• Visualización: es necesario encontrar estrategias de visualización adecuadas para
evaluar el desempeño de los métodos evaluados. En este sentido el acde resulta una
herramienta propicia para la visualización de los resultados.
• J + K + KW: la metodoloǵıa propuesta incluye una etapa de exploración median-
te J-nubes, una de consolidación mediante K-nubes y una de validación mediante
Kruskal-Wallis.
• SAM: la expresión diferencial de los genes se evalúa mediante el método SAM ya
mencionado.
La aplicación de la metodoloǵıa J + K + KW a los datos descritos requiere la preparación
adecuada de los mismos. Cada gen en cada condición es considerado una nube de puntos;
aśı, siendo n genes y p condiciones se tiene n×p nubes de puntos. Este conjunto de nubes de
puntos produce una matriz de discrepancias de (n×p)2 entradas, esta matriz es insumo del
algoritmo J-nubes que, como se ha explicado en 2.2.1, corresponde al método de Ward —
de minimización de discrepancias cuadradas— para agregación jerárquica mencionado en
la sección 1.4.5, que genera unos grupos preliminares que sirven de insumo a K-nubes, que
consolida los grupos cuya homogeneidad interna se evalúa a la luz de la prueba Kruskal-
Wallis. La figura 4.1 da un repaso a este primer paso de agregación.
Figura 4.1. Diagrama de análisis. Fuente: elaboración propia.
Utilizando la prueba de Mann-Whitney-Whilcoxon es posible realizar todas las compara-
ciones posibles de los grupos conformados, corrigiendo según Bonferroni. De esta manera
se comparan los valores un gen i en una condición j1 con sus valores en otra condición
j2 estableciendo su pertenencia a grupos g1 y g2 significativamente distintos o no. La va-
lidación de los grupos se realiza mediante el test de Kruskall Wallis [25]. Los resultados
obtenidos usando J + K + KW se comparan con los obtenidos mediante SAM; no con el
objeto de establecer cuál se comporta mejor sino de verificar la identificación correcta de
los genes suponiendo correctos los resultados de SAM.
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4.3. Resultados
El conjunto de datos tiene 13440 elementos. El procedimiento consiste en la aplicación de
J-nubes a una muestra aleatoria de tamaño 1000; que permite estimar los centroides inicia-
les. Estas estimaciones se introducen en el algoritmo K-nubes, que realiza la clasificación
completa.
Como se dijo, se analizan únicamente los datos correspondientes a la última inoculación.
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Figura 4.2. Mediciones realizadas en plantas infectadas (rojo) y no infectadas (azul). Fuente:
elaboración propia a partir de los datos phytophthora.
En la figura 4.2 se observan las distintas mediciones, se tienen 8 mediciones en plantas
infectadas y otras 8 en plantas no infectadas.
4.3.1. Detección de genes diferencialmente expresados mediante compo-
nentes artificiales
La metodoloǵıa de detección de genes diferencialmente expresados mediante componentes
artificiales (Artificial Components Detection of Differentially Expressed Genes, en adelante
acde) [1] plantea el cálculo de componentes artificiales, que en el caso de dos condiciones








(xiT r − xiC) (4.2)
De esta forma los valores quedan resumidos en los ejes de los componentes artificiales psi1
y psi2. La figura 4.3 muestran la densidad estimada y el histograma en cada uno de los
componentes artificiales.
Es notorio como mientras el primer componente artificial presenta valores muy cercanos
a cero y una cola muy pesada a derecha, el segundo componente presenta ambas colas
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Figura 4.3. Densidad estimada e histograma de los valores generados. Fuente: elaboración propia
a partir de los datos phytophthora.
da explicado en el gráfico bivariado de los componentes, figura 4.4, donde se examina la
proyección de los genes en sus componentes artificiales; además del resultado del procedi-
miento de Single Time Point Analysis, que determina un α∗ óptimo que controla la tasa














Figura 4.4. Proyección de los genes sobre los componentes artificiales mostrando el resultado
de Single Time Point Analysis. Fuente: elaboración propia a partir de los datos
phytophthora.
Las frecuencias relativas de expresión, inhibición y no expresión están dadas en la tabla
4.1.
En concordancia, acde es la herramienta de visualización mediante la cual se examinan los
resultados debidos a la aplicación de la metodoloǵıa J + K + KW y los de SAM.
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Tabla 4.1. Expresion génica hallada con Single Point Time Analizer. Fuente: elaboración propia
a partir de los datos phytophthora.
4.3.2. Aplicación J + K + KW
Se aplica el algoritmo J-nubes sobre una muestra aleatoria de 1000 nubes de puntos; el
dendrograma 4.5
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Figura 4.5. Dendrograma de los genes de la muestra arrojado por el algoritmo J-nubes. Fuente:
elaboración propia a partir de los datos phytophthora.
Inicialmente estas 1000 nubes de puntos son distribuidos en 20 grupos gracias a la ex-
ploración de J-nubes. Al aplicar J-nubes sobre una muestra aleatoria, los centroides de
los grupos resultantes —las funciones de distribución emṕırica para cada uno de los 20
grupos— corresponden a estimaciones de las las funciones de distribución emṕırica que
seŕıan obtenidas si se aplicara J-nubes sobre la población completa (26880 nubes de pun-
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tos). La precisión de estas estimaciones no es relevante, puesto que se utilizan como insumo
del algoritmo K-nubes que realiza la labor de consolidación sobre la población completa.
En este punto es necesario corroborar que los grupos poseen homogeneidad interna. Co-
mo criterio para esta tarea utiliza la prueba de Kruskal-Wallis en cada grupo con una
significancia individual de α/k, que en este caso es igual a 0.0025 para completar una
significancia de α = 0.05 en el procedimiento general. La figura 4.6 muestra el p-valor












Figura 4.6. P-valores de la prueba Kruskal-Wallis en cada uno de los grupos. Fuente: elaboración
propia a partir de los datos phytophthora.
Entonces, es posible afirmar que la partición obtenida está conformada por clases interna-
mente homogéneas. La figura 4.7 muestra la composición de los grupos. El siguiente paso
es establecer el comportamiento entre grupos, detectando cuáles de ellos son estad́ıstica-
mente distintos entre śı mediante la prueba de Mann-Whitney-Wilcoxon, aplicada a todas
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Figura 4.7. Boxplot de los grupos formados mediante aplicación de J-nubes + K-nubes. Fuente:
elaboración propia a partir de los datos phytophthora.
Es en últimas mediante la prueba de Mann-Whitney-Wilcoxon que se realiza la compa-
ración entre nubes de puntos correspondientes a genes en distintas condiciones. La figura






que garantiza una significancia de α = 0.05 en el procedimiento
completo.
Entonces, para comparar datos de distintas condiciones asociados a un mismo gen basta
establecer si estos se encuentran en grupos con diferencias estad́ısticamente significativas
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Figura 4.8. Matriz de diferencias estad́ısticamente significativas entre los grupos. Fuente: elabo-
ración propia a partir de los datos phytophthora.
o no. De esta forma es posible construir el diagrama correspondiente a la figura 4.9, que
muestra los genes expresados y los no expresados. Las proporciones correspondientes se













Figura 4.9. Genes diferencialmente expresados, detectados mediante J + K + KW, visualizados
mediante acde. Fuente: elaboración propia a partir de los datos phytophthora.
Genes Porcentaje ( %)
Expresados 63.57
No expresados 36.42
Tabla 4.2. Proporciones de expresión génica encontradas mediante J-nubes + K-nubes. Fuente:
elaboración propia a partir de los datos phytophthora.
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4.3.3. Análisis de significancia de microarreglos
Como se ha explicado, la comparación de los resultados de la metodoloǵıa propuesta J +
K + KW con los de la técnica de análisis de significancia de microarreglos (Significance
Analysis of Microarrays, en adelante SAM) [8] hace parte del propósito del caṕıtulo. Te-
niendo en cuenta que los métodos propuestos no fueron diseñados en el ámbito de los datos
genómicos, es necesario establecer qué tan coherentes son sus resultados con los obtenidos
mediante otras técnicas.
El algoritmo SAM requiere un parámetro ∆ de afinación que permite controlar la tasa de
falsos positivos. En este caso se corrió el algoritmo con ∆ = 0.4. Al realizar un Q-Q plot
para los resultados del análisis (figura 4.10) se observan los genes diferenciados e inhibidos.
















Figura 4.10. Q-Q plot de los resultados del análisis SAM. Fuente: elaboración propia a partir de
los datos phytophthora.
Haciendo uso, de nuevo, de los componentes artificiales es posible visualizar los genes;
clasificados en expresados y no expresados gracias a los p-valores calculados mediante













Figura 4.11. Genes diferencialmente expresados, detectados mediante SAM, visualizados median-
te acde. Fuente: elaboración propia a partir de los datos phytophthora.
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La proporción de genes expresados es bastante diferente a los mostrados anteriormente
(tabla 4.3).
Genes Porcentaje ( %)
Expresados 29.96
No expresados 70.03
Tabla 4.3. Proporciones de expresión génica encontradas mediante SAM. Fuente: elaboración
propia a partir de los datos phytophthora.
4.3.4. Coincidencia
Los p-valores encontrados mediante J + K + KW y los encontrados mediante SAM pre-
sentan un coeficiente de correlación de 0.7788; una correlación fuerte, positiva y estad́ısti-



















Figura 4.12. Scaterplot de p-valores de ambas técnicas. Es necesario agregar estimaciones de
densidad bivariada para visualizar el peso de las regiones, dado que los puntos se
superponen. La ĺınea vertical se ubica en una significancia de 5 % destacando que
todos los genes diferencialmente expresados detectados por SAM fueron también
detectados por J + K + KW. Fuente: elaboración propia a partir de los datos
phytophthora.
Se presenta una tabla de contingencia de la expresión diferencial en ambos métodos, tabla
4.4. En esta es posible constatar los porcentajes reportados.
J + K + KW
Porcentaje ( %) No expresados Expresados
SAM No expresados 36.4 33.6
Expresados 0.0 30.0
Tabla 4.4. Tabla de contingencia de la expresión diferencial. Fuente: elaboración propia a partir
de los datos phytophthora.
CAPÍTULO 5
Discusión
A través de los caṕıtulos anteriores se ha realizado un examen del problema de inves-
tigación y sus posibles abordajes, su fundamentación teórica, aplicación en condiciones
controladas y no controladas. En este transcurrir se han observado las propiedades —en
ocasiones idóneas, en otras no tanto— de los métodos propuestos J-nubes y K-nubes.
Varias alternativas, tanto teóricas como prácticas, permanecieron inexploradas durante el
proceso de investigación. Algunas distancias y métodos de agregación fueron pasados por
alto en la indagación realizada; como se menciona en la introducción, son más las pregun-
tas generadas en este proceso que las respondidas. El estudio, en su carácter exploratorio,
genera inquietudes cuyas respuestas deben ser estudiadas en trabajo futuro. A continua-
ción se incluye un conjunto de consideraciones realizadas entorno a los caṕıtulos anteriores
y al proceso completo de investigación cuyo resultado es el presente trabajo.
5.1. Respecto al problema de investigación
Al analizar minuciosamente el problema de investigación señalado en la sección 1.1 es
posible encontrar una gran cantidad de detalles que pueden influir en el desempeño y la
utilidad de cualquier posible acercamiento. El examen cuidadoso de todos estos detalles
permite construir un plan de requerimientos y determinantes a considerar en el diseño de
una posible propuesta para su solución; además de una colección de pequeños resultados
convenientes para una reflexión.
La cantidad de categoŕıas presentes en el problema es uno de los factores decisivos en
el momento de escoger el plan de análisis. Es posible, por ejemplo, tener una variable
categórica sobre el tratamiento de pacientes, cuyos valores posibles sean “Tratamiento 1”,
“Tratamiento 2” y “Placebo”; es posible, en otros casos, tener una variable categórica
referente a todas las áreas de una empresa o a todos los programas de pregrado de un
páıs. En el primer caso, un diseño experimental es la herramienta adecuada para una
aproximación numérica; que —como se mostró en la sección 2.2.3— no resulta idóneo en
los casos de muchas categoŕıas. Aśı mismo, el enfoque de mineŕıa de datos que puede ser
propicio para el segundo y tercer ejemplos no resulta útil para el primero. Al respecto es
pertinente observar que la perspectiva estad́ıstica tradicional sugiere la recategorización
de la variable categórica, agrupando las categoŕıas con la colaboración de un experto [32]
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lo cual es válido, pues transforma un problema de muchas categoŕıas en uno de pocas;
ahora bien, esta solución restringe la interpretación a las nuevas categoŕıas, impidiendo
concluir sobre las iniciales.
La cantidad de datos por categoŕıa es otro de los factores que definen por completo el
plan de análisis. El enfoque de diseño de experimentos divide los casos en dos tipos: diseño
balanceado, cuando todas las categoŕıas presentan la misma cantidad de mediciones; y
diseño desbalanceado, cuando cada categoŕıa posee un número particular de mediciones.
El modelamiento difiere para cada caso, teniendo en cuenta que como consecuencia in-
mediata del desbalance en un experimento, la precisión, en términos de longitud de los
intervalos de confianza alrededor de la media condicional estimada, puede diferir para ca-
da una de las categoŕıas como se vio en la tabla 1.1. El enfoque de mineŕıa de datos no
escapa a las dificultades generadas a ráız de este pormenor; la distancia Earth Mover’s
utilizada por el algoritmo EP-Means es sensible a la cantidad de datos, presentando el
problema del tamaño estudiado en la sección 2.1.1; donde no resulta adecuado que la dis-
tancia seleccionada refleje los tamaños de la nubes de puntos mejor que sus caracteŕısticas
distribucionales. Las propuestas presentadas han sido construidas usando un criterio de
discrepancia (sección 2.1.4) que intenta corregir este problema; sin embargo, no hay clari-
dad respecto a si realmente la corrección funciona, el análisis de esta corrección presenta
una profundidad que escapa al alcance mismo de un estudio exploratorio, y por ello, es
remitido a trabajo futuro.
Los supuestos distribucionales del modelo son, tradicionalmente, uno de los factores an-
gustiantes en investigación estad́ıstica. Como se dijo, atar un método a unos supuestos
distribucionales supedita su uso a la creación de herramientas para la confirmación de
estos supuestos. La perspectiva clásica de diseño de experimentos exhibe, en un primer
acercamiento, la necesidad de normalidad y homocedasticidad condicionales; supuestos cu-
ya confirmación no es del todo simple [6]. El empalme de los métodos propios de diseño de
experimentos con los modelos lineales generalizados [28] permite tratar datos de distintas
distribuciones; sin embargo, no hay forma de garantizar los supuestos distribucionales de
estos modelos. Las pruebas no paramétricas presentadas son en este caso una alternativa
muy valiosa, que al no depender de supuestos distribucionales permiten obtener conclu-
siones de manera directa sin necesidad de confirmaciones previas. El enfoque de mineŕıa
de datos, en particular el método EP-Means, al hacer uso de las funciones de distribución
emṕırica, supera de manera eficaz este detalle. Aśı mismo, los métodos propuestos J-nubes
y K-nubes son libres de distribución, lo que hace posible su aplicación con una completa
gama de variables numéricas tanto continuas como discretas.
La dimensión de la variable cuantitativa es el último de los factores a analizar. Si bien el
problema está presentado como un problema bivariado con un componente cuantitativo
univariado, es posible encontrar ámbitos donde esto no se cumpla. Un ejemplo puede ser
la estratificación de municipios presentada usando los puntajes de la prueba Saber 11
en cada componente (matemáticas, lenguaje, bioloǵıa, etc.). Para este caso el enfoque de
diseño de experimentos expone una herramienta denominada MANCOVA o análisis de
covarianza, que modela tanto la relación del componente cuantitativo con el cualitativo
como la estructura de correlaciones presente en las variables cuantitativas [32]. Al respecto
[17] no realiza una implementación del algoritmo EP-Means en un contexto multivariado,
dejándolo para trabajo futuro. Las propuestas J-nubes y K-nubes se basan en la función de
distribución emṕırica, que permite un desarrollo multivariado; ahora bien, esta cualidad
no se concreta en todo el documento.
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5.2. Sobre el diseño
En el marco teórico (sección 1.5) fueron presentados unos requerimientos y unos deter-
minantes que direccionan el diseño de herramientas anaĺıticas a través del documento.
Producto de este acercamiento se elaboraron dos herramientas teóricas que deben ser eva-
luadas a la luz de estos requerimientos y estos determinantes; que se repiten a continuación
para facilitar la lectura.
En primera instancia se presentan los requerimientos. En este sentido, el método propuesto
debe ser:
• Libre de distribución: atar un método a unos supuestos distribucionales supedita su
uso a la creación de herramientas para la confirmación de estos supuestos.
• Robusto frente a la cantidad de datos: un método diseñado para grandes cantidades
de datos no puede tener restricciones en este sentido.
• Robusto frente a la cantidad de categoŕıas: un método diseñado para grandes canti-
dades de datos debe soportar variables cualitativas de muchas categoŕıas.
• Multivariado: la variable de interés no siempre es univariada, el método debe ser
general y abordar casos de datos multivariados.
• De carácter inferencial: debe poder imputar las conclusiones tomadas de los datos a
la población de donde fueron tomados.
En segundo lugar se listan los determinantes; en este sentido el método propuesto puede
ser
• De fácil visualización: el diseño e implementación de herramientas visuales facilita
la comprensión e interpretación de cualquier resultado.
• Generalizado: es preferible un método generalizado habilitado para el tratamiento
de datos univariados, multivariados y funcionales.
• Implementado: en lo posible obtener la implementación en software del método
propuesto- Esta implementación debe estar orientada hacia código abierto.
Los métodos K-nubes J-nubes, explicados en detalle en la secciones 2.2.1 y 2.2.2, son
métodos libres de distribución, pues son aplicados directamente sobre las funciones de
distribución emṕırica haciendo uso del criterio de discrepancia mencionado. La corrección
por tamaño de este criterio pretende disminuir el impacto del problema del tamaño de las
nubes de puntos sobre los procedimientos, sin embargo su efectividad no es evaluada. Los
métodos son diseñados para una alta cantidad de categoŕıas, juzgando que los problemas
de pocas categoŕıas pueden ser abordados mediante técnicas propias del diseño experi-
mental; de esta forma es posible ver que el número de categoŕıas no afecta su desempeño;
máxime cuando el tamaño de las implementaciones fue de 1101 (datos Saber 11) y 26880
(datos phytophthora) categoŕıas. Por otro lado, si bien la implementación permanece en
el ámbito univariado, el desarrollo, basado en funciones de distribución emṕırica, puede ser
fácilmente llevado al ámbito multivariado. Por último, el carácter descriptivo del método
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k-means es transferido al método de K-nubes; en consecuencia, no es posible decir que
este método posea propiedades en el ámbito inferencial; lo mismo sucede para J-nubes.
Ambos caṕıtulos de implementación con datos reales hacen uso de una metodoloǵıa J +
K + KW, consistente en realizar una exploración de (todas o una muestra de) las nubes
de puntos mediante J-nubes, eligiendo el número de grupos mediante el dendrograma;
consolidación de los grupos v́ıa K-nubes, tomando como centroides iniciales los correspon-
dientes a los grupos encontrados por J-nubes; y validación v́ıa Kruskal-Wallis, realizando
una prueba no paramétrica al interior de cada grupo estableciendo la homogeneidad de
los mismos y dando carácter inferencial a todo el procedimiento.
Las visualizaciones mostradas a lo largo del documento son fácilmente interpretables des-
pués de un primer acercamiento. Algunas de ellas permiten contrastar el desorden previo
al procedimiento con el orden alcanzado mediante la agrupación; otras, disminuyen las di-
mensiones abreviando cada nube de puntos a un solo punto bidimensional, mostrando las
caracteŕısticas primordiales de los grupos. La metodoloǵıa J + K + KS no es generalizada:
si bien, no hay razón para creer que existan dificultades en su implementación en ámbitos
multivariados, es necesario realizar este estudio en el futuro. Adicionalmente, no se realiza
una fundamentación más amplia para datos funcionales o composicionales. Para finalizar,
todo el código correspondiente a los procedimientos efectuados en el proceso de investiga-
ción se encuentra disponible en un repositorio 1 gratuita y abierta; adicionalmente, todos
los procedimientos están programados en el lenguaje estad́ıstico R [36], correspondiendo
con el último de los determinantes, que señala la idoneidad del software abierto.
5.3. Respecto al caṕıtulo de simulación
El caṕıtulo de simulación provee una serie de escenarios donde se realizan pruebas del
desempeño de las distintas correcciones a la distancia de Cramér-von Mises, se estructuran
los métodos propuestos y se evalúan en comparación con aproximaciones previas; llegando
a unos resultados alentadores para los métodos propuestos. Resulta pertinente recordar
que el alcance del estudio no incluye el examen de todas las distancias ni de todos los
métodos de agrupamiento. Por lo cual, es probable que cambiando las distancias o los
métodos de agregación los resultados sean distintos.
La primera aproximación práctica tiene como objetivo abordar el problema del tamaño
(sección 2.1.1) donde se muestra como las semidistancias entre nubes de puntos basadas en
distancias funcionales pueden verse afectadas por el tamaño de las nubes de puntos. Por
ende, empleando el teorema 2 de corrección de distancias del segundo caṕıtulo, se lleva a
cabo un estudio de las posibles correcciones a la distancia de Cramér-von Mises; que tiene
como resultado el criterio de discrepancia de Cramér-von Mises generalizado controlado por
tamaño entre nubes de puntos presentado en la sección 2.1.4. Si otras semidistancias entre
nubes de puntos requieren una corrección similar o totalmente distinta, es un interrogante
que debe plantearse en nuevas investigaciones.
Con este criterio de cercańıa se estructuran los métodos propuestos, que se ponen a prueba
de inmediato en 5 escenarios de simulación, cada uno provisto de 20 categoŕıas pertene-
cientes a 5 grupos. Los resultados mostrados en el documento corresponden al escenario
más cómodo y al más confuso; sin embargo, es posible acceder a todos los escenarios y
observar los comportamientos de todas las herramientas evaluadas en el anexo C.
1Repositorio de la tesis: https://goo.gl/ivpKLL, consultado en noviembre de 2017.
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Las pruebas de diferencias múltiples evaluadas (LSD de Fisher y Duncan) fueron, entre
todas, las de peor desempeño; pues, para resolver el problema con 20 categoŕıas cubriendo
todas las posibles parejas, cada una se vio obligada a realizar 190 pruebas de diferencia
individuales. Mientras tanto, las pruebas basadas en mineŕıa de datos conservaron un
comportamiento robusto, relativamente invulnerable al aumento en la varianza. Estos
resultados, en un experimento controlado, balanceado, de base distribucional gausiana, con
sólo 20 categoŕıas, producen alguna desconfianza en las pruebas de diferencias múltiples
para los contextos aplicados en los caṕıtulos subsiguientes, donde las categoŕıas ascend́ıan
a 1000 y 26000, aproximadamente.
Los métodos propuestos K-nubes y J-nubes mostraron ser tan buenos como su referente
previo EP-Means; si bien, el desempeño de K-nubes fue relativamente peor, es posible
ver como los tres presentan comportamientos similares en todos los escenarios. Por otra
parte, el estudio de Monte Carlo está planteado como un diseño balanceado con el fin de
no agregar dificultades a las pruebas de comparaciones múltiples; en consecuencia, este
experimento no permite evaluar las consecuencias de la corrección por tamaño practicada
a la distancia, creando aśı otra inquietud para trabajo futuro.
5.4. Respecto a la implementación Saber 11
La metodoloǵıa empleada J + K + KW (exploración mediante J-nubes, consolidación
mediante K-nubes y validación v́ıa Kruskal-Wallis) no muestra el desempeño esperado
en el escenario de la estratificación de municipios: de los 10 grupos conformados, sólo
6 son estad́ısticamente homogéneos. Esto sucede debido a dos factores: la cantidad de
datos individuales supera el medio millón, en consecuencia la probabilidad de encontrar
diferencias estad́ısticamente significativas al interior de las clases de municipios es mucho
mayor que con cantidades más moderadas de datos; por otra parte, la cantidad de grupos
no fue elegida de manera estructurada, sino más bien de manera intuitiva con el fin de
mostrar una implementación exitosa. Queda para trabajo futuro establecer si aumentando
o disminuyendo el número de grupos estos se hacen más o menos homogéneos.
El uso de las herramientas visuales boxplot y rasterplot requiere una breve instrucción
respecto a su utilidad y su interpretación; la inclusión de ambas figuras en el documen-
to resulta enfática, reiterativa y redundante, aunque también da cuenta de las distintas
herramientas visuales desarrolladas para el análisis de nubes de puntos. El uso de las he-
rramientas visuales: ACP, t-SNE y mapa; permite una aproximación intuitiva al resultado
final, dando herramientas para comprender los resultados. Sin ir más lejos, es posible con-
trastar en el ACP la dispersión en los extremos de la nube con la homogeneidad en el
medio, lo que concuerda con la validación de Kruskal-Wallis, en que los municipios de los
grupos d, e, f, g, h e i son homogéneos y los otros no. El gráfico t-SNE permite intuir
que los municipios de mayor población se encuentran mayormente en los grupos a, b, c,
d, dando pie a hipótesis de investigación que deben probarse más adelante.
Como referente previo para el caṕıtulo de implementación alusivo a los datos de la prueba
Saber 11 del ICFES, se tiene un working paper [39] elaborado por el profesor Gustavo
Rodŕıguez Albor en el propone un modelo jerárquico para tratar estos datos y dar cuenta de
las diferencias en logro académico a nivel institucional y departamental2. En el estudio del
profesor Rodŕıguez las estimaciones de las brechas de rendimiento por departamento y por
2Disponible en https://goo.gl/DW8fSx, consultado en noviembre de 2017.
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institución universitaria son de tipo numérico, tomando como referencia el departamento
del atlántico; con lo cual, no es posible establecer diferencias entre dos departamentos
distintos a éste.
En contraposición, la estratificación propuesta en el caṕıtulo Saber 11 se permite una
intervención a nivel municipal —no departamental— estableciendo resultados locales mu-
cho más cercanos al individuo y mucho más relevantes para el decisor. Más aún, permite
la comparación en términos de diferencias estad́ısticamente significativas de muchas más
unidades geográficas, puesto que (para los grupos d, e, f, g, h, e i) es suficiente saber si
dos municipios se encuentran en grupos distintos para establecer que tienen distribuciones
diferentes. Incluso, permite a los entes territoriales una comparación en términos naciona-
les y locales: nacionales, en términos del panorama completo de estratificación y locales,
estableciendo puentes y v́ınculos entre los municipios del mismo estrato. En resumen, la
estratificación de los municipios basados en los resultados de la prueba Saber 11 del ICFES
mediante la metodoloǵıa J + K + KW supera en utilidad, intepretabilidad, y construcción
de v́ınculos globales y locales, al referente inmediatamente anterior.
5.5. Respecto a la implementación en expresión diferencial
de genes
El caṕıtulo correspondiente a la segunda implementación de los métodos propuestos con
datos reales muestra una solución al problema de la expresión genética aplicada al caso
de los datos phytophthora presentes en el paquete acde de R. En este contexto, se realiza
una comparación con el método SAM, diseñado para atacar el problema de la expresión
diferencial.
La metodoloǵıa J + K + KW (exploración mediante J-nubes, consolidación mediante K-
nubes y validaćıon v́ıa Kruskal-Wallis) muestra el desempeño esperado: arroja 20 grupos
de nubes de puntos; es importante recordar que en este contexto cada nube de puntos
corresponde a las mediciones de un gen en una condición. Siendo aproximadamente 13000
genes y 2 condiciones el número de nubes de puntos es de 26000; distribuidas en 20 grupos
todos estad́ısticamente homogéneos. Al comparar estos grupos por parejas mediante la
prueba de Mann-Whitney-Wilcoxon se estableció que todos eran distintos entre śı, de
manera que, el proceso de evaluación de la expresión diferencial para un gen dado, se
reduce a observar si las nubes de puntos asociadas a este gen se encuentran o no en el
mismo grupo.
La metodoloǵıa J + K + KW aventaja enormemente al método SAM en términos teóri-
cos. En el ejemplo mostrado el método SAM debe practicar 13000 pruebas de permuta-
ciones, cuyos p-valores están sujetos a una corrección de acuerdo al número de pruebas
simultáneas; en contraste, J + K + KW realizó 20 pruebas Kruskal-Wallis y 190 Man-
Whitney-Wilcoxon, disminuyendo notablemente el perjuicio sobre la significancia de las
pruebas a ráız del número de genes. Más aún, la metodoloǵıa propuesta no presenta ningún
inconveniente en evaluar, de forma diferenciada, más de dos condiciones en cada gen. La
ventaja del método SAM sobre sus referentes inmediatos consiste en el uso de pruebas de
permutaciones, pues los demás son en su mayoŕıa métodos paramétricos y su aplicación
depende del uso de logaritmos para intentar normalizar los datos que como se observó son
fuertemente sesgados. El enfoque libre de distribución es conservado por la metodoloǵıa
presentada. Adicionalmente, dependiendo del trabajo futuro, las mediciones realizadas en
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cada gen podŕıan ser de tipo multivariado. Por otro lado, la metodoloǵıa presentada no
permite controlar el número de falsos descubiertos, lo que representa una fuerte desventaja
contra los métodos nativos de esta disciplina.
Debido a estas ventajas de tipo anaĺıtico no resulta descabellado que la metodoloǵıa pro-
puesta logre detectar más genes. Sin embargo, la diferencia entre las cantidades de genes
diferencialmente expresados según los dos procedimientos es tan grande que hace necesa-
rio un análisis más profundo para determinar si realmente se trata de genes expresados
no detectados por SAM o de falsos positivos encontrados a causa de la implementación
realizada. Otra incógnita incipiente radica en la selección del número de grupos, siendo
de gran importancia distinguir si cambios en el número de grupos generan cambios en la
cantidad de genes detectados.
El hecho de que todos los genes detectados por SAM hayan sido detectados por la estrategia
J + K + KW, es uno de los resultados más contundentes del presente trabajo.
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Conclusiones
Mediante este trabajo de investigación fue posible realizar una exploración de base teóri-
ca sobre las posibles soluciones del problema bivariado cuali-cuantitativo, analizando los
enfoques de diseño de experimentos y mineŕıa de datos y proponiendo soluciones o herra-
mientas que, en las simulaciones realizadas, igualan en desempeño a las actuales.
• Se recopiló un trasfondo teórico mediante el estudio detallado de las funciones de
distribución emṕırica y su convergencia.
• El análisis las propuestas actuales a la luz del fundamento teórico permitió esta-
blecer necesidades espećıficas que, convertidas en un sistema de requerimientos y
determinantes, orientaron el diseño y construcción de las herramientas J-nubes y
K-nubes.
• Estas herramientas fueron evaluadas mediante un estudio de simulación, comparando
el enfoque de mineŕıa de datos con el de diseño de experimentos. Los resultados
obtenidos se inclinan a favor de las herramientas de mineŕıa de datos, sin embargo
estos resultados son parciales, pues hablan únicamente sobre los datos simulados.
• Los métodos propuestos fueron implementados y aplicados en dos conjuntos de datos
reales, obteniendo resultados satisfactorios.
• En lo referente a desarrollo de software se avanzó en dos frentes: en materia de
divulgación las visualizaciones interactivas generadas1 facilitan la comprensión de
la construcción de los métodos propuestos, que a su vez son puestos manos de la
comunidad mediante un paquete en R. El software desarrollado y la programación
correspondiente a los las visualizaciones interactivas se encuentran en el repositorio
de la tesis2, la primera versión del paquete está disponible para instalación en su
propio repositorio3.
1 Ambas visualizaciones se encuentran alojadas en el repositorio institucional, disponibles en http:
//tinyurl.com/y9bus5q2 y en http://tinyurl.com/ycf28gbf, consultadas en noviembre de 2017.
2 Repositorio de la tesis: https://goo.gl/ivpKLL, consultado en noviembre de 2017.
3 Repositorio del paquete https://goo.gl/pf8K23, consultado en noviembre de 2017.
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Trabajo futuro
Como ya se ha mencionado el estudio ha generado más incógnitas de las que ha solucionado.
Esta sección las recoge y enumera para facilitar a los investigadores interesados en las áreas
de mineŕıa de datos y nubes de puntos proseguir con la tarea de construir cada vez mejores
métodos.
• En lo que respecta a la definición y uso de distancias entre nubes de puntos se
propone:
– Realizar un estudio comparativo implementando diversas distancias.
– Establecer las consecuencias que tiene la corrección por tamaño practicada
a la semidistancia entre nubes de puntos mostrada. ¿Realmente robustece el
proceso? ¿Cuánto?
– Estudiar la necesidad de correcciones por tamaño similares o distintas por parte
de otras semidistancias entre nubes de puntos.
• En lo que toca a los métodos de agrupación se propone:
– Realizar un estudio que evalúe y compare varios métodos de agrupación
– Establecer si aumentando o disminuyendo el número de grupos estos se hacen
más o menos homogéneos.
– Estudiar la convergencia del método J-nubes.
• En otros tópicos se propone:
– Implementar la versión mutivariada de los métodos propuestos.
– Verificar la existencia de autocorrelación espacial en la estratificación de los
municipios escapa a los objetivos.
– Explorar la posibilidad de realizar un modelo para cada uno de los conglome-
rados obtenidos en vez de un modelo general (microestad́ıstica) y estudiar sus
consecuencias en estimación de áreas pequeñas.
– Realizar una implementación donde la metodoloǵıa propuesta evalúe de forma
diferenciada más de dos condiciones en cada gen.
– Estructurar una propuesta donde las mediciones realizadas en cada gen sean de
tipo multivariado.
63
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– Disponer un estad́ıstico de falsos descubiertos para la implementación en datos
genéticos.
– Efectuar un análisis más profundo para determinar si realmente se trata de
genes expresados no detectados por SAM o de falsos positivos encontrados a
causa de la implementación realizada.




En este apéndice se presentan algunos detalles matemáticos que permiten comprender
mejor la construcción del criterio propuesto.
El criterio propuesto está construido según la siguiente ĺınea de pensamiento: en un prin-
cipio se elige la distancia L2 por sus propiedades en espacios de funciones, no obstante
presenta una sensibilidad ante los tamaños muestrales poco conveniente; este problema in-
cide particularmente en los casos de funciones de distribución emṕırica muy cercanas. En
consecuencia, se intenta encontrar una función h —función de los tamaños muestrales—
con el objeto de disminuir la incidencia de los tamaños muestrales en las distancias cortas;
al tomar h(ns1 , ns2) =
√
mı́n(ns1 , ns2), el producto h(ns1 , ns2)L2(Fs1 , Fs2) se aproxima al
comportamiento deseado en las simulaciones.
Esta corrección se confirma de manera parcial por medio de regresiones lineales realiza-
das sobre los datos simulados. Esto proporciona resultados parciales, que no pueden ser
generalizados más allá de las condiciones mismas de la simulación. Sin embargo, la co-
rrección sobre L2 —realizada para disminuir la incidencia de los tamaños muestrales en
las distancias cortas— trae un nuevo inconveniente: el producto no cumple en general con
la desigualdad triangular, lo que desencadena graves problemas en distancias largas. Esto
implica una nueva corrección, ya no en términos de los tamaños muestrales, sino de los
valores de la distancia. En un intento por mitigar el problema, se hace uso del teorema
2, que permite hacer uso del producto propuesto para distancias cortas y de un derivado
de L2 para distancias largas. Esta aproximación soluciona el problema de la desigual-
dad triangular en distancias largas, pero el problema permanece en distancias cortas. Es
posible establecer con precisión la existencia de problemas en la desigualdad triangular
únicamente cuando L2(Fs1 , Fs2) es menor que
1√
mı́n(ns1 ,ns2 )−1
; lo que parece ser alentador,
pues se anticipa que estos casos son más bien reducidos. Es necesario revisar en detalle
todo el proceso, con el fin de encontrar una distancia que no presente estos inconvenientes,
pero esta tarea no corresponde al objetivo del presente trabajo.
El soporte matemático es el siguiente:
Teorema 2. Sea un espacio métrico (V, d) y dos constantes a > 1 y b > 0, entonces la
corrección d′ = min(ad, d+ b) es una distancia.
Demostración. En efecto:
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• d′(x, y) ≥ 0 para todo par (x, y), pues a > 1, b > 0 y d(x, y) ≥ 0.
• d′(x, y) = 0 si y sólo si mı́n(ad(x, y), d(x, y) + b) = 0 si y sólo si ad(x, y) = 0, si y
sólo si d(x, y) = 0, si y sólo si x = y.
• La desigualdad triangular se tiene, pues d′(x, y) ≤ ad(x, y) y d′(x, y) ≤ d(x, y) + b
por lo cual, sumando: 2d′(x, y) ≤ ad(x, y) + d(x, y) + b ≤ ad(x, z) + ad(z, y) +
d(x, z) + b+ d(z, y) + b ≤ 2 mı́n(ad(x, z), d(x, z) + b) + 2 mı́n(ad(z, y), d(z, y) + b) =
2d′(x, z) + 2d′(z, y)
Por lo tanto, en el entendido de que una corrección de una distancia d, de la forma ad, causa
problemas; intentar la corrección d′ = min(ad, d + b) resulta una opción intuitivamente
apropiada. Es pertinente, además, observar que ad se elige sobre d+ b si y solo si d ≤ ba−1 .
APÉNDICE B
Cálculo del criterio propuesto
En este apéndice se presenta el soporte teórico para el cálculo del criterio de cercańıa
propuesto y el código correspondiente en el lenguaje c++.






(FDEs1 − FDEs2)2dλ+ 1
)
Para calcular de la integral
∫
(FDEs1 − FDEs2)2dλ es preciso desarrollarla.
∫





































sn+m,∞). En consecuencia, par-
tiendo la integral en estos puntos se tiene
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lo que reduce el cálculo de la integral a una suma de n1 + n2 términos.
El código correspondiente es el siguiente:
// [[Rcpp::export]]
double corregir(int n_1, int n_2, double d){
// return min(sqrt(min(N_1, n_2)*d), sqrt(d) + 1);
return fmin(sqrt(d) + 1, sqrt(fmin(n_1, n_2)*d));
}
// [[Rcpp::export]]
double distan_def(DataFrame df) {
// access the columns
NumericVector value = df["value"];
NumericVector weight = df["weight"];
NumericVector binary = df["binary"];
int i, n_act = 0, n_oth = 0, n = value.length();
double actecdf = weight[0], otherecdf = 0, actbin = binary[0], dis = 0;
for(i = 1; i < n; i++){











// return a distance
return corregir(n_act, n_oth, dis);
}
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APÉNDICE C
Resultados de simulación
En este apéndice se presenta un estudio de Monte Carlo comparativo que muestra re-
sultados de los métodos propuestos J-nubes y K-nubes en paralelo con abordajes más
tradicionales como las prueba de Duncan y LSD de Fisher. Para tal fin se simulan 200
datos para 20 tratamientos con distribución N(µi, σi) según la tabla C.1.
Nube µ σ Nube µ σ
A 1 S K 3 S
B 1 S L 3 S
C 1 S M 4 5S
D 1 S N 4 5S
E 2 3S O 4 5S
F 2 3S P 4 5S
G 2 3S Q 5 S
H 2 3S R 5 S
I 3 S S 5 S
J 3 S T 5 S
Tabla C.1. Simulación de 20 nubes de puntos a partir de una distribución N(µi, σi), cada uno
con 10 datos. Fuente: elaboración propia con datos simulados.
Se trata de 20 nubes de puntos con distribución normal con distintas medias y varianzas.
La constante S, permite controlar la dispersión de los datos, aśı al variar S se controla la
dificultad para distinguir entre las distintas nubes de puntos; de esta manera son realizados
5 experimentos con S en {2, 4, 6, 8, 10}. Los métodos presentados deben clasificar las nubes
de puntos tal como se simularon o que por lo menos acercarse. Las pruebas de Duncan
y LSD de Fisher son usadas para tener un panorama comparativo. En todos los casos se
eligió una clasificación en K = 5 clases.
Para S = 2 la variabilidad de los datos de cada grupo es pequeña con respecto a la
variabilidad total. Los grupos de funciones emṕıricas pueden distinguirse fácilmente (figura
C.1).
El resultado de los distintos métodos hace patente la diferencia entre los grupos. La baja
variabilidad de las nubes de puntos facilita la tarea de clasificación.
71















Figura C.1. Funciones de distribución emṕıricas con grupos iniciales. Fuente: elaboración propia
con datos simulados.
Nube Media Grupo Inicial K Nubes J Nubes EP Means LSD Duncan
A 9.024665 a e a e g f
B 9.643315 a e a e g f
C 10.416005 a e a e g f
D 10.016383 a e a e g f
E 22.604571 b e b d e e
F 21.423094 b e b d ef e
G 19.655591 b e b d ef e
H 17.712331 b e b d f e
I 29.855079 c b c a d d
J 29.397470 c b c a d d
K 30.482478 c a c a d d
L 29.742738 c b c a d d
M 42.774975 d c d b b b
N 37.687950 d c d b c c
O 36.328117 d c d b c c
P 36.619868 d c d b c c
Q 50.130267 e d e c a a
R 49.116775 e d e c a a
S 50.097543 e d e c a a
T 50.834641 e d e c a a
Tabla C.2. Resultados de los algoritmos de clasificación; las nubes de puntos con letras en común
no presentan diferencias estad́ısticamente significativas. Fuente: elaboración propia
con datos simulados.
La tabla C.2 muestra la idoneidad de todas las técnicas para clasificar correctamente las
nubes de puntos.
Para S = 4 la variabilidad de los datos de cada grupo un poco mayor que en el caso
anterior. Los grupos de funciones emṕıricas pueden distinguirse (figura C.2).
El resultado de los distintos métodos hace patente la diferencia entre los grupos. La baja
variabilidad de las nubes de puntos facilita la tarea de clasificación.
La tabla C.3 muestra las primeras dificultades de algunas técnicas para clasificar correc-
















Figura C.2. Funciones de probabilidad emṕıricas con grupos iniciales. Fuente: elaboración propia
con datos simulados.
Nube Media Grupo Inicial K Nubes J Nubes EP Means LSD Duncan
A 13.143841 a a a c fg fgh
B 11.960856 a a a c fg gh
C 8.896312 a a a c g h
D 8.813165 a a a c g h
E 26.783266 b b b d d de
F 16.203150 b a b e efg efgh
G 21.131945 b b b e def defg
H 23.744979 b b b d de def
I 30.820388 c b c d cd cd
J 28.691734 c b c d cd cd
K 27.734310 c b c d d cd
L 28.269552 c b c d cd cd
M 46.525207 d e d b ab ab
N 44.197493 d e d b ab ab
O 37.956855 d e d b bc bc
P 42.375576 d e d b ab ab
Q 48.162436 e d e a a ab
R 50.743550 e c e a a a
S 46.827857 e d e a ab ab
T 50.229889 e c e a a a
Tabla C.3. Resultados de los algoritmos de clasificación; las nubes de puntos con letras en común
no presentan diferencias estad́ısticamente significativas. Fuente: elaboración propia
con datos simulados.
Para S = 6 la variabilidad de los datos de cada grupo un poco mayor que en el caso
anterior. Los grupos de funciones emṕıricas pueden distinguirse (figura C.3).
El resultado de los distintos métodos muestra la diferencia entre los grupos. La variabilidad
de las nubes de puntos afecta la tarea de clasificación.
La tabla C.4 muestra dificultades de las técnicas de diseño de experimentos para clasificar
correctamente las nubes de puntos.
Para S = 8 la variabilidad de los datos de cada grupo mayor que en el caso anterior. Los
grupos de funciones emṕıricas pueden distinguirse con dificultad (figura C.4).















Figura C.3. Funciones de distribución emṕıricas con grupos iniciales. Fuente: elaboración propia
con datos simulados.
Nube Media Grupo Inicial K Nubes J Nubes EP Means LSD Duncan
A 12.488558 a e a a efgh efgh
B 6.536859 a e a a h h
C 11.068681 a e a a fgh fgh
D 9.433120 a e a a gh gh
E 27.599103 b e b e cde cdef
F 26.683708 b e b e cde cdefg
G 22.947713 b e b e cdefg cdefgh
H 18.494451 b e b a defgh defgh
I 29.828106 c e c d cd cde
J 29.306578 c e c d cd cde
K 25.564825 c e c d cdef cdefg
L 30.775783 c e c d cd cd
M 28.661245 d b b b cd cdef
N 36.685885 d b b b bc bc
O 71.202828 d a d c a a
P 33.323255 d b b b cd cd
Q 50.338887 e c e c b b
R 50.527785 e c e c b b
S 50.778502 e d e c b b
T 49.757368 e d e c b b
Tabla C.4. Resultados de los algoritmos de clasificación; las nubes de puntos con letras en común
no presentan diferencias estad́ısticamente significativas. Fuente: elaboración propia
con datos simulados.
El resultado de los distintos métodos no muestra muy bien la diferencia entre los grupos.
La alta variabilidad de las nubes de puntos dificulta la tarea de clasificación.
La tabla C.5 muestra serias dificultades de las técnicas de diseño de experimentos para
clasificar correctamente las nubes de puntos.
Para S = 10 la variabilidad de los datos de cada grupo es muy alta. Los grupos de funciones
emṕıricas no pueden distinguirse (figura C.5).
El resultado de los distintos métodos no encuentra en muchos casos la diferencia entre los

















Figura C.4. Funciones de distribución emṕıricas con grupos iniciales. Fuente: elaboración propia
con datos simulados.
Nube Media Grupo Inicial K Nubes J Nubes EP Means LSD Duncan
A 9.281578 a b a a hij efg
B 5.432252 a b a a j g
C 10.068678 a b a a hij efg
D 12.979366 a b a a ghij defg
E 19.039882 b d b b fghij cdefg
F 21.614365 b d b b efghij cdefg
G 8.363247 b e b e ij fg
H 25.088125 b d c b defghij bcdefg
I 29.111912 c d c b cdefgh abcdefg
J 30.760933 c d c b bcdefg abcdef
K 33.186123 c d c b abcdefg abcde
L 29.042719 c d c b cdefgh abcdefg
M 35.242093 d c d c abcdef abcd
N 42.524671 d c d c abcd abc
O 26.059281 d e d c defghi bcdefg
P 41.501735 d c d c abcde abc
Q 47.737556 e a e d abc ab
R 51.102899 e a e d a a
S 51.460034 e a e d a a
T 50.583424 e a e d ab a
Tabla C.5. Resultados de los algoritmos de clasificación; las nubes de puntos con letras en común
no presentan diferencias estad́ısticamente significativas. Fuente: elaboración propia
con datos simulados.
La tabla C.6 muestra la inutilidad de las técnicas de diseño de experimentos para clasificar
correctamente las nubes de puntos.















Figura C.5. Funciones de distribución emṕıricas con grupos iniciales. Fuente: elaboración propia
con datos simulados.
Nube Media Grupo Inicial K Nubes J Nubes EP Means LSD Duncan
A 10.237105 a b a a f d
B 13.612543 a b a a ef cd
C 14.044577 a b a a ef cd
D 12.130727 a b a a ef d
E 20.462007 b b b c def bcd
F 24.849523 b c b c cdef bcd
G 6.781315 b b b a f d
H 38.522340 b e b d abcde abcd
I 22.444896 c c c a def bcd
J 26.629033 c c c c bcdef bcd
K 28.835141 c c c c bcdef bcd
L 28.512350 c c c c bcdef bcd
M 52.951836 d a d b ab ab
N 52.078739 d a d b abc ab
O 62.876155 d a d b a a
P 29.895455 d b b d bcdef bcd
Q 45.904844 e e e e abcd abc
R 47.105185 e e e e abcd ab
S 50.352250 e d e e abc ab
T 50.740901 e d e e abc ab
Tabla C.6. Resultados de los algoritmos de clasificación; las nubes de puntos con letras en común
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