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Abstract: Glauber-Sudarshan states, sometimes simply referred to as Glauber states, or
alternatively as coherent and squeezed-coherent states, are interesting states in the config-
uration spaces of any quantum field theories, that closely resemble classical trajectories in
space-time. In this paper, we identify four-dimensional de Sitter space as a coherent state
over a supersymmetric Minkowski vacuum. Although such an identification is not new,
what is new however is the claim that this is realizable in full string theory, but only in
conjunction with temporally varying degrees of freedom and quantum corrections resulting
from them. Furthermore, fluctuations over the de Sitter space is governed by a generalized
graviton (and flux)-added coherent state, also known as the Agarwal-Tara state. The real-
ization of de Sitter space as a state, and not as a vacuum, resolves many issues associated
with its entropy, zero-point energy and trans-Planckian censorship, amongst other things.
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1. Introduction and summary
The path towards an actual realization of a four-dimensional de Sitter vacuum in string
theory is long and arduous with obstacles coming, for example, from the no-go conditions
with increasing sophistications. The original no-go condition, given by Gibbons [1], ruled
out the possibility of realizing four-dimensional de Sitter vacuum with supergravity fluxes.
This was followed by a more refined version from Maldacena and Nunez [2], that excluded
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branes and anti-branes. The conclusion was that neither branes nor anti-branes can provide
positive cosmological constant solutions, although anti-branes could break supersymmetry
spontaneously. More recently, however, it was proposed in [3] that even the O-planes cannot
help, so eventually the sole burden of realizing four-dimensional de Sitter vacua in string
theory rested on the shoulder of the quantum terms. Unfortunately, as also shown in [3, 4],
this is easier said than done: the quantum terms are more delicate as they are constrained
by a condition that seemed to be satisfied only if there existed an inherent hierarchy. In
the analysis of [3], which was done from M-theory point of view, the hierarchy could be
between gs, the type IIA string coupling, and Mp, the Planck scale. Generically, as in any
quantum system, one would expect that at least the Mp hierarchy could be easily attained
as supergravity operators typically have different Mp scalings. All in all, the belief till
early 2018 was that, quantum corrections could in principle do the job. Subtleties like fine-
tunings etc should go hand in hand, but at the deepest level, there would be no further
obstructions that could prohibit four-dimensional de Sitter vacua to exist in string theory.
With a little stretch, solutions like [5], should then be part of the ensemble of models that
demonstrate the existence of stringy de Sitter vacua.
Such a rosy picture did not last long as objections were raised from many directions.
Early objections, specifically regarding [5], were either aimed mostly at the usage of anti-
D3 branes [6, 7], or at the choice of the supersymmetric AdS vacua [8], in the constructions
of stringy IIB de Sitter vacua. The former objections were shown to not exist if anti-D3
branes (in the presence of O3-planes) broke supersymmetry spontaneously [9], and, in fact,
in [10] numerous constructions of de Sitter vacua in IIA were shown using anti-branes (plus
O-planes and quantum corrections) as the primary ingredients.
The latter objections, primarily from [8], were more subtle. It questioned the funda-
mental edifice on which the whole construction of [5] rested, namely the four-dimensional
supersymmetric AdS vacua. The claim in [8] was that an AdS vacuum simply could not be
a good starting point for uplifting to a non-supersymmetric de Sitter vacuum. Subtleties
come from the quantum terms, mostly involving the quartic order curvature terms, that
typically lead to rolling solutions. Thus backgrounds involving no AdS vacua, somewhat
along the lines of [11], might be more productive.
The situation by mid-2018 was then an atmosphere of hopeful optimism. While the
objections against the existence of four-dimensional de Sitter vacua from string theory
were acknowledged [12], the way out of these did not seem hard either. Again with a little
extra fine tunings, and some minor adjustments, the construction of [5] still seemed to hold
water.
A more severe blow to this construction, and in particular to any constructions that
aimed to reproduce a positive cosmological solution from string theory, appeared from a
series of papers starting roughly from mid-June of 2018 [13, 14, 15]. These set of papers
challenged the very existence of a positive cosmological constant solution in a consistent
theory of quantum gravity citing contradictions coming from the weak gravity conjecture
[16] as well as from bounds on derivatives of the potential on the landscape [13] and other
related issues. This was followed by a slew of papers, a subset of which is cited in [17] (see
[18] for reviews), that either provided support or challenged these ideas. The latter mainly
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questioned the ad hoc nature of the conjectures in [13, 14, 15] and pointed out issues where
the derivative bounds were too stringent to match with the experimental values. Questions
were also raised, for example in [19], against the non-existence of effective field theory
(EFT) descriptions propagated by [13, 14, 15], although in retrospect it is now clear from
[4, 20, 21, 22] that in the absence of time-dependent degrees of freedom, a four-dimensional
EFT description fails to arise. This does lend some credence to the swampland conjectures
of [13, 14, 15], but the works of [4, 20, 21, 22] approached the issue of the existence of an
EFT following a very different path by actually analyzing the infinite class of interactions,
both local and non-local, in a systematic way. In this paper, and especially in sections 3.1
and 3.2, we will analyze the non-perturbative effects from instantons and world-volume
fermions that were not discussed in [4, 20, 21, 22]. In the absence of time-dependent
degrees of freedom, all our computations lead to one conclusion: the loss of both gs and
Mp hierarchies from the quantum loops, implying a severe breakdown of an EFT description
in four-dimensions.
The ad hoc nature of the conjectures in [13, 14, 15] were soon given a slightly better
theoretical motivation in [23]. The aim of [23] was basically to blend the trans-Planckian
issue raised in [24] with the swampland conjectures of [13, 14, 15], and rechristen them in a
packaged form as the Trans-Planckian Censorship Conjecture (TCC). The trans-Planckian
issue of cosmology, especially in the presence of accelerating backgrounds (de Sitter space
being the prime example), challenges the very notion of Wilsonian effective action because
any fluctuations over these backgrounds create modes that have time-dependent frequencies.
Since frequencies are related to the energies, and Wilsonian method involve integrating out
the high energy modes, we face a severe conundrum: how to integrate out high energy
modes when the energies themselves are changing with respect to time? One way would
be to integrate out the modes at every instant of time. This is not a very efficient way,
because the integrated out UV modes will become IR at a later time, leading to a waterfall
like structure where the depleted IR modes get continually replaced by the red-shifted UV
modes. Additionally, in a theory of gravity the far UV modes, i.e. the modes beyond Mp,
are not well defined because there is no UV completion like we have in string theory. These
modes will show up at a later time, thus bringing in the UV issue now at low energies, unless
we have a way to censor these modes. Such censoring will rule out inflation, or at least
sufficiently long-lasting inflation to avoid fine-tuning issues, along with all the advantages
that we have assimilated through inflationary dynamics.
The trans-Planckian problem [24] or it’s new guise, the TCC [23], relies on two things:
one, the time-dependent frequencies in an accelerating background, and two, the far UV
modes that do not have well-defined dynamics (i.e. they could even be non-unitary).
However if we view string theory as the UV completion of gravity (and other interactions),
there appears no basis to the second point as the UV modes clearly have well-defined
unitary dynamics! The first point however is still a concern: the modes do change with
respect to time, so Wilsonian method will still be hard to perform in any accelerating
background. Is there a way out of this?
It turns out, if we view de Sitter space to be a state instead of a vacuum, then there
is a way out. Such a state should, at best, replace the classical configuration to something
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that closely resembles it. This means what we are looking for is a Glauber-Sudarshan state
[25, 26], alternatively, known as a coherent state [27]. This identification is not entirely new
as the first construction of de Sitter space as a coherent state in four-dimensional quantum
gravity has appeared in [28], but what is new here is the claim that such a state may be
realized in full string theory and is quantum mechanically stable. The stability is crucial
as there are literally an infinite number of possible local and non-local, including their
perturbative, non-perturbative and topological, quantum corrections. One of our aims
here is to justify the stability of the Glauber-Sudarshan state amidst all these corrections.
Viewing de Sitter space as a state instead of a vacuum resolves other issues related
to zero point energy, supersymmetry breaking, entropy etc that we will concentrate on
here. The first two are easy to understand. The zero point energies from the bosonic and
the fermionic degrees of freedom cancel once we take a supersymmetric warped-Minkowski
background. Once supersymmetry is broken spontaneously by the Glauber-Sudarshan
state, the cosmological constant Λ is determined from the fluxes and the quantum correc-
tions, with no contributions from the zero-point energies [20]. The spontaneous breaking
of supersymmetry arises from the expectation values of the fluxes − in this case G-fluxes
in the M-theory uplift of the IIB model − over the eight-manifold when they are no longer
self-dual. These fluxes are self-dual over the vacuum eight-manifold, so it’s the expectation
values that break supersymmetry.
The issue of entropy is bit more non-trivial, and we shall elaborate on this in section
4.3. The important question here is the reason for a finite entropy of the de Sitter space,
when a Minkowski space generically has an infinite entropy. Since we define our de Sitter
space as a Glauber-Sudarshan state over a warped-Minkowski background, should this not
be a concern now? The answer has to do with the interacting Hamiltonian, as well as the
finiteness of the number of gravitons in the Glauber-Sudarshan state defined over some
Hubble patch; including other criteria that we shall elaborate in section 4.3.
There are also other related issues that enter the very definition of the interacting
Hamiltonian that is useful in resolving the entropy puzzle, and they have to do with the
infinite collections of perturbative and non-perturbative corrections. These corrections
appear as series, and so convergence of the series is important. We will discuss them in
section 3.2.
1.1 Why getting de Sitter space is a hard problem?
Getting de Sitter is a hard problem not just because of the no-go conditions [1, 2, 3], or
because of the swampland constraints [13, 14, 15] − the former can be easily overcome
by taking quantum corrections, and the latter by switching on time-dependent degrees of
freedom or by viewing de Sitter as a Glauber-Sudarshan state − but because of the fact that
the analysis to show the existence of a de Sitter space, either as a state or by solving the
Schwinger-Dyson’s equations (see details in section 3.3), is technically challenging. Why is
that so?
The reason is not hard to see. Imagine we want to express (2.2), or more appropriately
the M-theory uplifted background (2.4), as a consequence of the Glauber-Sudarshan state
in say M-theory (what this means will be elaborated later. Here we simply sketch the
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picture). A background like (2.4) can exist if it solves some equations of motion (EOMs).
These EOMs turn out be the Schwinger-Dyson’s equations, which are like the Ehrenfest’s
equations in quantum mechanics, meaning that they appear as EOMs for expectation val-
ues. Thus M-theory equations appear rather surprisingly as Schwinger-Dyson’s equations
(details are in section 3.3). Such simple-minded statement entails some important conse-
quences that have been largely ignored in the literature. In the following, we list some of
these consequences.
The first and the foremost of them is to solve the time-dependent EOMs, either as
supergravity EOMs in the presence of all the quantum corrections mentioned above, or as
a consequence of the Schwinger-Dyson’s equations. This, by itself, is challenging because,
unless we have a way to control the infinite set of quantum terms, there is no simple way
to express them. The EOMs however can only provide a local picture, but the existence
of a solution, or even the Glauber-Sudarshan state, relies heavily on global constraints
too. The global constraints come from flux quantizations, anomaly cancellations etc, and
therefore we have to (a) not only solve the time-dependent EOMs, but also (b) explain
how fluxes remain quantized with time-dependences, (c) how anomaly cancellations work,
(d) how moduli stabilization may be understood when the moduli themselves are varying
with time, (e) how the no-go conditions are satisfied, (f) how the null, weak and the strong
energy conditions are overcome, (g) how the generic perturbative corrections may be an-
alyzed, (h) how the non-perturbative corrections may be analyzed, (i) how the non-local
quantum terms may be understood, (j) how the four-dimensional Newton’s constant may
be kept constant1, (k) how the positive cosmological constant may be generated by quan-
tum corrections, (l) how the zero point energy gets renormalized in a non-supersymmetric
background, (m) how the geometry and the topology of the internal compact space, which
is now a highly non-Ka¨hler manifold, may be expressed (n) how the Bianchi identities are
satisfied in a time-varying background, (o) how the swampland criteria are averted, (p)
how the early-time physics should be understood, (q) how the inflationary paradigm may
be recovered from our analysis, (r) how other related solutions like Kasner de Sitter or
dipole-deformed de Sitter could be studied, etc.; all in a top-down (not bottom up!) string
theory set-up.
The situation is further complicated by the fact that one needs to solve almost all
of the above problems to justify consistency of our background either as a supergravity
solution or as a Glauber-Sudarshan state. There doesn’t exist a simple solution that only
answers parts of the above set of questions, because then it will not lead to a well-defined
solution to the system. This all-or-none criterion makes the finding of de Sitter space in
string theory a really hard problem. In our earlier works [20, 21, 22], we have managed to
answer most of the essential questions, so here we re-interpret all of them as a consequence
1An interesting related question is whether the four-dimensional Newton’s constant gets renormalized.
What is easy to infer is that the four-dimensional Newton’s constant remains time-independent, but it’s
renormalization (or it’s running) solely depends on the effective action whose perturbative and the non-
perturbative parts at a given scale, as discussed in sections 3.1 and 3.2, will be elaborated in section 3.3.
Somewhat intriguingly, as we shall discuss in section 3.3, the internal metric components do not receive
corrections to any orders in
gas
Mbp
for appropriate choice of the Glauber-Sudarshan state.
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of being a Glauber-Sudarshan state. This re-interpretation turns out to be a completely
different beast in the sense that, as the reader herself or himself will find out, a complete
re-evaluation of the scenario is called for because a new set of rules needs to be laid out
and a new set of computations needs to be performed. In our opinion, these have hitherto
never been attempted, so the analysis will naturally get involved. These computations are
essential to understand the full picture, or at least to appreciate the consistency of the
full framework, but the take-home message is surprisingly simple: viewing de Sitter as a
Glauber-Sudarshan state and not as a vacuum, alleviates most of the problems associated
to entropy, TCC, stability etc.
Let us concentrate on one such point from above, namely (d), i.e. how moduli stabi-
lization may be understood when we expect the moduli themselves to vary with respect
to time. Other points related to the non-perturbative corrections and the EOMs emanat-
ing from the Schwinger-Dyson’s equations will be explained later as we progress in the
text. The remaining points, related to anomaly cancellations, flux quantizations etc., have
already been discussed in details in [20] so we will not dwell on them here.
The reason for singling out (d) as opposed to the other points is because of its subtlety.
Moduli stabilization requires a more careful analysis here because of the underlying Dine-
Seiberg runaway problem [29]. Dine and Seiberg said that, once string vacua are left with
unfixed moduli, they decompactify and quickly go to strong coupling. However, once moduli
are fixed, vacua could be easily studied using perturbative string theory. However, note that
all of these discussions, as presented in [29], are for time-independent compactifications.
Question is, how does this translate into the case when there are time dependences?
In our case, as we mentioned in (d) above, once we fix the moduli at every instant
of time, the Dine-Seiberg runaway can be stopped. The fixing of the moduli works in
the following way. Starting with the solitonic vacuum configuration, as in (2.1) with the
corresponding G-flux components to support it, the non-trivial quantum corrections cap-
tured by Hint, as described in section 2.4 onwards, the moduli get fixed without breaking
supersymmetry. This time-independent configuration with no running moduli forms our
supersymmetric vacuum configuration on which we study the fluctuations. The vacuum
however is not a free vacuum: it’s an interacting vacuum from which we can construct our
Glauber-Sudarshan state (exactly how this is done will form the basis of sections 2.4 and
2.5). Expectation values of the metric and the G-flux components will govern the behavior
of the moduli for the de Sitter case. We will call this the dynamical moduli stabilization.
Interestingly, what we find in the time-independent case is that to order g
0
s
M0p
, i.e. to
the zeroth orders in gs (string coupling) and Mp (Planck mass), although the Dine-Seiberg
runaway is apparently stopped, there are still an infinite number of operators with no
hierarchy when the internal degrees of freedom are time-independent. This clearly show
us that there are no solutions to the EOMs and the vacua do not exist. Note that this
happens to any orders in g
a
s
Mbp
, and in particular for small gs, so is not a strong-coupling
question at all!
Thus the difficulty in generating a de Sitter solution lies not just on overcoming the
no-go and the swampland constraints, but also on the various technical challenges that
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we encounter along the path towards an actual realization of a background data either as
expectation values or as supergravity solutions. However as our earlier works [4, 20, 21, 22]
and the present paper will justify, this is not an insurmountable problem. Solutions do
exist and, with some efforts, may be determined precisely.
1.2 An e`tude on solitons, fluctuations and quantizations
Let us start with a simple example from quantum mechanics of a potential V (x) in 1 + 1
dimensions that has at least one local minimum at x = a. The potential, near the vicinity
of x = a, may be represented in the following standard way:
V (x) = V (a) +
1
2
ω2(x− a)2 +
∞∑
n=3
1
n!
λn(x− a)n, (1.1)
where λn characterize the anharmonic terms. For λn sufficiently small the low lying eigen-
states near x = a will satisfy the consistency conditions:
λn〈(x− a)n〉 << ω2〈(x− a)2〉, (1.2)
with n = 3, 4, .., such that the wave-functions are that of a simple harmonic oscillator. The
details are rather well-known so we will avoid repeating them here, except to point out
that this simple analysis will form the basis of our construction in full IIB supergravity in
section 2. The x = a point herein will form the solitonic vacuum for us.
The simple analysis however hides a subtlety that is typically not visible from quantum
mechanics. Assuming the condition (1.2) to hold, i.e. we can ignore higher order terms,
one would naively think that (1.1) is simple harmonic potential for a free theory. This
is not correct: the simple harmonic oscillator term can in fact hide an infinite number of
interactions with the soliton itself, as it becomes clear if we go to the field theory case in
the presence of an interacting Hamiltonian Hint.
We made a brief mention of the interacting Hamiltonian Hint in section 1.1, but it is an
absolutely essential quantity to even construct the solitonic vacuum (2.1) and fluctuations
over it. All of these will be elaborated as we go along, but here we would like to construct
a toy example in quantum field theory that captures some of the salient features of the
actual construction in a simpler fashion.
The basics of the toy example resides in the soliton physics, and there are many excel-
lent textbook treatments on the subject − for example [30] − but here we will generalize
this a bit to capture the influence of the interacting Hamiltonian. To avoid conflicting with
the Derrick’s theorem [31], we will concentrate only in 1+1 dimensions with a single scalar
field ϕ(x) where x = (x, t). Let us assume that the potential for the scalar field is:
V (ϕ) =
∑
n,m
Cnm{∂n}ϕm ≡
∑
n,k,m
C(k)nmϕ
n
(
∂kϕ
)m
(1.3)
=
∑
m
C0mϕ
m +
∑
n,m
C(1)nmϕ
n (∂ϕ)m +
∑
n,m
C(2)nmϕ
n (∂2ϕ)m +∑
n,m
C(3)nmϕ
n (∂3ϕ)m + ...,
which is basically a very simplified version of (3.2) that we shall encounter in section 3.1.
In constructing (1.3) we have ignored both time derivatives and supersymmetry as neither
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are very essential to understand the dynamics here. The derivative terms are all suppressed
by the coupling constants C
(k)
nm which, in the language of (3.2), are proportional to
g
|a|
s
Mbp
.
Here of course we will simply assume that C
(k)
nm << 1 and not worry about either gs or Mp.
We will also assume that there is a solitonic vacuum given by ϕ = ϕ0(x).
Existence of the solitonic vacuum2 implies that we are looking at the minima of the
total potential, which is the combination of the potential (1.3) and the contribution from
the kinetic term. The fluctuation over the solitonic vacuum can be represented as η(x, t)
which is a function of both space and time. In the presence of the fluctuation, we can
express the field as:
ϕ(x, t) = ϕ0(x) + η(x, t)
≡ ϕ0(x) +
∫
dk fk(t)ψk(x) ≈ ϕ0(x) +
∑
k
fk(t)ψk(x), (1.4)
where in the last equality we have assumed discrete momenta, and fk(t) is generic amplitude
not necessarily on-shell. Note that the integral is over dk and not over d2k = dkdk0, which
is of course what we expect. Question is whether we can determine the function ψk(x). It
turns out that the function ψk(x) satisfies the following Schro¨dinger equation:
[
−∇2 +
∑
m
C0m
mC2ϕ
m−2
0 +
∑
n,m,p
C(p)nmϕ
n
0 (∂
pϕ0)
m
(
nC2
ϕ20
+
nm∂p
ϕ0∂pϕ0
−
mC2(∂
p)2
(∂nϕ0)2
)]
ψk(x) = ω
2
k ψk(x),
(1.5)
with eigenvalue ω2k and p ≥ 1. We have used a flat metric, and the powers of the
derivatives, i.e ∂p, are only along x, so there should be no confusion. A missing factor of 2
in the first term of (1.5), to allow −12∇2 so that (1.5) may indeed look like a Schro¨dinger
equation, can be easily inserted in by a simple redefinition of the x coordinate. This is a
standard manipulation (see [30]), so we will not worry about it and call (1.5) simply as the
Schro¨dinger equation with a highly non-trivial potential.
The potential that enters the Schro¨dinger equation is not the potential in (1.3), al-
though it is related to it, but the crucial question is how do the eigenstates ψk behave
in this potential. Before we discuss this, we should point out that, plugging (1.5) in the
1+1 dimensional field theory action immediately reproduces the standard simple harmonic
oscillator action in the following way:
S =
1
2
∫
dtdk
(∣∣∣f˙k(t)∣∣∣2 − ω2k∣∣∣fk(t)∣∣∣2 − V (ϕ0) + ....
)
, (1.6)
where the dotted terms are O (|fk|3) interactions. In this form the potential part of the
action matches precisely with the quantum mechanical result from (1.1), but the difference
should be clear: (1.6) is derived from an highly interacting theory whereas (1.1) is a simple
2Note that the M-theory background (2.1), or it’s IIB counterpart, is a soliton in only a loose sense. It
is of course clear that there does exists a vacuum configuration of the form R2,1 × T8 with no G-flux, so
(2.1), with it’s corresponding G-flux, forms the nearby vacuum configuration with non-zero energy.
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quantum mechanical result. Despite that we will call the vacuum from (1.6) as the free
vacuum (or sometime the harmonic vacuum) to distinguish it from the interacting vacuum
to be discussed later.
The eigenstates ψk(x) and the eigenvalues ω
2
k are important because they will decide
the subsequent behavior of the 1 + 1 dimensional field theory. Typically eigenstates of a
Schro¨dinger equation are divided into three categories: (a) zero modes with ω2k = 0, (b)
discrete levels with ω2k given by a set of discrete integers, and (c) continuum levels where
ω2k is related to k
2 by an on shell condition. The latter is what we want, but we need to
worry about the zero modes and the discrete states. What do they mean here?
In standard solitonic theory, the zero modes are related to the motion of the soliton
itself, and they are typically used to quantize the soliton. For our case, the soliton will be
related to the vacuum metric configuration (2.1) and the zero modes should appear as the
translation or the rotational modes of the internal metric that do not change the energy of
the system. Do they exist? For the simple scalar field theory case one can easily show that
if the solitonic solution ϕ0(x) belongs to an equipotential curve consisting of the family of
mutually translated solitons ϕ0(x− a), then there does appear one zero mode ψ0(x) that
takes the following form:
ψ0(x) =
∂ϕ0(x)
∂x
, (1.7)
which should solve the equation (1.5) with ω2k = 0. For the case we want to concentrate
on, i.e the metric (2.1) with the corresponding G-fluxes, one needs to check whether such
zero modes can appear. There are also the Ka¨hler and the complex structure moduli of
the internal metric which tell us that we can change the metric without costing any energy
to the system. These moduli are governed by a Lichnerowicz type of equation (now in
the presence of metric, fluxes and quantum corrections). Fluctuations over these metric
(and flux) configurations would now have their corresponding Schro¨dinger equations like
(1.5). All these class of equations should be related to each other and therefore one could
associate a combination of the zero modes of these Schro¨dinger equations to these moduli
themselves. Clearly this will make the system much more complicated, so to avoid this as
well as the Dine-Seiberg runaway [29], we want the moduli to be fixed. The moduli are
fixed in the presence of quantum terms, and therefore we expect those zero modes that
correspond to the Ka¨hler and the complex structure moduli to not arise in the presence
of sufficient number of quantum terms in (1.5). For a generic potential like the one that
appears in (1.5) this may be hard to show, but there are alternative ways (see for example
[32, 33]) to justify this (more on this a bit later).
The discrete modes correspond to the bound state of the mesons, which are basically
the fluctuations of the scalar field, with the soliton. These mesons get trapped inside the
potential of the soliton and the discrete states show that the probability amplitudes peak
near the centre of the soliton. For the background (2.1), again there is no such simple
interpretation because we will treat the fluctuations separately and not consider them
as getting bound by the soliton. Of course these differences arise because the classical
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background (2.1) and the corresponding G-flux shares many similarities with a soliton, but
is a soliton only in a loose sense (see footnote 2).
All our above discussion points out that it is the continuum level of the Schro¨dinger
equation (1.5) that concerns us here, although we will interpret these wave-functions as
the fluctuation wave-functions and not scattering states with the soliton. Again the slight
difference in interpretation stems from our loose identification of (2.1) to an actual soliton.
The set of the continuum wave-functions ψk(x) takes the following form:
ψk(x) ≡ exp (ikx) Gk(x)
lim
x→±∞ψk(x) = exp [ikx± iσ(k)] , (1.8)
where Gk(x) is a non-trivial complex function of (k,x) which for large x approximates to
a phase σ(k). In this sense the continuum level resembles somewhat the scattering states.
The analysis for the actual case with (2.1) will be much more involved, but fortunately, as
we shall see, we will not have to determine the functional forms for ψk(x) explicitly.
1.3 Organization and a brief summary of the paper
The paper is organized in the following way. Broadly, section 2 studies the background
from solitonic point of view, i.e. from the M-theory uplift of the supersymmetric warped
Minkowski background in (2.1); whereas sections 3.1 and 3.2 studies the same directly using
(2.4), which is the M-theory uplift of the IIB de Sitter background of (2.2). In section 3.3 we
derive the de Sitter results in two ways, one, by taking expectation values over the Glauber-
Sudarshan state and two, by solving the Schwinger-Dyson’s equations. Thus section 3.3
serves as a culmination and synthesis of the results accumulated from sections 2, 3.1 and
3.2. Section 4 serves as a vantage point to analyze many of the important properties of de
Sitter space from the point of view of the Glauber-Sudarshan state, namely trans-Planckian
censorship, quantum swampland and de Sitter entropy.
Let us now go to a more detailed survey of various sections of the paper. In sec-
tion 2.1 we lay out the formalism of the Glauber-Sudarshan state and discuss how one
should construct it using the momentum modes of the theory. In particular we discuss the
precise wave-function of the Glauber-Sudarshan state using configuration space variables
associated with the metric components of the solitonic vacuum. Other properties, like the
Schro¨dinger wave-functions, oscillatory behavior, and the study of the zero modes are all
discussed here.
Section 2.2 studies the fluctuations over a de Sitter background directly from our soli-
tonic configuration. Since the de Sitter space itself is a state over the solitonic background,
the fluctuations should also appear from a corresponding state. In this section we discuss
how such state should be constructed by combining the various oscillatory states over the
solitonic vacuum. We also discuss how the fluctuations over a de Sitter vacuum could be
reinterpreted as an artifact of Fourier transform over the solitonic vacuum. This means
the time-dependent frequencies that we see from the fluctuations over a de Sitter vacuum
is a consequence of the linear combinations of the modes over the solitonic vacuum. This
provides not only an answer to the trans-Planckian issue because the frequencies over the
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solitonic vacuum are time-independent, but also provides a way to tackle the Wilsonian
integration.
In section 2.3 we identify the state that defines the fluctuations over de Sitter space −
viewed as a Glauber-Sudarshan state − as the Agarwal-Tara [34] state. The Agarwal-Tara
state, sometime also called as the Agarwal state, is constructed by adding gravitons to the
Glauber-Sudarshan state and is therefore popularly known as the graviton added coherent
state (GACS). We construct a generic operator, controlled by a coupling parameter, that
when acting on the Glauber-Sudarshan state creates the necessary Agarwal-Tara state.
So far we have used the free (or the harmonic) vacuum to construct the Glauber-
Sudarshan state. This cannot quite be the full picture because there is no free vacuum in
an interacting theory like M-theory. Thus we have to construct our Glauber-Sudarshan
from an interacting vacuum |Ω〉. Such a construction is laid out in section 2.4, we we start
by first shifting the interacting vacuum using a displacement operator. The construction
of the displacement operator is in itself a non-trivial exercise because of the interactions
that mix all the momentum modes of the metric and the flux components. Expectation
values of the metric operators over such shifted interacting vacuum, which we call as the
generalized Glauber-Sudarshan state, are carried out using the path integral formalism.
This is elaborated in section 2.5. The path integral formalism is particularly useful in
analyzing the expectation values and we show that we can reproduce the expected metric
configuration in (2.4) from there, up to O
(
g
|a|
s
Mbp
)
corrections. These corrections are sub-
leading, and their presence is because of our choice of the generic form of the displacement
operator. There does exist a specific choice of the displacement operator that reproduces
(2.4) as expectation value precisely, without any extra corrections. To develop that requires
more preparation, and we postpone it till section 3.3.
The path integral formalism is also powerful to study the expectation values of the
metric components over the Agarwal-Tara state, viewed as an operator acting on the gen-
eralized Glauber-Sudarshan state. The answer that we get clearly shows not only that
we can reproduce the fluctuation spectrum over a de Sitter space, but also the fact that
the fluctuation spectrum is indeed an artifact of the Fourier transform over our solitonic
vacuum.
What we haven’t tackled so far is the contributions from the G-flux components. This
is discussed in section 2.6. Although these contributions make the system a bit more
complicated, their presence is necessary for the self-consistency of the Glauber-Sudarshan
state. For example they help us to understand how supersymmetry is broken spontaneously
by the state while the solitonic vacuum remains perfectly supersymmetric. The new modes
that are created by fluctuations over the G-flux background in the solitonic vacuum now
mix non-trivially with the modes from the metric components. This leads to complicated
interactions and therefore the stability of the Glauber-Sudarshan state becomes an issue.
These interactions are the main focus of sections 3.1 and 3.2, and the question of the
stability of the Glauber-Sudarshan state is finally resolved in section 3.3. To study the
interactions we change the gear a bit by using the background (2.4) directly instead of
going via the configuration (2.1). There is a definite advantage of using such a procedure
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as will become clear from the computations in sections 3.1 and 3.2.
The quantum corrections are a bit non-trivial to deal with because there are an infinite
number of possible local and non-local − that include the perturbative, non-perturbative
and topological − interactions. In section 3.1 we classify the perturbative contributions
using the formalism developed earlier in [20, 21]. The non-perturbative corrections have
not been discussed before, and we detail them in section 3.2. These corrections come
generically come from the branes and the instantons, and we show that certain aspects of
these corrections may be extracted from the non-local interactions discussed in [20, 21].
The non-perturbative contributions from the instantons come from both M2 and M5-
instantons, and we show that it’s only the M5-instantons contribute here. The M5-
instantons’ contributions are further classified by the BBS [35] and KKLT [5] type in-
stantons. Their contributions are discussed in sections 3.2.1 and 3.2.3 respectively. The
contributions from the seven-branes and in particular the fermionic terms on the seven-
branes are discussed in details in section 3.2.2.
All these perturbative and non-perturbative quantum corrections contribute to the
equations of motion (EOMs). In section 3.3 we show that these EOMs appear from a
class of Schwinger-Dyson’s equations (SDEs) [36]. Interestingly, the SDEs for our case
split into two sets of equations. One set of equations are completely expressed in terms
of expectation values over the solitonic vacuum. Since, as we discussed in sections 2.4
and 2.5, the expectation values of the metric and the G-flux components over the solitonic
configuration (2.1) reproduces the background (2.4), along with it’s G-flux components
from section 2.6, these SDEs give rise to the M-theory EOMs for the background (2.4)!
This immediately implies that all the computations that we did in sections 3.1 and 3.2
appear now as quantum contributions to the SDEs.
There is also a second set of SDEs that relate the Faddeev-Popov ghosts, the displace-
ment operator and the expectation values of the variations of the total action with respect
to the field variables. These SDEs are in general hard to solve and we leave them for future
works. In section 3.4 we give a brief discussion on supersymmetry breaking and other re-
lated effects. One of the important question that we tackle in this section is the connection
between the supersymmetry breaking scale and the cosmological constant Λ. We show
that in general there is a large hierarchy between them, implying that the supersymmetry
breaking scale could be large yet Λ could remain relatively small. Of course the exact value
of Λ would depend on the values of the fluxes and the quantum terms, which would only
be determined if we solve all the SDEs exactly, but what we argue here is that the precise
form, which may be extracted from our earlier work [20], appears to have no contributions
from the ground state energies of the bosonic and the fermionic degrees of freedom. We
also elaborate on the moduli stabilization and discuss what happens when we go to the
strong coupling limit of type IIB.
Once we construct our de Sitter solution using the Glauber-Sudarshan state, we ex-
amine some of its properties, especially with respect to the swampland. The aim of the
swampland has been to argue against the existence, and especially the stability, of de Sitter
solutions from general quantum gravity arguments that having nothing to do with string
theory constructions in particular. In our work, we first establish how our solution manages
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to escape the so-called (refined) de Sitter swampland condition and, more importantly, the
TCC. We show that the time for which our solutions remain well-defined is compatible
with the time-limit set by the TCC. We do not argue for or against the criterion set by the
TCC but rather find that, quite remarkably, our Glauber-Sudarshan state naturally satis-
fies it. However, more pertinently for us, we shall show why the trans-Planckian problem
does not even apply to our coherent state description. This is because our setup is already
incorporates a UV-complete theory – string theory – and have an underlying Minkowski
space-time. In section 4.1, we shall elaborate on how our solution escapes the TCC based
on these two conditions. More general field-theoretic obstructions against the stability of
de Sitter space-times essentially arise from the arbitrariness of the choice of the vacuum
for fluctuations on top of de Sitter. It has long been extensively debated what is the right
choice for this vacuum. While some have argued in favour of the Bunch-Davies vacuum,
other have advocated for, say, de Sitter-invariant vacuum like the α-vacuum [37, 38]. We
shall demonstrate in section 4.2 is that the main reason for the problems emerges for these
vacua is due to the complicated time-dependence of the mode functions corresponding to
them. And thankfully, this is exactly what is not the case for our solution since even fluc-
tuations over de Sitter is constructed over the interacting vacuum in Minkowski spacetime
and, therefore, the time-dependences arise as an artifact of Fourier transforms over the
Glauber-Sudarshan state.
Finally, in section 4.3, we interpret the usual Gibbons-Hawking entropy for de Sitter as
an entanglement entropy between the modes, on top of the warped-Minkowski background,
which construct the Glauber-Sudarshan state itself. We then show how this entanglement
entropy remains for our de Sitter solution. This is mainly due to two factors – (a) having
the de Sitter symmetries being emergent in our scenario which remain valid for a finite
time-period, and (b) there is necessarily an interaction Hamiltonian Hint for us. If we take
the limit Hint → 0, we find that the entanglement entropy goes to infinity and, on the
other hand, for the same limit, our Glauber-Sudarshan state cannot be constructed and
we get back flat space-time. In this sense, we find that there is a nice consistency for why
we manage to find a finite entropy for de Sitter, while laying down the path for getting
corrections beyond the semiclassical result.
1.4 Notations and conventions
Throughout the paper we have used the mostly-plus convention although in a couple of
field theory computations we have used the mostly-minus convention so as to comply with
known results. They will be indicated as we go along. Similarly, the Hubble parameter
will be denoted by H whereas the warp-factor will be denoted by H = H(y). The Hubble
parameter features prominently in section 4, so this should not be a cause of confusion
(in any case it’ll be properly indicated which is which). The eleven-dimensional Planck
constant will be denoted by Mp whereas we will use MPl to denote four-dimensional Planck
constant.
More importantly, in section 2 we will mostly use the solitonic background (2.1), and
therefore the fields will be denoted by (gMN,CMNP), whereas the operators will be denoted
by bold faced letters, i.e. (gMN,CMNP), unless mentioned otherwise.
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In sections 3.1 and 3.2 we will use the background (2.4) and therefore they will involve
gs dependent quantities. Both these sections only involve fields and to distinguish them
from the field variables of the solitonic background, we use bold faced letters to write them,
i.e (gMN,GMNPQ) will denote fields associated with the uplifted de Sitter background (2.4)
in M-theory.
In sections 3.3 and 3.4 we have to use both fields and operators of the solitonic back-
ground as well as the fields of the uplifted de sitter background (2.4). Our convention for
this section then is the following: all fields and operators over the solitonic vacuum are
expressed using un-bolded letters, for example gMN denotes a field and 〈gMN〉σ denotes the
expectation value of an operator over some state |σ〉 constructed over the solitonic vacuum.
Again which is which should be clear from the context. The bold faced letters are reserved
for the fields associated with the uplifted de Sitter background (2.4) in M-theory as we
had in sections 3.1 and 3.2. This can be made clear by an example: 〈gMN〉α = gMN, which
implies that the expectation value of the metric operator over the Glauber-Sudarshan state
|α〉 gives the warped metric component of the de Sitter space, namely (2.4).
2. de Sitter space as a Glauber-Sudarshan state
Our analysis of the toy example in section 1.2 for a 1 + 1 dimensional field theory provided
the necessary groundwork on which we can build our theory. Our aim would to allow for
a solitonic configuration in IIB, which would be stable supersymmetric solution. Due to
certain technical efficiency, as discussed below, it is better to uplift the configuration to
M-theory. This is as discussed in [20], wherein we will realize the solitonic vacuum from
M-theory instead of type IIB, as:
ds2 =
1
3
√
h22(y, xi)
(−dt2 + dx21 + dx22)+ 3√h1(y)g(0)MNdyMdyN , (2.1)
where h1(y) and h2(y, xi), i = 1, 2, are the warp-factors and g
(0)
MN (y) is the metric of the
internal eight-manifold. Although the choice of M-theory over type IIB is mainly because
of the compactness of the representations of the degrees of freedom (the total degrees of
freedom remains the same on either sides), the fact that M-theory allows a well-defined low
energy effective action whereas there is no simple action formalism for the IIB side, provides
a better motivation to dwell on the M-theory side. Additionally, since our analysis will rely
heavily on the path integral formalism, that in turn relies on the presence of an effective
action, the M-theory uplift is more useful here. Minor compromise, like compactifying the
x3 direction, will not have any effect on the late time physics that we want to study here.
Coming back to our simple harmonic oscillator from section 1.2, we see that, in addition
to the solitonic solution x = a, there are other solutions of the form x = a + A cos ωt,
for arbitrary choices of the constant A. These are time-dependent solutions having an
oscillatory part, but they solve the EOMs. On a solitonic vacuum x = a, the oscillatory
part may be realized as a coherent state [27]. In QFT, such configurations are the Glauber-
Sudarshan states [25, 26] and their presence are augmented by the fact that they solve the
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EOMs. In fact it is the combination x = a+A cos ωt that solves the EOMs, so we can try
to realize the type IIB de Sitter solution of the form:
ds2 =
1
Λ(t)
√
h
(−dt2 + dx21 + dx22 + dx23) +
√
h
(
F1(t)gαβ(y)dy
αdyβ + F2(t)gmn(y)dy
mdyn
)
, (2.2)
as a Glauber-Sudarshan state over a Minkowski background. Note that the four-dimensional
part of (2.2) is a de Sitter space with a flat-slicing when Λ(t) = Λ|t|2 and therefore the
temporal coordinate covers −∞ ≤ t ≤ 0, implying t → 0 to be the late time. The inter-
nal space is typically a compact non-Ka¨hler six manifold whose details, and especially the
decomposition in (2.2), will be discussed below.
There are many issues that need clarifications before such a claim could be presented.
In the following we will go through them carefully. First, the solitonic solution (2.1) is
expectedly an uplift of a warped four-dimensional Minkowski background in the type IIB
side. As such we expect the warp-factors hi in (2.1) to be related. The relation is rather
simple: h2(y) = h1(y), but here we generalize this somewhat by keeping h2 ≡ h2(y, xi) and
h1 ≡ h1(y) unequal. The equality is a special case dealt in great details in [39] and [32].
Secondly, the solitonic background (2.1), with a compact internal eight-dimensional
space M8, can only be supported in the presence of G-fluxes. If we denote (ym, yα)
respectively to be the coordinates of the six-dimensional base, with (α, β) = (4, 5) and
(m,n) = (6, 7, 8, 9) as M4 ×M2 of M8 such that:
M8 ≡M4 ×
(
M2 × T
2
G
)
, (2.3)
with (ya, yb) denoting the coordinates of the fiber torus (G is the isometry group of the
torus), then we need G-fluxes with components on both the base and the fiber, as well
as components like G0ijm and G0ijα, all functions of the six-dimensional base coordinates
[39, 32, 20].
All these imply that the fluctuations over the background (2.1) as well as over the G-
flux components that satisfy the EOMs allow more non-trivial time-independent Schro¨dinger
type equations whose solutions provide the fluctuation modes of the spectra, at least if we
want to bring them in the simple harmonic form satisfying the condition (1.2)3. The identi-
fication to (1.1), or even to (1.2), is more subtle as fluctuations along both space-time as well
as the internal directions need to be accounted for, implying that the Glauber-Sudarshan
states are not as simple as they were for the case with electromagnetic fields [25, 26]. Nev-
ertheless, once we know the corresponding Schro¨dinger wave-functions we can at least try
to use them to determine the Fourier modes of the metric and the G-flux components. The
additional leverage that we get here is from the existence of the coherent states themselves
(which we will justify a bit later). Assuming that the coherent states may be constructed
3As it happens in any quantum field theory, the fluctuations never satisfy the full equations of motion.
They only satisfy linear equations appearing from the quadratic parts of the action when expressed in
terms of the fluctuating fields. As an example for a scalar field fluctuation δϕ, written as δϕ(x, y, z) =∫
d10k fk(t)ψk(x, y, z), generically it’s only the ψk(x, y, z) piece that becomes non-trivial over the solitonic
background (2.1). See section 1.2 for more details.
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for all modes, at least in the case where we can bring the individual mode-dynamics to
the simple-harmonic case, this will justify that in the configuration spaces of each modes
there are simple oscillatory motion (at least for both real and the complex parts). This is
then obviously consistent with the time-dependent parts of the corresponding Schro¨dinger
wave-functions which become ψk(x), ηk(y, t), ξk(y, t) and ζk(z, t) respectively for the 2 + 1
dimensional space-time, the internal six-manifold M4 ×M2 and the fiber torus for every
mode k and at any given time t.
2.1 Metric and Glauber-Sudarshan wave-function
There is one issue that we kept under the rug so far, and has to do with the Fi(t) factors
in (2.2). These factors are essential if we want to realize the IIB configuration (2.2) as a
Glauber-Sudarshan state, simply because coherent states generically cannot produce time-
independent configurations! Thus what we want in M-theory is a configuration of the
following form4:
ds2 =
1(
Λ|t|2√h
)4/3 (−dt2 + dx21 + dx22) + e2B1(y,t)gαβdyαdyβ + e2B2(y,t)gmndymdyn + e2C(y,t)gabdxadxb,
(2.4)
that encapsulates all the essential features of the IIB background (2.2) with appropriate
choices of the coefficients (Bi(y, t), C(y, t)). The way we have expressed (2.4) suggests
generalities beyond (2.2), although one expects:
C(y, t) ≡ 1
2
log
(
[Λ(t)]2/3 [h(y)]1/3
)
, (2.5)
if one wants to preserve the full de-Sitter isometries in 3 + 1 dimensional space-time in the
IIB side. With this in mind, our first guess for the four set of Fourier components are:
g˜µν(k) =
∫
d3x
 1(
Λ|t|2√h
)4/3 − 1
h
2/3
2
h−12 ψ∗k(x)ηµν
g˜αβ(k) =
∫
d2ydt
√
g
(0,2)
base
(
e2B1(y,t)gαβ − h1/31 g(0)αβ
∣∣∣
base
)
h
−1/3
2 η
∗
k(y, t)
g˜mn(k) =
∫
d4ydt
√
g
(0,4)
base
(
e2B2(y,t)gmn − h1/31 g(0)mn
∣∣∣
base
)
h
−1/3
2 ξ
∗
k(y, t)
g˜ab(k) =
∫
d2zdt
√
g
(0)
fibre
(
h1/3Λ2/3|t|4/3δab − h1/31 g(0)ab
∣∣∣∣
fibre
)
h
−1/3
2 ζ
∗
k(z, t), (2.6)
4A small puzzle appears now that is worth mentioning at this stage. In M-theory, the internal eight-
manifold is always time-dependent if the four-dimensional space in the type IIB side has de Sitter isometries.
As such a coherent state construction in M-theory should work whether or not the internal six-dimensional
space in IIB is time-dependent. Why do we then need the internal space metric in IIB to take the form
(2.2)? The resolution of the puzzle will require a more detailed understanding of the existence of a coherent
state in M-theory, that we shall indulge in later (see section 3.3). For the time-being we will assume both
the internal six and the eight manifolds in IIB and M-theory respectively to be time-dependent.
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with g
(0,q)
base denoting the classical base metric of the six-manifold expressed asM4×M2. In
writing (2.6) we have ignored many subtleties that we should clarify. First, the reason for
taking Fourier transforms is because the construction of Glauber-Sudarshan state is most
easily expressed in terms of the Fourier components, as we shall see soon. Second, because of
the solitonic pieces, (2.6) is partly off-shell. Third, the modes (ψk(x), ηk(y, t), ξk(y, t), ζk(z, t))
aren’t necessarily as simple as we presented here. If we write x ≡ (x, t), i.e. separate the
spatial and temporal coordinates, then the four modes that actually appear from the un-
derlying Schro¨dinger type equation are typically of the form5:
Ψk(x, y, z, t) ≡ ψk(x, y, z, t), ηk(x, y, z, t), ξk(x, y, z, t), ζk(x, y, z, t), (2.7)
where ψk(x, y, z, t) denotes the set of modes governing the dynamics in 2 + 1 dimensional
space-time. Similarly ξk(x, y, z, t) denotes the set of modes governing the dynamics on
M4 internal space, and so on. These subtleties will only become relevant in section 3.3,
so for the time being we will avoid over-complicating the system by assuming only single
set of modes representing the directions respectively. Note that we have isolated the t
dependence on each modes and y ≡ (yα, ym). The reason is that the t dependences of
each modes should be of the form exp
(
iω
(a)
k t
)
with a ≡ (ψ, η, ξ, ζ) signifying the different
modes. Such a temporal dependence is absolutely essential if the system has to allow for a
coherent state description. Alternatively, this boils down to the familiar decomposition of
the metric fluctuations as:
gµν(x, y, z) =
ηµν
h
2/3
2 (y,x)
+
∫
d10k g˜µν(k, t)ψk(x, y, z), (2.8)
with similar decompositions for the other internal components. Note two things: one, the
integral is over d10k and not over d11k, and two, the appearance of a generic g˜µν(k, t) and
not just g˜µν(k) from (2.6). They are of course expected consequences of any standard field
theory so we will refrain from elaborating further on them. Additionally, fixing the values
of (µ, ν) would lead to three set of fields, with each field having an infinite set of modes with
an infinite number of harmonic oscillator states for each modes. All these follow standard
results and if we, with some abuse of notations, define ψk(x, y, z) = ψk(x, y, z)exp
(
iω
(ψ)
k t
)
,
then the “Fourier” modes6 in the first line of (2.6) follow naturally once we fix y = y0 and
z = z0 to some slice in the internal space. Such a choice of slice simplifies the underlying
analysis but has no physical consequence. Thus we could easily replace ψk(x) by ψk(x, y, z)
5We have used a simplifying normalization condition for the modes in (2.6). The correct on-shell nor-
malization condition for all the modes in (2.7) should be:∫
d11x Ψk(x, y, z, t)Ψ
∗
k′(x, y, z, t)h
−1
2 (x, y)h
4/3
1 (y) ≡ δ10(k− k′)δ(ω(a)k − ω(a)k′ )
However the compactness of the internal eight-manifold will simplify this and one can bring it in the form
used for (2.6) if one further restricts to a slice in the internal space. As mentioned later, such restriction is
not essential.
6Thus naturally identifying k in (2.6) (and also in (2.9)) as k ≡ (k, ωk).
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etc in (2.6) giving us the following on-shell pieces (we will deal with the off-shell part soon):
g˜µν(k) =
∫
d11x
√
g
(0)
base(
Λ|t|2√h
)4/3 h−12 (x, y)h4/31 (y)ψ∗k(x, y, z)ηµν (2.9)
g˜αβ(k) =
∫
d11x
√
g
(0)
base
(
e2B1(y,t)gαβ
)
h−12 (x, y)h
4/3
1 (y)η
∗
k(x, y, z)
g˜mn(k) =
∫
d11x
√
g
(0)
base
(
e2B2(y,t)gmn
)
h−12 (x, y)h
4/3
1 (y)ξ
∗
k(x, y, z)
g˜ab(k) =
∫
d11x
√
g
(0)
fibre
(
h1/3Λ2/3|t|4/3δab
)
h−12 (x, y)h
4/3
1 (y)ζ
∗
k(x, y, z),
where the determinant g
(0)
base ≡ g(0,4)base g(0,2)base g(0)fibre as defined for (2.6). The slight differences
from (2.6) are significant because they would eventually determine the Fourier components.
The above discussion tells us that the modes in the theory are typically the time inde-
pendent modes for any k, and the time-dependences appear from the harmonic oscillator
states that have energies in odd and even multiples of
ω
(a)
k
2 . However there are other sub-
tleties that appear here that need some elaborations. First, let us concentrate on the zero
modes, i.e. the possibility of modes satisfying:
ω
(ψ)
k = ω
(η)
k = ω
(ξ)
k = ω
(ζ)
k = 0. (2.10)
These are the troublesome modes in the theory that would lead to the Dine-Seiberg [29]
runaway problem, even at the level of the solitonic vacuum (2.1). These zero modes appear
from the complex and the Ka¨hler structure moduli and therefore they have to be fixed to
make sense of the underlying theory. In the standard solitonic theory, these zero modes
help us to quantize the soliton itself, but here we will have to deal with them differently.
In fact the time-independent G-fluxes that we added in the theory would help us achieve
our goal by creating the necessary superpotential [32, 33, 40]7.
Such an approach now ties two things together. One, the fact that the (ψk, ηk, ξk, ζk)
modes in the solitonic background are not of the kind exp (±ik · x) , exp (±ik · y) and
7As elaborated in section 1.2, this identification of the Ka¨hler and the complex structure moduli to the
zero modes (2.10) is more subtle. To illustrate the point, let us consider the wave-function ξk(x, y, z) whose
zero-modes may be denoted by the set ξ
(0)
k(l) with l denoting the parameter associated with the moduli
(for example in the Calabi-Yau case l will parametrize (h11, h21) moduli). The set of zero modes satisfy
Schro¨dinger equations of the form: [−∇2 + V(l)(x, y, z)] ξ(0)k(l) = 0,
which is similar to the Schro¨dinger equation (1.5) with two main differences: one, the potential V(l)(x, y, z)
is more involved than what appears in (1.5), and two, there are not one set of Schro¨dinger equations, but
l set of them. This representation is not unique, and in fact there are an infinite possible such choices,
depending on what values of the moduli we choose (i.e what values of the Ka¨hler and the complex structure
moduli we choose). Clearly a linear combination of ξ
(0)
k(l) will contain the information of these moduli,
although extracting them might be harder. However if the moduli are stabilized then the only zero modes
that we need to worry about are the translation and the rotations of the background (2.1) with it’s G-flux
components.
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exp (±ik · z); and two, the presence of the G-fluxes. The latter leads to − and the former
is a consequence of − interactions. Thus the underlying theory that we discuss here cannot
be a free theory! This also means that the coherent states that we study here are not the
coherent states of a free theory.
This is where we differ from the standard coherent state constructions in Quantum
Field Theories, but now the pertinent question is the source of the interactions themselves.
Where are the interactions coming from? This is already answered in some sense in [39, 32]
and more recently in [8]. The answer lies in the compactness of the internal manifold, both
in the IIB and in the M-theory sides. From M-theory, it is easy to argue that a generic
compact internal space cannot be supported in the absence of the G-fluxes [39, 41, 42, 32].
Once G-fluxes are switched on, they automatically allow higher curvature topological terms
like C ∧X8, where X8 involve fourth order curvature terms [39]. To the same order, non-
topological terms, like:
Sntop = M
3
p
∫
d11x
√
g
(
t8t8 − 1
24
1111
)
R4 +O
[
(∂G)4
]
+ ...., (2.11)
are switched on simultaneously, where the dotted terms are the mixed terms. Similar story
unfolds in the type IIB side also as emphasized recently in [8]. The outcome of our discus-
sion then is the following. There is no simple free field theory description in the presence of
G-fluxes and/or compact internal manifolds. The latter is absolutely necessary to allow for
a finite Newton’s constant in the non-compact directions. As a further consequence of our
statement above, the modes (ψk, ηk, ξk, ζk) then become highly non-trivial but thankfully
remain time-independent8.
The underlying Schro¨dinger equation that appears from the interacting Lagrangian
in the M-theory side, could also allow bound state solutions, in addition to the zero mode
spectra (2.10). These, if present, should be interpreted as the discrete excited states9 of the
full solitonic backgrounds (2.1), with various choices of the internal manifolds, themselves.
We will not worry about them for the time being, and concentrate only on the continuum of
levels parametrized by the eigenfunctions (ψk, ηk, ξk, ζk). These are essentially the modes
that appear, once we juxtapose them with the temporal behavior exp
(
iω
(a)
k t
)
, in the
Fourier transforms (2.9). Once we go to the Euclidean picture, where k → kE , we can
integrate out the modes lying between M ≤ kE ≤ ΛUV to write the Wilsonian action at a
given scale M and with a UV cut-off ΛUV. This scale M could in principle be identified with
Mp, and in that case the effective action at that scale would match-up with the effective
action that we elaborated in great details in [20, 21] (see [22] for a review on this).
More subtlety ensues, mostly associated with the oscillatory behavior of the coherent
states that allowed us to interpret the Fourier modes in (2.6) as (ψk, ηk, ξk, ζk) in the
8As pointed out in section 1.2, the harmonic oscillator regime will henceforth be termed as the free
vacuum |0〉 here, and |Ω〉, which we will deal in section 2.4, will be the interacting vacuum with the full
anharmonicity brought in, unless mentioned otherwise.
9Much like the excited states of an electron in a hydrogen atom. The bound state spectra of the
electron precisely spell out these states. The continuum levels of the electron, on the other hand, have an
interpretation of scattering states. See also section 1.2.
– 19 –
first place. For example, the way we have expressed (2.6), once added to the solitonic
background (2.1), it appears to simply replace the solitonic background (2.1) by the time-
dependent background (2.4), which is the uplift of the IIB de Sitter background (2.2). How
is this then any different from simply taking (2.2) as the non-supersymmetric vacuum in
type IIB? The answer lies in the distinction between classical solution and quantum states.
The M-theory background (2.4), or it’s IIB counter-part (2.2), does not appear just as a
classical solution here. Rather the probablity amplitude in a given coherent state for any
given mode derived from (2.6) peaks at a specific value which once added to the classical
solitonic solution (2.1) reproduces the background (2.4), or equivalently (2.2) in IIB. This
reinforces the main point of our paper, namely, (2.4) in M-theory, or equivalently (2.2)
in type IIB, cannot appear as a vacuum configuration but can only appear as the most
probable value in the coherent state.
The above discussion then raises the following question. How about choosing delta
function states for any k in Ψk given in (2.7)? Clearly the delta function states in the con-
figuration space10 would appear to serve as better candidates because they would exactly
reproduce the background (2.4) with probability 1. Unfortunately however, this configu-
ration doesn’t survive long and the delta function states expand very fast in the presence
of the interacting M-theory Hamiltonian. This ruins our hope of realizing (2.4) (or equiva-
lently (2.2) in IIB) purely as a classical solution with zero quantum width, reinforcing, yet
again, the coherent state nature of the background.
The coherent state description for any given mode k for a given Schro¨dinger wave-
function in (2.7) is clearly the best possible description we can have for our case. Let us
now see how we can quantify this further. For simplicity we will look at one specific mode,
g˜µν(k), with the spatial part of the Schro¨dinger wave-function ψk ≡ ψk(x, y, z). The Fourier
mode decomposition (2.9) will tell us precisely the most probable amplitude for g˜µν(k), and
let us denote it by α
(ψ)
µν (k, t). The temporal behavior of α
(ψ)
µν (k, t) is clearly oscillatory with
frequency ω
(ψ)
k , which is the same ω
(a)
k that appeared earlier in our discussion. The subtlety
with the off-shell parts of (2.6) will be dealt soon. Meanwhile we define:
α(ψ)µν (k, t) ≡ α(ψ)µν (k, ωk)exp
(
−iω(ψ)k t
)
, (2.12)
where α
(ψ)
µν (k, ωk) can be defined up to a possible phase of exp
(
iσ
(ψ)
k
)
. Collecting every-
thing together then provides the following wave-function in the configuration phase for the
mode g˜µν(k):
Ψ
[
α
(ψ)
µν (k,t)
]
(g˜µν(k), t) =
(
ω
(ψ)
k
pi
)1/4
exp
−ω(ψ)k
2
(
g˜µν(k)− 1
2ω
(ψ)
k
Re
[
α(ψ)µν (k, t)
])2
× exp
(
i
2
Im
[
α(ψ)µν (k, t)
]
g˜µν(k) + iθ
(ψ)
k (t)
)
, (2.13)
10One needs to be careful to not interpret these delta function states as localized states in space-time. In
space-time we will continue to have the standard Schro¨dinger wave-functions Ψk(x, y, z, t) (2.7). Here, in
a similar vein as with the realization of the coherent states in the configuration space, the delta function
states will also be realized in the configuration space.
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where no sum over repeated indices are implied above; and θ
(ψ)
k (t) is yet another phase
that appears in the definition of the wave-function for the mode g˜µν(k). This phase can be
determined by demanding that Ψ
[
α
(ψ)
µν (k,t)
]
(g˜µν(k), t) solves the harmonic oscillator wave-
equation that appears from the interacting Lagrangian in the M-theory picture. As dis-
cussed earlier, the interactions are essential and they make the Schro¨dinger wave-function11
in (2.13) simple but render the wave-functions in (2.7) rather complicated. Nevertheless
the form for Ψ
[
α
(ψ)
µν (k,t)
]
(g˜µν(k), t) may be determined precisely even if ψk may be involved
as we saw above. The phase θ
(ψ)
k (t) then becomes:
θ
(ψ)
k (t) = −
1
2
[
ω
(ψ)
k t− |α(ψ)µν (k, 0)|2sin
(
2ω
(ψ)
k t− 2σ(ψ)k
)]
, (2.14)
where σ
(ψ)
k is the initial phase of the eigenvalue α
(ψ)
µν (k, 0) discussed above. From (2.13),
it is easy to infer that
∣∣∣∣Ψ[α(ψ)µν (k,t)] (g˜µν(k), t)∣∣∣∣2 peaks exactly at Re [α(ψ)µν (k, t)], which in
turn oscillates as sin
(
ω
(ψ)
k t
)
, as one would expect. On the other hand, a wave-function of
the form:
Ψ
[
α
(ψ)
µν (k,0)
]
(g˜µν(k), 0) =
∏
k
δ
(
g˜µν(k)− α(ψ)µν (k, 0)
)
, (2.15)
defined specifically at t = 0, would reproduce the background (2.4) in the exact classical
form with zero quantum width at t = 0. However as discussed above, this immediately
expands to become highly quantum with no trace of the classical picture left resembling
anything close to (2.4).
Interestingly, the wave-function (2.13), itself has a gaussian form with the center of the
gaussian behaving in a simple harmonic oscillator fashion, up-to an overall phase factor.
This phase factor can be simplified a bit if α
(ψ)
µν (k, t) becomes real, but not too much. The
overall phase of exp
(
iθ
(ψ)
k (t)
)
given in (2.14) cannot be made to vanish, and will survive.
The probablity however remains peaked at the desired value. In terms of Schro¨dinger
operator formalism this implies:
〈δgµν(x, y, z)〉α(ψ) = Re
(∫
d10k
2ω
(ψ)
k
α(ψ)µν (k, t)ψk(x, y, z)
)
, (2.16)
where the expectation value of the fluctuation of metric operator, δgµν(x, y, z) is taken over
the coherent state (2.13). Expectedly the integral is done over d10k because ω
(ψ)
k appearing
from (2.12) is related to k on-shell. The puzzle however is the off-shell part from (2.6).
What would be the simplest way of reproducing that? This is in general tricky, so let us
11To remind the readers again, there are at least two set of Schro¨dinger equations that can appear here.
The Schro¨dinger equations whose solutions are the four set of wave-functions in (2.7) are never of the
simple harmonic oscillator form. In fact these Schro¨dinger equations allow highly non-trivial potentials
(for example (1.5)). On the other hand, the Schro¨dinger equations allowing wave-functions like (2.13) have
simple harmonic oscillator potentials.
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propose the following expression for α
(ψ)
µν (k, t):
α(ψ)µν (k, t) ≡
[
α(1;ψ)µν (k, ω
(ψ)
k ) + limωo→0
2ω
(ψ)
k α
(2;ψ)
µν (k)
|ωo|
√
pi
e
−
(
ω
(ψ)
k /ωo
)2]
e−iω
(ψ)
k t, (2.17)
where the first term, α
(1;ψ)
µν (k, ω
(ψ)
k ) is the on-shell piece and the second term, α
(2;ψ)
µν (k), is
related to the off-shell piece. The extra factor of 2ω
(ψ)
k is essential to eliminate the measure
of the integral (2.16), with the limiting value of ωo → 0 localizing the second function in
(2.17) to δ(ω
(ψ)
k ). One advantage of such an approach is that we can continue using the on-
shell integral form (2.16) to express the metric components even if there are off-shell pieces
in the Fourier transforms. The disadvantage however is that the inverse Fourier transform
is a bit tricky: one will have to resort back to d11k to get all the factors correctly.
Let us make a few more observations. First, the way we have expressed (2.17), tells us
that the off-shell piece is in general arbitrarily small, but does appear to provide non-zero
value once integrated over an on-shell integral of the form (2.16). This is good because it’d
mean that we don’t have to worry too much about the off-shell parts from (2.6) and continue
using our on-shell analysis. Such a point of view will become very useful when we have to
extract values from path-integral computations in section 2.4. Of course there does exist
other ways to deal with the off-shell parts, but here we will pursue the simplest one. Second,
we haven’t added the solitonic background ηµνh
−2/3
2 (y,x) to it. We could in principle add
this to (2.16) using the completeness condition of the coherent states. This way the full
on-shell metric configuration (2.4) appears from our coherent state description. On the
other hand, in terms of Feynman field formalism, this on-shell relation is not required (in
fact fields are maximally off-shell), and therefore we expect:
gµν(x, y, z) =
ηµν
h
2/3
2 (y,x)
+
∫
d11k g˜µν(k, k0) ψk(x, y, z)e
−ik0t, (2.18)
where with some abuse of notation we used g˜µν(k, k0) to denote the field amplitudes
12.
Thus here, g˜µν(k, k0) is generic and should not be confused with the Fourier decomposition
(2.9). As expected, there is also no relation between k and k0, and the integral spans over
the full eleven-dimensional momentum space.
There is an immediate advantage of expressing the fields in terms of the off-shell form
(2.18), that is not there in the on-shell form (2.16). The form (2.18) allows us to study the
dynamics of the system more consistently than the evolution of the most probable state
in (2.16). The expression (2.18) captures any quantum width of a state, no matter how
sharply peaked the configuration space wave-functions are. In fact for a state like (2.15),
where any field configuration would go wildly off-shell, (2.18) is well-suited to tackle the
dynamics. Additionally, the time-independencies of the modes ψk(x, y, z), are essential to
study the Wilsonian effective action that formed the basis of our analysis in [20] and [21].
2.2 Metric fluctuations and quantum states
In the operator formalism, where gµν(x, y, z) becomes an operator, then can be expanded
in terms of the corresponding creation and annihilation operators for the modes ψk(x, y, z).
12Needless to say, the notations gµν will henceforth denote metric operator and gµν the field.
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It is instructive to present this formalism and compare the result in terms of the modes
expanded around de Sitter vacuum. First let us express the modes over the solitonic
background (2.1). This takes the form:
gµν(x, y, z; t)− ηµν
h
2/3
2 (y,x)
=
∫
d10k
(2pi)10
1√
2ω
(ψ)
k
∑
s=±
[
as(k)eµν(k, s)ψk(x, y, z)exp
(
−iω(ψ)k t
)
+ a†s(k)e
∗
µν(k, s)ψ
∗
k(x, y, z)exp
(
iω
(ψ)
k t
) ]
, (2.19)
where eµν(k, s) is the polarization tensor for a given momentum k and s = ±; with
(as(k), a
†
s(k)) forming the standard annihilation and the creation operators. Note however
the difference from usual QFT mode expansion: the spatial modes are not simple and they
are given in terms of the Schro¨dinger wave-functions ψk(x, y, z), whereas the temporal
modes take the usual form of exp
(
±iω(ψ)k t
)
with t being the time coordinate used here.
The integral in (2.19) is over d10k and not over d11k as one would expect and we have
expressed the temporal behavior using the on-shell value of ω
(ψ)
k . We could have used also
the off-shell form exp(±ik0t), but then we will have to specify the pole at ω(ψ)k . Of course,
this is all very standard, so we won’t elaborate it further.
We will however compare the above mode expansion (2.19), which is over the solitonic
background (2.1), to the one over the uplifted background (2.4). The mode expansion now
takes the following form13:
gµν(x, y, z; t)− ηµν(
Λ|t|2√h(y))4/3 =
∫
d10k
(2pi)10
1√
2ω
(ψ)
k
∑
s=±
[
aˆs(k)eµν(k, s)ψˆk(x, y, z)exp
(
−iωˆ(ψ)k (t)t
)
+ aˆ†s(k)e
∗
µν(k, s)ψˆ
∗
k(x, y, z)exp
(
iωˆ
(ψ)
k (t)t
) ]
,(2.20)
where as before eµν(k, s) denotes the polarization tensor, but now there are quite a few
noticeable differences. The spatial modes ψˆk(x, y, z) are more involved than the spatial
modes ψk(x, y, z) encountered earlier. This is expected, because the background (2.4) is
different from the solitonic background (2.1). A more crucial thing is the appearance of
both ωˆ
(ψ)
k (t) and ω
(ψ)
k in (2.20). In fact ωˆ
(ψ)
k (t) is a much more complicated function of k
and t, and we expect:
ωˆ
(ψ)
k (t) = ω
(ψ)
k +
i
t
log
[
g(ψ)(k, t)
]
, (2.21)
where the second term implies that the frequencies themselves are time-dependent. In
fact we are not restricted to real values now and g(ψ)(k, t) can be imaginary, leading to
ωˆ
(ψ)
k (t) becoming imaginary, although ω
(ψ)
k remains real throughout. This difference is
13A word of caution here. The metric has 66 degrees of freedom, and in the presence of other fields,
namely the G-fluxes (we will discuss them soon), some of these degrees of freedom have to be gauged. This
gauging sometimes lead to propagating ghosts, but one may choose a gauge choice where the propagating
ghosts are absent (this is easy to achieve either in the effective four-dimensional case in type IIB or in the
effective three-dimensional case in M-theory with only metric degrees of freedom). Subtlety appears when
both metric and fluxes are present, but we will not worry about them right now, and consider them only
in section 3.3.
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important and spells out the fact that the frequency of a given mode can change with
time, both in terms of the modulus and argument of a complex number, leading to all
kinds of Trans-Planckian issues encountered in the literature (see for example [24]).
One may quantify the above mode expansion directly from an effective 2+1 dimensional
point of view. In such an effective picture14, the internal degrees of freedom at least to first
approximation do not effect the mode expansions, implying that ψˆk(x, y, z) = exp(ik · x).
This could also be interpreted as though we have taken a slice of the internal manifold
with fixed (y, z). The mode expansion over the 2 + 1 dimensional space-time (2.4) can be
expressed as in (2.20) with fixed (y, z), such that:
ωˆ
(ψ)
k =
i
t
log
[
|k|t7/6
(
c1J7/6(|k|t) + c2Y7/6(|k|t)
)]
, (2.22)
where |k| = √k · k; and Jn(|k|t) and Yn(|k|t) are the Bessel functions of the first and the
second kinds respectively. The ci are constants, but they cannot both be real, because
we want to extract a factor of exp(−i|k|t) from (2.22). Their precise value can be easily
determined by demanding that (2.22) takes the form (2.21). Note that the dimensions
are taken care of inside the logarithm by introducing appropriate powers of the Hubble
constant H. The exact form for (2.22) is not important, but what is important however
is to note that (2.22) implies time-dependent frequency for the modes expanded over the
up-lifted de sitter background (2.4) in M-theory. Dimensionally reducing to IIB, which is
the same as expanding over the four-dimensional part of (2.2), the fluctuating modes have
a frequency given by:
ωˆ
(ψ)
k =
i
t
log
{
1
|k|
[
c1
(
sin |k|t− |k|t cos |k|t
)
+ c2
(
|k|t sin |k|t+ cos |k|t
)]}
(2.23)
which although expectedly differs from (2.22), carries the same information as above.
Again, the ci constants cannot be all real, and comparing to (2.21), it is easy to infer
that c1 = i and c2 = −1. This then leads to the familiar result in the literature with
g(ψ)(k, t) in (2.21) taking the form:
g(ψ)(k, t) =
√
t2 +
1
|k|2 exp
(
itan−1 (|k|t)
)
, (2.24)
where one would have to again insert the Hubble constant H to make the quantity under
the square-root to have the right dimension (to avoid clutter, we will henceforth take H = 1
unless mentioned otherwise). Both the results, (2.22) and (2.24), show that the frequencies
in M-theory and IIB respectively are time varying frequencies, thus would in principle
create problems if we try to integrate out the high energy modes in the Wilsonian way.
Such an issue do not exist when we express the de Sitter space as a coherent state because
the modes are described using (2.19). In fact any fluctuations, even the ones that could
be interpreted as over the coherent state themselves, should be expressed using the modes
over the solitonic vacuum (2.1).
14For example the case with C
(p)
nm << 1 in (1.5).
– 24 –
Let us quantify the above statement more carefully. The effective fluctuation spectra
over a de Sitter vacuum in IIB or its uplift in M-theory typically go like exp
(
ik · x −
iωˆ
(ψ)
k (t)t
)
, as we saw above. Our concern is with the frequencies of the modes as they
depend on the conformal time15 t. Our goal would be to express this as a linear combination
of the modes over the solitonic vacuum, either in M-theory or in IIB. In other words, we
expect:
exp
(
− iωˆ(ψ)k (t)t
)
=
∫
dk0 f(k, k0) exp (−ik0t) , (2.25)
where the RHS is expressed with modes over the solitonic vacuum. At this stage we don’t
care whether the modes k0 take the on-shell values ωk, and typically this may not always
be possible. For the modes taking the form given in (2.21), the Fourier coefficients f(k, k0)
can be expressed in the following way:
f(k, k0) =
∫ +T
−T
dt exp
[
− i
(
ω
(ψ)
k + it
−1log
(
g(ψ)(k, t)
)− k0)t], (2.26)
where g(ψ)(k, t) appears in (2.21), and T (or more appropriately
√
ΛT ) denotes temporal
boundary. The Fourier coefficient f(k, k0) is an effective way to interpret the fluctuations
over a coherent state, but the problem with an expression like (2.26) is that it may not
always be convergent. The issue of convergence stems from the fluctuating modes them-
selves. For example the temporally varying frequencies in IIB as given in (2.23) tend to
blow-up as |k|t→ ±∞, and this is reflected directly in the Fourier coefficient f(k, k0) once
we plug-in (2.24) in (2.26) to get:
f(k, k0) =
1
|k| δ(|k| − k0)−
2
|k| − k0 T cos
[
(|k| − k0)T
]
+
2
(|k| − k0)2 sin
[
(|k| − k0)T
]
, (2.27)
where the expected non-convergence appears from the T dependence of the second term in
(2.27). This may not quite be an issue because we could keep T large but not necessarily
infinite (a careful study with path integrals in section 2.5 will show that this problem
does not arise). Note also that the way we have represented f(k, k0), it is a real function
so the standard relation between f∗(k, k0) and f(−k,±k0) do not hold here because the
transformation (2.25) is arranged to reproduce a complex function, not a real one. In a
similar vein, in M-theory, one will have to reproduce (2.22) using the Fourier transform
(2.25). The issue of convergence appears here too, as both x7/6J7/6(x) and x
7/6Y7/6(x) in
(2.22) blow-up for x ≡ |k|t→∞. As before we can bound T to a large but finite value so
that an expression like (2.27), but now for M-theory, makes sense.
Thus it appears from an effective d+ 1 dimensional point of view (d = 2 for M-theory
and d = 3 for IIB), the fluctuations over de Sitter vacuum, can be represented here as a
linear combination of the modes over the solitonic vacuum. In other words:
δgµν(x) =
∑
s=±
∫
dd+1k eµν(k, s)f(k, k0)ψk(x) e
ik0t (2.28)
15This is an abuse of notation. The dimensionless time parameter is always
√
Λt, where Λ is the cosmo-
logical constant.
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=
∑
s=±
∫
ddk eµν(k, s) ψk(x)
∫
dk0f(k, k0) e
ik0t ≡
∑
s=±
∫
ddk eµν(k, s)fk(t)ψk(x),
where ψk(x) =
∫
dD−d−1k ψk(x, y0, z0) for D space-time dimensions; and with some abuse
of notations we have used k to also signify the momenta along the internal directions.
Which is which, should be clear from the context.
The point of the above exercise (2.28) is simple. It is to show that the fluctuations
may be controlled by a time varying amplitude for any d-dimensional momentum k, and
thus takes the expected standard form. In fact demanding reality of δgµν(x), reproduces
the familiar constraint: f∗k(t) = (−1)d+1f−k(t) with real eµν(k, s) and ψ∗k(x) = ψ−k(x).
Combining all these we can then perform the following series of manipulations from (2.28):
δgµν(x) =
1
2
∑
s=±
∫ +∞
−∞
ddk eµν(k, s)
[(
fk + b
2 ∂
∂f∗k
+ fk − b2 ∂
∂f∗k
)
ψk(x)
]
(2.29)
=
1
2
∑
s=±
∫ +∞
−∞
ddk eµν(k, s)
[(
f∗k + b
2 ∂
∂fk
)
ψ−k(x) +
(
fk − b2 ∂
∂f∗k
)
ψk(x)
]
,
where in the first line we simply added and subtracted a derivative piece, but in the second
line a redefinition of the variable k puts it in a much more suggestive format. The quantity
b2 appearing in (2.29) is related to the ground state wave-function of the configuration
space (not to be confused with the wave-functions in spacetime!), in the following way:
Ψ0(fk) ≡ 〈fk|0〉 = Nk exp
(
−|fk|
2
b2
)
, (2.30)
with Nk forming the normalization constant, and b2 provides the Gaussian width of the
ground state. Note that this wave-function is only for the mode k, and the generic wave-
function for the ground state |0〉 is a matrix product of the wave-functions of the form (2.30).
Clearly shifting (2.30) in the configuration space should give us the required coherent state
for the mode k, so the question is whether we can quantify the shift in a precise way16.
This is where the decomposition (2.29) pays off, because:(
f∗k + b
2 ∂
∂fk
)
Ψ0(fk) = 0(
fk − b2 ∂
∂f∗k
)
Ψ0(fk) = 2Nkfk exp
(
−|fk|
2
b2
)
, (2.31)
implying that the first operator annihilates the vacuum wave-function whereas the second
operator creates a new wave-function. The new wave-function is exactly proportional to
the first excited state of a harmonic oscillator, implying that the second operator acts as a
creation operator! These are then the Schro¨dinger representations of the familiar creation
and the annihilation operators. Thus we can identify:
ak ≡
√
ω
(ψ)
k
2
(
f∗k + b
2 ∂
∂fk
)
, a†k ≡
√
ω
(ψ)
k
2
(
fk − b2 ∂
∂f∗k
)
, (2.32)
16A more precise identification of the coherent states to the shifted interacting vacuum will be discussed
in section 2.4. Meanwhile what we have here should suffice.
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connecting us with the mode expansion (2.19) proposed earlier provided we identify ak and
a†k from (2.32) with as(k) and a
†
s(k) respectively from (2.20), and go to the Heisenberg
picture. The spin s informations in the definitions of the creation and the annihilation
operators in (2.20) are redundant because for either choices of s in (2.20) the creation or
the annihilation operators remain unchanged (so we will ignore them in the subsequent
discussion). Note that imposing [ak, a
†
k′ ] = δ
10(k − k′) makes b =
(
ω
(ψ)
k
)−1/2
, which is
consistent from (2.13). Finally the effective space-time wave-function for a given mode
appears naturally from the one-point function (treating δgµν(x, s) as an operator):
〈0|δgµν(x, s)|k〉 = eµν(k, s)ψ−k(x) exp
(
iω
(ψ)
k t
)
, (2.33)
which is as one would expect for any fluctuation over a solitonic background provided
we identify ψ−k(x) = ψ∗k(x). This again confirms the fact that modes over a solitonic
background may have non-trivial spatial wave-functions, if h2 = h2(y,x) in (2.1), but the
temporal dependences remain simple with time-independent frequencies.
On the other hand, in the same space-time, i.e. over the solitonic background (2.1),
we can construct fluctuations (2.28) that could have different interpretations. For example
a kind of fluctuation in eleven dimensional space-time that we want to reproduce would
be:
〈δgµν(x, y, z)〉Ψ(ψ) =
∑
s=±
∫
d10k
(2pi)10
b
(ψ)
k eµν(k, s) ψˆk(x, y, z) exp
(
− iωˆ(ψ)k (t)t
)
(2.34)
+
∑
s=±
∫
d10k
(2pi)10
c
(ψ)
k e
∗
µν(k, s) ψˆ−k(x, y, z) exp
(
+ iωˆ
(ψ)
k (t)t
)
,
where the subscript Ψ(ψ) denotes some state over the solitonic vacuum (2.1); and (b
(ψ)
k , c
(ψ)
k )
are coefficients that only depend on k. As we saw before for the effective case in (2.28),
fluctuations on the RHS of (2.34) could be achieved with a choice of f(k, k0) taking the
form (2.26). However in quantum theory, it is more important to find a state Ψ(ψ) that
reproduces the fluctuations as an expectation value over the state itself. Question then is:
what would be the form of Ψ(ψ)? From the RHS of (2.34), one might presume Ψ(ψ), for a
given mode k, to be a state of the following form:∣∣∣Ψ(ψ)k (t)〉 = ∑
n
c(ψ)n (k, t) exp
[
−i
(
n+
1
2
)
ω
(ψ)
k t
]
|n; k, ψk〉, (2.35)
in the configuration space, expressed in terms of a linear combinations of the eigenstates
with time-dependent coefficients. This extra time-dependence is necessary because the
expectation value (2.34) involve mode expansions from (2.19) that could only relate one
up or one down states in the configuration space. Thus only a linear combination of
eigenstates for a given momentum k with time-dependent coefficients could provide the
temporal behavior with frequencies ωˆ
(ψ)
k (t) as in (2.21). However we will also need to
worry about an overlap integral of the form:∫
d10x ψ∓k(x, y, z)ψˆ±k′(x, y, z) h−12 (x, y) h
4/3
1 (y) ≡ r(k,k′), (2.36)
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between the spatial wave-function ψk(x, y, z) over the solitonic background (2.1) and the
spatial wave-function ψˆk′(x, y, z) over the M-theory uplifted background (2.4). This overlap
condition should in turn be compared to the orthogonality condition that appeared in
footnote 5. The question now is whether we can quantify the function r(k,k′). For this,
note that at any given time
√
Λ|t| ≡ T0, the uplifted metric (2.4) resembles the solitonic
background (2.1) by some redefinitions of the coordinates by constant factors, implying that
the wave-function ψˆk(x, y, z) cannot be very different from ψk(x, y, z). In other words, we
can expect:
ψˆk(x, y, z) =
∫
d10k′ r(k,k′)ψk′(x, y, z) ≈
∑
k′
rkk′ ψk′(x, y, z), (2.37)
where in the second equality we have assumed the wave-functions are discrete (i.e. in a
box). Our discussions above will tell us that the function r(k,k′) is sharply peaked near
k′ = k, implying that the overlap is sub-leading when k′ 6= k, in other words r(k,k′) ≈
rkδ
10(k − k′). This further means that c(ψ)n (k, t) coefficients in (2.35) are related by the
following set of equations, the first one being17:√
2ω
(ψ)
k b
(ψ)
k exp
(
iω
(ψ)
k t
)
g(ψ)(k, t) =
∑
n
√
n r(k, t) c(ψ)n (k, t)c
∗(ψ)
n−1(k, t) (2.38)
≡
∑
l
d
(ψ)
l (k) exp
[
−i
(
l +
1
2
)
ω
(ψ)
k t
]
,
where g(ψ)(k, t), as defined in (2.21), could in principle be a complex number; and r(k, t) =
rk∑
n
|c(ψ)n (k,t)|2
. Note that in the second line of (2.38), we have expressed the sum of the
17Note that for the generic relation, without imposing any specific condition on the overlap function
r(k,k′), one has to start with the following state:∣∣∣Ψ(ψ)(t)〉 ≡ ∣∣∣Ψ(ψ)k1 (t)〉⊗ ∣∣∣Ψ(ψ)k2 (t)〉 .... ≡ ⊗k ∣∣∣Ψ(ψ)k (t)〉
which is constructed out of the product of all allowed momenta k. Here we take them as discrete to give
some meaning to the otherwise infinite product of states labelled by the continuous variable k. Using this
as the input on the LHS of (2.34), and comparing the terms proportional to eµν(k, s), gives us the following
relation:
b
(ψ)
k exp
(
iω
(ψ)
k t
)
g(ψ)(k, t) = Z(t)
∫
d10k′√
2ω
(ψ)
k′
∑n √n r(k,k′) c(ψ)n (k′,t)c∗(ψ)n−1 (k′,t)∑
n
∣∣∣c(ψ)n (k′,t)∣∣∣2

which boils down to the first equality in (2.38) when r(k,k′) ≈ rkδ10(k−k′), upto the normalization factor
of Z. This factor is defined as:
Z(t) ≡ exp
[∫
d10k log
(∑
n
∣∣∣c(ψ)n (k, t)∣∣∣2
)]
which would not appear if we normalize the overall state
∣∣∣Ψ(ψ)(t)〉 from the start itself. Interestingly this
normalization factor is time-dependent, and so is
∑
n |c(ψ)n (k, t)|2. We will assume such normalization is
defined even for the state (2.35), so that with the delta function choice for r(k,k′) we can reproduce (2.38)
without any extra factors. Note however that the second equality in (2.38) is not much effected by choosing
a generic form of r(k,k′).
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products of the c
(ψ)
n (k, t) coefficients as another linear combination expressed in terms of
time-independent coefficients. In a similar vein, the other set becomes:√
2ω
(ψ)
k c
(ψ)
k exp
(
−iω(ψ)k t
) [
g(ψ)(k, t)
]−1
=
∑
n
√
n+ 1 r(k, t) c(ψ)n (k, t)c
∗(ψ)
n+1(k, t)
≡
∑
l
e
(ψ)
l (k) exp
[
−i
(
l +
1
2
)
ω
(ψ)
k t
]
,
(2.39)
where again we have expressed the sum of the products of c
(ψ)
n (k, t) coefficients in terms of
a series defined with coefficients e
(ψ)
l . These coefficients are not hard to find, and one can
show that:
d
(ψ)
l (k) ≡
√
2|ω(ψ)k |3/2b(ψ)k
∫ +∞
−∞
dt g(ψ)(k, t) exp
[
i
(
l +
3
2
)
ω
(ψ)
k t
]
e
(ψ)
l (k) ≡
√
2|ω(ψ)k |3/2c(ψ)k
∫ +∞
−∞
dt
[
g(ψ)(k, t)
]−1
exp
[
i
(
l − 1
2
)
ω
(ψ)
k t
]
, (2.40)
where the modulus keeps only the positive frequencies ω
(ψ)
k ; with g
(ψ)(k, t) as in (2.21) and
l ∈ Z. Note, because of the 3/2 and 1/2 modings, the integrands above are not inverse
of each other, and therefore the two coefficients d
(ψ)
l (k) and e
(ψ)
l (k) are different functions
of the momenta k. In IIB the only changes would be d9k instead of d10k in (2.34), and
g(ψ)(k, t) taking the form (2.24) instead of the one derived from (2.22). For example in
IIB, d
(ψ)
l (k) becomes:
d
(ψ)
l (k) =
√
2b
(ψ)
k∣∣l + 32 ∣∣
{
δ(k)− 2T cos
[(
l +
3
2
)
kT
]
+
2 sin
[(
l + 32
)
kT
]∣∣l + 32 ∣∣k
}
, (2.41)
where we have defined ω
(ψ)
k = k, and T as before is to be taken to be very large, but
not infinite. Expectedly the T behavior is similar to what we saw earlier in (2.27). Note
however that the first term fixes k to k = 0. Thus they are zero momentum states with
arbitrary energy, so will appear as off-shell states.
There is yet another condition in addition to (2.38) and (2.39), which has to do with
certain orthogonality relations between the states (2.13) and (2.35). To quantify this, let us
express the wave-function (2.13) as
〈
g˜µν(k)
∣∣∣Ψ(α)k (t)〉, where the ket would correspond to
the coherent state for momentum k. They are not orthogonal states, in addition to being
over-complete, but we want to demand at least the following orthogonality conditions:〈
Ψ
(ψ)
k′ (t)
∣∣∣δgµν(x, y, z)∣∣∣Ψ(α)k (t)〉 = 〈Ψ(α)k′ (t)∣∣∣δgµν(x, y, z)∣∣∣Ψ(ψ)k (t)〉 = 0, (2.42)
for all momenta k and for all time. The above orthogonality is a bit harder to achieve in
the light of the two additional constraints (2.38) and (2.39), but is not impossible given
that the number of c
(ψ)
n (k, t) coefficients are infinite in the definition of the state (2.35).
In fact since the ket
∣∣∣Ψ(α)k (t)〉 can be expressed as a linear combinations of eigen-states,
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(2.42) imposes two linear relations between the coefficients c
(ψ)
n (k, t), which become one
when the operator δgµν(x, y, z) becomes real. In either case then, a generic state of the
form: ∣∣∣Ψ(c1c2)k (t)〉 ≡ c1 ∣∣∣Ψ(α)k (t)〉+ c2 ∣∣∣Ψ(ψ)k (t)〉 , (2.43)
where (c1, c2), which are constants
18 independent of (k, t), would succinctly capture all the
information that we want once we take an expectation value of the operator δgµν(x, y, z)
over (2.43) and add the background solitonic value in the following way:
ηµν
h2(x, y)
+
1
N
∫
d10k
〈
Ψ
(c1c2)
k (t)
∣∣∣δgµν(x, y, z)∣∣∣Ψ(c1c2)k (t)〉 , (2.44)
where c1 = 1, c2 = 0 reproduces the classical de Sitter background and c1 = 1, c2 6=
0 reproduces the fluctuation spectra over the classical de Sitter background with N =
〈Ψ(c1c2)k (t)
∣∣Ψ(c1c2)k (t)〉. The miraculous thing is that all these are over the solitonic back-
ground (2.1) and we are able to reproduce the de Sitter results as expectation values.
The other metric modes of the theory, namely gmn, gαβ and gab would also be described
using coherent state wave-functions of the form (2.13), although specific details of the con-
structions might differ. The interactions that are required to construct the fluctuation
wave-functions (ηk, ξk, ζk), i.e. the solutions of the corresponding Schro¨dinger equations,
are necessarily with the soliton themselves and all interactions between the modes (includ-
ing self-interactions) go in the definition of the interacting Hamiltonian. This interacting
Hamiltonian becomes more complicated once the UV degrees of freedom are further inte-
grated out. One could also spell out equivalent operator and Feynman prescription as in
(2.16) and (2.18) respectively. These description do become simpler from 2+1 dimensional
perspective because the internal metric appear as scalar fields there. We will come back to
this a bit later.
2.3 Graviton numbers and excited coherent states
Let us take this opportunity to discuss two related topics, one, dealing with the number of
gravitons in a coherent state and two, dealing with the excitation of a coherent state. The
second case, i.e. the one related to excited coherent states, is a rich subject in itself and
basically deals with the dynamics of a coherent state once we add m number of gravitons.
This was originally developed for the photon case by Agarwal and Tara [34], and unfortu-
nately here we will only be able to elaborate the bare minimum required for our purpose.
Interested readers may want to go to the original papers in the subject starting with [34].
The question that we want to ask here is what happens when we fluctuate the coher-
ent state, with wave-function Ψ
[
α
(ψ)
µν (k,t)
]
(g˜µν(k), t) as in (2.13), by adding m number of
gravitons of momenta k. The goal of the exercise is to see whether there is any tangi-
ble connection between graviton-added coherent states (GACS) and the state
∣∣∣Ψ(c1c2)k (t)〉
constructed in (2.43).
18Note that the states
∣∣∣Ψ(α)k (t)〉 and ∣∣∣Ψ(ψ)k (t)〉 are not necessarily orthogonal to each other. Additionally
two coherent states
∣∣∣Ψ(α)k (t)〉 and ∣∣∣Ψ(β)k (t)〉 are also not orthogonal to each other unless ∣∣∣α(ψ)k − β(ψ)k ∣∣∣ 0.
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To proceed, certain redefinitions of the coordinates in the configuration space might
ease our computations. For example in the configuration space wave-function (2.13), we can
redefine the Fourier modes g˜µν(k) and α˜µν(k, t) as eµνfk and eµνα
(ψ)
k (t) respectively with
the condition eµνe
µν ≡ 1 with no sum over repeated indices implied. The fk appearing
here is the same fk that appears in the definition of the creation and the annihilation
operators in (2.32). Thus our way of expressing the Fourier modes would then be generic.
However the condition on the polarization tensor is not generic and there exists other ways
to fix the product, but for our purpose we will stick to the simplest case here. With these
definitions, the form of our wave-function (2.13) simplifies from:
Ψ
[
α
(ψ)
µν (k,t)
]
(g˜µν(k), t) ≡
〈
g˜µν(k)
∣∣∣Ψ(α)k (t)〉 −→ Ψ(α)k (fk, t) ≡ 〈fk∣∣∣Ψ(α)k (t)〉 , (2.45)
implying that the coherent state that control the dynamics for any momentum k and any
instant of time t is
∣∣∣Ψ(α)k (t)〉. Question we want to ask is what happens when the coherent
state is acted on by an operator of the form:
G(ψ)
(
ak + a
†
k; t
)
≡
∞∑
n=0
C
(ψ)
nk (t)
(
z1ak + z2a
†
k
)n
, (2.46)
where C
(ψ)
nk (t) are generic time-dependent coefficients and zi are time-independent con-
stants. Note that this operation will lead to a state more generic than the usual Agarwal-
Tara [34] type state19, but more importantly the time-dependent coefficients in (2.46) might
tie up with what we discussed in the previous section. The state then becomes:
∣∣∣Ψ(αg)k 〉 ≡ G(ψ) (ak + a†k; t) ∣∣∣Ψ(α)k (t)〉 = ∞∑
n=0
C
(ψ)
nk (t)
(
− i√
2
)n
Hn
 i
(
z2a
†
k + z1α
(ψ)
k (t)
)
√
2z1z2
 ∣∣∣Ψ(α)k (t)〉 ,
(2.47)
where Hn(x) are the Hermite polynomials, now expressed in terms of the creation operator
a†k for any given mode k. The coherent states
∣∣∣Ψ(α)k (t)〉, on the other hand, may be
expressed as linear combinations of the eigenstates exp
[
−i (n+ 12)ω(ψ)k t] |n; k, ψk〉, which
immediately ties up (2.47) to (2.35). This means the coefficients C
(ψ)
nk (t) of (2.47) should
be related to the coefficients c
(ψ)
n (k, t) of (2.35). The relation is not too hard to find, and
may be expressed as:
c(ψ)m (k, t) =
∞∑
n=0
(−i)nC(ψ)nk (t) Hn
i
√
ω
(ψ)
k
z1z2
z2fk − z2b2 ∂
∂f∗k
+
z1α
(ψ)
k (t)√
2ω
(ψ)
k
 exp
−
∣∣∣α(ψ)k (t)∣∣∣2
2

(
α
(ψ)
k (0)
)m
√
2nm!
,
(2.48)
19Recall that the Agarwal-Tara state [34] is for the limit where (z1, z2) = (0, 1) and C
(ψ)
nk (t) = δnm with
m ∈ Z. Here we will explore a more generalized version of this by keeping both zi non-zero and switching
on time-dependent coefficients.
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where b2 is the same parameter that appears in the vacuum wave-function (2.30) and we
have expressed the Hermite polynomial of operators in terms of Schro¨dinger representa-
tion so that it can directly act on the wave-functions in the configuration space. In this
sense (2.48) is more like an operator relation where the LHS should be thought of as an
identity operator modulated by the constant factor of c
(ψ)
m (k, t) whereas the RHS is a sum
of operators in Schro¨dinger formalism. One could in principle work out an operator free
relation between the coefficients c
(ψ)
m (k, t) and C
(ψ)
nk (t) by acting the creation operator a
†
k
inside the Hermite polynomial iteratively from (2.47), but since this will lead to no new
physics beyond the fact that the coefficients are connected, we will refrain from indulging
in a more convoluted exercise here. Instead, from the fact that the two states
∣∣∣Ψ(αg)k 〉 from
(2.47) and
∣∣∣Ψ(ψ)k 〉 from (2.35) are related, we can then propose that the state ∣∣∣Ψ(c1c2)k 〉
from (2.43) may be directly related to the coherent state
∣∣∣Ψ(α)k 〉 via the following relation:∣∣∣Ψ(c1c2)k (t)〉 = [c1 + c2 G(ψ)(ak + a†k; t)] ∣∣∣Ψ(α)k (t)〉 , (2.49)
where the operator G(ψ)(ak + a†k; t) is defined in (2.46). The relation (2.49) is valid for all
time t, and we get pure coherent state for vanishing20 c2. The relation (2.49) also leads us
to conclude the following:
Four-dimensional de Sitter space is a Glauber-Sudarshan state [25, 26] in string theory,
or alternatively, a coherent state in string theory. Similarly fluctuations over a de Sitter
space appear from a generalized Agarwal-Tara state [34], or alternatively, from a gen-
eralized graviton-added coherent state. Both these descriptions are over supersymmetric
Minkowski backgrounds, or more generically, over supersymmetric solitonic backgrounds.
In the rest of the paper we will make the above statement more precise and concrete
by answering many issues that may arise in an actual realization of de Sitter space as a
coherent state.
The realization (2.49) tells us that the fluctuations over a de Sitter space in our analysis
can be inferred by adding extra gravitons to our coherent state. Recall that the coherent
state is already a condensation of gravitons, so the natural question is to ask about the
number of gravitons in a state like (2.49). Such an analysis should shed some light not only
on the entropy of the de Sitter space itself but also on how the entropy changes by adding
fluctuations over the de Sitter space. First however we should determine the total number
of gravitons packed in the coherent states for all the allowed accessible modes k. The
wave-function for such a state may be represented by the following integral representation:
Ψ(α)(f, t) =
〈
f
∣∣∣Ψ(α)(t)〉 ≡ exp(∫ +∞
−∞
d10k log
〈
fk
∣∣∣Ψ(α)k (t)〉) , (2.50)
where the ket |f〉 denotes the coordinates in the configuration space for all the modes
k. We have also used the simplifying notation as in (2.45) which, although useful to
20Interestingly, for non-vanishing c2 but vanishing z2 in (2.46), we get back the coherent state.
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avoid clutter, loses the information about the fact that it is only the ψk(x, y, z) part of
the whole system. This means the above wave-function is still not the full wave-function
in the configuration space that reproduces the M-theory space-time metric configuration
(2.4) as the most probable outcome. Nevertheless it is a useful guide for what is about to
follow. For example, the number N (ψ) of gravitons in such a state is then the standard
expectation value of the number operator over the state (2.50). Since we know the precise
wave-functions for every mode k from (2.13), the number of gravitons becomes:
N (ψ) ≡
∫ +∞
−∞
d10k
∣∣∣α(ψ)k (0)∣∣∣2 , (2.51)
which, as we warned before, is not the full answer yet. It only tells us about the number of
gravitons with space-time wave-functions as in (2.33). What about the number of gravitons
in a state like (2.47)? Can we pack arbitrary number of gravitons in such a state? This is
where the issue of back-reaction comes in.
A necessary requirement for the GACS to be identified as fluctuations over a de Sitter
space-time would be that the back-reaction corresponding to this state is under control. In
usual perturbation theory over de Sitter, the standard back-reaction constraint for such a
system would be to imply that the energy in the fluctuation fields are much smaller than
the energy density of the background. In our case, the analogous relation would imply that
the energy density of the fluctuations in the GACS state has to be significantly smaller
compared to the energy density of our Glauber-Sudarshan state. The subtlety for our
construction lies in the fact that both these states are constructed over a solitonic vacuum
and one cannot use a simple expression, such as M2pH
2, to characterize the Hubble scale of
the background21.
Having said this, it is easy to see that the energy in the wave-function (2.13) can be
calculated analogously to the way the number of gravitons were calculated in (2.51), and
is given by:
E(ψ) ≡
∫ ∞
−∞
d10k ω
(ψ)
k
∣∣∣α(ψ)k (0)∣∣∣2 , (2.52)
keeping in mind, as usual, that this only corresponds to gravitons with space-time wave-
functions as in (2.33). In a similar vein, one can calculate the energy of the gravitons
packed in the GACS state (2.36) as:
E(αg) ≡
∑
n
∫ ∞
−∞
d10k ω
(ψ)
k n
∣∣∣c(ψ)n (k, 0)∣∣∣2 . (2.53)
At first sight, it might seem odd that there is no α
(ψ)
k dependence of this expression since
we have stressed that fluctuations over de Sitter space as a GACS. However, keep in mind
that while expressing the state (2.36) as a generalized Agarwal-Tara state in (2.49), we
have expressed the coefficients c
(ψ)
n in terms of the coefficients C
(ψ)
nk (see (2.48)), we had to
21Although, note that, we expect such an effective description to emerge from our Glauber-Sudarshan
wave-function just as a cosmological constant is emergent in this case.
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include several terms which depend on α
(ψ)
k . Now that we are assured of the consistency
of our treatment, let us finally recall that our generic state from (2.43), or in (2.49), comes
with (constant) pre-factors c1 and c2.
This is all good, and points towards the consistency of our treatment, both for the de
Sitter space viewed as a coherent state and fluctuations over the de Sitter space viewed as
a GACS. Therefore, given these results, it is easy to express our backreaction constraint
as:
c21 E
(ψ)  c22 E(αg) . (2.54)
It is important for our generic state defined in (2.49) to always satisfy the above condition
for it to be able to describe small fluctuations over de Sitter space-time. The limiting
condition of c1 → 1, c2 → 0 is trivially satisfied, implying that there exists no extra
condition for the existence of our Glauber-Sudarshan de Sitter state, as it should. Note
that we are not suggesting that the above condition must always be valid for the state
(2.49), but rather that if such a violation occurs, one cannot interpret the system as a de
Sitter state, with small fluctuations on it, over a solitonic vacuum.
Another thing to note from (2.51), (2.52) and (2.53) is that we have integrated over
all allowed momenta, implying an access to arbitrarily short distances. Such an analysis
has to be reconsidered in the light of the Wilsonian effective action, which allows us to
access momenta |k| ≤ Mp. The modes lying between Mp ≤ |k| ≤ ΛUV, where ΛUV is the
short distance cut-off, are integrated out resulting in a non-trivial effective action. Does
our de Sitter space, resulting from the coherent state construction, survive the tower of
quantum corrections coming from integrating out momentum shell from the cut-off ΛUV
to Mp? This question clearly cannot be answered from what we did so far: while certain
interactions were entertained in the construction of the solitonic vacuum and from there
the coherent states, our analysis no way mixes the k and k′ modes in any way. In fact not
only the modes don’t mix, the various sectors represented by the four set of wave-functions
in (2.7) do not mix either. However this is not the only short-coming: the worse is yet to
come. There are also modes coming from the G-fluxes, that will have their own sectors
represented by similar spatial wave-functions. These modes should mix amongst each
other, and they should also mix with the modes of the gravitational sector that we made
meticulous efforts to construct in the previous sections. In addition to that there are also
higher order perturbative and non-perturbative, as well as local and non-local, quantum
corrections (including topological ones!). How do we know, when we let everything mix
amongst each other, the de Sitter state would survive in the final theory?
The above question looks almost like an impossible question to answer, but if we
carefully analyze the situation, this may not be that difficult. In the following section we
will start by discussing one possible approach to address this question.
2.4 The interacting quantum vacuum and coherent states
A way to address question like this is to start by laying out all the contents of our inter-
acting configuration space. Needless to say, from eleven-dimensional point of view, these
– 34 –
interactions are going to be highly non-trivial. First, however there is some light at the
end of the tunnel: the Wilsonian analysis can be performed because the modes, at least
what we argued from (2.7), do not have time-dependent frequencies although their spatial
wave-functions could be non-trivial implying, in turn, that there are no trans-Planckian
issues plaguing our analysis. Secondly, there is a possibility that mixing of the modes from
each sector (i.e. from the gravitational as well as the G-fluxes) will allow us to create new
sectors with their own mixed spatial wave-functions, and with new creation and annihila-
tion operators, on which we can have our coherent states. The vacuum of the mixed sector
will be non-trivial, which is nothing but the interacting vacuum generated from:
|Ω(t)〉 ∝ lim
T→∞(1−i)
exp
(
−i
∫ t
−T
d11x Hint
)
|0〉, (2.55)
where Hint is the interacting Hamiltonian in M-theory that we will specify soon. In fact
Hint contains all information about the local and non-local, that include the perturbative,
non-perturbative and topological, quantum corrections. The state that we are looking for,
in light of what we discussed earlier, and in the fully interacting theory, may be expressed
as:
Ψ
(α)
Ω (f, t) ≡
〈
f
∣∣D(α(t))∣∣Ω(t)〉, (2.56)
where the ket |f〉, as before, is the coordinate of the interacting configuration space, |Ω(t)〉
is the same interacting vacuum as in (2.55), and D(α(t)) is the displacement operator that
shifts the interacting vacuum in the configuration space. The question then is: does this
create a coherent state in the interacting theory?
Even before we start answering this question, the very meaning of a displacement
operator in an interacting theory is not clear. From the mode-by-mode analysis that we
did above, an interacting theory will not only be highly anharmonic, to say the least,
but will also have interactions between the modes themselves. Such interaction would
typically take us away from the simple-harmonic-oscillator regime, but if the interactions
have perturbative expansions then we can at least formally write:
D(α(t))
∣∣Ω(t)〉 ∝ D(α(t))|0〉+ ∞∑
n=1
(−i)n
n!
D(α(t))
∫ t
−T
dt1....dtnT
{
n∏
i=1
∫
d10xiHint (ti,xi, yi, zi)
}
|0〉,
(2.57)
where in the second term we still have to allow T →∞(1− i) to avoid other interacting
states to emerge in the sum; and T denotes time-ordering. Here |0〉 is the solitonic vacuum
whose wave-function may be described as:
Ψ0(f) ≡ 〈f |0〉 = exp
(∫ +∞
−∞
d10k log Ψ0(fk)
)
, (2.58)
with |f〉 denoting the coordinates in the configuration space with a wave-function Ψ0(fk)
for every mode k. This wave-function will have further finer sub-divisions22 if we want to
22Even further if we want to incorporate all the spatial wave-functions describing the components of
G-fluxes. We will avoid these complications for the time being and deal with them a bit later.
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describe all the spatial wave-functions in (2.7) for any given mode k. Once we know the
ground state wave-function, the constants of proportionalities in (2.55) and (2.57) are both
related to the overlap function 〈Ω(t)|0〉.
The above identification (2.57) would still make no sense unless we identify the dis-
placement operator D(α(t)) for the interacting theory. In our earlier analysis with coherent
states, the displacement operator is defined by exponentiating the creation and the anni-
hilation operators. For a highly interacting theory, there is no simple description of the
creation and the annihilation operators, but we can define two operators that take the
following form:
aeff(k, t) = ak +
∑
l,n,m
∫
d10k1.....d
10knd
10k′1.....d
10k′m clnm flk
(
ak1 .....akna
†
k′1
.....a†k′m ; t
)
a†eff(k, t) = a
†
k +
∑
l,n,m
∫
d10k1.....d
10knd
10k′1.....d
10k′m c
∗
lnm f
†
lk
(
ak1 .....akna
†
k′1
.....a†k′m ; t
)
,
(2.59)
such that aeff(k, t) annihilates
23 the interacting vacuum |Ω(t)〉. Here (ak, a†k) are as defined
in (2.32); and the conjugate transpose action on flk(...) acts in a standard way by complex
conjugating the coefficients and converting ak → a†k with due considerations to the ordering
of the operators. The operator definition in (2.59) makes sense if all the dimensionless
coefficients multiplying the operator products in the definition of flk are smaller than clnm
and c∗lnm; and additionally Re (clnm) << 1 and Im (clnm) << 1. If this be the case
24, then
the commutator brackets:[
aeff(k, t), a
†
eff(k
′, t)
]
= δ10(k− k′) +O (clnm)[
aeff(k, t), aeff(k
′, t)
]
= O (c2lnm) = [a†eff(k, t), a†eff(k′, t)] , (2.60)
would tell us how far are we from a simple-harmonic-oscillator description in the configu-
ration space. Note three things: one, the first commutator in (2.60) has O(clnm) correction
term whereas the second commutator has O(c2lnm) correction term; two, due to the O(clnm)
correction term, a†eff(k, t) cannot be defined as a standard creation operator like a
†
k; and
three, the appearance of t in the definitions of the operators in (2.59). The former implies
23This will still not fix the form of aeff unambiguously unless more conditions are specified. For the time
being it will suffice to assume that at least a particular aeff exists in the theory that mixes all the harmonic
creation and annihilation operators for each modes k in the simplest possible way. More elaborations on
this will be dealt in section 3.3. .
24The coefficients clnm are related to the coupling constants of the theory and therefore one would expect
non-perturbative corrections like 1
clnm
to appear too (n, l and m are not Lorentz indices!). In string theory,
clnm, or any other coefficients, can only be proportional to gs, the string coupling (which we shall specify
later). As such one expects non-perturbative series in 1
gs
to appear. However these inverse gs factors
can be resummed as a resurgent trans series to exp
(
− 1
g
1/3
s
)
, or to exp
(
− 1
clnm
)
here. They become
arbitrarily smaller than any polynomial powers of gs or clnm in the limit gs << 1 (or Re (clnm) << 1 and
Im (clnm) << 1), and therefore can be ignored in (2.59). We will discuss more about this when we study
the interacting Hamiltonian in M-theory in section 3.
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stronger suppression of the second commutator whereas the latter means the commutation
relations (2.60) continue for the range of time that keeps all the dimensionless coefficients
entering in the definition (2.59) under perturbative control implying, in turn, that the two
operators in the second set of commutators of (2.59) remain orthogonal when k 6= k′ up-to
O (c2lnm). Therefore using (2.60) we can give the following operator definition of D(α(t)):
D(α(t)) ≡ exp
(
−1
2
|α|2
)
exp
(
αa†eff
)
exp (−α∗aeff) (2.61)
= exp
[
αa†eff − α∗aeff −
1
2
|α|2 +
∞∑
n=1
1
n(n+ 1)
∫ 1
0
dh
(
I− exp(L
αa
†
eff
)exp (hL−α∗aeff )
)n
α∗aeff
]
which would be similar in spirit of the definition of a displacement operator that was used to
generate the coherent states earlier25. We will call the shifted interacting vacuum D(σ)|Ω〉
as the generalized Glauber-Sudarshan state to distinguish it from the original Glauber-
Sudarshan state created out of the shifted harmonic vacuum D0(σ)|0〉. The second equality
in (2.61) comes from using the generic form of the Baker-Campbell-Hausdorff relation. The
other terms may be defined as follows. I is the identity operator (in the relevant basis),
and we have used the following definitions of the products of operators and parameters in
(2.61):
αa†eff =
∫
d10k eµν(k, s)α(ψ)µν (k, t)a
†
eff(k, t), |α|2 =
∫
d10k α(ψ)µν (k, t)α
∗(ψ)µν(k, t) (2.62)
L
αa†eff
(α∗aeff) =
∫
d10kd10k′eµν(k, s)e∗σρ(k′, s)α(ψ)µν (k, t)α
∗(ψ)
ρσ (k
′, t)
[
a†eff(k, t), aeff(k
′, t)
]
,
where, as before, the repeated indices are not summed over as we are only dealing with
the wave-functions (both spatial and in the configuration space) associated with the metric
mode gµν(x, y, z). Note that the operator action of Lαa†eff on α
∗aeff from (2.62), when
combined with (2.60), generates one term that exactly cancels the −12 |α|2 piece in (2.61).
This is as it should be, but now we see that more involved operator products also emerge
in addition to the expected answers. However one would also like to compare the difference
operator:
Q(ψ)1 ≡
∣∣∣∣∣exp(αa†eff)−∏
k
exp
(
eµν(k, s)α(ψ)µν (k, t)a
†
eff(k, t)
)∣∣∣∣∣ , (2.63)
where for simplicity we have taken discrete momenta k to give meaning to the second term
above. We can similarly define Q(ψ)2 by the following replacement: a
†
eff → aeff , α→ α∗ and
α
(ψ)
µν → α∗(ψ)µν appropriately in (2.63). The operator Q(ψ)1 is identically zero for free theory
25Another definition of the displacement operator may be given by taking only the first two terms from
(2.61), namely D(α(t)) = exp
(
αa†eff − α∗aeff
)
. This definition, although closer in spirit to the definition of
displacement operator in free theory, does not reproduce the simple product relation in the first equality
of (2.61). In other words, if we want to express this definition of the displacement operator also as eAeB
where (A,B) are two operators, they cannot be some simple combinations of aeff and a
†
eff . Clearly either
definitions would work in the limit clnm → 0, but since we wish to explore dynamics governed by clnm < 1,
the choice (2.61) is better suited for us.
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and can be made arbitrarily small when clnm → 0, and therefore serves as a signature of
how interacting the theory is. One may similarly define the conjugate difference operator
|Q(ψ)2 − Q†(ψ)1 | which do not vanish either. Either of these serves as a good focal point to
study interactions, but more importantly they signify how efficiently one may study the
coherent states in an interacting theory using the operator definition (2.61).
With these, we are almost ready to write down the wave-function in the configuration
space for the interacting vacuum |Ω(t)〉 when it is displaced by an amount26 α(ψ)µν (k, t)
for any mode k. However since the modes mix non-trivially, the wave-function should be
expressed, not in terms of individual modes k, but in terms of the field itself. The field in
question is the space-time metric component gµν(x, y, z) at any given instant of time. In
the limit where aeff(k, 0)→ ak and a†eff(k, 0)→ a†, i.e. when clnm = 0 (see footnote 8) the
displacement operator is the free-field one and will be denoted by D0(α(t)). This means
we can define an operator27:
δD(α(t)) = D(α(t))− D0(α(t)), (2.64)
which is by construction perturbatively controlled by the coefficients clnm, with D(α(t)) as
in (2.61). It is also clear that there is a free field displacement operator for any mode k,
and they generically commute amongst each other. Therefore putting everything together,
the wave-function for the shifted interacting vacuum can be expressed as:
Ψ
(α)
Ω (gµν , t) = exp
[∫ +∞
−∞
d10k log
(
Ψ
(α)
k (g˜µν(k), t)
)]
+
∫
Dg′µν〈gµν
∣∣δD(α(t))∣∣g′µν〉Ψ0(g′µν) (2.65)
+
∑
n
(−i)n
n!
∫
Dg′µνDgˆµν〈D(α(t))〉
∫ t
−T
dt1.....dtn〈gˆµν
∣∣T{ n∏
i=1
∫
d10xiHint (ti,xi, yi, zi)
}∣∣g′µν〉Ψ0 (g′µν) ,
26Here as a trial example we are displacing by an amount α
(ψ)
µν (k, t) from (2.17). As we shall see soon,
such a choice reproduces correct answers up to O
(
g
|a|
s
Mbp
)
corrections. The actual choice of shift that does
not allow extra corrections terms is more subtle and we will have to wait till section 3.3 to get more exact
results. For the time being this will suffice.
27Expressing the displacement operator (2.61) as a linear combination of the free-field displacement
operator D0(α) and perturbatively controlled corrections δD(α), has an additional advantage of elucidating
some of the properties expected of this operator. They are listed as follows.
D−1(α) = D−10 (α)− D−10 (α)δD(α)D−10 (α) + ....
D†(α) = D†0(α) + (δD)
†(α), D(−α) = D0(−α) + δD(−α),
which would tell us that while the equalities D†0(α) = D
−1
0 (α) = D0(−α) are exact, similar equalities for
D(α) are only true to O (δD(α)), implying that D(α) is only approximately unitary. In a similar vein one
may easily see that:
D†(α)aeffD(α) =
(
D†0(α) + (δD)
†(α)
)
(a+O(clnm)) (D0(α) + δD(α))
= a+ α+O (δD(α)) +O
(
δD†(α)
)
+O (clnm, δD(α)) +O
(|δD(α)|2) ,
where the first two terms in the second equality would relate to the expected identity if one replaces D(α)
by D0(α). Taking the conjugate of the operator relation above would provide yet another identity. Clearly
since the RHS of the above equation do not amount to aeff + α, or, from its conjugate identity, a
†
eff + α
∗,
the state created by the action of D(α) on the interacting vacuum |Ω〉 will not be a coherent state, at least
not exactly. This will also become clear from the wave-function (2.65) discussed below.
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where 〈D(α(t))〉 ≡ 〈gµν
∣∣D(α(t))∣∣gˆµν〉, which is similar to how we defined the expectation
value of δD(α) above. The other parameters appearing above are the wave-functions that
are defined as follows: Ψ0
(
g′µν
)
is the vacuum wave-function in the configuration space
defined over the free vacuum exactly as in (2.58); and Ψ
(α)
k (g˜µν(k), t) is the coherent state
wave-function that we derived earlier in (2.13). Here, as promised above, we have defined
the wave-functions for all modes, but restricted ourselves to only the space-time compo-
nent gµν . There exists a more complete wave-function for all modes and all components,
including the ones from the G-fluxes, but we will not discuss this right now. In fact the
full wave-function is not necessary as (2.65) is enough to elucidate the main point of our
analysis: the dominant part of the shifted vacuum wave-function for the interacting theory
is indeed given by the Glauber-Sudarshan wave-function for the harmonic theory. The
remaining two terms of (2.65) are the perturbative corrections controlled by clnm from
(2.61).
The third term that appears in (2.65) is interesting by itself. It involves the interacting
Hamiltonian Hint from M-theory and is thus a much more complicated object. The action
of this interacting Hamiltonian, acting on the field states |gµν〉, is an integrated action,
namely, that we integrate from −T = −∞ (in a slightly imaginary direction) to the present
time t (or more appropriately
√
Λt to make this dimensionless). There are clearly three
possible outcomes of such an integrated action:
(1) The integrated action of the Hamiltonian Hint over the range of time from −T = −∞
till the present epoch
√
Λt, along-with the effects from (2.64), exactly cancels out so that
the system continues to evolve classically over an indefinite period of time.
(2) The combined action of the interacting Hamiltonian and the operator (2.64), over the
integrated period of time, allows the classical feature to persist exactly for a certain interval
of time beyond which the system becomes truly quantum. The point of time at which such
classical to quantum transition happens should be related to the quantum break time of
the system28.
(3) The combined action of the interacting Hamiltonian and the operator (2.64), do con-
tribute non-zero values over the integrated period of time, but never enough to change
substantially the behavior of the mode-by-mode wave-function (2.13). As such the system
continues to allow classical configurations, like (2.4) with perturbative corrections, either
as most probable outcomes or as expectation values.
It is clear that we can safely disregard option 1, as it is highly unlikely that quantum
corrections could cancel exactly to allow for the quantum system to evolve classically and
28It is interesting to compare the quantum break time as proposed in [28] and the one that we want to
consider in (2.80). Our choice of the temporal domain is motivated by the behavior of the string coupling,
or more appropriately
g2s√
h(y)
, till it hits strong coupling because beyond that we have no control on the
dynamics. The behavior of the Glauber-Sudarshan state also becomes out of control once strong coupling
sets in. This noticeable different approach of dealing with the quantum break time from [28] has it’s roots
in the actual string dynamics underlying the system.
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over an indefinite period of time. The choice then is between options 2 and 3. In the
following we will discuss which of the two options would favor our system.
2.5 A path integral approach for the displaced vacuum
We will start by revisiting the computation of the expectation value in (2.16), but now using
the path-integral formalism so that we can generalize this to extract relevant information
from the displaced interacting vacuum (2.57).
We will start with a simple example from free massive scalar field theory in 3 + 1
dimensions with a mass term given by m. Our aim would be to reproduce the expectation
value of the scalar field ϕ on a coherent state |α〉, using path integral formalism. The
vacuum of this theory is simple, its given by ϕ = 0, which makes the analysis even simpler.
In fact it also makes ψk(x) = exp (−ik · x). We could of course generalize this to allow more
non-trivial solitonic solution, and go to the harmonic oscillator regime where the spatial
wave-functions are given by a non-trivial function ψk(x), but will avoid these complications
for the time being. However since we want to use path integrals, we will resort to a more
off-shell description of the fields as the following Fourier expansion:
ϕ(x) =
∫
d4k ϕ(k, k0) exp (ik · x) , (2.66)
where we have used the mostly minus signature for this example, and k ≡ (k, k0). There
is no relation between k0 and k right now, so the fields are off-shell. We will also need to
express the creation and the annihilation operators (2.32) in terms of the Fourier modes
(2.66) without involving any derivatives because the path integral formalism prefers fields
instead of operators. In fact this is not hard and the answer is to replace these operators
by:
ak =
√
ωk
2
(
ϕˆk +
ipˆik
ωk
)
→ (ωk + k0)ϕk
a†k =
√
ωk
2
(
ϕˆ∗k −
ipˆi∗k
ωk
)
→ (ωk + k0)ϕ∗k, (2.67)
where, the hatted quantities are the operators29 ; and we have used a slightly different
definition from (2.32) because of the change of signature, and ϕk ≡ ϕ(k, k0). The conjugate
29Note the absence of
√
2ωk in the second equalities of (2.67), although the first equalities demand it.
This is because the standard mode expansion in field theory appears with a measure d
3k√
2ωk
, and thus the
creation and the annihilation operators are required to have this as prefactors (see (2.32)). Once we go
to the field description we allow off-shell quantities; however this is a bit puzzling from (2.29) which is
expressed in terms of on-shell quantities in the Heisenberg formalism (the integral is also ddk and not
dd+1k). A simple way out is to define the measure as d
3k
2ωk
≡ ∫
k0
d4k δ(k2−m2) so that it may be expressed
as a four-dimensional integral. One can then claim that the operator form, i.e. using (2.32), is a special
case where we take a four-dimensional integral with fields and put it on-shell when we replace the fields
by the operators (2.32). This introduces a pre-factor of ωk in the second equalities of (2.67) which cancel
against the inverse ωk factors in the definition of the conjugate momentum. The extra factor of
1
2
, which
appears from (2.29), cancels out also leaving us with the two rightmost quantities in (2.67) without any
other numerical factors. It also matches up with (2.13) as well as with (2.68). As we shall see below, this
helps us to get the appropriate residue at the pole k0 = ωk.
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momentum30 pik ≡ −ik0ϕk, and note the appearance of ωk + k0, ωk being the usual√
k2 +m2, which is the sign that this is an off-shell definition. In fact these definitions
help us to express31:
exp
(
αa†
)
→ exp
[∫ +∞
−∞
d4k (ωk + k0) α˜kϕ
∗
k
]
, (2.68)
and similar description for the conjugate operator exp (α∗a). Such a description is useful
because we can define the coherent states as an action of Dˆ0(α) over the free vacuum in
the following way:
Dˆ0(α)|0〉 ≡ exp
(
αa† − |α|
2
2
)
|0〉, (2.69)
with |0〉 being the free vacuum, with Dˆ0(α) differing from D0(α) by not being unitary. This
will necessitate a division by 〈α|α〉 in the path-integrals to keep the normalization straight.
Combining everything together, the expectation of the scalar field on the coherent state
may be expressed as:
〈ϕ(x)〉α = 〈α|ϕ(x)|α〉〈α|α〉 =
∫ Dϕ eiS0Dˆ†0(α) ϕ(x) Dˆ0(α)∫ Dϕ eiS0Dˆ†0(α)Dˆ0(α) , (2.70)
where S0 is the action for the free scalar field and here it may be written as an integral of
the form S0 ≡
∫
d4k(k2−m2)|ϕk|2. The path integral (2.70) involve various nested integrals
and therefore to perform the integrals efficiently it will be advisable to use discrete sum.
This is all very standard, so we simply show one step of how to express the numerator of
the path integral (the second equality in (2.70)) in the following way32:
∫
Dϕ eiS0 Dˆ†0(α) ϕ(x) Dˆ0(α) =
(∏
k
∫
d (Re ϕk) d (Im ϕk)
)
exp
[
i
V
∑
k
(
k2 −m2) |ϕk|2] (2.71)
× exp
[
2
V
∑
k′
(
ωk′ + k
′
0
)
(Re α˜k′ Re ϕk′ + Im α˜k′ Im ϕk′)
]
× 1
V
∑
k′′
exp
(
ik′′ · x) (Re ϕk′′ + iIm ϕk′′) exp(− 1
V
∑
k′
αk′α
∗
k′
)
,
where V is the volume of the four-dimensional space (which is finite and that makes all
momenta discrete so that the sum could be performed). Even without introducing any
30Here regarded as a field and not as an operator.
31The expression inside the exponential factor in (2.68) appears to break Lorentz invariance, because
we chose to insert the factor ωk + k0 from the definition (2.67). In fact Lorentz invariance is actually not
broken because the quantity that appears on the exponential is not αk, rather α˜k. They are related by:
α˜k ≡ (k0 − ωk)α1(k) + αk
k0 + ωk
where α1(k) is an arbitrary function of k
2. For the cases that we would be interested in, α1(k) = 0, so the
term in the exponential will be simply αkϕ
∗
k, which in turn is a Lorentz invariant quantity.
32We will analyze the path integral using Lorentzian signature although, from Wilsonian sense Euclidean
signature serves better. We will resort to this a bit later when we actually discuss the Wilsonian effective
action.
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simplifications, we see that if the momenta (k, k′, k′′) are all different the integral (or more
appropriately the sum) vanishes. Thus the above integral can only give non-zero values if
the momenta at every stage of the sum are related to each other. This is a crucial point
and deserves some explanation. In the standard path integral, integrating a term linear
in ϕk would vanish because the gaussian functions from the action are all even functions.
Here however there is an additional exponential piece which is expressed by linear powers
of ϕk. As such this would shift the center of the gaussian giving a non-zero value for the
integral. In a similar vein the denominator of the path integral in (2.70) will be exactly
similar to (2.71) without the last term. Now to determine the precise value of the integral
(2.71) we can make a simplifying assumption that α˜k’s are real. The quadratic pieces in
ϕk’s then produce the necessary poles at k0 = ωk, rendering:
〈ϕ(x)〉α =
∫
d3k
2ωk
Re αk exp (iωkt− ik · x) , (2.72)
where the dk0 integral takes care of the poles by inserting appropriate residues, with the
off-shell part coming from an expression similar to (2.17). The result is close to what we
had in (2.16) once we replace the graviton field gµν by the scalar field and go to four-
dimensions. The graviton description is over a solitonic background and thus we see that
exp (ik · x) in (2.72) is to be replaced by ψk(x) (the two results (2.72) and (2.16) appear
to be complex conjugates of each other, once we replace ψk(x) by ψ−k(x), because of the
change of signature used here, as defined earlier).
This roundabout way of getting the simple result (2.72) (or (2.16)) is not without its
merit. It prepares us to tackle a much more involved problem associated to the displaced
interacting vacuum |Ω(t)〉. However before moving ahead it will be instructive to resolve
one puzzle associated to the path integral computation that we presented above. The
puzzle involve the usage of Dˆ0(α) instead of D0(α) in (2.70). If we had used D0(α), the
integral (2.70) or (2.71) would have vanished because of the unitary nature of D0(α) (it is
no longer an operator in the Feynman formalism as seen from (2.68)). The reason for this
apparent discrepancy lies on the following redundancy of the free vacuum |0〉:
f(a)|0〉 ≡
(
1 +
∞∑
n=1
cna
n
)
|0〉 = |0〉, (2.73)
for n ∈ Z+ but cn any positive or negative number, with a being the annihilation operator.
This means that there is always an ambiguity when we choose D0(α): both D0(α) and
D0(α)G (f(a)), with G(f) being any functional of f(a), would create the same coherent
state implying, we can always use G(f) to eliminate the a dependence of D0(α) and instead
use the definition (2.69), which is non-unitary. If we make the same change in (2.64), then
D(α(t)) in (2.61) may be re-expressed as D(α) = Dˆ0(α)+δD(α), which is again non-unitary.
Our aim now is to figure out which of the two options, options (2) or (3), in the previous
sub-section, would qualify our system. For that we want to compare the expectation value
of the metric operator on the coherent state |α〉. In other words we want to determine
〈gµν〉α with the assumption that:
D(α(t))|Ω(t)〉 ≡ |α〉, (2.74)
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and compare it with (2.70). Our aim would be to see how much the expectation value differs
from the expected answer (2.16). Any deviation from (2.16) would imply the deviation of
the configuration space wave-function from the Glauber-Sudarshan wave-function due to
the interaction Hamiltonian Hint. As such this might help us to quantify the contributions
from the interaction Hamiltonian.
We will start by assigning an off-shell description of the metric component gµν as in
(2.18). This is similar to what we did for the scalar field case in (2.66). One immediate
use of such a description is that it helps us to express the operators by fields, in the same
vein as in (2.68). In our case we expect33:
exp
(
αa†eff
)
→ exp
[∫ +∞
−∞
d11k α(ψ)µν (k, k0)g˜
∗µν(k, k0) + ......
]
, (2.75)
where no sum over the repeated indices are implied here and the dotted terms are higher
orders in α
(ψ)
µν (k, k0) and g˜
µν(k, k0) that could mix the momenta as well as the spatial indices
as expected from (2.59). One should also compare (2.75) to (2.62) where eµν(k, s)a†(k, t)
in (2.62) goes in the definition of the operator g˜µν(k, t, s) which is then converted to the
off-shell field g˜µν(k, k0) that appears in (2.75).
Our next couple of steps will be similar to what we had for the simple scalar field theory,
namely, we define the operator D(α) as in (2.69) with appropriate replacements from (2.75)
and (2.62). This is of course motivated from the fact that aeff(k, t)|Ω(t)〉 = 0 and therefore
the interacting vacuum has similar redundancy as in (2.73). This reproduces34:
D(α) = exp
[∫ +∞
−∞
d11k α(ψ)µν (k, k0)g˜
∗µν(k, k0)− 1
2
∫ +∞
−∞
d11k α(ψ)µν (k, k0)α
∗(ψ)µν(k, k0) + ....
]
, (2.76)
where the repeated indices are not summed over, and the dotted terms carry over from
(2.75). The eleven-dimensional integral tells us that the quantities appearing in (2.76) is
maximally off-shell. Putting everything together, the expectation value for metric compo-
nent over the coherent state becomes:
〈gµν(x, y, z)〉α =
∫
[Dgµν ] eiS D†(α) gµν(x, y, z) D(α)∫
[Dgµν ] eiS D†(α) D(α) , (2.77)
where S is now the full interacting lagrangian of M-theory (which we will specify a bit
later), and the first term from evaluating the path integral is the solitonic background
33See footnote 31 and 26.
34Its interesting to note that the form of the displacement operator D(α), as given by the first term in
(2.76), is somewhat similar to exponentiating the vertex operator V to create gravitons in string perturbation
theory, namely:
exp (V) = exp
(
1
4piα′
∫
d2σ
√
h hab∂aX
µ∂bX
ν gµν
)
≡ exp
(∫
d2k αµν(k)g˜µν(k)
)
where α′ is related to the string length, (a, b) denote the two-dimensional world-sheet coordinates, and Xµ
is the standard space-time coordinate. This similarity is of course not accidental because exponentiating
the vertex operator in string theory does create a coherent state of gravitons! Our construction here is
from eleven-dimensional point of view, and therefore more generic because of the absence of world-sheet in
M-theory.
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ηµν
h
2/3
2 (y,x)
as one would have expected. The other terms may be derived by computing the
path integral carefully. As in (2.71), the numerator of (2.77) takes the following form:
∫
[Dgµν ] eiSD†(α) δgµν D(α) =
(∏
k
∫
d (Re g˜µν(k)) d (Im g˜µν(k))
)
exp
[
i
V
∑
k
k2|g˜µν(k)|2 + iSsol + ...
]
× exp
[
2
V
∑
k′
(
Re α(ψ)µν (k
′) Re g˜µν(k′) + Im α(ψ)µν (k
′) Im g˜µν(k′)
)
+ ...
]
× 1
V
∑
k′′
ψk′′(x, y, z)e
−ik′′0 t (Re g˜µν(k′′) + iIm g˜µν(k′′)) exp(− 1
V
∑
k′
|α(ψ)µν (k′)|2
)
,
(2.78)
where Ssol is the action for the solitonic background (2.4) (plus the contributions from the
G-fluxes that we will specify in the next sub-section), and δgµν is the part of gµν without
the solitonic piece. Comparing (2.71) with (2.78), we see that there are few differences.
The action integral in (2.78) does not terminate to the quadratic term because of the
presence of interactions. However the simplified form of the kinetic term hides an infinite
set of interactions with the soliton itself. These interactions arrange themselves to form
a time-independent Schro¨dinger equation with a highly non-trivial potential. In fact this
is exactly the Schro¨dinger equation whose wave-functions are ψk(x, y, z) discussed earlier
and which appears in the Fourier decomposition (2.6)! Thus this wave-function appears in
the third line above replacing the e−ik′′·x in (2.71).
The interactions, denoted by the dotted terms in the second and the third lines of
(2.78) are important. They are classified by g
|c|
s
Mdp
where (c, d) ∈ (Z3 ,Z), the 1/3 moding
has been explained in [20, 21, 22], and we will dwell on this later. In the absence of the
interactions, or in the limit where gs << 1, the path integral (2.78) can be exactly evaluated
and the result is:
〈gµν(x, y, z)〉α = ηµν
h
2/3
2 (y,x)
+ Re
(∫
d10k
2ω
(ψ)
k
α(ψ)µν (k, t)ψk(x, y, z)
)
+O
(
gcs
Mdp
)
=
ηµν(
Λ|t|2√h
)4/3 +O
(
g
|c|
s
Mdp
)
+O
[
exp
(
− 1
g
1/3
s
)]
, (2.79)
which is exactly the M-theory uplift (2.4) of the de Sitter metric (at least the space-time
part of it), and matches well with what we had earlier in (2.16) using the Glauber-Sudarshan
wave-function (2.13), and (2.17). One could also work out the expectation values of all
the internal components of the metric, namely gmn, gαβ and gab, from the path integral as
(2.78) and show that they match, up to corrections of O
(
g
|c|
s /Mdp
)
, with (2.4). We will
not pursue this here: it’s a straight-forward exercise and may be easily performed. Instead
we will discuss other immediate questions related to the path integral (2.78). Before going
into this, note two things: one, the integral in (2.79) is over d10k and not d11k. This is
because the kinetic term in (2.78) creates a pole at k0 = ω
(ψ)
k , and once we take the residue
at that pole the dk0 integral goes away. Two, any extra terms, other than what appears
in (2.79), exactly cancel out from the denominator of (2.77), as one might have expected.
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Another important point has to do with the O
(
gcs
Mdp
)
corrections in (2.79). For c > 0
the corrections are perturbative in gs, but become non-perturbative when c < 0. Such non-
perturbative series in inverse powers of gs may be resummed as a resurgent trans-series
to take the expected non-perturbative form exp
(
− 1
g
1/3
s
)
. This means when gs << 1,
both the perturbative and the non-perturbative corrections are small. The string coupling
(which is the IIA string coupling) is given by g
2
s√
h(y)
= Λ|t|2, and therefore as long as:
− 1√
Λ
< t ≤ 0, (2.80)
we are at weak coupling. This rather awkward choice of the temporal domain results from
our type IIB metric (2.2) that allows a flat-slicing of de Sitter where −∞ < t ≤ 0. We can
easily see that once we venture beyond the domain (2.80), both the perturbative and the
non-perturbative terms go out of control and we lose the simple classical feature (2.79). The
shifted interacting vacuum D(α(t))|Ω(t)〉 no longer evolves as a coherent state, not even
approximately, and the system truly becomes quantum (or at least we lose quantitative
control over it). It might be interesting to see if there are other expansion parameters, for
example a S-dual description in the IIB side, that could shed light for t < − 1√
Λ
. However a
more pertinent question is: what happens in the domain (2.80)? Do theO
(
gcs
Mdp
)
corrections
provide small but finite contributions, or do they just cancel out35?
Answering these questions will require us to introduce the other players in the field,
namely the G-fluxes and quantum corrections. We will introduce them shortly, although
not before we analyze few other details pertaining to the path integrals discussed above.
The first has to do with the fluctuations over the coherent state background. How do we
study them using path integrals?
The analysis will involve a careful manipulation of the operator (2.46), because we
have interpreted the fluctuations over the de Sitter coherent state as the Agarwal-Tara [34]
state (2.47). The operator (2.46), on the other hand, cannot have free Lorentz indices, so
in the field formalism one way to express this would be to use even powers of the graviton
field i.e. even powers of gµνgµν with no sum over the repeated indices. Thus what we are
looking for is an expectation value of the form:
〈gµν〉Ψ(c1c2) ≡
〈Ω|D†(α(t))
(
c∗1 + c
∗
2G†(ψ)(a, a†; t)
)
gµν
(
c1 + c2G(ψ)(a, a†; t)
)
D(α(t))|Ω〉
〈Ω|D†(α(t)) (c∗1 + c∗2G†(ψ)(a, a†; t)) (c1 + c2G(ψ)(a, a†; t)) D(α(t))|Ω〉
(2.81)
=
∫
[Dgµν ] eiS D†(α)
∣∣∣c1 + c2 ∫ d11k ∑m C(ψ)m (k)(g˜µν(k)g˜µν(k))m∣∣∣2 gµν(x, y, z) D(α)∫
[Dgµν ] eiS D†(α)
∣∣∣c1 + c2 ∫ d11k ∑m C(ψ)m (k)(g˜µν(k)g˜µν(k))m∣∣∣2 D(α)
where the first line is expressed using operators and the second line is expressed using
fields. With some abuse of notation we have used D(α(t)) to denote the operator and D(α)
35The result (2.79) deviates from an exact de Sitter background of (2.4), albeit in a very small way,
implying option (3). While this also justifies the point raised in footnote 26, there does exist a particular
choice of D(α) for which these extra correction terms do not appear thus implying option (2) instead. To
see this we need to develop the story a bit more, and will be elaborated in section 3.3.
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to denote the field. The latter is defined as in (2.76). We have also chosen a specific form
of the G(ψ) function, as an integral over all momenta modes; and ci are the coefficients that
appear in (2.49) which, in turn, are bounded by (2.54). Note that the factor of ω
(ψ)
k + k0
does not appear explicitly. This is in fact redundant and is therefore absorbed in the
definition of C
(ψ)
m (k) (see footnote 31). The coefficient C
(ψ)
m (k) is related to the coefficient
C
(ψ)
mk(t) in (2.46).
The path integral expression in (2.81) is rather complicated because it involves an
infinite sum of powers of the metric factor, so naturally a simplifying scheme is warranted
for. We will start by making c1 = 1 and C
(ψ)
m (k) = δm2C
(ψ)(k), as a toy example to see
what kind of answer we expect from the path integral. With this in mind, the numerator
takes the following form:
Num
[〈gµν〉Ψ(c1c2)] =
(∏
k
∫
d (Re g˜µν(k)) d (Im g˜µν(k))
)
exp
[
i
V
∑
k
k2|g˜µν(k)|2 + iSsol + ...
]
× exp
[
2
V
∑
k′
(
Re α(ψ)µν (k
′) Re g˜µν(k′) + Im α(ψ)µν (k
′) Im g˜µν(k′)
)
+ ...
]
× 1
V
∑
k′′
ψk′′(x, y, z)e
−ik′′0 t (Re g˜µν(k′′) + iIm g˜µν(k′′)) exp(− 1
V
∑
k′
|α(ψ)µν (k′)|2
)
,
×
∣∣∣∣∣1 + c2V ∑
k′′′
C(ψ)(k′′′)
[(
Re g˜µν(k′′′) + iIm g˜µν(k′′′)
) (
Re g˜µν(k
′′′) + iIm g˜µν(k
′′′)
)]2 ∣∣∣∣∣
2
,
(2.82)
that still involves a complicated set of nested integrals (which we express as sum over
(k.k′, k′′, k′′′) assuming discrete momenta). The way we have expressed (2.82), all the
alternate lines involve real quantities. Even without doing anything we see that some
structure is evolving from the integrals. For example, when c2 = 0, we reproduce (2.79).
This is no surprise. Now taking only the quartic term from the last line of (2.82), we see
that the numerator takes the following form:
Num
[〈gµν〉Ψ(c1c2)] = ∏
k
(
pie−α
2(k)/4k2
k2
)[
ηµν
h
2/3
2 (y,x)
+ Re
(∫
d10k
2ω
(ψ)
k
α(ψ)µν (k, t)ψk(x, y, z)
)]
(2.83)
+
∏
k
(
pie−α
2(k)/4k2
k2
)
c2
8
[∫
d11k′
k′6
C(ψ)(k′) α(ψ)µν (k
′) ψk′(x, y, z) e
ik′0t
(
15 +
α4(k′)
4k′4
+
5α2(k′)
k′2
)
+ ......
]
where the infinite factor in front comes from the gaussian integrals36, and in the second
line we see that the term is suppressed by c2 because of the condition (2.54) imposed earlier.
The dotted terms in the bracket involve other powers of the metric integrals from the last
line in (2.82), including the O
(
gcs
Mdp
)
corrections coming from the interaction Hamiltonian.
We have also defined:
α2(k) ≡ α(ψ)µν (k)α(ψ)µν(k), (2.84)
36This can in-fact be brought in a more manageable form Q ≡ exp
[∫ +∞
−∞ d
11k log
(
pie−α
2(k)/4k2
k2
)]
, but
since this will cancel out eventually, we won’t have to evaluate it.
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and similarly α4(k). The pole structure of the second line is more complicated, as one would
have expected, and in addition there appears the factor C(ψ)(k′) which is the remnant of the
similar coefficient in (2.46). The denominator, to the same order in the graviton expansion,
takes the following form:
Den
[〈gµν〉Ψ(c1c2)] = ∏
k
(
pie−α
2(k)/4k2
k2
)[
1 +
c2
4
∫
d11k′
k′4
(
3 +
α4(k′)
4k′4
+
3α2(k′)
k′2
)
C(ψ)(k′) + .......
]
,
(2.85)
where as before, the dotted terms appear from two sources, one, from the higher order
terms in the graviton expansion, and two, from the O
(
gcs
Mdp
)
corrections. Expectedly, the
pole structures of the k2 integrals are different here, but the c2 suppression is consistent
to what we had before. There is no appearance of the space-time wave-function ψk(x, y, z)
and the Lorentz invariance is perfectly maintained. Dividing (2.83) by (2.85), we get:
〈gµν〉Ψ(c1c2) =
ηµν
h
2/3
2 (y,x)
+ Re
(∫
d10k
2ω
(ψ)
k
α(ψ)µν (k, t)ψk(x, y, z)
)
+ c2
∫
d11k fµν(k, k0) ψk(x, y, z) e
ik0t + ...
=
ηµν(
Λ|t|2√h
)4/3 + c2 ∫ d11k f(k, k0) α(ψ)µν (k, k0) ψk(x, y, z) eik0t +O
(
g
|c|
s
Mdp
)
+O
[
exp
(
− 1
g
1/3
s
)]
,
(2.86)
where we see that the infinite factors in front of (2.83) and (2.85) have cancelled out.
The second line of (2.86) tells us the Agarwal-Tara state [34], or the GACS (2.49) indeed
reproduces the fluctuations over our de Sitter space, realized as a Glauber-Sudarshan state.
The Fourier coefficient f(k, k0) appearing above is now defined as:
f(k, k0) =
C(ψ)(k)
8k6
(
15 +
α4(k)
4k4
+
5α2(k)
k2
+ ...
)
+O(c2) +O
(
gcs
Mdp
)
, (2.87)
which should be compared to (2.25), (2.26) and (2.27). The pole structures in (2.87) are
different from (2.27), which is expected because (2.27) is for IIB and (2.87) is for M-theory.
Nevertheless, the awkward factors of T that renders (2.27) somewhat non-convergent, do
not appear in (2.87). This means, the way we have expressed our fluctuations, (2.86) do
provide an answer to the Trans-Planckian issue, namely:
The time-dependent frequencies that we encounter from fluctuations over a de Sitter vac-
uum are actually artifacts of Fourier transforms over a de Sitter state, viewed as a Glauber-
Sudarshan state.
There are however two questions that may arise in interpreting (2.86) as fluctuations over
de Sitter space. The first is the form of f(k, k0) given in (2.87) and in (2.27). There appears
to be α
(ψ)
µν (k) dependence in (2.87) whereas none appears in (2.27). The reason is simple:
the form (2.87) is an integrand, and once we insert the functional form for α
(ψ)
µν (k) from
(2.9), and sum over higher values of m, we should be able to reproduce (2.27). However
since (2.87) is always a function of k, awkward factors like T may not appear in the final
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expression. This suggests that the path-integral is much more powerful way to analyze the
expectation values here.
The second question is the form of C
(ψ)
m (k) in (2.46). Will it create new poles in (2.87)?
The answer depends on the way we construct the Agarwal-Tara state (2.49) and (2.46).
The coefficient C
(ψ)
m (k) is the Fourier transform of C
(ψ)
mk(t) from (2.46), so depending on our
choice of (2.46) there could be higher order zeroes or poles. However this could be fixed
from the very beginning, so that the integral (2.87) may determine the eventual behavior
of f(k, k0).
Now that we have understood how to interpret fluctuations over the de Sitter state, it
is time to discuss the second issue, namely the existence of the Wilsonian effective action.
In other words we would like to ask the following question: how do the background (2.4)
get affected once we integrate out the momentum modes from a cut-off ΛUV to say Mp?
To proceed, and as it goes for the Wilsonian integration procedure, we will have to go
to the Euclidean formalism. We will also define the field configuration, as given in (2.18),
to the following:
gµν(x, y, z) =
ηµν
h
2/3
2 (y,x)
+
∫ +Mp
−Mp
d11k g˜µν(k, k0) ψk(x, y, z)e
−ik0t (2.88)
+
∫ −Mp
−ΛUV
d11k g˜µν(k, k0) ψk(x, y, z)e
−ik0t +
∫ +ΛUV
+Mp
d11k g˜µν(k, k0) ψk(x, y, z)e
−ik0t,
where all dynamics bounded by |k| < Mp are used to define the effective field theory.
The modes lying between Mp < |k| ≤ ΛUV are integrated out, but now we see that this
procedure can indeed be explicitly performed because the modes themselves have no trans-
Planckian issues. We will start by asking how this effects the action S, the action that
appears in say (2.78). In fact all we need is 〈α|α〉 which appears in the denominator of
(2.78) and is defined as:
〈α|α〉 ≡
∫
[Dgµν ] eiS D†(α) D(α)∫
[Dgµν ] eiS , (2.89)
which is not identity, as we saw earlier, because D(α) is not unitary. The reason why
(2.89) suffices is because, the expectation value of the space-time metric in (2.78) may be
re-written as the following integral:
〈gµν(x, y, z)〉α = 2 lim
ΛUV→∞
∫ +ΛUV
−ΛUV
d11k ψk(x, y, z)e
ik0t ∂
∂α∗(ψ)µν(k)
log
[
exp
(∫ +ΛUV
−ΛUV
d11k′|α(ψ)(k′)|2
)
〈α|α〉
]
,
(2.90)
where the |α|2 part is defined in the same way as in (2.84) but now with α(ψ)µν and its
complex conjugate. The integrals are bounded by the cut-off ΛUV which, here, we assume
would approach infinity although it could in principle be any scale. The LHS is a physical
quantity so it’s scale dependence could be subtle. However on the RHS, once we change
the scale, other quantities would change accordingly, for example the action S will become
Seff and all the fields would get re-scaled, to keep the zeroth order (in gs) result, i.e. (2.79)
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for gs → 0, unchanged. We will see later, once we do explicit computations, that this is
indeed the case37.
2.6 G-fluxes, susy breaking and consistency conditions
There are also G-fluxes whose dynamics we haven’t discussed yet. The solitonic solution
(2.1) require non-trivial G-fluxes to allow for the compact internal eight-manifold M8 in
(2.3). These G-fluxes are time-independent quantities that that have non-trivial functional
behavior over the eight-manifold (2.3), including components along the 2 + 1 dimensional
space-time itself. If (M,N) denotes components in the internal eight-manifold, and (µ, ν)
the components along the space-time directions, then we require flux components of the
form GMNPQ(y) and GµνρM(y) to allow for the solitonic background like (2.1) to exist (see
[39, 32, 41, 42] for the special case when h2(y,x) = h1(y)). Supersymmetry is preserved
in the special case when the internal G-fluxes are self-dual over the eight-manifold (2.3)
[39]. Our present aim is to search for fluxes that can go along with a background like (2.4).
Clearly now we are looking for coherent states, or Glauber-Sudarshan wave-functions, that
may capture the specific fluxes or flux components as most probable values (or alterna-
tively, as expectation values). Two questions follow here: one, how do we construct the
corresponding Glauber-Sudarshan wave-functions? And two, what are the consistency
conditions that allow such states to exist in the first place?
From the start we know that all flux components have to be time-dependent so that
coherent state representations may at least be constructed. This is however easier said than
done: one needs to overcome numerous subtleties to even start attempting a construction
of this kind. For example, fluxes in a compact manifold have to be quantized, otherwise
we will face problems with the Dirac quantization procedure. If now the fluxes become
time-dependent, how do we even justify that there is a quantization procedure? Even more
seriously, what would such quantization procedure mean: quantization at every instant of
time? Or more like quantization over some interval of time?
Even if we find some meaning to the quantization procedure, the fluxes have to satisfy
Gauss’ law38, otherwise consistent construction cannot even be attempted. Here we want
the fluxes to be time-dependent. How do we satisfy Gauss’ law? Do we want Gauss’ law
to be satisfied at every instant of time or, as again before, more like over an interval?
The subtleties don’t end here. Time-dependent fluxes have to break supersymmetries
so that we could consistently support a non-supersymmetric Glauber-Sudarshan state that
provide the metric configuration (2.4) as expectation value (see (2.79)). Breaking super-
symmetry in either the metric or the flux sectors will switch on an uncontrolled plethora
of time-dependent quantum corrections. How do we control them?
Surprisingly the answer to all these questions come from an unexpected corner: from
the large plethora of time-dependent quantum corrections! These have been answered in
great details in [20] so we will be brief here. Both the flux quantization and the Gauss’ law
37This however does not immediately imply that there is no scale dependence. In fact this is also tied
up to the question of the renormalization of the four-dimensional Newton’s constant. We will discuss this
towards the end of section 3.3.
38Sometime also called the anomaly cancellation condition.
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are related to the Bianchi identities and the G-flux EOMs. As shown in sections 4.2.1 and
4.2.2 of [20], these set of equations get corrected, order by order in gcs/M
d
p, from the infinite
towers of quantum corrections (both local and non-local). The question then is: how do
these corrections help us to balance the flux-quantization and Gauss’ law when the fluxes,
as well as the underlying manifold, are varying with time?
The answer, as shown in [20] is as simple as it is instructive. The plethora of quantum
corrections are known to scale in very specific ways with respect to time39, or here, with
respect to gs/H where H(y) = h
4
1(y) = h
4
2(y). On the other hand, we have claimed that the
G-fluxes themselves are time-dependent, i.e. they too scale with respect to gs/H in very
specific ways (that we will elaborate below). This means, in either Bianchi identities or
EOMs, augmented by the quantum corrections, all we need is to identify equivalent powers
of gs/H from flux components and from the quantum corrections! For flux quantizations,
we need some integrated form of the identities (see details in [20]), but the moral of the
story should be clear: order-by-order in gs/H equations could be balanced and one could
give meaning to both flux-quantizations and anomaly-cancellations in a time-dependent
background.
However, how do we know that such balancing of the gs/H terms is consistent with the
EOMs? The answer to this, as shown in [20], is again rather simple. The flux-quantization
procedures, or the integrated forms of the Bianchi identities, are in-fact the EOMs of the
dual-forms, i.e. the EOMs of the seven-form40 GMNPQRST that are Hodge-dual of the
four-form GMNPQ. Thus the very act of balancing the equations order-by-order in gs/H,
we are in-fact solving the dual seven-form EOMs! Such construction is then self-consistent
to solving the four-form EOMs, implying an overall self-consistency of the system in the
presence of time-dependent degree of freedom.
Our aim then is to re-interpret a part of the story as appearing from the Glauber-
Sudarshan wave-functions. For that we will require similar Fourier modes as in (2.6) which
we got from the metric configurations (2.1) and (2.4). However new subtleties appear
regarding what to choose: the three-form fields CMNP or the four-form G-fluxes GMNPQ
to study the dynamics? The reason is, if we choose the three-form to be gs dependent
(or time-dependent), then this will inadvertently lead to a four-form G-flux components of
the form G0MNP. Such components will break de Sitter isometries in the type IIB side so
cannot be allowed. How can we find a way to not allow such components to arise here?
The answer, as shown in section 4.2.3 of [20], again lies in the quantum corrections. In
the absence of M5-branes, the EOM for a seven-form flux component becomes the Bianchi
identity of the corresponding four-form G-flux component. Solving this will generically
give G4 = dC3 + quantum corrections, implying that G4 is not just dC3 but comes with
an additional baggage of quantum terms. This freedom can be used to set:
G0MNP = 0, (2.91)
39Recall we have identified gs with time t via the following relation
gs
H
=
√
Λ|t|. Note also that H = H(y)
denotes the warp-factor whereas H denotes the Hubble parameter. The Hubble parameter H will only
feature prominently in section 4 whereas the warp-factor H = H(y) appears in section 2 and 3.
40The bold faced flux components either denote the gs dependent G-fluxes from [20, 21], or fields/operators
here. To avoid confusion, only one notation will be used throughout.
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thus saving us from breaking the four-dimensional de Sitter isometries in the type IIB side.
Therefore it appears either CMNP or GMNPQ may be used to study the background from
M-theory.
It turns out, unfortunately that this is not quite true. There is yet another level of
subtlety that we have kept under the rug and it has to do with G-flux components like
GMNab where (M,N) ∈ M4 ×M2 and (a, b) ∈ T2G as in (2.3). Such components clearly
violate the type IIB de Sitter isometries, unless:
GMNab(y
m, yα, ya, gs) ≡ FMN(ym, gs)⊗ Ωab(yα, ya, gs), (2.92)
where Ωab is a localized two-form onM2× T2G and FMN appears as type IIB gauge field on
seven-branes. How and why such seven-branes appear have been explained in [20, 21], so
we will avoid going into it here. Instead we will point out two aspects of (2.92). The first
one is the obvious one: the decomposition does not produce a three-form field, rather a
one-form gauge field. Such a gauge field can become non-abelian, but that’s another story
that we will avoid getting into41. The second one is not very obvious: the gs dependences of
FMN and Ωab. It turns out there is a natural way to impart both gs and Mp dependence to
Ωab that come from the metric (2.4) along the toroidal directions. As a first approximation
then we can keep FMN to be gs independent.
Our discussion above might have convinced that a uniform description with G-fluxes
appear once we take field strengths and not fields. The field strengths are also gauge
invariant and in many cases they capture quantum corrections that neither the three-form
CMNP nor the one-form AM captures. It would then appear that the coherent states may
be constructed for the G-flux components directly. In fact this would fit well with the
EOMs themselves, as EOMs involve only field strengths and not fields themselves [20].
Typically then we expect:
G˜MNPQ(k) =
∫
d11x
 ∑
p,n≥0
(−1)δn0 G(p,n)MNPQ(y)
(gs
H
)2p/3
exp
(
−nH
1/3
g
1/3
s
) h4/31
h2
γk(x, y, z),
(2.93)
where G(0,0)MNPQ(y) is the self-dual G-flux that we switch on to support the solitonic back-
ground (2.1). The sum is over (p, n) and typically p ∈ Z2 with p ≥ 32 as shown in [20]. Near
gs → 0, the dominant contributions from the non-perturbative piece come from n = 0, and
therefore the higher order G-flux contributions, alluded to earlier, appear from G(p,0)MNPQ(y)
for p ≥ 32 . The other important ingredient of (2.93) is the Schro¨dinger wave-function
γk(x, y, z) that should be compared to the wave-functions appearing in (2.7), and notably
ψk(x, y, z). A similar wave-function also appears in the Fourier decomposition of the fol-
lowing G-flux components:
G˜µνρM =
∫
d11x µνρ ∂M
[
1
h1(y)
(
1
Λ2|t|4 − 1
)]
h
4/3
1
h2
βk(x, y, z), (2.94)
41Here it will suffice to say that wrapped M2-branes on vanishing two-cycles of the internal eight-manifold
(2.3) play an important role in making the system non-abelian. For more details see [43].
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with the corresponding Schro¨dinger equation for βk(x, y, z). As mentioned earlier, the
temporal behavior of these wave-functions with spatial form γk(x, y, z) and βk(x, y, z),
would be captured for the corresponding coherent state wave-functions with frequencies
ω
(γ)
k and ω
(β)
k respectively.
There are a few subtleties that we should point out regarding the constructions (2.93)
and (2.94). The first has to do with the corresponding fields CMNP and Cµνρ ≡ C0ij .
Modulo the issues mentioned earlier, we could also expand them in powers of gs/H, and
take their Fourier transforms in terms of two other set of wave-functions. However since
the three-form fields are not gauge invariants, there would be issues when we want to study
fluctuations over the solitonic background. In the path-integral analysis this will introduce
Faddeev-Popov ghosts, thus complicating the ensuing analysis. To avoid this we will stick
with the wave-functions γk(x, y, z) and βk(x, y, z), keeping in mind that they represent the
field-strengths and therefore differ somewhat with the other set of wave-functions (2.7).
Note that such an argument also extends to the G-flux components of the form (2.92),
although there appears a possibility that k < 32 for such cases (see details in [21]).
The second subtlety has to do with the Glauber-Sudarshan wave-function. What is
the form of the wave-function now? The answer remains the same as before: it is related
to the shifted interacting vacuum (2.55). In other words, we expect the configuration space
wave-function (2.56), much along the lines of (2.65), to still capture the essential dynamics
of the system, except now the interaction Hamiltonian Hint include interactions with the G-
fluxes too. The displacement operator D(α) in (2.61) will naturally become more involved
because the annihilation and the creation operators aeff and a
†
eff respectively will involve
the flux sector too. The interacting vacuum is still annihilated by aeff , but the rest of
the construction simply gets more involved retaining, however, the essential features that
helped us to cement the coherent state construction. Expectation values over the coherent
state, for example42 〈GMNPQ〉α and 〈G0ijM〉α, would provide the required time-dependent
fluxes to support a background like (2.4).
Finally, how is the supersymmetry broken? The answer, in the language of the expec-
tation values, is simple. We demand:〈
GMNPQ
(
GMNPQ − (∗8G)MNPQ
)〉
σ
6= 0, (2.95)
where ∗8 is the Hodge dual of the four-form over the solitonic internal metric (2.1) and
σ is the generalized coherent states that we will elaborate in section 3.3. The un-warped
internal metric is a non-Ka¨hler one (including a non-Ka¨hler metric on the base M4 ×M2
of (2.3)), and the non-zero value on the RHS of (2.95) comes from the quantum terms
alluded to earlier. A generic derivation43 of (2.95) is a bit technical, so we will only discuss
it later in section 3.3. The readers could also refer to [3, 44] and [20] for details.
42Or more generically 〈GMNPQ〉(α,β) and 〈G0ijM〉(α,β) as we shall explain in section 3.3.
43An alternative, and probably more useful, way to express supersymmetry breaking is to demand
|〈GMNab〉σ − 〈(∗8G)MNab〉σ| > 0 where we have restricted (M,N) ∈ M4 ×M2 and (a, b) ∈ T
2
G (as taken
from (2.3)). The reason for choosing this specific component of G-flux is because of it’s appearance in the
Schwinger-Dyson’s equations (see section 3.3 for details).
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3. Quantum effects and the Schwinger-Dyson equations
We have by now more or less specified all the essential ingredients that go in the construc-
tion of the Glauber-Sudarshan state, namely the metric and the G-flux components. All
the time-dependent quantities, for example the metric (2.4), appear as expectation values
over the Glauber-Sudarshan states. What we haven’t specified yet are the actual form of
the quantum terms that go in the interaction Hamiltonian Hint in (2.55). In the following
two sections, 3.1 and 3.2, we will revisit and hence elaborate further how these quantum
terms shaped our construction of the time-dependent background (2.4), and the corre-
sponding G-flux components from (2.93) and (2.94). This means the metric and the G-flux
components entering the discussion in sections 3.1 and 3.2 are those of the metric (2.4)
and the corresponding gs dependent flux components, and not of the solitonic background
(2.1) (the bold-faced symbols signify those, so should not be confused with operators in
the earlier sections). In section 3.3 we will see how the results of the sections 3.1 and 3.2
appear from the Glauber-Sudarshan states. This is where the Schwinger-Dyson equations
would become useful.
3.1 A plethora of perturbative local and non-local quantum terms
Our starting point would be the perturbative series of quantum effects that include both
local and non-local terms. These quantum terms will in turn determine the O
(
gcs
Mdp
)
cor-
rections to the Glauber-Sudarshan wave-function from (2.65). In the following we keep
c > 0 but d could take any signs. All of these are of course embedded inside the eleven-
dimensional action that we write in the following way:
S1 = M
9
p
∫
d11x
√−g11
(
R11 + G4 ∧ ∗G4 + C3 ∧G4 ∧G4 + M2p C3 ∧ Y8
)
(3.1)
+
∑
{li},ni
∫
d11x
√−g11
(
QT ({li}, n0, n1, n2, n3)
M
σ({li},ni)−11
p
)
+ M3p
∞∑
r=1
∫
d3x
√−g3 c(r)W(r)
− n4T2
2
∫
d3σ
{√−γ(2)(γµν(2)∂µXM∂νXNgMN − 1)+ 13µνρ∂µXM∂νXN∂ρXPCMNP
}
,
where in the first line we denote the standard kinetic terms and the interactions in M-theory,
in the second line we denote other possible interactions, and in the third line we introduce
n4 number of integer and fractional M2-branes
44. The Mp scalings of each of the terms
are denoted carefully, including the ones that involve complicated interactions (see (3.10)
below). These interactions will involve polynomial powers of the curvature tensors, G-flux
components and possible derivative actions. To quantify them we will have to get down
to more finer space-time notations, advocated early in the sections. For example if (m,n)
denote the coordinates of M4, (α, β) the coordinates of M2 and (a, b) the coordinates of
44Here we are simply adding the action of the individual M2-brane assuming well separation between
them. When they are on top of each other such a simple addition is not possible and one should look for
something more along the lines of the Bagger-Lambert form [45]. Such construction will make the system
even more complicated than it already is, so we will avoid it here.
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T2
G in (2.3), the quantum term QT ({li}, n0, n1, n2) may be expressed as:
Q({li},ni)T = g
mim
′
i ....gjkj
′
k{∂n1m }{∂n2α }{∂n3a }{∂n00 } (Rmnpq)l1 (Rabab)l2 (Rpqab)l3 (Rαabβ)l4
× (Rαβmn)l5 (Rαβαβ)l6 (Rijij)l7 (Rijmn)l8 (Riajb)l9 (Riαjβ)l10 (R0mnp)l11
× (R0m0n)l12 (R0i0j)l13 (R0a0b)l14 (R0α0β)l15 (R0αβm)l16 (R0abm)l17 (R0ijm)l18
× (Rmnpα)l19 (Rmαab)l20 (Rmααβ)l21 (Rmαij)l22 (R0mnα)l23 (R0m0α)l24 (R0αβα)l25
× (R0abα)l26 (R0ijα)l27 (Gmnpq)l28 (Gmnpα)l29 (Gmnpa)l30 (Gmnαβ)l31 (Gmnαa)l32
× (Gmαβa)l33 (G0ijm)l34 (G0ijα)l35 (Gmnab)l36 (Gabαβ)l37 (Gmαab)l38 , (3.2)
which is written completely in terms of all the possible non-zero components of curvature
tensors and G-flux components that would appear from the background (2.4). The sum is
over all li and ni, so this would be an exhaustive collections of all possible interactions in
the system. However one might question the absence of other possible interactions. Aren’t
they important? The answer is: not here, because as we shall see in section 3.3, these are
exactly the interactions that would enter the Schwinger-Dyson equations which would help
us to express the EOMs as expectation values over the Glauber-Sudarshan states. In the
Wilsonian analysis that we did earlier, the other components could be thought of as being
integrated out. Interestingly, in the limit (n1, n2, n3) → (∞,∞,∞) the interactions start
to become non-local45. In the next set of interactions in (3.2), we consider a more advanced
form of non-local interactions using W(r)(y) which are nested integrals of the form:
W(r)({li},ni)(y) = M
8
p
∫
d8y′
√
g8(y′) F(r)(y − y′)W(r−1)({li},ni)(y
′) (3.3)
= M16p
∫
d8y′
√
g8(y′) F(r)(y − y′)
∫
d8y′′
√
g8(y′′) F(r−1)(y′ − y′′)W(r−2)({li},ni)(y
′′).
with r and F(r)(y − y′) denoting the level of non-localities and the non-locality functions
respectively with F(0)(y − y′) ≡ 1 (see details in section 3.2.6 of [20] and in section 3 of
[21]). c(r) are numerical constants, and the lowest order non-local interaction W(1)(y) may
be expressed in terms of (3.2) as:
W(1)({li},ni)(y) ≡
∫
d8y′
√
g8(y′)
(
F(1)(y − y′)Q({li},ni)T (y′)
M
σ({li},ni)−8
p
)
. (3.4)
The list of interactions mentioned above may not still be the full set of perturbative interac-
tions that theory could allow for a generic choice of gs, but for gs < 1 we have pretty much
an exhaustive list. In the following sub-section we will discuss some of the non-perturbative
effects although clearly higher order perturbative interactions46 from M2 and M5 instan-
tons are captured by (3.2), and so are the effects from the wrapped branes in (3.3). The
45The limit n0 → ∞ is non-locality in time and is discussed as case 4 in section 3.2.6 of [20]. This is
surprisingly harmless. We could also absorb n0 by shifting n1, n2 and n3.
46Typically D-branes and instantons in type II theories contribute terms of order 1
gs
and 1
g2s
respectively.
The perturbative contributions then come from the higher-order world-volume terms that scale as g2+θs
with θ > 0. In a charge neutral configuration, the factor of 2 in the exponent off-sets the inverse gs factors,
and therefore they can contribute to (3.1).
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topological corrections are assimilated in:
Y8 ≡ a1tr R4 + a2
(
tr R2
)2
+ a3
(
tr R2
) (
tr G2
)
+ a4tr G4 + a5
(
tr G2
)2
+ ..., (3.5)
with (a1, a2) taking numerical values while (a3, a4, a5, ..) proportional to powers of Mp
so that (3.5) remains dimensionless. The dotted terms are additional possible traces.
All the parameters appearing above are two-forms that should not be confused with the
corresponding tensors47.
Another interesting thing to note is the ubiquity of four-form G-fluxes in the action
(3.1), although there are a few places where the three-form CMNP appears. For most of
these cases we could alternatively use the four-form fluxes to rewrite in the following way:
∫
M12
G4 ∧G4 ∧G4 =
∫
∂M12
C3 ∧G4 ∧G4,
∫
M11
C3 ∧ Y8 = −
∫
M11
G4 ∧ Y7, (3.6)
where the eleven-dimensional space-time M11 ≡ R(1,2) ×M4 ×M2 × T2G is considered
as a boundary of a twelve-dimensional space-time M12. This clearly suggests a F-theory
uplift of our construction, as, such a coupling do appear there (see [46]), connecting in turn
directly to the type IIB dual description.
For the second case in (3.6), we are assuming that Y8 is a locally exact form dY7. In
the limit a3 = a4 = a5 = 0 in (3.5), and with appropriate choice of (a1, a2) (see [20]),
the locally exact form is easy to demonstrate. Once we switch on G-flux components, we
expect similar feature to show up. However the three-form CMNP do appear as the charge
term for the M2-branes, so we will still need to deal with this. Additionally the EOMs
for the G-fluxes are variations of the action (3.1) with respect to the three-form, so it
would be a worth-while exercise to express the three-form in terms of Fourier components
using the Schro¨dinger wave-functions (γ′k, β
′
k), much like (γk, βk) used in (2.93) and (2.94)
respectively. The connections between (γ′k, β
′
k) and (γk, βk) are not so straightforward and
may be formally presented as:
γ′k ≡ γ′k (γk, βk,Ψk) , β′k ≡ β′k (γk, βk,Ψk) , (3.7)
thus mixing with both (γk, βk) and even involving the other set of Schro¨dinger wave-
functions Ψk as in (2.7) from the gravitational sector. Fortunately however, as we shall see
a bit later, we will not have to deal with this here.
The energy-momentum tensors from the interacting part of the action (3.1) are now
important. It is also important to keep track of all the space-time directions carefully so
47Here we define the two-form in the standard way from the corresponding curvature tensors and G-flux
components using the vielbeins eaoP and the holonomy matrices Maobo , as:
R ≡ RaoboMN Maobo dyM ∧ dyN, G ≡ GaoboMN Maobo dyM ∧ dyN
RaoboMN ≡ RMNPQ eaoP eboQ, GaoboMN ≡ GMNPQ eaoP eboQ.
By construction R is dimensionless, but G has a dimension of length so to make it dimensionless we need
to insert Mp. This in fact will determine the Mp scalings of (a3, a4) in (3.5). Note that the Wilson surface
will become exp
(
iM3p
∫
C
)
, and so would be the charge of the M2-branes. The latter is captured by T2 in
(3.1).
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we will follow the finer subdivision, namely (m,n), (α, β) and (a, b) for the internal space
(2.3), and (µ, ν) for the remaining 2 + 1 dimensional space-time. Let us now define the
following variables:
N1 ≡ 2
27∑
i=1
li, N2 ≡ n0 + n1 + n2 − 2n3 + l34 + l35
N3 ≡ 2(l28 + l29 + l31), N4 ≡ l30 + l32 + l33, N5 ≡ 2(l36 + l37 + l38), (3.8)
where li are the powers of the curvature tensors and G-flux components appearing in
(3.2); and ni, with i = (0, 1, 2, 3) are the derivatives along the temporal, M4, M2 and
the toroidal directions T
2
G respectively. We can typically take n3 = 0. This way the fields
remain independent of the toroidal directions and therefore do not jeopardize the duality
to the IIB side. With this we can define the energy-momentum tensor from the quantum
terms along the (M,N) ∈
(
(m,n), (α, β)
)
directions in the following way:
C(q,2p)MN ≡ −
2√−g11
∂Sint
∂gMN
=
∑
{li},ni
1
M
σ({li},ni)
p
(
−2gMNQ({li},ni)T +
∂Q({li},ni)T
∂gMN
)
(3.9)
× δ
(
N1 + N2 + (p+ 2)N3 + (2p+ 1)N4 + (p− 1)N5 − q − 2
)
,
where for a given value of q ≥ 0 and p ≥ 3/2, the delta function above gives an equation
in terms of Ni, or alternatively, in terms of (li, ni). The integer solutions of these are then
summed over to provide the full contributions from the quantum corrections. The Mp
scalings of each of these quantum terms, given here and in (3.1) by σ({li}, ni), also get
fixed because:
σ({li}, ni) ≡ N1 + N2 + N4 + 1
2
(N3 + N5) , (3.10)
showing that all the quantum terms entering in (3.9) have in general different Mp scalings.
So at the face value there is a Mp hierarchy in the quantum terms. When p = 0, we
lose the gs hierarchy completely because there are an infinite number of terms for any
values of q ≥ 0 in C(q,0)mn . What about Mp hierarchy? From (3.10) we do however seem to
retain the Mp hierarchy, although a careful consideration with the localized fluxes (2.92)
as discussed in section 2.2 of [21], show that this is not true. Since the p = 0 case is the
time-independent case from (2.93), it suggests that there are an infinite number of quantum
corrections with neither gs nor Mp hierarchies contributing to the system. This is a clear
sign of a breakdown of an effective field theory (EFT) description in the time-independent
case (see also [20, 21] for more details).
In analyzing the energy-momentum tensor for the quantum term (3.9) we have ignored
the non-local terms. They can be easily accommodated in because the non-local counter-
terms (3.3) and (3.4) are defined using nested integrals from (3.2) and using non-locality
functions. These functions tend to become very small at low energies (see section 3.2.6
of [20]), so we can ignore their contributions. Nevertheless, even if we do take their con-
tributions into account, as done in section 3 of [21], the problems associated with p = 0
case do not get alleviated, implying that an EFT description cannot be restored in the
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orientation gs scaling IIB dual
M4 ×M2 1g2s Taub-NUT instanton along R
3,1
M4 × T2G g0s D3 instanton along M4
M4 × (S1)α × (S1)a=3 1gs NS5 instanton along M4 × (S1)α × (S1)a=3
M4 × (S1)α × (S1)b=11 1gs D5 instanton along M4 × (S1)α × (S1)a=3
Table 1: The gs scalings of the wrapped M5-instantons along various six-cycles inside the non-
Ka¨hler eight-manifold (2.3) in M-theory; with (α, β) parametrizing the coordinates of M2 and
(a, b) parametrizing the coordinates of T
2
G . The last two configurations, wrapped on local one-
cycles, break the four-dimensional de Sitter isometries in the IIB side so cannot contribute to the
energy-momentum tensors.
time-independent case. Once time-dependences are switched on, i.e. when p ≥ 3/2, an
EFT description with a finite set of local and non-local quantum terms and well-defined
(gs,Mp) hierarchies, magically appear.
The energy-momentum tensor along the toroidal direction, i.e. along T
2
G , has a similar
structure to (3.9) but with some minor, and crucial, changes. It may be expressed as:
C(q,2p)ab ≡ −
2√−g11
∂Sint
∂gab
=
∑
{li},n
1
M
σ({li},ni)
p
(
−2gabQ({li},ni)T +
∂Q({li},ni)T
∂gab
)
(3.11)
× δ
(
N1 + N2 + (p+ 2)N3 + (2p+ 1)N4 + (p− 1)N5 − q + 4
)
,
with p still bounded below by p ≥ 3/2, but now, more importantly, q ≥ 6. This keeps
the last two terms negative definite, which is what we want for the system to make sense.
This awkward factor of 6 may be easily explained from the metric configuration (2.4) that
scales as g
4/3
s along the toroidal direction. Finally, the energy-momentum tensor for the
space-time directions differ from (3.9) and (3.11) in the following way:
C(q,2p)µν ≡ − 2√−g11
∂Sint
∂gµν
=
∑
{li},n
1
M
σ({li},ni)
p
(
−2gabQ({li},ni)T +
∂Q({li},ni)T
∂gµν
)
(3.12)
× δ
(
N1 + N2 + (p+ 2)N3 + (2p+ 1)N4 + (p− 1)N5 − q − 8
)
,
with the same lower bound on p as before, and we expect q ≥ 0. There are however a few
subtleties that need to be elaborated on before we can fix the value of q. This is what we
turn to next.
3.2 New non-perturbative effects from non-local counter-terms
Before we derive the subtleties associated with the energy-momentum tensor along the 2+1
dimensional space-time, C(q,2p)µν , we need to re-visit the local and the non-local quantum
terms to search for non-perturbative effects that can contribute. Recall that the non-
perturbative effects were Borel summed to exp
(
− 1
g
1/3
s
)
, so in the limit gs → 0, they
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simply decouple. Is this always true? In the following we want to argue that this may not
always be true and there could be terms that do contribute.
3.2.1 Case 1: The BBS type instanton gas
Our starting point is the perturbative series of quantum terms in (3.2). We can ask whether
we can generalize this further. For example, how about powers of the individual terms in
(3.2)? The answer is that it not necessary to do this because:
Q({li},ni)T (y)⊗Q
({lj},mj)
T (y) ≡ Q
({li+lj},ni+mj)
T (y) , (3.13)
so in principle (3.2) does capture the most generic perturbative quantum effects, and any
arbitrary modifications to it is already embedded in the series itself. This is of course an
expected property of the underlying renormalization group itself, so its appearance here
should not be of any surprise.
However such a generalization unfortunately do not extend to the non-local counter-
terms. The non-local counter-terms are expressed in terms of nested integrals (3.3), and we
do not expect products of two nested integrals could produce another equivalent integral.
For example:
W(ri)(i) (y)⊗W
(rj)
(j) (y) = M
16
p
∫
d8y′d8y′′
√
g8(y′)g8(y′′) F(ri)(y − y′)F(rj)(y − y′′)W(ri−1)(i) (y′)W
(rj−1)
(j) (y
′′)
6= W(ri+rj)(i+j) (y) ≡ M8p
∫
d8z
√
g8(z) F(ri+rj)(y − z) W(ri+rj−1)(i+j) (z), (3.14)
with W(ri)(i) (y) = W
(ri)
({li},ni)(y); which remains true unless the non-locality function, given
by F(r)(y − z), becomes a localized function of the form δ8(y−z)
M8p
√
g8(z)
. In the latter case this
reduces to (3.13). Taking (3.14) and (3.13) into account suggests that there could be
additional quantum terms of the form:
U(r)({li},ni)(y) =
∞∑
n=1
dn M
8n
p
(∫
d8y′
√
g8(y′) F(r)(y − y′)W(r−1)({li},ni)(y
′)
)n
=
∞∑
n=1
(−1)ndn M8np
(∫
d8z
√
g8(y − z) F(r)(z)W(r−1)({li},ni)(y − z)
)n
,(3.15)
for any choice of the level of non-locality r. In the second equality we simply redefined the
coordinated to shift the non-localities to the metric and the quantum terms. At the lowest
level of non-locality, i.e. for r = 1, we can simplify (3.15) in the following way:
U(1)({li},ni)(y) ≡
∞∑
n=1
dn
[∫
d6y′
√
g6(y′)
(
F(1)(y − y′)Q({li},ni)T (y′)
M
σ({li},ni)−6
p
)]n
(3.16)
where we have restricted the coordinate dependences only on the base M4 ×M2 of (2.3),
and therefore both the determinant of the metric and the Mp scaling change accordingly.
The absence of the warped torus volume VT2 , that appeared prominently in [20], is im-
portant to get the scaling right. We will also take Ωab = ab in (2.92). Thus one should
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interpret (3.16) as a separate class of non-local interactions. Later however we will con-
sider the case where the torus volume does show up. The other term appearing above is
Q({li},ni)T (y
′) which is given in (3.2). The gs scaling of the n-th term in the series expansion
may be written as g
θp
s where θp is given by:
θp =
n
3
(
N1 + N2 + (2 + p)N3 + (2p+ 1)N4 + (p− 1)N5 − 6
)
, (3.17)
with Ni defined as in (3.8). Since p ≥ 3/2 most of the terms are positive definite in (3.17),
except for the last term. If we only keep N5 6= 0 by switching on quantum terms associated
with the G-flux components GMNab in (3.2), the quantum term (3.16) blows up in the
limit gs → 0. This is because of the 1g2s factor from the determinant of the metric in (3.16).
Studying the EOMs order by order in powers of gs, as shown in [20, 21], we switch on
smaller values of N1,N2 and N5 and for these values (3.16) tends to blow-up. However
such a series, for appropriate choices of dn, could be summed as a trans series to take the
following form48:
U(1)(y) ≡
∑
{li},ni,k
ck exp
[
−k
∫
d6y′
√
g6(y′)
(
F(1)(y − y′)Q({li},ni)T (y′)
M
σ({li},ni)−6
p
)]
(3.18)
≈
∑
{li},ni,k
ck exp
[
−k
∫
d6y′
√
g6(y′)
(
F(1)(−y′)Q({li},ni)T (y′)
M
σ({li},ni)−6
p
)
+ kO
(
∂F(1)(−y′)
∂y′
)]
,
where the validity of the second line rests on the smallness of the derivative of the function
48One concern is whether this can always be done. If dn =
(−1)n
n!
then there is no doubt that (3.18) is
always true with ck = 0 for k > 1. Question is what happens in the generic case. Generically however we
can expect:
dn ≡ 1
n!
∞∑
l=1
cl(−l)n = (−1)
nc1
n!
+
(−2)nc2
n!
+
(−3)nc3
n!
+ ....
where dn is defined in (3.15) and cl are positive or negative integers. We can now go to the limit where the
terms inside the bracket in (3.16) are smaller than 1. Plugging this in say (3.15), every term of dn, when
summed over n, will produce an exponentially decaying contribution like (3.18) when the integrals therein
become much bigger than 1. Solutions would exist if the following matrix:
M =

−1 −2 −3 −4 ....
1
2
2 9
2
8 ....
− 1
6
− 4
3
−4 − 32
3
....
1
24
2
3
27
8
32
3
...
.... .... ...

has an inverse. Unfortunately M is infinite dimensional so in practice it will be impossible to ascertain
the full inverse of such a matrix. However since higher values of cl and n also correspond to smaller and
smaller contributions, it would make sense to terminate M to large but finite dimensions. For such cases,
one may verify that the inverses continue to exist thus giving more practicality to the series of dn above.
Additionally, assuming wide separation between two consecutive ci and cj , the dominant term will always
be the first few terms of (3.18). Relatively, therefore it makes sense to keep only the first few terms of
(3.18) as others will die-off faster than this when gs → 0 and θ < 2, for every choice of ({li}, ni). When
θ > 2, one may perturbatively expand the exponential to arbitrary orders and study the corresponding gs
scalings.
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F(1)(−y′). Interestingly, in this limit, the first term looks suspiciously close49 to the action
of a gas of neutral BBS M5-instantons [35] wrapped on the base M4 ×M2 of our eight-
manifold (2.3) once we absorb the function F(1)(−y′) in the quantum series (3.2) (see
Table 1). The tell-tale sign of 1
g2s
from the determinant of the base metric, which signals
the presence of the wrapped instantons, in fact deters it to contribute to the energy-
momentum tensor unless the gs scaling from Q
({li},ni)
T (y
′) for any choices of ({li}, ni) is
always bigger than 2. For the two energy-momentum tensors that we derived in (3.9)
and (3.11), the lowest order quantum corrections contributing to the EOMs scale as g
2/3
s
[20, 21]. For these cases, even though the non-local counter-terms like (3.3) do contribute,
there appears to be no contribution from (3.18). Can higher order in gs contribute? Let
us infer it from the following quantitative analysis:
T(np;1)MN (z) = −
2M11p√−g11(z) δδgMN(z)
(∫
d11x
√
−g11(x)U(1)(x)
)
(3.19)
=
∑
{li},ni,k
ck exp
[
−k
∫
d6y′
√
g6(y′)
(
F(1)(−y′)Q({li},ni)T (y′)
M
σ({li},ni)−6
p
)
+ kO
(
∂F(1)(−y′)
∂y′
)]
×
gMN(z) + 2k
M
σ({li},ni)−11
p
∫
d11x F(1)(−z)
δ
(√
g6(z)Q({li},ni)T (z)
)
δgMN(z)
√
g11(x)
g11(z)
 ,
where we have used the fact that δg
MN(y)
δgPQ(z)
= 1
M6p
δMP δ
N
Qδ
6(y − z), with no extra √g6 factor,
as we have assumed the metric components to only depend on the coordinates of the base
M4 ×M2 of eight-manifold (2.3). The first term of (3.19) is interesting: its the metric
component suppressed by an exponentially decaying factor (for small gs scaling of (3.2)).
We will not worry about this term as we shall show later that such a term is cancelled by
a counter-term. The second term, on the other hand, contains the quantum pieces (3.2),
again suppressed by the exponential factor. It is instructive to note the gs scalings of every
components of the energy-momentum tensor:
T(np;1)ab (z) =
∑
k
ck
[
g4/3s +
k
g2s
(
gθ+4/3s
)]
exp
(
− k
g2s
· gθs
)
T(np;1)µν (z) =
∑
k
ck
[
g−8/3s +
k
g2s
(
gθ−8/3s
)]
exp
(
− k
g2s
· gθs
)
T(np;1)mn (z) = T
(np;1)
αβ (z) =
∑
k
ck
[
g−2/3s +
k
g2s
(
gθ−2/3s
)]
exp
(
− k
g2s
· gθs
)
, (3.20)
where θ ≡ 1n(θp+2n) and θp as in (3.17). Notice that the only way (3.20) can contribute is
when θ ≥ 2. From our earlier studies in [20, 21], θ ≥ 2/3 for the components (a, b), (m,n)
and (α, β), and therefore naively there seems to be no contributions from their correspond-
ing energy-momentum tensors (3.20). The only energy-momentum tensor that appears to
contribute seems to be T(np;1)µν (z).
49Close, but not exactly the same: the integral structure here is a bit different from an actual BBS
instanton gas contribution.
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The above conclusion is not quite correct once we look at the case corresponding to
θ = 8/3 for the components (a, b), (m,n) and (α, β). The four components now scale as
(g2s , g
−2
s , g
0
s , g
0
s) with the adjoining exponential pieces going as exp
(
−kg2/3s
)
for all of them.
Recall from [20] and [21], these gs scalings are exactly how the classical EOMs scale, and
therefore it appears that there are non-perturbative corrections that scale as θ = 8/3, with
the corresponding energy-momentum tensor going as:
T(np;1)MaNa(z) = g
la
s
[
1− g2/3s
∑
k
kck +O(g4/3s )
]
+
g
8/3+la
s
g2s
∑
k
[
kck(1− kg2/3s ) +O(g4/3s )
]
, (3.21)
where the subscript a specifies the components, with la taking the corresponding values,
in (3.20). We have also expanded the exponential piece exp
(
−kg2/3s
)
perturbatively in
powers of g
2/3
s . The integer k can be arbitrarily large and let us assume that it approaches
infinity as k → −1 with  → 0. In that case as long as gs goes to zero as gs → b, with b
bounded by:
3
2
< b <
3
2
∣∣∣∣3− ( log |cmax|log 
)∣∣∣∣ , (3.22)
and cmax being the largest value of ck, most of the series appearing above should be
convergent, except the one without gs suppression. Such a coefficient can in principle be
absorbed in the definition of F(1)(−z) which we have left unspecified so far50.
50We have used (3.22) to allow for a convergent series by restricting ourselves to O(g2/3s ). One can do
slightly better than this by noting that the series in k may be bounded in the following way:∑
k
kck <
1
2
k(k + 1)|cmax| < k2|cmax|
∑
k
k2ck <
1
6
k(k + 1)(2k + 1)|cmax| < k3|cmax|,
∑
k
knck < k
n+1|cmax|, (3.23)
which determines the generic bound that one could place on the perturbative expansion of the exponential
term. To see what value of n should suffice, we note that the perturbative expansion of the exponential
factor from (3.19), to order n typically involve a term of the form:
S(z) =
∑
k
ckk
n+1
n!
(
F(1)(−z)g2/3s
M
σ(i)−6
p
)n
≡
∑
k
ckk
n+1
n!
Γn(z), (3.24)
which is heavily suppressed by various factors like gs,Mp and F(1)(−z) including n! so long as σ(i) > 6
where σ(i) ≡ σ({li}, ni) is defined in (3.10). Such suppression factors tell us that we need not go beyond
some order of expansion for the exponential part in (3.19). Thus if we go up to order p, then it is easy to
see that the bounds in (3.22) become:
3
2
< b <
3
2p
∣∣∣∣p+ 2− ( log |cmax|log 
)∣∣∣∣ , (3.25)
which reproduces (3.22) as a special case when p = 1. To see what happens for arbitrary values of (k, n),
let us assume that k goes to a large value kmax ≡ −1. We can now use the lower bound on b from (3.25)
to first sum over k in (3.24) and then sum over n. In this case, it is clear that the series in (3.24) may be
bounded from above by:
S(z) < |cmax|k2max exp
(
− kmaxΓ(z)
)
, (3.26)
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It is important to note that we have imposed one condition on θ to (3.9) and (3.11),
and a different condition on θ to the corresponding components in (3.19). The reason
is simple: although the quantum series appearing in both these set of energy-momentum
tensors are the same, i.e. the series (3.2), the latter has an extra 1/g2s suppression going
with it, creating the necessary difference in the outcome. If we go beyond r = 1 and sum the
trans-series in (3.15), much like how we did before51, the contributions to the EOMs from
any of the corresponding energy-momentum tensors are very small. The generic action
may be expressed as:
S2 =
∑
{li},ni,k
∫
d11x
√−g11
∞∑
r=1
ck exp
[
− kM6p
∫
d6y
√
g6(y) F(r)(x− y)W(r−1) (y; {li}, ni)
]
, (3.27)
where we again assume dependence on the coordinates ofM4×M2 of the internal eight-
manifold (2.3) although, as we shall discuss in section 3.2.3, the warped toroidal volume
could be inserted in the integrand. The action that appeared in (3.19) is the restrictive
piece with r = 1, with no additional dependence on the toroidal volume. The other function
appearing above is defined in (3.8).
3.2.2 Case 2: F-theory seven-branes
So far we discussed various ways of generating non-perturbative terms that contribute as
1/g2s to the energy-momentum tensors. From Tables 1 and 2 it seems other wrapped
instantons either do not contribute52 − by breaking the de Sitter isometries in the IIB
side − or they just contribute perturbatively, as positive powers of gs. What about type
IIB seven-branes wrapped on M4? These seven-branes would map to Taub-NUT spaces
oriented alongM2× T2G i.e. along (α, β) and (a, b) directions. We could even include more
generic seven-branes that are not necessarily D7-branes. Their dual, in M-theory, would
be warped Taub-NUT spaces whose properties are not too hard to ascertain (see [47, 43]).
Unfortunately two obstacles forbid a naive realization of this scenario: one, a Taub-NUT
space cannot have a simple product geometry as M2 × T2G ; and two, we cannot allow non-
trivial axio-dilaton charge in the type IIB side, as this will change the type IIA coupling
completely, ruining our basic gs scaling behavior.
The only way out is to allow for a charge neutral configuration of the seven-branes in
the IIB side. In fact this is exactly the F-theory scenario with 24 seven-branes wrapping
M4 and stretched along the 3 + 1 dimensional space-time. The orthogonal space to the
seven-branes is a P1 with 24 points where the F-theory fibre torus degenerates [48]. This
space could be identified with M2, allowing us to realize such a configuration from M-
theory. In fact one could even go a step further: write an equivalent seven-dimensional
action using the normalizable forms on the base manifold, that involves the higher order
which is how we can control the series right to the point where gs goes to zero as gs = 
b, with b as in
(3.25). Thus for b < gs < 1, both |cmax| and kmax can be arbitrarily large, yet S(z) in (3.24) can still be
finite.
51Implying that the same conditions used earlier apply here too.
52Except for a class of instantons, that we will discuss a bit later.
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quantum terms in the following way53:
S3 =
∑
{li},ni
T7
∫
d7σ
√−g7 gab ∂a∂b
(
Qˆ({li},ni)T (y, y
α, ya)
M
σ({li},ni)−7
p
)
, (3.28)
where the quantum terms are similar to the ones that we encountered in (3.2), the difference
now being their dependence on the coordinates of the fibre torus. Concerns about the
charges of the seven-branes are no longer there because of the charge neutrality in the
IIB side. Additionally, in the weak-coupling limit, (3.28) reproduces the higher order
action on the IIA six-branes. Expectedly a T-duality along x3 direction then provides us a
configuration of space-filling, but charge neutral, seven-branes in the IIB side that do not
break any of the de Sitter isometries. Clearly the gauge fields on the seven-brane would
be generated from the M-theory G-flux component via a decomposition similar to (2.92),
where Ωab(y
a, yα) is now a function of the M2 × T2G coordinates.
The inclusion of gab and the derivatives along the toroidal directions tell us that we
are now taking n3 = 2 in (3.8) (which we had put to zero earlier). The fact that this
comes with a negative sign in (3.8) can be turned to our advantage here. To see this we
shall first assume that the time dependences of the gauge field FMN and the two-form
Ωab can be collected together as
(gs
H
)2p/3
so that it remains consistent with the generic
temporal-dependences advocated in (2.93) or in [20]. This way:
Ωab(x11) =
∞∑
n=1
Bn exp
(−M2np x2n11) ab, (3.29)
where Bn are Mp and gs independent constants. Note also the absence of any gs dependent
factors as they have already been accounted for. One could in principle deviate from this
to allow for a slightly different option where the gs dependence appear in the exponent, as
considered in [21], but then this forms a different class of solution that we will discuss a
bit later. Putting everything together, the energy-momentum tensor from (3.28) becomes:
T(np;2a)MN (z) = −
∑
i
2T7√−g11(z)
∫
d7y′
Mσ
(i)−7
p
√g7(y′) gbb∂2b · δ
δgMN(z)
+
δ
(√−g7(y′) gbb)
δgMN(z)
∂2b
 Qˆ(i)T (y, yb),
(3.30)
where the sum is over all ({li}, ni) and yb ≡ x11(y′), thus gbb = g11,11. Note that we have
restricted the dependence on the coordinates ofM4 and x11, but a more generic dependence
with the coordinates ofM2 should not be too hard. The simplified dependence helps us to
express the world-volume metric by g7(y
′); and ∂2b depends on the embedding y
b = yb(y′)
via:
∂2b =
(
∂y
′P
∂yb
∂y
′Q
∂yb
)
∂2
∂y′P∂y′Q
. (3.31)
53As it happens in the usual case, the coordinates of the eight-manifold (2.3) are represented in (3.28)
by: y ≡ y(σ), yα ≡ yα(σ) and ya ≡ ya(σ). We can find a gauge where σM is identified with the coordinates
of R2,1 ×M4.
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orientation gs scaling IIB dual
S3 ∈M4 1gs D3 instanton along
(
S3 ∈M4
)× (S1)a=3(
S2 ∈M4
)× (S1)α 1gs D3 instanton along (S2 ∈M4)× (S1)α × (S1)a=3
(S1)m ×M2 1gs D3 instanton along (S1)m ×M2 × (S1)a=3
M2 × (S1)a=3 g0s D1 instanton along M2(
S2 ∈M4
)× (S1)a=3 g0s D1 instanton along S2 ∈M4
M2 × (S1)b=11 g0s F1 instanton along M2(
S2 ∈M4
)× (S1)b=11 g0s F1 instanton along S2 ∈M4
(S1)α × T2G g
1/3
s Kaluza-Klein instanton along (S1)α
(S1)m × T2G g
1/3
s Kaluza-Klein instanton along (S1)m
Table 2: The gs scalings of the wrapped M2-instantons along various three-cycles inside the non-
Ka¨hler eight-manifold (2.3) in M-theory; with (m,n) parametrizing the coordinates of M4, (α, β)
the coordinates ofM2 and (a, b) the coordinates of T2G . Again most cases break the four-dimensional
de Sitter isometries in the IIB side so they cannot contribute to the energy-momentum tensors.
Some of the above configurations rely on the existence of local one-cycles inside the non-Ka¨hler
sub-manifolds. Absence of these will remove their contributions further.
If we take Bn = 0 for n > 1 in (3.29), then the two-derivative action brings down a factor of
M4p so that this terms scales with respect to Mp in the same way as (3.19). Regarding the
gs scalings, the various components of the energy-momentum tensor scale in the following
way:
T(np;2a)mn (z) = T
(np;2a)
αβ (z) =
1
g2s
(
gθ−2/3s
)
T(np;2a)µν (z) =
1
g2s
(
gθ−8/3s
)
, T(np;2a)ab;2 (z) =
1
g2s
(
gθ+4/3s
)
, (3.32)
similar to the second terms in (3.19), with θ being the same as the one appeared there. In-
terestingly, when θ = 8/3, the four set of energy-momentum tensors scale as (g0s , g
0
s , g
−2
s , g
2
s),
with no relative suppressions between them as we had for (3.19). However their contri-
butions rely crucially on the embedding yb = yb(y′), and therefore also on the derivative
constraint ∂2b Qˆ
(i)
T (y, y
b) 6= 0. Choosing a standard embedding of the seven-branes would
make these contributions vanish.
Although the seven-branes themselves don’t seem to contribute non-perturbatively
to the energy-momentum tensor, the world-volume fields on the seven-branes in princi-
ple could. One specific set of contributions could come from the fermionic terms on the
seven-branes. In M-theory we should then look for possible fermionic completions of the
quantum terms like (3.2). Fermionic terms imply introducing the Gamma matrices, and
– 64 –
since two Gamma matrices anti-commute to the corresponding metric components, the
Gamma matrices themselves should become time-dependent (because the metric compo-
nents are). What does that mean?
It means that the eleven-dimensional Gamma matrices should be expressed in terms
of the eleven-dimensional vielbeins as ΓM ≡ Γa¯ea¯M and ea¯Mea¯N = gMN, where Γa¯ are the
standard constant Gamma matrices that now anti-commute to the flat metric ηa¯b¯. The
fermionic completion of the four-form G-flux in M-theory, may be expressed using anti-
symmetric products of Gamma functions and fermions, somewhat along the lines of [49],
in the following way:
GˆMNab(y
m, yα, ya, gs) ≡ e1Υ¯PΓMNPQabΥQ(y, gs) + e2Υ¯[MΓabΥN](y, gs), (3.33)
where ΥM is the eleven-dimensional gravitino and ei are just constants. Despite its com-
plicated appearance compared to what we encountered in [49], due solely to the presence
of eleven-dimensional gravitino, this is not new (see for example [50]). Once we decompose
ΥM(y, gs) = Ψ(y
m, gs) ⊗ ΘM(yα, ya, gs) + ΨM(ym, gs) ⊗ Θ′(yα, ya, gs), then, compared to
(2.92), we have the following forms:
Ωˆab ∝ Θ¯′ΓabΘ′, ΩˆMNab ∝ Θ¯[MΓabΘN], ΩˆMab ∝ Θ¯[MΓab]Θ′ (3.34)
Ωˆ′MNab ∝ Θ¯PΓMNPQabΘQ, Ωˆ′MNQab ∝ Θ¯PΓMNPQabΘ′, Ωˆ′MNPQab ∝ Θ¯′ΓMNPQabΘ′,
alongwith
¯ˆ
ΩMab and
¯ˆ
ΩMNQab; which would make them functions of (y
m, yα, gs) from the
vielbeins. We expect the internal fermions and gravitinos, i.e. Θ and ΘN, to reproduce
a behavior like (3.29), from the corresponding Dirac and Rarita-Schwinger equations on
M2× T2G . This is bit more complicated scenario so some simplification is warranted for. In
the generic scenario we place no constraints on Θ and ΘN right now. With these in mind,
let us consider the following variation of (2.92):
GˆMNab(y
m, yα, ya, gs) = Ψ¯
(
e11ΩˆMNab + e12Ωˆ
′
MNab
)
Ψ
+ e21Ψ¯[M ΩˆabΨN] + e22Ψ¯
[P Ωˆ′MNPQabΨ
Q]
+ e31Ψ¯ Ωˆ[MabΨN] + e32Ψ¯ Ωˆ
′
MNQabΨ
Q + h.c, (3.35)
where (Ψ,ΨM) are the two kinds of fermions in M-theory, now localized along R
2,1×M4,
and eij are constants. If we assume that the fermions do not have any gs dependences,
then Ψ¯ = Ψ†Γ0 = Ψ†Γa¯e0a¯, as well as Ψ¯M, would naturally scale as g
4/3
s . If we restrict
(M,N) ∈M4, then ΓMN scales as g−2/3s , implying that the coefficients of eij terms in (3.35)
all scale as g
8/3
s . The G-flux component GMNab in (2.92), on the other hand, scales as g
2k/3
s .
This mismatch has a natural explanation. In a time-dependent background, if we
switch on fermionic bilinears, they cannot be time-independent. The simplest bilinear func-
tion will involve two fermions without any Gamma functions, implying that the fermions
themselves should have some gs dependences. With this in mind, let us arrange for the
following gs dependences for the two kinds of fermions in M-theory:
Ψ(x, ym, gs) =
∑
k′
Ψ(2k
′+4)(x, ym)
(gs
H
)2k′/3
, ΨM(x, y
m, gs) =
∑
k′
Ψ
(2k′+4)
M (x, y
m)
(gs
H
)2k′/3
, (3.36)
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which is arranged so that (3.35) or (3.33) transform exactly as the corresponding G-flux
components Gmnab,Gαβab and Gmαab when k
′ = 12(k − 4). Note that this implies that
Θ(yα, ya) and ΘM(y
α, ya) do not have any gs dependences. We have also inserted a spatial
dependence on x, to the already expected spatial dependence on ym, in anticipation of the
following decomposition:
Ψ(x, ym) = ψ1(x)⊗ χ(4)(ym), ΨM(x, y) = ψ2(x)⊗ χ(4)m (ym), (3.37)
with m ∈M4 and ψi(x) being fermionic degrees of freedom in R2. Clearly this decomposi-
tion leads to variety of fermionic degrees of freedom but the problem arises when we try to
restore the de Sitter isometries in the IIB side. One way out is to remove the x dependence
altogether and view the fermions to be completely on the sub-manifold M4 and consider
simply the bilinear (3.35). On one hand, if we consider the bilinear Ψ¯Ψ(ym, gs), this would
scale as
(gs
H
)2(k′+k′′+2)/3
, which seems to contribute for (k′, k′′) > (0, 0). On the other hand,
the gs expansions for Ψ and ΨM in (3.36) would make sense if k > 4. More importantly
however in the decomposition (3.35), the gravitino degrees of freedom ΨM cannot appear
because type IIB seven-branes do not have gravitino fields on their world-volumes. This
can be made possible if from the start we impose Θ′(yα, ya) = 0. In that case there exists
the following fermionic completion of the four-form flux:
GtotMNab ≡ M−1p GMNab + GˆMNab, (3.38)
where the first term, from (2.92), provides the world-volume gauge fields in the IIB side;
and the second term, from the first line of (3.35) with e2i = e3i = 0, provides the fermionic
terms. Both these contributions provide U(1) degrees of freedom, but can be made non-
abelian if we incorporate wrapped M2-branes. These non-abelian degrees of freedom will
reside on multiple seven-branes at a point on M2, and could therefore form a structure
similar to the one discussed for the heterotic theories in [51]. We have also assumed that the
fermion Ψ is dimensionless so that (3.38) remains dimensionless also. All these informations
may be inserted in the following quantum action:
S4 =
∑
{li},ni,q
T7
∫
d7σ
√−g7
(
Ψ¯Ψ
)q ×(Q˜({li},ni)T (ym, yα, gs)
M
σ({li},ni)−7
p
)∣∣∣∣∣
0≤r≤7
l28+r=0
, (3.39)
where Q˜({li},ni)T (y
m, yα, gs) is the same one as in (3.2) except GMNab therein is replaced
by the fermionic bilinear (3.35). We could have instead replaced GMNab by G
tot
MNab, but
then we have to keep track of the Mp scalings a bit more carefully. Additionally we
have augmented the quantum piece with a bilinear without extra Gamma-functions. The
quantum terms in (3.39) provide us an expression with higher powers of curvature and
the fermionic bilinears, but there are no interactions with G-flux components (which in
principle could be constructed by relaxing the l28+r = 0 constraints, or by inserting G
tot
MNab
in (3.2)). If the gs scaling of the full quantum term in (3.39) is given by g
θk
s , and the Mp
scaling by M
σ({li},ni)
p , then θk and σ({li}, ni), take the following form:
σ({li}, ni) =
2∑
i=0
ni + N1, θk =
1
3
( 2∑
i=0
ni + N1 + (k − 1)N5 + 2q(k − 2)
)
, (3.40)
– 66 –
with no dependence on N5 for σ({li}, ni), and we have used 2k′ = k− 4 in (3.36) to match
with the standard G-flux scalings. There is a slight difference though: the Mp scalings of
the actual G-flux components do depend on N5. This can be rectified by giving a dimension
of M
−1/2
p to the fermion Ψ itself and zero dimensions to the internal fermions Θ and ΘM.
Note that θk, computed without incorporating contribution from the g7 in (3.39), would
be positive definite for k > 2. The other quantities, namely Ni, ni, are defined in (3.8).
The energy-momentum tensor from (3.39) becomes:
T(np;2b)MN (z) = −
∑
i,q
2T7√−g11(z)
∫
d7y′
(
Ψ¯Ψ
)q
Mσ
(i)−7
p
√g7(y′) δ
δgMN(z)
+
δ
(√−g7(y′))
δgMN(z)
 Q˜(i,r)T (y, yb),
(3.41)
which should be compared to what we had in (3.30). One thing to note is that while
(3.30) depends crucially on the embedding of the seven-branes, (3.41) is independent of
the embedding. Once we insert the G-flux components, i.e. insert the anti-symmetric
tensors along with their fermionic bilinears in (3.35), we can have gauge fields and fermions
interacting with each other and contribution to the potential. Generalizations aside, the
gs scalings of the various components of the energy momentum tensors may be written as:
T(np;2b)mn (z) = T
(np;2b)
αβ (z) =
1
g
2/3
s
(
gθk−2/3s
)
T(np;2b)µν (z) =
1
g
2/3
s
(
gθk−8/3s
)
, T(np;2b)ab (z) =
1
g
2/3
s
(
gθk+4/3s
)
, (3.42)
with θk as in (3.40). This contributes to the classical EOMs in [20] at θk ≥ 4/3 which,
in turn, leads to contributions from terms like
(
Ψ¯ΩMNabΨ
)4
and other higher-order terms
for k ≥ 3/2 and q = 0. However if we had taken q > 0, then k ≥ 5/2 otherwise would be
issues with the existence of a EFT description [20, 21]. For this case the non-perturbative
contributions come from:
2 (n1 + n2 + N1 + q) + 3N5 = 8, (3.43)
which can allow terms like
(
Ψ¯Ψ
)4
, amongst other possible contributions coming from the
curvature, gauge fields and their derivatives. They are finite in number because k > 2.
Interestingly for k = 0, and θk = 4/3 in (3.40) there would have been an infinite number
of terms, a subset of which are given by various derivatives on powers of fermion bilinears.
However k = 0 is not the time-independent case for the fermions which may be seen from
our scaling (3.36) above.
Before ending this section, let us clarify one worrisome feature related to the possibility
of vanishing contribution from a term like
(
Ψ¯ΩMNabΨ
)2
and higher powers. This is much
like what happens in the ten-dimensional case with gauge singlet Majorana-Weyl fermions
[50]. However such concerns are alleviated once we go to the non-abelian case by including
wrapped M2-branes on vanishing cycles. In the dual IIB side these wrapped M2-branes
become tensionless strings between coincident F-theory seven-branes. The non-abelian
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enhancement occurs geometrically via [52] or algebraically via the Tate’s algorithm [53].
In the non-abelian case this would convert:(
Ψ¯ΩMNabΨ
)2 → (tradj Ψ¯ΩMNabΨ)2 , (3.44)
which is in general non-zero. Here we have taken the trace in the adjoint representation,
although one could in principle construct it for arbitrary representation of the gauge group.
In (3.38), the total G-flux GtotMNab then is comprised of the usual tensorial flux components
GMNab, and the traces over the fermionic bilinears instead of the abelian ones discussed in
(3.35), much like what we know in the heterotic side from [51].
3.2.3 Case 3: The KKLT type instanton gas
So far our concentrations have mostly been towards scenario where gs → 0. In this limit
many of the non-perturbative contributions vanish because of their dependence on either
exp
(
− 1
g
1/3
s
)
or on exp
(
− 1
g2s
)
, the latter being from the wrapped instantons. What hap-
pens for gs < 1, where some of the exponential factors do not go to zero as fast as it were
when gs → 0? To study the implications of these, let us express (3.29) alternatively as (see
also [21]):
Ωab(x11, y
α, gs) =
∞∑
n,k=1
Bnk exp
(
−M2np g4n/3s x2n11
)
exp
[
− (yαyα)k g−2k/3s M2kp
]
ab, (3.45)
where yαy
α = gαβy
αyβ with un-warped metric gαβ. In [21] we studied the case where all
Bnk = 0 except B10. Here we would like to concentrate on B11 6= 0 in addition to B10.
Note the appearance of gs in the exponents themselves. This may seem to take us away
from the generic time-dependences of the G-flux components in (2.93), giving us:
Ωab(x11, y
α, gs) = B10 exp
(
−M2pg4/3s x211
)[
1 +
B11
B10
exp
(
−M
2
p y
2
α
g
2/3
s
)]
≡ 1 + B11 exp
(
−M
2
p y
2
α
g
2/3
s
)
,
(3.46)
in the decomposition (2.92). The second equality appears from restricting the coordinate
dependence to the base M4 ×M2. However such a choice of the two-form do not change
the gs scaling of (3.2) with θ =
1
n(θp+2n), and θp as in (3.17), unless the (n2, n3) derivative
actions in (3.2) act on (3.46). It is this action, in particular the one associated with n2 in
(3.2), is what we are interested in here.
To see how this develops, let us start with U(1)(y) as in (3.18), with two differences: one,
the integral is over the six-manifoldM4× T2G , and two, we choose (3.46), with (B10,B11) 6=
(0, 0), instead of B11 = 0. In the IIB side this will be instantons wrapping M4 (see Table
1), and we will call these the delocalized KKLT type instanton gas [5]. Thus the limit we
are looking at here is:
gs → , Mp → −2/3, T(np;1)MN (z) = T(np;1)MN (z; B10 = 1), (3.47)
with T(np;1)MN (z) is as given in (3.19) and  < 1. Interestingly, in this limit, even if we had
entertained a non-zero B11, the exponential factor would have gone to zero as exp
(− 1
2
)
for
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instanton type Va2VbT2 gs scaling T
(np)
MN θmin
BBS a = b = 0 g
θ+la
s
g2s
(3.19) 83
Delocalized BBS a = 0, b = 1 g
θ+la
s
g
2/3
s
(3.52) with n2 = 0
4
3
KKLT a = b = 0 gθ+las (3.54) with n2 = 0
2
3
Delocalized KKLT a = 1, b = 0 g
θ+la
s
g
2/3
s
(3.51) 43
Table 3: The gs scalings of the four kind of wrapped M5-instantons that contribute to the non-
perturbative energy-momentum tensor T(np)MN . The two-form Ωab that defines the G-flux components
in (2.92), is chosen to be Ωab =
(
1 + B11exp
(−M2py2α) )ab, with B11 a constant independent
of (gs,Mp). The gs scalings remain unchanged for the two cases with B11 = 0 and B11 6= 0,
although their corresponding Mp scalings change. The other parameter θ is defined in the text as
θ ≡ 1n (θp + 2n) and θp as in (3.17) with θmin being the minimum value of θ that contributes to
the non-perturbative energy-momentum tensors; la = 4/3,−2/3,−8/3 depending on the space-time
directions; V2 is the unwarped volume of the sub-manifold M2; and VT2 is the unwarped volume
of the toroidal sub-manifold T
2
G .
→ 0. When  < 1, the coefficient of B11 doesn’t go to zero as fast. The energy-momentum
tensor on the other hand, deviates from (3.19) in the following instructive way:
T(np;3)MN (z) =
∑
{li},ni,k
ck exp
[
−k
∫
d6z′
√
g6(z
′)
g
2/3
s
(
F(1)(−z′)Q({li},ni)T (z′)
M
σ({li},ni)−6
p
)
Vˆ2 + kO
(
∂F(1)(−z′)
∂y′
)]
×
gMN(z) + 2k M2n2p V2
M
σ({li},ni)−11
p
∫
d11x
(−2yα)n2 F(1)(−z)
g
2(1+n2)/3
s
·
δ
(√
g6(z)Q
({li},ni)
T (z)
)
δgMN(z)
√
g11(x)
g11(z)
+ ..
 ,
(3.48)
where the dotted terms are now the less dominant ones with powers of n2 that may be
derived from (3.2). There are a few differences from (3.19), as shown in red above: one,
the determinant of the metric of the six-dimensional base
√
g6(y′) in (3.19) scales as 1g2s ,
whereas here it scales as g0s ; two, the Mp scaling in (3.19) is different from what we have
here; three, there is an extra factor of yn2α in (3.48) that is absent in (3.19); and four, the
appearance of the volume factors V2 and Vˆ2 compared to their absence in (3.19). The
volume factor Vˆ2 is important, and is related to the effective volume of the base sub-
manifold M2. Its presence here signifies the fact that we have integrated over the full
internal space (2.3), including the contributions from the derivatives along M2 in (3.2).
On the other hand, V2 is extracted from an integral
∫
d2yαg(yα)
√
g2 ≈ g(yα)V2 and is the
unwarped volume of M2.
The factor of 1
g2s
that appears in (3.48) for n2 = 2 matches up with the similar de-
pendence in (3.19), but now there is more: the generic dependence becomes 1
g
2(1+n2)/3
s
,
implying that other powers of inverse gs should appear both in the sum as well as in the
exponent. This differs from (3.19) where the factor of 1
g2s
is universal over the whole range
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of ({li}, ni). For large enough n2, the exponential term will be heavily suppressed, thus
killing the contributions to the energy-momentum tensor altogether. In fact this could also
be seen from the individual components of the energy-momentum tensor:
T(np;3)ab (z) =
∑
k
ck
[
g4/3s +
∑
n2
kV2
g
2(1+n2)/3
s
(
gθ+4/3s
)]
exp
(
−
∑
n2
kV2
g
2(1+n2)/3
s
· gθs
)
(3.49)
T(np;3)µν (z) =
∑
k
ck
[
g−8/3s +
∑
n2
kV2
g
2(1+n2)/3
s
(
gθ−8/3s
)]
exp
(
−
∑
n2
kV2
g
2(1+n2)/3
s
· gθs
)
T(np;3)mn (z) = T
(np;3)
αβ (z) =
∑
k
ck
[
g−2/3s +
∑
n2
kV2
g
2(1+n2)/3
s
(
gθ−2/3s
)]
exp
(
−
∑
n2
kV2
g
2(1+n2)/3
s
· gθs
)
,
where as before, for θ = 23(2 + n2) the series could be summed as in (3.21), and putting a
bound like (3.22), one could even get a convergent series (see footnote 50). Any remaining
divergence can be controlled by F(1)(−z) as before, but now there is also the volume factors,
although new subtleties appear because of the n2 factor in (3.48) and (3.49). Before we
discuss how to control this, let us express the generic form of the energy-momentum tensor
from (3.49) in the following way:
T(np;3)MaNa(z) =
∑
k
ck
[
glas +
∑
n2
kV2
g
2(1+n2)/3
s
(
gθ+las
)]
exp
(
−
∑
n2
kV2
g
2(1+n2)/3
s
· gθs
)
, (3.50)
where the gs dependence in the exponential part for θ =
2
3(2 + n2) go as g
2/3
s , as before.
The Mp dependence is now useful to quantify. If the derivative action do not act on (3.46),
most of the changes in red in (3.48) do not appear, and the energy-momentum tensor takes
the following form:
T(np;4)MN (z) =
∑
{li},ni,k
ck exp
[
−k
∫
d6z′
√
g6(z
′)
g
2/3
s
(
F(1)(−z′)Q({li},ni)T (z′)
M
σ({li},ni)−6
p
)
Vˆ2 + kO
(
∂F(1)(−z′)
∂y′
)]
×
gMN(z) + 2k V2
M
σ({li},ni)−11
p
∫
d11x
F(1)(−z)
g
2/3
s
·
δ
(√
g6(z)Q
({li},ni)
T (z)
)
δgMN(z)
√
g11(x)
g11(z)
+ ..
 ,
(3.51)
whose behavior is very similar to what we had in (3.19). For example when θ = 4/3, one
may easily see that the exponential factor goes as exp
(
−kVˆ2g2/3s
)
, with the integrand on
the second term behaving similar to (3.19). This series can be controlled, as we discussed
in much details earlier (see footnote 50). The interesting question then is the scenario
where the derivatives act on (3.46). Taking one derivative on (3.46), brings down a factor
of −2yαM2p, but there is also a factor of inverse Mp from (3.10), so that the overall scaling is
−2yαMp. This is good, but the worrisome feature is the minus sign, which will occur every
time we take an odd number of derivatives. Fortunately this can be cured from the start
when we sum the trans-series in (3.16). Recall that the aim of such a summation process is
to convert any series with terms like ±f(z)
g2s
to exp
(
−f(z)
g2s
)
, so that when gs → 0, or f(z)→
∞, the exponential factor becomes very small, irrespective of the sign of the individual
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terms in the series. To deal with this, let us divide the n2 derivatives as n2 = (nΩ, nQ)
where nΩ is the number of derivatives that act on (3.46), or alternatively on GMNab in
(3.2), and nQ is the number of derivatives that act on everything else in (3.2). We can now
insert a factor of (−1)nΩ in the exponential piece (3.18). This way, once we take θ = 4/3,
the energy-momentum tensor would scale with respect to Mp as M
n
Ω
p exp
(
−MnΩp g2/3s
)
that
becomes smaller as n2 increases
54 Similar story could be developed for other values of θ > 0,
and show convergences there. We could also go back to (3.19), and insert two changes:
one, use (3.46) and two, insert the warped volume of T
2
G . We will however continue to keep
all functional dependences on M4 ×M2 for simplicity. The result is:
T(np;5)MN (z) =
∑
{li},ni,k
ck exp
[
−k
∫
d6z′
√
g6(z
′) g4/3s
(
F(1)(−z′)Q({li},ni)T (z′)
M
σ({li},ni)−6
p
)
VT2 + kO
(
∂F(1)(−z′)
∂y′
)]
×
gMN(z) + 2k M2n2p VT2
M
σ({li},ni)−11
p
∫
d11x
(2yα)
n2 F(1)(−z)
g
2(1+n2)/3
s
·
δ
(√
g6(z)Q
({li},ni)
T (z)
)
δgMN(z)
√
g11(x)
g11(z)
+ ..
 ,
(3.52)
where g6 is the warped determinant of the metric for the base M4 ×M2, whereas g6
is the un-warped determinant. VT2 is the un-warped volume of the orthogonal space T
2
G .
Interestingly, the gs and the Mp behavior of this is similar to (3.48), the KKLT instanton,
and because of that, the series (3.52) should be convergent (in the sense discussed in
footnote 50). Interestingly, once we remove the volume dependence, the result becomes:
T(np;6)MN (z) =
∑
{li},ni,k
ck exp
[
−k
∫
d6z′
√
g6(z
′)
(
F(1)(−z′)Q({li},ni)T (z′)
M
σ({li},ni)−6
p
)
+ kO
(
∂F(1)(−z′)
∂y′
)]
×
gMN(z) + 2k M2n2p
M
σ({li},ni)−11
p
∫
d11x
(2yα)
n2 F(1)(−z)
g
2(3+n2)/3
s
·
δ
(√
g6(z)Q
({li},ni)
T (z)
)
δgMN(z)
√
g11(x)
g11(z)
+ ..
 .
(3.53)
Let us summarize what we have so far. Assuming no dependency on the coordinates of T
2
G
there are two possible choices for Ωab given in (3.46): one with B11 = 0 and the other with
non-zero B11. For both cases, the gs scalings of the energy-momentum tensors for the BBS
and the KKLT instanton gases behave differently depending on whether the orthogonal
54A more acute question is what happens when the derivative action removes the Mp factor. This happens,
for example when the first derivative action brings down a −2yαM2p factor, and the second derivative action
removes yα. In fact the combined action also removes the M
2
p factor. However the exponential piece does
retain the information of the derivative action that acts on the exponential factor as well as the other
derivative action. This means, no matter how the derivatives act, there would always be a factor that goes
to zero as:
lim
Mp→∞
M
n
Ω
p exp
(
−MnΩp g2/3s
)
→ 0,
which for nΩ → ∞ goes to zero even faster. The conclusion remains unchanged for gs < 1. For gs → 0,
we can always arrange Mp to go to infinity faster than some given power of gs. For example imagine the
exponential part is exp
(−Mk1p gk2s ), and let gs goes to zero as gs → . Then as long as Mp goes to infinity
as Mp → −κ with κ > k2k1 , the exponential part vanishes. This way convergence can be attained.
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volumes of the internal sub-manifold are taken into account or not. For the BBS instanton
gas, the energy-momentum tensor without switching on the volume of T
2
G is given in (3.19).
Once we switch on the volume of T
2
G , the result changes to (3.52), with n2 = nΩ , where nΩ
is the number of derivatives acting on (3.46). On the other hand, for the KKLT instanton
gases, once we switch on the volume of the sub-manifoldM2, the energy-momentum tensor
become (3.48). If not, the result is:
T(np;7)MN (z) =
∑
{li},ni,k
ck exp
[
−k
∫
d6z′
√
g6(z
′)
(
F(1)(−z′)Q({li},ni)T (z′)
M
σ({li},ni)−6
p
)
+ kO
(
∂F(1)(−z′)
∂y′
)]
×
gMN(z) + 2k M2n2p
M
σ({li},ni)−11
p
∫
d11x
(−2yα)n2 F(1)(−z)
g
2n2/3
s
·
δ
(√
g6(z)Q
({li},ni)
T (z)
)
δgMN(z)
√
g11(x)
g11(z)
+ ..
 ,
(3.54)
which has a different gs scaling as expected. Once n2 ≡ nΩ = 0, we are basically dealing
with B11 = 0 in (3.46). The results for all the cases are summarized in Tables 3 and 4.
Before ending this section let us resolve one other issue that we have been dragging
along with our formulae so far, and this has to do with the appearance of the metric
components in the non-perturbative energy-momentum tensors T(np;l)MN . To proceed, we will
follow the analysis in footnote 48. Let us define a function:
f(x) ≡
∑
n≥1
dnx
n = d1x+ d2x
2 + d3x
3 + d4x
4 + ........
dn ≡
∑
l≥1
cl(−l)n
n!
=
c1(−1)n
n!
+
c2(−2)n
n!
+
c3(−3)n
n!
+
c4(−4)n
n!
+ ......., (3.55)
with (di, cj) to be arbitrary constants. Once the set of di are specified, the corresponding cj
could be easily determined by inverting a certain matrix whose details appear in footnote
48. We can now combine things together to express the following series:
xd1 =
c1(−1)1
1!
x+
c2(−2)1
1!
x+
c3(−3)1
1!
x+
c4(−4)1
1!
x+ ......
x2d2 =
c1(−1)2
2!
x2 +
c2(−2)2
2!
x2 +
c3(−3)2
2!
x2 +
c4(−4)2
2!
x2 + ......
x3d3 =
c1(−1)3
3!
x3 +
c2(−2)3
3!
x3 +
c3(−3)3
3!
x3 +
c4(−4)3
3!
x3 + ......, (3.56)
and so on. The point of this obvious exercise was to justify one little thing, which becomes
apparent when we add every term vertically down. Summing vertically down we easily get:
f(x) = c1
(
e−x − 1)+ c2 (e−2x − 1)+ c3 (e−3x − 1)+ c4 (e−4x − 1)+ ... = ∑
k≥1
ck
(
e−kx − 1
)
, (3.57)
which is all we need. The above result remains unchanged no matter what ci we choose,
positive or negative. The issue of convergence of such a series has already been dealt with
earlier, so we will not discuss it further here. If we now identify f(x) with, say, U(1)({li},ni)(y)
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instanton type Va2VbT2 gs scaling T
(np)
MN θmin
BBS a = b = 0 g
θ+la
s
g
2(3+n2)/3
s
(3.53) 23(n2 + 4)
Delocalized BBS a = 0, b = 1 g
θ+la
s
g
2(1+n2)/3
s
(3.52) 23(n2 + 2)
KKLT a = b = 0 g
θ+la
s
g
2n2/3
s
(3.54) 23(n2 + 1)
Delocalized KKLT a = 1, b = 0 g
θ+la
s
g
2(1+n2)/3
s
(3.48) 23(n2 + 2)
Table 4: The gs scalings of the four kind of wrapped M5-instantons that contribute to the non-
perturbative energy-momentum tensor T(np)MN , but now with the two-form Ω as defined to be (3.46).
Again, the gs and Mp scalings remain unchanged for the two cases with B11 = 0 and B11 6= 0, if
the derivatives do not act on (3.46). The other parameter θ, θmin and la are defined as before.
in (3.16) and x by the integral structure therein, then the action S2 in (3.27), gets modified
to the following indefinite integral structure:
S′2 =
∑
{li},ni,k
∫
d11x
√−g11
∞∑
r=1
ck
[
exp
(
− kM6p
∫
d6y
√
g6(y) F(r)(x− y)W(r−1) (y; {li}, ni)
)
− 1
]
,
(3.58)
in precisely the same way as in our simple exercise (3.57). In fact all the non-perturbative
actions that we wrote as a trans-series should be modified in the aforementioned way. This
addition of a counter-term with a relative minus sign in (3.58), and subsequently in all other
actions, removes the extra metric dependences from all the energy-momentum tensors. To
summarize then, the gs scalings of all the non-perturbative energy-momentum tensors are
exactly as they appear in Tables 3 and 4 without any superfluous metric factors.
3.3 Expectation values and the Schwinger-Dyson equations
With all the perturbative and non-perturbative quantum corrections at hand, including
being equipped with the construction of the Glauber-Sudarshan states, we are ready to
study the basics EOMs governing them. Some parts of the EOMs have already been
discussed in details in [20], so we will not take that path here. Instead we will analyze the
EOMs using the Schwinger-Dyson equations [36]. The full M-theory action, that includes
all the corrections that we studied in section 3.1 and 3.2, can be written as:
Stot ≡ S1 + S′2 + S3 + S4 + ... = S1 + Snp + Sb + Stop, (3.59)
where S1 is the M-theory action in (3.1) that includes the infinite collection of perturbative
local and non-local corrections, including the action for M2 and fractional M2 branes; Snp
is the action for the instanton gas studies in sections 3.2.1 and 3.2.3 that includes S′2 from
(3.58) and other contributions that we elaborated in section 3.2.3; Stop is the topological
part of M-theory action that we studied in full details in [20], so we don’t discuss it here;
and Sb is the action of the branes and surfaces, including their fermionic and higher order
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interactions, that do not appear in S1. As an example, we have uplifted-six-brane fermionic
and higher order interactions in S3 and S4 given as (3.28) and (3.39) respectively. The
other wrapped brane actions may be thought of as coming from the non-local interactions
and topological action that we discussed in S1 and Stop from (3.1) and [20] respectively.
Note also that each of the pieces in (3.59) has an infinite number of terms, so Stot is pretty
much an exhaustive collection.
Stot is also in some sense a Wilsonian action constructed by integrating out the UV
modes in the solitonic background. As we elaborated earlier, such integrating out pro-
cedure is possible because our vacuum is supersymmetric and solitonic, so do not suffer
from any pathologies attributed to vacua like Bunch-Davies and other similar avatars. Su-
persymmetry is broken spontaneously from switching on coherent states of non-self-dual
G-fluxes as in (2.95), so the positive cosmological constant Λ appears from a conspiracy
between these fluxes and quantum corrections in a way discussed in [20] with the zero point
energy playing no part here. This is of course the advantage we get from our choice of
vacuum, but here we want to inquire about the stability of the Glauber-Sudarshan state
amidst the infinite set of quantum corrections emanating from Stot. This is where the
Schwinger-Dyson equations [36] become immensely useful.
The original formulation of the Schwinger-Dyson equations (SDEs) in [36] provide
relations between Green’s functions in QFT as expectation values over states. In the
gravitational and the flux sectors the SDEs imply:∫
[DgMN] δ
δgPQ
≡ 0 ≡
∫
[DCMNP] δ
δCPQR
, (3.60)
i.e. the integrals over total derivatives vanish, so it shouldn’t be too hard to get them here.
However before we get the required SDEs, recall that in [20, 21] we carefully distinguished
between warped (i.e. gs dependent) and un-warped (i.e. gs independent) parts of the
metric. Question is, in the computation (2.79), what metric was used? The answer is
simple: for us there is only the solitonic background (2.1) with the modes Ψk in (2.7) for the
gravitational sector and Υk (that we discuss below) for the flux sector
55. Everything else, in
particular the background (2.4) and the corresponding time-dependent G-flux components,
must appear as expectation values over the generalized Glauber-Sudarshan states56.
Looking at the integral form of the result on the RHS of (2.79), we see that α
(ψ)
µν (k, t)
appears as the expectation value. Since α
(ψ)
µν (k, t) captures the complete time-dependence
of the corresponding metric components, our analysis in (2.79) has resulted in a fully warped
metric components from the path integral. In retrospect, this is what should have been, so
the apparent consistency is not much of a surprise, although one concern could be raised
here: the O
(
gas
Mbp
)
corrections accompanying the expected answer. Does that mean we
deviate from the de Sitter background? The answer, as we shall soon see, is no: once we
make the right choice of the displacement operator, these correction terms do not appear
55Not to be confused with the fermions Ψ and Υ used in section 3.2.2!
56Recall from section 2.4 that we call the shifted interacting vacuum D(σ)|Ω〉 as the generalized Glauber-
Sudarshan states to distinguish it from the original Glauber-Sudarshan states created out of the shifted
harmonic vacuum D0(σ)|0〉.
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anymore. What is interesting however is that this choice also paves the way to achieve the
fully warped metric components from the SDEs, as will be elaborated below.
There is yet another thing that needs elaboration before we proceed further, and has to
do with the displacement operators D(α) defined in (2.61). The action of the displacement
operator is (2.57), but it hides the fact that there are both gravitational and four-form
fields participating in the construction. This means the form of D(α) cannot be as simple
as (2.76), and the modified form should incorporate all the existing field components that
form the generalized Glauber-Sudarshan states in our set-up. This is a tedious exercise,
but we can make it simple by resorting to few definitions. Let {αMN} denotes the set of
Fourier components in (2.6); and {βMNP} denotes the corresponding set for the three-form
flux components CMNP, then D(α) from (2.76) may be modified to:
D(α, β) = exp
[∫ +∞
−∞
d11k
(
α
(Ψ)
MN(k, k0)g˜
∗MN(k, k0) + β
(Υ)
MNP(k, k0)C˜
∗MNP(k, k0)
)]
(3.61)
× exp
[
−1
2
∫ +∞
−∞
d11k
(
α
(Ψ)
MN(k, k0)α
∗(Ψ)MN(k, k0) + β
(Υ)
MNP(k, k0)β
∗(Υ)MNP(k, k0)
)
+ ....
]
,
where the tilde denote Fourier transforms, and the dotted terms are the higher order mixing
between the various components coming from our generic definition of a†eff in (2.59). This
is arranged in a way that (3.61) is not unitary. The other components in (3.61) are Ψk and
Υk which are respectively the set of Schro¨dinger wave-functions in (2.7) and a similar set
for the three-form flux components CMNP. Note that CMNP are not gauge invariants, and
neither are the metric components, so D(α, β) would change the expectation values of the
corresponding fields in the right way under gauge transformations. We also expect:
〈α, β|α, β〉 = 〈Ω|D†(α, β)D(α, β)|Ω〉
=
∫
[D{gMN}] [D{CPQR}] eiStotD†(α, β)D(α, β)∫
[D{gMN}] [D{CPQR}] eiStot , (3.62)
where using some abuse of notation, we have taken D(α, β) to denote both the operator
and the field. Which is which should be clear from the context. The set {gMN} denotes
the set of metric components (gmn, gαβ, gab, gµν) and the set {CMNP} denotes the C-fields
that appear from the G-flux components (Gmnpq,Gmnpα,Gmnαβ,Gmnpa,Gmnab,G0ijm) and
other permutations. These will be related to the components that we encountered in
sections 3.1 and 3.2, and also in [20, 21]. Finally, Stot is the fully interacting action written
in (3.59) and is responsible for creating the interacting vacuum |Ω〉.
There are still couple more issues that we need to clarify before we proceed further.
First, the way we have expressed |α, β〉, it is clearly not normalized because D(α, β) is not
unitary. The shifted vacuum |α, β〉 ≡ D(α, β)|Ω〉, as we showed earlier using the simpler
version (2.74), does produce the expected answer in (2.79), so we expect the same to hold
for 〈{gMN}〉(α,β). This is a straightforward exercise so we will not do it here, instead we
want to point out that the expectation values of the G-flux components 〈{GMNPQ}〉(α,β)
now reproduce the expected results from [20, 21].
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Secondly, as we cautioned earlier, because of the presence of metric and C-fields, which
are not gauge invariant quantities, there should be Faddeev-Popov ghosts changing:
Stot → Stot − Sghost, (3.63)
where the relative sign is chosen for later convenience. If (3.63) is always true, then it
will make the action even more complicated than (3.59). There are specific gauge choices
that do not create propagating ghosts, when we take the metric and the C-field degrees
of freedom separately, but it is not clear such a gauge exists when we take everything
together. This would mean that we might have to venture beyond (3.59). Taking all these
into considerations, the first set of Schwinger-Dyson equations resulting from (3.62) then
takes the following form:〈
δStot
δ{gMN}
〉
(α,β)
=
〈
δSghost
δ{gMN}
〉
(α,β)
−
〈
δ
δ{gMN} log
(
D†(α, β)D(α, β)
)〉
(α,β)
(3.64)〈
δStot
δ{CMNP}
〉
(α,β)
=
〈
δSghost
δ{CMNP}
〉
(α,β)
−
〈
δ
δ{CMNP} log
(
D†(α, β)D(α, β)
)〉
(α,β)
,
where all degrees of freedom appear on both sides of the two set of equations, making it a
complicated set of coupled differential equations. Question is how to solve these equations
to extract useful data for the generalized Glauber-Sudarshan states.
First, even without solving anything we see that the SDEs’ are expressed as expectation
values over the generalized Glauber-Sudarshan states. This is already a good start as
our earlier path integral approach in (2.79) showed us that the expectation value of the
metric over the state |α〉 does reproduce the de Sitter space-time. Secondly, the functional
derivatives are taken with respect to the space-time metric and C-field components so it
would be useful to bring (3.61) to the space-time integral format. This becomes:
D(α, β) = exp
[∫ +∞
−∞
d11x
√−g11
(
α
(Ψ)
MN(x)g
MN(x) + β
(Υ)
MNP(x)C
MNP(x)
)]
× exp
[
−1
2
∫ +∞
−∞
d11x
√−g11
(∣∣∣α(Ψ)MN(x)∣∣∣2 + ∣∣∣β(Υ)MNP(x)∣∣∣2)+ ......] , (3.65)
where we have used the normalization condition from footnote 5 to bring the second line in
the right form. The metric determinant is of the solitonic background (2.1) which means√−g11 = h−12 h4/31 . Plugging (3.65) in (3.64) reproduces:
δ
δ{CMNP(z)}
[
log
(
D†(α, β)D(α, β)
)]
= 2h−12 (z)h
4/3
1 (z) β
(Υ)
MNP(z) + .... (3.66)
δ
δ{gMN(z)}
[
log
(
D†(α, β)D(α, β)
)]
=
(
2− gM′N′(z)gM′N′(z)
)
h−12 (z)h
4/3
1 (z) α
(Ψ)
MN(z) + ..,
where the dotted terms are higher order mixing terms resulting from (2.59). Note that the
results, at least to the order that we study here, do not depend directly on D(α, β), but are
proportional to the background metric (2.4) and the corresponding G-flux components. It
is also interesting to ask how does the expectation value, computed in (2.78), change if two
– 76 –
different generalized Glauber-Sudarshan states are used, for example |α1, β〉 and |α2, β〉. If
we ignore β for simplicity, then we ask how the expectation value 〈α2|gµν |α1〉 differs from
(2.78). In path integral form, the numerator takes the following form:
∫
[Dgµν ] eiSD†(α2)δgµνD(α1) =
(∏
k
∫
d (Re g˜µν(k)) d (Im g˜µν(k))
)
exp
[
i
V
∑
k
k2|g˜µν(k)|2 + iSsol + ..
]
× exp
{
1
V
∑
k′
[
Re
(
α
(ψ)
(1)µν(k
′) + α(ψ)(2)µν(k
′)
)
− iIm
(
α
(ψ)
(2)µν(k
′)− α(ψ)(1)µν(k′)
)]
Re g˜µν(k′)
}
× exp
{
1
V
∑
k′
[
Im
(
α
(ψ)
(1)µν(k
′) + α(ψ)(2)µν(k
′)
)
+ iRe
(
α
(ψ)
(2)µν(k
′)− α(ψ)(1)µν(k′)
)]
Im g˜µν(k′)
}
× 1
V
∑
k′′
ψk′′(x, y, z)e
−ik′′0 t (Re g˜µν(k′′) + iIm g˜µν(k′′)) exp(− 1
V
∑
k′
|α(ψ)µν (k′)|2
)
,
(3.67)
where δgµν implies we have ignored the solitonic part of the field gµν . We see that
the coefficients of Re g˜µν(k′) and Im g˜µν(k′) become complex. Interestingly the complex
factor is α
(ψ)
(2)µν(k
′)−α(ψ)(1)µν(k′) and therefore vanishes when α2 = α1. The denominator will
have a similar form as (3.67) except without the metric field. The integral can be easily
performed, and here for illustrative purpose let us assume that g˜µν(k′) is real. Putting
everything together we get57:
〈α2|gµν |α1〉 = ηµν
h
2/3
2 (y,x)
+
1
2
∫
d10k
2ω
(ψ)
k
αˆ(ψ)µν (k, t)ψk(x, y, z) +O
(
gcs
Mdp
)
(3.68)
αˆ(ψ)µν (k, t) ≡ Re
(
α
(ψ)
(1)µν(k, t) + α
(ψ)
(2)µν(k, t)
)
− iIm
(
α
(ψ)
(2)µν(k, t)− α
(ψ)
(1)µν(k, t)
)
,
which tells us that unless α
(ψ)
(1)µν(k, t) = α
(ψ)
(2)µν(k, t) = α
(ψ)
µν (k, t) where α
(ψ)
µν (k, t) is the
value from (2.17), the expectation value cannot produce a de Sitter space. Additionally,
the inequality between α
(ψ)
(i)µν(k, t) suggests that (3.68) may not even be real. This means,
an equality between α
(ψ)
(i)µν(k, t) only guaranties a de Sitter space when α
(i)(ψ)
µν (k, t) takes
the value in (2.17), otherwise it will be another time-dependent space-time.
Such a criterion is particularly useful when we evaluate the expectation values of the
products of metric and G-flux components. A simple example would be the expectation
value 〈α, β|gµν(z)gµν(z)|α, β〉, where |{α}〉 ≡ |α〉 denotes the coherent states associated
with the metric sector and |{β}〉 ≡ |β〉 denotes the coherent states associated with the
G-flux sector. In the mixed sector, as we discussed earlier, the coherent states may be
denoted as |α, β〉. For the simple case, once we concentrate on the gravitational sector, we
expect the following decomposition:
〈gµν(z)gµν(z)〉α ≡ 〈α|gµν(z)gµν(z)|α〉 =
∫
d2α′
pi
〈α|gµν(z)|α′〉〈α′|gµν(z)|α〉, (3.69)
57In this section both fields and operators of the solitonic background (2.1) will be denoted by Roman
letters i.e. gMN and CMNP, whereas the fields of the background (2.4) will be denoted by bold-faced letters
i.e. gMN and CMNP. In this way connecting to variables from sections 3.1 and 3.2 will be easier.
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where we have imposed the completeness property of the Glauber-Sudarshan states. Here
|α〉 is related to α(ψ)µν (k, t) from (2.17), but |α′〉 could in principle be arbitrary. This means
〈α′|gµν(z)|α〉 from (3.68) isn’t necessarily a de Sitter space, unless α′ = α. Thus the
decomposition (3.69) implies:
〈|gµν(z)|2〉α ≡ 〈gµν(z)gµν(z)〉α = |〈gµν(z)〉α|2 + c
∑
α′ 6=α
|〈α|gµν(z)|α′〉|2 (3.70)
where the sum is over backgrounds of the form (3.68), with α1 = α and α2 = α
′, that
deviate from the de Sitter space; and c is a constant that is required to convert the integral
in (3.69) to a sum. In a similar vein, any powers of metric or G-flux components, or even
mixed powers of metric and flux components would have at least a decomposition of the
form (3.70). The sum in (3.70) involve terms with α′ > α as well as with α′ < α. They
come with opposite signs in (3.68), so it will be worthwhile to evaluate this directly from
the path integral. The integral that we are looking for now is:
∫
[Dgµν ] eiSD†(α)|gµν |2D(α) =
(∏
k
∫
d (Re g˜µν(k)) d (Im g˜µν(k))
)
exp
[
i
V
∑
k
k2|g˜µν(k)|2 + iSsol + ...
]
× 1
V 2
exp
[
2
V
∑
k′
(
Re α(ψ)µν (k
′) Re g˜µν(k′) + Im α(ψ)µν (k
′) Im g˜µν(k′)
)
+ ...
]
exp
(
− 1
V
∑
k′
|α(ψ)µν (k′)|2
)
×
∑
k′′,k′′′
ψk′′(x, y, z)ψk′′′(x
′, y′, z′)e−i(k
′′
0 t+k
′′′
0 t
′)
(
Re g˜µν(k
′′) + iIm g˜µν(k
′′)
)(
Re g˜µν(k′′′) + iIm g˜µν(k′′′)
)
,
(3.71)
which is basically the numerator of the expectation value (3.69), except that we have ig-
nored the solitonic part of the metric. This can be easily rectified. Note that we have sep-
arated the two metric components over space and time so that short distance singularities
may be avoided. we will also avoid summing over repeated indices to avoid overcomplicat-
ing the integral. This means the tensorial property of the metric is not much of a concern
here, and assuming this to be the case, the integral (3.71) may be evaluated with the aid
of a few notations. Let (k, k′, k′′, k′′′) ≡ (kp, kn, km, kl) and g˜µν(k) ≡ Φ(kp) ≡ Φp. We will
assume Re α
(ψ)
µν (k′) = Im α
(ψ)
µν (k′) ≡ αn for simplicity that can be easily relaxed. As will
be clear, none of these assumptions are necessary, and more importantly do not effect the
final conclusion, so over-complicating the analysis will lead to the same conclusion as with
the simpler version that we choose here. As an exercise, the reader could verify this in
details. We will also go to the Euclidean formalism so that ik2 → −k2 ≡ −k2p. With these
changes, the integral (3.71), now becomes:
Num
[〈|gµν |2〉α] = (∏
p
∫
d (Re Φp) d (Im Φp)
)
exp
[
− 1
V
∑
p
k2p
(
(Re Φp)
2 + (Im Φp)
2)+ ...]
× exp
[
2
V
∑
n
αn (Re Φn + Im Φn) + ...
]
exp
(
− 1
V
∑
n
|αn|2
)
× 1
V 2
∑
m,l
ψm(x, y, z)ψl(x
′, y′, z′)
(
Re Φm + iIm Φm
)(
Re Φl + iIm Φl
)
, (3.72)
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where ψm(x, y, z) ≡ ψk′′(x, y, z)e−ik′′0 t. The form of the integral is somewhat similar to
the integral one would encounter when computing the two-point function. However there
is a crucial difference: the presence of exp
[
2
V
∑
n αn (Re Φn + Im Φn)
]
factor that was
responsible in (2.71), (2.78) and (2.82) to give non-zero results for one-point functions by
shifting the vacuum. Here, and because of this, the integral in (3.72) cannot just be the
result that we know for the two-point function. There will be more contributions that
typically vanish in the usual computation of the two-point function. To quantify this, let
us express the contributions from the last line of (3.72) as four sectors:
(+ +) : Re Φm Re Φl − Im Φm Im Φl + i (Im Φm Re Φl + Re Φm Im Φl)
(+ −) : Re Φm Re Φl + Im Φm Im Φl + i (Im Φm Re Φl −Re Φm Im Φl)
(− +) : Re Φm Re Φl + Im Φm Im Φl − i (Im Φm Re Φl −Re Φm Im Φl)
(− −) : Re Φm Re Φl − Im Φm Im Φl − i (Im Φm Re Φl + Re Φm Im Φl) , (3.73)
where we have used Φ(−km) ≡ Φ−m = Φ∗m. In the usual computation in QFT, all the
imaginary pieces (i.e. the coefficients of i and not Im Φm) in (3.73) cancel out because they
form linear terms in a gaussian integral. Clearly this cannot be the case now. Similarly, all
the real pieces in the (+ +) sector also cancel out because of the relative minus sign. The
behavior of the (− +) and (− −) sector would be similar to the (+ +) and (+ −) sector so
we could concentrate only on the first two. However for each of the two sectors we could
either have m 6= l or m = l. The result of the integrals for each of the sector then yields
the following:
(+ +), (m = l) :
i
2
(∏
p
1
k2p
)∑
m
α2m
k4m
ψm(x, y, z) ψm(x
′, y′, z′) (3.74)
(+ +), (m 6= l) : i
2
(∏
p
1
k2p
)∑
m,l
αmαl
k2mk
2
l
ψm(x, y, z) ψl(x
′, y′, z′)
(+ −), (m 6= l) : 1
2
(∏
p
1
k2p
)∑
m,l
αmαl
k2mk
2
l
ψm(x, y, z) ψ
∗
l (x
′, y′, z′)
(+ −), (m = l) : 1
2
(∏
p
1
k2p
)∑
m
(
α2m
k4m
− 2
k2m
)
ψm(x, y, z)ψ
∗
m(x
′, y′, z′),
where one may easily verify that, when αp = 0, all the contributions vanish, except for one
term from the (+ −) sector with m = l. In fact this term is exactly the propagator for the
gravitons as may be seen from the following computation:
∑
m
ψm(x, y, z)ψ
∗
m(x
′, y′, z′)
k2m
=
∫
d11k
ψk(x, y, z)ψ
∗
k(x
′, y′, z′)e−ik0(t−t′)
k2 + i
, (3.75)
where the infinite product coefficient in (3.74) is cancelled by the denominator of the path
integral. The spatial wave-function ψk appears from (2.7) and contributes to (2.6), with
the i factor taking care of the residue at the poles in the usual way.
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The results in (3.74), confirms the generic expectation (3.70), and the first term which
is the square of the expectation value 〈gµν〉α is basically the first term in the sector (+ −)
for m = l. In the language of 〈gµν〉α, the squaring would involve two integrals d11kd11k′,
but (k, k′) are related by δ11(k + k′) (recall we are in the (+ −) sector hence k = −k′
and not k = k′), so we do get the first term from (+ −) with m = l correctly. Note that
α2m =
1
2α
2
m|1 + i|2, so the results fit well, confirming in turn the decomposition (3.70).
Generalizing this, we expect, for example:〈
RMN − 1
2
gMNR
〉
(α,β)
= 〈RMN〉(α,β) −
1
2
〈gMN〉(α,β)〈R〉(α,β) + ..... (3.76)
= 〈RMN〉(α,β) −
1
2
〈gMN〉(α,β)〈gPQ〉(α,β)〈RPQ〉(α,β) + .....,
where the dotted terms would be the sum of the terms where we allow intermediate states
like (α′, β′), (α′′, β′′) etc. to appear with the condition that α 6= (α′, α′′) and β 6= (β′, β′′).
Again, since we are in the gravitational sector, we won’t need the information for β in
(3.76), so we will suppress it. This means we can express the expectation value of the Ricci
curvature in the following suggestive way:
〈RMN〉α = −1
2
[
∂P∂Q〈gMN〉α + ∂M∂N〈gPQ〉α − ∂(M∂|P|〈gN)Q〉α
] 〈gPQ〉α (3.77)
+
1
2
[
1
2
∂M〈gPQ〉α∂N〈gRS〉α + ∂P〈gMQ〉α∂[R〈g|N|S]〉α
]
〈gPR〉α〈gQS〉α
−1
4
[
∂(M〈gN)Q〉α − ∂Q〈gMN〉α
]
[2∂Q〈gRS〉α − ∂S〈gPR〉α] 〈gPR〉α〈gQS〉α + ....
where the symbol |P| stands for the index neutral to symmetrization or anti-symmetrization,
and the dotted terms are the ones that have (α′, α′′, ..) intermediate states with none of
them equal to α. The results (3.77) and (3.76) convey something very important, once we
note that 〈gMN〉α = gMN from (2.78), where gMN is precisely the warped, i.e. gs dependent,
metric from [20, 21]. The two equations, (3.77) and (3.76), and especially (3.76), tell us
that the expectation value of the Einstein tensor over the generalized Glauber-Sudarshan
states has a part that is exactly the Einstein tensor computed using the metric (2.4)!
The above conclusion is important so let us summarize what we have so far. Given a
solitonic background (2.1) and the corresponding G-flux components to support it, we can
construct generalized Glauber-Sudarshan states over it. Expectation values of the metric
and the G-flux components on these states give us the time-dependent background (2.4),
and the corresponding time-dependent G-flux components. Not only that, it now appears
that the expectation values of the metric and the flux EOMs have parts that are precisely
the EOMs for the metric (2.4) and the corresponding G-flux components. In other words,
we can quantify the above statements by first noting:〈
δStot
δ{gMN}
〉
σ
=
δS
(σ)
tot
δ〈gMN〉σ +
∑
σ′ 6=σ
〈
δStot
δ{gMN}
〉
(σ|σ′)〈
δStot
δ{CMNP}
〉
σ
=
δS
(σ)
tot
δ〈CMNP〉σ +
∑
σ′ 6=σ
〈
δStot
δ{CMNP}
〉
(σ|σ′)
, (3.78)
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where S
(σ)
tot ≡ Stot (〈gPQ〉σ, 〈CPQR〉σ), which is basically the RHS of (3.1) defined in terms
of the warped metric and flux components, gMN,CMNP and GMNPQ. The perturbative
quantum terms will then be (3.2), and the non-perturbative terms will be as elaborated
in section 3.2. The other quantities are defined as follows: σ ≡ (α, β) and (σ|σ′) denote
the intermediate generalized Glauber-Sudarshan states {σ′}. As such the sum in (3.78) is
over those states with the condition that they do not equal {α}, at least not all of them.
Combining (3.78) with (3.64), then leads to the following set of equations:
δS
(σ)
tot
δ〈gMN〉σ =
δS
(σ)
tot
δ〈CMNP〉σ = 0, (3.79)
which are exactly the EOMs that we encountered, and solved, in [20] and [21]! Appear-
ance of these EOMs, while a bit surprising, should have been anticipated because there is
always going to be a sector that produces the metric (2.4) − and the corresponding G-flux
components to support it − as a solution to some EOMs. The reason is simple: the back-
ground (2.4) appears from the most probable value in the generalized Glauber-Sudarshan
state. Such a system should be supported by minimizing an action if it has to survive in
eleven (or ten in IIB)-dimensional space-time. The only action that we have here is (3.1),
so it is not much of a surprise that we get (3.79). However what is surprising that the
Schwinger-Dyson’s equations lead to two other set of equations:∑
σ′ 6=σ
〈
δStot
δ{gMN}
〉
(σ|σ′)
=
〈
δSghost
δ{gMN}
〉
(σ)
−
〈
δ
δ{gMN} log
(
D†(σ)D(σ)
)〉
σ
(3.80)
∑
σ′ 6=σ
〈
δStot
δ{CMNP}
〉
(σ|σ′)
=
〈
δSghost
δ{CMNP}
〉
σ
−
〈
δ
δ{CMNP} log
(
D†(σ)D(σ)
)〉
σ
,
that cleanly isolates the ghost action from (3.79) so that it appears only in (3.80). The
LHS of (3.80) requires us to take expectation values over states that generically do not
lead to de Sitter spaces (as we saw in some simple computations above). More so, the
LHS could even be complex. The RHS has ghost action that are expressed using fermionic
variable, whose variations with respect to the metric and the flux components could lead
to complex quantities. The remaining terms should be balanced by the variations of the
log
(
D†(σ)D(σ)
)
part (note that D(σ) is not unitary). Despite encouraging signs of con-
sistency, the two set of equations in (3.80) are in fact very hard to verify because of our
ignorance of the complete behavior of either the ghost action or the displacement operator
D(σ) from (2.61). Luckily however, the consistency of our analysis do not rely much on
the solutions of (3.80), as long as (3.79) has solutions. We will therefore leave the analysis
of (3.80) for future work and concentrate on the solutions of (3.79).
Finding the solutions to (3.79) is made easier because of our earlier works [20] and
[21], where we studied the EOMs in great details. Since the readers could get most of
the analysis from these two papers, we don’t want to repeat them here. Instead we would
like to emphasize the role played by the non-perturbative terms that shape the solutions
of (3.79) using the computations of section 3.2. To see this we will start with one of the
space-time EOM:
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δS
(σ)
tot
δ〈g00〉σ = 〈R00〉(σ|σ) −
1
2
〈g00〉σ〈R〉(σ|σ) − 〈T(f)00 〉(σ|σ) − 〈T(b)00 〉(σ|σ) − 〈T(p)00 〉(σ|σ) − 〈T(np)00 〉(σ|σ) = 0,
(3.81)
where (σ|σ) denote the expectation values are taken over the generalized Glauber-Sudarshan
states σ ≡ (α, β) with the condition that the intermediate states are also σ. 〈T(q)00 〉(σ|σ)
is the expectation value of the energy-momentum tensors for q = (f,b,p,np), i.e. fluxes,
branes, perturbative and non-perturbative quantum corrections respectively. The first two
terms of (3.81) then becomes:
〈R00〉(σ|σ) − 1
2
〈g00〉σ〈R〉(σ|σ) = R00 − 1
2
g00R =
1
g2s
d0(y) +∑
n≥0
fn(y) g
2n/3
s
 η00, (3.82)
where the middle bold-faced terms are the Ricci curvature, metric and the Ricci scalar
computed for the background (2.4) and are therefore gs dependent
58. On the extreme right,
we show the gs dependence of these terms with (d0(y), fn(y)) being some functions of the
coordinates of the base manifold M4 ×M2 of (2.3) and may be extracted from section
4.1.4 (case 1, equations (4.69) and (4.70)) of [20]. For us, we will only worry about (d0, f0),
and they take the following values:
d0 ≡ 3Λ + R
2H4
, f0 ≡ − 4
H6
[
(∂H)2 − H
4
8H2
]
, (3.83)
where H(y) = h1/4(y) is the warp-factor in (2.4); Λ is the cosmological constant; (∂H)2 =
∂MH∂MH with M ∈ M4 ×M2;  is the Laplacian over the internal manifold; and R
is the Ricci scalar computed using the internal metric components (gmn(y), gαβ(y), gab(y))
without any gs or H(y) dependences. Both the terms in (3.83) have inverse g
2
s dependences.
Interestingly, as already pointed out in [20], the inverse gs dependence is very important. It
is easy to show that both the energy-momentum tensors for the G-flux components and for
the M2-branes, the inverse gs terms appear naturally (see for example equations (4.71) and
(4.74) of [20]), so the question is to find them for the perturbative and the non-perturbative
quantum terms. This is where the hard work of sections 3.1 and 3.2 pays off.
The perturbative corrections to the energy-momentum is easier to handle so we will
address it first. In some sense we already have the answer in (3.12). Here we want to see
the lowest order, i.e. n = 0 case in (3.82). This would be the choice q = 2 in (3.12), which
means:
〈Tp00〉(σ|σ) ≡ C(2,2p)00 , (3.84)
where p determines the moding of the G-flux components as given in (2.93) (see [20] for
more details on this). It turns out, p ≥ 32 , so the choice of q = 2 in (3.12) only provides a
58This is a bit subtle. From (2.79) we know that 〈g00〉σ is not just g00 from (2.4), but has O
(
gas
Mbp
)
corrections (see footnote 26 and 35). However since the space-time metric, that goes as g
−8/3
s , is dominant
over any perturbative corrections, we can safely ignore it here. We will come back to this point soon.
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countable number of terms because of the following constraint:
N1 + N2 + (p+ 2)N3 + (2p+ 1)N4 + (p− 1)N5 = 2, (3.85)
where Ni ∈ Z are defined as in (3.8). In our case it appears that the contributions from
(3.84) can only renormalize the contributions from the G-fluxes. This was already noticed
in [20], so it is not a new observation. It is also easy to see that for p = 0, i.e. for time-
independent G-flux components, there are an infinite number of solutions to (3.85) with
no gs hierarchy. Unfortunately such terms also lack Mp hierarchy as was shown in [21]
with the choice of Ωab as in (3.46), implying that there may not be an effective field theory
description with time-independent G-flux components for the background (2.4).
The non-perturbative corrections are more interesting, for they involve non-trivial
contributions from the quantum series (3.2). As we studied in sections 3.2.1 and 3.2.3, the
non-perturbative corrections typically appear from the BBS and KKLT type instantons,
that have their roots in the non-local counter-terms that we discussed in [20]. There are
also non-perturbative corrections from fermionic condensates discussed in section 3.2.2. All
of these may be combined together to form:
〈T(np)00 〉(σ|σ) ≡ T(BBS)00 + T(dBBS)00 + T(KKLT)00 + T(dKKLT)00 + T(ferm)00 , (3.86)
where dBBS and dKKLT stand for delocalized BBS-type and delocalized KKLT-type in-
stanton contributions to the energy-momentum tensors, and the last term in (3.86) is the
fermionic contribution. All of their contributions, except the fermionic one, have been sum-
marized in Table 4, so we can easily extract what we need for our case. In the following
we will denote the gs scalings of each of these contributions:
T(BBS)00 = T
(np;6)
00 (z, θ) δ
(
θ − 8
3
− 2n2
3
)
T(dBBS)00 = T
(np;5)
00 (z, θ) δ
(
θ − 4
3
− 2n2
3
)
T(KKLT)00 = T
(np;7)
00 (z, θ) δ
(
θ − 2
3
− 2n2
3
)
T(dKKLT)00 = T
(np;3)
00 (z, θ) δ
(
θ − 4
3
− 2n2
3
)
, (3.87)
where the explicit expressions for T(np;6)00 (z, θ),T
(np;5)
00 (z, θ),T
(np;7)
00 (z, θ) and T
(np;3)
00 (z, θ) ap-
pear in (3.53), (3.52), (3.54), and (3.48) respectively; and θ is one-third the expression in
(3.85). All of these contribute to order g−2s to the non-perturbative energy-momentum
tensor (3.86), with n2 being the number of derivatives along direction M2 in (2.3). The
number of quantum terms contributing may again be extracted from the higher powers of
the G-flux and the curvature tensors in (3.2), with the constraint:
N1 + N2 + (p+ 2)N3 + (2p+ 1)N4 + (p− 1)N5 = 2n2 + 2l, (3.88)
where l = 4 for the BBS-type instantons, l = 2 for the delocalized BBS-type and the
delocalized KKLT-type instantons, and l = 1 for the KKLT-type instantons. All of these
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depend on n2, the number of derivatives along M2, and this could be arbitrary. However
because of the exponential suppressions for higher values of n2, as discussed in footnote 54,
the series in n2 is convergent. The series in k, as they appear in the individual expressions of
the non-perturbative energy-momentum tensors, is also convergent as discussed in footnote
50. Thus in the end, the non-perturbative instantons contribute finite quantum corrections
to the Schwinger-Dyson equation (3.81).
The fermionic contributions mostly appear from (3.41). However it will be interesting
to bring it in the form of an expectation value over the coherent states σ = (α, β, ..) where
the dotted terms now include the generalized Glauber-Sudarshan states for fermions. These
fermionic coherent states are easy to construct in the same vein as the bosonic states, but
we will not do so here. It will suffice to know that they exist and contribute in the same
way as before. In fact existence of such a generalized Glauber-Sudarshan states will imply:
〈Ψ¯Ψ〉σ =
∑
p,p′
Ψ¯(p)Ψ(p
′)
(gs
H
)(p+p′−4)/3
, (3.89)
which may be derived from (3.36), and Ψ¯(p) has no gs dependence. The readers should also
note the notational diffence: Ψ¯Ψ on the LHS of (3.89) is the fermionic condensate over the
solitonic background (2.1), whereas Ψ¯Ψ and Ψ¯ΩMNabΨ are the fermionic bilinears over
the background (2.4). In fact (3.89) is all we need to interpret the fermionic contributions
to the energy-momentum tensor in (3.41). All the fermionic bilinears appear from the
corresponding condensates over the generalized Glauber-Sudarshan states and contribute
as:
T(ferm)00 = T
(np;2b)
00 (z, θ) δ
(
θk − 4
3
)
, (3.90)
where θk as in (3.40) and the functional form for T
(np;2b)
00 (z, θ) is given in (3.41). As noted
earlier, (3.41) or (3.90) can now allow contributions like
(
Ψ¯Ψ
)q
, for q ≥ 0 to the energy-
momentum tensor. Such contributions make the constraint a bit different from (3.85) and
(3.88), in the following way:
n1 + n2 + N1 + (p− 1)N5 + 2q(p− 2) = 4, (3.91)
with Ni as in (3.8), and (n1, n2) are the derivatives along M4 and M2 respectively. The
difference alluded to above is not just the difference in form of (3.91), but also the choice
for p which now takes p ≥ 52 compared to p ≥ 32 earlier. Interestingly, as noted in section
3.2.2, when q = 0, p is bounded below by p ≥ 32 .
On the other hand, contributions directly from F-theory seven-branes appear from
(3.30) only for the right embeddings, otherwise they only contribute perturbatively. Non-
trivial embeddings will require the seven-branes to have some orientations along the (a, b)
directions. If this is the case, one has to make sure that such embeddings are stable, and do
not revert back to the standard embeddings. For our case we will avoid complicating the
analysis, and only take standard embeddings of the seven-branes. As such (3.30) do not
contribute non-perturbatively. This would imply what we have so far should be enough to
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analyze the Schwinger-Dyson equation (3.81), except that we will need one more definition
before we write down the space-time EOM. This is the G-flux expectation value:
〈GMNPQ〉σ =
∫
[DGMNPQ] eiStot D†(σ) GMNPQ(x, y, z) D(σ)∫
[DGMNPQ] eiStot D†(σ) D(σ) (3.92)
= GMNPQ ≡
∑
p,q
G(p,q)MNPQ(y)
(gs
H
)2p/3
exp
(
−qH
1/3
g
1/3
s
)
+O
(
gcs
Mbp
)
,
where p ≥ 32 and q ≥ 0 with (M,N) ∈M4×M2× T
2
G in (2.3). The result is straight-forward
but some care is needed to interpret all the sides of (3.92). The LHS is the expectation
value of the operator GMNPQ over the generalized Glauber-Sudarshan states σ ≡ (α, β).
The path integral formula on the RHS has only fields, so GMNPQ is a field integrated in the
standard way with one key difference: the modes are to be selected from Υk now, or more
appropriately the γk(x, y, z) modes from (2.93), instead of the ones from (2.7). The part of
D(σ) that is relevant for the computation in (3.92) is D(β), and Stot is the total action from
(3.59) but one has to use the variables for the solitonic background (2.1). The second line is
very close to the expected G-flux components59 that we want for supporting a background
like (2.4), with the additional gs corrections that are sub-dominant for gs < 1. Note that
the expectation value leads to time-dependent G-flux components, reinforcing our earlier
conclusion that the time-dependences of the expectation values and the existence of the
Glauber-Sudarshan states go hand in hand.
The energy-momentum tensors from the fluxes then follow similar path laid out earlier
once (3.92) is established. For us the concern is 〈T(f)00 〉(σ|σ). Using the input (3.92), the
expectation value of the energy-momentum tensor takes the following form:
〈T(f)00 〉(σ|σ) =
∑
n
(
h(1)n (y) +
h
(2)
n (y)
g2s
+
h
(3)
n (y)
g4s
)
η00 g
2n/3
s , (3.93)
where n ≥ 0 and the functional form for h(q)n may be derived from [20]. Since we are
looking for g−2s scalings, we only require the functional forms for h
(2)
0 (y) and h
(3)
3 (y), or
more appropriately, the functional form for the sum h
(2)
0 (y) + h
(3)
3 (y). This is easy to work
out, and the result is:
h
(2)
0 (y) + h
(3)
3 (y) = −
1
16H8
(
G(3/2)mnabG(3/2)mnab + 2G(3/2)mαabG(3/2)mαab + G(3/2)αβabG(3/2)αβab
)
, (3.94)
where (m,n) ∈ M4; (α, β) ∈ M2 and (a, b) ∈ T2G . The other G-flux component do
not participate to this order in gs. This is all consistent with what we had in [20], and
more so, we seem to be getting everything from expectation value over the generalized
Glauber-Sudarshan states. Finally, we can also add up all the perturbative and non-
perturbative quantum terms from (3.84), (3.87) and (3.90) to get the final expression for
their contributions to the energy-momentum tensors:
59Following the notations of [20], and the fact that for q > 0 in (3.92) the exponential term vanishes
when gs → 0, we will only consider the components G(p,0)MNPQ ≡ G(p)MNPQ in all our analysis, unless mentioned
otherwise.
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〈T(Q)00 〉σ ≡ 〈T(p)00 〉(σ|σ) + 〈T(np)00 〉(σ|σ) = T(np;6)00 δ
(
θ − 8
3
− 2n2
3
)
+ T(np;7)00 δ
(
θ − 2
3
− 2n2
3
)
(3.95)
+
(
T(np;3)00 + T
(np;5)
00
)
δ
(
θ − 4
3
− 2n2
3
)
+ T(np;2b)00 δ
(
θk − 4
3
)
+ C(2,2p)00 ,
where θ is one-third the expression in (3.85); and n2 is the number of derivatives along
M2 of (2.3). The most prominent contribution comes from the first term in (3.95), which
is from the BBS type instanton gas; and as we go to larger values of n2, the contributions
become increasingly smaller. At each level of n2, there are finite (and hence countable)
number of terms, so the system is very well defined. Therefore plugging (3.95), (3.94),
(3.83) and (3.82), in the Schwinger-Dyson equation (3.81), we get:
δS
(σ)
tot
δ〈g00〉σ = 6Λ +
R
H4
− H
4
H8
+ η00〈T(Q)00 〉σ + 2
(
h
(2)
0 + h
(3)
3
)
− 2T2(n4 + n¯4)
H8
√
g6
δ8(y − yo) = 0, (3.96)
where R and g6 are respectively the Ricci scalar and the metric-determinant of the internal
six-manifold M4 ×M2 from (2.3) without the warp-factor H or the gs factors, and Λ is
the four-dimensional cosmological constant in the IIB side. The last term appears from
M2 and M2-branes with the coefficients defined as in (3.1). The equation (3.96) is an exact
equation in the sense that almost all possible contributions have been taken into account.
In the following we will try to quantify briefly the above statement as most of this was
already demonstrated rigorously in [20] (see for example the discussions in section 4.3.1 of
[20]). However one puzzle appears now that has to do with the form of the expectation
values in say (2.79), (3.92) and in the following:
〈gαβ〉σ = F1(t) gαβ(y) H2(y) g−2/3s + .. =
∑
k≥0
Dk
(gs
H
)2(k−1)/3
H4/3(y) gαβ(y) +O
(
gcs
Mbp
)
〈gmn〉σ = F2(t) gmn(y) H2(y) g−2/3s + .. =
∑
k≥0
Ck
(gs
H
)2(k−1)/3
H4/3(y) gmn(y) +O
(
gcs
Mbp
)
, (3.97)
where the corrections are sub-leading in the limit gs < 1. The analysis follows exactly
the same procedure we applied for 〈gµν〉σ in (2.77) and (2.79) (the difference σ from α is
irrelevant as we are in the gravitational sector). The aforementioned puzzle here is that
the expectation values themselves have O
(
gas
Mbp
)
corrections taking us away, albeit in the
sub-leading sense, from an exact de Sitter background. How are these corrections accom-
modated in the Schwinger-Dyson equations? Additionally, how is the four-dimensional
Newton’s constant in the IIB side kept time-independent?
This is subtle so we need to tread carefully. The O
(
gas
Mbp
)
corrections that appear to the
expectation values, for example to (2.79), (3.92) and (3.97), come from the wave-function
of the interacting vacuum in (2.65). For the present purpose, we can generalize it to
Ψ
(σ)
Ω (gMN,CMNP, t). The wave-function has three parts: (a) the Glauber-Sudarshan wave-
function for the harmonic-vacuum, (b) the correction coming from δD and (c) the integrated
effect from the full interacting Hamiltonian Hint. The integration is from −T = −∞ (in
a slightly imaginary direction) till the present epoch t (or
√
Λt). On the other hand,
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the Schwinger-Dyson equation, in say (3.96), makes sense only for − 1√
Λ
< t < 0. What
happens in these two regimes?
One answer could be that the integrated effect on the wave-function (2.65) cancels out
completely so that there are no O
(
gas
Mbp
)
corrections to either (2.4) or to (3.92). Such a
conclusion would be consistent with the result we get from the Schwinger-Dyson equation,
and in turn will confirm the outcome (1) given towards the end of section 2.4.
Unfortunately such a conclusion is very hard to prove because we have no control on
the dynamics for t < − 1√
Λ
. All we can say here is that the integrated effect of Hint on
the wave-function (2.65) appears to cancel out in the regime − 1√
Λ
< t < 0. This will lead
to the outcome (2) in section 2.4, although there is a possibility is that maybe (3.79) is
not completely correct. Could it be possible that the Schwinger-Dyson equations (3.64)
actually decompose to the following:
δS
(σ)
tot
δ〈gMN〉σ =
〈
δSghost
δ{gMN}
〉
(σ)
−
〈
δ
δ{gMN} log
(
D†(σ)D(σ)
)〉
σ
−
∑
σ′ 6=σ
〈
δStot
δ{gMN}
〉
(σ|σ′)
(3.98)
δS
(σ)
tot
δ〈CMNP〉σ =
〈
δSghost
δ{CMNP}
〉
σ
−
〈
δ
δ{CMNP} log
(
D†(σ)D(σ)
)〉
σ
−
∑
σ′ 6=σ
〈
δStot
δ{CMNP}
〉
(σ|σ′)
,
instead of (3.79)? There is something interesting about the set of equation in (3.98): the
extra O
(
gas
Mbp
)
corrections to the expectation values (2.79), (3.92) and (3.97) can now be
compensated by the RHS of (3.98) such that (3.96) remains unchanged without any extra
O
(
gas
Mbp
)
factors. All EOMs that we studied in [20] remain as they were without any extra
factors. This is good, but there is an issue with (3.98) when we compare with (3.66). The
terms of (3.66) starts with warped metric and G-flux components. If we look at the g00
part of the solution, then the LHS of (3.98) starts with terms with gs dependence as g
−2
s ,
whereas the corresponding terms in (3.66) start with g
−8/3
s . Thus they cannot be matched.
While this doesn’t disprove the existence of an equation like (3.98), the non-existence
of (3.79) would be much more puzzling: even if the metric and the G-flux components
receive O
(
gas
Mbp
)
corrections, the corrected metric and the flux components should satisfy
equations similar to (3.79), otherwise there is a possibility that such configurations cannot
be supported in eleven-dimensional space-time. All of these then appears to indicate that
(3.98) cannot be the right EOMs, and our earlier EOMs, (3.79) and (3.80), should still be
the correct ones here. This is despite the fact that we never realize a configuration like
(2.4), and the corresponding G-flux components, by directly solving supergravity EOMs
here.
We should then look for a solution to the conundrum that not only allows SDEs
like (3.79), but also shows that there may not be any extra O
(
gas
Mbp
)
corrections to the
expectation values themselves. To find this, let us go back to the functional form for aeff
and a†eff from (2.59). The effective annihilation operator aeff was defined via the action
aeff |Ω〉 = 0, i.e. aeff annihilates the interacting vacuum |Ω〉. However as discussed in
footnote 23, this is not enough to fix the form for aeff unambiguously implying, in turn,
that the form for the displacement operator D(σ), where we use σ = (α, β, ..) instead of α,
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described via (2.57) or (2.61), cannot be fixed unambiguously either. More importantly,
it is δD(σ), defined in (2.64) that suffers ambiguity because D0, which is the displacement
operator for the harmonic vacuum, or Dˆ0(σ), which is the non-unitary version of D0(σ),
are unambiguously fixed. The functional form for aeff is defined by clmn parameters, and
if each (l,m, n) go from 1 to N , where N is arbitrarily large, then there are at least N3
number of parameters here. We can make this more precise by assigning the following
functional form for aeff :
aeff(k) = ak +
∑
{ip}
∫
ci1....in(k; k1, ..,kn; t)
n∏
i=1
a
(ii)
ki
δ10
(
n∑
l=1
kl − k
)
d10ki +O [exp (ci1....in)] (3.99)
+
∑
{jp}
∫
dj1....jm(k; k1, ..,km; t)
m∏
j=1
a
†(ji)
ki
δ10
(
n∑
l=1
kl − k
)
d10kj +O [exp (dj1....jn)] + permutations,
where the permutations involve various symbolic permutations of the a
(ji)
ki
of a
†(jl)
kl
both in
the polynomial and the exponential forms, and the ji superscript denote the creation or the
annihilation operator for a given component of gMN or CMNP. The coefficients ci1....in and
di1....in are functions of ki and t and also of the string coupling in the solitonic background,
and thus should be related to clmn in (2.59). The above form (3.99) is the most generic
annihilation operator one could write for an interacting theory, although one can easily
see that imposing aeff(k)|Ω〉 = 0 cannot fix the forms of ci1....in and di1....in unambiguously.
Interestingly however, the number of variables appearing in (3.99) seems to be similar to the
number of variables that would appear in the interacting Hamiltonian Hint. This means,
δD(σ) defined as (2.64) will also have exactly the same number of variables as in Hint, and
we can, in turn, use this information to fix the form of δD(σ) as:
∫
[Dg′MN][DC′PQR]〈gMN,CPQR
∣∣δD(σ(t))∣∣g′MN,C′PQR〉Ψ0(g′,C′) = −∑
n
(−i)n
n!
∫ [Dg′Dgˆ]
MN
[
DC′DCˆ
]
PQR
× 〈D0(σ(t))〉
∫ t
−T
dt1.....dtn〈gˆMN, CˆPQR
∣∣T{ n∏
i=1
∫
d10xiHint (ti,xi, yi, zi)
}∣∣g′MN,C′PQR〉Ψ0 (g′,C′) ,
(3.100)
with T →∞ in a slightly imaginary direction and we have defined 〈D0(σ(t))〉 as 〈D0(σ(t))〉 =
〈gMN,CPQR|D0(σ(t))|gˆMN, CˆPQR〉 and Ψ0(g′,C′) ≡ Ψ0(g′MN,C′PQR) is the vacuum state
wave-function. In the second line we have used D0(σ) instead of D(σ) because both δD(σ)
and Hint are already proportional to powers of the string coupling, so δD(σ)Hint would
be highly sub-leading. The equation (3.100) can be exactly solved despite the complicated
nature of it, and we get60:
D(σ, t) = D0(σ, t) exp
(
i
∫ t
−T
d11x Hint
)
(3.101)
60There is of course a constant of proportionality accompanying (3.101) which is the overlap integral
〈Ω|0〉 that we ignore here. There has to be a non-zero overlap, but other than that this is essentially a
constant.
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where Hint is the full interacting Hamiltonian that we discussed in sections 3.1 and 3.2,
and T → ∞(1 − i). The above identification easily justifies δD(σ) to be proportional
to powers of Hint with no zeroth order terms. The degrees of freedom also match, and
(3.101) satisfies (3.100) to all orders in string coupling. The wave-function of the shifted
interacting vacuum now satisfies:
Ψ
(α)
Ω (gµν , t) = exp
[∫ +∞
−∞
d10k log
(
Ψ
(α)
k (g˜µν(k), t)
)]
, (3.102)
which is exactly the Glauber-Sudarshan wave-function. For computational purpose, es-
pecially in the path integrals, we can replace D0(σ) in (3.101) by the non-unitary part
Dˆ0(σ, t), as we have done so earlier. In fact including (3.101) in the path integral com-
putation, say in (2.71), (2.78) and (2.82), one can easily show that there are no O
(
gas
Mbp
)
corrections to the results anymore. This would extend to (3.97) too, and therefore (2.4)
will continue to be the exact answer that we get from the Glauber-Sudarshan states in the
interval − 1√
Λ
< t < 0, leading to option (2) given towards the end of section 2.4.
The exactness alluded to above suggests that the lowest order EOMs appearing from
the SDEs should fix the form of both the de Sitter metric as well as the internal manifold.
How is this possible in the light of higher order gs corrections? The answer is not too hard
to see. Consider for example (3.82). The RHS of the equation is determined from d0(y)
and fn(y), and the lowest order EOMs fix the forms of d0(y) and f0(y) in (3.83). Imagine
this fixes the Ricci scalar R and the cosmological constant Λ (of course other lowest order
EOMs should participate to achieve the goal). Once we go to the next order in gs, the
function fn(y) in (3.82) develops higher order gs corrections from the Fi(t) factors in (2.2)
or the M-theory uplift (2.4). We therefore conclude the following:
The fact that the full non-Ka¨hler internal metric over the spaceM4×M2 appears from tak-
ing the expectation values over the generalized Glauber-Sudarshan states is a consequence
of two underlying conspiracies: one, the choice of the modes
(
ηk(x, y, z, t), ξk(x, y, z, t)
)
along directions M2 and M4 respectively; and two, the choice of the Glauber-Sudarshan
states |σ〉 ≡ D(σ)|Ω〉 with |Ω〉 being the full interacting vacuum in M-theory, and D(σ)
satisfying (3.101).
Putting (2.79) and (3.97) together, leads to the emergence of the full metric (2.4) from
expectation values over these states. Finally, the coefficients Ck and Dk in (3.97), may be
easily derived from the following equation:∑
{ki}
Dk1Ck2Ck3
(gs
H
)2(k1+k2+k3)/3
= 1, (3.103)
by going order by order in powers of gs/H with C0 = D0 = 1 and k ∈ Z2 . For example
going to next order g
1/3
s , we get D1/2 = −2C1/2, D1 = 3C21/2 − 2C1, etc. All of these
keep the four-dimensional Newton’s constant time-independent in the IIB side, once we
impose (3.101), although one question arises: What about renormalization or running of
the four-dimensional Newton’s constant? Could this happen here?
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To answer this and other related questions, we have to get back to the discussion that
we left-off before (3.97) and ask what happens once we go to higher orders in gs. First,
fn(y) contains all informations of the Fi(t) factors, so higher order in gs will switch on
higher order terms in Ck and Dk from (3.97). In fact we are looking at terms that scale
as
(gs
H
)(n−6)/3
with n > 0. The quantum contributions to the energy-momentum tensor to
any n can be written from (3.95) as:
〈T(Q|n)00 〉σ ≡ 〈T(p|n)00 〉(σ|σ) + 〈T(np|n)00 〉(σ|σ) = T(np;6)00 δ
(
θ − 8 + n
3
− 2n2
3
)
+ T(np;7)00 δ
(
θ − 2 + n
3
− 2n2
3
)
+
(
T(np;3)00 + T
(np;5)
00
)
δ
(
θ − 4 + n
3
− 2n2
3
)
+ T(np;2b)00 δ
(
θk − 4 + n
3
)
+ C(n+2,2p)00 , (3.104)
where we see that as we go to higher n, the quantum terms become increasingly more
involved, although now there are two suppression factors: higher n are suppressed by
powers of gs, and higher n2 are suppressed by exponentially decaying factors. The story
should now be clear. As we go to higher order in gs, (a) higher orders in G-fluxes, i.e.
p > 32 in (3.92), (b) higher orders in Fi(t) factors, i.e. (Ck, Dk) for k > 0 in (3.97), and (c)
higher orders in quantum corrections, i.e. n > 0 in (3.104), are simultaneously switched
on. The equations, up to the next two orders in gs, governing these modes are now:
2η00T(Q|1)00 = η
iiT(Q|1)ii , C
2
1/2 = 3
(
2η00T(Q|2)00 − ηiiT(Q|2)ii
)
, (3.105)
where the repeated indices are summed over. The above two trace equations imply that
the higher order quantum terms are balanced against the higher order terms from Fi(t)
factors, keeping the lowest order background (2.4) intact. The above two equations also
imply delicate balancing as C1/2 is a constant but the quantum terms are classified by
(3.104). The fluxes, to this order, cancel out, so they do not contribute to the trace
equations. Similar story unfolds along the (m,n) directions because the quantum terms
therein are of the form:
〈T(Q|s)mn 〉σ = T(np;6)mn δ
(
θ − 8 + s
3
− 2n2
3
)
+ T(np;7)mn δ
(
θ − 2 + s
3
− 2n2
3
)
(3.106)
+
(
T(np;3)mn + T(np;5)mn
)
δ
(
θ − 4 + s
3
− 2n2
3
)
+ T(np;2b)mn δ
(
θk − 4 + s
3
)
+ C(s+2,2p)mn ,
with s ≥ 0; and where T(np;r)mn for r = 6, 5, 7, 3 and 2b are defined in (3.53), (3.52), (3.54),
(3.48), and (3.41) respectively. The other two variables (θk, θ) are in (3.40) and one-
third the function in (3.85) respectively. Note, despite similar classification with respect to
(θ, θk), the quantum terms are in general different from (3.104). Similarly the contributions
from the G-fluxes are also different from (3.93) and (3.94); and may be written as:
〈T(f)mn〉(σ|σ) =
∑
s≥0
(
T(1|s)mn (y) + g
2
s T
(2|s)
mn (y) +
T
(3|s)
mn (y)
g2s
)
g2s/3s , (3.107)
where the functional form for T
(r|s)
mn (y) may be extracted from eq. (4.12) of [20]. Interest-
ingly now, because of the fact that p ≥ 32 in (3.92), the lowest order s = 0 contributions
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only appear from T
(3|0)
mn (y) and not from T
(1|0)
mn (y). Therefore combining (3.106) and (3.107)
together, we get the SDE
δS
(σ)
tot
δ〈gmn〉σ = 0 satisfied by the unwarped (i.e. gs and H(y) inde-
pendent) internal metric component gmn along M4 in (2.3) as:
Rmn − 1
2
gmnR− 6ΛH4gmn = 〈T(Q|0)mn 〉σ + T(3|3)mn , (3.108)
where the last two terms appear from (3.106) and (3.107) respectively, H(y) is the warp-
factor; and Λ is the cosmological constant. The metric gmn(y) is clearly non-Ka¨hler with
the Ricci scalar satisfying the relation R = − (T(Q|0) + T(3|3)) − 24ΛH4 where the term
in the bracket is the trace of the RHS of (3.108). This means some part of the internal
curvature does get contribution from the four-dimensional cosmological constant Λ in the
IIB side.
What happens when we go to higher orders in gs? Here it would mean going to orders
g
1/3
s , g
2/3
s and beyond. Something interesting happens now. To the two higher orders in
gs, the Schwinger-Dyson equations reveal the following two equations:
gmn =
1
A1(y)
(
〈T(Q|1)mn 〉σ + T
(3| 7
2
)
mn
)
, gmn =
1
A2(y)
(
〈T(Q|2)mn 〉σ + T(3|4)mn
)
, (3.109)
where A1(y) and A2(y) are two functions that may be read from eq (4.19) and eq (4.24)
respectively of [20]. On the RHS of the two equations, both the quantum and the flux
terms are at higher orders. The quantum terms are 〈T(Q|1)mn 〉σ and 〈T(Q|2)mn 〉σ from (3.106);
and the flux terms are T
(3| 7
2
)
mn and T
(3|4)
mn from (3.107). Whereas on the LHS are the zeroth
order unwarped metric components. If we go to even higher orders in gs, we get similar
equations. This implies that as we go to higher order in gs, higher order terms in quantum,
G-flux and Fi(t) are switched on in such a way that the unwarped metric gmn remains
intact. This is our stability criterion and it occurs in the following way.
The higher order G-flux components with p > 32 in (3.92) and higher order Fi(t) components
with k > 0 in (3.97), balance against the higher order quantum terms, for example with
n ≥ 1 in (3.104) and s ≥ 1 in (3.106), to keep the lowest order Schwinger-Dyson equation,
for example (3.96) and (3.108), unchanged. This balancing act happens to all orders in
gs and Mp such that the background (2.4) along-with the supporting G-flux components
remain uncorrected to arbitrary orders in g
a
s
Mbp
provided the choice (3.101) is considered.
Such a balancing criterion is interesting but question is what it implies for the running
of the four-dimensional Newton’s constant? The four-dimensional Newton’s constant is
of course time-independent for the solitonic vacuum, but for the background (2.2), or it’s
M-theory uplift (2.4), it depends crucially on the un-warped metric components gmn and
gαβ (recall F1(t)F
2
2 (t) = 1 so it introduces no time dependence). Our discussion above
shows that both the internal components of the metric do not receive O
(
gas
Mbp
)
corrections.
Does that mean the four-dimensional Newton’s constant do not get renormalized? The
answer turns out to be the opposite: there does appear to be finite renormalization of the
Newton’s constant. To see this let us go back to the metric equation (3.108). On the RHS
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there are flux contributions from T
(3|3)
mn and quantum contributions from 〈T(Q|0)mn 〉σ. The
quantum contributions to the energy-momentum tensor are determined by (θ, θk) that can
be easily read up from (3.106). Once we know the values for θk and θ, they will fix the
number of quantum terms from (3.2) that contributes. What this does no tell us is the exact
coefficients of the quantum terms contributing to the energy-momentum tensor. Since these
coefficients appear from integrating out the high energy modes over the solitonic vacuum,
their precise values might depend on what energy scale we are in. This means the RHS of
(3.108) could have some dependence on the energy scale, implying that the metric factor,
and therefore the volume of the internal six manifold (i.e the base in (2.3)), might have some
scale dependence. From here it appears that the four-dimensional Newton’s constant could
in principle get renormalized accordingly (although it will be time-independent). Of course
there is a possibility that the contributions of the quantum terms are such that the volume
of the six-manifold do not change, implying no renormalization of the four-dimensional
Newton’s constant. This would then be an interesting and surprising conclusion, although
to verify either of these conclusions would require us to work out the precise coefficients of
the quantum terms contributing to the energy-momentum tensor. Such a computation is
clearly beyond the scope of this work, and will hopefully be dealt in near future.
3.4 Dynamical moduli stabilization and supersymmetry breaking
Let us briefly discuss how moduli stabilization could work in a set-up like ours. On the soli-
tonic background, the metric configuration is given by (2.1). Let G
(0)
MNPQ(y) and G
(0)
0ijM(y)
− where (M,N) and (i, j) denote the coordinates of eight-manifold (2.3) and two spatial di-
rections respectively − be the G-flux components to support the metric configuration (2.1).
The system is governed by an interacting Hamiltonian Hint which, as we saw earlier, has
an infinite number of local and non-local, including their perturbative, non-perturbative
and topological, interactions. Switching on such interactions would fix all the Ka¨hler and
the complex structure moduli of the eight manifold (similar stabilization will occur on the
dual IIB side also). Once the moduli are fixed at the solitonic vacuum, we can study the
fluctuations and from there construct the Glauber-Sudarshan state. The metric and the
G-flux components of the de Sitter space are then:
〈gµν〉σ = g−8/3s ηµν , 〈gαβ〉σ = g−2/3s H2(y)F1(t)gαβ, 〈gmn〉σ = g−2/3s H2(y)F2(t)gmn
〈gab〉σ = g4/3s δab, 〈GMNPQ〉σ =
∑
p≥3/2
G(p)MNPQ
(gs
H
) 2p
3
, 〈G0ijM〉σ =
∑
p∈ Z
2
G(p)0ijM
(gs
H
) 2
3
(p−6)
,
(3.110)
where (M,N) are the coordinates of the eight-manifold, (m,n) ∈ M4, (α, β) ∈ M2 and
(a, b) ∈ T2G . It is also known that G
(0)
0ijM = −∂M
( 0ij
H4
)
. The above set of relations tell us
that the Glauber-Sudarshan state would allow the internal moduli to vary accordingly with
gs and Fi(t) in a controlled way described above, and there would be no Dine-Seiberg [29]
runaway. This is what we referred to as the dynamical moduli stabilization earlier.
The next question is how to quantify the supersymmetry breaking in our set-up. To
do this we will have to work out the SDEs for the flux sector given in (3.79). We will not
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work out all the flux equations here, as most are presented in [20], but will suffice ourselves
with one set of equations given by the following SDE:
δS
(σ)
tot
δ〈C012〉σ = 0. (3.111)
The flux EOM from (3.111) is a bit more non-trivial to work out because we need to consider
the contributions of the quantum terms from the topological sector also. Nevertheless, after
some careful manipulations, the result may be presented in the following way:
−b1H4 + 1√
g6
∑
{ki}
∂N
(√
g6 H
8G(k3)012MgMN
)
Ck1Dk2 δ(k1 + k2 + k3 − 3) (3.112)
= b2
∑
{ki}
G(3/2)N1...N4
(
∗8G(3/2)
)N1...N4
+
1√
g6
[Y8] +
b3√
g6
∑
{k}
∂N
(√
g6
(
Y(k)4
)012N )
δ
(
θ − 8
3
)
,
where (b2, b3) are numerical constants and b1 ≡
∑
{ki}Ck1Dk2 δ(k1 +k2−3) with (Ck, Dk)
are defined as in (3.97). Y8 is the eight-form defined in (3.79) and we take the simplified
version with a3 = a4 = a5 = ... = 0, with the index-free notation [Y8] being defined as
the contraction of Y8 with the un-warped (i.e. gs independent) epsilon tensor. Y
(k)
4 are
the quantum terms from the topological sectors and are classified by θ = 83 , where θ is
one-third the function in (3.85). These topological terms may be formally presented in the
same way as we did in section 3.1, but we won’t do it here. The readers may look up our
earlier work [20] for details on this. Finally, the flux-component G(k3)012M may be easily read
up from (3.110).
Let us now compare (3.112) with SDE from the gravitational sector, namely (3.96).
Both these equations are written in terms of H4 and square of the G-flux components,
which appears in (3.96) via (3.94). There are however few differences, which are crucial:
the quadratic part of the G-flux components in (3.112) appear with a Hodge star, plus
the quantum contributions are a bit different61 from (3.96). Multiplying (3.96) by b1 and
subtracting it from (3.112), will remove the H4, and we can easily see that:∣∣∣G(3/2)MNab − (∗8G)(3/2)MNab∣∣∣ > 0, (3.113)
signalling the breaking of supersymmetry; with (M,N) restricted to, and the Hodge star
defined using the un-warped metric of,M4×M2 (i.e the metric components gmn and gαβ).
One could also express (3.113) as in (2.95) (or as in footnote 43), but both of these would
eventually become (3.113).
We can quantify the supersymmetry breaking even further by analyzing the fermionic
terms on the seven-branes as studied in section 3.2. Our aim here would be to show how
61In the construction of Y(k)4 we have only taken the infinite set of perturbative terms from (3.2). There
is of course the whole non-perturbative sector, similar to what we had in section 3.2 and thus affecting the
topological interactions, that we do not consider in (3.112). Thus to compare the quantum terms of (3.112)
with the ones in (3.96) we will have to introduce the non-perturbative corrections. This is technically
challenging, but we do know that their contributions will be finite, just like what we had in (3.96). More
details on this will appear elsewhere.
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(3.113) actually breaks supersymmetry. For this, let us consider the fermionic action from
(3.39). The relevant terms may be arranged together from (3.39) to take the following
suggestive form:
S′4 = T7
∫
d7σ
√−g7
[ (
tradj Ψ¯Ψ
)q
GMNab + tradj Ψ¯
(
e11Ωˆ
MNab + e12Ωˆ
′MNab
)
Ψ
](
GMNab − (∗8G)MNab
)
,
(3.114)
where the bold faced fields are extracted from the expectation values as in (3.110), and
therefore ∗8 is now defined with respect to the gs dependent metric components. The
other quantities appearing in (3.114) are defined from (3.35) and (3.33), and in fact the
second term in the action appears from |GtotMNab|2 with GtotMNab as in (3.38). The choice
of the relative sign is motivated from [49] although the analysis here is very different (we
also have branes and not anti-branes here62). Taking q = 1 in (3.114) and dimensionally
reducing the above integrand to four space-time dimensions will provide a mass term to
the fermion coming from Ψ(ym, gs) with the mass term being proportional to (3.113) once
we take the lowest order gs components from (3.110). On the other hand, over the solitonic
background (2.1), the fluxes remain self-dual and we see that no mass term is generated.
This mass term in the time-dependent case of course breaks supersymmetry, but here we
see that it also a function of the coordinates of the internal six-manifold M4 ×M2. Thus
instead of using the mass term for the fermions to contribute to the vacuum energy, we can
interpret (3.114) as another interaction in the theory. This way the contributions to the
cosmological constant would only appear from the fluxes and the quantum terms, exactly
as we have advocated earlier (see for example eq. (4.192) in [20]).
In determining the supersymmetry breaking condition in (3.113) and (3.114), we have
kept a subtlety under the rug related to the connection to the cosmological constant Λ. As
discussed above, the cosmological constant is an emergent quantity in our model, meaning
that its value is determined by the fluxes, branes and the quantum corrections, and is not
a quantity that we add to the EOMs by hand. On the other hand, the supersymmetry
breaking condition is also determined in terms of fluxes and quantum corrections as may
be seen by subtracting (3.96) from (3.112), or directly from (3.114). Does this mean
that the supersymmetry breaking scale is determined by the cosmological constant (or the
Hubble parameter)? The answer is no, because the cosmological constant appears from
an integrated condition as shown in [3, 20] and is therefore suppressed by the unwarped
volume of M4 ×M2 in the following way:
Λ =
1
12V6
[T(Q)]ii − 1
48V6H4
(
2[T(Q)]aa + [T(Q)]MM
)
− 5
384V6H8
〈G(3/2)MNabG(3/2)MNab〉av −
n4T2
6V6H8
, (3.115)
where the repeated indices are summed over with (M,N) ∈ M4 ×M2 and V6 is the un-
warped volume of the six-manifold. We have taken the warp-factor H(y) = constant for
62It is interesting to note here that the mass term coming from |GMNab − (∗8G)MNab | could in principle
be related to switching on (0, 4) fluxes over the eight-manifold (2.3), much along the lines of [49, 55]. The
eight-manifold doesn’t have to be a complex manifold as long as it has an almost complex structure. More
details on this will be presented elsewhere.
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simplicity and (n4,T2) are the data for the integer and fractional M2-branes from (3.1).
We have also defined:
[T(Q)]MM ≡
∫
d6y
√
g6 g
MN〈T(Q)MN〉σ, 〈G(3/2)MNabG(3/2)MNab〉av ≡
∫
d6y
√
g6 G(3/2)MNabG(3/2)MNab, (3.116)
where gMN is the un-warped metric, and 〈T(Q)MN〉σ is the expectation value of the energy-
momentum tensor over the Glauber-Sudarshan state |σ〉 similar to what we showed in
(3.95). This means they contain all the perturbative and the non-perturbative contribu-
tions, and are thus classified accordingly. Additionally, the relative signs in (3.115) are
important, and as long as the quantum terms along the two spatial directions dominate
over all the other negative terms, the cosmological constant will be positive. The question
is how big it can be?
In a moduli stabilized scenario, the un-warped volume of the six-manifold, V6, is fixed
to a large value so that supergravity description may be valid. As such this implies that
the cosmological constant should be very small. However at this stage one might question
the fact that both the G-flux components and the quantum terms also appear as integrated
over the eight-manifold in (3.115). Shouldn’t the volume factors cancel out? The answer
is again no, because the G-flux components that appear above are of the form G(3/2)MNab
which are highly localized fluxes and therefore the global behavior do not effect them. The
quantum series are also constructed out of these flux and metric components (the latter
could also be taken to be localized functions) so there indeed appears a genuine volume
suppression in the expression of the four-dimensional cosmological constant Λ in (3.115).
On the other hand, there is no such suppression factor in the supersymmetry breaking
condition, therefore it appears that the supersymmetry breaking scale should be much
larger than the cosmological constant (or the Hubble scale). In addition to that, there are
other differences, namely in the exact arrangement of the flux and the quantum terms in
(3.113) and (3.115), confirming that the two quantities cannot be similar.
Finally, let us ask what happens when we go to the strong coupling limit of type
IIB. Recall that our analysis is done in the type IIB side at the constant coupling limit
of F-theory [54] where we allow constant dilaton and vanishing axion fields. We can now
S-dualize the IIB background which will simply change the type IIB metric by a constant
factor (if ϕb denotes the constant dilaton in the IIB side, then under a S-duality the metric
changes by a constant multiplicative factor proportional to e−ϕb , with the dilaton changing
by ϕb → −ϕb). This means we are dealing with exactly similar background as before!
Lifting this to M-theory will then reproduce the metric and the flux components from the
expectation values over a similar Glauber-Sudarshan state just like we had earlier, implying
that the type IIB strong coupling configuration mirrors the weak coupling scenario to a
great extent. All the conclusions in the presence of time-dependent degrees of freedom −
and therefore the pathologies in the absence of time dependences − will carry over to the
strong coupling side as before. The quantum break time, i.e. where the type IIA strong
coupling sets in, will change to:
− 1
eϕb
√
Λ
< t < 0, (3.117)
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where t is now an appropriate scaled temporal coordinate that keeps the metric configu-
ration unchanged (other spatial coordinates need to be scaled in a similar way). Thus at
both strong and weak coupling, time-dependent degrees of freedom appear to be essential
to allow for a four-dimensional EFT description to be valid, although the situation at unit
type IIB string coupling remains out of the reach of our analysis. There could also be
potential issues once the axio-dilaton goes away from the constant coupling scenario. Such
a picture might lead to a time-dependent axio-dilaton already in the type IIB side which in
turn would imply a completely new kind of analysis in the M-theory side. Such an analysis
might have some interesting physics but appears to be an un-necessary complication at
this stage, and therefore we will avoid discussing it further here.
All the above set of computations would hopefully convince the readers that the
Glauber-Sudarshan state indeed captures all the essential properties of a de Sitter space. In
the following section we will discuss other properties of the Glauber-Sudarshan state that
will further reinforce the fact that representing de Sitter space as a Glauber-Sudarshan is
not only solid but appears to be essential to allow for a stable, non-supersymmetric state
to exist in string theory.
4. Properties of the Glauber-Sudarshan state
As mentioned in the Introduction, there has been a recent slew of papers arguing against
the validity of long-lived de Sitter spacetimes from string theoretic derivations. Although
the so-called de-Sitter conjecture was motivated by the difficulty of finding meta-stable de
Sitter vacua in string theory [12], soon evidence for it came when starting from the distance
conjecture [58], and invoking the Bousso covariant entropy bound [56], for a causal patch in
de Sitter spacetime [15]. The distance conjecture, having been tested more extensively in
string theory constructions [59], put the de Sitter conjecture on a much firmer footing. It
has since also been shown that one can arrive at the de Sitter conjecture starting from the
distance conjecture by assuming the species bound [60]. However, what was still lacking is a
deeper quantum gravity argument, revealing the underlying reason why such a conjecture,
claiming the absence of meta-stable de Sitter spacetimes in string theory, should be taken
seriously. One such argument came in the form of the ‘no eternal inflation’ principle [61]
and another from the so-called ‘trans-Planckian censorship conjecture’ (TCC) [23]. A
related argument also came in the form of the quantum breaktime of de Sitter spacetimes
after which the interactions break down the semiclassical description of de Sitter space
with a causal horizon [28]. Although these arguments differ amongst themselves regarding
the time of validity of a consistent meta-stable de Sitter spacetime (which we shall discuss
later on), together they establish more fundamental evidence for the de Sitter conjecture,
albeit at the cost of refining the original conjecture by allowing for short-lived meta-stable
de Sitter spacetimes.
In the following, we shall establish how our solution manages to escape the swampland
by focussing on the TCC since it is the most concrete principle from which the de Sitter
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conjecture can be derived63. More generally, we shall also point out that the time scales on
which our solution can be trusted is completely compatible with the allowed lifetime of a
(short-lived) metastable de Sitter spacetime, as per the swampland. We shall then focus on
how radiative corrections, which typically forces one to fall into the quantum swampland
[38], is also naturally avoided by our solution. Finally, we shall turn to old arguments
where it was established that the symmetries of a de Sitter spacetime should necessarily
break after some time, and not be eternal, for it to have a finite entropy and show how our
solution automatically complies with this restriction.
4.1 Trans-Planckian censorship & navigating out of the swampland
Typically, the above-mentioned arguments lead to an upper bound on the lifetime of any
de Sitter vacua which is far shorter than those associated with stringy constructions. One
of these arguments – the TCC [23] – is an elevation of the old ‘trans-Planckian problem’
of inflationary cosmology [24] to the level of a hypothesis. To understand this problem in
detail, and how our solution eventually manages to avoid it, let us recall that in free quan-
tum field theory on Minkowski spacetime, one starts by canonically quantizing the fields
described on a Fock space. Even for an expanding background, cosmological perturbations
can be similarly quantized since at linear order (i.e. only considering the quadratic Hamil-
tonian), each of the Fourier modes evolve independently. Thus, ignoring non-Gaussianities,
one needs to quantize a set of harmonic oscillators described on a Fock space, as in the case
of flat spacetime. However, the novelty lies in the fact that the mass of these oscillators
are time-dependent due to the time-dependence of the dynamical background. In other
words, the Fourier modes are quantized in terms plane wave modes which have a constant
wavelength in comoving coordinates. However, this implies that the physical wavenumber
of these modes are redshift with time, given by p = k/a(t), where a(t) is the scale factor of
the universe and p and k stand for the physical and comoving wavenumber, respectively.
The most commonly understood manifestation of the trans-Planckian problem occurs
when one takes a macroscopic classical perturbation today and ‘evolves’ it backwards in
time. The physical wavelength associated with this mode gets blueshifted due to the ex-
pansion of spacetime. If one allows for the quasi-de Sitter phase of expansion to last for a
significant long amount of time, one would find that a classical perturbation mode, visible
in the sky today, actually originated from a physical wavelength smaller than the (four-
dimensional) Planck length `Pl. Of course, for this to be true, one would have to assume
that the field variables on quasi-de Sitter spacetime can exist as an effective field theory on
scales smaller than `Pl, which is manifestly problematic from our understanding of quan-
tum gravity. Note that the pinnacle of success of inflation lies in explaining macroscopic
perturbations, which source the structure formation of the universe, as originating from
quantum vacuum fluctuations. From this point of view, the TCC simply turns around this
crowning glory of inflation to posit that any accelerated phase of expansion can only be
valid for a finite amount of time and not be semi-infinite in the past. The upper limit
63Indeed, the de Sitter conjecture is more vague and invokes some O(1) numbers which can be explicitly
fixed only when referring to the TCC [23] (or some similar principle).
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on the duration of this accelerating background is set by requiring that any mode, with a
physical wavelength equal to or smaller than `Pl, should never cross the Hubble horizon
(H−1) so that it does not decohere and become part of the classical perturbations.
On the contrary, an immediate obstruction to such a way of thinking comes from the
following – as one traces back a classical perturbation mode, linear perturbation theory
breaks down much before the physical energy, corresponding to the given mode, becomes
of the order of MPl, the four-dimensional Planck mass
64. In other words, even before the
physical wavelength of a given perturbation mode can get to O(`Pl), the linear perturbation
would become comparable to the magnitude of the background variable, thereby breaking
down perturbation theory. This conclusion makes sense if one considers the fact that the
universe is extremely inhomogeneous and anisotropic on Planck scales and, therefore, one
cannot use the approximation of linear perturbation theory and quantize fluctuations in
terms of its Fourier modes. Indeed, as long as one considers the expanding background
within an effective field theory description of gravity, it must break down on wavelengths
smaller than `Pl since such energies would collapse parts of space-time into black holes
(or a collection of them) [62]. Therefore, from this point of view, it might indeed seem
conceivable that the argument presented above for the trans-Planckian problem should
never arise since it stretches the effective field theory of linear perturbations beyond its
realm of validity.
However, one must keep in mind that the above heuristic idea is not the main theoret-
ical argument behind the TCC and should rather be viewed as an intuitive understanding
of the problem. The principle conceptual difficulty is that of non-unitarity of the Hilbert
space of the perturbations [24, 63], as can be understood as follows. Recall that one needs
to impose a UV cut-off even for quantum field theory on flat spacetime, for the purposes of
renormalization, to get physically meaningful answers. In the case of gravity, the UV cut-off
is not just a computation tool but is rather a physical one, given by MPl. In analogy with
Minkowski spacetime, one would then expect that imposing such a cutoff would get rid of
the trans-Planckian problem and give us a well-defined, decoupled effective field theory of
inflation below scales of O (MPl). However, this is precisely where the main difficulty asso-
ciated with expanding backgrounds show up. The problem is that for such spacetimes, the
UV cut-off must be fixed in physical coordinates while the Fourier modes have wavelengths
which are expanding in those coordinates. Therefore, a mode whose physical wavelength is
above MPl to begin with, during inflation, might have its wavelength red-shifted to energies
below MPl and thus would be part of the low-energy effective field theory. In this way,
more and more modes would redshift from the UV into the Hilbert space of system modes
describing perturbations on top of an expanding background and make it time-dependent.
A time-dependent Hilbert space, having to accommodate more degrees of freedom to ex-
plain physical phenomena with time-evolution, is a classic sign of non-unitarity creeping
into the theory. Of course, this is a problem associated with any expanding background.
What is special for (quasi-)de Sitter setups is that some of these UV modes can eventually
cross the Hubble radius and thus become observable at late times. From this point of view,
64We symbolize this differently from Mp which was used to denote the eleven-dimensional Planck mass.
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one can view the TCC as a requirement of keeping this non-unitarity hidden behind the
Hubble horizon so that even if these trans-Planckian modes somehow get generated, they
never become part of our low-energy system.
Having set up the trans-Planckian problem elaborately, let us now explain how our
solution manages to evade it. First, let us give some estimates for the relevant time-scales
involved in the problem. The TCC postulates that any trans-Planckian mode should never
cross the Hubble radius so that it cannot decohere and become classical. This can be
mathematically formulated as an upper bound on inflation, given by [23]
N < log
(
MPl
Hf
)
, (4.1)
where N is the number of e-foldings of inflation and Hf is the value of the Hubble parameter
at the end of inflation. For a meta-stable de Sitter spacetime, this translates into an upper
bound for the lifetime of such a solution, given by [23]65:
T <
1
H
log
(
MPl
H
)
. (4.2)
Thus, according to the TCC, the lifetime of any metastable de Sitter spacetime should be
bounded as above for it to avoid the trans-Planckian problem. On the other hand, several
arguments for assigning a finite entropy to de Sitter spacetimes leads to a bound of the
form [64]:
T <
1
H
SdS =
1
H
(
MPl
H
)2
. (4.3)
A similar bound was also derived by treating de Sitter as a coherent state on top of a
Minkowski vacuum in a toy model, the upper limit coming from the ‘quantum break-
time’ of the system, after which the interaction terms lead to the breaking of the semi-
classical description of the system [28]. There has been a fierce debate recently as to
which of these two time-scales should be treated as the maximum allowable lifetime of
a consistent metastable de Sitter vacuum [65]. For completeness, let us point out that
the crucial argument that quantum modes become classical after they cross the Hubble
horizon has indeed been challenged in [66], pointing out mechanisms (such as that of
parametric resonance) which can ‘classicalize’ it even within the Hubble radius. Moreover,
several arguments from string theory, such as the distance conjecture or the weak gravity
conjecture, also gives rise to a refined version of the TCC [67] with an O(1) number
appearing on the RHS of (4.1) and (4.2). In light of this, what can be unambiguously
stated is that there is a time-scale beyond which any consistent description of a de Sitter
spacetime should break down, albeit the upper limit on the lifetime is still under contention.
However, note that in our case the amount of time we can trust our de Sitter solution
as described by a Sudarshan-Glauber state, before the system becomes strongly-coupled, is
given by |T | < 1/H. As shown in (2.80), after this time, the string coupling becomes gs ∼ 1
65H denotes the Hubble parameter in this section, and should not be mixed with the warp-factor, H(y),
from the earlier sections.
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and the system is strongly-coupled, bringing the validity of our solution into question. In
this sense, we can be agnostic about the debate regarding the lifetime of a de Sitter vacua
since the time for which we can trust our coherent state to give a de Sitter description is
smaller than both the time-scales mentioned above. Note that this is quite a remarkable
observation, by itself, since de Sitter vacua which appear in string theory typically have a
much longer lifetime [23, 68], such as in the KKLT [5] and LVS scenarios [69]66.
Although the above heuristic arguments are interesting, let us now come to the real rea-
son why our de Sitter solution remains unscathed by the above-mentioned trans-Plackian
problem and, therefore, the TCC. The crucial underlying reason is precisely the fact that it
is not a vacuum solution but rather a coherent state on top of a (warped-) Minkowski vac-
uum. To understand this better, let us revert to the effective field theory (EFT) approach
to the trans-Planckian problem of inflation. Typically, for an EFT on a flat spacetime,
one would expect that effects of trans-Planckian physics would be suppressed by factors
of O (H2/M2Pl) [65]. However, the non-unitarity associated with expanding backgrounds
manifests itself in a way such that there are parts of parameter space in an EFT of inflation,
in which there are trans-Planckian effects larger than this, namely violating expectations
of de-coupling of inflation from Planck scale physics [70]. So how does decoupling work for
perturbations in inflation? Indeed, it is known that if one makes the following assumptions
[24]:
1. The microscopic structure of space-time, on Planck scales, is Lorentz invariant, and
2. The perturbations (or the expansion of the field modes on the de Sitter spacetime)
are in their local vacuum,
only then does the effects of decoupling kick in and the trans-Planckian problem mentioned
above goes away. In this case, one can show that the probability of producing a trans-
Planckian mode in the theory is exponentially suppressed, given by e−M2Pl/H2 , due to a
Boltzmann factor. Although the above-mentioned assumptions seem very strong for a
classical de-Sitter spacetime, say, with a Bunch-Davies vacuum, it is exactly what we have
in our construction of de Sitter as a Glauber-Sudharshan state. Our solitonic vacuum is
indeed supersymmetric, warped-Minkowski and satisfies both of the above criteria.
At this point, the acute reader might ask how does our de Sitter solution solve the
unitarity problem mentioned above? As was clear from the discussion above, the trans-
Planckian difficulties arise as an effect of having time-dependent frequencies associated
with the perturbation modes. However, as was manifestly shown earlier in (2.87), the
time-dependencies of the frequencies of perturbations in our case are actually artifacts of
Fourier transforms over a de Sitter state, viewed as a Glauber-Sudarshan state. Another
way of seeing that the trans-Planckian problem cannot arise in our paradigm is due to the
fact that the perturbations on top of our Glauber-Sudarshan state can be expressed as an
Aggarwal-Tara state over the same Minkowski vacuum. In other words, the dS pertur-
bations with time-dependent frequencies can be rewritten as (infinite) linear combination
66The reason for this is that we do not depend on some gravitational decay channel such as through the
Coleman-de Luccia tunneling. Rather, it is the system becoming strongly-coupled that determines the time
for which we can trust our solution.
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of perturbations, with time-independent ones, as shown in (2.25) and (2.87). This is the
crucial reason why we are able to write down a well-defined Wilsonian effective action and
never have to resort to the TCC for solving the puzzle of the trans-Planckian modes as
they are necessarily decoupled, as they should be for the low-energy effective action. All of
this also fits in nicely with the intuitive expectation that the trans-Planckian problem finds
its resolution in a UV-complete theory of inflation, which is the case for our system. Our
warped-Minkowski vacuum, on which the de Sitter coherent state is constructed, arises
in string theory, thereby resolving these trans-Planckian problems without having to hide
them behind the Hubble horizon as was proposed by the TCC.
4.2 The choice of vacuum and the quantum swampland
There is a different point of view proposed as to why de Sitter solutions might indeed be
in a swampland, heuristically relating the instabilities of de Sitter spacetime, coming from
field theoretic arguments, to the de Sitter conjecture [38]. The basic idea is that even
if one is able to find an effective potential which gives rise to a de Sitter vacua within a
stringy construction, at the classical level, then radiative loop corrections would necessarily
destroy it leading one into a quantum version of the swampland. It is so because even for
classical solutions which obey the equation of state p = −ρ, the one-loop effective potential
essentially breaks this, yielding w 6= 1, unless one assumes the Bunch-Davies vacuum for
the fields on top of the de Sitter spacetime. However, it has been argued that the Bunch-
Davies is a rather unnatural choice for the vacuum [71] and thus should be discarded. On
the other hand, any other sensible choice of the vacuum necessarily leads to the leaking of
the cosmological constant, and one gets into the quantum swampland.
At first sight, one might wonder if the choice of the quantum vacuum should play
any serious role in the search of de Sitter vacua in string theory. After all, in the absence
of full-fledged string loop calculations, i.e. quantum correction in spacetime, as can only
arise in string field theory, the main focus has been to derive effective potentials which
can support a de Sitter solution using stringy effects. In fact, one might even wonder if a
classical (or non-perturbative) de Sitter vacua which is ruled out by the swampland can
even be resurrected by employing these radiative loop corrections. However, as has been
shown in [38], these quantum loop corrections cannot improve the stability of the solution
(although they can affect the value of the cosmological constant). More interestingly, only
examining quantum field theoretic calculations on de Sitter spacetimes, one can establish
a relation between them and the swampland.
The crucial realization behind the argument for the quantum swampland is the non-
uniqueness of the vacua for de Sitter space. Typically, one chooses the Bunch-Davies
vacuum by expanding a field in its momentum modes, picking one of these modes and
blue-shifting it backwards until the effects of de Sitter spacetime can be ignored. At this
point, one can safely pick the unique Minkowski vacuum. This procedure can be repeated
for all the momentum modes to arrive at the Bunch-Davies, or the Euclidean, vacuum.
However, as already mentioned in our discussion on the TCC, this procedure cannot work
if there is a fundamental UV cutoff since one cannot trace a given mode beyond this energy
scale. Moreover, the Bunch-Davies is not the only de Sitter-invariant vacuum; rather, there
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is a whole family of vacua which respects the symmetries of de Sitter spacetime called the
α-vacua [72]. There are also complementary ways of showing the rather fine-tuned and
contrived nature of the Bunch-Davies vacuum, especially when considering a causal patch
of de Sitter instead of global de Sitter, as is appropriate for our solution [71]. Having
argued that the naive choice of the Bunch-Davies vacuum is a probably a wrong one, [38]
shows that as soon as one chooses a different vacuum (such as an instantaneous Minkowski
vacuum [73]), the cosmological constant leaks and leads to a quantum decay of the de Sitter
spacetime.
Let us now understand how our de Sitter solution can never run into these problems
associated with radiative corrections. As shown explicitly, the Bunch-Davies has a very
different interpretation in our construction as a (generalized) Agarwal-Tara state. Our de
Sitter is itself a built as a coherent state on top of a solitonic Minkowski solution, and
perturbations on top it is viewed as a GACS on top of a Minkowski state. Firstly, choosing
different coefficients in the definition of our GACS would lead to a different vacuum state
for the fluctuation modes. Just as it was shown how one can reproduce the Bunch-Davies
state starting from our generalized Agarwal-Tara state (2.86), we can also reproduce other
de Sitter-invariant vacua, such as the α-vacua, for different choices of the C
(ψ)
nk (t) in (2.47).
However, remember that for us it is always the solitonic background, with the corresponding
interacting vacuum |Ω (t)〉, on which we build both our Glauber-Sudarshan state and the
Agarwal-Tara state for fluctuations on top it. Therefore, loop corrections do not spoil
our solution since these radiative effects are all calculated with respect to a Minkowski
background and not a de Sitter one. More to the point, our de Sitter solution is constructed
once we build the Glauber-Sudarshan state having taken all types of quantum corrections
– perturbative and non-perturbative, local and nonlocal – into account. Essentially, we do
not build an effective vacuum spacetime with an equation of state w = −1 by using some
stringy quantum effects, as is the case, say, for the famous KKLT solution. Rather, our
de Sitter solution is created as a coherent state in the presence of all sorts of quantum
corrections embodied by our interaction Hamiltonian, Hint, the description which is valid
for a specific amount of time. The radiative corrections having been calculated for our
interacting vacuum on flat spacetime do not lead to the same pathologies as they do for
de Sitter space. In fact, the main argument for the quantum swampland was based on the
ambiguity of choosing the vacuum in de Sitter space. However, in our case, there is only
one clear vacuum in our theory – the interacting vacuum |Ω〉 due to the action of Hint on
our solitonic vacuum – and we build both our Glauber-Sudarshan and Agarwal-Tara states
on top of this. Consequently, the loop corrections do not affect the stability of our solution
as long as gs  1 as evidenced from our effective action. Let us assert that we do not
have a rolling ‘quintessence’ type solution which, incidentally, might also suffer from these
loop corrections but rather our de Sitter solution is free from the quantum swampland, by
construction, since it is built as a Glauber-Sudarshan state on top of a warped Minkowski
background.
4.3 Finite entropy of the de-Sitter solution
In spite of the Gibbons-Hawking entropy being a natural extension of the Bekenstein-
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Hawking entropy associated with a black hole (locally, the horizon of de Sitter is identical
to that of a Schwarzschild black hole), the finiteness of the entropy of de Sitter space has
been a long-standing puzzle. Since black holes are local objects, occupying a finite region
of space, it is natural to finite entropy to a black hole which, in turn, implies that the a
finite number of states can describe the black hole system. On the other hand, the spatially
flat slices of de Sitter space has infinite volume. And yet, as demonstrated by Gibbons and
Hawking through Euclidean partition functions [74], an inertial observer in de Sitter space
detects thermal radiation at the temperature:
TdS =
1
2pi`
, (4.4)
where, `2 ∼ 1/Λ2 is the length scale related to the cosmological constant. One can then
use the first law of thermodynamics to deduce that the entropy corresponding to de Sitter
horizon, from the Gibbons-Hawking temperature67, to be:
SdS =
A
4G
∼ pi`
2
G
, (4.5)
with the horizon area A ∼ pi`2, with G is the Newton’s constant. The finiteness of the
de Sitter entropy stands out as a crucial test for any quantum gravity theory. Before
describing how our description of de Sitter as a Glauber-Sudarshan state in string theory
manages to explain the finite entropy of the resulting de Sitter spacetime, let us quickly
review some of the known features of SdS.
Firstly, it is clear from the above discussion that the finiteness of entropy must somehow
be related to the fact that any single observer has access to only a finite volume of de
Sitter space. Note that this reference to an observer is crucial for the discussion of de
Sitter space unlike in the case of black holes. We emphasize that the entropy is only finite
since the cosmological horizon ensures that a given observer only can ever send signals to
a finite portion of the universe. From this simple observation, one can draw the minimal
conclusion that any effective field theory breaks down when one has eSdS states behind the
horizon. Indeed, if one turns off gravity by taking G→ 0, while still maintaining the same
curved space geometry, the entropy does go to infinity and one has a perfectly valid EFT
description [64].
Next, we need to understand the serious consequences one has for the underlying
quantum gravity theory if indeed SdS is to be finite. It has been noted that eternal de
Sitter space has several conflicts with having a finite entropy. In [76], a thermofield double
picture was developed to explain the finite thermal entropy of a causal patch of de Sitter,
using arguments from complementarity. However, the main conclusion of this work was to
show that the symmetries of de Sitter spacetime were incompatible with the finiteness of
SdS. More explicitly, it was found that the Hamiltonian (as a generator of the de Sitter
67The first law can be expressed as (∂S/∂M) = T−1; however, a priori, there is no definition of the
mass corresponding to the de Sitter horizon. The way out of this is to realize that we need only a mass
differential and this was solved by introducing a negative mass. We gloss over these subtleties as they are
quite well-known and have been discussed exhaustively in the literature (see [75] for an overview).
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symmetry group) can only have a countable spectrum, which is required to have discrete
energy eigenvalues and a finite entropy, if the symmetries are violated on time-scales in
which this discreteness become significant. The relevant time-scale in this case would be
the Poincare´ recurrence time, tp ∼ eSdS , but the important point for us is that this provides
a concrete argument against the existence of eternal de Sitter spacetimes coming from the
finiteness of SdS. This is quite a remarkable finding since, classically, one only requires that
de Sitter is the solution of Einstein’s equations with a positive cosmological constant and
can be eternal in the future68 and yet, this is ruled out once the finiteness of SdS, itself a
semiclassical result, is taken into consideration.
A stronger requirement for quantum gravity, due to the finiteness of SdS, would be the
restriction that the Hilbert space is finite dimensional [77] and given by N ∼ eSdS , where
N is the number of states on the Hilbert space, once the covariant entropy bound is taken
into account. In other words, ruling out entropies larger than SdS imposes a fundamental
cutoff on the Hilbert space of the quantum gravity theory. This is the so-called Λ − N
correspondence [78], with the number of degrees of freedom, N , being given by N = log N ,
N being the number of states on the Hilbert space. A small but finite Λ, necessary for
a finite SdS, ensures that the fundamental theory would have a very large, and yet finite,
number of degrees of freedom. However, it should be emphasized that this interesting,
and strong restriction, relating the size of the Hilbert space with the cosmological constant
requires additional conditions (such as a future asymptotic de Sitter region [79])69. A final
point to emphasize, which has already been mentioned earlier and is extremely relevant
for our discussion, is that there exists other arguments which show that the finiteness of
entropy results in an upper limit on the lifetime of the de Sitter space [64].
From our review of topics above, it should be clear to the reader that we want to first
focus on the fact that our description of de Sitter, as a Glauber-Sudharshan state, can only
be trusted for a finite amount of time given by T < 1/H (2.80). Therefore, our solution
automatically satisfies, at least, the necessary criterion of [76] for having a finite entropy,
as this time-scale is much smaller than the Poincare´ recurrence time tp. As an aside, let us
also mention that our solution is completely free from problems such as that of Boltzmann
brains (see [80] for details). This is so because the time-scale, characteristic of Boltzmann
brains, is given by:
TBB =
1
H
eSE , (4.6)
where SE is the instantonic action corresponding to a Boltzmann brain. However, given the
time-limit after which our system becomes strongly-coupled, this would mean SE ≤ 1 can
only be created by quantum fluctuations which, in turn, rules out any feasible Boltzmann
brain mechanism.
Although we have argued that since our de Sitter solution has an upper time-limit, it is
likely to have a finite SdS, we are yet to specify the microscopic mechanism through which
68The Friedmann equation gives a constant Hubble parameter 3M2PlH
2 = Λ for an eternal de Sitter space,
sourced by a constant positive cosmological constant.
69Note that having a positive Λ is not sufficient to guarantee the above conclusion due to the failure of
having a covariant entropy bound in some cases.
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such an entropy is generated. Note that it is a major challenge of any fundamental theory
to calculate statistical entropy of de Sitter space (See, for instance, [81] for pioneering work
in this direction for lower dimensional de Sitter space). In our case, we wish to interpret
the entropy of the resulting de Sitter spacetime as an entanglement entropy due to the
interaction between the modes of the metric (and G-flux) fluctuations which give rise to
the Glauber-Sudarshan state on top of the solitonic vacuum. Although we shall not give
the detailed calculation, which we defer to future work, we can nevertheless point out why
we expect such an entanglement entropy to exist and, moreover, why it should be finite.
Let us begin with the latter point first. The number of gravitons70 in a given coherent
state is, of course, infinite once we allow for modes with all possible momenta. This is
explicitly shown in (2.51) for our Glauber-Sudarshan state. However, as also mentioned
earlier, one must have a short-distance cut-off in order to have a well-defined Wilsonian
effective action. Indeed, one can also impose a physically-relevant infrared cut-off in the
case of the coherent state giving rise to de Sitter. However, let us come to this point later.
The first question is what does a finite number of gravitons in the Glauber-Sudarshan state
have to do with a finite entropy?
Before we answer this question, note that we are not the first to show a relation
between a coherent state description of the causal patch of de Sitter and it having a
finite entropy. In [28], a coherent state constituting of soft gravitons was proposed as
the “quantum-corpuscular” description of de Sitter space. Although not formulated from
any fundamental theory (such as string theory), this still leads to a time-limit (4.3) after
which such a semiclassical description of de Sitter stops being valid, as mentioned earlier.
The number of gravitons in such a state can be found by using the number operator:
N = 〈N |Nˆ |N〉, where the coherent state |N〉 = Πk|N(k)〉 should be calculated over all
frequencies:
|N(k)〉 = exp
(
−N(k)
2
) ∞∑
nk=0
[N(k)]nk/2√
nk!
|nk〉 . (4.7)
This would also, naturally, be an infinite number but the authors of [28] make the crucial
assumption that constituent gravitons of the coherent state satisfy the condition that the
dominant wavelength is the one set by the Hubble radius H−1! This leads to a gravitation
occupation number given by, N ∼ M4Pl/Λ, which coincides numerically with the de Sitter
entropy SdS. First, notice that the finite occupation number of this coherent state picture
comes from the requirement that de Sitter is a good semiclassical, mean-field description
only as long as the occupation number is related to the cosmological constant as given
above. On the other hand, our Glauber-Sudarshan state, describing de Sitter in full string
theory, has a finite occupation number since we require to have a short-distance cutoff. This
70Of course, we should also mention G-flux particles but, in order to keep the discussion less complicated,
we shall only focus on the part of the metric fluctuations of the Glauber-Sudarshan state (|α〉 in our
notation) instead of focussing on the full coherent state |α, β〉. Note that this is done only for convenience
and the discussion easily generalizes to the full case even if explicit computations become more tortuous in
that case.
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is an essential difference and we do not assume that only gravitons of a specific frequency
contribute to the coherent state.
Given a coherent state with a finite number of gravitons, N , one can calculate how
many states can correspond to having such a description. Of course, if these gravitons
were purely non-interacting, then the number of states would be given by Nγ , γ being the
number of states (or polarization) of individual gravitons. However, it was heuristically
argued in [28], that if the gravitons do interact, then the number of states would go as ξN ,
where ξ denotes the number of states of individual distinguishable “flavors” of gravitons,
the latter being an effect of interaction between gravitons. This would give a leading order
entropy given as S ∼ N , with logarithmic corrections. We refer the interested reader to
[28] for details of this estimate.
Although we agree with the general argument of having interacting gravitons, let us
show how it leads to a finite de Sitter entropy in a more rigorous way. Recall that the total
number of gravitons in our Glauber-Sudarshan state is given by (2.51):
N (ψ) =
∫ ΛUV
d10 k
∣∣∣α(ψ)k (0)∣∣∣2 , (4.8)
where we have explicitly introduced a short-distance UV cut-off ΛUV to replace the ∞
appearing in (2.51). Firstly, as mentioned earlier, this number is finite in our construction
by virtue of the fact that the effective action must come out of integrating the high-energy
UV modes and not by requiring that the coherent state is packed with gravitons of a
specific wavelength. However, in addition to the UV cut-off, an interesting question now
arises whether there is any IR cut-off for us. Recall that our fluctuations, underlying the
state |α〉 which give rise to de Sitter space, are over a warped-Minkowski vacuum and we
do not have any inherent preference for the IR cut-off. Nevertheless, we are interested in
calculating the entropy corresponding to a causal patch of de Sitter whereas our solution
represents the full de Sitter spacetime in the so-called flat slicing (see Figure 1). Therefore,
it is natural to identify the IR cut-off with the Hubble scale, i.e. ΛIR = H. However, there
is no way to “integrate” out the IR degrees of freedom to get an effective action for modes
in-between ΛUV < k < ΛIR. It is well-known that in this case, the standard treatment
requires the description of the modes of interest in terms of the density matrix obtained
after tracing out the IR modes. As mentioned, we shall sketch the outline of this calculation
below, following the notation of [82], while deferring the details to later work.
For our quantum system, we break up the effective Hamiltonian, corresponding to the
Wilsonian effective action, into the following form:
H = Hsys ⊗ 1 + 1⊗HIR + Hint , (4.9)
where we have denoted the Hsys as the Hamiltonian corresponding to the perturbations
modes ΛUV < k < ΛIR while Hsys refers to modes with k < ΛIR. The interaction Hamil-
tonian is the same as the one introduced in (2.55). Effectively, one breaks up the Hilbert
space of all the modes which make up the de Sitter coherent state into H = Hsys ⊗ HIR.
The crucial point for us is that these modes, although complicated due to the underlying
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J +
J −
OSON II I
III
IV
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OSI
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1
Figure 1: The figure on the left shows the Penrose diagram for global four-dimensional de Sitter
space. The poles ON and OS are time-like lines. The dashed lines denote the past and future
horizons for an inertial observer at OS . Time runs from the past J− to the future J + conformal
boundaries.
On the right, we have the Penrose diagram for the flat slicing of de Sitter, as is applicable for our
solution. The causal patch of an observer, sitting at OS , is denoted by the shaded region (static
patch). We trace over the modes in Region III to get the entropy corresponding to region I. The
Hubble horizon separates regions III from I.
solitonic vacuum, still has a time-dependence of the form eiωkt. Of course, this was im-
portant for us to begin with in the construction of the Glauber-Sudarshan state but here,
its significance lies in the fact that we shall be able to use time-independent perturbation
theory because of this. We shall see this shortly.
Let us first denote the free vacuum state of the theory, before considering the Hint as:
|0, 0〉 = |0〉sys ⊗ |0〉IR , (4.10)
i.e. as a (tensor) product of the individual vacuum states. However, once we turn on
interactions, the only vacuum available to us is the interacting vacuum given in (2.55),
as we have emphasized many times. Starting with this interacting vacuum, which can be
written as:
|Ω〉 = |0, 0〉+
∑
n6=0
An |n, 0〉+
∑
N 6=0
BN |0, N〉+
∑
n,N 6=0
Cn,N |n,N〉 , (4.11)
we want to trace out the IR modes. In the above, we have denoted energy eigenstates,
corresponding to system and IR modes, by |n〉 and |N〉, respectively. This is where we shall
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use perturbation-theory to calculate the co-efficients A,B,C. In fact, the density matrix
corresponding to the system modes, can be written in terms of the matric elements of C
alone (up to leading order) [82]:
ρsys = trIR |Ω〉 〈Ω| =
(
1− |C|2 0
0 CC† .
)
(4.12)
C can be formally expressed as
Cn,N =
|〈n,N |Hint |0, 0〉|2
E0 + E˜0 − En − E˜N
+ · · · (4.13)
where the · · · above refer to higher order corrections in O(gs). Given this reduced density
matrix ρsys, we can calculate the quantum von Neumann entropy corresponding to it, given
by
Sent = −tr (ρsyslogρsys) , (4.14)
in terms of the matrix elements given above. The above result holds true for arbitrary
dimension. As mentioned, we do not wish to do this explicit calculation here which would
not only involve the Hint, including all the quantum terms described in (3.59), but also
require including the full Glauber-Sudarshan state corresponding to both metric and G-flux
fluctuations. Nevertheless, our main result can be understood as follows.
Firstly, we note that we give a precise microscopic origin to the de Sitter entropy in
our formalism by relating it to the quantum entanglement entropy of the mode functions.
We stress that this is not the usual entanglement entropy one sometimes calculate for
fields on de Sitter space [83] but rather that of the modes which give rise to the de Sitter
spacetime itself. The main reason why we are able to do such an identification is simply
because our de Sitter space comes into existence on considering fluctuations of the metric
(and G-flux components) over a solitonic vacuum. The entanglement entropy is the en-
tropy corresponding to the coupling between these modes themselves, which build up the
Glauber-Sudarshan state itself. In other words, the interactions between the gravitons and
flux-particles, which constitute our de Sitter coherent state |α, β〉, is responsible for the
origin of this entanglement entropy and it is thus natural to associate it with SdS. How-
ever, note that entanglement is purely a quantum property and thus we give a statistical
explanation of SdS in our formalism for a de Sitter spacetime in string theory.
Secondly, the inquisitive reader might question our sketch of the standard derivation
above, given that we have used |Ω〉 to compute the entanglement entropy, and not the
Glauber-Sudarshan state corresponding to it D (α(t)) |Ω〉, in (4.11), before tracing out the
IR modes. This is a very pertinent point; however, the simple calculation involving the
vacuum suffices in this case as it has been shown that the entanglement entropy corre-
sponding to any coherent state is exactly the same as that for the vacuum state [84], a
conclusion that lends itself to any dimensional spacetime.
Next, we arrive at the question of the finiteness of the entanglement entropy. This is the
key property which would allow us to identify it with SdS. Note that in the absence of any
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interactions, i.e. setting Hint = 0 would result in the entanglement entropy going to infinity,
as is expected for a free field theory. On the other hand, given a finite interaction term, and
the fact that we have a UV cut-off ΛUV, ensures us that this quantity remains finite. In
our case, the full interacting action of M-theory was meticulously spelt out in the previous
section and, in fact, it was emphasized at the very outset of our construction of the Glauber-
Sudarshan state that interactions were absolutely crucial for such a description to emerge.
There is simply no free underlying theory available to us when we consider G-fluxes and
obtain our solitonic background. If we turn off interactions, no construction of a de Sitter
spacetime is possible and thus the entanglement entropy would simply have no meaning of
being associated with SdS. What we stress is that we need not invoke any physical intuition,
such as that of the coherent state being built out of gravitons of any specific wavelength,
in order to obtain a finite entropy of de Sitter space. Furthermore, the intuition that
interactions between the graviton constituents lead to the entropy corresponding to SdS
was rigorously shown to be associated with the entanglement entropy arising due to the
graviton mode-couplings between those of the causal patch and those which are traced out
in the far-infrared.
Finally, we need to justify our choice of tracing over the IR modes in order to get
our entanglement entropy. This brings us back to something which we mentioned at the
very beginning of this section: The finiteness of entropy is related to the fact that an
observer in the static patch only has access to a finite part of de Sitter space. In other
words, for any inertial observer, the entropy corresponds to the region of de Sitter hidden
behind the cosmological horizon. Therefore, it makes perfect sense for us to trace out over
modes, which correspond to the region that is not in causal contact with the observer.
What determines this region, and therefore the IR cut-off, is the cosmological constant
which, in our case, is emergent as a balance between fluxes and quantum corrections [20].
We emphasize that the tracing out carried out over here is not the usual one used for
thermofield-double systems – starting with some (Hartle-Hawking type) Euclidean state
which is entangled between left and right static patches and then tracing over the hidden
region to obtain a thermal density matrix [76]. Rather, our state is always the Glauber-
Sudarshan state created over the interacting vacuum, for which we trace over the modes
which have wavelengths larger than our IR cut-off. The physical reason behind choosing
the cutoff is that, in the resulting de Sitter space, an observer in the static patch can only
causally interact with the region that is not hidden behind the horizon.
Of course, we did not do the explicit calculation for the entanglement entropy taking
the full interacting Lagrangian of M-theory into consideration, as well as carrying out the
actual trace over the IR degrees of freedom. However, one should be convinced by now
that such a procedure is, in principle, possible due to the time-dependence of our mode
functions Ψk(x, y, z, t) even if their algebraic forms are complicated due to the solitonic
background. Furthermore, the result of such a calculation would give us a finite answer.
What would then be left is to equate this result to the de Sitter entropy SdS (as one-
quarter the horizon area) to find what it predicts for the allowed wavelength distribution
of the gravitons comprising our Glauber-Sudarshan state. There is one final hiccup in our
argument which shows up in the form of a well-known problem against interpreting SdS as
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an entanglement entropy, since the latter Sent would not only depend on the cutoff ΛUV but
also on the number of species. This latter dependence is what is known as the species puzzle
[85]. However, if one introduces the species bound [86], then the cut-off which shall appear
in the calculation of Sent shall exactly be this effective cutoff, as demanded by the species
bound. As goes the usual argument, if one has a length scale cutoff `eff >
√
N`Pl in the
resulting theory, it is natural that this would appear as the cutoff for the wavelength of the
gravitons populating our Glauber-Sudarshan state. However, a pertinent question would
be if there are a lot of light species present in our formalism such that this effective cutoff
is reduced by an unacceptably huge amount? And this is precisely where our dynamical
moduli stabilization comes to the rescue. As explained earlier, this means that the moduli
are fixed at every instant of time in such a way that, at every instant of time, the Dine-
Seiberg runaway is stopped. This ensures that we do not have exponentially light states
appearing in our setup at any time and thus manage to avoid the species puzzle.
Finally, note that the entropy corresponding to the reduced density matrix in (4.12)
would be the leading order result, with higher order corrections in gs to follow. Thus, after
setting this leading order result to SdS, we shall also be able to systematically calculate the
higher order corrections to the semiclassical result. This is as it should be for any truly
microscopic understanding of SdS and is only possible since we have a UV complete theory
– string theory – describing our background.
5. Discussions and conclusions
In this work we investigated the realization of de Sitter space from string theory. There
were many attempts to perform such constructions with various degrees of success, that
included ingredients like fluxes, non-perturbative effects from instantons, orientifolds and
anti-branes. Our approach differs from all the previous attempts as we consider the ap-
pearance of the four-dimensional de Sitter metric from a Glauber-Sudarshan (coherent)
state in string theory. The foundation of our construction is four dimensional Minkowski
vacuum obtained from string theory or M-theory compactifications as in (2.1). The latter
realization, i.e. the uplift to M-theory, is only for convenience as it aids in making some of
the computations easier to perform. The vacuum, either in IIB or in M-theory, is super-
symmetric and stable and is well understood even in the presence of quantum corrections.
These corrections, while necessary to realize the supersymmetric background itself, convert
the vacuum from a free to an interacting one. This interacting vacuum forms the basis of
our subsequent constructions in the paper. For example, instead of switching to another
vacuum which has the potential to be a non-supersymmetric de Sitter, we realize our de
Sitter space by using a displacement operator on the interacting vacuum itself. One of our
main result of the paper is the precise identification of the displacement operator.
Displacing the interacting vacuum appropriately creates the necessary coherent or
the Glauber-Sudarshan state from which one could extract the precise four-dimensional
de Sitter metric − along-with the metric information of the internal six-manifold − by
taking the expectation values of the various components of the metric operator over the
Glauber-Sudarshan state. Additionally, it provides the information of the fluxes that are
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required to support the background metric configuration, either in the IIB or in the M-
theory side. While the fluxes are supersymmetric over the Minkowski vacuum, they break
supersymmetry when we take the expectation values. A precise demonstration of these
facts forms the basis of section 2 of the paper.
Another pleasant surprise of our approach is that not only the de Sitter space arises
form the Glauber-Sudarshan state but also do the fluctuations over the de Sitter space.
As an extension of electromagnetism inspired concepts, the fluctuations over a de Sitter
space appear as a generalized Agarwal-Tara state where the photon-added coherent state
is promoted to a generalized graviton (and flux)-added coherent state. This state is also
identified for various components of the metric, details of which are shown in sections 2.3,
2.4 and 2.5.
Many of the computations, demonstrating the aforementioned details, are performed
in two ways throughout the paper: one, using state and operators and their expectation
values; and two, using the path integral approach. We show that the latter approach is
much more powerful and ties up with many well-known concepts in string theory, like the
action of the vertex operators, flux induced non-Ka¨hlerity etc. Additionally, some of the
limitations of the state-operator formalism, for example being restricted to mostly on-shell
computations or the appearance of un-necessary divergences, are effectively eliminated in
the path integral approach.
The path integral approach also allowed us to choose between the three possible out-
comes of our analysis, namely: (a) retainment of the exact classical behavior, as expectation
values, over an indefinite period of time during the temporal evolution of the system, (b)
persistence of the exact classical behavior for a certain interval of time beyond which the
dominance of the full quantum behavior becomes prominent, or (c) appearance of the
perturbative corrections to the expectation values at least in some well defined temporal
domain debarring the system to exhibit the full classical behavior anywhere in the domain.
This temporal domain, which is sometimes referred to as the quantum break time, is an
important limitation of the system. In our case it is governed by the interval beyond which
strong coupling effect sets in (at least from M-theory point of view which we use to analyze
the dynamics) and we lose quantitative control of the dynamics, thus effectively eliminating
option (a) above. It is therefore option (b) that eventually appears consistent from our
path integral approach, as any perturbative corrections appearing from option (c) would
have implied time-dependent Newton’s constant, non-exactness of the four-dimensional de
Sitter solution, and other possible pathologies. A precise demonstration of these appear in
sections 2.4 and 2.5. An important result of these sections is that the Agarwal-Tara state
accurately reproduces the fluctuations over the Glauber-Sudarshan de Sitter space. The
same state also allows an interpretation of the trans-Planckian issue, as resulting from the
time dependent frequencies that we observe in mode expansions of the fluctuations over
a de Sitter vacuum, to be simply an artifact of the Fourier transforms over the de Sitter
space viewed as a Glauber-Sudarshan state. This shift in the viewpoint of de Sitter from
being a vacuum to a state is crucial in resolving the trans-Planckian problem and thereby
allowing Wilsonian effective action to be defined at all energy scales.
Stability of the Glauber-Sudarshan is also an important criterion on which all of our
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construction relies on. The analysis of the stability requires two different sets of compu-
tations, one, analyzing all possible perturbative and non-perturbative corrections affecting
the system, and two, analyzing the equations that govern the dynamical evolutions of the
expectation values of the metric and the flux components over the Glauber-Sudarshan
state. The perturbative corrections have been discussed in details in [20, 21] and in section
3.1 and 3.2 we elaborate on all possible non-perturbative corrections, including the ones
from the instantons, and the world-volume fermions on the seven-branes.
The equations governing the dynamical evolutions of the expectation values are the
Schwinger-Dyson’s equations (SDEs). Interestingly, the SDEs reproduce all the M-theory
EOMs in the presence of the aforementioned perturbative and the non-perturbative cor-
rections. These equations may be classified order by order in type IIA string coupling gs
(which becomes a time-dependent quantity) with the lowest order equations determining
the de Sitter background and the fluxes supporting it. The stability then works in the
following way. The higher order flux components and the higher order metric components,
balance against the higher order quantum terms to keep the lowest order SDEs unchanged.
This balancing act happens to all orders in gs and Mp such that the de Sitter background
along-with the supporting flux components remain uncorrected to arbitrary orders in g
a
s
Mbp
.
Such a stability criterion also guarantees option (b) mentioned above, namely the domi-
nance of the exact classical behavior in the temporal domain whose boundary is dictated
by the onset of type IIA strong coupling. The moduli are stabilized already at the vacuum
level, and therefore the dynamical evolution of the metric components also govern the dy-
namical evolution of the moduli themselves disallowing, in turn, the Dine-Seiberg runaway
at every stage of the evolution as long as we restrict the dynamics within the allocated
temporal domain.
Having explained how our solution is able to go past the technical difficulties which
have been pointed out for realizing four-dimensional de Sitter space in string theory, we
went on to explore some of the properties of the constructed Glauber-Sudarshan state in
section 4. The first thing we did was to show how this construction is able to bypass the so-
called swampland conjectures and, in particular, the trans-Planckian censorship conjecture.
This turns out to be yet another implication of being able to interpret the fluctuations on
top of de Sitter as a state built out of the underlying Minkowski vacuum, namely the
Agarwal-Tara state. More interestingly, this gives us a simple way to argue against the
age-old instabilities of de Sitter spacetime against radiative corrections due to the choice of
the vacuum associated with the mode functions for de Sitter space. During the temporal
regime for which our solution is under quantitative control, these instabilities never show
up as the artifacts of the time-dependent frequencies get explained as mentioned above.
Finally, we find the remarkable result that the interpretation of de Sitter as a Glauber-
Sudarshan state also helps in the microscopic understanding of the entropy associated with
the de Sitter horizon. This is so because the modes which are responsible for the creation
of the coherent state are themselves part of a highly interacting theory and are, therefore,
necessarily entangled between themselves. Any entanglement between quantum modes
must result in a nontrivial von Neumann entropy, which we reinterpret as the entropy
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associated with the resulting de Sitter state. The crucial role of the interactions can be
easily understood on taking the limit in which they go to zero: Such a limit not only
results in the entanglement entropy going to infinity but also ensures there is no longer a
Glauber-Sudrashan state any longer, thus reducing the resulting space-time to the warped-
Minkowski one. A detailed calculation for this entanglement entropy and its relation to
the famous semiclassical result of the one-quarter horizon area is left for future work and
we only show how it is going to be finite in our case. Of course, the calculation of the
entanglement entropy needs to be done using perturbation theory, to evaluate the matrix
elements, and is thus, in principle, able to extend beyond the semiclassical result, as it
should be for the calculation on entropy of de Sitter from a microscopic theory.
In retrospect our identification of de Sitter space to the Glauber-Sudarshan state in full
string theory should not come as a big surprise, as a familiar lore in string theory identifies
every curved background as some condensates of gravitons by exponentiating the vertex
operator, much like the way discussed in footnote 34. The special case here is, because of
the temporal dependence of the metric components, the Glauber-Sudarshan state could be
defined on-shell, at least to a large extent. For generic curved background, with or without
time-dependences, this may not always be possible and the Glauber-Suarshan state should
be defined off-shell71. This off-shell formalism of the coherent states is in concordance with
the expectation from string field theory where similar constructions show up, although the
analysis get technically challenging. Thus instead of going far off-shell, it will be interesting
to ask if such on-shell description can still be given for the inflationary models in string
theory [88] as they are close to the de Sitter space that we discussed here. We believe this
is possible, and more details will be presented in near future.
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