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小林　景 数理・推論研究系　助教
【研究の背景～DeRobertis分離度と全変動距離】
測度空間(X ;F ; )上の確率密度関数全体の集合をP とする．このとき，
f; g 2 P間のDeRobertis分離度dDR : P  P ! [0;1]は
dDR(f; g) := sup
x2X
sup
x02X
f(x)
g(x)
g(x0)
f (x0)   1
で定義され（DeRobertis(1978)），以下のような利点をもつ．
例 1 (ベイズ事後確率)事前密度関数 1,2 に対するベイズ事後分布
測度間の DeRobertis分離度は，Z1(fn; xn; 1) :=
R
fn(x
nj)1()d,
Z2(fn; x
n; 2) :=
R
fn(x
nj)2()d を用いて，
dDR(1(jxn); 2(jxn))
= sup

fn(x
nj)1()=Z1(fn; xn; 1)
fn(xnj)2()=Z2(fn; xn; 2)
sup
0
fn(x
nj0)2(0)=Z2(fn; xn; 2)
fn(xnj0)1(0)=Z1(fn; xn; 1)
  1
= sup

1()
2()
sup
0
2(
0)
1(0)
  1
と表される．よって，ベイズ事後分布測度間のDeRobertis分離度は事前
分布のみに依存する．これは標本や尤度関数によらないロバストな事後
分布の理論評価をするときに有効な性質である．
例 2 (分配関数未知の場合)測度空間(X ;F ; )上の可測関数Hf ,Hgに関
して，f (x) := exp(Hf(x))R
exp(Hf(x))d
, g(x) :=
exp(Hg(x))R
exp(Hg(x))d
とすると，
dDR(f; g) = sup
x2X
exp(Hf (x))
exp(Hg(x))
sup
x2X
exp(Hg(x))
exp(Hf (x))
  1:
よって，分配関数
R
exp(Hf (x))d,
R
exp(Hg(x))dを計算することが困難
な場合にも，DeRobertis分離度を計算することができる．
DeRobertis分離度は全変動距離dTV(f; g) :=
R
X jf (x)   g(x)jdの上
界になる: 任意の確率密度関数f ,gに関して，
dTV(f; g)  dDR(f; g): (1)
実際，Smith・Rigat(2012)では不等式(1)を用いて，二つの異なる事前分
布に関するベイズ事後確率測度間の全変動の上界を求め，その上界をベ
イズ推定のロバスト性の指標として用いている．
しかし，Smith・Rigat(2012)では，不等式(1)の厳密（tight）さについ
ては全く評価されていない．本研究では，この不等式より厳密な不等式
を導出し，さらにそれが最良なものであることを示す．
【DeRobertis分離度による全変動距離の厳密上界】
本節では，確率密度関数f , gに対して，DeRobertis分離度による全変動
距離の上界(1)より厳密な，最良の上界を示す．
定理 3
dTV  2

1 + (dDR + 1)
 1=2 1 1  (dDR + 1) 1=2 : (2)
よって，dTV  12dDR.
証明の概略） A := fxjf (x) > g(x)g，F (A) := RA f (x)d，G(A) :=R
A g(x)d と定義し，fg := sup
x
f (x)
g(x)
と表記すると，
1
2
dTV = F (A) G(A)  G(A)

sup
x
f (x)
g(x)
  1

= G(A)
 
fg   1

; (3)
1
2
dTV = G(A
c)  F (Ac)  G(Ac)

1 

inf
x
f (x)
g(x)

= (1 G(A))
 
1 

sup
x
g(x)
f (x)
 1!
= (1 G(A))

1  g 1f

: (4)
ここで，G(A)  1 g
 1
f
fg g 1f
のとき(3)を，G(A)  1 g
 1
f
fg g 1f
のとき(4)を用いて，
1
2
dTV 

1  g 1f
  
fg   1

fg   g 1f
=
 
gf   1
  
fg   1

fggf   1

 
fggf
1=2   12
fggf   1
=
1   fggf 1=2
1 +
 
fggf
 1=2 :
これより(2)が従う．
一方，t 2 (0;1)に対して 1 (t+1) 1=2
1+(t+1) 1=2 =
t+2 2(t+1)1=2
t  t4. （証明終）
定理3の不等式 (2)による全変動距離の上界は最適なものである．つ
まり，任意のdTV 2 [0; 2]の値に対して，(2)の等号を満たすようなdTVお
よびdDRを持つf，gの組が存在する．一般の場合の証明は省略するが，
(0; 1)上の確率測度についての以下の例と同様に示される．
例 4 を (0; 1)上のルベーグ測度とする．この時，a 2 [1;1)に対して，
以下のf ,gは定理の条件を満たす．
f (x) =
(
a (x 2 (0; 1a+1]);
a 1 (x 2 ( 1a+1; 1));
g(x)  1 (x 2 (0; 1)):
このとき，dTV =
2(a 1)
a+1 ; dDR = a
2   1 となり，(2)の等号を満たす．
【局所DeRobertis分離度による全変動距離の厳密上界】
局所DeRobertis分離度は，上記DeRobertis分離度を部分空間に制限した
ものであり，Smith・Rigat(2012)により提案された．具体的には，測度空
間(X ;F ; )上の確率密度関数f ,gと可測部分集合A  Xに対して，
dADR(f; g) := sup
x2A
sup
x02A
f (x)
g(x)
g(x0)
f (x0)   1
で定義する．dADRを用いて，dTVの上界を改良することが可能である．
Smith・Rigat(2012)では任意の可測集合A  Xに関して，
dTV  2F (Ac)dDR + F (A)dADR (5)
のように全変動距離の上界が導出された．この上界は，密度関数の変動
が小さく，かつ十分F (A)が大きいようなAをうまく取れれば，大域的な
DeRobertis分離度dDRを用いた結果を改良し，意味がある．実際彼らは，
ベイズ事後確率測度間の全変動距離に対して，サンプル数に依存させて
Aの領域を大きくしていき，その上界を実データ解析に応用している．
以下の定理では，不等式(5)より厳密な上界を求める．これは，定理
3の結果の適用による右辺第二項の厳密化以外にも，右辺第一項に関し
てF (Ac)dDRの値が大きいときに本質的な改良になっている．
定理 5 任意の確率密度関数f，gおよび可測集合A  Xに関して，
dTV  2
F (Ac)dDR
F (Ac)dDR + 1
+ 2F (A)
1  (dADR + 1) 1=2
1 + (dADR + 1)
 1=2 :
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