We propose a simple model of trading based on the Kyle (1985) framework for securities that are included in Exchange Traded Funds (ETFs). The model postulates that trading in ETFs will increase volatility in their component stocks, and that volatility spillovers will be increasing in liquidity and the relative proportion of each stock held by the fund. An empirical analysis of trading in the S&P 500 SPDR and three heavily traded industry ETFs confirms these hypotheses, using both Amihud's (2002) measure of illiquidity as well as stock turnover as proxies for liquidity. The results are consistent with a positive volume-volatility relation as well as tradingbased explanations of volatility. The findings are relevant to market practitioners, regulators and investors in these increasingly popular products, since ETFs may in fact contribute to volatility in their underlying component stocks, and thus to the stock market in general.
INTRODUCTION
Over the past decade, exchange-traded funds (ETFs) are have become the investment vehicle of choice for investors and traders seeking rapid, low-cost exposure to broad equity market indices, industry sectors, and other asset classes. Hedge fund managers, institutional investors, and individuals increasingly turn to ETFs to implement their investment strategies. Trading in these securities has become an important source of information dissemination in U.S. equity markets, and this paper examines how volatility information flows across broad market and industry ETFs and their largest component stocks.
Our simple theoretical model postulates that trading in ETFs increases volatility in their component stocks and predicts that the level of volatility spillovers is related to liquidity and the proportion of each stock in its respective ETF. When stocks are included as component stocks in ETFs, they are exposed to an additional source of volatility that is generated by trading activity in ETFs. To confirm these suppositions empirically, we conduct an analysis of volatility transmission among four of the most heavily traded ETFs in the U.S. using the recently developed spillover model of Diebold and Yilmaz (2009, 2012) . We find that volatility spillovers flow bi-directionally among ETFs and their largest component stocks, but the effect is significantly stronger from ETFs to stocks than in the reverse direction. In addition, we find that the level of volatility spillovers from ETFs to component stocks is related to ETF liquidity and the proportion of each stock that is held in the ETFs. We document significant volatility spillovers from ETFs to their component stocks that are driven by the well-documented volumevolatility relation. The results are consistent with trading-based explanations of volatility, and the results are relevant to market practitioners, regulators and investors in these increasingly popular products, since ETFs may indeed be inducing additional volatility in U.S. equity markets.
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Financial theory and the law of one price tell us that the prices of derivative instruments such as ETFs should be priced in a manner that is dependent on the value of their underlying securities. However, there is substantial research that documents the fact that derivative prices often lead spot prices, and one explanation for this phenomenon is the lower trading costs and higher liquidity that is frequently associated with derivatives markets. Chan (1992) finds that stock index futures lead cash market returns on an intraday basis, but only weak evidence of a relationship in the reverse direction. He credits this result to the greater ability of futures markets to process market-wide information, and he cites the model of Admati and Pfleiderer (1988) , which posits that information dissemination is related to the level of trading intensity.
Hasbrouck (2003) investigates the price discovery process for equity ETFs, floor-traded stock index futures, and electronically-traded stock index futures (eMini's) where the underlying asset is identical. He finds that most price discovery for the S&P 500 and Nasdaq-100 indexes occurs in the eMini market, even though contract sizes are much smaller than the floor-traded contracts.
More recently, Roll, Schwartz, and Subrahmanyam (2010) , and Johnson and So (2012) find that ratio of options/stock (O/S) trading volume provides useful information regarding future stock returns. They also note that the O/S ratio is positively correlated with firm size and therefore with liquidity in company shares.
Given that trading in derivatives such as ETFs may affect future returns and volatility of their underlying stocks, we also examine the effects of liquidity and the volume-volatility relation. Karpoff (1987) provides a survey of early work and Lamoureux and Lastrapes (1990) utilize a GARCH model that includes trading volume in the estimation of conditional volatility, finding it to be significant in the evolution of stock prices. Such models are consistent with the "mixture of distributions" hypothesis whereby the arrival of new information (as proxied by volume) affects future return distributions. The theoretical relation between the intensity of 3 information transmission and volatility are prominent in Kyle (1985) and Admati and Pfleiderer (1988) . In both models, higher trading volumes increase the presence of informed traders such that the price impact of volume (λ) is attenuated. DeLong, Shleifer, Summers, and Waldmann (1990) and Shleifer and Vishny (1997) develop models whereby noise traders contribute to price volatility and arbitrageurs may rationally choose not to undertake profitable arbitrage opportunities. Froot, Scharfstein, and Stein (1992) suggest that noise traders with short horizons may "herd" on information unrelated to economic fundamentals. Avramov, Chordia, and Goyal (2006) propose a theoretical model of trading where selling activity induces excess volatility.
Finally, the model of Malinova and Park (2011) predicts that "higher participation and systematic improvements in the quality of traders' information lead to higher volume… and higher price volatility."
Empirical evidence regarding the relationship between liquidity and volatility is provided by Bessembinder and Seguin (1992) , who find that equity market volatility is positively related to the "unexpected" component of futures volume (using an ARIMA (0,1,10) model). Jones, Kaul, and Lipson (1994) find that volatility is related to the number of transactions in NASDAQ stocks, while Chan and Fong (2000) find that size of trades and order imbalances drive the volume-volatility relation in NASDAQ and NYSE stocks. Chordia, Roll, and Subrahmanyam (2002) observe that "To explain volatility, it is imperative to account for order imbalance and volume." French and Roll (1986) find compelling evidence that trading activity is related to stock volatility since returns are as much as 72 times more volatile when the market is open than when it is closed. They posit that this phenomenon is the result of differing rates of information transmission, but Haugen (2010) attributes this large difference in variance to trading activity itself. Amihud (2002 ), Chordia, Roll, and Subrahmanyam (2001 ), and Haugen and Baker (1996 document the negative relation between liquidity and expected return. Haugen, Talmor, and 4 Torous (1991) provide evidence of large shifts in volatility that are unrelated to economic conditions and/or events, leading them to conclude that "the noise component of volatility" stems from market microstructure itself. Finally, a recent paper by Ben-David, Franzoni, and Moussawi (2012) examines these issues relative to ETFs specifically. While the underlying intuition of their paper (that ETFs provide an additional source of volatility in component stocks)
is quite similar to our study as well as consistent with our model, they employ different empirical techniques and high frequency data. They too find evidence of price shocks that stem from ETF trading activity and link these shocks to ETF order imbalances and bid-ask spreads.
The natural setting in which to examine the relationship among the volatilities of ETFs and their component stocks is the literature on volatility spillovers. Much of the literature in this area applies GARCH models to focus on the effects of negative returns, interdependence, and volatility "contagion."
1 These studies and many others provide significant evidence of volatility spillovers across countries, asset classes, and securities. But our objective is to model the spillovers among large numbers of securities simultaneously over time, so we choose to utilize the recently developed model of Diebold and Yilmaz (2009, 2012) , which provides an efficient and tractable estimation procedure. The model is similar in approach to the nonlinear multiplicative error models (MEM) developed by Engle (2002) and Engle, Gallo, and Velucchi (2008) , and will be described further in Section 4.
In addition to the theoretical and empirical examinations of liquidity and volatility, the study is motivated by the dramatic increase in the popularity of ETFs over the past decade, both in terms of assets under management and trading volumes. According to BlackRock, one of the world's largest asset managers and ETF issuers, U.S. ETF assets passed the $1 trillion mark on assets are benchmarked to various U.S. broad-based indices alone, and suggests that this phenomenon is "distorting stock prices and risk-return tradeoffs." A significant portion of this increase is necessarily related to the popularity of ETFs, at both the market and industry levels.
In addition to the exponential growth of ETFs as investment vehicles, the use of this particular data is motivated by the some observers who deem them a source of market instability.
Bradley and Litan (2010) conduct an in-depth study of ETFs and conclude that they pose "unquantifiable but very real systemic risks of the kind that were manifested very briefly during the 'Flash Crash' of May 6, 2010." They attribute increasing volatility feedback effects to ETF trading activity which exacerbates market declines. As evidence they point to the fact that on states that the market for ETFs is dominated by professionals, so that a much larger proportion of liquidity is found near the last trade price than for typical equity securities. Thus when prices 6 exceed the "normal" levels supported by market liquidity, ETFs can be subject to "free falls" because a much larger proportion of resting limit orders are concentrated near the last price. The SEC-CFTC preliminary report on this matter noted that "Of the U.S. The following section presents the main hypothesis and contribution of the study to the literature. Section 3 presents the data and summary statistics for the study. Section 4 presents the methodology and the results of generalized volatility spillover model and documents the relation of volatility spillovers to measures of liquidity. Section 5 contains some concluding remarks.
HYPOTHESIS DEVELOPMENT
The study follows in the long stream of literature that examines the efficient markets hypothesis.
We seek to understand how trading in ETFs disseminates volatility information to their We develop a theoretical framework based on the Kyle (1985) model of trading. Because large institutions and traders are able to exchange ETFs for an equivalent portfolios of stocks (through the mechanism of "creation" and "redemption" units), they provide efficient opportunities for arbitrage. Whenever a unit price becomes more (less) expensive than the value of the underlying portfolio, the arbitrageur can buy (short) the underlying stocks, create (redeem) a unit and short (buy) the ETF on the market. These positions offset and the arbitrageur does not face any financial or fundamental risk to remove the mispricing and he continues trading until prices reflect fundamental values. Any shock to the ETF price, whether created by new market or industry information or noise traders taking advantage of ETF liquidity, should be eliminated quickly with a correction in the price of ETF, the underlying stocks, or both. In summary, when a stock becomes a component in an ETF, it will be exposed to a new source of volatility.
We assume that when a stock is not included in an ETF, its price is determined by �~( � , σ 2 ) , and that the stock price follows the linear form of Kyle (1985) :
where ̃ is the available information for stock i at time t, is price impact measure (illiquidity)
for stock i, and � is the order flow. ETF prices under arbitrage are determined by � =
∑ � =1
, where is the proportion of stock i in ETF's portfolio and � the corresponding stock price. At any point of time, the ETF price may deviate from its fundamental value
). Because the underlying prices are the same as before, we assume that the deviation is a supply/demand shock (̃(0, σ 2 )) to the price which creates an arbitrage opportunity. Arbitrageurs will take advantage of the mispricing until prices converge at t+2, when the price correction happens in the ETF and/or its underlying stocks.
In the Appendix we provide a proof to demonstrate that when a stock is included as a component of an ETF, price shocks to the ETF lead to a change of the underlying stocks' order flow and price. The magnitudes of these changes are:
Assuming that there is no correlation between price and the shock, individual stock volatility will now be:
The second term captures ETF to stock volatility spillover, and the size of the spillover therefore depends on the illiquidity of the stock, the illiquidity of the ETF, the proportion of the stock in 9 each ETF, and the variance of the shock. In the later sections we use the above conjecture to examine the impact of each variable on volatility spillovers by using a linear regression:
where is our proxy for stock illiquidity, is our proxy for ETF illiquidity, and is our proxy for the proportion of each stock held in their respective ETF. From Equation (3), we observe that individual stock volatility is decreasing in stock and ETF illiquidity (or increasing in liquidity), and increasing in the proportion of each stock that is held in its respective ETF. Thus we hypothesize that the signs for the coefficient 1 on stock illiquidity and 2 on ETF illiquidity and will be negative, while the sign for (proportion) should be positive. We confirm these hypotheses empirically in Section 4. Table 1 , where all returns are expressed in percentages, including dividends.
Although Berkshire Hathaway "B" shares are currently among the top ten component holdings in the Financials ETF, we exclude them from the study due to their relative illiquidity prior to their 50:1 split in 2010. PNC Financial (PNC) is included as a substitute since it is the next largest component stock as of June 29, 2012. Although these companies were top holdings in the funds on that date , they were not necessarily top holdings for the entire period of the study. However, they were held in significant amounts by each of their respective ETFs for the entire period, and the fact that they may not have been in the top ten for the entire period decreases the likelihood of finding the volatility spillovers that we document below. For each of the ETFs and component stocks, we also collect daily dollar turnover, defined as share volume times price and calculated on an intra-day basis by Bloomberg. We present average daily turnover for the ETFs (by year) in Table 2 , which we will discuss further in the results below.
METHODOLOGY & RESULTS

A. The Generalized Volatility Spillover Model
In order to examine volatility spillovers among these ETFs and their largest component stocks, we implement the model of Diebold and Yilmaz (2009, 2012, hereafter DY) , which relies on variance decompositions. The model is similar in approach to the nonlinear multiplicative error models (MEM) developed by Engle (2002) and Engle, Gallo, and Velucchi (2008) , although it uses a least squares approach. Engle (2002) observes that even in the presence of non-negative data, least squares estimation remains consistent, and the advantage of the DY approach is that it enables us to generate a time series of spillover levels. We will utilize these time series to link volatility spillovers to measures of liquidity over the past decade.
The original spillover model in DY (2009) relies on Cholesky factorization to achieve orthogonality, making it sensitive to the ordering of variables. The authors compensate for this limitation by rotating and randomizing orderings to achieve robust results. In their 2012 paper, however, DY adopt the generalized VAR framework of Koop, Pesaran, and Potter (1996) and Pesaran and Shin (1998) , hereafter KPPS, which results in a model that is not sensitive to the ordering of variables. We utilize the more recent model specification to avoid the ordering of variables issue.
For each ETF and their ten largest component stock returns, we estimate eleven-variable vector autoregressions (VAR(p)), using p equal to five lags to represent one week of trading activity:
Using a moving average representation, this expression becomes:
0 is an eleven by eleven identity matrix where = 0 for i < 0, and the moving average coefficients are used to construct variance decompositions. Thus we can calculate the fraction of the H-step-ahead error variance in a forecast of that is generated by shocks to ∀≠ for each i. In our estimations we set H = 10 to generate 10-day ahead forecasts from the variance decompositions. DY define own variances shares as "the fractions of the H-step-ahead error variances in forecasting x i that are due to shocks to x i for i = 1,2, …, N, and cross variance shares, or spillovers, as the fractions of the H-step-ahead error variances in forecasting x i that are due to shocks to x j , for i, j = 1,2, …, N, such that i ≠ j." Thus each firm's H-step-ahead variance decomposition is denoted by ( ) for H = 1, 2, …, H:
The variance matrix for the error vector ε is denoted by Σ and the standard deviation of the error term for the jth equation is . The selection vector contains one as its ith element and zeros otherwise. Because the generalized variance decomposition framework of KPPS does not orthogonalize the innovations from the error term, the contributions to the variance of the forecast error may not sum to unity. Thus DY "normalize" each entry in the decomposition matrix (own and cross variance shares) by the row sum as follows:
By definition, therefore, ∑ � ( )
= .
DY proceed to construct the total volatility spillover index using the volatility contributions from the preceding variance decomposition:
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As DY observe in their 2012 paper, this "is the KPPS analog of the Cholesky factor based measure used by Diebold and Yilmaz (2009)" in which they measure global equity spillovers.
They note that the index measures "the contribution of spillovers of volatility shocks… to the total forecast error variance." The present study will focus on the individual directional spillover contributions from the ETFs to their component stocks and also in the reverse direction.
B. Volatility Spillover Analysis
We utilize the DY framework to analyze volatility spillovers among four popular ETFs and their ten largest component stocks. To do this, we require daily estimates of price variance, and we choose the following variance estimate that is based on daily high and low prices. For each ETF and stock i, on day t, we calculate:
where ℎ ℎ is the maximum (high) price observed for stock or ETF i on day t, and is the minimum (low) price observation. Support for this measure of price variance is provided by Parkinson (1980) , Alizadeh, Brandt, and Diebold (2002), and Chan and Lien (2003) . In Table 3 we provide summary statistics for this calculation on an annualized percentage basis such that While the prior analysis is useful to examine the behavior of total volatility spillovers among all these securities, we are particularly interested in the two-way interaction of volatility spillovers among the ETFs and their largest component stocks. DY provide a method to examine these relationships through the calculation of "directional" volatility spillovers. They use the normalized forecast variance shares from Equation (9) to compute approximate directional volatility spillovers transmitted by ETF or stock i to ETF or stock j. These spillovers are approximate since the generalized variance decompositions may not sum to one, as noted above.
DY normalize by row, so the directional spillovers "from others" sum to unity across rows, but the spillovers "to others" do not sum to one by columns. We apply this methodology to each of the four ETFs and their ten largest component stocks to compute total and directional volatility spillovers for these securities, and we present the results in Table 4 .
First we note that the grand average of spillovers (plotted in Figure 1) Further information regarding the volatility transmission process can be gleaned from Table 4 by looking at the individual directional volatility spillovers in the first columns and first rows of each sub-table (highlighted in gray). The largest spillovers consistently occur in the first column, reflecting spillovers from each ETF to its largest component stocks. It is also noteworthy that the spillovers in column one generally decline with the percentage of each stock in the ETF (the stocks are sorted so that the top holding is just below the ETF own spillover while the smallest holding is at the bottom of the column). This observation leads us to link the levels of volatility spillovers to measures of ETF and stock liquidity as well as the relative proportions of each stock held by the ETF.
As further evidence that ETF volatility spillovers play an important part in the variance innovations of component stocks, we present net pairwise volatility spillovers in Table 5 . These spillovers are obtained simply by subtracting the stock to ETF spillovers in column 1 of each section from their respective ETF to stock spillovers in row 1 of each section of 
C. Volatility Spillovers and Liquidity
Given the observations of the previous section and their link to our theoretical model, we next examine how volatility spillovers are related to measures of liquidity and the proportion of each component stock held in each ETF. The first step in this process is to generate time series of the individual directional spillovers. The values in Table 4 are effectively average spillovers for each stock and ETF for each of the 200-day moving average estimations, so we accomplish this by extracting the daily spillover values as they are calculated on a daily basis in Equation (11).
We then use these daily volatility spillover time series as dependent variables in a series of regressions designed to measure the impact of liquidity and the proportion of each stock in its respective ETF on spillover levels.
Our first potential proxy for liquidity is a time series analog to that provided by Amihud (2002), which we define as:
where � , � is the absolute value of daily return for each stock and ETF and , represents daily ETF and stock dollar turnover. We employ a 200-day moving average of this figure so that it is comparable to the 200-day rolling estimates of volatility spillovers. In an extensive study of liquidity measures, Goyenko, Holden, and Trzcinka (2009) We then calculate the mean-adjusted illiquidity for each stock and ETF as follows:
This measure of illiquidity is not sensitive to the overall level of turnover, and provides a good proxy for the relative illiquidities of the ETFs and their component stocks. Our model also postulates that the level of volatility spillovers is related to the proportion of each stock contained in the ETFs. We therefore estimate a proxy for the proportion of each stock in each ETF as if the ten component stocks are the only ETF holdings:
where , is the closing daily market capitalization for each stock i at time t.
In order to estimate the relations among these variables and volatility spillovers, we estimate the following regression equation:
The regressions are estimated using robust standard errors that are clustered by 200-day periods, consistent with the 200-day rolling estimation period for the volatility spillovers, as suggested by Petersen (2009) . The results of these regressions are contained in Table 6 , and are conducted for In Panel A of Table 6 , we observe that ETF illiquidity is a significant driver of volatility spillovers for both the full sample and the sub-period for three of the four ETFs. The coefficients for ETF illiquidity are negative and significant as predicted by our model, and the negative coefficient for market illiquidity (SPY) is much larger than for the others. This provides an indication that illiquidity in this market-based ETF plays a more significant role in the volatility generating process for its component stocks, which is consistent with the fact that turnover is much larger for SPY than for the industry ETFs. It is also notable that the constants for all of the estimations are large and highly significant. Thus there seems to be some constant level of volatility spillover driving the forecast variance of each ETFs' component stocks that is unrelated to liquidity. The coefficients on stock illiquidity are negative and significant in two cases (XLE and XLF) during both the full sample and the sub-period. So in these two cases illiquidity in the component stocks actually contribute to the ability of the ETF to "spill over" volatility back to the components, which is consistent with a volatility feedback effect. The coefficients on proportion are positive and significant only in the full sample for two ETFs, and for none of them in the later period, although they remain positive. This may be the result of the fact that proportion and illiquidity are correlated, and the effects of proportion are being subsumed in the illiquidity coefficients.
The results for stock to ETF spillovers presented in Panel B of Table 6 are less conclusive. While there is still also a constant level of volatility spillovers from stocks to ETFs, the effects of illiquidity and proportion are generally smaller, and only significant in the later period for SPY, which once again may be the result of its extremely high levels of turnover.
However, proportion is significant and large for XLF in the both periods indicating that the largest financial firms are important to the volatility generating process for this ETF.
We also conduct an additional examination of the relationship between liquidity and volatility using raw dollar turnover as a proxy. Since turnover is not stationary, we de-trend turnover into its "expected" and "unexpected" components using a simple AR(1) process, in manner similar to those suggested by Bessembinder and Seguin (1992) , Amihud (2002), and Lo and Wang (2010):
We use the residual estimates from that equation to calculate 200-day moving averages of "unexpected" volume for both the ETFs and their component stocks, then utilize them as independent variables in the following regression:
Once again, the standard errors are clustered as recommended by Petersen (2009) , and the results of these estimations are presented in Table 7 . The results are generally similar to the results in Table 6 . The volatility spillovers from ETFs to stocks are driven by ETF volume in three out of four cases for the later "high volume" period, which is consistent with the volume-volatility relation. The coefficients for proportion are significant and positive for all the ETFs in the full sample, and for two of the ETFs in the sub-sample. Positive coefficients are expected here because we are using volume as a proxy for liquidity, whereas in the previous results we proxied illiquidity. There is also a constant level of spillovers that is large and significant.
20
In Panel B we present the results for stock to ETF spillovers, where the results are once again slightly less conclusive than those in Panel A. ETF liquidity is positively related to spillovers only in half of the estimations, and the results for stock liquidity are mixed.
Proportion is a significant factor in the full sample for all of the stock to ETF spillovers, but in only one ETF for the later period, indicating that the importance of this factor has attenuated as volume in the ETFs has grown much larger. The fact that the coefficient for ETF liquidity is positive and significant for SPY in the full sample but not in later years is another indication of the increased importance of trading in ETFs in the volatility generating process of their underlying component stocks. Finally, the large positive constant level of volatility spillover remains a significant feature of our results. These results demonstrate that the volume-volatility relation we document is robust to two different proxies for liquidity and provide an indication that trading in ETFs may in fact contribute to the volatility generating process of their largest component stocks.
CONCLUSION
We propose a simple theoretical model that seeks to explain the volatility generating process of We find that volatility spillovers in these securities flow bi-directionally, but the effect is stronger from ETFs to stocks than in the reverse direction, regardless of how the variance shares are normalized. In addition, using robust regression analysis, we demonstrate that the level of volatility spillovers from ETFs to component stocks is related to ETF liquidity and the proportion of each stock that is held in the ETFs. The results are strongest for the most heavily traded ETF, the S&P 500 SPDR, which indicates that price and volume shocks at the broad market level generate volatility spillovers in individual stock prices. We document significant volatility spillovers from ETFs to their component stocks that are driven by liquidity, using two different proxies to document a volume-volatility relation in these securities. The results are consistent with trading-based explanations of volatility, and they are relevant to market practitioners, regulators and investors in these increasingly popular products, since ETFs may indeed be inducing additional volatility in U.S. equity markets. This table presents summary statistics of returns for the four ETFs and their ten largest component stocks for the sample period of January 5, 1999 to June 29, 2012. Three stocks (GS, MET, and UPS) were not publicly traded at the inception of the study, thus the number of observations is slightly lower than for the rest of the sample. Although Berkshire Hathaway "B" shares is currently a top ten component of XLF, we exclude that company from the study due to the relative illiquidity of those shares prior to the 50:1 split in 2010. PNC Financial (PNC) is included as the next largest substitute. This table presents summary statistics for our volatility estimates for the four ETFs and their ten largest component stocks for the sample period of January 5, 1999 to June 29, 2012. Daily volatility is estimated using daily high and low prices using the method suggested by Parkinson (1980) and others. For each ETF and stock i, on day t, we calculate:
where ℎ ℎ is the maximum (high) price observed for stock or ETF i on day t, and is the minimum (low) price observation. We provide summary statistics for this calculation on an annualized percentage basis such that � = 100�255 • � 2 . This table presents the results of robust regressions of volatility spillovers on liquidity and a proxy for the proportion of each stock held in its respective ETF. Liquidity is measured We de-trend turnover into its "expected" and "unexpected" components using a simple AR(1) process, in manner similar to those suggested by Bessembinder and Seguin (1992) , Amihud (2002) , and Lo and Wang (2010) . Robust t-statistics (in parentheses) are estimated using 200-day periods as suggested by Petersen (2009) . *** p<0.01, ** p<0.05, * p<0.10.
Appendix -Proofs of Equations (1) and (2).
Prior to a price shock generated by new fundamental information or liquidity seeking traders, the ETF price is:
which is the portfolio's fundamental value. After a shock to the price of the ETF we have:
Assuming no market frictions or new information, the mispricing will be eliminated by a change in price of the ETF and/or the underlying stocks. Thus, the following equality should hold:
or:
In the Kyle (1985) linear pricing framework, price is a function of information and order flow:
� =̃+ ( � ). However, we assume that information has not changed and the price correction will be only a function of order flow ( ). Replacing ( ) in (22) yields:
The arbitrageur takes no risk and is able to create and/or redeem the exact proportion of each underlying stock to remove the mispricing, so the order flow for each stock is proportional to the holding of that stock in the portfolio: 
