Abstract. An algorithm to construct a maximal order Λ in a finite-dimensional semisimple rational algebra A is presented. The discriminants of the simple components of Λ allow one to read off the Wedderburn structure of A. If A has uniformly distributed invariants, which is the case for centralizer algebras of representations of finite groups, then it suffices to do the calculation over the rational integers.
Introduction.
One main task in representation theory of finite groups G is the explicit construction of irreducible matrix representations ∆ : G → GL n (F ). There are several methods available for finding some representation of G that contains ∆ as a subquotient, such as taking tensor products of known representations or inducing representations from a subgroup. The resulting representation is usually reducible. The paper [3] describes methods to construct irreducible subrepresentations Γ : G → GL n (F ) when F = Q. For a finite field F , such a representation Γ is irreducible if and only if the endomorphism ring E := End(Γ) = {x ∈ F n×n | xΓ(g) = Γ(g)x for all g ∈ G} is a field. This condition is equivalent to the case that E is commutative and all minimal polynomials of the generators are irreducible. For a number field F , however, the situation is more complicated because of the existence of noncommutative division algebras. This note presents an algorithm to decide whether E is a division algebra (in which case Γ is irreducible) and to calculate its Schur index. Magma code is available via the homepage of the first author.
Semisimple algebras.
We first deal with the problem of finding the building blocks of a finite-dimensional semisimple Q-algebra A. By Wedderburn's theorem, such an algebra is of the form
for skewfields D i with center
Usually such an algebra A arises as the endomorphism algebra of some rational representation of a finite group, but it might also turn up in a different representation, but almost never in the explicit decomposition given in (Wed). From any representation of A it is usually not difficult to calculate the right regular representation, rrr : A → End Q (A). So we assume that the algebra is given in its right regular representation.
To reduce the problem to simple algebras we need to find the central primitive idempotents of A, and this is easy. For this we start with the regular representation of the center Z(A) = Q[z 1 , . . . , z m ], where the z i are Q-algebra generators of Z(A). Since the z i are pairwise commuting matrices, they can be diagonalized simultaneously and finding the decomposition Z(A) = ⊕ i=1 K i is essentially equivalent to factoring the minimal polynomials f i of the matrices z i . Note that these are always squarefree rational polynomials, since Z(A) is separable over Q, and therefore they can be read off from the characteristic polynomials which are sometimes easier to compute.
Algorithm to split the center. Input: Algebra generators z 1 , . . . , z m of a commutative semisimple Q-algebra Z in the action on some module V . Output: The decomposition Z = ⊕ i=1 K i . Algorithm: (Sketch) Choose some element z ∈ Z with minimal polynomial, say, f and calculate a non-trivial factorization f = gh and the matrices g(z), h(z).
, and similarly with V h and
If the minimal polynomials of all generators of Z are irreducible over the rationals, then the module V is simple and the action of Z on V is isomorphic to one of the fields K i .
Simple algebras.
We may now assume that A = D n×n is a simple Q-algebra with center K.
We know k and d and hence s := nm = d/k = dim K (A). Let R be the ring of integers in K.
The discriminant of
, called the discriminant of M . Any two maximal orders have the same discriminant which is called disc(A), the discriminant of A. (b) Let rrr K : A → K s 2 ×s 2 denote the regular representation of the K-algebra A and let
The finite R-module M * /M ∼ = R/I j is called the discriminant module of M and discid(M ) := I j the discriminant ideal of M . Since the property of being a maximal order is a local one, the discriminant ideal of a maximal order M does not depend on the choice of M and is denoted by discid(A), the discriminant ideal of A.
By the local-global principle the algebra A is up to isomorphism uniquely determined by all its completions A ℘ := K ℘ ⊗ K A where ℘ runs through the prime ideals of R together with its infinite completions
s×s for all real resp. complex embeddings of K. Here H denotes the noncommutative real division algebra
Also, an R-order M is a maximal R-order in A, if and only if for all prime ideals
Note that discid(M ℘ ) is the ℘-primary component of discid(M ). Now the global Schur index m = dim K (D) 1/2 is the least common multiple of all local Schur indices (including the real ones) and we will give an algorithm to determine a maximal order in A in the next subsection which yields the local Schur index s ℘ for all finite primes ℘ by Corollary 3.4. So it remains to calculate the real Schur-index for all real embeddings ι : K → R (which is 2, if R ⊗ ι A ∼ = H s/2×s/2 and 1, if this algebra is a matrix ring over the reals). The real Schur index can be read off from the signature of the trace bilinear form
Theorem 3.5. For n ∈ N we let n + := n(n + 1)/2 ∈ N and n − := n(n − 1)/2. (a) The signature of the trace bilinear form on H is (1, −3) = (2 − , −2 + ). (b) The signature of the trace bilinear form on the matrix ring R n×n is (n + , −n − ). (c) The signature of T ι above is (s − , −s + ) if R⊗ ι A ∼ = H t×t (where t = s/2) and (
Proof. (a) is explicit calculation. Note that (1, i, j, k) is an orthogonal basis for the trace form consisting of vectors of norm (2, −2, −2, −2).
(b) The matrix units e ij form a basis for the matrix ring. For i = j the pair (e ij , e ji ) generates a hyperbolic plane, and for i = j, e ii has norm 1. So in total the signature is (n + n(n − 1)/2, −n(n − 1)/2) as stated.
(c) Follows from (a) and (b) since H t×t is the tensor product H ⊗ R t×t .
Constructing a maximal order M in A.
Let Λ be any R-order in A. There is a canonical process, called the radical idealizer process (see [1] ), that constructs a canonical overorder of Λ that is hereditary, where we may work locally at one prime ideal at a time. So let I := discid(Λ) be the discriminant ideal and choose some prime ideal ℘ ¢ R that divides I. Then the ℘-Jacobson radical J ℘ (Λ) is the intersection of all maximal right ideals of Λ that contain ℘Λ. It is a two-sided ideal of Λ, in fact the smallest ideal I of Λ, such that Λ/I is a semisimple R/℘-algebra. Note that the calculation of J ℘ (Λ) as well as of its idealizer only involves solving linear equations over the finite residue class field R/℘, since
Corollary 3.9. Let {℘ 1 , . . . , ℘ f } be the set of prime ideals that divide discid(Λ). Then
is a hereditary overorder of Λ, called the head order of Λ.
Note that the head order of Λ does not depend on the ordering of the prime ideals ℘ i , since for different prime ideals ℘ = ℘ the operators H ℘ and H ℘ commute.
[2, Theorem (39.14)] gives a complete description of the hereditary orders over complete discrete valuation rings R ℘ in central simple algebras A ℘ = D m×m ℘ : Let ∆ denote the unique maximal R ℘ -order in D ℘ and P the maximal ideal in ∆. Then any hereditary R ℘ -order in A ℘ is conjugate to
for some (n 1 , . . . , n k ) ∈ N k , n 1 + . . . + n k = m. We now use the fact that H(Λ) is hereditary to construct a maximal overorder of H(Λ). Elementary calculations show that the right idealizer of any maximal 2-sided ideal of a non-maximal hereditary order H is a proper (hereditary) overorder of H as explicitly stated in the following lemma.
Lemma 3.10. The maximal two-sided ideals of the hereditary order H(n 1 , . . . , n k ) defined above are the ideals
The right idealizer of I is the proper overorder
Successively replacing the order H(n 1 , . . . , n k ) by the right idealizer of any of its maximal 2-sided ideals hence constructs a maximal overorder in exactly k − 1 steps. Since we will perform all calculations over the rationals, we give the final algorithm in the end.
Rational computations.
The implemented algorithm only uses calculations over the rational integers and not over the ring of integers R. The only ingredients we need from R are its discriminant δ = disc(R) and the possibility to decompose rational primes into a product of prime ideals in R.
where N K/Q denotes the norm of K over Q.
From the discriminant of a maximal order we can read off all local Schur indices s ℘ and hence with Theorem 3.5 the global Schur index m of the algebra A, if A has uniformly distributed invariants, which means that K is a Galois extension of Q and the local Schur index s ℘ does not depend on the prime ideal ℘ of R but only on the rational prime p contained in ℘ which allows one to define s p := s ℘ . Epimorphic images of group algebras have uniformly distributed invariants (see [4] ) and so do their centralizing algebras.
Corollary 3.4 then yields the following theorem. where t p = s s p .
In particular, the local Schur index s p can be obtained from the discriminant disc(A) of any maximal order in A. To construct a maximal order in A the method from Section 3.2 is used, where all computations are done over the rationals. To obtain the head order H(Λ) we replace the discriminant ideal by the quotient D := disc(Λ)/(δ s 2 ) ∈ Z and the prime ideals ℘ dividing discid(Λ) by the prime numbers p that divide D.
