The ltering problem concerns the estimation of a stochastic process X from its noisy partial information Y . With the notable exception of the linear-Gaussian situation general optimal lters have no nitely recursive solution. The aim of this work is the design of a Monte Carlo particle system approach to solve discrete time and non linear ltering problems. The main result is a uniform convergence Theorem. We introduce a concept of regularity and we give a simple ergodic condition on the signal semigroup for the Monte Carlo particle lter to converge in law and uniformly with respect to time to the optimal lter, yielding what seems to be the rst uniform convergence result for a particle approximation of the non linear ltering equation.
Introduction
The basic model for the general Non Linear Filtering problem consists of a time inhomogeneous Markov process X and a non linear observation Y with observation noise V . Namely, let (X; Y ) be the Markov process taking values in S R and de ned by the system: F(X=Y ) ( X ( ; K) Y n = h (X n ) + V n n 1
where S is a locally compact and separable metric space, h : S ! R is a Borel measurable function and V n are independent and normally distributed random variables.
The signal process X that we consider is assumed to be a time homogeneous Markov process with Feller transition probability kernel K and initial probability measure , on S. We further assume the observation noise V and the state plant X are independent.
The classical ltering problem is to estimate the distribution of X n conditionally to the observations up to time n. Namely, n (f) def = E(f(X n )=Y n ) with Y n = (Y 1 ; : : :; Y n ) (2) for all f 2 C(S). The nonlinear ltering problem has been extensively studied in the literature. With the notable exception of the linear-Gaussian situation or wider classes of models (B enes lters 1]) optimal lters have no nitely recursive solution (Chaleyat-Maurel/Michel 2]). To obtain a computionnally feasible solution some kind of approximation is needed. The aim of this work is the design of a nite Monte-Carlo particle approach for the computation of (2).
The main contribution of this paper is to prove uniform convergence with respect to time of such approximations to the optimal lter, yielding what seemed to be the rst convergence result of this type for an approximation of (2).
Let us now brie y survey some di erent approaches and motivate our work.
As far as the author knows the various numerical methods based on xed grid approximations, conventional linearization or determining the best-linear lter (in expected cost error sense) have never really coped with large scale systems or unstable processes. They are usually far from optimal, particularly in high noise environment, when there is signi cant uncertainly in the observations or when the non linearities are not suitably smooth. More precisely, it is in general impossible to identify an event space region R so that the trajectories of the state space lies entirely in R. So that, it is di cult to use x grid methods. Moreover it is well known that the large state dependent noise has destabilizing e ects on the dynamic of the best linear lter and tends to increase the magnitude of its gain.
It has been recently emphasized that a more e cient way is to use random particle systems to solve numerically the ltering problem. . Instead of hand-crafting algorithms often on the basis of ad-hoc criteria, particle systems approaches provide powerful tools for solving a large class of non linear ltering problems.
Let us explain the term Monte Carlo particle approximation and its connections to other random particle approximations used to solve the ltering problem. Here the particles move according the law of the signal, independently of each other and, after xed length intervals they branches. In this situation suitably de ned exponential weights characterize the mean number of o springs of a given particle.
In 8], and 9] the author proposes an interacting particle system approach to solve general discrete time ltering problems. In this situation the evolution of the particles depends on the past con guration of the system and the interaction function depends on suitably de ned exponential weights.
The Monte Carlo particle approximations described in this paper will consist of nitely many independent particles weighted by exponential weights. The level of regularization is determined by a control parameter q(N), called the memory length of the particle lter, which tends to in nity as the number of particles N is growing. The continuous time version of this method was applied to di usion ltering problems in previous work of the author 6]. The approach presented here extends the results obtained in 6] to general discrete time ltering problems. Moreover, we emphasize that once we introduce a natural ergodic condition on the signal semi-group to control the large time behavior of our approximation the proof and the result turns out to be more transparent. To prove our main result we will use the Ocone/Pardoux study 15] of the asymptotic stability of the optimal ltering process with respect to its initial condition.
The rst convergence results of the branching and the interacting particle systems approximations are described respectively in 3] 4] 5] and 7], 8]. Nevertheless the essential and unsolved problem for these particle approximations is to nd conditions under which they converge in law uniformly with respect to time. The Theorem presented in this paper shows that the uniform convergence of a Monte Carlo particle approximation depends on a natural ergodic condition on the signal semi-group. In 9] we use these ergodic condition to study the asymptotic behavior of an interacting particle system approximation when the state space is compact but many questions have yet no answer.
The paper has the following structure: In section 2 we list commonly used concepts and key results from the theory of measure valued random variables and nonlinear Filtering theory. Section 3 is devoted to the description of the Monte-Carlo particle lter. At the end of this section we state our main result. In the nal section we proceed to the proof of our uniform convergence theorem. In our development, special knowledge of non linear ltering theory is not assumed. For a detailed discussion of the ltering problem the reader is referred to the pioneering paper of Stratonovich 20] and to the more rigorous studies of Shiryaev 18] and . More recent developments can be found in Ocone 14] and Pardoux 16] . Some collateral readings such as Kunita 13] , Stettner 19] , Michel 2] will be helpful in appreciating the relevance of our results.
Preliminaries

General notations
In this paper we will consider stochastic processes with values in the set of all probability measures on S. Such type of processes appear naturally in the study of nonlinear ltering problems (see for instance 3], 13], 15] and 19]. In this short section we summarize the key concepts and results which will be used throughout the paper.
Assume S is a locally compact and separable metric space. By (S) we denote the -algebra of Borel subsets in S and by P(S) the family of all probability measures on (S; (S)). As usually by B(S) we denote the space of all bounded Borel measurable functions f : S ! R, by C(S) the subspace of all bounded continuous functions and by U(S) the subspace of all bounded and uniformly continuous functions. In these spaces the norm is kfk = sup x2S jf(x)j Let 2 P(S), f 2 C(S) and, let K 1 and K 2 be two Markov kernels. We will use the standard notations
A transition probability kernel K on S is said to be Feller if f 2 C(S) =) K f 2 C(S)
Weak Convergence
We say that a sequence ( n ) n 1 , n 2 P(S), converges weakly to a measure 2 P(S) if 8f 2 C(S) lim n!+1 n f = f It is well known that P(S) with the topology of weak convergence can be considered as a metric space with metric de ned for ; 2 P(S) by ( ; ) = X m 1 2 ?(m+1) j f m ? f m j (6) where (f m ) m 1 is a suitable sequence of uniformly continuous functions such that kf m k 1 for all m 1 (theorem 6.6 pp. 47, Parthasarathy 17] ).
Using the above observations we can show that P(S) is a separable metric space with metric (theorem 6.2 Parthasarathy 17] ). By (P(S)) we denote the -algebra of Borel subsets in P(S) and by P(P(S)) the collection of all probability measures on (P(S); (P(S))). By B(P(S)) we denote the space of all bounded Borel measurable functions F : P(S) ! R, by C(P(S)) the subspace of all bounded continuous functions and by U(P(S)) the subspace of all bounded and uniformly continuous functions. As usually, in these spaces the norm is kFk = sup
For an F 2 B(P(S)) and 2 P(P(S)) we write
We say that a sequence ( n ) n 0 , n 2 P(P(S)), converges weakly to a measure 2
Now, we introduce the Kantorovitch-Rubinstein or Vasershtein metric on the set P(P(S))
de ned by
where the lower bound is taken over all pair of random variables ( ; ) with values in (P(S); (P(S))) such that has the distribution and the distribution . Formula (8) de nes a complete metric on P(S) which gives to P(S) the topology of weak convergence (see Theorem 2 in Dobrushin 10]). On the other hand, let ( n ) n 1 be a sequence of P(S)-valued random variables such that n has distribution n 2 P(P(S)), for all n 1 and, let be a measure valued random variable with distribution 2 P(P(S)). We can apply the monotone convergence theorem to prove that D( n ; ) X m 1 2 ?(m+1) E(j n f m ? f m j) (9) where (f m ) m 1 is the sequence of bounded and uniformly continuous functions introduced in (6) . Hence, by the dominated convergence theorem, it follows that 8f 2 U(S) lim
Filtering Model
The object of this section is to introduce the ltering model. We emphasize that several presentations are available and here we follow rather closely the paper of Stettner 19] .
Let X = ( On the canonical space ( = 1 2 ; F n = F 1 n F 2 n ; P 0 = P 0 X P 0 Y ) the signal process X and the observation process Y are P 0 -independent. Let h be a Borel measurable function h : S ! R. Let us set
with the convention Q ; = 1. Using integration by substitution in R we can see that L is a (P 0 ; (F n ) n 0 )-martingale. Then, we can de ne a new probability measure P on ( ; (F n ) n 0 ) such that the restrictions P 0 n and P n to F n satisfy P n = L n P 0 n n 0 One can check easily that Lemma 1 Under P, X is a Markov process with Feller transition operator K. V n = Y n ? h(X n ), n 1, are independent of X and i.i.d. random variables with common density g. We will use E(.) to denote the expectations with respect to P on . The following well known result gives a functional integral representation for the conditional expectation, which is known as the Kallianpur-Striebel formula 12] (see also Stettner 19] ).
Lemma 2 For every n 0, and f 2 C(S) n f = E(f(X n )=Y 1 ; : : :; Y n ) = Z E n+1 f(x n ) Z n (x; Y ) dp n (x n ) Z E n+1 Z n (x; Y ) dp n (x n ) P:a:e: (12) where
dp n (x n ) = (dx 0 )
K(x k?1 ; dx k ) x n = (x 0 ; : : :; x n ) (14) 3 The Description of the Monte-Carlo Particle Filter
Monte-Carlo Particle Filter
Let us consider an N-particle system, which is a Markov chain (X 1;N n ; X 2;N n ; : : :; X N;N n ) n 0 on S N = S : : : S generated by the transition probability kernel K (N) 8 
We assume the initial distribution is N = : : : (16) the N-fold product of the measure 2 P(S). By ( ; F n ; P) we denote the canonical space for the N-particle system (X 1;N n ; X 2;N n ; : : :; X N;N n ) n 0 . We assume further that the N-particle system is independent of the signal/observation pair (X; Y ). To capture all randomness we will work throughout on the canonical space (~ ;F n ;P) de ned bỹ = F n = F n F nP = P P (17) We are now ready to introduce the random particle approximation of (12). In studying the large time behavior of such Monte Carlo particle approximation the essential problem is to nd a way to control the large time behavior of the exponential weights (W 1;N n ; : : :; W N;N n ), n 1. It is appropriate at this point to present a very simple example which shows that it is in general impossible to control such behavior without regularization of the weights.
Assume that S = R, h(x) = x and (X n ) n 0 are i.i.d. and normal random variables. In this case a simple calculation shows that for any n 1 E log Z n (X 1;N ; Y ) = ? 3n 2 ?! n ! +1 ? 1
Unlike the previous case, the above regularization enables one to obtain a uniform lower bound with respect to time The preceding example shows that regularization of the weights provide a very simple way to control their large time behavior. This control will be one of the most important ingredient of the proof of our main result.
Description of the algorithm 3. At the time n > q(N): As usual, each particle X i;N n?1 , 1 i N, evolves according the probability kernel K of the signal. But, at the end of this step, each particle X i;N n , 1 i N, is weighted by 
Convergence Theorem
Our interest lies in the investigation of the behavior of the dynamics of the stochastic process n ! N n in the limit N ! +1. The P(S)-valued random variables N n , n 1, have distributions N n 2 P(P(S)), n 1. By n we denote the distribution of n , n 1. That is 8F 2 B(P(S)) jK n f ? fj = 0 8f 2 C(S) (19) and moreover that sup n 0Ẽ
(h(X n ) ?Ẽ (h(X n ))) 2 
Proof of the Main Result
Let the function q represents the memory length of the Monte-Carlo particle lter. To be more precise, let us consider the case q(N) = q for all N 1. In this situation the Monte-Carlo particle lter is based on the observations of Y for the past q + 1 units of time. By the ratio form of the law of large number we get the limit process n?q;n by making the formal limit N ! +1 in (18) 8f 2 B(S) n?q;n f =Ẽ(f(X n )=Y n?q ; Y n?q+1 : : :; Y n )
The stochastic process ( n?q;n ) n is usually called the optimal lter of memory q (see Ocone/Pardoux 15] (j n?q;n f ? n fj) = 0
We divide the proof of theorem 1 into several steps:
Step 1: First, we use the following inequality Step 2: Before to proceed to the proof of (25), let us introduce some additional notations. For any non decreasing function : N ! R + , n 1 and N 1 we denote
We are going to derive a precise bound for (25) in terms of V (h), q(N) and (q(N)). First, by the very de nition of Y , we can writẽ Z (n?q(N)) + ;n (x; Y ) dp n (x n )
We can now majorize I 1 N . To make the computations feasible it is convenient to proceed to a further decomposition. Namely, To see the last inequality of the right hand side in (29) we rst note that (Y k ?h(x k )) 2 dp n (x n ) ?1P ? a.e Then, using a version of Jensen's lemma we obtain This, together with (9), ends the proof of the theorem.
