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Summary
Extending the univariate concepts to multivariate setting has a long history in
statistics. Univariate symmetry has very interesting and diverse forms of general-
ization to the multivariate case. We consider four types of multivariate symmetry
namely spherical, elliptical, central and angular. The particular location measures
consist of several nonparametric notions of multidimensional medians. There are
many proposals in the literature for generalizing median in multidimension. Hence
a variety of distinct definitions of the median of a multivariate data set are possible
and these definitions have the common property of producing the usual definitions
when applied to univariate data or a univariate distribution. Some common ideas of
equivariance and breakdown properties are discussed as well as with computational
convenience for each definition.
Although univariate quantiles provide an order of the real line, an extension to
multivariate case is difficult since there is no proper ordering for multivariate set
up. One of our main interest is to construct lp-quantiles and lp-ranks and make
use of these generalized lp-quantiles and lp-ranks as a basis in developing graphical
representations such as quantile contour plots and bivariate boxplots. Since lp-
xv
quantiles and lp-ranks are not affine equivariant, when there are high correlations
among multivariate data, they produce undesirable features. Thus Chakraborty
and Chaudhuri (1998) introduced using data driven coordinate system, a proce-
dure called transformation retransformation methodology to make these non-affine
equivariant measures into affine equivariant ones. As for the transformation matrix,
we have used Tyler’s (1987) scatter matrix and transformed the data accordingly.
Quantile contour plots and bivariate boxplots can be used to study the geometry
of the data cloud as well as underlying probability distribution and especially, to
detect outliers.
We explore descriptive plots for analyzing multivariate distributional character-
istics such as spread, skewness and kurtosis. All graphs are two dimensional curves
and can be easily visualized and interpreted. The spread of a distribution can
be plotted using scale curves based on lp-ranks. If the scale is larger, then scale
curve is consistently above that of the scale curve with smaller scale. Multivariate
skewness and kurtosis curves are new tools in multivariate analysis. We consider
a generalization of the univariate g-and-h distribution to the multivariate situ-
ation. Although there has been much attention to symmetrical distributions like
multivariate normal, Laplace and t-distributions, researchers have also investigated
non-symmetrical distributions such as multivariate g-and-h distribution. Since in
reality, we may come across many natural phenomena that do not follow the nor-
mal law, thus multivariate non-normal distributions are needed to cope with such
situations. Finally, we illustrate these descriptive measures by applying them to
some simulated and real data sets.
1Chapter 1
Introduction
Multivariate descriptive measures have received considerable attention in the lit-
erature. Since data are mostly multivariate by nature, this has led to gain much
awareness from the researchers. Many tools have been emerged as a consequence
of the curiosity into the behaviour of multivariate data. In this thesis, we discuss
several multivariate descriptive statistics such as median, quantiles based on signs
and ranks with some illustrations.
1.1 Outline of the thesis
In Chapter 2, notions of multivariate symmetry are discussed followed by notions of
multivariate medians. We examine six medians under consideration with respect to
properties like equivariance and breakdown point and their computational issues.
In particular, this chapter covers transformation retransformation procedure which
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is the main tool used in this thesis to make non-affine equivariant measures affine
equivariant. We use Tyler’s scatter matrix as the transformation matrix. Since
coordinatewise and spatial median are not affine equivariant, use of transformation
retransformation makes these non-affine equivariant medians affine equivariant.
Chapter 3 reveals the generalization of univariate quantiles to multivariate set-
up. Computing lp-quantiles is a main feature of this chapter and generalization of
univariate signs and ranks to multivariate set up is also discussed. To illustrate
some applications on lp-quantiles, we plot quantile contour plots for some simulated
data sets namely, bivariate normal, bivariate Laplace and t-distribution with 4 d.f.,
on zero mean, unit variance and varying correlations ρ = 0, 0.5, 0.85 and 0.95. We
illustrate these quantile contour plots with some real data as well.
Chapter 4 explores some multivariate descriptive statistics such as scale, skewness
and kurtosis. All these measures are depicted in two dimensional plots, which have
arisen as a new advancement in multivariate analysis. Scale curves summarize
spread of a multivariate distribution using volume functional based on central rank
regions. Also we discuss and plot bivariate generalization of the univariate box
plots. Finally, chapter 5 includes the generalization of a particular non-normal
univariate g-and-h distribution to multivariate case, that is multivariate g-and-
h distribution. We plot some illustrations for bivariate box plots, scale curves,
skewness and kurtosis by simulating data from multivariate g-and-h distribution.
This chapter ends with a conclusion.
3Chapter 2
Multivariate Medians
2.1 Notions of Multivariate Symmetry
There has been a lot of attention to the univariate symmetric distributions and
many statistical methodologies have been proposed for them. Here we want to ad-
dress multivariate symmetric distributions. But there is no unique way of extending
the notion of symmetry for the multivariate probability distributions. Univariate
symmetry has interesting and various types of generalization to the multivariate
symmetry. One can define symmetry using a density or characteristic function or
in some other way. A detailed discussion of these issues can be found in Fang et
al. (1990). In the following, we discuss some concepts of multivariate symmetry
in increasing order of generality, such as spherical symmetry, elliptical symmetry,
central symmetry and angular symmetry.
Serfling (2003) investigated various notions of multivariate symmetry and asym-
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metry. He also discussed some other concepts as testing hypothesis of multivariate
symmetry. Multivariate symmetry can be conveniently guided by invariance of
the distribution of a “centered” random vector X − θ in Rd under a group of
transformations.
2.1.1 Spherical Symmetry
A random vector X has a distribution spherically symmetric about θ, if rotation
of X about θ does not alter the distribution:
X − θ d= A(X − θ)
for all orthogonal d × d matrices A, where the sign “ d= ” denotes “equal dis-
tribution”. When X has a spherically symmetric distribution, the characteristic
function of X has the form eit
Tθh(tT t), t ∈ Rd for some scalar function h(·). An
interesting property of the characteristic function of a spherically symmetric distri-
bution is that it is real valued, due to its symmetry. In general, random vector X
does not necessarily possess a density and if the density function exists, it must be
of the form g((x− θ)T (x− θ)) , x ∈ Rd for some univariate probability density
function g(·).
We can see the distribution X ∼ Nd(0, σ2Id) as an example of a spherically
symmetric distribution.
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ThenX is said to have a multivariate central t-distribution with m degrees of free-
dom and denote it by T (m,0, Id). It is another example of a spherically symmetric
distribution.
One special property of spherical symmetry is that ‖X − θ‖ and the correspond-
ing random unit vector (X − θ)/‖X − θ‖ are independent, where ‖ · ‖ stands for
Euclidean norm, and that (X − θ)/‖X − θ‖ is distributed uniformally over Sd−1,
the unit sphere in Rd .
Let us denote X ∼ ψd(h) to mean that X has a characteristic function of the
form h(tTt), where h(·) is a scalar function called the characteristic generator of
the spherical distribution.
Marginal distributions: Let X =
 X(1)
X(2)
 ∼ ψd(h) where X(1) is a m × 1
vector. Then it is obvious that X(1) ∼ ψm(h). It means that if X ∼ ψd(h), then
all the marginal distributions ofX are spherical and all the marginal characteristic
functions have the same generator.
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2.1.2 Elliptical Symmetry
A d-dimensional random vector X has an elliptically symmetric distribution with
parameters θ and Σ if it is obtained as follows :
X
d
= AY + θ,
where Ad×d satisfies AAT = Σ with rank (Σ) = d, and Y has a spherically
symmetric distribution around zero.
The characteristic function of X, ψ(t) = E(eit
TX ) is of the form eit
Tθh(tTΣt)
for some scalar function h(·). If the density function exists, it is of the form
|Σ|−1/2g((x− θ)TΣ−1(x− θ)) for univariate probability density function g(·),
which is independent of θ and Σ. If θ = 0 and Σ = Id then X is said to
have spherically symmetric distribution centered at zero. Elliptical distributions
are often used for studying robustness of multivariate statistics.
Some illustrative examples of elliptical distributions are multivariate t-distribution
and the multinormal distribution. Suppose Y is distributed as multivariate t-
distribution with m degrees of freedom, which is denoted by T (m,0, Id), then by
definition of elliptical symmetry X is said to have a multivariate t-distribution
with parameters θ and Σ = AAT and m degrees of freedom and we write it as
T (m,θ,Σ). If Y ∼ Nm(0, Im). Then we say thatX has a multinormal distribution
Nd(0,Σ) with Σ = AA
T .
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2.1.3 Central and Sign Symmetry
Definition 2.1 Halfspace and Hyperplane: For any unit vector u in Rd and t in
R, the set of points Hu,t = {x : uTx ≤ t} defines a closed halfspace in Rd, the
boundary {x : uTx = t} defines a hyperplane.
A d-dimensional random vector X has a distribution centrally symmetric about
θ ∈ Rd if
X − θ d= θ −X.
This definition can be written in two equivalent forms. That is;
uT (X − θ) d= uT (θ −X),
for any unit vector u in Rd and
P (X − θ ∈ H) = P (X − θ ∈ −H),
for any closed halfspace H ⊂ Rd.
If the density exists, it is of the form f(θ −X) = f(X − θ).
A distribution is sign symmetric about θ if:
X − θ = (X1 − θ1, . . . ,Xd − θd)T d= (±(X1 − θ1), . . . ,±(Xd − θd))T ,
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for all choices of + or −.
Note that any elliptically symmetric distribution is centrally symmetric and sign
symmetric.
2.1.4 Angular and Halfspace Symmetry






‖X − θ‖ ,
or equivalently, if (X − θ)/‖X − θ‖ has centrally symmetric distribution.
It is obvious that in dimension one, that is d = 1, a point of angular symmetry
is simply a median. There are some interesting features about angular symmetry.
i) Central symmetry about a point θ implies angular symmetry about that point.
ii) θ, the center of angular symmetry of a random vector X ∈ Rd, if it exists, is
unique unless the distribution of X is concentrated on a line and its probability
distribution on that line has more than one median. iii) It can be seen that if θ is a
point of angular symmetry, then any hyperplane passing through θ divides Rd into
two open halfspaces with equal probabilities, which equal 1/2 if the distribution of
X is continuous. The converse is also true. If every hyperplane through a point θ
divides Rd into two open halfspaces with equal probabilities, then θ is a point of
angular symmetry.
Definition 2.2 Halfspace symmetry: A random vector X ∈ Rd has a distribution
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halfspace symmetric about θ ∈ Rd if P (X ∈ H) ≥ 1/2 for each closed halfspace H
with θ on the boundary.
This is equivalent to say that P (X ∈ H) ≥ 1/2 for any halfspace H containing
θ, since every halfspace containing θ contains a closed halfspace with θ on its
boundary. Some of the interesting features are: i) Hyperplane passing through θ
must divide Rd into two closed halfspaces, each of which has probability at least
1/2. ii) Angular symmetry about a point θ implies halfspace symmetry about that
point. But the converse may not hold. iii) The point (or center) θ of halfspace
symmetry of a random vectorX ∈ Rd, if it exists, is unique unless the distribution
ofX is concentrated on a line and its probability distribution on that line has more
than one median.
Clearly, any point θ of spherical symmetry is a point of elliptical symmetry and
every point of elliptical symmetry is a point of central symmetry. In turn, any
point of central symmetry is a point of angular symmetry.
2.2 Notions of Multivariate Medians
In univariate case, the center of symmetry of a distribution is its median, but
extending the same idea in higher dimension is very ambiguous. As there are
many notions of symmetry, we have many definitions of multivariate medians too.
Small (1990) investigated several versions of multivariate medians proposed in
the literature and discussed some of their interesting geometric features. In the
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following section, some of the commonly used multivariate medians are discussed
in no particular order including their breakdown properties, robustness and com-
putational issues.
2.2.1 Co-ordinatewise Median
This is a median vector formed by the univariate medians corresponding to the
co-ordinate variables of a multivariate data set. Hence this definition is based on
distance. For X1,X2, . . . ,Xn ∈ Rd the definition of co-ordinatewise median is:




‖X i − θ‖1,
where ‖x‖1 = {|x1|+ |x2|+ · · ·+ |xd|} for d-variables.
The vector of the co-ordinatewise median is equivariant under co-ordinatewise
scale transformations of the data but it is not equivariant under arbitrary affine
transformations or even under rotations, and this has been one major drawback of
co-ordinatewise median. Hence lack of equivariance is known to affect the statistical
performance such as efficiency. However the breakdown point of this median is 50%
(Bickel, 1964) and it is very easy to compute.
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2.2.2 Spatial Median
This is also known as L1 median and it has been derived from a transportation
cost minimization problem.
Definition 2.4 Let X1,X2, . . . ,Xn be n points lying in Rd. We define spatial
median of the set of points X1,X2, . . . ,Xn to any point θˆ ∈ Rd which minimizes
n∑
i=1
‖X i − θ‖,
where ‖x‖ = {|x1|2 + |x2|2 + · · · + |xd|2}1/2 is the Euclidean distance. So spatial
median is defined to be any point which minimizes the sum of Euclidean distances
to all points in the data set. For d = 1, the spatial median reduces to the well
known standard univariate median. As with most median definitions, spatial me-
dian need not be one of the data point. However, it is known to be a unique point
in two or more higher dimensions. It has been found that the breakdown point of
spatial median to be 50% (Kemperman, 1987). The spatial median is equivariant
under location transformations as well as rotations or orthogonal transformations
of the data but not equivariant under arbitrary scale change of different real-valued
components of multivariate observations. This is one serious drawback of spatial
median if the variables are measured in different scales. Hence, this lack of equiv-
ariance makes some negative impact on the statistical performance particularly
when multivariate data are correlated and also when in practice different variables
are measured in different scales.
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When the underlying distribution is spherically symmetric, the spatial median
is known to be efficient for multidimensional data and this has been discussed in
detail by Chaudhuri (1992). However the performance of spatial median would be
very poor compared to other affine equivariant procedures when the underlying
distribution is elliptically symmetric or when there is a significant deviation from
spherical symmetry by presence of correlation among observed variables.
The asymptotic properties of this median have been studied by Brown (1983) and
Chaudhuri (1992). It has been found that the sample spatial median is n1/2-
consistent and converges in distribution to a multivariate normal distribution, as
the sample size n goes to ∞.
2.2.3 Convex Hull Peeling Median
First we will define the convex hull before we introduce the method of convex hull
peeling median.
Definition 2.5 The convex hull of a set P is the smallest convex set which encloses
P.
Informally, we can say it is the shape of a rubber-band stretched around P.
Similarly, the convex hull of a set of points n is the smallest-area polygon which
encloses n. Note that the convex hull of a convex set P is, P itself.
In dimension one, the univariate median of a data set can be considered as the
innermost order statistic. That is the idea of peeling away outlying data. Suppose
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X(1),X(2), . . . ,X(n) are the order statistic of a sample of size n. We peel away the
smallest and largest values recursively, until we are left with one or two points.
If n is odd, then eventually a single order statistic will be left over, which is the
median. Eddy (1982) generalized this idea to higher dimensions. From a set of
points,X1,X2, . . . ,Xn, we peel away recursively all points that are vertices of the
convex hull of the n points. In the end if we are left with a single point which is
then regarded as the convex hull peeling median. If ultimately the remaining set
contains more than one point, then the centroid of the convex set may be taken as
the convex hull peeling median.
Convex hull peeling median is affine equivariant. The breakdown properties of
the convex hull peeling median is not yet known.
2.2.4 Oja’s Simplex Volume Median
Oja (1983) defined an alternative version of multivariate median and it possess the
required property of affine equivariance.
Consider d+1 points in Rd. These points form a simplex that has a d-dimensional
volume. For example, in R2, three points form a triangle whose area is 2-dimensional
volume. Now consider a data set in Rd for which we seek the median. In a sample
X1,X2, . . . ,Xn in Rd, we define c [X i1 ,X i2, . . . ,X id ;θ] to be the d-dimensional
volume of the simplex in Rd whose vertices are X i1,X i2, . . . ,X id and θ, where
1 ≤ i1 < i2 < · · · < id ≤ n.
Definition 2.6 Oja simplex median of the data set X1,X2, . . . ,Xn is a point θˆ




c [X i1 ,X i2, . . . ,X id;θ] ,
where the sum is taken over all subsets of integers of the form 1 ≤ i1 < i2 < · · · <
id ≤ n.
Oja’s median can be viewed in the following way: For every subset of d points
from the data set, form a simplex with θ and these d-points as vertices and sum
together the volumes of all such possible simplices. Then Oja simplex median is
any point θ in Rd for which this sum is minimum.
For d = 1, volume is the length of an interval, then Oja median reduces to the
standard univariate median. And also in dimension one, Oja median minimizes
the sum of the distances to all data points, so as does the usual spatial median.
One main feature in Oja median is that it is not unique but has the advantage of
affine equivariance. However, it has been found to have 0% breakdown point (Oja
et al. 1990). Oja median is also
√
n-consistent and converges to an asymptotic
multivariate normal distribution (Arcones et al. 1994). Considering the asymptotic
properties of Oja median, if the underlying multivariate normal distribution is
spherically symmetric, the asymptotic efficiencies of spatial median and Oja median
are the same. But for the other cases of multivariate normality, the asymptotic
efficiency of Oja median dominates that of the spatial median. Computing Oja
median can be formulated as a linear programming problem. However, there is no
time-efficient algorithms available for high dimensions and large sample sizes.
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2.2.5 Liu’s Simplicial Median
We can characterize the usual sample median in one dimension as a point which lies
inside the maximum number of intervals with pairs of data points as the end points.
Liu (1990) generalized this idea into higher dimensions, intervals are replaced by
d dimensional simplices in Rd. Therefore, the simplicial median in Rd can be
interpreted as a point in Rd which is contained in the most simplices formed by
subsets of d+1 data points as vertices. The simplicial depth of a point in Rd is the
proportion of simplices, which contain the point. Here it is assumed that a point
on the boundary of a simplex is inside the simplex.







I{θ ∈ S(X i1,X i2, . . . ,X id+1)},
where S(X1,X2, . . . ,Xd+1) is the simplex with verticesX1,X2, . . . ,Xd+1.
Definition 2.7 A simplicial depth median is a point θˆ, which maximizes the func-
tion SDn(θ).
To find the simplicial depth of θ in R2, we must find how many triangles formed
by three points of the data contain θ. Liu’s simplicial median is invariant to affine
transformations. But it is very difficult to compute this median in higher dimen-
sions. However, algorithms for computing bivariate simplicial depth in O(n log n)
time is available (Rousseeuw and Ruts, 1996). The breakdown point has been
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found as nonzero but bounded above by 1/(d + 2).
2.2.6 Tukey’s Half-space Depth Median
The half-space depth of a multivariate point θ is defined to be the smallest pro-
portion of the data points contained in any closed halfspace containing θ (Tukey,
1975).
Definition 2.8 The halfspace depth median of a data set is defined to be the point
θ in Rd which maximizes the half-space depth.
The Tukey’s half-space depth median is generally not a unique point and it is
invariant to affine transformations and can have a breakdown point between 1/(d+
1) and 1/3. Its asymptotic distribution has been derived by Bai and He (1999). It
is also computationally intensive. Efficient algorithms for computing the half-space
depth median for the bivariate data is available (Rousseeuw and Ruts, 1996, 1998).
But for d > 3, there is no exact algorithm available, which can be used in real-time.
2.3 Transformation Retransformation Based Ap-
proaches
It was noticed in earlier sections that the multivariate medians like co-ordinatewise
and spatial medians are not affine equivariant to certain types of transformations,
but are otherwise computationally very simple and possess high breakdown prop-
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erties. This has led to a new methodology called, transformation retransformation
(TR) procedure which makes those nonequivariant medians affine equivariant. Not
only has the transformation retransformation based approach, which was proposed
by Chakraborty and Chaudhuri (1996, 1998), made co-ordinatewise median and
spatial median affine equivariant, it has also retained the breakdown point to 1/2.
Chakraborty et al. (1998) has studied affine equivariant modification of spatial
median using TR procedure. Their principle idea originated from the concept of a
‘data driven coordinate system’, which was introduced by Chaudhuri and Sengupta
(1993).
The basic idea of the transformation retransformation procedure is to construct
the required ‘data driven coordinate system’ and then express all the data points in
that new co-ordinate system. The next step is to compute the location estimator
or median (in our case) within that new coordinate system. The final step is to
retransform to express the computed estimator back in terms of the original coor-
dinate system. This was the criterion mentioned by Chakraborty and Chaudhuri
(1996, 1998) and Chakraborty et al. (1998).
2.3.1 Data Driven Co-ordinate System
We will now introduce the idea behind the data driven co-ordinate system used by
Chakraborty and Chaudhuri (1996, 1998) and Chakraborty et al. (1998) in their
modification to spatial median and co-ordinatewise median to make them affine
equivariant.
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Consider d + 1 data points in Rd, one of which is used to determine the origin,
and the rest of the points are helpful to form various co-ordinate axes by joining
the lines from origin to the d points.
Suppose X1,X2, . . . ,Xn are in Rd. Define Sn = {β|β ⊆ {1, 2, . . . , n} and |β| =
d}, which is the collection of all subsets of size d of {1, 2, . . . , n}. For a fixed β ∈ Sn,
let X(β) be the d × d matrix, with columns X i’s with i ∈ β. It is assumed that
elements of β are naturally ordered. If X(β) is an invertible matrix, we treat X(β)
as the transformation matrix for a data driven co-ordinate system. Then transform
all the observations into the new co-ordinate system determined by the data-driven
transformation matrix X(β). Thus a data point X i such that i 6∈ β is represented
in new co-ordinate system as Y
(β)
i = {X(β)}−1X i. This data driven co-ordinate
system was introduced by Chaudhuri and Sengupta (1993).
2.3.2 Tyler’s Approach
Tyler (1987) introduced a special case of the affine invariantM -estimators of scatter
in his paper. He considered the solution of the following equation for a sample
X1,X2, . . . ,Xn from a d-variate distribution with known center, say t and we
denote it by Aˆ:
d ave{(X i − t)T (X i − t)/(X i − t)TV −1n (X i − t)} = Vn, (2.1)
where Vn is a symmetric positive definite matrix which satisfies the equation. The
solution of (2.1) is not unique, since if Vn is a solution, then cVn is also a solution for
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any positive scaler c. The affine invariant M -estimators of scatter are particularly
suited for estimating the scatter matrix V of an elliptical population, that is with
density of the form
f(X ; t, V, g) = |V |−1/2g{(X i − t)TV (X i − t)},
where g is some nonnegative function not depending on t and V . Tyler argues that
his scatter estimator is the most robust estimator of scatter in an elliptical model.
Hettmansperger and Randles (2002) have combined Tyler’s (1987) M -estimator
of scatter and spatial median to find a d-dimensional location estimator for multi-
variate data. Since originally, the spatial median is not equivariant under arbitrary
affine transformations, when computing the location estimator they have made use
of the transformation retransformation approach of Chakraborty et al. (1998).
Hence, they have found robust affine equivariant estimator of location for multi-
variate data and for dimension one this reduces to the univariate median.
LetX1,X2, . . . ,Xn denote a random sample of d×1 vectors,X i = (X i1, . . . ,X id)T ,
from some continuous population. They have used Tyler’s Aˆ as a transformation
matrix to define Yi = AˆX i for i = 1, 2, . . . , n where X1,X2, . . . ,Xn are the
original d-dimensional data points.
Hettmansperger and Randles (2002) have defined the d-dimensional location es-
timator θˆ as the solution of
S(θ, Aˆθ) ≡ n−1
n∑
i=1
Aˆθ(X i − θ)
‖Aˆθ(X i − θ)‖
= 0, (2.2)
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in which Aˆθ is a d × d upper triangular positive definite matrix, with a one in the




Aˆθ(X i − θ)(X i − θ)T AˆTθ
‖Aˆθ(X i − θ)‖2
= d−1Id (2.3)
where Id denotes the d× d identity matrix. Equation (2.2) shows that θˆ is a point
at which the mean unit vector of the transformed data, centered at θˆ, is the zero
vector. The transformation matrix Aˆθ has been chosen in (2.3) so that the sample
variance-covariance matrix of the unit vectors of the transformed data is d−1 times
the identity matrix. The transformation Aˆθ was described and developed by Tyler
(1987). The transformation Aˆθ chosen to satisfy (2.3) is unique up to multiplication
by some positive constant, which does not affect to the solution of (2.2). Without
loss of generality they have taken the upper left hand element of Aˆθ to be one,
scaling the matrix appropriately and thus making its solution unique. It could be
seen that when the data are univariate, that is when d = 1, then Aˆθ ≡ 1 and θˆ
denotes the usual univariate sample median.
2.4 Computing the TR Median
We noted in previous section that there are two equations we have to solve for.
Hence the computation of (θˆ, Aˆθˆ) consists with two routines.
Routine (1)
The first routine finds the value θ that solves the equation (2.2) using a fixed value
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for Aˆ. This is done by transformation Y i = AˆX i and finding the corresponding
location estimator in new co-ordinate system θˆy as the θ-value that minimizes∑n
i=1 ‖Y i − θ‖. Now the solution to equation (2.2) is θˆx = Aˆ−1θˆy. This is the
transformation retransformation procedure described by Chakraborty et al. (1998).
Routine (2)
This routine finds Aˆθ value that solves equation (2.3) using a fixed value for θ.





(X i − θ)(X i − θ)T
‖X i − θ‖2 ,
for Aˆ0 = Chol(S
−1
0 ). Here Chol(M) denotes the upper triangular Cholesky fac-
torization of the matrix M, divided by the upper left-most element of that upper
triangular matrix.
At the tth iteration form,
Aˆt = Aˆt−1Aˆt−2 . . . Aˆ0,
V it =
Aˆt(X i − θ)









Check whether ‖St − d−1I‖ is negligible, then stop and set Aˆθ = Aˆt. If this is not
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satisfied then compute Aˆt = Chol(S
−1
t ) and go back to equation (2.4).
This iterative process which obtains (θˆ, Aˆθˆ) alternatively moves through the two
above mentioned routines. As a starting point let θ0i = X i, which is the i
th data
point (or else in our case, we have considered θ0i = median(Xi), which is the co-
ordinatewise median) and proceed with Routine (2) to obtain corresponding A0i
for this fixed value of θ.
Generally, at the ith stage, the process uses a fixed Aˆi−1 and the Routine (1)
to compute θˆi, and then use this fixed θˆi in Routine (2) to determine Aˆi. This
repeats until θˆi converges.
The location estimator we described so far is a robust estimator and it is affine
equivariant. It has high efficiency and it was found to have positive breakdown
point (Hettmansperger and Randles, 2002).
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Chapter 3
Multivariate Quantiles, Signs and
Ranks
3.1 Multivariate lp-Quantiles
Univariate quantiles are very popular in constructing useful descriptive statistics
like the median, interquartile range, and various measures of skewness and kurtosis
and many other notions of descriptive measures are based on quantiles, exploiting
the natural order of the real line. In univariate set up, the quantiles uniquely deter-
mine the population distribution and the sample quantiles provide a fair idea about
the shape of the distribution. Since there is no proper ordering of the multivariate
observations as in univariate, this has created a major problem in extending the
notion of quantiles in multidimensions.
Chaudhuri (1996) extended the concept of quantiles in multidimensions that uses
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the geometry of multivariate data clouds. He has proposed and defined a partic-
ular form of multivariate quantiles, known as the ‘spatial quantiles’ or ‘geometric
quantiles’ that has been arisen as a generalization of the spatial median.
Chaudhuri (1996) indexed multivariate geometric quantiles based on Euclidean
distances using the elements of d-dimensional open unit ball. Those quantiles give
the idea of ‘extreme’ or ‘central’ observations in the data cloud.




{|Xi −Q|+ u(Xi −Q)},
is minimized when Q is the sample α-th quantile based on the real valued obser-
vations Xi’s. When α = 1/2 or equivalently u = 0, this definition gives the sample
median. It can be observed that u = 2α−1 is a linear transformation of 0 < α < 1
that maps the open unit interval (0, 1) onto the open interval (−1, 1) in a one-to-
one way. The extreme quantiles also are mapped to values close to −1 and +1,
whereas the central quantiles are mapped to values close to zero. Extending this
notion, d-dimensional multivariate quantiles are constructed using the open unit
ball B(d) = {u|u ∈ Rd, ‖u‖ < 1}. Let X1,X2, . . . ,Xn ∈ Rd. Then the geometric
quantiles Qˆn(u) corresponding to u is defined as
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where Φ(u, t) = ‖t‖+uT t, with ‖ · ‖ the usual Euclidean norm. It can be observed
that u for which ‖u‖ is close to 1 corresponds to an extreme quantile, whereas
‖u‖ close to zero corresponds to central quantile. The vector u has a direction
in addition to magnitude, hence a nonzero u measures how much of deviation of
the quantile Qˆn(u) has from the center of the data cloud formed by X i’s in the
direction of u.
The problem with geometric quantiles is that they are not affine equivariant under
arbitrary affine transformations even though they are equivariant under rotations
of the data cloud.
Now let us generalize this concept to d-dimensional lp spaces for 1 ≤ p <∞ (see
Chakraborty, 2001).
Definition 3.1 Define open unit ball B
(d)
p in lp space as {u : u ∈ Rd, ‖u‖p < 1},
where u = (u1, . . . , ud)
T , ‖u‖p = (|u1|p+· · ·+|ud|p)1/p and ‖u‖∞ = max(|u1|, . . . , |ud|).
For 1 ≤ p <∞, and for any u ∈ B(d)q , t ∈ Rd, where 1/p+1/q = 1 with convention
that q =∞ where p = 1, let us define
Φp(u, t) = ‖t‖p + uT t
Then the lp-quantile Qˆ
(p)
n (u) corresponding to u is defined as
Qˆ
(p)





Observe that a vector u for which ‖u‖q is close to one corresponds to an ex-
CHAPTER 3. MULTIVARIATE QUANTILES, SIGNS AND RANKS 26
treme quantile where as a vector u for which ‖u‖q is close to zero corresponds
to a central quantile. The lp-quantiles for 1 ≤ p < ∞, are not equivariant under
arbitrary affine transformation or not even equivariant under orthogonal transfor-
mations except when p = 2. This lack of affine equivariance makes lp-quantiles very
much dependent on the choice of the coordinate system. To solve this problem of
lack of equivariance, Chakraborty and Chaudhuri (1996) introduced a transfor-
mation retransformation methodology. Hence Chakraborty (2001) has employed
the transformation retransformation methodology to construct affine equivariant
lp-quantiles based on the data driven coordinate system.
3.1.1 Computing lp-Quantiles
An extention of the concept of quantiles for multidimentions using the geometry of
data cloud has been considered by Chaudhuri (1996) and the construction of the
geometric quantiles is also noted in his paper. Chakraborty (2001) has generalized
geometric quantiles into lp-quantiles. Let us consider n data pointsX1,X2, . . .Xn
in Rd. The algorithm of constructing lp-quantiles consists of the following two main
steps.
Step 1










≤ (1 + ‖u‖q)
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is satisfied. Here v[(x1, x2, . . . , xd)
T ] = ( sign (x1)|x1|p−1, . . . , sign (xd)|xd|p−1)T . If
this is satisfied for some 1 ≤ i ≤ n, then set Qˆn(u) = X i. Otherwise move to the




‖X i − Qˆn(u)‖
p−1
p
+ nu = 0
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Step 2
Start the iteration with some initial estimate, Q0n(u) (say Q
0
n(u)=median(X)






+ nu = ∆
and let Ψp = (p− 1)
∑n






v(X i −Q0n(u))[v(Xi −Q0n(u))]T
‖X i −Q0n(u)‖pp
]
where Wp((X1, . . . ,Xd)
T ) = diag(|X1|p−2, . . . , |Xd|p−2).
• Check the condition ‖Q(t+1)n (u) −Qtn(u)‖ ≤  where  is some small number,








• Now replace Q0n(u) with Q1n(u).





3.1.2 Affine Equivariant lp-Quantiles
As we have noted earlier that the lp-quantiles are not equivariant to arbitrary affine
transformations unless p = 2, it is equivariant to orthogonal transformations. In or-
der to make these lp-quantiles affine equivariant, a transformation retransformation
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(TR) procedure is used.
The computation of TR lp-quantiles can be done using the following steps.
• We use Tyler’s transformation matrix as discussed in section 2.3.2 . Define
Yi = AˆX i for i = 1, 2, . . . , n whereX1,X2, . . . ,Xn are the original d-dimensional
data points, and Aˆ is the transformation matrix.
• Now compute the u-th lp-quantile, Qˆpn,y(u) on the transformed observations
Yi’s, where i = 1, 2, . . . , n. Then define the multivariate transformation retrans-
formation (TR) lp-quantile Qˆ
p









3.2 Multivariate Signs and Ranks
Ranks and signs are commonly used in statistical analysis to obtain procedures
which are less sensitive to the model assumptions. Computing statistical quantities
based on ranks instead of on the original observations can result in more robust
methods. When observations are multivariate, it is not obvious how signs and
ranks are to be defined.
We review the connection between signs and ranks in the univariate model. Sign
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of x can be defined as follows;
sign(x) =

−1 if x < 0
0 if x = 0





|x| if x 6= 0






|x| if x 6= 0.
0 if x = 0.







and we can show that
E(Rank(x)) = 2F (x)− 1,
where F (x) is the distribution function of Xi.
It can be noticed that Rank(x) is always in the interval−1 to +1 and Rank(x) = 0
implies that x is the sample median.
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Let us consider the multivariate set up for signs and ranks. LetX1,X2, . . .Xn ∈





‖x‖p if x 6= 0






if x 6= 0
0 if x = 0
where ‖x‖p = {|x1|p + · · ·+ |xd|p}1/p, v(x) = (sign(x1)|x1|p−1, . . . , sign(xd)|xd|p−1)T .
For p = 1, Sign1(x) = [sign(x1), . . . , sign(xd)]
T and for p = 2, Sign2(x) = x/‖x‖2.







If Rankp(x) = 0, then x is the lp-median and for p = 1, Rank1(x) = 0 means
that x is the coordinatewise median. For p = 2, Rank2(x) = 0 indicates that x is
the spatial or geometric median. In general if Rankp(x) = u, then x is the u-th
lp-quantile.
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3.2.1 Quantile Contour Plot
In the univariate case quantiles uniquely determine the underlying population dis-
tribution as well as the shape of the distribution. Considering the multivariate
data cloud, it is of interest to plot quantile contours, which join the quantiles for
which the length of the index vector u is a constant to get to know the underly-
ing population distribution. Thus quantile contours can be described by the sets
{Qˆ(p)n (u) : ‖u‖q = r} where 0 < r < 1. For r = 0, it is lp-median. Although
quantile contours can be computed in principle in any dimension d ≥ 2, we will
consider only for bivariate data.
Consider the vector u = [u1, u2]
T and r = 0.1, 0.2, . . . , 0.9 where u1 = r cos θ
and u2 = r sin θ, such that θ varies from 0 to 2pi. When p = 1, u take the values




r, . . . , 0, . . . , 4
5
r, r. In
this way we get ten values of k with the increment of r/5. We also consider
‖u‖∞ = max{|u1|, |u2|} = r and the corresponding quantiles are joined to form the
coordinatewise quantiles.
To illustrate quantile contour plots, we simulated 100 observations from three dis-
tributions namely bivariate normal, bivariate Laplace and bivariate t-distributions
(4 d.f.) with zero mean, unit variance and varying correlations ρ = 0.0, 0.50, 0.85
and 0.95.
The co-ordinatewise quantile contour plots for bivariate normal data are illus-
trated in Figure 3.1. It can be seen that as correlation increases, the underlying
distribution is moved from spherical distribution to the shape of elliptical distri-
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Figure 3.2: Co-ordinatewise quantile contour plot for bivariate Laplace distribution
bution. But the quantile contours do not seem to capture the real pattern of the
data since the co-ordinatewise quantiles are not affine equivariant.
In co-ordinatewise quantile contours, the contours are rectangles and the contour
corresponding to r = 0.1 is inside of the contour corresponding to r = 0.2. So
similarly, all the contours corresponding to r = 0.1, . . . , 0.8 are inside of contour





























Figure 3.3: Co-ordinatewise quantile contour plot for t-distribution with 4 d.f
r = 0.9.
Figures 3.2 and 3.3 show co-ordinatewise quantile contours corresponding to r =
0.1, 0.2, . . . , 0.9, for each r, we have taken 10 values of u such that ‖u‖∞ = r with
ρ = 0.0, 0.50, 0.85 and 0.95 for bivariate Laplace data and bivariate t-distribution
with 4 d.f. These figures also verify that co-ordinatewise quantiles are not equiv-
ariant as it does not identify the shift from spherical to elliptical.
In Figures 3.4, 3.5 and 3.6, we have plotted spatial quantiles for r = 0.1, 0.2, . . . , 0.9
for bivariate normal, bivariate Laplace and t-distribution with 4 d.f. For each r,
we have computed quantiles corresponding to u = (r cos θ, r sin θ)T where θ =
pik/20, k = 0, 1, . . . , 39 and joined them. It can be observed that none of the spa-
tial quantile contour plots are able to capture the shift of the distribution from
spherical symmetry to elliptical symmetry since spatial quantiles are not affine
equivariant.
In case of spatial quantile contours, the contours are circles and when r = 0.1 the
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Figure 3.4: Spatial quantile contour plot for bivariate normal data
























Figure 3.5: Spatial quantile contour plot for bivariate Laplace distribution





























Figure 3.6: Spatial quantile contour plot for t-distribution with 4 d.f
corresponding quantile contour is inside of contour r = 0.2 and so on.
In Figures 3.7, 3.8 and 3.9, we have plotted co-ordinatewise quantile contour plots
after applying transformation retransformation procedure for each of the three data
sets namely bivariate normal, bivariate Laplace and t-distribution with 4 d.f. To
construct quantile contours as noted earlier for each r, where r = 0.1, 0.2, . . . , 0.9,
we have taken ten values of u such that ‖u‖∞ = r with ρ = 0.0, 0.50, 0.85 and 0.95.
These affine equivariant co-ordinatewise quantile contour plots nicely capture the
shift of the distribution from spherical symmetry to elliptical symmetry.
Spatial quantile contour plots for bivariate normal data with zero mean and unit
standard deviation and varying correlation coefficients ρ = 0.0, 0.5, 0.85 and 0.95,
after applying transformation retransformation procedure are shown in Figure
3.10. As usual, for each r we have computed quantiles corresponding to u =
(r cos θ, r sin θ)T where θ = pik/20, k = 0, 1, . . . , 39 and joined them. We notice
that as after transformation retransformation quantiles are affine equivariant and
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Figure 3.8: Co-ordinatewise quantile contour plot for bivariate Laplace distribution
with TR





























Figure 3.9: Co-ordinatewise quantile contour plot for t-distribution with 4 d.f using
TR





































Figure 3.10: Spatial quantile contour plot for bivariate normal with TR
quantile contours identify the shift of the distribution from spherical symmetry to
elliptical symmetry.
Figures 3.11 and 3.12 represent spatial quantile contour plots after transformation
retransformation for bivariate Laplace distribution and t-distributed data with 4
d.f. The results of these figures are consistent with the previous Figure 3.10 as























































Figure 3.12: Spatial quantile contour plot for t-distribution with 4 d.f with TR
these figures suggest that after transformation retransformation spatial quantiles
are affine equivariant and thus contour plots capture the shift of the distribution.
CHAPTER 3. MULTIVARIATE QUANTILES, SIGNS AND RANKS 40
3.3 Examples with Real Data Sets
We will use some real data sets in order to demonstrate the methodologies men-
tioned for quantile contour plots.
1. Blood Fat Concentration Data: The top two plots in Figure 3.13 display
the co-ordinatewise and spatial quantile contour plots for the concentration of
plasma triglycerides and the plasma cholesterol for 320 patients with evidence of
narrowing arteries (Hand et.al., 1994, p.221) while the bottom two plots show
affine equivariant TR co-ordinatewise and spatial quantile contour plots for the
same data, but they do not seem to capture any specific pattern as the data are
not elliptically symmetric. . In each plot, there are several outlying observations
as they lie very far away from the rest of the points. We can notice that there is
one extreme value which always lies considerably away from the rest of the data
points.
2. Anacapa pelican eggs: For 65 anacapa pelican eggs, the concentration in
parts per million of PCB (Polychlorinated biphenyl, an industrial pollutant) was
measured, along with the thickness of the shell in millimeters. Co-ordinatewise
and spatial quantile contour plots are shown in Figure 3.14. The top two plots
correspond to before transformation while bottom two graphs correspond to affine
equivariant quantile contour plots. In co-ordinatewise quantile contour plots, the
data seem to be scattered without any specific pattern and there are some out-
liers as well. Considering the spatial quantile contour plot without transformation
retransformation, all the data seem to be lying on a straight line. Using spatial
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Figure 3.13: Quantile contour plots for the concentrations of cholesterol and triglyc-
erides in the plasma of 320 patients
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Figure 3.14: Quantile contour plots for the concentrations of PCB and thickness
of shell data
quantiles with TR, there are very few observations which are outside of the contour
corresponding to r = 0.9. No pattern could be noticed from the data.
3. Open Book Examination Marks: Figure 3.15 illustrates the quantile con-
tour plots for open book examination marks (Mardia, Kent and Bibby (1979)) of
88 students for two different topics, algebra and analysis out of 100. considering
the top two plots, data seem to have some elliptical pattern and as co-ordinatewise
quantiles are not affine equivariant, the pattern is not recognized by its plot. Simi-
larly, spatial quantiles also do not identify the shift since spatial quantiles are also
not affine equivariant.
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Figure 3.15: Quantile contour plots for open book examination marks
Referring to botttom two plots, we notice that with transformation retransfor-
mation, both contour plots, co-ordinatewise and spatial quantile contours, capture
nicely the shape of the distribution. It seems that the data are positively correlated.
4. Closed Book Examination Marks: As the final data set we have chosen
closed book examination marks (Mardia, Kent and Bibby (1979)) of 88 students for
the two different topics, vectors and mechanics, out of 100. Figure 3.16 illustrates
the quantile contour plots of marks of vectors against marks of mechanics.
For affine equivariant quantile contours which are the bottom two plots, they
capture the shape of underlying distribution, imply that the data are positively
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Figure 3.16: Quantile contour plots for closed book examination marks
correlated. These affine equivariant quantile contour plots recognize the shift to






Descriptive measures are very much helpful when the underlying distribution is
unspecified as in nonparametric inference. In univariate set up, typical examples
of descriptive measures are the mean and the median as for location, the standard
deviation and interquartile range as for scale and other measures of skewness and
kurtosis. Analogously, we consider here some nonparametric descriptive measures
of multivariate spread, skewness and kurtosis based on multivariate quantiles and
ranks.
In order to measure the spread, we define the volume functional given by the vol-
ume of central regions of increasing size. One main feature of the volume functional
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is to provide a plot known as a scale curve, which is a two-dimensional characteriza-
tion of the spread of a multivariate distribution of any dimension. Thus variability
of the data can be viewed by scale curves.
Definition 4.1 Central rank region: Define
Cp,n(α) = {y : ‖Rankp(y)‖q ≤ rα,n}, 0 ≤ α ≤ 1
where rα,n is the α-th quantile of ‖Rankp(X1)‖q, . . . , ‖Rankp(Xn)‖q.
The corresponding volume functional for sample is defined as:
Definition 4.2
vp,n(α) = volume(Cp,n(α)).
For each α, vp,n(α) provides a dispersion measure. As an increasing function of
the variable α, vp,n(α) characterizes the dispersion in terms of expansion of central
regions Cp,n(α). The volume functional defined by above can be plotted as a scale
curve over 0 ≤ α ≤ 1, giving a convenient two-dimensional device for viewing or
comparing multivariate distributions of any dimension.
Population version of the central rank region can be defined as:
Definition 4.3
Cp(α) = {y : ‖RankF,p(y)‖q ≤ rα}, 0 ≤ α ≤ 1
CHAPTER 4. SOME MULTIVARIATE DESCRIPTIVE STATISTICS 47
where rα is the α-th quantile of the distribution of ‖Rankp(X)‖q, X ∼ F .
and the population version of volume functional is defined as
vp(α) = volume(Cp(α)).
4.1.1 Algorithm for Computation of Central Rank Regions
We can compute the central rank region Cp,n(α) for sample data by following the
algorithm below.
1) Compute ‖Rankp(X1)‖q, . . . , ‖Rankp(Xn)‖q.
2) Order the ranks.
3) Obtain the α-th quantile, that is our rα,n.
4) Construct quantile contours corresponding to rα,n.
5) Now repeat the steps 1 to 4 for α =0, 0.1,. . . , 1.0.
In order to get the scale curve, we compute the volume covered by the contours
of central regions. For the bivariate case, that is d = 2, volume will be replaced by
the area of the quantile contour, which corresponds to the central region for each
rα,n. Thus by computing the area, it measures how much the points are scattered,
so if area is very large this implies spread is large. But for the same value, for
example α = 0.5, the spread may be less for another data set, that is scattered
less.
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As for a special feature, when the underlying distribution F is spherically sym-
metric that is, X and AX have the same distribution for any orthogonal matrix
A, then p = 2 is the natural choice and
RF,2(x) = h(‖x‖2) x‖x‖2 ,
where h is a nonnegative function depending on F .
Therefore,
‖RF,2(x)‖2 = h(‖x‖2).
In order to illustrate the impact of non-affine equivariant, we have plotted scale
curves (see Figure 4.1) for bivariate normal distribution with 100 observations
for varying correlation coefficients ρ = 0.0, 0.5, 0.85 and 0.95. Although, different
correlations are used non-affine equivariant version of scale curves are not able to
form any specific clear patterns as correlation increases and after α = 0.9, these
curves are hardly distinguishable. This is a major negative impact on non-affine
equivariant scale curves.
4.1.2 Affine Equivariant Scale Curve
It was noted in earlier section that lp-quantiles are not affine equivariant hence
lp-ranks are also not affine invariant. Since scale curves are based on lp-ranks, scale
curves are also not affine equivariant. Therefore we need to transform the original
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Figure 4.1: Scale curve for bivariate normal distribution with p = 1
data points to get the affine equivariant version of scale curves. The steps are
mentioned below.
1) Firstly, transform the data points by Tyler’s transformation matrix Aˆ. That
is define the transformed data by Y i = AˆX i.
2) After transformation, follow the algorithm given in section 4.1.1 to compute
the affine equivariant version of central rank regions and thus scale curves.
3) Finally retransform to express everything in original co-ordinate system.







Now Rankp(x) = 0 implies x is TR lp-median, Rankp(x) = Aˆu
‖u‖q
‖Aˆu‖q implies x
is the u-th TR lp-quantile.
CHAPTER 4. SOME MULTIVARIATE DESCRIPTIVE STATISTICS 50





















Figure 4.2: Scale curve for bivariate normal distribution with p = 1 using TR
To illustrate the scale curves, we have considered three types of distributions as
mentioned in chapter 3. There are 100 observations from bivariate normal pop-
ulations, bivariate Laplace populations and t-distribution with 4 degrees of free-
dom with zero means, unit standard deviations and varying correlation coefficients
ρ = 0.0, 0.5, 0.85 and 0.95.
The affine equivariant scale curves of bivariate normal are shown in Figure 4.2
with p = 1. We see that the line corresponding to ρ = 0.0 lie all above the rest of
the lines corresponding to ρ = 0.50, 0.85 and 0.95 implying that the scale is very
much high of ρ = 0.0 compared to the others. The scale with respect to ρ = 0.95
is very much less in comparison with the other volume functionals. We can notice
that the scales of Figure 4.2 are less compared to before transformation (see Figure
4.1).
The scale curve of Laplace distribution, vp,n(α) against α is shown in Figure 4.3
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Figure 4.3: Scale curve for bivariate Laplace distribution with p = 1
for p = 1. The correlations corresponding to ρ = 0.0 and ρ = 0.50 and α upto
0.9, we observe that two lines are almost coincided with each other. The scale of
ρ = 0.95 is least compared to the rest of the correlation coefficients. That is as
correlation decreases the spread of the data in terms of volumes, increases.
Figure 4.4 indicates the scale curve for bivariate Laplace with transformation
retransformation for co-ordinatewise quantiles. We can notice by affine equivariant
scale curve that as ρ increases the volume vp,n(α) decreases significantly.
The scale curve of t-distribution with 4 d.f with p = 1 has been illustrated in
Figure 4.5 with varying correlations. The scale curve corresponding to spherical
distribution is highest compared to the elliptical distribution.
The affine equivariant scale curve for t-distribution with 4 d.f and with p = 1
using TR has been illustrated in Figure 4.6. Similarly, as ρ increases the volume
decreases considerably.
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Figure 4.4: Scale curve for bivariate Laplace distribution with p = 1 using TR





















Figure 4.5: Scale curve for bivariate t-distribution with 4 d.f. with p = 1
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Figure 4.6: Scale curve for bivariate t-distribution with 4 d.f.and p = 1 using TR





















Figure 4.7: Scale curve for bivariate normal distribution with p = 2
Figure 4.7 depicts the scale curve for bivariate normal with p = 2. It is obvious
from the graph that as ρ increases corresponding volume decreases. Figure 4.8
shows that for after transformation retransformation. The volume of elliptical
symmetry is very much less compared to that of before transformation.
In Figure 4.9, we have plotted vp,n(α) against α for bivariate Laplace distribution
CHAPTER 4. SOME MULTIVARIATE DESCRIPTIVE STATISTICS 54
















Figure 4.8: Scale curve for bivariate normal distribution with p = 2 using TR



















Figure 4.9: Scale curve for bivariate Laplace distribution with p = 2
with p = 2. All the scale curves are in increasing pattern. But it does not seem
much difference in changes of volume when ρ increases. Figure 4.10 illustrates the
affine equivariant scale curves for bivariate Laplace with p = 2. Yet it shows a high
change in volume as ρ increases.
The scale curves for t-distribution (4 d.f) with p = 2 are depicted in Figures
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Figure 4.10: Scale curve for bivariate Laplace distribution with p = 2 using TR





















Figure 4.11: Scale curve for bivariate t-distribution with 4 d.f. with p = 2
4.11 and 4.12 before and after transformation retransformation. Obviously we can
conclude that in affine equivariant curve, the scale has narrowed significantly that
of before transformation.
We have plotted vp,n(α) against α, 0 ≤ α ≤ 1 (see Figure 4.13) on the same plot
for each of simulated data with 100 observations from bivariate normal, bivariate
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Figure 4.12: Scale curve for bivariate t-distribution with 4 d.f. with p = 2 using
TR
Laplace and t-distribution with 4 degrees of freedom with zero means, unit standard
deviations and correlation coefficient ρ = 0.0. Figure 4.13 plots the scale curves for
p = 1. We can observe that the scale curve of normal distribution lies all the way
below the rest of the scale curves, while the scale curve of Laplace is above the rest.
Since Laplace scale curve lie on top of scale curves, it is obvious that the spread of
Laplace data is very much scattered compared to other two distributions namely
normal and t4 distributions. All three scale curves are increasing as α increases.
Figure 4.14 indicates the scale curves with p = 2 for the three distributions namely
bivariate normal, bivariate Laplace and t-distribution with 4 d.f. Even with p = 2,
we can see that the scale of bivariate Laplace is very high compared to the rest
of the scale curves. If we consider for example normal distribution, we can notice
that as α increases the volumes corresponding to rα,n also increase and thus all
scale curves corresponding to three distributions also increase.
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Figure 4.13: Scale curve for bivariate normal, bivariate Laplace and t4 with p = 1.


















Figure 4.14: Scale curve for bivariate normal, bivariate Laplace and t4 with p = 2.
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Figure 4.15: Scale curve for bivariate normal, Laplace and t4 with p = 1 using TR


















Figure 4.16: Scale curve for bivariate normal, Laplace and t4 with p = 2 using TR
Affine equivariant scale curves for the three distributions are shown in Figures
4.15 and 4.16. Figure 4.15 depicts affine equivariant scale curves with p = 1 while
Figure 4.16 shows that for p = 2. We can notice as α increases, the scales are also
increasing gradually.
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Figure 4.17: Scale curves with p = 1, with and without TR for the concentrations
of cholesterol and triglycerides in the plasma of 320 patients
4.1.3 Scale Curves for Real Data Sets
In this section we will use some real data sets to illustrate the scale curves. We
already mentioned and discussed in Chapter 3, the real data sets that we are going
to use it throughout the thesis as for examples.
1. Blood Fat Concentration Data: The scale curves with p = 1 for blood fat
concentration data can be observed in Figure 4.17. The graph consists of both scale
curves correspond to with and without transformation retransformation. The solid
line represents the non-affine equivariant version and the dashed line represents
the affine equivariant transformation retransformation version of it. We notice
two curves of before transformation and after transformation retransformation are
almost coincident each other.
Figure 4.18 shows the scale curve of blood fat concentration data with p = 2,
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Figure 4.18: Scale curves with p = 2, with and without TR for the concentrations
of cholesterol and triglycerides in the plasma of 320 Patients.
with and without transformation retransformation. The scale of the dashed line
which corresponds to affine equivariant version, is smaller compared to non-affine
equivariant version of it. Both lines are increasing as α is increasing.
2. Anacapa Pelican Eggs: The scale curves corresponding to both p = 1 and
p = 2 are presented in the Figures 4.19 and 4.20. Considering Figure 4.19, we
notice that both curves are non-distinguishable before and after transformation re-
transformation. In Figure 4.20 scales of affine equivariant versions are very smaller
compared to that of without TR.
3. Open Book Examination Marks: Figures 4.21 and 4.22 plot the scale
curves for open book examination marks with p = 1 and p = 2.
3. Closed Book Examination Marks: Figures 4.23 and 4.24 show the scale
curves for closed book examination marks with p = 1 and p = 2. In both the
graphs, the scale is smaller with the transformation retransformation.
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Figure 4.19: Scale curves with p = 1, with and without TR for the concentrations
of PCB and thickness of shell data.




















Figure 4.20: Scale curves with p = 2, with and without TR for the concentrations
of PCB and thickness of shell data.
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Figure 4.21: Scale curves with p = 1, with and without TR for the open book
examination marks















Figure 4.22: Scale curves with p = 2, with and without TR for the open book
examination marks
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Figure 4.23: Scale curves with p = 1, with and without TR for the closed book
examination marks















Figure 4.24: Scale curves with p = 2, with and without TR for the closed book
examination marks
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4.2 Bivariate Boxplots
The univariate box plot or popularly known as box-and-whisker plot is used as a
tool for exploratory data analysis. The box plot contains a box, the length of which
corresponds to the interquartile range. The median is indicated by a horizontal line
in that box. Outside the box, the upper fence is given by Q3 + 1.5(Q3 − Q1) and
the lower fence is given by Q1−1.5(Q3−Q1), where Qj is the j-th quartile thus Q2
is the univariate median. The whiskers are the horizontal lines going from the box
to the most extreme values inside the fences. So that univariate box plot is based
on ranks since the box goes from the observation with rank [n
4
] to that with rank
[3n
4
], and the central bar of the box is drawn at the median. We will generalize
univariate ranks to multivariate ranks in order to plot a bivariate boxplot.
Using the univariate concept, we will draw bivariate box plot, replacing box in
univariate case by contour that contains 50% of the data points, a fence that
separates inliners from outliers, which is eventually known as bivariate boxplot.
4.2.1 Constructing Bivariate Boxplot
Let X1, . . . ,Xn ∈ Rd. To construct the boxplot, we use the central rank region
defined earlier,
Cp,n(α) = {y : ‖Rankp(y)‖q ≤ rα,n}, 0 ≤ α ≤ 1
where rα,n is the α-th quantile of ‖Rankp(X1)‖q, . . . , ‖Rankp(Xn)‖q
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The corresponding scatter measure is given by;
vp,n(α) = volume(Cp,n(α))
At first we compute ‖Rankp(X1)‖q, . . . , ‖Rankp(Xn)‖q and order the ranks. We
take α = 0.5 and construct the central rank region Cp,n(α). Then rα,n is computed
as the α-th quantile of ordered ranks. The fence is calculated by the formula
M +2(y−M), where M is the median of the sample data, and y is a point on the
boundary of Cp,n(0.5).
As before, we simulate 100 observations from the bivariate normal, bivariate
Laplace and t distribution, with 4 d.f with zero means, unit standard deviations
and varying correlation coefficients ρ = 0.0, 0.5, 0.85 and 0.95. Figure 4.25 exhibits
the non affine equivariant boxplot with p = 1 for bivariate normal distribution. The
median is indicated by letter “M”. The solid rectangle includes 50% of the data
points within it while the dashed line represents the fence which reveals any outliers,
if any point fell outside the fence. Since lp-quantiles are not affine equivariant, the
boxplot does not identify the shift of the distribution.
The boxplot with p = 1 is depicted in Figure 4.26 for bivariate Laplace distribu-
tion. The median is indicated by M in each of the subplots. Since without TR,
the lp-ranks are not affine equivariant it does not identify the shift. The boxplot
with p = 1 for t-distribution with 4 d.f is indicated in Figure 4.27.
Now we take into account the behaviour of boxplots with p = 2. For a given
sample we identify the center or spatial median, which is marked by “M” and
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Figure 4.25: Boxplot with p = 1 for bivariate normal data




































Figure 4.26: Boxplot with p = 1 for bivariate Laplace distribution
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Figure 4.27: Boxplot with p = 1 for t4 distribution
central 50% sample points. We draw the contour of the central rank region Cp,n(0.5)
and the fenceM +2(y−M). Examples based on the samples of bivariate normal,
bivariate Laplace and t-distribution with 4 d.f. are presented next.
Boxplot of bivariate normal with p = 2 is given in Figure 4.28. As mentioned
earlier, the spatial median is marked by “M” in each of the boxplot for varying
correlations ρ = 0, 0.5, 0.85 and 0.95. Although spatial quantiles are equivariant
under rotation and orthogonal transformations, they are not equivariant under gen-
eral affine transformations. Therefore, in Figure 4.28, the contours corresponding
to 50% data and fence were not able to capture the shift in the distribution.
Boxplot for bivariate Laplace distribution is presented in Figure 4.29 with p = 2.
While that of boxplot for t-distribution with 4 d.f is shown in Figure 4.30.
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Figure 4.28: Boxplot with p = 2 for bivariate normal distribution




































Figure 4.29: Boxplot with p = 2 for bivariate Laplace distribution
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Figure 4.30: Boxplot with p = 2 for t4 distribution
4.2.2 Affine Equivariant Boxplot
We are aware that the lp-ranks are not affine equivariant hence the boxplots con-
structed using lp-ranks are not affine equivariant too. In order to make the boxplot
affine equivariant we use the transformation retransformation procedure.
1) As before, transform the data points by Tyler’s transformation matrix Aˆ to
have Y i = AˆX i.
2) Compute the lp-ranks of the transformed observations and compute lq-norm of
each rank vector and obtain their median, which is r0.5,n and construct the central
rank region corresponding to it. It is similar to the algorithm given in section 4.1.1.
3) Finally retransform to express everything in original co-ordinate system.
Figure 4.31 exhibits the affine equivariant version of boxplot with p = 1 for
bivariate normal distribution. As ρ increases, the affine equivariant boxplots are
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Figure 4.31: Boxplot with p = 1 using TR for bivariate standard normal
capable of identifying the shift in the distribution from spherical symmetry to
elliptical symmetry. No outliers are observed when ρ = 0.0 and ρ = 0.95 but there
are few outlying observations when ρ = 0.50 and ρ = 0.85.
When we use with TR, the boxplots in Figure 4.32 for bivariate Laplace distribu-
tion with p = 1 nicely capture the shift in the distribution from spherical symmetry
to elliptical symmetry.
Figure 4.33 illustrates boxplots with p = 1 for t-distribution with TR. Before TR
(see Figure 4.27), for ρ = 0.95, we noticed that there are considerable number of
outliers since it is not-affine equivariant. But with transformation retransformation
(see Figure 4.33), there are few outliers corresponding to the same correlation.
In Figure 4.34, which gives the boxplots for bivariate normal distribution with
p = 2, identify the shift since those are affine equivariant quantile contours. With
transformation retransformation only one outlying observation can be noticed for
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Figure 4.32: Boxplot with p = 1 using TR for bivariate Laplace distribution









































Figure 4.33: Boxplot with p = 1 using TR for t4 distribution
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Figure 4.34: Boxplot with p = 2 using TR for bivariate normal distribution
each of correlations ρ = 0, 0.5, 0.85 and 0.95.
Figure 4.35 corresponds to boxplots with p = 2 using TR for bivariate Laplace
distribution . While that of boxplot for t-distribution with 4 d.f is illustrated in
Figure 4.36. There are several outliers in each graph since they fall beyond the
fence.
4.2.3 Examples with Real Data
1. Blood Fat Concentration Data: We obtained boxplots with p = 1 and
p = 2 for blood fat concentration data and are indicated in Figure 4.37. The top
two boxplots correspond to without transformation and bottom two graphs are
affine equivariant box plots. There are several extreme values can be observed in
each plot since they fall beyond the dashed line which corresponds to the fence. The
central point, median is marked as “M” in each boxplot. Even with transformation
CHAPTER 4. SOME MULTIVARIATE DESCRIPTIVE STATISTICS 73




































Figure 4.35: Boxplot with p = 2 using TR for bivariate Laplace distribution









































Figure 4.36: Boxlot with p = 2 using TR for t4 distribution
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Figure 4.37: Boxplots for the concentrations of cholesterol and triglycerides in the
plasma of 320 patients.
retransformation, outlying observations are present.
2. Anacapa Pelican Eggs: The boxplots for the pelican data are displayed in
Figure 4.38 and it seem to have only a single outlying observation in each boxplot
with p = 1, without and with TR.
3. Open Book Examination Marks: Boxplots with p = 1 and with p = 2 for
open book marks are illustrated in Figure 4.39 without and with transformation
retransformation. These data seem to be elliptically symmetric and affine equiv-
ariant boxplots, which are the bottom two plots identify this shift. After TR, only
few observations lie outside the fence.
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Figure 4.38: Boxplots for the concentrations of PCB and thickness of shell.
CHAPTER 4. SOME MULTIVARIATE DESCRIPTIVE STATISTICS 76



















































































Figure 4.39: Boxplots for open book examination marks
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Figure 4.40: Boxplots for closed book examination marks
4. Closed Book Examination Marks: Figure 4.40 displays the boxplots with
p = 1 and p = 2 without and with TR for closed book examination marks. After
TR and with p = 1, no single outlier is presented.
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4.3 Multivariate Kurtosis Curve






The normal distribution with a value of κ = 3 is often used as a standard value.
The distributions are classified as “leptokurtic” (peaked) or “platykurtic” (flat)
according as κ is greater than or less than the standard value 3. For the univariate



























) , 0 ≤ α ≤ 1
In particular extending kurtosis to multivariate case, we consider definition based























)− vF (12 − α2 ) , 0 ≤ α ≤ 1
Since spatial quantiles are equivariant under shift, orthogonal transformations and
under homogenous scale transformation thus spatial kurtosis functional also fol-
lows equivariance to such transformations. But spatial kurtosis functional is not
fully affine invariant. Therefore, we need to use transformation retransformation
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procedures to make these spatial quantiles fully affine equivariant. We discussed
this issue in Chapter 3 on constructing affine equivariant quantiles.

















































where , 0 ≤ α ≤ 1.
As for illustration of kurtosis functional, 500 observations from bivariate nor-
mal, bivariate Laplace and t-distribution with 4 d.f with zero means and varying
correlations ρ = 0, 0.50, 0.85 and 0.95 have been used.
Kurtosis curve based on co-ordinatewise quantiles, for bivariate normal distribu-
tion is displayed in Figure 4.41. The solid line represents the kurtosis curve for
ρ = 0.0. Although in the range of small α it shows high variation in scatter, later
at high α this tend to have increasing pattern in all the curves associated with
varying ρ’s. Figure 4.42 illustrates the kurtosis curve of that with transformation
retransformation. Similarly, this graph also tend to have increasing pattern for
high values of α. It seems that with TR, varying correlations are not affected to
affine invariant kurtosis.
Kurtosis curves based on spatial quantiles are shown in Figures 4.43 and 4.44 for
bivariate normal distribution. In Figure 4.43, all the kurtosis curves have increasing
pattern. The solid line for ρ = 0.0 lies below to the rest of the curves indicating
the scatter is much less with respect to other correlations. Kurtosis curve after
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Figure 4.41: Kurtosis curve with co-ordinatewise quantiles for bivariate normal
distribution




















Figure 4.42: Kurtosis curve with co-ordinatewise quantiles with TR for bivariate
normal distribution
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Figure 4.43: Kurtosis curve with spatial quantiles for bivariate normal distribution



















Figure 4.44: Kurtosis curve with spatial quantiles with TR for bivariate normal
distribution
TR is displayed in Figure 4.44 and the similar increasing pattern is observed with
special feature that all the curves are coincided. Thus with TR, kurtosis functional
is affine invariant and varying correlations do not have any impact on it.
Figure 4.45 displays the kurtosis based on co-ordinatewise quantiles versus α for
bivariate Laplace distribution. The kurtosis curve for ρ = 0 lies the lowest to the
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Figure 4.45: Kurtosis curve with co-ordinatewise quantiles for bivariate Laplace
distribution





















Figure 4.46: Kurtosis curve with co-ordinatewise quantiles with TR for bivariate
Laplace distribution
rest of the curves while ρ = 0.95 lies above all of the curves. Kurtosis curve with
TR based on co-ordinatewise quantiles is indicated in Figure 4.46. Although it
shows high variation in kurtosis curves for the range of α = 0 to 0.5, at high values
of α kurtosis curves seem to lie close to each other for varying correlations.
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Figure 4.47: Kurtosis curve with spatial quantiles for bivariate Laplace distribution


















Figure 4.48: Kurtosis curve with spatial quantiles with TR for bivariate Laplace
distribution
Kurtosis curves based on spatial quantiles are indicated in Figures 4.47 and 4.48
without and with transformation retransformation for bivariate Laplace distribu-
tion. With transformation retransformation no difference can be observed for the
kurtosis curves since it seem to coincide each other hence it is difficult to distinguish
the curves. Both graphs show increasing pattern of the kurtosis curves.
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Figure 4.49: Kurtosis curve with co-ordinatewise quantiles for t4 distribution
Figure 4.49 and 4.50 illustrate the kurtosis curves for t-distribution with 4 d.f
without and with TR based on co-ordinatewise quantiles. All the kurtosis curves
are increasing and in Figure 4.50 with TR, the variation of the curves is very
less. Figures 4.51 and 4.52 show that of kurtosis curve against α based on spatial
quantiles. With TR, the kurtosis curves are almost coincident to each other when
different correlations are used.
4.3.1 Applications
1. Blood Fat Concentration Data: Figure 4.53 displays kurtosis curves for
blood fat concentration data with p = 1 for both with and without transformation
retransformation. With small values of α, no pattern is observed but as α gets
larger, they have increasing pattern in both curves. Figure 4.54 illustrates kurtosis
curves that for p = 2. Both kurtosis curves are increasing as α increases.
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Figure 4.50: Kurtosis curve with co-ordinatewise quantiles with TR for t4 distri-
bution


















Figure 4.51: Kurtosis curve with spatial quantiles for t4 distribution
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Figure 4.52: Kurtosis curve with spatial quantiles with TR for t4 distribution
















Figure 4.53: Kurtosis curve with p = 1 with and without TR for blood fat concen-
tration data
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Figure 4.54: Kurtosis curve with p = 2 with and without TR for blood fat concen-
tration data



















Figure 4.55: Kurtosis curve with p = 1 with and without TR for the concentrations
of PCB and thickness data
2. Anacapa Pelican Eggs: Figure 4.55 shows kurtosis curves with p = 1 while
Figure 4.56 shows that for p = 2. Since there are just 65 data points, the curves
do not seem to form any specific pattern.
3. Open Book Examination Marks: Figures 4.57 and 4.58 display kurtosis
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Figure 4.56: Kurtosis curve with p = 2 with and without TR for the concentrations
of PCB and thickness data


















Figure 4.57: Kurtosis curve with p = 1 with and without TR for open book
examination marks
curves with p = 1 and p = 2 for open book examination marks.
4. Closed Book ExaminationMarks: Figures 4.59 and 4.60 illustrate kurtosis
curves for closed book examination marks.
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Figure 4.58: Kurtosis curve with p = 2 with and without TR for open book
examination marks

















Figure 4.59: Kurtosis curve with p = 1 with and without TR for closed book
examination marks
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Figure 4.60: Kurtosis curve with p = 2 with and without TR for closed book
examination marks
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4.4 Multivariate Skewness Curve
In the univariate case, there are several definitions on skewness. It has been pro-
posed (µ − m)/σ as a measure of skewness where µ mean, m denotes the mode,
and variance σ2. Three other measures appear in the literature are (µ −M)/σ,
where M is median, µ3/σ
3, where µ3 is the third central moment, and (Q3 +Q1−
2M)/(Q3 −Q1), where Q3 and Q1 are upper and lower quantiles, respectively. All
these definitions based on the fact that skewness measure should be location and
scaled free and for symmetric distributions skewness should be zero. Thus in clas-
sical univariate quantitative skewness measure is characterized by a sign indicating
direction and a magnitude measuring asymmetry.
Extension of the idea of skewness measure to multivariate case should yield a
vector, thus again characterizing skewness by both direction and an asymmetry
measure. For that we need to specify a notion of multivariate symmetry relative
to which skewness represents a deviation. Though, each type of symmetry namely
spherical, elliptical, central and angular, different measures of skewness can be
defined, here we focused only on central symmetry as for the quantitative measure
of skewness which reduces to the null vector. When F is centrally symmetric, there
is a nice property that each point x in α-th central region Cp(α), its reflection
about MF is also in Cp(α), where MF is the median of the distribution. Here, we
in particlar discuss only spatial skewness functional, which is defined as follows (see
Serfling, 2004):
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Definition 4.5
sF (α) = 2
lF (α) −MF
vF (α)1/d
, 0 < α < 1,
in which F is centrally symmetric and it reduces to the null vector for each α
and vF (α) is the spatial volume functional. Here lF (α) known as the locational




QF (u)m(du) 0 ≤ α < 1,
where Sd−1α (0) is the sphere ( or surface of the ball) of radius α centered at origin
zero, and m(du) is the uniform measure on the sphere. For centrally symmet-
ric F , lF (α) ≡ MF , where MF is the median. In the denominator, the power of
1/d for vF (α) makes sF (α) invariant under any homogeneous scale transforma-
tion. For each α = αi sF (αi) represents a quantitative vector valued skewness
measure. Analogous to the scale curve, skewness curve provides a convenient two-
dimensional summary of the skewness of a multivariate distribution. Liu, Parelius
and Singh (1999), discussed measuring departures from other types of symmetry,
namely spherical, elliptical and angular.
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Figure 4.61: Skewness curve with p = 1 for bivariate normal distribution
Spatial skewness curve defined above is not fully affine equivariant since spatial
quantiles are not affine equivariant. Thus we use transformation retransformation
approach based on data driven coordinate system to get affine equivariant quantiles.
When we illustrate skewness curves we do not expect any pattern in the lines and
for symmetric distributions we expect all the skewness curves lie near to zero.
We have considered 500 observations from bivariate normal, bivariate Laplace and
t-distribution with 4 d.f for with varying correlations ρ = 0.0, 0.5, 0.85 and 0.95 to
illustrate two-dimensional skewness curves. Figure 4.61 shows skewness curve with
p = 1 for bivariate normal distribution. All the lines lie very much close to zero
since bivariate normal is symmetric distribution, skewness is zero.
Figure 4.62 depicts skewness curve with p = 1 using TR approach for bivariate
normal data. No pattern could be observed and all lines are close to zero value
implying that distribution is symmetric.
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Figure 4.62: Skewness curve with p = 1 using TR for bivariate normal distribution




















Figure 4.63: Skewness curve with p = 2 for bivariate normal distribution
Skewness curves with p = 2 are presented in Figures 4.63 and 4.64 for bivariate
normal data without and with using transformation retransformation. In Figure
4.64, the skewness curve correspond to ρ = 0 seem lie parallel to x axis. All lines
lie close to zero value.
Skewness curves with samples generated from bivariate Laplace distribution are
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Figure 4.64: Skewness curve with p = 2 using TR for bivariate normal distribution


















Figure 4.65: Skewness curve with p = 1 for bivariate Laplace distribution
shown in Figure 4.65 with p = 1 and with varying correlations. No pattern is
obvious and all lines lie near zero. Figure 4.66 indicates that of skewness curves
with transformation retransformation. Still no pattern is revealed.
Figure 4.67 shows skewness curves with p = 2 for bivariate Laplace distribution.
No specific patterns can be observed and all lines are very much closer to zero. Fig-
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Figure 4.66: Skewness curve with p = 1 using TR for bivariate Laplace distribution

















Figure 4.67: Skewness curve with p = 2 for bivariate Laplace distribution
ure 4.68 illustrates that of skewness curves using transformation retransformation.
We get the consistent results for TR as well.
Figures 4.69 and 4.70 show skewness curves with p = 1 for t-distribution with
4 d.f for varying correlation coefficients ρ = 0.0, 0.5, 0.85 and 0.95. Although no
specific patterns are obvious, the skewness curves correspond to ρ = 0 in both
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Figure 4.68: Skewness curve with p = 2 using TR for bivariate Laplace distribution





















Figure 4.69: Skewness curve with p = 1 for t4 distribution
figures are parallel to x-axis.
Figures 4.71 and 4.72 display skewness curves with p = 2 before and after trans-
formation retransformation for t4 distribution. Similarly, in these figures also we
observe that lines correspond to ρ = 0 lie parallel to x-axis.
CHAPTER 4. SOME MULTIVARIATE DESCRIPTIVE STATISTICS 98





















Figure 4.70: Skewness curve with p = 1 using TR for t4distribution



















Figure 4.71: Skewness curve with p = 2 for t4 distribution
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Figure 4.72: Skewness curve with p = 2 using TR for t4 distribution
















Figure 4.73: Skewness curve with p = 1 with and without TR for blood fat con-
centration data
4.4.1 Applications
1. Blood Fat Concentration Data: Figure 4.73 depicts skewness curves for
blood fat concentration data with and without TR based on p = 1. With TR, the
skewness curves show no specific pattern.
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Figure 4.74: Skewness curve with p = 2 with and without TR for blood fat con-
centration data
Skewness curves with p = 2 for blood fat concentration data are indicated in
Figure 4.74 with and without TR. It shows some increasing pattern and the curve
corresponds to with transformation lie all above without transformation. These
data seem to be skewed since we notice some increasing pattern in skewness curves.
2. Anacapa Pelican Eggs: Figures 4.75 and 4.76 illustrate skewness curves
for pelican eggs data with p = 1 and p = 2 separately. No particular patterns are
observed for these skewness curves.
3. Open Book Examination Marks: Figure 4.77 shows skewness curves for
closed book examination marks with p = 1. We notice some decreasing patter with
transformation retransformation. Skewness curves that of p = 2 are indicted in
Figure 4.78. The skewness curve corresponds to with transformation lie above the
that of without transformation. Both curves are closer to zero.
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Figure 4.75: Skewness curve with p = 1 with and without TR for the concentrations
of PCB and thickness data

















Figure 4.76: Skewness curve with p = 2 with and without TR for the concentrations
of PCB and thickness data
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Figure 4.77: Skewness curve with p = 1 with and without TR for open book
examination marks


















Figure 4.78: Skewness curve with p = 2 with and without TR for open book
examination marks
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Figure 4.79: Skewness curve with p = 1 with and without TR for closed book
examination marks
4. Closed Book Examination Marks: Figure 4.79 displays skewness curves
for closed book examination marks. Both skewness curves with and without trans-
formation retransformation do not seem any specific pattern. Skewness curves with
p = 2 are depicted in Figure 4.80. Similar results can be obtained as there is no
pattern in curves.
For the illustration, we used only symmetric distributions and hence we could not
see any of the pattern in the skewness curves. Now we will consider as for an exam-
ple of skew distribution, popularly known as multivariate g-and-h distribution just
to employ some illustration purposes, the behaviour of skewness curves when the
underlying distribution is non-symmetric. The detailed discussion on multivariate
g-and-h distribution can be found in Chapter 5. We simulated 500 data points
from multivariate g-and-h distribution. Figure 4.81 displays the skewness curves
with and without transformation for g = [1 1] and h = [1 1] with p = 1. We notice
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Figure 4.80: Skewness curve with p = 2 with and without TR for closed book
examination marks
that both lines have increasing pattern and are parallel to each other thus it is
contrary to the graphs with no skewness in which no pattern could be observed.
The skewness curve with transformation is lying below to that of skewness curve
without transformation. Similarly, Figure 4.82 displays the skewness curves for
that of p = 2 with and without transformation. These skewness curves also show
an increasing trend in the lines but the lines are very closer to each other.
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Figure 4.81: Skewness curve with p = 1 with and without TR for g = [1 1] and
h = [1 1]














Figure 4.82: Skewness curve with p = 2 with and without TR for g = [1 1] and





5.1 Multivariate g-and-h Distribution
Although symmetric distributions likemultivariate normal, Laplace and t-distribution
play a major role in multivariate statistics, the underlying distributions of the data
may not be always symmetric. Therefore, we need to consider asymmetric or
skewed distributions as well. Departures from normality can be achieved by using
skewness and different kurtosis in the distribution. For this purpose, one approach
is to modify the random variables and their quantiles. Before we generalize g-and-h
distribution to the multivariate case, we define the univariate g-and-h distribution
(see Field and Genton, 2002) as:
Definition 5.1 A standard normal random variable Z is transformed to Y =














where h ≥ 0. The resulting random variable Y is said to have a g-and-h distribu-
tion, where g is a real constant controlling the skewness and h is a nonnegative real
constant controlling the kurtosis.
Note that the distribution of rg,h(Z) = Z is standard normal.
Field and Genton (2002) introduced the generalization of the univariate g-and-h
distribution to the multivariate situation. They modified the underlying random
variables and used multivariate quantiles to show how to fit multivariate data to
multivariate g-and-h distribution.
Define multivariate g-and-h distribution as:
Definition 5.2 A random vector y ∈ Rd is said to have a multivariate g-and-h
distribution, where g=(g1, . . . , gd)
T ∈ Rd controls the skewness and h = (h1, . . . , hd)T ∈
Rd+ controls the kurtosis, if it can be represented as:
y = (rg1,h1 (Z1) , . . . , rgd,hd (Zd))
T , (5.2)
where z = (Z1, . . . , Zd)
T ∼ Nd(0, I) has a standard multivariate normal distribu-
tion, and rg,h is defined by (5.1).
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Figure 5.1: Coordinatewise quantile contour plot for g-and-h distribution
Even though, g-and-h can take any non-negative value, in our illustration we have
restricted g and h to be g = [0.6 0.2]T and h = [0.4 0.1]T . Since lp-quantiles are
not affine equivariant, we make use of transformation retransformation procedure
based on data driven coordinate system to construct affine equivariant lp-quantiles.
We discussed computing affine equivariant lp-quantiles in chapter 3. We generate
100 observations from multivariate g-and-h distribution as for illustration.
Figure 5.1 displays the coordinatewise quantile contour plot while Figure 5.2
shows that of quantile contour plot for spatial quantiles. Corresponding affine
equivariant quantile contour plots for coordinatewise and spatial quantiles are
shown in Figures 5.3 and 5.4 respectively, using transformation retransformation
procedure. We notice affine equivariant version of graphs are similar to non equiv-
ariant graphs.
Bivariate box plots for g-and-h distribution with p = 1 and p = 2 are presented
in Figures 5.5 and 5.6. Referring to Figure 5.5, there are few observations which
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Figure 5.2: Spatial quantile contour plot for g-and-h distribution









Figure 5.3: Coordinatewise quantile contour plot with TR for g-and-h distribution
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Figure 5.4: Spatial quantile contour plot with TR for g-and-h distribution











Figure 5.5: Box plot with p = 1 for g-and-h distribution
lie beyond the fence thus these points are outliers. The median is marked as “M”.
Referring to Figure 5.6 more outlying observations can be observed for quantiles
with p = 2.
Using transformation retransformation procedure, affine equivariant box plots are
shown in Figures 5.7 and 5.8. Few outlying observations are observed in each figure
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Figure 5.6: Box plot with p = 2 for g-and-h distribution











Figure 5.7: Box plot with p = 1 using TR for g-and-h distribution
and its location estimator median is marked as “M”.
We have plotted vp,n(α) against α,where 0 ≤ α ≤ 1, before and after trans-
formation and retransformation with p = 1 on the same plot and is indicated in
Figure 5.9. The two scale curves are coincident each other. In scale curves, we
are essentially plotting the central rank regions corresponds to each α. We noticed
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Figure 5.8: Box plot with p = 2 using TR for g-and-h distribution



















Figure 5.9: Scale curve with p = 1 with and without TR for g-and-h distribution
in Figures 5.1 and 5.3, that even with transformation retransformation figures are
similar hence the volumes computed over these α are also similar. As for Figure
5.10, sclae curves with p = 2 also depict almost similar with and without TR.
Figures 5.11 and 5.12 illustrate kurtosis curves corresponding to p = 1 and p = 2
separately. Each figure compares the kurtosis curves with and without transfor-
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Figure 5.10: Scale curve with p = 2 with and without TR for g-and-h distribution


















Figure 5.11: Kurtosis curve with p = 1 with and without TR for g-and-h distribu-
tion
mation retransformation. We notice that with p = 1, (see Figure 5.11) the curves
are almost similar pattern even after using TR. Both lines are increasing and as α
gets larger the two lines seem to get coincident. Referring to Figure 5.12, kurtosis
curves for both with and without TR are almost coincident each other and their
pattern is strictly increasing.
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Figure 5.12: Kurtosis curve with p = 2 with and without TR for g-and-h distribu-
tion
Eventually, we have plotted skewness curves for multivariate g-and-h distribu-
tion. Figure 5.13 depicts the skewness curves with p = 1 for both with and without
TR. Unlike the skewness curves for symmetric multivariate distributions, skewness
curves for g-and-h distribution have increasing pattern since this distribution is
skewed. In Figure 5.14 , skewness curves corresponding to p = 2 show strictly
increasing pattern.
5.2 Conclusion
Nonparametric descriptive measures are very popular and they have been studied
extensively in the literature. We considered multivariate distributions in terms of
location, scale, skewness and kurtosis. The illustrations of these measures based
on simulated data, regardless of the dimension of the underlying distributions are
always two dimensional curves in the plane and can be easily visualized and inter-
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Figure 5.13: Skewness curve with p = 1 with and without TR for g-and-h distri-
bution















Figure 5.14: Skewness curve with p = 2 with and without TR for g-and-h distri-
bution
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preted. We also showed that the behaviour of affine equivariant lp-quantiles leads
to corresponding affine equivariant version of each of those measures. The property
of affine equivariance is very important in the sense that when the data are highly
correlated, nonequivariant version of these measures show undesirable features. For
the nonparametric estimation of multivariate location, we discussed commonly used
multidimensional medians and also described a variety of interesting notions like
breakdown properties, robustness and computational issues. Although coordinate-
wise median and spatial median are not affine equivariant, they are easy to compute
for higher dimensional data. One practical problem with the affine equivariant ver-
sions of other multivariate medians is that they are all very difficult to compute for
higher dimensional data. Thus efficient algorithms for such multivariate medians
should be addressed and need more attention as further research. Bivariate box
plots are another interesting invention for the nonparametric statistics. But it also















function y = lprank(x,xdata,p)
%













%It computes the U-th multivariate l_p quantile of the data XDATA.
%
%P must be greater than or equal to 1.
%
%The l_q norm of U must be less than 1, where 1/p+1/q=1.
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%












if m*l ~= d











if norm(u,q) >= 1























if normy <= 1.0 + norm(u,q)


























if normdelta < eps
y=ynew;














































































% This function plots quantile contours for data matrix x
































































% This program plots affine quantile contours.







































































































































































































































































































































































































% It computes a measure of scatter based on l_p rank of
% the data XDATA corresponding to the probability ALPHA.
%
% One must have 0 <= ALPHA <= 1 and P >= 1.
%
%It is allowed to have a vector values for ALPHA.
%































































































































% This program creates skewness of x data
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