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ABSTRACT
Error diffusion is well-known adaptive quantization technique used in halftoning for quantizing
data from a larger to a smaller number of gray levels. A method for creating cell-oriented computer-
generated holograms using a modified error diffusion approach is proposed. Error diffusion is also a
flexible tool for incorporating constraints of the printing device into the calculation of cell-oriented CGHs.
The advantage of the proposed scheme is that the printability constraints are not applied in the calculation
of the complex wave amplitude, but are incorporated in the subsequent quantization step for the CGH. The
robustness of the quantization process has been investigated for varying aperture sizes, quantization
conditions, and printer characteristics. The ability of error diffusion to reconstruct objects without adding a
random phase and using a form ofnonuniform quantization is also discussed.
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The term holography was coined by Dennis Gabor in the 1940s to describe a
method of recording and reconstructing an optical wavefront. The word hologram is
created from the Greek words holo and gram which stands for "complete meaning",
denoting that knowledge of magnitude and phase information provide a complete
description of a light wave [Collier et al, 1971]. The
complex-valued wavefront is
replicated by diffraction from a coded grating. The idea of using a diffraction pattern to
reconstruct the wave was used earlier by Bragg to form images by exposing X-ray
diffraction patterns.




) and a reference wave
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), where a\, a2are the amplitudes and
cpj ^ cp2 are the phases of
the respective wavefronts. Recording of a hologram is
therefore essentially ameasurement of the intensity of the sum of these harmonic waves:
a = axe^ +a2e^
The intensity of the interference pattern is defined to be / = a , where a is the
complex conjugate of a .
I = (a,ei(p' +
a2ei(p>)
. (a^"1*' + a2e-i(p>)
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= Ij + I2 + 2a1a2co.y(cp1-(p2)
where I\ and h are the intensities of the object and reference wavefronts respectively.
Thus the intensity at the point in the interference pattern is the sum of the intensities of
the individual waves and the time-independent interference term which contains the
relative phase information (Figure 1).
The photosensitive medium used to record the interference pattern undergoes
chemical changes due to exposure to the light intensity. The change in transmittance may
be recorded as variations in absorption due to the conversion of silver halide to silver
atoms during exposure and development. Such holograms are called amplitude
holograms. On the other hand, holograms recorded on media that have a constant
transmittance but whose index of refraction varies across the plate are called phase
holograms. To reconstruct the complex wavefront, the hologram is illuminated with the
original reference beam. An observer could view a real and a virtual image depending on









Figure 1. Formation of a hologram
1.1.1 In-Line Holograms
Gabor used an optical system as shown in Figure 2 to demonstrate holographic
imaging. A coherent source was used to illuminate a transparency containing small
opaque objects on a clear background. Both the source and the object were placed "in
line"
along the axis normal to the photographic plate used for recording the interference
pattern. He chose objects that had a relatively strong background so that the exiting wave
contained two parts - a reference wave whose complex amplitude (magnitude, or modulus
and phase) was invariant across
the recording medium constant r, and an object wave
whose complex amplitude varied across the photographic plate fix,y), with \f(x,y)\ r.
The given object therefore generates a transmitted and a scattered wave whose resultant
interference pattern r +j\x,y) has an intensity which is expressed as :
Kx,y) = (r + f(x,y))*(r +
=
r2









Figure 2. Method of recording in-line hologram
Reconstruction of the hologram with the original reference wave r resulted in twin images
aligned along the same axis as shown in Figure 3. An
observer focussing on one image
also sees a superposed out-of-focus twin image and the strong background. This serious
limitation degraded the visibility of the reconstruction and led to the development of
off-
axis holograms.
Virtual Image Real Image
Hologram
Figure 3. Reconstruction of a Gabor hologram, showing the formation of twin images
1.1.2 Off-axis holograms
It was not until the invention of laser, in the early 1960's, that interest revived in
holography and off-axis holograms were invented. The first successful method of
separating the twin image from the desired image was developed by Leith and Upatnieks.
As illustrated in Figure 4, a second reference beam generated from the same source is
allowed to interfere with the object wave at an offset angle 0 during the recording
process. The complex amplitude due to the object beam at any point (x,y) on the
photographic plate could be written as :
f(x,y) = \f(x,y)\e







E, is the spatial frequency (1.4)
Photographic
plate
Figure 4. Generation of an off-axis hologram
Figure 5. Image reconstruction of an off-axis hologram
Reconstruction of these holograms still yields two images (real and virtual) separated
from each other and from the transmitted beam by an angle 0 (Figure 5). If the offset
angle 0 is made large enough, then it is possible to avoid any overlap of the three terms.
The directly transmitted beam is surrounded by a spatially varying halo due to unwanted
diffractions. The angular spread of the halo is determined by the angular extent of the
object.
1.1.3 Fourier Holograms
This work concentrates on one of the most popular types of holograms, where the
Fourier transform of the input object is recorded. An arrangement for recording Fourier
transform holograms is shown in Figure 6. A transparent objectj\x,y) located in the front
focal plane of the lens is illuminated by monochromatic light. The photographic plate
located at the back focal plane of the lens records the squared magnitude of0(^,r|).
Ofen) = s{f(x,y)} (1.5)
A point source reference 8(x+b,y) is also located in the front focal plane, and the complex
amplitude at the hologram plane is exp(-27ti^b) 1 (r|). The intensity of the interference
pattern formed by the two waves is:








The intensity pattern, which is essentially proportional to the inverse Fourier
transform ofI(Er\) given in eq (1.6), is recorded at the back focal plane of the lens.
I(x,y) cc ^{I&n)}




Figure 6. Optical system for recording a Fourier Hologram
To reconstruct the image, the processed hologram is placed in front of the lens at its focal
plane and illuminated with a parallel beam ofmonochromatic light as shown in Figure 7.
The zero order term, surrounded by a halo, is imaged at the origin. The original
transmittance is shifted b units from the origin along the positive x-direction (i.e. on the
optical axis), while the conjugate of the original transmittance is inverted and shifted b
units along the negative x-direction. Since only the intensity distribution is normally







Figure 7. Reconstruction of a FourierHologram
Figure 8. Section of the reconstruction of a Fourier Hologram illustrating the twin images, and the zero
order term at the center (nulled out to increase the dynamic range)
F~l
Fourier holograms have the useful property that the reconstructed image remains
fixed even when the hologram is translated. For example, if the complex amplitude is
displaced by ^0 units in the +^ direction so that the third term in eq. (1.6) becomes:
0^-^,n>+2^
(1.8)
On reconstruction of the hologram, the complex amplitude at the back focal plane of the




The phase factor exp(-27ii^0x) does not affect the intensity distribution and therefore no
change is observed in the reconstructed image intensity. The Fourier holograms need to
record the wide dynamic range present in the transform. If the dynamic range is limited
because of the bright zero-order term, the smaller high-frequency terms are lost and hence
not recorded. This problem is more evident in synthesized holograms where the dynamic
range of the intensity distribution is limited by the capacity of the computer.
1.2 Computer Generated Holography
A combination of needs and developments lead to the invention of computer
generated holography, in the mid-1960's. The introduction of computer generated
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holograms (CGHs) extended the applications of holography to the recording, storage and
retrieval of complex wavefronts that only need to exist inside a computer.
Figure 9. Computer Generated Holography
The distribution of the object's scattered field could be obtained/calculated using a
computer instead of reconstructed by the optical system. The distribution pattern then is
drawn onto some plotting device and photographically reduced to form a CGH
transparency. The reconstruction step finally is performed optically using laser
illumination. CGHs have wide range of applications, including optical testing, optical
information processing, interferometry, and fabrication of optical elements.
Consequently, a wide variety of coding techniques have been suggested for the
calculation and fabrication of CGHs. Binary holograms are especially attractive because
binary output devices are widely
available and the problems with nonlinearities in the
11
display and recording medium are circumvented. They have the added advantage of
minimized storage space and reduced computational requirements. Cell-oriented Fourier
holograms are the first and probably best known class ofbinary holograms, introduced by
Brown and Lohmann [1966] for production on output devices capable of printing bitonal




2.1 Background and Applications
Since the development of CGHs, many methods for producing synthetic
holograms have been developed. Most work in computer generated holograms has dealt
with the problem of coding the complex object wavefront for easy reproduction on
plotting devices. Coding is the process of conversion of a
complex-valued function into a
real, nonnegative function in such a way that it could be retrieved by optical means at a
later stage. Apart from the work on coding techniques, some research has considered the
applications and techniques for improving the quality of CGHs. The coding of complex
wavefronts was first demonstrated by Brown and Lohmann [1966], with detour-phase
cell-oriented holograms. Even though these holograms had only two levels of amplitude
transmittance (0 or 1), the reconstructions were recognizable and comparable in quality to
those from graytone holograms with continuous range of transmittance. The only
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drawback was that the reconstruction contained additional diffraction orders which
deteriorated the original object [Brown et al, 1969].
Burch [1967] suggested that it is sufficient to just calculate the values of the last
term in eq. (1.1) at regular sampling intervals in the hologram plane. A constant bias
could then be added to all samples to make them non-negative. Another type ofCGHs is
the kinoform [Lesem et al, 1967], which uses relief images on films to reproduce the
phase variations of the object wavefront calculated by the computer. In this way, a
kinoform resembles a Fresnel lens. The phase variations in the range from 0 to 27t is
recorded by means of relief heights of the kinoform. This differs from earlier CGHs
since the amplitude transmittance was not recorded. These holograms were generated
without an optical carrier wave, with the reconstruction centered on the optical axis and
the diffraction efficiency approaching 100%.
Lee [1970] described a method for recording the object wavefront by combining
four real nonnegative functions that have been sampled with quadrature phase delays.
The quality of the reconstructions were much improved over those obtained by Lohmann.
Burckhardt showed later [1970] that projection of the complex amplitude onto three
positive components separated in phase by 27i/3 radians is sufficient to record the
complex function.
Further development lead to the invention of the ROACH (Referenceless On-Axis
Complex Hologram) which incorporated the amplitude information into kinoforms [Kirk
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et al, 1971]. This method required the use of a carrier and therefore resulted in reduced
diffraction efficiency.
Though considerable work has been done on CGHs of three-dimensional objects,
these are not considered in this report. Computer-generated holograms have several
diverse applications, e.g. in imaging & display which includes three-dimensional display,
image processing, image deblurring, stereoscopic displays; optical data processing which
includes edge enhancement, filtering, pattern recognition, optical testing, optical storage;
interferometry, inverse scattering etc. Work on improving holographic techniques has
persisted for almost 30 years. An obvious reason is the need for better performance for
existing and new applications.
2.2 Types ofComputer Generated Holograms
There are various ways to classify the different kinds of CGHs, depending upon
the technique, feature, application, etc. Based on the dimensionality of the input object,
one could associate CGH into the categories of Fresnel and Fraunhofer holograms. The
former generates a 3-D reconstruction in the Fresnel diffraction region using more
samples and higher resolution. The Fraunhofer holograms, on the other hand, yields only
a 2-D reconstruction and require only a simple computation, fewer samples, and less
resolution. The object has to be transformed using only the required number of sampling
points determined by the sampling theorem. Because the Fourier transform of an input is
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generated in the Fraunhofer diffraction region, the algorithms for creating Fourier CGHs
assume that the reconstructed image will be viewed far from the encoded hologram. The
Fraunhofer CGHs may be further classified as cell-oriented holograms and point-oriented
holograms, based on the method used to encode the complex wavefront. Further
discussions will concentrate mainly on Fourier holograms.
2.2.1 Cell-Oriented Holograms
The first type ofCGH was introduced by B.R. Brown and A.W. Lohmann [1966]
for complex spatial filtering. The Fourier transform of the object is encoded as
"transparent"
slits (or apertures) in an otherwise
"opaque"
cell. For this reason, they are
called "cell-oriented CGH". Figure 10 shows a small portion of a Lohmann-type cell-
oriented hologram. The rectangular grids are shown to delineate the cells. Since the
transmittance of each pixel in the cell is either 0 or 1, these holograms are also called
binary holograms. Because of bitonal character, the cell-oriented holograms are simple
to print. Some of the unique features of these holograms are listed below:
(1) These holograms record bothmagnitude and phase information of the Fourier
transform, though quantized.
(2) They are not recorded with the explicit
use of a carrier frequency, as in holograms
with off-axis reference beams.
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Figure 10. The overlaid dotted lines indicate the separation of the basic cell structure;
Apertures are printed as clear slits in an opaque cell
(3) They can be photographically reduced and reproduced with ease and accuracy
when compared to graytone holograms.
(4) Like halftone images, the quality ofbinary holograms is not sensitive to
nonlinear photographic effects and therefore much less control over the exposure
and development is needed during the photoreduction process.
(5) Binary holograms resemble square-wave gratings, whereas ordinary holograms are
similar to sinusoidal gratings. For this reason, the higher order noise appear in the
reconstructions ofbinarized holograms (Figure 1 1).
(6) The signal-to-noise ratio ofbinary holograms is sometimes better than ordinary
17
holograms of comparable size.
2.2.2 Point-Oriented Holograms
In point-oriented holograms, the complex amplitude to be coded is assumed to be
known at each sample. The hologram transmittance is calculated at a resolvable pixel of
the output device for each sample, followed by a pointwise binarization. This is in








Figure 11. Illustration of the higher order noise with square
gratings (i) Input sinusoidal signal
(ii) spectrum of the signal (iii)
Binarized signal (iv) spectrum of the binarized signal
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Since no material permits convenient control of transmittance in amplitude and phase
simultaneously, usually the complex function is impressed on a spatial carrier function.
During reconstruction, such holograms produce undesirable waves which may be
blocked by a suitable mask in the Fourier plane.
Starting from the input object j\x,y), the complex amplitude F(^,ri) which is to be
coded can be obtained by a simple Fourier transformation. If the carrier function is a
linear cosine grating cos(2tzx0^) the complex amplitude results in a bipolar function
FMfe'H)-
fm(^) = \mMcosl2nxot>+^M c2-1)
where, F(5,T|) = iF^n)^'"0,
and (Er\) is the phase of the transform. A bias function b(Er\) is added to obtain a
non-
negative hologram transmittance.
FS(^T1) = FM(S,il) + 6(4,ti) (2.2)
where, b(^,r\) = -min FM(4,n) (2.3)
(5.ti)
When illuminated by a monochromatic plane wave, the reconstructed image wave
appears off-axis with an offset x0. The offset must be large enough to avoid overlapping
of the first-order reconstruction with the zeroth or
second-order term.
The modulation is easily performed by placing the original object frx,y) at an
offset in a larger data field padded with zeros. The modulated function is obtained by
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taking the real part of the F.T. of f(x-x0y) and then generating additional amplitudes
between the sampling points by some kind of interpolation, before the introduction of the
carrier function. The final step in the algorithm is to apply a pointwise nonlinearity to
generate a binary hologram. Since all the operations (modulation of the carrier functions,
addition of a bias component and binarization) are done on a pointwise basis, these
holograms are named aspoint-oriented holograms. Many different halftoning procedures
have been implemented to perform the binarization with much less global error (error in
the entire reconstructed image) [Eschbach 1991 & Eschbach et al, 1993].
One of the most widely used techniques to minimize the quantization diffuses the
quantization error to pixels to be quantized, also called pulse density modulation. This
method was originally developed to improve the quality of printed images, but later was
adapted to suit the requirements of CGHs. In error diffusion, the decision about
quantization of a particular pixel depends on the outcome of earlier processed pixels, thus
making the process adaptive. For example,
in the simple one-dimensional (1-D) case
each pixel, having a brightness level ranging from 0 to 1 is thresholded to the nearest
available level, either O(dark) or 1 (white). Thus the binarization introduces a local error
in the range from -0.5 to +0.5, which is distributed to the next nearest unprocessed pixel.
The steps involved in one-dimensional error diffusion is illustrated with the help of a few
points in Figure 12(i). The arrows indicate the addition of the local error generated from
the previous pixel. The result of binarization
for these points is shown in Figure 12(ii).
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The mean value of the continuous samples is preserved and so the "global
error"
in the
reconstructed image is reduced. The extension of the algorithm to two dimensions is
quite simple and there are also various ways of adjusting the weights and the direction of
propagation of errors in the hologram. These errors give rise to a "noise
cloud"
in the
reconstruction which may be manipulated by changing the diffusion parameters.
Point-













Figure 12. (i) One-dimensional generation





Techniques for making Cell-Oriented
CGH
The spatial distribution of a complex-valued object to be reconstructed can be








where: i(x,y) = \f(x,y)\
The phase <p(x,y) is free to be chosen according
to the particular CGH application. In
particular if cp(x,v)
= 0 for all x&y, then the object under consideration is a 2-D real
object.
The first step is to
calculate the complex-amplitude distribution F in the hologram
plane which acts like a spatial filter, when placed in a Fraunhofer plane of a coherent
22





Figure 13. Fourier hologram F reconstructed at the image plane due to the illumination from the source
The major steps involved in generation of Fourier holograms are illustrated in Figure 13.
The hologram F is illuminated by a monochromatic plane wave coming from a point
source in the plane f, resulting in a diffraction pattern f(x,y) in the image plane.
oo oo
f(x,y) = ^{F&tD} = jfe^e+W^dEfr (3.4)
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Computer Limitations
In digital holography, the object size in either plane has to be finite. Therefore the
input object is chosen such that,
f(x,y) = 0 for |x| > X/2 ; \y\ > X/2 (3.5)
The object frame size then becomes X2. Similarly the extent of hologram is also limited
to a size BxB determined by the computer or plotter printing the hologram, i.e. the
complex objectX*, v) has to be bandlimited.
F(S,ti) = 0 for || > U/2 ; H > U/2 (3.6)
where U is the upper limit on the frequency spectrum. Therefore the number of
resolvable points (the space bandwidth product) in the hologram plane
B2
= (TJX)2. The




fs(x,y) = /(*5x,%) = /(x,v)^-nCOMB|
ox ov vox byJ
(3.7)




Printing of the CGH requires computation of Fourier transform of fs(x,y) to obtain
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F,.l) =
= F(4,ti) * COMB(^5x,ri6v)








The resulting transform is composed of shifted copies of the Fourier transform of the
original continuous object j\x,y). If the original function is band-limited, then F(,r|)
= 0




A 1-D F.T. of a sampled function is shown below. If the inequality (3.9) is satisfied,









1 \x\ < b/2
0.5 |x| = b/2
0 |x| > b/2
(3.11)
If the inequality (3.9) is not satisfied, then it is impossible to recover F(,,r|),
resulting in an aliasing
error. If the sampling in Fourier plane is carried out in
accordance to the sampling theorem, then the
















Figure 14. Fourier transform of a sampled function, consisting ofmultiple copies of the original
transform; Windowing with a RECT function yields the F.T. offlx.y)
clear image is obtained. A random phase function is introduced in the object plane to
reduce the dynamic range of the Fourier spectra and quantization errors introduced in the
hologram generation process. The object plane sampling frequency is therefore less than
Nyquist rate. This undersampling results in speckle noise between the sampling points.
Cell-Oriented Fourier Holograms:
The steps involved to produce cell-oriented Fourier CGHs are:
1. Sampling the intensity I(xy) of the object, *Jl(x,y)
- f(x,y).
26
2. Superposing these samples with a random phase to increase the diffraction efficiency.
3. Placing the samples in a larger array with zero padding, to avoid overlap in the
frequency spectrum and therefore reduce aliasing errors.
4. Calculating the object wavefront using discrete Fourier transform of the samples of
Ax,y).
5. Quantizing the wavefront to the required number of quantization levels.
6. Encoding this wavefront into hologram transmittance using one of the standard
algorithms like Lohmann, Lee, Burckhardt, etc (discussed in 3.1-3.3).
These steps are diagrammatically represented in Figure 15. There are numerous ways to
assign the magnitude and phase information in each of the cells shown in the Fourier
hologram. Shown at the end of Figure 15 is a cross section of a hologram made up of
UxU cells, each containing an aperture or slit of size wxh located at an offset ofp pixels
from the center.
The transformation (i.e. coding) from F to G should be such that the inverse





G is real & positive in amplitude holography, or in phase holography G is complex with
all values on an unit circle in the complex plane.
Some of the different ways of coding
the complex amplitudes into CGH are discussed


















Quantized magnitude Complex magnitude
^ Q
Coding
Quantized phase Complex phase
Figure 15. Steps involved in generating cell-oriented Fourier computer generated hologram
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3.1 Lohmann Holograms
The first and probably the most commonly used method for generating
cell-
oriented CGHs was described by Brown and Lohmann [1966]. In their initial paper, they
described three ways of encoding the complex wavefront on the cells (Figure 16). In all
three of the representations, the phase determined the positioning of these apertures in the
cell. The simplest method coded the magnitude of the transform as height of the aperture
in a cell; in the second method the magnitude was determined by the aperture width; and
in the third method each cell contained two apertures whose separation was proportional
to the Fourier magnitude. This lateral shift of the aperture in the cell to encode the phase




Figure 16. The three differentmethods of encoding the
Fourier transform amplitude in a cell (k,l)
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The magnitude and phase are determined by hkl and p^ respectively as shown in Figure
16. All the experiments in this thesis have been conducted on method (i), but the
technique could be easily extended to the other two methods also. Further discussions
about Lohmann holograms refer to method (i) only.





where, magnitude hM normalized from 0 to 1 (3.15)
phasepu lies between [-71, -hx) and
w, , is of constant width
kl
In digital computation, each cell as shown in Figure 17 may be called a super-pixel
containing MxN binary pixels. Each cell is formed with M pixels along the phase
encoding direction (laterally) and N pixels along the magnitude encoding direction
(vertically) giving M possible equally spaced quantized phase levels ranging from -7t to +
n andN+l possible equally spaced normalizedmagnitude levels ranging from 0 to 1. The
aperture in a cell opens the corresponding pixels.
To represent the F.T. points in these MxN cells or super-pixels, the complex
amplitude is first quantized to one of MxN quantization states. For experimental
purposes, an 8x8 cell with 65 possible
quantization levels is considered. Each complex
amplitude is quantized to the nearest available magnitude and phase. Figure 17 shows the
30




Based on simple Euclidean distance measure, F(k,l) is quantized to
0.75c1
. The new
amplitude Fq(k,l) is coded onto the 8x8 cell with a magnitude level of 6 and phase of 7i/4
radians. A combination of all superpixels with the encoded amplitudes results in the





The initial design was modified later [1967] to produce brighter reconstructions by
transmitting more light per cell (higher diffraction efficiency). This new method allowed









x Complex amplitude to be
quantized
Quant. Magnitude = 0.75










Quantization levels (65 for 8x8 cell
\\E
Lohmann Hologram
Figure 17. Quantization process ofLohmann algorithm;
The circles represent the available quantization
states; the square indicates the
quantized amplitude
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the proper quantized phase. This allowed more light through the cell because the
transmitted magnitude increased by a factor of 1 + V2 for three-pixel-wide apertures in
an 8x8 cell, while still preserving the proper phase. But having a slit of three-pixel-wide
may be difficult to print in some cases. The details will be discussed in chapter 4. In an
8x8 cell, the modified algorithm allows three-pixel-wide apertures to be turned on (wki =
3). Figure 18 illustrates the variation in the encoding for a complex amplitude F(k,l)
=
0.65c1
. The resultant complex amplitude is the vector sum of the three individual
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Quantization levels (33 for 4x8 cell)
Figure 18. b represents the original quantized state; the additional
states d & c increase the intensity
of the complex amplitude to (5 + b + c ) , keeping the quantized phase still the same
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3.2 Lee Holograms
Lee [1970] suggested to project the complex amplitude, rather than quantize, to
the required number of quantization states. The projection of the amplitude vector onto
the
"nearest"
phase states is analogous to representation by oblique Cartesian coordinates.
This may be done in two ways: perpendicular to the axes defined by the phase states
(covariant projection) or parallel to the axes (contravariant projection). Lee used the
former idea and developed a method (also called as delayed sampling) based on
decomposing the Fourier transform into four quadrature components, which were
represented by real, non-negative functions. His technique was somewhat similar to the
detour-phase method. The phase information was still encoded by the position of the
samples in the hologram. Also the holograms were generated without the explicit use of
a carrier frequency or bias. Each cell contained 4xN binary pixels with four equally
spaced phase states separated by 7i/2 radians and N+l normalized magnitude levels
ranging from 0 to 1 .
The complex amplitude F is expressed as :
F&Tl) = |F(^,ti)|^'t,), 4>&T,) [-7C, 71)










Fi(^T!) = F2(^,n) = 0
F4(^ti) = -\m,T\)\sm(b(,r])) if ^,r]) e [-tc/2,0)
Fi(^ti) = |F(,t,)|cos((|.(4,ti)) (3.18b)
F2(^r|) = F3(4,ti) = 0
Fiferi) = |F(,ti)|cos(<KS,ii)) if ^,r\) e [0,tc/2)
F2(^Tl) = |F(,T,)|sin((|)(4,T,)) (3.18c)
F3(^T!) = F4(4,t,) = 0
F2(^-n) = \F&,T\)\smm,T\)) if ^,n) [7i/2,7t)
F3(^ti) = -|F(,ti)|cos(<KS,ti)) (3.18d)
F4(4,ti) = F^.ti) = 0
The four Fourier components Fj(,,r| ) are all real and non-negative. To represent these
components on the cell, they are quantized to N magnitude levels. So the hologram is
computed by projecting the complex amplitude into the four phase states ( -tc, -tc/2, 0,
tc/2), quantizing the two projections with positive amplitudes, and printing these
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Quantization levels (33 for 4x8 cell)
Figure 19. Quantization process for Lee's Algorithm
The Lee CGH encoding scheme is shown in Figure 19. Using the eqs. 3.17 and
3.18 (a-d), the four functions Fi(,T|) can be computed for the given complex input F(,r|)
= 0.65ein/6.
Fi(,ti) = 0.65 cos(n/6) = 0.5629
F2(4,ti) = 0.65 (ti/6) = 0.3250
F3G,t,) = F4(,ti) = 0
The two positive amplitudes F1(^,r])and F2(,,r|) are quantized to nearest available
magnitude level (0.625 & 0.375) and encoded onto the 4x8 cell. Because only 4x8
superpixel, instead of 8x8 superpixel as in Lohmann cell, is necessary for a quantization
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level of eight, the required storage size is reduced by a half. And since Lee's algorithm
does not require any phase quantization, the approximation of the continuous complex
wavefront obtained is much more closer to the original than that from the Lohmann
hologram.
3.3 Burckhardt Holograms
Burckhardt [1970] simplified Lee's technique for producing CGHs. He
demonstrated that three real and non-negative components are sufficient to faithfully
represent the Fourier transform vector. Each cell in the hologram contained 3xN binary
pixels with three equally spaced phase states separated by 2u/3 radians, and N+l
normalized magnitude levels ranging from 0 to 1. He suggested that eqs. 3.17 and 3.18
(a-d) can be replaced by:





If 4> e [0,2tt/3)
1
Fi(5,t,) = |F(^,n)|cos<t> + -=|F(S,Ti)|sin4.
F2(S,ii) = -^|F(4,Ti)jsin<|> (3.20a)
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To represent these components on a cell, they are first quantized to N magnitude levels.
Burckhardt holograms are therefore generated by projecting (contravariant) the Fourier
points onto three phase states (0, 27i/3, 4tc/3), quantizing the two projections with positive
amplitudes and printing these quantized projections as apertures in the cell. Similar to
Lee's algorithm, it also does not require any phase quantization. The quantization process
for a complex amplitude of 0.65e is illustrated in Figure 20. Eq. 3.20(a-c) is used to
calculate the appropriate components and then quantized by projecting parallel to the
nearest available magnitude level.
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Burckhardt Cell
X Complex amplitude to be quantized





Quantization levels (25 for 3x8 cell)










Though the steps remained quite similar, Burckhardt's algorithm had some advantages
over Lee's method.
1 . Because only three instead of four phase components need to be stored, the
required memory size was reduced by 25%.
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2. And similarly since only three instead of four resolution cells are present at each
sampling point, the required plotter resolution was also reduced by 25%.
3. The contravariant projection amplitudes were slightly larger than Lee's covariant
projection components resulting in a relatively brighter reconstruction. This is quite
useful when considering the printing constraints which would be discussed in
chapter 5.
4. The computation time remained same as compared to Lee's method because each of




A hologram reconstruction is expected to reproduce the wavefront from the
original object perfectly under ideal conditions. But when created by computer, artifacts
are added to the hologram at each step of the generation process, resulting in errors in the
reconstruction. One would like to minimize the effect of the artifacts so that the
reconstructed image is as close to the original as possible. A critical factor hindering the
continued growth of digital holography is the limited resolution of the device used to
print the holograms. The reasons for degradation in the reconstructions are due to
computational and plotter limitations, including sampling errors due to finite plotter
resolution, quantization errors due to quantization
of sampled wavefronts, frequency
truncation errors due to finite hologram size, and aliasing errors due to the use of discrete
Fourier transform to compute the diffraction integral of the object. The errors in images
reconstructed from cell-oriented CGHs may be viewed as cumulatively arising from three
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sources:
1 . Sampling of the complex-valued object wavefront,
2. Quantization of these sampled wavefronts, and
3. Binarization of these quantized samples.
In general, there is a tradeoff between the size of the quantization error and those
due to sampling and binarization. As the cell size increases, quantization error decreases
but sampling error increases, for a constant space-bandwidth product. The use of the
discrete Fourier transform in digital holography introduces aliasing error in the
reconstructed image. Introduction of a random phase to reduce the dynamic range of the
spectrum results in further increase in aliasing error [Allebach et al, 1976]. The
degradation of the reconstructed image is mainly determined by the quantization step
size. The effect of phase quantization, in particular, has been studied in great detail
[Goodman et al, 1970] and more effective methods of quantization have been proposed
[Dallas, 1974]. Quantization effects, together with the number of points in the object,
are the strongest factors in determining the relative costs of CGHs. A complete study of
the quantization errors in Lohmann, Lee, and Burckhardt holograms has been described
by Gabel and Liu [1970] and Gabel [1975]. They analyzed the tradeoff between the
number of cells and the number of quantization states in a cell (i.e. between frequency
truncation error due to the finite hologram size and quantization error). Finally images
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reconstructed from binary holograms are also degraded due to the representation of a
complex-valued function by a real-valued binary function. Allebach [1981] referred them
as representation-related errors and had performed an extensive analysis of the
reconstruction errors from the different algorithms for cell-oriented holograms. Physical
limitations of the plotting devices like the minimum printable spot size exacerbates the
printability problem [R. Nagarajan et al, 1995 and R. Easton et al.]. The effect of the
printing constraints will be discussed inmore detail in the following sections.
4.1 Overlap Problem
The cells constituting a cell-oriented CGH are composed of a finite number of
pixels (chapter 3). Consequently, the height and position of each aperture can be changed
only in increments (a cell of size 8x8 is considered for illustration in this report). An
aperture can occupy any of these lateral positions in the cell. Hence, a portion of an
aperture can occupy part of an adjacent cell when the quantized phase falls on either side
of the cell. This leads to an overlap problem [Brown et al, 1969]. The modulus of the
resulting overlapped apertures is less than that from disjoint apertures (Figure 21). This
overlap problem generates some
additional noise in the reconstruction. To
prevent aperture overlap, the protruding piece may be
"circularly-wrapped"
within the
cell, i.e. translated by one cell width back into the cell [Dallas, 1980]. Circularly wrapped
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apertures result in a detour phase change of 27t radians, and therefore does not affect the
complex-amplitude transmittance of the cell.
An approximate estimate of the apertures
"lost"
due to the overlap is easy to
compute. The distribution ofphases of the Fourier transform of an object is uniform over
[-Tt, +7t], and therefore the number of complex amplitudes in each quadrant is nearly
equal. So in the example with an 8x8 Lohmann cell (Figure 22),
Probability ofa complex amplitude to have
any one ofthe quantizedphases : 1/8 or 0.125






l*(l/8*l/8) + 2*(l/8*l/8) + l*(l/8*l/8)
= 4/64 or 6.25%
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Figure 21. Types of aperture modifications in Lohmann CGHs (i) Overlap (ii)
Circular-Wrap Around
Overlapped apertures are shown as black circular spots
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Also, the distribution of magnitude of the Fourier transform of an object with random
phase is Rayleigh distribution (discussed in detail in chapter 5.3), with a a 0.25 (after
normalization). The average magnitude roughly equals yfit/2 a = 0.2601. Therefore
the average amount of light lost due to overlapped apertures is 0.0625* 0.2601 or
1.63%. Similar analysis for Lee holograms indicate a lesser improvement in the quality
of circularly wrapped apertures.
Simulations show that the average value of the Fourier magnitudes for Lee and
Burckhardt apertures are approximately 0.19 and 0.2475, when normalized between 0
and 1.
Prob. ofaperture overlap in Lee Holograms
=
l*(l/4*l/4)
= 1/16 or 6.25%
Average amount oflight lost
= 0.0625*0.19 or 1.19%
Prob. ofapertures overlap in Burckhardt
Holograms = l*(l/3*l/3)
= 1/9 or 11.11%
Average amount oflight lost
= 0.1111*0.2475 or 2.75%
The root-mean-square error of actual hologram reconstructions (Table 1) does differ
slightly from the prediction.




































Lohmann 0.167 0.152 10.12%
Lee 0.127 0.103 21.37%
Burckhardt 0.182 0.127 30.15%
Table 1. Experimental RMS Results
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4.2 Printability Constraints
The quality of the reconstruction is determined mainly by the spatial resolution
and the finite number of intensity levels of the device used to plot the hologram. Often the
printed hologram is not identical to the one simulated/generated on the computer, because
the reproduction of the plotting device is imperfect. The physical limitations of the
printing process further degrades the quality of the reconstructed images. Many output
devices have a high positioning accuracy, but have some constraint on the smallest
printable spot size. For example, in electron-beam lithography, the distance between
addressable spots may be as small as 0.1 urn, but the size of the minimum printable spot
is often three to ten times larger. Another example of such a device is
electrophotographic system, where the toner particles bleed onto adjacent pixels limiting
the number of addressable spots to 600 with printable spots per inch to just 200, so that
the minimum printable size is 3x3 pixels. Spots larger than the minimum spot size are
easily printed by overlapping, e.g. a 3x4 spot may be printed by overlapping two 3x3
spots whose centers are offset by one pixel in the vertical direction. It is always possible
to print the CGH at a coarser resolution determined by the smallest printable spot size,
but the reconstructed image would be smaller in a fixed reconstruction geometry. A










Minimum Magnitude Level : 3
Minimum Phase Width : 3
Figure 23. Minimum printable block size of 3x3
Wrap-Around Problem
Though circular wrap around solved the overlap problem, it is not desirable when
the plotting device has the minimum size restriction, i.e. circularly wrapped apertures
cannot be printed by these devices at the finest possible resolution. Therefore
reconstructions from Lohmann holograms with three-pixel-wide apertures or Lee and
Burckhardt holograms are degraded, when apertures contain extreme phase levels (phases
-7i and 3ti/4 for 8 levels of quantization in Lohmann algorithm) due to the printing
constraints. Similarly, apertures with smaller magnitudes (less than three pixels in our
case) cannot be printed, though a
magnitude of zero (no aperture) is
"printable"
in all
cases. Discarding the magnitudes does not affect the reconstruction as significantly as the
47
one obtained after the removal of few phase states (discussed in chapter 5). Figure 24a
and 24b illustrates the effect of minimum printable size restriction on Lohmann
holograms and its reconstruction.
4.3 Effects ofNo-Random Phase
To obtain recognizable reconstruction of objects without the added random phase,
the Fourier samples need to be represented in many quantization states. The introduction
of a random phase into the object helps in limiting the dynamic range of the transformed
magnitudes by
"flattening"
the spectrum (Rayleigh distribution). This reduced range is
then perfectly represented by fewer quantization levels. But addition of a random phase
often introduces speckle noise, which is very common in laser-illuminated, diffusely
scattering objects. Though there are some techniques to
reduce the effect, it is of course
desirable to avoid it completely while reconstructing the object.
Reconstruction of objects without addition of a random phase requires more
quantization levels in order to preserve the large intensity variations present in the
transform. However, the number of quantizing levels cannot be increased beyond a level
determined by the space-bandwidth product of the plotting device. Therefore, the
samples with small magnitudes (typically the high-frequency components) are lost during






Figure 24. Effect ofprinting constraints on
smaller magnitudes and circularly wrapped apertures on
a) Lohmann hologram
and b) Lohmann reconstruction
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(i) (")
Figure 25. Holograms of an object with (i) No Random phase added (ii) Random phase added
Hence the reconstruction yields a low-pass filtered version of the original object.
Moreover the diffraction efficiency is also considerably lesser than the holograms with
added random phase. Reconstructions of an object with and without random phase are
shown in Figure 26. Clearly, the one without random phase has most of the high
frequency information missing in the reconstruction.
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The minimum printability constraint prohibits the holograms to be printed at
finest possible resolution, giving rise to reconstructions of poor quality. To print the
CGH with the smallest printable spot and yet maintain quality of the reconstruction, one
could modify the quantization step with the inclusion of the physical limitation of the
printing device.
5.1 Corrections
One of the method for solving the problem is to generate holograms in such a way
that all the apertures are printed i.e. size of all the apertures are larger than the
minimum block size. Therefore, in order to avoid the printability problems, the following
corrections could be applied in the hologram generation step.
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5.1.1 Global Correction
The simplest possible solution to correct for the minimum-size constraint is to
forbid
"globally"
those quantization states that cannot be printed. For example, in our
system with 8x8 cells and a 3x3 constraint, 28 out of 65 possible quantization levels are
not allowed in each Lohmann cell (Figure 27); the shape of the forbidden zone resembles
a
"keyhole"
in the complex plane. The Fourier complex amplitude is quantized to the
next nearest available state, possibly resulting in huge quantization errors. The smaller
apertures are either printed with "zero
height"
(no aperture) or with a height of three
pixels. For example, in Figure 30, the height of the aperture in the lower left cell is
increased to 3 pixels; the phases on the lower right and upper left cells are shifted to
accomodate the entire aperture within the cell. The quantization error generated due to
the constraint is quite large, especially due to the missing quadrant ofphase.
An approximate estimate for the quantization error is computed below:
1. Error due to loss of smaller magnitudes: Even though the restricted area is a circle
of radius 0.125*3 = 0.375 (Fourier complex amplitude normalized between 0 and 1), an
error occurs only when the complex
amplitude to be quantized lies in the annular region
between radii of 0.0625 and 0.3125. Fourier magnitudes outside this region would be
quantized to 0 and 0.375 respectively based on the simple Euclidean distance measure.
Since the complex amplitudes are uniformly distributed along
this annular region, the
error vectors are uniformly random






Figure 27. Global limitation on the quantization states
of the smaller magnitudes is not very significant in the reconstruction. At first glance, the
above reasoning could be justified with two reasons : a) smaller magnitudes b) lesser
percentage of samples affected. But neither of them is a correct reasoning. The effect is
unnoticable even if the larger magnitudes are forbidden. This is because again there is a
"symmetric"
loss of amplitudes, resulting in a null error vector. Moreover, due to the
Rayleigh distribution of Fourier magnitude, more than half the samples fall into the








where a = 0.25
Since the phase of the transform is uniform, the percentage of samples lying in the
forbidden zone is equal to the fraction lying along any radial line passing through the two
radii, i.e. 51.14% of the complex amplitudes are constrained due to the restriction on
minimum aperture height.
2. Error due to the loss of the extreme phases: Figure 27 indicates that a quadrant of
sample points (25%) are forbidden due to the global constraint on the circularly-wrapped
apertures. Unlike the earlier case, here the error vectors cannot cancel and hence a noisier
reconstruction results. The average magnitude and phase in the forbidden region is
0.2601 (chapter 4.1) and 0.8757T. radians respectively. This mean vector, especially the
phase vector, is not preserved during quantization.
A simple, constant intensity object was used to test the effects of these constraints
on the Fourier and spatial domains. The statistics of the original object were compared to
the four different cases of constraints. As expected, the average complex vector is
preserved when only the magnitudes (either smaller or larger) are forbidden (Table 2).
While restricting the extreme phases, the
mean phase differs significantly and therefore
the reconstruction exhibits a big fluctuation (u. + a). Inclusion of an explicit spatial
carrier would influence the rate of phase change between samples and the effect of the
loss ofphase levels would become more prominent.
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FOURIER DOMAIN SPATIAL DOMAIN
Mean Mag. Mean Phase Mean (u) Std. Dev (g)
Original 0.0689 0.523 1.000 0.000
Two smaller magnitude levels
forbidden 0.0707 0.527 0.985 0.103
Two larger magnitude levels
forbidden 0.0816 0.507 0.942 0.080
Extreme phase levels forbidden 0.0725 0.049 0.859 0.176
Two smaller magnitudes and
extreme phase levels forbidden 0.0765 0.069 0.871 0.185
Table 2. Statistics in the spatial and frequency domain for a constant intensity object
The effect of the global constraint on the fidelity of the holographic reconstruction
was tested by computing and digitally reconstructing a Lohmann hologram with a 3 -pixel
wide aperture. The object array used in all tests consists of a 44x47 pixel image
quantized to 8 bits centered in a zero array of size 256x256 pixels. To decrease the
quantization error, a uniformly distributed random phase was
added to the object (chapter
4). The Fourier transform was computed and the complex amplitudes were encoded onto
8x8 cells by independently quantizing the complex
amplitude of each sample to the
nearest of 37 available states. The encoded hologram is composed of 2048x2048 binary
pixels arranged in 8x8 cells. The reconstructed image is
computed via the inverse FFT,
which results in 8 diffraction orders across each
dimension. The DC term or the




hologram, i.e. the number of open apertures. Because the apertures in the hologram are 3
pixels wide, the amplitudes of the higher-order reconstructions are reduced by a factor
proportional to a SINC function. The reconstruction of the 44x47 pixel image centered
on the zeroth diffraction order in the direction of magnitude coding and the first order
along the direction of phase coding was segmented from the 2048x2048 array. The
squared magnitude of the segmented reconstruction was computed to simulate optical
detection and to remove the effect of the random phase. For printing, the contrast of the
segmented reconstruction was enhanced by adding a bias and multiplying the gray levels
by scale factor to fully utilize the available dynamic range. The effect of the global
constraint on the quality of the reconstruction is apparent from Figure 28.
00 (b)
Figure 28 a) Input image of
44x47 pixels used during the experimentation b) Reconstruction obtained
after applying the global
constraint on Lohmann hologram with 8x8 cells and 3-pixel wide aperture
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The reconstruction of the object is dominated by a bright pixel at the center, which is the
first-order reconstruction of the average complex amplitude term in the encoded
hologram. Addition of the uniform random phase ensures that the real and imaginary
parts of the transform are random variables from independent zero-mean Gaussian
distributions. The magnitude of the transform should therefore average to zero under
ideal conditions, i.e. when the error vectors cancel with each other, and thus the DC term
in the reconstruction should not be objectionable. However the constraint on the
minimum nonzero spot size results in large quantization errors for those samples with
amplitudes in the "forbidden
zone"
(Figure 29). The largest error vectors lie in a single
quadrant of phase, thus ensuring that the mean of the quantized complex amplitudes is
biased away from zero. The result is a spurious reconstruction of a first-order DC term
(Figure 28b). The fidelity of the reconstruction obtained from each algorithm is rated by








where f[n,m] is the original NxM object, g[n,m] is the image segmented from the
reconstruction and Uf, p-g, cjf, ag are the means
and standard deviations in gray value of
the original and the reconstructed images, respectively. Though RMS error has
shortcomings as a measure of fidelity, it is more appropriate in cases where the input
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image is known. The RMS errors are normalized so that variations in the mean and
standard deviation in gray value does not affect the relative comparisons.
Because of the restriction on the aperture width, the global constraint is not





Quantization Levels (37 for 8 x 8 Cell)
- - Quantization Thresholds
Quantized Complex Amplitudes
Figure 29. Quantization errors with 3x3 minimum
printable spot and global constraint. The quantization




to be quantized. The quantization error can be
quite large because one quadrant ofphase and the two
smallest nonzero magnitudes are forbidden.
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5.1.2 Local Correction
In this technique, the extreme phase levels are allowed to bleed onto the adjacent
cells, instead of requiring a circular wrap-around. To prevent any overlap, a few phase
states are forbidden in each cell based on the location of the aperture in the already
quantized neighboring cell; the smallest two magnitude levels still are forbidden similar
to the global correction. Therefore the forbidden zone is similar to the one illustrated in
Figure 27; the difference is that they are restricted "locally", and not globally as in the
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Gap Correction
Figure 30. Various correction techniques to compensate for printing constraints in Lohmann Holograms
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The forbidden phases are determined by the position of the aperture in the
neighboring cell. In the example, the aperture in the upper right cell is displaced in phase
by one pixel to prevent overlap with the protruding piece of the aperture from the cell in
the upper left, while the aperture in the lower right cell is allowed to extend into the cell
in the lower left because there is no overlap (not allowed in the global correction). The
aperture on the lower left cell, on the other hand, is printed as 3x3 spot in all the
correction techniques.
Similar to the global constraint (eq. 5.1), 51.14% of the complex amplitudes fall
in the restricted annular region; but the net error vector is negligible because of symmetry.
The two extreme phases are affected only when there is a possibility of an overlap. And
so the percentage of samples with incorrect phases is determined by the fraction of
apertures that result in an overlap (chapter 4.1), which is given by :
1/8*1/8 + 2(1/8*1/8) + 1/8*1/8
= 4/64 or 6.25% (5.3)
Since the fraction of samples affected due to improper aperture locations in local
constraint is roughly one-fourth the fraction affected in global constraint, the quality of
the reconstruction is also expected to be better. This is demonstrated by comparing
Figure 3 1 to Figure 28b. The modified RMS errors for the global and local constraint are
0.83 and 0.26, respectively, thus supporting the theoretical prediction.
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Figure 31 Reconstruction using the Lohmann algorithm with a 3-pixel-wide aperture and a 3x3
minimum-
size printable spot with the local constraint on aperture position. The quality of the reconstruction is much
better than that with the global constraint because one quadrant ofphase is forbidden only occasionally
These constraints can be applied easily to Lohmann holograms with three-pixel wide
apertures. Lee and Burckhardt holograms may be modified to have each phase printed
with a width of three pixels, at the expense of increased size and time required for
computation, to invoke the above models for printability constraints in the quantization
step. To apply a feasible printing constraint, both the
CGH algorithms are modified to use
a 3x3 minimum nonzero spot in a cell with a 3 -pixel wide aperture, i.e. a 12x8 cell and a
9x8 cell in the Lee and Burckhardt algorithms respectively. Because both printed
apertures have widths of three pixels, the modified constraint forbids only those states for
which a projected magnitude is small and has no effect on circularly wrapped apertures
(Figure 32). The area covered by the forbidden zone during quantization for each of the
algorithm is illustrated in Figure 33.
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Figure 32. An example of a cell of a Lee hologram with a 12x8 cell. Each of the block has a width of







Lee quantization states Burckhardt quantization states
Figure 33. Complex amplitudes truncated in the Fourier domain in Lee and Burckhardt's algorithm due to
minimum printable block (3x3)
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Area occupied by theforbidden zone [(0.3125-0.0625)*2]*4 = 2.00 (5.4)
PSA = 2.00/3.14 = 63.66%
BurckhardtAlgorithm:
Area occupied by theforbidden zone & [(0.3125-0.0625)*2]*3 = 1.50 (5.5)
PSA = 1.50/3.14 = 47.75%
The factor 2 represent the two nonnegative projections, while the factors 4 and 3 in eqs.
5.4 and 5.5, respectively, are the number of projection axes in each of the algorithm. At
first glance, one might be tempted to think that since only the magnitudes are affected by
the constraint, the reconstruction ofboth types ofholograms should be more faithful than
that generated by Lohmann hologram under the same constraint. The major difference
between the two cases is that here the magnitudes are not forbidden symmetrically (like
an annular region in the Lohmann case), and so the net error vector does not cancel out.
The numbers computed in eq. 5.4 and 5.5 indicate that Lee magnitudes are more affected
by the 3x3 constraint and that reconstruction error from Burckhardt hologram would be
approximately 75% less worse than its
counterpart. The results obtained after invoking
the constraints are shown in Figure 34. The RMS error of the reconstructed object
obtained from Lee and Burckhardt algorithm are 0.32 and 0.26 respectively.
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(a) (b)
Figure 34 a) Reconstruction from Lee algorithm on a 12x8 cell with a 3x3 minimum spot
b) Reconstruction from Burckhardt algorithm on a 9x8 cell with a 3x3 minimum spot
5.1.3 Gap Correction
"Bleeding"
of toner particles onto adjacent pixels is a very common problem in
electrophotographic printers. To avoid this phenomenon, the minimum separation or
"gap"
between two adjacent apertures may be applied, along the magnitude and phase
direction, to ensure a distinct separation while printing. Of course, it always is possible
to print apertures that are joined to each other. This correction is applied in conjunction
with the local correction to model the basic problem ofplotting devices.
In the magnitude direction, the minimum-gap constraint renders the largest
normalized magnitudes unprintable (aperture in the lower right cell in Figure 30) if the
phase of the aperture above is the same and the magnitude of the aperture in that cell is
not zero. The fraction of samples satisfying this requirement is actually quite negligible.
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PSA (Prob. ofboth the apertures having the samephase) x
(Prob. ofaperture in the lower cell having a mag. level of6 or 7) x




















0.002 = 0.2% (5.6)
The different possible combinations of phase levels in two adjacent Lohmann cells that













Table 3. Forbidden phase levels in Lohmann algorithm underminimum-gap constraint
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The fraction of cells affected by the gap restriction along the phase direction is equal to
(Prob. ofoccurrence ofa particularphase level in Cell #1) x
(Prob. of Cell #2 containing the corresponding restrictedphase levels)
= (1/8 4/8) + (1/8 3/8) + (1/8 2/8) + (1/8 2/8) + (1/8 1/8) + 0 + 0 + 0
= 0.1875 = 18.75% (5.7)
Clearly, this additional constraint exacerbates the printability problem; though not
to the extreme as global constraint. An implicit assumption in these calculations is that
the sample points in the Fourier domain are independent, which is not generally true. For
example, if the phase in Cell #1 is quantized to 7, then it is less probable for Cell #2 to
have a quantized phase level of 0 or 1 . In other words, the phase change between samples
may not be rapid if there is no external carrier. Even though theoretical calculation
predict that 19% of the samples would be affected by the minimum gap constraint, in
reality they could be close to 5-10%. Hence the quality of the reconstruction may not be
significantly different from the one
obtained after the local correction. For illustration, an
example was generated for a minimum separation of three pixels in both the phase and
magnitude directions combined with a minimum size of 3x3 pixels and the reconstructed
image is shown in Figure 35. The modified RMS error
= 0.25.
67





5.2 Complex Error Diffusion
The problem of assigning the Fourier complex amplitudes to a limited number of
quantization states is very similar to assigning quantization levels in a 2-D color space for
display or printing of color pixels. A simple method of error diffusion (ED) uses a
feedback loop where the error at each quantization step influences the succeeding points.
The result is a high-pass filtering of the error caused by the quantizer. Figure 36 shows
the block diagram for a one-dimensional bi-level error diffusion. The system is defined












where T is a fixed threshold (normally 0.5)
(5.8)
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Figure 36 Block diagram for one-dimensional error diffusion
Two-dimensional error diffusion was originally introduced on a heuristic basis by Floyd
and Steinberg [1976] for representing digital gray-tone images in a binary form
(halftoning). Error diffusion preserves the spatial average of the quantized quantity with
the help of its adaptive quantization process. While encoding information from a
medium with many quantization levels onto a medium with fewer levels, the noise
present in the low frequency region is considerably reduced, thus making the error-
diffused images more appealing than images obtained by independent quantization.
Error diffusion was first applied to the quantization of amplitude holograms by
Hauck and Bryngdahl [1984] to reduce quantization noise preserving mean complex
amplitude of the transform. The finite number of quantization levels indirectly
determined the choice of the input object since most of the CGHs could encode only
object wavefronts which have relatively small variations in modulus. ED, on the other
hand, can represent a larger dynamic range with the same number of quantization levels.
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Since its introduction to holography, extensive research has been done to spread the
reconstruction error or "noise
cloud"
to relatively harmless regions [Weissbach et al.,
1988; Eschbach, 1991; Eschbach et al, 1993]. ED has also been applied for the
quantization of multilevel digital phase holograms [Weissbach et al, 1989]. An
important factor in two-dimensional error diffusion is the direction of propogation of
errors. Distribution of errors to the closest four neighbors with weights (Figure 37),
originally suggested by Floyd and Steinberg, has been most commonly used in the
applications.
Figure 37. 2-D error diffusion coefficients used by Floyd and Steinberg
The similarity of complex amplitudes
and 2-D color vectors led to the prediction
that reconstructions of higher quality would result by using error diffused quantization in
a Fourier transform CGH because of its characteristic ability
to preserve the mean
complex amplitude. The application of complex error diffused quantization to
cell-
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oriented CGHs is performed in a fashion similar to distributing errors in 2-D color space
[R. Nagarajan et al, 1995]. A simple block diagram shown in Figure 38 illustrates the






F(k,l) + e(k,l-l) (5.10)
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Delay
e(k,l)
Figure 38. Block diagram for complex quantization to N+l magnitude (QN) andM phase (QM) levels
using error diffusion
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Each complex amplitude is quantized to the nearest available magnitude and phase. The
combined magnitude and phase error is then propagated to the next sample. The process
of 2-D error-diffused quantization is illustrated in Figure 39. For simplicity, only a few
points are shown. The first sample of the Fourier complex amplitude is quantized to the
nearest available quantization state and the complex error vector (difference between the
continuous and quantized amplitudes) is added to the next sample point along the vertical
column. This process continues until all the samples have been quantized. Any residual
quantization error is discarded at the end of the column. The direction of propagation of










Figure 39. Quantization process using error diffusion for four sample points in the Fourier domain
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Reconstruction of objects with error diffused quantization were compared with
that from independent quantization for different cell-oriented holograms [Easton et al].
The first comparison of independent and error-diffused quantization on CGH
reconstructions was made without printing constraints. The results for the Lohmann
algorithm with a three-pixel-wide aperture in an 8x8 cell with circular wrapping of
apertures are shown in Figure 40a and 40b. The modified RMS errors are 0.15 for the
independent quantization and 0.07 for quantization with error diffusion. Reconstructed
images for the Lee and Burckhardt algorithms shown in Figure 40 c-f, were computed for
respectively 4x8 cells and 3x8 cells. The computed modified RMS errors for the Lee
algorithm were 0.10 for independent quantization and 0.09 for error diffusion, while the
corresponding measures for the Burckhardt algorithm were 0.13 and 0.11, respectively.
Thus the quality of the reconstruction is improved with error-diffused quantization, even
when no printability constraints are invoked. This is a useful result by itself, as it
demonstrates that the quality of images reconstructed from cell-oriented holograms can
be improved for very little additional expense in computation. The improvement is most
significant for the Lohmann algorithm (reduction of error by half), which can be
explained by recognizing that a cell printed with this algorithm is capable of representing
only the eight quantized phases,
while the projected apertures in with the Lee and







Figure 40 a,c,e) Reconstruction from independent
quantization using Lohmann, Lee and Burckhardt
algorithms respectively; b,d,l) Reconstruction from error-diffused quantization using Lohmann, Lee and
Burckhardt algorithms respectively
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Error-diffused quantization with printability constraints was applied first to
Lohmann holograms with 3-pixel wide apertures and a 3x3 minimum printable spot with
the global constraint. The spurious peak at the center of the reconstruction present in the
independently quantized reconstruction was eliminated (Figure 41a) due to better
preservation of the mean complex amplitude in the Fourier domain. The same minimum
aperture size was used with the Lohmann algorithm and the local constraint (apertures
allowed to extend into the next cell without overlap). The result from error diffusion
shown in Figure 41b should be compared to that for independent quantization in Figure
3 1 . Application of the local constraint on the minimum gap between apertures along with
the local constraint on minimum spot size yields the result shown in Figure 41c (compare
with Figure 35).
As mentioned earlier, the 3x3 minimum-size printing constraint can be applied to
Lee and Burckhardt after modifying the algorithms to print 12x8 and 9x8 cells
respectively. The results after using error-diffused quantization are shown in Figures 42a
and 42b. The modified RMS errors for the various cases are tabulated in Table 4. Note
that the error of the Burckhardt algorithm is approximately 80% of that from the Lee
algorithm for both independent and error-diffused quantization. This difference can be
explained, partly due to the fact that the
contravariant projection of amplitudes in the
Burckhardt algorithm yields fewer small magnitudes than covariant projection in the
Lee's method.
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Figure 41. Lohmann reconstructions using error-diffused quantization after invoking
a) Global Constraint b) Local Constraint c) Gap Constraint
Figure 42 a) Error-diffused reconstruction using Lee's algorithm and 3x3 minimum-size constraint






























Table 4. Modified RMS errors for the different algorithms using the two quantization schemes under
varying conditions
5.2.1 Stability ofQuantization
The effect of independent quantization and ED for different quantization levels is
demonstrated in Figure 43. For easier demonstration of the result, a simple constant
object was chosen (RECT with an amplitude of 1 and a width of 32 pixels centered in an
array of 256 pixels). The
experiment shows clearly that the phase in the Fourier domain
plays an important role in determining the quality of the reconstruction. To quantify the
error from the two methods, the mean(u) and standard deviation(a) of the output were
recorded for each reconstruction. A perfect reproduction should have
resulted in p. = 1
and a
= 0. It can be seen that when the phase level is fixed to eight,
then the number of
magnitude levels does not affect the reconstruction
significantly. On the other hand,
when the phase is quantized to fewer levels using
independent quantization, then the
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Figure 43. Effect of independent and error diffused quantization on varyingmagnitude and phase levels in
the spatial and Fourier domain
average phase in the Fourier domain is no longer equal to the desired value and hence
results in a
"noisier"
reconstruction (different p. and larger a). The main reason behind the
improvement in the quality of the error-diffused reconstructions (p. 1 and rj * 0) is due
to its ability to preserve the average complex amplitude, especially the phase.
A more quantitative analysis on 2-D objects has been conducted to study the
performance of the two types of quantization under varying conditions [Nagarajan et al.,
1995]. A 63x64, 8-bit
"parrot"
image (Figure 44) embedded in 256x256 frame was used
as the input for most of the stability study.
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Figure 44. A 63x64 input image used for the experiments
RMS Error vs. Number ofQuantization levels:
The first experiment quantized the complex amplitudes to different numbers of
magnitude and phase levels. The steps involved in the evaluation process are shown in
Figure 45. To test the quantization error only, the object is reconstructed without
creating the cell hologram. A Lohmann quantization is performed to obtain amplitudes
with M phase levels and N+l magnitude levels, as discussed in 3.1. The reconstructed
object is segmented from the array and a modified RMS error is computed which is
independent of the bias and gain (eq. 5.2).










Figure 45. Block diagram for evaluating the performance of the quantization process
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For the first part of the experiment, the number ofphase levels M is fixed at 8 and
number ofmagnitude levels N is allowed to vary from 2 to 16. This means that the cell in
the hologram, if created, would have a constant width of eight pixels, while the height
would vary from 2 and 16. Since the magnitude information is less important in the
Fourier domain, the fidelity of reconstruction improves slowly as N is increased (Figure
46a). It is interesting to note that a reasonably good reconstruction is achieved with six
magnitude levels. The performance of error-diffused quantization is always better than
the independent quantization because of its ability to preserve the local mean of the
complex amplitude. Also the RMS error for error-diffused reconstruction with 2
magnitude levels is less than independently quantized reconstruction with 8 or even 16
magnitude levels (Figures 47 & 48). In the second part of the experiment, N is fixed at 8,
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Figure 46 (a) Effect ofvarying the number ofmagnitude levels N,
with the phase levelsM fixed to 8
(b) Effect ofvarying the number ofphase levels M,
with the magnitude levels N fixed to 8
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M = 8, N = 2; RMS = 0.699 M = 8,N = 8; RMS = 0.282
M = 8, N = 16; RMS
= 0.262 M = 10,N = 8; RMS = 0.217
Figure 47. Independently quantized reconstruction for differentmagnitude and phase levels
levels is worse than that from 8 phase levels and 2, 4 or 6 magnitude levels (Figure 46b).
Also an increase of just 2 phase levels from 8 to 10 reduces the RMS error much more
than an increase of 8 magnitude levels from 8 to 16(Figures 47 & 48). Though the error-
diffused reconstruction is better, its benefit decreases as the number of phase levels is
increased. This is because the average phase of the transform is accurately represented
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(a)
M = 8,N = 2; RMS = 0.246
(c)
M = 8,N=16; RMS = 0.104
(b)
M = 8,N = 8; RMS = 0.113
(d)
M = 10,N = 8; RMS = 0.095
Figure 48. Error-diffused reconstruction for differentmagnitude and phase levels
even in the case of independent quantization. The expectation is that the performance of
both methods would be equivalent ifM is somewhat larger than 16.
Combinations of these variations were investigated wherein the number of
magnitude and phase levels are equal (Figure 49). This implies that the cell size is
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increased symmetrically in both directions from a 2x2 cell to a 16x16 cell. The result
shows a steady decrease in the RMS error because of a steady decrease in quantization
error in the Fourier domain. But in reality, an increase in the cell size reduces the number
of samples for a fixed space-bandwidth product, and so the sampling error would
increase. The trend in the quantization error is very similar to that in Figure 46b, once
again demonstrating that a more faithful representation of phase results in a more faithful
output. These experiments are valid only for Lohmann holograms. For example, the Lee
and Burckhardt algorithms would represent the complex amplitudes more efficiently in
4x4 and 3x3 cells, since the amplitudes are projected onto two phase states instead of
being quantized. As expected, reconstructions from Lee's algorithm with only four
magnitude levels exhibited an improvement in RMS error (Figure 50) for both
independently quantized and error-diffused reconstructions (0.412 and 0.268
respectively). One can see a big improvement in the case of independently quantized
output (decrease in the RMS error by nearly a factor of 2) and not so significant in the
error diffused methods. Figure 50b shows that there is clearly a region at the center
where the error-diffused reconstruction is free from the "random noise
pattern"
even with
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Figure 49. Effect ofvarying both the number ofmagnitude and phase levels
(a) (b)
(c) (d)
Figure 50 (a) Independently quantized reconstruction using Lohmann algorithm withM, N=4 (b) Error-
diffused reconstruction using Lohmann algorithm withM, N=4 (c) Independently quantized reconstruction
using Lee algorithm withN=4 (d) Error-diffused reconstruction using Lee algorithm with N=4
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RMS Error vs. Object Size:
A critical factor in determining the performance of either quantization method is
the size of the object relative to that of the frame. As a measure of the varying sizes, a
simple ratio is calculated:
Ratio (R)
=
0bJect Linear Size (pixels)
(5 15)
Frame Linear Size (pixels)
For a 63x64 image in a 256x256 frame,
R * = 0.25 (5.16)
256
A smaller ratio between the object and the frame size yields better reconstruction because
it results in less aliasing error and ensures a slow variation in complex amplitude between
adjacent samples in the frequency domain. The benefit of error diffusion is therefore
greaterwhen the ratio R is small since it does a better job in preserving the low-frequency
terms. In this experiment, the frame size is fixed to 256x256 and the object size is
varied from 20x20 to 256x256. The
"standard"
cell size of 8x8 was used in all cases.
Fixing the frame size ensures that the hologram size is held constant. Figure 51
illustrates the results from the two different types of quantization. The reconstruction
error from independent quantization increases in approximately linear fashion as the ratio
R is increased, evident from the linear regression fit. The intercept of 0.1373 indicates
the amount of error from the hologram generation process. The error in error-diffused
reconstructions, on the other hand, increases slowly for smaller ratios and rises more
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sharply and eventually becomes worse than that for independently quantized
reconstructions. ED reduces the error in the low-frequency region, and enhances error at
high frequencies in the reconstruction. If the object spectrum itself contains a lot of high-
frequency information (as for large R), the reconstruction error increases. In the opposite
sense, one could specify the maximum object size for a fixed hologram size (2048x2048
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Ratio of object size to frame size
Figure 51. Effect ofvarying the size of the object
with the frame size fixed to 256x256 and with M, N =
86
Gamut ofQuantization States:
The anticipated benefit of error-diffused quantization in CGH with the printing
constraint can be visualized by considering a synthetic example (Figure 52). The circles
represent the available quantization levels and x's specify the locations of a sequence of
sixteen samples of a function to be encoded. The samples, generated from a circle of
radius 0.15 centered at (-0.2, 0.05), lie in the forbidden zone of the complex plane. The
samples assigned to each quantization level is indicated by the corresponding number.
Note that the sequence of levels generated by independent quantization includes only
three states, while that for error-diffused quantization includes nine so that the sequence
"oscillates"
among levels on either side of the samples. To compare the ability of the
quantization methods to preserve the local mean of the samples, the mean vector of the
sixteen samples was computed for each case. The results summarized in Table 5 indicate
that error diffusion was successful in preserving the mean complex amplitude under the
printing constraints for several input objects, where
the phase of the Fourier transform
changes slowly from sample to sample. A study of the
effect of error diffusion on
holograms with rapid phase change has not been performed. Similar experiments were
conducted for 2-D images of size approximately 45x45 placed in a 256x256 array.
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-1.0 -0.5 0.5 1.0
(a)
(b)
Figure 52. Argand diagram illustrating sequences ofquantized states for Lohmann holograms with 3x3
minimum nonzero printable aperture. Circular spots represent the available quantization levels. The levels
obtained with independent quantization shown in (a), those for error-diffused quantization in (b)
Fourier Domain Original Thresholded Error Diffused
CIRCLE (1-D)
Avg. Real -0.200 -0.079 -0.160
Avg. Imag 0.050 -0.012 0.051
Avg. Mag 0.206 0.080 0.168
Avg. Phase (rad) 2.897 -2.991 2.833
PETRA (2-D)
Avg. Real -0.00539 0.03123 -0.00513
Avg. Imag 0.00234 0.01858 0.00246
Avg. Mag 0.00588 0.03634 0.00569
Avg. Phase (rad) 2.73170 0.53672 2.69480
E Image (2-D)
Avg. Real -0.00897 0.02499 -0.00869
Avg. Imag 0.00391 0.02192 0.00404
Avg. Mag 0.00978 0.03325 0.00959
Avg. Phase (rad) 2.73022 0.72004 2.70683
WEDGE (2-D)
Avg. Real -0.00696 0.03119 -0.00669
Avg. Imag 0.00304 0.02097 0.00329
Avg. Mag 0.00759 0.03758 0.00745
Avg. Phase (rad) 2.73051 0.59179 2.68471
Table 5. Mean ofvarious measures ofcomplex amplitude
Similar improvement also is expected in local and gap correction techniques,
though not so significantly since the error generated in the conventional method also is




states) under global constraint is increased considerably in the case of error diffused
quantization (Figure 53b) when compared to independent quantization (Figure 53a).
Area ofthe entire gamut under noprinting constraint
= 8 xArea ofeach octant
Area ofeach octant
= 0.5 x (2 x sin(22.5 )) x cos(22.5) = 0.3534
Total area covered 8x0.3534 2.827
Therefore the percentage of samples quantized to the
"correct"
amplitude, when all the 65





Figure 53. Gamut ofquantization states for (a) independent quantization and (b) error diffused
quantization under the printing constraints
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While considering the global constraint, fraction of samples having incorrect phases due
to independent quantization is 25%. With error diffused quantization, more samples can
be represented accurately (Figure 53b). In order to get a rough estimate of the increase in
area covered due to ED, the shaded region shown in the figure was calculated.








Therefore, less than 8% of the sample (out of 25% in the forbidden zone) would end up
having incorrect phase due to ED i.e. just one-third of incorrect phases, explaining to a
certain extent the improvement in the quality of reconstruction (Table 4). It is also
interesting to note that a magnitude of 0.383 (larger than the minimum aperture height
constraint, 0.375) can be represented with the help ofED.
5.3 Fourier Magnitude Underquantization
The concept of increasing the gamut of available complex amplitude states to
reduce the magnitude quantization error motivated the use of nonuniform quantization.
Recall that more light is transmitted per cell if the aperture is enlarged along the phase
direction [Brown et al, 1969]. A similar idea was
applied along the magnitude direction.















Uniform Quantization ( p = 1.0)
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Figure 54 Effect ofunderquantization on the Fouriermagnitude histogram of the image with added
random phase
random noise is a Rayleigh distribution (eq. 5.17), i.e. most of the complex amplitudes






where r is the magnitude of the complex amplitude. The major contribution to the error
therefore comes from incorrect quantization of the smaller magnitudes. The goal of the
nonuniform quantization is to generate a distribution with a
"flatter"
histogram to achieve
maximum quantization efficiency. A simple method is to multiply all the normalized
magnitudes by a factor p > 1, quantize the magnitudes uniformly between 0 and 1, and
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threshold all magnitudes exceeding 1 to 1. This technique is referred as
"underquantization"
since the larger magnitude levels are not accurately quantized. A
similar idea was suggested earlier by Lohmann and Paris [1967] for better printing of
holograms of objects without a random phase and by Squires and Allebach [1983] for
finding the optimal quantizer. Underquantization of the Fourier magnitude reduces the
overall quantization error for p 1. The error increases for large p because the error for
higher magnitudes outweighs the improvement in the lower magnitude region. In
extreme cases, underquantization results in useful coding of high-frequency information
only. Figure 55 demonstrates the effect of underquantization on the Fourier amplitude of
a simple 1-D object. The smaller magnitudes in the high frequency region have been
amplified considerably; although the improvement is more visible in the 2-D case. The
figure on the left shows the independently quantized magnitude of the object, while the





















Figure 55. Effect ofunderquantization on the magnitude of the Fourier transform
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From the first experiment (RMS error vs. number of quantization level), it is clear
that increasing the number of magnitude quantization levels results in minor
improvements in the reconstruction and therefore the reduction in the reconstruction error
from underquantization might not be significant. Moreover, the relative amplification of
the high-frequency content of the image inherently curtails the performance of error
diffusion since ED is known to emphasize the high-frequency noise [Van den Bulck,
1994]. The underquantization allows the modeled printing constraints to be incorporated
into the quantization process. By reducing the number of samples with amplitudes falling
in the lower magnitude region, the number of samples affected by the magnitude
constraint would also reduced and so the reconstruction should be improved. Figure 54
shows the histogram of the Fourier magnitude of the image with added random phase
placed in a 256x256 frame size, after eight levels of uniform quantization and
underquantization (normalization factor p
= 1.5 and 2.0). The samples with magnitude
greater than 1 are underquantized. A 3x3 printing model is assumed and so quantized
magnitudes lying between 0.0625 and 0.3125 are not printable. Though there are only
nine distinct values (including the zero level) for the histogram, intermediate points are
interpolated and a smooth curve is drawn to illustrate the shape of the distribution.
Clearly underquantization reduces the number of
samples falling in the forbidden zone.
The benefit of underquantization can be estimated easily. To model the Fourier
magnitude Rayleigh distribution given by eq. 5.17, the mean and standard deviation of the
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complex amplitudes before quantization were calculated (eq. 5.18) as
Mean p. = 0.2601 p a = J-p. = 0.2075p (5.18)
where p is the normalization factor and a is the Rayleigh distribution parameter.
With the help of this model, an estimate of the percentage of samples forbidden by











= 1.50, cy = 0.3112, Samplesforbidden = 37.60%
For p
= 2.00, a = 0.4150, Samplesforbidden = 23.56%
Similar to the earlier calculation (eq. 5.19), the percentage of samples underquantized
(psu) could also be computed (eq. 5.20).
For p






= 0.31 12, psu




or 347 out of256x256 samples
For p
= 2.00, a = 0.4150, psu
= 5.18% or 3397 out of256x256 samples
And so it can be seen that with an increase in the normalization factor p, samples with
lower amplitudes are affected by the constraint. If stretched too far, the effect of
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underquantizing the higher magnitude levels becomes more prominent and the
reconstruction error increases. Figure 56a shows the effect of underquantization of the
complex amplitudes without application of printing constraints. Both forms of
reconstruction remain stable as normalization factors are varied until the psu increases,
when the error increases rapidly. With the increase in the normalization factor, more and
more samples get pushed to the extremes and so the error-diffused quantization stagnates.
This is a common phenomenon as feedback error increases; subsequent samples are
pushed further from the "quantization domain". To find the range of stability,
"overquantization"
was also tested where the complex amplitudes were normalized to a
smaller value (p < 1) and then quantized uniformly to eight levels. Independently
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Figure 56 (a) RMS error and (b) diffraction efficiency of the
reconstruction from Lohmann holograms for
varying levels ofnormalization factors
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which results in a
"skinny"
histogram and increased RMS error. The adaptive error
feedback of ED increases the gamut of quantization states and therefore does not affect
the error significantly. To measure the variation in diffraction efficiency of the
reconstruction, the mean of the object reconstruction was monitored (Figure 56b).
Though its behavior is slightly erratic, the mean level decreases rapidly at a specific
normalization. This explains the trend in the reconstruction error (Figure 56a). In
reality, the brightness of the entire reconstruction
(20482
image) continues to rise, but the
intensity decreases only in the region of interest. While invoking the 3x3 local printing
constraint, the error in the independently quantized reconstruction decreases, thus
supporting the earlier theory; but even the best possible reconstruction has a RMS error of
0.386, which is still worse than that of the original (p
=
1) error-diffused reconstruction
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Figure 57. Reconstruction error of the image with a 3x3 printing constraint using Lohmann hologram for
different normalization factors
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Due to stagnation, ED fails to perform well for normalization level of p > 1.75.
Overquantization of complex amplitudes (0.2 < p < 1.0) increases the reconstruction error
drastically for independent quantization.
The idea of underquantization can be extended very easily to other types of
cell-
oriented holograms and was applied to Lee holograms with 4 magnitude levels (4x4 cells)
and Burckhardt holograms with 3 magnitude levels (3x3 cells). The reconstruction error
(Figure 58) decreases more for both cases than for the Lohmann hologram without
application of any constraint. The performance of error-diffused reconstruction using
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Figure 58. Error in reconstructing without invoking any printing constraint using (a) Lee and (b)
Burckhardt algorithms for different normalization factors
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reconstruction using the Lohmann hologram with 8 magnitude and phase levels (8x8
cells). Also, error-diffused quantization is more stable than independent quantization
over varying levels of quantization; though for extreme normalization levels (large p),
ED performs worse than independent quantization as in the case ofLohmann algorithm.
5.4 Reconstruction OfObjectsWithout Additive Random
Phase
The magnitude of the Fourier transform of a nonnegative real object is large at
zero spatial frequency and decreases rapidly at higher frequencies (Figure 25). Since the
quality of the reconstructed image depends upon the number of quantization levels in
magnitude and phase, the complex magnitudes should be quantized to a large number of
states. The introduction of a random phase into the object helps limit the dynamic range
of the transformed magnitudes by
"flattening"
the magnitude spectrum to a Rayleigh
distribution. This reduced range is then easily represented by fewer quantization levels.
But the addition of a random phase often introduces speckle noise, which is very
common in coherently illuminated diffusely scattering objects. On the other hand,
representation of objects without the addition of a random phase requires a large number
of quantization levels to preserve the large range of intensity variations present in the
transform. Ifuniformly quantized to a limited
number ofmagnitude states, many samples
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at higher frequencies are quantized to zero. Increasing the number of quantization levels
restores some of the missing information, but this increases the cost of the computation
and reduces the number of samples thatmay be printed by a specific device.
Independent quantization of an object without the additive random phase yields a
reconstruction which appears to be a lowpass-filtered version of the original image
(Figure 59a). By using error-diffused quantization, some of the missing high-frequency
components are restored due to feedback of the error for subsequent compensation at
neighboring samples (Figure 59b). The inherent property of ED to enhance edges
preserves the complex amplitude of the transform and results in a more recognizable
image. The results are improved when coupled with underquantization. As the
normalization factor is increased, the high frequency components (which have smaller
(a) (b)
Figure 59 (a) Independently quantized (b)
Error-diffused reconstructions after uniform quantization of
the image without added random phase
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magnitudes) are reinforced. Holograms of the same object were generated without the
additive random phase and with various normalization factors (Figure 60). No printing
constraints were invoked. Error-diffused reconstruction was always better than the
conventional method. The
"optimal"
reconstruction is achieved for a normalization
factor p
=
2.5, which is close to the value of 3 suggested by Lohmann [1967]. Figure 61
compares the reconstructed images from the two types of quantization for a normalization
factor of 2.5. The reconstruction from independent quantization is hardly recognizable
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Figure 60 Effect ofunderquantization on reconstruction with no added random




Figure 61 Reconstructed images without added random phase for p
= 2.5 from (a) independent
quantization (b) Error-diffused quantization
Addition of random phase and smaller object size (experiment 2) ensures slow
variations between samples in the Fourier domain and a better reconstruction. Therefore,
for better reconstruction of objects without added random phase, the object spectrum
should containmostly low frequency information and/or the object must be small relative
to the frame size. To test the theory, the smaller (44x47)
"petra"
object was
reconstructed without the addition of random phase for two normalization factors, p
= 1
and 2.5 (figure 62). The results show an
"improved"
quality of reconstruction using
error-diffused reconstruction. When coupled with underquantization, the adaptive
feedback capability of error diffusion preserves the dynamic range more efficiently and




Figure 62. Reconstruction without random phase from Lohmann hologram (a) Independently quantized
reconstruction with p
=
1, RMS Error: 0.708 (b) Error-diffused reconstruction with p
=
1, RMS Error:
0.266 (c) Independently quantized reconstruction with p
=
2.5, RMS Error: 0.516 and (d) Error-diffused
reconstructionwith p
=




A method for incorporating device constraints into the calculation of cell-oriented
CGHs by using a modified error diffusion algorithm has been described. Error diffusion
is a flexible tool to eliminate nonprintable output states in the CGH. The advantage of
the proposed scheme is that the printability constraints do not have to be incorporated into
the calculation of the complex wave amplitude, but can be completely contained in the
subsequent quantization step for the CGH. The quantization noise of the reconstruction
while invoking printing constraints can be steered away by using an appropriate error
distribution scheme. Significant improvements in the quality of the reconstructed images
are demonstrated when error-diffused quantization is used, with little penalty in the
brightness of the reconstructed image.
The robustness of the two quantization processes has been investigated for
varying object sizes, printing and quantization
conditions. Error diffusion does a better
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job in preserving the mean of the complex Fourier amplitude and hence performs better
under most
"normal"
quantization conditions. The use of nonuniform quantization
further improves the reconstruction. When pushed to higher normalization factors, error-
diffused quantization stagnates, resulting in a poor reconstruction. The ability of error
diffusion to represent a larger dynamic range with fewer quantization levels allows
objects to be reconstructed without a random phase.
FutureWork:
The suggestions for future work are listed below:
1. Different error distribution weights could be investigated to determine the
optimum set ofweighting coefficients.
2. By placing the object at different offsets in the zero-padded arrays, the rate of
change between Fourier samples could be varied. This would then give an
estimate for a suitable carrier and the robustness of the quantization process.
3. A study of implementing cell-oriented holograms with 1x8 cells, having eight
phase levels and magnitudes represented as gray levels (gray-tone hologram),
could be done. As an extension the breakpoint between point-oriented and cell-
oriented holograms could be investigated.
4. The idea of having randomized apertures in point-oriented holograms could be
applied while invoking the local constraint in cell-oriented holograms, i.e.
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apertures could be pseudo-randomly positioned within a cell along the magnitude
direction. Figure 63 illustrates two neighboring samples that are affected due to
local constraint. In the current approach, the aperture in the cell on the right would
be shifted (phase shift) resulting in phase error, while in the modified approach the
same aperture is positioned on the top of the cell and thus preserving the phase.
The expectation is to obtain a more closer representation of the complex amplitude
and so a better spatial reconstruction.
super pixel or cell
apertures
Current approach Modified approach
Figure 63. The effect of local constraint on the current and modified approaches
5. The concept ofmodel-based correction could be easily extended to Liquid Crystal
Displays (Li, et al, 1995). An approximate model of the LCTV has to be
determined and used in the adaptive quantization process. If necessary, an iterative
error diffusion process could also be invoked.
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6. The advantage of reconstructing objects without additive random phase using error
diffusion could be extended for some practical application like optical pattern
recognition.
7. Finally the results from this study could be applied to other two-dimensional or
three-dimensional error propagation algorithms like color error diffusion.
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