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a b s t r a c t
Weconsider several parallel-machine scheduling problems inwhich the processing time of
a job is a (simple) linear increasing function of its starting time and jobs can be rejected by
paying penalties. The objective is to minimize the scheduling cost of the accepted jobs plus
the total penalty of the rejected jobs. Three variations of the scheduling cost are considered
in this paper. The first is the makespan, the second is the total weighted completion time
(for simple linear deterioration), and the third is the total completion time. For the former
two problems, we propose two fully polynomial-time approximation schemes to solve
them when the number of machines is fixed. For the last problem, we present an optimal
O(n2)-time dynamic programming algorithmwhen the deteriorating rates are equal for all
jobs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For most scheduling problems, it is assumed that the processing times of jobs are fixed parameters [3,25]. However,
this assumption is not appropriate for the modelling of many modern industrial processes where the processing time of
a job may deteriorate while waiting to be processed. Examples can be found in maintenance scheduling, steel production,
cleaning assignment, fire fighting, hospital emergency wards, resource allocation, etc, in which any delay in processing a
job may result in an increasing effort to accomplish the job. Such situations may also occur when the machines gradually
lose efficiency in the course of processing jobs, so that jobs processed later require a longer processing time. The reader is
referred to [20,5,23,24] for more practical motivations to model job deterioration in such a manner.
At the same time, classical scheduling problems routinely assume that all the jobs must be scheduled on somemachines
so as to optimize a particular optimality criterion. In the real world, however, thingsmay bemore complicated. For example,
due to limited resources or limited available capacity, the schedulermay choose only a subset of these tasks to be scheduled,
while perhaps incurring some penalty for the jobs that are not scheduled, i.e., ‘‘rejected’’. Knapsack is a ‘‘pure’’ instance of
the problem, where we only care about the subset to ‘‘accept’’.
In this paper, we study several parallel-machine scheduling problems in which the scheduler can choose a subset of all
the tasks to be scheduled in a deteriorating processing environment and reject (not schedule) others by paying penalties.
1.1. Problem description
Consider a system with an independent job set J = { J1, J2, . . . , Jn}, and m ≥ 2 identical parallel machines M1,
M2, . . . ,Mm. Each machine is continuously available for processing at time 0 onwards and can handle at most one job at a
time. Each job Jj (j = 1, 2, . . . , n) is either rejected with a rejection penalty ej having to be paid, or accepted and processed
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on one of them identical parallel machines. Pre-emption is not allowed and the job processing times deteriorate linearly as
an increasing function of their starting times. Denote by S and S = J \ S the set of accepted jobs and the set of rejected jobs,
respectively.
The scheduling problem with linear deteriorating jobs and rejection on m identical parallel machines can be stated as
follows. All jobs are simultaneously available at time 0. Each job Jj is associated with a normal processing time aj, and a
deteriorating rate bj. The actual processing time pj of job Jj starting at time t is given by pj = aj + bjt . Specifically, for
each job, we must decide whether to accept that job or reject it. The accepted jobs are to be scheduled on the m parallel
machines so as to optimize a particular criterion, and the rejected jobs are to be paid by their rejection penalties. Denote by
Cj the completion time of the accepted job Jj. We study the problem of minimizing the makespan of the accepted jobs (i.e.,
Cmax(S) = max{Cj : Jj ∈ S}) plus the total penalty of the rejected jobs. Using the three-field notation of Graham et al. [13],
the problem is denoted by Pm|pj = aj + bjt|Cmax(S)+∑S ej, wherem is a fixed constant.
When all jobs are associated with a common deteriorating rate b (i.e, bj = b for j = 1, 2, . . . , n), we consider the
problem of minimizing the total completion time (i.e.,
∑
S Cj) of the accepted jobs plus the total penalty of the rejected jobs.
The corresponding problem is denoted by P|pj = aj + bt|∑S Cj +∑S ej, wherem is a variable.
We also consider the scheduling problem with simple linear deteriorating jobs and rejection on m identical parallel
machines. Each job Jj is associated with a weight wj, a deteriorating rate bj, and a job-independent release date t0 > 0,
i.e., rj = t0 for j = 1, 2, . . . , n. We assume, as in [23,24,6], that the actual processing time of job Jj starting at time t is
pj = bjt . The assumption ‘‘t0 > 0’’ is made here to avoid the trivial case of t0 = 0 (when t0 = 0, the completion time of each
job will be 0). Again, we must decide, for each job Jj, whether to accept or reject it. The objective is to minimize the total
weighted completion time of the accepted jobs plus the total penalty of the rejected jobs. The problem under consideration
is Pm|pj = bjt, rj = t0|∑S wjCj +∑S ej.
1.2. Relevant previous work
There has been much work on scheduling deteriorating jobs without rejection to minimize a certain objective function.
The first study on scheduling jobs with starting time dependent processing times was due to Melnikov and Shafransky
[22]. Reviews of this area of research were provided by Alidaee and Womer [2], and Cheng et al. [7]. The monograph by
Gawiejnowicz [12] includes detailed discussion of time-dependent scheduling from different perspectives and covers the
results not mentioned in these reviews. For the simplest variant of problem 1|pj = aj + bjt|Cmax, Gupta and Gupta [14]
showed that sequencing the jobs in nondecreasing order of aj/bj is optimal. An FPTAS was presented by Kang and Ng [17]
for the NP-hard scheduling problem Pm|pj = aj + bjt|Cmax. Chen [6] showed that P2|pj = bjt, rj = t0|∑ Cj is NP-hard
and an FPTAS was given by Ji and Cheng [16] for Pm|pj = bjt, rj = t0|∑ Cj. An algorithm A is a ρ-approximation (ρ ≥ 1)
algorithm for a minimization problem if it produces a solution that is at most ρ times the optimal one (ρ is also referred to
as the worst-case ratio). A family of algorithms {A :  > 0} is called a fully polynomial-time approximation scheme (FPTAS)
if, for each  > 0, the algorithm A is a (1 + )-approximation algorithm running in polynomial time in the input size
and 1/.
The machine scheduling problem with rejection was first considered by Bartal et al. [4]. They studied both the off-line
and on-line versions of scheduling problem with rejection on identical parallel machines. The objective is to minimize the
sum of the makespan of the accepted jobs and the total penalty of the rejected jobs. Since then, scheduling problems with
rejection have received increasing attention (see, e.g., [26,11,10,15,9,28], etc.)
To the best of our knowledge, the only previous work on deteriorating jobs scheduling that includes rejection is [8]. They
focused on the problem of scheduling deteriorating jobs with rejection on a single machine. Their aims are to minimize the
makespan, the total weighted completion time and the maximum lateness/tardiness of the accepted jobs plus the total
penalty of the rejected jobs. They showed that all these problems are NP-hard. For the simple linear deteriorating jobs,
pseudo-polynomial-time algorithms and fully polynomial-time approximation schemes are established to solve them; and
optimal polynomial-time dynamic programming algorithms are constructed for some special cases of linear deteriorating
jobs. In this paper, we focus our attention on the parallel machines.
1.3. Organization of the paper
In Section 2, we consider the problem of minimizing the makespan of the accepted jobs plus the total penalty of the
rejected jobs. We present a fully polynomial-time approximation scheme for Pm|pj = aj + bjt|Cmax(S)+∑S ej.
In Section 3,we consider the problemofminimizing the totalweighted completion timeof the accepted jobs plus the total
penalty of the rejected jobs.We first give a fully polynomial-time approximation scheme for Pm|pj = bjt, rj = t0|∑S wjCj+∑
S ej. Then we provide an optimal O(n
2)-time dynamic programming algorithm for P|pj = aj + bt|∑S Cj +∑S ej.
In Section 4, we conclude the paper and suggest some topics for future research.
2. Makespan minimization with rejection
Let 0 <  ≤ 1 be an arbitrary small rational number, and let m ≥ 2 be an integral value. Throughout this section, we
assume that aj, bj and ej (j = 1, 2, . . . , n) are all integral.
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When rejection is not allowed, Gupta and Gupta [14] showed that the nondecreasing order of aj/bj is optimal for problem
1|pj = aj + bjt|Cmax, which leads to the following lemma.
Lemma 2.1. There exists an optimal job sequence for Pm|pj = aj+ bjt|Cmax(S)+∑S ej such that on each machine the accepted
jobs are sequenced in nondecreasing order of aj/bj.
Based on Lemma 2.1, it is natural to consider the jobs in nondecreasing order of aj/bj. So we index the jobs such that
a1/b1 ≤ a2/b2 ≤ · · · ≤ an/bn. We introduce variables xj, j = 1, 2, . . . , n, where xj = k if job Jj is scheduled on machine
Mk, k = 1, 2, . . . ,m, and xj = 0 if job Jj is rejected. Let X be the set of all vectors x = (x1, x2, . . . , xn)with xj ∈ {0, 1, . . . ,m},
and j = 1, 2, . . . , n. We define the following initial and recursive functions on X:
f i0(x) = 0, i = 1, 2, . . . ,m;
g0(x) = 0;
f ij (x) = f ij−1(x)+ aj + bjf ij−1(x) for xj = i;
f ij (x) = f ij−1(x) for xj 6= i;
gj(x) = gj−1(x)+ ej for xj = 0;
gj(x) = gj−1(x) for xj 6= 0;
F(x) = gn(x)+ max
i=1,2,...,m
f in(x).
Notice that none of f ij (i = 1, 2, . . . ,m) and gj depend on xj+1, . . . , xn, where f ij (x) is the maximum completion time of
machine Mi for the accepted jobs among J1, J2, . . . , Jj, and gj(x) is the total penalty of the rejected jobs among J1, J2, . . . , Jj.
Thus, problem Pm|pj = aj + bjt|Cmax(S)+∑S ej reduces to the following problem:
Minimize F(x) for x ∈ X .
First, we present the procedure Partition(A, h, δ) proposed by Kovalyov and Kubiak [18,19], where A ⊆ X , h is a non-
negative integer function on X , and 0 < δ ≤ 1. This procedure partitions A into disjoint subsets Ah1, Ah2, . . . , Ahkh such that
|h(x) − h(x′)| ≤ δmin{h(x), h(x′)} for any x, x′ from the same subset Ahj , j = 1, 2, . . . , kh. The following description gives
the details of Partition(A, h, δ).
Procedure Partition(A, h, δ)
Arrange vectors x ∈ A in order x(1), x(2), . . . , x(|A|) such that 0 ≤ h(x(1)) ≤ h(x(2)) ≤ · · · ≤ h(x(|A|)).
Assign vectors x(1), x(2), . . . , x(i1) to set Ah1 until a certain i1 is found such that h(x
(i1)) ≤ (1+δ)h(x(1)) and h(x(i1+1)) >
(1+ δ)h(x(1)). If such an i1 does not exist, then set Ah1 = A and stop.
Assign vectors x(i1+1), x(i1+2), . . . , x(i2) to set Ah2 until a certain i2 is found such that h(x(i2)) ≤ (1 + δ)h(x(i1+1)) and
h(x(i2+1)) > (1+ δ)h(x(i1+1)). If such an i2 does not exist, then set Ah2 = A \ Ah1 and stop.
Continue the above construction until x(|A|) is included in Ahkh for some kh.
Clearly, Procedure Partition requires O(|A| log |A|) operations to arrange the vectors of A in nondecreasing order of h(x)
and O(|A|) operations to provide a partition. The main properties of Partition(A, h, δ) that will be used in development of
our FPTAS were presented in [18,19] as follows.
Lemma 2.2. |h(x)− h(x′)| ≤ δmin{h(x), h(x′)} for any x, x′ ∈ Ahj , j = 1, 2, . . . , kh.
Lemma 2.3. kh ≤ log h(x|A|)/δ + 2 if h(x|A|) ≥ 1.
Furthermore, we need the following lemma which was presented in [10].
Lemma 2.4. For any 0 < x ≤ 1 and for any integer n ≥ 1, (1+ xn )n ≤ 1+ 2x holds.
Motivated by the idea of Kovalyov and Kubiak [18,19], a formal description of the FPTAS Am for problem Pm|pj =
aj + bjt|Cmax(S)+∑S ej is given below.
AlgorithmAm
Step 1. (Initialization.) Number the jobs such that a1/b1 ≤ a2/b2 ≤ · · · ≤ an/bn. Set Y0 = {(0, 0, . . . , 0)}, g0 = 0, f i0 =
0, i = 1, 2, . . . ,m, and j = 1.
Step 2. (Generation of Y1, Y2, . . . , Yn.) Whence Yj−1 is determined, we generate set Y ′j by adding k, k = 0, 1, . . . ,m, in
position j of each vector from Yj−1. Calculate the following for any x ∈ Y ′j :
f ij (x) = f ij−1(x)+ aj + bjf ij−1(x) for xj = i;
f ij (x) = f ij−1(x) for xj 6= i;
gj(x) = gj−1(x)+ ej for xj = 0;
gj(x) = gj−1(x) for xj 6= 0.
If j = n, then set Yn = Y ′n and go to Step 3.
If j < n, then set δ = /(2(n+ 1)) and perform the following computations.
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Call Partition(Y ′j , f
i
j , δ) (i = 1, 2, . . . ,m) to partition set Y ′j into disjoint subsets Y f
i
1 , Y
f i
2 , . . . , Y
f i
kf i
.
Call Partition(Y ′j , gj, δ) to partition set Y
′
j into disjoint subsets Y
g
1 , Y
g
2 , . . . , Y
g
kg .
Divide set Y ′j into disjoint subsets Yc1,...,cm,d = Y f
1
c1
⋂ · · ·⋂ Y fmcm ⋂ Y gd , c1 = 1, 2, . . . , kf 1; . . .; cm =
1, 2, . . . , kfm ; d = 1, 2, . . . , kg . In each nonempty subset Yc1,...,cm,d, choose a vector x(c1,...,cm,d) such that
gj(x(c1,...,cm,d)) = min{gj(x) : x ∈ Yc1,...,cm,d}.
Set Yj := {x(c1,...,cm,d) : Y f 1c1
⋂ · · ·⋂ Y fmcm ⋂ Y gd 6= ∅, where c1 = 1, 2, . . . , kf 1; . . . ; cm = 1, 2, . . . , kfm; d =
1, 2, . . . , kg}, and set j := j+ 1. Repeat Step 2.
Step 3. (Solution.) Select vector x0 ∈ Yn such that
F(x0) = min{F(x) : x ∈ Yn} = min{gn(x)+ max
i=1,2,...,m
f in(x) : x ∈ Yn}.
Let x∗ = (x∗1, x∗2, . . . , x∗n) be an optimal solution to problem Pm|pj = aj + bjt|Cmax(S) +
∑
S ej. Write x
∗[ j] =
(x∗1, . . . , x
∗
j , 0, . . . , 0) for 1 ≤ j ≤ n. Define L = logmax{n, 1/, amax, 1 + bmax, emax}, where amax = {aj : 1 ≤ j ≤ n},
bmax = {bj : 1 ≤ j ≤ n}, and emax = {ej : 1 ≤ j ≤ n}. We have the following theorem.
Theorem 2.1. Algorithm Am finds x
0 ∈ X for Pm|pj = aj + bjt|Cmax(S) + ∑S ej such that F(x0) ≤ (1 + )F(x∗) in
O(n2m+2Lm+2/m+1) time.
Proof. Suppose that x∗[ j] = (x∗1, . . . , x∗j , 0, . . . , 0) ∈ Yc1,...,cm,d ⊆ Y ′j for some j and c1, . . . , cm, d. By the definition of Am ,
such j always exists, for instance j = 1. AlgorithmAm may not choose x∗[ j] for further construction; however, for a vector
x(c1,...,cm,d) is chosen instead of it. By Lemma 2.2, we have
| f ij (x∗[ j])− f ij (x(c1,...,cm,d))| ≤ δf ij (x∗[ j]), i = 1, 2, . . . ,m,
and
|gj(x∗[ j])− gj(x(c1,...,cm,d))| ≤ δgj(x∗[ j]).
Set δ1 = δ. We consider vectors x∗[ j+ 1] = (x∗1, . . . , x∗j , x∗j+1, 0, . . . , 0) and xˆ(c1,...,cm,d) = (x(c1,...,cm,d)1 , . . . , x(c1,...,cm,d)j , x∗j+1,
0, . . . , 0). For x∗j+1 = i, i ∈ {1, 2, . . . ,m}, we have
| f ij+1(x∗[ j+ 1])− f ij+1(xˆ(c1,...,cm,d))|
= |[ f ij (x∗[ j])+ (aj+1 + bj+1 f ij (x∗[ j]))] − [ f ij (x(c1,...,cm,d))+ (aj+1 + bj+1 f ij (x(c1,...,cm,d)))]|
= |(1+ bj+1)(f ij (x∗[ j])− f ij (x(c1,...,cm,d)))|
≤ (1+ bj+1)δf ij (x∗[ j])
≤ δ1[ f ij (x∗[ j])+ (aj+1 + bj+1 f ij (x∗[ j]))]
= δ1 f ij+1(x∗[ j+ 1]).
For x∗j+1 = 0, we have
|gj+1(x∗[ j+ 1])− gj+1(xˆ(c1,...,cm,d))| = |[gj(x∗[ j])+ ej+1] − [gj(x(c1,...,cm,d))+ ej+1]|
≤ δgj(x∗[ j]) ≤ δ1gj+1(x∗[ j+ 1]).
Similarly, we have
| f ij+1(x∗[ j+ 1])− f ij+1(xˆ(c1,...,cm,d))| ≤ δ1 f ij+1(x∗[ j+ 1]) for x∗j+1 6= i,
and
|gj+1(x∗[ j+ 1])− gj+1(xˆ(c1,...,cm,d))| ≤ δ1gj+1(x∗[ j+ 1]) for x∗j+1 6= 0.
As a consequence, we have
| f ij+1(x∗[ j+ 1])− f ij+1(xˆ(c1,...,cm,d))| ≤ δ1 f ij+1(x∗[ j+ 1]), i = 1, 2, . . . ,m, (1)
and
|gj+1(x∗[ j+ 1])− gj+1(xˆ(c1,...,cm,d))| ≤ δ1gj+1(x∗[ j+ 1]). (2)
This leads to
f ij+1(xˆ
(c1,...,cm,d)) ≤ (1+ δ1)f ij+1(x∗[ j+ 1]), i = 1, 2, . . . ,m, (3)
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and
gj+1(xˆ(c1,...,cm,d)) ≤ (1+ δ1)gj+1(x∗[ j+ 1]). (4)
Assume that xˆ(c1,...,cm,d) ∈ Ya1,...,am,b ⊆ Y ′j+1 and Algorithm Am chooses x(a1,...,am,b) ∈ Ya1,...,am,b instead of xˆ(c1,...,cm,d) in
the (j+ 1)th iteration. From (3) and (4) and by Lemma 2.2, for i = 1, 2, . . . ,m, we have
| f ij+1(xˆ(c1,...,cm,d))− f ij+1(x(a1,...,am,b))| ≤ δf ij+1(xˆ(c1,...,cm,d)) ≤ δ(1+ δ1)f ij+1(x∗[ j+ 1]), (5)
and
|gj+1(xˆ(c1,...,cm,d))− gj+1(x(a1,...,am,b))| ≤ δgj+1(xˆ(c1,...,cm,d)) ≤ δ(1+ δ1)gj+1(x∗[ j+ 1]). (6)
From (1) and (5), for i = 1, 2, . . . ,m, we obtain
| f ij+1(x∗[ j+ 1])− f ij+1(x(a1,...,am,b))|
≤ | f ij+1(x∗[ j+ 1])− f ij+1(xˆ(c1,...,cm,d))| + | f ij+1(xˆ(c1,...,cm,d))− f ij+1(x(a1,...am,b))|
≤ (δ1 + δ(1+ δ1))f ij+1(x∗[ j+ 1])
= (δ + δ1(1+ δ))f ij+1(x∗[ j+ 1]). (7)
Similarly, from (2) and (6), we obtain
|gj+1(x∗[ j+ 1])− gj+1(x(a1,...,am,b))| ≤ (δ + δ1(1+ δ))gj+1(x∗[ j+ 1]). (8)
Set δl = δ + δl−1(1+ δ), l = 2, 3, . . . , n− j+ 1. From (7) and (8), we have
| f ij+1(x∗[ j+ 1])− f ij+1(x(a1,...,am,b))| ≤ δ2 f ij+1(x∗[ j+ 1]), i = 1, 2, . . . ,m,
and
|gj+1(x∗[ j+ 1])− gj+1(x(a1,...,am,b))| ≤ δ2gj+1(x∗[ j+ 1]).
By repeating the above argument for j+ 2, . . . , n, we can eventually show that there exists x′ ∈ Yn such that
| f in(x′)− f in(x∗)| ≤ δn−j+1 f in(x∗), i = 1, 2, . . . ,m,
and
|gn(x′)− gn(x∗)| ≤ δn−j+1gn(x∗).
From Lemma 2.4, we have
δn−j+1 ≤ δ
n∑
j=0
(1+ δ)j = (1+ δ)n+1 − 1 =
(
1+ 
2(n+ 1)
)n+1
− 1 ≤ .
Therefore,
f in(x
′) ≤ (1+ δn−j+1)f in(x∗) ≤ (1+ )f in(x∗), i = 1, 2, . . . ,m, (9)
and
gn(x′) ≤ (1+ δn−j+1)gn(x∗) ≤ (1+ )gn(x∗). (10)
From (9) and (10), we have
F(x′) = gn(x′)+ max
i=1,2,...,m
f in(x
′)
≤ (1+ )gn(x∗)+ max
i=1,2,...,m
(1+ )f in(x∗)
= (1+ )F(x∗).
So, in Step 3 of AlgorithmAm , vector x
0 will be chosen such that
F(x0) ≤ F(x′) ≤ (1+ )F(x∗).
The time complexity of AlgorithmAm can be established by noting that the most time-consuming operation of iteration
j of Step 2 is a call of procedure Partition, which requires O(|Y ′j | log |Y ′j |) time to complete. To estimate |Y ′j |, recall that
|Y ′j+1| ≤ (m+ 1)|Yj| ≤ (m+ 1)kf 1kf 2 . . . kfmkg . By Lemma 2.3, we have kf i ≤ 2(n+ 1) log(namax(1+ bmax)n)/+ 2 ≤ 2(n+
1)(n+2)L/+2 for i = 1, 2, . . . ,m, and kg ≤ 2(n+1) log(nemax)/+2 ≤ 4(n+1)L/+2. Thus, |Y ′j | = O(n2m+1Lm+1/m+1),
and |Y ′j | log |Y ′j | = O(n2m+1Lm+2/m+1). Therefore, AlgorithmAm runs in O(n2m+2Lm+2/m+1) time. 
Corollary 2.1. AlgorithmA1 finds x
0 ∈ X for 1|pj = aj + bjt|Cmax(S) +∑S ej such that F(x0) ≤ (1 + )F(x∗) in O(n4L3/2)
time.
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3. Total weighted completion time minimization with rejection
In this section, we study the scheduling problem of minimizing the total weighted completion time of the accepted jobs
plus the total penalty of the rejected jobs.
3.1. Scheduling simple linear deteriorating jobs
In this subsection, we focus our attention on the simple linear deterioration. We derive a fully polynomial-time
approximation scheme for problem Pm|pj = bjt, rj = t0|∑S wjCj +∑S ej. This is done by applying the ‘‘rounding-the-
input-data’’ technique of Woeginger [27] to a given problem instance. Specifically, the FPTAS is designed by considering the
modified deteriorating rates of the accepted jobs. The definition of the modified deteriorating rates involves a geometric
rounding technique developed by Afrati et al. [1]. The rounding technique is stated as follows:
For any ′ > 0 and x ≥ 1, if (1+ ′)k−1 < x < (1+ ′)k, then we define dxe′ = (1+ ′)k, bxc′ = (1+ ′)k−1. If x is an
exact power of (1+ ′), then bxc′ = dxe′ = x. Note that dxe′ ≤ (1+ ′)x for all x ≥ 1.
For any 0 <  ≤ 1, we define the modified deteriorating rate of job Jj as b′j = d1 + bje′ − 1, where ′ = /2n. Let βj
denote the exponent of 1+ b′j , i.e., 1+ b′j = (1+ ′)βj . Then βj = log d1+bje′log(1+′) = O( n log(1+bj) ).
Lemma 3.1. For any 0 <  ≤ 1, the optimal value for Pm|pj = bjt, rj = t0|∑S wjCj +∑S ej under the modified deteriorating
rates is at most (1+ ) times the optimal value for the same problem under the original deteriorating rates.
Proof. Let σ be an arbitrary feasible schedule for the accepted jobs in S. Consider an arbitrary job Jj ∈ S scheduled on
machine Mi, 1 ≤ i ≤ m. We denote by Bj the set of jobs that are scheduled before job Jj on machine Mi, and by C ′j the
completion time of Jj under the modified deteriorating rates in σ . By the definition of the modified deteriorating rate b′j , we
have 1+ b′j = d1+ bje′ ≤ (1+ ′)(1+ bj). This yields
C ′j = t0
∏
Jk∈Bj∪{ Jj}
(1+ b′k) ≤ t0(1+ ′)|Bj|+1
∏
Jk∈Bj∪{ Jj}
(1+ bk) ≤ (1+ ′)nCj ≤ (1+ )Cj.
The penultimate inequality is justified by noting that Cj = t0∏Jk∈Bj∪{ Jj}(1 + bk) and |Bj| + 1 ≤ |S| ≤ n. The last inequality
follows from Lemma 2.4. As a consequence, we have∑
S
wjC ′j +
∑
S
ej ≤ (1+ )
∑
S
wjCj +
∑
S
ej ≤ (1+ )
(∑
S
wjCj +
∑
S
ej
)
.
Since the above inequality is valid for any S ⊆ J and any feasible schedule σ , the result holds. 
Mosheiov [23] showed that the nondecreasing order of bj/(wj(1 + bj)) is optimal for problem 1|pj = bjt, rj =
t0|∑nj=1wjCj, which leads to the following lemma.
Lemma 3.2. There exists an optimal job sequence for Pm|pj = bjt, rj = t0|∑S wjCj +∑S ej such that on each machine the
accepted jobs are sequenced in nondecreasing order of bj/(wj(1+ bj)).
Based on Lemma 3.1, with (1 + ) loss, we can restrict our attention to the scheduling problem Pm|pj = bjt, rj =
t0|∑S wjCj +∑S ej under the modified deteriorating rates. Furthermore, by the definition of the modified deteriorating
rates, it can be observed that there exists an optimal schedule in which the starting times and completion times of all
accepted jobs are in the form of t0(1+ ′)l, where l is a non-negative integer.
Based on Lemma 3.2, it is natural to consider the jobs in nondecreasing order of bj
wj(1+bj) . Let us index the jobs such that
b1
w1(1+b1) ≤
b2
w2(1+b2) ≤ · · · ≤ bnwn(1+bn) . For simplicity, define∆k = (1+ ′)k. The dynamic programming algorithm is stated
as follows:
Algorithm DP1
Let Φj(L1, L2, . . . , Lm) denote the optimal value when the jobs in consideration are J1, J2, . . . , Jj, and the maximum
completion time of jobs on machineMk is t0∆Lk for k = 1, 2, . . . ,m.
The boundary conditions for the dynamic programming are
Φ0(L1, L2, . . . , Lm) =
{
0, if L1 = L2 = · · · = Lm = 0,
+∞, otherwise.
Now, consider any optimal schedule for jobs J1, J2, . . . , Jj, in which themaximum completion time of jobs onmachineMk
is t0∆Lk for k = 1, 2, . . . ,m. In any such schedule, there are two possible cases: either job Jj is rejected or job Jj is accepted.
Case 1. Job Jj is rejected. ThenΦj(L1, L2, . . . , Lm) = Φj−1(L1, L2, . . . , Lm)+ ej.
Case 2. Job Jj is accepted. Assume that Jj is scheduled onmachineMk, 1 ≤ k ≤ m. In this case, for the accepted jobs among
J1, J2, . . . , Jj−1, the maximum completion time of jobs on machineMi must be t0∆Li for i = 1, . . . , k− 1, k+ 1, . . . ,m, and
be t0∆Lk−βj on machineMk. ThenΦj(L1, L2, . . . , Lm) = Φj−1(L1, . . . , Lk−1, Lk − βj, Lk+1, . . . , Lm)+ t0wj∆Lk .
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Summarizing, we have the following dynamic programming recursion:
Φj(L1, L2, . . . , Lm) = min

Φj−1(L1, L2, . . . , Lm)+ ej,
Φj−1(L1 − βj, L2, . . . , Lm)+ t0wj∆L1 ,
...
Φj−1(L1, . . . , Lk−1, Lk − βj, Lk+1, . . . , Lm)+ t0wj∆Lk ,
...
Φj−1(L1, . . . , Lm−1, Lm − βj)+ t0wj∆Lm .
Note that in the above recursive formula, we only need to consider the cases where Lk ≥ 0 for all k = 1, 2, . . . ,m,
otherwise no feasible schedule exists.
The optimal objective value is given bymin{Φn(L1, L2, . . . , Lm) : 0 ≤ Lk ≤∑nj=1 βj, 1 ≤ k ≤ m}, and the corresponding
optimal schedule can be found by backtracking.
Let L = log(1 + bmax), where bmax = max{bj : 1 ≤ j ≤ n}. In the dynamic programming recursion, we have
n states for j, and at most
∑n
j=1 βj states for each Lk, 1 ≤ k ≤ m. So the total complexity is O(n(
∑n
j=1 βj)m) =
O(n(
∑n
j=1 n log(1+ bj)/)m) = O(n2m+1Lm/m). From the above analysis and description, we have the following theorem.
Theorem 3.1. There exists an FPTAS for problem Pm|pj = bjt, rj = t0|∑S wjCj +∑S ej, which runs in O(n2m+1Lm/m) time.
Note that whenwj = 1 for j = 1, 2, . . . , n, Ji and Cheng provided an FPTAS for problem Pm|pj = bjt, rj = t0|∑ Cj, which
runs in O(n2m+3Tm+2/m+1) time, where T = log(max{n, 1/, 1+ bmax, t0}). The following corollary implies that applying
Algorithm DP1 we can obtain an FPTAS for problem Pm|pj = bjt, rj = t0|∑wjCj with lower running time, even if jobs have
distinct weights.
Corollary 3.1. There exists an FPTAS for problem Pm|pj = bjt, rj = t0|∑wjCj, which runs in O(n2m−1Lm−1/m−1) time, where
L = log(1+ bmax).
Proof. DefineΘj =∑jl=1 βl, j = 1, 2, . . . , n. When rejection is not allowed, Lemmas 3.1 and 3.2 still hold. In this case, we
do not need to record the state variable Lm for Φj(L1, L2, . . . , Lm) in Algorithm DP1. For job Jj, the state variable Lm can be
expressed as Lm = Θj −∑m−1i=1 Li. Hence, Algorithm DP1 runs in O(n(∑nj=1 βj)m−1) = O(n2m−1Lm−1/m−1) time. 
Chen [6] proved that no polynomial-time approximation algorithm exists with a constant worst-case ratio for problem
P|pj = bjt, rj = t0|∑ Cj, which leads to the following remark.
Remark. Unless P = NP , there exists no polynomial-time approximation algorithm with a constant worst-case ratio for
problem P|pj = bjt, rj = t0|∑S Cj +∑S ej.
3.2. Scheduling linear deteriorating jobs
In this subsection, we consider the scheduling problem ofminimizing the total completion time of the accepted jobs plus
the total penalty of the rejected jobs, in which the actual processing time of job Jj starting at time t is given by pj = aj + bt .
For the single machine case, this problem has been studied by Cheng and Sun [8]. They propose an O(n2)-time dynamic
programming algorithm to solve it. We extend their results to the parallel machines and also obtain an O(n2)-time dynamic
programming algorithm. Before presenting our dynamic programming algorithm, we need the following lemmawhich was
obtained by Kuo and Yang [21].
Lemma 3.3. For problem 1|pj = aj + bt|∑ Cj and a job sequence pi = (J1, J2, . . . , Jn), the total completion time of the jobs
under schedule pi is
n∑
j=1
Cj =
n∑
j=1
aj
(
n−j∑
i=0
(1+ b)i
)
.
For problem P|pj = aj+ bt|∑ Cj, Kuo and Yang [21] showed that there exists an optimal schedule in which jobs are first
sorted in nondecreasing order of aj and then one by one the jobs in the sequence are assigned to each machine in turn. So
the following lemma holds.
Lemma 3.4. There exists an optimal schedule for P|pj = aj + bt|∑S Cj +∑S ej in which the accepted jobs are first sorted in
nondecreasing order of aj and then one by one the jobs in the sequence are assigned to each machine in turn.
Algorithm DP2
Let us index the jobs such that a1 ≤ a2 ≤ · · · ≤ an. Assume the number of machines is m. We use Φ(j, k) to denote
the optimal value when the jobs in consideration are Jj, Jj+1, . . . , Jn, and exactly k jobs are accepted and scheduled on them
parallel machines.
S. Li, J. Yuan / Theoretical Computer Science 411 (2010) 3642–3650 3649
The boundary conditions for the dynamic programming are
Φ(n, k) =
{en, k = 0,
an, k = 1,
+∞, otherwise.
Now, consider any optimal schedule for jobs Jj−1, Jj, . . . , Jn, in which exactly k jobs are accepted and scheduled on them
machines. In any such schedules, there are two possible cases: either job Jj−1 is rejected or job Jj−1 is accepted.
Case 1. Job Jj−1 is rejected. ThenΦ(j− 1, k) = Φ(j, k)+ ej−1.
Case 2. Job Jj−1 is scheduled. In this case, by Lemma 3.4, one by one these k accepted jobs in accordance with the accepted
sequence are assigned to eachmachine frombehind in turn. So job Jj−1must be assigned to the dk/me-position counted from
behind on one of the mmachines (it can be observed that this machine is uniquely determined by Lemma 3.4), where dxe
denotes the smallest integer greater than or equal to x. Then, by Lemma 3.3,Φ(j−1, k) = Φ(j, k−1)+aj−1∑d km e−1i=0 (1+b)i.
Summarizing, we have the following dynamic programming recursion:
Φ(j− 1, k) = min
Φ(j, k)+ ej−1,Φ(j, k− 1)+ aj−1
d km e−1∑
i=0
(1+ b)i
 .
The optimal value is given by min{Φ(1, k) : 0 ≤ k ≤ n}, and the corresponding optimal schedule can be found by
backtracking.
The dynamic programming recursion has at most n(n + 1) states, and each recursion runs in constant time. Hence, the
overall time complexity of the algorithm is O(n2). Consequently, we have the following theorem.
Theorem 3.2. Problem P|pj = aj + bt|∑S Cj +∑S ej can be solved in O(n2) time.
4. Conclusions
In this paper, we studied several scheduling problems with deteriorating jobs and rejection. The actual processing
time of a job is a (simple) linear increasing function of its starting time. When the number of machines is fixed, we
presented fully polynomial-time approximation schemes for Pm|pj = aj + bjt|Cmax(S) + ∑S ej and Pm|pj = bjt, rj =
t0|∑S wjCj +∑S ej, respectively. Furthermore, we provided an optimal O(n2)-time dynamic programming algorithm for
P|pj = aj + bt|∑S Cj +∑S ej.
For future research, itwould be interesting to focus on scheduling problemswith jobs ofmore general deterioration types.
Analysis of the scheduling deteriorating jobs with other objectives is another worthy topic for future research. Furthermore,
investigation of the on-line version of this scheduling model is also an interesting research direction.
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