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Abstract
Nowadays, a large number of practical systems in
aerospace and industrial environments are best rep-
resented as hybrid systems that consist of discrete
modes of behavior, each defined by a set of contin-
uous dynamics. These hybrid dynamics make the
on-line fault diagnosis task very challenging. In
this work, we present a new modeling and diagno-
sis framework for hybrid systems. Models are com-
posed from sets of user-defined components using
a compositional modeling approach. Submodels
for residual generation are then generated for a
given mode, and reconfigured efficiently when the
mode changes. Efficient reconfiguration is estab-
lished by exploiting causality information within
the hybrid system models. The submodels can then
be used for fault diagnosis based on residual gen-
eration and analysis. We demonstrate the efficient
causality reassignment, submodel reconfiguration,
and residual generation for fault diagnosis using
an electrical circuit case study.
1 Introduction
Robust and efficient fault diagnosis plays an important role in
ensuring the safe, correct, and efficient operation of complex
engineering systems. Many engineering systems are modeled
as hybrid systems that have both continuous and discrete-
event dynamics, and for such systems, the complexity of
fault diagnosis methodologies increases significantly. In this
paper, we develop a new modeling framework and structural
model decomposition approach that enable efficient online
fault diagnosis of hybrid systems.
During the last few years, different proposals have been
made for hybrid systems diagnosis, focusing on either hy-
brid modeling, such as hybrid automata [1–3], hybrid state
estimation [4], or a combination of on-line state tracking and
residual evaluation [5]. However, in all these cases, the pro-
posed solutions involve modeling and pre-enumeration of the
set of all possible system-level discrete modes, which grows
exponentially with the number of switching components.
Both steps are computationally very expensive or unfeasible
for hybrid systems with complex interacting subsystems.
One solution to the mode pre-enumeration problem is to
build hybrid system models in a compositional way, where
discrete modes are defined at a local level (e.g., at the com-
ponent level), in which the system-level mode is defined
implicitly by the local component-level modes. Since this
allows the modeler to focus on the discrete behavior only at
the component level, the pre-enumeration of all the system-
level modes can be avoided [6, 7]. Additionally, building
models in a compositional way facilitates reusability and
maintenance, and allows the validation of the components
individually before they are composed to create the global
hybrid system model.
In a system model, the effects of mode changes in individ-
ual components may force other components to reconfigure
their computational structures, or causality, during the sim-
ulation process, which requires developing efficient online
causality reassignment procedures. As an example of this
kind of approach, Hybrid Bond Graphs (HBGs) [8] have
been used by different authors [9, 10], and efficient causality
reassignment has been developed previously for such mod-
els [11]. However, the main limitation of HBGs is that the
set of possible components is restricted (e.g., resistors, ca-
pacitors, 0-junctions, etc.), with each component having to
conform to a certain set of mathematical constraints, and
modelers do not have the liberty to define and use their own
components. Another example is that of [7], which uses a
more general modeling framework, and tackles the causality
reassignment problem from a graph-theoretic perspective.
In this work, we propose a compositional modeling ap-
proach for hybrid systems, where models are made up of
sets of user-defined components. Here, a component is con-
structed by defining a set of discrete modes, with a different
set of mathematical constraints describing the continuous
dynamics in each mode. Then, we borrow ideas for efficient
causality reassignment in HBGs [11], and propose algorithms
for efficient causality assignment in our component-based
models, extending and generalizing those from HBGs. We
then apply structural model-decomposition [12] to compute
minimal submodels for the initial mode of the system. These
submodels are used for fault diagnosis based on residual gen-
eration and analysis. Based on efficient causality reassign-
ment, submodels can be reconfigured upon mode changes
efficiently. Using an electrical circuit as a case study, we
demonstrate efficient causality reassignment and submodel
reconfiguration and show that these submodels can correctly
compute system outputs for residual generation in the pres-
ence of known mode changes.
The paper is organized as follows. Section 2 presents the
modeling approach and introduces the case study. Section 3
presents the overall approach for hybrid systems fault diag-
nosis based on structural model decomposition. Section 4
develops the causality analysis and assignment algorithms.
Section 5 presents the structural model decomposition ap-
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Figure 1: Electrical circuit running example.
proach. Section 6 describes efficient causality reassignment.
Section 7 demonstrates the approach for the electrical case
study. Section 8 reviews the related work and current ap-
proaches for hybrid systems fault diagnosis. Finally, Sec-
tion 9 concludes the paper.
2 Compositional Hybrid Systems Modeling
We define hybrid system dynamics in a general composi-
tional way, where the system is made up of a set of com-
ponents. Each component is defined by a set of discrete
modes, with a different set of constraints describing the con-
tinuous dynamics of the component in each mode. Here,
system-level modes are defined implicitly through the com-
position of the component-level modes. Because the number
of system-level modes is exponential in the number of switch-
ing components, we want to avoid generating and reasoning
over the system-level hybrid model, instead working directly
with the component models.
To illustrate our proposal, throughout the paper we will
use a circuit example, shown in Fig. 1. The components of
the circuit are a voltage source, V, two capacitors, C1 and C2,
two inductors, L1 and L2, two resistors, R1 and R2, and two
switches, Sw1 and Sw2, as well as components for series and
parallel connections. Sensors measure the current or voltage
in different locations (i3, v8, and i11, as indicated in Fig. 1).
Because each switch has two modes (on and off), there are
four total modes in the system.
In the following, we present the main details of our hy-
brid system modeling framework, which may be viewed as
an extension of our modeling approach described in [12],
extended with the notion of components, and with hybrid
system dynamics.
2.1 System Modeling
At the basic level, the continuous dynamics of a component
in each mode are modeled using a set of variables and a set
of constraints. A constraint is defined as follows:
Definition 1 (Constraint). A constraint c is a tuple (εc, Vc),
where εc is an equation involving variables Vc.
A component is defined by a set of constraints over a set
of variables. The constraints are partitioned into different
sets, one for each component mode. A component is then
defined as follows:
Definition 2 (Component). A component δ with n discrete
modes is a tuple δ = (Vδ, Cδ), where Vδ is a set of variables
and Cδ is a set of constraints sets, where Cδ is defined as
Cδ = {C1δ , C2δ , . . . , Cnδ }, with a constraint set, Cmδ , defined
for each mode m = {1, . . . , n}.
The components of the circuit are defined in Table 1 (first
three columns).
Example 1. Consider the component R1 (δ6). It has only
a single mode with a single constraint v5 = i5 ∗ R1 over
variables {v5, i5, R1}.
Example 2. Consider the component Sw2 (δ10). It has two
modes: on and off. In the off mode, it has three constraints
setting each of its currents (i9, i10, i11) to 0. In the on mode,
it has also three constraints, setting the three currents equal
to each other and establishing that the voltages sum up (it
acts like a series connection when in the on mode).
We can define a system model by composing components:
Definition 3 (Model). A modelM = {δ1, δ2, . . . , δd} is a
finite set of d components for d ∈ N.
Example 3. The model of the electrical system is made up
of the components detailed in Table 1, i.e.,M = {δ1, δ2, . . . ,
δ15}. For each component, the variables and constraints are
defined for each component mode (third column).
Note that the set of variables for a model does not change
with the mode, hence we need only a variable set in a com-
ponent and not a set of variable sets as with constraints.
The set of variables for a model, VM, is simply the union
of all the component variable sets, i.e., for d components,
VM = Vδ1 ∪ Vδ2 ∪ . . . ∪ Vδd . The interconnection struc-
ture of the model is captured using shared variables between
components, i.e., we say that two components are connected
if they share a variable, i.e., components δi and δj are con-
nected if Vδi ∩ Vδj 6= ∅. VM consists of five disjoint sets,
namely, the set of state variables, XM; the set of parame-
ters, ΘM; the set of inputs (variables not computed by any
constraint), UM; the set of outputs (variables not used to
compute any other variables), YM; and the set of auxiliary
variables, AM. Parameters, ΘM, include explicit model pa-
rameters that are used in the model constraints (e.g., fault
parameters). Auxiliary variables, AM, are additional vari-
ables that are algebraically related to the state, parameter,
and input variables, and are used to simplify the structure of
the equations.
Example 4. In the circuit model, we have XM =
{i3, v6, i8, v11}, ΘM = {L1, R1, C1, L2, R2, C2}, UM =
{uv}, and YM = {i∗3, i∗11, v∗8}. Remaining variables belong
to AM. Here, the ∗ superscript is used to denote a measured
value of a physical variable, e.g., i3 ∈ XM is the current
and i∗3 ∈ YM is the measured current. Since i3 is used to
compute other variables, like i2, it cannot belong to YM and
a separation of the variables is required. Connected com-
ponents are known by shared variables, e.g., R1 and Series
Connection1 are connected because they share i5 and v5.
The model constraints, CM, are a union of the component
constraints over all modes, i.e., CM = Cδ1 ∪ Cδ2 ∪ . . .∪ Cδd ,
where Cδi = C1δi ∪C2δi ∪ . . .∪Cnδi for n modes. Constraints
are exclusive to components, that is, a constraint c ∈ CM
belongs to exactly one Cδ for δ ∈M.
To refer to a particular mode of a model we use the con-
cept of a mode vector. A mode vectorm specifies the current
mode of each of the components of a model. So, the con-
straints for a modem are denoted as CmM.
Example 5. Consider a model with five components, then
if m = [1, 1, 3, 2, 1], it indicates that components δ1, δ2,
and δ5 use constraints of their mode 1, component δ3 use
constraints of its mode 3, and component δ4 use constraints
of its mode 2.
Table 1: Components of the electrical circuit.
Component Mode Constraints A[1 2] A[1 2]i∗3 A
[1 2]
v∗8
A[1 2]i∗11 A
[2 1] A[2 1]i∗3 A
[2 1]
v∗8
A[2 1]i∗11
δ1: V 1 v1=uv v1 v1 v1 v1 v1
δ2: Sw1 1 i1=0 i1
i2=0 i2 i2 i2 i2
2 i1=i2 i1
v1=v2 v2 v2 v2
δ3: Parallel Connection1 1 v2=v3 v3 v3 v3 v3
v2=v4 v2 v2 v4 v4
i2=i3 + i4 i4 i4 i4 i4 i2
δ4: L1 1 i˙3=v3/L1 i˙3 i˙3 i˙3 i˙3
i3=
∫ t
t0
i˙3 i3 i3 i3 i3
δ5: Series Connection1 1 i4=i5 i5 i5 i5 i5
i4=i6 i6 i6 i6 i6
i4=i7 i7 i7 i7 i4 i4
v4=v5 + v6 + v7 v4 v4 v7 v7
δ6: R1 1 v5=i5 ∗R1 v5 v5 v5 v5
δ7: C1 1 v˙6=i6/C1 v˙6 v˙6 v˙6 v˙6
v6=
∫ t
t0
v˙6 v6 v6 v6 v6
δ8: Parallel Connection2 1 v7=v8 v8 v7 v8 v8 v8
v7=v9 v7 v7 v9
i7=i8 + i9 i9 i9 i9 i7 i7
δ9: L2 1 i˙8=v8/L2 i˙8 i˙8 i˙8 i˙8 i˙8
i8=
∫ t
t0
i˙8 i8 i8 i8 i8 i8
δ10: Sw2 1 i9=0 i9 i9
i10=0 i10
i11=0 i11 i11
2 i9=i10 i10 i10
i9=i11 i11 i11
v9=v10 + v11 v9 v9
δ11: R2 1 v10=i10 ∗R2 v10 v10 v10
δ12: C2 1 v˙11=i11/C1 v˙11 v˙11 v˙11
v11=
∫ t
t0
v˙11 v11 v11 v11
δ13: Current Sensor11 1 i∗11=i11 i∗11 i11 i∗11 i∗11 i∗11
δ14: Voltage Sensor8 1 v∗8=v8 v∗8 v8 v∗8 v8 v∗8 v∗8
δ15: Current Sensor3 1 i∗3=i3 i∗3 i∗3 i3 i3 i∗3 i∗3
For shorthand, we will refer to the modes only of the
components with multiple modes. So, for the circuit, we will
refer only to components δ2 and δ10, and we will have four
possible mode vectors, [1 1], [1 2], [2 1], and [2 2].
The switching behavior of each component can be de-
fined using a finite state machine or a similar type of control
specification. The state transitions may be attributed to con-
trolled or autonomous events. However, for the purposes of
this paper, we view the switching behavior as a black box
where the mode change event is given, and refer the reader
to many of the approaches already proposed in the literature
for modeling the switching behavior [1, 8].
2.2 Causality
Given a constraint c, which belongs to a specific mode of a
specific component, the notion of a causal assignment is used
to specify a possible computational direction, or causality,
for the constraint c. This is done by defining which v ∈ Vc
is the dependent variable in equation εc.
Definition 4 (Causal Assignment). A causal assignment αc
to a constraint c = (εc, Vc) is a tuple αc = (c, voutc ), where
voutc ∈ Vc is assigned as the dependent variable in εc. We
use V inc to denote the independent variables in the constraint,
where V inc = Vc − {voutc }.
In general, the set of possible causal assignments for a
constraint c is as big as Vc, because each variable in Vc can
act as voutc . However, in some cases some causal assign-
ments may not be possible, e.g., if we have noninvertible
nonlinear constraints. Also, if we assume integral causality,
then state variables must always be computed via integration,
and so the derivative causality is not allowed. Further, when
placed in the context of a model, additional causalities may
not be applicable, because the causal assignments of other
constraints may limit the potential causal assignments. To de-
note this concept, we use Ac to refer to the set of permissible
causal assignments of a constraint c.
For a given mode, we have the set of (specific) causal
assignments over the entire model in its mode, denoted using
Am. So, some α ∈ Am would refer to the causal assignment
of some constraint in some component of the model in its
correct mode. The consistency of the causal assignments
Am is defined as follows,
Definition 5 (Consistent Causal Assignments). Given a
mode m, we say that a set of causal assignments Am, for
a modelM is consistent if (i) for all v ∈ UM ∪ ΘM, Am
does not contain any α such that α = (c, v), i.e., input or
parameter variables cannot be the dependent variables in
the causal assignment; (ii) for all v ∈ YM, Am does not
contain any α = (c, voutc ) where v ∈ V inc , i.e., an output
variable can only be used as the dependent variable; and
(iii) for all v ∈ VM − UM − ΘM, Am contains exactly
one α = (c, v), i.e., every variable that is not an input or
parameter is computed by only one (causal) constraint.
With causality information, we can efficiently derive a set
of submodels for residual generation [12].
3 Hybrid Systems Diagnosis Approach
We propose a hybrid systems diagnosis approach based on
structural model decomposition. In this approach, we gener-
ate submodels for the purpose of computing residuals. Resid-
uals can then be used for diagnosis.
For hybrid systems, however, the problem is that these sub-
models may change as the result of a mode change. That is,
we may obtain two different submodels when decomposing
the model in two different modes. There are two approaches
to this problem. One is to find a set of submodels that work
for all modes, and can be easily reconfigured by executing
only local mode changes within the submodels [10]. This
approach requires the least online effort, with some offline
effort in finding these submodels, which exist only in limited
cases. The other approach is to generate submodels for the
current mode, and when a mode change occurs, reconfigure
the submodels to be consistent with the new system mode.
This is the approach we develop in this paper.
In order to execute this type of approach, however, we
must be able to efficiently reconfigure submodels online. In
order to do this, we take advantage of causality in two ways.
First, we perform an offline model analysis to determine
which causalities of the hybrid system model are not per-
missible, i.e., they will never be used in any mode of the
system (determine AM for a model). Second, we use an effi-
cient causality reassignment algorithm, so that the causality
of a hybrid systems model is updated incrementally when
a mode changes (given A for the previous mode, compute
it for the new mode). Since causal changes usually only
propagate in a local area in the model, causality does not
need to be reassigned at the global model level. Together,
these algorithms reduce the number of potential causalities to
search within the model decomposition algorithm and allow
efficient submodel reconfiguration.
4 Causality Assignment
In order to compute minimal submodels for residual genera-
tion, we need a modelMwith a valid causal assignmentAm.
As described in Section 2, causality assignment can only be
defined for a given mode. However, there are some causal
assignments that are independent of the system mode, i.e.,
they are valid for all system modes. We capture this through
the notion of permissible causal assignments, introduced as
AM in Section 2.
Given a model with a number of modes, some constraints
will always have the same causal assignment in all modes,
and we say these constraints are in fixed causality.
Definition 6 (Fixed Causality). A constraint cδ is in fixed
causality if (i) component δ has only a single mode, i.e.,
|Cδ| = 1, and (ii) for cδ in the single C ∈ Cδ, it always has
the same causal assignment in all system modes.
If a constraint is in fixed causality, then |Ac| = 1, i.e.,
there is only one permissible causal assignment. For ex-
ample, if we make the integral causality assumption, then
constraints computing state variables will always be in the
integral causality, and thus they are in fixed causality.
Additionally, when the constraint is viewed in the context
of the model, the concept of fixed causality can be propagated
from one constraint to the related constraints (those sharing
a variable with the fixed causality constraint). This will help
to reduce the number of permissible causal assignments. For
example, if we again assume integral causality, then any
constraint involving a state variable cannot be in a causal
assignment where the state variable is the dependent/output
variable, because the integration constraint is the one that
must compute it. For such a constraint, 1 < |Ac| < |Vc|.
Given a system model and a set of outputs, Algorithm 1
searches over the model constraints to reduce the set of per-
missible causal constraints based on system-level informa-
tion.1 First, it determines which constraints are mode-variant,
i.e, they can appear/disappear from the model depending on
the mode (so belong to components with multiple modes),
and which are mode-invariant, i.e., they are present in all
system modes (so belong to components with a single mode).
It is only the mode-invariant constraints for which causal
assignments can be removed. We then construct a queue
of variables from which to propagate. This queue contains
the inputs and parameters (which must always be indepen-
dent/input variables in constraints), and the outputs (which
must always be dependent/output variables in constraints).
We create a variable set V that refers to the variables that are
resolved, i.e., either they are inputs/parameters or there is a
constraint with a single causal assignment that will compute
the variable. So, V is initially set to include UM and ΘM.
Further, for any mode-invariant constraints that only has a
single causal assignment, the output variable is added to V ,
and all variables of the constraint added to the queue.
The main idea is to analyze the causality restrictions im-
posed by variables in the queue, which will be propagated
throughout the model. While the queue is nonempty, we pop
a variable v off the queue. We then count the number of con-
straints involving v that have no set causal assignment yet,
including constraints that are both mode-variant and mode-
invariant. We then go through all mode-invariant constraints
involving v, and remove causal assignments that will never
be possible. There are three conditions in which this holds:
a causal assignment is not possible in any system mode if (i)
the output variable is already computed by another constraint,
or is an input/parameter (i.e., in V ), (ii) any of the input vari-
ables are in the model outputs (i.e., in Y ), or (iii) v is not yet
computed by any constraint (i.e., not in V ), there is only one
noncausal constraint involving v remaining, and v is not the
output in this causality (in this case, v needs to be computed
by some constraint and there is only one option left, so this
constraint must only be in the causality computing v). These
causal assignments are removed. If only one is left, then
we add the output for that causal assignment to V , and add
the constraint’s variables to the queue. The algorithm stops
when causalities can no longer be removed, i.e., there are
not enough restrictions imposed by the current permissible
causalities to reduce AM further.
Example 6. For the circuit, we assume integral causality, so
all constraints with the state variables are limited to causal
assignments in which the states are computed via integration.
Further, the constraint with uV is also fixed so that uV is the
independent variable. For any specified outputs, AM is also
1For structural model decomposition, some output variables may
become input variables and so the causal assignments permitting
that must be retained. Therefore, the algorithm only reduces the
permissible set of causal assignments for a given set of outputs
Y ⊆ YM.
Algorithm 1 AM ← ReduceCausality(M,AM, Y )
1: Cinvariant ← ∅
2: Cvariant ← ∅
3: for all δ ∈ M do
4: if |Cδ| = 1 then
5: Cinvariant ← Cinvariant ∪ C1δ
6: else
7: Cvariant ← Cvariant ∪
 ⋃
C∈Cδ
C

8: Q← UM ∪ΘM ∪ Y
9: V ← UM ∪ΘM
10: for all c ∈ Cinvariant do
11: if |Ac| = 1 then
12: (c, v)← Ac(1)
13: Q← Q ∪ Vc
14: V ← V ∪ v
15: while |Q| > 0 do
16: v ← pop(Q)
17: nnoncausal ← 0
18: for all c ∈ Cinvariant(v) do
19: if |Ac| > 1 or (|Ac| = 1 and vAc(1) /∈ V ) then
20: nnoncausal ← nnoncausal + 1
21: for all c ∈ Cvariant(v) do
22: nnoncausal ← nnoncausal + 1
23: for all c ∈ Cinvariant(v) do
24: if |Ac| > 1 or (|Ac| = 1 and vAc(1) /∈ V ) then
25: for all (c′, v′) ∈ Ac do
26: if v′ ∈ V then
27: Ac ← Ac − (c′, v′)
28: if (Vc − {v}) ∩ Y 6= ∅ then
29: Ac ← Ac − (c′, v′)
30: if nnoncausal = 1 and v′ /∈ V and v′ 6= v then
31: Ac ← Ac − (c′, v′)
32: if |Ac| = 1 then
33: (c′, v′)← Ac(1)
34: Q← Q ∪ (Vc′ − V )
35: V ← V ∪ {v′}
reduced so that they can appear only as dependent variables.
With AM defined, we can perform causality assignment
for a given mode,m. Because AM was reduced as much as
possible, causality assignment (and, later, reassignment) will
be more efficient than otherwise. Algorithm 2 describes the
causality assignment process for a model given a mode. Here,
the model is assumed to not have an initial causal assign-
ment. Causal assignment works by propagating causal re-
strictions throughout the model. The process starts at inputs,
which must always be independent variables in constraints;
outputs, which must always be the dependent variables in
constraints; and variables for involved in fixed causality con-
straints. From these variables, we should be able to propagate
throughout the model and compute a valid causal assignment
for the model in the given mode. For the purposes of this
paper, we assume integral causality and that the model pos-
sesses no algebraic loops.2 In this case, there is only one
valid causal assignment (this is a familiar concept within
bond graphs) [13].
Specifically, the algorithm works as follows. Similar to
Algorithm 1, we keep a queue of variables to propagate
causality restrictions, Q, and a set of variables that are com-
puted in the current causality, V . Initially, V is set to U and
Θ, because these variables are not to be computed by any
constraint. Q is set to U , Θ, and Y , since the causality of
2If algebraic loops exist, the algorithm will terminate before all
constraints have been assigned a causality. Extending the algorithm
to handle algebraic loops is similar to that for bond graphs; a con-
straint without a causality assignment is assigned one arbitrarily,
and then effects of this assignment are propagated until nothing
more is forced. This process repeats until all constraints have been
assigned causality.
Algorithm 2 A ← AssignCausality(M,m,A)
1: A ← ∅
2: V ← UM ∪ΘM
3: Q← UM ∪ΘM ∪ YM
4: for all c ∈ CMm do
5: if |Ac| = 1 then
6: (c, v)← Ac(1)
7: Q← Q ∪ v
8: while |Q| > 0 do
9: v ← pop(Q)
10: for all c ∈ CMm (v) do
11: if c /∈ {c : (c, v) ∈ A} then
12: α∗ ← ∅
13: for all α ∈ Ac do
14: if Vc − {vα∗} ∪ V 6= ∅ then
15: α∗ ← α
16: else if αv ∈ Y then
17: α∗ ← α
18: else if vα∗ = v and |CMm (v)|−|{c′ : (c′, v′) ∈ A∧v ∈
vc}| = 1 then
19: α∗ ← α
20: if α∗ 6= ∅ then
21: A ← A∪ {α∗}
22: Q← Q ∪ (Vc − V )
23: V ← V ∪ {vα∗}
constraints is restricted to U and Θ variables being indepen-
dent variables and Y variables being dependent variables.
We add also to Q any variables involved in constraints that
have only one permissible causal assignment, because this
will also restrict other causal assignments. The set of causal
assignments is maintained in A.
The algorithm goes through the queue, inspecting vari-
ables. For a given variable, we obtain all constraints it is
involved in, and for each one that does not yet have a causal
assignment (in A), we go through all permissible causal as-
signments, and determine if the causality is forced into one
particular causal assignment, α∗. If so, we assign that causal-
ity and propagate by adding the involved variables to the
queue. A causal assignment α = (c, v) is forced in one of
three cases: (i) v is in Y , (ii) all variables other than v of the
constraint are already in V , and (iii) v is not yet in V , and
all but one of the constraints involving v have an assigned
causality, in which case no constraint is computing v and
there is only one remaining constraint that must compute v.
Example 7. Consider the mode m = [1 2]. Here, A[1 2]
is given in column 4 of Table 1, denoted by the voutc in the
causal assignment. In this mode, the first switch is off, so
i1 and i2 act as inputs. Given the integral causality assump-
tion, a unique causal assignment to the model exists and is
specified in the column.
Example 8. Consider the mode m = [2 1]. Here, A[2 1]
is given in column 8 of Table 1. In this mode, the second
switch is off, so i9, i10, and i11 act as inputs. Given the
integral causality assumption, a unique causal assignment to
the model exists and is specified in the column. Note that
some causal assignments are in the same as in m = [1 2],
while others are different. In changing from one mode to
another, an efficient causality reassignment should be able
to determine which constraints need to change causality, and
do the work for only that portion of the model.3 Causal
assignments that do not change from mode to mode are in
fixed causality and found by Algorithm 1.
3Note that this particular circuit was carefully chosen so that
causality does propagate across much of the circuit, in order to
demonstrate the causality reassignment algorithm.
5 Structural Model Decomposition
For a given causal model in a given mode, we have the
equivalent of a continuous systems model for the purpose of
structural model decomposition, and we can compute mini-
mal submodels using the GenerateSubmodel algorithm
described in our previous work [12]. The algorithm finds
a submodel, which computes a set of local outputs given a
set of local inputs, by searching over the causal model. It
starts at the local inputs, and propagates backwards through
the causal constraints, finding which constraints and vari-
ables must be included in the submodel. When possible,
causal constraints are inverted in order to take advantage of
local inputs. Additional information and the pseudocode are
provided in [12].
In the context of residual generation, we set the local
output set to a single measured value, and the local inputs
to all other measured values and the (known) system inputs.
That is, we exploit the analytical redundancy provided by
the sensors in order to find minimal submodels to compute
estimated values of sensor outputs. In this framework, we
consider one submodel per sensor, each producing estimated
values for that sensor.
Assuming that the set of sensors does not change from
mode to mode, then for a hybrid system we have one sub-
model for each sensor.4 However, since the set of con-
straints changes from mode to mode, the result of the
GenerateSubmodel algorithm will also change. When a
mode changes, we first reassign causality to the model for the
new mode. Then, we generate new updated submodels for
that mode using GenerateSubmodel. In order to reduce
the work performed by this algorithm when a mode changes,
we use an efficient causality reassignment algorithm. That,
coupled with the reduced set AM, significantly reduces the
work of the algorithm compared to a naive approach, where
the submodels are completely regenerated for a new mode.
Additionally, when the system transitions to a new mode,
the causal assignments for the previous mode can be stored,
so that when the system changes to a mode that has already
been visited, it just takes the causal assignments that were
stored previously. Similarly, submodels generated in previ-
ously visited modes can be saved and reused when the mode
reappears.
Example 9. The causal assignments for the submodels in the
different modes are shown in Table 1. For example, consider
the submodel for i∗11 inm = [2 1]. Here, i11 is zero, since
Sw2 is off, and therefore we have just two constraints needed
to compute i∗11. In mode m = [1 2], i
∗
3 can be computed
using 16 constraints, where v∗8 is used as a local input to the
submodel.
Note that a submodel for an output may have different
states in two different modes (e.g., in moving fromm = [2 1]
to m = [1 2], the i∗3 submodel adds state v6). In order to
continue tracking, new states must be initialized. For the pur-
poses of this paper, we assume that in any one system mode,
all states are included in at least one submodel.5 Therefore,
4By assuming that the sensor set does not change, we mean
only that sensors are not added/removed to/from the physical
system upon a mode change. They are still allowed to be con-
nected/disconnected, but still appear in the system model even
when disconnected. For example, if a disconnected sensor outputs
0, then that needs to still be in the model.
5If this is not the case, then a state is not observable in some
Algorithm 3 Am′ ←
ReassignCausality(M,m,Am,A)
1: Am′ ← ∅
2: for all (c, v) ∈ Am do
3: if c ∈ CMm then
4: Am′ ← Am′ ∪ Amc
5: V ← ∅
6: Q← ∅
7: for all δ ∈ M wheremδ 6= m′δ do
8: Q← Q ∪ Vδ
9: while |Q| > 0 do
10: v ← pop(Q)
11: for all c ∈ CMm (v) do
12: if c /∈ {c : (c, v) ∈ Am′} then
13: α∗ ← ∅
14: for all α ∈ Ac do
15: if Vc − {vα∗} ∪ V 6= ∅ then
16: α∗ ← α
17: else if αv ∈ Y then
18: α∗ ← α
19: else if vα∗ = v and |CMm (v)|−|{c′ : (c′, v′) ∈ A∧v ∈
vc}| = 1 then
20: α∗ ← α
21: if α∗ 6= ∅ then
22: if ∃α ∈ Am′ where vα = v∗α then
23: Am′ ← Am′ − {α∗}
24: Q← Q ∪ (V{α∗c} − V )
25: Am′ ← Am′ ∪ {α∗}
26: Q← Q ∪ (Vc − V )
27: V ← V ∪ {vα∗}
28: else if (Vc − V = v then
29: V ← V ∪ {v}
30: Q← Q ∪ {v}
a submodel that gets a state added in a new mode can initial-
ize using the estimated value from another submodel in the
previous mode.
6 Online Causality Reassignment
As we mentioned before, from the initial mode in the system
with a valid set of causal assignments, we compute minimal
submodels. However, when the system transitions to a differ-
ent mode, any submodel containing constraints of a switch-
ing component will no longer be consistent, and must be
recomputed. In order to do this, we need to know the causal
assignments for the new mode. We can reassign causality in
an efficient incremental process to avoid having to reassign
causality to the whole model, as causal changes typically
propagate only to a small local area in the model [11].
Algorithm 3 presents the causality reassignment procedure.
The main ideas are based on the hybrid sequential causality
assignment procedure (HSCAP) developed for hybrid bond
graphs in [11]. In our more general modeling framework,
we find that similar ideas apply. Essentially, we start with a
causal model in a given mode. We then switch to a different
mode, so for the switching components we have a new set of
constraints in the model. We need to find causal assignments
for these constraints. It is likely that some of the necessary
causal assignments will conflict with causal assignments
from the old mode, therefore, we have to resolve the conflict
and propagate the change. The change will propagate only as
far as it needs to in order to obtain a valid causal assignment
for the model in the new mode. Here, propagation stops
along a computational path when a new causal assignment
does not conflict with a previous assignment.
mode. Estimation techniques to handle that situation are outside
the scope of this paper.
The algorithm works similarly to Algorithm 2. It maintains
a queue of variables to inspect and a set V of variables
that are known to be computed in the causality for the new
mode (so includes only variables from new assignments
or confirmed assignments made in the new mode). In this
case, we initialize the queue only to variables involved in the
constraints of the switching components. If no components
are switching, the queue will be empty and no work will be
done. The main idea is that the required causal changes from
the variables placed in the queue will, on average, be limited
to a very small area. The causal assignments for the new
mode are initialized to those for the previous mode, for any
constraints that still exist in the new mode. Some of these
may conflict with the new mode and will be removed and
replaced with different assignments.
As in all the other causality algorithms, we go through
the queue and propagate the restrictions we find on causality.
We pop a variable off the queue, and look at all involved
constraints. If the constraint is not causal, then we need
to assign causality. We do the same analysis as before to
find if a causality is forced, but checking things only with
respect to V that includes only variables with confirmed
causal assignments computing it in the new mode. If we find
a constraint that is forced into a particular causal assignment
for the new mode, we make the assignment. If it conflicts
with one already in the set of causal assignments (copied
from the old mode), then we remove the old assignment and
add the new one, adding the involved variables to the queue
so that changes are propagated.
7 Demonstration of Approach
For the circuit example, we consider two modes: one where
Sw1 is on and Sw2 is off (i.e.,m = [2 1]), and one where
Sw1 is off and Sw2 is on (i.e., m = [1 2]). We consider
a scenario in which to demonstrate the approach where the
system starts inm = [2 1], switches tom = [1 2] at t = 10 s,
and switches back tom = [2 1] at t = 20 s. Additionally, at
t = 15 s, a fault is injected, specifically, an increase in R1.
Fig. 2 shows the measured and submodel-estimated values
for the sensors. Up through the first mode change, the outputs
are correctly tracked by the submodels. At the first mode
change at 10 s, the submodels reconfigure and track correctly
up to 15 s, when the fault is injected, and a discrepancy
is observed in the i∗3 submodel. Specifically, the current
increases above what is expected. The other submodels in
this mode are independent of the fault, and so continue to
track correctly. When the second mode change occurs, i∗11
can still be tracked correctly, since its estimation remains
independent of the fault. However, we now see a discrepancy
in v∗8 , as the measurement increases above what is expected.
This transient occurs because we switch from a mode in
which the submodel is independent of the fault to one where
it is dependent on the fault. Fault isolation can be performed
by using the information that inm = [1 2], an increase in
R1 would produce an increase in the residual for i∗3, and
in m = [2 1], it would produce an increase also in the v∗8
residual.
8 Related Work
Modeling and diagnosis for hybrid systems have been an im-
portant focus of study for researchers from both the FDI and
DX communities during the last 15 years. In the FDI commu-
nity, several hybrid system diagnosis approaches have been
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Figure 2: Measured and estimated values with an increase in
R1 at t = 15 s.
developed. In [14], parameterized ARRs are used. However,
the approach is not suitable for systems with high nonlineari-
ties or a large set of modes. A different approach [15], but
uses purely discrete models.
In the DX community, some approaches have used differ-
ent kind of automata to model the complete set of modes and
transitions between them. In those cases, the main research
topic has been hybrid system state estimation, which has has
been done using probabilistic (e.g., some kind of filter [16]
or hybrid automata [4]) or set-theoric approaches [5].
Another solution has been to use an automaton to track the
system mode, and then use a different technique to diagnose
the continuous behavior (for example, using a set of ARRs
for each mode [3], or parameterized ARRs for the complete
set of modes [17]). Nevertheless, one of the main difficulties
regarding state estimation using these techniques is the need
to pre-enumerate the set of possible system-level modes and
mode transitions, which is difficult for complex systems. We
avoid this problem by using a compositional approach.
Regarding hybrid systems modeling, there are several
proposals. For HBGs [8, 18], there are two main ap-
proaches: those that use switching elements with fixed causal-
ity [18–20], and those who use ideal switching elements that
change causality [8]. The advantages of the latter are that the
modeling of hybrid systems is done through a special kind of
hybrid component (which avoid the mode pre-enumeration in
the system), and also changes are handled in a very efficient
way [11]. Finally, in [10] the HBGs are used to compute
minimal submodels (Hybrid Possible Conflicts, HPCs) simi-
lar to the minimal submodels presented in this paper. HPCs
can track hybrid systems behavior, efficiently changing on-
line for each mode the PC simulation model, by using block
diagrams as in [11], and performing diagnosis without pre-
enumerating the set of modes in the system. However, HPCs
rely on HBG modeling and do not provide a generalized
framework for hybrid systems.
9 Conclusions
In this work, we have developed a compositional modeling
framework for hybrid systems. Using computational causal-
ity, we developed efficient causality assignment algorithms.
Given this causal information, submodels computed using
structural model decomposition can be computed and recon-
figured efficiently. The approach was demonstrated with a
circuit system. In future work, we will further develop the
hybrid systems diagnosis approach for the single and multi-
ple fault cases, and we will approach the diagnosis task in
a distributed manner. The assumption of one submodel per
sensor can also be dropped, using the extended framework
developed in [21, 22].
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