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Biological relevance of charge transfer branching
pathways in photolyases†
Daniel Holub,a Tilman Lamparter,b Marcus Elstnerac and Natacha Gillet ‡*a
The repair of sun-induced DNA lesions by photolyases is driven by a photoinduced electron transfer
from a fully reduced FAD to the damaged DNA. A chain of several aromatic residues connecting FAD to
solvent ensures the prior photoreduction of the FAD cofactor. In PhrA, a class III CPD photolyase, two
branching tryptophan charge transfer pathways have been characterized. According to previous
experiments, both pathways play a role in the FAD photoreduction. To provide a molecular insight to
the charge transfer abilities of both pathways, we perform multiscales simulations where the protein
motion and the positive charge are simultaneously propagated. Our computational approach reveals
that one pathway drives a very fast charge transfer whereas the other pathway provides a very good
thermodynamic stabilization of the positive charge. During the simulations, the positive charge firstly
moves on the fast triad, while a reorganization of the close FAD environment occurs. Then, backward
transfers can lead to the propagation of the positive charge on the second pathway. After one
nanosecond, we observe a nearly equal probability to find the charge at ending tryptophan of either
pathway; eventually the charge distribution will likely evolve towards a charge stabilization on the last
tryptophan of the slowest pathway. Our results highlight the role the protein environment, which
manages the association of a kinetic and a thermodynamic pathways to trigger a fast and efficient FAD
photoreduction.
1 Introduction
Photolyases and cryptochromes belong to a family of light sensi-
tive flavoproteins involved in the repair of DNA UV-induced
lesions or in cellular signaling. Their function arises from the
photo-activation of a non covalently bound FAD cofactor: a
photoinduced electron transfer from reduced FAD to the damaged
DNA initiates the catalytic cycle in photolyases, while the signaling
function of cryptochromes is based on the formation of a radical
pair state in the protein after FAD photoreduction.1–4
A tryptophan triad, first identified in the Escherichia coli
photolyase structure,5 conducts charge transfers (CT) from the
photoactivated oxidized FAD to the protein surface. Many
recent experimental and computational studies addressed this
photoreduction mechanism in several cryptochromes and photo-
lyases.6–18 They describe an efficient subnanosecond process,
essential to recover the active form of the protein in vitro. Since
the first description of the common tryptophan triad, different
CT pathways have been reported: a fourth Trp,7,12 tyrosines or
alternative pathways6,18,19 can participate in the photoreduc-
tion mechanism. These different features of the CT cascade
help to understand the evolution within the cryptochrome–
photolyase family.
PhrA is a class III cyclobutane pyrimidine (CPD) photolyase
from Agrobacterium tumefaciens.20 Plant cryptochromes probably
arose from class III CPD photolyases, both appear as sister groups
in phylogenetic studies. At least two possible CT pathways have
been characterized in this protein (see Fig. 1) and participate in
the FAD photoreduction. The first one corresponds to the classical
tryptophan triad previously described in Escherichia coli photo-
lyase and contains Trp384, Trp361 and Trp308 (respectively A, B1
and C1 in Fig. 1). The alternative triad includes Trp384, Trp318
and Trp367 (A, B2 and C2 in Fig. 1). Though close to Trp367,
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a fourth tryptophan, Trp336 (D2 in Fig. 1), was not considered in
the previous experiments. We expect that this tryptophan can
participate in the alternative pathway. Moreover, this residue
forms a p-stack complex with the other chromophore of PhrA,
a methenyltetrahydrofolate (MTHF) antenna which harvests light
energy to transfer it to FAD. The mutant of this tryptophan loses
this chromophore,20 so it becomes harder to experimentally
characterize its impact on the photoreduction. Indeed, site-
directed mutagenesis experiments are often used to assess the
charge transfer ability of a pathway by replacing a hypothetical
electron transmitter by a redox-inactive amino acid such as
phenylalanine. Most of the time, such photolyase and crypto-
chrome mutants show a blocked or a reduced FAD photoreduc-
tion. The presence of an alternative pathway can be demonstrated
by the persistence of the CT process when the classical triad is
interrupted.6 However, the PhrA mutants contrast with the pre-
viously described behaviour: while the absorption spectra indicate
a classical monoexponential decay of oxidized FAD in wild-type
(WT) PhrA, it shows a transition between a slow initial decay and a
very fast decay when a tryptophan from either pathway is mutated
to phenylalanine or alanine.20 These two components reduction
patterns imply a slower secondary mechanism such as a con-
formational rearrangement.20 The monoexponential photoreduc-
tion observed in WT PhrA seems to require the full ‘‘classical’’ and
‘‘alternative’’ ET pathways.
In this work, we focus on the comparison and the interplay
between the two tryptophan pathways. We consider Trp336 in
the so-called alternative pathway, which is thus a tryptophan
tetrad. We use an unbiased quantum mechanics/molecular
mechanics (QM/MM) scheme which was successfully applied
to characterize CT in DNA,22–25 in photolyases, crypto-
chromes16–18 and also in organic materials.26–28 We found a
good agreement between the experimental values and our
computational results for the classical tryptophan triad in the
Escherichia coli CPD photolyase16 or in the Arabidopsis thaliana
plant cryptochrome:17 we obtained rate constants differing
by one order of magnitude or less from experimental data
for forward charge transfer. Our QM/MM scheme allows the
direct simulation of the charge motion along the different
redox cofactors without any bias, which unravels the relative
stability of the different redox states and the possible backward
CT mechanisms (albeit the calculated backward rate constants
are often overestimated). In our previous studies, the electro-
static environment provided by the protein structure and the
solvent accessibility generates a downhill picture for the CT
along the triad where the positive charge is stabilized on the
last tryptophan, far from FAD.17,18 Such a stabilization is
required in the signaling function of cryptochrome or to allow
the protonation of FAD which occurs at larger timescales (see
for example ref. 29). Some alternative pathways, which are
activated in Xenopus laevis cryptochrome DASH mutants, have
also been tested using the same approach and computational
results reproduced the experimental data.6,30 Our main goal
here is to establish, at a molecular level, the pertinence of the
branching pathways in the FAD photoreduction in terms of CT
rate. We firstly consider each pathway separately to analyze
their own characteristics and interactions with the protein
environment. We then include the two branching CT pathways
in the simulation protocol in order to define the interplay of
different CT mechanisms in PhrA.
Fig. 1 PhrA structure (PDB: 4U63)20 and the charge migration within the two CT pathways: the classical path with Trp384 (A, black), Trp361 (B1, red) and
Trp308 (C1, green); the alternative path with Trp384 (A), Trp318 (B2, blue), Trp367 (C2, orange), Trp336 (D2, purple). FAD is colored in cyan. Arrows
represent the hole transfers from excited FAD to A (cyan), along the classical triad (pink) or along the alternative tetrad (yellow). Hydrogen atoms are
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2 Computational details
2.1 Classical MD-simulation
We started our simulations with the crystal structure of PhrA
(PDB-ID: 4U63).20 The construction of the simulation box and
all the classical simulations were performed using the GROMACS
5.0.4 package31,32 and the AMBER-SB99-ILDN force field.33–35 The
force field parameters for the different FAD redox states were
previously described.16,17 The atomic charges of the MTHF
antenna chromophore were generated from restrained fitting on
the electrostatic potential (RESP)36,37 calculated at HF/6-31G*38,39
using Gaussian09 software.40 Other nonstandard force field para-
meters were derived from the general AMBER force field
(GAFF).41,42 The pKa of titratable residues has been determined
using PROPKA 3.0 program.43,44 The protein was solvated in a
118  118  118 Å TIP3P water45 cubic box. Three chloride
anions were added to neutralize the system.
The equilibration of the solvated protein PhrA starts with a
minimization step, followed by 100 ps MD in the canonical
ensemble and 100 ps in the isothermal–isobaric ensemble
(300 K, 1 atm) using Nosé–Hoover thermostat46 and Parrinello–
Rahman barostat.47 150 ns of production of MD simulations in
the isothermal–isobaric ensemble (300 K, 1 atm) were performed
afterwards with a time step of 2 fs and covalent hydrogen bonds
were fixed on a constant length by the use of the LINCS
algorithm.48
2.2 QM/MM
We extracted 29 geometries from our 150 ns classical MD
trajectory. The structures were separated by one nanosecond
in 6 intervals: 25–29 ns, 35–39 ns, 71–74 ns, 96–100 ns, 121–125 ns
and 146–150 ns. For our QM/MM simulations, we follow the same
procedure as in our previous studies.16–18 Only the first photo-
reduction is considered, namely the reduction of oxidized FAD to
semi-quinone FAD. We exclude the subpicosecond CT between
the photoexcited FAD and the closest site A from our simulations.
The flavin is described using classical force field on its negatively
charge FAD state. The QM part contains the side chain of
the tryptophans from the considered pathway(s). QM/MM
boundaries, defined on the Ca–Cb bond, are treated using
hydrogen link atoms.
Three QM/MM partitions are used, depending on the consi-
dered CT cascade. The first possible QM part concerns the
classical triad and the QM part contains only the side chains of
A, B1 and C1. The second QM partition corresponds to the
alternative tetrad A, B2, C2 and D2. The last partition includes
both pathways, namely sites A, B1, C1, B2, C2 and D2. All QM/MM
simulations last 1 ns. We performed 25 or 29 QM/MM charge
propagation simulations along the individual pathways or the
branching pathways respectively.
We use a in-house GROMACS 4.6 version which allows site
energies and electronic coupling calculations at Fragment
Orbital Tight Binding Density Functional Theory (FO-DFTB)
level. DFTB49 is a semi-empirical approach, based on GGA-DFT
methods, but two to three orders of magnitude faster than
standard DFT calculations. To reduce the computational cost of
the charge propagation, we split the quantum region into
several fragments, corresponding to the individual tryptophan
side chains. For each fragment, only the HOMO, for a hole
transfer, or the LUMO, for an electron transfer, is considered in
the Hamiltonian of the whole system. Further calculation
details are described elsewhere.16,25,50 Practically, our approach
is based on a quantum description of the charge propagation
included in a classical MD protocol (see Fig. 2) of the system
and is propagated over the system solving the time-dependent
Schrödinger equation. Before each atomic forces calculation
following the Newton’s laws, the charges are updated according
to the electronic wave function.
The different steps of the calculation can be described
as below:
 The whole system, i.e. the fragments involved in charge
transfer as well as the environment, i.e., the protein and water
solvent are treated using a classical force field. Forces are
computed and used to compute MD-trajectories.
 In every time-step of this classical MD, the IP (or site
energies) and charge transfer couplings are computed from the
FO-DFTB/MM method. DFTB has been benchmarked before for
this purpose and it has been shown, that IP’s and couplings can
be computed with very high accuracy.22,51–53 The couplings are
computed from the orbitals of the fragments ‘i’ and ‘j’ as:
Tij = hFi|Ĥ|Fji;. (1)
 The site energy ei and the couplings are fused to a fragment-
orbital Hamiltonian, which describes the electronic structure of
the quantum subsystem. The charge is treated as a second order





Solving the time-dependent Schrödinger-equation for this






This equation, therefore, describes the dynamics of the hole-
charge wavefunction.
 At this stage, the dynamics of the atoms is governed purely
by the classical force-field (FF). This force field has fixed atomic
Fig. 2 Scheme of our direct fast charge transfer simulation protocol using
classical force field for atomic motions and a fragment orbital (FO)-DFTB/MM
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charges, therefore, is in principle not able to describe charge
transfer. However, after propagation of the wavefunction one
step with the time-dependent Schrödinger-equation, we project
the wave-function onto atomic charges, and update the charges
in the force-field according to the electronic wave-function.
Therefore, we perform a ‘on-the-fly’ reparametrisation of the
force-field depending on the electronic structure of the quantum
sub-system. Atomic forces for the whole system are computed
with these new charges. Such scheme allows the dynamic relaxa-
tion of the environment around the moving charges which is the
microscopic cause of the phenomenological Marcus reorganiza-
tion parameters, when the equilibrium is reached. I.e., without the
projection of the charges, one would neglect reorganization
energy, which is often the most important factor for the dynamics.
The charge occupation of each fragment, which changes
between 0 (neutral residue) and 1 (positively charged residue) is
collected along the different trajectories and then averaged. The
obtained time dependent averaged occupations can be fitted
using a kinetic model17 to compute theoretical rate constants
characterizing forward and backward CT.
Additionally, we performed FO-DFTB/MM simulations in
which the positive charge stays on A, B1, C1, B2, C2 or D2
during 1 ns while the FAD cofactor is negatively charged. The
difference between the site energy for each positively charged
tryptophan and their neutral state corresponds to the stabili-
zation of the positive charge by the surrounding environment.
We split this energy gap into two components: one corresponds
to the contribution from FAD and the 6 tryptophan residues
(called CT-pathway), and the other one to the interaction with
the environment, namely the solvent and the protein excluding
the tryptophan residues from the CT-pathway. The first contri-
bution was obtained by calculating the site energy of the charged
tryptophan along the previously obtained 1 ns simulation with all
the atomic charges equal to zero except ones of the FAD cofactor
and the tryptophan side chains. The difference between the total
energy (including all interactions) and the CT-pathway contribu-
tion provides the environment contribution.
3 Results and discussion
3.1 Charge transfer along the independent pathways
A first tryptophan (A in Fig. 1) is in a suitable position to give an
electron to the photoexcited FAD. Afterwards, two branching
pathways can be considered: the classical one, a triad of the three
tryptophans A, B1 and C1, or the alternative one, a tryptophan tetrad
which includes A, B2, C2 and D2 (see Fig. 1). We firstly sampled the
conformational space around the different tryptophans along a
150 ns classical MD (the electronic couplings calculated during this
simulation are reported in Table S1, ESI†). Thereafter, we performed
unbiased QM/MM MD simulations of the CT propagation along
the classical triad or the alternative tetrad. In a first set of
simulations, we considered the two pathways individually in
order to compute the CT rates for the respective pathways.
Starting from 25 different structures which were randomly
extracted from the long classical MD simulation, we performed
25 direct CT simulations over the classical triad. Only A, B1 and
C1 compose the QM part in these first simulations, therefore,
no transfer to the alternative pathway or to FAD can be
described. Exactly the same procedure is applied to the alter-
native tetrad, considering A, B2, C2 and D2 in the QM part. The
occupation of each tryptophan, which directly relates to its
charge (0 means neutral site and 1 fully oxidized site), is
evaluated as a function of time during the 1 ns QM/MM
simulations. Afterwards, this occupation was averaged on the
25 simulations to draw kinetic profiles (see Fig. 3). Rate constants
(see Table 1) are determined from the time dependence of the
averaged occupations following a numerical fitting procedure
described elsewhere.17
The kinetic profile for the classical triad A–B1–C1 (Fig. 3a)
describes a very fast CT cascade: B1 is transiently occupied and
the charge is stabilized on the well-solvated last site C1 after
20 ps of simulation. We observe a remarkably high rate constant
of 1010.3 ns1 for the forward CT from A to B1 (1), which is about
Fig. 3 Time dependent evolution of the averaged charge occupation
along the classical triad (a) or the alternative one (b) in PhrA. Black line:
A; red line: B1; green line: C1; blue line: B2; orange line: C2; purple line:
D2. A time-scale change is represented by the grey dashed line: on the left
hand, the first decades of picoseconds are zoomed to provide a picture of
the first fast CT events; then the scale is modified to account for the
fluctuation of the charge localisation at hundreds of picoseconds time-
scale: error bars denote the standard deviation of the occupations each
0.1 ns. The charge is on A at the starting point of the simulation. The fitting
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5 times the B1 to C1 CT rate constant and about 10 times the
corresponding rate constant in cryptochrome.17 The slowest back-
ward transfer from C1 to B1 reflects the stabilization of the charge
on the last tryptophan C1 (1).
The same procedure was applied on the alternative tetrad
A–B2–C2–D2. The corresponding kinetic profile presents a
charge stabilization on D2 after 60 ps (Fig. 3b). The occupation
increases on site D2 and decreases on site A in a symmetrical
way, whereas the occupation on site B2 and C2 stays very low.
The C2 occupation slightly grows in the first 20 ps to get an
averaged occupation of 10% which remains stable during at
least 1 ns. The large standard deviation values in Fig. 3b of the
occupation of C2 and D2 denotes different final distribution of
the charge along this tetrad. Actually, in most of the QM/MM
simulations but two, the positive charge is stabilized on D2,
supporting the hypothesis of a participation of this tryptophan
to the alternative pathway. In the two remaining simulations,
the positive charge is stabilized on C2. We observe a conforma-
tional change in these two simulations: the distance between
the centres of mass of C2 and D2 increases from 7.6 to 10.0 Å.
As a result, the electronic coupling is diminished by two orders
of magnitude, thereby blocking the transfer to site D2. The CT
between C2 and D2 is thus coupled to conformational changes.
Similar observation has been already mentioned for the transfer
between B1 and C1 homologous tryptophans in Arabidopsis
thaliana cryptochrome.17
The rate constant of the first transfer between A and B2 is
around 50 ns1, so 20 fold slower than between A and B1 (see
Table 1). Besides, the corresponding backward transfer from B2
to A occurs on the same time-scale. On the contrary, the second
CT between B2 and C2 happens on a similar time-scale as the
A–B1 (thousand ns1). This combination of a slow oxidation of
B2 and a fast oxidation of C2 leads to an unoccupied B2 site.
The CT from C2 to D2 is slower, with a rate around two
hundreds of ns1, but still one order of magnitude higher than
the corresponding backward transfer. This difference between
kC2–D2 and kD2–C2 attests to the stability of the charge on the last
tryptophan D2. In this alternative tetrad, the first CT constitutes
the kinetic limiting step while the charge is then quickly trans-
ferred to D2, in agreement with the symmetric time-dependent
profiles of A and D2 occupations (Fig. 3b).
The individual analysis of the QM/MM simulations provides
further details about the relative stability of the charge on the
last residue of each pathways. We determined the frequency of
the backward transfers from the last residue C1 or D2 to A.
On average, 8 backward transfers occur during the classical
triad trajectories and are randomly distributed in the 1 ns
simulation time. On the contrary; in the alternative tetrad,
the number of backward transfers is 2.4 on average, and they
happen only at the beginning of the simulations: no backward
transfer is observed after 250 ps. Most of the simulation time,
the positive charge stays localized on D2 or C2, which decreases
the probability of a charge recombination on FAD. This obser-
vation suggests that the conformation of the close environment
rapidly adjusts to stabilize the positive charge on D2.
Though isoenergetic in gas phase, the different tryptophans
in PhrA have different ionization potentials (IP) due to the
heterogeneous environment of the solvated protein (see Fig. 4).
The energy of neutral and oxidized tryptophans are averaged
over 1 ns. The large fluctuations are due not only to the thermal
fluctuation but also to the modification of the electrostatic field
around each tryptophan. The energy of B2 is slightly higher
than A, therefore, the observation of the slow rate constant of
A–B2 transfer is consistent with the energetics. Conversely, the
large energy differences between A and B1 (about 0.6 eV) or B2
and C2 (about 1 eV) correlates with the very fast forward CT
between these tryptophans (note that these differences corre-
spond to maxima after the relaxation of the environment
around each radical state, which is not reach during the charge
propagation simulations). Even tough in Marcus theory the
existence of the invert region supposes that a larger driving
force does not necessarily lead to a higher rate constant, the
energy of the radical states in photolyases relaxes on timescales
overlapping that of CT. Indeed, in a previous study,15 we found
that Marcus theory fails to described the fast CT occuring in
E. coli photolyase. We observe for both pathways a downhill
energy profile which was previously highlighted in crypto-
chromes and photolyases.16–18 We decompose the energy
difference between the neutral and the oxidized states into
two contributions (Fig. 4 bottom): (i) the interaction with the
CT-pathway, containing the tryptophan side chains and
charged FAD, and (ii) the interaction with the protein and
the solvent molecules. A localized positive charge on A is
stabilized by the interaction with the negatively charged FAD.
As expected, the contribution associated with this interaction
decreases when the FAD-tryptophan distance increases. The
stabilization of the oxidized state of B1, C1 and D2 is mainly
due to interactions with the protein and the solvent molecules.
On the contrary, the contribution from the CT-pathway constitutes
the major part of the stabilization of B2 and the stabilization of C2
results also mainly from the CT-pathway contribution (ca. frac23).
The radial distribution function of water molecules around
the positively charged sites is given in Fig. 5. The classical triad
presents an increasing solvation from A to C1, comparable to
Table 1 Rate constants in ns1 for the different CT transfers between tryptophan in PhrA. The first subscripted letter indicates the positive charge donor
and the second the acceptor. Each line corresponds to a different QM part: only A, B1 and C1 for the ‘‘classical triad’’; A, B2, C2 and D2 for the ‘‘alternative
tetrad’’ and finally all tryptophans for ‘‘both’’ pathways
kA–B1 kB1–A kB1–C1 kC1–B1 kA–B2 kB2–A kB2–C2 kC2–B2 kC2–D2 kD2–C2
Classical triad 1010.3 778.3 219.6 20.0 — — — — — —
Alternative tetrad — — — — 48.6 56.6 1195.5 318.0 176.7 25.4

































































































This journal is© the Owner Societies 2019 Phys. Chem. Chem. Phys., 2019, 21, 17072--17081 | 17077
the water molecules distribution around the tryptophan triad in
the plant cryptochrome.17 Much less water molecules interact
with B2 than with B1. A look at the structure reveals that B2 is
actually located in a hydrophobic pocket, which can explain its
relatively high site energy. C1 and C2 have a similar solvation,
and D2 has the highest degree of solvation because it is in
direct contact with the bulk.
As we demonstrated for other photolyases and crypto-
chromes, the typical downhill profile for the CT results from
better solvation of the residues, the closer they are to the bulk
solvent.16–18 The radical is stabilized by the deprotonation of
the last tryptophan of a pathway, leading to the neutral radical
indol ring. The deprotonation of the homologs of C1 occurs in
350 ps in a class II CPD photolyase,54 200 ns in plant
cryptochrome,55 300 ns in Escherichia coli photolyase56 and
2.5 ms in Xenopus laevis photolyase.7 The subnanosecond
deprotonation in the class II CPD photolyase is explained by
the presence of an acidic wire, which consists of a water cluster,
an aspartate and a histidine in the tryptophan neighbourhood.
In PhrA, several water molecules can also constitute a hydrogen
bond wire around C1, however, no acidic residue is available to
support the deprotonation of the positively charged C1. The C1
pocket is relatively similar to the Trp324 pocket in plant
cryptochrome, except for the presence of a salt bridge close to
C1 in PhrA. Considering these structural comparisons, we can
expect that the deprotonation of C1 is faster than in plant
cryptochrome, but not as fast as in the class II photolyase.
In absence of any experimental value, the competition between
the transfer to the alternative tetrad and the deprotonation
of C1 remains conceivable, but we do not consider it in our
simulations. In most of our simulations, the nitrogen atom of
D2 is in hydrogen bond interaction with the backbone of
Thr319. However, some D2 side chain rotations are observed
leading to the complete solvation of the indol group. In such
position, the tryptophan deprotonation can happen very fast.
In summary, our results on the independent CT pathways
confirm the relative importance of the different tryptophans
from both pathways. Once A is oxidized, the charge moves
faster on the classical triad than on the alternative tetrad. The
positive charge is stabilized on C1 following a downhill mecha-
nism. A similar profile is observed for the alternative tetrad but
the A–B2 transfer is two orders of magnitude slower than the
A–B1 CT. However, the stabilization of the charge is stronger on
the last tryptophan D2 of the alternative tetrad than on the site
C1 of the classical triad. The good solvation of C2 also allows a
significant stabilization of the charge on the alternative pathway.
Moreover, the backward transfer is energetically impeded by the
high cost of a reoxidation of B2. Consequently, our simulations draw
a distinction between a kinetic triad A–B1–C1 and a thermodynamic
tetrad A–B2–C2–D2, with their own advantages and drawbacks.
3.2 Charge transfer along the branching pathways
Site-directed mutagenesis of tryptophans from both pathways
leads to a complex photoreduction process which contrasts
with the monoexponential decay observed after excitation of
oxidized FAD in the WT and suggests an important role of the
combination of two CT pathways.20 The simulations reported
above neglect the interplay between these pathways. We thus
simulated unbiased CT describing A, B1, C1, B2, C2, D2 at a QM
level at the same time. We started 29 individual 1 ns QM/MM
MD from different structures including an oxidized site A and a
classical FAD. As we did in the previous part, we averaged the
occupations of each tryptophan over the different simulations
to draw the kinetic profile presented in Fig. 6.
Fig. 4 Site energies of the different Trp (A, black; B1, red; C1, green; B2,
blue; C2, orange; D2, purple) at a neutral state (top graph, highest values)
and oxidized state (top graph, lowest values). Energy values are averaged
along one nanosecond QM/MM MD trajectory. The error bars denote the
standard deviation of the site energies. The energy gap between the two
states (bottom graph) is divided into two contributions for each tryptophan:
the contribution from the CT-pathway (tryptophans and FAD) (bar filled
with diagonal lines) and the interaction with PhrA and solvent (solid bar).
Fig. 5 Radial distribution function of water molecules around the center
of mass of the different tryptophans in the branching pathway: black
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During the first 10 ps, the charge promptly goes from A to
C1, so, maximum of C1 occupation (about 70%) is observed
after 20 ps. Subsequently, the C1 occupation slowly decreases
whereas the D2 occupation conversely increases. After 1 ns, the
final occupation of C1 and D2 is between 40% and 50%.
Because of the larger stabilization of the charge on the alter-
native tetrad, one can expect a complete transfer of the charge
on D2 after several nanoseconds. The occupations of the
intermediate tryptophans B1, B2 and C2 remain very low as
well as the A occupation. Actually, in 27 of the 29 simulations,
the charge moves to B1 first. In the two remaining trajectories,
the charge is directly propagated along the alternative tetrad.
Transfers causing crossings between pathways occur at low
frequency (at maximum 3 crossings per simulation) but they
lead to a 40–60% distribution of the charge on the two path-
ways: after 1 ns, 12 trajectories present an oxidized C1 and 17
an oxidized D2.
The rate constants (Table 1) are influenced by the extension
of the QM zone to the six tryptophans. As expected, we observe
a decrease of the rate constants involving site A as the Y-shaped
pathway induces a competition between A–B1 and A–B2 trans-
fer. Obviously, the classical triad has the better kinetic para-
meters and enables a fast transfer of the positive charge.
However, the rate constant of the second CT, from B1 to C1,
is lower than the backward CT rate from B1 to A. The charge
thus fluctuates along the classical triad (see also the movie and
the graphs in ESI†). On the contrary, if the first transfer from A
to B2 is slow, the second transfer from B2 to C2 is ten fold faster
than the backward transfer from B2 to A. The barrier for
backward CT in the alternative tetrad is higher than in the
classical triad so the charge is more stabilized on C2 or D2 than
on C1 (see also Fig. 4).
We also performed QM/MM simulations where the positive
charge is constrained on one site and the FAD is negatively
charged. The starting structure is taken from the 150 ns classical
MD simulation where the FAD is fully oxidized and the tryptophan
are neutral. We can thus observe the conformational changes
around each redox partner induced by the charge separation and
the positive charge propagation. After almost 100 ps, we observe
that the FAD IP increases by 0.2–0.4 eV, making the FAD
oxidation harder (see Fig. 7), i.e., the energy of the hole on FAD
is increased by environment reorganization. An example for
reorganization is represented by the snapshot in Fig. 7: the
rotation of Asn380, the rotation of the guanidinium group of
Arg346 from p-stacked conformation to p–cation interaction with
FAD, the formation of a hydrogen bond between Asp376 back-
bone and FAD. Thermodynamically, this will not have a big
impact on the driving force of the charge recombination, but
the reorganization, in a Marcus picture, would change the curva-
ture of the diabatic states and may thereby introduce a small
kinetic barrier. However, the electronic coupling between A and
FAD does not change, so it is not affected by these structural
reorientations. Overall, a recombination due to backward transfer
along the classical triad seems likely. Then, a competition
between the charge recombination on FAD and the transfer
to alternative pathway arises. Once the charge is on C2 or D2,
however, backward transfer is strongly inhibited by the large
energy gap in the C2–B2 transfer. Despite the use of numerous
and various simulations, no specific conformational change
has been detected with regards to the control of the charge
transfer across the branches. We expect an ensemble of small
contributions allowing the site energies fluctuations and trig-
gering the charge transfer from to B1 or B2.
The mechanism observed in our simulation can be described
by three steps also resumed in Fig. 8: (1) the charge is rapidly
transferred to C1 through B1; (2) the environment stabilizes the
negative charge on the isoalloxazine ring of the FAD, and the
charge is transferred back to A; (3) the charge is stabilized on D2.
The fast transfer to C1 avoids the immediate charge recombina-
tion between A and FAD. However, backward CT along the triad
are frequent so the risk of FAD reoxidation may grow when
A is again transiently positively charged. Two mechanisms can
Fig. 6 Time dependent evolution of the averaged charge occupation
along both pathways in PhrA. Black line: A; red line: B1; green line: C1;
blue line: B2; orange line: C2; purple line: D2. The charge is on A at the
starting point of the simulation. The fitting curves from our kinetic model
are also shown using the same relative colors.
Fig. 7 Fluctuation of the ionization potential of FAD when the charge is
fixed on C1. The starting and the last conformations (upper pictures) of the
FAD pocket illustrate different modifications of the environment occurring
after the FAD photoreduction. Orange dashed lines indicate the hydrogen
bond and purple dashed line the p–cation interaction. Hydrogen atoms of
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counteract the charge recombination: (i) the deprotonation of
positively charged C1 (likely several nanoseconds) or (ii) the transfer
of the positive charge to D2 (about several hundreds of ps).
A reorganization of the environment around the FAD chromophore
seems to follow the redox state modification of the isoalloxazine
ring. On the contrary, the hydrophobic pocket of B2 appears mostly
insensitive to the redox state of B2 (Fig. 4), so the charge can be
transferred from A to C2 through B2 without a big outer sphere
reorganization. The final stabilization of the positive charge on C2
or D2 prevents any charge recombination.
4 Conclusion
Photolyases and cryptochromes are able to efficiently photo-
reduce FAD. Several pathways of aromatic residues participate
in the charge transfer from the flavin cofactor to the solvent.
PhrA possesses two related CT pathways, starting from the
same tryptophan, A. One of these pathways is called the
classical triad with reference to the homologous pathway which
was firstly described in Escherichia coli photolyase. The second
one represents an alternative pathway which was also previously
described in other proteins.6,57,58 Such a pathway contributes to
the photoreduction of FAD if the charge transfer along the
classical triad is hindered. Unexpectedly, in PhrA, in vitro FAD
photoreduction is altered by mutations on both pathways.20
Our computational study provides a new insight on the
respective role of these two pathways. First of all, we demon-
strate the importance of a fourth tryptophan in the alternative
pathway. Its IP is the most convenient one for a good stabili-
zation of the positive charge. However, the classical pathway
presents the highest rate constant for the first CT from the first
tryptophan A to the second tryptophan of the CT cascade. The
comparison between the rate constants of the different CT
and the IP of the different tryptophan leads us to describe
the classical triad as the ‘‘kinetic’’ one and the alternative one
as the ‘‘thermodynamic’’ CT. Our unbiased CT simulations
reflect these different behaviors. In most of our 1 ns trajec-
tories, the charge goes to the classical triad in few ps. In about
100 ps, a reorganization of the FAD pocket leads to a small
stabilization of FAD. From time to time, a transfer to the
alternative tetrad occurs and then the charge is stabilized on
the last tryptophan D2. After 1 ns, we obtain a similar prob-
ability to have the charge on C1 or D2, but the kinetic profiles
and the energetic values suggest a final stabilization of the
charge on D2 after several ns. We also found that thermal
motions that result in changed tryptophans distances can have
a major impact on charge transfer. Conformational changes
during photoreduction could also lead to the biexponential
photoreduction curves that were observed during the measure-
ments on tryptophans mutants.
The ubiquity of an efficient charge transfer pathway in all
members of the photolyase–cryptochrome family underlines
the importance of the photoreduction process leading to a stable
radical state. Several strategies have been followed during the
evolution to maintain the positive charge from the FAD: the fast
charge transfers to the first and the second tryptophans which
avoid the fast charge separation-recombination mechanism which
occurs in a solvated U-shape FAD;59,60 the common downhill
process due to the environment which creates a stable charge
separation state;17,18 the fast deprotonation of the last trypto-
phan which stabilizes its oxidation;54 or in the case of PhrA, the
presence of alternative pathways. We prove that the combi-
nation of both CT pathways in PhrA ensures a fast and stable
FAD photoreduction. This strategy can be followed by many
cryptochromes and photolyases containing homologs of the
branching pathway of PhrA.
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