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Abstract
This paper presents the construction of an explicit, optimal-access, high-rate MSR code for any (n, k, d =
k + 1, k + 2, k + 3) parameters over the finite field FQ having sub-packetization α = qd
n
q e, where q = d − k + 1
and Q = O(n). The sub-packetization of the current construction meets the lower bound proven in a recent work
by Balaji et al. in [1]. To our understanding the codes presented in this paper are the first explicit constructions of
MSR codes with d < (n− 1) having optimal sub-packetization, optimal access and small field size.
I. INTRODUCTION
In an ((n, k, d), (α, β)) regenerating code (see [2]) over the finite field FQ, a file of size B is encoded and
stored across n nodes with each node storing α symbols. Any regenerating code has to satisfy two properties: (a)
data collection and (b) node repair. Data collection calls for the recovery of the entire file of size B by fetching
α symbols each from any k out of the n nodes. The repair property requires that the node replacing the failed
node should be able to recover all α symbols of the failed node by contacting d helper nodes and downloading
β symbols from each. A regenerating code is said to be a minimum storage regenerating (MSR) code if B = kα
and α = (d − k + 1)β. MSR codes are MDS codes that incur minimal repair bandwidth (dβ) during the repair
of a single node. There is a sub-family of MSR codes called optimal-access (repair-by-transfer) MSR codes where
during repair, the helper nodes simply transmit a subset of size β from the α symbols contained in the node.
Additional desirable attributes of an MSR codes are high rate, optimal access, small sub-packetization and small
field size. We use r to denote n− k and set q = d− k + 1.
A. Literature and Contributions
There are several known MSR constructions. The product matrix construction in [3] for any 2k− 2 ≤ d ≤ n− 1
is one of the first. In [4], the authors provide a high-rate MSR construction using Hadamard designs for any
(n, k = n−2, d = n−1) parameters. In [5], high-rate systematic node repair MSR codes called Zigzag codes were
constructed for d = n − 1. These codes however had large field size and sub-packetization that is exponential in
in k. This construction was extended in [6] to enable the repair of parity nodes. The existence of MSR codes for
any value of (n, k, d) as α tends to infinity is shown in [7]. In [8] [9] lower bounds for sub-packetization(α) were
presented. In [5] a lower bound α ≥ r kr for the special case of an optimal-access MSR code was provided. This
bound was recently improved by Balaji et al. in [1] to q
n
q . The latter results proves sub-packetization-optimality of
the explicit codes provided in [10], [11], [12] for d = n− 1 and the non-explicit code in [13] for d < n− 1.
Though the literature contains prior optimal access constructions for d < n− 1, the resultant codes were either
non-explicit [13], or else have large sub-packetization [14], or are of high field size [15]. In the present paper, we
present optimal-access MSR codes that have optimal sub-packetization for any (n, k, d = k + 1, k + 2, k + 3) and
which can be constructed using a field of size Q = O(n).
B. Notation
We set [a, b] = {a, a + 1, · · · , b} and [a] = [1, a]. We set x¯ = x ⊕ 1 for x ∈ Z2. The symbol κ∗ indicates a
known quantity in an equation. We use (z0, z1, · · · , zt−1) to denote the components of a vector z ∈ Ztq and define
z(y, x) = z′ where z′y = x, z′y′ = zy′ ∀y′ ∈ Zt, y′ 6= y.
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2II. THE MSR CONSTRUCTION
We provide a construction for an MSR code having the following parameters:
(n = qt, k = n− r, d = k + q − 1), α = qt, β = qt−1
for any q ∈ {2, 3, 4}, t ≥ 2 and r ≥ q. We will show in the later sections, that the construction is explicit and can
be constructed with small field size Q ≥ 6t + 2 for q = 2 and 18t + 2 for q = 3, 4. Thus, Q = O(n). A more
precise field-size computation appears in Section:IV.
MSR codes for any (n, k, d = k+ 1, k+ 2, k+ 3) can be obtained by shortening the MSR code constructed with
parameters q = d− k + 1, r = n− k and t = dnq e by setting ∆ = qt− n message symbols to zero.
A. 3D representation of the codeword
The codeword of MSR code containing nα symbols can be described as array of symbols
{A(x, y; z), (x, y) ∈ Zq × Zt, z ∈ Ztq},
in FQ, with the help of 3-D data cube (see Fig.1(a)) having dimension (q × t)× qt. In the 3D representation each
plane of the data cube is indexed by z ∈ Ztq.
(a) The data cube containing ((q × t)× qt)
symbols over the finite field FQ. In this
example, q = 4, t = 5.
y=0 1 2 3 4
x=0
1
2
3
(b) We employ a dot notation to iden-
tify a plane. The example indicates the
plane z = (3, 2, 3, 1, 0).
Fig. 1. Illustration of the data cube.
Here, n = qt code symbols are indexed by 2-tuple: {(x, y) | x ∈ Zq, y ∈ Zt}. Each code symbol (x, y) is a vector
of qt symbols in FQ : C(x, y) = {A(x, y; z) | z ∈ Zqt}. Therefore, the codeword C = {C(x, y) | (x, y) ∈ Zq×Zt}.
We describe the code through an (rα×nα) parity-check matrix H whose rows are indexed by (j, a) and columns
by (x, y; z):
H((j, a), (x, y, z)) =

θjx,y;zy a = z
γzy,xθ
j
x,y;zy a = z(y, x), zy 6= x
0 otherwise
(1)
for all j ∈ [0, r − 1], a, z ∈ Ztq, (x, y) ∈ Zq × Zt. The corresponding parity-check equations are given by:∑
y∈Zt,x∈Zq
θjx,y;zy A(x, y; z)︸ ︷︷ ︸
in plane symbols
+γx,zyθ
j
zy,y;xA(zy, y; z(y, x))︸ ︷︷ ︸
out-of-plane symbols
= 0 (2)
for all j ∈ [0, r − 1], z ∈ Ztq. Here, γx,x′ =

γ x < x′
0 x = x′
1 x > x′
, γ /∈ {0, 1}. We set θx,y;x = θy for any x ∈ Zq. The
remaining θ symbols can be assumed to be distinct for now. A detailed discussion of θ assignment is provided in
Section:IV.
3B. Intersection Score
This parameter will help describe the repair and data collection properties of the MSR construction. Given a
subset of nodes E ⊆ Zq × Zt, plane z ∈ Ztq, the intersection score is defined as:
IS(E , z) = |{ (zy, y) ∈ E | y ∈ Zt }|.
We will first show the working of the construction for q = 2 and r = 3 in the next Section and generalize the
ideas to prove the data collection, repair properties of MSR code for any q ∈ {2, 3, 4} in Sections IV, V respectively.
III. MSR CONSTRUCTION FOR q = 2, r = 3
The parameters of this code are (n = 2t, k = n − 3, d = n − 2). During repair, d = n − 2 nodes act as helper
nodes. Thus, a single node remains aloof during node repair.
A. Repair
Let (x0, y0) be the failed node and (x1, y1) be the aloof node, E = {(x1, y1)}. Helper information sent by a
node (x, y) for repair of node (x0, y0) is given by:
{A(x, y; z) | z ∈ R}, R = {z ∈ Zt2 | zy0 = x0}.
We first order planes z ∈ R by the intersection score IS(E , z) and then perform repair sequentially plane by plane.
a) IS(E , z) = 0 i.e., (zy1 6= x1):
In this case there are three unknown symbols A(x0, y0, z), A(x1, y1, z), A(x0, y0; z(y0, x¯0)) and three linearly
independent equations. Upon solving, we recover the 2 symbols of the failed node.
b) IS(E , z) = 1 i.e., (zy1 = x1): As all the symbols corresponding to zy1 6= x1 are recovered, we know
A(x1, y1, z(y1, x¯1)), therefore the only unknown out-of-plane symbol is the one corresponding to the failed node.
The three unknown symbols A(x0, y0, z), A(x0, y0, z(y0, x¯0)), A(x1, y1, z) can be solved for. We have thus recovered
two failed node symbols per each plane z ∈ R amounting to a total of 2 ∗ 2t−1 = α symbols.
B. Data Collection Property
We will prove the data collection property by showing that any r = 3 erased nodes can be recovered. There are
two kinds of possible three erasure patterns: (a) where the three erasures occur in different y-sections and (b) when
there are two erasures in one y-section with the third in a different y-section.
Case 1: E = {(x1, y1), (x2, y2), (x3, y3)} is the set of erasures. For the case of planes with intersection score
zero, this reduces to solving:
3∑
i=1
θjxi,yi,zyiA(xi, yi; z) = κ
∗ for j ∈ {0, 1, 2}, (3)
as all out-of-plane symbols are available. Now for planes with intersection score > 0, by assuming that erased
symbols for planes with IS< i are recovered, recovering symbols corresponding to planes with IS= i reduces to
the case in (3) as the out-of-plane symbols in (2) are either already available or have been recovered in planes with
intersection score i− 1.
Case 2: E = {(0, y1), (1, y1), (x2, y2)} is the set of erasures. We now consider a plane with IS(E , z) = 1, i.e.,
zy2 6= x2. Let zy1 = 1. Solving for erased symbols with (4) is impossible as the number of unknown symbols are 4,
whereas the number of equations are 3. Therefore, we also consider equations corresponding to plane z′ = z(y1, 0)
to recover the erased symbols of plane z. Note that IS(E , z′) = 1.∑
(x,y)∈E
θjx,y;zyA(x, y; z) + γθ
j
1,y1;0
A(1, y1, z
′) = κ∗, (4)
∑
(x,y)∈E
θjx,y;z′yA(x, y; z
′) + θj0,y1;1A(0, y1, z) = κ
∗, (5)
4for all j ∈ [0, 2].
The symbols, {A(x, y, z), A(x, y, z′)|(x, y) ∈ E} can be recovered if the matrix,
1 1 1 1
θy1 θ1,y1;0 θx2,y2;zy2 θ0,y1;1
θ2y1 θ
2
1,y1;0 θ
2
x2,y2;zy2
θ20,y1;1
γ 1 1 1
γθ1,y1;0 θ0,y1;1 θy1 θx2,y2;zy2
γθ21,y1;0 θ
2
0,y1;1 θ
2
y1 θ
2
x2,y2;zy2

︸ ︷︷ ︸
HS
is invertible. We prove that HS is invertible by showing that the left null space of HS contains only the all-0 vector.
Consider the vector in the left null space to be of the form:
f = (f10, f11, f12, f20, f21, f22) and fHS = 0.
Define polynomials, fj(x) =
2∑
i=0
fjix
i for j ∈ {1, 2}. If f is in the null space of HS , we must have: f1(θy1) = 0,
f2(θy1) = 0, f1(θx2,y2;zy2 ) = 0, f2(θx2,y2;zy2 ) = 0,
f1(θ0,y1;1) + f2(θ0,y1;1) = 0, (6)
f1(θ1,y1;0) + γf2(θ1,y1;0) = 0. (7)
It is clear that θy1 and θx2,y2;zy2 are roots of polynomials f1 and f2, As the polynomials are of degree 2, they can
be expressed in following form:
fi(x) = ci(x− θy1)(x− θx2,y2;zy2 ), i ∈ {1, 2}.
Substituting this in (6), (7), due to the distinctness of θ’s we get the following condition:[
c1 c2
] [ 1 1
γ 1
]
= 0.
γ 6= 1 results in c1 = c2 = 0 and hence f1 = f2 = 0, proving the MDS property.
The case of IS = 2, i.e., zy2 = x2 for a plane z reduces to solving equations (4), 5 as the out-of-plane symbols
corresponding to node (x2, y2) have intersection score 1 and are recovered in previous step.
Remark 1. Multiple planes need to be solved together when the number of erasures in a y-section is more than
one.
Remark 2. Multiple planes need to be solved together when the number of aloof nodes in a y-section is more than
one.
IV. DATA COLLECTION FOR q ∈ {2, 3, 4}, ANY r ≥ q
We prove the data collection property of the MSR code, by showing that any r-erasures can be recovered. The
proof provided here holds for any q ∈ {2, 3, 4} and any r ≥ q. As before, erased nodes E are recovered by following
a sequential decoding procedure where planes z are ordered by intersection score IS(E , z) and erased symbols are
recovered plane-by-plane in order of increasing intersection score.
A. Intersection Score IS(E , z) = 0
The parity check equation (2) can be rewritten as below as the out-of-plane symbols are all known:∑
(x,y)∈E
θjx,y;zyA(x, y; z) = κ
∗ for all j ∈ [0, r − 1] (8)
(8) shows that the erased symbols {A(x, y; z)|(x, y) ∈ E} can be recovered as there are r linearly independent
equations in r unknowns.
5B. Intersection Score IS(E , z) > 0
In the planes considered here, we assume that erased symbols corresponding to planes with smaller intersection
score have already been recovered. The proof proceeds in two steps, the first step involves reducing the problem
to showing invertibility of a reduced parity check (pc) matrix, the second step proves that the reduced pc matrix is
indeed invertible.
1) The Reduction: For a given plane z, we group the erasures E as below:
E0,z = ∪y∈ZtE0,y,z, E0,y,z = {(x, y) ∈ E|zy = x},
E1,z = ∪y∈ZtE1,y,z, E1,y,z = {(x, y) ∈ E|zy 6= x, (zy, y) /∈ E},
E2,z = ∪y∈ZtE2,y,z, E2,y,z = {(x, y) ∈ E|zy 6= x, (zy, y) ∈ E}.
Rewriting the parity check equation from (2), we get∑
(x,y)∈E
θjx,y;zyA(x, y; z) +
∑
y:(zy,y)∈E
∑
x 6=zy
γx,zyθ
j
zy,y;xA(zy, y; z(y, x)) = κ
∗
For (zy, y) ∈ E , if (x, y) /∈ E then IS(E , z) > IS(E , z(y, x)) and therefore by the induction assumption, A(zy, y, z(y, x))
is known. If (x, y) ∈ E , then IS(E , z(y, x)) = IS(E , z). This observation results in the following equation:∑
(x,y)∈E
θjx,y;zyA(x, y; z) +
∑
(x,y)∈E2,z
γx,zyθ
j
zy,y;xA(zy, y; z(y, x)) = κ
∗
for all j ∈ [0, r−1]. The number of equations is r here, whereas the number of unknowns is r+ |E2,z|. We therefore
need to bring in additional equations to solve for the erased symbols in this plane. Therefore, for a plane z we pick
equations corresponding to all the planes in Z = Z0×Z1 · · ·×Zt−1, where Zy =
{
{x | (x, y) ∈ E}, (zy, y) ∈ E
{zy}, otherwise,
for all y ∈ Zt. It is to be noted that the total number of erased symbols within all the planes in Z and the number
of equations r|Z| are the same. From here on we use z as a variable that identifies planes in Z .
We will now be restricting to the sub matrix of parity check, i.e., the parity check equations corresponding to
planes in Z , i.e, to erased symbols {A(x, y, z) | (x, y) ∈ E , z ∈ Z}:
HS((j, a), (x, y; z)) = H((j, a), (x, y; z))
where j ∈ [0, r − 1], (x, y) ∈ E , z, a ∈ Z , Proving the invertibility of this sub matrix implies recovery of symbols
{A(x, y; z) | (x, y) ∈ E , z ∈ Z}.
Consider (fa,j | a ∈ Z, j ∈ [0, r − 1]) to be a vector in the left null space of matrix HS . We consider
a polynomial interpretation of this vector and set fa(x) =
r−1∑
j=0
fa,jx
j . By the null space condition, we obtain
∑
a∈Z
r−1∑
j=0
fj,aH((j, a), (x, y, z)) = 0 for all (x, y) ∈ E and z ∈ Z . Upon careful substitution of parity-check matrix
components from (1), the left-null space conditions on matrix HS can be summarized in the form:
fa(θ) = 0, ∀θ ∈ Θa,
fa(θx,y,ay) + γay,xfa(y,x)(θx,y;ay) = 0, ∀(x, y) ∈ E2,a, (9)
for all a ∈ Z where, Θa = {θy|(ay, y) ∈ E} ∪ {θx,y;ay |(x, y) ∈ E1,a}. Therefore the polynomials can be expressed
as:
fa(x) = f
∗
a (x)
∏
θ∈Θa
(x− θ), ∀a ∈ Z (10)
where f∗a (x) is a polynomial of degree `− 1, ` = |E2,a|1. Note that Θa is independant of a. Thereby, substituting
the polynomial from (10) in (9) results in: f∗a (θx,y;ay) +γay,xf∗a(y,x)(θx,y;ay) = 0, ∀(x, y) ∈ E2,a,∀a ∈ Z. We need
1The amount of reduction r − ` = |Θa|= |E0,a|+|E1,a|, is due to the distinctness of θ’s in set Θa
6to prove that f∗a are zero polynomials, which is equivalent to proving invertibility of the reduced pc matrix H∗S :
H∗S((j, a), (x, y; z)) = HS((j, a), (x, y; z))
∀j ∈ [0, `− 1], a, z ∈ Z , (x, y) ∈ E2,z .
2) Inductive Proof: We will now prove that the matrix H∗S is invertible. This will be done in two steps. In
the first step we consider the erasure patterns where all the erasures occur in a single y-section and prove that
the erased symbols can be recovered. In the next step we group the erasures by the y-section they belong to and
prove that the erasures can be recovered by inducting on the number of y-sections with non-zero erasures. Let
ey = |{(x, y) ∈ E2,z}|, for some z ∈ Z and e = (ey)y∈Zt . Let S = Supp(e) be the support set of erasure weight
vector e, |S|= s, S = {y1, · · · , ys}. Total number of planes pi = |Z|=
s∏
i=1
(eyi + 1), ` =
s∑
i=1
eyi .
Remark 3. eyi ≤ q−1 for all i ∈ [1, s] and therefore in the proofs that follow, we consider cases of eyi ∈ {1, 2, 3}
a) θ assignment: We will define here a simpler assignment of θ, that results in MDS property for the first step
where erasures occur in a single y-section. The assignment also makes sure that the repair property goes through.
For any given y ∈ Zt, x ∈ Zq the collection {θx,y;i, θi,y;x, θx,y;x|i ∈ Zq \ {x}} has distinct elements, this property
of θ assignment will be used in the repair property proofs. For q = 2, 3, 4, the matrix Θy is defined as follows:
[
θ0,y γθ1,y
θ1,y θ0,y
] θ0,y γθ1,y γθ2,yθ1,y θ0,y γθ3,y
θ2,y θ3,y θ0,y


θ0,y γθ1,y γθ2,y γθ3,y
θ1,y θ0,y γθ3,y γθ2,y
θ2,y θ3,y θ0,y γθ1,y
θ3,y θ2,y θ1,y θ0,y

θx,y;zy = Θy(zy, x) ∀x, zy ∈ Zq
It is to be noted that in the above assignment: θx,y;zy = γθzy,y;x when x > zy. The coefficients assigned are such
that {θi,y, γθi,y, θ0,y|i ∈ {1, 2, 3}, y ∈ Zt} is a collection of distinct elements in a field of characteristic two.
We show here a way to do the θ assignment. Consider a sub-group G of FQ \ {0} and cosets γG,γ2G. w = 1
for q = 2 and w = 3 for q = 3, 4. We pick coefficients for {θi,y| ∀y ∈ Zt, i ∈ [w]} from G and the corresponding
γ multiples can be picked from γG and the remaining t, θ’s corresponding to {θ0,y,∀y ∈ Zt} are picked from
γ2G. When m is even 3|2m − 1 and define G = {λ3i : 0 ≤ i ≤ Q−13 − 1}, where λ is primitive element and set
γ = λ. Therefore, by chosing field size such that |G|> wt, we get Q ≥ 3wt+ 1. If the smallest possible field size
that satisfies 2m = Q ≥ 3wt + 1 results in a odd m, we just take double the field size. This results in field size
Q ≥ 6t+ 2 for q = 2 and Q ≥ 18t+ 2 for q ∈ 3, 4.
We define the matrix Mi,`i as the reduced pc matrix when erasures are given by E ′ = {(x, y) ∈ E|y ≤ yi}. Mi,`i
is a square matrix with dimension `ipii where `i =
i∑
j=1
eyj and pii =
i∏
j=1
(eyj + 1). `i, pii are parameters equivalent
to `, pi for the reduced pc matrix H∗S . eyi ∈ {1, 2, 3} as q ≤ 4.
b) Base Cases: Let V dij = [v(γθi,yj ), v(θi,yj )], v(θ) = (1, θ, · · · , θd−1)T and Γ =
[
γ 0
0 1
]
. We will now look
at the base case, i.e when s = 1. The total number of symbols remaining in H∗S is equal to ey1pi1 as each plane
has ey1 symbols remaining and there are pi1 planes.
Let z ∈ Z and E2,z = {(xj , y1) | ∀j ∈ [ey1 ]}, the remaining planes in Z are given by {z(y1, xj)| ∀j ∈ [ey1 ]}.
All the erased symbols are given by: {A(x, y1, z(y1, x′))|x, x′ ∈ Zy1 , x 6= x′}.
Case 1: ey1 = 1, `1 = 1, pi1 = 2: The reduced pc matrix has columns corresponding to symbols A(x1, y1, z)
and A(zy1 , y1, z(y1, x1)) and planes z, z(y1, x1). Wlog we assume that Zy1 = {zy1 , x1} = {0, 1} and this results
in the reduced matrix:
M1,d =
[
V d11
V d11Γ
] } zy1 = 0
} zy1 = 1
for d = 1. We however define it for any d to use it in induction. The determinant of matrix M1,1 is 1− γ. As we
have γ 6= 1, the determinant is non-zero. The matrix for the cases ey1 = 2, 3 are also determined in the same way
7as it is done for ey1 = 1. For eyi = 2 case we assume wlog that Zy1 = {zy1 , x1, x2} = {0, 1, 2} in order to obtain
matrix M1,d.
Case 2: ey1 = 2, `1 = 2, pi1 = 3:
M1,d =
 V d11 V d21V d11Γ V d31
V d21Γ V
d
31Γ
 } zy1 = 0} zy1 = 1
} zy1 = 2
The determinant of matrix M1,2 is γ(1− γ)4θ1,y1(θ2,y1 − θ1,y1)(θ2,y1 − θ3,y1) 6= 0
Case 3: ey1 = 3, `1 = 3, pi1 = 4:
M1,d =

V d11 V
d
21 V
d
31
V d11Γ V
d
21 V
d
31
V d21Γ V
d
11 V
d
31Γ
V d31Γ V
d
11Γ V
d
21Γ

} zy1 = 0
} zy1 = 1
} zy1 = 2
} zy1 = 3
The determinant of matrix M1,3 is γ4(1− γ)6(θ1,y1 − θ2,y1)2(θ1,y1 − θ3,y1)2(θ2,y1 − θ3,y1)4(θ1,y1 − γθ3,y1)(γθ1,y1 −
θ3,y1)(θ1,y1 − γθ2,y1)(γθ1,y1 − θ2,y1) 6= 0.
Hence, we proved that M1,`1 is invertible.
c) Induction over i ∈ S for i > 1: Now we prove Mi,`i is invertible for any i > 1 by assuming that Mi−1,`i−1
is invertible. To do this it helps to express the later matrix iteratively using Mi−1,d.
We will now define two matrices that will be repetitively used to iteratively express Mi,d.
Ddji =
 V
d
ji
. . .
V dji

︸ ︷︷ ︸
dpii−1×2pii−1
, Λ =
 Γ . . .
Γ

︸ ︷︷ ︸
2pii−1×2pii−1
The iterative expression for Mi,d is provided for each case of eyi ∈ {1, 2, 3}. This follows from the parity matrix
definition.
Case 1: eyi = 1, `i = `i−1 + 1, pii = 2pii−1: Wlog we assume that Zyi = {0, 1}, then
Mi,d =
[
Mi−1,d 0 Dd1i
0 Mi−1,d Dd1iΛ
] }
zyi = 0}
zyi = 1
Case 2: eyi = 2, `i = `i−1 + 2, pii = 3pii−1: Wlog assume that Zyi = {0, 1, 2}, then
Mi,d =
 Mi−1,d Dd1,i Dd2,iMi−1,d Dd1,iΛ Dd3,i
Mi−1,d Dd2,iΛ D
d
3,iΛ
 } zyi = 0} zyi = 1
} zyi = 2
Case 3: eyi = 3, `i = `i−1 + 3, pii = 4pii−1: Wlog assume that Zyi = {0, 1, 2, 3}, then
Mi,d =

Mi−1,d Dd1,i D
d
2,i D
d
3,i
Mi−1,d Dd1,iΛ D
d
2,i D
d
3,i
Mi−1,d Dd2,iΛ D
d
1,i D
d
3,iΛ
Mi−1,d Dd3,iΛ D
d
1,iΛ D
d
2,iΛ

} zyi = 0
} zyi = 1
} zyi = 2
} zyi = 3
We first note that Mi,`i is a submatrix of H
∗
S when restricted to rows (j, a), columns (x, y, z) given by j ∈
[0, `i − 1] and a, z ∈ Ri, (x, y) ∈ ∪ij=1E2,z,yj . Let z′ ∈ Z , we define Ri = Z∗0,i × · · · × Z∗t−1,i where, Z∗j,i ={
{z′y} j > yi
Zj otherwise
for all j ∈ Zt. Let h(x,y;z) be a column in this short matrix Mi,`i , it has support at rows
(j, a), a ∈ {z, z(y, x)}, ∀j ∈ [0, `i − 1].
8In the following, wlog we assume
Zyi = {0, 1} for eyi = 1.
Zyi = {0, 1, 2} for eyi = 2.
Zyi = {0, 1, 2, 3} for eyi = 3.
The proof for general Zyi is exactly the same. All the following arguments goes through for general Zyi with just
replacement of subscripts for θ’s. The above assumption is just for simplicity. For simiplicity we indicate eyi also by
ei. Since det(Mi,`i) = |Mi,`i | is a polynomial in θj,yi , we can write as |Mi,`i |= f(θ1,yi , θ2,yi , θ3,yi , {rest of the θ′s}).
In the following Lemma IV.1,IV.2,IV.3 ,the idea of the proof is that if say for example θ1,yi appears in several (say
for example five) columns of Mi,`i , we label the θ1,yi in these five columns as new variables: θ1,yi,t: ∀1 ≤ t ≤ 5
and write |Mi,`i |= f(θ1,yi,1, θ1,yi,2, θ1,yi,3, θ1,yi,4, θ1,yi,5, θ2,yi , θ3,yi). If we now prove for example that |Mi,`i |= 0
when θ1,yi,t = θ2,yi for some specific t then we have that (θ1,yi,t − θ2,yi) divides |Mi,`i |. And if it is possible to
repeat the above for all t then:|Mi,`i |= (θ1,yi,1− θ2,yi)(θ1,yi,2− θ2,yi)(θ1,yi,3− θ2,yi)(θ1,yi,4− θ2,yi)(θ1,yi,5− θ2,yi)c
where c is the rest of the polynomial in θ’s. Now if we set θ1,yi,t = θ1,yi , ∀1 ≤ t ≤ 5, then we have that
|Mi,`i |= (θ1,yi − θ2,yi)5c′. Hence (θ1,yi − θ2,yi)5 divides |Mi,`i |. Also note that if we set θ1,yi,t1 = θ1,yi,t2 =
θ1,yi,t3 = θ1,yi,t4 = θ2,yi and prove |Mi,`i |= 0 for all possible distinct t1, t2, t3, t4, then it can be shown that
|Mi,`i |=
∑
i1 6=i2(θ1,yi,i1 − θ2,yi)(θ1,yi,i2 − θ2,yi)ci1,i2 where ci1,i2 is a polynomial in θ’s (ci1,i2 can also be zero).
Now if we set θ1,yi,t = θ1,yi , ∀1 ≤ t ≤ 5, then we have that |Mi,`i |= (θ1,yi − θ2,yi)2c′. In general we might set
any subset of {θ1,yi,t} to be equal to another variable and do similar calculations. This is exactly the procedure by
which we prove that higher powers of factors divides |Mi,`i | in Lemmas IV.1,IV.2,IV.3. Since we have descrived
the idea here, we will in the following Lemmas only say in what columns we are substituting what variable to what
variable and prove |Mi,`i |= 0 and prove division of |Mi,`i | by higher powered factors without actually explicitly
saying which all columns we are relabelling to new θj,yi,t and omit other details as the idea is exactly same as
described above. This is just for simplicity. In the above process, we may set θ’s in any set of columns to be same,
although in above the descrption we used θj,yi . Since each factor we prove for polynomial det(Mi,`i) = |Mi,`i |
are irreducible elements in the polynomial ring and since we are working in Unique factorization Domain, all the
factors occur separately and multiplicatively in det(Mi,`i) = |Mi,`i |.
Lemma IV.1. fpcoup(θm,yi) divides |Mi,`i |
where m ∈
{
{1} ei = 1
{1, 2, 3} ei = 2, 3
, p =
{
2 ei = 3
1 otherwise
fcoup(θ) =
i−1∏
j=1
∏
x,v∈Zyj
x 6=x′
(
(γθ − θx,yj ;x′)(θ − θx,yj ;x′)
) pii
ej+1
Proof: For any j ∈ [i − 1], x, v ∈ Zyj with x 6= v, x′, v′ ∈ Zyi , x′ 6= v′ we will now show that on substituting
θx′,yi,v′ = θx,yj ,v in columns h(x′,yi,z) and h(x′,yi,z(yj ,x)), the determinant of resultant matrix is zero. It is to be
noted that z ∈ Ri and zyi = v′, zyj = v.
h(x′,yi,z) + γv,xh(x′,yi,z(yj ,x)) + h(x,yj ,z) + γv′,x′h(x,yj ,z(yi,x′)) = 0
The number of z for which this can be done is pii−1ej+1 as we are fixing the zyi , zyj and vary zyu ∈ Zyu ,∀u ∈ [i−1]\{j}.
This proves that
i−1∏
j=1
∏
x,v∈Zyj
x 6=v
(θx′,yi;v′−θx,yj ;v)
pii−1
ej+1 is a factor of |Mi,`i | for all x′, v′ ∈ Zq, x′ 6= v′. θx′,yi,v′ = γθv′,yi;x′
for x′ > v′. Therefore,
fcoup(θ) =
i−1∏
j=1
∏
x,v∈Zyj
x 6=v
(
(θ − θx,yj ;v)(γθ − θx,yj ;v)
)pii−1
ej+1
for all θ ∈ Θ = {θx′,yi;v′ , x′, v′ ∈ Zyi , x′ < v′} is a factor of determinant of Mi,`i . For ei = 1, Θ = {θ1,yi}, for
ei = 2, Θ = {θ1,yi , θ2,yi , θ3,yi}. For ei = 3, each θ ∈ Θ = {θ1,yi , θ2,yi , θ3,yi} repeats twice therefore f2coup(θ) is a
9factor of determinant |Mi,`i |. 
Lemma IV.2. Let fbase,j(θ) = (θ − θj,yi)pii−1 , for the case when ei = 2, fbase,j(θ2,yi) divides det(Mi,`i) = |Mi,`i |
for j = 1, 3.
Proof: Note that wlog we assume Zyi = {0, 1, 2}. The proof shown here in similar to Lem.IV.1. We will first
show fbase,1(θ2,yi) divides Mi,`i . To do this we substitute θ2,yi = θ1,yi in any pii−1 + 1 columns out the 2pii−1
columns indexed by C2 = {(0, yi; z(yi, 2)), (2, yi; z(yi, 0))|z ∈ Ri}. Let the set of the selected pii−1 + 1 columns
be P . We will show that upon substitution the determinant |Mi,`i | is zero by showing that a non-zero vector exists
in the null space. Recall that
Mi,`i =

Mi−1,`i D
`i
1,i D
`i
2,i
Mi−1,`i D
`i
1,iΛ D
`i
3,i
Mi−1,`i ︸︷︷︸
C1
D`i2,iΛ︸ ︷︷ ︸
C2
D`i3,iΛ

Out of the 2pii−1 columns in C2, we set θ2,yi in pii−1 + 1 columns equal to θ1,yi . Now we add these (P) columns
to corresponding columns in C1 resulting in an equivalent matrix M ′ (same determinant). The column operations
are given by:
h′(x,yi,z) =

h(x,yi,z) + h(0,yi;z(yi,1)) (x, y, z) ∈ P, zyi = 2, x = 0
h(x,yi,z) + h(1,yi;z(yi,0)) (x, y, z) ∈ P, zyi = 0, x = 2
h(x,yi,z) otherwise
Let M ′ be the matrix with h′(x,yi,z) as columns.
|Mi,`i |= |M ′|=
∣∣∣∣∣∣∣∣
Mi,`i D1 D
′
2
Mi,`i D
′
1Λ
′ D3 D1Λ
Mi,`i D
′
1Λ
′︸ ︷︷ ︸
pii−1+1
D3Λ D
′
2Λ
′′︸ ︷︷ ︸
pii−1−1
∣∣∣∣∣∣∣∣
where
 D′2
D′2Λ′′
 is a submatrix of
 D2
D2Λ
 that contains columns from C2 \ P and the submatrix
 D′1Λ′
D′1Λ′

is the set of columns P after the column operations.
Consider a vector (f
1
, f , f) where, f
1
, f are any vectors in the null space of Mi,`i such that f vector satisfies
the conditions:
f(γθ3,yi) = 0 for all a ∈ Ri−1, where f = (fj,a)j∈[0,`−1],a∈Ri−1 , fa =
`−1∑
j=0
fj,a
With these conditions (f
1
, f , f) is a vector in null space of: Mi,`i Mi,`i D′1Λ′ D3
Mi,`i D
′
1Λ
′ D3Λ

The dimension of null space of Mi,`i is 2pii−1. But, by additional conditions that need to be satisfied by f , the
dimension reduces to pii−1. However, f1 can takes values in a vector space of dimension 2pii−1. Now we will show
that there should be atleast one vector (f
1
, f , f) that is in null space of matrix:
D =
 D1 D′2D1Λ
D′2Λ′′

︸ ︷︷ ︸
3`ipii−1×3pii−1−1
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The dimension of left null space of D, NS(D) is atleast 3(`i − 1)pii−1 + 1. Let the space of vectors (f1, f , f) beF . dimF = 3pii−1 and dim(F + NS(D)) ≤ 3`ipii−1.
dim(F ∩ NS(D)) = dimF + dim(NS(D))− dim(F + NS(D))
≥ 1
Therefore, F ∩ D 6= φ and there is non zero vector in the null space of Mi,`i .
This shows that (θ2,yi − θ3,yi) is a factor for substitution of any pii−1 + 1 columns out of 2pii−1 columns, this
results in fbase,1(θ2,yi) being a factor of |Mi,`i |. The proof for fbase,2(θ2,yi) being a factor of |Mi,`i | follows in the
same lines, in that case, we set θ2,yi = θ3,yi in pii−1 + 1 columns. 
Lemma IV.3. Let fbase,j(θ) = ((θ − θj,yi)2(θ − γθj,yi)(γθ − θj,yi))pii−1 for the case when ei = 3, fbase,j(θ1,yi)
divides Mi,`i , for j ∈ {2, 3}.
Proof:
Case1: j=2: Set θ1,yi = θ2,yi in columns given by {(0, yi, z(yi, 1)), (2, yi, z(yi, 3))} for any z ∈ Ri−1. Then:
h(0,yi,z(yi,1)) + h(2,yi,z(yi,3)) + h(0,yi,z(yi,2)) + h(1,yi,z(yi,3)) = 0
This is true for any z ∈ Ri−1 resulting in a factor of (θ1,yi − θ2,yi)pii−1 . Now set θ1,yi = θ2,yi in the columns given
by {(1, yi, z(yi, 0)), (3, yi, z(yi, 2))} for a fixed z ∈ Ri−1. Then:
h(1,yi,z(yi,0)) + γh(3,yi,z(yi,2)) + h(2,yi,z(yi,0)) + γh(3,yi,z(yi,1)) = 0
This again results in a factor of (θ1,yi − θ2,yi)pii−1 . Therefore (θ1,yi − θ2,yi)2pii−1 divides |Mi,`i |. Set θ1,yi = γθ2,yi
in columns indexed by (0, yi, z(yi, 1)), (2, yi, z(yi, 3)) for some z ∈ Ri−1.
h(0,yi,z(yi,1)) + γh(2,yi,z(yi,3)) + h(2,yi,z(yi,0)) + h(3,yi,z(yi,1)) = 0 for any z ∈ Ri−1
This results in a factor (θ1,yi−γθ2,yi)pii−1 . Similarly when we set θ2,yi = γθ1,yi in columns (0, yi, z(yi, 2)), (1, yi, z(yi, 3)).
Then,
h(0,yi,z(yi,2)) + γh(1,yi,z(yi,3)) + h(1,yi,z(yi,0)) + h(3,yi,z(yi,2)) = 0
This results in factor (θ2,yi − γθ1,yi)pii−1 . f2base(θ) divides |Mi,`i |.
Case2: j=3: Set θ1,yi = θ3,yi in columns given by {(0, yi, z(yi, 1)), (2, yi, z(yi, 3))} for any z ∈ Ri−1. Then:
h(0,yi,z(yi,1)) + h(0,yi,z(yi,3)) + h(2,yi,z(yi,3)) + h(1,yi,z(yi,2)) = 0
Therefore, (θ1,yi − θ3,yi)pii−1 is a factor of |Mi,`i |.
Set θ1,yi = θ3,yi in columns given by {(1, yi, z(yi, 0)), (3, yi, z(yi, 2))} for some fixed z ∈ Ri−1. We will show
that there exists a non zero vector in the null space of the matrix. After the substitution the matrix Mi,`i can be
expressed as following:
Mi−1,`i D
`i
1,i D
`i
2,i D
`i
3,i
Mi−1,`i D
`i
1,iΛ D
`i
2,i D
`i
3,i
Mi−1,`i D
`i
2,iΛ D
`i
1,i D
`i
3,iΛ
Mi−1,`i D
`i
3,iΛ D
`i
1,iΛ D
`i
2,iΛ

The matrix Mi−1,`i is of dimension `ipii−1 × `i−1pii−1 and has a left null space of dimension (`i − `i−1)pii−1 =
3pii−1. Let f = (fj,a)j∈[0,`i−1],a∈Ri−1 be a vector in null space of Mi−1,`i . We use notation fa(x) =
`i−1∑
j=0
fj,ax
j .
We introduce some more conditions on the vector f such that the vector
[
f f f f
]
is in null space of
Mi,`i . Let fa(γθ3,yi) = fa(γθ2,yi) = 0 for all a ∈ Ri−1 and fa(γθ1,yi) for all a ∈ Ri−1 \ z. These conditions
will ensure that
[
f f f f
]
is in null space of Mi,`i as we are setting θ1,yi = θ3,yi in columns given by
{(1, yi, z(yi, 0)), (3, yi, z(yi, 2))}. This introduces 3pii−1 − 1 extra conditions on f apart from the constraint that
f is in null space of Mi−1,`i . Therefore, we will have 1 dimension left. This is true for any z ∈ Ri−1. Hence,
(θ1,yi − θ3,yi)pii−1 is a factor of Mi,`i . In total we have (θ1,yi − θ3,yi)2pii−1 divides Mi,`i .
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Set θ3,yi = γθ1,yi in columns given by {(0, yi, z(yi, 3)), (1, yi, z(yi, 2))} for some fixed z ∈ Ri−1. We will show
that there exists a non zero vector in the null space of the matrix. We use similar ideas as before. The matrix Mi−1,`i
has a left null space of dimension (`i−`i−1)pii−1 = 3pii−1. Let f = (fj,a)j∈[0,`i−1],a∈Ri−1 be a vector in null space
of Mi−1,`i . We introduce some more conditions on the vector f such that the vector
[
f f γ−1f γ−1f
]
is in
null space of Mi,`i . Let fa(γθ1,yi) = fa(θ2,yi) = 0 for all a ∈ Ri−1 and fa(θ3,yi) for all a ∈ Ri−1\z. This introduces
3(pii−1− 1) extra conditions on f . Therefore, we will have 1 dimension left. This is true for any z ∈ Ri−1. Hence,
(γθ1,yi − θ3,yi)pii−1 is a factor of Mi,`i . Set θ1,yi = γθ3,yi in columns given by {(0, yi, z(yi, 1)), (2, yi, z(yi, 3))} for
some fixed z ∈ Ri−1. Then:
h(0,yi,z(yi,1)) + γh(2,yi,z(yi,3)) + h(3,yi,z(yi,0)) + h(2,yi,z(yi,1))
Therefore, (θ1,yi − γθ3,yi)pii−1 is a factor of |Mi,`i |. Hence fbase,3(θ1,yi) divides |Mi,`i |. 
Theorem IV.4. Mi−1,`i−1 is invertible implies that the matrix Mi,`i is invertible.
Proof: Determinant of Mi,`i is a polynomial in θ’s. We will prove factors of determinant of Mi,`i (considering
this determinant as polynomial in θ’s) corresponding to θ1,yi , θ2,yi for ei = 1, 3, ei = 2 respectively that can match
up to maximum degree (2(`i − 1)pii−1) it can take. Hence determinant of Mi,`i can be written as product of these
factors involving θ1,yi , θ2,yi for ei = 1, 3, ei = 2 respectively and polynomial in rest of the θs. Now we substitute
θ1,yi , θ2,yi for ei = 1, 3, ei = 2 to zero respectively in Mi,` and show that resulting determinant is non-zero which
implies that the factor of determinant of Mi,` corresponding to polynomial in rest of the θ’s is non zero. There are
two steps to the proof. In the first we show factors that can account to a degree of 2pii−1(`i − ei).
The degree of fcoup is equal to
i−1∑
j=1
ej(ej + 1)
2pii−1
ej+1
= 2pii−1`i−1 = 2pii−1(`i − ei)
For ei = 1: We have all the factors of θ1,yi that accounts to the degree 2(`i − 1)pii−1. Therefore,
|Mi,`i |= fcoup(θ1,yi)c,
c is not a function of θ1,yi . We will now show that Mi,`i when evaluated at θ1,yi = 0 is non-zero.
|Mi,`i |{θ1,yi=0} = cfcoup(0)
We will now show that |Mi,`i |{θ1,yi=0} 6= 0. Recall that:
Mi,`i =
[
Mi−1,`i D
`i
1,i
Mi−1,`i D
`i
1,iΛ
]
On substitution of θ1,yi = 0:
D`i1,i =
 v1 v1 . . .
v1 v1

︸ ︷︷ ︸
`ipii−1×2pii−1
where v1 is a vector with `i components with 1 at the first component and with 0 at rest of the components.
By doing column operations on the matrix Mi,`i , we can remove the rows corresponding to non-zero entries of[
D`i1,i
D`i1,iΛ
]
with an effect of the factor (1−γ)pii−1 . On removing the rows, the resultant matrix has columns (x, y, z)
who have θx,y,zy as a factor.
|Mi,`i |{θ1,yi=0} = (1− γ)pii−1
i−1∏
j=1
∏
x,x′∈Zyj
x 6=x′
(
θx,yj ,x′
) 2pii−1
ej+1
∣∣∣∣ Mi−1,`i−1 Mi−1,`i−1
∣∣∣∣
= (1− γ)pii−1fcoup(0)|Mi−1,`i−1 |2
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Therefore, |Mi,`i |= |Mi−1,`i−1 |2(1− γ)pii−1fcoup(θ1,yi) 6= 0 and hence invertible.
For ei = 2: The maximum degree expected for θ2,yi in the polynomial |Mi,`i | is 2(`i − 1)pii−1. By Lemma
IV.1, the degree associated with fcoup(θ2,y1) accounts for a degree 2(`i − 2)pii−1 in the polynomial |Mi,`i | for the
variable θ2,yi . We will now show some more factors that involve θ2,yi that will account for the remaining 2pii−1
degree. From Lemma IV.2, fbase,1(θ2,yi)fbase,3(θ2,yi) divides the polynomial |Mi,`i | accounting to degree 2pii−1.
Hence we have all the factors involving θ2,yi in the polynomial |Mi,`i |. Therefore, |Mi,`i | can be written as:
|Mi,`i |= fcoup(θ2,y1)fbase,1(θ2,y1)fbase,3(θ2,y1)c (11)
where c is a polynomial not involving θ2,yi . We will now show that Mi,`i when evaluated at θ2,yi = 0 is invertible
for all chosen θ’s. Given,
|Mi,`i |{θ2,yi=0}= fcoup(0)fbase,1(0)fbase,3(0)c 6= 0
We know that fcoup(0)fbase,1(0)fbase,3(0) 6= 0
Hence for all chosen θ′s : c 6= 0
From equation (11) for all chosen θ′s : |Mi,`i |6= 0.
We will therefore, prove that |Mi,`i |{θ2,yi=0} 6= 0 for all chosen θ’s. Recall,
Mi,`i =
 Mi−1,`i D
`i
1,i D
`i
2,i
Mi−1,`i D
`i
1,iΛ D
`i
3,i
Mi−1,`i D
`i
2,iΛ D
`i
3,iΛ

It is enough to prove that the only vector in the left null space of the above matrix is zero vector on substituting
θ2,yi = 0. We have that on substituting θ2,yi = 0:
D`i2,i =
 v1 v1 . . .
v1 v1

︸ ︷︷ ︸
`ipii−1×2pii−1
where v1 is a vector with `i components with 1 at the first component and with 0 at rest of the components. Hence
by doing columnn operations, we can remove all rows corresponding to non-zero entries in D`i2,i, D
`i
2,iΛ from Mi,`i
and all columns corresponding to D`i2,i, D
`i
2,iΛ from Mi,`i without affecting the invertibility of determinant of Mi,`i
as γ 6= 0, 1. This can be seen as follows:
|Mi,`i |{θ2,yi=0}= (1− γ)pii−1 ×

i−1∏
j=1
∏
x,v∈Zyj
x 6=x′
(
θx,yj ;x′
) 2pii−1
ej+1
×
∣∣∣∣∣∣∣
Mi−1,`i−1 θ1,yiD
`i−1
1,i Λ
Mi−1,`i D
`i
1,iΛ D
`i
3,i
Mi−1,`i−1 θ3,yiD
`i−1
3,i Λ
2
∣∣∣∣∣∣∣
Hence its enough to show that the left null space of following matrix (the third term in above equation) is zero.
M ′ =
 Mi−1,`i−1 θ1,yiD
`i−1
1,i Λ
Mi−1,`i D
`i
1,iΛ D
`i
3,i
Mi−1,`i−1 θ3,yiD
`i−1
3,i Λ
2

Let the vector in left null space of above matrix M ′ be of the form F = [F1, F2, F3] where F1 = [f1,1, f1,2, ..., f1,pii−1 ],
F2 = [f2,1, f2,2, ..., f2,pii−1 ], F3 = [f3,1, f3,2, ..., f3,pii−1 ] and f1,j , f3,j are 1 × `i − 1 vectors and f2,j is a 1 × `i
vector. If fb,j = [a0, ..., ad−1] for d ∈ {`i, `i − 1} depending on j ∈ {2, 1, 3} then we interpret this as polynomial:
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fb,j(x) =
∑d−1
m=0 amx
m. When we say fb,j has θ as root, it refers to the fact that corresponding polynomial with
components of fb,j as coefficients as described in previous line has θ as root. We will be switching between vector
interpretation and polynomial interpretation throughout the proof. Any vector F = [F1, F2, F3] in the left null space
of M ′ must be such that F ′ = [F1, F2] is in left null space of :
M ′′ =
[
Mi−1,`i−1 θ1,yiD
`i−1
1,i Λ
Mi−1,`i D
`i
1,iΛ
]
The above matrix is a(2`i−1)pii−1×2(`i−1)pii−1 matrix. It can be seen that the rank of above matrix is 2(`i−1)pii−1
because the following matrix M ′′′ formed by appending columns to M ′′ is of full rank. Invertibility(full rank) of
M ′′′ is equivalent to invertibility of Mi,`i−1 with eyi = 1 which is already proved.
M ′′′ =
[
Mi−1,`i−1 0 θ1,yiD
`i−1
1,i Λ 0 0 0
0 Mi−1,`i D
`i
1,iΛ v1 . . . vpii−1
]
where vj is a (2`i − 1)pii−1 × 1 vector with 1 at ((j − 1)`i + 1)th component and with 0 at other components.
Hence if we produce a set of vectors F ′ = [F1, F2] forming pii−1 dimensional left null space for M ′′ then it is
the exact full left null space of M ′′ as rank of M ′′ is exactly 2(`i − 1)pii−1. Let F1 be vector in left null space of
Mi−1,`i−1. Define F2 = [f2,1, f2,2, ..., f2,pii−1 ], such that if f1,j = [a0, ...a`i−2] then f2,j = θ1,yi [a0, ...a`i−2, 0]. Now
it can be seen that [F1, F2] is in the left null space of M ′′ and we can produce such a vector in left null space of
M ′′ for every vector in left null space of Mi−1,`i−1. Since left null space of Mi−1,`i−1 is of dimension pii−1, we
have produced a pii−1 dimensional left null space for M ′′ which is the exactly full left null space of M ′′. Now any
vector in left null space of M ′ must be of the form [F1, F2, F3] where F1, F2 is as described just now in the left
null space of M ′′. We now have that (from last 2pii−1 columns of M ′) :
f2,j(γθ3,yi) = γ
2θ3,yif3,j(γθ3,yi) (12)
f2,j(θ3,yi) = θ3,yif3,j(θ3,yi) (13)
Since F2 = [f2,1, f2,2, ..., f2,pii−1 ] and f2,j is of the form [b0, ...b`i−2, 0] we have from equation (13) that f2,j−θ3,yif3,j
has root at θ3,yi and hence [f3,j , 0] = θ
−1
3,yi
f2,j + [gj , 0] where gj has root at θ3,yi and gj as a vector has `i − 1
components. Since F2, F3 are in the left null space of Mi−1,`i−1, we must have that G = [g1, ..., gpii−1 ] must be in
left null space of Mi−1,`i−1 but this is impossible as GMi−1,`i−1 = 0 together with constraints that gj(θ3,yi) = 0
are a set of linear constraints which when written in matrix form corresponds to GA = 0 with A being a full rank
invertible square matrix (because common roots of gj : θ3,yi can be removed from equation interpreting the linear
constraints as polynomial equalities and the equation GMi−1,`i−1 = 0 reduces to G′Mi−1,`i−1 = 0 and we know
Mi−1,`i−1 is invertible) and hence G = 0 is the only solution. Hence [f3,j , 0] = θ
−1
3,yi
f2,j but we need to satisfy
equation (12):
f2,j(γθ3,yi) = γ
2θ3,yif3,j(γθ3,yi)
Since [f3,j , 0] = θ−13,yif2,j and since last component of f2,j is 0:
f2,j(γθ3,yi) = γ
2f2,j(γθ3,yi) (14)
Equation (14) is possible to satisfy for a non-zero vector only under the constraint that f2,j has root at γθ3,yi but
this would imply that F2 = 0 by the same argument as G = 0 because F2 is in left null space of Mi−1,`i−1 and
f2,j has root at γθ3,yi . Hence F2 = 0 which implies F1 = 0, F3 = 0. Hence the left null space of M ′ has only zero
vector and hence invertible.
For ei = 3: The maximum degree expected for θ1,yi is 4(`i− 1)pii−1. The degree associated with f2coup(θ1,y1)
accounts for a degree 4(`i − 3)pii−1. We will now show some more factors that involve θ1,yi that will account for
the remaining 8pii−1 degree.
From Lemma IV.3, fbase,2(θ1,yi)fbase,3(θ1,yi) divides the polynomial |Mi,`i | contributing to degree of 8pii−1.
Hence we have all the factors involving θ1,yi in the polynomial det(Mi,`i). Therefore, |Mi,`i | can be written as:
|Mi,`i)| = f2coup(θ1,y1)fbase,2(θ1,yi)fbase,3(θ1,yi)c (15)
where c is a polynomial not involving θ1,yi . We will now show that Mi,`i when evaluated at θ1,yi = 0 is invertible
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for all chosen θ’s.
|Mi,`i |{θ1,yi=0}= f2coup(0)fbase,2(0)fbase,3(0) 6= 0
We know that f2coup(0)fbase,2(0)fbase,3(0) 6= 0
Hence for all chosen θ′s : c 6= 0
Hence from equation (15) for all chosen θ′s : |Mi,`i |6= 0.
Therefore, we prove that |Mi,`i |{θ2,yi=0} 6= 0 for all chosen θ’s. Recall,
Mi,`i =

Mi−1,`i D
`i
1,i D
`i
2,i D
`i
3,i
Mi−1,`i D
`i
1,iΛ D
`i
2,i D
`i
3,i
Mi−1,`i D
`i
2,iΛ D
`i
1,i D
`i
3,iΛ
Mi−1,`i D
`i
3,iΛ D
`i
1,iΛ D
`i
2,iΛ

It is enough to prove that the only vector in the left null space of the above matrix is zero vector on substituting
θ1,yi = 0. We have that on substituting θ1,yi = 0:
D`i1,i =
 v1 v1 . . .
v1 v1

︸ ︷︷ ︸
`ipii−1×2pii−1
where v1 is a vector with `i components with 1 at the first component and with 0 at rest of the components. Hence
by doing columnn operations, we can remove all rows corresponding to non-zero entries in D`i1,i, D
`i
1,iΛ from Mi,`i
and all columns corresponding to D`i1,i, D
`i
1,iΛ from Mi,`i without affecting the invertibility of determinant of Mi,`i
as γ 6= 0, 1. This can be seen as follows:
|Mi,`i |{θ2,yi=0}= (1− γ)2pii−1 ×

i−1∏
j=1
∏
x,v∈Zyj
x 6=x′
(
θx,yj ;x′
) 4pii−1
eyj
+1
× (θ2,yiθ3,yi)4pii−1 × γ4pii−1 ×
∣∣∣∣∣∣∣∣∣
Mi−1,`i−1 D
`i−1
2,i D
`i−1
3,i
Mi−1,`i−1 D
`i−1
2,i D
`i−1
3,i
Mi−1,`i−1 D
`i−1
2,i Λ D
`i−1
3,i Λ
Mi−1,`i−1 D
`i−1
3,i Λ D
`i−1
2,i Λ
∣∣∣∣∣∣∣∣∣
Hence its enough to show that the left null space of following matrix (the third term in above equation) is zero.
M ′ =

Mi−1,`i−1 D
`i−1
2,i D
`i−1
3,i
Mi−1,`i−1 D
`i−1
2,i D
`i−1
3,i
Mi−1,`i−1 D
`i−1
2,i Λ D
`i−1
3,i Λ
Mi−1,`i−1 ︸︷︷︸
C1
D`i−13,i Λ︸ ︷︷ ︸
C2
D`i−12,i Λ︸ ︷︷ ︸
C3
︸︷︷︸
C4

Let the vector in left null space of above matrix M ′ be of the form F = [F1, F2, F3, F4] where for 1 ≤ b ≤ 4,
Fb = [fb,1, fb,2, ..., fb,pii−1 ], and fb,j is a 1×`i−1 vector. If fb,j = [a0, ..., a`i−2] then we interpret this as polynomial:
fb,j(x) =
∑`i−2
j=0 ajx
j . When we say fb,j has θ as root, it refers to the fact that corresponding polynomial with
components of fb,j as coefficients as described in previous line has θ as root. We will be switching between vector
interpretation and polynomial interpretation throughout the proof.
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1) Since FM ′ = 0, we write the null space equations corresponding to 2pii−1 columns C1
f1,j(θ2,yi) = f3,j(θ2,yi) (16)
f1,j(γθ2,yi) = γf3,j(γθ2,yi) (17)
j ∈ [pii−1]. Equation (16) implies that f1,j − f3,j has θ2,yi as root. Hence
f3,j = f1,j + g1,j (18)
where g1,j has root at θ2,yi . Let G1 = [g1,1, ..., g1,pii−1 ]. Hence F3 = F1 +G1. By equation (17):
f1,j(γθ2,yi) = γf3,j(γθ2,yi)
f1,j(γθ2,yi) = γ(f1,j + g1,j)(γθ2,yi)
f1,j(γθ2,yi) = γf1,j(γθ2,yi) + γg1,j(γθ2,yi)
g1,j(γθ2,yi) = γ
−1(1− γ)f1,j(γθ2,yi) (19)
Since F3 = F1 + G1 and F3, F1 are in left null space of Mi−1,`i−1, we have that G1 is also in left null
space of Mi−1,`i−1. This condition that G1Mi−1,`i−1 = 0 and equation (19) and the fact that g1,j has root
at θ2,yi form a set of linear constraints which when written in matrix form corresponds to G1A = b with A
being a full rank (invertible) square matrix (For this to be true, its enough to show G′1A = 0 has only zero
vector as solution with G′1 = [g′1,1, ..., g′1,pii−1 ]. To see this common roots of g
′
1,j : γθ2,yi , θ2,yi can be removed
from equation interpreting the linear constraints as polynomial equalities and the equation G′1Mi−1,`i−1 = 0
reduces to G′′1Mi−1,`i−1 = 0 and we know Mi−1,`i−1 is invertible) and hence G1A = b has exactly one
non-zero solution when f1,j(γθ2,yi) 6= 0 for atleast one possible j. If f1,j(γθ2,yi) = 0 for all j, then g1,j = 0.
Hence G1 is a unique vector given F1.
2) Since FM ′ = 0, we wrie the null space equations corresponding to C2
f1,j(θ3,yi) = f4,j(θ3,yi) (20)
f1,j(γθ3,yi) = γf4,j(γθ3,yi) (21)
Equation (20) implies that f1,j − f4,j has θ3,yi as root. Hence
f4,j = f1,j + g2,j (22)
where g2,j has root at θ3,yi . Let G2 = [g2,1, ..., g2,pii−1 ]. Hence F4 = F1 +G2. By same argument that led to
equation (19), we have that:
g2,j(γθ3,yi) = γ
−1(1− γ)f1,j(γθ3,yi) (23)
By following the same argument as before we have that G2 is a unique vector given F1 in the nullspace of
Mi−1,`i−1.
3) Since FM ′ = 0, we wrie the null space equations corresponding to 2pii−1 columns C3
f2,j(θ2,yi) = f4,j(θ2,yi) (24)
f2,j(γθ2,yi) = γf4,j(γθ2,yi) (25)
Equation (24) implies that f2,j − f4,j has θ2,yi as root. Hence
f2,j = f4,j + g3,j
By above equation and equation (22):
f2,j = f1,j + g2,j + g3,j (26)
where g3,j has root at θ2,yi . Let G3 = [g3,1, ..., g3,pii−1 ]. Hence F2 = F1 +G2 +G3.
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4) Since FM ′ = 0, we wrie the null space equations corresponding to 2pii−1 columns C4
f2,j(θ3,yi) = f3,j(θ3,yi) (27)
f2,j(γθ3,yi) = γf3,j(γθ3,yi) (28)
Equation (27) implies that f2,j − f3,j has θ3,yi as root. Hence
f2,j = f3,j + g4,j
By above equation and equation (18):
f2,j = f1,j + g1,j + g4,j (29)
where g4,j has root at θ3,yi . Let G4 = [g4,1, ..., g4,pii−1 ]. Hence F2 = F1 +G1 +G4.
5) Since f2,j is represented in two equations, equation (26) and equation (29), we have that:
f1,j + g1,j + g4,j = f1,j + g2,j + g3,j
g1,j + g4,j = g2,j + g3,j
g1,j − g3,j = g2,j − g4,j (30)
By equation (30) and prior arguments show have that g1,j − g3,j has root at both θ2,yi , θ3,yi , this constraint
when combined with the constraint that (G1−G3)Mi−1,`i−1 = 0 form a set of linear constraints which when
written in matrix form corresponds to (G1 − G3)A = 0 with A being a full rank (invertible) square matrix
(For this to be true, its enough to show G′A = 0 has only zero vector as solution with G′ = [g′1, ..., g′pii−1 ]. To
see this common roots of g′j : θ2,yi , θ3,yi can be removed from equation interpreting the linear constraints as
polynomial equalities and the equation G′Mi−1,`i−1 = 0 reduces to G′′Mi−1,`i−1 = 0 and we know Mi−1,`i−1
is invertible). Hence g1,j − g3,j = 0 and hence g2,j − g4,j = 0. Hence
f2,j = f1,j + g1,j + g2,j (31)
6) By equation (25),equation (31), equation (22):
f2,j(γθ2,yi) = γf4,j(γθ2,yi)
(f1,j + g1,j + g2,j)(γθ2,yi) = γ(f1,j + g2,j)(γθ2,yi)
g1,j(γθ2,yi) = −(1− γ)(f1,j + g2,j)(γθ2,yi) (32)
Combining equation (32) and equation (19):
−(1− γ)(f1,j + g2,j)(γθ2,yi) = γ−1(1− γ)f1,j(γθ2,yi)
g2,j(γθ2,yi) = −γ−1(γ + 1)f1,j(γθ2,yi)
Since field is of characteristic 2, we have that :
g2,j(γθ2,yi) = γ
−1(1− γ)f1,j(γθ2,yi) (33)
The constraint that G2Mi−1,`i−1 = 0 and the constraint given in equation (33) and equation (23) form a set
of linear constraints which when written in matrix form corresponds to G2A = b with A being a full rank
(invertible) square matrix (by same argument as before) and hence a unique solution. But γ−1(1− γ)F1 is a
solution. Hence G2 = γ−1(1− γ)F1,
g2,j = γ
−1(1− γ)f1,j . (34)
By similar argument it can be seen that
g1,j = γ
−1(1− γ)f1,j (35)
7) Hence f1,j is such that F1Mi−1,`i−1 = 0 and by equation (34), (35), f1,j has roots at θ2,yi , θ3,yi , These linear
constraints when written in matrix form corresponds to F1A = 0 with A being a full rank (invertible) square
matrix (by same argument as before) and hence F1 = 0 and hence G1 = G2 = 0 and hence F3 = F4 = F2 = 0.
17
Hence the only vector in left null space of M ′ is zero.

Corollary IV.5. H∗S is invertible.
H∗S = Ms,`. Invertibility follows directly from IV.4
2
V. REPAIR PROPERTY FOR q ∈ {2, 3, 4}, ANY r
For the construction shown in Section:III, the number of aloof nodes is 1, therefore while proving the repair
property we did not have to solve multiple planes together. But when the number of aloof nodes is greater than
one and when they appear in a single y-section, we will have to solve for multiple planes together similar to the
data collection property proof. Helper information for repair of node (x0, y0):
{A(x, y; z) | z ∈ R, ∀(x, y) ∈ H}, R = {z ∈ Ztq|zy0 = x0}
where H is the set of d helper nodes. The number of symbols needed in repair from each helper node is β = qt−1.
We define, A = Zq ×Zt \H ∪ {(x0, y0)} to be the set of aloof nodes. Then, |A|= n− d− 1 = r− q. Let E = A.
A. IS(E , z) = 0
For planes z ∈ R such that the intersection score IS(E , z) = 0, the parity check equations reduce to:∑
(x,y)∈E∪{(x0,y0)}
θjx,y;zyA(x, y; z) +
∑
x∈Zq,x 6=x0
γx,x0θ
j
x0,y0;xA(x0, y0; z(y0, x)) = κ
∗
for all j ∈ [0, r − 1]. The number of unknowns here are q + |E|= r. Therefore the r unknown symbols can be
recovered.
B. IS(E , z) > 0
We use the definition of E2,z from Section:IV-B. The parity check equations can be written as:∑
(x,y)∈E∪{(x0,y0)}
θjx,y;zyA(x, y; z) +
∑
x∈Zq,x 6=x0
γx,x0θ
j
x0,y0;xA(x0, y0; z(y0, x)) +
∑
(x,y)∈E2,z
γx,zyθ
j
zy,y;xA(zy, y; z(y, x)) = κ
∗
by using the fact that the symbols from planes with smaller intersection score are available. The analysis now
follows in the same way as it was done for reduction argument in IV. The number of unknowns are r + |E2,z|,
therefore we consider equations corresponding to many planes in R together. The collection of planes is given by,
Z = Z0 × · · · Zt−1, where Zy =
{
{x|(x, y) ∈ E}, (zy, y) ∈ E
{zy}, otherwise
for all y ∈ Zt. It is to be observed that Z ⊆ R
as for any z ∈ Z , zy0 = x0. Looking at the parity check equations corresponding to z ∈ Z , we get the following
sub matrix of parity check matrix H:
HS((j, a); (x, y; z)) = H((j, a); (x, y; z))
for all j ∈ [0, r − 1], a ∈ Z, (x, y, z) ∈ (E × Z) ∪ {(x0, y0, z(y0, x))|x ∈ Zq, z ∈ Z}
Say f = (fj,a|j ∈ [0, r − 1], a ∈ Z), fa(x) =
r−1∑
j=0
fj,ax
j and f is in null space of HS . Applying the null space
conditions we get:
fa(θ) = 0, for all θ ∈ Θa
fa(θx,y,ay) + γay,xfa(y,x)(θx,y;ay) = 0, ∀(x, y) ∈ E2,a
for all a ∈ Z , where Θa = {θy0} ∪ {θy|(ay, y) ∈ E}∪ {θx,y;ay |(x, y) ∈ E1,a} ∪ {θx0,y0;x|x ∈ Zq \ {x0}}. Following
the same steps in the reduction proof of MDS property, proving the repair property reduces to proving invertibility of
further reduced matrix(H∗S): H
∗
S((j, a), (x, y, z)) = HS((j, a), (x, y, z)) for all j ∈ [0, `−1], z, a ∈ Z , (x, y) ∈ E2,z ,
` = |E2,z|.The repair property is implied from Corollary:IV.5 as H∗S is invertible.
2Matlab code that validates the data collection property is available at [16].
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