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Abstract (English)
Process monitoring provides important information on the product, process and man-
ufacturing system during part manufacturing. Such information can be used for pro-
cess optimization and detection of undesired processing conditions to initiate timely
actions for avoidance of defects, thereby improving quality assurance.
This thesis is aimed at a systematic development of process monitoring solutions,
constituting a key element of intelligent manufacturing systems towards zero defect
manufacturing.
A methodological approach of general applicability is presented in this concern.
The approach consists of six consecutive steps for identiﬁcation of product Vital Qual-
ity Characteristics (VQCs) and Key Process Variables (KPVs), selection and charac-
terization of sensors, optimization of sensors placement, validation of the monitoring
solutions, deﬁnition of the reference manufacturing performance and a data driven
process validation for each manufactured part. The concept is based on conscious
identiﬁcation and monitoring of KPVs that are closely related to part VQCs and
measurable during manufacturing, thereby enabling in–process quality control (QC).
The approach was applied during the development of process monitoring and
control strategy for automatic process End Point Detection (EPD) and on the ma-
chine surface characterization in Robot Assisted Polishing (RAP) with oscillating
tool. VQCs were identiﬁed in terms of surface roughness, defects and gloss. Polishing
progression in terms of relative variation in surface roughness was indirectly moni-
tored through identiﬁed KPVs in terms of Acoustic Emission (AE), friction forces
and power consumption during polishing. A dedicated polishing arm with integrated
strain gauge based force sensors and a miniature AE sensor was developed, enabling
in–process measurements in RAP with stationary and rotating workpieces. A com-
mercial scattered light sensor was used for on the machine characterization of polished
surfaces. The developed monitoring solutions were validated in a number of exper-
imental tests in coarse stone and ﬁne paste polishing. The results demonstrate the
suitability of indirect monitoring of surface generation through AE and friction forces
during polishing enabling automatic EPD. AE signal was found closely related to the
Material Removal Rate (MRR). Stabilization in measured friction forces was observed
to reﬂect the stabilization in the mean slope of the surface topography and the overall
friction condition in the tool–workpiece interface. Real time AE and force measure-
ments also enable monitoring of the process state, allowing early recognition of process
malfunctions and initiation of timely actions to avoid occurrence of defects. Process
control strategy was developed based on an automatic detection of steady-state levels
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of AE and friction forces, reﬂecting the stabilization of surface roughness. The on
the machine scattered light measurement method was demonstrated to provide high
measurement rate allowing 100% QC, recognition and localization of macro as well as
nm rage surface defects. A robust correlation between the scattered light roughness
parameter Aq and hybrid roughness parameter Sdq used to describe the surface gloss
was found. Also the typical asymptotic trend in surface roughness during polishing
was found in a good agreement with the trend in Aq parameter.
The developed solutions for in–process EPD, process state monitoring and on
the machine characterization of polished surfaces enhance the process eﬃciency and
enable robust methods for automation of RAP process. The solutions are expected
to be implemented in the next generation of RAP machines, resulting in signiﬁcant
quality improvements and cost beneﬁts for industrial users of the system.
Resumé (Dansk)
Afhandlingen beskriver udvikling af en generel metodik for procesovervågning som
nøgleelement ved nulfejlbearbejdning. Metodikken bygger på gennemførelse af seks
trin: 1) identiﬁcering af kvalitetsparametre (Vital Quality Characteristics – VQCs)
og afhængige procesparametre (Key Process Variables – KPVs), 2) udvælgelse og
karakterisering af sensorer, 3) optimering af sensorplacering, 4) validering af overvågn-
ingsløsninger, 5) fastlæggelse af en reference for bearbejdningen m.h.t. performance
samt 6) datastyret procesvalidering for hvert fremstillet emne.
Metodikken er blevet anvendt til udvikling af procesovervågnings og – styrings
strategier vedrørende automatisk End Point Detection – EPD og integreret over-
ﬂadekarakterisering, i forbindelse med Robot Assisted Polishing – RAP med os-
cillerende værktøj. VQCs blev identiﬁceret i form af overﬂaderuhed, overﬂadede-
fekter og glans. Poleringsprocessens udvikling i forbindelse med den relative ændring
af ruheden blev overvåget indirekte ved brug af Acoustic Emission – AE, friktion-
skræfter og eﬀektforbrug. Der blev udviklet en dedikeret poleringsarm med integr-
erede straingauge baserede kraftsensorer samt en miniature AE sensor, til anvendelse
både for oscillerende og roterende poleringsværktøj. En kommerciel optisk sensor
blev implementeret til karakterisering af de polerede overﬂader. Det udviklede sys-
tem blev valideret ved en række eksperimenter, såvel ved slibning med groft sten
som ved polering med ﬁn pasta. Resultaterne demonstrerer anvendeligheden af den
indirekte overvågning af overﬂadedannelsen gennem AE- og friktionskraftmålinger til
automatisk bestemmelse af EPD. AE signalet blev fundet til at korrelere stærkt med
Material Removal Rate – MRR. Stabilisering af de målte friktionskræfter blev fundet
til at afspejle en stabilisering af overﬂadetopograﬁens gennemsnitlige hældning samt
de generelle friktionsforhold ved kontaktﬂaden mellem værktøj og emne. Sandtids
AE- og kraftmålinger tillader også overvågning af procestilstanden og derved en tidlig
opdagelse af procesproblemer, med mulighed for hurtigt indgreb for at undgå dannelse
af defekter. En processtyringstrategi blev udviklet på baggrund af en fastlæggelse af
stationære niveauer for AE og friktionskræfter, som udtryk for en stabilisering af ruhe-
den. Den anvendte optiske sensor blev vist at kunne frembringe pålidelige målinger
ved høj hastighed, og derved tillade 100% kvalitetskontrol, ved identiﬁcering og lokalis-
ering af såvel større som nanometersmå overﬂadefejl. En robust korrelation blev doku-
menteret i forbindelse med glansmåling, mellem ruhedsparameteren Aq fra den optiske
sensor og parameteren Sdq fra referencemålinger med et reference-tastsnitinstrument.
Det karakteristiske asymptotiske forløb af overﬂaderuheden i løbet af poleringen blev
også fundet i forbindelse med Aq parameteren.
vi Resumé (Dansk)
De udviklede løsninger for in-process EPD, procesovervågning samt for integr-
eret karakterisering af den polerede overﬂade, forøger proceseﬀektiviteten og udgør
robuste systemer for en automatisering af RAP processen. Løsningerne forventes
at blive implementeret i næste generations RAP maskiner og medføre betragtelige
kvalitetsforbedringer og økonomiske fordele for industrielle brugere af systemet.
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Part I
Introduction

CHAPTER 1
Background and
objectives
Process monitoring is a fundamental tool for obtaining information on the status of a
manufacturing process, system, as well as of the part being produced. Such informa-
tion can advantageously be used to improve product quality, enhance process safety
and to optimize the process for economical production of high value added products
in the required volume [1, 2]. This is especially important for non-stationary and
complex processes involving a large number of variables, such as the abrasive ma-
chining processes for example. Accurate pure process modelling of such processes to
predict the resulting output quality is extremely diﬃcult due to the complex inter-
action of the many variables some of which cannot be quantiﬁed or set. In view of
this, it is necessary to establish monitoring of such processes [3]. Established process
monitoring is then a vital component for robust automated manufacturing processes
[4].
In current industrial practice, quality is ensured at two stages of the product en-
gineering cycle, as depicted in Figure 1.1. First, prior to part manufacturing, at the
product design stage to ensure that quality is designed into the product. Secondly,
after part manufacturing (or manufacturing process step), at the inspection stage to
check the resulting part quality and its compliance with the product speciﬁcations.
Typically, Taguchi type methods are used at the product design stage, a number of
manufacturing trials are performed and the process performance is optimized using
statistical process control (SPC). The level of defects is identiﬁed, where at six sigma
level the defects are reduced to only 3.4 defective parts per million. In modern
manufacturing, three sigma level resulting in 2 700 defective parts per
million is unacceptable [5]. In this post-manufacture quality assurance scheme,
producing defective parts can not be entirely avoided. Stringency put on detection
of defects then directly determines the cost associated with product quality inspec-
tion, where 100% inspection is common for manufacturers of aerospace and medical
products. Moreover, producing defective parts during the initial optimization stage
can be very costly or not acceptable. This especially applies to small and medium
enterprises (SMEs) and manufacturers of high value added parts such as aerospace,
medical, electronic, automotive and other high performance products, often produced
in small batches or even as a unique single product.
The practice of inspecting products after they are made is being replaced in the
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control (see Figure 1.2). In current industrial practice, quality is ensured in the 
product engineering cycle at two distinct stages. First, is the use of Taguchi type 
methods at the product design stage to ensure that quality is designed into the 
product [1.9]. Obviously this is done before the part is manufactured. The second is 
the use of statistical process control (SPC) methods at the inspection stage, after the 
part is manufactured, to check the quality of the manufactured part [1.10]. However, 
real-time sensing and control will introduce a third level of quality assurance, which 
can be implemented during machining (i. e. in-process). This will complement 
Taguchi and SPC methods, lead to the next generation of quality control, and 
eliminate the need for expensive post-process inspection. Such in-process quality 
assurance methods are currently being developed for many machining processes. 
However, widespread implementation in machining has not been achieved due to (1) 
the required trade-offs in machining between quality, productivity, and cost, (2) 
inadequate in-process sensing, and (3) lack of open-architecture control platforms. 
Figure 1.1. Schematic of monitoring and control of a machining processes 
Figure 1.2. The next generation of quality control will involve quality assurance not only at 
the design and inspection stages, but also in-process quality control implemented at the 
machining stage 
Machining operations date back to the 18th century, and represent a mature 
technology. However, there have been many improvements in machines, cutting 
tools, and materials that have led to significant benefits. One of the most important 
of these has been the introduction of automation during the past 3 to 4 decades. In 
the late 1950s, numerically controlled (NC) machine tools were developed under an 
Air Force contract to Parson's Machine Tool Company (Traverse City, Michigan) by 
the Servomechanisms Laboratory at MIT. These reprogrammable but hard-wired 
digital devices represented the state-of-the-art into the 1960s. During the 1960s and 
1970s, both computer technology and NC machine tools continued to evolve. 
Computers became, not only more powerful, but also less expensive and more 
Figure 1.1: The next generation of quality control involving quality assurance not only
at the design and inspection stages, but also in-process quality control implemented
at the machining stage [2].
industry with the objective of controlling processes, rather than just products. This
is because products are typically made by production chain consisting of several man-
ufacturing processes, where each process (or manufacturing system) can have signiﬁ-
cant variation in its performance even within a short period of time. Therefore the
control of processes is seen as a key factor in product quality. The main objective
is preventing defects from occurrence, instead of detecting and rejecting defective
products after they are made [5].
In-process monitoring and control techniques allow the introduction of a third
level of quality assurance, which can be implemented during manufacturing (see Fig-
ure 1.1). This will complement the applicability of Taguchi methods and extend the
techniques of SPC to exploit the information obtained from the monitoring proce-
dures during part manufacturing. Such information can be used for adaptive process
control and defect avoidance in a short term and enhanced process improvements in
a long term, providing for more predictable product quality and minimizing or elimi-
nating the costs associated with defective parts. If a process fault can be anticipated
or detected at an early stage and corrected in time, defects and associated costs can
be greatly reduced. Timely recognition of faults can also be used for identiﬁcation
and removal of out of spec products, thereby resulting in high standards of product
quality delivered to the customer [1]. Advances in sensor technology, actuators, com-
puters, controllers, electronics etc. are continuously providing for rapid development
in the ﬁeld and the large number of publications available on the subject conﬁrms
its importance to manufacturing companies worldwide. However, as reported in [2],
widespread implementation in manufacturing has not been achieved and it is hindered
due to (1) the required trade-oﬀs in machining between quality, productivity, and cost,
(2) inadequate in-process sensing, and (3) lack of open-architecture control platforms.
It is the objective of this work and work done within the EU research project
IFaCOM to contribute to the ﬁeld of intelligent manufacturing and in-process quality
control. The term ”Intelligent manufacturing” refers to the intelligent use of the
data enabled by the established process monitoring solutions for enhanced quality
assurance, demonstration of compliance to the customer, process optimization at
the manufacturing stage, closed loop process control and possibly utilizing Artiﬁcial
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Intelligence (AI) techniques, as in the case of IFaCOM. This is expected to contribute
in tackling the above hindering points (1-3) and to foster widespread implementation
of in-process quality control in industry.
1.1 EU research project IFaCOM
This PhD project was performed as a part of a collaborative EU project IFaCOM
”Intelligent Fault Correction and Self Optimizing Manufacturing Systems”. IFaCOM is
a 3.5 year EU FP7—NMP research project (Project no. NMP-FoF 285489) conducted
between November 2011 and April 2015 [6, 7]. The IFaCOM project consortium
consists of 15 partners, 6 academic and 9 industrial partners (5 end users and 4
hardware and software suppliers).
The vision of IFaCOM is to achieve near zero defect level of manufacturing for all
kinds of manufacturing, with emphasis on production of high value parts, on large
variety custom design manufacturing and on high performance products.
This shall be achieved through:
• Improved control of process performance to reduce defect output and reduce
the costs of defect avoidance;
• Enhanced quality control to obtain more predictable product quality;
• Enhanced manufacturing process capability independent of manufactured parts.
The objectives are to reach a level of excellence for a systematic body of knowledge
on near zero defect manufacturing output through improved process control.
In IFaCOM this will be obtained through development of new manufacturing
strategies and methods which will be demonstrated in industrial cases. The fulﬁlment
of these topics of the objective will lead to better performance in industries that apply
the new technologies developed and an opportunity for equipment manufacturers to
oﬀer new high performance products, machine tools and auxiliary equipment on the
market [6].
1.2 Scope of this work
The scope of the research work presented in this thesis is in the development of in-
process quality control techniques for quality assurance implemented during product
manufacturing.
In the current industrial practise of the post-manufacture quality assurance scheme,
rework or scrap can not be avoided. This fact represents high ﬁnancial losses, espe-
cially for manufacturers of high value added components such as in aerospace, medical,
automotive and tool making industry. Surface ﬁnishing processes such as polishing
are usually employed as the very last step of a long product manufacturing process
chain in numerous industries to achieve the highest quality in terms of surface ﬁnish.
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Any non-conformity resulting in scrap hence results in high ﬁnancial loss due to the
cost associated with manufacturing processes applied prior polishing. However, as
seen in production of moulds and dies for tool making industry, polishing is still done
typically manually, resulting in craftsman dependent and not completely repeatable
results. There is a strong need for automation of polishing in industry, and commer-
cial systems such as Robot Assisted Polishing (RAP) aim at taking over the repetitive
and tedious polishing labour and improving the process repeatability. However, the
absence of sensing and control techniques with respect to surface generation during
polishing hinders robust automation of such processes and their wide acceptance in
industry.
It is therefore highly valuable to establish sensor system solutions and strategies
for in-process quality control and/or in-line implemented in the production environ-
ment within the manufacturing equipment, enabling process optimization at the man-
ufacturing stage leading to minimization of rework and scrap. This would provide
substantial ﬁnancial beneﬁts and increased competitiveness on the market, especially
for manufacturers of high value added products. To foster widespread implementa-
tion in industry, it is of high research and industrial value to deﬁne a uniﬁed approach
incorporating commonalities for a wide range of manufacturing industries.
Advancing the knowledge with respect to the possibilities of monitoring and con-
trol of surface generation in abrasive ﬁnishing processes is seen of high importance
to enable sought automation and improved repeatability of such processes. Applied
research is therefore devoted in this concern to RAP system, as a representative of the
automatic abrasive ﬁnishing processes. The gained research results are expected to
be transferable to a wide range of other abrasive ﬁnishing processes, such as grinding,
honing, lapping, etc.
In the view of these needs, the two main goals of this research work are:
1. Development of a methodological approach for development of process monitor-
ing solutions;
2. Development of process monitoring and control solutions in the Robot Assisted
Polishing (RAP) process.
The methodological approach is intended to be of general validity and appli-
cable to a large class of manufacturing processes. This requirement was set out by the
collaborating companies within the IFaCOM project, operating in two very diﬀerent
industrial environments of aerospace components and machine tools production and
employing very diﬀerent processes from casting to welding to wire EDM, milling and
Robot Assisted Polishing. Provision of such uniﬁed systematic approach is expected
to make up for lack of knowledge diversity that may hinder widespread implementa-
tion in industry, especially in SMEs. The approach encompasses: (1) Identiﬁcation
of a need for improved control of a speciﬁc manufacturing process in focus and the
identiﬁcation of the quantities to monitor; (2) Selection and characterization of sen-
sors and measuring equipment suitable for implementation within the manufacturing
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equipment; (3) Optimization of the sensor placement within the manufacturing equip-
ment for minimization of measurement uncertainty; (4) Validation of the identiﬁed
monitoring solutions within the manufacturing equipment; (5) Determination of the
reference manufacturing system performance necessary for recognition of performance
deviations and suggestion of corrective actions and (6) Data driven process validation
exploiting the data collected during product manufacturing by the introduced moni-
toring solutions.
The development of process monitoring and control solutions in RAP
process demonstrates the applicability of the developed approach. The initial scope
was deﬁned by the requirement for the introduction of sensing and control solutions to
enable automation of RAP. This initially set generic scope had been redeﬁned during
the application of the developed approach, leading to the clear scope and objectives
(stated in section 6.4) and recalled here for reasons of clarity.
The scope of the development of process monitoring and control with respect to
surface generation during RAP is focused on the process setup using oscillating linear
tool movement. Polishing is performed on stationary ﬂat and rotating cylindrical
workpieces, with the main focus on rotating cylindrical workpieces as the most rep-
resentative of RAP application sector. The abrasive media used range from coarse
bonded abrasives to ﬁne abrasive pastes on various carriers.
The three main objectives for the development of process monitoring and con-
trol solutions with respect to surface generation during RAP, accompanied by are:
• Development of in-process End Point Detection (EPD) during RAP (i.e. in-
process determination of the right time to change to ﬁner abrasive media be-
tween polishing steps);
The EPD requires the identiﬁcation of direct or indirect measurement methods
of reaching the stabilization in achievable surface roughness for used abrasive
media during polishing, identifying the process step completion and the optimal
time for change to ﬁner abrasive media between polishing steps. Suitable hard-
ware and software solutions utilizing appropriate signal processing algorithms
are required in this respect. In case of indirect quality control for EPD, the
identiﬁcation of quantities to monitor in-process and their robust correlation to
product quality has to be proven.
• Development of process state monitoring for in-process recognition of process
anomalies and malfunctions to minimize surface defects;
The process state monitoring requires the identiﬁcation of the quantities and
measurement methods suitable for in-process recognition of process malfunc-
tions to prevent generation and propagation of surface defects. The observabil-
ity of such events detrimental to quality from these monitored quantities has to
be demonstrated, requiring suitable hardware and software solutions utilizing
appropriate signal processing.
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• Development of in-line (i.e. on the machine) direct quality control of the pol-
ished surfaces.
The in-line (i.e. on the machine) direct quality control of the polished surfaces
requires the identiﬁcation of suitable measurement method applicable in the
RAP machine tool production environment. A robust (i.e. surface roughness
in nm range Ra) is required, enabling quantiﬁcation of surface appearance (i.e.
surface gloss), identiﬁcation of surface defects and veriﬁcation of uniformity of
surface ﬁnish. In this concern, a productive measurement method enabling total
surface characterization is sought. Suitable hardware and software solutions
have to be identiﬁed in this concern.
While creating the necessary preconditions for it, process control is not in focus
of the scope of this work. However, for the convenience of showing the direct use
and beneﬁts of the monitoring systems developed, process control for EPD in RAP
is dealt with to a limited extent.
The fulﬁlment of the above monitoring objectives requires generation of signiﬁcant
in-depth understanding of the process and the key physical phenomena generating
a number of quantities suitable for monitoring. Also the knowledge on applicable
sensing and signal processing solutions, including hardware and software solutions
has to be created. The knowledge shall be accumulated through a literature survey
to map the state of the art and through laboratory testing. For this purpose, methods
and procedures, dedicated facilities instrumented with sensor systems, hardware and
software solutions will be developed and tested.
1.3 Organization of the work
This thesis is organized in four main parts.
Part I presents the scope and objectives of this work and the state-of-the-art con-
cerning available methods for development of process monitoring towards intelligent
manufacturing systems. This is followed by general overview of ﬁnishing abrasive
processes and state-of-the-art in process monitoring and control solutions in abrasive
machining processes. This ﬁrst part of the thesis is to provide necessary knowledge
background for further work introduced in the following parts of this thesis.
Part II introduces and details the developed methodological approach for devel-
opment of process monitoring solutions towards intelligent manufacturing. The ap-
proach consists of six consecutive steps, each accompanied by a generic method for
identiﬁcation of product Vital Quality Characteristics (VQCs) and Key Process Vari-
ables (KPVs), selection and characterization of sensors, optimization of sensors place-
ment, validation of the monitoring solutions, deﬁnition of the reference manufacturing
performance and a data driven process validation for each manufactured part.
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Part III deals with the industrial implementation of the approach and develop-
ment of process monitoring and control solutions with respect to surface generation
in Robot Assisted Polishing (RAP). General introduction of RAP with the initial
status of process monitoring and control RAP is given, followed by problem identi-
ﬁcation and monitoring scopes for the research work. A systematic analysis of the
process considering the set monitoring scopes is described, leading to the identiﬁca-
tion of VQCs and KPVs. A number of performed screening tests to experimentally
verify the correlation between the VQCs and KPVs and to gain knowledge on the sig-
nal ranges and characteristics is detailed. The gained knowledge is essential during
the selection of suitable sensors and optimization of their location for implementa-
tion in RAP. The development of a dedicated polishing arm with integrated strain
gauge based force sensors and a miniature Acoustic Emission sensor to enable in-
process measurements in RAP with rotating and stationary workpieces is described.
A commercial scattered light sensor was selected and used for on the machine charac-
terization of polished surfaces. The developed monitoring solutions were validated in
a number of experimental tests in coarse stone and ﬁne paste polishing. The devel-
oped process control strategy based on an automatic detection of steady-state levels
of KPVs reﬂecting the stabilization of surface roughness is detailed and the results of
its application are given.
Part IV ﬁnally draws overall conclusions and oﬀers suggestions for future work.
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CHAPTER 2
State-of-the-art of
existing tools and
methods to establish
process monitoring
towards intelligent
manufacturing systems
2.1 Introduction
Process monitoring is a key element in development of intelligent manufacturing sys-
tems towards zero defect manufacturing. As previously discussed in chapter 1, im-
proving process quality is a key aim to reach higher level of resulting product
quality. In this concern, as highlighted in [8], process measurements are vital for all
improvement work.
No dedicated methodology which would provide industrial users, and especially
SMEs, with systematic guidance in development of process monitoring solutions was
found by the author. The majority of available publications relevant to the topic
is limited to the very speciﬁc focus and requirements that are associated with indi-
vidual users core business. To the author’s knowledge, there is a lack of a generic
methodology providing a list of available tools and methods to guide industrial users
in implementation of process monitoring and control solutions to foster widespread
industrial application. Although no dedicated method was found, help can be sough
in the wide ﬁeld of quality management. Establishment of process monitoring is in
line with the spirit of the continuous quality improvement concept and there are nu-
merous available approaches and tools to improve process quality. For convenience
of the reader, some of the main concepts, deﬁnitions and tools relevant to process
quality will be recalled in this section, providing a list of updated references together
with a short description of each. This is followed by an approach for continuous im-
provement applicable to wide service and manufacturing organizations, as claimed by
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the authors in [9].
First, the distinction between the terms ”quality assurance” and ”quality control”
is highlighted for clarity. The two are often used interchangeably to refer to ways of
ensuring the quality of a service or product. However, they have diﬀerent meanings.
• Assurance: The act of giving conﬁdence, the state of being certain or the act
of making certain.
• Control: An evaluation to indicate needed corrective responses; the act of
guiding a process in which variability is attributable to a constant system of
chance causes [10].
2.2 Quality Assurance
Quality Assurance (QA) is deﬁned in ISO 9000, deﬁnition 3.2.11 [11] as ”part of
quality management focused on providing conﬁdence that quality requirements will
be fulﬁlled”.
QA is represented by planned and systematic activities implemented in a qual-
ity system so that quality requirements for a product or service will be fulﬁlled [10].
The focus of QA is on the whole product engineering cycle, from design to inspec-
tion. QA system for manufacturing industries is developed and maintained by the
International Organization for Standardization (ISO) in the ISO 9000 family of stan-
dards. The standards provide guidance and tools for organizations seeking to ensure
that their products and services consistently meet customer’s requirements and that
quality is consistently improved. ISO 9001 standard [12] sets out the requirements
for organizational quality management system, being the only standard in the family
that can be certiﬁed to by an accredited certiﬁcation body (although this is not a
requirement). The standard is generic and can be use by any organization regardless
of its ﬁeld of activity, large or small [12].
2.3 Quality Control
Quality Control (QC) is deﬁned by ISO 9000, deﬁnition 3.2.10 [11] as ”part of quality
management focused on fulﬁlling quality requirements”.
QC is represented by the observation techniques and activities used to fulﬁl re-
quirements for quality [10]. In contrast to QA, QC focuses on process output and
veriﬁcation of its conformance by inspection, sampling or testing. The output product
quality characteristics are measured and compared with the product speciﬁcations or
set standards. A product meeting all speciﬁcations is then a ”conforming product”,
whereas a ”non–conforming product” results in rework or scrap. QC mainly focuses on
”detecting” defective output rather than preventing it from occurrence. Since QC by
inspection presents signiﬁcant costs, focus have been put more on quality management
and quality assurance in recent years.
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2.4 Total Quality Management and Continuous Quality
Improvement
2.4.1 Total Quality Management
Total Quality Management (TQM) is a quality management concept and a business
philosophy for a customer–focused organization that involves all employees in con-
tinual improvement. TQM aims at creation of a quality culture and is based on a
number of core values such as customer orientation, leadership, participation of all
staﬀ, process orientation, teamwork, staﬀ development, and continuous improvement.
The TQM concept emphasizes that quality must be designed and built into a prod-
uct. The ultimate goal of TQM is enabling the organisation to deliver products with
continuously improving quality. Defect prevention, rather than defect detection, is
of major importance. The concept requires to control the processes, rather than the
parts produced, leading to reduced process variability and not allowing any defective
parts through the production chain. The methods implemented in this approach orig-
inate from the teachings of such quality leaders as Philip B. Crosby, W. Edwards
Deming, Armand V. Feigenbaum, Kaoru Ishikawa, and Joseph M. Juran. [8, 13, 5].
2.4.2 Continuous Quality Improvement
Continuous Quality Improvement (CQI) is a part of TQM concept. In contrast to
QC, CQI philosophy aims at minimizing error rate through continuously improving
quality during an operation. With the objective of increasing eﬀectiveness, reducing
ineﬃciencies and waste, this is done by introducing new activities and eliminating
those with little or no added value. CQI uses extensively the methods in Statistical
Process Control (SPC) [8].
A four–step quality model, the plan-do-check-act (PDCA) cycle, also known as
Deming Cycle or Shewhart Cycle, is among the most widely used tools for continuous
improvement, where :
• Plan: Identify an opportunity and plan for change.
• Do: Implement the change on a small scale.
• Check: Use data to analyze the results of the change and determine whether
it made a diﬀerence.
• Act: If the change was successful, implement it on a wider scale and contin-
uously assess your results. If the change did not work, begin the cycle again
[14].
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2.5 Statistical Quality and Process Control
2.5.1 Statistical quality control (SQC)
Due to the numerous variables involved in manufacturing processes, the use of statis-
tical methods is essential in the quality improvement process [5]. Statistical quality
control (SQC) is a branch of industrial statistics including primarily [15, 16]:
• acceptance sampling methods;
• statistical process monitoring and control (SPC);
• design of experiments (DoE);
• capability analysis.
To brieﬂy summarize these terms, acceptance sampling methods are utilized
in industry for decision making in regards to the disposition of ”lots or batches” of
manufactured items, resulting in their acceptance or rejection. SPC techniques are
used to monitor process performance over time to detect changes in its performance.
SPC will be discussed in greater detail in the following paragraphs. Design of exper-
iments is used in identiﬁcation of important factors aﬀecting process and resulting
product quality, and determination of speciﬁc levels of these factors that lead to opti-
mum or near optimum performance (e.g. higher yields, improved quality, lower cost).
Capability analysis is employed for assessing whether a process is capable of meet-
ing requirements on key quality characteristics (quantitative limits usually imposed
by customer, external or internal). Capability analysis includes as well evaluation
of a measurement system performance, often reﬀered to as gauge or measurement
systems capability analysis [15, 16].
2.5.2 Statistical process control (SPC)
Statistical process control (SPC) is, as mentioned above, a sub–area of SQC. SPC is
a methodology consisting of methods for understanding, monitoring, and improving
process performance over time. SPC concepts involve process stability and capability,
and make use of control charts [8]. ISO 11462–1 [17] provides an overview of elements
to guide an organization in planning, developing, executing, and/or evaluating a
statistical process control system. ISO 11462–2 [18] then provides a catalogue of
tools and techniques essential for the successful realization of the SPC elements to
help an organization in implementation and evaluation of an eﬀective SPC system.
SPC is practised in two phases. The ﬁrst phase involves initial establishment and
understanding of the process, sources of variation in quality characteristic and the
speciﬁcation limits. This is followed by elimination of assignable (special) sources
of variation, resulting in a stable process referred to as ”in statistical control”. This
means that the probability distribution of the quality characteristic is constant over
time. Phase two then comprises of monitoring the ongoing production process in
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statistical control to detect any signiﬁcant changes of mean or variation of the quality
characteristic monitored. It often requires much work, process understanding, and
process improvement in the transition from phase 1 to phase 2 [15]. It needs to be
noted that SPC methods are used to monitor process performance and are not a
control method per se, since they contain no automatic feedback mechanism deﬁning
a control action to be taken once a fault condition has been detected [1]. The system
advices the operator when to take measures and actions in order to avoid further
defective parts from being produced [5].
A fundamental tool of SPC are the control charts used to monitor operational pro-
cess mean or variation and to design upper and lower control limits. ISO 7870–1 [19]
presents an overview of the basic principles and concepts among various control chart
approaches. Using the basic Shewhart-type control chart, described in ISO 7870–2
[20], the process is considered to be in–control if the process statistics fall within
the control limits and out of control otherwise. Process output which falls outside
the limits deﬁning the process normal operating region is taken as an indication of
abnormal operation and that process disturbance of fault has occurred.
Analysing and resolving the cause of abnormal process operation is more com-
plicated and methods for process improvement utilizing quality management tools
such as ”cause and eﬀect” diagram, a root-cause analysis, Failure Mode Eﬀect Anal-
ysis (FMEA) and Pareto analysis for analysing and prioritising problems are usually
employed.
2.6 Six Sigma
Six Sigma is a methodology for business and process improvement aiming at reduction
of defects to, but not necessarily, six sigma level (i.e. to 3.4 defective parts per million).
The methodology was developed by Motorola in the early and mid–1980s and it was
since adopted by many companies around the world. The methodology typically
comprises ﬁve phases: deﬁne, measure, analyse, improve and control (DMAIC).
The DMAIC can be viewed as analogy to the plan-do-check-act (PDCA) cycle used
in CQI and TQM. Each phase of the methodology should be followed in the sequence.
However, once data have been gathered and analysed the project should be reviewed
and, if necessary, re-deﬁned, re-measured and re-analysed. The ﬁrst three phases
should be repeated until the project deﬁnition agrees with the information derived
from the data. The methodology should only proceed to the ﬁnal two phases once the
project deﬁnition is stable. The methodology is described in detail in ISO 13053–1 [21]
and the tools and techniques utilized in Six Sigma are described in ISO 13053–2 [22].
There is little that is new within Six Sigma from the point of view of the tools and
techniques utilized. Six Sigma combines a set of established quality management tools
and methods, including statistical methods, design of experiments (DoE), FMEA, etc.
in an overall framework. Six Sigma creates a special infrastructure of people within
the organization (”Champions”, ”Black Belts”, ”Green Belts”, ”Yellow Belts”, etc.) who
are experts in these methods [21].
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2.7 Quality Management Tools
There is a number of diﬀerent quality improvement strategies, however, they all build
on the usage of common quality tools. Today the number of existing quality tools
exceeds a hundred [23] and it is out of the scope of this work to present all. However, a
list of typical quality management tools used during the individual phases of a typical
DMAIC (Deﬁne-measure-analyze-improve-control) project is listed in Appendix A,
Table A.1. These tools are widely used also outside Six Sigma projects [24].
2.7.1 Seven Basic Quality Tools
Among the great number of established quality tools, there is a set of seven the most
common and widely utilized tools in all quality improvement strategies. They are
simple to use, requiring little training in statistics [25]. The seven basic quality tools
are well known and can be found elsewhere, for example in [25, 23] or on–line on
the websites of the American Society for Quality (ASQ) [26]. For convenience of the
reader, the seven basic quality tools are described in Appendix A.1. It has been the
experience of Japanese industries that 95 % of problems at the workplace can be
solved by using the seven basic quality tools and by the eﬀective work of quality cir-
cles [27]. The role and signiﬁcance of the seven basic quality tools in data collecting,
analyzing, visualizing and all other phases of diﬀerent process improvement strate-
gies was shown in [23]. The work demonstrates systematic use of the seven basic and
many other quality tools in some diﬀerent phases of continuous improvement process
(PDCA-cycle), Six Sigma (DMAIC) and Design for Six Sigma (DMADV) methodolo-
gies, and Lean Six Sigma.
The seven basic quality tools are (for details see Appendix A.1):
• Process ﬂowcharting –– what is done?
• Pareto analysis –– which are the big problems?
• Cause and eﬀect analysis –– what causes the problem?
• Graphs/Histograms –– what does the variation look like?
• Check sheets –– how often does it occur?
• Scatter diagrams –– what are the relationships between factors?
• Control charts –– which variations are to be controlled and how [25, 26, 27]?
2.8 An approach to continuous quality improvement
An approach to continuous quality improvement (CQI) trough monitoring of key
process variables (KPVs) has been proposed in [9]. The approach is based on the
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use of established QC tools and methods such as SPC and capability analysis. The
sequence of the approach with several iterative loops (similar to the PDCA cycle) and
never–ending main loop to ensure CQI is in accordance with the main principles of
TQM. Although the approach has been designed for statistical agencies, the authors
claim its successful application in many service and manufacturing organizations. The
method has been adapted by the National Statistical Institutes, constituting the core
idea in the issued ”Handbook on improving quality by analysis of process variables”
relevant to any process, statistical or non-statistical [8].
The approach proposed in [9] consists of seven steps, graphically displayed by a
ﬂow chart in Figure 2.1.
The ﬁrst step focuses on the needs of the customer, identifying the most important
product characteristics to the client which are both important and measurable. A
Customer Satisfaction Survey is proposed as a useful tool in this concern. Additionally,
it can serve to assess customers’ familiarity with the range of products and services
available at the wide market and to possibly identify other products and services that
the customer could beneﬁt from.
The second step is to map the process which has been identiﬁed for monitoring by
developing a comprehensive process ﬂow chart. This can be used to identify sources
of variation in the process and reveal possibilities for process improvements.
The goal of the third step is to identify the Key Process Variables (those factors
that can vary with each repetition of the process and have the largest eﬀect on critical
product characteristics, i.e. those characteristics that best indicate the quality of the
product). This step was found to be the most diﬃcult by the authors in [9]. The
previous steps will input into this step, where staﬀ begin to ask questions and docu-
ment responses about each process element and variable. Their collective knowledge
and experience is used to identify those processes and variables most likely aﬀecting
the product quality. The surprising fact is that many of these critical aspects are not
routinely, or even not measured at all is highlighted in [9]. In case of quantitative
data available, Pareto digram (see AppendixA.1.2) can be used as one of the simplest,
yet eﬀective methods for identifying key process variables. In case of qualitative data,
the cause–and–eﬀect diagram (see Appendix A.1.3) can be used. This step results in
a small number (more than one) of chosen key variables.
The next step after identiﬁcation of KPVs is to evaluate measurement capability
(i.e. how accurately they can be measured). A common mistake is to collect measure-
ment data and generate conclusions about process stability and capability without
any awareness of measurement error. Signiﬁcant measurement errors may invalidate
any analysis of process stability and capability. Hence the system to measure the
KPVs is used only if found capable (i.e. the mean squared error is small relative to
the overall error requirements), providing reliable data.
The aim of the ﬁfth step is to evaluate process stability. Following the principles of
SPC introduced earlier (section 2.5.2), this involves elimination of special (assignable)
sources of variation. This results in stable process where the process variation consists
entirely of random components, refereed to as being in a state of ”statistical control”.
Primarily control charts and additionally Pareto analyses are used in this concern.
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Figure 21.1 A plan for continuous quality improvement. 
The first step of the plan focuses on the needs of the survey client (customer), 
identifying the survey characteristics most important to the client, and those 
aspects of the survey processes that are both important and controllable. Next, 
staff assess the ability to measure these processes satisfactorily. When adequate 
measurement capability is present, reliable data can be gathered to determine 
the stability of survey processes. If the processes are not stable, revised operating 
Figure 2.1: A plan for continuous quality improvement [9].
In the following sixth step, process capability is determined. If the random vari-
ation of a stable process is smaller than pre–deﬁned requirements of limits for the
variation, the process is capable. If it can not meet the requirements, it is consid-
ered incapable, even if stable. Such condition requires changes to the system. More
detailed description of process capability and performance is provided in section 2.9.3.
Achievement of stable and capable process is then considered to be only the be-
ginning of the improvement process. Considering the ever changing conditions on
the market, customer requirements and state in the technology and equipment avail-
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able, the objective is continuous, never–ending improvement. A monitoring system
is needed to provide feedback, to keep staﬀ informed, and to assist in controlling pro-
cess variation, aiming at continuous reduction in process variation through improved
methods, and evaluating process changes. It is of vital importance to establish proce-
dures for managing the implementation of identiﬁed improvements, monitoring itself
will not result in continuous improvement [9, 8].
The presented approach draw on the principles of SPC and consequent deter-
mination of its capability. This inherently requires availability of a large database
to provide for sound statistical evaluation. If this is not available, considerable ef-
fort and amount of material has to be devoted to create such database by means of
pre–qualiﬁcation manufacturing trials. This poses obvious limitations to its appli-
cability in small–batch or high value parts manufacturing, where the cost for scrap
resulting from the manufacturing trials is not justiﬁable.
2.9 Process validation
This section brieﬂy describes the main principles of traditional process validation,
when it is necessary and how it is commonly performed to date. The objective is
to provide a short overview of the current approach, methods and limitations of its
applicability in industry.
Process validation is deﬁned by the ISO terminology (ISO 5840:2005, deﬁnition
3.41), as ”establishing, by objective evidence, that a process consistently produces a
result or product that meets its predetermined speciﬁcations”. It is a key component
in quality management systems such as ISO 9000 to reach high standards of quality
assurance (see section 2.2).
Process validation is a requirement in heavily regulated industries such as the
aerospace, medical devices and automotive industries. The International Organization
for Standardization (ISO), the U.S.A. Food and Drug Administration (FDA), and
the International Aerospace Quality Group (IAQG) require process validation as a
regulatory requirement.
These general requirements are formulated by the ISO 9000 family standards in
ISO 9001:2008 [12]. Requirements on medical device industries are formulated in ISO
13485:2003 [28] and in the U.S.A. by the FDA’s Code of Federal Regulations [29].
The IAQG published the AS/EN/JIS-Q 9100 series of quality management system
(QMS) standards for the aviation, space and defense industries, which supplements
ISO 9001 by addressing the additional expectations of the aerospace industry. At
the international level it is generically known as IAQG 9100 standard, as AS9100
to organizations in North America, as EN9100 in Europe [30] and as JIS-Q-9100 in
Japan. Speciﬁc requirements for the automotive industry are covered by ISO/TS
16949:2009 [31] and/or German automotive standard VDA 6.3.
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While the completion of process validation is a regulatory requirement in the
above industries, a manufacturer exempt from regulations may decide to validate a
process to improve overall quality, eliminate scrap, reduce costs, improve customer
satisfaction, more rapid automation, or other reasons. Coupled with properly con-
trolled design and development activities, a validated process may well result in a
reduced time to market for new products [32].
2.9.1 Decision on process validation
The decision on whether and in what extent to undergo process validation eﬀort has
to be commensurate with cost–eﬀective ﬁtness for purpose with existing statutory,
regulatory, end users or any product stakeholders requirements.
Veriﬁcation of process output against given requirements does not pose any diﬃ-
culties in many processes regardless of the tools, personnel, facilities or other means
used to carry out the process. The resulting product features and characteristics are
relatively easily measured and can be documented. However, in some processes the
output is totally dependent on the personnel, the equipment or where the acceptance
criteria of the output is that speciﬁed resources have been used in order to obtain the
output, and moreover, results cannot be fully veriﬁed by examination of the output at
any stage of assembly. Among such manufacturing processes are welding, soldering,
adhesive bonding, casting, forging, forming, some critical machining operations, heat
treatment, protective treatments and inspection and test techniques such as X-ray
examination, ultrasonic, environmental tests, mechanical stress tests, etc. The ISO
9001 [12] only requires process validation where, as a consequence of not being able
to verify the output, deﬁciencies become apparent only after the product is in use
[33].
A decision tree that a manufacturer (or the design entity) can follow when deciding
on whether a process needs to be validated is shown in Figure 2.2. The process under
consideration in this ﬂow chart is the simplest possible, in practice many processes
may be large and/or a complex set of sub-processes.
Each process should have a speciﬁcation describing both the input process param-
eters and the output desired. The manufacturer should consider whether the output
can be veriﬁed by subsequent monitoring or measurement. If yes, decision on whether
or not veriﬁcation alone is suﬃcient to eliminate unacceptable risk and is a cost ef-
fective solution is to be made. If yes, the output should be veriﬁed by appropriate
measurement and the process should be appropriately controlled.
If the output is not veriﬁable then the decision should be to validate the process.
Alternatively, it may become apparent that the product or process needs to be re-
designed to reduce variation and improve the product or process. Consequently, a
change in a manufacturing process may result in the need for process validation even
though the process formerly only required veriﬁcation and control. The risk or cost
may also be reduced by redesigning the product and/or process to allow for simple
veriﬁcation being an acceptable decision [34].
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Figure 2.2: Process validation decision tree [34].
2.9.2 Conducting a process validation
The eﬀort put into process validation depends on stringency of requirements. A man-
ufacturer of a product subjected to statutory or regulatory requirement has to ensure
rigorous documentation of the steps undertaken from the design stage through com-
mercial production and continuous process monitoring to ensure compliance with the
given requirements. On the other hand, a manufacturer exempt for regulatory require-
ments seeking for process improvement may arbitrarily choose cost–eﬀective approach
and documentation ﬁt for its purpose. Moreover, given the diversity of manufacturing
companies of various sizes, structures, volume of production, manufacturing processes
and methods used, there is no particular method for implementation. Manufactures
themselves should seek technology–speciﬁc guidance on applying process validation
to their particular case [35, 32].
Process validation can for example be divided into a number of stages, where:
• Installation Qualiﬁcation (IQ) establishes that all key aspects of the equipment
are capable and installation adhere to the manufacturer’s speciﬁcation includ-
ing: equipment description, installation and supplies, environment, calibration,
maintenance, operator training, capability of the measurement equipment, etc.
All calibrations and detailed control parameters must be recorded and securely
stored.
• Operational Qualiﬁcation (OQ) demonstrates that the equipment consistently
operates to speciﬁcation under normal conditions including: testing of alarms,
software function, extremes of operating ranges, and machine performance, etc.
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• Performance Qualiﬁcation (PQ) demonstrate that the process, when carried
out within deﬁned parameters, is capable of consistently producing a result or
product that meets its predetermined speciﬁcations [35, 36].
Process validation then presents an umbrella term for the set of systematically
planned and documented qualiﬁcations for a particular process. No matter in which
way the validation is subdivided, a validation protocol stating the tests that will
be conducted and its acceptance criteria based on the product speciﬁcation is docu-
mented for each stage. Results of the test performed are then compared against the
protocols and documented in a report. In case the acceptance criteria are not met
during testing, it may be necessary to make changes to the process and repeat the
qualiﬁcation.
To provide scientiﬁc evidence that a process is capable of consistently producing
quality products within predetermined speciﬁcations and to monitor the long–term
stability of a validated process, process validation usually relies on the use of Statisti-
cal Quality Control (SQC) methods (see section 2.5) such as SPC and capability anal-
ysis. Whereas IQ and OQ stages may employ analysis of machine tool performance
and capability of the measuring equipment, PQ is normally based on evaluation of
process capability. Description of process capability and performance analysis is pro-
vided below, in section 2.9.3. Evaluation of process capability requires the process to
be under statistical control (i.e. process where special causes of variation were elimi-
nated — see section 2.5.2). The limitation of such approach is that it requires either
availability and analysis of historical data or to conduct extensive pre–qualiﬁcation
study to generate the required statistical data basis. The necessary size is typically
larger than 100 observations (the same feature) over long period of time to provide
a sound statistical basis. In cases where it is suspected that the data are not nor-
mally distributed, it is essential to increase the sample size substantially in order to
determine the appropriate distribution. This may require an increase of 50% in the
amount of data required [37].
Only after the process have been demonstrated and documented to be in con-
trol and capable of producing results within predeﬁned tolerances (PQ), commercial
production can ﬁnally commence. Next step and another requirement of the vali-
dation process is to monitor the long–term stability of a validated manufacturing
process. SPC is usually used in this concern, utilizing control charts for monitoring
the long–term stability of a process and to identify abnormal process situations be-
fore they become critical. Documentation created during the validation process then
provides objective evidence for demonstration of properly validated process capable
of consistently producing products meeting requirements to whoever may require it
(the customer, statutory audit, etc.) [35, 36, 33].
Due to the large number of samples required for PQ through process capability
analysis, the applicability of the traditional process validation concept is obviously
not feasible for small batch production scenarios and manufacturers of high value
products, where the cost for scrap and pre–qualiﬁcation study is not justiﬁable.
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2.9.3 Process capability and performance
The process capability is a measure of the ability of a process to produce results in
accordance with the given speciﬁcations or tolerances. It is based on a statistical
evaluation of process behaviour (over time) in terms of capability indices, which
express the relation of process spread (6) and mean to the tolerance and the position
of the arithmetic mean of the tolerance borders. This allows for comparison of the
quality level of diﬀerent processes [38].
Diﬀerent kinds of performance and capability studies (machine performance, pro-
cess performance, process capability, performance of measuring equipment, etc.) are
deﬁned by ISO 22514 family standards. The fundamental concepts and principles of
capability and performance of manufacturing processes is described in ISO 22514-1,
Statistical methods in process management — Capability and performance — Part1:
General principles and concepts [37]. The standard provides guidance in circum-
stances where a capability study is requested or it is necessary to determine if the
output from a manufacturing process or the production equipment (a production ma-
chine) is acceptable according to appropriate criteria. This is common in quality
control when the purpose for the study is part of some kind of production acceptance
or audit.
The diﬀerence between the terms process capability and performance is whether
statistical stability has been obtained (capability) or not (performance).
2.9.3.1 Capability and performance indices
Process capability index Cp for normally distributed data for a process that is assumed
to be centred within the speciﬁcation limits:
Cp =
U   L
6
(2.1)
Where: L is the lower speciﬁcation limit, U is the upper speciﬁcation limit,  is
the inherent process standard deviation.
Index Cpk describes the current capability for a process whose mean is not neces-
sarily on the average of the speciﬁcation limits, for normally distributed data:
Cpk = minfCpkU ; CpkLg = minfU   
3
;
  L
3
g (2.2)
Where:  is the mean value.
These indices provide information about whether a process is poorly centered and
it’s inclination to possibly produce out–of–speciﬁcation items. Although the Cp index
is high, a low value of the Cpk index will reveal a poorly centered process and a high
probability of producing out–of–speciﬁcation items.
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New indices to express process performance (Pp; Ppk) and machine performance
(Pm; Pmk) have been developed to improve understanding of long–term and short–term
variation patterns and variations around the intended process target value.
The higher the process capability is, the better the process performs.
CHAPTER 3
State-of-the-art of
abrasive machining
processes
3.1 Introduction
In abrasive machining processes, a large number of abrasive particles with cutting
edges of indeﬁnite orientation and geometry are used to mechanically remove material
from the surface of the workpiece. The main diﬀerences between abrasive machining
and other conventional cutting processes such as turning, milling or drilling are the
cutting edge geometry and relative scale of the chips produced. The cutting processes
use tools with deﬁned cutting edge geometry, typically (depending on the process)
with positive rake angles and chip thickness of approximately one order of magnitude
bigger to that in abrasive machining [39]. In contrast to that, abrasive grits are
randomly placed in a bonded material or loose, generally agreed to have a large
negative rake angle [40, 41]. However, one cannot identify a deﬁnite rake angle as it
is unknown and varies continuously due to wear and self-sharpening action (friability)
[42]. Unlike the cutting processes, the failure of one cutting edge does not aﬀect the
process. It is the extremely small size of the abrasive grits with small cutting edges,
being one of the most fundamental and valuable characteristics of abrasive machining.
Due to the extremely thin chips produced, it is possible to concentrate the machining
stress at very local points on the work, which makes machining of diﬃcult-to-machine
materials possible. The same mechanism provides better surface ﬁnishes achievable
with the abrasive processes [39].
For the above reasons, abrasive processes are invariably used for the production
of components of the highest quality in terms of form, surface texture and surface
integrity [42]. They are the natural choice for machining and ﬁnishing hard materials,
hardened surfaces and diﬃcult-to-machine materials. There is a wide range of existing
abrasive processes today. For an overview of fundamental characteristics of these
processes, most of them can be categorized into one of four main representative groups:
grinding, honing, lapping and polishing [40].
Grinding/ultra precision grinding: are processes using bonded abrasives in form
of a grinding wheel, rotating at a high surface speed during material removal. The
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purpose of grinding is to create form and good surface roughness. In conventional
grinding, typical cutting speed is in the range of 5 – 50 m/s, reaching tolerances of
0.01 – 0.1 mm and surface roughness Ra of 0.1 –0.2 m [39].
In advanced methods such as ultra precision grinding, the cutting speed may
greatly exceed 140 m/s, reaching extreme tolerances such as 63 nm PV and sur-
face roughness down to sub nanometre level [39]. However, such advanced methods
invariably require very stiﬀ precision machine tools with controlled environmental
conditions, resulting in very high costs.
Honing: process is used to improve form (shape) accuracy and to create surface
topography with ﬂuid retention capabilities to ”trap” lubricant. This process is mainly
used in ﬁnishing the bore of a cylinder, creating characteristic ”cross-hatch” surface
lay favoured for oil retention in engine cylinders. Honing stones are used as tools,
consisted of bonded abrasive similar to the one in grinding [40].
Lapping: is traditionally used to improve form accuracy, such as ﬂatness of ﬂat
objects or sphericity of balls [42]. Though lapping tends to decrease the surface
roughness, its main purpose is to remove material and modify the form. The processes
uses loose abrasive introduced between a rigid lap (e.g. a cast iron plate) and the
workpiece surface [40].
Polishing: is usually referred to a process to imply best surface ﬁnish without re-
gard for shape or form accuracy. The process follows the form created by preceding
operation such as grinding or turning, smoothing the surface topography and remov-
ing surface marks (e.g. feed marks) and damage (e.g. micro cracks, voids) from the
preceding manufacturing operation. Loose abrasive is employed, usually suspended
in lubricant creating a slurry, like in lapping. The diﬀerence is that polishing uses
a conformable pad, carrier or soft cloth, through which the pressure is applied on
the abrasive and the workpiece surface. This limits the abrasive penetration into
the surface and allows the abrasive to follow the contours of the workpiece surface.
Glossy surfaces and high reﬂective mirrors can be produced by polishing. However,
the form of the surface needs to conform to the requirements of the ﬁnal product
before polishing is commenced [42, 40].
In honing, lapping and polishing, much lower (by one to two orders of magnitude)
relative speeds are used than in grinding. This results in much lower concentration
of energy in the contact area and consequently lower average temperatures that may
be negligible [40, 43]. A comprehensive description of important relations between
these processes considering the conditions at the active cutting grain and the process
characteristics are provided in [43].
Despite the above terms, all can be referred to a general term ”ﬁnishing” with
diﬀerences in the emphasis on the requirements. Our ability to generate extremely
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ﬁne ﬁnish and form accuracy by a range of processes makes nowadays these terms
being used somewhat interchangeably without strict adherence to these deﬁnitions
[42, 44]. This especially applies to processes using a number of abrasive tools, ranging
from bonded to loose abrasives using carriers in various materials and hardness. An
example of such process is the Robot Assisted Polishing (RAP) process dealt with
in this work and described in detail in part III of this thesis. Another aspect is the
development and advances in process control strategies enabling automated process
corrective actions. For an example, shape corrective polishing process was shown in
[45], making the distinction between the terms not a clear cut.
3.2 Abrasive machining regimes in RAP
The research undertaken in this work is focused on the Robot Assisted Polishing
process. The RAP process employs a number of abrasive tools, ranging from bonded
to loose abrasives using carriers in various materials and hardness.
The initial (coarse) process steps can be classiﬁed as a grinding process due to the
use of bonded abrasives in the form of polishing stones, similar to grinding wheels
in grinding. However, the cutting speed in RAP is considerably lower, thus rather
representing a honing process.
Further ﬁnishing process steps commonly utilize loose abrasive in form of paste
with ”hard” carriers such as brass (typically 200 HB), etc. Such process conﬁguration
can be classiﬁed as a lapping process.
The very ﬁne ﬁnishing steps, if surface gloss is to be obtained, employ loose
abrasives and conformable carriers in form of clots or felt. Such process combination
can be classiﬁed as a polishing process.
Polishing tools are held in a ﬂexible polishing arm, allowing signiﬁcant bending in
three mutually orthogonal directions. Positioning of the RAP system is ensured by a
conventional industrial robot arm with nominal position accuracy of 0.1 mm. These
factors limit the achievable form accuracy. Primarily, form accuracy is ensured by
operations preceding the RAP polishing process (e.g. grinding, turning), whereas the
main objective of RAP is to improve surface ﬁnish.
In all process steps and conﬁgurations, usually a small amount (approx. 0.2
ml/min) of low viscosity lubricant (80–90% petroleum mixed with light oil) is used.
The RAP process is therefore assumed to be a pure mechanical abrasive machining
process with negligible chemical action working in boundary or mixed lubrication
condition, depending on amount of lubrication and relative speeds used.
Typical application sector of the RAP process is in tooling for cold and hot form-
ing, dies and moulds. The most common work material in RAP is tool steel, however
the precess is applicable to other materials such as sintered carbides.
The scope of the literature survey is to present to reader the state-of-the-art within
the topic relevant to the project. Based on the above description of the abrasive ma-
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chining regimes in the RAP process, the following literature survey therefore focuses
on the following topics:
• primarily mechanical abrasive ﬁnishing processes;
• mechanisms of mechanical material removal in grinding, lapping and polishing
of ductile materials (annealed and hardened);
• available automated solutions for mechanical polishing and their ﬁled of appli-
cation.
3.3 Tribology of abrasive machining processes
The mechanics underlying abrasive machining processes belong to the domain of
tribology, the science of interacting surfaces in relative motion, primarily concerned
with the study of friction, lubrication, and wear [40]. The objective of tribology is
to optimize friction and wear to a particular application case. Lubrication is used to
lessen friction and minimize wear, with additional functions such as removal of wear
particles and heat from the friction contact. Whereas for structural components such
as a bearings the objective is to minimize wear, the objective of abrasive machining is
to maximize material removal (wear) rate. Common objectives in abrasive machining
include minimization of friction and wear of the abrasive, while maximizing wear of
the work surface and fulﬁlling speciﬁed quality requirements such as surface texture,
form, avoidance of defects and thermal damage. Friction and wear are not properties
speciﬁc of a single element involved in interaction, but they constitute properties of
a whole system. The ”tribosystem’s” friction and wear behaviour can change greatly
even with marginal change of a single inﬂuencing variable [46, 40].
A generic tribosystem is depicted in Figure 3.1, describing the function to be
fulﬁlled, the input variables, the output variables, the loss variables and the structure.
Apart from the desired, disturbance (undesired) input variables will arise and in
connection with the structure they will aﬀect the output and loss variables of the
system. A comprehensive description on each element of the tribosystem system and
their interactions can be found in [46]. Such system representation helps in better
understanding of the overall process and can be advantageously used in identiﬁcation
of key variables when establishing process monitoring.
A tribosystem representing relevant elements in abrasive machining processes is
illustrated in Figure 3.2. Detailed and extensive description of tribosystems of abra-
sive machining processes with main focus on grinding is provided in [40]. Here, only
the main principles are recalled. The structure of abrasive machining tribosystem
consists of the following three elements:
• base body (the ﬁrst body — workpiece being machined);
• counterbody (the second body — bonded abrasive or carrier);
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Figure 3.1: Expanded representation of a tribosystem [46].
• interfacial medium (the third body — loose abrasive, lubricant, abraded work-
piece particles, etc.).
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Figure 3.2: Inputs and outputs of abrasive machining processes [40].
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3.3.1 Type of contact and relative motion of interfacing bodies
Friction and wear in abrasive machining processes ultimately depend on the interac-
tion between the structural elements (two–body, three–body) in their relative motion
(mostly sliding and/or rolling) and applied contact forces. Wear occurs in contact
areas between the interfacing bodies as soon as they come into contact, when no
lubricant is used (most severe conditions of friction and wear) or when the lubrica-
tion ﬁlm thickness becomes too small. It is important to distinguish between the
nominal (apparent) and real contact area. The nominal contact area is given by nom-
inal macroscopic geometry of the contact, whereas the real contact area is limited to
the asperity contacts due the microscopic surface texture of matching surfaces (form,
waviness and roughness). As a rule, the real contact area is about 10 1   10 4 of
the nominal contact area, depending on the nominal load. Consequently, contact
pressures in the real asperity contact areas are substantially higher than the nominal
pressure. This implies that even though the applied nominal pressure is in elastic
range of work material behaviour, permanent plastic deformation may already have
occurred at a majority of the real asperity contact areas [46].
Whereas grinding and honing processes are considered to involve predominantly
two–body abrasion, lapping and polishing are generally considered as three–body
abrasion processes.
Two-body abrasion processes: Two-body abrasion refers to a process where two
adjacent surfaces are directly in contact during a relative motion, generating friction
and wear. One body being the work surface and the second body the ﬁxed abrasive
grits or surface asperities. The relative motion between the two bodies, workpiece
and abrasive, is in most abrasive ﬁnishing processes almost pure sliding. The abrasive
tools is made of a matrix with ﬁxed abrasive grits, enabling the abrasives to cut deeply
into the work material. Consequently, surfaces worn by two-body abrasion exhibit
parallel grooves [47, 44].
Three-body abrasion processes: A process where loose abrasive grains are in-
troduced between the tool surface (carrier) and the workpiece surface in relative
movement is referred to as three-body abrasion. One of the two surfaces (usually the
tool) carries the grits and transmits the contact force, thus it is not directly involved
in generation of wear. The abrasive grains are usually suspended in a ﬂuid, free to
rotate and slide. The grains experience collisions with the work surface, the tool
(carrier), and other abrasive grains during the process. An advantage of such process
is that rotating grains bring new cutting edges into action. Drawback from an energy
viewpoint is that each such collision leads to wasted energy dissipation, resulting in
less eﬃciency. Wear rates in tree-body abrasion are considered to be three times lower
than in two-body abrasion process using the same loading conditions. Surface topog-
raphy generated by three-body abrasion exhibit multiple micro-indentations [47, 44].
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In practice however, a two-body abrasive process usually involves an element of
three-body abrasion. This is because abraded material from the workpiece and frac-
tured abrasive particles from the bonded abrasive tool can form a three-body action.
On the other hand, a three-body processes using loose abrasive grains can involve
two-body action when some of the loose abrasive grains penetrate into the carrier
losing the freedom of rotation and slide over the work surface [47, 44].
3.3.2 Types and mechanisms of wear
During the contact of the interfacing bodies, frictional forces arise due to dissipa-
tive mechanism. Friction represents loss of the input energy, which can either be
transformed in heat or to contribute to the wear of the softer body (work surface)
depending on the mechanism involved. In abrasive ﬁnishing processes, the objective
is to reduce energy loss by heat generation and to enhance the material removal.
Wear is caused by a number of mechanisms which occur individually, successively or
concomitantly. The following four mechanism are especially important [46, 48]:
• Surface fatigue
• Abrasion
• Adhesion
• Tribochemical reaction
The four wear mechanisms are graphically represented in Figure 3.3 and detailed
in the following text.
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Figure 3.3: Basic wear mechanisms viewed microscopically: Fn normal force on ap-
parent contact surface, Ff friction force between base body and counterbody, Fn;as
as normal force on asperity contact, v relative velocity, HV Vickers hardness [46].
Surface fatigue occurs in near-surface zones of the workpiece due to alternating
load, creating local stress lower than material strength to form a chip. The repeti-
tive stress causes propagation of micro cracks and manifests itself through cracking
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and detachment of micro wear particles. Surface fatigue may occur during abrasive
ﬁnishing operations due to the high strain caused by repetitive ploughing, causing a
low cycle fatigue.
Abrasion involves micro–cuttings, fatigue due to repeated ploughing, and frac-
ture of the workpiece material caused by the counterbody’s hard asperities (bonded
abrasive) or by hard particles in the interfacial medium (loose abrasive) lead to wear.
As the name implies, abrasive wear mechanism is considered the most signiﬁcant in
abrasive machining processes, as will be detailed later in section 3.3.3.
Adhesion refers to micro-welds (atomic bonds) on the plastically deformed as-
perity contacts between the workpiece and counterbody, after braking through of any
possible extant protective surface layers. Predisposition to this wear mechanism is
primarily related to the properties of the protective surface layers (oxides, lubricant),
less importantly to the work material properties. If the strength of the created micro
junction is greater than the workpiece, the deformed work surface may eventually
detach from the softer workpiece and being transferred to the abrasive tool. Such
transferred material can remain, detach (debris), or even return to the workpiece.
Such wear mechanism is of little importance in abrasive machining.
Tribochemical reactions evoke friction–induced activation of loaded near-surface
zones of the workpiece material to react chemically with the lubricant elements or am-
bient medium. The reaction products have altered properties compared to the initial
work material properties. This mechanism is used in chemo–mechanical process such
as Chemical Mechanical Polishing (CMP) of silicon wafers and other non–metallic ma-
terials. The reaction product formed is generally brittle and subsequently removed
by the abrasive action as wear debris resulting in a smooth surface [42, 46].
To interpret the results of wear, wear phenomena (i.e. the changes of a body’s
surface layer) resulting from diﬀerent wear mechanisms are listed in Table 3.1.
Table 3.1: Typical wear phenomena caused by the main wear mechanisms [46]
Wear mechanism Wear phenomenon
Adhesion Scuﬃng or galling areas, holes,
plastic shearings, material transfer
Abrasion Scratches, grooves, ripples
Surface fatigue Cracks, pitting
Tribochemical reactions Reaction products (layers, particles)
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3.3.2.1 Lubrication
The use of lubricant and its function in the abrasive machining tribosystem needs to
be considered as well. The main functions of process ﬂuid in abrasive machining are
[49, 40, 46]:
• lubrication and reduction of the sliding friction in the contact zone (hence more
energy can be used to increase the material removal);
• cooling (increasing the heat transfer from the contact zone);
• cleaning (ample supply ﬂushes away chips and debris, reducing three–body abra-
sion in grinding);
• reduction of the fracture toughness of the bonded abrasive (bonding material)
to ensure friability (release of blunt abrasive grains, exposing new sharp edges);
• protecting the workpiece from corrosion, prevention of settling of the abrasive
grains (through added inhibitors and agents).
Two–body abrasion processes such as grinding usually require ample supply of
process ﬂuids due to high relative surface speeds, resulting in higher temperatures in
the contact zone.
In three–body abrasion processes such as lapping and polishing, usually a small
amount of lubricant is used in mixture with abrasive grains, creating a slurry.
The viscosity of lubricant, lubrication ﬁlm thickness and roughness of the interact-
ing surfaces aﬀect friction in the contact zone, ranging from solid friction (no lubricant,
friction coeﬃcient between 0.1 – 1) to ﬂuid friction (thick lubrication layer, friction
coeﬃcient between 0.01 – 0.001) [46]. The process ﬂuid should be chosen to create
formation of mixed or boundary lubrication modes. This constitutes creation of an
extremely thin lubrication layer on the interfacial processing area. This is to ensure
direct or semi–direct contact of surfaces in contact to ensure the material removal,
and to avoid hydroplaning contact resulting in no material removal [49, 40, 46].
3.3.3 Mechanisms of material deformation and removal
The above paragraphs introduced the most important types of wear mechanisms and
how they aﬀect the workpiece surface layer. This section aims at a providing avail-
able knowledge to gain deeper insight into mechanics of the abrasive machining
processes, how they diﬀer among themselves (grinding, lapping, polishing), what el-
ements are the most inﬂuencing on the process eﬃciency and work result. To address
the above issues and to ideally enable establishing process models with wide range of
applicability among diﬀerent mechanical abrasive ﬁnishing processes, researches in the
ﬁled usually focus on process analysis through indentation and scratch tests or evalua-
tion of Material Removal Rate (MRR) under various conditions. Relevant important
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ﬁndings providing a list of updated literature in the ﬁeld are provided in the following.
Diﬀerent scientiﬁc proposals have been made over decades to explain mechanisms
of polishing using ﬁne abrasives. Early scientiﬁc investigations by Bielby in the 1920’s
have suggested a ﬂow mechanism, by which the workpiece material is smeared across
the surface to ﬁll pre–existing valleys. This theory was further developed by Bowden
and Tabor in 1950’s. They proposed that workpiece surface asperities are heated,
possibly to melting point during the process of abrasive grains rubbing over them,
resulting in heated material being transferred into adjoining depressions and thereby
smoothing the surface. Later in 1970’s, Samuels revived mechanisms initially sug-
gested by Hooke, Newton and Herschel, recognizing that eﬀects of polishing and
abrasion (or grinding) result in ”damage” caused to the workpiece surface diﬀering in
degree (size) and not in kind (type). Evidence has thereby been provided that the
Bielby’s theory of melting material is not valid [50].
In [50], polishing experiments were performed on annealed copper (36 HV hard-
ness) using diamond abrasives ranging from 0–0.5 m to 4–8 m with synthetic cloth
carrier and kerosene as a lubricant medium. This range of abrasive grades and carrier
type used covers the ﬁnest polishing steps used in RAP. The ﬁndings have demon-
strated that in polishing the abrasive particles contacting the work surface act as
single–point cutting tools, forming shallower and narrower groves than in abrasion
(or grinding). This is because of a much smaller pressure applied to the abrasive
grains under typical conditions in polishing. It was observed that an abrasive particle
may initially tumble across the specimen, scratching the surface without material
removal. The particle then embeds in the polishing cloth and becomes aﬀectively a
cutting tool (material removal through chips). The work provided a positive evidence
that mechanical chip–forming process operate during ﬁne polishing identical in nature
to abrasion (grinding) process, diﬀering only in degree (dimension).
Hahn [51] investigated the grinding process of various steels ranging from easy
to grind (low–alloy and stainless steels) to diﬃcult to grind (high–alloy high–speed
steels). Based on the observations, three stages of material deformation, as a grain
interacts with a workpiece, were proposed. These three stages rubbing, plowing,
and cutting are of great signiﬁcance in abrasive machining technology [40].
Rubbing: Rubbing mode deformation of the workpice material results in negligible
or no material removal although the friction is apparent. This deformation mode is
typical of polishing process or ﬁnish grinding using a smooth grinding wheel in a long
period of time without depth of cut and ample lubrication. Although a measurable
normal force is applied under such conditions for many hours, a negligible material
removal may occur. This is due to a low force acting on each abrasive grain, causing
its little penetration into the workpiece. If the local stress does not overcome yield
limit of the workpiece material, the deformed surface elastically resumes its original
shape after the contact force is released. If the yield limit is overreached, permanent
plastic deformation occurs. Under such conditions elastic and some plastic deforma-
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tion takes place at the peaks of surface asperities, evidenced by slow smoothing of
the surface topography. Energy consumed in rubbing leads to heat generation, sur-
face smoothing, and wear of the abrasive and in connection with little or no material
removed represents a non–productive process.
Plowing: When penetration of the grains is increased, the local stress overcomes
yield limit of the work material without its fracture. Consequently, the work material
is plastically deformed and displaced sideways to form ridges at the sides of a scratch.
The scratch marks are permanent, constituting evidence of signiﬁcant grit penetration,
however with almost negligible material removal. Since no material is removed, but
only displaced, plowing is non–productive leading to substantial heat generation and
possible roughening of the workpiece surface.
Cutting: As penetration of the grains into the workpiece material is further in-
creased, its local strength limit is overreached and consequently cut away in form of
chips, increasing rapidly the material removal. Cutting is the most productive mode
of material removal, additionally allowing for a portion of the heat generated to be
taken away from the contact zone trough the chips.
There are many factors aﬀecting the transition between the diﬀerent modes of
material deformation and removal. To gain better understanding of such aﬀecting
factors, researchers in the ﬁled focus on the interface reactions taking place between
the system components [52]. Various pairwise and important three–way interactions
between components of the common system in lapping and polishing consisted from
four basic components: the workpiece, ﬂuid, abrasive, and lap are comprehensively
described in [53], stating that although lapping and polishing process vary techno-
logically, the principal material removal mechanisms are the same. A comprehensive
description of important relations between the abrasive machining processes consid-
ering the conditions at the active cutting grain and the process characteristics are
provided in [43, 42].
Hokkirigawa and Kato [54] analysed abrasive wear mechanisms of ductile materials
based on in–situ indentation experiments in the scanning electron microscope (SEM)
and measurement of load and frictional force. They have observed three wear modes
of: cutting, wedge forming and ploughing, in good agreement to those previously
found by Hahn [51]. The wedge formation (material displacement ahead of the contact
point) was observed during dry abrasion of high strength materials, causing higher
frictional forces than cutting, although resulting in small or no material removal.
Degree of penetration was introduced as an index of severity of contact during sliding,
being a function of normal load, radius of a pin as a model abrasive and workpiece
hardness. A wear mode diagram was constructed from the experimental data to show
the possible region for each wear mode with parameters of degree of penetration and
the shearing strength at the contact interface. Wear maps extended to wide range
of materials for severe abrasive wear and mild sliding wear are provided in [55]. In
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the refereed works [54, 55, 53] and many others, the importance of nominal load,
attack angle of abrasive grains, workpiece hardness and the lubrication conditions
is discussed to aﬀect the contribution of each wear mode. Below a certain critical
angle ensuring cutting and chip formation, wedge forming or ploughing modes are
predominant [56].
Hardness of the workpiece material is by classical wear science and many re-
searchers accepted to be a decisive factor in resistance to wear (e.g. the higher the
hardness of the workpiece material, the higher level of resistance to abrasive wear).
In contradiction to this widely accepted fact, it was shown in [56, 52] that polishing
tool steels in hardened state exert higher removal (wear) rates than those reached
in unhardened structures. This is explained by the plastiﬁcation phenomenon of
the near-surface zone, particularly when polishing ductile materials. The deforma-
tion caused by the polishing grit penetrating the workpiece surface and the relative
velocity causes a local hardening. Once the maximum formability is reached, the
material is cut away from the surface in form of chip. Since hardening of martensitic
(hardened) steel is hardly possible due to its high dislocation density, the input en-
ergy causes the surface material to cut away instantaneously with minor degree of
plastiﬁcation. On the other hand, unhardened material can undergo high plastic de-
formations and change its properties and thereby less energy can be spent for material
removal. Hence, a higher energy eﬀort is necessary for removal of the same volume
of unhardened than hardened material. The higher material deformation capacity
thus compensated for the lower hardness, and their ratio determines the level of its
resistance to material removal during polishing [56, 52].
The ”critical size ratio” (i.e. the ratio of the longest diagonal of the abrasive cross-
section to ﬁlm thickness separating the workpiece surface and carrier) is also aﬀecting
the type of active wear mode (two–body or three–body). In case of low size ratio,
three–body abrasion is prevalent. Based on experiments using various abrasives and
work materials, this critical size ratio was found to be on the order of 2. Another
factor is the ratio of the hardness of the workpiece and the carrier. The abrasive grit
indentation depths on the workpiece and the carrier will depend on their individual
hardnesses. Deep indentation in the carrier in comparison to that on the woekpiece
resulting in ”embedment” will lead to two–body abrasion [47]. The inﬂuence of deﬁned
abrasive shapes on removal of ductile and brittle materials was also shown in [57, 58].
Based on the ﬁndings from indentation, scratching and polishing experiments up
to date, it is commonly agreed that the ﬁne abrasive machining processes representa-
tive of the RAP process have common underlying mechanisms of material deformation
and removal mainly due to abrasive wear and material failure by plastic deformation.
The prevalent wear phenomenon (i.e. resulting surface topography of machined sur-
face) depends on type of abrasive motion. Embedded abrasives (two–body abrasion)
lead to material removal by micro-ploughing and micro-cutting, resulting in surface
topography exhibiting continuous parallel grooves (see Figure 3.4(a)). Freely rolling
abrasive grains (three–body abrasion) lead to material removal by micro-fatigue and
micro-cracking of the surface layer and resulting surface exhibiting multiple micro-
indentations (see Figure 3.4(b))[44, 59].
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Figure 3.4: Material removal mechanisms in abrasive machining [44].
Besides the main focus on ductile materials, fundamental diﬀerences in micromech-
anisms of material removal in ductile versus brittle materials in abrasive ﬁnishing is
provided in [60, 53, 42]. While in metals failure by plastic deformation is predom-
inant, ceramics and glasses fail by microchipping or microcleavage, grain boundary
cracking, and grain dislodgement. Crack area is then the key element in calculating
MRR in brittle regime machining [47]. The crack area consists of two principal crack
systems with lateral cracks responsible for material removal, and radial median cracks
for strength degradation [60, 53]. In reality however, it is possible that the work ma-
terial is removed by a combination of various machining mechanisms, namely, two
body ductile machining, two body brittle machining, three body ductile machining,
and three body brittle machining. Such co–existence of mechanisms is believed to be
caused by the non–uniform depth of penetrations among the abrasive particles, due
to the abrasive size distribution [47]
The eﬃciency (material removal) and outputs (surface ﬁnish) of ﬁnishing processes
vary with numerous external variables, as discussed in the above paragraphs. The
variation sometimes exhibit signiﬁcant transition. Process maps can be used to con-
ceptualize transitions between mechanisms and their eﬀect on material removal rate
(MRR). Figure 3.5 depicts removal rate (generally proportional to velocity) as a func-
tion of abrasive (granule) size in essentially mechanical lapping process. The relations
assume constant load and abrasive concentration, self-similar abrasive size distribu-
tion and lap asperities to be large compared to the abrasive size. When using small
grits (left of  in Figure 3.5 left) the nominal load is partially supported by direct
contact between the lap and workpiece surface or a hydrodynamic ﬁlm. To the right,
removal rates increase with grit size until the load is entirely carried by the abrasives.
For grits bigger than , removal rate is independent of their size. When machining
brittle workpiece materials, there is a certain grit size at which their penetration initi-
ate fracture (transition 0), causing a signiﬁcant rapid increase in material removal
38 3 State-of-the-art of abrasive machining processes
rate. After this transition, MRR is again a monotonically increasing function of grit
size. When machining ductile materials, MRR stays independent of grit size until it
becomes suﬃciently large that it begins to roll (), resulting in decreased MRR. The
grit size at which the transition  begins depends on workpiece hardness. Increased
lap or workpiece hardness also initiate the sliding to rolling transition . Increase
of the abrasive concentration ([A+A] in Figure 3.5 right) causes increase in MRR
for small grits, the onset of fracture for brittle materials is delayed, but rolling starts
earlier. Increase in load will result in suppression of rolling and earlier initiation of
fracture, MRR increases between  and , whereas the rate of increase with grit size
below  alter depending on the relative hardness of the lap and the workpiece [53].
Figure 3.5: Process map for mechanical lapping (left) showing eﬀect of changing load
or concentration (right), where granule = abrasive [53].
3.3.4 Modelling of material removal rate
Eﬃciency of an abrasive process is determined by its material removal rate (MRR),
which is the volume of material removed by the abrasive over unit of time. Early
investigations and analysis of MRR in abrasive polishing were performed by Preston,
establishing an empirical model of MRR, widely known as the Preston’s equation:
MRR = Cppvr (3.1)
whereMRR is the material removal rate, Cp is the Preston coeﬃcient, p is the con-
tact pressure and vr is the relative velocity between the workpiece and the polishing
pad.
The Preston equation is used extensively in industry and many polishing machine
concepts are based on the model [52]. However, the limitation of the model is that
the Preston coeﬃcient Cp summarizes all other important parameters not explicated
directly in the equation (e.g. abrasive grain size, abrasive concentration, properties
of the workpiece and the polishing tool (pad), diﬀerent material removal mechanisms,
lubrication). Hence the Preston coeﬃcient has to be determined experimentally for
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each single polishing system conﬁguration and process parameters [44]. Moreover,
the results obtained in practical application are not satisfactory since the Preston
constant changes over time and therefore can not be predicted [52, 42, 61, 56].
A number of researchers proposed various approaches to describe the Preston
constant [56, 59, 42], incorporating multiple mechanisms and time dependency [47]
and various important input parameters in CMP [61].
Researches in the ﬁeld have provided signiﬁcant insights into the mechanisms of
material removal over decades, however, the fundamental mechanisms are still poorly
understood, hindering availability of a robust holistic predictive model of material
removal in abrasive ﬁnishing. This is, among other factors, due to the complexity
of such non–stationary processes at the scale of material removal that it is diﬃcult
and even practically impossible to observe them directly. In connection with the vast
number of variables and their interactions aﬀecting the abrasive processes and ensuing
work result, it is not surprising that good predictive models of MRR in polishing are
rather exception. Improvements in our understanding of the basic interactions of the
system components in polishing provides for new models correlating better with some
counter-intuitive process behaviours observed experimentally. However, none of the
available models seems to treat the transitions in the process (e.g. depicted in Figure
3.5) well enough [53, 52].
3.4 Overview of abrasive ﬁnishing methods, equipment and
applications
There is a great number of diﬀerent ﬁne ﬁnishing methods existing to date. Perfor-
mance of such processes can be determined by their throughput (MRR), achievable
surface ﬁnish, form accuracy and surface integrity of machined surfaces. A graphi-
cal overview of a number of diﬀerent ﬁne machining processes with their achievable
surface ﬁnish and MRR is depicted in Figure 3.6. The choice of a suitable and
cost–eﬀective solution depends on the requirements that vary greatly depending on
the ﬁeld of technological application of parts machined. Stringent requirements for
form and ﬁnish and a lesser concern of subsurface damage may apply for metal op-
tics. Whereas lower requirements for surface ﬁnish than for ﬂatness and subsurface
damage may apply in processing of semiconductors. In case of tooling industry, the
requirements on surface ﬁnish for hot and cold forming tools are in general met easier
than those for moulds for injection moulding of plastic components.
In the following only a brief overview of the state-of-the-art in precision and ultra-
precision abrasive ﬁnishing methods will be given. Secondly, the status of available
methods and automated machine tools in mechanical abrasive ﬁnishing for tooling
industry will be discussed.
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Figure 3.6: Achievable surface ﬁnish and MRR of various ﬁne ﬁnishing methods [44].
3.4.1 Precision abrasive ﬁnishing processes
Precision and ultra-precision ﬁnishing processes are required for machining high value
components of the highest quality in terms of form accuracy, surface ﬁnish, and surface
integrity. This may involve, for example, high precision optics [62, 45], orthopaedic
joints [63], semiconductor components, advanced ceramics and glasses [45, 64, 39, 65].
Whereas ﬂat and spherical surfaces of required quality can often be achieved by
lapping the samples with diamond abrasives, attainment of ﬁne surface ﬁnish on
free–form surfaces is much more diﬃcult without degrading the sample form accuracy.
To attain the required accuracy, ultra-precision CNC machine tools with several axis
(up to 7), high stiﬀness, high motion accuracy and resolution, high loop stiﬀness
between the tool and the workpiece and feedback control are necessary. Moreover,
such processes require extremely high level of thermal stability and clean environ-
ment including vibration, humidity and dust control [42, 66]. Namba et al. demon-
strated achievement of sub-nanometre rms roughness ﬁnish on glasses ground by an
ultra-precision surface grinder with a glass-ceramic spindle of extremely low thermal
expansion [65, 62].
A comprehensive overview of various polishing methods can be found in [60, 67].
The state-of-the-art in ultra-precision ﬁnishing methods is represented by the range of
commercial ultra-precision polishing machines known as the Intelligent Robotic Pol-
ishing (IRP) by ZEEKO Ltd. [68]. The range of IRP machine tools includes among
others bonnet polishing (conformable abrasive tool) and ﬂuid jet polishing methods
with on the machine measurements of form and surface ﬁnish and process control
allowing corrective polishing. The main application sector of IRP machines is in pro-
duction of high precision optics, telescope mirrors, orthopaedic joints, semiconductor
components and precision moulds.
All the ultra-precision ﬁnishing techniques inevitably result in considerably high
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costs. Their economical use is usually justiﬁable only for high value components of
the highest quality.
3.4.2 Mechanical abrasive ﬁnishing processes for tooling industry
The importance of the polishing process is well recognized in the industry providing
tooling for processes such as forging, sheet metal forming, injection moulding, etc.
Since polishing represents the very last step of a long mould making process chain
with high quality requirements, any non-conformity resulting in the rejection of a part
represents high ﬁnancial losses because of the cost of the manufacturing operations
prior to polishing. Advances in high speed machining of hardened tool steels reduced
lead time and the need for auxiliary ﬁnishing operations, nevertheless, improvement
of the surface ﬁnish of dies and moulds using abrasive ﬁnishing processes will continue
to be a major concern in die manufacturing. It is desirable to automate hand work,
especially in the case of ﬁne ﬁnishing and polishing, where speciﬁc purpose robots
and CNC machine tools are becoming increasingly utilized [69]. It is estimated that
from 35% to 50% of all the overall die and mould manufacturing time is devoted to
surface ﬁnishing and polishing [69]. It was reported that around 70% of machine
shops in the U.S. and Japan perform polishing by hand, while in Germany 66% of the
companies have automated polishing equipment [70]. Whereas repeatable automated
ﬁnishing of ﬂat, simple 2D geometries and balls can be easier attained by numerous
process set-ups, surface ﬁnishing of more complex, inner and free-form surfaces, as
found in the manufacturing of dies and moulds, is still usually undertaken manually
[71, 56]. The large share of labour intensive and time consuming hand polishing is
due to the fact, as discussed earlier, that our understanding of complex ﬁne abrasive
ﬁnishing processes has remained essentially at an empirical level, hindering reliable
process automation [42, 56].
The die manufacturing industry would beneﬁt greatly from automated polishing
processes that had a high degree of reliability. However, unattended automated ma-
chining, which is becoming more and more necessary for cost control, requires very
robust processes [72]. Automated polishing experiments have been carried out us-
ing CNC machine tools [73, 74, 75, 76], robots [77, 59, 78, 79] or speciﬁc purpose
machines [71]. However, these mechanical systems are limited to speciﬁc polishing
jobs, and all have the major disadvantage of not being able to control the polishing
progress as adequately as experienced polishers can. Lack of process control and of
any means of adjusting the polishing conditions in-process reduces the reliability of
these systems and delays their acceptance for many industrial applications. Despite
numerous attempts made over recent years to come up with automated ﬁnishing solu-
tions providing economical and repeatable work results, the polishing process in tool
and die shops is still often executed manually [56].
Part III of this work deals with the implementation of process monitoring and
control for the Robot Assisted Polishing (RAP) process. The RAP aims at ﬁlling the
gap on the market, providing economic and repeatable automated ﬁnishing process
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taking over the labour intensive and time consuming hand polishing in tool and die
shops still seen today.
3.5 Process monitoring in abrasive machining processes
Trends for automation, increased productivity and improved product quality of abra-
sive machining processes require production within narrow process windows. This
requires more reliable process modelling to choose appropriate set of input process
setting parameters. This, however, seems to be insuﬃcient in abrasive processes
due to their high complexity, dependence on a large number of input variables and
non–stationary nature (i.e. mechanisms change over time). Accurate pure process
modelling of such processes to predict the resulting output quality is therefore ex-
tremely diﬃcult. Hence, it is necessary to develop and implement monitoring solu-
tions of such processes. Established process monitoring is then a vital component for
development of robust automated manufacturing processes with process monitoring,
diagnosis and control actuation providing for high level of quality assurance [3, 4, 80].
The main goals of process monitoring are to ensure: (1) output product quality
within speciﬁed quality, produced in a minimal time at minimised cost; (2) detection
of malfunctions; (3) provision of knowledge for process optimization.
The above goals are attained by monitoring targets through observation of pro-
cess output signals. One target is to acquire data and process knowledge for quality
assurance and documentation. This is an important aspect of growing importance
due to supplier responsibility laws, standards and product liability laws for example.
Reliable documentation can serve for assigning responsibilities and creating the basis
of acceptable quality assurance in supply chain. The sensor–enabled information on
the process input–output causalities can also be used for establishing databanks, nec-
essary for determination of process input setting parameters during process planning
stage and as part of intelligent systems [81]. Another target is to identify constraints
of the system components with respect to workpiece, process, machine tool, etc. For
example, workpiece constrains may be given by requirements on geometric accuracy or
surface ﬁnish, the process constraints by stability requirements, and the machine tool
constraints by mechanical loading. Monitoring is also used for process optimization
with respect to cost, quality and time. Finally, the acquired data serve for enhanced
process knowledge in general.
Establishment of process monitoring and control requires determination of relevant
quantities describing the process and ensuing work result, sensors, signal processing,
interpretation of the measured data and subsequently initiated control action to close
the process control loop. A distinction has to be made between measurement of:
• Output quantities, providing for direct measurements of important product
quality features (e.g. surface ﬁnish, dimensions) as the result of the process.
3.5 Process monitoring in abrasive machining processes 43
Other output quantities involve wear of abrasive tool, tool macro and micro
geometry, etc.;
• Process quantities of dynamic nature (i.e. changing in short period of time
and observable only during the run–time period of the process) such as forces,
power consumption, acoustic emission etc. Part condition can be indirectly
inferred from these dynamic process quantities in the context of predetermined
relationship between them.
Whereas direct measurements of the output product quality is more accurate and
ideal solution, it is very often not possible to perform them directly during the process
or the cost of suitable measurement method would be too high and not cost–eﬃcient.
In contrast, indirect observation of product quality through dynamic process
quantities is more economical, with the additional beneﬁt of gained understanding of
the process behaviour and related input–output causalities [82, 3, 83].
In the following, an overview of important process and output quantities and
state-of-the-art in sensing methods in ﬁne abrasive machining processes is given, con-
stituting two critical elements in development of process monitoring solutions. To
limit the scope relevant for this work, the review is restricted to process output
quantities in terms of surface ﬁnish and related process quantities. A comprehensive
overview of other quantities such as for instance workpiece form accuracy, surface
integrity, macro and micro geometry of abrasive tool and related process quantities
and sensing methods in grinding are provided in [3].
3.5.1 Output quantities and sensing methods
The most important process output quantities in ﬁne ﬁnishing processes considered
here are surface roughness, imperfections (e.g. scratches, holes, pitting) and surface
gloss.
Sensors used for process monitoring should be able to measure or observe the above
quality characteristics during the process (in–process) or during auxiliary times in the
machine tool environment (in–line). In-line characterization of ﬁne ﬁnished (polished)
surfaces of nanometre roughness level then poses challenges in terms of robustness,
reliability and cost of a measurement technique to be implemented in the machine.
The choice of traceable measurement technique must take into account the presence of
vibrations, which cannot be entirely avoided in shop ﬂoor environment, the reﬂectivity
of high gloss polished surfaces and other environmental factors such a ambient light
and residuals of lubricant on measured surface.
A classiﬁcation of surface texture measurement methods with examples is given in
ISO 25178 part 6 [84]. Comprehensive overviews of available measurement methods,
instruments and related topics are then provided in [85, 86, 87, 88, 89, 90, 91, 92].
Traditional contact stylus instruments did not lead to success in industrial applica-
tion due numerous limitations such as the dynamic bandwidth, level of background
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noise in workshop environment, possible damage of measured ﬁne surfaces due to the
contact principle (especially for ductile workpiece materials), etc. [3]. In general, ma-
jority of the traditional coordinate based measurement systems (i.e. line proﬁling and
areal topography) lack robustness when applied in a production environment with vi-
brations. Other measurement principles such as capacitance or pneumatic methods
provide certain advantages, however, they did not ﬁnd wide acceptance in industry
[89]. Moreover, it is very diﬃcult or even impossible to identify and measure surface
imperfections in productive and economic manner with these measurement techniques
[90].
On the contrary, non–traditional optical methods such as light scattering and dig-
ital holographic microscopy provide considerable advantages in this concern. These
methods provide fast measurement rate and are insensitive to vibrations. Light scat-
tering is an area-integrating method for non-contact measurement of surface rough-
ness, described in ISO 25178 part 6 [84]. The method measures a representative area
of the surface as a whole and provides numerical results based on area-integrating
properties of the surface texture. Scattered light sensors can also be used in an oil-
vapor environment close to the manufacturing process, making them well suitable for
implementation in machine tool environment [90]. There is a great body of work in
the ﬁeld of optical methods for in-line surface texture measurements in recent years
and it is outside of the scope of this review to describe them all. Light scattering
method is especially interesting due to its similar measurement principle to those
found in measurement of gloss. Specular gloss is surface property related to rough-
ness that is important to the appearance and function [90]. ISO 2813 [93], ASTM
D523 [94] and NPL’s Good Practice Guide for the Measurement of Gloss [95] describe
identical measurement principle of 20°, 60° and 85° angle of incidence light beam for
measurement of gloss. VDA Guideline 2009 [96] from the German automotive asso-
ciation then describes light scattering method with normal incidence illumination of
the measured surface and collection of the scattered light by a linear diode array in
a given angle range (for example ± 16°). From the distribution of the collected scat-
tered light, number of statistical parameters describing the optical surface roughness
and surface form can be calculated. Such a compact measurement method thereby
provides quantiﬁcation of surface texture and gloss. A commercially available angle
resolved scattered light sensor based on such principle was shown in [97] to provide
fast measurement insensitive to variations in distance and tilting of the measured
surface. The sensor was used for measurement of roughness in a wide range of tests
in production environment in [98, 99, 100, 101, 102], demonstrating its capability to
determine diﬀerences in high quality ﬁne surfaces [3]. The system was also shown to
be able to detect scratches on high-gloss metal sheets with a typical width of 1 m
and a depth as small as 40 nm [103, 104].
A certain type of such scattered light sensor was extensively used by the author
during experimental part of this work. Detailed description of the sensor measuring
principle and observations on its performance are then given in part III or this thesis.
3.5 Process monitoring in abrasive machining processes 45
3.5.2 Process quantities and sensing methods
Based on literature review, the most important process quantities for process mon-
itoring in mechanical abrasive processes are: forces, power and Acoustic Emission
(AE). These will be detailed separately in the following.
3.5.2.1 Forces and power
Force and power monitoring are the most common sensing methods used for decades
in both research and industry to gain a qualitative view inside the energetic processes
taking place in the working contact zone of any machining process. Any mechanism of
material deformation and removal previously discussed in section 3.3.3 require certain
force to either displace (ploughing, wedge formation) or remove material (cutting).
Depending on the observational requirements (e.g. sensitivity, resolution, dynamic
response) and any other limiting factors, various force and power sensing methods
can be used in this concern.
In general, force and torque measurements provide high sensitivity and rapid signal
response time to abrupt changes in material removal states. These sensors normally
employ sensing elements (strain or piezo–electric based) that convert deformation of
an elastic element caused by the applied load into output force signal.
Power and/or current based monitoring of electric drives and spindles, providing
the mechanical force necessary for removal of material from the workpiece, is an indi-
rect method of sensing cutting forces. Due to the indirect sensing nature, knowledge
of the relationship between input power/current and output forces is crucial. Such
sensors are generally more economical and unlike force sensors, they do not need to be
implemented in machine tool workspace, thereby having no negative eﬀect on the pro-
cess. However, they are normally not suitable for highly dynamic force measurements
due to slower response time [3, 82].
Power monitoring has found wide application in industry to prevent overload of the
machine spindle and to detect collisions. Monitoring of motor current to infer the state
of friction between the work surface and pad is also used for process endpoint detection
(EPD) in CMP. The EDP concept is based on monitoring the motor current changes
during polishing through multiple materials with diﬀerent coeﬃcients of friction [105,
2, 106]. This also allows to empirically establish the amount of energy required to
remove desired amount of material and thereby establish process control by setting
thresholds on measured power consumption during CMP [107]. Understanding the
relationship between material removal and monitored power consumption is of great
interest for the process analysis for characterization of the tribological condition in the
working contact zone of the polishing process. In [108], correlation between monitored
polishing power (and calculated coeﬃcient of friction) and resulting material removal
was observed. The authors have shown that by calculating coeﬃcient of friction from
the monitored polishing power, it is possible to directly compare polishing processes
of various geometries since the calculated coeﬃcient of friction is normalized to the
contact area between tool and workpiece compared to the value of the polishing
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power. However, general downside of power monitoring is that only a portion of
the total power consumption is used for material removal, limiting its sensitivity to
characterization of the tribological conditions in the work contact zone [81, 3].
Force monitoring is more intrusive to the process, however, it is of superior sen-
sitivity to the power monitoring. Force monitoring then widely serves to validate
established physical process models and to establish empirical models in research.
Besides the application of friction force monitoring for EPD in CMP [105, 2, 106, 81],
industrial application of in-process force monitoring in abrasive ﬁnishing processes is
not widespread. This is due to several reasons such as the higher associated costs,
intrusive nature requiring implementation in the machine tool workspace and various
limitations in implementation (e.g. environment, physical dimensions). The possibil-
ities and advantages of force controlled abrasive processes are discussed in [51, 3, 81]
and a comprehensive overview of sensors for process monitoring of abrasive processes
is provided in [107].
In some cases, and especially in ﬁne polishing process, typical force and power
monitoring may be insuﬃcient due to their insensitivity to the process behaviour
because the material removal rate (MRR) is very low [109].
3.5.2.2 Acoustic Emission (AE)
Very small uncut chip thickness and material removal at the sub-micron level are
characteristics of abrasive ﬁnishing processes, so that the signal describing the pro-
cess will always be contaminated by noise from disturbance sources, making robust
monitoring very diﬃcult to achieve. Acoustic emission (AE) sensors have shown the
greatest sensitivity under the most critical process conditions in precision machining,
and the lowest noise level [105, 110]. This is due to the propagation of AE well above
the frequencies that are characteristic of machining, e.g. spindle rotational speed or
natural resonance frequencies, resulting in a higher signal to noise ratio and increased
sensitivity [82].
AE is deﬁned in ASTM E1316 standard [111] as: ”the class of phenomena whereby
transient stress/displacement waves are generated by the rapid release of energy from
localized sources within a material, or the transient waves so generated”. In abrasive
processes, large number of abrasive grains is in simultaneous contact with workpiece
surface during the process. Each single contact then generates elastic stress waves
(AE) emitted by sudden localized changes of stress, caused by various mechanisms
such as plastic deformation, generation and propagation of cracks, phase transforma-
tions, etc. Diﬀerent sources of AE at varying scales of material removal are graphically
depicted in Figure 3.7. Also elastic stick-slip eﬀect, rubbing and friction between abra-
sive and workpiece in relative motion without material removal add to generated AE
[105]. Such generated elastic waves then propagate through the system components
(e.g. the workpiece, the tool, the machine structure), reﬂect and attenuate in magni-
tude (especially the high frequency waves) depending on various factors such as the
travelling distance, geometry, transmission media, etc. AE signal generated by the
abrasive process itself is inevitably accompanied by other noise sources from moving
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Figure 3.7: Sources of AE at varying stages of material removal [110].
components, bearings, etc. Fortunately, such noise signals are usually of lower fre-
quencies and can be accounted for by appropriate signal processing. Proper location
of AE sensor and transition path of the signal are very important factors to ensure
good signal output and signal to noise ratio [3].
A comprehensive overviews of applications of acoustic emission sensing techniques
in various manufacturing processes can be found in books [105, 2] and review papers
by Dornfeld [112, 109]. Successful application of AE monitoring in grinding [113, 81,
105, 2, 110, 114, 115], chemical mechanical polishing (CMP)[110, 105, 2], lapping
[116] and mechanical polishing [75, 76] has been widely reported.
In grinding, AE has been successfully used in industry for the recognition of the
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start of grinding contact for several years. AE systems are highly dynamic, suitable for
quick contact detection and thus widely used for collision monitoring[3]. AE has been
also shown useful in monitoring of grinding wheel dressing and topographical mapping
[105, 2, 109]. A correlation between the surface roughness of a ground workpiece and
the root mean square value (RMS) of an AE signal was observed during diﬀerent
material removal rates (MRR) [3].
In lapping, a direct (nearly linear) correlation between AE RMS and MRR was
found in [116]. The time dependent reduction of MRR was explained by the change
of abrasive size distribution during lapping and observable through AE monitoring.
In Chemical–Mechanical Polishing (CMP), AE allowed observation of micro scratches
owing to abrasive action, visible as spikes of AE activity on top of the basic signal
during steady-state polishing [105]. AE has also been shown superior to friction
force measurements for robust in-situ process endpoint detection in CMP of stacked
ﬁlms of oxides. The transition between removal of diﬀerent materials was clearly ob-
served from AE, whereas frictional force signals did not reﬂect the transition, making
it diﬃcult to detect desired process endoint with frictional force monitoring alone
[105, 2, 106].
Ahn et al. [75, 76] reported that die surface roughness during the mechanical pol-
ishing process can be indirectly estimated from AE measurements. Figure 3.8 shows
the observed relative correlation between measured surface roughness and the AE
RMS signal level as polishing progresses for successively used three diﬀerent abrasive
tool meshes. The authors established a polishing expert system with AE-based intel-
ligent monitoring scheme to modify the initially set polishing sequence and conditions
(i.e. pressure, feed rate and tool mesh) in-process to achieve target surface quality
as fast as possible. The results demonstrated improved process eﬃciency through
reliable decisions of the AE sensor-based expert system, which can make up for the
drawback of oﬄine decisions during the process planning stage.
Figure 3.8: Trends of surface roughness and AE level during polishing process [76].
Summary of part I
The main outcomes of part I of this work are shortly summarized in the following.
Chapter 1 introduces background and scope of this work. This work was conducted
as a part of a large-scale integrating FP7 research project IFaCOM ”Intelligent Fault
Correction and Self Optimizing Manufacturing Systems”, with the background in the
ﬁeld of intelligent manufacturing and in-process quality control towards zero defect
manufacturing. The scope of this work comprises two main objectives within IFa-
COM:
• Development of a methodological approach for development of process monitor-
ing solutions;
• Industrial application of the approach and development of process monitoring
and control solutions for the Robot Assisted Polishing (RAP) process.
The scope of this work is limited to open–loop process monitoring solutions. This
constitutes the initial and fundamental step for the development of intelligent manu-
facturing systems utilizing Artiﬁcial Intelligence (AI) and closed-loop adaptive process
control strategies developed in the IFaCOM project.
However, for the convenience of showing the direct use and beneﬁts of the de-
veloped monitoring solutions in the RAP, process control is dealt with to a limited
extent in part III of this thesis.
Chapter 2 presents a literature survey and state-of-the-art concerning existing
tools and methods to establish process monitoring towards intelligent manufacturing
systems. The principles of quality assurance (QA), quality control (QC), total qual-
ity management (TQM), statistical quality control (SQC), statistical process control
(SPC) and Six Sigma method were introduced together with an overview of various
quality management tools. The traditional principles of process validation for high
level of quality assurance were introduced in section 2.9. The limitations of the tra-
ditional approaches to process validation based on the principles of SPC and process
capability, requiring a large number of manufacturing trials to demonstrate the pro-
cess to be ”in statistical control”, in applicability to small–batch (SMEs) or high value
added parts manufacturing were discussed.
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Chapter 3 provides an overview of ﬁnishing abrasive processes including tribology,
material deformation and material removal mechanisms taking place, and state-of-
the-art in process monitoring of such processes considering quantities relevant for
this work. The gained knowledge from this literature survey constitutes necessary
background for further work introduced in the following parts of this dissertation.
Part II
Methodological approach
developed

CHAPTER 4
Introduction and
organization of the
framework
4.1 Introduction
The term manufacturing process is deﬁned by the ISO terminology (ISO 18629-1,
term 3.1.15) as ”structured set of activities or operations performed upon material
to convert it from the raw material or a semi–ﬁnished state to a state of further
completion” [117]. Every manufacturing process can be characterized by a number
of variables involved during the conversion of inputs into outputs. It is practical to
classify these variables in three main categories [118]:
• independent process variables which the operator is able to control by, for
instance, adjusting the machine parameters;
• dependent process variables constituting the basis for an analytic exami-
nation of the process. A number of Key dependent Process Variables (KPVs)
typically constitutes the basis for monitoring of manufacturing processes;
• performance criteria, a direct measure of the process eﬀectiveness and fulﬁl-
ment of customer requirements, in other words its purpose and economy. Perfor-
mance criteria include product quality, some of which few Vital Quality Char-
acteristics (VQCs) are of utmost importance.
The number of variables and their interactions depends on the complexity of a
manufacturing process. An example of variables involved in metal cutting is shown in
Figure 4.1. Given the example of metal cutting, the selection of independent variables
is fundamental for the procedure and results of the process. Although the number of
the initial values of independent process variables are set and controlled (e.g. work
material properties, tool geometry, machine parameters), their actual values may
diﬀer signiﬁcantly from the nominal ones during the process or with process repetition.
Deviations from the nominal independent variables may, for example, be caused by
the local deviations in work material properties and micro structure, work material
strain hardening, tool wear or occurrence of built–up edge, thermal expansion of
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the machine tool components, etc. Such deviations of independent process variables
will inherently cause variation in dependent process variables and resulting quality
characteristics of the ﬁnal product.
Figure 4.1: Schematic overview of the variables in metal cutting with an example
of Key Process Variable (KPV) and product Vital Quality Characteristic (VQC),
adapted from [118].
To ensure the desired product quality and minimization of defects, being those
the two most important objectives to achieve zero defect manufacturing level, mea-
surement methods for in-process quality control has to be established. In most of the
cases, it is not possible to measure the product quality directly during manufacturing.
In such cases, monitoring of dependent Key Process Variables (KPVs) that
have proven correlation to product Vital Quality Characteristics (VQCs)
can provide for in-process quality control. Moreover, in connection with process
control, such information can be used for real or quasi–real time process optimization
and defect avoidance towards reaching zero defect manufacturing.
In order to achieve full control of a production process and desired product qual-
ity, the processes and associated instrumentation require conscious design in such way
that the KPVs are measurable and controllable. As discussed in [4], lack of under-
standing and failure to control the relation between KPVs and VQCs may result in
undesirable levels of defects during production, unattained levels of speciﬁed precision
and technical and/or economic infeasibility of the intended application.
The following sections of this part of the thesis will introduce a methodological
approach for process monitoring solutions developed by the author. The concept
is based on monitoring of KPVs and related VQCs during operation, allowing for
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intelligent use of such sensor–enabled information for process control towards zero
defect manufacturing.
4.2 Organization of the framework
A methodological approach for development of monitoring solutions for intelligent
manufacturing processes towards zero defect manufacturing has been developed and
it is presented in this section. The framework of the approach consists of six consec-
utive steps shown in a macro–level ﬂow chart in Figure 4.2. Each step constitutes
a sub–process, represented by a micro–level ﬂow chart accompanied by a dedicated
generic method. The methods guide the user in a systematic way in identiﬁcation of
the key issues during the development of monitoring systems as the initial and vital
step in establishing intelligent manufacturing systems with in-process quality control
capabilities to ensure minimization of defects.
The structure of macro and micro–level ﬂow charts is used for clarity, to balance
between adequate and excessive detail. As recommended by [9], a macro-level chart
is useful for new staﬀ to understand the overall process, while micro–level charts are
needed to understand how the individual sub–processes interact. Each sub–process
is complemented by a dedicated generic method presented in the following sections
of this chapter, providing detailed step-by-step explanations.
The overall framework structure is modular, linking inputs and outputs of individ-
ual steps (macro-level) and sub-steps (micro-level). There are several stages at which
checks/decisions occur and if necessary, changes are made in an iterative manner.
Such structure ﬁts well with the PDCA (Plan, Do, Check, Act) cycle used in TQM
and CQI approach and DMAIC cycle used in Six Sigma projects.
The methods are generic to facilitate the applicability of the overall framework
in diverse manufacturing ﬁelds, requiring suﬃcient knowledge of the speciﬁc process
in focus during implementation as a fundamental prerequisite. Bearing in mind the
points hindering widespread implementation of intelligent manufacturing systems in
industry highlighted in chapter 1, the framework aims at provision of a uniﬁed sys-
tematic generic approach applicable in wide manufacturing ﬁelds. Provision of such
uniﬁed systematic approach is expected to make up for lack of organization and knowl-
edge diversity that may hinder widespread implementation in industry, especially in
SMEs.
The objectives of the main six steps of the framework depicted in Figure 4.2 are:
1. Identiﬁcation of VQCs and KPVs (section 5.1) — This ﬁrst and funda-
mental step aims at conscious identiﬁcation of Key Process Variables (KPVs)
suitable for in-process monitoring which are closely related to Vital Quality
Characteristics (VQCs) of a product. The output of this step are tested hypothe-
ses of KPVs for their correlation to VQCs. This step also creates a knowledge
on the expected ranges and characteristics of the identiﬁed VQCs and KPVs,
facilitating proper selection of suitable sensor systems in the next step.
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2. Selection and characterization of sensor system solutions (section 5.2)
— Robust monitoring of the identiﬁed KPVs and VQCs in the actual production
environment requires selection of suitable sensing solutions. The objective of
this step is the application of a systematic approach to the selection and charac-
terization of suitable sensor system solutions to ensure its reliable performance
for its implementation in a manufacturing equipment.
3. Optimization of sensor system location (section 5.3) — This step aims
at identiﬁcation of the most suitable location for sensors placement to ensure
optimal performance of the identiﬁed sensors and for minimization of the mea-
surement uncertainty contributors introduced by the location in a cost-eﬀective
way while adhering to a number of pre-speciﬁed performance criteria and con-
strains.
4. Validation of monitoring solutions (section 5.4) — The preceding steps
identiﬁed KPVs related to VQCs, optimal solutions for sensors and their loca-
tion in the intended manufacturing equipment. In the case signiﬁcant changes in
the system were made from the screening tests verifying the correlation between
KPVs and VQCs, or the conﬁdence in the found relation within a wider process
parameters window needs to be gained, this steps aims at a systematic exper-
imental validation of the established monitoring solutions. The output of this
step veriﬁes the suitability of the introduced monitoring solutions, providing a
validated correlation of KPVs to VQCs within the investigated process window
in the eﬀective working conditions on the intended manufacturing equipment.
The output thereby enables process control and in-process quality assurance
possibilities.
5. Deﬁnition of reference manufacturing system performance (section 5.5)
— This step maps manufacturing system performance, in terms of KPVs and
VQCs, as a function of the process load (demand) as well as the physical lim-
its of the system. Such information is intended to be compiled into a knowl-
edge database containing the reference manufacturing system performance for
the speciﬁc part-process-manufacturing system combination. Such established
database will serve in a short-term for monitoring of process deviations as an
input to an intelligent closed loop control systems and in a long-term for im-
proved and documented process knowledge, process planning, prediction and
modelling of process capabilities.
6. Process validation (section 5.6) — The collection, processing and presenta-
tion of the sensor-enabled information of KPVs and VQCs (representing the
part-process-system) during the processing of each single part is used for data
driven process validation. The output is a documentation of relevant informa-
tion that certiﬁes to the customer that the product meets its predetermined
speciﬁcations and no relevant and potentially detrimental events have occurred
during its processing.
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Figure 4.2: Framework for development of monitoring solutions for intelligent manu-
facturing processes towards zero defect manufacturing.
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CHAPTER 5
Description of the
methodological
approach
This chapter presents the six methods representing the consecutive steps of the devel-
oped framework for development of monitoring solutions introduced in the previous
section and depicted in Figure 4.2. The methods provide detailed step-by-step expla-
nations guiding a user in application of the framework. The method for identiﬁcation
of part VQCs and corresponding KPVs suitable for monitoring is detailed in section
5.1. The method for selection and characterization of sensor system solutions is pro-
vided in section 5.2. This is followed by the method for optimization of sensor system
location in section 5.3. The method for validation of monitoring solutions is detailed
in section 5.4 and the method for deﬁnition of reference manufacturing system per-
formance is presented in section 5.5. Finally, the method for data driven process
validation is introduced in section 5.6.
5.1 Identiﬁcation of part Vital Quality Characteristics
(VQCs) and corresponding Key Process Variables
(KPVs) suitable for monitoring
Conscious identiﬁcation of a product Vital Quality Characteristics (VQCs) truly im-
portant to the customer (internal or external) and Key Process Variables (KPVs) that
are closely related to VQCs and observable during part processing is an initial and
fundamental step of the whole framework to ensure in-process quality control and
minimization of defects. Ambiguous deﬁnition of goals, customer needs, lack of un-
derstanding and failure to consciously identify the relation between VQCs and KPVs
may result in infeasibility of assuring desired product quality and waste of resources.
The identiﬁcation of VQCs and KPVs in order to achieve full control of a produc-
tion process or, more generally, to improve the quality of a production process, re-
quires the preliminary identiﬁcation of the root causes for the quality non-conformities.
The search for a solution to the problem of identiﬁcation of the root causes of man-
ufacturing errors has received great attention over the last 60 years and the large
number of publications available on this subject conﬁrm its importance to manufac-
60 5 Description of the methodological approach
turing companies worldwide and the great eﬀort that has been performed to date.
Such an intense activity has led to the development of a number of quality tools
(QT — see section 2.7) which can be applied with proﬁt in diﬀerent situations and
diﬀerent phases of the search for root causes. Such QT are indeed the tools used
within a number of quality improvement strategies, normally using a combination
of tools at diﬀerent stages of the search. The role of QT in process improvement
strategies was previously discussed in section 2.7, with description of the seven basic
QT given in Appendix A.1. An overview of various QT used during the individual
phases of a typical DMAIC cycle followed in, as well as outside, Six Sigma projects
is provided in Appendix A.2, Table A.1. No tool or strategy however can guarantee
that, when applied to a speciﬁc industrial case, will succeed in identifying the root
cause of the problem. The critical element is the quality, maturity and amount of
information available. The tools are therefore intended to stimulate and help the
collection of information that is relevant for the analysis of the problem and to oﬀer
a structured approach to the ordering of the information, in such a way that patterns
and relationships become more easily visible. However, even though quality tools are
applied, critical pieces of information might remain hidden, eﬀectively preventing the
possibility of reaching a solution.
The method proposed here for the identiﬁcation of VQCs and KPVs suitable for
process monitoring is graphically represented in a ﬂow chart in Figure 5.1 and detailed
in the following paragraphs. The method consists of a series of logical steps that are
intended to help the user in delimiting the area where the root cause of the problem
is to be sought. The power of the method lies in the recognition of the relationship
between eﬀects (namely the non-conformities), the phenomena generating the eﬀects
and the measurable quantities that control such phenomena. The application of this
approach draws on the use of established quality tools and requires that a considerable
level of understanding of the part-process-manufacturing system related phenomena
is available in the team carrying out the analysis.
5.1.1 Deﬁnition of scope and problem identiﬁcation
For a successful improvement project, it is essential that the company managers de-
vote signiﬁcant eﬀort and resources for deﬁnition of goals that are (i) clear and (ii)
attainable in the given project duration. This normally requires repetitive interac-
tions among stakeholders involving prioritizing, clarifying and narrowing down the
problems to reach consensus on clear project goals. At the initial stage, there is a
danger in taking a tool-oriented approach to quality instead of a problem oriented or
results-oriented approach. The proper sequence is ﬁrst to establish goals and then to
plan how to meet those goals, including the choice of the appropriate tools [25].
A process ﬂow chart to map the process in focus should be developed at this
stage. It represents a series of events and activities, stages and decisions in a form that
can be easily understood and communicated to all (see Appendix 2.7.1 for example).
Such ﬂow chart then helps with identiﬁcation of sources of variation in the process
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Figure 5.1: Method for identiﬁcation of part VQCs and corresponding KPVs suitable
for monitoring.
and possibilities for process improvements. First, a ﬂow chart reﬂecting the way the
process currently works is drawn up. Then a ﬂow chart on how the process should
work ideally is drawn. The diﬀerence between the two represents the problems to be
solved. It thus helps ﬁrst to understand the process and then to make improvements.
Flow charts often capture decision points, rework loops, complexity, etc.
5.1.2 Data gathering
Once a manufacturing process and problem has been identiﬁed for improvement ef-
forts, the goal is to gather information about the current situation of the process.
Quantitative measurable information is preferable for sound analysis (e.g. SPC data
stored in a database which can be used for statistical analysis, history of quality
improvements projects). However, measurement data are often not recorded in a
structured way or not measured at all. In such case, an important source of quali-
tative information is available in form of knowledge and the experience of machine
tool operators and process engineers. It is important that no source of input data
is neglected. In order to reach the set goals, the analysis in the next phase must be
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performed on solid data from the process under investigation, either quantitative or
qualitative in form of knowledge.
5.1.3 Analysis - root cause identiﬁcation
In this step, a thorough analysis of the data gathered on the process and problem in
focus is performed. This phase employs several QT previously introduced in section
2.7 with the goal of identiﬁcation of root cause(s) of given problems and conﬁrming
them with the data.
5.1.3.1 Generating hypotheses
Hypotheses on root cause(s) of given problems should be sought from all potential
contributors - process managers and supervisors, technologists, the work force, cus-
tomers, suppliers, etc. in a systematic way. The list of established hypotheses is
normally extensive (e.g. 20 or more). If only single or few (e.g. 2 - 3) hypotheses
have emerged, it often indicates that the theorizing has been inadequate.
A typical systematic way of generating hypotheses is ”brainstorming”. Poten-
tial contributors are assembled in a team for the purpose of generating educated
hypotheses on the problem. Creative thinking is encouraged by asking each involved
participant, in turn, to propose a hypothesis. No criticism or discussion should be
allowed until all hypotheses are expressed and recorded. Brainstorming results in a
list of hypotheses that are then subjected to discussion.
Brainstorming may have a useful eﬀect on participants carrying strong opinions,
that may feel that their views should be accepted as facts (”I know this is so”). How-
ever, other persons regard these views as unproven assertions — hypotheses only.
Such discussions lead to a growing awareness of the diﬀerence between hypothesis
and fact in a given problem.
Other possible systematic approach similar to brainstorming is the ”nominal group
technique”. Team members generate their hypotheses silently in writing. Each then
expresses one hypothesis at a time, in rotation. After recording all ideas, team mem-
bers discus and prioritize their importance by vote.
5.1.3.2 Arranging and minimising the number of hypotheses to be tested
A random list of hypotheses is provided from the brainstorming process. The orderly
arrangement of such a list helps the improvement team to visualize the interrelation
of the hypotheses. In addition, an orderly arrangement is an essential aid to choosing
which hypotheses to test. The orderly arrangement can be made in several ways
such as tabular arrangement (a table showing a logical hierarchy of hypotheses, sub-
hypotheses, sub-sub-hypotheses and so on) or graphically in cause and eﬀect diagram
(display of relationships classiﬁed by theme).
When analysing a production process, the number of control factors can be vast
and planners should identify the ”vital few” factors to ensure that they will receive
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appropriate priority. Among the seven basic QTs described in Appendix A.1.2, the
most common QTs for identifying the vital few control factors are:
• Pareto analysis for quantitative source of data;
• Cause and eﬀect diagram for quantitative data (e.g. knowledge, experience).
A Pareto analysis, also called the 80-20 rule, is a tool used to establish priorities,
indicating that 80 per cent of the problems come from 20 per cent of the causes. The
”vital few” items occupy a substantial amount (80 per cent) of cumulative percentage
of occurrences and the ”useful many” occupy only the remaining 20 per cent of occur-
rences. It helps to identify the most important area of work to solve the problem (see
Appendix A.1.2).
Cause and eﬀect diagram graphically displays the relationship between the prob-
lem and its potential causes listed from brainstorming. From all the hypotheses
classiﬁed by theme, a few (e.g. six) deemed the most important factors should be
selected for further testing (see Appendix A.1.2).
Logical reasoning and evidence supported by literature search on the subject in
focus may help in minimizing the number of important hypotheses to be tested. A
powerful and simple method is to ask team members to rank all hypotheses in their
order of importance in a structured table, arriving at a quantitative score for each
hypothesis. The sum of the rank numbers then serves as input to the ﬁnal consensus
on priorities.
Table 5.1 then presents a list of other QTs useful in the process of root-cause
identiﬁcation, depending on the type of data (qualitative or quantitative).
Table 5.1: Other QT useful in the process of root-cause identiﬁcation
Qualitative data Quantitative data
Concept of dominance Graphs, check sheets
Seriousness classiﬁcation Control charts
5 why’s analysis Factual approach
FMEA (Failure Mode and Eﬀects) analysis Process capability analysis
Association searches, etc. Design of experiments
(incl. Hypothesis test), etc.
5.1.4 Identiﬁcation of Vital Quality Characteristics (VQCs)
The performed analysis leading to the identiﬁcation of the root cause phenomena
causing non-conformities directly inputs into identiﬁcation of VQCs that are vitality
important to the product quality and need to be thoroughly controlled in-process.
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5.1.5 Identiﬁcation of Key Process Variables (KPVs)
In case where it is not possible to ensure in-process control of such VQCs or it is
more economical to establish indirect quality control, it is necessary to establish
monitoring of KPVs that are closely related to the identiﬁed VQCs. The knowledge
gained from the root cause analysis of non-conformities in the previous steps and the
consensus made on hypotheses of factors governing the phenomena causing the non-
conformities for further testing directly inputs into the identiﬁcation of KPVs. Such
identiﬁed KPVs should be considered as hypotheses and their relevance to VQCs and
suitability for in-process monitoring needs to be experimentally veriﬁed.
5.1.6 Screening tests — testing hypotheses
If there is no pre-existing information available on the identiﬁed KPVs hypotheses,
their relevance to product VQCs and their suitability for in-process monitoring needs
to be conﬁrmed by screening experimental tests. This is also a necessary step to gain
knowledge on expected signal ranges and characteristics as a prerequisite for proper
selection of suitable sensor systems in the next step of the methodology. Experimen-
tal test of KPVs hypotheses usually involves producing trial samples of the product
under specially selected conditions. During test planing, an important consideration
to minimize the eﬀort and costs is whether to test one hypothesis at a time, one
group of interrelated hypotheses at a time, or all hypotheses simultaneously. In this
concern, Design of Experiments (DoE) techniques can be used to minimize the eﬀort
and associated cost for tests. For a thorough presentation of DoE techniques and
guidance on the selection of the optimal experimental design, the reference [119] is
recommended.
The output of this step provides answers whether the identiﬁed KPVs hypotheses
can or can not be used for robust closed loop process control and in-process quality
assurance, based on experimental validation of their correlation to part VQCs.
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5.2 Selection and characterization of sensor system
solutions
Robust monitoring of the identiﬁed KPVs and VQCs in the actual production envi-
ronment requires selection of suitable sensing solutions. The objective of this step is
the systematic selection and characterization of suitable sensor system solutions to
ensure reliable performance for their implementation in a manufacturing equipment.
The identiﬁcation of a suitable sensor solution can be a diﬃcult task, particularly
when the problem is complex and competing technologies can be used to perform a
measurement. In such cases it might not be readily apparent which sensor technology
ensures the best compromise between diﬀerent and contrasting requirements. It is
therefore important to be able to perform sensor selection with a structured approach,
which can be formalized by drafting a procedure for sensor selection.
Depending on the type of sensor and the manufacturer, a number of characteristics
and performance measures can be obtained from the sensors’ data sheets. However,
often not all important information for the application at hand is reported. In addi-
tion, for critical quantities, or when a very high accuracy on the determination of the
sensor response is necessary, the information reported in data sheets of commercial
sensors may be considered not suﬃciently complete or accurate. In all these cases,
a dedicated activity for sensor calibration and sensor performance characterization
might be necessary. In order to obtain reliable results upon which a complex moni-
toring approach can be developed, it is necessary to apply a well–deﬁned procedure
for sensor characterization. The procedure for characterization considered here only
concerns the aspects of (quantitative) veriﬁcation of performance and usability of al-
ready selected sensors within the sought application. However, the selection and the
need for characterization of commercially available sensors are closely related and it
is therefore convenient to deﬁne an integrated approach to the selection and charac-
terization of such sensors.
The proposed procedure for sensor system selection and characterization is schemat-
ically depicted in a micro–level ﬂow chart in Figure 5.2. It consists of a number of
logical steps, which ideally bring the user from the recognition of the need of mea-
suring or monitoring a speciﬁc quantity, to the quantiﬁcation of the measurement
accuracy and of the measurement uncertainty for the ﬁnal monitoring solution, im-
plemented in an industrial environment. The initial seven steps are concerned with
the selection process for a suitable sensor system solution. The last eight step, includ-
ing relevant sub-steps, concern the characterization of the sensor performance and
evaluation of its applicability.
The proposed procedure should ideally be applied following all the steps described
in it. However, as the procedure is quite thorough, in its practical application for
the selection (and characterization) of commercial sensors for industrial applications,
some of the steps related to selection and/or characterization might be skipped if
there are the conditions to do so. This might for instance be the case when the end
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Figure 5.2: Procedure for sensor system selection and characterization.
user already has a speciﬁc sensor, which fulﬁls the requirements, available in house,
or when the end user has considerable knowledge concerning the use, implementation
and data processing for a speciﬁc type of sensor fulﬁlling all requirements. In such
cases, a complete screening of commercially available sensors is superﬂuous and the
corresponding eﬀort can therefore be avoided.
Sensor systems characterization can be a quite demanding task, particularly be-
cause it implies to develop a setup for calibration and characterization and to perform
experimental testing. However, the use of mainly commercially available sensor for
industrial applications is considered here. It is therefore expected that information
obtained from sensors data sheets are to be considered reliable and do not need veri-
ﬁcation. This implies that eﬀorts for the characterization of the sensors’ performance
as well as for calibration should be focused on the information that is not available
from the sensors’ manufacturers. As a consequence, in most cases, some steps of the
part of the procedure related to characterization can be skipped, with respect to the
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characteristics documented in sensors data sheets. However, evaluation of the sensor
system performance for the application it is intended for in industrial environment
must always be performed. This is to ensure that the complex monitoring, data
processing, software and hardware solutions implemented, are based on a correctly
selected sensor and that the sensor properly performs within the eﬀective application
conditions.
In the following, the individual steps of the sensor selection and characterization
procedure are explained.
5.2.1 Deﬁnition of the scope and characteristics of the
measurement
For the applicability of the selected sensor systems, it is crucial to correctly identify
the scope of the intended measurements, the characteristics and expected ranges of
the identiﬁed VQCs and KPVs. This is a prerequisite to allow the deﬁnition of sensors
requirements which, together with the user’s criteria for sensors ranking, will be used
for robust identiﬁcation of the most suitable sensor system.
Therefore, the present step of the sensors selection procedure consists of the fol-
lowing ﬁve points:
5.2.1.1 Deﬁnition of the scope and intended use of the measurement
In this step a clear description of both scope of the measurement and use of the mea-
surement data is generated. This is done in order to understand the critical aspects of
the measurement based on the type of information sought and the intended process-
ing of such information. The purpose of this step is to help the user understanding
his measurement needs, therefore in this step a number of aspects should be clariﬁed.
An example is the clariﬁcation of whether the user needs a discrete measurement with
relatively long sampling intervals or instead a continuous measurement in real time
or quasi-real time.
5.2.1.2 Vital Quality Characteristic (VQC) to be controlled
Here the VQCs to be controlled in the speciﬁc manufacturing process are listed and
related to the above deﬁnition of the measurement need. The VQC can either be
controlled by direct measurement or through a number of KPVs.
5.2.1.3 VQC ranges and characteristics
Here the ranges of the VQCs are reported, together with their characteristics relevant
for the identiﬁcation of a measurement solution. Examples of such characteristics can
be the frequency of variation, the required frequency of assessment, the time for a
possible reaction or compensation loop, etc.
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5.2.1.4 Corresponding Key Process Variables(KPVs)
When the VQC are not directly measurable or cannot be monitored during operation,
it is necessary to relate them to other measurable KPVs that allow the determination
of the status of the manufacturing operation. For each VQC, one or more KPVs are
identiﬁed. This is a critical step and requires the establishment of experimental proof
of the qualitative and quantitative correlation between VQCs and KPVs.
5.2.1.5 KPVs ranges and characteristics (static, dynamic, frequency
range, etc.)
Here the ranges of the KPVs are reported, together with their characteristics relevant
for the identiﬁcation of a measurement solution. Similarly to the VQCs, important
characteristics can be for instance the frequency of variation, the required frequency
of assessment, the time for a possible reaction or compensation loop, etc.
5.2.2 Deﬁnition of the measurement system requirements within
eﬀective conditions
On the basis of the information above, the requirements for the sensor system solutions
can be deﬁned. This consists on a qualitative description of the characteristics of the
sensors which, together with the quantitative description of the VQCs and KPVs,
will allow the deﬁnition of the sensors’ speciﬁcations. A distinction is made between
”basic” requirements and ”additional” requirements.
5.2.2.1 Basic requirements
Basic requirements are considered as the characteristics of the measurement system
that are necessary to carry out the measurement in accordance to the characteristics
of the measured quantities described in the previous step.
5.2.2.2 Additional requirements
The additional requirements are deﬁned considering the speciﬁc aspects which might
limit the implementation of the sensor in the measurement setup it is intended for
and in the speciﬁc industrial environment.
Additional requirements might be deﬁned with consideration for instance to the
following aspects:
• Working environment;
• Limiting dimensions;
• Physical interfacing needs;
• Noise level;
5.2 Selection and characterization of sensor system solutions 69
• Frequency response;
• Robustness;
• Long term reliability;
• Type of usage;
• Response over time;
• Temperature response.
5.2.3 Deﬁnition of measurement system speciﬁcations
(quantitative limits and yes/no attributes)
When the requirements are deﬁned, it is possible to explicit the speciﬁcations for
the measurement system, taking into considerations all requirements. Measurement
systems’ speciﬁcations are in the form of quantitative limits and yes/no attributes.
This list of speciﬁcations allows, in the following step, to clearly deﬁne whether a
speciﬁc sensor can be applied for the intended measurement.
5.2.4 Identiﬁcation of possible measurement methods
The identiﬁcation of the most suitable way to perform a measurement can be a diﬃcult
task, particularly when the problem is complex and competing technologies can be
used to perform a measurement. In fact the information on a speciﬁc quantity can
normally be obtained in many diﬀerent ways. For instance the information can be
obtained by direct measurement of the speciﬁc quantity or by indirect measurement.
In the second case one or more quantities, which are related to the speciﬁc quantity
for which the information is sought in a known and univocal way (e.g. through
a mathematical model or an empiric relationship), are measured directly and the
values of the speciﬁc quantity are inferred or calculated.
This is for instance the case of measurement of forces and/or stresses, where force
values are normally obtained through measurements of deformations and the eﬀects
that such deformations produce on the speciﬁc sensor.
In addition, for the same quantity to be measured and same measurement ap-
proach (direct or indirect), diﬀerent sensor functioning principles are applicable. Again,
continuing on the force measurement example through measurement of deformations,
diﬀerent functioning principles can be exploited, such as piezoelectric (charge built
up due to deformation of piezoelectric crystals), variation of resistivity of electrical
conductors as a result of deformation (used in strain gauges applied to load cells) or
the use of displacement sensors to measure the deformation of a reference structure
(for instance a load cell using capacitive sensors).
Finally, diﬀerent sensors layouts are possible to obtain a speciﬁc measurement.
All these steps need to be considered in order to identify all potential solutions to the
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measurement task and that should be considered when performing the screening for
commercial sensors as described in the following section.
5.2.5 First screening based on sensor speciﬁcations (identiﬁcation
of commercial systems matching the requirements)
In this step, a screening of commercially available sensors is performed. The screening
is performed by matching their characteristics according to the data sheets with the
list of quantitative speciﬁcations deﬁned above. Only sensors with characteristics
within the speciﬁcations can be selected in a ﬁrst screening group. The selection will
therefore be a ”Go” or ”No Go” type.
It is important to notice that the amount of eﬀort placed on the fulﬁlment of
this step can be tuned according to the end users interest and on the impact of the
quality of the measurement on the performance of the monitoring solution. Therefore
the screening activity not necessarily has to include all commercially available sensor
systems. When a suﬃcient number of sensors fulﬁlling all speciﬁcations are found,
it might be considered unnecessary to prolong the screening activities, as a suitable
solution is certainly already available among the sensor systems considered to that
point.
It might also happen that once the speciﬁcations are deﬁned, a suitable sensor
system is already available within the company and therefore no extensive screening
will be carried out.
It is also important in this step to consider the background and experience of
the user with respect to monitoring solutions in the speciﬁc technical ﬁeld. In this
respect, if the user has high level of knowledge of the technical ﬁeld and related sensors
types, the user can move directly from the list of speciﬁcations to the screening of
commercial systems and a suitable solution might be found with limited eﬀort.
Diﬀerently, in the case of an end user operating in a new technical ﬁeld with little
or no knowledge of the sensor solutions in the ﬁeld, a literature survey is necessary
to generate the knowledge required to perform a sensor search and screening. Thus
a literature survey is an optional sub-step within the present step of the procedure.
5.2.6 Deﬁnition of criteria for sensors selection
When more than one sensor fulﬁls all speciﬁcations, criteria for sensor evaluation
must be deﬁned in order to identify the most suitable one.
Criteria can be in part derived from the requirements and speciﬁcations, where for
instance a certain characteristic (e.g. noise level) should be maximized or minimized.
In addition, characteristics such as cost, ease of use and implementation, proximity to
supplier, possibility to obtain prompt assistance in case of malfunctioning, etc. can
be important criteria for the selection.
When multiple criteria are used, each criterion must be assigned a relative weight,
so as to allow a multi-criteria ranking of the sensors.
Thus this step of the procedure encompasses the following activities:
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• Generation of a list of criteria for sensor ranking;
• Deﬁnition of the relative weight of each criterion.
5.2.7 Sensors systems multi-criteria ranking
Sensor ranking is performed on the basis of the multiple criteria deﬁned in the previous
step so that the most suitable sensor is identiﬁed.
In practice, for each sensor, a score is assigned with respect to each deﬁned cri-
terion (for instance on a scale from 1 to 5). The score on the individual criterion is
multiplied by the weight of the criterion assigned by the end user. For each sensor the
total score is then calculated by summing the score of all criteria listed. In this way,
the sensors best suited for the task will reach the highest score and can be univocally
identiﬁed.
5.2.8 Sensors characterization
Commercial sensors are normally accompanied by a data sheet that reports some
technical details, characteristics and performance. However, in many cases not all
the information the user needs on the sensor are available or the sensor has been
characterized by the manufacturer in conditions that are considerably diﬀerent from
those encountered in the end user application.
In some cases the missing information can be critical for the performance of the
ﬁnal monitoring system in operation. It could also happen that no commercial sensor
system fulﬁls the speciﬁcations set out by the user and therefore a new sensor solution
must be developed. In such cases a dedicated characterization eﬀort must be carried
out by the user in order to quantify the performance of the sensor and determine the
measurement uncertainty of the sensor when in operation in the ﬁnal intended setup
and industrial environment.
For the cases where sensor’s calibration and performance characterization are to
be carried out, the objective is to estimate the measurement uncertainty for the sensor
system solution in operation in the ﬁnal intended setup and industrial environment.
The Guide to the Expression of Uncertainty in Measurement (GUM) [120] is a fun-
damental document on most aspects of uncertainty evaluation and should be read
before attempting an uncertainty evaluation for a particular measurement problem.
One fundamental step is the calibration of the sensor response, which deﬁnes the sen-
sor’s uncertainty contribution to the combined measurement uncertainty of the ﬁnal
solution. The estimation of the combined measurement uncertainty is then performed,
according to the following procedure, by performing an analysis of the setup for the
ﬁnal implementation of the monitoring solution. This involves identifying the main
uncertainty contributors, deﬁning the relationships and dependencies between the dif-
ferent contributors and applying a metrological approach in accordance to the GUM
for the estimation of the expanded measurement uncertainty for a given conﬁdence
level. For the convenience of the reared, an outline of the steps for the estimation
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of the uncertainty in a measurement process, extracted from [121], is reported below.
Such an outline is not intended to replace the indications reported in the GUM. The
GUM is a fundamental document and the knowledge of its content is considered a pre-
requisite for the application of the present procedure. The user is therefore expected
to familiarize with the contents of the GUM in [120].
Alternatively, application of the simpliﬁed GUM principles according to the Pro-
cedure for Uncertainty Management (PUMA) described in the EN ISO 14253-2 [122]
can be used. The PUMA method is an iterative approach to the application of the
GUM in a simpliﬁed way with as little eﬀort as possible while still adhering to its
general principles.
If the aim is to validate measuring systems and a measurement process, ISO
22514–7 [123] deﬁnes a procedure in this concern. The standard provides a recom-
mendation of acceptance criteria deﬁned as a capability index or a capability ratio,
calculated based on the combined standard measurement uncertainty and given speci-
ﬁcation. The standard is based on the GUM approach, establishing a simpliﬁed proce-
dure for stating and combining uncertainty components for estimation of a capability
index for an actual measurement process. The combined expanded uncertainty of
capable measurement process should be substantially smaller than the speciﬁcation
of the characteristic being measured.
5.2.8.1 Uncertainty Budgeting according to the GUM [120]
To calculate the uncertainty of a measurement, a number of steps are followed as
illustrated in Figure 5.3. Firstly an identiﬁcation of all sources of uncertainty is needed
followed by a magnitude estimation of uncertainty from each source. Finally the
individual uncertainties are combined to give an overall ﬁgure. There are clear rules
for assessing the uncertainty contribution from each source, and for combining these
together. No matter what the sources of uncertainties are, there are two approaches
to estimating them:
• Type A evaluation — uncertainty estimates obtained by statistical analysis of
experimental data (usually from repeated readings);
• Type B evaluation — uncertainty estimates from any other information. This
could be based on knowledge, information from past experience of the measure-
ments, from calibration certiﬁcates, manufacturer’s speciﬁcations, from calcula-
tions, from published information, and from common sense.
Classiﬁcation of inﬂuencing factors according to: 1) reference, 2) measuring device,
3) measured object, 4) environment and 5) procedure is more directly and generally
transferred to uncertainty budgeting.
Good practice would suggest to: (i) list all suspected contributors, (ii) check
for possible correlation between them and (iii) identify the expected impact on the
combined measurement uncertainty, disregarding full uncertainty evaluation for the
less relevant contributors.
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Figure 5.3: Steps in uncertainty calculation according to the GUM [120] as described
in [121].
For most applications, expanded uncertainty is estimated multiplying the com-
bined uncertainty by a factor of 2 (k = 2), corresponding to a conﬁdence level of
approximately 95%.
The sensor characterization procedure consists of the following steps:
5.2.8.2 Deﬁnition of the quantities with respect to which the sensor is
to be characterized
Here the important characteristics of the sensors for which there is no statement from
the sensor manufacturer or the information is insuﬃcient or inaccurate, should be
stated. For such characteristics and for the speciﬁc type of sensor, a literature check
should be carried out with respect to the availability of calibration standards and
methods.
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5.2.8.3 Calibration of the sensor for the above characteristics
Following relevant standards and methods, the calibration of the sensor is carried
out. The details of this operation diﬀer strongly with the type of measurement to be
performed. However, in general terms, a calibration is carried out by comparing the
results of the measurements from the sensor with those obtained using a reference
instrument or on a reference calibration artefact for which a calibration certiﬁcate
is available. This operation is carried out in a controlled environment with a well-
deﬁned procedure, and attention is given to all factors that might have an inﬂuence
on the measurement operation.
Besides the estimation of the sensor’s total error, this operation allows the veriﬁca-
tion of characteristics such as the linearity of the sensor, the deﬁnition of the response
function, and the sensor repeatability over the whole intended working range. Mea-
sured systematic deviation from the ideal performance (linearity, systematic errors,
and response function) can be used as a means for compensation of the sensor re-
sponse, thus increasing the overall accuracy of the measurement. If such a solution
is implemented, the systematic error should be discarded in the estimation of the
sensor’s measurement uncertainty.
5.2.8.4 Drafting of the uncertainty budget of the calibration
The uncertainty budget of the calibration operation should be drafted in accordance
to the GUM [120].
5.2.8.5 Deﬁnition of the expected setup for the implementation of the
sensor in the industrial environment
In this step the description of the setup for industrial implementation of the monitor-
ing solution the sensor is intended for should be given. Emphasis should be placed
on the diﬀerences from the characterization/calibration setup which might produce
substantial deviations of the sensor performance.
5.2.8.6 Model the measurement using the sensor and estimate the
uncertainty budget of the actual measurement
In this step the measurement process using the sensor system solution in operation
in the ﬁnal intended setup and industrial environment is modelled using an approach
similar to the example given in [124]. Thus the main uncertainty contributors are
identiﬁed and the relationships and dependencies between them are deﬁned. Each
source of uncertainty is treated in accordance to the indications given in [120] and
the estimation of the expanded measurement uncertainty for a given conﬁdence level
is obtained.
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5.2.8.7 Deﬁne combination of process parameters for experimental
validation
Once the optimal sensor has been identiﬁed and the sensor has been characterized, the
applicability of the sensor in the ﬁnal intended setup must be validated by performing
experimental tests. For this purpose, a set of process parameters combinations that
are representative of the range of operating conditions of the manufacturing process
must be selected for the experimental testing of the sensor.
5.2.8.8 Deﬁne critical measurable characteristics for sensor evaluation
Here the characteristics for which the sensor applicability is to be evaluated must be
deﬁned. This could include for instance, besides the estimation of the measurement
uncertainty, possible variations of the sensor response over time.
5.2.8.9 Tests execution, procedure and conditions
Here a complete description of the tests to be performed for the experimental val-
idation should be given. This must include a description of the test procedure, a
description of the experimental plan and of the test sequence, a complete documen-
tation of the conditions for the tests, including relevant environmental conditions.
5.2.8.10 Data analysis and results extraction
The procedure for the treatment of the data obtained from the tests should be de-
scribed in order to allow the extraction of the relevant results from the tests data.
5.2.9 Decision on sensor applicability
This is the last step of the procedure. Here the results from the experimental valida-
tion of the sensors should be presented and compared with the scope and intended use
of the measurement deﬁned in the ﬁrst step. Thus the conclusions on the suitability
of the sensor for the intended scope should be obtained and thoroughly documented.
In case of inadequate results, changes have to be made and/or new sensor system
has to be selected and tested in iterative manner until applicable solution is found.
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5.3 Optimization of sensor system location
The number of the sensors and their settled locations aﬀects the accuracy of mea-
surement results. To ensure optimal performance of selected sensors and reliable
measurements of identiﬁed VQCs and KPVs, the location of sensor placement for its
implementation in a manufacturing equipment has to be optimized.
There are usually several alternative locations where diﬀerent sensors can be
placed. However, due to several constraints coming from the intended application
and implementation, the number is often considerably reduced. The deﬁnition of an
”optimized” sensor location is dependent on the intended purpose of the measurement,
its application, underlying physical phenomenon of the measurement and many other
factors. An optimal sensor placement can be deﬁned as a sensor conﬁguration that
achieves the minimum cost while observing pre-speciﬁed performance criteria.
In some cases, a simpliﬁed model of the mechanism of signal propagation from
the source of its generation to the sensor location can provide valuable insight into
where sensors are likely to have the highest observational quality and examining the
trade-oﬀs. Understanding the mechanism of structural attenuation of a signal during
its propagation through the machine structure is critical to devising a sensor place-
ment strategy that optimizes its eﬀectiveness.
The proposed method for identiﬁcation of the most suitable sensor system location
is schematically depicted in a micro–level ﬂow chart in Figure 5.4. The method
consists of a formalized sequence of logical steps to methodically guide the users in
a uniﬁed way to narrow down the number of possible sensor system locations and
ﬁnally, to identify the most suitable location for industrial implementation. This is
to ensure optimal performance of the identiﬁed sensors and for minimization of the
measurement uncertainty contributors introduced by the sensor location in a cost-
eﬀective way while adhering to other important criteria considered by the user.
Starting point of the method is the given measurement process resulting from
the previous two methods. Knowledge of ranges and characteristics of measured
quantities (VQCs and KPVs) together with measuring principles and speciﬁcations
of selected sensors constitute essential input for the following steps of the sensor
placement optimization procedure detailed in the following.
5.3.1 Identiﬁcation of sensor placement constraints
In this step, known limitations on placement of the sensors in an industrial environ-
ment should be identiﬁed. This involves constraints for physical mounting of the
sensors in the manufacturing system, due to the measurement and production pro-
cess, accessibility, cost, etc. Safety instructions considering e.g. mounting, process
conditions, wiring, sensors working under given environmental conditions have to be
taken into account.
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Figure 5.4: Method for optimization of sensor system location.
5.3.2 Analysis of possible factors aﬀecting the measurements (i.e.
disturbances in the measurement process)
It is important to identify relevant factors possibly aﬀecting the measurement process.
To achieve this, a fair understanding of the sensors measuring principle, process and
system under control is necessary. There may be many factors aﬀecting the mea-
surement process. It is a good practice to list all the known factors and evaluate
or estimate their impact on the measurement uncertainty. Quality tools such as a
cause-and-eﬀect diagram are widely used for identiﬁcation of the root causes. These
tools and their usage were previously detailed in section 2.7.1 and annex A.1.
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The users are advised to identify relevant aﬀecting factors:
• With consideration to sensor’s working principle;
• Using a model of the measurement.
Based on the functioning principle of a deﬁned sensor, there may be a number
of intrusive factors inﬂuencing the sensor performance and thus introducing mea-
surement errors and measurement uncertainties. Such factors need to be identiﬁed
and localized. Locations exerting i.e. environmental, structural, electrical conditions
possibly deteriorating sensor performance must be recognized and avoided.
Creation of a measurement model by ﬁrst, identiﬁcation of all relevant sources of
uncertainty followed by estimation of its magnitude from each source and combing
the individual uncertainties will provide an overall ﬁgure of the measurement pro-
cess. There are clear rules for evaluating the contribution from each measurement
uncertainty components and combining these together. The users are advised to use
existing standards and guidelines addressing the evaluation of measurement uncer-
tainty and the validation of the measurement process performances. These include
the GUM [120], the PUMA ISO 14253-2 [122] and the measurement capability anal-
ysis in ISO 22514-7 [123] previously introduced in section 5.2.8.1. The user is to
decide on the eﬀort devoted to evaluating and recording uncertainties of measure-
ments according to the importance of the measurement result to the overall product
quality.
5.3.3 Identiﬁcation of dependency between measurement location
and measurement uncertainty
The eﬀectiveness and reliability of measurement techniques are often greatly aﬀected
by the location of the sensor. Knowledge of the inﬂuence of measuring location on
measured signal magnitude, noise and measurement uncertainty is to be stated here.
A fair understanding of signal (physical quantity) propagation from the source of
its generation and the mechanism of signal attenuation over the travelling distance
through the system structure to the sensor location is critical to devising a sensor
placement strategy that optimizes its eﬀectiveness. Generally, the sought dependency
can either be available as:
• Formalized;
– Experimentally veriﬁed and documented;
– Model available (analytical, numerical or empirical);
• Non formalized (derived from existing technological knowledge).
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A general rule is: the closer the sensor is located to the source of signal generation,
the higher the acquired signal magnitude and lower noise, thereby resulting in a lower
measurement uncertainty and more robust measurement. However, the ideal close
location is often not feasible due to several limitations.
5.3.4 Possible actions to minimize measurement uncertainty/error
Possible actions to minimize the measurement uncertainty can now be deﬁned based
on the identiﬁed factors aﬀecting the measurements and the inﬂuence of sensor loca-
tion. The list of the identiﬁed aﬀecting factors may depend on the sensor location and
cause inevitable measurement errors and measurement uncertainties. The measure-
ment errors and measurement uncertainties should be reduced as far as necessary.
Therefore, for all the identiﬁed inﬂuencing factors, the following actions should be
considered in sequence:
• Possible elimination;
• Possible minimization (if elimination is not entirely possible);
• Compensation of systematic errors;
– Experimental/empirical;
– Model-based.
Residual errors after the application of the listed actions, together with unknown
systematic errors and random errors add up to the measurement uncertainty.
5.3.5 Deﬁnition of the performance measure (objective function
for optimization)
Before selecting a sensor placement optimization method, a performance measure
of a sensor conﬁguration needs to be deﬁned. Depending on the complexity of the
requirements, this can be either based on:
• Single performance measure;
• Combination of multiple parameters.
Deﬁnition of a single performance measure can be for example the measurement
uncertainty or the cost function. In such case, the objective function for optimization
method would be minimization of the measurement uncertainty or costs.
On the contrary, combination of multiple parameters is typical in engineering de-
sign. A design problem typically involves multiple criteria and choices among multiple
solution candidates and their combination. These involve both objective parameters
(e.g. geometry, dimensions, materials and time) as well as subjective opinions (e.g.
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aesthetics). Both objective and subjective factors may be equally important in design.
A Figure-of-Merit (FOM) is one of the most useful tools in engineering design provid-
ing quantitative measure used to characterize the performance of a device, system
or method, relative to its alternatives in order to determine their relative utility for an
application. Deﬁnition of FOMs in complex systems may be a diﬃcult task, however,
it is very beneﬁcial to the design process since doing so forces one to think critically
about the choice of parameters that are most meaningful to a successful design out-
come. The FOM can be used to compare design problems of diﬀerent complexity
among themselves [125].
Creation of a FOM involves selection of the most important parameters to the
design solution. A FOM traditionally used to characterize measuring instruments is
signal-to-noise ratio (SNR), deﬁned as a ratio of the value of the signal to that of the
noise [126]. A larger value of such FOM is then deemed superior to any other solution
resulting in a lower value (more noisy solution).
FOM is very advantageous in design problems with competing parameters for
which the best solution is not obvious at hand. It is apparent that the closer the sensor
is located to the source of signal generation, the higher the acquired signal magnitude
and lower noise is, resulting in higher FOM (SNR). However, this is not possible in
many cases (e.g. sensor placement in machining contact zone, welding zone, etc.).
More useful FOM would consider other factors such as physical constraints, safety
constraints etc. Such added factors make the solution not obvious with competing
factors in design. An updated FOM would make eﬀective signal magnitude a desirable
attribute while simultaneously rejecting infeasible and dangerous solutions. Since the
number of possible factors is virtually inﬁnite, it is up to the designer to decide what
is most fundamentally important to a successful design solution.
It is generally very useful to distinguish desirable attributes from undesirable
attributes. When combining the factors, expressing the evaluation results as a ratio
is often most intuitive and convenient. Desirable attributes are then in the numerator
and undesirable attributes in the denominator, constituting a FOM for which highest
value is best. If minimization is the goal, a FOM may just be deﬁned inversely,
resulting in lowest being best. An example of attributes is given in Table 5.2, where
larger value expresses greater desirability or undesirability for each attribute.
Following the selection of most relevant attributes, they can be combined in form
of quantitative variables into a FOM. These variables can then be combined by ad-
dition or multiplication, keeping the numerator and denominator clearly separate.
The relative importance of single variables can be increased or decreased by weight
coeﬃcients. Giving a theoretical example (2a + b3)/c, where a and b are desirable
attributes, c is undesirable attribute, with b being of the greatest importance. The
designer thereby deﬁnes a meaningful FOM, by using his qualitative knowledge, which
then provides a quantitative basis of comparing sensor placement alternatives.
At a later stage, it may turn out that some important factor was underestimated or
overlooked. Therefore FOM should be subjected to revision and iterative evaluation
as a dynamic tool.
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Table 5.2: Example of desirable and undesirable attributes
Desirable attributes Undesirable attributes
Wide operational range Slow response time
High reliability High cost
High sensitivity Heavy weight
High nominal signal level High noise level
Wide bandwidth High input energy or power
High load capacity Limiting machine performance
High output energy or power Large dimensions
Good serviceability
Although the attributes were very well chosen, FOMs can not dictate ﬁnal deci-
sions on sensor placement in an absolute sense. It is rather the ”process” of deﬁning
a FOM, which helps designers to think more methodically, critically and comprehen-
sively about what the truly important design factors are. A good designer uses this
deeper awareness of inﬂuential factors in combination with subjective opinions and
in communication with other people involved to determine what is ﬁnally presented
as the ”best” solution [125].
5.3.6 Selection of sensor placement optimization method
After the single performance measure or FOM was selected, the use of an algorithm
or model (FE, analytical, numerical, empirical) may be decided to optimize the ob-
jective function deﬁned by the performance measure or FOM.
The sensor placement optimization can thus either be performed by:
• Model-based evaluation;
• Experimental evaluation (i.e. trial and error, educated guess, logical reasoning,
based on a physical phenomenon, etc.).
5.3.6.1 Model-based evaluation
When using model-based evaluation, the following considerations should be taken into
account:
• Availability of models;
• Impact of assumptions on model accuracy.
If sensor placement can be accurately modeled into an optimization problem that
can be solved numerically, then the optimization process can account for this in ﬁnding
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a suitable design, so that suﬃcient coverage can be achieved. This has the advantage
of allowing a large range of boundary conditions and static/dynamic load cases to
be analyzed. Various optimization algorithms, from random search to heuristic algo-
rithms, have been used for optimizing the sensor placement. A literature search for
sensor placement methods presented in [127] yields a large number of publications
on various optimization methods. Random search is suitable for a small and simple
sensor placement problem since it is straightforward and easily implemented. The iter-
ative procedure of examining random variations of sensor conﬁguration is terminated
when the best performance measure (outperforming other examined performances)
over the testing set is achieved. But this is time consuming and ineﬃcient when
dealing with a large system. For more complex systems, a great number of math-
ematical optimization methods to solve the deﬁned objective function are available
in literature. It is not the purpose of this document to detail on principles of single
mathematical optimization methods.
However, model-based evaluation greatly depends on availability and accuracy of
the models (FE, analytical, numerical, empirical). For accurate results, an essential
requirement is an accurate model having dynamic or physical, etc. properties close
to the measured values from real structures to guide the selection of sensor locations.
The conﬁdence of estimation of the results is directly reﬂecting the correctness of the
approximation introduced by each assumption made during the modeling phase and
for reliable results, model validation and tuning must be performed to minimize the
discrepancy. To circumvent this issue, simple models can be developed, which are
then utilized to compare various objective function values to guide the optimization
process. In some cases, a simpliﬁed model of the mechanism of signal propagation
from the source of its generation to the sensor location can provide valuable insight
into where sensors are likely to have the best performance and examining the trade-
oﬀs.
5.3.6.2 Experiment-based evaluation
i.e. trial and error, educated guess, logical reasoning, based on a physical phenomenon,
etc.
In case of experimental evaluation, the following considerations should be taken
into account:
• Fair understanding of the physical phenomenon (measuring principle and mea-
sured quantity propagation);
• Great number of measurements.
If the models or experience with modelling are not available, sensor placement is
typically done by experimentally testing a few possible combinations and choosing
the one that performs the best, based on a few benchmark examples. Acquisition of
experimental data is usually time-consuming, but when well planned, it can result in
faster, easier and more cost-eﬀective solution in some application cases.
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5.3.6.3 Feasibility of either method
Feasibility of the usage of either method or possible combination should be ana-
lyzed from the cost-eﬀective perspective. When little understanding of the physical
phenomenon within the system being measured and high freedom of the placement
solutions is available, model-based evaluation can be of great advantage. However,
the cost associated with creation of the model must be considered. On the other
hand, especially when many limiting constraints are taking place either due to lim-
ited space for physical mounting of the sensor or other, experimental evaluation can
greatly outperform modelling from a cost perspective.
5.3.7 Execution of the method
Knowing all constraints and limitations, they can now be taken into account either as
boundary conditions for modeling or to be considered while planning the experimental
evaluation. The decision on the optimization method was made in the previous step
and will be executed either by:
• Model-based optimization;
• Experiment-based optimization.
Complete description of either method or their combination used should be given
here. Good practice includes description of the procedure, experimental plan, test
sequence and conditions of the tests including relevant environmental conditions.
5.3.8 Data analysis and applicability evaluation
The procedure used for processing of data resulting from the optimization method
execution is to be stated here, followed by the conclusions on the applicability of the
identiﬁed most suitable location for sensors placement in an industrial environment.
5.3.9 Decision on applicability
If no satisfying sensor placement conﬁguration can be found, improvement of the
measuring system and/or the measurement process and/or redesigning of the setup
should be undertaken. Such solution represents a fall back loop in the procedure.
If an adequate solution of a sensor placement conﬁguration was identiﬁed, imple-
mentation in an industrial environment can be performed.
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5.4 Validation of monitoring solutions
The preceding steps identiﬁed KPVs related to VQCs, optimal solutions for sensors
and their location in the intended manufacturing equipment. This step is optional,
aiming at a systematic experimental validation of the established monitoring solu-
tions within actual production environment and a demanded process window. The
step should be undertaken in the case that signiﬁcant changes in the system were
made from the screening tests verifying the correlation between KPVs and VQCs,
or the conﬁdence in the found relation within a wider process parameters window
needs to be gained, etc. The output of this step veriﬁes the suitability of the in-
troduced monitoring solutions, providing a validated correlation of KPVs to VQCs
within investigated process window in the eﬀective working conditions on the intended
manufacturing equipment. The output thereby enables process control and in-process
quality assurance possibilities.
A method for validation of the suitability of the established monitoring solutions
for in-process QC through KPVs is graphically depicted in Figure 5.5. The method
is based on experimental validation of the correlation of KPVs to part VQCs, within
a demanded process window in the actual production environment. Details on each
sub–step of the method are provided in the following related subsections.
Figure 5.5: Method for validation the monitoring solutions.
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5.4.1 Scope of experimental validation (correlation between
KPVs and VQCs)
The whole concept of indirect in-process QC, where it is not possible to measure
the VQCs during the process, is based on the validity of the correlation between
the measurable KPVs and VQCs. Understanding and demonstrating of such relation
is therefore crucial. Prior to the execution of any experimental tests, it is a good
engineering practice to systematically deﬁne a clear scope, requirements and methods
to be used at a ﬁrst place. All data available from the execution of the preceding
steps and gained knowledge on the VQCs and related KPVs should be considered
and analysed in this concern to optimize the amount of eﬀort and associated costs
devoted to additional experimental testing needed.
If it is concluded that additional experimental validation has to be
performed, a number of steps have to be completed to carefully plan and carry out
the experimental tests and to analyse and store the relevant results. Considerations
on a number of important aspects are given in the following paragraphs.
5.4.2 Test setup (sensors and their location, equipment, etc.)
To ensure validity of the results, validation tests should ideally be performed on the
equipment used in normal industrial production, including all the introduced sensor
system, implemented at optimized locations in the manufacturing equipment. Any
diﬀerences between the test setup and conditions in routine production should be
minimized and analysed in terms of possible consequences on the result. Especial at-
tention should be given to the identiﬁcation of possible factors aﬀecting the measure-
ments (disturbances in the process, alignment, etc.) and possible actions to minimize
measurement uncertainty.
5.4.3 Experimental plan and procedures
Detailed experimental plan and test procedures have to be deﬁned prior to test ex-
ecution to ensure the reliability of the test results, ensuring no room for subjective
interpretation during test execution and minimum probability of uncontrolled contri-
butions to the test output. The starting point for the deﬁnition of the experimental
plan is the determination of the eﬀort required for testing as well as the repeatability
of the result (in terms of the correlation between VQCs and KPVs). After this step, it
is then possible to select an appropriate experimental design. For this purpose Design
of Experiments (DoE) techniques can be used to allow simultaneous determination
of the individual and interactive eﬀects of many factors that could aﬀect the output
results, while minimizing the eﬀorts. The number of factors to be considered in the
experimental design is deﬁned by the number of process parameters and additional
variables that deﬁne the window of interest. Thus, the most important choices con-
cern the number of levels for each factor and the type of experimental design (e.g.
full factorial or reduced factorial design). A thorough presentation of DoE techniques
86 5 Description of the methodological approach
and guidance on the selection of the optimal experimental design can be found in
[119].
When planning tests, it is advantageous to draw a bigger picture and save eﬀort
and resources by combining the test eﬀorts. In this concern, execution of the valida-
tion tests can be joined with the next step of the framework, to map the reference
manufacturing system performance. The same rationales given in the description
of planning and execution of tests for deﬁnition of the reference manufacturing sys-
tem performance apply here in planning and execution of validation tests and will
therefore not be repeated. See section 5.5.2.4 for the referred details.
5.4.4 Signal treatment methods
The assessment on the correlation between VQCs and KPVs may be simple in the
form of qualitative occurrence attributes (YES/NO) or may require sophisticated
signal processing techniques in case of highly dynamic continuous data acquisition
during the process.
Quantitative measures of VQCs will most often be in the form of a single value per
test run, or represented by an average value and the associated standard deviation
(when a suﬃcient number of measurement repetitions have been performed) or a
range of variation (when only few repetitions have been performed).
Depending on the characteristics of in-process measured KPVs data (static, dy-
namic) and used sampling intervals, the data can be in general in one of the following
forms:
• Single value for each test run;
• Discrete values acquired at diﬀerent instants during the test run;
• Time varying sensor signal for each test run.
The analysis of such KPVs acquired during the process will in most cases require
application of an appropriate signal processing strategy before selecting and extracting
sensory features to allow the deﬁnition of an explicit correlation between VQCs and
KPVs. This is usually necessary due to measurements taken in the presence of high
levels of mechanical, electrical and acoustic noises in industrial environments.
Signal processing methods in process monitoring commonly comprise the stages
depicted in Figure 5.6 [83, 82]. Description on each of the steps is provided below in
relevant paragraphs.
5.4.4.1 Analogical ﬁltering and signal sampling
The raw analogue signal from the sensor usually requires pre–processing by a condi-
tioner speciﬁc to the sensor (charge ampliﬁer, etc.) prior Analog to Digital (A/D)
conversion. To achieve the highest possible measurement accuracy, just before the
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Step 1: Analogical filtering
-Frequency sensor response
-Sample frequency (anti-aliasing)
-Amplification and conditioning
Step 2: Digital filtering
-Frequency range of interest
Step 3: Segmentation
-Signal range of interest
-Only time domain analysis
Step 4: Feature generation
-Time domain: RMS, peak, mean, etc..
-Frequency domain: harmonics, PSD, etc..
-Wavelet domain: wavelets, etc..
Step 5: Feature selection/extraction
-Feature selection: Variable ranking, 
forward/backward elimination, GA
-Feature extraction: PCA
SIGNAL 
PROCESSING
SCHEME
Figure 5.6: Generic signal processing scheme [83].
A/D conversion, the signal is normally ampliﬁed so that the signal maximum voltage
range equals the maximum input range of the A/D converter [82].
In order to suppress high frequency noise and/or continuous biases and to prevent
signal distortions during signal acquisition due to aliasing, analogue ﬁltering to keep
the signal within the range of the frequency response of the sensor shall be used.
According to the Nyquist sampling theorem, the uniformly spaced discrete samples
are a complete representation of the signal if its bandwidth is less than half the
sampling rate fs. To ensure exact reconstruction from samples at a uniform sampling
rate, the condition of fs > 2 B has to be attained, where B is the signal bandwidth.
Not adhering to the condition will result an overlap of the signal frequencies (i.e.
frequencies > fs/2 will be reconstructed and appear as frequencies < fs/2), referred
to as signal aliasing. The reconstructed signal is than an alias of the original signal
(i.e. it has the same data set). Eﬀective reduction or prevention of signal aliasing can
be achieved through increased sampling rate fs or by application of an anti-aliasing
ﬁlter to restrict the bandwidth of the signal [83].
5.4.4.2 Digital signal ﬁltering (DSP)
After the signal sampling (i.e. A/D conversion), resulting in the signal in a digital
format, digital ﬁltering can be used to keep the data which best correlate with the
process variable of interest. This may for instance involve band–pass ﬁltering of
cutting force signal to study the process at the toot–pass frequency. Another typical
example is a low–pass ﬁltering to suppress high frequency noises (e.g. electronics and
electromagnetic sources) and signal oscillations due to transient mechanical events.
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For suppression of electrical noise picked up form machinery and power lines (50 or
60 Hz), high–pass and/or band–stop ﬁltering can be used.
For detailed description of digital signal processing (DSP) principles, algorithms
and applications, the reference [128] is recommended.
5.4.4.3 Signal segmentation
Optionally, signal segmentation can be applied to extract the part of the signal which
is of interest (e.g. analysing signal within one spindle rotation or one tooth period
during cutting). Segmentation eﬀectively prevents the resulting signal from the pos-
sibility of being analysed in the frequency and wavelet domain and it is therefore
limited to a posterior analysis in the time domain (e.g. peak value, root mean square,
mean value, etc.).
5.4.4.4 Feature generation
The digital signal has to be transformed into features (called also descriptors) that
could describe the underlying phenomenon of interest most adequately. A number of
diﬀerent features from the time domain, frequency domain and wavelet domain can
be used for this purpose.
5.4.4.5 Feature selection/extraction
Generation of signal features may result in many diﬀerent descriptors. Typically, a
direct feature selection is performed, involving mainly:
• mean values;
• root mean square values (RMS);
• variance or standard deviation;
• harmonic signal values (FFT analysis);
The selected features should be the most relevant descriptors of the process, allow-
ing to develop robust and reliable decisions and models for process monitoring and
control.
Depending on the number of sensors employed and diﬀerent resulting signals,
the number of generated diﬀerent descriptors can be vast, making a direct selection
diﬃcult. In such case, a feature selection or extraction procedure may be required. For
overview of more elaborate techniques and algorithms such as the principal component
analysis (PCA), forward elimination, variable ranking, etc. see [83].
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5.4.5 Tests execution, data analysis and result extraction
Once all the above points are completed, the test campaign shall be carried out. In
doing so, proper documentation of any observed disturbance should be ensured, in
order to allow considerations on the validity of the individual tests runs.
After the completion of the tests, analysis of the results in terms of correlation
between output VQCs and selected signal features of in-process measured KPVs can
be performed. Such relation can be obtained in diﬀerent forms, such as:
• Attributes of occurrence (YES/NO) — e.g. crack initiation vs. measured AE
event;
• Relative measures — e.g. surface roughness stabilization vs. steady state mea-
sured signal levels;
• A functional dependency (analytical approximating function) in form of:
V QCi = f(KPV1;KPV2; : : : ;KPVn) (5.1)
• Multi variable database used for training AI process models;
• Others.
The established relationship between part VQCs and in-process measured KPVs
will then form the basis for decision making and closed process control loop.
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5.5 Deﬁnition of reference manufacturing system
performance
Through application of the preceding steps of the framework, a validated correla-
tion between KPVs and part VQCs has been been established, allowing in-process
quality control in a production environment. To ensure desired product quality and
minimization of defects towards zero defect manufacturing level, the established mon-
itoring system can be used for closed loop process control. As it is the case of the
IFaCOM project, the sensor-enabled data can be advantageously used for adaptive
process control and in connection with Artiﬁcial Intelligence (AI) methods, it can
serve for enhanced optimization, prediction and control of manufacturing processes
[83]. Establishment of such solutions then requires the availability of reference data
(in terms of VQCs and KPVs) concerning the manufacturing system performance for
stable process conditions.
Reference data concerning the manufacturing system performance in stable pro-
cessing conditions is often already available as established knowledge at the end user,
as it is normally well known which combinations of process parameters (PPs) yield a
stable process with a controlled process output within the acceptance limits for the
operation. In some other cases, such as that of processes or manufacturing systems
that are being newly developed, the acceptable PPs operating window is not com-
pletely deﬁned and requires experimental testing for its deﬁnition. Even for the cases
where considerable process and system knowledge is available and documented within
the company, it is often in the form of a relationship between the PPs (inputs) and
the VQCs (outputs) with no information collected during actual processing. However,
for the implementation of a real time or quasi real time adaptive system control, the
process performance must be monitored during the process itself. Thus, when it is not
possible to monitor VQCs during the process, it is necessary to establish a correlation
between the process parameters operating window and measured values of the KPVs
for stable process conditions yielding VQCs within the prescribed limits.
The aim of this step is therefore to map the manufacturing system performance,
in terms of VQCs and KPVs, as a function of the process load (demand) as well as
the physical limits of the system. Such information is intended to be compiled into
a knowledge database containing the reference manufacturing system performance
for the speciﬁc part-process-manufacturing system combination. Such established
database will serve in a short-term for monitoring of process deviations as an input
to an intelligent closed loop control systems and in a long-term for improved and
documented process knowledge, process planning, prediction and process modelling
capabilities.
Experimental determination of the manufacturing system performance in terms of
KPVs requires that the initial conditions of the manufacturing system are under con-
trol and compliant with ”good manufacturing practice” in order to avoid undetectable
bias on the measured performance. If the manufacturing system is in bad conditions
or out of control (for instance due to hardware degeneration or failure), experimental
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deﬁnition of the process performance will be unreliable. Therefore, although the main
focus is on the deﬁnition of the manufacturing system performance, attention is given
to the removal of possible sources of manufacturing system errors as a preliminary
activity before the realization of experimental tests. This consideration is reﬂected
in the structure of the procedure shown in the ﬂow chart in Figure 5.7 with detailed
description of the steps in related paragraphs in the following.
Figure 5.7: Method for deﬁnition of the reference manufacturing system performance.
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5.5.1 Deﬁnition of the manufacturing system state
This section presents preliminary considerations with respect to the preparation and
state of maintenance of the selected manufacturing system, in order to ensure, on
the basis of ”good manufacturing practice”, that the generation of reference data
concerning the manufacturing system performance is not aﬀected by uncontrolled
system errors and actually reﬂects the performance in standard operating conditions.
5.5.1.1 Analysis of the system state
The reference manufacturing system performance is used, among other purposes, to
enable the detection of deviations in the performance of the system and process.
Therefore, for proper determination of the manufacturing system performance, it is
necessary to ensure that the manufacturing system is in a state which is representative
of the standard operating conditions for the system in normal production. This means
that the conditions of the manufacturing system should be consistent with those that
are observed in production. This applies for instance to the system maintenance
conditions, hardware degeneration or failure, etc.
An analysis of the manufacturing system should be carried out in order to detect
any deviation of its general conditions form standard operating conditions. If the
conditions of the system are not in line with standard operating conditions, these
should be restored prior to proceed with the performance characterization.
5.5.1.2 Identiﬁcation and correction of the main system errors
In addition to the above analysis, the basic characteristics of the manufacturing sys-
tem that have direct impact on its performance, as deﬁned in the context of this
document, should be veriﬁed and compared with the system speciﬁcations. Veriﬁca-
tion of such system characteristics can be obtained by means of standard machine
tool testing methods as documented in relevant ISO standards.
Examples of such characteristics for a general machine tool for material removal
are: positioning accuracy and repeatability along all axes, run-out of spindles, straight-
ness and squareness errors, accuracy and stability of feed speed along all axes and
during interpolation, accuracy and stability of rotational speed of spindles, etc.
It is important to include in this phase also the veriﬁcation of measuring systems
embedded in the manufacturing system that are fundamental for its functionality.
Examples could be touch probes used for workpiece alignment and on-machine in-
spection and laser systems used for tool presetting.
If deviations of the measured system characteristics from the system speciﬁcations
are observed, actions should be performed to remove such deviations. This could
involve a re-calibration of the positioning axes through the deﬁnition of a new error
correction table, substitution or reparation of system components, software correction.
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5.5.2 Deﬁnition of the manufacturing system performance
In this section, a procedure for the deﬁnition of the ”reference manufacturing system
performance in stable processing conditions” is presented. The reference manufac-
turing system performance, is intended here as the correlation between the process
parameters (input) and the part quality characteristics (output). In order to take
into account situations where it is not possible to monitor VQCs during the process,
the procedure focuses on establishing a correlation between the process parameters
and either the part VQCs (direct approach) or KPVs (indirect approach) that fully
represent the process and can be monitored in real time.
5.5.2.1 Deﬁnition of the system performance indicators
In order to express the reference manufacturing system performance, it is necessary
to deﬁne the indicators that quantitatively characterize it. As stated above, such
quantitative indicators, which either directly represent the output part quality char-
acteristics or are correlated to the process and part quality characteristics, can be
either VQCs or KPVs.
5.5.2.2 System operational range (i.e. physical limits of the
manufacturing system in terms of process parameters)
The widest system operational range is represented by the physical limits of the
controllable input parameters. Such operational window is therefore deﬁned by the
maximum and minimum values of the process parameters (PPs) that can be set on
the system. In most cases a subset of such operational window will be used for actual
production, since it is normally known which process parameters combinations yield
optimal results in terms of part quality and/or other measures that are relevant for
the end users (e.g. production time). It is however important to consider the absolute
limits of the controllable process parameters since this might inﬂuence the selection
of sensors used for process monitoring.
5.5.2.3 Collection of available data identifying the stable process
conditions as a function of the process load and veriﬁcation for
need of experimental determination of such conditions
The amount of information available on the system and process performance varies
from company to company. In some cases information concerning the reference manu-
facturing system performance might already be available. This is the case for instance
of well-established processes or production types which require extensive process doc-
umentation (e.g. production of aerospace components). Such information could be
available and documented in diﬀerent forms as for instance a knowledge database,
documented information from SPC (statistical process control), documented results
of experimental process optimization, documented results of model based process
optimization, best practice guidelines, personnel undocumented experience.
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Collection and analysis of the existing information within the company is very
important in order to verify if there is a need for additional dedicated activities for
the deﬁnition of the reference manufacturing system performance. If the available
information is reliable and suﬃciently complete, it can be used to deﬁne the reference
manufacturing system performance without the realization of further tests. However,
it must be considered that this must be coherent with the monitoring solutions in-
troduced in the preceding steps of the framework. Thus the information must be
expressed in terms of the previously identiﬁed VQCs and KPVs. In case of KPVs,
available through newly introduced sensor systems, the information may obviously
not be already available and dedicated experimental activities will have to be carried
out to determine the reference manufacturing system and process performance.
5.5.2.4 Experimental determination of the reference manufacturing
system performance
If, after the completion of the preceding step, it is concluded that the reference man-
ufacturing system performance has to be deﬁned experimentally, a number of steps
have to be completed to carefully plan and carry out the experimental test, analyze
and store the results. Such steps are detailed in the following paragraphs.
Deﬁnition of the intended scope for experimental validation: This step
is concerned with the explicitation of the approach to be used for the deﬁnition of
the reference manufacturing system performance, namely a direct approach involving
measurement of VQCs only (direct quality control) or an indirect approach involving
measurement of both VQCs and KPVs.
Deﬁnition of test setup: In this step the description of the setup for the real-
ization of the tests for the characterization of the reference manufacturing system
performance should be given. Diﬀerences between the setup for the tests and that
used in normal industrial production should be minimized. The setup has to include
all the newly introduced sensor system, implemented at optimized locations in the
manufacturing equipment, as the output from the preceding steps of the framework.
Any introduced diﬀerence should be analyzed in terms of possible consequences on
the measured system and process output. Furthermore, special attention should be
given to the following points:
• Identiﬁcation of possible factors aﬀecting the measurements (disturbances in
the process, alignment, etc.);
• Possible actions to minimize measurement uncertainty.
Deﬁnition of the process parameters window: A suitable test window for the
experimental determination of the reference manufacturing system performance must
be deﬁned prior to the deﬁnition of the detailed experimental plan. Such window
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might coincide with the widest manufacturing system operational range. However, in
most cases, this is not feasible or has no practical interest. In fact, the realization
of tests and analysis of test results implies a considerable eﬀort in terms of time
and resources so that the eﬃciency of such eﬀort must be maximized. Therefore
possibilities for the reduction of the explored process parameters window must be
considered.
Reduction of the process parameters window for experimental determination of
the reference manufacturing system performance can be done on the basis of the
following considerations.
Known PPs window yielding VQCs within part speciﬁcations: This is
the case of an established process, where there is documented evidence or undocu-
mented evidence through personnel experience that only a subset of the widest manu-
facturing system operating range yields parts with vital quality characteristics within
the speciﬁed tolerance ranges. If this is the case, eﬀorts should be concentrated in
characterizing the system performance within this reduced PPs window.
PPs combinations locked by agreement with the customer: This can be
the case for instance for production of aerospace components, where process parame-
ters settings may be frozen or the parameter window is deﬁned and no variation from
this is allowed without process re-certiﬁcation. In this case, eﬀorts shall be focused
on the characterization of the system performance for the given PPs combinations
agreed upon with the customer.
Impractical combinations of PPs yielding unacceptable production time
and/or cost: Even though some combinations of PPs within the system operating
range are potentially viable, they might lead to excessively long production time
which is not economical for the company. Such areas of the system operating window
must be excluded from the experimental investigation.
Too wide PPs window: If no previous documentation exists, the realization
of tests for the characterization of the reference manufacturing system performance
in a wide range of PPs can require a large number of tests. In this case, it is rec-
ommended to reduce the PPs window of interest around a set of PPs combinations
that are known to yield parts within speciﬁcations. In this way, the reference system
performance would be documented for PPs combinations suitable for the end used
production objectives, while an extension of the performance characterization to PPs
combinations outside the deﬁned region can be carried out at a later stage.
Suppression of some variables: In some cases the manufacturing system per-
formance is strongly dependent on additional process independent variables, besides
the PPs (such as for instance the work material). When this is the case, it is con-
venient to lock to ﬁxed values some of the additional variables in order to reduce
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the number of necessary tests. The extension of the characterization of the system
performance to diﬀerent values of such additional variables can be carried out at a
later stage.
Furthermore, generally speaking, for the deﬁnition of the PPs window of interest it
is also important to ﬁnd the right compromise between the extension of such window
(number of PPs and range for each PP) and the appropriate number of tests for an
adequate mapping of the system performance throughout the window.
Based on the above considerations, for a generic process-system combination where
documented knowledge is not available, the reference process-system performance can
be deﬁned following a two steps approach for the deﬁnition of the process parameters
window:
• Test window embracing the whole operational range of the manufacturing sys-
tem (min. feasible – max. of process parameters) and deﬁnition of the system
performance as a function of the process load (i);
• Reduction of the test window taking into account physical constrains, known
clear dependency of VCQs and PPs, process knowledge, accumulated experience,
other limitations (ii).
In case the stable process region(s) is not known beforehand, following step (i) will
lead the end user to focus the experimental eﬀort on the evaluation of such conditions
using feasible ranges of PPs combinations. Then, when the stable process region(s)
is already known, step (ii) will justify the reduction and determine the focused test
window for experimental evaluation.
5.5.2.5 Deﬁnition of the experimental plan
Once the PPs window of interest is deﬁned, the experimental plan can be ﬁnalized.
The starting point for the deﬁnition of the experimental plan is the estimation of the
eﬀort required for each individual test as well as the repeatability of the manufacturing
system performance (in terms of measured output VQCs and KPVs). In general
terms if, for constant PPs values, the output is characterized by high repeatability, a
lower number of repetitions for each combination of PPs will be necessary to obtain
a good representation of the system performance. Vice versa, when the output is
characterized by high scatter, a higher number of test repetitions will be necessary to
give statistical signiﬁcance to the observed results.
An estimation of the reliability and repeatability of the performance could be
obtained by performing repeated preliminary tests for a limited number of selected
PPs combinations. This would allow an estimation of the number of repeated tests
to be performed for each PPs combination in the ﬁnal experimental plan.
With the information on the performance repeatability and on the eﬀort for a
single test run, it is then possible to select an appropriate experimental design. For
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this purpose Design of Experiments (DoE) techniques can be used to allow simultane-
ous determination of the individual and interactive eﬀects of many factors that could
aﬀect the output results. The number of factors to be considered in the experimental
design is deﬁned by the number of PPs and additional variables that deﬁne the win-
dow of interest. Thus, the most important choices concern the number of levels for
each factor and the type of experimental design (e.g. full factorial or reduced factorial
design). A thorough presentation of DoE techniques and guidance on the selection of
the optimal experimental design can be found in [119].
5.5.2.6 Deﬁnition of test procedure and conditions
In order to ensure the reliability of the test results, it is important to perform the tests
following a well-deﬁned test procedure that allows no subjective interpretation and
minimum probability of uncontrolled contributions to the test output. Furthermore
the part and system conditions as well as environmental conditions must be speciﬁed
prior to the execution of the tests and maintained within speciﬁed ranges throughout
the execution of the experimental plan.
5.5.2.7 Tests execution, data analysis, results extraction and data
storage
Once all the above points are completed, the test campaign shall be carried out. In
doing so, proper documentation of any observed disturbance should be ensured, in
order to allow considerations on the validity of the individual tests runs.
After the completion of the tests, the part VQCs shall be measured and together
with the recorded KPVs will form the basis for the deﬁnition of the reference manu-
facturing system performance.
As stated above, the reference manufacturing system performance is expressed as
the correlation between the input PPs, in-process measured KPVs and the output
characteristics in term of VQCs. Such correlation could be obtained in one of the
following ways:
• A database (i.e. lookup table) of PPs settings and corresponding VQCs and
KPVs (a);
• A functional dependency forming analytical approximating function (b);
• Others.
In most cases, quantitative VQCs data will be in the form of a single value per
test run. In some cases, the analysis of the KPVs will not be straight forward and
signal processing and feature extraction methods established during the preceding
step of the framework during validation of the correlation between KPVs and VQCs
will have to be applied to allow the deﬁnition of an explicit correlation between PPs
and output characteristics. In general, quantitative KPVs data could be in one of the
following forms:
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• Single value for each test run (i);
• Discrete values acquired at diﬀerent instants during the test run (ii);
• Time varying sensor signal for each test run (iii).
In case (i) the generation of a database (or look up table) of input PPs and related
output VQCs and KPVs (option (a) above) is straight forward. If for each PPs com-
bination, multiple test runs have been performed, the output characteristics will be
represented by an average value and the associated standard deviation (when a suﬃ-
cient number of repetitions have been performed) or a range of variation (when only
few repetitions have been performed). Case (i) is characterized by simple treatment
also when an approximating analytical relationship is to be derived between input
PPs and related output VQCs and KPVs (option (b) above). It is in fact suﬃcient
to perform a multivariate regression analysis for each output variable, obtaining a
number of functional relationships of the type:
V QCi = f(PP1;PP2;…;PPn) (5.2)
KPVi = f(PP1;PP2;…;PPn) (5.3)
In the case (ii) and (iii) above, it is necessary to identify the important charac-
teristics of the output KPVs. This could be in the form of a simple average of the
signal during the process or the absolute variation of the signal, requiring simple data
processing, or could be in the form of more elaborate characteristics of the signal re-
quiring the application of feature extraction techniques. In either case, quantitative
measures will have to be extracted. Once these are available, the same solutions as
presented above for case (i) will be possible.
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5.6 Process validation
The overall framework introduced in this work is based on the monitoring of VQCs
and KPVs closely related to a part VQCs in order to enable in-process quality control,
prediction of undesired processing conditions, suggestions for process corrections as
well as real time adaptive processing for a large range of manufacturing processes.
Such innovations are expected to lead to virtually zero defect manufacturing.
An additional beneﬁt of the introduction of the monitoring methods is that impor-
tant information will be gathered for part, process and manufacturing system during
operation. This observation brings about the possibility to provide detailed documen-
tation of any event occurred during the processing of each individual part and thereby
oﬀers the possibility for an innovative way to implement process validation.
In fact, conventional process validation, as presented in the standards and recalled
in section 2.9 is essentially based on the assessment of process capability (see section
2.9.3) in controlled conditions through the assessment of process repeatability and
reproducibility. This normally requires that several identical parts are produced and
their quality characteristics measured after the process. Therefore, in conventional
process validation, the assessment is based on a statistical performance evaluation of
the process output, with no information on the actual processing of each speciﬁc part.
When, as happens for aerospace components, process documentation for each single
produced part is required, such documentation is normally limited to the process
parameters settings, the types and conditions of the machine tools and tools used
during the operation, the procedure and the operator. However, no information can
be supplied about the possible occurrence of detrimental events during the operation
that cannot be observed and recorded by the operator.
By introduction of process monitoring solutions, the way to implement process
validation can be radically improved. Thus the approach to process validation pre-
sented here and used in the IFaCOM project is based on the collection, processing and
presentation of part-process-system information during the processing of each single
part, as a documentation that certiﬁes to the customer that no relevant detrimental
events have occurred during its manufacturing. This means that during part process-
ing, the KPVs that have a proven correlation to the VQCs of the part, are monitored
using the sensor systems implemented. The sensor signals are recorded and processed
and relevant information concerning the critical events with respect to the VQCs
are extracted and logged. While application of artiﬁcial intelligence models can be
used to ensure that critical events are not happening so that defects are avoided, the
structured record of signiﬁcant events, complemented with information on nominal
and actual process parameters settings and part and manufacturing system status,
will constitute a certiﬁcate of the manufacturing operation that can be supplied to
the customer together with the part. This is particularly important for the aerospace
industry, where processing conditions are locked by agreement between customer and
supplier. The new sensor–enabled data driven process validation approach would al-
low a complete documentation also of those phenomena potentially occurring during
processing that have a detrimental eﬀect on part properties and functionality and
100 5 Description of the methodological approach
that, in order to be veriﬁed, require either destructive testing or expensive testing or
tests where the testing equipment and methodology is not suitable for the speciﬁc part
geometry (e.g. X-ray analysis for process induced subsurface stresses measurement in
the presence of curved or free-form surfaces and areas of limited size for examination).
The approach to process validation outlined above is based on the reliability of
the information provided by the sensor systems during operation. However, in order
to ensure such reliability, a number of issues must be addressed. Furthermore, sen-
sor signal information constitutes only a part of the relevant information for process
validation. In fact, complementary information concerning the sensors, the manufac-
turing system, the tools, the part (material, conditions, etc.) and the procedure must
be supplied to certify the quality of the individual processing operation. Therefore a
careful plan of the manufacturing operation, that takes into account all the possible
contributors to the ﬁnal part quality, needs to be drawn. Within such plan, referred
to as the ”process validation plan”, starting from the part requirements, a suitable
manufacturing system, sensor systems, tools, ﬁxtures, etc. are selected and the ac-
ceptable levels of the processed sensor signal information are derived. Furthermore
in such document the procedures for sensors and manufacturing system diagnostics,
processing, data treatment, uncertainty calculation and reporting are deﬁned. This
is the basis for a coherent plan of the manufacturing operation in focus. The method
is visually presented in a ﬂow chart in Figure 5.8 and each step of the method is
described in the following paragraphs.
5.6.1 Design phase — Process validation plan
The design phase encompasses creation of a validation plan, a summary document
stating the purpose and the methods to be used to establish the adequacy of the per-
formance of the process, equipment, systems and controls during production. These
plans create a basis for ensuring that work is carried out under controlled conditions,
but the staﬀ, equipment, materials, processes and documentation must be up to the
task before work commences.
It shall contain but not be limited to:
5.6.1.1 Requirements
Customer, functional, statutory and regulatory requirements on the product, process,
etc. have to be ﬁrst determined.
5.6.1.2 Quantitative speciﬁcations
All requirements have to be converted into quantitative (measurable) speciﬁcations.
Based on these speciﬁcations, process acceptance criteria through speciﬁed levels of
VQCs and/or KPVs shall be established.
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Figure 5.8: Method for process validation.
5.6.1.3 Design speciﬁcations
All requirements have to be considered and converted into design, conﬁguration or
process speciﬁcations. This shall include, but not be limited to:
• Process speciﬁcations
– Identify the product (the speciﬁcation reference, drawing nr., material
data);
– Identify the machine tool to be used;
– Deﬁne the methods, the process sequence and procedures to be used to
produce the product either directly or by reference to separate instructions;
– Deﬁne the environment to be maintained during production of the product
if anything other than ambient conditions;
– Deﬁne the tools, processing equipment, jigs, ﬁxtures, special tools and
other equipment required to produce the product (general purpose tools
and equipment need not be speciﬁed because staﬀ should be trained to
select the right tool for the job);
– Identify the process consumables if relevant;
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• Measurement speciﬁcations
– Determine sensors, sensor systems and measurement instruments to be
used during the operation;
– Deﬁne sensors placement and mounting procedures if not permanently
mounted;
– Deﬁne sampling characteristics, measured signal pre-processing, sensors
reset procedures and intervals, etc.;
– Deﬁne the stages (in-process or in-line) at which measurements, inspections
and tests are to be performed and the methods to be used (sampling plan,
measurement procedures);
– Provide for progress through the process steps to be recorded so that you
know what stage the product reached at any one time (recorded data with
time stamp, qualifying information, position information, etc.).
• Data analysis and measurement uncertainty assessment
– Deﬁne methods for signal treatment (drift compensation, etc.), digital sig-
nal processing methods, signal characteristics and events to be logged dur-
ing processing;
– Determine measurement data analysis (SPC, inspection records, data sheets,
etc.);
– Determine measurement uncertainty assessment procedures. The inﬂuence
of signal treatment and processing methods shall be taken into account.
Since the process validation approach is essentially based on the reliabil-
ity of the information obtained from the measurements during processing,
use of validated monitoring methods is an essential prerequisite. Detailed
procedures on measurements, data analysis and uncertainty measurements
assessment are essential to ensure such reliability.
• Veriﬁcation procedures and system diagnostics
– Deﬁne veriﬁcation procedures and system diagnostic routines for ensuring
proper functionality of the all system parts prior the operation
* Protocols –– description of the procedures;
* Reports –– results to be stored and/or included in process validation
report.
• Records
– Determine procedures and location for data storage, type of data to be
stored for long term analysis (reference manufacturing system performance,
system health, etc.) and calibration records.
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• Process validation report
– Deﬁne the format of process validation report for automatic generation (i.e.
the records needed to provide evidence that the realization processes and
resulting product meet requirements and no relevant detrimental events
have occurred during its processing)
* Veriﬁcation records (Installation Qualiﬁcation (IQ), Operation Quali-
ﬁcation (OQ) and Performance Qualiﬁcations (PQ) detailed in section
5.6.3);
* Product records (product identiﬁcation, measured VCQs);
* Process records (process parameters and measured KPVs);
* Predictions and modelling records;
* Calibrations;
* Uncertainty assessment;
* Miscellaneous relevant records.
5.6.2 System established
After completion of the design phase, the system is fully deﬁned and established
for routine production ensuring controlled process. Before the operation commences,
proper functionality of the key system parts shall be veriﬁed.
5.6.3 Veriﬁcation phase
Veriﬁcation of proper functionality of the key system parts prior the operation (part
manufacturing) shall be performed. The key system parts involve mainly hardware ––
machine tool, sensors and measurement system ensuring process monitoring and data
acquisition, etc. This shall be done by following predeﬁned veriﬁcation procedures
and/or diagnostic routines.
The veriﬁcation activities consist of 3 steps: Installation Qualiﬁcation (IQ), Oper-
ation Qualiﬁcation (OQ) and Performance Qualiﬁcation (PQ). Proceeding from one
qualiﬁcation phase to the next one requires approval of the previous phase. If any
error occurs during IQ, OQ and PQ testing, it has to be documented and resolved
before operation commences.
Each step of IQ, OQ and PQ consists of:
• Protocol;
• Report.
Protocol speciﬁes a complete description of the purpose, methodology, and accep-
tance criteria for each test, ensuring that control parameters have been established
and recorded. Report shall include results of the tests performed.
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5.6.3.1 Installation Qualiﬁcation (IQ)
• Sensors and measurement instruments to be used are at place, properly mounted
and supplied according to manufacturer’s or other speciﬁcations;
• If required, calibration according to approved procedures (standards, internal
procedures) should be ensured at planned intervals so that measurements are
traceable to national or international standards. All calibrations and detailed
control parameters must be recorded and the records securely stored to be
retrievable.
5.6.3.2 Operation Qualiﬁcation (OQ)
• Diagnostic routines to verify proper function of sensors and data acquisitions
systems to be used;
• System is veriﬁed to operate.
5.6.3.3 Performance Qualiﬁcation (PQ)
• At deﬁned periods, if applicable, measurements on calibrated or standard arti-
facts to evaluate measurement bias, measurement background noise level, etc.;
• At deﬁned periods, if applicable, periodically performed run-in stages on test
pieces to evaluate the reference machine performance and any deviations in the
equipment state (health) over time and storage of the results for long term
analysis;
• Ensure that PQ testing has been carried out by the same personnel who will
routinely check/re-verify the system or equipment performance.
Completion of the system veriﬁcation phase ensures proper functionality of all
system parts to be assured for routine production under controlled conditions.
5.6.4 Production, monitoring KPVs, VQCs and data analysis
Production phase involves part manufacturing, the use of validated process moni-
toring methods and measurements at deﬁned process stages, and data analysis in
accordance with design speciﬁcations.
5.6.5 Process validation report generation
Based on the gathered and processed sensor signals, measurement data, all relevant
part-process-system information and the actual format of the report deﬁned in the
design phase, a process validation report can automatically be generated.
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5.6.6 Manufactured part and process validation report
As an output form the process, each of the manufactured part is accompanied with
automatically generated report documenting all part-process-system relevant infor-
mation, certifying that the product meets its predetermined speciﬁcations and no
relevant detrimental events have occurred during its processing. Both can promptly
be shipped to the customer.
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Summary of part II
The proposed methodological approach for development of process monitoring solu-
tions has been presented and detailed in the second part of this work. Creation of the
methodological approach constitutes the ﬁrst main goal of this work and represents
an initial and fundamental step in establishment of intelligent manufacturing systems
towards zero defect manufacturing developed in the IFaCOM project.
Chapter 4 provides an introduction and concise description of the overall frame-
work of the approach. The approach consists of six consecutive steps, graphically
depicted in a macro–level ﬂow chart in Figure 4.2. The overall framework structure is
modular, linking inputs and outputs of individual steps (macro-level) and sub-steps
(micro-level).
Each step of the framework constitutes a sub–process accompanied by a generic
method that guides the user in a systematic way to the identiﬁcation of the key issues
during the development of monitoring systems as the initial and vital step in estab-
lishing intelligent manufacturing systems with in-process quality control capabilities
to ensure minimization of defects.
The methods are intended to be of general validity and applicable to diﬀerent
technological ﬁelds.
Chapter 5 provides a detailed description and step-by-step explanations of the six
consecutive steps of the approach, presented in related sections in this chapter.
Section 5.1 provides a method aiming at the identiﬁcation of a part Vital Quality
Characteristics (VQCs) and related Key Process Variables (KPVs) suitable for in-
process monitoring. The output of this step are tested hypotheses of KPVs for their
correlation to VQCs. This step also creates a knowledge on the expected ranges
and characteristics of the identiﬁed VQCs and KPVs, facilitating proper selection of
suitable sensor systems in the next step.
The method described in section 5.2 aims at systematic selection and characteri-
zation of suitable sensor system solutions to ensure their reliable performance for its
implementation in a manufacturing equipment.
The following step described in section 5.3 focuses on the systematic identiﬁca-
tion of the most suitable location for sensors placement. This is to ensure their
optimal performance and for minimization of the measurement uncertainty contribu-
tors introduced by the location in a cost-eﬀective way while adhering to a number of
pre-speciﬁed performance criteria and constrains.
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The preceding steps identiﬁed KPVs related to VQCs, optimal solutions for sensors
and their location in the intended manufacturing equipment. The method described in
section 5.4 aims at a systematic experimental validation of the established monitoring
solutions within actual production environment and a demanded process window.
This step is optional and should be undertaken in the case that signiﬁcant changes in
the system were made from the screening tests verifying the correlation between KPVs
and VQCs, or the conﬁdence in the found relation within a wider process parameters
window needs to be gained, etc. The output of this step veriﬁes the suitability of
the introduced monitoring solutions, providing a validated correlation of KPVs to
VQCs within investigated process window in the eﬀective working conditions on the
intended manufacturing equipment. The output thereby enables process control and
in-process quality assurance possibilities.
In section 5.5, a method for deﬁnition of the reference manufacturing system
performance, in terms of KPVs and VQCs, is given. Such information is intended to
be compiled into a knowledge database containing the reference manufacturing system
performance for the speciﬁc part-process-manufacturing system combination. Such
established database will serve in a short-term for monitoring of process deviations as
an input to an intelligent closed loop control systems and in a long-term for improved
and documented process knowledge, process planning, prediction and modelling of
process capabilities.
Finally, section 5.6 describes a method for sensor-enabled data driven process vali-
dation. This is based on collection, processing and presentation of the acquired KPVs
and VQCs (representing the part-process-manufacturing system) during the process-
ing of each single part. The output is a documentation of relevant information that
certiﬁes to the customer that the product meets its predetermined speciﬁcations and
no relevant and potentially detrimental events have occurred during its processing.
Part III
Application of the approach to
Robot Assisted Polishing

CHAPTER 6
Robot Assisted Polishing
6.1 Introduction
Robot Assisted Polishing (RAP) system developed by the Danish company STRE-
CON A/S, is intended for automatic polishing of functional surfaces on tools and
machine components. The system is under continuous development, currently avail-
able on the market as the industrial version RAP – 225 machine tool (see Figure
6.1).
The system is capable of polishing inner and outer 2D axisymmetric rotational, ﬂat
and simpliﬁed 3D part geometries. It allows polishing outer workpiece geometries up
to 300 mm in diameter 200 mm long and inner geometries down to 8 mm in diameter
and 150 mm in depth. An example of typical part geometries such as punches, cold
and hot forging dies, sleeves etc. polished by the RAP are shown in Figure 6.1.
Figure 6.1: Strecon’s Robot Assisted Polishing RAP— 225 machine tool (left); typical
die and punch geometries polished by the RAP (right).
The RAP machine consists of a part holding spindle and a polishing module with
controlled contact force held by an industrial robot ABB IRB 140, providing for
spatial movements in the machine workspace. The spindle, driven by a direct–drive
servomotor, provides either for rotation of an axisymmetric part or indexing of a
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stationary part. The polishing module with air–pressure controlled contact force
provides either:
• Oscillating (reciprocating) linear tool movement (Figure 6.2 left);
• Rotating tool movement (Figure 6.2 right).
The programmable process parameters, such as the main spindle speed, the os-
cillation frequency and amplitude for oscillating action, the polishing tool rotational
speed and the angle of approach for rotating action, as well as the robot feed rate
determine the main polishing process movements.
Figure 6.2: Polishing module providing oscillating linear tool movement (left); polish-
ing module providing rotating tool movement (right).
Control over the main process movements provides several advantages compared
to manual polishing, resulting in higher process repeatability, elimination of the
stochastic nature of manual polishing and high ﬂexibility in manufacture of tailored
surface textures (directional texture, multifunctional surfaces with lubricant reten-
tion properties, etc.). Deliberate directionality of the polished surface texture can be
achieved by combination of the polishing process parameters and thereby the resulting
relative process movements between the abrasive and work piece surface [129]. Appli-
cation of the RAP to another preceding surface ﬁnishing process also enables for high
ﬂexibility in creating of functional surfaces. In [130, 131, 132, 133, 134, 135, 136, 137],
so called turned multifunctional surfaces intended for carrying high loads as well as
providing lubrication were studied. These surfaces are produced by a two step pro-
cess, where hard turning creates a periodic surface pattern that will constitute the
lubricant channels, followed by the RAP to smooth the tops of the cusps to obtain a
well–deﬁned bearing area to carry high loads.
The RAP is able to bring various types of pre–existing surface topographies such
as turned, ground, milled and EDM machined on hard and soft materials from a
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roughness level of Ra 0.2 – 3.0 m, down to a mirror or mirror–like surface with a
roughness level less than Ra 10 nm [138]. All the standard polishing abrasive media
ranging from coarse stones down to ﬁne diamond grit pastes on various carriers made
of brass, wood or felt can be used in the RAP.
6.2 Initial status of process monitoring and control in the
RAP
The current version of RAP – 225 machine does not include any sensor based feedback
on the progress of the polishing process. The RAP machine is used to take over
the tedious repetitive polishing work usually performed manually, with the process
monitoring and control relying on sensing, expertise and decisions of a skilled operator.
Therefore the same process steps as those performed during manual polishing has to
be carried out during RAP polishing. The typical phases of a polishing operation in
RAP with necessary interactions of an expert operator are graphically depicted in
the process ﬂow chart in Figure 6.3.
The basic process phases can be summarized as:
• Process planning and setup;
• Execution of a deﬁned polishing step (i);
• Surface cleaning and visual assessment of the polished surface by an expert and
by using measurement equipment, if desired;
• Based upon the assessment either:
– Rework in case of the presence of surface defect or scrap the part if remedy
by rework is insuﬃcient;
– Continue with the current polishing step if scratches were not entirely
removed;
– Change to the next polishing step with ﬁner abrasive, if needed;
– Consider the part completed;
Process planning and setup (phase 1 in Figure 6.3) requires expertise and process
knowledge of an operator and/or a process engineer. Depending on various factors
such as material, hardness and surface texture from the preceding manufacturing
operation of an incoming part to be polished, process setting, polishing program and
polishing tools are deﬁned. This is followed by execution of the deﬁned polishing
program (polishing step i, phase 2 in Figure 6.3), where a generic part is normally
polished in a number of discrete polishing steps using increasingly ﬁner abrasives
(i = i + n in Figure 6.3). Due to the lack of feedback from sensors, the process
requires multiple interactions of the operator at this stage. Change to a ﬁner abrasive
is a particularly critical and time consuming step, since it requires interruption of
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Figure 6.3: Typical RAP process ﬂow chart.
the process, proper surface cleaning and inspection (phase 3 in Figure 6.3) of the
polished surface that may necessitate removal of the part from the machine tool.
Inspection mostly involves visual inspection by a skilled craftsman to assess the quality
of polished surface, presence of surface defects and to verify that all surface marks from
preceding machining operations were removed. Additionally, if desired, roughness
measurements are made using stylus based tools, and/or CMM measurements of the
part geometry to asses adherence to given speciﬁcations.
Duration of the polishing process ranges from a few minutes for small non-complex
parts with low surface ﬁnish requirements performed with a single abrasive media, to
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several hours for hard materials being polished with a number of ﬁner abrasives down
to ﬁne surface ﬁnish with glossy appearance such as less than Ra 10 nm. Processing
time is thus largely dependent on the number of polishing steps required, increasing
greatly for multiple polishing steps, as each change between polishing steps requires
repeated veriﬁcation involving proper cleaning of the part surface, inspection and
change of the abrasive media.
6.3 Problem identiﬁcation
Since STRECON is not running polishing production, but developing and commer-
cializing the RAP system, the source of quantitative data for analysis of the source for
non-conformities and opportunities for process improvement is very limited. However,
based on ﬁeld data from customers, STRECON has summarized the largest fraction
of non-conformities resulting from the polishing process (depending on the customer
case) to be generally due to:
1. Achieving unsatisfactory surface roughness (too rough) ) rework if enough
material allowance is available, otherwise part scrap;
2. Removing too much material to adhere to given speciﬁcations ) part scrap;
3. Unsatisfactory gloss of the polished surface even though the surface roughness
requirements were adhered (plastic moulding parts)) rework if enough material
allowance is available, otherwise part scrap.
The identiﬁcation of the root-cause of the above listed largest fraction of non-
conformities experienced by the RAP users has been achieved by systematic applica-
tion of the ﬁrst method for identiﬁcation of VQCs and KPVs, described in section 5.1.
The process of identiﬁcation required considerable eﬀort and multiple interactions
with the company representatives and process experts to arrive to a clear problem
deﬁnition, attainable in this project. As described in the method, devoting of con-
siderable resources and eﬀorts in this step is crucial to the whole project, since the
problem deﬁnition will serve for deﬁnition of the scope for improvement eﬀorts. Am-
biguity and failure to deﬁne a clear problem may lead to frustration and waste of
resources during the whole project duration.
As discussed in the above paragraphs and shown in the RAP process ﬂow chart in
Figure 6.3, a typical RAP process consists of a series of discrete polishing steps using
ﬁner abrasive media (see also Figure 6.4). At present, a skilled polisher evaluates
the surface quality as he performs the polishing process steps. Since there is no
sensor based information on the process progress, determination of the right moment
for change of the abrasive media when further polishing is insuﬃcient to produce
better surface ﬁnish is fully dependent on decision of the operator. This is a critical
issue since such decision is subjective, vastly depending on the operator, his sensing
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capabilities and a combination of a vast number of process variables. Such optimal
moment for change of abrasive media is graphically depicted in Figure 6.4.
If a speciﬁc abrasive grit size is used for too short time, residual marks from the
previous operation are not entirely removed and subsequent smaller abrasive grains
in the following polishing steps will not remove these marks — root-cause of the 1st
source of the non-conformities.
On the other hand, unnecessary long usage of a single abrasive media is no longer
improving the surface roughness, resulting in unnecessary increase of the process
time and associated costs. Moreover, it can lead to an excessive material removal
beyond the required tolerance limits and poses a risk of generating defects due to
over polishing (deterioration of surface roughness) and local overheating (orange peel,
etc.) — root-cause of the 2nd source of the non-conformities.
Figure 6.4: Two discrete steps of a typical sequential RAP process showing the optimal
time for change of the polishing abrasive media.
Generally speaking, under stable and controlled conditions, the RAP process is
repeatable. However,uncontrolled and unforeseen variations in a large number of
process variables (e.g. incoming work material, variations in part geometry causing
run out, abrasives) inherently cause variation in the process state and resulting quality
of a polished part. Such variables may signiﬁcantly vary during the process (diﬃcult
to observe by the operator) or with process repetition or they are not controlled at
all by the operator. To ensure desired quality result, the most important variables
aﬀecting the quality have to be identiﬁed and monitored during the process run time
to ensure minimization of defects.
The last 3th fraction of non-conformities is due to the lack of quantiﬁcation of
surface appearance properties, even though speciﬁed roughness requirements are ad-
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hered to.
The identiﬁed problems for process improvements are therefore:
1. Determination of the right moment of the change of abrasive media
between polishing steps (process End Point Detection — EPD;
2. Process state monitoring to ensure minimization of defects;
3. Quantiﬁcation of surface appearance (gloss);
6.4 Deﬁnition of scope for the RAP process improvement
To limit the scope and to ensure feasibility of the work to be done within the given
time frame, it was decided to focus on development of solutions suited for:
• The RAP setup using polishing module with oscillating linear tool movement;
• Rotationally symmetric part geometries, as the most representative of the RAP
application sector.
Successful results are then expected to be exploitable to other part geometries
(ﬂat and free-form) and the RAP setup utilizing polishing module with rotating tools.
The scope of the work is thereby to develop process monitoring and quality control
solutions in order to:
S1 Establish a robust method for in-process EPD (i.e.determination of the
right moment for changing to ﬁner abrasive between polishing steps);
S2 Enable process state monitoring for recognition of process anomalies
and malfunctions to minimize defects;
S3 Introduce a method for quantiﬁcation of surface gloss suitable for im-
plementation in the RAP machine;
The deﬁned scopes are expected to enable the realization of the beneﬁts of the au-
tomated RAP process, providing better repeatability, predictability, defect avoidance
and more consistent manufacturing towards zero defect manufacturing.
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EDP resulting in an automatic process stop and/or changing to a ﬁner abrasive
media to proceed to the next step of the polishing sequence is expected to provide:
• Signiﬁcant reduction in the cycle time of the polishing job;
• Avoidance of under–polishing (residual scratches) and over–polishing (excessive
material removal) and thereby maintaining given surface ﬁnish and geometrical
speciﬁcations;
• Flexibility to cope with greater variations in numerous process variables. This is
an important aspect since considerably large deviations in initial surface rough-
ness among identical parts in batch processing have been experienced by STRE-
CON from preceding manufacturing operations (e.g. surface deterioration due
to tool wear in hard turning), where repeated polishing process with ﬁxed pro-
cess parameters is insuﬃcient to cope with such variations.
Introduction of in-process monitoring solutions is also expected to provide for:
• Recognition of unstable process conditions, process and system malfunctions,
thereby providing the possibility for timely remedy actions to minimize occur-
rence of defects;
• Establishing a database, allowing for long term improvements in the process
planning stage, eﬀectively reducing the amount of trial runs to optimize the
process performance and associated costs;
• Enhanced process understanding and possibilities for further process improve-
ments in continuous quality improvement manner.
The sensor-enabled information on each part processing and quantiﬁcation of so far
qualitative and subjective visual inspection of polished surfaces will thereby provide
signiﬁcant source of information for enhanced quality assurance.
CHAPTER 7
Deﬁnition of monitoring
solutions
7.1 Identiﬁcation of Vital Quality Characteristics (VQCs)
and corresponding Key Process Variables (KPVs)
suitable for monitoring
Once the problem and the scope have been deﬁned for improvements eﬀorts, a thor-
ough analysis of all available information on the process and problem in focus needs
to be performed.
To achieve the set goals of in-process EPD (S1 among the scopes deﬁned in section
6.4), process state monitoring (S2) and on the machine (or in-line) characterization
of the generated surface quality (S3), the truly important and measurable VQCs have
to be identiﬁed.
If it is not possible to measure these VQCs directly during the process, the process
and all the relevant variables have to be mapped to identify KPVs that are (i) directly
correlated to the VQCs and (ii) observable during the process run time to ensure in-
process quality control and minimization of defects.
To map the process important variables and their interactions aﬀecting the work
result in terms of VQCs, it is advantageous to view the RAP process from a system
point of view. The tribosystem has been previously introduced in detail in section 3.3
and graphically depicted in Figure 3.1, with important inputs and outputs of abrasive
machining processes shown in Figure 3.2.
Following the example of a schematic overview of the variables in metal cutting
given previously in Figure 4.1, Figure 7.1 depicts the system representation of the
RAP process. Such representation provides a schematic overview of the variables
involved in the RAP process, classiﬁed into independent process variables, dependent
process variables, and process performance criteria in terms of part quality charac-
teristics. Based on these three groups, analysis based on brainstorming and logical
reasoning is performed to identify VQCs and possibly elated and observable KPVs
suitable for in-process monitoring in the following paragraphs.
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Figure 7.1: Schematic overview of variables in the RAP process.
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7.1.1 Identiﬁcation of VQCs
The resulting product quality constitutes a direct measure of the process performance.
Polished product quality characteristics involve surface texture, gloss (appearance),
surface defects (scratches, holes, pitting, orange peeling, etc.) and geometrical and
dimensional accuracy.
Considering surface texture (comprising surface lay, surface roughness and wavi-
ness), surface roughness is the most widespread variable for indication of the quality
of a product to the customer and it is thus considered to be the ﬁrst VQC. The most
common surface roughness parameter is the arithmetic mean value Ra in case of 2D
topography and Sa in 3D areal topography measurements. Due to the coarse polish-
ing environment and high precision of roughness measurement required in tools for
plastic moulding (normally between 40 and 10 nm Ra), it may be too expensive and
impractical to implement a suﬃcient measurement solution in the RAP machine. To
ensure in-process EPD, the most eﬀective and economic solution would be to monitor
the magnitude of relative variation in surface roughness over polishing time
during the process. Any kind of in-process measurement (indirect or direct) of the
relative variation of roughness can be used as an indication of the progress of the
process. Absolute and traceable surface roughness measurement is then preferable to
be performed outside the RAP machine.
Gloss of the surface plays an important role in manufacture of plastic moulds with
high requirements, since the mould surface is directly reﬂected in plastic components
during the moulding process. STRECON has experienced that even though the speci-
ﬁed surface roughness of the mould polished was reached, the polished surface was not
accepted due to insuﬃcient gloss (parts of the surface having a ”blurry” appearance).
At present this is usually only assessed by the polishing operator. It is the goal of
this work to establish automated means for quantiﬁcation of surface gloss to minimize
errors and customer complaints caused by the subjective assessment of the operator.
Gloss is therefore considered the second VQC. Since gloss is reached in the last ﬁnest
polishing step, it is not necessary to measure gloss in-process. Implementation of an
in-line (on the machine) measurement solution performed during auxiliary times is
preferable for process eﬃciency.
Small surface defects and imperfections such as residual scratches, holes created
by pull-out of material inclusions and orange peeling are of signiﬁcant importance
in tooling for plastic moulding. In tooling for cold and hot forming, they are of
much lower importance. On the other hand, defects caused by process anomalies
and malfunctions (e.g. non-uniform material removal due to workpiece run-out and
system misalignments, damage or clogging of bonded abrasive) may cause severe sur-
face defects. Surface defects are therefore considered the third VQC. In-process
monitoring and recognition of defect occurrence is advantageous to ensure avoidance
of defect propagation and minimization of defective parts. However, in-process recog-
nition of small surface defects may be a diﬃcult task of little importance in tooling
for cold and hot forming. Moreover, small defects are usually repairable by rework if
there is suﬃcient material allowance. It is therefore necessary to distinguish between
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the need of:
• In-process recognition of the process malfunctions causing severe defects;
• In-line veriﬁcation of presence of small surface defects to indicate the need of a
remedy action after process step completion.
The in-line recognition of presence of surface defects after process step completion,
that may not be observable by in-process measurements, is considered beneﬁcial to
indicate the need of a remedy action. This will enable to avoid further successive
polishing steps that may propagate the defects and to avoid waste of processing time,
since the ﬁner abrasives in successive polishing steps will not be able to remove such
defects.
Geometrical and dimensional tolerances of tens of micrometers may be required in
tooling for forging and plastic moulding. Nevertheless, in-process or in-line geomet-
rical measurements of such precision would be expensive and impractical due to the
coarse environment in the polishing machine, where vibrations can not be avoided.
Therefore an oﬀ-line validation is preferable. The geometrical tolerances of a part
entering the polishing process are veriﬁed prior to the process. Ensuring the mini-
mum necessary material removal during polishing operation would provide a more
controllable and cost-eﬃcient way to adhere to the given geometrical requirements.
The minimum necessary material removal and at the same time the minimum neces-
sary time of the process when improving surface quality is expected to be obtained
by the EPD based on monitoring of the relative progress in surface roughness during
the process.
For clarity, the identiﬁed VQCs in relation to the scopes deﬁned in section 6.4
of this work and proposed implementation are summarized in Table 7.1. The in-line
measurements of surface gloss and for recognition of small surface defects require
selection of direct measurement technique suitable for implementation in RAP, and
the selection is addressed in section 7.3. The indirect in-process monitoring of rel-
ative variation of surface roughness for EPD and process state monitoring requires
identiﬁcation of related KPVs and it is addressed in the following section 7.1.2.
Table 7.1: Identiﬁed VQCs in relation to the scopes deﬁned in section 6.4 and proposed
implementation
Scope Identiﬁed VQC Implementation
(S1) EPD
Surface roughness In-process
(relative variation)
Small surface defects In-line
(S2) Process state Severe defects In-process
(S3) Gloss Surface gloss In-line
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7.1.2 Identiﬁcation of in-process measurable KPVs related to the
identiﬁed VQCs
Identiﬁcation of the VQCs in the above paragraph gave rise to the need of in-process
QC. For the sake of robust and cost eﬃcient EPD (S1) as well as for the timely
recognition of process anomalies to minimize defects (S2), it is necessary to
establish indirect monitoring methods. This inevitably requires identiﬁcation of Key
Process Variables (KPVs) that are (i) directly related to VQCs and (ii) observable
in a robust and cost eﬃcient way in-process. In-process QC can then be achieved
through monitoring of KPVs.
Characteristic of KPVs is that they are dependent process variables that may
change with process repetition or within a short period of time during the process
and they are directly related to part quality (VQCs). Unlike the independent process
variables, which are typically set prior the process, dependent process variables are
of great importance for process monitoring. Any deviation in independent process
variables (e.g. local deviations in work material properties or surface texture) will
inherently cause variation in dependent process variables (contact conditions, etc.)
and resulting product quality (VQCs). Although a number of independent process
variables such as the dynamic behaviour and precision of the RAP machine may have
signiﬁcant impact on the product quality, monitoring of these variables is out the
scope of this project to attain the set goals. However, they will betaken into account
in the planning phase of the polishing process as a necessary perquisite during the
project. Therefore, the identiﬁcation of KPVs is focused on the analysis of the depen-
dent process variables in RAP.
Monitoring contact conditions in the working interface between the abrasive tool
and workpiece surface as well as the time factors are important dependent variables,
however, they are very diﬃcult for in-process observation.
Process phenomena, on the other hand, are directly reﬂecting all changes of the
complex system of variables involved (e.g. contact conditions, the time factors) and
are more easily observable, providing cost-eﬃcient possibility for in-process monitor-
ing. As previously discussed in section 3.5.2, Acoustic Emission (AE), forces and
power are widely recognized as the most important process variables for process mon-
itoring in abrasive machining processes.
AE has been shown (see section 3.5.2) to be correlated with material removal
rate (MRR) in abrasive machining processes and it is widely used for process control
in CMP. Moreover, the high frequency AE signal characteristics well above the fre-
quencies characteristics of the RAP system (e.g. spindle speed, oscillation frequency),
resulting in higher signal to noise ratio and increased observation sensitivity, makes
monitoring of AE potentially a good solution. Lazarev [139] has previously studied
applicability of AE sensing for monitoring and control in the RAP. The work has
demonstrated the suitability of AE sensing solution, however, it has never led to
industrialization. By selection of better suitable equipment, it is expected that AE
monitoring can be used for in-direct monitoring of surface roughness generation for
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in-process EPD in RAP. Moreover, thanks to the fast response of AE measurements,
the method is expected to be suitable for process state monitoring, providing timely
recognition of process malfunctions (S2). Acoustic Emission is therefore considered
the ﬁrst KPV.
Monitoring of friction forces is expected to be beneﬁcial for in-process observation
of the tribological condition in the working interface of the RAP process providing
information on the state of workpiece surface roughness. Such information is useful to
infer the relative development in surface roughness during polishing and considered
suitable for the in-process EPD (S1). Thanks to the fast signal response time of
force monitoring solutions, force monitoring is also expected to provide necessary
information for recognition of process anomalies and malfunctions to minimize defects
(S2). Friction forces are therefore considered the second KPV.
Monitoring of power is cost-eﬃcient (generally cheaper than AE and force mea-
surements), easily observable and non-intrusive to the process thanks to the sensor
placement outside the working space. This can provide valuable insight into the
overall energy characteristics of the polishing process, which may be suﬃcient for
in-process EPD (S1). In the RAP machine there are typically two motors provid-
ing mechanical energy for the polishing process, a part holding spindle servo motor
and a small servo motor in the polishing module providing oscillating tool movement.
Monitoring the power consumption of the part holding spindle driving large bear-
ings and numerous sealings is considered insuﬃcient as the fraction related to the
tool-workpiece interaction is very small. Such solution is also not valid for polishing
stationary workpiece geometries. Power consumption of the motor in the polishing
module providing oscillation tool movement is therefore considered the third KPV.
There are many other variables that may be of importance. For instance tem-
perature. Only a fraction of the overall measured power may constitute the energy
spent for material removal, part of the input energy may be transformed into heat
and other dissipative sources. Temperature can be an important parameter when
using the module with rotating polishing tool, combining higher forces and higher
velocities during polishing, compared to the module with oscillating tool. This can
result in local surface damage known as orange peeling. However, the module using
rotating polishing tools is not in focus within this project. Since the module with
oscillating polishing tools results in greatly smaller relative velocity between the pol-
ishing tool and polished surface, temperature is not considered an important variable.
For clarity, a summary of the monitoring scopes, identiﬁed VQCs, type of monitor-
ing and identiﬁed KPVs in case of indirect monitoring of VQCs is given in Table 7.2.
The validity of the identiﬁed ”hypotheses” of KPVs requires experimental veriﬁcation.
In this concern, screening experimental tests have been performed and are described
in the following section 7.2.
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Table 7.2: A summary of the monitoring scopes from section 6.4, identiﬁed VQCs,
type of monitoring and identiﬁed KPVs in case of indirect monitoring of VQCs
Scope VQCs Monitoring KPVs
(S1) EPD
Surface roughness Indirect, in-process Forces, AE, Power(relative variation)
Surface defects Direct, in-line
(S2) Process state Severe defects Indirect, in-process Forces, AE, Power
(S3) Gloss Surface gloss Direct, in-line
7.2 Screening tests for veriﬁcation of the correlation
between VQCs and KPVs
Prior to the selection and purchase of dedicated sensors and measurement systems,
screening experimental tests were performed with available equipment suitable for
the given measurement tasks in order to:
• Experimentally verify the existence of a correlation between the identiﬁed KPVs
observable in-process and VQCs for indirect in-process QC (i.e. correlation
between AE, friction forces and motor power (KPVs) with relative change in
surface roughness (VQC));
• Gain knowledge on expected signal ranges, characteristics and sensing require-
ments to facilitate proper selection of suitable instrumentation for implementa-
tion in the RAP.
Since STRECON is not running polishing production, there has only been limited
process knowledge available, mostly in the form of knowledge of skilled craftsmen
with little quantitative data available. This especially applies to the case of the iden-
tiﬁed KPVs not measured a priori. As previously mentioned, only AE was previously
investigated by Lazarev [139] in stone polishing of rotating workpieces, but has never
led to industrialization. From the performed experimental investigations and gained
experience, there had been only very limited understanding of dependency between
the polishing process parameters and the resulting surface ﬁnish, representing a com-
plex dependency involving a large number of uncontrollable variables. General rule,
following the main parameters in Preston equation 3.1, is that the more speed and
applied pressure during polishing, the more material removal occurs.
When planning screening tests to gain knowledge on the KPVs ranges and char-
acteristics during the RAP process, it is necessary to map the extreme cases of the
process from the energy point of view. Such two cases are represented by the process
conﬁgurations with:
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• Rotating workpiece (higher energy due to higher relative velocity with three
process movements: spindle speed (dominant), oscillation, robot feed rate —
see Figure 7.2 right);
• Stationary workpiece (lower energy due to lower relative velocity with two
process movements: oscillation, robot feed rate — see Figure 7.2 left);
Figure 7.2: Schematics of process movements in polishing stationary surfaces (left)
and rotating surfaces (right).
To demonstrate the relative signiﬁcance of the involved process movements in the
two process conﬁgurations, an example of diﬀerent speed components taking place in a
typical RAP process is given in equations 7.1, 7.2 and the range of the robot feed rate
given in Table 7.3. The calculations in equations 7.1, 7.2 consider the middle range of
the RAP operational process parameters listed in Table 7.3 and a rotational symmetric
sample of 40 mm in diameter as representative of typical polishing conditions.
vrot = Dn =   0:040 m  500 rpm = 62:8 m/min (7.1)
vosc;avg = 2Afosc = 2  0:001 m  2500 1/min = 5 m/min (7.2)
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where: vrot = peripheral speed of the workpiece during rotation, vosc;avg = average
oscillation speed, D = workpiece diameter, n = spindle speed, A = amplitude of
oscillation, fosc = oscillation frequency.
Table 7.3: RAP – 225 operational range
Process parameter Symbol Unit Range
Contact force Fz N 1–30
Oscillation frequency fosc 1/min 0 – 5000
Amplitude of oscillation A mm 0.5–1.5
Spindle speed n rpm 0–1000
Robot feed rate vf m/min 0.006–0.6
From the calculated and listed values of the process speed vectors, the dominance
of the peripheral speed of rotating workpieces is apparent. Thus it is apparent that the
RAP conﬁguration with rotating workpieces involves signiﬁcantly more power in the
working zone. Thus it is expected that AE, forces and power signals will be stronger
(higher signal to noise ratio) and thus easier to measure. On the other hand, signal
magnitudes representative of the RAP conﬁguration with stationary workpieces will
inevitably be much lower, susceptible to low signal to noise ratio, due to the absence
of the dominant velocity component from the workpiece rotation (vrot).
Other important factors aﬀecting the amount of energy involved in the process
are the type of abrasive and contact pressure applied between the abrasive and work
surface. Higher polishing energy can be expected in polishing using coarse polishing
stones in combination with high contact pressure, typical of initial polishing steps
to quickly remove rough surface topography from the preceding machining operation
(e.g. turning, milling). On the contrary, ﬁne polishing steps using loose abrasive in
form of polishing slurry, soft conformable carrier materials and low contact pressure
to reach specular surfaces yield the lowest polishing energy.
To map the extremity of the process conﬁgurations, screening tests were therefore
performed for:
• Coarse stone polishing of rotating workpieces (max. energy ) max. signal
levels);
• Fine polishing of ﬂat stationary workpieces (min. energy ) min. signal levels).
The two process conﬁgurations present fundamental diﬀerences from the process
point of view as well as from the monitoring point of view, especially due to the sensor
placement limitations. The stationary workpiece conﬁguration allows placement of an
AE sensor on the workpiece close to the signal generation area and force monitoring
by mounting the workpiece on a dynamometer platform. On the contrary, placement
of wired sensors directly on the rotating workpiece is not possible in the rotating part
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process conﬁguration. Such conﬁguration poses great limitations on possible sensing
solutions in case of AE and friction forces. Measurements of power consumption in
the polishing oscillation module does not pose such problems, since such measurement
technique does not require sensor placement in the process working space.
In order to perform experimental tests for validation of the selected sensing solu-
tions, a test rig featuring the RAP setup was built at the author’s institution.
In the following related sections, description of the screening tests in coarse polish-
ing of rotating workpieces on the RAP is given ﬁrst. This is followed by the realization
of a polishing test rig and problems solving, and ﬁnally observations from screening
tests in ﬁne polishing of ﬂat stationary workpieces are given. The gained knowledge
then constitutes the necessary background to facilitate proper selection of sensors
suitable for implementation in the RAP.
7.2.1 Coarse stone polishing of rotating workpieces
In this section, the initial screening tests in coarse stone polishing of rotating work-
pieces in the RAP are described. The scope is limited to measurements of AE (KPV
hypothesis) to verify its suitability for indirect mean of in-process quality monitoring.
Other KPVs hypotheses, forces and power, were not measured due to the infeasibility
of placing wired force sensor directly on the rotating part and unavailability of suit-
able sensors at the initial stage of the project. However, considering the high energy
involved in such process conﬁguration, related signal quantities were expected of mag-
nitudes posing no signiﬁcant problem for acquisition and requirements for selection
of suitable sensors can be estimated with reasonable accuracy.
7.2.1.1 Methodology
To assess the suitability of AE measurements (KPV) for in-process monitoring of
the surface roughness progression (VQC) during the RAP of rotating workpieces, an
AE sensor was placed on an oscillating polishing arm in contact with the polishing
bonded abrasive. The polishing task was split into ﬁve intervals and surface roughness
measurements were performed after each interval, as schematically depicted on a
typical asymptotic trend in surface roughness during polishing in Figure 7.3. With
suitable AE signal processing, this makes it possible to evaluate a possible correlation
between the acquired AE signal and the measured progression in polished surface
roughness in the given process setup.
7.2.1.2 Experimental setup
Experiments were performed on the RAP machine using a polishing module with
oscillating polishing movement (see Figure 6.2 left). Polishing was carried out on a
cylindrical test-piece made of Vanadis 4E from Uddeholm that was equally divided
into seven separated bands, ensuring a clear separation of diﬀerent polishing bands
(see Figure 7.4 right). The initial surface of the test-pieces was turned to a roughness
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Figure 7.3: A typical asymptotic trend in surface roughness during polishing with
indication on the ﬁve polishing intervals (t1 t5), where Ri = initial surface roughness
and Rf = ﬁnal achievable surface roughness.
of Ra = 3.1 m. A silicon carbide stone of grit size 600 was used as the abrasive
media. The experimental setup is shown in Figure 7.4 (left) and the main process
movements with indication of an AE sensor placement in the setup are depicted in
Figure 7.4(right).
Figure 7.4: Experimental setup (left) and indication of AE sensor placement with the
main process movements (right).
Due to the attenuation of AE waves with travelling distance within materials, an
AE sensor must be placed as close as possible to the signal source to enhance the
signal to noise ratio. The AE sensor was therefore attached directly on the polishing
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tool holder in direct contact with the polishing abrasive, using liquid–coupling (silicon
grease) between the contact surfaces to obtain a good transmission of the acoustic
waves.
The data acquisition system used is schematically depicted in Figure 7.5. It con-
sisted of a piezoelectric AE sensor R15 from Physical Acoustics Corporation (PAC)
connected to an analogue signal pre-ampliﬁer with built-in band-pass ﬁltering in the
range of 20 kHz to 1.2 MHz using 20 dB signal gain. The ampliﬁed signal output
was directly connected, via coaxial cable, to a multifunction data acquisition board
(DAQ) NI USB-6251 with a sampling frequency of 1 MHz and 16-bit resolution. The
high sampling frequency of 1 MHz was chosen in order to ensure suppression of signal
aliasing and possible attenuation of signal amplitude due to any high frequencies that
were present. A delay of 2 seconds was set during segmentation of the measured data
between data acquisition from a DAQ’s buﬀer and triggering a new measurement.
This provided a reduced amount of data while ensuring it suﬃcient for data post
processing.
Surface roughness measurements were conducted by a stylus proﬁlometer MAHR
Surftest SJ-210, equipped with a skid pick-up and a 2 µm radius tip, in accordance
with ISO 3274. The instrument was previously calibrated with an available calibration
certiﬁcate.
Figure 7.5: AE data acquisition system chain.
7.2.1.3 Experimental procedure
Polishing was conducted in ﬁve intervals of 4, 8, 20, 30, and 40 passes on diﬀerent
polishing bands (surfaces) of the test-piece shown in Figure 7.4 (right) with the in-
process AE measurements. In the present setup, one polishing pass represents 12
mm unidirectional axial travel of the polishing bonded abrasive along the whole pol-
ished band. Each of the polishing intervals consisted of a number of repeated axial
movements, described by the number of polishing passes (2 passes = 2 unidirectional
movements, 1 forth and 1 back). Polishing parameters used during the tests were:
10 N contact force, 300 rpm spindle speed, 1 mm/s robot feed rate, tool oscillation
frequency of 3000 min 1 and 1 mm oscillation amplitude.
Surface ﬁnish of the polished surfaces was measured and evaluated in terms of
the arithmetic mean roughness Ra with 3 measurement repetitions on each resulting
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surface. An evaluation length of 4 mm, cut-oﬀ wavelengths s = 0.25 m and c =
0.8 mm were used for proﬁle ﬁltering in accordance with ISO 4288.
7.2.1.4 Results and discussion
Surface roughness: The measured surface roughness Ra after 4, 8, 20, 30, and 40
passes of the polishing process is shown in Figure 7.6, where the asymptotic trend
is approximated by linear ﬁtting between the individual measurements. The evolu-
tion of surface topography during polishing is depicted in Figure 7.7, exerting clear
smoothing of the surface scallops with increased number of polishing passes. Based
on the measurements results, it is obvious that there was no improvement in surface
roughness after approximately 30 polishing passes, indicating the optimal time to
stop the process.
Figure 7.6: Measured surface roughness (Ra) after 4, 8, 20, 30 and 40 polishing
passes with the variability range representing the expanded combined uncertainty of
the measurements U.
Uncertainty assessment of the roughness measurements: Uncertainty of
the surface roughness measurements was calculated in accordance to the the GUM
method [120], using the equation 7.3.
U(k=2) = k
q
u2ins + u
2
s (7.3)
Where:
• U = expanded combined uncertainty of surface roughness measurements
• k = coverage factor, where k = 2 corresponds to a conﬁdence level of approxi-
mately 95%)
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Figure 7.7: Evolution of surface topography during 40 polishing passes.
• uins = standard uncertainty of the instrument, taking into account the uncer-
tainty from calibration of the instrument using a calibrated roughness standard,
the uncertainty due to the measurement repeatability of the instrument and the
uncertainty due to the background noise
• us = standard uncertainty caused by local variations in the roughness of the
surface measured at diﬀerent locations; us = STD/
p
n, where n is the number
of reproduced measurements on each measured surface with the experimental
standard deviation STD.
Considering that only three measurements were made on each polished surface,
the standard uncertainty component us was expanded by the coverage factor k =
4.53 based on the Student’s t-distribution for  = 2 degrees of freedom and deﬁnes an
interval estimated to have a level of conﬁdence of approximately 95%. The resulting
measurement uncertainty is depicted as the variability range in Figure 7.6, constitut-
ing 17% of the lowest measured surface roughness. The observed asymptotic trend
from the measured surface roughness was therefore found robust.
AE measurements: A representative AE signal acquired during the 40 passes of
the polishing process (shown in Figure 7.8 left) contains the sum of the physical phe-
nomena reﬂecting the polishing process itself, process characteristics, machine tool
behaviour, wear of the abrasive, sensor characteristics, noise, etc. In order to pro-
vide a robust source for process control by means of AE measurements, the signal
must be converted into a meaningful representation reﬂecting all contributors con-
tained in the signal. Such a representation may reveal sources of signal distortion,
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which can be suppressed by utilizing additional signal processing tools (e.g. ﬁltering
out possible residual DC noise causing signal drift, high frequency electrical noise).
The AE signal acquired during the polishing process represents a stochastic (non-
deterministic) signal, determined both by the predictable actions of the process and
by random contributions, having indeterminacy in its future evolution. The signal is
of a non-stationary (aperiodic) nature, meaning that parameters such as the mean
and variance change over time or position. Spectral (or frequency) analysis by a Fast
Fourier Transform (FFT) showing important frequencies contained in the acquired
AE signal is depicted in Figure 7.8 right. From the spectral analysis of the signal,
three major frequency peaks around 20, 45 and 150 kHz can be distinguished. These
three frequency bands were found to be constant signal characteristics of all the ﬁve
polishing steps with diﬀerent number of passes.
Figure 7.8: Concatenated raw AE signal during 40 polishing passes: in time domain
(left), in frequency domain using FFT (right).
To gain a better understanding and in order to determine the frequency phase
content of these local sections of a signal as it changes over time, a spectrogram using
Short Time Fourier Transform (STFT) was applied to the AE data. A mathematical
description of STFT is not discussed here in detail but can be accessed in the literature
dealing with digital signal processing, for example in [140]. In Figure 7.9, STFT
analysis of the AE signal at the 1st and 30th polishing pass is depicted to show
changes in frequency spectrum over polishing time. The abscissa (x–axis) represents
the time period of 1 polishing pass. This time period of 600 ms does not represent the
whole polishing pass in correct time duration, but represents concatenated measured
data segments of a buﬀer size of 0.1 s with a trigger delay of 2 seconds between two
subsequent data acquisitions. With a robot feed rate of 1 mm/s over the 12 mm
long polishing band, this results in 6 data segments acquired for total duration of 0.6
s, while the remaining 11.4 s were not acquired due to the trigger delay. Therefore
such representation completely describes the whole polishing pass while considerably
reducing the amount of data acquired and thus also the computationally expensive
data processing. The spectrogram in Figure 7.9 reveals a time dependency of the
whole frequency spectrum with decreasing intensity. Since all the process movements
and parameters were kept constant, the signature of machine tool behaviour would
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be represented in the AE signal by a frequency spectrum constant in time. Thus the
decreasing amplitude of the acquired AE signal and its frequency content is expected
to be caused by the progressive improvement of the surface ﬁnish with processing
time. This provides a baseline for better understanding of the physics of the process,
although higher frequencies may not be captured due to the insuﬃcient sensitivity of
the sensor. There is a clearly decreasing trend in signal intensity and a time-dependent
frequency content of the acquired signal, with no obvious signal distortion or presence
of abrupt events. Hence it was considered that the band pass ﬁltering built into the
signal pre-ampliﬁer was suﬃcient and that there was no need for additional signal
ﬁltering.
Figure 7.9: STFT analysis of the acquired AE signal, 1st polishing pass (left), 30th
polishing pass (right).
Since the signal as a function of time x(t) is of ﬁnite signal energy with Fourier
Transform X(t), energy of the signal can be expressed by the following relationship:
Ex =
Z 1
 1
j x(t) j2 dt =
Z 1
 1
j X(t) j2 dF (7.4)
In order to show how the AE signal energy is distributed over the polishing time,
the signal’s power characteristic given by j x(t) j2 is plotted in Figure 7.10. The ﬁgure
shows a clear decreasing trend in the AE signal power as a function of the number
of polishing passes (1 pass = 12 s). At this stage, it is diﬃcult to formulate a robust
deﬁnition of the end of the polishing process. This is due to the computationally
expensive analysis of the high frequency signal possibly containing some redundant
information for the set objective of the process endpoint detection. Proper choice
of an adequate signal processing method is quite dependent on the speciﬁcs of the
process being monitored and the objective of the monitoring. This may involve time
or frequency–based techniques, energy (root mean square (RMS)) or count/count
rate–based analysis, etc. [109]. To lower the computationally expensive analysis,
RMS of the AE signal or other form of demodulation is usually applied. The RMS of
the acquired AE waveform x(t) can be calculated as:
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AERMS =
s
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x(t)2dt 
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2
2 + : : :+ x
2
n) (7.5)
where t is the integration time constant with the beginning of the time period
at t0 and n is the number of discrete data within time t.
Figure 7.10: Power of measured AE signal during 40 polishing passes.
A signal rectiﬁed in such a way has much lower frequency, thus easier to han-
dle, being still useful enough for the monitoring objectives [141]. The eﬀect of the
integration time constant in the RMS calculation was shown in [142]. For reliable
and cost eﬀective condition monitoring of grinding processes, e.g. for fast and reliable
contact detection, chatter analysis and dynamic error assessment, an integration time
constant of around 1 ms was recommended. For reliable AE burst analysis, an inte-
gration time constant not exceeding 0.1 ms was recommended in [141]. Higher values
can result in overlapping of AE bursts, transformed into one RMS signal, making
it useless for, e.g. burst counting, burst shape and duration analysis. However, for
the polishing process endpoint detection (EPD), such information loss is not crucial,
since only the relative change in AE energy over polishing time is considered suﬃcient.
Therefore, an integration constant of 0.5 s was applied to the calculation of AERMS ,
resulting in a smooth approximation of the signal trend.
Correlation between surface roughness development and AEmeasurements:
The application of RMS provides a smooth approximation of the process trend re-
ﬂected in the measured AE signal, which can be qualitatively correlated with the
measured surface roughness after 4, 8, 20, 30, and 40 polishing passes. The relative
correlation is shown in Figure 7.11. A trend reﬂecting the surface progression during
the polishing process is highlighted by spline ﬁtting of the measured surface rough-
ness Ra. A trend in AERMS is highlighted by polynomial ﬁt. From the ﬁgure, a clear
correlation between the decreasing trend of the amplitude of AERMS and surface
roughness Ra can be seen.
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The observed correlation between Ra and AERMS is believed to reﬂect the change
in Material Removal Rate (MRR) during polishing, caused by the change in the
contact zone between the abrasive tool and the surface plateau created along polishing.
As can be observed from Figure 7.7, the initial sharp surface scallops of the turned
surface are progressively smoothed during polishing, creating bigger bearing area of
the surface plateau. The initial small contact area between the abrasive stone thereby
results in high contact pressure and hence in a high MRR. This pronounced material
removal action, both from the work material and wear of the abrasive due to the self-
sharpening action, is reﬂected by the release of high stress energy, measured as high
amplitude AE signal. The progressively increasing surface plateau and bearing area
of the work surface resulting in decreased local contact pressure and hence decreased
MRR is then reﬂected by decaying stress energy released observable from the AE
amplitude. From the moment of removing all the turning marks, observable around
30 polishing passes in Figure 7.7, the surface bearing area is constant, resulting in
constant local pressure, MRR and the related released stress energy observable by the
steady state AE signal amplitude. Such explanation of the occurring phenomenon is
in agreement with the related studies recalled in literature survey in section 3.5.2.2
and previous study in RAP in [139].
Particularly important observation is that the trend in AERMS allows the identi-
ﬁcation of an asymptote representing the process completion (stabilization of surface
roughness), reliable for correct in-process determination of the process endpoint. The
decreasing trend in AE signal well reﬂecting the decreasing surface roughness was ob-
served well repeatable in all the ﬁve polishing steps with diﬀerent number of polishing
passes. The results thereby validate the suitability of AE measurements for indirect
in-process monitoring of surface generation in stone polishing of rotating workpieces,
suitable for automatic EPD.
Figure 7.11: Mean AERMS vs. surface roughness Ra during 40 polishing passes,
where uncertainty of the roughness measurements is depicted in Figure 7.6
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7.2.2 Realization of a polishing test rig and problems solving in
polishing stationary workpieces
In order to perform experimental tests for validation of the selected sensing solutions,
a test rig featuring the RAP setup was built at the author’s institution. The RAP
oscillation polishing module was mounted on a 3–axis CNC milling machine. In this
way, the CNC machine provides for positioning in Cartesian coordinates, instead of
the robot arm used in the RAP machine. The test rig allowed easy reconﬁgurability
and the physical setups with diﬀerent conﬁgurations (with a stationary workpiece and
rotating workpieces) are shown in Figure 7.12. The setup will be shown at several
places in related chapters and sections of this thesis, depending on actual polishing
conﬁguration used.
Figure 7.12: Polishing test rig with a stationary workpiece (a), rotating workpiece
held in a horizontal spindle (b) and rotating workpiece held in CNC machine spindle
(c) with a number of sensors.
The polishing conﬁguration with stationary workpices mounted on the machine ta-
ble has been realized through a dedicated interface by mounting the polishing module
in a mechanically locked CNC machine spindle (Figure 7.12a).
The polishing conﬁguration with rotating workpieces could be utilized in two ways.
Either by mounting a small horizontal workpiece holding spindle on the machine table,
with the polishing module held in the locked CNC machine spindle (Figure 7.12b). Or
by clamping the workpiece in a tool holder held in the CNCmachine spindle, providing
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workpiece rotation, and mounting the polishing module on the CNC machine table
(Figure 7.12c).
Other important components of the test rig were an air pressure control unit con-
trolling the contact force applied in the tool–workpiece interface, a communication
and a software interface to control the servo motor providing the oscillating process
movement via a PC. The air pressure control unit consisted of two manual pres-
sure valves, controlling the down–pressure (polishing force orthogonal to a workpiece
surface) and the back–pressure (to retract the polishing tool from contact with the
workpiece surface at the process end).
A number of diﬀerent sensors and data acquisition systems (DAQ), utilizing three-
component force transducers, AE sensors, an air–born AE sensor (microphone) and
current probes, has been used on the setup. Interfacing the DAQ systems with a
desktop PC was in most cases done via dedicated programs created in LabVIEW
software environment.
Such established polishing test rig then provided a compact system including:
• Process control via process programmable parameters — oscillation frequency,
workpiece rotational speed, feed rate, positioning and tool trajectory in three
orthogonal directions via the CNC machine; pressure controlled polishing force
normal to a workpeice surface (Fz);
• Process monitoring through a number of diﬀerent sensors, DAQ units and
data acquisition controlled via a PC;
• Process reconﬁgurability allowing polishing rotating and stationary work-
pieces.
Realization of the test rig then provided a fundamental step to gain necessary
knowledge on the polishing process and requirements for monitoring solutions to be
developed.
Fine paste polishing of stationary workpieces represents the lowest polishing en-
ergy. Knowledge of VQCs and KPVs magnitudes and characteristics representative
of such processes thus directly represent the critical requirements on sensing solutions
to facilitate selection of the most suitable sensor systems for implementation in the
RAP. Due to the lack of such knowledge, experimental activities were devoted to
generate an experimental proof of the correlation between the VQCs and identiﬁed
KPVs, together with observation on their magnitudes and characteristics typical of
such process conﬁguration.
Due to much lower relative process speeds in the stationary workpiece process
conﬁguration, it was suspected that the process performance may be strongly aﬀected
by a number of factors that may be insigniﬁcant in the rotating part conﬁguration
with high relative speeds. To ensure validity of the observations and generation of
reliable data representative of a standard process performance, analysis of the system
performance has been done prior to the execution of the screening tests. Rationale
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and important aspects of such activities are given in part II of thesis in the method
for deﬁnition of the reference manufacturing system performance in section 5.5. The
problem solving activities undertaken in identiﬁcation, minimization and/or removal
of factors negatively aﬀecting the process performance are described in the following
subsection.
7.2.2.1 Identiﬁcation and removal of factors aﬀecting the process
performance in polishing stationary workpieces
Non–uniformity of polished surfaces
Problem identiﬁcation: Already the initial ”ﬂat” polishing trials of stationary
workpieces with the standard polishing tools (ﬂexible arm with polishing stone) nor-
mally used in the rotating workpiece process conﬁguration have shown problems in
the process performance in terms of non–uniform quality of polished surfaces. Such
surface non–uniformity appeared as a non–uniform material removal in the tool oscil-
lation direction. In combination with a feed direction perpendicular to the oscillation
direction, such non–uniformity created rectangular areas of diﬀerent material removal
and resulting surface ﬁnish, as depicted in Figure 7.14 (d). Even proper shaping of
the polishing stone to adapt to the workpiece surface did not solve the issue and
the problem in the tool–workpiece contact area became apparent. Tracing the cause
of the problem by visual observation of the polishing process by the human eye is
impossible due to the fast relative movements during the tool oscillation (e.g. 50 Hz)
and sub–millimetre deformations of the polishing arm.
Possible cause: A hypothesis on the cause of the problem was identiﬁed due
to the tight mechanical ﬁxture of the polishing stone by a screw and the ﬂexibility of
the polishing arm. Assuming an excessive deformation of the polishing arm during
the reversing of the oscillation motion and no deformation of the tight ﬁxture of the
stone, this would result in the rotation of the stone and a ”swinging like” movement of
the stone on the surface during the oscillation. This would result in localized contact
at the edges of the polishing stone (depicted in Figure 7.13) causing high local contact
forces, resulting in higher local material removal (referred to as ”edging problem”).
Veriﬁcation of the identiﬁed cause: In order to observe the tool–workpiece
interaction during polishing, the workpiece was mounted on a highly sensitive three
component force transducer MiniDyn 9256C2 from Kistler and the process kinematics
in the contact zone were visually observed with a high speed camera. Simultaneous
triggering of the force acquisition and the high speed camera provided fundamental
insight on the tool–workpiece interaction during the oscillation. Figure 7.14 (a) shows
an overall picture of the polishing tool (ﬂexible arm and stone) in contact with the
workpiece. In Figure 7.14 (c), tool oscillation and forces acting in the tool–workpiece
interface during polishing are schematically shown, with their actual measurements
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Figure 7.13: Sketch of the probable cause of the ”edging problem” causing non-uniform
polished surface in ﬂat polishing of a statinary workpiece.
during the process shown in Figure 7.14 (b). It was diﬃcult to observe any deviation
from a rigid body trajectory of the tool during oscillation from the observations by
the high speed camera, due to sub–millimetre deformations. However, the peaks in Fx
(force in the tool oscillation direction), highlighted in Figure 7.14 (b), at the inversion
of the direction of the oscillation motion conﬁrmed the hypothesis made on the cause
of the problem.
Figure 7.14: The standard ﬂexible polishing arm with ﬁxed stone (a); Measured
forces during 50 Hz tool oscillation and 1 mm amplitude with highlighted peak indi-
cating the edging problem (b); Schematics of the oscillation and forces acting in the
tool–workpiece interface during polishing (c); Resulting non–uniform polished surface
quality (d).
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Problem solving: In order to solve the edging problem, the standard ﬂexible pol-
ishing arm with tightly ﬁxed polishing stone was replaced by a commercial ball ended
rod with a spherical snap ﬁt interface shown in Figure 7.15 left. Such tooling is
commercially available from joke Technology GmbH1. The design has two degrees of
freedom (rotation and tilting of the pad) allowing to cope with arm deformations and
misalignments during polishing, thereby providing more stable contact between the
tool and the workpiece even at the motion inversion. Compared to the fore pattern
shown in Figure 7.14 (b), ﬂat polishing using the spherical snap ﬁt interface with
a polishing stone (see Figure 7.15 left) resulted in a uniform polished surface and a
”clean” rectangular pattern of the friction force in the oscillation direction Fx shown
in Figure 7.15 right. Such solution thereby resolved the occurrence of edging problem
and will be used for further polishing tests.
Figure 7.15: Polishing tools with a spherical snap ﬁt interface (left); ”Clean” pattern
of Fx during stone polishing using the tools shown in the left ﬁgure, resulting in
stable process compared to the Fx pattern indicating the edging problem in Figure
7.14 (right).
Stability of the contact force
Problem identiﬁcation: The direct observation of the tool–workpiece interac-
tion allowed by the force measurements in three orthogonal directions has allowed
identiﬁcation of another critical problem. The force normal to the work surface (Fz)
was observed to decrease over time (1 N in 200 s). Contact pressure is one of the
most important parameters determining MRR during polishing (evidenced by the
Preston equation 3.1), directly inﬂuencing the depth of indentation of the abrasive
grains in the workpiece material. Neglecting such issue would invalidate conclusions
made on the correlation between the friction forces (KPV) and development of surface
1http://http://www.joke.de/
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roughness (VQC), based on the analysis of the signal trends. In order to draw robust
conclusions, it is necessary to ensure stable contact force during polishing.
Cause identiﬁcation and problem resolving: The problem was found to be
caused by the air back–pressure control unit. An air ﬁlter was identiﬁed to cause
the decaying contact pressure over time. Its removal from the system has improved
stability of the contact pressure signiﬁcantly. However, the pressure stabilization
took around 50 s, with change in its amplitude of at bout 0.3 N/10 N, with visible
periodic ﬂuctuations in the contact force. Observation of the periodical waviness
in the pressure has indicated pressure waves in the back–pressure system caused by
the application of the down–pressure (initiation of tool–workpiece contact), eﬀectively
compressing the air in the back–pressure loop. To overcome this situation, an overﬂow
relief valve has been implemented in the air back–pressure control loop.
Such solution has removed the waviness in the pressure, providing almost imme-
diate stabilization of the contact pressure, which was then constant over time. This
eﬀectively resolved the issue with stability of the contact force over time, providing
stable process conditions, essential for generation of reliable experimental data.
7.2.3 Process state monitoring through force measurements
The polishing process involves a vast number of variables that may aﬀect process per-
formance (see 7.1 for a list of process variables relevant for the RAP). Even though
the main factors aﬀecting the polishing process performance were identiﬁed and re-
moved in the preceding step described in the above paragraphs, other factors may
become important in diﬀerent process settings. Considering the large number of inde-
pendent variables and their possible combinations, controlling each becomes virtually
impossible and more over, some may change with precess repetition or within a short
period of time during the process itself.
It is the second objective of this work (S2 deﬁned in section 7.2) to provide for in-
process recognition of process anomalies and malfunctions by introduction of suitable
monitoring solutions. Measurements of forces (identiﬁed KPV) have already proven
very beneﬁcial, pointing out problems in the in the tool–worpiece interface (edging
problem, stability of the contact force).
Another problem arising during the process run time (i.e. not observable a priory)
has been realized during preliminary tests and preparation of samples for the ﬁne
polishing screening test. The ﬁne polishing tests using free abrasive in form of a slurry
and soft conformable carriers require preparation of the workpice surface by stone
pre–polishing to remove deep surface marks from preceding machining operations.
Stable process: Figure 7.16 (left) shows raw forces acquired during ten passes
of a stable stone pre-polishing of a hardened steel worpiece (56  2 HRC), without
application of any lubricant. Stone of #600 grit size, oscillation frequency of 50 Hz
(3000 min 1), 1 mm oscillation amplitude and 1 mm/s feed rate orthogonal to tool
oscillation direction were used.
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Figure 7.16: Stable process: Raw measured forces (left); Root Mean Square (RMS)
of Fx showing asymptotic trend in the signal energy in the tool oscillation direction
during stone polishing of a stationary workpiece (right).
From the ﬁgure, stable contact force Fz and decreasing amplitude of the friction
force in the tool oscillation direction Fx can be seen. Fy force in the tool feed direc-
tion (orthogonal to oscillation) was negligible and it is thus not shown. The ”clean”
rectangular pattern of Fx force previously shown in Figure 7.15 (right) represents this
stable process condition. Figure 7.16 (right) then shows the calculated RMS of the
Fx force (integration constant of 0.5 s) to clearly show the decreasing trend in the
signal energy in the tool oscillation direction.
Tactile surface roughness measurements were performed before and after pol-
ishing, quantifying the improvement in surface roughness from ground surface of
Ra = 0:25m to Ra = 0:045m (ln = 4 mm, s = 0:25 m,c = 0:8 mm, in accor-
dance with ISO 4288). It is therefore believed that the asymptotic trend in Fx and
FxRMS shown in Figure 7.16 directly reﬂects the development in surface roughness.
Unstable process: Figure 7.17 then shows the acquired forces from the same pro-
cess with ample supply of water used as coolant, resulting in unstable process condi-
tions. The unstable process behaviour can be seen form both, high amplitudes of the
raw measured forces shown in Figure 7.17 (left) and from the zoom on the pattern
of the Fx force shown in 7.17 (right). A clear deviation from the ”clean” rectangular
oscillating Fx pattern representative of the stable process (see 7.15 (right)) can be
observed. It needs to be noted, that observation on the process instability could be
hindered if only the smooth trend of calculated signal feature in terms of FxRMS was
observed, since this resulted in a steady curve during the whole process duration.
The resulting surface quality was non–uniform, with measured improvement in
surface roughness from Ra = 0:25m before, to Ra = 0:20m after polishing. The
polished surfaces exerted more polishing at sides (at edges of the stone in the oscilla-
tion direction), with little polishing done in the centre of the polished area. Observing
the Fx force pattern in Figure 7.15 (right), it seems that the stone pad was tilting
during the oscillation, resulting in a ”swinging” like movement, with no contact with
the workpiece surface in the centre of the contact area.
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Figure 7.17: Unstable process: Raw measured forces (left); Zoom on the Fx pattern
(right).
Such process state need to be avoided during production since it directly compro-
mises the resulting surface quality and high localized material removal at the edges
of the stone may cause non-repairable damage resulting in scrap of the part being
polished.
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7.2.4 Fine polishing of ﬂat stationary workpieces
In this section, ﬁne polishing tests performed on ﬂat stationary workpieces to experi-
mentally verify the existence of a correlation between identiﬁed KPVs and resulting
VQCs are described. The relation of all the identiﬁed KPVs (forces, AE, power con-
sumption of the polishing module) to VQC in terms of relative variation in surface
roughness is evaluated in the following tests.
Validation of an in–line method for characterization of polished surfaces, quantiﬁ-
cation of gloss and observation of surface defects (VQCs) also performed during the
present tests is for reasons of clarity described separately in section 9.2.
7.2.4.1 Methodology
Progressive ﬁne polishing of stationary workpieces was performed with in-process
measurements of the identiﬁed KPVs (forces, AE, power consumption of the polish-
ing module). Surface roughness was measured prior and after ﬁne polishing. Com-
parison between the trends in measured progression in surface roughness (VQC) and
in-process KPVs signals allows the assessment on their possible correlation, allowing
for in-process EPD.
To investigate the repeatability of the results, tests were performed with ﬁve rep-
etitions with ﬁxed process parameters. Precautions and preliminary tests were made
in order to minimize inﬂuence from factors aﬀecting the results (e.g. use of diamond
gel (mix of abrasive and emulsion) to ensure constant concentration of abrasives in
the polishing slurry with process repetitions).
7.2.4.2 Experimental setup
The experiments were performed on the polishing test rig shown in Figure 7.18.
Figure 7.18: Polishing test rig with setup used for ﬁne polishing screening tests. Pre-
polishing with bonded abrasive (left), ﬁne polishing with loose abrasive (right).
Five ﬂat workpieces with dimensions 90 x 110 mm in martensitic stainless steel
Stavax ESR hardened and tempered to 562 HRC from Uddeholm2 were used during
2www.uddeholm.com/
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the investigation. Such material is typically used for moulding tools, exerting very
good polish ability in hardened and tempered conditions.
Polishing tools with a ball snap ﬁt interface with rectangular stone pads of #600
grit size and 9 mm x 7 mm dimensions were used for pre-polishing and 8 m diamond
gel Hyprez was used for ﬁne polishing, all commercially available polishing consum-
ables from joke Technology GmbH3. The gel consisted of diamond compounds and
emulsions, requiring no additional ﬂuid or other substances during its application.
Custom made conformable pads made of Santoprene rubber covered with DP–Mol
polishing cloth from Struers4 were used as carriers during the ﬁne polishing (see Fig-
ure 7.15 (left side – middle pad)). Such selection was made on the basis of preliminary
tests, obtaining the best results in terms of polished surface uniformity.
The DAQ systems used for in-process monitoring of KPVs consisted of:
• Three component force transducer MiniDyn 9256C2, laboratory charge ampliﬁer
5070A4 from Kistler and an external A/D card connected to a PC with data
acquisition in DynoWare software from Kistler;
• Narrowband AE sensor R15 (operational range 40 to 400 kHz, resonant fre-
quency 75 kHz Ref V/(m/s)), analogue signal pre-ampliﬁer PAC 2/4/6 C with
built–in band–pass ﬁltering in the range of 20 kHz to 1.2 MHz using 60 dB sig-
nal gain from Physical Acoustic Corporation and PicoScope 3206 oscilloscope
with data acquisition in PicoLog software from Pico Technology5;
• Broadband AE sensor BV100 (operational range 0.1 Hz to 500 kHz), PicoScope
3206 oscilloscope with data acquisition in PicoLog software from Pico Technol-
ogy;
• Two PS200 hall sensors, power sensor PS200–DGM and SPECTRATM6 moni-
toring system from the project partner Montronix.
Areal surface topography measurements were performed by confocal microscope
S neox from SENSOFAR7 available at Danish Fundamental Metrology (DFM) and
Coherence Scanning Interferometry Zygo NewView 2008, commonly referred to as
White Light Interferometry (WLI).
7.2.4.3 Experimental procedure
All ﬁve workpieces were initially ground to a roughness of approximately Sa 200-250
nm. Prior to the ﬁne polishing tests using free abrasive to reach glossy surfaces, the
workpices required preparation by stone pre–polishing to remove deep surface marks
from the preceding ﬂat grinding operation.
3www.joke.de
4www.struers.com
5www.picotech.com
6www.montronix.com/in/products/systems/spectra.html
7www.sensofar.com/sensofar/products/sneox
8www.zygo.com
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Stone pre-polishing: On each of the ﬁve workpieces, nine surfaces of 20 mm x 10
mm were pre-polished in ten polishing passes to approximately Sa 30-40 nm using a
#600 grit size polishing stone pad (see Figure 7.18 (left) for the test setup). A new
stone pad was used for each workpiece, initially shaped on a test piece to ensure full
contact area for pre-polishing. Pre-polishing of the samples was performed dry, using
the following process parameters: Fz = 15 N, Tool oscillation frequency = 50 Hz
(3000 min 1), oscillation amplitude = 1 mm, feed rate orthogonal to the oscillation
direction f = 1 mm/s, pass length = 14 mm. The stone pad was properly cleaned
from debris between the polished surfaces to ensure that no clogging occurs. The used
process parameters were chosen on the basis of preliminary tests, ensuring optimal
process conditions.
Fine polishing: On each workpiece, seven pre-polished surfaces were further ﬁne
polished with increasing polishing time as reported in Table 7.4. Two renaming pre-
polished surfaces were allocated in case of process errors. Since no process errors have
occurred during the tests, the two reaming surfaces were not ﬁne polished.
Table 7.4: Polishing intervals used in ﬁne polishing screening tests
Interval 1 2 3 4 5 6 7
No. passes 8 16 32 48 80 120 160
Completion [%] 5 10 20 30 50 75 100
Time [s] 96 192 384 576 960 1440 1920
The polishing intervals used were determined by means of preliminary tests with
240 polishing passes so as to ensure reaching stabilization of the surface roughness
with the longest time interval, representing 100% of process completion. There was no
or little improvement in surface roughness observed after approximately 120 polishing
passes (i.e. 1500 s). The stabilization in surface roughness could already be observed
during the process, from an asymptotic behaviour of raw measured force in the tool
oscillation direction Fx, reaching steady state level around 1500 seconds as shown in
Figure 7.19.
Calculating the RMS (with 0.5 s integration constant) of the raw measured Fx
signal in Figure 7.19 provides a smooth representation of the decaying trend in the
friction force in the tool oscillation direction, reaching steady state level after stabi-
lization of surface roughness as show in Figure 7.20.
A particularly important observation is that the smooth decaying trend in FxRMS
allows the identiﬁcation of an asymptote which represents the reaching of the process
completion. Such information can be directly used for automatic EPD and process
control decisions (i.e. roughness stabilization = steady state FxRMS ) stop the
process and change to ﬁner abrasive media, if the target surface ﬁnish has not been
reached with the current process step). However, false alarm could be caused by the
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Figure 7.19: In-process observation of surface roughness stabilization from stabiliza-
tion of measured raw friction force in tool oscillation direction (Fx) during 240 passes
of ﬁne polishing preliminary test to identify 100% process completion.
preceding short steady state signal level observed around 500 s in Figure 7.20. To
ensure robustness of the possible process control decisions based on trend analysis of
the measured FxRMS , repeatability of the process behaviour was investigated by ﬁve
process repetitions, providing necessary insight in the process performance.
To ensure reaching stabilization of the surface roughness while minimizing the
processing time for the ﬁne polishing tests, 100% process completion was deﬁned in
terms of 160 passes (i.e. 1920 s).
The polishing procedure was repeated on ﬁve workpieces, resulting in ﬁve process
repetitions for each polishing interval. Fixed polishing process parameters were used
for the tests, including: Fz = 15 N, tool oscillation frequency = 50 Hz (3000 min 1),
oscillation amplitude = 1 mm, feed rate orthogonal to the oscillation direction f =
1 mm/s, pass length = 12 mm. A new polishing pad was used for each workpiece,
initially positioned 1 mm inside of the pre-polished area to avoid polishing outside
the prepared surfaces. One drop of the diamond gel was applied on the work surface
in the area of the ﬁrst contact with the pad prior the process, adding no additional
substances during the polishing. The pads were thoroughly cleaned using ethanol,
brush and non-woven cloth prior to polishing a new surface on the workpiece.
Data acquisition: All data acquisitions were initiated 30 s before the start of the
polishing operation and terminated 30 s after completion of each polishing interval.
This allows for oﬀ-line compensation of any signal drift (typical for piezoelectric force
measurements) and observation of background noise levels represented by the signals
from no-load state.
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Figure 7.20: FxRMS providing smooth representation of the decaying trend in the
friction energy in the tool oscillation direction from Figure 7.19, reaching steady state
level after stabilization of surface roughness during ﬁne polishing preliminary test to
identify 100% process completion.
Forces in three orthogonal directions (i.e. Fx — force in tool oscillation direction;
Fy — force in tool fed direction, orthogonal to the oscillation direction; Fz — contact
force normal to work surface) were all acquired continuously with sampling rate fs =
3 kHz.
AE measurements were performed simultaneously using both the AE sensors with
sampling interval of 60 ns, resulting in a sampling rate fs = 1.5625 MHz. The high
sampling rate was applied considering the typical ultrasonic range of AE events, oper-
ational range of the AE sensors (up to 500 kHz) and the Nyquist sampling theorem, to
avoid signal aliasing and possible loss of signal amplitude due to any high frequencies
present. Taking into account the processing time (up to 2000 s) and high sampling
rate, data segmentation of 105 data points with 6 s trigger delay between data acqui-
sition from the oscilloscope buﬀer and triggering a new measurement was applied to
reduce the amount of data while ensuring it suﬃcient for data post processing.
Power measurements were performed with sampling rate fs = 1 kHz. To maximize
the measurement accuracy, four loops of the wiring were made through the current
probes to amplify the current ﬂow, thus utilizing more of the sensor measuring range
set to the lowest possible values of current range of 40 A and voltage range of 300 V.
Surface roughness measurements: Areal topography of pre-polished surfaces
was measured in laboratory conditions, at Danish Fundamental Metrology (DFM),
by a calibrated confocal microscope S neox from SENSOFAR using a 50X objective
with quoted vertical resolution of 3 nm and lateral resolution of 0.17 m. Areal
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surface topography measurements of ﬁne polished surfaces were performed using the
WLI with a 20X objective of quoted 0.1 nm vertical and 0.88 m lateral measurement
resolution without any moving mechanical parts during the measurements, thereby
eliminating the most signiﬁcant sources of noise and ensuring robust measurements.
The confocal measurements were performed due to the high surface slopes of the stone
pre-polished surfaces resulting in invalid measurements using WLI. The measurement
instruments and procedures were consciously selected for their suitability to ensure
robust measurements on ﬁne polished surfaces with instruments of well known mea-
surement performance. The reliability of the WLI measurements was also previously
demonstrated in [143] through comparison with an Atomic Force Microscope on ﬁne
polished surfaces by the RAP in a roughness range below 10 nm Ra. The reliability
was further supported by measurements on a calibrated roughness standard of 26 nm
Ra [144]. The measurement strategy consisted of a measurement area of 180 m x
135 m on 6 random measurement locations within an area of 5 x 8 mm in the central
part of each pre-polished and polished surface. The measured area excluded edges
and surface areas not receiving equivalent polishing time, thereby ensuring consistent
conditions. From the data ﬁles the roughness amplitude parameter Sa was calculated
after plane correction (1st order polynomial ﬁt) and ﬁltering by c = 0.08 mm for
removal of waviness, using the software SPIPTM by Image Metrology.
7.2.4.4 Results and discussion
Surface roughness: From the roughness measurements shown in Figure 7.21 and
mean values from the 6 repeated measurements summarized in Table 7.5, it can be
seen that the signiﬁcant improvement in surface roughness Sa occurred in the ﬁrst ﬁve
polishing intervals (i.e. 0 to 960 s), with stabilization in surface roughness occurring
at around 960 s, as highlighted in Figure 7.21.
From the Figure, good process performance, represented by the typical asymptotic
trend in surface roughness with increasing polishing time can be seen. Furthermore
a good process repeatability of the ﬁne polishing tests can be observed. In the left
Figure, a well repeatable trend reﬂecting the progressive development in surface rough-
ness along the process duration can be seen for the ﬁve process repetitions, represented
by the ﬁve polished workpieces (WP1 to WP5). The right Figure shows the individual
roughness measurements on each surface, for each workpiece. The small variability
range represented by the experimental standard deviation resulting from 6 measure-
ments on each surface demonstrates the consistency of the process performance with
process repetitions and during the process duration. Whereas higher variability range
is representative of the rough stone pre-polished surfaces, progressive ﬁne polishing
provides smoother and more uniform surface ﬁnish represented by the decreasing
variability range.
The measurement uncertainty was calculated using the equation 7.3, resulting in
the worst case uncertainty of 6% measured by the WLI on the ﬁnest polished surfaces
and 17% for the confocal measurements on the initial pre-polished surfaces. The low
uncertainty of WLI measurements is resulting from no moving parts used during the
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measurements, thereby eliminating the most signiﬁcant contribution caused by the
background noise. The expanded combined uncertainty U was therefore determined
using a coverage factor k = 2, instrument uncertainty us of 3% of the absolute mea-
sured roughness Sa due to the instrument repeatability and us = STD/
p
6 from 6
reproduced measurements on each measured surface with the experimental standard
deviation STD. The expanded combined uncertainty U for the confocal measurements
was determined using a coverage factor k = 2, instrument uncertainty us comprising
2 nm background noise and 2% of the absolute measured roughness Sa due to the in-
strument repeatability, and us = STD/
p
6 from 6 reproduced measurements on each
measured surface with the experimental standard deviation STD. The used estimates
are based on knowledge from calibrations on several calibration artefacts accumulated
by the author and the Danish Fundamental Metrology (DFM).
From the evaluation of the measurement uncertainty, it became apparent that
the biggest contribution in the combined uncertainty is due to the local
variation in surface roughness of the measured samples us, if using a suitable
instrument. The process repeatability was therefore considered the most critical fac-
tor and accounted for in this and further experimental tests by a suﬃcient number of
test repetitions (i.e. 5), resulting in considerable amount of work during generation
of the samples required. Moreover, the main objective is in observing the mean trend
in surface roughness and its stabilization during polishing, covering a wide range of
surface roughness. Proper uncertainty assessment would therefore require a range
of calibrated standard artefact for each of the set of test samples produced. It was
therefore decided to not perform a complete uncertainty budget for this and future
experiments, but to devote the eﬀort to tackling the most aﬀecting factor, being
the process repeatability. However, the condition of using a suitable measurement
instruments is of fundamental importance. Therefore, instruments used for surface
roughness measurements in this project are carefully and consciously selected, with
available calibration certiﬁcates and well maintained as at the Danish Fundamental
Metrology (DFM) and accredited instruments at the DTU metrological laboratories.
The variability of the measured surface roughness represented by the experimental
standard deviation from a number of measurements in diﬀerent locations is therefore
considered suﬃcient to demonstrate the robustness of the test results, directly reﬂect-
ing the biggest contribution in the combined uncertainty given by us contribution.
Forces: Acquisition of polishing forces yielded well repeatable decreasing trend in Fx
force, following well the trend observed during the preliminary test previously shown
in Figures 7.19 and Figure 7.20. An overall representation of the test results by means
of FxRMS (calculated with 0.5 s integration constant) for ﬁve process repetitions of
160 passes of ﬁne polishing is shown in Figure 7.22, with the highlighted moment of
observed stabilization in measured surface roughness Sa. Other acquired forces are
not shown since the Fy in the tool feed direction was insigniﬁcant and the contact
force Fz was stable for all the process repetitions, of the same nature as shown in
Figures 7.19 during the preliminary timing tests.
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Figure 7.21: Development of surface roughness (Sa) during 160 passes in ﬁne polishing
tests for ﬁve process repetitions (WP1 to WP5) with highlighted moment of observed
stabilization, where: Representative roughness trends (left); Individual measurements
(right). Variability range is represented by the standard deviation resulting from 6
measurements on each surface.
Table 7.5: Measured mean surface roughness Sa during the screening ﬁne polishing
tests
Mean Sa [nm]
Polishing interval Time [s] WP1 WP2 WP3 WP4 WP5
0 0 33 40 33 40 43
1 96 27 24 29 27 27
2 192 18 17 19 19 18
3 384 8 7 7 8 7
4 576 5 5 5 5 5
5 960 2 2 2 2 2
6 1440 1 2 2 1 2
7 1920 1 1 1 1 1
From Figure 7.22, decrease in Fx amplitude of at about 2 N in the whole process
duration (160 polishing passes) can be seen, representing a reduction in the nominal Fx
force by 33%. Considering that the most signiﬁcant improvement in surface roughness
Sa of about 95% occurred in the ﬁrst ﬁve polishing intervals (i.e. 0 to 960 s), the
associated reduction in Fx force only represents half of the overall 30% reduction.The
remaining 15% reduction in Fx amplitude, after the observed moment of stabilization
in Sa, thus can not be directly associated with the development in measured surface
roughness itself at this point.
Two time factors, life of the abrasive and polishing coverage, were identiﬁed possi-
bly causing the behaviour. The remaining reduction in Fx amplitude could be caused
by reduction in sharpness and/or size of the abrasive grains over time or due to
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Figure 7.22: RMS of friction force in the tool oscillation direction (Fx) during 160
passes in ﬁne polishing tests for ﬁve process repetitions (WP1 to WP5).
variations in polishing coverage causing local variation in surface roughness. Figure
7.23 displays schematics of accumulated polishing time distributed over the polished
surface (in the tool feed direction). As can be seen form the Figure, only the por-
tion in the middle of the polished surfaces received equal polishing time (designated
as Zone I), whereas the remaining surface areas received progressively less polishing
time (Zone II). As indicated in the Figure, surface roughness was measured in Zone
I, representative of the consistent conditions receiving equal polishing time. It can
therefore be assumed that the remaining reduction in Fx amplitude, after the ob-
served moment of stabilization in Sa measured in Zone I, could be caused by further
progressive reduction in surface roughness in Zone II. This is because the surface in
Zone II receives less polishing time compared to Zone I, taking it eﬀectively more
time to reach stabilization in reachable surface roughness.
In order to experimentally verify the validity of the identiﬁed possible causes of
reduction in Fx amplitude during polishing beyond stabilization of surface roughness
measured in Zone I, tests simulating an over–polishing process were performed. By
further polishing on an already ﬁne polished surface that has reached stabilization in
surface roughness, the two eﬀects could be investigated.
Hypotheses:
• If friction forces reﬂect the development in surface roughness, further polish-
ing on already ﬁnished surface should exert steady state Fx, since no further
improvement in surface roughness takes place;
• If decreasing Fx is observed, the time factor of abrasive life would be supported.
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Figure 7.23: Schematics of process movements and areas in ﬁne polishing tests with
associated distribution of accumulated polishing time as a function of Y location
in tool feed direction. Zone I receiving equivalent polishing time (area of surface
roughness measurements) and Zone II receiving progressively less polishing time.
Additional 300 polishing passes with the same process setting as used during the
ﬁne polishing test were performed on specular surface resulting from preceding 240
polishing passes during the preliminary test to identify 100% completion. Using the
same process setting and abrasive media, there was a pre-existing evidence that the
lowest attainable surface roughness was reached prior to additional polishing (see
Figure 7.19 and Figure 7.20). Figure 7.24 shows the measured forces during the sim-
ulated over–polishing test.
Observations:
• Fx showing steady state level from the beginning of the additional polishing can
be seen from both raw measured forces in Figure 7.24 (left) and from the smooth
trend in FxRMS in Figure 7.24 (right), directly reﬂecting no improvement in
surface roughness taking place during the process. This observation directly
supports the assumption that variation in surface roughness can be indirectly
observed from the friction forces. The observations at the same time disprove
the theory of force reduction due to degradation of abrasive (e.g. sharpness,
size) over time.
• Considerable long over–polishing period gives rise to the occurrence of surface
defects in form of pull–outs (work material particles released from the work-
piece). These released particles, that may be of considerably bigger size than
the abrasive grains (8 m), are trapped in the working interface, participating
in the abrasion of the workpiece and deteriorating surface ﬁnish. Such event
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is observable in–process from the incearse in force signal (approx. 2 200 s in
Figure 7.24).
Figure 7.24: Measured forces during over–polishing (additional 300 passes) on already
ﬁne polished surface from Figure 7.19 and Figure 7.20. Raw forces (left); FxRMS
(right). Stable Fx reﬂecting no improvement in surface roughness and the moment of
abrupt increase indicating initiation of surface defects (pull-outs) are highlighted.
The observations from the ﬁne polishing tests and simulated over–polishing tests
provide experimental veriﬁcation of the validity of the KPV theory that the develop-
ment in surface roughness (VQC) can be inferred from friction forces (KPV).
To summarize the observations and gained knowledge, a graphical representation
of the observed phases in surface roughness development directly reﬂected in the
trend of acquired friction force (Fx) is given in Figure 7.25. The example is given
on the trend of FxRMS from 240 passes during the ﬁne pre–polishing test to identify
100% completion (previously shown Figure 7.19 and Figure 7.20). This is to clearly
show the distinct stages on surface roughness development from the friction force
signal during ﬁne polishing, reaching stabilization of surface roughness in the total
surface area due to the suﬃciently long polishing time, reﬂected in friction forces.
The trend of FxRMS is representative of the ﬁve process repetitions performed in the
ﬁne polishing tests with shorter process duration shown in Figure 7.22. Due to the
shorter process duration of the ﬁne polishing test, the apparent steady state level in
FxRMS representing roughness stabilization in the total surface visible in Figure 7.25
is not apparent in Figure 7.22.
The whole process duration represented by FxRMS in Figure 7.25 can be divided
in three distinct stages of surface roughness development during the ﬁne polishing.
The ﬁrst phase characterized by the steep exponential decrease in FxRMS (approx.
0 - 300 s) reﬂects the initial rapid development in measured surface roughness shown
in Figure 7.21. This is followed by a steady–state level in FxRMS , reﬂecting the
stabilization in surface roughness in Zone I receiving equal polishing time (see Figure
7.23 for designation of Zones).
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Figure 7.25: Observed phases of surface roughness development reﬂected in the trend
of FxRMS during ﬁne polishing. Designation of Zones refers to Figure 7.23. Example
given on 240 passes during ﬁne polishing preliminary test shown in Figure 7.19 and
Figure 7.20.
With further polishing time, phase two characterized by the linear decrease in
FxRMS (approx 800 - 1700 s) follows, reﬂecting progressive development in surface
roughness in Zone II receiving less polishing time.
Phase three follows after suﬃciently long period, ensuring stabilization of surface
roughness in the total surface area consisted of Zone I and Zone II. Such stage is
characterized by the steady state level in measured FxRMS , reﬂecting no improvement
in surface roughness taking place with additional polishing time. It is important to
stop the process at this point to avoid over–polishing and associated risks of damaging
the surface quality (e.g. observed initiation of pull–outs in Figure 7.24.
Acoustic Emission: A representative raw AE signal acquired during 160 polishing
passes on WP1 by the two AE sensors, R15 with 60 dB gain and 20 - 1 200 kHz pass-
band ﬁltering in the analogue signal pre-ampliﬁer and BV100 without any analogue
signal conditioning, is depicted in Figure 7.26. The signals represent concatenated
data segments of 105 data points (0.0640 s) acquired during the whole process du-
ration with 6 s trigger delay between the acquired data segments. This results in
considerable reduction of the amount of data acquired (13.8 s instead of 2000 s of the
total process duration), while ensuring it suﬃcient and computationally manageable
for data post processing. Clear diﬀerence in the appearance of the two signals can be
seen in Figure 7.26. The AE signal acquired by R15 seem more dense than the one
acquired by BV100, with distinguishable diﬀerence in signal level prior to polishing
(no-load state), during polishing and after process termination (no-load state).
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Figure 7.26: Raw AE signal acquired during 160 polishing passes on WP1 using
sensors: R15 (left); BV100 (right).
When zooming at the moment of the process initiation (i.e. ﬁrst contact between
the polishing tool and workpiece surface), a clear diﬀerence between the sensitivity
of the two sensors could be observed. Such moment is shown in Figure 7.27, display-
ing synchronous data from both sensors. The no-load (background) signal level can
be observed from the signal acquired by R15 sensor at the beginning of the mea-
surement. This is clearly followed by the signal representing the polishing process
(interaction of polishing tool and work surface) by a higher signal level consisted of
AE bursts. The transition of the no-load to process state is a clearly distinguishable
from the signal. On the contrary, this is not observable from the signal acquired by
BV100 sensor Figure 7.27 (right). There are discrete signal excitations spread over
the process duration visible from the BV100 output, hardly associable with any sig-
niﬁcant abrupt event acquired by R15. It was therefore suspected that these signal
excitations (possibly periodic) may be caused by disturbance sources, not related to
polishing.
Figure 7.27: Raw AE signals during initiation of polishing contact acquired by: R15
(left); BV100 (right). Clear distinction between no-load (background noise signal
level) and process state represented by AE bursts can be seen from R15 signal (left),
whereas it is not observable from BV100 signal (right).
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Frequency analysis: To reveal sources of signal distortions and important fre-
quency ranges representative of the process, spectral analysis by the FFT of the
acquired AE signals was performed.
Figure 7.28 shows frequency spectrum of the AE signal (shown in Figure 7.26
(left)) acquired by R15 sensor representative of no-load state (background noise level
— in blue color) and the ﬁne polishing process itself (in red). Although the signal
was analogue passband ﬁltered in the range of 20 - 1200 kHz, there are signiﬁcant
frequencies as low as 5 kHz present in the signal content. The background noise level
was observed of low amplitude with the main frequency peaks around 22 kHz (15 -
30 kHz) and above 500 kHz (outside the quoted sensor operational range of 400 kHz).
Two fundamental frequencies representing polishing were observed at 27 and
230 kHz with important frequency ranges between 5 - 30 kHz, 45 - 170 kHz, 200 -
350 kHz and a high frequency range between 550 - 630 kHz. The observed important
frequency ranges are in agreement with the the main signal frequency ranges observed
with the same sensor during the coarse stone polishing of rotating workpieces (Figure
7.8), with a pronounced importance of the high frequency range (200 - 350 kHz)
in ﬁne polishing with loose abrasive. The fundamental signal frequencies in stone
polishing were observed at around 20, 50, 150 kHz and low signal amplitude at high
frequency range of 225 and 275 kHz (see Figure 7.8). The shift of the AE signal
energy in ﬁne polishing to a higher frequency range compared to the coarse stone
polishing was expected considering the diﬀerences in spatial frequency of workpiece
surface topography. The mean size of the abrasive grains involved in both, stone
and ﬁne polishing were comparable, of at about 8 – 9 m. The mean abrasive grain
size of the used polishing stones was conﬁrmed by the manufacturer GESSWEIN,
following the FEPA classiﬁcation [145]. Consequently, the low spatial frequency of
surface topography of turned workpieces in coarse stone polishing test results in less
frequent ”hits” between the bonded abrasive grains and surface scallops, resulting
in lower frequency of the associated AE signal. On the contrary, the high spatial
frequency of stone pre-polished surfaces in ﬁne polishing tests result in more frequent
interactions between the surface scallops and loose abrasive grains. Moreover, the
loose abrasive grains may also roll on the work surface, signiﬁcantly increasing the
frequency of abrasive-surface interactions, creating a high frequency AE signal. Based
on the results of the frequency analysis it is believed that the acquired AE signal is
representative of the polishing process and related interaction between the abrasive
and workpiece surface with no obvious signal distortions or presence of intrusive noise
requiring additional ﬁltering.
The frequency spectrum of the AE signal (shown in Figure 7.26 (right)) acquired
by BV100 sensor is depicted in Figure 7.29. The frequencies representing no-load
state (background noise level) are highlighted in blue color, whereas the frequencies
representative of ﬁne polishing process are depicted in red color. The frequency spec-
trum reveals periodic frequency peaks (77 kHz periodicity) over the whole spectrum,
suggesting the presence of aliasing artefacts in the signal. A signiﬁcant source of
background noise is revealed at 13 kHz, as indicated in Figure 7.29. Important fre-
quencies representative of the process, discarding the aliasing signal artefacts, can be
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Figure 7.28: FFT of the Raw AE signal from Figure 7.26 (left) during 160 polishing
passes on WP1 acquired by R15 AE sensor with indication of fundamental frequency
peaks at 27 and 230 kHz and other important frequency ranges in ﬁne polishing with
loose abrasives.
seen around 214 kHz (indicated in Figure 7.29), in the range between 180 - 280 kHz.
This is in agreement with the observations from the frequency spectrum of the signal
acquired by R15 sensor in Figure 7.28, supporting the signiﬁcance of such high fre-
quency range in ﬁne polishing with loose abrasives. Besides the high frequency range,
several frequency peaks of low amplitude representative of the process can also be
seen in the low frequency range between 18 - 70 kHz in Figure 7.29. The frequency
analysis of the signal acquired by BV100 has revealed signiﬁcant contamination of
the signal by aliasing artefacts and intrusive source of background noise at 13 kHz.
It is therefore expected that the signal needs to be ﬁltered to suppress the intrusive
signal sources to provide for valid conclusions on possible correlation between the
trend in the acquired AE signal and progression in surface roughness of the polished
workpieces.
Filtering and signal feature extraction: In order to assess the existence of
possible correlation between the trend in the acquired AE signals and progression in
surface roughness of the polished workpieces, RMS of the AE signal oscillating around
zero was selected as a signal feature, providing smooth approximation of the trend
in energy of the AE signal. The acquired AE signals were demodulated by means
of a single AERMS value calculated from each AE data segments (105 data points).
Figure 7.30 shows the calculated AERMS from the raw AE signals acquired during 160
polishing passes on WP1 (raw signals shown in Figure 7.26), acquired by R15 sensor
(left) and BV100 sensor (right). To highlight the trend in the AERMS , smoothing
over 10 neighbourhood data points by means of moving average was applied and
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Figure 7.29: FFT of the Raw AE signal from Figure 7.26 (right) during 160 polishing
passes on WP1 acquired by BV100 AE sensor with indication of a signiﬁcant source
of background noise at 13 kHz and fundamental frequency representative of the ﬁne
polishing process around 214 kHz.
it is highlighted in red color in Figure 7.30. From the signal acquired by R15, a
decreasing trend in AERMS resembling the trend observed in friction force FxRMS
shown in Figure 7.22 can be observed. From both signals, AERMS and FxRMS , initial
decreasing trend followed by a stabilized level before 1000 s can be seen, followed by
further decrease after 1000 s. On the contrary, the trend in AERMS calculated from
the raw AE signal acquired by BV100 (Figure 7.26 (right)) exerts increasing trend
along the process duration. Such trend is considered not valid due to the signiﬁcant
contamination of the AE signal content by intrusive signal sources as shown in the
frequency spectrum in Figure 7.29.
In order to suppress the intrusive signal sources in BV100 signal content, diﬀerent
passband ﬁlters around the identiﬁed frequency ranges representing the process from
the frequency analysis in Figure 7.29 were applied to a number of raw AE signals
acquired by BV100. However, the results did not provide for observable correlation
between the trend in the reconstructed signals and progression in surface roughness.
Based on the observations, the BV100 sensor was considered not capable of monitoring
the ﬁne polishing process and its acquired signals will not be further considered.
On the contrary, the decreasing trend observable in AERMS calculated from the
raw (analogue band pass ﬁltered) AE signal acquired by R15 in Figure 7.30 (left) and
the frequency analysis in Figure 7.28, the sensor was considered capable of sensing the
abrasive–workpiece interactions. To gain better understanding of important frequency
ranges contained in the acquired AE signals and their impact on resulting trend in
AERMS , a number of raw acquired signals were ﬁltered using diﬀerent passband ﬁlters
and the eﬀect on the calculated AERMS was observed. Figure 7.31 shows the eﬀect of
ﬁltering raw signal from Figure 7.26 (left) using diﬀerent passband ﬁlters on calculated
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Figure 7.30: Trend in AERMS calculated from AE signals in Figure 7.26, representa-
tive of 160 polishing passes on WP1 acquired by sensors: R15 (left); BV100 (right).
The trend in AERMS is highlighted in red color by moving average over 10 data
points, resembling the decreasing trend in friction force FxRMS shown in Figure 7.29
AERMS signal feature. Three butter-worth band pass ﬁlters of the 3rd order in the
range between 2-400 kHz, 13-400 kHz and 35-400 kHz graphically depicted in Figure
7.31 (left) were applied to the raw signal and the resulting AERMS is shown in Figure
7.31 (right). The selected upper passband ﬁlter represents the upper operational range
of R15 AE sensor (ie. 400 kHz). The selection was supported by the frequency
analysis in Figure 7.28, conﬁrming low portion of the process representative signal
content while suppressing signiﬁcant noise sources. The results in Figure 7.31 (right)
show that the use of passband ﬁlter in the range 2–400 kHz preserves the trend
present in AERMS calculated from the raw acquired signal, with small reduction in the
amplitude. Similarly, passband of 13-400 kHz preserves the trend, while suppressing
several frequencies in the low frequency range as depicted in the frequency spectrum
of the raw signal in Figure 7.31 (left). On the contrary, suppressing the whole low
frequency range and thereby several important frequency peaks representative of the
process (see Figure 7.31 (left)) by passband ﬁlter of 35-400 kHz causes removal of
the trend resulting in steady state signal level in AERMS along the whole process
duration shown in Figure 7.31 (right).
In order to asses the repeatability of the decreasing trend in AERMS observed
during 160 polishing passes on the ﬁrst workpiece (WP1) in Figure 7.30 (left), all
the acquired AE signals were processed and observed for repeatability of the trend in
AERMS . Considering the small relative change in signal amplitude observed along the
process duration, it was decided to apply passband ﬁltering in the range 2-400 kHz to
remove any possible low frequency noise components close to DC, causing signal oﬀset
or drift, since this could invalidate the trend in calculated RMS of the signal. Such
choice was supported by the observation from Figure 7.31, conﬁrming its negligible
impact on the signal amplitude while preserving the signal trend. AERMS calculated
for all the acquired AE signals during the ﬁne polishing screening tests are attached
in Appendix B.1.1. The ﬁve graphs represent the AE signals acquired during the ﬁve
process repetitions, resulting in ﬁve polished workpieces (WP1 to WP5). Each of the
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Figure 7.31: The eﬀect of ﬁltering raw signal from Figure 7.26 (left) using diﬀerent
passband ﬁlters on calculated AERMS signal feature. Zoom on 0 - 80 kHz frequency
spectrum from Figure 7.28 with indication of diﬀerent lower cut-oﬀ frequencies used
(left). Calculated AERMS from the raw AE signal and passband ﬁltered signal in the
frequency range of 2-400 kHz, 13-400 kHz and 35-400 kHz (right).
graphs consists of seven signals, representing the AE signal acquired during polishing
seven surfaces (S1 to S7) with progressively longer polishing intervals as summarized
in Table 7.4. Although a number of decreasing signal trends were observed (e.g. S6,
S7 on WP1; S5, S7 on WP3; S7 on WP4), the trends were not consistent, exerting
poor repeatability.
To observe the repeatability and presence of signal trends in higher frequency
range, all the acquired signals were additionally ﬁltered by the passband ﬁlter of
35-400 kHz (see Figure 7.31). This resulted in suppressing the eﬀect of lower fre-
quency ranges that may be aﬀected by extraneous intrusive signal sources causing
the observed poor repeatability of the signal trends. AERMS calculated for all the
acquired AE signals is attached in Appendix B.1.2. The results show again a number
of decreasing signal trends, where for instance the trend in AERMS for S6 on WP1
correlates well with the most signiﬁcant improvement in surface roughness in the ﬁrst
500 s of polishing (see Figure 7.21), followed by stabilization. Such trend can also be
seen in S5 for WP3; S4, S6 and S7 for WP5. However, in overall the signal trends
were not well repeatable with process repetitions, exerting small relative change in
the signal amplitude compared to the variability range, thereby not providing robust
mean for process control decisions.
The results form the ﬁne polishing test thereby do not provide robust correlation
between the AE signal and progression in surface roughness during ﬁne polishing with
loose abrasive.
Power measurements: Measurements of the motor power consumption in the pol-
ishing module during the ﬁne polishing tests did not result in robust correlation with
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the progression in surface roughness. The measured signal was strongly distorted
with ﬂuctuations during the process not observable form friction forces, nor from
the AE measurements. Such behaviour can be associated with friction losses in the
mechanical mechanism in the polishing module providing oscillating movement of a
polishing tool (e.g. friction in bearings, linear guides). Also, an increase in motor
temperature indicated by the servo feedback reached an average range of 6 degrees
Celsius between the initiation and termination of polishing process after 160 passes
(i.e. 1 920 s). Such increase in motor temperature due to the Joule eﬀect is expected
to aﬀect the measured motor power consumption. The issues in the mechanics of
the polishing module are known to the company and at the time of writing STRE-
CON is developing a new polishing module that is expected to provide signiﬁcant
improvements in the kinematics of the polishing module. Despite the present design
problems on the polishing module, a repeatable decrease in measured power consump-
tion in the initial stage of polishing was observed. It is therefore expected that power
measurements may be useful in connection with improved mechanics of the polishing
module.
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7.3 Selection of commercial sensor system solutions suitable
for implementation in the RAP
This section deals with the selection of commercial sensor system solutions suitable
for implementation in the RAP machine to attain the given monitoring scopes sum-
marized in section 7.1.2, Table 7.2.
The screening tests performed with available sensors, described in section 7.2, have
provided a preliminary experimental veriﬁcation of the correlation between the iden-
tiﬁed KPVs, observable in-process, and VQCs. The tests also provided fundamental
knowledge on expected signal ranges and characteristics, creating a basis for proper
selection of suitable instrumentation for implementation in the RAP.
7.3.1 Expected ranges and characteristics of measurands (VQCs
and KPVs)
7.3.1.1 VQCs
The typical range of surface roughness of components polished by the RAP is between
3 – 0.01 m Ra. Surface defects such as holes and scratches in the range of several
millimetres – tens of micrometers in size need to be recognizable. Quantitative range
of surface gloss is not available due to qualitative assessment by visual inspection up
to date, but a quantitative measurement method needs to be established.
7.3.1.2 KPVs
AE: A frequency bandwidth of AE signal in the range of 5 – 300 kHz representative
of the polishing process was observed during the screening tests.
Forces: Forces in three orthogonal directions are important in the RAP, where Fz —
is the force normal to workpiece surface, Fx — is the force in tool oscillation direction,
Fy — is the force in plane tangential to the workpiece surface, perpendicular to Fx.
Frequency bandwidth is given by the tool oscillation frequency, in the range between
0 – 83.33 Hz (i.e. 0 – 5000 min 1).
The contact force Fz is controlled by an air pressure system, in the range of 1 – 30
N. Fy was observed of at about 50 % of Fz in rotating workpiece RAP conﬁguration
and insigniﬁcant in polishing stationary workpieces. Fx was observed of at about 25
% of Fz.
Power/current: Since a brushless DC servomotor in the polishing module pro-
viding the oscillating tool movement is powered by 24 V and at maximal speed and
torque consumes up to 1.58 A of current, the maximum power consumption is 38 W.
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7.3.2 Requirements on measurement systems
7.3.2.1 VQCs
In-process dynamic measurements of VQCs may not be attainable in a cost-eﬃcient
manner, therefore in-line measurement during process auxiliary times is preferable.
High measurement rate is required for the process productivity, ideally enabling 100%
quality control and localization of defects. The measurement has to be performed on
the machine, where the presence of vibrations can not be avoided.
7.3.2.2 KPVs
Dynamic measurements of KPVs have to be performed in real-time or quasi real-
time during the process run time. The measurement systems have to be universal,
applicable in polishing stationary as well as rotating workpieces.
AE: High sensitivity of an AE sensor is required considering the low AE signal level
generated in ﬁne polishing with loose abrasives, as observed during the screening tests
(section 7.2.4). Placement of a wired sensor directly on workpiece is not possible in
polishing rotating workpieces. This implies the need for small dimensions and weight
of a sensor to be placed on the polishing arm.
Considering the high frequency bandwidth (B) of the AE signal, an A/D converter
with suﬃciently fast sampling rate has to be chosen in accordance with the Nyquist
theorem that sampling rate fs > 2 B. A high measurement resolution, minimum 16
bit, should be attained during A/D conversion to minimize loss in signal amplitude
due to high frequency signal components.
Forces: In order to robustly monitor small relative change in amplitude of mea-
sured forces during ﬁne polishing using loose abrasive, high measurement resolution
is required. A three component force sensor should be implemented. This is to ensure
the validity of variation in amplitude of friction forces (Fx, Fy) caused by a change in
surface topography, not biased by possible variations in the contact force Fz caused
by problems of the air pressure control system. Linking a workpiece to a wired force
transducer is not possible in polishing rotating workpieces. Therefore a force sensor
has to be placed in the vicinity of the polishing arm or the polishing module.
To ensure observation of process state from the pattern of oscillating friction force
Fx, a minimum sampling frequency bandwidth of 3 kHz should be attained.
Power/current: High measurement resolution is required to reliably distinguish
the small relative change in motor power consumption or current ﬂow due to the
change in surface ﬁnish during polishing, especially for ﬁne polishing utilizing ﬁne
loose abrasives.
Sampling bandwidth  2 kHz is suﬃcient for power or current measurement.
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7.3.2.3 Working environment
Inside the machine working space, polishing lubricant (mix of petroleum and light
mineral oil) is sprayed in the contact zone during the process. Any equipment in the
vicinity of the polishing tool has to withstand harsh environmental conditions with
the presence of the lubricant, mist and polishing slurry containing abrasive particles
with abraded workpiece material.
7.3.2.4 Limiting dimensions
The robot arm can carry a load of maximum 5 kg, and of that load, most is already
used by the polishing module. This leaves a few hundred grams for sensors and
equipment. Equipment mounted on the polishing arm will have to be light weight
(less than 100 g) since the weight of the arm is balanced with the mechanism to create
tool oscillations.
7.3.3 Selected sensor systems matching the requirements
Identiﬁcation of commercial sensors systems has been performed by market screen-
ing, matching the relevant requirements, expected signal ranges and characteristics
speciﬁed in the previous section.
7.3.3.1 In-line measurements of VQCs using a scattered light sensor
A commercial angle resolved scattered light sensor OS500-32 from the company Op-
toSurf GmbH was selected as the best solution for in-line non-contact optical char-
acterization of polished surfaces suitable for implementation on the machine. The
sensor is intended for roughness and form measurements of ﬁne machined surfaces,
with measurement range of approximately 0.05 m < Rz < 3 m in transverse and 3
m < Rz < 30 m in longitudinal direction of the sensor detector to surface lay. The
scattered light sensor measures the surface gradient angle. Due to physical laws, the
angle measurement method provides major advantages compared to distance mea-
surement used in traditional surface roughness measurement techniques, making the
measurement insensitive to minor changes in distance and tilting of the measured sur-
face. This oﬀers signiﬁcant advantages when measuring in harsh environments where
vibrations are constantly present. The sensor provides a fast measurement rate of up
to 2000 measurements/s and it is resistant to spray water and to the vibrations that
are usual in production. For measuring diﬃcult to access areas (e.g. tooth ﬂanks,
bores), various optics adapters are available [146]. The sensor has a measurement
trigger input allowing for implementation and measurement automation in the RAP
machine. The sensor was used for measurement of roughness in a wide range of tests
in a production environment in [98, 99, 100, 101, 102], demonstrating its capability
to determine diﬀerences in high quality ﬁne surfaces [3]. The system was also shown
to be able to detect scratches on high-gloss metal sheets with a typical width of 1 m
and a depth as small as 40 nm [103, 104].
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The sensor setup and its working principle is graphically shown in Figure 7.32
(left).
Figure 7.32: Setup and measuring principle of OS500-32 scattering light sensor (left);
Illuminated surface and mirror facet model (right), where: scattering angle 'x;i at
sensor position x and index i, mean scattering angle 'x corresponding to mean surface
slope m(x) [147]
.
The measurement is based on a non-coherent LED light beam (L) of 670 nm
wavelength and 0.9 mm in diameter illuminating the measured surface (a). The
assumed mirror facets of the micro structures reﬂect the light by geometrical laws (c).
As depicted in Figure 7.32 (right), each facet within the illumination of surface area
of diameter D centered at x reﬂects (depending on its slope (x   xi)) the incident
light in angle 'x with  D/2  xi  D/2 and index i = 1 to 32. The scattered
light within  16º angular range is collected by a lens (b) and directed onto a linear
detector array consisting of 32 photodiodes (d). From the acquired scattered light
intensity distribution (e), a number of statistical parameters describing the surface
texture are calculated.
From geometrical laws, a mean angle of the scattering light distribution 'x , is
2  m(x) (twice the mean slope of the surface) as depicted in Figure 7.32. This is
mathematically deﬁned as [148]:
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'x =
nX
i=1
'x;i Hx;i (7.6)
where:
Hx;i =
Ix;iPn
i=1 Ix;i
(7.7)
is the normalized intensity function at sensor position x and n the number of photo
elements of the linear detector.
At each sensor position x a mean slope is acquired and integration of consecutive
data points allows reconstruction of a surface proﬁle relative to the ﬁrst data point
(ie. no absolute height information is obtained). This allows for calculation of surface
form deviations.
Besides the mean slope, represented by the ﬁrst statistical moment of the scatter-
ing light distribution described by Equation 7.6, the acquired intensity distribution
includes more information on surface texture of the measured surface. Evaluating
the second order statistical moment (i.e. variance) of the intensity distribution, the
optical surface roughness value Aq can be obtained and it is used to characterize
the surface roughness and gloss. The VDA Guideline 2009 [96] describes all the rele-
vant statistical parameters and their use in technical drawings together with detailed
description of the sensor working principle. Aq is mathematically deﬁned as:
Aq =
nX
i=1
('x;i   'x)2 Hx;i (7.8)
According to [102, 148, 147], Aq is directly correlated to the root mean square
gradient of the surface Sdq in 3D, deﬁned in ISO 25178–6 [84], and Rdq in 2D deﬁned
in ISO 4287. This hybrid roughness parameter is important in characterization of
the tribological behaviour of surfaces and gloss [102, 148]. Thus the scattered light
sensors is a compact solution enabling in-line characterization of surface roughness
and quantiﬁcation of gloss.
7.3.3.2 In-process measurements of KPVs
As a uniﬁed Data Acquisiton system (DAQ) solution enabling simultaneous data
acquisition among measurements of diﬀerent KPVs, ease of reconﬁgurability and im-
plementation in the RAP machine, an industrial four slot expansion chassis NI 9146
from National Instruments has been selected. The system accommodates diﬀerent
A/D converters to facilitate diﬀerent requirements for reliable measurement of KPVs
in a plug an play DAQ system conﬁguration.
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AE: There is a wide variety of AE sensors available on the market. The screening
considered a range of available AE sensors from the biggest manufacturers in the ﬁeld,
including MISTRAS GROUP 9, Score Atlanta Inc. 10, Vallen systeme GmbH11, Fuji
Ceramics Corporation12, etc.
M304A R-CAST AE sensor system from the Japanese manufacturer Fuji Ceramics
Corporation has been identiﬁed as the most suitable solution for implementation in
the RAP due to superior sensitivity, small weight and dimensions compared to other
solutions available on the market. In Figure 7.33 a photograph of the tested AE
sensors is shown for direct comparison of their physical dimensions.
Figure 7.33: Tested AE sensors: A general purpose AE sensor R15α from Physical
Acoustic Corporation – Mistras group (left); Montronix BV100 Broadband AE Sensor
(middle); M304A R-CAST AE sensor with built-in head ampliﬁer from Fuji Ceramics
Corporation (right)
The sensor of 300 kHz resonant frequency has a built in analogue signal pre-
ampliﬁer of 27  2 dB gain, providing enhanced signal to noise ratio. The sensor is
connected to an external analogue signal pre-ampliﬁer unit A 1002 with two selectable
gain ranges of 10 dB or 55 dB. Superior sensitivity, especially in higher frequency
ranges of the M304A sensor compared to AE sensor R15 is shown in Figure 7.34.
An A/D converter NI 9223 from National Instruments has been selected, providing
1 MHz sampling rate with 16–Bit resolution.
9www.mistrasgroup.com/products/solutions/acousticemission/sensors/summary_chart.aspx
10https://score-atlanta.com/products/AE
11www.vallen.de/about-acoustic-emission
12www.fujicera.co.jp/product/e/index.html
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Figure 7.34: Frequency response of the R15 AE senor (left)– Calibration based on
ASTM E1106 (blue), calibration based on ASTM E976 (red); Frequency response of
the M304A R-CAST AE sensor – calibration based on ASTM E1106.
Power/current: A PCM 10-P current sensor based on closed loop Hall eﬀect from
the company LEM13 has been selected for implementation in the RAP, fulﬁlling all
given requirements.
An A/D converter NI 9234 from National Instruments has been selected, providing
24–Bit measurement resolution.
Forces: No commercially available force sensor fulﬁlling the given requirements and
limitations for placement have been found. Therefore, a dedicated polishing arm with
integrated three–directional force sensors has been developed and characterized for
its performance and applicability for implementation in RAP. The development is
detailed in chapter 8.
For data acquisition from the developed solution, A/D converter NI 9237 from
National Instruments has been selected, providing 24–Bit measurement resolution.
13www.lem.com/hq/en/component/option,com_catalog/task,displaymodel/id,60.05.13.100.0/
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7.4 Optimization of sensor system location within the
manufacturing system
The scattered light sensor for in–line surface characterization has to be repositioned
during the measurement. Considering the limited capacity of the robot arm holding
the polishing module and the weight of 0.75 kg of the scattered light sensor, it was
decided to use an exchange clamping system to hold the polishing module and the
sensor separately by the robot. A dedicated ﬁxture for the sensor was designed
by STRECON, enabling automation of the change between the robot arm holding
the polishing module and the scattered light sensor. Positioning of the sensor is
then programmable in the robot coordinate system, enabling tracking and logging
the position of localized surface ﬁnish measurements and its reconstruction into an
areal representation of the measured surface. This allows robust identiﬁcation and
localization of surface defects. Outputs of such solution are shown and detailed later
in section 9.2.6.
Placement of the current sensor does not pose any problem and it was easily
mounted in the machine electrical cabinet, following the manufacturer speciﬁcations
for implementation. Since the nominal range of the sensor has been selected with
respect to the maximum current consumption of the servo motor providing the os-
cillation, a single powering wire was mounted in the Hall current sensor, ensuring
maximum measurement resolution.
During the development of the dedicated polishing arm with integrated force sen-
sors based on strain gauges, optimization of location for placement of strain gauges
was a critical aspect. The location and orientation of strain gauges directly aﬀects the
measurements and therefore required careful optimization. This is detailed separately
in chapter 8, dealing with the development of the arm.
Location and a type of mounting the AE sensor is an important aspect to en-
sure reliable measurements. The steps undertaken in optimization of the AE sensor
placement are detailed in the following section.
7.4.1 Optimization of AE sensor location for implementation
In AE measurements, optimization of location for sensor placement is an important as-
pect, as it was previously discussed in the literature survey in section 3.5.2.2. Arising
from tool–workpiece interaction during polishing, the generated elastic waves (consti-
tuting the AE signal) propagate through the system components (e.g. the workpiece,
the tool, the machine structure). The waves reﬂect and attenuate in magnitude, es-
pecially the high frequency waves, depending on various factors such as the travelling
distance, geometry, transmission media, etc. To ensure optimal performance of the
selected AE sensor and reliable measurements, the location and means of mounting
of the sensor were optimized following the method described in section 5.3 of part II
of this thesis.
An indispensable source of information for successful completion of the placement
optimization was provided by the sensor manufacturer through the mounting and op-
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erational manual. Additional important information is available in relevant standards,
including:
• ASTM E1316 – 13a, Standard Terminology for Nondestructive Examinations
[111]l
• ASTME650/E650M – 12, Standard Guide for Mounting Piezoelectric Acoustic
Emission Sensors [149];
• ASTM E750 – 10, Standard Practice for Characterizing Acoustic Emission In-
strumentation [150];
• ASTM E976 – 10, Standard Guide for Determining the Reproducibility of Acous-
tic Emission Sensor Response [151];
• ASTM E2374 – 10, Standard Guide for Acoustic Emission System Performance
Veriﬁcation [152];
• ASTM E1139/E1139M – 12, Standard Practice for Continuous Monitoring of
Acoustic Emission from Metal Pressure Boundaries [153];
7.4.1.1 Identiﬁcation of sensor placement constraints
The AE sensor is connected with an external signal pre-ampliﬁer via a shielded cable,
thus not allowing its direct placement on rotating workpieces.
Placing the sensor on the closest stationary location on the machine tool structure
close to the spindle housing has shown to be insuﬃcient. This is due to long signal
travelling distance from signal generating source to the sensor resulting in signal
attenuation and a number of interconnections creating intrusive AE signal (friction
in spindle bearings, etc.), resulting in insuﬃcient S/N ratio.
The infeasibility of the sensor placement directly on workpiece was an important
aspect considered already during the sensor selection, aiming at the ideal location of
the sensor in the vicinity of polishing tool. This resulted in the identiﬁcation and
purchase of a miniature, light weight and highly sensitive AE sensor, enabling its
placement on an oscillating polishing arm.
7.4.1.2 Identiﬁcation of possible factors aﬀecting the measurements
Based on the knowledge gained from the sensor manufacturer instructions, litera-
ture study and standards available, among the recognized factors most aﬀecting the
measurements are:
• Distance between the sensor and emission source (signal attenuation);
• State of the structure-to-sensor interface;
• Materials properties of the transmission media (acoustic impedance, etc.);
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• Signal ampliﬁcation;
• Mechanical noise –– movement of mechanical parts in contact with the structure;
• Electro-magnetic noise;
• Hydraulic noise –– cavitation, turbulent ﬂows, boiling of ﬂuids and leaks.
According to [154], the removal of air from the interface between a measurement
surface and an AE sensor is crucial to the transmission of ultrasonic energy. The
acoustic impedance of air is around 5 orders of magnitude lower than that of the
two contacting surfaces, allowing for very little transmission of acoustic energy at the
frequencies typical of Acoustic Emission. The use of a couplant can greatly improve
this transmission by around 2 times at 100 kHz and more than 10 times at 500 kHz.
The sensor manufacturer states that signal attenuation caused by any trapped air
layer at the structure-to-sensor interface is in the range of 1/10  1/100.
The eﬀect of this type of mounting of the AE sensor was observed signiﬁcant by
the author during the preliminary tests.
7.4.1.3 Identiﬁcation of dependency between measurement location and
measurement uncertainty
As recommended by all AE sensor manufacturers and relevant literature, the mount-
ing place of an AE sensor has to be as close as possible to the signal generating point
to prevent loss of signal amplitude resulting in increased measurement uncertainty.
Phenomena such as attenuation, dispersion, diﬀraction and scattering take place as
AE waves propagate through the structure. The dependency of measurement location
on AE signal magnitude is known from the Acoustic Wave theory and very useful in-
formation can be found in literature, for example in [155]. An example on AE signal
attenuation as a function of a propagation distance is shown in Figure 7.35.
7.4.1.4 Possible actions to minimize measurement uncertainty/error
Having in mind the factors aﬀecting the measurement and the known inﬂuence of
measurement location discussed above, possible actions to minimize measurement
uncertainty shall consider:
• Location of sensor as close as possible to the AE source;
• Due to the very small magnitude of energy involved in an AE source, it is
desirable to locate the signal ampliﬁcation as near as possible to the output
of the sensor. This is beneﬁcial in controlling noise interference and AE signal
transmission loss [153];
• The use of a couplant is strongly advised with a compression mount to maxi-
mize the transmission of acoustic energy through the sensor-structure interface.
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Figure 7.35: Attenuation of AE signal energy as a function of signal travelling distance
[156].
The thinnest practical layer of continuous couplant is usually the best. Care
should be taken that there are no entrapped voids in the couplant. The use of
compression mount holds the sensor in intimate contact with the surface of the
structure through the use of force. This force is generally supplied by springs,
torqued-screw threads, magnets, tape, or elastic bands;
• If the use of couplant is impractical because of the nature of the environment,
a dry contact may be used, provided that suﬃcient mechanical force is applied
to hold the sensor against the structure [149];
• The contacting surfaces should be cleaned and mechanically prepared. This
will enhance the detection of the desired acoustic waves by assuring reliable
coupling of the acoustic energy from the structure to the sensor. Possible losses
in acoustic energy transmission caused by coatings such as paint, encapsulants,
weld spatter, and oxides as well as losses due to surface curvature at the contact
area must be considered. Unevenness, such as a taper from one side of the sensor
to the other, can also reduce sensitivity or produce an unwanted directionality
in the sensor response;
• Additional aspects to take into consideration are discussed in standard ASTM
E650/E650M – 12 , Standard Guide for Mounting Piezoelectric Acoustic Emis-
sion Sensors[149] and Acoustic Noise Sources are detailed in [150].
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7.4.1.5 Deﬁnition of the performance measure (objective function for
optimization)
The standard ASTM E2374 –- 10, Standard Guide for Acoustic Emission System
Performance Veriﬁcation [152] describes methods which can be used to verify the
response of an Acoustic Emission system including sensors, couplant, sensor mounting
devices, cables and system electronic components.
Peak signal amplitude of AE signal (see Figure 7.36) was chosen as a performance
measure for placement optimization as a good practice in accordance with relevant
standards [152, 153]. Maximization of peak signal amplitude attainable by suitable
sensor location will provide higher signal to noise ratio, resulting in lower measurement
uncertainty.
Figure 7.36: AE Signal Features [157].
7.4.1.6 Selection of sensor placement optimization method
Since the identiﬁcation of sensor placement constraints has led to the recognition
of the ideal sensor location in the vicinity of a polishing tool, an experimental op-
timization guided by the available standard ASTM E2374 – 10 [152] was preferred
to modelling. A search for possible location within a limited physical space was
performed considering the suitability for the sensor implementation in industrial en-
vironment, the knowledge gained from the literature dealing with the acoustic wave
theory, available standards on AE and the factors aﬀecting the measurement.
Three locations for the sensor placement were identiﬁed for evaluation:
• on the workpiece (Figure 7.37 (a));
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• on the arm in direct contact with a polishing tool (Figure 7.37 (b));
• on the arm in contact with a polishing tool holder (Figure 7.37 (c));
Figure 7.37: Pencil Lead Break (PLB) amplitude performance veriﬁcation setup, AE
sensor placed: on workpiece (a), in contact with polishing stone (b), on polishing arm
tool holder (c).
The sensor placement directly on the workpiece (Figure 7.37 (a)) is a common
solution providing the best measurement result in terms of S/N ratio, however, it is not
possible in polishing of rotating workpieces. The position was chosen for evaluation
as a reference.
Positioning the sensor on a polishing arm in direct contact with a polishing tool
(e.g. polishing stone in Figure 7.37 (b)) was chosen as the second position for evalu-
ation. This sensor location is universal, applicable in polishing both stationary and
rotating workpieces. Such solution with an AE sensor mounted by an adhesive tape
was previously shown applicable for indirect monitoring of surface roughness progres-
sion during coarse stone polishing of rotating workpieces in section 7.2.1. The risk
of such conﬁguration is the possible wear of the AE sensor surface in direct contact
with abrasive owing to the vibrations present from the tool oscillation. Additionally,
the sensor is exposed to spray of a polishing lubricant applied during polishing and
there is a risk of damaging it due to any possible collision.
The third sensor location on a polishing arm in contact with a tool holder (Figure
7.37 (c)) is universal, applicable in polishing both stationary and rotating workpieces
and allowing sensor protection. The possibility of encapsulating the AE sensor in
a tool holder would provide signiﬁcant advantages for collision protection and pro-
tection from spray of a polishing lubricant applied during polishing. However, an
additional interface (tool holder) in the AE signal transition from the tool-workpiece
interface to the sensor may result in signal reﬂection, distortion, attenuation etc. It is
therefore necessary to evaluate the impact of such additional interface on AE signal
transmission and suitability of such location for sensor implementation.
No additional locations on the polishing arm or its vicinity (e.g. inside the polish-
ing module) were considered due to the material of the polishing arm (carbon ﬁbre)
attenuating the AE signal and thus making reliable measurements diﬃcult to achieve.
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7.4.1.7 Execution of the method
After the AE sensor was mounted on a position to be evaluated, performance measure
by means of peak signal amplitude was veriﬁed examining the signal detected from
Pencil Lead Break (PLB) test. PLB is a mechanical pencil technique used in AE
testing, whereby a pencil lead is pushed against the examination article’s surface
with suﬃcient force to break the lead. When the lead breaks, there is a sudden
release of stress on the surface, constituting the AE signal. The PLB technique
performed in eﬀective working conditions was repeated 5 times for each of the three
evaluated locations in accordance with ASTM E976 –- 10 [151] and ASTM E2374 –
10 [152] standards. Details on the PLB amplitude performance veriﬁcation tests are
summarized in Table 6 and the setup used is depicted in Figure 7.37.
A polishing lubricant was applied on the polishing stone, simulating the eﬀective
working conditions during polishing while ensuring coupling the polishing stone to
the workpiece surface. To ensure proper transmission of the AE signal, an ultrasonic
couplant was applied in the interface between a measurement surface and the AE
sensor. The couplants (an ultrasonic couplant and a polishing lubricant) thereby
ensured elimination of any air trapped in the interfaces of adjacent bodies in the
signal transmission path.
Table 7.6: AE Peak Amplitude Performance Veriﬁcation
Waveform parameter to be veriﬁed Peak amplitude
Veriﬁcation device PLB
Lead diameter 0.5 mm
Lead hardness 2H
Lead length 2.5 mm
PLB distance > 100 mm
Sampling rate 1.563 MHz
7.4.1.8 Data analysis and applicability evaluation
The results from the performed PLB amplitude performance veriﬁcation tests have
shown that placing the AE sensor on the polishing arm introduces reduction in the
AE peak signal amplitude of approx. 44% compared to the AE sensor placement
directly on the workpiece. The evaluation was based on 5 repeated measurements
for each evaluated sensor location. However, the AE waveforms generated by PLB
with the sensor placed on the workpiece saturated the signal ampliﬁer, eﬀectively
resulting in a bigger deviation. Representative AE waveforms generated by PLB
during the signal amplitude performance veriﬁcation tests for the three evaluated
sensor locations are shown in Figure 7.38. From the ﬁgure, it can be seen that the
acquired AE waveform generated by the PLB is considerably attenuated in amplitude
when the AE sensor is placed on the polishing arm (Figure 7.38 (b, c)) compared to
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the sensor placement on the workpiece (Figure 7.38 (a)). This fact can be explained by
the diﬀerent signal transmission media and associated interfaces (steel only in Figure
7.38 (a)), steel + polishing stone (i.e. silicon carbide abrasive and bonding material)
in Figure 7.38 (b) and steel + polishing stone + aluminium tool holder in Figure 7.38
(c). The diﬀerent signal transmission media, and especially the bonding material of
the polishing stone, result in damping the AE waves and the interfaces between the
bodies of diﬀerent materials in the signal transmission path (e.g. workpiece–polishing
stone–tool holder–AE sensor) cause reﬂection of a portion of the AE waves.
Figure 7.38: Acquired AE waveforms from the PLB amplitude performance veriﬁca-
tion tests. AE sensor placed: on workpiece (a), in contact with the polishing stone
(b), on the polishing arm tool holder (c), according to the test setup shown in Figure
7.37.
When comparing the acquired AE waveforms at the two sensor locations on the
polishing arm (Figure 7.38 (b and c)), the sensor placement in contact with the tool
holder (Figure 7.38 (c)) resulted in approximately 15% reduction in the signal peak
amplitude (based on 5 repeated measurements) compared to the sensor location in
direct contact with the polishing stone (Figure 7.38 (b)). This reduction can be as-
sociated with the additional interface (aluminium tool holder) between the polishing
stone and the AE sensor. The diﬀerent signal transmission media and the interfaces
between the bodies of diﬀerent materials in the signal transmission path result in sig-
nal attenuation and reﬂection of a portion of AE waves at the interfaces, as discussed
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in the previous paragraph.
The observed loss of signal waveform amplitude and shortened duration, resulting
from the placement of the AE sensor on polishing arm, is inevitable in polishing
rotating workpieces. This will directly aﬀect the observation of transient AE events
generated during polishing. However, there are a multitude of contact points between
the abrasive grains and workpiece surface during polishing, generating overlapping
AE signal waveforms. An additional AE signal content is also expected from the
wear of the bonded abrasive (i.e. chipping of the polishing stone). Considering these
factors, together with the high sensitivity of the sensor and ampliﬁcation of the signal,
placement of the AE sensor on polishing arm is considered suitable. The results also
provide important knowledge of the magnitude of signal attenuation arising from
locating the sensor on polishing arm.
For the ﬁnal implementation of the sensor, avoiding direct contact of the sensor
with the abrasive is preferred, allowing protection of the sensor. The observed 15%
reduction in signal amplitude arising from such solution compared to the sensor place-
ment in direct contact with the abrasive tool is expected to be minimized by matching
the materials of interfacing bodies with similar or the same acoustic impedance prop-
erties. This would result in less reﬂection of the signal at the interfaces, directly
providing better signal transmission and higher S/N ratio.
7.4.1.9 Redesign of standard tooling and sensor implementation
Based on the results of the optimization method, gained knowledge and relevant
literature, redesign of the standard polishing tool holder was undertaken for imple-
mentation and protection of the AE sensor. A dedicated polishing tool holder with
embedded AE sensor and compression mount was designed as proof of concept to en-
sure adequate and constant acoustic coupling between the sensor and the tool holder.
The design is shown in Figure 7.39.
The design includes a compression mount of the AE sensor by a spring of known
spring constant (4.32 N/mm) and a hold–down lid screwed to the tool holder. The
dimensions of the lid were optimized to ensure suﬃcient mechanical force applied to
hold the sensor against the tool holder surface in accordance with standard ASTM
E650/E650M –- 12, Standard Guide for Mounting Piezoelectric Acoustic Emission
Sensors [149]. The compression mount thereby applies constant and repeatable clamp-
ing force of 11.5 N when the lid compressing the spring is fully screwed to the tool
holder.
The AE sensor is placed in a bore with a ﬂat bottom surface of tight ﬂatness tol-
erances and ﬁne surface ﬁnish obtained by EDM polishing to ensure reliable coupling
of the acoustic energy from the structure to the sensor. Thickness of the bottom wall
separating the AE sensor and the tool was designed to be 1 mm and it can further
be optimized according to the Acoustic Wave theory (see for instance [155]) based on
known signal frequencies of interest. The bore provides protection of the AE sensor
from the environment, ensuring constant contact conditions between the sensor and
tool holder. The EDM machined bore enables propagation of AE surface waves to
180 7 Deﬁnition of monitoring solutions
Figure 7.39: Exploded view of the redesigned polishing tool holder with integrated
AE sensor CAD model.
the sensor without their suppression (i.e. enclosing the sensor by a welded-on ﬁxture
or when located at the bottom of a threaded hole may result in suppression of surface
waves [149]).
The encapsulated design of the AE sensor ﬁxture with easily dis-mountable com-
pression mount provides ease of application of AE couplant and cleaning of the bottom
functional surface. The bore protects the sensor–to–structure interface from environ-
ment, ensuring constant acoustic coupling between the sensor and tool holder during
polishing.
The tool holder is made in the same material as the sensing surface of the AE sen-
sor — stainless steel. This is to match the acoustic impedance of the interfacing com-
ponents in the signal transmission path to ensure good acoustic transmission across
the sensor–structure interface with minimum reﬂection of AE waves. The corrosion
resistant material also provides for stable surface condition in the sensor–structure
interface.
The performance of the tool holder design with integrated AE sensor was veriﬁed
in a number of polishing tests, exerting suﬃcient sensitivity in ﬁne polishing using ﬁne
loose abrasives and plastic carrier while transmitting the AE signal using the whole
range of the signal ampliﬁer in coarse polishing steps, thereby providing maximum
measurement resolution. The design was used throughout further experimental work
and the results are provided in relevant chapters/sections.
CHAPTER 8
Development and
performance
characterization of a
polishing arm with
integrated sensors
This chapter deals with the development and performance characterization of a dedi-
cated polishing arm with integrated three–directional force sensors. This is to enable
in–process force monitoring applicable to both RAP setups with stationary and rotat-
ing workpieces, where connection of wired sensors directly with a rotating workpice
is not feasible.
The arm design was optimized with respect to geometry, material, type of appli-
cable force sensors and location for their placement. The arm includes the redesigned
polishing tool holder with integrated AE sensor (Figure 7.39) resulting from opti-
mization of AE sensor location previously detailed in section 7.4.1. A unidirectional
accelerometer was attached to the arm to analyse the eﬀect of arm acceleration on
force measurement during polishing.
The developed solution was calibrated by means of static application of deﬁned
loads and its performance was veriﬁed in dynamic application by comparison with
reference three-component piezoelectric force transducer from KISTLER.
The author wishes to thank M.Sc. Giuseppe Dalla Costa for collaboration during
the development, manufacturing and static calibration of the arm undertaken during
his M.Sc. project and documented in his thesis [158]. The concerned topics are
summarized in limited extent in this chapter and more details can be found in the
referred thesis. The dynamic performance characterization was performed outside the
M.Sc. project by the author, hence it is solely documented in this chapter.
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8.1 Design and manufacturing
8.1.1 Design inputs and user requirements
The preceding steps of selection of commercially available sensor systems (section 7.3)
and optimization of their location for industrial implementation in RAP (section 7.4)
has led to the need of developing dedicated force sensor to be implemented in the
vicinity of a polishing tool. The design has to utilize standard tooling or to resemble
important features of the standard polishing arm design.
A schematic representation of a standard polishing arm with process movements
and forces acting in RAP setup with rotating workpiece is shown in Figure 8.1. Tool
oscillation and feed movement are applied in the workpiece axial direction. Another
movement is the workpiece rotation. In the contact spot, three mutually orthogonal
reaction forces arise. The force normal to the worpiece surface (Fz) is applied by
an external pneumatic system enclosed in the polishing module. The force in in the
workpiece axial direction (Fx) is cased by tool oscillating movement and in minor
part by the feed. Reaction force Fy is caused by the workpiece rotation. The arm
is therefore subjected mainly to two bending directions (Z, Y) and axial stress (X),
referring to a Cartesian coordinate system in the directions of the reaction forces
depicted in Figure 8.1.
Figure 8.1: Schematics of forces applied to a polishing arm in RAP. Fx = friction
force in tool oscillation direction, Fy = friction force in workpiece rotational direction,
Fz = contact force.
The force ranges from the rotational setup were not known priory since there was
no sensor system applicable to measure the reaction forces due to the rotation of the
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workpiece. The ranges were therefore assumed based on observations from the ﬂat
polishing screening tests. The contact force Fz is controlled by an air pressure system
in the range of 0 – 25 N. Fy was assumed to be of at about 50% of Fz in rotating
workpiece RAP conﬁguration and observed insigniﬁcant in polishing stationary work-
pieces. Fx was observed of at about 20% of Fz. For optimal design values, the most
utilized contact force of 10 N was considered. Because of the abrupt application of
Fz with the ﬁrst contact of the tool with the workpiece, impact forces arise. It is
diﬃcult to foresee these forces (they depend on the stiﬀness of the components and
on the speed reached by the arm end before the contact), but they are expected to be
the double of the actual forces. The ﬁnal design has to ensure safe behaviour during
application these impact forces, while ensuring measurement accuracy of at about 0.1
N force variation for reliable process control based on force monitoring. The nominal,
design and impact force ranges are summarized in Table 8.1.
Table 8.1: Expected force ranges for RAP setup with rotating workpiece.
Force Nominal range [N] Design value [N] Max value [N]
(impact state)
Fz 0÷25 10 50
Fy 0÷12 5 24
Fx ±5 2 10
Flexible design allowing at about 1 mm deformation in Z direction during the
application of the design forces was required by STRECON. This is to cope with
small workpiece misalignments causing run-out in case the dynamic response of the
pneumatic system controlling the stable contact is not suﬃcient. The design geometry
should resemble the standard tooling, with long (around 130 mm) and narrow body
allowing internal polishing. Because of the high acceleration and inertial forces due
to the oscillating movement, the weight of the arm plays an important role in reliable
monitoring of the reaction forces during polishing and should be minimized. The
polishing arm in the working environment will be in contact with some chemicals
used in abrasive slurry and lubricant, mostly aliphatic hydrocarbons and water. The
materials need to be therefore resistant to these substances. Handling of the arm
during tool change requires a sturdy design of the sensor system to avoid its damage
caused by handling.
8.1.2 Design — sensors, materials, geometry
Resistive strain gauges were chosen as sensing element for the integrated sensor. The
choice was made considering other sensing solutions such as piezoelectric and ﬁbre
Bragg (also called optical strain gauges) sensors following the method for selection
of sensor systems detailed in section 5.2. Although the ﬁbre Bragg sensors provide
advantages thanks to their insensitivity to electromagnetic noise and suitability for
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placement in environment with vibrations, they exert lower measurement accuracy
and precision than resistive strain gauges, moreover requiring additional sensor for
compensation of thermal errors [158]. Another downside of this technology is the high
cost associated with dedicated acquisition system (called interrogator). Preference of
application strain gauge solution instead of piezoelectric sensors was made due to
considerable constrains on weight and size of sensing solution for implementation in
the vicinity of a polishing tool, suitability for industrial application and cost. Strain
gauges can be implemented in any geometry so they can more easily ﬁt all the given
design requirements. DAQ module NI 9237 from National Instruments was selected
for conditioning of the strain gauge signal and data acquisition. The module is a
dedicated device for the Wheatstone bridge circuit, including all the features needed
to carry out measurements with the strain gauges (excitation, bridge compensation,
signal conditioning, ﬁltering, A/D signal conversion, etc.). The module can be easily
input in the previously selected industrial four slot expansion chassis NI 9146 for
implementation in RAP, enabling simultaneous data acquisition among measurements
of diﬀerent KPVs, common triggering of acquisitions and ease of reconﬁgurability in
a plug an play DAQ system conﬁguration.
Force measurements using strain gauges is based on measurement of surface strain
of a spring component the strain gauges are attached to. The main aspects of the
design of the whole system consist of the choice of material of the spring component
(stiﬀness and strength), geometry (cross section and position with respect to the neu-
tral axis of the tool), strain gauges (bridge conﬁguration, gauge factor) and location
of sensor placement. The design process consists of selection of proper combination of
these features and system optimization in order to ensure reliable force measurement
(accuracy and signal to noise ratio) during the application of the design forces and to
prevent damage during the application of the maximum loads in impact state. The
design aims at enhancement, as much as possible, the strain level without reducing to
a risky level the stiﬀness and the natural frequency of the system subject to dynamic
loads. Another target for a consistent design is to reach the same accuracy for the
three force components.
To ensure reliable force measurement, accuracy error of the DAQ module was
considered according to the its operational speciﬁcation. The estimated accuracy
error, mostly caused due to A/D conversion, has led to the identiﬁcation of optimal
output of the strain gauges around 1000 V/V during the application of design forces
so that the total error introduced by the module is less than the 2% of the reading.
An iterative design process combining diﬀerent combinations of spring component
material, geometry, strain gauge factor and bridge conﬁguration was performed to
attain the optimal levels of output signals during application of the design forces
while ensuring suﬃcient durability of the design in impact state. Solutions with full
and hollow round, square and rectangular cross sections of the spring component in
light metal alloys (e.g. aluminium, magnesium) and engineering plastics (e.g. PEEK,
ABS) with quarter, half and full bridge conﬁgurations of representative metallic and
semiconductor strain gauges were analysed. Due to the low ranges of Fx compared
to the other force components, the most restrictive requirement was to achieve the
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optimal signal level in the arm axial direction Fx, while operating within the maxi-
mum range of the DAQ module (25 mV/V) with all the three force measurements.
Details on the iterative design steps with analytical calculations converging to a ﬁnal
applicable solution can be found in [158].
The ﬁnal suitable solution resulting from the iterative design consists of:
• arm in plastic material PEEK;
• two half bridge metallic strain gauges for measurements of bending forces Fz
and Fy;
• one full bridge using semiconductor strain gauges for measurements of the axial
force Fx.
To ensure suﬃcient strain levels to reach required signal levels and measurement
resolution, a low stiﬀness material had to be used. Plastic material PEEK has been
selected as the most suitable material exerting beneﬁcial properties such as low wa-
ter absorption and relatively good thermal conductivity allowing dissipation of heat
generated by the strain gauges (joule eﬀect). The use of semiconductor strain gauges
with gauge factor (KG) of 150 was necessary to ensure required measurement accu-
racy of Fx with strain levels signiﬁcantly lower than the ones arising in the bending
directions Fz and Fy. Metallic strain gauges (KG = 2) are used to measure the higher
strains in Fz and Fy, matching the output signal levels of Fx. Such design ensures re-
quired measurement accuracy with output signal levels in all the tree force directions
within the nominal range of the DAQ module over the required force ranges. The
metallic strain gauges of 350 
 resistance were purchased from HBM (model HBM
1-LY68-3/350). The semiconductor strain gauges of 1000 
 resistance were purchased
from manufacturer BCM sensor technologies (model SB-1000-3.8-P-3).
Positioning of the strain gauges is graphically depicted in Figure 8.2. The half
bridge (eFz) for measuring the Fz is positioned on the top and bottom sides of the
arm cross section, while the other two bridges (eFy and eFx) are positioned on the
lateral sides. The lever of the bending forces is ﬁxed at the value of 30 mm from the
point of application of reaction forces. The axial strain measurement is independent
of the distance from the polishing tool, nevertheless, it should be positioned where
the bending is minimal to reduce any crosstalk. The semiconductor strain gauges
(eFx) are therefore positioned close to the point of application of reaction forces
(origin of the coordinate system in Figure 8.2) to reduce the cross talk (lower the
bending component). To ensure reliable measurements over the required working
force range, it is necessary to place the strain gauges in arm location with predictable
and consistent strain pattern. In this concern, a FE analysis in ANSYS software
was performed to investigate the pattern of surface strain arising from application
of forces in the arm location intended for application of the strain gauges. All four
sides of the beam were investigated and the results showed a linear trend of the strain
along the surfaces for implementation of the strain gauges, terminated with regions
of approx. 2.5 mm from both ends that exert non-linear strain behaviour. These
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areas of inconsistent strain behaviour have to be avoided for bonding the grids of the
strain gauges. Such compact solution with all the strain gauges positioned close each
other at one end of the arm is beneﬁcial for manipulation of the arm because the
fragile sensing components are placed on one side and carefree grasp can be applied
during the arm clamping on the arm from the other side. The location with fragile
sensing components can and has to be protected from environmental conditions and
mechanical damage.
Figure 8.2: Positioning of the strain gauges on the polishing arm end close to the
application of reaction forces arising from tool-workpiece contact.
Although the semiconductor strain gauges measure a small axial strain, they are
subjected to signiﬁcantly higher bending strain in Fy that is thanks to the bridge
layout subtracted from measurements. Fx is not inﬂuenced by the Fz strain because
the semiconductor strain gauges are positioned in the neutral axis of the bending in
Fz. To ensure increased stiﬀness of the whole arm and higher strength, immediately
after the arm location with the strain gauges, the cross section is gradually increased
to dimensions of 12 x 15 mm. The section is increased in a non-symmetrical trend
and the bottom surface of the arm is kept ﬂat in order to reduce as much as possible
the distance between the workpiece surface and the axis of the arm, hence the length
of the polishing tool.
The results of the ﬁnal design of the arm are summarized in terms of calculated
stresses (), strains (") and measured strain gauge signal levels arising from applica-
tion of design, nominal and impact force ranges in Table 8.2. The total stress (sum
of x, y, z) for design forces = 9.45 MPa, for nominal forces = 23.6 MPa and for
impact forces = 47.3 MPa. The total stress in all the force ranges is smaller than the
tensile strength of the arm in PEEK u = 100 MPa, resulting in safety factor of 2
for the impact range and at about 5 for the nominal design forces.
To ensure safe operation of the arm during oscillation applied to it during polishing,
natural frequency of the arm design was estimated. The vibrations were analysed in
arm axial direction considering the external force during oscillation operating in this
direction. Other directions, bending and torsional, were considered damped hence
safe.
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Table 8.2: Calculated stresses (), strains (") and measured strain gauge signal levels
arising from application of design, nominal and impact force ranges.
Design range Force [N]  [MPa] " ["] Signal [V/V]
Fz 10 4.98 1347 1347
Fy 5 4.24 1145 1145
Fx 2 0.047 12.7 1334
Nominal range
Fz 25 12.45 3367 3367
Fy 12 10.18 2748 2748
Fx 5 0.118 31.8 3335
Impact range
Fz 50 25 6735 6735
Fy 25 21.2 5725 5725
Fx 10 0.235 63.5 6670
To calculate the natural frequency, the arm was simpliﬁed as a spring element ﬁxed
in one extremity and connected to a mass at the other side. The natural frequency
of the arm was then calculated as:
fnat =
1
2
r
k
m
(8.1)
where fnat is the natural frequency [Hz], k = axial elasticity of the beam [N/m],
m = mass [g].
k for a constant beam section is deﬁned by:
k =
EA
L
(8.2)
in which E = Young’s modulus of the material, A = area of the cross section and
L = length of the beam.
The simpliﬁed calculation resulted in the natural frequency of the arm of 1 910 Hz.
The results of the simpliﬁed analytical calculation were veriﬁed by the FE analysis in
ANSYS, resulting in the natural frequency of 1 815 Hz. The design was thereby found
safe since the estimated natural frequency is signiﬁcantly higher than the external
oscillation frequency (max. 80 Hz).
8.1.3 Manufacturing
Manufacturing of the arm consisted of machining all components (arm body in PEEK,
arm ﬁxture in steel for its clamping in the polishing module, tool holder facilitating
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an AE sensor in stainless steel), bonding the strain gauges to the arm body, soldering
electrical connections and wiring, and ﬁnal assembly of all components of the system.
Cyanoacrylate adhesive (HBM Z70) from HBM was used for bonding the strain
gauges. This rapid cold curing adhesive hardens within 2 minutes with air humidity
at room temperature. The main advantage is the easy application and the good
accuracy of the ﬁnal appliance. The drawback of this type of adhesive is the worse
resistance to water, that can be accounted for by applying a protection material that
protects all the strain gauges from ambient conditions.
The bonding procedure was systematically planned, following instructions from
strain gauge manufacturer HBM. Especial care was taken during positioning of the
strain gauges, using a reference mask and a tape with reference marks serving for
alignment during bonding on the arm. A small amount (a drop) of the adhesive was
applied with immediate application of the contact pressure by a thumb for more than
a minute, squeezing out excessive amount of the adhesive with a rolling movement.
It is important to remove excessive quantity of adhesive since large thickness may
reduce the measurement accuracy and prolongs curing time. After few minutes, the
tape is removes under wide angle to ensure that the strain gauges are not torn out
from the surface.
The bonded strain gauges were subsequently wired to form the Wheatstone bridges
and connected to the DAQ module via double shielded cable against electromagnetic
noise. Interconnections between the cable and strain gauges using two soldering pads
were used to ensure that the strain gauges are not exposed to jerks of the cable
introducing intrusive signal. Schematic of the electrical connections of the Wheat-
stone bridges according to the DAQ module annotation together with indication of
placement of individual strain gauges on the arm body is show in Figure 8.3.
Figure 8.3: Strain gauges circuit diagram, according to DAQ module NI9237 annota-
tion, with indication of placement of individual strain gauges on the arm body.
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The last step of arm manufacturing, performed after initial testing and reﬁnement
detailed in following sections, was the protection of the sensors. A nitrile rubber
from HBM was applied over the sensing area with strain gauges and ﬁne electrical
connections. The rubber is proof to oils, fuels, aromatic chemicals and water, thereby
providing protection from coarse environment in polishing and mechanical damage.
8.1.4 Testing and reﬁnement
8.1.4.1 Unbalanced bridge
During an initial testing of the manufactured arm, signal level overloading the A/D
converter range was observed from the semiconductor strain gauges (Fx) in no-load
state. Measurements of Voltage across the strain gauges revealed signiﬁcant diﬀerence
in one side of the bridge, caused by diﬀerences in resistivity of the strain gauges. The
problem was solved by application of an external resistance of 10 k
 in parallel to
the strain gauge with higher resistance. The manufactured arm with applied external
resistance is shown in Figure 8.4.
Figure 8.4: Photograph of the developed polishing arm with integrated strain gauge
based force sensors before application of a protective rubber layer.
8.1.4.2 Thermal drift
An initial thermal drift of the signals always occurs after the system is powered from
”cold” non-powered condition for longer period of time. This is caused by heating
up an internal electronics of the DAQ module and stabilization of the strain gauge
temperature due to the joule eﬀect. Thus measurements should be carried out only
after the system reaches a steady state thermal condition. The time required to
reach the thermal stability was evaluated by acquiring the signals immediately after
powering the DAQ module, which supplies the excitation voltage to the strain gauges.
The tests was repeated three times, in diﬀerent days, after the system had been turned
oﬀ for at least 12 hours. The excitation voltage was set to 5 V. For higher excitation
voltage, the stabilization takes more time because of the higher power consumption.
The opposite applies for lower excitation voltage. The results of the tree tests (Test 1
- 3) for Fx and Fy acquisitions are displayed in Figure 8.5. Fz signal exerted similar
behaviour as Fy since the bridges are of the same characteristics and it is thus not
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shown. As can be observed from the ﬁgure, after approximately 300 s, the thermal
state can be considered stabilized. Therefore the system should be powered at least
ﬁve minutes before starting any measurement.
Figure 8.5: Thermal drift of Fx signal (left) and Fy signal (right).
8.1.4.3 Evaluation of background noise
The signal from the semiconductor bridge (Fx) was observed aﬀected by a high ampli-
tude noise. This fact was observed during acquisitions performed after the previously
observed thermal stabilization of the system. Figure 8.6 shows such representative
acquisition with the variability of the signals caused by intrusive noise in the time
domain (left) and in the frequency domain using FFT plotted in logarithmic scale
(right). In the left hand side ﬁgure, the values of Fz and Fy were magniﬁed by factor
of 10 to match the range of Fx signal for better visual comparison of trends among the
signals. From a visual assessment, the noisy Fx signal seems to vary randomly with
large amplitude at low frequency. Investigating the signal in the frequency spectrum
(Figure 8.6 right), the trend in spectra amplitude was observed inversely proportional
to the frequency. In a logarithmic graph the frequency spectrum has a well-deﬁned
linear trend with a slope of -1, for frequencies lower than 100 Hz. The same trend
was observed also for the other two channels with metallic strain gauges (Fy, Fz),
however, of much lower amplitude.
This type of noise is called Flicker noise (commonly also called pink noise or 1/f
noise) and it is typical of every electrical device. It is caused by random processes
and movements of the charges in the conductor material. For semiconductor materials
(such as silicon of the strain gauges) the Flicker noise is caused by a variation of the
resistivity of the material. Hence the amplitude of the noise is not inﬂuenced by the
external excitation (voltage and current). The physical causes of the ﬂuctuation of the
resistivity are not well understood, with two main models explaining the behaviour
widespread. In the ﬁrst one, called bulk model, the resistivity change is caused by
the scattering of the charges when they meet a defect on the lattice. The second
model, called surface model, is based on surfaces imperfections that act as traps
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Figure 8.6: Background noise of the strain gauge measurements: in the time domain
with Fz and Fy magniﬁed by factor of 10 for visualization (left), in the frequency
domain using FFT (right).
for the charges. The process of trapping and releasing of the charges cause the
variation of the resistivity. The Flicker noise is considerably increased by defects
and imperfections from the fabrication process and by any damage from mechanical
stresses [159, 160, 161].
A new testing bridge was built to investigate whether the source of the noise
is caused by poor production process of the semiconductor strain gauges or it was
caused during arm manufacturing due to mechanical damage during the bonding. To
ensure no mechanical damage or residual stresses taking place, the semiconductor
strain gauges were freely placed on a plate, only the electrical connections were sol-
dered. Acquisitions made with such unstressed bridge also exerted the presence of low
frequency noise, showing no improvement compared to the bridge bonded on the arm.
The results thereby veriﬁed a poor production quality of the semiconductor material
of the strain gauges, additional supported by the diﬀerences in the resistance among
the strain gauges causing unbalanced bridge circuit encountered during the initial
testing of the arm.
Another trials to get rid of the Flicker noise consisted of application AC excitation
Voltage of the bridge instead of DC. This was expected to provide output signal
of diﬀerent frequency spectrum with the static component shifted from zero to the
frequency of the carrier excitation. However, the results of such solution did not
provide signiﬁcant improvement.
Arm measurements in Fx direction will therefore inevitably contain low frequency
intrusive signal content. In static application, this will cause signiﬁcant spread of
measurement values that can not be accounted for by signal ﬁltering since the static
value would be suppressed. However, in dynamic application during real polishing,
this noise source can be suppressed by application a high pass ﬁlter with a cut-oﬀ
frequency lower than the tool oscillation frequency and poses no signiﬁcant problem
hindering the applicability of the arm.
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8.2 Static calibration
The main purpose of the static calibration is to establish a relation between inputs
(forces) and outputs (Voltage signal) of the sensor. If the behaviour of the three
component sensor can be approximated to a linear one, the relation between inputs
and outputs is represented by a matrix of the relations (equation 8.3). Inverse of such
relation matrix then constitutes the sensitivity matrix of the sensor (equation 8.4).
The main diagonal of the sensitivity matrix represents the correlations between inputs
and outputs relative to the same channel, constituting the actual sensitivity of the
sensor. The non-diagonal elements represents the cross relations between input and
outputs from diﬀerent channels, called crosstalk. A well designed device has these
values limited if not negligible compared to the sensitivities.
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where: Si = signal components, Fj = force components, aij = inﬂuence of the
force component j on the signal component i, sij = sensitivity.
The performed static calibration of the developed arm consisted of applying a
known static load to the arm and measuring the related sensor output. The applica-
tion of the load was realized by hanging deﬁned weights on the arm (see Figure 8.7
for the setup). Such setup provided ease of implementation, use of simple equipment
and certain direction of force application (vertical due to the gravity). Since in real
application during polishing the forces are applied to the arm in the contact area be-
tween tool and workpiece, a misalignment in the Z direction (see Figure 8.7) between
axis of the arm and point of application of the forces always exists. Therefore the
results from the calibration with application of loads in axial directions were supple-
mented with a study of the eﬀect of misalignments. Two cases of misalignment were
investigated, where Fx and Fy forces were applied with a known misalignment in Z
direction. Other cases were not not considered because the misalignment either does
not aﬀect the loading state (Fz is not aﬀected by the misalignment in the same direc-
tion) or it is not easily assessed. The misalignment in Z direction can be calculated
by measuring the tool overhang from the tool holder, while the misalignment in X
and Y directions depends on the tool workpiece contact conditions.
The calibration procedure consisted of alignment of the arm in a direction for
evaluation, application of a loading cycle with acquisition of forces and evaluation of
results from the acquired data. For each measurement direction the calibration range
was set approximately to the nominal force range increased by 1000 g. The calibration
range was divided into a number of steps, depending on to the available combinations
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Figure 8.7: Setup during static calibration of the arm: reference system (left), axial
application of load in Z direction (middle) and eccentric application of load to study
the eﬀect of misalignment (right).
of weights. The weights were applied progressively, without unloading between two
load steps, and then removed in the opposite sequence. So a complete symmetrical
load cycle was generated. Three replications of the load cycle were performed to
investigate repeatability of the results. Ambient and surface temperature of the arm
during the calibration was periodically measured, with observed maximum variation
of 0.7 degree Celsius.
Acquisition of forces was performed continuously during the whole loading cycle
using the NI 9237 DAQ module with sampling rate of 2.5 kHz. The signals from
the three channels were acquired simultaneously to investigate the direct sensitivity
and the crosstalk. The data were compressed 5 times using the moving average,
namely 5 adjacent point were substituted by their average value. Subsequently the
data were processed to compute the mean values of the signal associated to the loads.
The resulting data was ﬁtted with a regression line calculated with the least square
method and the standard deviation was calculated to represent the dispersion of the
results. The slope of the approximation curve then represents the relation between
the loads and the signal. The resulting calibration curves from the static calibration
are depicted in Figure 8.8.
The results showed good linearity and limited crosstalk of the signals from the
metallic strain gauges (ZZ and YY in Figure 8.8). Crosstalks ZX (signal in Z aﬀected
by force in X) and YX exerted an unexpected pattern because they do not change
sign between negative and positive force directions. However, the high dispersion and
the low amplitude suggest that they are aﬀected by non-controllable factors such as
small misalignments of the applied load or in orientation of the arm. The Fx channel
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is aﬀected by a high crosstalk (XY ) from Fy with non-linear trend that even inverts
direction over a certain value of the load and does not exert a symmetric behaviour
between positive and negative forces. Its amplitude is one order of magnitude larger
than the signal Fx itself and for high negative forces it reaches the range limit of
the DAQ module. It is complicated to determine cause for this anomalous behaviour
because of the unusual parabolic pattern. The theoretical model consists of linear (or
quasi-linear) relation between input and output and any variation of the parameter
from the theoretical value (gauge factor, misalignment of the strain gauges) causes
a variation of the sensitivity or the addition of other linear components. With this
non-linear static response it is not possible to draft a matrix relation characteristic
of a linear system (Equation 8.3) and it is thus not possible to invert the matrix to
obtain the sensitivity matrix.
However, since the crosstalks ZX and YX are of 2–3 orders of magnitude smaller
than the actual sensitivities ZZ and YY respectively, they can be neglected. This
enables direct calculation of Fz and Fy forces from the Sz and Sy signals. Conse-
quently Fx can be calculated taking into account the signiﬁcant crosstalks from the
previously calculated Fz and Fy forces.
The ﬁnal relations allowing real time calculation of forces from the measured
signals supplemented by the results from the misalignment investigation are:
Fz = Sz/1:054e 6
Fy = Sy/( 1:386e 9  L+ 1:802e 6)
Fx = Sx ( 4:327e 7Fz+(8:342e 8 L+5:614e 6)Fy)/( 4:138e 8 L+5:151e 6)
Where: Fi = force components, Si = measured signals, L = distance between the
arm axis and tool-workpiece contact spot (i.e. tool overhang + 6.25 mm given by the
geometry of the tool holder).
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Figure 8.8: Calibration curves from the static calibration of the arm.
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8.3 Dynamic performance veriﬁcation
Characterization of dynamic performance of the developed polishing arm with inte-
grated strain gauge based force sensors was performed through a number of tests
simulating polishing with diﬀerent process parameters and acquisition of forces with
the arm and a reference piezoelectric dynamometer. Comparison of force amplitudes
and frequency spectrums of forces acquired by the reference force transducer and by
the arm enables an analysis of dynamic response of the arm.
The tests were performed on the polishing test rig polishing a stationary workpiece
mounted on a reference dynamometer as shown in Figure 8.9 (left). Such process
conﬁguration allowed the acquisition of the interaction forces between the tool and
the workpiece using both the arm and the reference sensor for comparison. To evaluate
the eﬀect of tool oscillation frequency and associated inertia force component due to
the moving mass of the arm (part from the strain gauges to the force application
point), a unidirectional accelerometer was attached on the arm in the direction of
oscillation to measure acceleration of the arm during oscillation.
Figure 8.9: Setup during dynamic performance characterization of developed polish-
ing arm (left) and indication of evaluation window on acquired Fz signals (right).
A number of diﬀerent polishing parameters and their combinations was used dur-
ing the tests to investigate the arm performance in a wider range of process combina-
tions. The varied process parameters include diﬀerent:
• Tool: Bonded abrasive (stone) and loose abrasive with soft conformable pad;
• Tool oscillation frequency: 1000, 2000 and 3000 min1;
• Contact force Fz: 10 and 20 N.
The levels of varied parameters were chosen as the most representative of RAP
process, excluding high oscillation frequency range due to experienced mechanical
problems in the polishing module. For each combination of a tool, an oscillation
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frequency and a contact force, three test repetitions were performed, resulting in 36
test runs and related data acquisitions.
DAQ chain for reference force measurements consisted of piezoelectric dynamome-
ter 9347C with industrial charge ampliﬁer 5073A311 from KISTLER, and A/D con-
verter NI 9234. A unidirectional accelerometer 325C33 from PCB connected to A/D
converter NI 9234 was used to measure arm acceleration during oscillation. Signal
output from the strain gauges implemented on the developed arm was connected to
strain gauge DAQ module NI 9237 ensuring signal conditioning and A/D conversion
of the signals. The NI modules were mounted in the selected industrial four slot
expansion chassis NI 9146 from National Instruments intended for implementation
in RAP, enabling ease of common triggering and synchronous measurements neces-
sary for compensation of inertial force component and reliable evaluation. All signal
acquisitions were performed continuously with 2.56 kHz sampling rate, synchronised
and initiated with a common trigger using a dedicated program in LabView software
used for data acquisition.
The tests consisted of polishing on stationary position (no feed) for about 10 s, with
acquisition of process no-load state (tool oscillation without polishing) prior polishing
and after terminating the contact between the tool and the workpiece (see Figure
8.9 right). The portion of signals representing no-load were used for compensation of
zero oﬀset of the signals and compensation of linear signal drift typical of piezoelectric
transducers. To compute forces (in units of N) from the measured strain gauge signals
by the arm (in units of V/V), the results of the static calibration were applied oﬀ-line
in MATLAB software during data post processing.
Figure 8.10 demonstrates results of performed FFT spectral analysis of the ac-
quired signals. For direct comparison, overlapped frequency spectra of Fx signals
acquired by the arm and reference piezoelectric dynamometer during stone polishing
with fosc = 1000 min 1 and 3000 min 1 are shown in Figure 8.10 (a) and Figure 8.10
(c). The analysis conﬁrmed the capability of the the arm to capture all process fun-
damental frequencies given by the tool oscillation frequency and their multiples. The
number of signiﬁcant frequencies in the signal increases with increased tool oscillation
frequency, as can be seen in Figure 8.10 (a and c). This is due to the tool-workpiece
interactions and vibrations induced in the mechanics of the oscillation module (e.g.
worn linear guides, bearings) resulting in less stable process.
Besides the higher frequencies, a high amplitude low frequency close to DC intru-
sive signal content present in the Fx signals acquired by the arm was observed. This
is in agreement with the observation made during the arm development and testing,
requiring additional signal treatment before the signal analysis in the time domain.
To highlight insuﬃciency of the arm to capture certain frequencies over the whole
spectrum, ratio between frequency spectra of Fx signals acquired by the reference
sensor and the arm was analysed. The results are shown in Figure 8.10 (b and d), in
relation to the frequency spectra in Figure 8.10 (a and c). The results show suﬃcient
sensitivity of the strain gauges to acquire frequencies in a wide range with deﬁcien-
cies in high frequency range around 1 kHz and higher. Considering the highest tool
oscillation frequency of 83 Hz applicable in RAP, the high frequency range are of no
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Figure 8.10: FFT frequency spectrum of Fx signal acquired by the arm and reference
piezoelectric dynamometer during stone polishing with fosc = 1000 min 1 (a) and
3000 min 1 (c). Ratio between the frequency spectrums (Piezo/Arm) for fosc = 1000
min 1 (b) and 3000 min 1 (d).
or little importance. Moreover, since the reference piezoelectric dynamometer was
attached on a table of a CNC machine, the high frequency content in its acquisition
may reﬂect background noise coming form the machine tool (e.g. electric, electromag-
netic, switching servos, cavitation in hydraulic pumps and other noise sources). On
the contrary, the strain gauges were attached on the plastic body of the polishing
arm, suppressing transition of intrusive signal due to the machine tool. The results
thereby validate the capability of the arm in capturing all important frequencies rep-
resentative of the polishing process.
To reliably analyse the arm performance in the time domain, the Fx signals in
tool oscillation direction were high pass ﬁltered using 10 Hz cut-oﬀ frequency to sup-
press the low frequency close to DC intrusive signal observed in Figure 8.10 (a, c).
The ﬁltering thereby eliminated distortion of the signal pattern that could hinder
reliable analysis. To investigate the eﬀect of tool oscillation frequency and associated
inertia due to the moving mass of the arm on Fx force, the inertia force component
was calculated, subtracted from the arm signals and compared with the reference
measurements. The inertial force was calculated as a product of acquired accelera-
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tion and mass of the arm components between the location of strain gauge sensors
and polishing contact point (moving masses seen by the strain gauges). Figure 8.11
show representative Fx patterns measured by the arm (green), arm compensated for
inertia (red) and reference piezoelectric dynamometer (blue). The force patterns are
representative of stone polishing with tool oscillation frequency fosc = 1000 min 1
(a) and 3000 min 1 (b), and paste polishing with conformable pad of fosc = 1000
min 1 (c) and 3000 min 1 (d). Whereas the force pattern during the lower oscillation
frequency in Figure 8.11 (a, c) is not signiﬁcantly aﬀected by the inertia, the higher
oscillation results in signiﬁcant distortion of the force pattern observable in Figure
8.11 (b, d — signal in green color). Such distortion can be rectiﬁed by subtraction of
the calculated inertial force component, as shown in the Figure by the signals in red
color, in good agreement with the reference measurements in blue color.
Figure 8.11: Fx force patterns measured by the arm (green), arm compensated for
inertia (red) and reference piezoelectric dynamometer (blue), representative of fosc
= 1000 min 1 (a) and 3000 min 1 in stone polishing (b), 1000 min 1 (c) and 3000
min 1 in paste polishing with conformable pad (d).
Ensuring proper compensation of the inertia and suppression of low frequency
intrusive signal, the arm performance was subsequently quantiﬁed by comparison
between force amplitudes calculated from the arm strain gauge measurements and
reference piezoelectric measurements in stable process region (i.e. 1 s from the borders
of the acquisitions representing polishing, as indicated by the evaluation window
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in Figure 8.9 (right)). The contact force (Fz) during polishing is represented by
abrupt change during the tool–workpiece contact followed by a steady state signal
(see Figure 8.9 right). Fz was therefore characterized by average signal amplitude
calculated within the evaluation window. Force in tool oscillation direction (Fx) is of
dynamic nature with oscillating pattern with zero mean (see Figure 8.11). Amplitude
of Fx was therefore calculated as absolute value of the signal, averaged over the
evaluation window. Arm performance in terms of measurement error normalized
to the reference piezoelectric measurements was calculated as: (Arm amplitude -
Piezo amplitude)/Piezo amplitude. The measurement error was evaluated from all
data acquisitions representing diﬀerent process combinations with 3 repetitions. The
results from stone polishing tests are summarized in Table 8.3 and paste polishing
tests with ball ended adapter using conformable pad are summarized in Table 8.4,
where avg stands for average and s for measurement standard deviation resulting
from 3 process repetitions. Maximum measurement error of 7% in Fx direction was
observed in stone polishing with 20 N contact force and low oscillation, improving
with increased oscillation frequency. Evaluation of all process combinations resulted
in average measurement error of 5.1% in Fx with 2.1% in Fz during stone polishing
and 1.2% in Fx with 1.3% in Fz during paste polishing. Better performance (i.e.
lower measurement error), especially in the Fx direction improving from 5.1% to
1.2%, of the arm in paste polishing is assumed to be caused due to improved process
stability using a spherical snap ﬁt interface. This fact was previously discussed and
demonstrated during screening tests in section 7.2.2.1. The tight ﬁxture of polishing
stone with no degree of freedom together with the ﬂexibility of the arm invokes
vibrations during the process and may result in the ”edging problem” discussed in
section 7.2.2.1. An evidence of pronounced vibrations present during stone polishing
can be observed from signal patterns of Fx in Figure 8.11, in good agreement with the
observations during the screening tests in Figure 7.14 and Figure 7.15. It is therefore
assumed that the increased measurement error in arm measurements is caused by
the increased vibrations during stone polishing. The observed absolute measurement
error is acceptable considering the process control to achieve EPD is to be based
on evaluation of relative change in force signals, presumably reﬂecting the change in
surface topography. Particularly important observation from the test results in this
concern is that the arm provides reliable measurements of force patterns.
Fy force was excluded from the quantitative assessment since there is no force
applied in this direction (transverse to the arm) in spot polishing, or the levels are
insigniﬁcant in ﬂat polishing with tool displacement, making such evaluation mean-
ingless. However, the reliability of the arm to capture force pattern of Fy could be
observed from low forces projected in this direction due to misalignments in the spot
polishing tests. Additional polishing tests utilizing feed movement in Y direction
were performed to increase the nominal amplitudes of Fy forces and to observe the
ability of the arm to reliable capture force patterns. Figure 8.12 shows such represen-
tative measurements. In the left hand side ﬁgure, low amplitude force pattern caused
by misalignments (especially in the stone polishing) is depicted. In the right hand
side ﬁgure, additional stone polishing test with 10 polishing passes in Fy direction is
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Table 8.3: Results of measurement error Fz and Fx from dynamic performance veri-
ﬁcation of the developed polishing arm in stone polishing.
Pol. parameters Measured Fz Measured Fx
Fz fosc Piezo [N] Arm error [%] Piezo [N] Arm error [%]
[N] [1/min] avg s avg s avg s avg s
10
1000 11.8 0.2 2.4 0.9 3.3 0.1 6.1 0.4
2000 11.2 0.5 1.9 0.9 3.3 0.2 5.6 0.9
3000 10.8 0.2 3.3 2.6 3.1 0.9 3.0 1.6
20
1000 21.3 0.0 3.1 0.7 6.4 0.1 7.0 0.2
2000 21.5 0.1 1.9 0.2 7.0 0.2 5.9 0.4
3000 21.3 0.1 0.3 0.1 6.6 0.2 2.9 0.4
Overall 2.1 1.1 5.1 1.7
Table 8.4: Results of measurement error Fz and Fx from dynamic performance veri-
ﬁcation of the developed polishing arm in paste polishing with conformable pad.
Pol. parameters Measured Fz Measured Fx
Fz fosc Piezo [N] Arm error [%] Piezo [N] Arm error [%]
[N] [1/min] avg s avg s avg s avg s
10
1000 11.4 0.1 0.9 0.1 2.0 0.0 1.6 0.0
2000 11.6 0.1 0.2 0.2 2.0 0.1 -0.7 0.8
3000 11.8 0.0 0.2 0.4 2.0 0.1 -2.1 0.5
20
1000 20.8 0.2 1.8 0.2 3.0 0.0 4.6 0.1
2000 21.7 0.4 2.4 0.0 3.4 0.1 2.9 0.4
3000 21.5 0.2 2.2 0.2 3.3 0.1 0.9 0.2
Overall 1.3 1.0 1.2 2.4
shown. From the both ﬁgures, good agreement between the arm and reference force
measurements can be seen, verifying the suitability of the arm performance also in
Fy direction.
Based on the observations and results of the tests performed to analyse the arm
performance under dynamic load, the reliability of arm force measurements was ver-
iﬁed. The most important conclusion is that the arm provides reliable measurement
of force patterns, fundamental for reliable EPD to control the sequential polishing
process. Application of the static calibration matrix enables real time force measure-
ments allowing real time process control. Additional beneﬁt of the developed arm is
the veriﬁed reliability of absolute force measurements allowing creation of a database
for process planning, etc.
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Figure 8.12: Fy trends during spot paste polishing (left); Fy trends during 10 stone
polishing passes in Y direction (right).
CHAPTER 9
Validation of monitoring
solutions
To validate the monitoring solutions being developed, a number of experimental in-
vestigations embracing diﬀerent process setups (ﬂat and rotating workpieces, stone
and paste polishing) and process settings was performed. The validation tests utilize
the selected and developed sensor systems intended for implementation in the RAP.
9.1 Scope
The scope of the validation tests covers two fundamental monitoring approaches:
• Direct quality control by in-line scattered light measurements;
• Indirect quality control through in-process monitoring of KPVs.
Part VQCs were identiﬁed in terms of relative variation in surface roughness,
surface defects and surface gloss.
Related KPVs measurable in–process were identiﬁed in terms of AE, forces and
power consumption.
Since it is not possible and/or uneconomical to measure part VQCs directly during
polishing, in–process quality control is to be achieved through monitoring of KPVs
that are closely related to part VQCs. This is expected to enable the set monitoring
goals of in–process EPD (1) and in–process monitoring of process state (2). To attain
the goals, the correlation between relative variation in surface roughness represent-
ing polishing progression and signal trends of monitored KPVs has to be validated
together with the possibility of observing process malfunctions from measurements of
KPVs.
For robust process control and process automation, the resulting quality of pol-
ished parts in terms of VQCs has to be measured on the machine, constituting the
third (3) monitoring objective. In this concern, the suitability of in–line surface char-
acterization by the selected scattered light sensor has to be veriﬁed.
204 9 Validation of monitoring solutions
9.2 Direct quality control by in-line scattered light
measurements
9.2.1 Methodology
To validate the suitability of the selected scattered light sensor for in–line characteri-
zation of polished surfaces in terms of VQCs, its performance in eﬀective working con-
ditions was investigated. To characterize the measurement performance with respect
to surface curvature and surface texture direction, a number of ﬂat and cylindrical
polished surfaces were generated using a well deﬁned procedure and characterized di-
rectly on the machine with the scattered light sensor. For comparison, the generated
surfaces were measured in laboratory conditions with reference optical and tactile
instruments.
The investigations include:
• In–line characterization of stationary ﬂat surfaces (section 9.2.2) — The
sensor performance in monitoring the development in surface roughness and
gloss of progressively polished ﬂat surfaces with a unidirectional surface texture
was investigated by comparison of relative trends in Aq and reference roughness
parameters Sa for roughness and Sdq for quantiﬁcation of gloss.
• Eﬀect of surface speed (section 9.2.3) — To investigate the possibility of
dynamic measurements, the eﬀect of surface speed on scattered light measure-
ments in characterization of non–stationary surfaces was studied.
• In–line characterization of rotating cylindrical surfaces (section 9.2.4) —
The robustness of the scattered light measurement when applied to non–stationary
rotationally symmetric parts was studied as a representative case for the ma-
jority of RAP polished geometries. The development in surface roughness and
gloss of progressively polished cylindrical surfaces with a bidirectional surface
texture was investigated by comparison of relative trends in Aq and reference
roughness parameters Sa for roughness and Sdq for quantiﬁcation of gloss.
• Eﬀect of surface curvature and texture direction (section 9.2.5) — The
eﬀect of sensor orientation with respect to surface curvature, texture direction
and absolute level of arithmetic mean roughness was investigated.
• 100% quality control, recognition and location of surface defects (sec-
tion 9.2.6) — Scattered light roughness measurements of entire ﬂat and cylin-
drical polished surfaces were performed to investigate the suitability of the mea-
surement method for 100% quality control, recognition and location of surface
defects.
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9.2.2 In–line characterization of stationary ﬂat surfaces
9.2.2.1 Experimental setup and procedure
The investigation was performed during ﬁne polishing screening tests as previously
detailed in section 7.2.4. The tests were performed on the realized polishing test
rig resembling RAP, with the implemented scattered light sensor as shown in the
photograph of the used test setup in Figure 9.1.
Figure 9.1: Experimental setup during in–line characterization of ﬂat polished sur-
faces.
During the tests, ﬁve workpieces each containing seven progressively polished sur-
faces with diﬀerent surface roughness in the range of approximately 1 – 40 nm Sa
were generated and directly measured with the scattered light sensor on the machine
in a shop ﬂoor environment. The sensor was positioned 5 mm above the workpiece
surface with the detector perpendicular to the unidirectional surface lay resulting
from the polishing movements. Prior to the measurements the surfaces were cleaned
with compressed air and alcohol. The measurements were carried out using a CNC
program with six measurement locations within the measured area of 5 x 8 mm in
the centre of each polished surface (20 x 10 mm), with 10 measurement repetitions on
pre-polished and polished surfaces. The entire measurement cycle took only few sec-
onds. The measured area excluded edges and surface areas not receiving equivalent
polishing time, thus ensuring consistent conditions.
Reference optical surface roughness measurements were performed in laboratory
conditions using a confocal and WLI, previously detailed in section 7.2.4. The mea-
surement strategy consisted of six random locations within an area of 5 x 8 mm in
the centre of each measured surface on pre-polished and polished surfaces. The areal
topography measurements of 180 m x 135 m were processed by plane correction
(1st order polynomial ﬁt) for removal of form and ﬁltered by c = 0.08 mm for re-
moval of waviness using the software SPIPTM by Image Metrology. Since the ﬁne
polishing with diamond abrasive and ﬂexible carrier aﬀects only surface microstruc-
ture (roughness), the longer waves (waviness and form) were suppressed. This is an
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important aspect for validation of the ability of the scattered light sensor to sense
the change in the surface microstructure, while the macrostructure (waviness and
form) is constant during the ﬁne polishing. The cut-oﬀ length c was chosen based
on a sensitivity analysis (Figure 9.2) and visual assessment of 2D roughness proﬁles
when applying 5 standardized cut-oﬀ lengths on 3 ﬁnest surfaces resulting from 160
polishing passes (see Figure 9.2 left) and 3 initial pre-polished surfaces (see Figure
9.2 right). As can be seen from Figure 9.2 and as it was observed form the 2D rough-
ness proﬁles, cut-oﬀ lengths below 0.025 mm suppress the roughness component itself,
causing rapid decrease in Sa value. To ensure that only the longer wavelength com-
ponent is suppressed while not aﬀecting the roughness, a cut-oﬀ length of 0.08 mm
was used. Subsequently, the surfaces were characterized by means of the arithmetic
mean roughness amplitude parameter Sa and the root mean square gradient of the
surface slopes Sdq in SPIPTM software.
Figure 9.2: Sensitivity analysis –– eﬀect of cut-oﬀ length c on surface roughness Sa
on 3 ﬁne surfaces after 160 polishing passes (left) and 3 rough pre-polished surfaces
(right); c = 0.25; 0.08; 0.025; 0.008 and 0.0025 mm.
9.2.2.2 Results
Surface roughness: A representative trend in measured surface roughness param-
eters Sa (reference) and Aq (scattered light) during 160 polishing passes is shown in
Figure 9.3 (left). The graph represents 7 measured surfaces on one workpiece with the
variability range representing the measurement standard deviation from 6 repeated
measurements on each surface. The trend was seen well repeatable among all the 5
process repetitions (5 workpieces) and the results can be found in Appendix C.1.1.
All the measurements result in robust correlation between Sa and Aq shown in the
graph in Figure 9.3 (right). The variability of the measurement results reﬂect higher
variability in surface roughness of the pre-polished surfaces, progressively improving
during polishing.
The deviation in the linearity of the trend between Aq and Sa is due to the fact
that the surface is the result of two processes (stone polishing with bonded abrasives
and paste polishing with loose abrasives), with their importance varying during the
process (i.e. the stone polishing contribution is progressively fading). The diﬀerence
in the drop rate in Aq and Sa can be explained by the fast generation of ﬂat area on
the top of the surface scallops that can be observed from Figure 9.4 (Note: Since there
9.2 Direct quality control by in-line scattered light measurements 207
Figure 9.3: Trend in Sa and Aq surface roughness parameters during 160 polishing
passes on ﬂat surfaces (left); Sa - Aq correlation including all measurements on 5
workpieces (right); Variability range: standard uncertainty from 6 repeated measure-
ments.
was no visible progression in surface topography after 80 passes, surface topographies
after 120 and 160 polishing passes are not shown). This fact strongly aﬀects Aq, since
more light is reﬂected from the ﬂat areas on the surface onto the center of the sensor
detector, thereby lowering the variance of the scattered light distribution acquired ––
Aq. The response of the Sa parameter is slower due to the small variation in height
of the surface proﬁle over the whole evaluation area. The average parameters Sa (or
Ra for 2D) are known to take large changes in the surface to make these parameters
react, however, they are widely used and accepted [162].
Based on the results, the trend in Aq appears to be robust, well describing the
progression in the surface topography of ﬁne polished surfaces. Also a robust correla-
tion with the variation of the roughness parameter Sa was observed, with explainable
diﬀerences in their drop rate. Particularly important observation is that the trend
in Aq allows the identiﬁcation of an asymptote representing the process completion,
reliable for the correct in-line determination of the process endpoint.
Surface gloss: Due to the angular measurement principle of the scattered light
sensor discussed in section 7.3.3.1, the method is expected to provide for quantiﬁcation
of surface gloss. The suitability of the scattered light measurement for quantiﬁcation
of surface gloss was done qualitatively, by visual inspection of the polished surfaces,
and quantitatively. The quantitative assessment was achieved through evaluation
of correlation between the optical roughness value Aq and the root mean square of
the surface gradient Sdq calculated from the reference roughness measurements. As
previously discussed in section 7.3.3.1, Sdq roughness parameter is widely used for
quantiﬁcation of surface gloss [102, 148].
A photograph of a representative workpiece with 7 progressively polished surfaces
is shown in Figure 9.5 (left). From the ﬁgure, matt ﬁnish of the ﬁrst three surfaces
can be seen, with high gloss ﬁnish arising between the fourth and the ﬁfth surface (48
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Figure 9.4: Surface topography after: pre-polishing – 31 nm Sa (a), polishing: 8
passes – 23 nm Sa (b), 16 passes – 20 nm Sa (c), 32 passes – 8 nm Sa (d), 48 passes
– 6 nm Sa (e), and 80 passes – 3 nm Sa (f).
- 80 polishing passes). This observation was valid for all the ﬁve polished workpieces,
well reﬂected in the stabilization in Aq and Sa values in Figure 9.3 (left).
A robust correlation between Aq and Sdq roughness parameters was found. All the
measurement data resulted in calculated correlation coeﬃcient of 0.98 and a coeﬃcient
of determination R2 of 0.96 for linear regression of the measurement data depicted in
Figure 9.5 (right). The results thereby validate the suitability of the scattered light
measurement for quantiﬁcation of surface appearance in terms of gloss.
9.2.3 Eﬀect of surface speed
9.2.3.1 Experimental setup and procedure
To investigate the possibility of dynamic scattered light characterization of polished
surfaces, the eﬀect of surface speed on the measurements of non–stationary surfaces
was studied. Figure 9.6 depicts the polishing test rig setup used during the measure-
ments, utilizing a horizontal spindle providing rotation of cylindrical workpieces.
Two surfaces, one stone pre–polished to approximately 0.1 m Sa and the sec-
ond polished with loose abrasive to approximately 0.07 m Sa were measured in
workpiece stationary position and during ration at diﬀerent rotational speeds as sum-
marized in Table 9.1. The diﬀerent rotational speeds and workpiece diameter of 40
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Figure 9.5: Workpiece with 7 progressively polished surfaces (left); Correlation of Sdq
- Aq including all measurements on the 5 polished workpieces with variability range
representing standard uncertainty from 6 repeated measurements.
Figure 9.6: Experimental setup during in–line characterization of rotating cylindrical
surfaces).
mm resulted in related diﬀerent surface speeds. In the workpiece stationary position,
60 measurements along the workpiece circumference were taken. During the dynamic
measurements, 200 measurements along the workpiece circumference were performed
to evaluate measurement reproducibility in terms of the optical roughness valueAq.
Table 9.1: Range of rotational speeds and resulting peripheral surface speeds used
during the investigation of the eﬀect of surface speed on scattered light measurement.
Rotational speed [rpm] 0 100 200 300 400 500 600
Surface speed [m/min] 0 12.6 25.1 37.7 50.3 62.8 75.4
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9.2.3.2 Results
The measured mean Aq values (Aqm) as a function of the surface speed on the pre-
polished surfaces are shown in 9.7 (a) and on the polished surfaces in 9.7 (b). The
results represent 60 measurements performed on stationary and 200 measurements
on rotating surfaces, covering the whole circumference of the cylindrical workpiece.
Each of the dynamic measurements with rotating surfaces were repeated 5 times.
Figure 9.7: The eﬀect of surface speed on mean Aq values (Aqm), on the pre-polished
surfaces (a) and on the polished surfaces (b). The variability range represents the
standard deviation from 60 repeated measurements on stationary and 200 measure-
ments on rotating surfaces, with 5 measurement repetitions.
Form the Figure, no signiﬁcant eﬀect of the investigated surface speeds on the
scattered light measurements of the two surfaces of diﬀerent roughness was be ob-
served. Aqm measured on the ﬁner, polished stationary surface (in Figure 9.7 (b))
was observed smaller than the measured ones during workpiece rotation. However,
the diﬀerence is within the variability range of the measurements along the workpiece
circumference, thereby statistically not signiﬁcant. Considering the stable measure-
ment results among the tested surface speeds and surfaces, the diﬀerence may be
caused by the manual reposition of the cylindrical sample during the measurements
of the stationary surfaces.
Based on the results, the scattered light measurements were found to be not af-
fected by surface speed in the investigated range. Together with the fast measurement
rate of the sensor up to 2 000 measurements/s, the method was found suitable for
dynamic measurements with high measurement productivity.
9.2.4 In–line characterization of rotating cylindrical surfaces
9.2.4.1 Experimental setup and procedure
A cylindrical workpiece of 35 mm in diameter and 175 mm long in stainless steel
AISI 304 was clamped in the horizontal spindle (see Figure 9.6 for the setup) and pre-
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polished using # 400 grit size stone to ensure initial surface uniformity and removal
of the previous texture from turning. The workpiece was subsequently polished in
5 polishing intervals using # 1200 grit size polishing stone, resulting in 6 polished
rings 20 mm wide with decreasing surface roughness resulting from pre-polishing, 4,
8, 16, 32, and 64 polishing passes. Fixed polishing process parameters were used: 5 N
contact polishing force, tool osculation of 2000 min 1 with amplitude of 1 mm, feed
rate of 1 mm/s, and 500 rpm spindle speed. This combination of process parameters
led to the generation of a bidirectional surface texture.
The polished surfaces were cleaned with compressed air and alcohol. Scattered
light measurements were then carried out on the machine with the workpiece rotating
at the same rotational speed used for polishing (500 rpm). The sensor was positioned
at 5 mm above the workpiece surface with the detector collinear to the workpiece
axis. Measurements were performed at 3 axial positions on each polished ring (in the
middle and at  5 mm distance from the middle) each consisting of 100 repeated
measurements.
As a reference for comparison, 3 area topography measurements of 1 x 1 mm with
a contact proﬁlometer Form Talysurf Series 2 50 I (FTS) from Taylor Hobson were
performed in the middle of each ring. The measurements were carried out with a sty-
lus tip radius of 2 m, stylus speed of 0.5 mm/s and measurement resolution of 0.25
m in the tracing direction perpendicular to the surface lay and 10 m resolution in
the orthogonal direction. Surface data ﬁles were treated using a 2nd order least mean
square ﬁt for removal of the cylindrical surface curvature and ﬁltered with s 2.5 m
and c 0.8 mm. Afterwards the roughness amplitude parameter Sa and the root mean
square gradient Rdq were calculated using the software SPIPTM. The Rdq parameter
was calculated as the average root mean square gradient of all the proﬁles contained
in the areal tactile measurements. Calculation of Rdq was proﬀered to areal param-
eter Sdq in order to not bias the evaluation of surface slopes by lower measurement
resolution in the direction orthogonal to the tracing direction, considering also the
unidirectional detector of the scattered light sensor acquiring only the light reﬂected
from the surface slopes in the tracing direction.
9.2.4.2 Results
The trend in the reference tactile measurements in terms of Sa and dynamic scattered
light measurements (Aq) during 64 polishing passes on cylindrical surfaces is shown in
Figure 9.8 (left). Correlation between the reference parameter Rdq and Aq is shown
Figure 9.8 (right). The results are in good agreement with the observations from
the measurements on the ﬂat surfaces in Figure 9.3 and Figure 9.5, where the same
rationale explaining the behaviour applies.
A robust correlation between Aq and Rdq parameters was found. The measure-
ment data resulted in correlation coeﬃcient of 0.996 and coeﬃcient of determination
R2 of 0.99 for linear regression of the measurement data depicted in Figure 9.8 (right).
The results thereby validate the robust applicability of on machine dynamic scat-
tering light roughness measurement of rotating cylindrical surfaces, allowing for in-line
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Figure 9.8: Trend in Sa and Aq surface roughness parameters during 64 polishing
passes on cylindrical surfaces (left); Rdq - Aq correlation including all measurements
(right); Variability range: standard deviation from 3 repeated measurements.
determination the process end point and quantiﬁcation of gloss.
9.2.5 Eﬀect of surface curvature and texture direction
9.2.5.1 Experimental setup and procedure
A cylindrical workpiece of 38 mm in diameter made of powder metallurgical tool steel
VANADIS-4E from Uddeholm was polished by a multi-step RAP process (see Table
9.2), generating 3 ring surfaces ranging from coarse, medium coarse and ﬁne polished
glossy surfaces. The programmable polishing parameters were ﬁxed to: 300 rpm
spindle speed, 1 mm/s feed rate, tool oscillation of 4000 min 1 with 1 mm amplitude
and contact force of 10 N.
Table 9.2: Parameters of the multi-step RAP of cylindrical surfaces.
Surface No. polishing steps Polishing media No. passes
A 1 #400 stone 20
B 3 #400; #800;#1200 stone 60
C 5 #400; #800; #1200 stone; 10020 m; 3 m diamond paste
The scattered light sensor was placed 5 mm above the measured surface in an
indexable ﬁxture and measurements were performed at 12 angular positions at 15°
intervals, ranging from 0° (sensor detector collinear to the workpiece axis), through 90°
(detector perpendicular workpiece axis) up to 165° (see Figure 9.9) for all 3 measured
surfaces. Each measurement was repeated 50 times.
An area roughness measurement on each polished ring was performed with a con-
tact proﬁlometer FTS to characterize texture directionality and surface roughness.
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Figure 9.9: Orientation of the scattered light sensor detector during investigation of
the eﬀect of surface curvature and texture direction.
Measurement procedure and data treatment used were the same as described in the
previous paragraph dealing with in–line characterization of rotating cylindrical sur-
faces. Surface texture directionality was characterized using the angular spectrum
analysis tool in SPIPTM software. Additionally, surface photographs of the 3 pol-
ished ring surfaces were taken with an optical microscope to visually asses the texture
directionality.
9.2.5.2 Results
The angular spectrum analysis of the 3 area topography measurements described
in Table 9.2 revealed two major texture directions with constant angle of  65°
relative to the specimen axis for all the 3 surfaces. This was conﬁrmed by the surface
photographs shown in Figure 9.10 (left). The texture directionality is the result of
the combined motions of tool and workpiece during the polishing process with the
selected process parameters and is a characteristic of cylindrical RAP surfaces. The
roughness amplitude parameter Sa on the 3 measured areas is reported in Table 9.3.
The scattered light sensor detector should ideally be aligned perpendicular to the main
texture direction, however, as the generated surfaces are characterized by two main
texture directions, this is not possible. Furthermore, the result of the measurement
will be aﬀected by the part curvature if the detector is not aligned with the workpiece
axis.
Table 9.3: Change in the measured intensity I and Aq as the eﬀect of the sensor
orientation. The change in % is normalized to the measurements with the sensor
detector collinear to the workpiece axis (i.e. 0° in Figure 9.9)
Surface Ra [m] Change in I [%] Change in Aq [%]
A 0.012 ± 0.001 20 139
B 0.032 ± 0.002 -4 -42
C 0.178 ± 0.010 -50 -68
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Figure 9.10: Photographs of surfaces A and C with indication of the principal sur-
face texture directionality (left); Normalized Aq in 12 angular sensor orientations on
surfaces A, B, C. Normalized Aq = [(Aq/Aqmax)  100] (right).
The eﬀect of angular orientation of the sensor on intensity distribution and mea-
sured Aq values for the 3 surfaces is shown in Figures 9.10 and 9.11 respectively.
From the analysis of the results, two dominant eﬀects on the variation of the mea-
sured Aq values with sensor detector orientation are observed, namely the surface
texture direction and the surface curvature.
The eﬀect of surface curvature is seen predominant for measurements on ﬁne sur-
faces, causing 139% increase in Aq from collinear to perpendicular sensor orientation.
This can clearly be seen in Figure 9.10 (right) for surface A, having the lowest sur-
face roughness. The increase in Aq is caused by the surface curvature widening the
scattered light distribution when the detector is perpendicular to the workpiece axis,
as can be seen in Figure 9.11. The eﬀect of surface texture direction is seen predom-
inant for measurements on surfaces with higher roughness, causing 42% decrease in
Aq for surface B (Sa 32 nm) and 68% decrease for surface C (Sa 178 nm) when sensor
orientation changed from collinear to perpendicular (see Table 9.3). Thus the eﬀect
of texture direction is opposite to that of the curvature. As seen from Figure 9.10
(right), for rougher surfaces, an initial angular displacement of the sensor from the
collinear direction causes Aq to increase. This is due to a wider spread of scattered
light on the linear detector when its orientation is closer to perpendicular to one of
the two main surface lays. With further angular displacement the linear detector
gets closer to collinear to the other main surface lay direction, reﬂecting the light at
lower angles in the detector direction (lower variance of the distribution) or outside
the sensor detector in the direction orthogonal to the detector (lower intensity) for
higher surface roughness. Simultaneous inﬂuence of the two factors, surface texture
direction and curvature, can be seen at around 90° of the sensor orientation on surface
B in Figure 9.11 and 9.10 (right). As can be seen from Figure 9.11, less intensity of
scattered light is acquired on surfaces with higher surface roughness since the light is
reﬂected in wider spatial range, outside the range of the sensor (± 16°).
For cylindrical rotating workpieces, characterized by the typical RAP bidirectional
texture, the optimal detector orientation is therefore collinear with the workpiece axis
9.2 Direct quality control by in-line scattered light measurements 215
and to the bisector of the angle between the two main lay directions regardless of the
absolute roughness level.
Figure 9.11: Normalized intensity function H(') at scattering angles ' on surfaces A,
B and C at 0° (collinear) and 90° (perpendicular), Aq and I in Arbitrary Units.
9.2.6 100% quality control, recognition and location of surface
defects
9.2.6.1 Experimental setup and procedure
To investigate the suitability of the scattered light measurement for 100% quality
control, recognition and location of surface defects, a number of ﬂat and cylindrical
polished surfaces were measured and analysed for the presence of surface defects.
The total area of ﬂat ﬁne polished surfaces, generated during the ﬁne polishing
screening tests and previously described in sections 7.2.4 and section 9.2.2, were
measured using the scattered light sensor on a dedicated X-Y stage allowing automatic
triggering of the measurements. Speed of workpiece repositioning of 500 mm/min was
used during the measurements. To ensure proper location of the measurements on
the polished surfaces of 10 mm x 20 mm by suppressing the eﬀect of acceleration and
deceleration of the stage, areas of 11 mm x 23 mm were measured in an automatic
regime, while discarding 1 mm in the beginning and end of the acquisition.
Two measurement resolutions were used to investigate measurement productivity
and its impact on quality of surface representation. A high resolution measurement
of 0.1 mm x 0.1 mm step increment with a measurement spot of 0.9 mm in diameter
(see Figure 9.12) covering the whole surface was performed, resulting in 23100 mea-
surements performed in 5 min. A lower measurement resolution of 0.1 mm x 0.9 mm,
while still ensuring total coverage of the whole surface, resulted in 2940 measurements
performed in 0.6 min. Such areal measurements allow observation of the distribution
of surface texture and presence of surface defects over the whole polished surfaces.
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Figure 9.12: Schematics of measurement increments resulting in overlapping of the
measurement spot.
A number of the cylindrical polished surfaces, generated during the in-line charac-
terization of rotating workpieces detailed in section 9.2.4, were measured directly on
the machine. The entire area of each polished surface band, corresponding to 10 mm
x 110 mm in the axial and circumferential directions respectively, was measured by
the scattered light sensor. The measurements excluded surface border areas not re-
ceiving equivalent polishing time. The measurements were performed with workpiece
rotation of 200 rpm and 50% overlapping of the measurement areas (measurement
spot diameter 0.9 mm) in both axial and circumferential workpiece directions (see
Figure 9.12). The whole measurement cycle was performed in 5 s.
9.2.6.2 Results
The performed scattered light measurements have demonstrated its capability of high
measurement productivity suitable for 100% surface quality control, enabling obser-
vation of macro and sub-m surface defects.
In Figure 9.13, representative examples of 3D representation of a number of pro-
gressively polished ﬂat surfaces in terms of Aq parameter covering the whole polished
surfaces is shown. The ﬁgure represents the high resolution scattered light mea-
surements reconstructed in MATLAB software for visualization. Progressively ﬁner
surface ﬁnish of the increasingly polished surfaces can be observed from the ﬁgure,
exerting little or no improvement after 80 polishing passes (Figure 9.13 (f)). Thus,
surfaces after 120 and 160 passes are not shown. The observed stabilization in surface
ﬁnish is in agreement with the observed stabilization from the reference areal topog-
raphy measurements in Figure 9.4. The border areas of the surfaces can be seen of
higher roughness, since they eﬀectively received less polishing time.
The eﬀect of the measurement resolution on the productivity of the measure-
ment and observational quality of the details of the measured polished ﬂat surfaces
is shown in Figure 9.14. The higher resolution measurement of a surface after 32 pol-
ishing passes consists of 23100 measurements acquired in 5 min. The lower resolution
measurement of the same surface consists of 2940 measurements acquired in 0.6 min,
thereby signiﬁcantly improving the measurement productivity.
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Figure 9.13: Scattered light measurements (Aq) covering whole surfaces after pre-
polishing (a), polishing: 8 passes (b), 16 passes (c), 32 passes (d), 48 passes (e) and
80 passes (f).
In both measurements in Figure 9.14, higher surface roughness at the borders
of the surface receiving less polishing time can be clearly seen, with a surface non-
conformity in the middle of the area receiving equal polishing time. The border areas
were excluded from the reference optical measurements and the in-line scattered light
measurements during the characterization of the ﬂat stationary workpieces in sec-
tion 9.2.2.2. However, the non-conformity in the middle of the area may result in
signiﬁcant spread of small number of discrete roughness measurements with random
or ﬁxed measurement location. This may result in excluding of the measurements
representative of the defect as outlier (measurement accident), eﬀectively missing
the non-conformity. The cause of the non-conformity was veriﬁed by an optical mi-
croscope and the photograph is shown in Figure 9.15. This surface non-conformity
was probably caused by a hard particle of a bigger size than the polishing abrasive
trapped in the soft carrier (pad) during polishing, being swept over the surface in
the tool feed direction (20 mm) and with the feature width corresponding to the tool
oscillation stroke length (1 mm). The lower measurements resolution (see Figure 9.14
for an example) have been observed suﬃcient for the detection of surface roughness
non-conformities in nanometre Sa range, while providing cost-eﬃcient productivity
of the measurement.
An example of an areal representation of the scattered light measurements on the
cylindrical surfaces identifying and locating an occurred macroscopic surface defect,
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Figure 9.14: The eﬀect of measurement resolution on productivity of the measurement
and observational quality of details of measured polished surface after 32 polishing
passes.
in terms of a void and circumferential scratch, is shown in Figure 9.16. The defect
can be seen in the areal representation of both Aq roughness parameter and the total
intensity of the acquired scattered light I. The defect causes widening of the scattered
light distribution on the sensor detector, corresponding to a higher Aq. The larger
portion of light scattered outside the sensor detector is also represented by lower I.
The measurement on a rotating cylindrical workpiece with 200 rpm was preformed in
5 s covering the entire surface.
The results thereby demonstrate the suitability of the scattered light measure-
ments for in-line 100% quality control, enabling high measurement rates even on
non-stationary surfaces and robust identiﬁcation and location of macro and nm level
surface defects.
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Figure 9.15: Observation and localization of surface defect from 3D scattered light
measurements of a polished surface.
Figure 9.16: Observation and localization of a surface defect (void and circumferen-
tial scratch) from on the machine scattered light areal measurement on a rotating
workpiece.
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9.3 Indirect quality control through in-process monitoring
of KPVs
9.3.1 Methodology
To validate the feasibility of in–process EPD and process state monitoring through
measurements of KPVs during polishing using the selected sensor systems intended
for implementation in RAP, two sets of experiments were performed. Stone and paste
polishing tasks on rotating worpieces were split into six time intervals, resulting in
six progressively polished surfaces representing the process progression. In–process
measurements of KPVs in terms of forces, AE and motor current were performed
during polishing with surface roughness measurements of initial and progressively
polished surfaces and oﬀ-line evaluation of Material Removal (MR). Measurements of
forces were performed by the developed polishing arm with integrated force sensors.
To verify the reliability of trends in forces measured by the developed polishing arm
fundamental for robust EPD, a piezoelectric dynamometer from KISTLER was used
as a reference for comparison. Measurements of surface ﬁnish were performed both
in–line using the validated scattered light sensor and oﬀ-line using a reference optical
instrument in laboratory, further verifying the applicability the scattered light sensor
for implementation in RAP. Correlation of the typical asymptotic trend in surface
roughness along the process duration, evaluation of MR and trends in measured KPVs
signal features makes it possible to asses the suitability and robustness of in–process
EPD. The feasibility of process state monitoring is assessed by observation of any
process malfunctions and observation of such events from the acquired KPVs signals.
For robustness of the results, the stone and paste polishing experiments were
performed with ﬁve process repetitions. The tests are limited to the process setup
with rotating workpices, representative of the majority of RAP polished geometries.
Robustness of EPD during stone polishing is of fundamental importance to avoid
over–polishing and associated risk of excessive material removal, generation of defects
etc.
9.3.2 Experimental setup
Both the stone and paste polishing experiments were performed on the polishing test
rig with implemented sensors as shown in Figure 9.17. Polishing rotating cylindrical
workpieces, held in the spindle of the three–axis CNC milling centre, was performed
using the RAP polishing module providing oscillating movement and the developed
polishing arm with integrated three axial force sensors, AE and acceleration sensor
(Figure 9.17 (left)). In–line measurements of surface ﬁnish were performed by the scat-
tered light sensor mounted on the machine table, providing for repositioning during
measurements (Figure 9.17 (right)).
Cylindrical workpieces in UNIMAX tool steel hardened and tempered to 57 - 58
HRC were used, as a representative of typical material and geometry of RAP polished
tools. The workpieces were equally divided in 6 belts (cylindrical surfaces), separated
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Figure 9.17: Test setup: polishing (left), in-line scattered light measurements (right).
by reference grooves used for evaluation of MR as schematically depicted in Figure
9.18. The workpiece geometry includes a triangular feature used for alignment during
three proﬁle measurements equally distributed along the workpiece circumference (3
x 120) for evaluation of MR.
Figure 9.18: Workpiece geometry with features (grooves and alignment triangle) for
MR evaluation.
Measurements of surface proﬁles for evaluation of MR were performed using a
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contact proﬁlometer Form Talysurf Series 2 50 I (FTS) from Taylor Hobson with 2
m stylus tip radius. Workpiece diameter for evaluation of MR was measured by a
CMM machine from ZEISS.
A silicon carbide bonded abrasive of #800 and #600 grit sizes from the Amer-
ican manufacturer GESSWEIN were used. The stone polishing experiments were
performed using #800 stone. The paste polishing tests were performed using 8 m
diamond gel (mixture of diamond compounds and emulsions) Hyprez from joke Tech-
nology GmbH with a plastic polishing carrier made of PMMA (Poly methyl methacry-
late) on surfaces pre–polished by the #600 stone .
Surface ﬁnish measurements were performed on the machine using the selected
scattered light sensor OS500–32 (for working principle see section 7.3.3.1). Reference
measurements were performed by confocal microscope S neox from SENSOFAR using
50X magniﬁcation for stone polished samples and 150X for paste polished samples.
In–process measurements of KPVs (forces, AE, power) were performed using the
selected sensor systems (section 7.3.3.2) and the developed polishing arm with in-
tegrated force sensors (chapter 8). Data synchronization, common triggering and
acquisition was performed using a dedicated program in LabView environment.
Due to unavailability of the selected current sensor permanently mounted in a
test RAP machine at STRECON, the selected current sensor was substituted by a
sensor with similar performance. Two current probes (2 Amperes nominal range) with
current probe ampliﬁer Tektronix AM 503 and A/D converter NI 9234 from National
Instruments were used.
The selected AE sensor M304A with external analogue signal pre-ampliﬁer unit
A 1002 from Japanese manufacturer Fuji Ceramics Corporation and A/D converter
NI 9223 from National Instruments were used for AE measurements.
Forces in three orthogonal directions were measured by the developed polishing
arm with integrated force sensors with A/D converter NI 9237 from National Instru-
ments. For reliability of the measured trends necessary for robust EPD, reference force
measurements were performed using a piezoelectric dynamometer 9347C, industrial
charge ampliﬁer 5073A311 and A/D converter NI 9234.
9.3.3 Experimental procedure
9.3.3.1 Stone polishing
Progressive polishing of 4, 6, 10, 20, 30, and 40 passes was performed on diﬀerent
polishing bands (cylindrical surfaces as shown in Figure 9.18) on ﬁve ﬁne turned
workpieces (ﬁve process repetitions) of initial roughness approximately Sa = 0.3 m.
Polishing parameters of 9 N contact force, 200 rpm workpiece spindle speed, 1 mm/s
feed rate, tool oscillation frequency of 1000 min 1 with 1 mm oscillation amplitude
and pass length of 17 mm unidirectional axial travel were used.
In–process measurement of KPVs (forces, AE, current) during polishing were ini-
tiated with a common trigger approx. 20 s prior the process initiation and after the
process termination to acquire no–load signal levels, allowing observation and correc-
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tion of any signal drifts (e.g. typical of piezoelectric transducers). AE measurements
were performed with sampling rate of 1 MHz with data segments of 105 measured
points with 2 s triggered delay between two consecutive measurements. The high
sampling rate (max. of the A/D converter) was used based on the knowledge of AE
signal propagation in ultra–sound frequency range, ensuring minimization of loss in
acquired signal amplitude due to any high frequency content present in the signal
and to suppress signal aliasing according to the Nyquist theorem using the 400 kHz
resonant frequency AE sensor. Forces in three mutually orthogonal directions were
measured continuously with 2 kHz sampling rate using both the developed polishing
arm with integrated sensors and the piezoelectric dynamometer. For compensation of
inertial force component due to the mass of the oscillating polishing arm (part before
the strain gauges to the contact point), arm acceleration was continuously measured
with 2 kHz sampling rate. Continuous current measurements were performed also
with 2 kHz sampling rate for ease of acquisition setting and data storage.
Surface ﬁnish was assessed before and after polishing by the in–line scattered
light sensor and oﬀ–line reference measurements using the confocal microscope in
laboratory conditions. The scattered light measurements were performed with 50%
overlapping in axial and circumferential workpiece directions, covering a width of 10
mm of the polished cylindrical surface in the center of each polished band (surface)
resulting in 6138 measurements per band while discarding surface border areas not
receiving equivalent polishing time (for a sketch of the workpiece geometry see Figure
9.18). Five randomly placed reference optical measurements within the 10 mm center
area of each belt using 50X magniﬁcation were taken. The measured data ﬁles were
processed by line-wise levelling for removal of surface curvature in Y direction and
surface roughness was evaluated in terms of Sa and Sdq parameters with no additional
ﬁltering.
Evaluation of Material Removal (MR) during polishing was performed oﬀ–line
by CMM measurements of workpiece diameter and three proﬁle measurements/belt
taken before and after polishing using stylus proﬁlometer FTS. Volume of MR during
polishing was calculated as a product of area between the measured surface proﬁles
before and after polishing and workpiece circumference. Considering a small material
removal in the order of several m and workpiece circumference of 125.8 mm, un-
certainty of workpiece diameter measurements is a fundamental factor aﬀecting the
uncertainty of MR evaluation. Diameter of each workpiece belt was thus measured
by a CMM prior to polishing at two locations consisting of 24 measurement points
along half workpiece circumference with ﬁve measurement repetitions. Three surface
proﬁle measurements on each belt were taken in the workpiece axial direction equally
distributed along the workpiece circumference (3 x 120), before and after polishing,
as schematically depicted in Figure 9.19. To ensure the same measurement location
before and after polishing, the workpiece was placed in a V–block and the triangular
feature (see Figure 9.19) was used for alignment. The measurement positions were
permanently marked by engraving, ensuring no room for confusion of measurement
positions. The proﬁle measurements were 27 mm in length, crossing both reference
grooves separating the workpiece bands of 25 mm in length (for workpiece geometry
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see Figure 9.18).
Figure 9.19: Schematics of setup during three surface proﬁle measurements taken
before and after polishing for evaluation of Material Removal (MR).
The procedure for calculation of the area of removed material from the measured
surface proﬁles for calculation of volume of MR is schematically depicted in Figure
9.20. The raw measured proﬁles before (blue) and after polishing (red) were plotted
together showing a misalignments during measurement in the order of 10 m over 25
mm (step 1 in Figure 9.20). The surface proﬁles were aligned by means of best ﬁtting
of the reference grooves (untouched during polishing) of the two proﬁles through
a dedicated script in MATLAB software as shown in step 2 in Figure 9.20. Such
aligned surface proﬁles enable the calculation of area of removed material given by
the area between the two proﬁles and observation of residual scratches that have not
been removed by polishing as indicated in step 2 in Figure 9.20. The area between
the two proﬁles was calculated by dividing it in a number of elemental trapezoids,
calculation of the area of the trapezoids and summing up the elemental areas over a
length of 10 mm in the centre of surface proﬁles — step 3 depicted in Figure 9.20.
The evaluation thus excluded surface border areas not receiving equivalent polishing
time, ensuring consistent test conditions. Finally, the three areas were averaged and
the volume of MR was calculated as a product of the calculated area of MR and
workpiece circumference given by  D, where D = measured workpiece diameter.
9.3.3.2 Paste polishing
Five initially ﬁne turned workpieces were pre–polished to surface roughness approxi-
mately 0.050 m Sa. Progressive ﬁne polishing using the diamond paste and PMMA
carrier of the same duration as in the stone polishing tests (section 9.3.3.1) of 4, 6,
10, 20, 30, and 40 passes was performed on diﬀerent bands of the ﬁve pre–polished
workpieces. Lower contact force of 5 N and higher workpiece rotational speed of
400 rpm compared to the stone polishing experiments were used, with other polish-
ing parameters of 1 mm/s feed rate, tool oscillation frequency of 1000 min 1 with
1 mm oscillation amplitude and pass length of 15 mm unidirectional axial travel.
In–process measurements of KPVs, surface ﬁnish measurements and MR evaluation
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Figure 9.20: Procedure of evaluation Area of Material Removal (MR) from measured
surface proﬁles, where: w = width (sampling distance of 0.25 m), l1 = longer length,
l1 = shorter length, la = average length, A = area of trapezoid between the initial
and polished surface proﬁles.
were performed with the same setting and measurement procedures as during the
stone polishing experiments detailed in section 9.3.3.1.
226 9 Validation of monitoring solutions
9.3.4 Results — EPD in stone polishing
9.3.4.1 Surface roughness generation
Results of the reference surface roughness measurements (Sa, Sdq) and in–line scat-
tered light measurements (Aq) after 4, 6, 10, 20, 30 and 40 passes from the stone
polishing experiments are shown in Figure 9.21. From Figure 9.21 (a, b), rapid de-
velopment in the arithmetic mean roughness amplitude Sa can be seen in the ﬁrst 4
polishing passes, followed by relatively small further improvement and stabilization
after approx. 10 polishing passes. For Sdq and Aq a fast decreasing trend is observed
below 10 polishing passes, while stabilization slowly takes place above such limit (Fig-
ure 9.21 c, d). Since the Sdq and Aq both represent the slopes of the measured surface
topography, their trend are well correlated. This fact is aﬃrmed also by a robust lin-
ear correlation between the parameters including all measurements depicted in Figure
9.22. This observation is in agreement with the results of the tests for validation of
the scattered light sensor in section 9.2 and further validates the sensor suitability for
robust in–line characterization of surface ﬁnish of polished surfaces.
9.3.4.2 MRR
Evaluation of MR after 4, 6, 10, 20, 30 and 40 polishing passes resulted in a linear
trend in the volume of MR (MRV) with constant MRR of 0.0027 mm3/s (given by
the slope of the MRV curve) as depicted in Figure 9.23. Measurements on surfaces
of WP1 resulting from 10 to 40 passes and WP4 from 40 passes were excluded from
the evaluation as outliers due to observed problems during polishing resulting in
inconsistent conditions. Since there can not be any material removal before polishing
(0 s), the non-zero intercept of the observed linear trend in MRV is due to rapid
changes in surface topography during the ﬁrst polishing passes causing diﬀerent MR
rates. From the observation of representative initial turned and polished surface
topographies after 4 and 6 polishing passes shown in Figure 9.23, it is apparent that
the majority of the deep turning marks of the initial surfaces were removed already
after 4 polishing passes. Since the ﬁrst proﬁle measurements were performed after 4
passes, the change in MR prior this stage (designated as Zone I) can only be assumed,
as depicted in Zone I in Figure 9.23. Further polishing after 4 passes was performed
on high bearing surfaces designated by Zone II in Figure 9.23, exerting constant
MRR. The observation of two zones of MR rates taking place during stone polishing
is in agreement with the ﬁndings by Lazarev [139], observing non–linearly increasing
MRR during MR in the presence of turning marks followed by a steady state MRR
during MR in solid material without turning marks. The observed high MR while
removing the majority of the deep turning marks within the ﬁrst 4 polishing passes
is directly reﬂected in the surface roughness measurements by the abrupt decrease in
the amplitude roughness parameter Sa in Figure 9.21 (a).
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Figure 9.21: Surface generation during stone polishing experiments in terms of ref-
erence roughness measurements (Sa, Sdq) and in–line scattered light measurements
(Aq). Overall roughness trends from 5 process repetitions (left) and individual mea-
surements (right). Variability range is represented by measurement standard devia-
tion from 5 repeated measurements.
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Figure 9.22: Correlation of Sdq - Aq roughness parameters including all measure-
ments on the 5 polished workpieces with variability range representing measurement
standard deviation from 5 repeated measurements.
Figure 9.23: Measured volume of MR after 4, 6, 10, 20, 30 and 40 passes during
stone polishing experiments with constant MRR of 0.0027 mm3/s and representative
surface topography of initial and polished surfaces after 4 and 6 passes.
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9.3.4.3 AE
A representative raw AE signal during 40 polishing passes with zoom showing the
oscillating AE waveform is shown in Figure 9.24. From the ﬁgure, a progressively
decreasing signal amplitude can be seen, in apparent agreement with the decaying
trend in surface roughness measurements in Figure 9.21.
Figure 9.24: Representative raw AE signal measured during 40 polishing passes on
WP3 with zoom showing the oscillating AE waveform.
The frequency spectrum of the signal using FFT representative of the polishing
process (in red color) and no–load state during tool oscillation without polishing (in
blue color) is shown in Figure 9.25.
Figure 9.25: FFT spectrum of AE signals representative of the process and no-load
(tool oscillation without polishing) with indication of process fundamental frequencies
around 10, 45 and 70 kHz (left) and zoom on low frequency range with indication of
3.5 kHz fundamental frequency of intrusive signal during no-load state (right).
From the frequency spectrum in Figure 9.25 three fundamental process frequencies
around 10, 45 and 70 kHz can be observed (Figure 9.25 left), together with frequencies
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representing an intrusive signal during no–load state with fundamental frequency of
3.5 kHz (Figure 9.25 right).
To investigate changes in the signal frequency content during polishing, FFT spec-
tral analysis of AE signals representing diﬀerent polishing passes along the process
duration was performed. Figure 9.26 depicts the frequency spectrum of AE signals ac-
quired during the 1st, 4th, 10th, 20th, 30th and 40th polishing passes. From the Figure,
the most signiﬁcant decrease in the amplitude of the whole frequency spectrum can
be observed within 4 polishing passes followed by stabilization after approximately
10 passes. The observed moment of stabilization is in agreement with the measured
stabilization in surface roughness in Figure 9.21.
Figure 9.26: FFT spectrum of AE signal acquired during the 1st, 4th, 10th, 20th, 30th
and 40th polishing pass with observable initial decrease followed by stabilization of
the amplitude of the process fundamental frequency around 45 kHz.
In order to asses the possibility of EPD based on AE signal in the time–frequency
domain, the mean AE frequency amplitude in the frequency range 43 - 50 kHz was cal-
culated along the process duration. The calculated mean amplitude of the frequency
band of AE signals acquired during 40 polishing passes on 4 workpieces is shown
in Figure 9.27 together with the measured surface roughness Sa. Results for WP4
are not shown due to erroneous process resulting in inconsistent conditions hence
excluded from the evaluation. From the Figure, a good relative correlation between
the asymptotic trends in surface roughness Sa and the trends in AE mean frequency
amplitude can be seen. The asymptotic trend in the AE signal feature in good agree-
ment with the trend in Sa was seen well repeatable for all measurements performed
during progressive polishing on 5 workpieces. The results thereby validate the pos-
sibility of EPD based on AE signal feature in the time–frequency domain enabling
process control. The advantage of this frequency based signal feature is that it does
not require any signal ﬁltering, since only the frequency band of interest is analysed
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and used for the process control. However, the drawbacks of such descriptor are signif-
icant computational requirements for the frequency analysis, limitation for real time
decision making and that the process fundamental frequency band may change with
diﬀerent process combinations. Therefore, to explore the possibility of more robust
signal feature for process control, the suitability of selected signal features in time
domain, taking in to account the whole frequency spectrum, was investigated and it
is disused in the following paragraphs.
Figure 9.27: Trends in mean frequency amplitude in the range of 43 - 50 kHz of AE
signals acquired during 40 polishing passes on 4 worpieces and surface roughness Sa.
The variability range of Sa can be found in Figure 9.21.
For EPD based on analysis of AE signal in the time domain, two signal features,
RMS and Variance, were considered and their suitability was analysed. To ensure
reliable assessment of trends of selected signal features calculated from AE, the raw
signals were ﬁltered using a 10 kHz high pass ﬁlter prior to evaluation. The high pass
ﬁltering thereby suppressed the low frequency intrusive signal content observed from
the FFT spectral analysis in Figure 9.25 that could signiﬁcantly distort the signal
trends, possibly hindering robust evaluation.
The AE signals were subsequently demodulated by means of RMS and Variance,
resulting in a single data point calculated from every raw measured data segment
consisting of 105 data points. This provided signiﬁcant reduction in the data repre-
sentative of the whole process making it computationally eﬃcient for analysis. The
mathematical formula for calculation of RMS was described in Equation 7.5 and
calculation of sample Variance is described in Equation 9.1 as:
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AEV ariance =
1
n  1
nX
i=1
(xi   x)2 (9.1)
where n is the number of discrete sample data points xi of the acquired AE
waveform and x denotes the sample mean, deﬁned by:
x =
1
n
nX
i=1
xi (9.2)
The variance of a typical oscillating AE waveform around a zero mean (see 9.24
for example) measures how far a set of numbers is spread out, where zero Variance
indicates that all the values are the same. A small Variance represents data close to
the mean and thereby to each other, whereas a high Variance indicates high spread
of data points around the mean and hence from each other. Therefore, for an AE
signal, the variance is inherently reﬂected to the amplitude.
For direct comparison of the two signal features and their suitability for EPD,
Figure 9.28 depicts a representative AE signal acquired during 40 polishing passes
in terms of RMS (left) and sample Variance (right), together with surface roughness
Sa. From the Figure, good relative correlation of both signal RMS and Variance with
the asymptotic trend in Sa can be seen. Whereas RMS preserves the signal energy
representative of a process taking place with used abrasive and stabilized surface
topography, signal Variance provides a more pronounced trend with close to zero
Variance representing process stabilization, independent by the type of abrasive and
process combinations. These inherent characteristics of Variance make it an ideal
signal feature for process control in RAP, enabling setting hard thresholds for EPD
regardless of the type of abrasive and process combinations.
Figure 9.28: Trends in signal features AERMS (left) and AEV ariance (right) calculated
from the AE signal in Figure 9.24 with measured surface roughness Sa. The variability
range of Sa can be found in Figure 9.21.
Figure 9.29 shows AEV ariance and measured surface roughness Sa throughout
40 passes of stone polishing on 4 workpieces (WP4 was excluded). The trends in
AEV ariance reﬂect well the asymptotic trends in surface roughness Sa, enabling robust
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process control. The same results were observed for all performed measurements (6
bands on 4 workpieces). The results thereby validate the suitability of in–process
EPD based on AEV ariance as signal feature in the time domain to control the RAP
process.
Figure 9.29: Trends in AEV ariance and surface roughness Sa representing 40 passes
of stone polishing on 4 workpieces. The variability range of Sa can be found in Figure
9.21.
9.3.4.4 Forces
As the polishing module was mounted directly on the dynamometer, the measured
signal contained high frequency components due to the vibrations induced by the
oscillation system. On the other hand, the signal from the arm was aﬀected by
the low frequency ﬂuctuations typical of the semiconductor strain gauges. Therefore
diﬀerent ﬁlters to the piezo and strain gauge signals. The signals from the piezoelectric
dynamometer were ﬁltered using an band pass ﬁlter (5 - 40 Hz), while the Fx signal
from the semiconductor strain gauges in the sensorized arm were ﬁltered using a high-
pass ﬁlter (5 Hz cut-oﬀ). Figure 9.30 shows representative ﬁltered forces throughout
40 polishing passes on WP2 from the arm and the reference piezoelectric dynamometer
measurements. For clarity of observing the relative signal trends and since Fy and Fz
forces are of static nature, the signals from both the arm and the dynamometer were
low-pass ﬁltered (10 Hz cut-oﬀ) and the resulting trends are shown in Figure 9.30 (b)
and (c). The ﬁgure demonstrates the reliability of the arm measurements, seen well
repeatable in all the acquisitions.
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Figure 9.30: Trends in forces (ﬁltered) during 40 polishing passes of stone polishing
measured by the arm and piezoelectric dynamometer: Fx (a), Fy (b), Fz (c).
To assess the suitability of friction forces Fx and Fy for automatic EPD, trends
in selected signal features were investigated for their correlation to surface roughness
generation during polishing. Sample Variance has been chosen as the most suitable
descriptor of the oscillating Fx signal around the zero mean (see Figure 9.30 (a) for
example) for EPD. The same rationale justifying the selection as previously discussed
in section 9.3.4.3 for the AE signals apply. For the static (or quasi-static) Fy force
(see Figure 9.30 (b) for example), RMS has been selected as the signal feature, con-
sidering the infeasibility of using Variance for the static signal. The raw measured
signals were demodulated by the selected signal features, highlighting the trends in
the friction forces during polishing with a constant contact force Fz, as observable
from the representative measurement in Figure 9.30.
The analysis of friction forces (Fx, Fy) led to the observation of a well repeatable
asymptotic trend in the signal features, in good agreement with the asymptotic trend
in the measured surface roughness. Results of the measured surface roughness Sa
with FxV ariance and FyRMS during 40 polishing passes on 4 wokpieces are shown in
Figure 9.31 and Figure 9.32 respectively (WP4 was excluded). Asymptotic trends in
the signal features can be seen from the ﬁgures, in a good agreement with the observed
stabilization in the measured surface roughness. The results were seen well repeatable
in all the measurements performed during progressive polishing on the 4 workpieces.
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The results thereby verify the possibility of indirect monitoring of surface generation
during polishing from FxV ariance and FyRMS as descriptors of friction force signals
suitable for automatic EPD.
Figure 9.31: Trends in FxV ariance and surface roughness Sa representing 40 passes of
stone polishing on 4 workpieces. The variability range of Sa can be found in Figure
9.21.
9.3.4.5 Motor current
The analysis of measured motor current consumption in the polishing module did not
result in a robust correlation with the progression in surface roughness during pol-
ishing. The results exerted inconsistent signal trends indicating signiﬁcant distortion
caused by internal friction losses in the mechanics of the polishing oscillation module
and Joule eﬀect, as previously observed during the screening tests in section 7.2.4.4.
9.3.4.6 Discussion
Based on the results, AE signal was observed well reﬂecting the abrasive action and
changes in MRR during polishing, whereas the friction forces reﬂect the overall tribo-
logical condition and friction state in the polishing contact zone. The two phenomena
are reﬂected in the measured signals.
The faster stabilization observed in AE signal, compared to the forces, reﬂects
the stabilization in MRR occurring already after approx. 4 polishing passes due to
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Figure 9.32: Trends in FyRMS and surface roughness Sa representing 40 passes of
stone polishing on 4 workpieces. The variability range of Sa can be found in Figure
9.21.
the fast removal of high surface asperities as shown in Figure 9.23. The initial high
AE signal amplitude is caused by the small real contact area between the polishing
stone and the sharp peaks of the initial turned surface, resulting in high local contact
pressure causing high MRR. Progressive polishing cuts-oﬀ the surface peaks, creating
higher bearing area of the surface. This results in lower real local contact pressure,
resulting in lower MRR and thereby lower AE signal. Further polishing of part
surface is represented by constant bearing area, thus constant real pressure, MRR
and stabilization in AEV ariance.
The slower stabilization observed in friction forces (Fx, Fy), in comparison with
AE, is reﬂecting the stabilization of the overall tribological condition in the polishing
interface during polishing rather than the MRR. This is supported by the observed
later stabilization in surface roughness parameters Sdq and Aq, both representing the
mean slope of measured surface topography, compared to the rapid decrease in the
roughness amplitude parameter Sa. As previously discussed in section 7.3.3.1, Sdq is
an important roughness parameter in characterization of the tribological behaviour
of surfaces and gloss [102, 148]. According to [102, 148, 147] and as experimentally
veriﬁed in a number of tests in this work, Aq is directly correlated to Sdq due to
the angular measurement principle of the scattered light sensor used. Therefore, the
stabilization in Sdq and Aq around 10 polishing passes observable from the results
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of the roughness measurements in Figure 9.21 reﬂects the stabilization in the surface
slopes, causing stabilization in the trbilological behaviour, reﬂected by the steady-
state friction forces (Fx, Fy).
The results thereby validate the suitability of in-direct monitoring of surface gen-
eration through AE and friction forces during stone polishing, with explainable diﬀer-
ences in their rate reaching stabilization. AEV ariance, FxV ariance and FyRMS were
selected as the most suitable signal features enabling automatic EPD and to control
the RAP process.
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9.3.5 Results — EPD in paste polishing
9.3.5.1 Surface roughness generation
Results of the reference surface roughness measurements (Sa) on the six bands of the
ﬁve cylindrical workpieces before (pre-polished) and after a number of passes of paste
polishing (polished) are shown in Figure 9.33.
Figure 9.33: Measured surface roughness (Sa) before (pre-polished) and after a num-
ber of polishing passes (polished) on the ﬁve cylindrical workpieces from the paste
polishing test. Variability range is represented by the measurement standard devia-
tion from 5 repeated measurements.
The results show decreasing surface roughness after polishing, but with worse pro-
cess repeatability compared to the results from the stone polishing tests in section
9.3.4.1. The same observations were made from the in–line scattered light measure-
ments in terms of (Aqm), attached in Appendix C.2.1. The diﬀerences in the process
repeatability are caused due to the diﬀerences in the initial pre-polished surfaces on
diﬀerent bands and workpieces. This is of pronounced importance in ﬁne polishing
steps in comparison to coarse stone polishing steps. Moreover, ensuring constant pol-
ishing conditions is diﬃcult in paste polishing due to the ease of evacuation of the
loose abrasive grains from the tool-workpiece contact zone and the real contact area
is vastly dependent on a number of variables (e.g. macro geometry of the PMMA
carrier and the workpiece, orientation of the relative process movements, vibrations)
during polishing. These factors are of lower importance in stone polishing due to
the use of bonded abrasive with self-shaping properties adapting to the workpiece
geometry during the process. The resulting poor process repeatability in paste polish-
ing hence hinders robust extraction of the trends in surface roughness representative
of the progressive polishing and stabilization in the surface roughness (assuming an
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identical initial surface condition and consistent process conditions during polishing
on diﬀerent workpiece bands). Therefore a robust identiﬁcation of the optimal time
to change to a ﬁner abrasive media for EPD could not be made from the available
data. However, surface roughness of the test workpieces have clearly been reduced
by the paste polishing and this fact should be observable in the measured KPVs, as
discussed in the following paragraphs.
9.3.5.2 MRR
Robust evaluation of MRR could not be attained due to the observed sub-m mate-
rial removal, considering the measurement uncertainty contributors due to the stylus
proﬁlometer, alignment during the surface proﬁle measurements and the CMM mea-
surements of the workpiece diameter. Robust evaluation of MRR in ﬁne polishing
requires a more accurate evaluation method with lower measurement uncertainty.
This could be for instance achieved by a precise weight measurements. However, this
would signiﬁcantly complicate and prolong the test procedure.
9.3.5.3 AE
The analysis of the AE measurements has led to the observation of well repeatable
asymptotic trend of the signal variance for all the performed measurements. Figure
9.34 demonstrates results showing the trends in AEV ariance during 40 paste polishing
passes on the ﬁve workpieces, reaching steady-state at around 10 polishing passes.
Figure 9.34: Trends in AEV ariance during 40 passes of paste polishing on ﬁve work-
pieces.
240 9 Validation of monitoring solutions
9.3.5.4 Forces
Results of the analysis of the friction forces (Fx, Fy) are shown in Figure 9.35 for
FxV ariance and FyRMS acquired during 40 polishing passes on the ﬁve workpieces.
A repeatable asymptotic trend in the signals features can be observed from the ﬁgure,
with the diﬀerences and variations reﬂecting the changing polishing conditions.
Figure 9.35: Trends in FxV ariance (friction force in tool oscillation direction) and
FyRMS (friction force in workpiece rotation direction) during 40 passes of paste pol-
ishing on ﬁve workpieces.
9.3.5.5 Motor current
The measured motor current consumption in the polishing module again did not
provide robust results, following the same rationale as previously discussed in the
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stone polishing tests in section 9.3.4.5 and the screening tests in section 7.2.4.4. The
results will therefore not be discussed further.
9.3.5.6 Discussion
The observed poor process repeatability of the paste polishing tests hindered the pos-
sibility to establish a direct correlation between the decrease in the surface roughness
of the progressively polished surfaces and the trend of the measured KPVs. However,
a repeatable asymptotic trend in AEV ariance, FxV ariance and FyRMS was observed
from the acquired data, presumably reﬂecting the measured decrease in the surface
roughness of the polished surfaces. The signal features of the AE and friction forces
exerted initial decrease followed by a steady-state signal level occurring around 10
polishing passes, with the diﬀerences and variations among the process repetitions
reﬂecting the changing polishing conditions. The observed repeatable stabilization in
the measured signals is in a good agreement with the observations from the stone pol-
ishing tests discussed in section 9.3.4.6, hence reﬂecting the generation of the surface
roughness during polishing. An important observation is that the AE measurement is
robust even in paste polishing with the low amplitude AE signal travelling through the
plastic material PMMA, typically used as a polishing pad with loose abrasives. Also
the developed polishing arm with the integrated force sensors was found to provide
reliable measurements of the low amplitude friction forces, necessary for in-process
automatic EPD in paste polishing. The results thereby validate the suitability of the
introduced monitoring solutions for indirect monitoring of surface generation through
AE and friction forces during ﬁne paste polishing in RAP.
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9.3.6 Results — process state monitoring in stone polishing
Process malfunction in terms of clogged polishing stone not releasing new sharp abra-
sive grains was observed during 40 polishing passes on workpiece 4 (WP4) during the
stone polishing tests. This resulted in inconsistent process conditions and the results
were therefore excluded from the analysis in section 9.3.4. Figure 9.36 demonstrates
the observability of such process malfunction during polishing on WP4 in comparison
with stable process conditions (WP3) from the measured AE signal. As can be seen
from the Figure, the limited material removal due to the clogged polishing stone is
reﬂected by a steady-state low amplitude AEV ariance from the beginning of the pro-
cess (WP4) in contrast to the initially high amplitude signal with typical asymptotic
trend representative of a stable process (WP3).
Figure 9.36: Trends in AEV ariance during 40 passes of stone polishing representative
of stable process (WP3) and process malfunction due to clogged stone (WP4).
The limited abrasive action due to the clogged polishing stone is also observable
from the measurement of the friction forces, as shown in Figure 9.37. This is re-
ﬂected by the steady-state levels in FxV ariance and FyRMS from the beginning of
the polishing on the initially turned surface. After realization of the problem, ample
supply of polishing lubricant was applied to the working zone between the stone and
the workpiece to ﬂush away the debris and to restore the self-sharpening ability of
the stone. This is reﬂected by the increased signal levels around approximately 20
passes. However, even such ample supply of the lubricant did not result in stable
process conditions and the polishing stone was replaced by a new one after the pro-
cess completion, before polishing of another surface. The results thereby verify the
possibility of in-process recognition of such process malfunctions from the measured
AE and friction forces.
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Figure 9.37: Trends in FxV ariance (left) and FyRMS (right) during 40 passes of
stone polishing representative of stable process (WP3) and process malfunction due
to clogged stone (WP4).
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CHAPTER 10
Process control
10.1 Scope
The scope of the process control strategy presented in this chapter is the automatic
process End Point Detection (EPD). The objective is to optimize the time for changing
to ﬁner abrasive media between two consecutive steps of a multi-sequential RAP
process ensuring suﬃcient removal of surface marks from the preceding manufacturing
operation while avoiding excessive material removal.
Given the scope of this thesis in development of open–loop process monitoring
solutions, process control is dealt with in limited extent to demonstrate the direct use
and beneﬁts of the developed monitoring solutions in RAP.
10.2 Process control strategy
The EPD is based on indirect monitoring of surface generation during polishing
through AE and friction forces (validated KPVs— chapter 9) and automatic detection
of steady-state levels in selected signal features reﬂecting stabilization in achievable
surface roughness. Stabilization in AE signal was observed to directly indicate the
stabilization in MRR during polishing (see section 9.3.4.6). Stabilization in friction
force signals (Fx, Fy) was then observed to reﬂect the stabilization in the mean surface
slopes of the polished surface topography and thereby the stabilization in the overall
friction state in the polishing interface between the tool and the surface. A timely
detection of the steady-state levels in the three monitored KPVs (AE, Fx, Fy) hence
enables robust process control, eliminating false triggers thanks to the multi-variable
based decision making.
10.2.1 Control algorithms
10.2.1.1 Thresholding
The simplest way of automatic EPD can be performed by setting a threshold for the
signal level. To avoid false triggers caused by abrupt events, the signal trend can be
approximated by an average value of a number of adjacent data points, application
of a moving average, or a polynomial regression for instance. Advantages of such
method are its simplicity and low-computational requirements. However, consider-
able disadvantage of this solution is the need of selecting an appropriate threshold
value for diﬀerent process combinations, diﬀerent signals and signal features. To cope
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with diﬀerent process combinations, a threshold relative to an initial signal level may
be applicable to detect the steady-state signal level. An example of such solution is
given in Figure 10.1. In the left hand side ﬁgure is shown measured AEV ariance and
measured surface roughness Sa during 40 stone polishing passes (from Figure 9.29).
The right hand side ﬁgure depicts average values calculated from the signal over one
polishing pass, with the set control limit (CL) of 20% of the initial AEV ariance (2)
representative of the ﬁrst polishing pass. Automatic detection of the steady-state level
in AEV ariance for EPD is achieved by detection of three last average data points (i.e.
3 polishing passes) not exceeding the set CL, hence providing more robust decision
making. Such detected process end point around 10 polishing passes (highlighted in
red in Figure9.29 (right)) is in a good agreement with the observed stabilization in
the measured surface roughness as can be seen from Figure 10.1 (left). This approach
is applicable for batch processing with the same process combinations. However, it
requires pre-knowledge or initial test runs to set appropriate threshold value for dif-
ferent KPVs signal features.
Figure 10.1: Trends in AEV ariance and measured surface roughness Sa during 40
passes of stone polishing (WP2 from Figure 9.21 including the variability range of
Sa) (left). Average values calculated from the signal over one polishing pass with the
set control limit (CL) relative to the initial signal level (i.e. the ﬁrst polishing pass)
with EPD at 10 passes highlighted in red (right).
10.2.1.2 Steady-state detection
To enable robust RAP automation for small batch or a single part production, the
EPD algorithm needs to be universal, applicable to diﬀerent KPVs signal features
and diﬀerent process combinations, without the need of production trials to select
an appropriate threshold(s). A steady-state detection algorithm for EPD based on
application of a moving average and linear regression was found suitable for the task,
based on a number of diﬀerent methods tested.
The steady-state EPD algorithm, schematically depicted in Figure 10.2, consists
of the following steps:
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1. Smooth approximation of the signal trend using a moving average;
2. Finding maximum signal value (i.e. process start);
3. Continuous linear regression and calculation of the regression coeﬃcient of de-
termination R2;
4. Local linear regression over a data window and calculation of the regression
slope (a);
5. EPD if the slope a  0 and changes sign and a number (n) of last calculated
R2 are of descending values (i.e. R2i < R2i 1::: < R2i n).
Figure 10.2: Schematics of the steady-state EPD algorithm based on the application
of a moving average, continuous linear regression with a threshold on the regression
coeﬃcient of determination R2 and local linear regression over a data window with a
threshold on the regression slope (a). Example given on a representative asymptotic
signal trend with distinct initial, transition and a steady-state region.
This steady-state EPD algorithm with constant thresholds (a and R2) is of uni-
versal applicability regardless of monitored KPVs (AE, Fx, Fy) or selected signal
features (variance, RMS, mean amplitude of a frequency band, etc.). Decreasing
surface roughness during polishing is always reﬂected by an asymptotic trend in the
measured signals. Following the schematics of the approach depicted in Figure 10.2,
the initial fast decrease in surface roughness is reﬂected by the steep decrease in the
measured signal amplitude in the initial region. This is followed by the transition
and the steady-state region of the signal level reﬂecting stabilization of MRR and
achievable surface roughness. The initial region with the steep decrease in the sig-
nal amplitude is represented by R2 of the continuous linear regression close to unity,
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and the regression slope a over a data window signiﬁcantly diﬀerent from zero. The
transition region is represented by decreasing R2 of the continuous linear regression
(i.e. the asymptotic trend in the transition region is of a higher polynomial) and
the regression slope a over a data window is decreasing, non-zero. Arriving to the
steady-state region, the R2 of the continuous linear regression continuously decreases
and the regression slope a over a data window is close to zero and may change sign
(i.e. small variations of the regression slope around the steady, horizontal direction).
The combination of both continuous and local regression eliminates false triggers that
could possibly occur due to short steady signal states occurring during the initial or
the transition region, thereby providing more robust decision making.
10.3 Application and results
To investigate the robustness of the proposed steady-state EPD algorithm described
in the above paragraph (section 10.2.1.2), the algorithm was applied oﬀ-line to the
data from the stone polishing test acquired during the validation of the monitoring
solutions, previously detailed in section 9.3.
Moving average with sliding window over two polishing passes was applied to the
data, resulting in a smooth approximation of the signal trend, as shown in Figure 10.3.
The ﬁgure shows the acquired AEV ariance during 40 stone polishing passes on WP2
(from Figure 10.1 (left)) and the smoothed signal trend resulting from the application
of the moving average.
Figure 10.3: AEV ariance during 40 stone polishing passes from Figure 10.1 (left) and
the smoothed signal trend by moving average over 2 polishing passes.
The maximum of the smoothed signal was identiﬁed as ”the process start” and used
as the initial point for the regression. The local linear regression was calculated over
two passes and the continuous linear regression was calculated with the increment of
one polishing pass. Representative results calculated from the signal in Figure 10.3
are shown in Figure 10.4. In the left hand side ﬁgure, the local linear regression slope
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(a) calculated over two passes along the process is shown. In the right hand side ﬁgure
is shown the continuous linear regression coeﬃcient of determination R2 calculated
over one polishing pass along the process. The detected process end point (EPD)
during the 10th polishing pass is indicated in both diagrams, satisfying the condition
of:
• a  0 and changes its sign;
• three last calculated R2 are of descending values (i.e. R2i < R2i 1 < R2i 2).
Figure 10.4: Results of the linear regression along the process (in Figure 10.3) with
the indication of the detected process end point (EPD), where: local regression slope
(a) over two polishing passes (left), continuous regression coeﬃcient of determination
R2 with the increment of one polishing pass (right).
The same algorithm was applied to all the data with the measured KPVs (AE, Fx,
Fy) from the stone polishing test, including the observed stabilization in the measured
surface roughness. Since the stabilization was observed to occur around 10 polishing
passes (details in section 9.3.4.1), only the data including the observed stabilization
were analysed (i.e. 20, 30 and 40 polishing passes). The resulting EPD times in terms
of polishing passes calculated from the data are summarized in Table 10.1.
EPD based on AE signal leads to earlier detection of the process end point com-
pared to the friction forces Fx, Fy. This is in a good agreement with the observations
from the tests for validation of the monitoring solutions, previously discussed in sec-
tion 9.3.4.6. The earlier stabilization of AE signal, reﬂecting the stabilization in the
MRR, leads to earlier EPD compared to the friction forces. The later stabilization
in Fx, Fy was observed to reﬂect the stabilization in the mean slope of measured sur-
face topography and thus the overall tribological condition in the working interface
during polishing, hence leading to later EPD. The later observed EPD is suﬃcient
to control the process considering the recommendation of continuing for about 25%
longer polishing time after the scratches from the previous step have disappeared
before changing to ﬁner abrasive, given by the tool steel manufacturer UDDEHOLM
[163]. Being aware of the two phenomenons reﬂected in AE and friction forces, thus
resulting in diﬀerent EPD times, the method provides robust EPD.
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Table 10.1: Summary of automatic EPD times in terms of polishing passes calculated
from the data including stabilization in surface roughness around 10 polishing passes
acquired during the stone polishing tests for validation of the monitoring solutions
(section 9.3).
WP/No. passes AE Fx Fy AVG Maximum
WP1/20 13 15 7 12 15
WP2/20 8 15 12 12 15
WP3/20 11 13 13 12 13
WP5/20 8 7 9 8 9
WP1/30 8 11 9 9 11
WP2/30 8 14 13 12 14
WP3/30 8 15 14 12 15
WP5/30 10 11 9 10 11
WP1/40 10 9 14 11 14
WP2/40 10 12 15 12 15
WP3/40 10 13 13 12 13
WP3/40 8 9 8 8 9
The control decision to stop the process can be made, for instance, based on
satisfying the condition that EPD is indicated by all the three signals, thus polishing
the maximum process time (e.g. max in Table 10.1). For shorter process times, the
process stop condition may be initiated if two signals (AE and one of the forces)
indicate EPD and the third signal does not indicate EPD until a deﬁned percentage
of the EPD time indicated by the two signals (i.g. continue polishing max. 20% of
the EPD time indicated by AE and one of the forces).
The multivariable approach hence ensures elimination of false triggers and suf-
ﬁcient removal of surface marks from the preceding manufacturing operation while
avoiding excessive material removal, thereby enabling robust automatic EPD for RAP
control.
The robustness of the EPD decision making can be further strengthened by ad-
ditional application of various statistical methods for hypotheses testing [139], t-test
and F-test-type statistic [164], etc.
Summary of part III
This third part of the thesis presents the research work done during the development
of process monitoring and control in the Robot Assisted Polishing (RAP) process,
through the application of the methodological approach presented in part II.
Chapter 6 introduces the RAP process and the scope for the development of pro-
cess monitoring and control. The initial status of process monitoring and control
is discussed and followed by problem identiﬁcation. The identiﬁed problems con-
stitute the scope for the research work deﬁned in section 6.4. The three identiﬁed
scopes (S1 to S3) for the development of process monitoring and control solutions
are: in–process End Point Detection —EPD (S1), process state monitoring enabling
in–process recognition of process malfunctions (S2), and on the machine (or in-line)
characterization of the generated surface quality for quantiﬁcation of surface gloss
(S3). EPD is fundamental for process eﬃciency, ensuring the right time for changing
to ﬁner abrasive media between the polishing steps. Process state monitoring is to
provide for in–process recognition of process anomalies and malfunctions to enable
initiation of timely actions to minimize occurrence of defects. In–line characterization
of surface roughness and gloss is necessary for EPD to verify the possible presence of
local defects and to improve the quality assurance.
Chapter 7 details the work done during the deﬁnition of process monitoring solu-
tions in RAP to attain the given scopes (S1–S3).
A systematic analysis of the process, described in section 7.1), supported by the
process knowledge and review of relevant literature has led to the identiﬁcation of
VQCs (variation in surface roughness, surface defects and gloss) and related KPVs
(Forces, Acoustic Emission (AE), Power consumption) measurable in–process.
The veriﬁcation of the correlation between VQCs and KPVs together with knowl-
edge of signal ranges and characteristics facilitating proper selection of suitable sensor
systems for implementation in RAP required generation of reliable experimental data.
Section 7.2 details the work done in this concern. A polishing test rig featuring the
RAP machine was realized at the authors institution to gain process knowledge and
overall control of tool–workpiece interactions. Setup reﬁnements and process opti-
mization were performed to ensure stable process performance, followed by execution
of a number of screening polishing tests with available equipment. The established
test rig is then extensively used for experimental work throughout the project.
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The selection of the sensor systems suitable for implementation in RAP is de-
scribed in section 7.3. A commercial miniature AE sensor, current sensor and a
scattered light sensor for i-line measurement of surface ﬁnish with Data Acquisition
(DAQ) units were selected. No commercial solution for measurement of forces suitable
for implementation in RAP was found. The optimization of the location for place-
ment of the selected sensor systems leading to the design of a dedicated polishing tool
holder with integrated AE sensor is detailed in section 7.4.
Chapter 8 presents the development, calibration and performance characterization
of a dedicated polishing arm with integrated strain gauge based force sensors. The arm
design also includes miniature AE sensor, ensuring optimized location of placement
of the sensors. The developed arm enabled in–process force and AE measurements in
diﬀerent process conﬁgurations with stationary and rotating workpieces.
Chapter 9 contains a number of experimental tests performed to validate the intro-
duced monitoring solutions for direct and indirect quality control (QC). The selected
and developed sensor systems intended for implementation in the RAP were used.
The experimental investigations embrace diﬀerent process setups, with ﬂat and rotat-
ing workpieces, in stone and paste polishing.
Direct in-line quality control using a commercial scattered light sensor was found
suitable for on the machine characterization of polished surfaces, oﬀering several
advantages. Due to the angular measurement principle of the scattered light sensor
measuring the mean surface slopes within the measured area, the method is a compact
solution for quantiﬁcation of surface roughness and gloss. A correlation between the
scattered light roughness parameter Aq, traditional roughness parameters and hybrid
roughness parameter Sdq used to describe surface gloss was found. The eﬀect of
surface curvature and surface texture orientation relative to orientation of the sensor
detector was investigated and quantiﬁed. The method provides fast measurement rate
capable of unbiased measurements of non–stationary surfaces, allowing cost eﬃcient
100% quality control. The suitability of the method for recognition and localization
of macro and sub–m surface defects was investigated and demonstrated.
The results of the tests for in–process QC demonstrate the suitability of indirect
monitoring of surface roughness generation through AE and force measurements. Mea-
sured AE signal was found to be closely related to the material removal rate (MRR)
during polishing. Friction forces were observed reﬂecting the stabilization in slopes
of the surface topography and the overall tribolological condition the tool-workpiece
polishing interface. Both AE and friction forces were found well reﬂecting the typ-
ical asymptotic trend in surface roughness during polishing, suitable for automatic
in–process EPD. Measurements of motor current consumption were found unreliable
due to internal friction loses in the mechanical system of the polishing module and
the Joule eﬀect.
Real time AE and force measurements were also found suitable for monitoring of
the process state, allowing early recognition of process malfunctions and initiation of
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timely actions to avoid occurrence and propagation of defects.
Chapter 10 presents a process control strategy for automatic process End Point
Detection (EPD) in RAP. Two solutions based on tresholding and a steady–state
detection of monitored signals are discussed. A steady–state detection algorithm
based on universal tresholds on coeﬃcient of determination (R2) of continuous linear
regression approximating the signal trend and slope of a local linear regression within
a moving data window was selected for its robustness and universal applicability. The
performance of the steady–state detection algorithm was veriﬁed through its oﬀ-line
application to the data acquired during stone polishing. The results demonstrate
the suitability of the algorithm for process control in RAP, eliminating false triggers
thanks to the multi-variable based decision making.
254
Part IV
Conclusion

CHAPTER 11
Conclusions
11.1 Summary
The ﬁeld of in-process quality control and quality assurance implemented during
product manufacturing is of great importance to the entire industry and applied
research. Process monitoring and control strategies applied in this concern provide
signiﬁcant knowledge on the process in focus. This can be advantageously used for
in-process optimization leading to minimization of rework and scrap, that can not be
avoided in the current post-manufacture quality assurance scheme. Such advantages
can provide substantial ﬁnancial beneﬁts and increased competitiveness on the market,
especially for manufacturers of high value added products.
The research work presented in this Ph.D. thesis is devoted to two main aspects in
this concern, in connection to the research needs discussed in the scope of this thesis
(section 1.2), namely:
1. the development of a methodological approach for development of process mon-
itoring solutions with in-process quality control capabilities towards zero defect
manufacturing, that is of generic applicability to a wide ﬁled of manufacturing.
This is to foster widespread implementation of in–process quality assurance in
industry thorough the provision of a uniﬁed approach incorporating commonal-
ities for a wide range of manufacturing industries.
2. the development of process monitoring and control solutions with respect to
surface generation in Robot Assisted Polishing (RAP) process. This is to con-
tribute and advance the research knowledge with respect to the possibilities of
monitoring and control of surface generation in abrasive ﬁnishing processes and
to enable sought automation and improved repeatability of such processes.
Concluding remarks summarizing the most important ﬁndings on the two objec-
tives are presented in the following related sections.
11.1.1 Concluding remarks on the methodological approach
developed
The generic methodological approach for development of process monitoring solu-
tions with in-process quality control capabilities towards zero defect manufacturing
presented in this work consists of a number of consecutive steps guiding a user in
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a systematic way to the identiﬁcation of key issues during development of process
monitoring methods. The concept is based on identiﬁcation of Key Process Variables
(KPVs) that are closely related to a product Vital Quality Characteristics (VQCs)
and measurable during manufacturing. Where it is not possible or cost ineﬃcient to
measure directly product VQCs during the process, monitoring of KPVs will enable
in–process quality control. Process monitoring thereby provides important informa-
tion on the product, process and manufacturing system during part manufacturing
that can be used for (i) closing the process control loop, (ii) detection and prediction
of undesired processing conditions to initiate timely actions for avoidance of defects
and (iii) improved quality assurance.
To support users and to foster widespread realization of the beneﬁts oﬀered by
process monitoring in manufacturing industry and especially in Small to Medium
Enterprises (SMEs), each step of the proposed approach is accompanied by a generic
method with detailed explanations of important aspects to take into account during
the development. This involves conscious identiﬁcation of VQCs, KPVs and the
link between them, selection and characterization of suitable sensor system solutions
together with optimization of location for their implementation in manufacturing
systems. Deﬁnition of a reference manufacturing system state enables recognition of
abnormal process states and related possibilities of initiating timely actions for defect
avoidance. A systematic collection, processing and presentation of the data acquired
during manufacturing may be used for data driven process validation, certifying to
a customer that no detrimental events occurred during processing for every single
manufactured part.
Such sensor–enabled information on processing of each part thereby provides signif-
icant improvements in quality assurance. This especially applies to small and medium
batch manufacturers of high value added components, oﬀering signiﬁcant advantages
compared to the traditional process validation based on post–manufacture process
capability analysis. The methods are intended to be of general validity and appli-
cable to diﬀerent manufacturing ﬁelds. The beneﬁts resulting from the application
of the approach are expected to enable cost eﬃcient attainment of desired quality
of products, process optimization and minimization of defects, resulting in improved
quality assurance towards zero defect manufacturing.
Successful applicability of the approach in diﬀerent manufacturing ﬁelds was
achieved by its application during the development of process monitoring solutions at
the ﬁve end users within the IFaCOM project. The ﬁve end users represented diverse
manufacturing ﬁelds including welding, casting, wire electrical discharge machining,
milling and polishing. The application in polishing is detailed in part III of this thesis
and a summary of the results is given in the following section.
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11.1.2 Concluding remarks on the development of process
monitoring and control of the Robot Assisted Polishing
process
The main ﬁndings resulting from the application of the methodological approach and
applied research undertaken during the development of process monitoring and control
solution with respect to surface generation in RAP are outlined in the following. The
conclusions are based on the experimental results accumulated in chapters 7 - 10. For
clarity, the conclusions are grouped in correspondence to the main project objectives
of the experimental part discussed in section 1.2, analysing the fulﬁlment of the set
objectives. These objectives cover the development of EPD, process state monitoring
for recognition of process malfunction and on the machine direct quality control.
Moreover, observations on process repeatability of RAP and quantiﬁcation of achieved
improvements in RAP enabled by this research are provided. The gained knowledge
thereby constitutes an important source of information for scientists and researchers
in the ﬁled of quality assurance in abrasive machining processes and monitoring and
control of surface generation in polishing, with high importance to industry.
Process repeatability of RAP
RAP process was found providing good process repeatability in terms of surface rough-
ness generation in coarse stone polishing as well as in ﬁne polishing with loose abra-
sives and conformable carriers, for both rotating and stationary workpieces. The
investigated surface roughness ranges covered 10 nm – 3 000 nm Ra in stone polish-
ing and 1 nm – 50 nm Sa in ﬁne polishing with loose abrasives.
A signiﬁcant and systematic eﬀort was devoted to creation of stable process per-
formance in ﬂat polishing. The standard polishing tools using ﬂexible carbon ﬁbres
polishing arm with a screw ﬁxing the stone or carriers were found troublesome in such
polishing setup, resulting in tool–workpiece point contact and non-uniform material
removal. This problem was resolved by using polishing tools with a spherical snap–ﬁt
interface between the arm and the polishing pad carrying abrasive media, resulting in
full tool–workpiece contact area and uniform material removal during polishing. The
same problems due to the standard polishing tools aﬀecting the tool–workpiece area
were observed in polishing rotating workpieces. However, this problem is of much
lower importance in such polishing setup since even the tool–workpiece point contact
is spread over the whole surface due to the combined movements including the work-
piece rotation. The problem solving activities undertaken had ensured stable process
performance necessary for robust validation of the monitoring solutions developed
and the observations and solutions for remedy may be of importance to the users of
RAP system.
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Process End Point Detection (EPD)
Monitoring of Acoustic Emission (AE) and friction forces was found suitable for in-
direct monitoring of surface roughness generation during polishing and robust for
in-process EPD. Automatic EPD can be based on these indirect measurement meth-
ods of reaching the stabilization in achievable surface roughness, for used abrasive
media during polishing, identifying the process step completion and the optimal time
for change to ﬁner abrasive media between polishing steps. Measured AE signal
was found to be closely related to the material removal rate (MRR) during polishing.
Friction forces were observed reﬂecting the stabilization in slopes of the surface topog-
raphy and the overall tribolological condition the tool–workpiece polishing interface.
Both AE and friction forces were found well reﬂecting the typical asymptotic trend
in surface roughness during polishing, enabling automatic in–process EPD to control
the process.
A novel dedicated multisensory polishing arm interfacing with the RAP pulsation
module including a miniature AE sensor, strain gauges for force monitoring in three
orthogonal directions and an accelerometer for inertia force compensation was devel-
oped in this work. The arm provides a complete and integrated monitoring solution
enabling reliable in–process force and AE measurements in diﬀerent process conﬁgura-
tions with stationary and rotating workpieces, where placement of commercial wired
sensors is not possible.
Process control strategy for automatic process EPD in RAP was established. The
concept is based on in–process detection of a steady-state level of AE and friction
force signals reﬂecting stabilization in achievable surface roughness during polishing.
The applicability of two solutions based on tresholding and a steady–state detection
of monitored signals was discussed. A steady–state detection algorithm of measured
AE and force signal features based on universal tresholds on coeﬃcient of determina-
tion (R2) of continuous linear regression approximating the signal trend and slope of
a local linear regression within a moving data window was selected for implementa-
tion in RAP for its robustness and universal applicability. The performance of the
steady–state detection algorithm was veriﬁed through its oﬀ-line application to the
data acquired during stone polishing. The results have demonstrated the suitability
of the algorithm for process control in RAP, eliminating false triggers thanks to the
multi-variable based decision making.
Process state monitoring for recognition of process malfunctions
Real time AE and force measurements were found suitable for monitoring of the
process state, enabling early recognition of process malfunctions and initiation of
timely actions to avoid occurrence of defects. Process malfunctions in terms of edging,
instability and clogged polishing stone, resulting in non-uniform material removal,
were identiﬁed from the measurements. The edging problem was found to be caused
by deformation of the ﬂexible standard polishing arm during reverse tool movement
during oscillation, causing rotation of the polishing stone and localized contact at the
11.1 Summary 261
edges of the stone between the tool and workpiece. This causes high local contact
forces at the extremities of the tool oscillation amplitude, resulting in high local
material removal causing non-uniform polished surface. This phenomenon is reﬂected
by peaks in the measured friction force in tool oscillation direction during the reverse
of the oscillation direction.
The process instability was found to be caused by ample lubrication and high
tool oscillation rates using the polishing tools with a spheric snap-ﬁt interface. This
phenomenon is reﬂected in the measured friction force in the tool oscillation direction
by its high amplitude deformed signal pattern, distinct from a regular rectangular
shaped pattern reﬂecting a stable process.
Clogged polishing stone not releasing new sharp edges of the abrasive grains was
found to be reﬂected by steady-state overly low amplitude in AE and both friction
forces in tool oscillation and workpiece rotation directions from the initiation of the
process, in contrast to the initially high amplitude signals with the typical asymptotic
trend representative of a stable process.
These novel ﬁndings made on the observed process malfunctions and their observ-
ability from the distinct signal patterns are very valuable, enabling introduction of
process control solutions based on signal pattern recognition. This fact can be ad-
vantageously used for timely initiation of closed–loop actions to avoid occurrence and
propagation of defects during polishing.
On the machine direct quality control through scattered light
measurements
A highly valuable solution for productive in–line direct quality control of the generated
polished surfaces had been developed in this work. An angular resolved scattered light
sensor had been identiﬁed and thoroughly tested for robust on the machine character-
ization of polished surfaces in terms of roughness (nm Ra range), defects, uniformity
of surface ﬁnish and gloss for quantiﬁcation the surface appearance. The method
was veriﬁed to provide signiﬁcant advantages in characterization of ﬁne machined
surfaces in a production environment. Due to the angular measurement principle of
the scattered light sensor measuring the mean surface slopes within the measured
area, the method is a compact solution for quantiﬁcation of surface roughness and
gloss (also capable of form measurements), insensitive to vibrations. A robust cor-
relation between the scattered light roughness parameter Aq, traditional roughness
parameters (Ra,/Sa) and hybrid roughness parameter Sdq used to describe surface
gloss was found for a number of diﬀerent polished surfaces investigated. The method
is robust in characterization of surfaces with unidirectional surface lay (i.e. ﬂat pol-
ishing), with the sensor detector perpendicular to the surface lay. To ensure reliable
characterization of curved surfaces with cross-bidirectional surface lay (i.e. polishing
of rotating workpieces), the eﬀect of surface curvature, surface texture orientation
and surface roughness relative to orientation of the sensor detector was investigated
and quantiﬁed. The results have demonstrated the pronounced eﬀect of surface cur-
vature aﬀecting the measurement in case of ﬁne polished surfaces (e.g. 10 nm Ra)
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due to the surface curvature widening the scattered light distribution, resulting in in-
creased Aq parameter. On the contrary, the orientation of surface texture relative to
the sensor detector is the predominant factor aﬀecting the measurements on rougher
surfaces (e.g. 100 nm Ra). To suppress the factors aﬀecting the measurement, the
optimal orientation of the sensor detector has been identiﬁed to be collinear with
the workpiece axis and to the bisector of the surface lays regardless of the absolute
surface roughness. The method was veriﬁed to provide fast measurement rate (up to
2000 measurements/s) capable of unbiased measurements on non–stationary surfaces
(tested up to surface speed of 75 m/min), allowing cost eﬃcient 100% quality control.
Scanning procedures, including dedicated implementation of hardware and software
solutions, of the entire ﬂat and rotating cylindrical surfaces had been developed and
tested. The results have demonstrated the high productivity of the measurements
(e.g. entire area of 200 mm x 10 mm with surface speed of 25 m/min measured in
5 s) suitable for 100% quality control and measurement of the uniformity of surface
ﬁnish, capable of recognition and localization of macro and sub–m surface defects.
Quantiﬁcation of improvements in RAP
The combination of the novel solutions developed for process monitoring and control
in RAP, including the in–process EPD and an automatic EPD process based process
control, process state monitoring for recognition of process malfunctions and on the
machine total characterization of polished surfaces, enhances greatly the process ef-
ﬁciency and enables robust methods for automation of the polishing process. The
solutions are expected to be implemented in the next generation of RAP machines,
resulting in signiﬁcant quality improvements and cost beneﬁts for industrial users of
the system.
STRECON has estimated the economic merit resulting from implementation of
the developed solutions in RAP polishing of high value punches for a high–speed
multi–stage press for sheet metal forming as:
• 15 – 30% polishing time reduction (faster process due to EPD);
• Up to 50% overall process time reduction including on the machine scattered
light surface characterization;
• Up to 50% overall cost reduction in tool polishing (machine investment is
counter–balanced with savings);
• Only–defect free polished tools will be released for downstream manufacturing.
Resulting minimization of stopping a real production (sheet metal forming) is
near invaluable;
• The cost savings from the improved production equipment uptime would at
least be 10 times greater than the savings obtained in tool polishing.
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11.2 Outlook and suggestions for future work
The ﬁndings presented in the experimental part of this research work have provided
new knowledge and advancement in the ﬁeld of monitoring and control of surface
generation during polishing. The very encouraging results have opened new research
opportunities for further development in RAP and monitoring of abrasive machin-
ing processes in general. To achieve robust full automation of RAP, enabling its
unmanned application to a wide range of industrial components and to increase the
competitiveness of the system on the market, the system shall be contentiously devel-
oped. The author’s proposals for possible future improvements and research activities
are given in the following:
• The validated suitability of AE and friction forces for monitoring of surface
generation and process state are of major importance and should be further
developed and matured for commercialization. Further testing with polishing
conditions, tools and workpice materials and geometries other than tested in
this work should be performed. The developed polishing arm with integrated
AE and force sensors has demonstrated its suitability. The next step should
focus on integration of AE and force sensors into the polishing module to enable
automatic change of polishing tools for process automation.
• The validated suitability of the scattered light sensor for implementation in
RAP for in-line quality control is of great signiﬁcance and should be further
developed and matured for commercialization. For on the machine 100% qual-
ity control, surface scanning procedure and representation of the measurement
results should be developed with respect to CAD model of polished part ge-
ometry. This can be directly used for the data driven process validation and
automatic generation of a validation report for each polished part that can be
shipped to the customer, certifying the adherence to the speciﬁcations. Such
information can be also used for intelligent planning of corrective polishing tra-
jectory. Traceability of the scattered light measurement should be established.
A mathematical model linking the output of the scattered light measurements
to required standard surface roughness parameters should be established.
• Process control algorithms for EPD and automatic recognition of process mal-
functions should be further developed and implemented in RAP. The robustness
of the proposed EPD decision making could be further strengthened by addi-
tional application of various statistical methods for hypotheses testing [139], t-
test and F-test-type statistic [164], etc. Building on the ﬁndings of the process
state monitoring and recognition of various process malfunctions from KPVs
discussed in this work, process control algorithms for automatic recognition of
process malfunctions should be based on pattern recognition of measured KPVs
representing stable process conditions.
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• Enhanced digital signal processing and signal feature extraction methods for
implementation in RAP machine should be investigated, together with the ap-
plication of SPC and Artiﬁcial Intelligence approaches.
• CAM generation of polishing tool trajectories covering bigger surface areas and
complex geometries (i.e. curvatures, 3D and free-form) should be established
in connection to the CAD part models. The eﬀect of such complex polishing
trajectories on the acquired AE ad force signals should be investigated and
data treatment and visualization algorithms of the measured data should be
established in connection to the CAD/CAM.
• Dwell time compensation should be implemented in planing of the polishing
tool trajectory to ensure uniform distribution of polishing time over workpiece
surface (i.e. surface edges eﬀectively receiving less polishing time and hence less
material removal, resulting in higher surface roughness and deteriorated form
accuracy).
• Tracking of the local material removal during polishing could be based on mea-
sured AE and forces. This could be advantageously used for assurance of max.
local material removal to adhere to the given geometrical speciﬁcations.
• Corrective polishing could be established based on CAD/CAM polishing trajec-
tory planning in connection to measured KPVs, tracking of the local material
removal and the scattered light measurements. This may even cope with input
waviness or surface form deviations, resulting in required form accuracy after
such corrective polishing.
• In RAP with rotating tools, current measurement using a commercial hall sen-
sors is the most easily applicable sensing method and expected to be suitable for
monitoring. This is because the internal friction losses in the complex mechan-
ics of the oscillating polishing module hindering reliable monitoring are absent
or signiﬁcantly lower in the rotating module. The current monitoring should
therefore be thoroughly tested ﬁrst, followed by adaptation of AE and force
sensing.
• Improvement eﬀorts should be devoted to the process stability, including re-
design of the mechanism in the polishing module providing oscillating linear
tool movement and redesign of the standard polishing arm. Mechanical im-
pacts were observed during oscillation, especially in high oscillation ranges. The
mechanical design could be possibly replaced by a piezoelectic actuator. Con-
cerning the standard poising arm with carbon ﬁbre tubes, the tight mechanical
ﬁxture of a polishing stone by a screw was observed troublesome and should
be replaced (eg. by a spherical connection). The ﬂexibility of the arm was
observed causing changes in tool–workpiece contact area during the change in
tool movement direction and this should be avoided.
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• A systematic database linking together process combinations and materials,
measured KPVs and resulting product VQCs should be established. This would
create accumulation of the process knowledge, linking together input-outputs
and in-process measured KPVs, enabling possibilities for process planning, op-
timization, prediction, modelling and adaptive process control.
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APPENDIXA
Quality tools
A.1 Seven Basic Quality Tools
A.1.1 Process ﬂow charts
Process ﬂow charts represent a series of events and activities, stages and decisions
in a form that can be easily understood and communicated to all. An example of a
ﬂow chart structure is shown in Figure A.1. In this work, ﬂow charts have been used
extensively in the description of the methodological approach in Part II of this thesis.
Flow charts are also used as a problem–solving tool. First, a ﬂow chart is drawn up
in order to reﬂect the way the process actually works. Then a ﬂow chart on how
the process should work ideally is drawn. The diﬀerence between the two represents
the problems to be solved. It thus helps ﬁrst to understand the process and then to
make improvements. They often capture decision points, rework loops, complexity,
etc [27, 24].
Start Process Decision
Action
Data
Document
End
NO
YES
Figure A.1: Example of a ﬂow chart structure.
A.1.2 Pareto analysis
A Pareto analysis is a tool used to establish priorities, dividing contributing eﬀects
into the “vital few” and “useful many”. A Pareto diagram in Figure A.2 includes
three basic elements identiﬁed by a corresponding circled numeral, where: (1) the
contributors to the total eﬀect, ranked by the magnitude of contribution; (2) the
magnitude of the contribution of each expressed numerically; and (3) the cumulative-
percent-of-total eﬀect of the ranked contributors. It ranks the data classiﬁcations in
a descending order from the highest frequency of occurrences to the lowest frequency
of occurrences. The other name of this tool is the 80-20 rule, indicating that 80 per
cent of the problems come from 20 per cent of the causes. The “vital few” items
2 A Quality tools
occupy a substantial amount (80 per cent) of cumulative percentage of occurrences
and the “useful many” occupy only the remaining 20 per cent of occurrences. It helps
to identify the most important area to work to solve the problem. Dr. Juran, an
expert on quality control, has said that one should concentrate on the “vital few”
rather than the “trivial many” in tackling quality problems [25, 27].
Figure A.2: Pareto diagram of errors on order forms [25].
A.1.3 Cause and eﬀect diagrams
Cause and eﬀect diagrams graphically display the relationship between a problem
and its potential causes. They are also known as ﬁshbone, or Ishikawa, diagrams
developed in 1950 by Professor Ishikawa. These diagrams deal only with factors, not
quantities. To create the diagram, all the causes relating to a problem (eﬀect) are
collated through brainstorming among the people concerned. The problem (or eﬀect,
symptom) is indicated at the head of the horizontal arrow (see Figure A.3). Potential
causes (theories) are then added to the spine to complete the diagram. A common
set of major categories of causes consists of personnel, work methods, materials, and
equipment. All the causes listed from the brainstorming are classiﬁed by theme.
Individual causes are listed along the diagonal. Figure A.3 shows an example of a
cause and eﬀect diagram of factors aﬀecting the quality of a manufactured product
[27, 25, 24].
A.1.4 Graphs/Histograms
A number of graph types is widely used, ranging from simple plotting points to a
graphic presentation of complex and interrelated data. Graphs provide a very clear
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Figure A.3: Ishikawa cause and eﬀect diagram [27].
way to organize, summarize and display data for subsequent analysis. The most
common types of graphs are histogram, line graph, pie chart, etc. Histogram is the
most common graph type for showing frequency distributions. [27, 24, 26].
A.1.5 Check sheets
Check sheet is a structured, prepared form for collecting and analyzing data. It is
a generic tool usable for a wide variety of purposes. Check sheets can be used, for
example, to track events by factors such as timeliness (in time, one day late, two days
late, etc.), reasons for failure during inspection (type defects), etc. An example of a
check sheet is shown in Figure A.4 [27, 26, ?].
A.1.6 Scatter diagrams
Scatter diagrams represents the most common method for visualization of empirical
results of any investigation where a possible relationship between two factors is in-
vestigated. The scatter is a degree of spread around a theoretical curve representing
the assumed relationship. Quite often the scatter is due to measurement inaccura-
cies or an underlying statistical variation in one or two of the factors. The question
of whether the factors are related or not cannot be determined by inspection of a
diagram alone. There might be a covariance due to a third factor which sometimes
might lead to the misunderstanding that two factors are related through a cause-eﬀect
coupling between them [27, 24].
4 A Quality tools
Check sheet
Product: Bracket casting Date: 24 November 2004
Stage: Final inspection Shop: Foundry
Total number inspected: 800 Inspector:
Defect type Check Subtotal
Cracks        7
Blow holes                   18
Out of shape             12
Others               14
Total 51
Figure A.4: Check sheet for ﬁnal inspection of a product [27].
A.1.7 Control charts
Control charts are used to study how a process changes over time. Upper control
limit (UCL) and lower control limit (LCL) are are drawn on a plot with a centerline
representing mean of the data — control limit (CL). These upper and lower control
limits are using the standard control chart methods represented by  3 standard
errors () from the overall mean. An example of a control chart can be seen in Figure
A.5. The process is considered to be in–control if the process statistics fall within
the control limits and out of control otherwise. Process output which falls outside
the limits deﬁning the process normal operating region is taken as an indication of
abnormal operation and that process disturbance of fault has occurred. ISO 7870–1
[19] provides an overview of the basic principles and concepts among various control
chart approaches, whereas the basic Shewhart-type control chart is described in detail
in ISO 7870–2 [20] [26, 27].
Figure A.5: Mean (Xbar) control chart [27].
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A.2 Typical Quality Tools within DMAIC process
Table A.1: List of quality management tools with their typical application within
DMAIC process [24]
Quality Tool D M A I C
Aﬃnity diagram X X
Brainstorming X X X
Business case X
Cause and eﬀect diagrams X X X
Charter X
Consensus X
Control charts X X X X
CTQ (Critical To Quality) X
Data collection forms X X X X
Data collection plan X X X X
Design of experiments X X
Flow diagrams X X X X X
Frequency plots X X X X
FMEA (Failure Mode and Eﬀect Analysis) X X
Gage R&R X
Hypothesis testing X
Kano model X
Planning tools X X X
Pareto charts X X X
Prioritization matrix X X
Process capability X X X
Process sigma X X
Quality control process chart X X X
Regression X X
Rolled throughout yield X
Sampling X X X X
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APPENDIXB
Screening tests
B.1 Fine polishing with loose abrasive — AE measurements
This annex contains additional AE measurements from the screening paste polishing
of ﬁve stationary workpieces that have not been included in section 7.2.4.4.
B.1.1 R15 sensor, passband ﬁltered [2-400 kHz]
8 B Screening tests
B.1.2 R15 sensor, passband ﬁltered [35-400 kHz]
APPENDIXC
Validation of monitoring
solutions
C.1 Direct quality control by in-line scattered light
measurements
C.1.1 In–line characterization of stationary ﬂat surfaces
This annex contains additional graphs showing the trends in reference roughness
measurements Sa and scattered light measurements Aq from ﬁne polished samples
that have not been included in section 9.2.2.2.
10 C Validation of monitoring solutions
C.2 Indirect quality control through in-process monitoring
of KPVs
C.2.1 Surface roughness generation in paste polishing
This annex contains additional graphs from the paste polishing tests showing the
in–line scattered light measurements Aqm on rotating cylindrical workpieces before
(pre-polished) and after polishing (polished), that have not been included in section
9.3.5.1.


