The paper considers parametric uncertain systems of the formẋ t Mx t , M ∈ M, M ⊂ R n×n , where M is either a convex hull, or a positive cone of matrices, generated by the set of vertices
Introduction
First let us present the notations and nomenclature used in our paper.
For a square matrix M ∈ R n×n , the matrix norm induced by a generic vector norm is defined by M sup y∈R n ,y / 0 My / y max y∈R n , y 1 My , and the corresponding matrix measure also known as logarithmic norm is given by μ M lim θ↓0 I θM − 1 /θ 1, page 41 . The spectrum of M is denoted by σ M {z ∈ C | det sI − M 0} and λ i M ∈ σ M , i 1, . . . , n, represent its eigenvalues. If M ∈ R n×n is a symmetrical matrix, M ≺ 0 M 0 means that matrix M is negative positive definite. If X ∈ R n×m , then |X| represents the nonnegative matrix for m ≥ 2 or vector for m 1 defined by taking the absolute values of the entries of X. If X, Y ∈ R n×m , then "X ≤ Y ", "X < Y" mean componentwise inequalities.
Mathematical Problems in Engineering
Matrix measures were used in the qualitative analysis of various types of differential systems, as briefly pointed out below, besides their applications in numerical analysis. Monograph 1, pages 58-59 derived upper and lower bounds for the norms of the solution vector and proposed stability criteria for time-variant linear systems. Further properties of matrix measures were revealed in 2 . Paper 3 provided bounds for the computer solution and the accumulated truncation error corresponding to the backward Euler method. The work in 4 gave a characterization of vector norms as Lyapunov functions for timeinvariant linear systems. The work in 5 developed sufficient conditions for the stability of neural networks. The work in 6 explored contractive invariant sets of time-invariant linear systems. The work in 7 formulated sufficient conditions for the stability of interval systems. The work in 8 presented a necessary and sufficient condition for componentwise stability of time-invariant linear systems.
A compact survey on the history of matrix measures and the modern developments originating from this notion can be found in 9 .
The current paper considers parametric uncertain systems of the forṁ
where M is either a convex hull of matrices,
or a positive cone of matrices,
generated by the set of vertex matrices
In investigating the evolution of system 1.1 we assume that matrix M is fixed, but arbitrarily taken from the matrix set M defined by 1.2 or 1.3 . Thus, the parameters of system 1.1 are not time-varying. Consequently, once M is arbitrarily selected from M, the trajectory initialized in x t 0 x 0 , namely, x t x t; t 0 , x 0 e M t−t 0 x 0 , is defined for all t ∈ R .
The literature of control engineering contains many papers that explore the stability robustness by considering systems of form 1.1 , a great interest focusing on the case when the convex hull M h is an interval matrix 7, 10-13 .
For system 1.1 we define the following properties, in accordance with the definitions presented in 14-16 for a dynamical system. Definition 1.1. a The uncertain system 1.1 is called stable if the equilibrium {0} is stable, that is,
for any solution of 1.1 corresponding to an M ∈ M.
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b The uncertain system 1.1 is called exponentially stable if the equilibrium {0} is exponentially stable, that is, 
In this case, the matrix set M is said to be quasistable.
b The uncertain system 1.1 is exponentially stable if and only if
In this case, the matrix set M is said to be Hurwitz stable.
Definition 1.3. Consider the function
and its right Dini derivative, calculated along a solution x t of 1.1 :
a V is called a common strong Lyapunov function for the uncertain system 1.1 , with the decreasing rate r < 0, if for any solution x t of 1.1 corresponding to an M ∈ M, we have ∀t ∈ R : D V x t ≤ rV x t . 
is called invariant with respect to the uncertain system 1.1 if for any solution x t of 1.1 corresponding to an M ∈ M, we have
meaning that any trajectory initiated inside the set X ε r t 0 ; t 0 will never leave X ε r t; t 0 . a A set of the form 1.12 with r < 0 is said to be exponentially contractive.
b A set of the form 1.12 with r 0 is said to be constant. This paper proves that matrix-measure-based inequalities applied to the vertices M k ∈ V, 1 ≤ k ≤ K, provide necessary and sufficient conditions for the properties of the uncertain system 1.1 formulated by Definitions 1.3 and 1.4. The cases when the matrix set M is defined by the convex hull 1.2 and by the positive cone 1.3 are separately addressed. When is a symmetric gauge function or an absolute vector norm and the vertices M k ∈ V, 1 ≤ k ≤ K, satisfy some supplementary hypotheses, a unique test matrix M * can be found such that a single inequality using μ M * implies or is equivalent to the group of inequalities written for all vertices. Some numerical examples illustrate the applicability of the proposed theoretical framework.
Our results are extremely useful for refining the dynamics analysis of many classes of engineering processes modeled by linear differential systems with parametric uncertainties. Relying on necessary and sufficient conditions formulated in terms of matrix measures, we get more detailed information about the system trajectories than offered by the standard investigation of equilibrium stability. 
Main Results

Uncertain System Defined by a Convex Hull of Matrices
ii The function V defined by 1.8 is a common strong Lyapunov function for the uncertain system 1.1 and 1.2 with the decreasing rate r.
iii For any ε > 0, the exponentially contractive set X ε r t; t 0 defined by 1.12 is invariant with respect to the uncertain system 1.1 and 1.2 .
Proof. We organize the proof in two parts. Part I proves the following results.
R1 Inequalities 2.1 are equivalent to
R2 Inequality 1.10 is equivalent to
The matrix measure μ fulfills the equality
Part II uses R1 , R2 , and R3 to show that i , ii , and iii are equivalent. Proof of Part I. R1 If 2.2 is true, then 2.1 is true, since M k ∈ M h , for k 1, . . . , K. Conversely, if 2.1 is true, then, from the convexity of the matrix measure, we get
R2 If inequality 2.3 is true, then, for any solution x s of 1.1 and 1.2 with initial condition set at s 0 t ≥ 0 as x s 0 x 0 , we have
Conversely, let t 0 ≥ 0 and x 0 ∈ R n . If inequality 1.10 holds for x t x t; t 0 , x 0 , consider the differential equationẏ t ry t with the initial condition y t 0 V x t 0 V x 0 . Then, according to 14, Theorem 4.2.11 , V x t ≤ y t e r t−t 0 y t 0 e r t−t 0 V x 0 , for all
By taking lim θ↓0 , we finally obtain the equality 2.4 .
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Proof of Part II. i ⇒ ii For any solution x t to 1.1 and 1.2 corresponding to an M ∈ M h , we get
≤ r x t .
2.7
ii iii ⇒ ii For arbitrary t ≥ t 0 , by taking ε x 0 in 1.13 , we get 2.3 that is equivalent to 1.10 , via R2 .
Remark 2.2.
The equivalent conditions i -iii of Theorem 2.1 imply the exponential stability of the uncertain system 1.1 and 1.2 . Indeed, if the flow invariance condition 1.13 from Definition 1.4 is satisfied, then condition 1.5 from Definition 1.1, for exponential stability, is satisfied with δ ε ε. Conversely, if 1.5 is true for a certain δ ε > ε, but not for δ ε ε, then condition 1.13 is not met. In other words the uncertain system 1.1 and 1.2 may be exponentially stable without satisfying the equivalent conditions i -iii of Theorem 2.1. 
ii The function V defined by 1.8 is a common weak Lyapunov function for the uncertain system 1.1 and 1.3 .
iii For any ε > 0, the constant set X ε 0 t; t 0 defined by 1.12 is invariant with respect to the uncertain system 1.1 and 1.3 .
Proof. It is similar to the proof of Theorem 2.1 where we take r 0. Although the hypothesis of 7, Theorem 2.3 is stronger than condition i in our Theorem 2.5, this hypothesis can guarantee only the stability but not the exponential stability of the uncertain system 1.1 and 1.3 . Moreover, as already mentioned in Remark 2.3 for the matrix set M h defined by 1.2 , 7 does not discuss the necessity parts of the results.
Usage of a Single Test Matrix for Checking Condition (i) of Theorems 2.1 and 2.5
Condition i of both Theorems 2.1 and 2.5 represents inequalities of the form 
H1 The vector norm is a symmetric gauge function ([17, page 438]) (i.e., it is an absolute vector norm that is a permutation invariant function of the entries of its argument) and μ is the corresponding matrix measure.
H2 Matrix M * ∈ R n×n satisfies the componentwise inequalities
for some permutation matrices 
Similarly, the componentwise matrix inequality A ≤ A leads to μ
Proof of Part II. 
H1 The vector norm is an absolute vector norm and μ denotes the corresponding matrix measure.
H2 Matrix M * ∈ R n×n satisfies the componentwise inequalities Proof. a We use the same technique as in the proof of Proposition 3.1 to show that, for a given A ∈ R n×n satisfying the componentwise inequality A ≤ A ≤ M * , the monotonicity of
The proof of necessity is identical to Theorem 2.1.
Remark 3.3. Proposition 3.2 allows one to show that the characterization of the componentwise exponential asymptotic stability abbreviated CWEAS of interval systems given by our previous work 12 represents a particular case of Theorem 2.1 applied for an absolute vector norm.
Indeed, assume that parametric uncertain system 1.1 and 1.2 is an interval system; that is, the convex hull of matrices has the particular form 
Illustrative Examples
This section illustrates the applicability of our results to three examples. Examples 4.1 and 4.2 refer to case studies presented by literature of control engineering, in 18, 19 , respectively. Example 4.3 aims to develop a relevant intuitive support for invariant sets with respect to the dynamics of a mechanical system with two uncertain parameters. As a general remark, it is worth mentioning that the problem considered above is far from triviality. If, instead of condition 4.20 , we use the more general form The request γ 2 < γ 1 has a simple motivation even from the operation of the system. Assume that γ 1 < γ 2 and F 0 F * , v 0 > 0. Immediately after t 0 > 0, the elongation of the spring will increase since the damper with γ 2 moves slower than the damper with γ 1 . Thus, at the first moments after t 0 > 0, we will have F t > F * and condition 4.22 is violated. 
Conclusions
Many engineering processes can be modeled by linear differential systems with uncertain parameters. Our paper considers two important classes of such models, namely, those defined by convex hulls of matrices and by positive cones of matrices. We provide new results for the qualitative analysis which are able to characterize, by necessary and sufficient conditions, the existence of common Lyapunov functions and of invariant sets. These conditions are formulated in terms of matrix measures that are evaluated for the vertices of the convex hull or positive cone describing the system uncertainties. Although matrix measures are stronger instruments than the eigenvalue location, their usage as necessary and sufficient conditions is explained by the fact that set invariance is a stronger property than stability. We also discuss some particular cases when the matrix-measure-based test can be applied to a single matrix, instead of all vertices. The usage of the theoretical concepts and results is illustrated by three examples that outline both computational and physical aspects.
