In this paper we present parallel algorithms to solve the problem of image restoration when the Point Spread Function is Space Variant. The problem has a very high computational complexity and it is very hard to solve it on scalar computers. The algorithms are based on the decomposition of the image spatial domain and on the solution of both constrained and uncostrained restoration subproblems of size smaller than the original. The main results can be summarized as follows: (a) the quality of restorations do not depend on the number of subdomains; (b) the uncostrained restoration is scalable and e cient even with a large number of processors while the constrained restoration is e cient for subdomains of more than 50 50 pixels. The numerical tests have been executed on a Cray T3E with 128 processors.
Introduction
The image restoration is the process of recovering the images that have been recorded in the presence of one or more sources of degradations. The problem is relevant in a variety of applications: in astronomy and aerial reconnaissance, where the pictures are degraded by atmospheric turbulence, aberrations of the optical systems and relative motion between the camera and the object, or in medicine, where the radiographic images are of low contrast due to the nature of x{ray imaging systems.
Mathematically, a continuous linear model of the image formation can be represented by the following Fredholm integral equation of the rst kind:
g(x; y) = 
where f( ; ) and g(x; y) are the functions describing the object and the recorded image, h(x; ; y; ) is the analytical form of the degradation function and (x; y) represents the noise present in the picture. The knowledge of (x; y) is usually limited to statistical information. In image restoration, the degradation function h is known a priori and it represents the system response to a two{dimensional unit impulse at coordinates (x; y). Since in optics the impulse is a point of light, the function h is also called Point Spread Function (PSF). The analytical form of the PSF plays a fundamental role in the image restoration process and in the choice of suitable numerical methods for the solution of equation (1) . For instance, some image systems, as di raction{limited systems, or defocused systems, produce degradations uniformly distributed over the image that can be described by space{invariant PSFs. It is characterized by the special case: h(x; ; y; ) = h(x ? ; y ? ) The solution of this problem can be eciently computed in the frequency domain by means of the FFT transforms with a low computational complexity; this topic is extensively treated in literature 9]. However, the above simpli cation is not possible in many real systems. It is typical of optical imaging systems with aberrations the fact that the impulse response is space{variant 9]. For example, since the telescope lens always suffer from aberrations, many astronomical images are degraded by space{variant blur 1]. Other examples of space{variant blurs due to motion and geometrical distorsions in aerial and satellite images are reported in 19] . In medicine, the image restoration is used to improve the spatial resolution of Computed Tomography images where the degradation is due to the divergent and spatially variant nature of the X-ray beams used in such devices 18] 4].
A wide variety of methods, both statistical and deterministic, for solving problem (1) can be found in literature (see 6] for an overview). Deterministic methods are usually more precise than statistical ones 8], but in their general formulation they are of very high complexity and of prohibitive computational times for scalar computers. As an example, the restoration of an image with 512 512 pixels requires the solution of a linear system with a sparse coe cient matrix of size 512 2 .
The aim of this work is to present parallel algorithms for the solution of the space{variant image restoration problem by using deterministic methods. Parallel architectures had a great development in recent years and many di erent approaches have been proposed. In this work we exploit the data parallelism, based on the decomposition of the image spatial domain. This approach is suitable for both shared and distributed memory parallel architectures and can be easily implemented on a wide variety of parallel architectures.
Numerical Methods
The image formation process modeled in (1) is an ill{posed problem 10]. This means that the solution does not depend continuously on the data, or that bounded perturbations of the data result in an unbounded perturbation of the solution. The discretization of the integral equation (1), by means of a quadrature formula, leads to the system:
(2) where the matrix H is usually very ill{conditioned and the unique least{squares solution of minimal norm may be too sensitive to the presence of noise. For this reason, an approximate solution is searched using a regularization method. The ill{posed problem is replaced by a well{posed one whose solution is an acceptable approximation of the solution of the given problem. Using the Tikhonov regularization method 2], the following quadratic programming problem is solved: min f kHf ? gk + kCfk (3) where is the regularization parameter ( > 0) and represents a trade{o between the accuracy of the solution and the smoothness de ned by the discrete regularization operator C. The choice of the parameter is largely treated in literature. Perhaps the simplest rule is to use the discrepancy principle which sets the residual norm equal to some upper bound for the norm of the noise term k k 2 
where A = H t H + C t C is a symmetric n n matrix. Making the assumption that C is a discrete Laplace operator, then C t C is a symmetric positive pentadiagonal block matrix. The structure of the matrix H depends on the kernel of the integral equation and will be analysed in the successive sections. The solution of the system deriving from (4): Af = H t g (5) can be computed either by direct or iterative methods. If the dimensions are large and the matrix H is sparse, iterative methods, such as Preconditioned Conjugate Gradient method, can be used. In particular the diagonal preconditioner has been suitably utilized because of the easy computations and low storage requirements. Other preconditioners suitable also in this case can be found in literature.
In some cases it is necessary to add constraints to problem (4) , that are usually derived from the physical nature of the problem 3]. If linear equality constraints are used: Bf = s B 2 R m n (m << n) (6) the constrained quadratic programming problem de ned by the equations (4) (7) where f i is the solution of the system: (A + cB T B)f i = ?B T i + r + cB T s; r = H T g (8) and c is a suitable penalty parameter (c > 0). In 17], it is shown that the method converges for moderately large values of c in a few iterations.
Parallel Algorithms based on Domain Decomposition
In this section we present parallel algorithms based on the image domain decomposition. We consider the spatial domain of the blurred image as a uniformly spaced grid D of n = points (pixels) where the light intensities g i are given. A source of parallelism in image restoration comes from partitioning the spatial image domain into subdomains and performing simultaneously local restorations on the available processors. In each subdomain a subproblem of smaller size than the original must be solved. In order to understand this parallel approach it is necessary to have further insights both on the PSF and on the matrix H. The PSF is the system response function and can be assumed to have a Gaussian shape:
h(x; ; y; ) = N exp ?
where the variance (x; y) can be given either by: (2) it is clear that each object point j contributes to the formation of an image point i with an extent of blur given by the value h ij (H=(h ij ; i = 1 : : :n; j = 1; : : :n . More precisely, in the real systems only a set of object points surrounding i gives an e ective contribution in the formation of the correspondent point i of the image (superposition principle, 10]); this is described by the gaussian analytical expression of the Point Spread Function. Since in our case, the PSF is Non Separable and Space Variant, the size of each set depends on the spatial coordinates of the point i.
One simple way to decompose the image spatial domain D = f(x i ; y j ); i = 1 : : : ; j = 1; : : : g consists in selecting equispaced points from the set fx i g and equispaced points from the set fy j g and de ne + sets S i .Each S i is consitituted by the points of D which lie onto the lines starting from the selected points and parallel to the coordinate axes (see gure 3). Then we subdivide D into = ( + 1) ( + 1) disjoint subdomains D l such that:
If we apply the decomposition previously described and we create the matrix H after reordering the image and object points as follows: f(x i ; y j ) 2 D 1 g; f(x i ; y j ) 2 D 2 g; : : :; f(x i ; y j ) 2 D g and reorder the points inside each D l lexicographically, then we obtain nearly block diagonal structure for H as shown in gure 4 (a). Each diagonal block is the matrix relative to a single subproblem while the elements outside the blocks represent the information neglected in the local restoration; they are mainly related to the contribution of the object points near the border of the subdomains. If increases, more elements of larger value appear outside the diagonal blocks (see gure 4 (b)). Two di erent strategies will be introduced in the following subsections to reduce this loss of information.
Constrained Restoration
If an approximation of the solution is known in the sets S i ( g. 3), the image restoration can be computed as independent linear constrained quadratic programming problems (4){(6) on the subimages with domain D l . The rst parallel algorithm can be devised from the previous considerations by supposing that To complete the performance analysis we must consider the complexity of computations by Alg2. Since few iterations (1 or 2) are required by (7), the computational cost is given by the solution of the uncostrained minimization problems in step 1.1 and of equation (8) in step 1.2 (see section 3 for the analysis of the complexity of the uncostrained problem).
Unconstrained Restoration
The image spatial domain is decomposed into several overlapping subdomains D l , obtained by enlarging each internal side of the subdomains D l with u pixels, as in gure 3. In each enlarged subdomainD l an uncostrained minimization problem (4) of smaller size than the original is solved on the local data and the solutions relative to the non overlapping subdomains D l are nally collected. The algorithm Alg3 is outlined in gure 2 (b).
Step 1.2 is executed in parallel on the p processors and only step 2 requires interprocessor data communication. The shape and extension of the subdomains and the width of the overlapping strips are very important for the quality of the nal restoration and they depend in general on the form of the PSF. For example, using the expression (9){(10) the blurring e ects are uniformly spread{ out all over the spatial domain of the image; in this case a decomposition into rectangular subdomains gives good results. Otherwise, if the blur follows a particular geometric propagation pattern, such as diagonal bands in the case (9){(11), then a splitting into strips parallel to the diagonal of the domain gives better results 7] . In this case, the upper left triangular corner of the image (about 25% of the total surface) is only slightly blurred while the most severe perturbations lie on the low right corner.
It can be interesting to analyse the algorithm computational complexity. If we consider the simplest case of a square image of n = 2 pixels, we can say that each iteration of the preconditioned conjugate gradient for the system solution 
!
The quality of some restorations obtained with the algorithms Alg2 and Alg3 can be evaluated by observing the tables 1,2 and 3. In each table are reported the error parameters for each Point Spread Function (PSF1, PSF2 and PSF3) with decomposition of size = 6 6 for T1, = 7 7 for T2 and = 12 12 for test image T3. The results are reported in the case of no noisy data and with di erent noise levels measured as Signal to Noise Ratio. When SNR is in the range of 40 dB { 60 dB, the e ect of the blur dominates the noise while for high noise levels (i.e. SNR =12 dB) the noise dominates the blur. We can observe that the error parameters do not change much when the SNR is greater than 44 dB and increasing the level of noise (i.e. SNR equal to 25 dB, 19 dB and 12 dB) the NMAE and NRMSE increase and we have worse restorations (small values of ISNR). The value of ISNR re ects the e ectiveness of the restoration process: we can see that the images blurred with PSF1 can be restored better than those blurred with PSF2 and PSF3 (see for example g. 8(a), (b) and (c)).
The error parameters are not much a ected by the grain of the decomposition, provided a suitable overlapping factor u is chosen, (in the tests with PSF2, overlap factor u should better have di erent values in each subdomain; in fact the subdomains in the low right corner (greatest spatial coordinates) require the greatest values of u). We have performed the restorations varying the number of subdomains = i 2 , (i = 3; : : :; 16) and we have obtained that NRMSE and NMAE increase less than 5% and 10% respectively, while ISNR remains unchanged. As an example, we report in gures 5 (a),(b) and (c) the behaviour of NMAE in the restorations of the test problems with a noise of 44dB. Now we analyse some features concerned with the e ectiveness of the parallel application. We remind that, since the computational complexity of the single subproblem is superlinear (as explained in section 3.2), the data decomposition not only splits the application on more processors, but also decreases the computational complexity of the whole application. This explains the superlinear speed-up obtained for di erent data decompostions. The algorithms are implemented on two di erent MIMD environments: a Cray T3E/1200 and a network of workstations. On the Cray, our applications utilize up to 128 processors DEC Alpha 21164, each with 256 Mbyte RAM connected through 3D torous network. Since each node is monotasking, when the image domain is partitioned into more than 128 subdomains, more tasks are sequantially assigned to a processor with a simple dynamic assignment strategy: when a slave processor is free, the master program randomly assign a new task to it. In gure 6 (a) and (b) the maximum computational time T max for a single subproblem for T1 and T3 images is reported with the number of subdomains increasin gusing both Alg2 and Alg3. The plots show that the times decrease more than linearly up to value that represents the upper limit for an e cient data partitioning. Since it is not possible to run the algorithms on a single processor for problems of memory space, it is not possible to measure the parallel performance with the classical speed{up parameter. In these cases the scaled speed{up 13] can be de ned as:
where P is the number of processors used and s is the scalar percentage of the algorithm. Figure 9 and 10 report the scaled speed{up for T1 and T3 images with Alg2 and Alg3. They show that both algorithms are scalable, but Alg3 is more scalable than Alg2. In order to fully exploit a parallel system, all the p processors involved in the execution should have a balanced workload, that corresponds to small values of the Node Deviation parameter, ND i = T i ? T; i = 1; : : :
where T i is the time spent by processor i. When the algorithm Alg2 is used the maximum values of ND i in each restoration can reach 40%, while for Alg3 they are always less than 15%. It should be pointed out that it is much more di cult to balance the workload with Alg2: the subproblems are of di erent size and complexity because the overlap region and the number of constraints varies with the position of the subimage. Moreover, since in both algorithms we use an iterative method (conjugate gradient), we don't know a priori the number of iterations performed, that generally depends on the blur intensity in the subdomain. If the blur is not uniform on the image domain, as in the case of blur produced by PSF2, the computational work for the subproblems solution is more unbalanced. Hence it is di cult to design an algorithm for a task assignment that balances the processors workload.
Our cluster of workstations is constituted of 6 etherogeneous Sun workstations (3 Ultra30, 3 Sparc20 and 3 Sparc10) connected through Ethernet network at 10Mbit/sec. We tested the algorithms on three di erent con gurations:
2 Ultra30 and 1 Sparc20 (C1) 3 Ultra30, 2 Sparc20 and 1 Sparc10 (C2) all the 6 workstations (C3). More tasks are assigned simoultaneously to each workstation, with a static strategy that accounts only of the subdomains size and of the memory resources at our disposal.
In gure 6 (a) the plots represent the execution time for the restoration of T1 image with Alg3 with 25 subproblems (blue line) and 64 subdproblems (red line) for the three di erent con gurations (on the x{axis the number of workstations used is reported). The plots of gure 6 (b) represent the execution times for the restoration of T3 image with Alg3 with 81 subdomains (blue line) and 144 subdomains (red line) for the three di erent con gurations. The plots show that, for the slow communications on the cluster of workstations, the algorithm has poor performances when the domain is partitioned into a large number of subdomains.
Conclusions
From the results presented in the previous sections, we conclude that the quality of the restorations do not depend strongly on the subdivision grain size. Provided that a suitable overlap factor u is utilized, the error parameters do not change much by increasing the number of subdomains.
By comparing the values in the tables 1, 2 and 3, we see that the two methods of constrained and uncostrained restorations give equivalent results in terms of the quality of the restored images.
Evaluating now the performance of the applications, we can state that the domain decomposition is an e cient technique to realize parallel programs on a distributed memory architecture, even with heterogeneous processors. The uncostrained restoration method is scalable and has good parallel e ciency even with a large number of subdomains. The constrained method has greater computational complexity and leads to unbalanced computations on the processors. For this reason, the constrained restoration method is less scalable and good e ciency values cannot be obtained for ner grain decomposition.
The balancing of processors workload will be the object of our future work, by considering subdomains of di erent shape than rectangular and by writing a scheduling algorithm. 
