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Phenomena resembling tinnitus and Zwicker phantom tone are seen to result from an auditory
gain adaptation mechanism that attempts to make full use of a fixed-capacity channel. In the
case of tinnitus, the gain adaptation enhances internal noise of a frequency band otherwise silent
due to damage. This generates a percept of a phantom sound as a consequence of hearing loss.
In the case of Zwicker tone, a frequency band is temporarily silent during the presentation of a
notched broad-band sound, resulting in a percept of a tone at the notched frequency. The model
suggests a link between tinnitus and the Zwicker tone percept, in that it predicts different results
for normal and tinnitus subjects due to a loss of instantaneous nonlinear compression. Listening
experiments on 44 subjects show that tinnitus subjects (11 of 44) are significantly more likely
to hear the Zwicker tone. This psychoacoustic experiment establishes the first empirical link
between the Zwicker tone percept and tinnitus. Together with the modeling results, this supports
the hypothesis that the phantom percept is a consequence of a central adaptation mechanism
confronted with a degraded sensory apparatus.
PACS numbers: 4366.Ki,4366.Mk,4366Ba,4366Dc
I. INTRODUCTION
A. Illusory auditory percepts
Tinnitus is the perception of a phantom sound often
associated with hearing loss1. Mild tinnitus is rather
common, reported by many subjects after a few minutes
in a quiet environment2,3. The subjective sound varies,
often described as a “buzz”, “ring”, “hiss”, “hum”, or the
like. Severe tinnitus is almost always indicative of hear-
ing loss4, with the pitch of the phantom sound generally
corresponding to the frequencies of hearing loss5 and oc-
curring predominantly at sharp edges of high-frequency
loss1. To date, a variety of therapeutic approaches to
alleviate tinnitus have given mixed results3,6. It is there-
fore generally assumed that tinnitus may be the result of
multiple physiological causes7. It is believed that in most
cases the tinnitus percept does not originate immediately
at the cochlea. Instead it has often been associated with
adaptive phenomena in the central nervous system4,8. A
variety of models for the physiological origin of this form
of central tinnitus have been proposed9,10.
The Zwicker tone, an auditory perceptual illusion
named after the scientist who first characterized it, is a
transient phantom sound that is perceived by most sub-
jects after a notched broad-band signal11–13. The fre-
quency of the illusory sound falls within the notched fre-
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quency band, and is closer to the lower stop-band edge
for a wide-band notch. The strength and duration of the
Zwicker tone percept depends on stimulus conditions and
is quite variable across subjects14,15. In fact, in the study
presented below, some subjects with normal hearing did
not hear a Zwicker tone.
Despite their apparent similarity, the exact relation-
ship between the Zwicker tone and tinnitus is not well
established. This paper (a) presents a conceptual model,
fleshed out mathematically, that gives a common expla-
nation for both phenomena; (b) shows that this model
predicts a linkage between tinnitus and Zwicker tone;
and (c) exhibits psychophysical data which matches the
prediction of the model. The psychophysical data does
support the proposed model, but also considered in iso-
lation constitutes a novel empirical link between tinnitus
and the Zwicker tone.
The remainder of the paper starts, in Section I.B, with
a review of the standard theoretical understanding of
simple sorts of adaptation as mechanisms for matching
sensory statistics. Section I.C motivates a model of audi-
tory adaptation based on these principles, and Section II
instantiates the model mathematically. Simulations of
this model in Section III suggest an empirical link be-
tween tinnitus and the Zwicker tone. This link is con-
firmed by the psychosocial observations reported in Sec-
tion IV.
Taken together, the experimental and modeling results
support the hypothesis that tinnitus is a consequence of
a gain adaptation mechanism that is confronted with
hearing loss and an associated loss of nonlinear com-
pression. Section V presents additional experimentally
testable predictions that follow directly from this the-
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ory. Specifically, this predict a relationship between the
strength of nonlinear auditory phenomena such as combi-
nation tones16–18 with the sensitization observed follow-
ing notched noise19,20. Finally, it is noted that elevated
hearing thresholds and loss of non-linear compression are
easily measured and may be partially restored with com-
pressive hearing aids. This suggests a potential diagnosis
and treatment option for those cases of tinnitus that can
be linked to this particular form of hearing deficit.
B. Adaptation and Optimality
Gain and contrast adaptation is a common strategy of
the perceptual system to match a large dynamic range of
natural signals to the limited dynamic range of sensors
and neurons21,22. Perhaps the best known gain adapta-
tion mechanism is the closing of the iris when stepping
from a dark environment into a bright one. The anal-
ogous effect in hearing is the acoustic middle-ear reflex,
which mechanically attenuates sound transmission to the
cochlea in response to loud sounds8.
Adaptation to changes in stimulus statistics is a ubiq-
uitous and long-studied phenomenon in the nervous
system23. Visual neurons in the retina and visual cortex
adjust the gain of their transfer functions to maintain a
high sensitivity at varying luminance contrast levels24–26.
This allows the visual system to operate well under dras-
tically varying external conditions. In the auditory sys-
tem, adaptation is observed at various levels. Efferent
feedback to outer hair cells are thought to control the
gain of cochlear amplification27, while auditory nerve
fibers are known to adapt their firing rate at various time
scales28,29. Finally, inferior colliculus neurons have been
shown to adjust their response thresholds and gains to
optimally encode variations in the auditory stimulus30,31.
The main theoretical contribution of this paper is to
demonstrate that some illusory auditory percepts can be
explained as direct consequences of gain adaptation and
internal noise in the presence of hearing loss. Gain adap-
tation and noise are basic features of the auditory pro-
cessing stream8,32,33. Since gain adaptation may oper-
ate at various levels of processing, a simple and generic
model is constructed. It is then shown that, after gain
adaptation, model frequency bands with reduced exter-
nal input (due to permanent hearing loss or temporary
deprivation) show enhanced steady-state activity resem-
bling phantom sounds.
A generic argument is purposefully made, in order
to be applicable at many stages of auditory processing,
rather than suggesting which area or areas actually sub-
serve this functionality. The auditory nerve is, however,
discussed as one potential site where such a mechanism
may play a role. The model is sufficiently generic that
is to be expected that similar phenomena would be ex-
hibited by any system in its broad general class: systems
that perform local gain adaptation in the context of a
global estimate of the stimulus energy.
C. Information bottleneck and gain adaptation
The cochlea transforms acoustic signals into neuronal
activity by decomposing the signal into its various fre-
quency components, which are then transmitted by the
auditory nerve to the midbrain. The signal intensity in
different frequency bands is encoded in the firing of differ-
ent neurons which project into the auditory nerve. How-
ever, the dynamic range of the external stimuli is known
to be much larger than the dynamic range of this neu-
ronal activity.
Transmitting auditory information through this in-
formation bottleneck therefore requires adaptive mecha-
nisms. The nervous system has developed various strate-
gies to cope with this problem including, in particular,
gain adaptation. It can be argued that the main goal of
the adaptive mechanism should be to transform the sig-
nal in different frequency bands into independent chan-
nels with optimally matched dynamic ranges. In this
view, gain adaptation accomplishes two tasks. First, it
adjusts signal variance to the effective dynamic range
of each frequency channel, thus optimizing the informa-
tion capacity in each frequency channel22. Second, it
removes redundancy across channels. Most acoustic sig-
nal have significant redundancy across frequency bands
due to frequency co-modulation—the simultaneous in-
crease and decrease of amplitude in multiple bands34.
In fact, humans can understand spoken language with as
few as four distinct frequency bands, supporting the no-
tion that information is redundantly encoded across dif-
ferent frequencies35. By normalizing signal power, chan-
nels become more independent36. A similar mechanism
for reducing redundancy by divisive normalization has
been proposed for visual processing37–39 and can be used
for image compression40.
A channel with fixed dynamic range will communicate
maximum information if the transfer function matches
the cumulative density function (CDF) of the input
variable41. In particular, the threshold and slope of the
transfer function should match the mean and variance
of the data. By adjusting the mean and/or variance of
the input, one can optimize the information transmission
for a given transfer function. The first-order correction
is achieved by adjusting the variance (or power) of the
signal to match the transfer function.42
II. METHODS (MODELING)
A. Gain adaptation model
The model assumes (a) that instantaneous signal
power is transduced by the cochlea into a neuronal signal,
and (b) that neuronal transmission has some inherent
noise such as spontaneous background firing. |S(ω, t)|2
denotes the instantaneous power of the stimulus in fre-
quency band ω at time t. If the random neuronal noise
N(ω) is independent of the stimulus, the neuronal repre-
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sentation of signal power P (ω, t) in each frequency band
is simply the sum of the signal and noise,
P (ω, t) = |S(ω, t)|2 +N(ω) (1)
It seems natural to suggest that gain adaptation should
normalize this signal so that it lies within a limited dy-
namic range. The normalization should occur separately
for each frequency band, using a long-term average of
stimulus power. Computationally, the simplest estimate
of signal power is a running average, which updates the
long-term power estimate with the currently observed in-
stantaneous power values. In a discrete-time formulation
this is given by
P¯ (ω, t) = (1− µ) P¯ (ω, t−∆t) + µP (ω, t) (2)
where P (ω, t) is the neuronal representation of instan-
taneous stimulus power, P¯ (ω, t) is an estimate of the
long-term average power, and µ < 1 is a fraction that
captures how much the current estimate contributes to
the long-term average.43 This is equivalent to a temporal
integration of instantaneous powers with an integration
window wn:
P¯ (ω, t) =
∞∑
n=0
wn P (ω, t− n∆t) (3)
where the weights decay exponentially, wn ∝ (1−µ)
n. In
order to ensure that the integration window is normal-
ized, i.e., that
∑
n wn = 1, a constant is introduced so
wn = µ(1− µ)
n. The integration time can be character-
ized by a time constant τ = ∆t/µ.
Now let the normalization gain for each band be
G(ω, t) =
1
P¯ (ω, t)
(4)
so the normalized neuronal representation of stimulus
power is
E(ω, t) = G(ω, t)P (ω, t) (5)
This normalization ensures that the neuronal signal is
within some fixed dynamic range, and also removes the
cross-frequency redundancy of co-modulated power en-
velopes.
As seen below, these simple assumptions motivated by
considerations of optimal signal processing give rise to
illusory percepts resembling tinnitus and Zwicker tone in
response to a reduced input in a given frequency band.
B. Sensitivity and hearing loss
The perceived signal intensity in each frequency band
is affected by the sensitivity of the cochlea at that band.
This is expressed by some gain function H(ω), with
H(ω) |S(ω, t)|2 replacing |S(ω, t)|2. Hearing loss is mod-
eled by reducing H(ω) for the damaged bands. The
broadening of the bandwidth associated with hearing loss
has not been modeled here.
C. Compression of the cochlear amplifier
Note that this simple model is linear in power, and
therefore does not include the nonlinear compression typ-
ically found for an intact cochlea44. Outer hair cells are
thought to actively amplify faint sounds with high gain,
whereas loud sounds are transduced with a lower gain45.
This non-linear amplification leads to a compression of
dynamic range. Theoretical models46 as well as psy-
chophysical experiments47 describe the compressive ef-
fect as power laws with powers between 0.3 and 0.5 for
normal hearing. A power law is easily included in the
present model with a power factor β. Together with the
sensitivity discussed above, this gives
P (ω, t) = H(ω)|S(ω, t)|2β +N(ω) (6)
A power factor β < 1.0 reflects normal compression of
the cochlear amplifier, whereas β = 1.0 reflects a lack of
active amplification48 resulting in a sharper increase in
firing rate with increasing signal power observed for the
damaged cochlea49.
D. Lateral inhibition
The pitch of tinnitus is sometimes perceived at pro-
nounced edges of hearing loss10,50. Similarly, for wide-
band notched noise the Zwicker tone is perceived pref-
erentially at the lower edge of the notched band13.
To explain this phenomenon most models of tinni-
tus and Zwicker tone include some form of lateral
inhibition10,11,51,52. In fact, they require asymmetric
inhibition whereby high frequencies tones inhibit lower
frequency units. Such asymmetric lateral inhibition has
been reported in the auditory nerve, cochlear nucleus53,
inferior colliculus54, and auditory cortex55. To demon-
strate the effect of asymmetric lateral inhibition in the
present model, the excitation can be modified
log|S(ω, t)| =
∑
∆ω
v(∆ω) log|S(ω −∆ω, t)| (7)
with v(∆ω) representing some interactions of frequency
bands separated by ∆ω. A simulation incorporating such
asymmetric lateral inhibition is shown in Figure 2, which
corresponds to lateral inhibition prior to adding noise and
gain adaptation (see discussion in Section V.C). Similar
effects are obtained if the asymmetric lateral inhibition
is introduced after gain adaptation.
E. Recovered signal
To interpret the neuronal representations after gain
adaptation, the neuronal model signal can be used to
construct an estimate of the original signal. This step
may seem artificial, as the nervous system does not need
to regenerate the original signal in order to perceive it.
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FIG. 1. Stages of processing showing how phantom auditory percepts are generated by gain adaptation. A constant tone
resembling tinnitus is generated at the frequency of hearing loss (3 kHz here). A transient tone resembling the Zwicker tone is
generated following the notched sound (6 kHz here). The auditory signal is first decomposed into a time-frequency representation
(top left). Frames of 16ms (256 samples at a 16 kHz sampling rate) around time t are windowed with a Hanning window and
Fourier transformed to obtain 128 frequency amplitudes |S(ω, t)| (top left) and phases arg(S(ω, t)) (not shown). Image intensity
represents power in dB using the same color map for each row. Perceived powers (top center) are given by H(ω)|S(ω, t)|2.
Noise with a power profile N(ω) ∝ 1/ω is added to the perceived powers, giving the signal P (ω, t) (top right) according to
Equation (6). The gain and equalized signal powers (bottom left and center) are computed with Equations (4) and (5) using
a time constant of τ = 4000ms. The original signal powers are estimated from this activity using Equation (8) and the signal
is re-synthesized. A spectrogram of this re-synthesized signal is shown on the bottom right. (The re-synthesized sounds are
available at http://newton.bme.columbia.edu/~lparra/tinnitus/.)
Rather, this neuronal representation either itself consti-
tutes, or is the precursor of, perception. Regardless of the
physical basis of auditory qualia, it can be argued that if
the representation is altered such that the stimulus can
not be regenerated, even approximately, then the percept
must be equivalently distorted, and that the reconstruc-
tion technique provides an intuitive way to measure and
visualize the distortion of the neuronal representation.
Here, this method is used to show that the regenerated
signals after gain adaptation exhibit artifacts that would
be perceived as phantom sounds.
To interpret (and hear) the adjusted signal, an at-
tempt must be made to reproduce the original signal
S(ω, t) from E(ω, t). If the activity in band ω is asso-
ciated with E(ω, t) and the total power of the signal,
P (t) =
∑
ω P (ω, t), can be used resulting in
|Sˆ(ω, t)|2 = P (t)E(ω, t) (8)
The assumption here is that the system does not know
the varying gain it has applied to the signal. However,
it does know the overall loudness of the signal as repre-
sented by P (t).
Note that gain normalization as proposed here removes
the common power of the signal on the time scale τ , so the
overall loudness of a signal is therefore no longer reflected
in the individual perceptual channels. Stationary silence
would therefore be indistinguishable from loud station-
ary noise. The postulated mechanism therefore implies
that the common signal power P (t) must be separately
encoded. For a frequency co-modulated signal, power
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is redundantly distributed across bands. Removing this
co-modulation removes the redundancy and makes more
efficient use of the information capacity of the channel.
Communicating overall power as a variable separate from
the power fluctuation in each frequency band is therefore
a more efficient use of channel information capacity.
Finally, in order to listen to the recovered signal, a
time-domain signal must be generated from the time-
frequency powers. The powers give amplitude but not
phase information. This is a common problem in speech
and sound synthesis. A standard engineering solution to
this problem is to reuse the phase that was obtained when
analyzing the original signal. This is done using a conven-
tional overlap-add procedure: powers are combined with
the original phase, arg(S(ω, t)), inverse Fourier trans-
formed, multiplied with a Hanning window, and added in
half-overlapping frames. If the powers have not changed
significantly, the resulting signal is perceptually similar
to the original.
III. MODELING RESULTS
Hearing damage can be simulated by reducing the sen-
sitivityH(ω) in a narrow frequency band. Figure 1 shows
the result for a 40 dB hearing loss at 3 kHz and −30 dB
internal noise. The lower right panel shows that gain
adaptation generates steady-state power at the damaged
frequency band. The reconstructed signal56 reproduces
a sound similar to tinnitus.
The figure also shows the results obtained for a broad-
band sound with a notched response (power reduced by
40 dB at 6 kHz). Power normalization fills in the gap and
generates an artificial tone following the notched noise.
This is consistent with the Zwicker tone phenomenon.
The increased gain following the noise is consistent with
the sensitization20 and release of masking19 observed af-
ter notched noise stimuli in psychophysical studies.
The effect of asymmetric lateral inhibition, and of the
slope of the band edge, can now be analyzed. Lateral
inhibition is used as shown in Figure 2, and given by
v(∆ω) = δ(∆ω) − c exp(−∆ω/B)θ(∆ω), where c and B
determine the strength and bandwidth of the inhibitory
effect, and θ(∆ω) is a step function that implements the
asymmetry. Figure 2 shows that for a sharp band-gap
the phantom sound is narrow-band and appears at the
lower edge of the band-gap. In fact, the phantom sound
is generated even in the absence of the high-pass edge.
This is all in agreement with psychophysical reports on
Zwicker tone and tinnitus13,50,51. Furthermore, under
the assumption of lateral inhibition, it is found that a
sloping edge will not cause a phantom percept, while an
increasing slope will cause a stronger phantom percept.
Also note that the pitch of the percept appears at the
position of strongest loss and not the onset of the loss-
edge. These observations are consistent with empirical
finding on tinnitus and non-tinnitus subjects with vary-
ing hearing loss profiles1.
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FIG. 2. Effect of asymmetric lateral inhibition and the slope
of hearing loss on the tinnitus percept. Top graph: Asym-
metric lateral inhibition function v(∆ω). Second row: Loss
function H(ω) with a sharp band-gap (left panel) generates
a phantom sound above the lower edge of the gap as evi-
denced by the spectrogram of the reconstructed signal (right
panel). Center panel shows time-frequency representation of
the response prior to adaptation. Third row: Panels as in
second row, but with a sloping hearing loss. When simulat-
ing this with lateral inhibition (as in top graph) sloping loss
does not generate a phantom sound (right panel). Fourth row:
Comparison of the phantom percept during the silence period
(1000–3000ms) for different slopes of hearing loss. The right
panel shows the average power during the 2000ms of silence
following the 1000ms white noise stimulation, and is given in
dB relative to the total power of the preceding noise. An in-
creasingly sharp loss accentuates the phantom percept. The
phantom sound is at the lower edge of the loss-band.
The effects of a perceptual frequency scale, where
bandwidth increases with center frequency57,58, can also
be analyzed. The re-synthesized signals show the same
qualitative behavior, except that the phantom sound is
broadened as a result of the broad bands on the percep-
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FIG. 3. Effect of perceptual frequency scale. The center col-
umn shows a time-frequency representation of the response
prior to adaptation, while the right column shows a spectro-
gram of the reconstructed signal following gain adaptation.
Color represents signal intensity in dB. First row: Effect of
uniform hearing loss with a linear frequency scale as in Fig-
ure 1. Second row: Perceptual frequency bands broaden the
effect due to their broad overlapping frequency response. The
best frequency of the filter bank is shown on the horizontal
axis of the left panel. Compare this to the linear scale on the
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tual scale.
The relevant parameters of the present model, most of
which are summarized in Equation (6), consist of: the
level of signal loss H(ω), the amount of internal noise
N(ω), the compression factor β, and the time constant τ
which determines the integration time in Equation (3).
Figure 4 shows the effect of each of these parameters
on the phantom sounds. The intensity of the phantom
sounds increases with the level of internal noise and with
the loss of signal intensity, but is fairly independent of τ .
It is important to note that the Zwicker tone is decreased
in magnitude and duration when considering the effect
of non-linear compression of the cochlear amplifier with
typical compression factors of β < 0.5.
IV. MODEL PREDICTION AND EVALUATION
The modeling results shown in Figure 4 (bottom panel)
indicate that the Zwicker tone percept is strongest in
the case of reduced compression. There is some evi-
dence that tinnitus may be associated with a loss of
compression47,48, which according to the above model
would also accentuate the perception of the Zwicker tone.
When normal and tinnitus subjects were tested for dif-
ferential perception of a Zwicker tone, it was found that
in fact the two phenomena were empirically linked.
The perception of the Zwicker phantom tone following
a two-second notched noise varied across subjects. Sub-
jects reported different percepts, describing them vari-
ously as a “tone”, “hiss”, or “ringing” lasting a brief mo-
ment after the notched noise. More than half the subjects
(54%) perceived a sound of varying strength for different
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FIG. 4. Dependence of reconstruction on signal loss, noise
magnitude, power-averaging time constant τ , and non-linear
compression factor β (the heading of each panel specifies these
parameters in that order). The two phantom percepts occur
variably depending on the specific parameters. Importantly,
the Zwicker tone is increased with abnormally high β corre-
sponding to reduced cochlear compression.
notched-bands, while others did not perceive a phantom
tone following any of the notched noise sounds (47%) (see
Methods IV.A).
All subjects were asked if, in their daily lives, they
perceived spurious ringing on a regular basis. 25% of
the subjects (11 of 44) responded positively.59 There was
a correlation between this self-reported tinnitus and the
perception of the Zwicker tone (r = 0.42, p = 0.004). Ta-
ble V and figure 5 show that tinnitus subjects are almost
certain to hear a Zwicker tone, whereas fewer than half of
normal subjects heard a phantom tone following a two-
second notched noise. These numbers show a significant
association between self-reported tinnitus and perception
of the Zwicker tone (p = 0.006, two-tailed Fisher exact
test).
A. Methods (Psychophysical)
Subjects: 44 volunteers were recruited (22 male,
22 female, age 28±8) among faculty and students at
CCNY in accordance with the CCNY IRB guidelines.
Subjects gave informed consent prior to experimentation.
In this sample there was no significant correlation be-
tween the subject’s age and self-reported tinnitus, nor
between age and the Zwicker percept. The presence of
the Zwicker percept was determined with the following
procedure.
Zwicker tone perception test: Subjects were tested
to determine if they reliably perceived a phantom tone by
presenting four different noise sounds in random order.
The control sound was white noise, and the other three
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FIG. 5. Number of normal and tinnitus subjects reporting
Zwicker tone percept. The Zwicker tone percept was signifi-
cantly associated with tinnitus self-report (p < 0.01).
were notched noise with different notch bands, as de-
scribed below. Subjects were instructed to report which
of the four noises was followed by a perception of some
form of ringing, however faint it might be. The per-
cept was considered factual if the subject consistently
reported a percept for the same notched sounds (despite
the random ordering) but not the white noise. Subjects
that did not report any phantom percept, or that gave
inconsistent answers to this test, where considered to not
perceive the Zwicker tone.
Stimuli: The amplitude of the notched noise rises lin-
early for 1000ms, holds for 1000ms, and decays within
40ms. The band gap of the notched noise is 4KHz wide
starting at 500, 1000, or 2000Hz. The noise sequences
where presented with a silence gap of three seconds. The
signals were generated on a PC using MATLAB by zero-
ing the corresponding frequencies in the Fourier domain.
They were reproduced using an Audiotrack MAYA44
USB external digital-to-analog converter, and delivered
binaurally with audio-technica ATH-M40f headphones at
approximately 50–60 dB SPL adjusted for comfort. (Note
that standard soundcards in today’s PCs can typically
not reproduce sharp band-gaps).
V. DISCUSSION
Illusory visual percepts were once thought to consti-
tute regimes where the visual system breaks down and
fails to process the data appropriately. For a number of
broad classes of stimuli, this is no longer the accepted
explanation. For example, many motion illusions can be
explained as a consequence of Bayesian inferences be-
ing made from noisy data60. The present work has ex-
tended this to the auditory system, where it is proposed
that a simple adaptive mechanism, when driven outside
its normal operating regime, may generate uncertainties
which makes the optimal interpretation contain illusory
Zwicker
Perceived
Tinnitus yes no total
yes 10 1 11
no 14 19 33
total 24 20 44
TABLE I. Number of normal and tinnitus subjects reporting
Zwicker tone percept.
percepts. Specifically, the psychophysical and modeling
results reported above support the hypothesis that tinni-
tus and the Zwicker tone may be a consequence of gain
adaptation, and that the loss of compressive non-linearity
may accentuate and modify these percepts even in the
absence of elevated hearing thresholds.
Taken together, the modeling and psychophysics re-
sults suggest distinct regimes of operation for normal and
tinnitus subjects. It might be reasonably speculated that
tinnitus subjects have lost the instantaneous amplifica-
tion mechanism of outer hair cells in selective bands; that
this disrupts the dynamic range compression inherent in
the nonlinear amplification mechanism; and that as a
result, a slower neuronal gain adaptation mechanism be-
comes the dominant factor.
A. Evidence related to tinnitus and hearing loss
In the auditory periphery there are at least two mech-
anisms that are thought to address the problem of dy-
namic range mismatch between the auditory nerve fibers,
which lies between 20–40 dB, and the dynamic range in
the auditory input of about 120 dB. First, outer hair cells
are thought to actively amplify faint sounds with large
gains, while at high signal intensities the gain is reduced.
This nonlinear amplification leads to a compression of
dynamic range. Second, inner hair cells are contacted by
multiple auditory fibers with different response thresh-
olds and gains. Therefore, as intensity increases an in-
creasing number of fibers are recruited, which effectively
increases the available dynamic range of neuronal firing
for a group of fibers with a common characteristic fre-
quency.
Peripheral hearing loss is associated with elevated
thresholds. This results in a reduced diversity of response
thresholds required by the recruitment mechanism. This
is thought to be the origin of abnormally fast growth in
loudness61. In addition, outer hair cell damage, which
is often associated with peripheral hearing loss, leads to
a loss of active amplification, reducing the compressive
effect of the nonlinear cochlear amplifier61. Here it is
postulated that, when faced with these challenges, down-
stream mechanisms compensate by taking a more active
role in coping with the dynamic range of the input. These
mechanisms, when confronted with silence in selected fre-
quency bands, increase internal gains, which then amplify
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neuronal noise to the point that it is perceived as phan-
tom sounds. Tinnitus and the Zwicker tone, in this view,
are not associated with increased activity in the periph-
ery, yet are nonetheless ultimately caused by alterations
in the peripheral apparatus.
Note that elevated thresholds are a common correlate
of tinnitus4, and abnormal growth of loudness is ob-
served for frequencies matching the tinnitus percept62.
In addition, distortion products, which are thought to
reflect the operation of the nonlinear cochlear ampli-
fier, are selectively altered for frequency bands that have
been matched to the tinnitus percept63–65. Finally, re-
lease from masking by a secondary masking tone does
not occur in tinnitus subjects, indicating once again that
the nonlinear effect of this two-tone suppression ascribed
to the cochlear amplifier is not operating in tinnitus
subjects66,67. All this supports the hypothesis that tin-
nitus is a result of hearing loss and degraded nonlinear
compression.
A common strategy to alleviate tinnitus consists of
masking the tinnitus percept with acoustic noise in the
corresponding frequency band. While this method is ef-
fective in eliminating the tinnitus percept for the dura-
tion of the noise, it is seldom adopted by patients, as it
accomplishes little more than replacing one auditory an-
noyance by another. Interestingly, a residual inhibition
following the masking noise and lasting up to minutes
is commonly observed68. It has also been reported that
hearing aids properly fitted to the frequencies of hear-
ing loss can sometimes alleviate tinnitus3,69,70. Some re-
ports indicate that tinnitus can be alleviated on a longer
time scale by delivering variable signals in selected fre-
quency bands71, in particular after noise-induced hearing
loss preempting central adaptation72. Perceptual train-
ing paradigms aiming at central adaptation mechanisms
have also been used to alleviate tinnitus percepts73. All
this is in good agreement with the hypothesis proposed
above, which maintains that the increased gains can be
reduced by delivering signal variance to the damaged
channel. This moreover suggests that a properly fitted
compressive hearing aid may alleviate tinnitus for those
subjects where tinnitus is caused by a loss of nonlinear
amplification and/or a partial loss of sensitivity.
B. Neural substrate
The above model of gain adaptation explains the sensi-
tization and release from masking that has been observed
psychophysically following notched noise19,20. The model
makes minimal assumptions about the neural processing
required in the gain adaptation mechanism. It assumes
that intensity is encoded separately for each frequency
band, presumably in neuronal firing rates of a group of
neurons, and that the overall loudness of the signal is
encoded separately from the intensity of each individ-
ual band. Finally, it assumes that signal power can be
accumulated over some time frame and that this esti-
mate can be used to reduce or inhibit the activity in
each band. Most of these assumptions are compatible
with the present knowledge of neuronal function.
It has not been necessary above to specify at which
level of neural processing the gain adaptation mechanism
may be operating. In fact, several stages of adaptation
may be possible. For example, the mechanism of gain
control could be operating as part of the control of outer
hair cell response through medial olivocochlear (MOC)
efferent feedback27,74. In this context it is interesting to
note that it has been reported that the efferent inhibi-
tion of outer hair-cell function as evidenced by distortion
products is impaired in most tinnitus subjects4. A cen-
tral mechanisms is also consistent with the finding that
unilateral cochlear implants generally reduce contralat-
eral tinnitus75. Gain could also be adjusted through in-
hibition and/or excitation of primary afferent nerve fibers
through lateral olivocochlear (LOC) efferents76,77. A re-
cent review suggests that most current electrophysiology
on tinnitus implicates stages upstream of the auditory
nerve10. Similarly, the only current reports on physio-
logical correlates of the Zwicker tone come from the au-
ditory cortex78,79. Most notably, gain adaptation has
been demonstrated for inferior colliculus neurons30, and
is mediated by inhibitory input80.
Section II.E points out that after gain normalization,
the response in separate frequency bands does not distin-
guish long-term silence from persistent uniform noise. It
is argued that for efficient information transmission, over-
all loudness is better transmitted as a separate variable
which can then be used to disambiguate silence from uni-
form noise. The questions that begs answering is: what is
the neuronal substrate for such a representation? There
are many cells in the auditory cortex with high spon-
taneous activity which respond only transiently with an
increase in firing rate to the onset of sound. Few cortical
cells respond tonicly to a steady stimulus. A distinct rep-
resentation between loudness and modulation may there-
fore not seem unreasonable for the auditory cortex. The
situation for the auditory nerve is less straightforward.
On the surface it would seem that loudness is encoded in
the overall firing rate. Yet in fact, an increase in firing
rate does not necessarily reflect an increase in loudness81,
and firing rate is not a sufficient model to explain level
discrimination82. Instead, other mechanisms such as syn-
chrony and phase relations across fibers may be required
to explain psychophysical performance. It is also con-
ceivable that outer hair cell afferent fibers, which are just
now being characterized83, serve a role in this regard.84
Despite much effort, the details of how overall level is
encoded in the auditory nerve remains an open question.
Note that the basic mechanism proposed here works
separately for each frequency band, and is therefore uni-
form across frequencies. In contrast, some reports on
the Zwicker tone suggest that the phenomenon is asym-
metric, in that subjects tend to match the perception
with a tone that is somewhat above the lower edge of
the notched band11,13. In fact, a high-pass band edge
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may not elicit a Zwicker tone. In addition, a sharp edge
is required to elicit the Zwicker tone. Similarly, tinnitus
is associated with heightened sensitivity at the edge of
high-frequency hearing loss10 and requires that the slope
of hearing loss is high1. These phenomena have been ex-
plained by asymmetric lateral inhibition for the Zwicker
tone51,85, or a loss of lateral inhibition from a damaged
band for tinnitus10. Similarly, when asymmetric lateral
suppression is included in the model, the percept is more
pronounced at a lower frequency edge and non-existent
for a sloping edge. However, one might argue that these
effects are not a prerequisite to explain the phantom pre-
cept. Instead, this manuscript focuses on a simple expla-
nation for a basic mechanism so that robust experimental
predictions could be derived.
C. Logarithmic scale of intensity level
With the exception of equation (7), the model has been
formulated in terms of the powers of the signal, i.e., di-
rectly in terms of sound pressure level (SPL). Neuronal
signals however typically scale with the logarithm of the
SPL, which is therefore typically given in decibel. Within
a narrow dynamic range, the conversion from linear SPL
to a logarithmic scale occurs at the first stage of signal
transduction, i.e., the hair cell86. Membrane potentials
of hair cells87 as well as the resulting firing rates in the
auditory nerve88 scale with the logarithm of signal power,
provided the SPL is within the narrow dynamic range of
the specific cell. A logarithmic response over a large dy-
namic range—as required to explain observed perceptual
sensitivity (Weber’s law)—is likely to involves a combi-
nation of cells with different thresholds and slopes89. To
avoid making specific assumptions as to how this is ac-
complished by the auditory system, the gain adaptation
model is formulated in the original domain of linear SPL.
Only lateral inhibition was formulated in the log-domain,
reflecting the fact that it operates at the level of the au-
ditory nerve and further upstream.
In a logarithmic perceptual scale a multiplicative fac-
tor H becomes an additive contribution, and the power
factor β becomes a multiplicative factor. Gain adapta-
tion, as formulated here, corresponds to an adaptation
to the mean power of the signal by a horizontal shift in
the conventional rate-response function. A loss in com-
pression (increasing slope β) necessitates a correction of
the slope, which has not been modeled above, or a fast
adaptation of the threshold of the rate-response function.
This is the hypothesized mechanism leading to a larger
susceptibility to the Zwicker tone for tinnitus subjects.
The present work has analogs to a model for tinni-
tus developed concurrently90, which separately considers
damage to inner hair cells (IHC), outer hair cells (OHC),
and stereocilia. That model operates on the logarithm of
the signal power and assumes that IHC damage is multi-
plicative on this logarithmic scale, that stereocilia dam-
age is additive thus reducing background noise, and that
OHC damage is additive therefore not affecting back-
ground noise. In the model described here, these three
forms of loss correspond respectively to a loss in compres-
sion (power factor β), a multiplicative loss (the factor H)
with a simultaneous reduction of spontaneous rate (the
noise N), and a pure multiplicative loss (the factor H).
The edge effects discussed above are modeled differently
in their work, however the most significant difference be-
tween the models is the criterion that leads to the phan-
tom percept: the alternative model90 require two levels of
adaptation, namely optimal information transmission at
the level of the AN followed by homeostatic adaptation
to a desired firing rate. The present model, in contrast,
only requires optimal information transmission at some
stage of processing.
D. Prediction
The mechanism proposed here predicts that gain adap-
tation should vary across frequencies for a given subject
depending on the strength of the nonlinear compression
at each frequency band. This work therefore predicts a
link between sensitization following a notched noise19,20
and the various correlates that are commonly associated
with the nonlinear effects of the cochlear amplifier, such
as distortion products or two-tone suppression—both
of which can be measured psychophysically or audio-
metrically using otoacoustic emissions17,47,91,92.
VI. CONCLUSIONS
Two main conclusions follow from this work. The first
is that a rather simple model of optimal auditory adap-
tation can account for tinnitus as a consequence of a
mismatch between the design parameters of the adap-
tive system and the actual performance of the sensory
apparatus. This account does not speak directly as to
where in the brain tinnitus arises, but rather as to why.
The model makes a novel testable prediction concerning
a linkage between Zwicker tone and tinnitus, which was
experimentally confirmed. It also predicts a link between
the Zwicker tone and cochlear amplification, which will
be tested in future experiments. The second conclusion is
that, regardless of the motivation for the psychophysical
experiments conducted, the experimental results in and
of themselves constitute a novel empirical link between
tinnitus and Zwicker tone.
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