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Multiorbital Hubbard models are shown to exhibit a spatially isotropic spin-triplet superconducting
phase, where equal-spin electrons in different local orbitals are paired. This superconducting state is
stabilized in the spin-freezing crossover regime, where local moments emerge in the metal phase, and the
pairing is substantially assisted by spin anisotropy. The phase diagram features a superconducting dome
below a non-Fermi-liquid metallic region and next to a magnetically ordered phase. We suggest that this
type of fluctuating-moment-induced superconductivity, which is not originating from fluctuations near a
quantum critical point, may be realized in spin-triplet superconductors such as strontium ruthenates and
uranium compounds.
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Spin-triplet superconductivity, in the sense of equal-spin
pairing, is believed to occur in a number of correlated
materials. The best candidate is the layered compound
Sr2RuO4, where the Knight shift remains unchanged across
the superconducting phase boundary, in stark contrast to
the behavior expected for spin-singlet pairing [1]. In the
iron pnictides, where a spin-triplet superconducting phase
has been proposed in early theoretical works [2], the
experimental evidence points toward spin-singlet pairing,
although in LiFeAs a spin-triplet scenario is still being
debated [3,4]. The uranium-based superconductors are also
possible candidates for spin-triplet pairing. In compounds
such as UGe2, UCoGe and URhGe, the superconducting
state is found near a ferromagnetic phase and the two
orders may even coexist [5–8]. For a deeper understanding
of unconventional superconductivity in strongly correlated
electron systems with multiple active orbitals, it is thus
important to clarify the mechanisms which can lead to
spin-triplet pairing.
While a p-wave symmetry is usually assumed for the
pairing state in spin-triplet superconductors, an s-wave
spin-triplet pairing is also possible by taking into account
the orbital degrees of freedom. The mechanism of this
unconventional superconductivity can be easily understood
[2,9–15]: same-spin electrons tend to occupy the same site
due to the Hund coupling, which favors high-spin states.
A new insight in this Letter is that the s-wave spin-triplet
pairing is closely connected to the emergence of local
magnetic moments in so-called Hund metals [16]. This
class of materials, which includes ruthenates [17,18] and
iron pnictides [19–24], exhibits Hund-coupling-induced
correlation effects and characteristic non-Fermi-liquid
properties. The underlying phenomenon is spin freezing
[17]: In a narrowly defined range of fillings and interaction
strengths, long-lived magnetic moments appear in the metal
phase of multiband systems with Hund coupling [formation
of a large composite spin, see right panel of Fig. 1(a)].
In the absence of long-range order, the emerging local
moments will be screened at sufficiently low temperature,
so that there is no quantum phase transition associated
with spin freezing. However, screening large local moments
is difficult, and the Fermi-liquid coherence temperature
becomes very low [16,25]. Hence, as demonstrated here,
a spontaneous symmetry breaking preempts the screening
of the moments. While deep in the spin-frozen regime the
long-lived local moments order magnetically at low temper-
atures, the emerging and fluctuating local moments in the
spin-freezing crossover regime generate spin-triplet pairing.
This leads to the formation of a superconducting dome
separating the Fermi liquid metal from the magnetically
ordered region and results in phase diagrams that closely
resemble those of unconventional superconductors.
We consider a three-orbital Hubbard model whose
Hamiltonian is given by
H¼
X
kγσ
ðεk − μÞc†kγσckγσ þU
X
iγ
niγ↑niγ↓
þU0
X
iσ;γ<γ0
niγσniγ0σ¯ þ ðU0 − JÞ
X
iσ;γ<γ0
niγσniγ0σ
− αJ
X
i;γ<γ0
ðc†iγ↑ciγ↓c†iγ0↓ciγ0↑ þ c†iγ↑c†iγ↓ciγ0↑ciγ0↓ þH:c:Þ;
ð1Þ
where i is the site index, γ ¼ 1, 2, 3 the orbital index, σ ¼
↑;↓ the spin index, and σ¯ represents the complementary
spin (↑¯ ¼ ↓). εk is the dispersion of electrons on the lattice,
and μ is the chemical potential. The interaction terms
contain the intraorbital (U) and interorbital (U0) Coulomb
repulsions, and the Hund coupling J. The parameter α
controls the anisotropy in spin space; i.e., α ¼ 1 corre-
sponds to a spin-rotationally invariant system and α ¼ 0 to
the Ising anisotropic case where the interactions are only
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of density-density type. A spin anisotropy may originate
from spin-orbit coupling, and the parameter α allows us to
incorporate this effect in a simple manner [26].
An anisotropic coupling in spin space should, in prin-
ciple, only change the prefactor of the spin-flip term in
Eq. (1). However, for J > 0 the pair-hopping term, which
transfers two electrons in the same orbital to another
orbital, is not important. This is because the pair hopping
favors the state shown in the left-hand panel of Fig. 1(a),
which is hardly realized due to the presence of the intrasite
Coulomb interaction U, which is larger than J. We there-
fore consider it more convenient to put the anisotropy factor
in front of both terms, so that α interpolates between the
familiar Ising and rotationally invariant limits.
While the phenomena discussed in this Letter are generic
features ofmultiorbital systemswith nonzeroHund-coupling
parameter J, we will show results for the three-orbital case
with U0 ¼ U − 2J, J=U ¼ 1=4 and consider a semicircular
density of states with bandwidth W ¼ 1. (We neglect
specific material effects related to the particular shape of
the density of states and to the hybridization between
different orbitals, aiming at a general, material unspecific,
discussion of the physics.) The model is solved using the
dynamical mean field theory [27], combined with a numeri-
cally exact continuous-time quantum Monte Carlo method
[28,29]. This formalism captures local correlation effects.
To illustrate the spin-freezing phenomenon, we
compute the dynamic contribution to the local magnetic
susceptibility,
Δχloc ¼
Z
β
0
dτðhSiðτÞSii − hSiðβ=2ÞSiiÞ; ð2Þ
where β ¼ 1=T is the inverse temperature and OðτÞ¼
eτHOe−τH. The operator Si¼ð1=2MÞ
P
M
γ¼1ðc†iγ↑ciγ↑−
c†iγ↓ciγ↓Þ, with M ¼ 3 the number of orbitals, measures
the local spin. The first term on the right-hand side yields
the local magnetic susceptibility (χloc). In Eq. (2)
we subtract the long-time correlator hSiðβ=2ÞSii, which
reflects the magnitude of long-lived frozen moments
[17,30]. Hence, the quantity Δχloc measures the fluctua-
tions of the moments. Figure 1(b) shows the filling
dependence of these quantities for α ¼ 0. While the local
susceptibility χloc monotonically increases with increasing
n, the fluctuation Δχloc reaches a maximum at n≃ 1.9.
This peak indicates the crossover between the Fermi liquid
and spin-frozen regimes, and we use the location of the
maximum as our definition of the “spin-freezing cross-
over.” The spin freezing is also reflected in the renormal-
ization factor z, or mass-enhancement factor 1=z, of the
quasiparticles [18]. For the estimation, we use the ansatz
Σðω→ 0Þ ¼ aþ bω and determine the coefficients by
fitting the numerical data. Specifically, we fit the self-
energy by the Padé approximation using the lowest two
Matsubara frequencies and compute the renormalization
factor by the relation z ¼ ð1 − bÞ−1. Figure 1(c) exhibits
a drop of z in the spin-freezing crossover region.
Qualitatively similar results are obtained in the SU(2)
symmetric case (α ¼ 1, dashed lines).
To study the stability regions of ordered phases, we
calculate the susceptibilities
χO ¼
1
N
Z
β
0
hOðτÞO†idτ; ð3Þ
where N is the total number of sites. The operator O is
given by
O ¼
8>>><
>>>:
P
i
Si ðFMÞ
P
i
λiSi ðAFMÞ
P
i
c†iγ↑c
†
iγ0↑ for γ ≠ γ
0 ðSCÞ;
ð4Þ
for ferromagnetic order (FM), antiferromagnetic order
(AFM), and s-wave interorbital spin-triplet superconduc-
tivity (SC). λi is a sign that depends on the sublattice. A
divergence in χO (or equivalently a sign change in 1=χO)
indicates a possible transition into a long-range ordered
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FIG. 1 (color online). (a) Illustration of possible local configurations with two electrons in three orbitals and the corresponding
energies E. (b) Filling dependence of the local magnetic susceptibilities for U ¼ 1 and T ¼ 0.005. The black curve shows the local
magnetic susceptibility χloc, and the blue curve the contribution from long-lived (frozen) moments. (c) Filling dependence of the
renormalization factor z for the same parameters.
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phase. The susceptibilities in Eq. (4) can be derived from
the two-particle Green function [31]. We calculate the
vertex part of this Green function from the local impurity
problem, and obtain the lattice two-particle Green function
by solving the Bethe-Salpeter equation. While we have also
calculated the susceptibilities for other types of orders, such
as orbital ordering, only the quantities listed in Eq. (4)
diverge in the parameter regions considered in this Letter.
Figure 2(a) shows the inverse susceptibilities for
T ¼ 0.005, U ¼ 0.75, α ¼ 0, and different fillings.
Symmetry broken phases exist in the regions where
1=χO < 0. Repeating this analysis for different U, we
obtain the T ¼ 0.005 phase diagram shown in Fig. 2(b).
At U ≳ 1.25, a FM phase appears [32], while near half
filling the AFM phase is stable. A new result is the
existence of a SC region connecting the FM and AFM
phases. This spin-triplet SC phase is clearly associated with
the spin-freezing crossover, indicated by the black dashed
line, which suggests that the fluctuating local moments
at the border of the spin-frozen regime induce the pairing.
We also show the phase diagram at a lower T ¼ 0.0025 in
Fig. 2(c), where the SC region expands.
We note that there is no direct attraction among elec-
trons, although the superconductivity is realized by forming
electron pairs. The effective attraction for Cooper pairs can
be understood from the imbalance of the Coulomb inter-
actions [14,33–35]. To see this, let us consider the situation
with two electrons on one lattice site. As shown in Fig. 1(a),
there are three kinds of configurations. The energetically
most favorable one is the electron pair with the same spins,
because of the Hund coupling J. Hence, two same-spin
electrons will tend to occupy the same site (but different
orbitals), even though a repulsive Coulomb interaction acts
between them. Indeed, the local effective interaction ~U
among same-spin electrons can be derived within second-
order perturbation theory [33], which results in
~U ≃ ðU0 − JÞ − ½2UU0 þ ðU0 − JÞ2 þU02χloc; ð5Þ
with χloc ¼ Δχloc in the weak-coupling approximation [31].
If the second term on the right-hand side dominates the
first-order term due to a large χloc, the interaction becomes
attractive.
A reduction of the interaction energy below U − 3J is
not possible if the number of electrons is constrained to
two per site, on average. On the other hand, the electrons
do not have to occupy the same site when n ≤ 1, and the
superconducting state is never realized in this case.
Next, we discuss the temperature-filling phase diagram
shown for U ¼ 0.75 in Fig. 3(a). With hole doping
from half filling (n ¼ 3), the AFM transition temperature
decreases and becomes zero at n≃ 2.3, which is close to
the spin-freezing line. By further doping with holes, we
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FIG. 2 (color online). (a) Filling dependence of the inverse susceptibilities for FM, AFM, and SC orders for U ¼ 0.75, T ¼ 0.005 in
the system with Ising spin anisotropy (α ¼ 0). A negative 1=χO indicates a long-range ordered phase with order parameter O. (b),(c)
Interaction-filling phase diagrams at T ¼ 0.005 and T ¼ 0.0025, respectively. The black dashed line shows the location of the spin-
freezing crossover in the system without long-range order.
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FIG. 3 (color online). (a) Temperature-filling phase diagram at
U ¼ 0.75. (b) Temperature-interaction phase diagram at n ¼ 2.
The black dashed line indicates the spin-freezing crossover in the
system with suppressed long-range order. The light blue dia-
monds show the minimum of the inverse pairing susceptibility.
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find the spin-triplet SC phase with a dome-shaped Tc. If we
fix the filling to n ¼ 2 and change U, we obtain the phase
diagram shown in Fig. 3(b). With decreasing U (increasing
pressure, experimentally), the FM order is destroyed and
again a SC dome appears next to the magnetic region.
The light blue diamonds in Fig. 3 show the points where
the inverse pairing susceptibility reaches its minimum as
indicated by the arrow in Fig. 2(a). Above Tc, this
corresponds to the maximal pairing instability, while below
Tc this minimum approximately locates the maximum
order parameter [31]. The close resemblance to the spin-
freezing crossover line shows the relevance of spin freezing
for the present superconductivity.
SC domes are usually understood as a manifestation of
fluctuations associated with magnetic quantum critical
points. However, the superconductivity revealed in this
Letter is induced by local magnetic fluctuations in the
spin-freezing crossover regime. Nevertheless, the SC order
naturally appears in the vicinity of a magnetic phase,
since the strengthening of the magnetic moments deeper
inside the spin-frozen regime causes magnetic ordering.
Furthermore, the normal state above the SC dome is a
non-Fermi liquid whose properties are influenced by the
spin-freezing crossover [17].
Thus far we have shown results for the system with Ising
anisotropy. We now clarify how the superconductivity is
affected by the spin-flip term in the model with α ≠ 0.
Figure 4 shows Tc for U ¼ 0.875 and filling n ¼ 2. As α is
increased from 0, the transition temperature decreases and
drops below the lowest accessible temperature at α ¼ 1.
The destabilization of the electron pairs by the spin-flip
term can be intuitively understood by looking at Fig. 1(a).
Since the spin-flip term exchanges ↑ and ↓ spin electrons
residing in different orbitals, the configuration shown in the
middle panel is favored. As a result, the probability for the
equal-spin state (right-hand panel) decreases compared
to the spin-anisotropic case. Near α ¼ 1, the fluctuations
among the three degenerate spin-triplet states further
destabilize the equal-spin pairing. In fact, a previous study
of a single-orbital model based on the Eliashberg theory
[36] demonstrated the importance of longitudinal fluctua-
tions for pairing, which is consistent with our results.
Finally, let us comment on the potential implications of
these findings for unconventional multiband superconduc-
tors. Because an Ising-type spin freezing is underlying the
fluctuating-moment-induced spin-triplet superconductivity,
it may be expected to occur in electron systems with strong
spin-orbit coupling. Promising candidates are the uranium-
based superconductors UGe2 [5], URhGe [6], and UCoGe
[7], which exhibit a SC phase bordering a FM phase. In
these compounds a strong Ising spin anisotropy is observed:
the magnetization along the easy axis is several times larger
than along the hard axis [8]. Futhermore, Ising-type spin
fluctuations are important for the superconductivity, since
a magnetic field along the magnetic moment destabilizes
the pairing, while it is much more robust against fields
perpendicular to the moment [8]. The 5f electrons in the
U ions, which play a central role in the low-temperature
behavior, have a relatively itinerant nature and are strongly
correlated. Although a realistic description should involve
an Anderson lattice, the local interaction is of the Slater-
Kanamori type, and, hence, we expect the same spin-triplet
SC state. We thus believe that our mechanism could be
realized in these uranium-based superconductors.
Sr2RuO4 is another candidate compound that might
exhibit a fluctuating-moment-induced superconductivity.
Here, the spin-orbit coupling is nearly 100 meV [1], and
as shown in Fig. 4 the spin anisotropy need not be very
large to realize a SC state at low temperatures. Also, the
estimated U ≃ 0.8 [18] and the filling n ¼ 4 (same as
n ¼ 2 due to particle-hole symmetry) place this material in
the parameter regime where the SC state is found near a
FM phase [Figures 2(b) and 2(c)]. A related compound,
SrRuO3, with a larger U, becomes a ferromagnet [16] and
exhibits the non-Fermi-liquid behavior associated with spin
freezing in the high-temperature phase [37,38].
In the iron pnictides, the Coulomb interactions and fillings
on theFe sites can also be close to the spin-freezing crossover
values [20,21], and for LiFeAs, in particular, the experi-
mental signatures fully support this interpretation [39]. On
the other hand, the 3d electrons have weak spin-orbit
coupling, and hence a small spin anisotropy. Thus, for
iron pnictides (including LiFeAs), one can expect other
types of pairing driven by, e.g., Fermi-surface nesting
mechanisms to dominate.
For an experimental detection of the present super-
conductivity, it is necessary to measure both the spin
and spatial parts of the pairing state. The spin part can
be determined by measuring the magnetic susceptibility,
e.g., with NMR. If it is identified as spin-triplet, one still
has to distinguish between p-wave pairing and the pro-
posed s-wave interorbital pairing. The difference lies in the
presence (absence) of a node in the gap function which
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FIG. 4 (color online). Dependence of the superconducting
transition temperature on the spin anisotropy α for U ¼ 0.875
and n ¼ 2.
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will be reflected in a power-law (exponential) temperature
dependence of physical quantities. Our work provides a
general guiding principle in the search for new unconven-
tional multiband superconductors, namely, the combination
of emerging local moments in the spin-freezing crossover
regime and spin anisotropy in heavy elements.
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