Abstract. We study on-line scheduling in overloaded systems. Requests for jobs arrive one by one as time proceeds; the serving agents have limited capacity and not all requests can be served. Still, we want to serve the "best" set of requests according to some criterion. In this situation, the ability to preempt (i.e., abort) jobs in service in order to make room for better jobs that would otherwise be rejected has proven to be of great help in some scenarios.
1. Introduction. Scheduling problems pervade many aspects of system design and management. Consider, for instance, the following problems.
(a) A system with several processors is assigned jobs of varying duration and load, where each job is to be performed on a single processor. The jobs arrive one by one and each job must be assigned to a processor before the next job is known. The goal is to assign the jobs to processors "in the best possible way."
(b) A set of gateways connects a network of computers to a set of peripheral devices. At any point in time, a node in the network may request a connection to a particular type of device for some period of time. The bandwidth required for the different connections vary. The goal is, again, to assign connections to gateways "in the best possible way." (c) A communication network with guaranteed bandwidth policy (e.g., asynchronous transfer mode (ATM) [23] ) services many different types of traffic. Requests for connections between nodes in the network arrive and depart through time. The durations, priorities, and bandwidth requirements of connections vary (e.g., e-mail, video, etc.). Connections should be allocated bandwidth and routed "in the best possible way."
A prominent characteristic of all these scenarios is that the scheduling algorithm learns about the incoming requests as they enter the system one by one, and must decide how to handle each task without knowledge of future tasks. Any such algorithm which must make decisions without complete knowledge of the entire input sequence is said to be an online algorithm.
Two natural optimization problems arise from these and other related scenarios. First, we may assume that all requests will be served and aim at minimizing the maximum load on any serving agent (e.g., processor, gateway, link) at any point in time. We call this problem load balancing. Alternatively, we may consider a situation where the capacity of the system is limited and not all requests can be served. Here the goal is to schedule the subset of requests with maximum value according to some criterion. We call this problem admission control. Both optimization problems have been studied in several models. The load balancing problem emerging from example (a) above is an old problem introduced in [14] and extensively studied since [1, 6, 9, 16] . The admission control problem emerging from this example is studied in [10, 11, 22] . The load balancing problem emerging from example (b) is studied in [5, 7] and from example (c) in [1] . The admission control problem emerging from example (c) has been extensively studied (e.g., [2, 3, 12, 13, 8] ). In this work we address admission control problems. (We refer the reader to [10] for an exposition of the importance of admission control.)
A natural question in such scenarios has to do with the power of preemption. The ability to alter previous decisions in certain ways has proven to be very powerful (say, when algorithms are allowed to reassign a job to a different server at some cost [20, 19, 15] ). We address the following notion of preemption, natural in limited capacity scenarios. We allow a job to be aborted in the middle of execution in order to make room for a more valuable job that would otherwise be rejected. However, no credit is accrued for uncompleted jobs. Preempting jobs in the middle of execution may be problematic in some scenarios (say, when service is guaranteed upon admission). In other scenarios, preemption seems to be acceptable and even very helpful (say, in systems that support real-time jobs, e.g., [21] ).
It has been demonstrated that an appropriate use of preemption helps considerably to enhance the throughput in certain settings [8] . We study the following question. To what extent can the ability to preempt jobs enhance the performance in more general cases (e.g., when the criteria for performance are different, or when the setting is different) ? We provide some surprising answers to this question by demonstrating that preemption does not help much (if at all) in a large variety of on-line admission control problems. First we consider a generic model for on-line admission control. In this model we show a lower bound on the competitiveness of any randomized, preemptive on-line scheduling algorithm. This bound applies, via several reductions, to a large variety of models, and in particular to the admission control problems emerging from the three examples above. We elaborate on the different scenarios where our result applies in section 1.1.
We describe our generic model. A server is given a sequence of job requests, arriving one by one as time proceeds. The server can serve only one job at a time. Each job is characterized by its arrival time, its duration (known upon arrival), and its value. A job has to be either rejected or served immediately for the specified duration. The server can preempt (i.e., abort) jobs in service. The value gained from a sequence is the sum of the values of completed jobs. No value is gained for preempted jobs. We consider randomized scheduling algorithms (or schedulers). A scheduler is f -competitive if for any sequence S of jobs the value gained by the best (off-line) schedule on S, divided by the value gained by the online scheduler on S, is at most f . Note that f may be a function of the request sequence, rather than a constant. In this model, we prove the following bound. Theorem 1. Any randomized, preemptive scheduler has a competitive ratio of at best 1 10 log µ log log µ ,
where µ is any of the following two measures: (i) µ = µ v , the ratio between the largest and smallest values of a job in the request sequence;
(ii) µ = µ d , the ratio between the largest and smallest durations of a job in the request sequence.
We actually prove a stronger fact than suggested by the theorem: for any randomized preemptive scheduler A and for any µ, we construct a sequence S which simultaneously satisfies µ d (S) ≤ µ and µ v (S) ≤ µ, such that the competitiveness of A on S is 1/10 log µ/ log log µ. An identical bound applies also to scenarios where more than one job can be served at a time. In section 5 we describe a simple, randomized, preemptive O(log(min{µ d , µ v }))-competitive scheduler in our generic model, thus demonstrating that our bound is at most a roughly quadratic factor from optimality.
Many previously studied scheduling problems can be reduced to this generic model. In particular, our bound applies to the setting in which Awerbuch, Azar, and Plotkin show a scheduler with competitiveness logarithmic in µ d and µ v [2] . Their scheduler is both deterministic and nonpreemptive. Thus, in their setting, the combined power of randomization and preemption results in at most a roughly quadratic improvement. (We note, however, that the scheduler in [2] does not apply to the setting of Theorem 1.)
Our proof of the bound is nontrivial and occupies most of this paper. It involves techniques which we believe are of independent interest. For each randomized scheduler, we construct a request sequence on which the scheduler performs poorly relative to the best strategy. We stress that the sequence is fixed for this scheduler; that is, the sequence does not change in different runs of the scheduler. The sequence is constructed one request at a time via an interaction with the scheduler, A. Each next request is generated based on the probability distribution of the job that A currently has in service. More specifically, at each step we keep a set of threshold values. We generate the next request depending on whether the probability that A has some specific job in service is above or below one of the thresholds. Our adversarial strategy is a randomized adaptation of a simple deterministic lower bound. Our technique may prove useful in transforming similar deterministic lower bounds into randomized ones.
1.1. Applications of the bound. We describe how our lower bound applies to several recently studied admission control problems. In section 4 we formally state and prove these applications.
Consider the setting of example (a) above. A system consists of a set of processors, each with limited capacity. Jobs of varying load, duration, and value arrive through time, each with a deadline. At all times the sum of the loads of the jobs in service on a given processor must not exceed its capacity. A scheduler must decide which jobs to execute (and on which processor) in order to complete the set of jobs with the largest total value before their deadlines. Via a simple reduction, our lower bound applies to this setting, with any number of processors, where µ is either µ d or µ v . A lower bound of Ω( √ µ v ) on the competitive ratio of any deterministic preemptive scheduler is shown in [11, 18] , where the value of a job is arbitrary. However, their bound does not apply to randomized schedulers. Our bound holds even for the cases where:
(1) a single job cannot occupy more than a predefined fraction δ of the capacity, for any δ > 0 (see Corollary 1);
(2) each job has a value equal to its duration, as opposed to having an arbitrary value; (3) all jobs have the same value. In the last two cases, the bound holds with respect to µ d and µ l , where µ l is the ratio of largest to smallest load of a job in the input sequence. (See Corollaries 2 and 3.) Surprisingly, our bound does not apply when the value of each job equals its load times its duration. In fact, constant competitive algorithms exist in this case [10, 11, 22, 17, 18, 8] . We suggest an explanation for this phenomenon below.
We note that example (b) given at the beginning of the introduction is a generalization of this multiprocessor scheduling problem. The bound applies, yielding similar results.
Next we address call control and virtual circuit routing problems. Here we have a communication network with guaranteed bandwidth policy in which the links have limited capacities. Requests for connections (or calls) arrive through time, where each call has its source and destination nodes, as well as duration, bandwidth requirement, and value. The scheduler must route accepted calls within the capacity limitations of the links; that is, the sum of the bandwidth of calls using each link must be at all times less than its capacity.
Awerbuch, Azar, and Plotkin show a deterministic, nonpreemptive O(log µ)-competitive scheduler in this model, where µ = µ d · µ v · n and n is the number of nodes in the network [2] . They also show that this is the best that any deterministic, nonpreemptive scheduler can achieve. Their scheduler has the drawback that every job is constrained to require bandwidth at most 1/ log µ of the capacity of any edge. Awerbuch et al. remove this constraint for networks with a tree topology via a randomized, nonpreemptive scheduler [3] . Awerbuch et al. improve the bounds for trees and give randomized, nonpreemptive schedulers for meshes [4] .
Garay and Gopal initiated the study of preemptive call control in [12] . They show constant competitive preemptive schedulers for simple networks and value functions. Garay et al. show competitive schedulers on a single link and a line network, for the special case that at most one call can be accommodated on any link, and for several specific ways for determining the value of a call [13] . Bar-Noy et al. generalize their results by showing constant competitive schedulers on a single link when the value of a call is the bandwidth times the duration and every call has a bandwidth requirement which is at most a limited fraction of the capacity of the link [8] . Their strategies apply also to line networks if all calls have infinite durations. (Here the bandwidth times the duration of a call reflects the "amount of information" contained in the call. Thus, preemption helps when the quantity to be maximized is the throughput of the link.)
We provide a lower bound of 1/10 log µ/ log log µ on the competitiveness of any preemptive, randomized scheduler for any network, when the value of a call is arbitrary. The bound holds even when a single call cannot occupy more than a predefined fraction δ of the link capacity (for any δ > 0), and even if the value of a call is its duration or if all calls have the same value (see Corollary 4) .
Furthermore, if the network has no cycles then the bound applies with µ = min{µ d , D}, where D is the diameter of the network. In this case, the bound holds even when the value of a call equals the duration times bandwidth, or the distance from source to destination, or the distance times duration, or the distance times duration times bandwidth (see Corollary 6) .
We suggest the following explanation of this "dichotomy." The bandwidth times duration measures the "amount of information" contained in a call, whereas the bandwidth times duration times distance measures the "work" invested in a call. It can thus be said that, in the single link case, when the value of a job is directly proportional to the information contained in it then the bound does not apply and constant competitive algorithms exist. If the value of a job is determined in any other way then the bound applies. In more complex networks (even in a line of links), the bound applies even when the value of a call is directly proportional to the amount of information, or to the work invested.
Organization. In section 2 we formally define our generic model. In section 3 we state and prove the basic lower bound as stated in Theorem 2. (In section 3.1 we first prove a weaker version of the bound; the proof of this weaker version is simpler and offers intuition for the proof of the full bound.) In section 4 we state and prove several corollaries of the bound. In section 5 we demonstrate the tightness of the bound by sketching a scheduler in our model, with logarithmic competitiveness.
2. The model. We formalize the generic model described in the Introduction. A server is given a sequence of job requests, arriving one by one as time proceeds. We assume that time is discrete, although several requests may arrive at a single time unit. The server can serve at most one job at a time. Each job c is characterized by its arrival time t c , its duration d c (known upon arrival), and its value v c . The scheduling of jobs is subject to the following rules. A job has to be either served immediately for the specified duration or rejected. The server can preempt (i.e., abort) a job in service. The server accrues an additive gain of v c for each completed job c. No gain is accrued for preempted jobs.
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A sequence S = c 1 , . . . , c n of job requests is timely if t ci ≥ t cj for every i > j. Say that S is feasible if no two jobs intersect in time; that is, for no i = j we have
For a scheduling algorithm A, let A(S, r) ⊆ S be the sequence of jobs completed by A on sequence S and random input r. Algorithm A is a valid scheduler if whenever S is timely, A(S, r) is feasible for all r. Definition 1. Let µ 1 (·), . . . , µ t (·) be a set of measure functions from request sequences into the reals. A scheduler A is f -competitive with respect to µ 1 (·), . . . , µ t (·) if for all large enough m and for all timely sequences S with max
, where E r (G(A(S, r))) denotes the expected value of G(A(S, r)) when r is uniformly chosen from the set of random inputs of A. We stress that the sequence S does not depend on the random choices of A (i.e., using standard terminology, the adversary is oblivious).
We sometimes use EGA(S) to shorthand E r (G(A(S, r))). We also say that
O(S)
EGA(S) is the competitive ratio of A on sequence S. Below we use the following simple observation. For a sequence S, a scheduler A, and a job c ∈ S, let I c denote the binary random variable having value 1 iff job c is completed in a run of A on S.
Then,
That is, the expected gain of the scheduler is the sum over all jobs in the input sequence of the probability that the job is completed times its value.
log log(x) . Let µ d (S) (resp., µ v (S)) be the ratio between the largest and smallest durations (resp., value) of a job in the request sequence S. We prove the following bound.
Theorem 2. Any randomized, preemptive on-line scheduler is at best g-competitive, with respect to measures µ d and µ v .
For the proof we construct, for each scheduling algorithm A and infinitely many values m, a timely sequence S with max{µ d (S), µ v (S)} ≤ m, and we show a feasible "off-line schedule" S ′ ⊆ S such that
. We first present a very rough description of the construction. Say that two jobs are of the same type if they have the same duration and value. The sequence S consists of several different types of jobs. Let p i (t) denote the probability that a job of type i is being served by A at the end of time unit t. Let p(t) = p 0 (t), . . . , p k (t) , where the number of different types of jobs is k + 1. Since at most one job can be scheduled at a time, we have k i=0 p i (t) ≤ 1 for all t. Given A, p(t) is a function only of the prefix of S consisting of the jobs requested up to time t.
The construction of the sequence S can be pictured as an interactive game between the scheduler and an adversary, where in each time unit t the adversary generates some requests based on p(t − 1) and the jobs requested so far. Next the scheduler generates p(t) based on the new requests and the history of the interaction, subject to the conditions that k i=0 p i (t) ≤ 1, and p i (t) ≤ p i (t − 1) unless a new i-job is requested at time t. (Here we give the scheduler some extra "leeway" by letting it know in advance all the jobs requested during the entire time unit.) Sequence S is now the concatenation of the jobs requested by the adversary in the game. We stress that S is fixed for each scheduler; it does not depend on the random choices of the scheduler in a specific run.
The adversary strategy in the above game consists of several recursive applications of roughly the same scheme. In order to better present the construction and analysis, we first describe a simpler adversary that consists of only one application of this scheme. This simpler adversary, called a 1-adversary, shows a weaker result than Theorem 2, namely, that no valid scheduler is less than ( Setting an appropriate "stopping time," t 0 , is the crux of the adversarial strategy. If the scheduler were deterministic (or alternatively, if the adversary could see the random choices of the scheduler), then computing t 0 would be simple. If A preempts the a-job in favor of some b-job, the input sequence would stop. This way, A gains m while the optimal schedule is the a-job, with gain at least m 2 . If A never preempts the a-job then we set t 0 = m 2 (that is, b-jobs are requested during the entire duration of the a-job), and the optimal schedule is all the b-jobs with gain m 3 . In any case, the competitive ratio of A on S would be m.
However, the random choices of A are not known. Instead, the adversary will, at the onset of any time unit t + 1, compute p a (t), the probability that A still serves the a-job. If p a (t) is large enough (i.e., above some threshold described below) then another b-job is requested. Otherwise the request sequence is stopped. The threshold is computed as follows. Let O b (t) denote the maximum gain that can be accrued from the requested b-jobs up to time t (that is, O b (t) = t · m for time t where p a (t) has not yet dropped below the threshold). Let the threshold at time t be f (O b (t)) (that is, f (t · m)), where the threshold function f (·) is:
and α = We suggest the following explanation for our choice of the threshold function. Let t 0 be the first time that p a (t) drops below the threshold. It will be seen that the competitive ratio of the algorithm is roughly at least the reciprocal of
where x = t 0 · m and f (·) is the threshold function in use (see Figure 3. 2). This choice of f (x) ensures that expression (3.1) evaluates to the same minimal value for all x. In particular, for any α the function f (x) = 1 − αe x m 2 solves the differential equation
for all x > m 2 . Thus (3.1) has the same value also for x > m 2 . Consequently, the competitive ratio of A on S will be roughly the same (minimal) value for all values of t 0 .
Analysis of the operation of A on S. We consider three cases. Case 1. t 0 ≤ m. In this case the best feasible subsequence of S is the a-job, with gain m 2 (that is, O(S) = m 2 ). The expected gain of A is computed as follows. The probability that A completes the a-job is p a (t 0 ). The probability that A completes the b-job offered at time t is p b (t) ≤ 1 − p a (t). Using the observation from the end of section 2, we have
(1 − p a (t)).
It follows from the adversary strategy that p a (t 0 ) < f (t 0 · m), and p a (t) ≥ f (t · m) for all t < t 0 . Thus,
(See Figure 3. 2.) Thus, in this case the competitive ratio of A is at best
In this case the best feasible subsequence of S is all the b-jobs, with gain t 0 m. For the expected gain of A, we now have
(The derivation of the third row from the second is done using the same integral as in (3.4)-(3.7); the derivation of the fifth row from the fourth uses the fact that 1 − α = αe.) Thus, in this case the competitive ratio of A is at least
The difference from Case 2 is that here p a (t) may never go below the threshold. However, this does not help the scheduler. The best feasible subsequence of S is all the b-jobs, with gain m 3 . Bounding the expected gain of the scheduler, we have (since p a (t) > 1 − αe for all t):
Thus, the bound on the competitive ratio of A is the same as in the previous case. In all three cases, the competitive ratio of A on S is at least min
. A straightforward calculation shows that any m ≥ 8 is enough for showing a nontrivial bound (that is, a bound more than 1).
Proof of Theorem 1.
Outline. Roughly speaking, the scheme described in section 3.1 used the b-jobs to make sure that A accrues only a fraction of the value of the a-job requested. The same scheme can be used recursively to make sure that A accrues only a fraction of the value of each b-job requested. That is, use a third type of jobs, called c-jobs, with smaller duration and value than b-jobs. The c-jobs have the property, however, that the total value of a series of consecutive c-jobs scheduled back-to-back for the duration of a single b-job is greater than the value of the b-job. For each requested b-job recursively apply the above scheme, using the c-jobs. Consequently, the "effective gain" that the scheduler accrues from each b-job is only a fraction of its real value. Thus, a better threshold function can now be used with respect to the a-job, forcing A to accrue only a smaller fraction of the optimal gain of the entire sequence. The adversary used for proving Theorem 2 uses this idea, implementing several levels of recursion. Throughout the proof we introduce various notation. Table 3 .1, summarizing the main definitions, will hopefully facilitate the reading. Construction of a k-adversary. Define Adv k , an adversary implementing k levels of recursion, as follows. Adv k requests k + 1 different types of jobs. The value of a job of type i (where
(Using the terms of section 3.1, the lower index jobs play the role of the bjobs and the higher index jobs play the role of the a-jobs.) Let an i-period be the time period in between two consecutive integer multiples of d i . A job is said to be i-small if it is a j-job with j < i. Let the partial gain function O i (t) denote the maximum (off-line) gain that can be obtained by scheduling only i-small jobs that have been requested by the adversary since the beginning of the current i-period through time t. Adv k employs k threshold functions f 1 (·), . . . , f k (·), defined below. The ith threshold at time t is f i (O i (t)).
At each time t, the threshold values are compared with the following values, derived from the behavior of the scheduler. Recall that p i (t) denotes the probability that the scheduler has a job of type i running at time t. Let q k (t) = p k (t); for i ≤ k, let q i (t) denote the probability that the scheduler has a job of type i running at time t, conditioned on the event that no j-job with j > i is currently running. That is,
.
Adv k thus operates as follows. At time t = 0, request k + 1 jobs, one of each type. At each other time t + 1, run procedure AdvStrategy(k, q k (t)), described in Figure  3 .3 below. Let the ith threshold function be:
We suggest the following explanation to the operation of the adversary. The condition in step (1) makes sure that the times at which an i-job may be requested are d i time units apart. Thus, only a single i-job can be requested during an i-period, and the duration of an i-job is a full i-period. (Namely, i-jobs are requested "back-to-back.") The condition in step (2) of each level i controls whether to call the (i − 1)st level. Roughly, the (i − 1)st level is called if the probability that an i-job is being served by A at time t, given that all the j-jobs for j = i + 1, . . . , k were preempted, is more than the threshold. This condition corresponds to the condition of section 3.1 regarding whether to request any further b-jobs.
Also here, the threshold functions are chosen so that in each level i the scheduler will have the same expected gain regardless of when q i (t) "dips" below the threshold. The competitive ratio of the scheduler against Adv i is later shown to be roughly bounded by the reciprocal of
where f i (·) is the ith threshold function in use, and x = O i (t). (The value 1/β i represents a lower bound on the competitive ratio of a scheduler against Adv i . See Lemma 1 below.) For every α i and β i , the choice of f i (x) ensures that expression (3.9) evaluates to the same (minimal) value for all x ≤ v i , using a differential equation in the same way as in section 3.1. The α i 's and β i 's are determined as follows. We set β 0 = 1. Next, for any i > 0, α i is chosen so that the competitive ratios at x ≤ v i and at x > v i are equal; using (3.9) and (3.10) this translates to
or (by the definition of f i (x)):
(for i = 1 this condition identifies with the corresponding condition in section 3.1:
Next, β i can be computed by evaluating (3.9) at any value of x (and adding a small "error term" γ). Setting, say, x = 0 and using (3.11), we get
+ γ. The recursion relation (3.8) follows.
Analysis of Adv k . Lemma 1. Let k ≥ 0. Let A be a scheduler and let S be the request sequence generated via an interaction between A and Adv k . Then, the competitive ratio of A on S is at best
is increasing in x, we can use the upper bound on β i from the inductive hypothesis to obtain an upper bound for β i+1 as follows:
, it just has to be verified that
After some algebraic manipulation, it can be seen that this is equivalent to
From the Taylor expansion of e x , we can verify that e x ≤ (1 + x + 3 4 x 2 ) for any x ≤ 1. Using the fact that 4/ √ i < 3/4, we can assume that i ≥ 28. Using both of these facts, it is not hard to verify that 4/ √ i − 1/7 ≤ 4/ √ i + 1. Plugging all of these back into the above inequality establishes (3.12). Now, to establish Theorem 2, we first compute the maximum possible value for k (namely, the maximum possible number of recursion levels), and we note that a sequence S generated by Adv k has µ v (S) =
given that µ(S) = m we can employ Adv k , where k = ⌊ log m 4 log log m ⌋. Theorem 2 always holds for log m log log m ≤ 10, since the competitive ratio is always at least 1. Thus, if we use k = ⌊ log m 4 log log m ⌋, we can assume that k ≥ 25. Using this lower bound on k, the fact that δ = Proof of Lemma 1. Consider a sequence S generated via an interaction between A and Adv k . We introduce the following notation. A time unit t is called i-critical if
is called an i-step if t s and t f + 1 are i-critical and t s + 1, . . . , t f are not i-critical. For every i, the sequence S partitions time into a sequence of i-steps. Let the i-height of τ be h i (τ ) = O i+1 (t s )−O i+1 (t s −1). (Note that if τ = [t s , t f ] is the first i-step in an i-period then the i-height of τ is v i .) The optimal gain from sequence S is the sum of the k-heights of all the k-steps in the duration of S.
Roughly, we will show that the expected gain of A from the jobs requested during each k-step is at most β k times the k-height of this step. However, we first distinguish between the main contribution to the competitive ratio of A and several special cases which result in additional, small "error terms." These error terms, encapsuled in the term δ defined above, result from three classes of requests. These classes are defined below and are taken care of in Lemma 4.
A j-job c is said to be final for level i if j < i and c is the last j-job to be requested in its i-period. A j-job is final if it is final for some level i where i > j. A j-job c is a step-2 job for level i if i > j and c is requested during the second i-step in its i-period. A job is step-2 if it is step-2 for some level i with i > j. A j-job c is said to be high-probability if q j (t) ≥ f j (O j (t)) for all times t in its duration. (High probability jobs correspond, in principle, to Case 3 in the analysis of a 1-adversary in section 3.1. This is the case where the probability that a job is running never falls below the threshold.) A job is regular if it is neither a step-2, final, nor high-probability job.
Let EGA τ (S) denote the expected gain of A from the regular jobs requested by Adv k during some step τ . That is, EGA τ (S) = c∈Sτ v c · Prob (A completes c), where S τ is the sequence of regular jobs requested during τ . Lemma 3 states that EGA τ (S) is at most β k times the k-height of each k-step τ . We know that O(S) = {k-steps τ } h k (τ ). It follows that the expected gain of A from S due to regular jobs is at most β k · O(S). Lemma 4 states that the total gain of A from all the nonregular jobs in S is at most δ · O(S). Lemma 1 follows.
On the structure of S. In the proofs of Lemmas 3 and 4, we use the following observations regarding the structure of S. The first job requested in each i-period is an i-job. The rest of the jobs in this i-period are i-small. Each i-period can be partitioned into i-steps (any i-step is contained within a single i-period). The first i-step in an i-period occurs due to the request of the i-job and has i-height v i . This i-step can be partitioned to several (i − 1)-steps. In the second i-step (if there is one), the optimal gain due to the i-small jobs exceeds the gain of the i-job for the first time. If this happens, then the optimal schedule in the i-period contains only i-small jobs instead of the i-job. As a result, any additional increase in O i+1 within this i-period causes the same increase in O i , and any subsequent i-step τ is also an (i − 1)-step. Furthermore, h i (τ ) = h i−1 (τ ). Note that if there is a second i-step τ , then τ is also an (i − 1)-step, but it is not necessarily the case that h i (τ ) = h i−1 (τ ) for the second i-step. This is because the arrival of an i-small job may cause the optimal gain from i-small jobs to exceed the value of the i-job by only a small amount.
Lemma 3. Let k ≥ 0. Let A be a scheduler and let S be the request sequence generated via an interaction between A and Adv k . Let τ be a k-step. Then,
Proof. Outline. We prove the lemma by induction on k. The lemma trivially holds for Adv 0 (using one type of job), since β 0 = 1. Also, the case of Adv 1 was analyzed in section 3.1.
Let k > 0 and assume that there exists a scheduler A and a k-step τ such that (3.13) is violated. We construct a scheduler A ′ with the following property that contradicts the induction hypothesis. Consider the sequence S ′ generated via the interaction of A ′ with Adv k−1 . Then there exists a (k (3.14) where EGA ′ τ ′ (S ′ ) is defined similarly to EGA τ (S), with respect to A ′ , S ′ , and τ ′ . Construction of A ′ . Consider the sequence S generated by Adv k interacting with A. First a (k − 1)-period of S, starting at time t * , is chosen in a way described below. Roughly, A ′ will imitate the operation of A starting at time t * , conditioned on the event that A has preempted the k-job. More precisely, let p i (t) (resp., p ′ i (t)) denote the probability that A (resp., A ′ ) has a job of type i scheduled at time unit t. Scheduler A ′ is constructed so that when playing against Adv k−1 for the duration of a (k − 1)-period, the following probability vector p
Scheduler A ′ can always be implemented since
only if an i-job is requested at time t. In choosing t * we distinguish two cases. Case 1.
Step τ is not the first k-step. Then τ is also a (k−1)-step and is contained in a (k − 1)-period. Let t * be the beginning of this (k − 1)-period. In the analysis, we will divide this case into two subcases, depending on whether the step is the second k-step or not.
Case 2.
Step τ is the first k-step. The first k-step is partitioned into several (k − 1)-steps, τ 1 , . . . , τ l . Let τ * be the (k − 1)-step contained in τ that maximizes the ratio
among all the (k − 1)-steps contained in τ , where e τi is the latest ending time of a regular job requested during τ i (note that e τi may be later than the end of τ i ). For convenience, we assume that the initial k-job is not included in the first (k − 1)-step. Let t * be the beginning of the (k − 1)-period containing τ * . Note that A ′ may perform very poorly on request sequences different than those generated by Adv k−1 . The only purpose of A ′ is to contradict the induction hypothesis. Analysis of scheduler A ′ . It can be seen from (3.15) and the adversary strategy (Figure 3. 3) that at each time t in the interaction of Adv k−1 with A ′ , Adv k−1 requests exactly the same jobs that Adv k requests at time t + t * when interacting with A; this holds with the following two exceptions. First, Adv k may request an initial k-job at time t * , where Adv k−1 does not. Second, the sequence S may end before S ′ , if p k (t) falls below the threshold for some time t. LetŜ denote the subsequence of S starting at time t * with the initial k-job removed (if there is one). Then,Ŝ is a prefix of S ′ . Furthermore, for any (k − 1)-step τ inŜ we have h k−1 (τ ) = h k−1 (τ ′ ), where τ ′ is the (k − 1)-step in S ′ that corresponds to τ . We consider the above two cases of determining t * .
Case 1a.
Step τ is the second k-step. All jobs requested in this step are step-2 jobs and are thus not regular. Thus, EGA τ (S) = 0. (Step-2 jobs are accounted for in Lemma 4.) Case 1b.
Step τ is neither the first nor the second k-step. Then, τ is a (k − 1)-step as well. Let τ ′ be the (k − 1)-step that corresponds to τ in
We show below that the probability that A completes each regular job c ∈ S is at most
times the probability that A ′ completes the corresponding job c ′ ∈ S ′ during τ ′ . Thus, if (3.13) is violated with respect to τ then (3.14) holds with respect to step τ ′ . Scheduler A completes an i-job c with probability p i (e c ), and A ′ completes c ′ with probability
, where e c is the time at which c ends. It remains to show that 1 − p k (e c ) ≤
. Since c is not a final job, we have that p k (e c ) ≥ f k (O k (e c )). Since τ is not the first k-step, the optimal gain has already exceeded v k , and
Step τ is the first k-step. Let τ * ′ be the (k −1)-step that corresponds to τ * with respect to S ′ . We show that if EGA
We proceed in two steps: first we show (3.17) , where t 0 is defined below. Next we show (3.18) .
Showing (3.17), we first express EGA τ (S) in terms of the expected gain of A in the (k − 1)-steps τ 1 , . . . , τ l contained in τ . Assume that the initial k-job is not a high-probability job. In this case, there is a time t such that p k (t) < f k (O k (t)). Let t 0 = t if t happens before the end of τ ; otherwise t 0 is the first time unit after the end of τ . Thus,
Inequality (3.16) is satisfied even if the initial k-job is a high-probability job. In this case, the contribution of this job is not included in EGA τ (S); it is considered in Lemma 4.
Scheduler A ′ completes each job c ′ ∈ S ′ requested during τ * with probability at least 1 (1−p k (ec)) times the probability that A completes the corresponding job c ∈ S. Since e c ≤ e τ * , we have EGA τ * (S)
It follows from the choice of τ * that EGA τi (S)
It remains to show that
First, we show that
where s τi is the starting time of step τ i , and γ = 2 k 2 is a small "error term." Next we show that
Showing (3.19), we have
The last derivation uses a standard transformation from a sum to an integral. We integrate only up to O k (t 0 ), since either t 0 is after the end of τ , or the only jobs requested at or after time t 0 are final jobs. Let x = O k (t 0 ). Since this is the first
. Thus:
To show (3.20) , let w i denote the largest j such that a j-job is requested on the first time unit of τ i . Rewriting the left-hand side of (3.20) we get
Observe that p k (t) is a nonincreasing function, and that for any w i1 , w i2 with i 1 > i 2 , step τ i1 begins only after all the jobs requested during τ i2 have ended. Thus,
Lemma 4. Let k ≥ 0. Let A be a scheduler and let S be the request sequence generated by an interaction between A and Adv k . Then, the total gain of A from all the step-2, final, and high-probability jobs in S is at most
Proof. We first bound the gain of A from the final and step-2 jobs. The gain achievable, even by the optimal schedule, from all the step-2 jobs for level i requested within a given i-period is at most v i−1 . For each i-job and every j < i, there is at most one final j-job. Let n i be the total number of i-jobs in S. The optimal gain achievable from the jobs that are either final or step-2 for level i is thus at most
For every i, the sequence of all i-jobs in S is a feasible subsequence of S, with gain
The sum of the values of all final and step-2 jobs is thus at most:
Next we bound the gain achievable from the high-probability jobs which are not final. Consider a high-probability i-job c which is not final. We first show that an (i − 1)-job is requested in each (i − 1) period for the duration of c. To see why this is true, recall that an (i − 1) job is requested in an (i − 1)-period if at the first time unit t in this period
for all j > i and for all times t in the duration of c. If c is high-probability then q i (t) ≥ f i (O i (t)) for all times t in the duration of c.
Consequently, k 4 jobs of type (i − 1) are requested in the duration of c. The total value of these (i − 1)-jobs is k 2 times the value of c. Let g i be the number of all nonfinal high-probability i-jobs in S. We know that k 2 v i g i ≤ v i−1 n i−1 . Therefore, the total gain from all nonfinal high-probability jobs is at most
4. Applications of the bound. In this section, we present a series of corollaries showing how the lower bound of Theorem 2 can be generalized and extended to related problems. The proofs of most corollaries are very similar techniques. For clarity, we give a full proof of the first corollary (Corollary 1). Next we describe our general technique in abstract terms. For the rest of the proofs we merely state how certain parameters of the general technique should be set.
Multiprocessor scheduling.
We first describe how the bound in Theorem 2 can be generalized to situations where more than a single job can be served at a time. Each job c has a load l c , and a feasible sequence is one in which the sum of the loads of any set of overlapping jobs is at most the capacity U of the server. The bound holds even if there is more than one server (each with capacity U ) and even if there is an upper bound on the load that any single job may require.
Recall that µ d , µ l , and µ v denote the ratio of maximum to minimum duration, load and value of a job, respectively. Let g(x) = 1 8 log x log log x . Corollary 1. Let δ < 1. Theorem 2 holds even when there are m servers, each with capacity U , and even if l c ≤ δU for each job c.
Proof. We assume the existence of a scheduler A ′ that contradicts the corollary. Let n c (t) denote the expected number of jobs in S ′ c scheduled by A ′ at time t. A will accept and preempt jobs so as to maintain the invariant that at all times t, the probability that A has job c scheduled is n c (t)/N c . In showing how A achieves this we assume that A ′ has the property that after the arrival of a set of jobs S ′ c , the entire capacity of all m servers is being used. No generality is lost by this assumption, since A ′ can always decide to preempt jobs later in favor of an incoming job. Now suppose that A has a jobc running during time unit t − 1 and jobs c 1 , c 2 , . . . , c k arrive at time t. A will preemptc with probability (nc(t − 1) − nc(t))/nc(t − 1). If A preempts its current job or did not have any jobs running during time t − 1, then it accepts job c i with probability n ci (t)/ k j=1 n cj (t). It can be verified by induction on t that the invariant holds.
Analysis of A. Given a feasible subsequenceŜ ⊆ S, the following feasible subsequenceŜ A maintains the invariant that at all times t the probability that A has job c scheduled is n c (t)/N c . Thus, we can deduce that O(S) ≤ O(S ′ ). Also, given a feasible subsequenceŜ ⊆ S, we can obtain a feasible subsequenceŜ
for every c ∈Ŝ, include all the jobs from S ′ c inŜ ′ . As in the previous proof, the expected gain of A ′ from the jobs in S ′ c is v c ′ n c (e c ). Consequently, the expected gain of A from job c is v c n c (e c )/N c .
The next two corollaries show that the bound applies also when some specific value functions are used.
Corollary 2. Assume jobs have arbitrary load and duration, and the value of a job is its duration. Then, any randomized, preemptive on-line scheduler is at best g/2-competitive for measures µ d and µ l . 
′ is g/2-competitive with respect to measures µ d and µ l , then A is gcompetitive with respect to measures µ d and µ v , contradicting Theorem 2.
We remark that the construction can be adapted to the cases where there is a bound δU (for any δ ≤ 1) on the load of a single job and where there are m servers. This is accomplished in a similar manner as in Corollary 1, that is, by increasing the number of jobs by a factor of m/δ and reducing the load of each job by a factor of δ. 
Bandwidth allocation.
Next we address bandwidth allocation problems. Job scheduling for the uniprocessor model discussed above is identical to the bandwidth allocation (call control) model on a single link, when load is translated to bandwidth. We generalize the result to work for an arbitrary network as follows.
Corollary 4. Assume calls have arbitrary values. Then, any randomized, preemptive call control algorithm for any network has a competitive ratio of at best g for measures µ d and µ v .
Proof. Pick any pair of nodes s and t in the network. Let F be the value of the maximum flow from s to t, where u(e) is the capacity of an edge. Let ǫ be the greatest common divisor of all the edge capacities. We will only request calls between s and t with bandwidth at most ǫ. Thus, the set of paths between s and t can be treated as a single edge with capacity F .
We use the same reduction above, choosing
, and l c = ǫ. The expected gain of A ′ from the c ′ jobs is v c n c (e c )ǫ/F , and the expected gain of A from job c is v c n c (e c )/N c = v c n c (e c )ǫ/F . Thus, the expected gain of A on its input sequence S is equal to the expected gain of A ′ on the constructed sequence
Corollary 5. Any randomized, preemptive call control algorithm for any network has a competitive ratio of at best g for measures µ d and µ l , even if the value of a call is its duration, or if the values of all calls are 1.
Proof. Use the techniques of the proof of Corollary 4 to extend Corollaries 2 and 3 to general networks.
Next we concentrate on networks with no cycles, namely trees. Corollaries 4 and 5 apply. In addition, here the bound can be shown to apply to other natural ways for determining a call value. Let r c denote the distance in the tree between the two endpoints of the call c. Let D be the diameter of the tree. (D can be regarded as the ratio between the lengths of the longest and shortest paths in a network.) Corollary 6. Suppose we have a tree network with diameter D. Then any randomized, preemptive call control algorithm for this network has a competitive ratio of at best Ω (g) for measures µ d and D, even with the following criteria for call value.
(
Remarks.
(1) Note that although D is not a parameter of the input sequence, it describes the network which is part of the input to the problem. The definition of competitiveness in section 2 can be adapted accordingly. (2) Method (i) for determining the value of a call measures the amount of information potentially contained in a call. Measure (iv) measures the amount of "work" invested in a call. The fact that the bound holds for these measures stands in contrast to the single-edge and multiprocessor cases. There, constant competitive algorithms exist for similar measures (see, e.g., [8] ).
Proof. We construct a reduction to 5. Tightness of the bound. We sketch two simple preemptive, randomized schedulers in the basic model defined in section 2. The first is O(log µ v )-competitive and the second is O(log µ d )-competitive. Depending on whether µ d ≤ µ v , we can implement the appropriate one to obtain an O(log µ)-competitive scheduler for µ = min{µ v , µ d }. In both cases we use a technique of [3] .
For the O(log µ v )-competitive scheduler, let m (resp., M ) be the minimum (resp., maximum) possible value of a job. We first show that the competitive ratio of this scheduler is 14-competitive, assuming that all jobs have the same duration. Then we employ the above [3] technique to argue that the competitive ratio of this scheduler is O(log 2 µ d ) = O(log 2 (M/m)).
Assume all jobs have the same duration. First we observe that the total value of all jobs which the scheduler preempts is at most the total value of the jobs which the scheduler completes. This follows from the fact that the scheduler only preempts a job in favor of a job which is at least twice the value of the currently running job. Next we bound the gain from jobs which the scheduler rejects (i.e., never schedules). Each rejected job intersects in time with a running job. (The running job can later be either completed or rejected.) It can be seen that the maximum gain from rejected jobs that intersect each running job c is at most 6v c . Thus the maximum gain from rejected jobs is at most 6 times the total gain from completed or preempted jobs. Altogether, the maximum gain from rejected, preempted, and completed jobs is at most 14 times the gain from completed jobs.
In the above construction it is assumed that the scheduler would know µ d and µ v in advance. We remark that this can be avoided by "rerandomizing" every time a job is introduced which increases µ d or µ v . We do not elaborate here.
6. Open questions. The first question we leave open is to close the quadratic gap for our generic scheduling problem. A logarithmic lower bound would not only match the upper bound shown in section 5 but would also match the other logarithmic upper bounds discussed in section 1.1.
Although much of the recent work in online routing in communication networks addresses the limited capacity problem, most of the work on the more traditional load balancing problems relates to makespan minimization. Despite the general lack of attention, the limited capacity problem seems to be well suited to many of the applications for the variety of scheduling paradigms in the literature. This points out an important and largely unexplored area in online scheduling. For example, there has been little which addresses admission control problems related to either example (a) or (b) at the beginning of the introduction. Although the work of [10] , [11] , and [22] is an important step in this direction, that work addresses a very special case. Thus, generalizing these results to apply to more complex models is an important and relevant new direction for research.
