ABSTRACT In this paper, we proposed a novel end-to-end transductive deep transfer learning network (TDTLN) to deal with the challenging cross-domain expression recognition problem, in which both the source and target databases are utilized to jointly learn optimal nonlinear discriminative features so as to improve the label prediction performance of the target data samples. As part of the network parameters, the labels of the target samples are also optimized when optimizing the parameters of TDTLN, such that the cross-entropy loss of source domain data and the regression loss of target domain data can be simultaneously calculated. Finally, to evaluate the recognition performance of the proposed TDTLN method, we conduct extensive cross-database experiments on four commonly used multi-view facial expression databases, namely the BU-3DEF, Multi-PIE, SFEW, and RAF database. The experimental results show that the proposed TDTLN method outperforms state-of-the-art methods.
I. INTRODUCTION
In the recent years, artificial intelligence (AI) technology had made explosive progress in many practical applications such as driverless car, human-computer interaction, school education, intelligent transportation, etc. Nevertheless, it is notable that the recognition of human's emotion plays a very important role in the various AI applications. Consequently, how to improve the automatical recognition of human's emotion by machine had been an important research topic in AI and machine learning communities. Basically, humans
The associate editor coordinating the review of this manuscript and approving it for publication was Xiaoyu Zhang. express their emotions in a variety of ways, e.g., speech language, facial expression, gesture, and word. Among the various emotion expressing ways, facial expression is one of the most important ways. For this reason, the research of facial expression recognition (FER) had attracted increasing number of researchers during the past several years [1] - [11] . The earlier researches about FER can be traced back to the 70's of last century. In [1] , Ekman and Friesen identified six basis expressions (i.e., anger, disgust, fear, happiness, sadness and surprise) across all cultures and then developed the famous Facial Action Coding System (FACS) for coding the facial expressions. In [2] , Suwa et al. made the first try of recognizing facial expression using computer and attracted a lot of researchers to this area since that. For a survey of the recent development of FER, one can refer to [12] and [13] for more details.
In dealing with the FER problem, one may encounter the challenges of expression recognition from different view facial images, in which a major challenge is to extract the facial features from different view facial images. FER based on different view is difficult mainly due to the challenges of dealing with the self-occlusion of facial expression images (i.e., only parts of the face are available due the different facial pose change) as well as the accurate facial landmark points location. Nevertheless, there were several different view facial expression approaches proposed in recent years [13] - [15] , [17] - [20] . In [15] , Tang et al. built an ergodic hidden Markov model (EHMM) to obtain supervector representation of different view facial expression images for this purpose. In [20] , Kumano et al. proposed to use variable-intensity template model to describe poseinvariant facial expressions from monocular video sequences. Recently, Zheng [16] proposed to use multi-scale sizes of grids for the feature extraction of facial images in order to avoid the difficulty of accurate landmark feature point location. Ding et al. [21] proposed a semi-unsupervised deep domain adaptation framework by jointly constructing two coupled neural networks and a multi-class classifier, which can reveal the useful information between source and target domain and enhance the feature transferability of the deep structure.
In addition to the challenge of different view FER, cross-domain facial expression recognition is another major challenge in the FER research field. The cross-domain FER problem is challenging because the feature vector distributions may be different between source and target domains such that the recognition model trained based on the source data samples may not be suitable for the target data samples. To deal with this challenge, several approaches was proposed in the past several years [21] - [34] . Ji et al. [22] proposed a feature fusion network that consists of an Intra-category Common feature (IC) and an Intercategory Distinction feature representation channel (ID) to learn a common representation of expressions in a crossdomain manner. Duan et al. [30] proposed a domain transfer multiple kernel learning (DTMKL) method to deal with the domain mismatch problem among the different databases. In [27] , Wei et al. proposed a deep nonlinear feature coding framework for unsupervised cross-domain FER problem. Zavarez et al. [28] utilized fine-tune trick in deep convolutional network to deal with video-based cross-domain FER problem in several well-established facial expression databases. In the work of [34] , Ding et al. developed a effective graph adaptive knowledge transfer model to deal with cross-pose FER problem. In this method, the marginal distribution gap from source and target domains are both leveraged by seeking a suitable domain-invariant feature space which use a graph-based label propagation manages to capture more intrinsic geometric structure both source and target domains.
In our recent work of [23] , a transductive transfer regularized least-squares regression (TTRLSR) model is developed which can jointly learn a discriminative subspace and predict the labels of an unlabeled auxiliary testing set from target domain. Nevertheless, it is notable that the relationship between the facial image features and the corresponding semantic features is usually very complex and hence using the linear model may not well describe the true relationship between them. On the other hand, the method based on linear transfer subspace may lead to the under-fitting problem when dealing with the nonlinear regression problem. For these reasons, we may resort to the deep neural network model, which is able to the characterize the non-linear relationship between the facial image features and the corresponding semantic features and hence would be much more powerful than the TTRLSR method for the nonlinear facial expression regression problem.
In this paper, we will focus our attention on a much more challenging FER problem, i.e., the cross-domain FER problem, which includes both challenges of different view facial expression and cross-domain FER problems. To deal with such a challenging problem, we need not only to overcome the feature vector distribution mismatch problem between different databases, but also to consider the challenging feature extraction problem in different view FER. To the best of our knowledge, the cross-domain FER problem is still an unexplored research field in current FER community.
Motivated by our preliminary work in cross-domain FER research [23] and the great success of the convolutional neural network in image feature extraction, in this paper we will propose a novel end-to-end transductive deep transfer learning network (TDTLN) method based on the linear transductive transfer learning model proposed in [23] to this end. Considering the eminent performance of VGGFace16-Net in human facial feature representation, we will adopt the VGGFace16-Net [35] to serve as the feature extractor and integrate it into the TDTLN framework such that the proposed TDTLN model is an end-to-end model for the cross-domain FER problem. Fig. 1 shows the proposed TDTLN framework, from which we can see that the complete TDTLN method consists of two major layers: one is facial expression feature extraction layer whose task is to extract facial expression features from multi-view facial images, and the other one is transductive transfer learning module whose task is to alleviate the feature distribution differences between the source and target domain data samples and at the same time predict the class labels of the target data samples.
In summary, the major contributions of this paper contain the following major points: 1) We propose the TDTLN model by generalizing the TTRLSR model proposed in our preliminary work of [23] to deal with the nonlinear cross-domain FER problem; 2) We propose a novel transfer module to effectively balance the effect of source and target data for network optimization by modeling target labels as a part of network parameters and jointly considering the source and target losses. The remainder of the paper is structured as follows: Section II presents the transductive deep transfer learning method and shows how it runs for cross-domain FER problem. The details of sufficient experiments and discussions are conducted in Section III. Finally, we conclude this paper in the last section.
II. PROPOSED METHOD
In this section, we will specify the details of the proposed TDTLN method for cross-domain FER problem. In order for reading this paper in a more clear way, we firstly give some notations be used throughout the whole paper, and then address the TDTLN method.
] denote a set of source domain facial image samples from facial expression database and let
] denote the corresponding class label vector set of X s , where x s i represents ith raw facial expression image sample and N s is the number of source database samples.
] be a set of target domain facial image samples from the facial expression database, where x t i represents ith image sample of target database and N t is the number of target database samples.
] is the unknown class label vector set associated with the target data sample set X t . Then, p t 1 , p t 2 , . . . , p t N t are also the model parameters and should be optimized with the update of network.
It is notable that each class label vector in both L s and P t is represented as a c × 1 vector, in which c is the number of facial expression classes. For each class label vector in L s , its elements take the value of 1 or 0, i.e.,
where
] denotes the label vector of ith sample.
B. TDTLN METHOD
In this section, we specify the proposed TDTLN method for cross-domain FER problem. From Fig.1 , we can see that, compared with the traditional transfer learning methods that aim to alleviate the feature distribution differences between the source and target domain data samples by imposing a regularization onto the facial expression regression function, the major novelty of the proposed TDTLN method directly integrate the testing data of the target domain into the regression model and jointly learning the model parameters and the predicting the class labels of the testing data. Since the target domain data samples join the model training, it is very advantageous that the regression model would be suitable for both source and target domain data samples and hence would obtain better class label prediction results of the testing data. In addition, according to Fig. 1 , the whole recognition framework consists of two major layers, i.e., the facial expression feature extraction layer and the transductive transfer neural network module.
In the facial expression feature extraction layer, we adopt the VGGFace16-Net to deal with the raw facial expression images. The major reason of doing this is based on the following two considerations: (1) the VGGFface16-Net had been proven to be very powerful for extracting discriminative image features and would be able to extracting discriminative expression features; (2) the previous experimental results demonstrated that VGGFace16-Net is better than other stateof-the-art deep neural networks such as AlexNet [38] and GoogLeNet [39] in dealing with classification task of transfer learning. In the transductive transfer neural network module, we model target labels as a part of network parameters and jointly optimize the source and target losses which can effectively balance the effect of source and target data for network optimization. Specifically, we put both source and target domain data samples together into the regression model and then jointly train both regression model parameters and the class label vectors of the unlabeled target domain data samples. In this case, we are able to predict the class label information of the unlabeled target data samples with more accurate prediction. On the other hand, by using the nonlinear neural network regression model to replace the linear TTRLSR model, we would be able to overcome the possible under-fitting problem of the linear TTRLSR method and hence would be able to further increase the prediction accuracy.
For training the transductive transfer neural network model parameters, we divide both source and target data samples into different batches, where each batch contains the source samples and target samples according to certain proportion, and then the data samples of each batch are sent to the neural network for training step by step. Moreover, we also introduce a special loss function L consisting of two loss functions L 1 and L 2 to characterize the training losses of source data samples and target data samples, respectively. Formally, the TDTLN model aims to minimize the following objective function:
where , P t are network parameters to be optimized. λ 1 and λ 2 are non-negative parameters to balance L 1 and 
where y s i = [y s i,1 , . . . , y s i,c ] T represents the prediction label value vector of x s i , σ (·) represents the softmax function and has the following element-wise transformation form:
L 1 is formulated as a cross entropy loss function which depicts the distance of the training samples between the actual output (probability value) and the expected output (actual value), i.e., 
where b t is the number of the testing samples in one batch and the subscript t denotes that the testing samples come from the target database. The second term of L 2 is a l 1 -norm regularization term which can ensure the sparse structure of the predicted label values matrix P t , α > 0 is trade-off parameter to control the sparsity of the columns of P t . When the value of α is larger, the elements of each column of P t will become more sparse than the value of α is smaller. More sparse means that the values of more elements are near to 0, which would be good for classification tasks. Moreover, the network weights of each layer are updated according to the optimal value of the loss function by using the back propagation algorithm. The transductive transfer neural network module also includes one fully-connected layer and one softmax layer to further learn the higher semantic information for our classification task of cross-domain facial expression, in which the fully-connected layer uses the hyperbolic tangent function tanh(·) as its nonlinearity activation function. The softmax layer is used to accomplish the finally classification work. The final task of the TDTLN model is to predict the label value matrix of the P t from the target domain samples which are used as testing samples.
III. EXPERIMENTS A. THE CHOICE OF SAMPLES
In this section, we conduct extensive experiments based on cross-domain facial expression images to evaluate the proposed transductive deep transfer learning model. We adopt two widely-used multi-view facial expression databases: the Carnegie Mellon University multi-pose, illumination, and expression (Multi-PIE) face database and the Binghamton University 3D Facial Expression (BU-3DEF) database in our experiments. The Multi-PIE database is a classic database developed by Gross et al. [40] for FER task, which was collected from 337 people. The images of Multi-PIE database include six basis facial expressions, such as disgust (DI), smile (SM), squint (SQ), scream (SC), surprise (SU), and neutral (NE) under 19 illumination environments and 15 viewpoints. The BU-3DEF database is established by Yin et al. [41] for 3D facial expression classification, which is composed of 606 facial expression sequences collected from 100 subjects. This database contains seven fundamental expression categories, i.e., anger (AN), disgust (DI), fear (FE), neutral (NE), happiness (HA), sadness (SA) and surprise (SU) with multiple expression intensities. By comparing the expression categories of two databases, we select four common facial expressions (DI, SM/HA, SU and NE) and 5 conventional viewpoints (0 • , 30 • , 45 • , 60 • and 90 • ) for our experiments from these two databases, respectively. In addition, we randomly selected 100 subjects from all the 337 subjects of the Multi-PIE database, and for the BU-3DEF database, we choose all 100 subjects. It must be noted that, there are four expression intensities in three expressions (HA, SU and DI), while the NE expression only has one intensity in the BU-3DEF database. To the BU-3DEF database, we choose samples of HA, SU and DI expressions under five viewpoints with four expression intensities, and select samples of NE expression under five viewpoints with one expression intensities from 100 subjects, with a total of 6500 samples. Unlike BU-3DEF database, each type of expression of the Multi-PIE database only has one expression intensity, and we choose samples of NE, SM, SU and DI under five viewpoints with only expression intensity and one certain illumination condition from 100 subjects, in number 2000 samples. The Table 1 describes the details of the Multi-PIE and BU-3DEF database. These samples will be used uniformly in the TDTLN method and all comparison methods.
B. EXPERIMENTS BASED ON TRANSDUCTIVE DEEP TRANSFER LEARNING
The experimental protocol of the TDTLN model is set according to the conventional transductive transfer learning method, namely our experiments are carried out when the source database is used as training samples set and the target database is used as testing samples set. When one of the BU-3DEF database or Multi-PIE database is used as the source database, respectively, the other is served as the target database. After extracting facial expression image features, two full connected layers are exploited to learn network weights that can better represent transfer knowledge, and then we get a fixed 4096 dimension features from the two fully-connected layer as high-lever semantic information for classification task. The end of the network is the transductive transfer learning layer that includes one 4 dimension fullyconnected layer and one 4-class softmax layer, which are used to recognize the facial expression categories of target database samples. In the TDTLN model, the all input data are fixed-size 224 × 224 RGB raw facial expression images. In order to keep the optimization algorithm robustness and optimization efficiency, in the first two fully-connected layers based on VGGFace16-Net model, the dropout ratio is 0.5, and the learning rate is set at 0.01. At the same time, the initialization network weights are sampled in Gauss distribution N (0, 0.01), and the bias item is initialized to 0. We use a min-batch size of 500, in which contains fifty percent proportion of the source and target samples respectively. Moreover, in the fully-connected layer of the transductive transfer layer, we start with a learning rate of 0.005 and the dropout ratio is set at 50%. To the loss function of the TDTLN model:
we alternately set the trade-off parameters λ 1 and λ 2 to 0 or 1 to optimize the parameters of network model. To L 2 , the trade-off parameter α is set to 150, in particular, we first randomly initialize the label matrix of target samples P t . The P t is updated in pace with the parameters of the neural network until convergence of the loss function L. The recognition accuracies are calculated through the predicted label values of P t and the corresponding actual label values of X t .
C. COMPARISON EXPERIMENTS SETTING
For the purpose of the comparison, we choose recently proposed well-performing cross-domain FER methods in dealing with the cross-domain facial expression classification problems including TTRLSR, SA (Subspace Alignment) [37] , GFK (Geodesic Flow Kernel) [42] , TKL (transfer kernel learning) [43] , TCA (Transfer Component Analysis) [44] , STM (Selective transfer machine) [25] , DRLS (Domain regeneration label space) [8] . In the SA approach, the source and target domains are jointly represented by seeking a optimal domain adaptation solution for learning a mapping subspace which aligns the source samples and the target one. The GFK method is a transfer learning method based on manifold transform and kernel learning. The TKL algorithm can bridge the discrepancy of source and target distributions in the reproducing kernel Hilbert space based on a domain-invariant kernel schema. The key innovation of TCA is to minimize the distribution discrepancy in different domains based on the maximum mean difference theory. It is worth mentioning that, in FER problem, many previous FER works show that the recognition results based on hand-craft features are better than the raw image samples as input data in many traditional pattern classification methods [23] , [8] , [45] , [46] , [47] . For more reasonable comparison of these seven baseline methods, we select two classical hand-craft features (SIFT and LBP) for these comparison experiments although we directly use the raw image samples in experiments of the TDTLN method. To measure the impact of features on the recognition results, we furthermore adopt VGG features of the samples from the BU-3DEF and Multi-PIE databases for our comparison experiments.
To extract SIFT features of the BU-3DEF and Multi-PIE databases, we first use OpenGL software to capture 2D facial expression image samples from 3D facial expression models of the BU-3DEF database. Before extracting the SIFT features, we manually locate the 68 landmark points for each facial image, in which these landmark points (see Fig. 2 ) as the key points for SIFT feature extraction are located in the major parts of AUs including mouths, brows, eyes, noses and face contour. According to the extraction method of SIFT feature, the SIFT feature of each sample is in size 68 × 128. We furthermore transformed the each extracted SIFT feature into a vector of length 8704(68 × 128). Different from SIFT feature, we apply a LBP operator the 59-bin LBP u2 8,1 to extract LBP descriptors of the BU-3DEF and Multi-PIE databases, in which the subscript (8, 1) indicates adopting the operator in a (8, 1) neighborhood and the superscript u2 represents using only uniform patterns and labeling all remaining patterns with a single label. Each facial image was divided into 64(8 × 8) (see Fig. 3 ) regions and represented by the LBP histogram of these regions with the vector length of 3776(64 × 59). Moreover, we adopt the same VGGFace16-Net model as our method to extract very efficient deep neural network feature for our comparison experiments. The extracted VGG feature of each sample is a vector of length 4096. Finally, we also compare the fine-tuning results of the state-of-theart deep neural network models such as VGGFace16-Net, ResNet50 [48] and AlexNet [38] with the proposed TDTLN model.
The detailed parameters setting of all baseline methods in these experiments are reveal as follows: 1) For the SA method, we traverse the subspaces of dimensionality for d = [1 : 300] with interval 1 and select the optimal recognition rates and record them in the GFK(PCA, PCA) and traversing the dimensionality of PCA from 10 to 100 with interval 10, we search the best results to recorded in the Table 2 . 
D. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we will report the all recognition accuracies of the TDTLN method and all comparison results based on recent the state-of-the-art transfer learning methods. These experimental results according to recognition accuracy (%) are showed in Table 2 . The recognition accuracy is calculated in term of
× 100, where P r is the number of correct predictions to target domain samples and T e is the total number of target domain samples. In addition, according to Section III-A the BU-3DEF database is imbalanced according to the category in our experiments. To more objectively reflect the performance of all methods in this paper, we furthermore report the F1-score (
) of all the experimental results, in which p k and r k express the precision and recall of the kth facial expression, respectively, and c means the number of facial expression categories. From the Table 2 , we can see that the TDTLN model has achieved better recognition accuracies (66.05% & 66.85%) than these comparison experimental methods whether the BU-3DEF database is used as source domain samples or the Multi-PIE database as source domain samples. It's also worth mentioning that, the F1-score of our method have also better performance (0.6547 & 0.5309) than other comparison experimental methods. To summarize, from the performances of recognition rates and F1-score, the proposed TDTLN method is more suitable for dealing with cross-domain FER problem between the BU-3DEF and Multi-PIE databases. Moreover, from the comparison experimental results based on three features, it is also distinctly to see that the recognition accuracies of the VGG features are better than the SIFT and LBP features, meanwhile, the comparison experimental results of SIFT and LBP features are not significantly different in all comparison methods. In general, these comparison experimental results indicate that the VGG features can better represent the complicated information such as facial expression data than the traditional hand-craft features like SIFT and LBP features. It is worth mentioning that, the TTRLSR model [23] also has achieved good recognition results and F1-score, especially in the SIFT features compared with other comparison methods. This phenomenon shows that transductive transfer learning method based on group sparse trick can also achieve good results in complex cross-domain FER tasks. In addition, the TTRLSR method need to select feature channels of the samples, the VGG feature does not satisfy this characteristic, thus the TTRLSR method has only the experimental results of the SIFT and LBP features. Finally, we also display the recognition rate confusion matrices of the TDTLN method in Figs. 4 and 5. Compared with Figure 4 and Figure 5 , we can clearly find that the DI, SM and SU expressions are more easily recognized, by contrast, the NE expression is more difficulty recognized by the TDTLN method, especially when the BU-3DEF is used as a target database. The reason may be that the distribution of NE expression is similar to the distributions of other three expressions, which leads to the low recognition performance of NE expression.
E. EXPERIMENTS OF CROSS-DOMAIN FACIAL EXPRESSION RECOGNITION IN THE WILD
Recently, with the development of facial expression recognition in practical application field, there are many facial expression databases based on real scenes which contain a large number of facial expression samples in the wild. In this section, for further evaluating the proposed TDTLN model, we follow the work of [22] to adopt two multi-view facial expression database in the wild, i.e., SFEW and RAF database to conduct extensive cross-domain FER experiments as well. In this set of experiments, we select the state-of-the-art deep neural networks models such as AlexNet, ResNet, VGG and ICID model of the work [22] to compare with the proposed TDTLN method.
The experimental results are shown in Table 3 . From these experimental results in Table 3 , we can see that the recognition accuracies (53.1% & 51.7) of the proposed TDTLN method outperform state-of-the-art deep neural networks models. It is worth mentioning that no matter whether the SFEW or RAF is used as the source domain data, there is no significant difference in the recognition accuracy of the comparison method.
IV. CONCLUSION
In this paper, a novel transductive deep transfer learning network (TDTLN) framework based on widely-used VGGFace16-Net is proposed to better deal with cross-domain FER problem. In this method, we designed a special transfer learning layer to jointly optimize the loss function L for predicting the label values of the target samples. To evaluate the proposed TDTLN method, extensive experiments are conducted on four publicly available facial expression databases, i.e., BU-3DEF, Multi-PIE, SFEW and RAF database. The experimental results demonstrate that the TDTLN model can effectively enhance the recognition effects in coping with FER problem compare with recent state-of-the-art transfer learning methods. Additionally, from the results of comparison experiment, we can see that the VGG-based features achieve more excellent recognition accuracies than the traditional hand-craft features on BU-3DEF and Multi-PIE databases. These results furthermore indicate that the deep neural network is more prominent in acquiring the feature representation of human facial emotion. Finally, from the experimental results on SFEW and RAF database, the TDTLN method also get higher recognition accuracies compared to state-of-the-art deep neural networks models on dealing with cross-domain FER problem in the wild .
