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a b s t r a c t
Atomistic simulations have become one of the main approaches to study the chemistry and dynamics
of biomolecular systems in solution. Chemical modelling is a powerful way to understand biochemistry,
with a number of different programs available to perform specialized calculations. We present here Q6, a
new version of the Q software package, which is a generalized package for empirical valence bond, linear
interaction energy, and other free energy calculations. In addition to general technical improvements, Q6
extends the reach of the EVB implementation to fast approximations of quantumeffects, extended solvent
descriptions and quick estimation of the contributions of individual residues to changes in the activation
free energy of reactions.
Code metadata
Current code version V. 6.0
Permanent link to code/repository used for this code version https://github.com/ElsevierSoftwareX/SOFTX-D-17-00065
Legal code license GNU General Public License version 2 (GPLv2)
Code versioning system used Git
Software code languages, tools, and services used Fortran, MPI 1.6.5
Compilation requirements, operating environments dependencies GCC4.8 or newer, IFORT 13.0 or newer, PGI 12.1 or newer, OpenMPI
1.6.5 or newer or Intel MPI 3.0 or newer
Link to developer documentation http://xray.bmc.uu.se/~aqwww/q/
Support email for questions paul.bauer.q@gmail.com, qmoldyn@googlegroups.com
1. Motivation and significance
The empirical valence bond approach (EVB) [1,2] is an
empirically-based hybrid valence bond/molecular mechanics
(EVB/MM) approach, that uses classical force fields within a quan-
tum mechanical framework to describe (bio)chemical reactivity.
The theoretical details of this approach have been described in
great detail elsewhere [1–4], and it is particularly powerful as a tool
tomodel enzyme reactionmechanisms, as the use of classical force
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fields facilitates very fast calculations compared to density func-
tional theory or ab initio-based QM/MM approaches, thus allowing
for extensive configurational sampling. At the same time, well-
parameterized force fields carry a tremendous amount of physical
information, allowing for biochemical reactivity to be modelled
in a meaningful way. This approach has been applied to a wide
range of biological systems, from enzymes such as triosephosphate
isomerase [5–7], to GTP hydrolysis on the ribosome [8] (for further
examples of the application of EVB to both chemical and biochem-
ical problems, see e.g. Refs. [9–22]).
The EVB approach is implemented into a number of software
packages, including its original implementation into Warshel’s
MOLARIS simulation package [23], as well as AMBER [24],
CHARMM[25] and Tinker [25,26]. The software presented here, Q6,
https://doi.org/10.1016/j.softx.2017.12.001
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is a general purpose simulation package for standardmolecular dy-
namics simulations, empirical valence bond and other free energy
calculations, including the linear interaction energy (LIE) approach
for calculating ligand binding free energies [27]. We recently im-
plemented an interface to Q, CADEE, which allows for the in silico
directed evolution of enzymes using the EVB approach [28]. In
addition, QGui provides a graphical interface for high-throughput
setup and analysis of free energy calculations using Q [29]. Q6 is
an overhaul of the original Q simulation package [30], with the
addition of new solvents, force fields and thermostats, as well as,
critically, the implementation of a path integral method for calcu-
lating kinetic isotope effects based on EVB calculations, as well as
a residue deletion approach to rapidly screen the contribution of
individual amino acid side chains to calculated activation free en-
ergies, which we believe is a useful screening tool for quantitative
enzyme design studies.
2. Software description
The Q simulation package is primarily an engine for molecular
dynamics simulations and free energy calculations, which can be
performed using either the OPLS-AA (2001 and 2005) [31,32], AM-
BER (95 and 14SB) [33–35], CHARMM (v.22) [36,37], or GROMOS
(87 and 96) [38–40] force fields. These simulation can be per-
formed in both NVT andNPT ensembles, using either spherical [41]
or periodic boundary conditions, and either the leapfrog [42]
or velocity-verlet integrators [43]. Its distinguishing features are
the implementation of the EVB approach, and the possibility to
perform both standard free energy perturbation (FEP) and linear
interaction energy (LIE) calculations, as originally developed by
Åqvist [27]. The latter approaches provide a powerful tool for
evaluating ligand binding free energies, making them very valu-
able in drug design [44–46], and their implementation in Q has
been applied to a number of challenging systems, including most
recently ligand binding free energies to GPCRs [47–49], potas-
sium channels [50], and ribosomes [51–54]. In addition, novel
computational schemes have been developed for computational
mutagenesis [48,55,56], that providemore physical descriptions of
ligand binding and successfully target the convergence problems
that plague calculations of binding free energies upon residue
substitution. Finally, the EVB approach is a very powerful tool for
rapid screening for artificial enzyme design [28].
For a complete theoretical background for the EVB approach,
we refer the reader elsewhere [3,10,57–61]. Briefly, this approach
uses classical force fields and free energy perturbation/umbrella
sampling [2] (FEP/US) to interpolate between different reacting
(valence bond) states by calculating a set of potential energies for
each state for the given system coordinate. The potential energies
for each system coordinate are saved during themolecular dynam-
ics simulation, and are analysed in a post-processing step to obtain
the overall free energy profile. This approach is extremely flexible
in that once a given reference state (usually either the background
reaction in vacuum or aqueous solution, or, for example, the wild-
type enzyme compared to a series of mutant enzymes) has been
parameterized, it is possible to move the same parameter set to
a host of different environments, unchanged, without the need
for further parametrization (see Ref. [62] for discussion of the
phase-independence of the EVB off-diagonal term). In addition,
while EVB simulations can be performed employing commonly
used periodic boundary conditions [16], bothMOLARIS [23,63] and
Q [30] also allow for the use of spherical boundary conditions
to describe the reacting system. In these software packages, the
spherical boundary conditions are described in a stochastic multi-
layermodel inwhich the inner region of the sphere (i.e. the reacting
atoms and all atoms within the typically inner 85% of the sphere)
is completely flexible, all atoms outside the explicit sphere are
Fig. 1. Simplified overview of the Q6 code organization. Note that the post-
processing for the free energy calculations (empirical valence bond and linear
interaction energy calculations) is handled in a separate external module, Qcalc6.
In addition, the FEP/US is handled in the same module as the potential energy
calculation.
restrained to their initial coordinates using a very strong (200
kcal mol−1 Å−2 or higher) restraint, and all atoms in the outer
15% of the sphere are restrained using a weaker (10 kcal mol−1
Å−2) restraint to ease the transition between the fully flexible and
fully restrained regions (Figure S1). The sphere is then described
using the surface constrained all-atom solvent (SCAAS)model [41],
with long-range interactions described using the local reaction
field approach [64]. Such a truncation of the full reacting system is
valuable as it can lead to substantial gains in computational speed
compared to treating the full system explicitly, without loss of
accuracy, provided that a large enough sphere (typically > 20 Å
radius) is used.
3. Software architecture
Q6 is based on several modules, combined into a number of
individual programs that the user interacts with (see also the
Q6 manual, available on the Q6 website: http://xray.bmc.uu.se/
~aqwww/q/). These include the main dynamics routine, Qdyn6,
the structure preparation routine,Qprep6, the free energy analysis
module,Qfep6, the new quantum classical path tool,Qpi6, and the
trajectory analysis tool, Qcalc6. The energy and force calculation
routines are split up from other parts of the code, to allow their use
in all the relevant parts of the program, with the same being true
of the routines involved in the calculation of geometric properties.
The individual sub-modules are implemented as FORTRAN90mod-
ules, that are linked into the main programs as needed, as shown
in Fig. 1.
4. Software functionalities
Asmentioned in the Introduction, themain utilization of Q is for
molecular dynamics simulations and free energy calculations, with
particular focus on FEP/US, EVB and LIE calculations. In Q6: (1) path
integral calculations can now be performed in order to calculate
quantum corrections to classical free energies; (2) the residue or
atom based contributions of different functional groups to a full
free energy profile can be calculated using an electrostatic deletion
approach; (3) simulations can be performed in a number of organic
solvents, in addition to the already implemented TIP3P [65] and
SPC [66] water models.
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Fig. 2. (A) Schematic representation of the conversion between (A) the classical
particle and (B) the ring polymer. Carbon atoms are shown in green, oxygen atoms
in red, sulphur atoms in yellow and hydrogen atoms and ring polymers in white.
Figure extracted from the methyl transfer reference reaction catalyzed by COMT
studied as a test case (Figure S2), at the transition state. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version
of this article.)
Source: Figure prepared in Chimera [98].
4.1. Quantum classical path calculations
In Q6, we have now implemented the Bisection Quantum
Classical Path (BQCP) approach, developed by Gao and Major
[67–69], based on the original QCP methodology developed by
Warshel [70,71] and the bisection sampling algorithm [72,73]. In
these approaches, the nuclear quantum corrections to the classical
energies of a system are calculated using a path integral formula-
tion,with the classical particles replaced by a set of pseudoparticles
(i.e. beads) that generate a ring polymer, centred on the classical
coordinate of the particle (i.e. centroid, c) [69,73–75], as visualized
in Fig. 2. The QM correction to a classicalmechanical (CM) partition
function is given by:
QQM
QCM
=
⟨⟨
e−
1
kBTP
(∑P
j=1(Uj−Uc)
)⟩
FP
⟩
Uc
(1)
where P is the number of beads,Uj is the potential at the position of
bead j, andUc is the potential at the centroid (i.e. classical) position.
The inner ensemble average is performed over the free-particle
(FP) bead distribution, while the external ensemble average is per-
formed over the classical potential. The BQCP description, which is
described in great technical detail in Ref. [69] brings the additional
advantage of sampling the FP distribution by an exact Monte Carlo
sampling scheme. If the path-integral calculation is performed for
different isotopes, one can then readily compute isotope effects for
chemical reactions [67].
4.2. Group exclusion calculations
The estimation of the individual contributions of different
amino acid side chains (or functional groups in a supramolecu-
lar complex) to the calculated activation free energy barriers is
important in the search for possible mutation and engineering
sites in macromolecules, as well as aiding protein engineering and
understanding enzyme evolution [13,14,76–79].
These contributions can be rapidly screened through a ‘‘group
exclusion’’ approach, by on-the-fly removal of the electrostatic and
van der Waals contributions of the functional groups of interest
to the total activation barrier in real time during the calculation,
while still advancing the whole system on the same trajectory as
without having performed this deletion. This protocol models a
virtual deletion of the residue in question, similarly to performing
conservative mutations of the residue in question (see also e.g.
Refs. [10,80–83] among others for related approaches). In this
approach, the total potential energy is first calculated as usual,
shown in Eq. (2):
Etotal = Eqq,el + Eqq,vdw + Eqp,el + Eqp,vdw
+ Epp,el + Epp,vdw + Ebond + Eangle + Etorsion (2)
The interaction energies of the groups under investigation are
then subtracted from the total energy Etotal as shown in Eq. (3):
Eexclude = ETotal − Eq−excqq,el − Eq−excqq,vdw − Eq−excqp,el − Eq−excqp,vdw (3)
Here, ‘‘q’’ indicates the ‘‘Qatoms’’ (i.e. the atoms designated as
reacting atoms), and ‘‘p’’ designates the surroundingprotein and/or
solvent atoms (or in the case of a supramolecular complex sur-
rounding functional groups). The subscripts qq, qp and pp denote
the Qatoms–Qatoms, Qatoms–protein and protein–protein interactions
respectively, and vdw, el, bond, angle and torsion stand for the van
der Waals, electrostatic and geometric contributions to the total
energy (Etotal), respectively. Once Etotal has been calculated, the
energy contributions from the residue/functional group of interest
are deleted from the total energy (designated as ‘‘exclude/exc’’ in
Eq. (3)). The interaction energies are then removed at each of the
reacting states. Themain advantage of this approach as a screening
tool is that only one trajectory needs to be followed for the cal-
culation, as all atoms still move on the normal potential energy
surface created by the chosen force field. Additionally, sampling
is not limited to a small number of structures, extracted from a
completed trajectory, but is rather performed on all configurations
generated during the simulation. Its main disadvantage, however,
is that large changes in the electrostatics thatwould result inmajor
changes to the observed trajectories are not included, that these
contributions are not necessarily additive [84], and that the system
always follows the same path irrespectively of the nature of the
interactions that have been excluded. This makes it less useful for
predicting mutations that simply alter the shape of the binding
pocket, but nevertheless excellent as a tool for predicting distant
mutations that can alter the electrostatics at the active site.
4.3. Other technical developments
In addition to the major changes outlined above, the following
technical improvements have also been made in Q6 compared to
previous Q versions [30]. We have implemented: (1) the Langevin
and Nosé-Hoover thermostats, based on the details provided in
Tuckerman [85], (2) the LINCS constraint algorithm [86], and (3)
the ability to describe more polyatomic solvent models, such as
methanol, ethanol, chloroform and dichloromethane, based on the
parameters provided by the Virtual Chemistry project [87,88].
One of the key goals during the development of the new soft-
ware version has been to maintain full backward compatibility to
calculations prepared for previous versions of the program, which
has led us to be more conservative in setting new features as
defaults, and the changes to default methods have therefore been
minimal. However, the following minor changes have been made:
• Topology generation is now more lenient in placing solvent
atoms next to other generated (non-crystallographic) sol-
vent molecules, to allow tighter packing of complex sol-
vents.
• Long range electrostatics are now always explicitly treated
using the local reaction field (LRF) approach, unless explic-
itly disabled.
• Whenusing periodic boundary conditions, interactionswith
all atoms not found in the local list are now described using
LRF, not just those with a larger nonbonded cut-off.
• Constraints (SHAKE by default) are now always applied to
solvent hydrogen atoms, unless explicitly disabled, and can
be applied to both or either solvent and solute atoms in a
more refined manner.
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• Temperature control is more refined to both allow fine-
grained coupling groups, and to be more helpful in terms of
the printed information provided during a calculation.
• Energy analysis can be performed on any size of data, and
is not restricted by the program itself but rather only by the
amount of memory available on the machine.
A number of intrinsic changes have also been made, which
include a rework of the handling of mathematical functions and
vector operations through the use of math libraries, the reworking
of non-bonded interactions to allow all arbitrary molecule sizes,
removal of most constraints on the maximum system size that can
be used (except for the calculation speed), and the enforcement of
sanity checking of the input for free energy calculations in order to
enforce proper handling of bonded interactions. We note that, in
contrast to for exampleMOLARIS [23,63,89], Q6 is currently unable
to perform implicit pKa calculations, and thuswe couple to external
servers. However, in light of our recent development of CADEE [28],
this is a functionality we expect to be included in subsequent Q
releases, as it will greatly assist in the automated enzyme design
process.
Finally, performance benchmarks for Q6 are provided in Fig. 3.
We note that we have not presented benchmarks for the residue
deletion approach, as this calculation only contains the recal-
culation of a small number of interactions during the usual
EVB/FEP/MD calculation. It can also be done in concert with the
calculation of QCP energies as post processing, and has only lim-
ited performance impact there as well. The type of calculations
typically performed with Q6, such as EVB simulations of a large
number of enzyme variants, depend not on extreme parallelization
of single runs but the possibility to run a large number of simula-
tions in parallel. As can be seen from this figure, unsurprisingly,
the program only scales reasonably over a larger number of cores
when the system size is increased by using a very large sphere size
(40 Å), but the absolute performance takes a large hit at the same
time. Typical simulations with Q use 20–25 Å and sometimes 30 Å
sphere sizes, and for this Q6 is fully adequate for running a large
number of simulations using a few cores per trajectory (as is for
example done in CADEE [28]).
5. Illustrative examples
5.1. Quantum Classical Path Calculations
In order to validate the correct implementation of the BQCP
approach [69], we have calculated the kinetic isotope effects
(KIE) for the E2 elimination reaction of 2-phenylethylbromide in
ethanol [90] (allowing us also to test our new solvent models), as
well as for the transmethylation reaction catalyzed by catechol O-
methyltransferase [91,92] (see Figures S2 and S3 for the associated
reaction mechanisms and Figure S4 for an overview of the COMT
active site and the reacting region). In both cases, we employed
the EVB approach to obtain the classical free energy profiles for
the reaction, and the calculated the BQCP correction during post-
processing. The EVB parameters and simulation details can be
found in the Supporting Information.
We were able to successfully reproduce the kinetic isotope
effects for both reactions with our implementation of the BQCP
approach, with the corresponding results given in Table 1. The
values show that the approach can describe both the normal and
inverse isotope effects in the respective reactions. We note that
our calculated values for the COMT reaction underestimate the
experimental activation free energy. This is most likely caused by
the fact thatwe calibrated our EVB reference potential to the values
previously established by Warshel for a similar substrate, and not
dopamine itself [93]. However, as our aim in this validation was
Table 1
Results of the QCP calculations performed on the COMT methyl transfer reaction
and E2 elimination in ethanola .
System ∆G‡exp ∆G
‡
light ∆G
‡
heavy KIECalc KIEExp
COMT 18.5 16.0± 0.2 15.9± 0.2 0.80 0.79
E2 elimination 20.0 20.0± 0.1 21.0± 0.1 5.5 7.1
a Calculated activation free energies for both the light (∆G‡light) and heavy (∆G
‡
heavy)
isotopes are shown in kcal mol−1 . The experimental activation free energies and
kinetic isotope effects were obtained from Refs. [92] and [90] respectively. All
simulation details can be found in the Supporting Information. The calculations
show that the BQCP approach is able to describe both the normal and inverse kinetic
isotope effects observed experimentally in these two systems, and works both for
simulations in water and in organic solvent.
to reproduce the kinetic isotope effects rather than the absolute
activation free energies, this was not deemed critical to the eval-
uation of the BQCP implementation. We would like to point out
in addition that the BQCP approach we have implemented into Q6
is a specialized variation of Warshel’s original QCP approach [71];
the original approach is based on a posteriori QCP sampling that
circumvents convergence problems with the stiff necklace and
works well also for systems with relatively high values of H/D
kinetic isotope effects [94], and is accessible through the MOLARIS
software package [23,63].
5.2. Group exclusion calculations
The second main addition to Q6, i.e. calculation of selected
residue contributions to the potential energy of the reactive re-
gion over a complete reaction, has been tested on the epoxide
ring opening reaction catalyzed by Solanum tuberosum epoxide
hydrolase 1 [13,95]. In this system, two catalytically important
active site tyrosine residues, Y154 and Y235, are an ideal target
to estimate their contribution to the free energy barrier of the
reaction, as their truncation to phenylalanine has been studied
both experimentally [95] and computationally [13]. These active
site tyrosines form, together, an oxyanion hole that is critical for
stabilizing the substrate (see the Supporting Information); their
conservative truncation to phenylalanine removes their ability to
form this oxyanion hole. As this reaction is not just a multi-step
process, but also both enantio- and regioselective [13,95], which is
computationally expensive to model, we have used as our model
system only the ring opening of the preferred (R,R)-enantiomer of
trans-stilbene oxide [13], with nucleophilic attack of the active site
nucleophile on the preferred carbon atom. This allows us also to
compare directly to our previous work [13], where we used the
linear response approximation [96,97], to estimate the contribu-
tion of individual residues to catalysis. We have considered here
the effect of excluding either tyrosine side chain individually, as
well as the effect of excluding both at once. We note that sim-
ply excluding these tyrosines from the free energy calculation is
not biochemically equivalent to mutating them to phenylalanine;
however, both provide an approximation of the contribution of
these residues to the calculated activation free energies. A com-
parison of experimental and calculated results is shown in Table 2.
It can be seen that the methods give a good estimate for the
energy difference in all cases, showing that this kind of approach
can be useful to identify possible residues of interest in a studied
enzyme.
5.3. Testing new solvents
The improvement in the handling of solvent molecules made
it possible to describe more complicated solvents than three-
point water models such as SPC [66] or TIP3P [65]. The solvents
dichloromethane, chloroform, methanol and ethanol have been
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Fig. 3. Q6 performance benchmarks. Shown here are the (top left) performance of classical MD simulations, free energy (EVB simulations, indicated as+Q on the figure to
indicate the inclusion of ‘‘Q-atoms’’, which have an infinite cut-off for nonbonded interactions), and (top right) QCP calculations. The corresponding speed-up (bottom left)
and efficiency (bottom right) are also shown here. The model reaction is the COMT reaction described in the main text, and all simulations were performed with spherical
boundary conditions, considering two different sphere radii (20 and 40 Å). TheMDwas performed at 300 K using the leapfrog algorithm [42], the Berendsen thermostat [99],
a 1 fs step size, and a 100 fs bath coupling time. A 10 Å cutoff was used with a charge-group scheme for all non-bonded interactions with the exception of those involving
‘‘Q-atoms’’, where a 99 Å (in principle infinite) cutoff was used. SHAKE [100] was applied to all solvent atoms, and long-range electrostatics were described using the local
reaction field (LRF) approach [64]. The system with the 20 Å sphere contains 2375 solute atoms and 424 water molecules in the mobile regions in the simulations (not
including excluded atoms outside the sphere), and the system with the 40 Å sphere contains 3423 solute atoms and 7948 water molecules. Where a Q-region was used in
free energy calculations, it contained 72 atoms. MBP denotes million bead-positions, and is calculated as: N(classical snapshot) × N(beads) × N(QCP sampling time). All
simulations were performed on the supercomputer cluster Kebnekaise at HPC2N, using Intel Xeon E5-2690v4 processors. Q6 was compiled with Intel Parallel Studio XE
2017.1-132.
Fig. 4. Plotted radial distribution functions (A) and solvent densities at different radii in the solvent sphere (B) for the model system of ethanol as a solvent, in a 30 Å solvent
sphere. Additional results for other solvents can be found in the Supporting information.
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Table 2
A comparison of calculated and experimental activation barriers for the ring open-
ing reaction of the (R, R)-enantiomer of trans-stilbene oxide by wild-type (WT)
StEH1 and the Y154F, Y235F and Y154F/Y235F StEH1 variantsa .
kcat
(s−1)
kcat/KM
(s−1 mM−1)
∆∆G‡Exp ∆∆G
‡
Calc ∆∆G
‡
Est
WT 23± 2 2400± 210 – – –
Y154F 0.08± 0.008 4± 0.5 4.9 1.5 0.22
Y235F 0.07± 0.01 1.3± 0.2 4.9 3.7 1.86
Y154F/Y235F n.d. n.d. n.d. NA 2.09
a The experimental data was obtained from Ref. [95]. The explicitly calculated
valueswere obtained fromRef. [13] and estimated by our group exclusion approach,
as described in the Supporting Information. Shown here are both the absolute
and relative activation free energies (1G‡ and 11G‡), with the subscripts Exp,
Calc and Est denoting experimental, explicitly calculated and estimated values,
with the estimated values from group contributions [97] and the calculated values
obtained using the residue deletion approach, respectively. All energies in this
table are shown in kcal mol−1 . NA – not explicitly calculated in Ref. [13]. n.d. – no
experimentally observable rate.
tested during simulations using spherical boundary conditions,
to confirm the correct behaviour concerning radial distribution
functions and solvent densities at different positions of the solvent
sphere. The results of 1 ns simulations at 300 K are shown in Fig. 4.
6. Conclusions and impact
In order to calculate the free energies for chemical and biolog-
ical processes with both high accuracy and high efficiency, it is
necessary to have access to approaches that can perform extensive
computational sampling to obtain chemical free energies, while
still providing a physical description of the processes involved. The
EVB approach is an extremely powerful computational tool that
fulfils both these criteria, andhas been extensively applied to a host
of chemical and biochemical problems. Qwas originally developed
as a tool for performing empirical valence bond and other free
energy calculations [30]. In Q6, we extend the capabilities of Q
to allow for the study of nuclear quantum effects and perform
rapid screening of the effect of different functional groups on the
calculated activation free energies, while also improving the effi-
ciency of the program and providing a range of technical upgrades,
as outlined above. We believe Q6 will be a valuable tool for any
researcher interested in studying (bio)chemical reactivity.
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