Abstract
The goal of any estimation study is an interval estimation of a the parameter(s) of interest. These estimations are mostly expressed using empirical confidence intervals that are based on sample point estimates of the corresponding parameter(s). In contrast, calculations of the necessary sample size usually use expected confidence intervals that are based on the expected value of the parameter(s). The approach that guarantees the required probability of the required width of empirical confidence interval is known at least since 1989. However, till now, this approach is not implemented for most software and is not even described in many modern papers and textbooks. Here we present the concise description of the approach to sample size calculation for obtaining empirical confidence interval of the required width with the predefined probability and give a framework of its general implementation. We illustrate the approach in Normal, Poisson, and Binomial distributions. The numeric results showed that the sample size necessary to obtain the required width of empirical confidence interval with the standard probability of 0.8 or 0.9 may be more than 20% larger than the sample size calculated for the expected values of the parameters. 
Introduction
Each study is (or should be) carefully designed. The design should specify the goals of the study, measured parameters, method of measurement, sampling scheme, analysis, and at last, sample size N. For estimation studies, the goal is to obtain an estimation of the parameter of interest with a given precision. The precision is usually estimated by width of an empirical Confidence Interval (CI) that uses the estimation(s) of the parameter(s) from the study. The design should specify all details of the confidence interval: type (symmetric, the shortest, mid-point, etc.), one-sided or two-sided, and a confidence level 1 − α (usually α is 0.1, 0.05, or 0.01). The width of an empirical CI depends on the assumed distribution of the parameter of interest, and on the sample estimates of the parameters. These estimates are never known at the stage of design. However, a researcher assume some "true" values of the parameters using information from similar studies. This gives full definition of distribution function. Many software tools, like PASS [7] , MINITAB [8] , STATA [6] [12] .
These procedures use only the confidence level, the desired width of corresponding confidence interval and expected values of the parameter(s) and their SDs (some of the procedures also permit finite population correction.) The resulting sample size looks like it guarantees that the CI that will be obtained in the study will be definitely as small as required. Clearly, this is logically wrong because the empirical CI is based not on the assumed values of the parameters but on their sample estimates. Thus the width of the empirical CI is random. It differs from the assumed one and may be narrower or wider than the assumed value. Therefore the required precision may be not achieved.The correct approach is known for at least for 30 years (Greenland [13] ,Bristol [14] ,Beal [16] ,Moore [15] ,Grieve [17] ) but evidently much earlier. In 2003 it was revived by Jirotek et al. [18] and especially by Kelley and Maxwell [19] under the name AIPE (Accuracy In Parameter Estimation). Nevertheless, the program realization in commercial software are rare. The happy exception is SAS Proc POWER [24] . It defines the goal as "computing the probability of achieving the desired precision of a confidence interval, or the sample size required to ensure this probability" [24, Proc POWER] . In explaining the analysis of Confidence Interval in Proc POWER, SAS states: "An analysis of confidence interval precision is analogous to a traditional power analysis, with CI Half-Width taking the place of effect size and Prob(Width) taking the place of power". Unfortunately, in the current version 9.4, Proc POWER calculates the necessary sample size only for means, but not even for proportion and other parameters [24, STAT 14 .1].In R the package MBESS realized AIPE[?] these ideas were revivedAlso R package In this text we describe the general approach to sample size evaluation for obtaining the width of the empirical CI with a predefined probability, describe its implementation in R, and give examples for Normal, Poisson and Binomial distributions.
Approach
We are looking for an estimate of a true value a of a scalar parameter A of a distribution F (A, B) , where B is a set of additional parameters. The precision of the estimate is measured by the width d of the confidence interval CI = CI(α) with confidence level (1 − α). The CI(α) should be estimated using a sample S of N(S) observations from distribution F (A, B). Let h be a procedure for calculating the width d of CI(α) using the sample S. Usually there are several procedures to select from. For example, we can choose between several formula for CI for a parameter p of Binomial distribution Bin(N, p): Clopper-Pearson, Normal, Wilson etc. To calculate the width of CI, procedure h uses some statistics, like sample mean, sample standard deviation etc. Let C ∈ R k be a set of these statistics. Given h(C) and fixing N = N(S), we obtain the width d = d(N, C) as a statistic with some distribution G(d) .
For a given precision d 0 and probability ψ 0 , we aim to find a sample size n 0 such that d(N, C) ≤ d 0 for any N > n 0 with probability ψ 0 or higher. Parameter ψ 0 plays a role similar to power in hypotheses testing.
Let N be given.
(1)
Evidently, it is enough to find n 0 such that
any N > n 0 with probability ψ 0 or higher.
, the latter is at least ψ 0 .
The main difficulty consists of finding d min (N) in (2). We solve it by considering explicitly the corresponding set R 0 (N).
In other words, first, R 0 (N) must be "big" in a sense that the probability to obtain a result in R 0 (N) should be high (above ψ 0 ), and, simultaneously, "greedy" in a sense that for any point outside of R 0 (N), the width of an empiric CI(C, N) is larger than the maximum of the width for any point in R 0 (N).
Remark 4. In Definition 3 the statistic C can be multidimensional, C ∈ R k , and, correspondingly, the set R 0 (N) will be a subset of R k . If the statistic C has the form C = (c, B), where c is a scalar and B is the set of additional statistics, then one can consider a majorant
In other words, consider the function d In most practically important cases, the statistic C is a scalar and the function d(N, C) has a simple structure, e.g. monotone, bell-shaped etc., and the set R 0 (N) is an interval (for monotone d(N, C)) or two intervals (for bell-shaped case).
The described approach eliminates contradictions in the logic of calculating the sample size between hypotheses testing and estimation studies. The probability ψ 0 plays the role analogous to the power in hypothesis testing studies.
Here, we address two immediate questions. First, we show how to implement it. Second, we compare between the sample sizes calculated by the proposed approach and the ones calculated by the current approaches.
Implementation.
The implementation is simple. The common structure of a procedure for any distribution and any sampling is straightforward.
1. Find initial estimate of N . For many cases the good choice for starting value of N is the sample size corresponding to the required width and the hypothesized value(s) of the parameter(s).
2. Find subset R 0 (N) for the estimated sample size N.
increase N and repeat steps 2 and 3. 5. Put n 0 equal to the last value of N 5 Examples.
Normal distribution.
Standard expression of CI for expectation µ of the Normal distribution N(µ, σ) using I.i.d. sample of size N leads to the following expression for width of the empiric confidence interval labeleq : def widthnormd = 2s
where t(1 − α/2, (N − 1)) is the 1 − α/2 quantile of Student t distribution with (N −1) degrees of freedom, s is an estimated standard deviation, sample variance s 2 is defined as Q/N, where Q = Σ(x i − m) 2 , and m is the sample mean. The sum of squares Q is distributed as σ 2 χ 2 (N − 1) where σ 2 is the assumed variance and χ 2 (N − 1) is a chi-sqaure distribution with (N − 1) degrees of freedom. The variance of the sample mean m is s 2 /N. Thus d is a monotone increasing function of s. To be sure with probability ψ that the empirical interval will be shorter than d 0 for a fixed sample size N we should use s 0 = σ χ 2 (ψ, N) , where χ 2 (ψ, N) is the ψ quantile of the χ 2 (N − 1)) distribution. The given width d 0 will be guaranteed with the probability ψ if labeleq : def dnorm1P rob 2s
i.e.
and labeleq : def dnorm3P rob s 2 < Nd 2 0
is a monotone decreasing function of N, and qt(1 − α/2, (N − 1)) is a monotone decreasing function of N for any α. Therefore the necessary sample size n 0 is the smallest solution of the inequality
In Table 1 we present sample size (n 0 ) with corresponding coverage probability (Cov) and percent (Pow) of CI with width less than the required (Width0) for postulated value of variance (named "Expected") and the variance found by the described algorithm (named "Exact"). The should be compared with the required coverage (named (1-alpha)) and the required proportion (named "Power") 
Comments
It can be seen that the expected sample size substantially underestimates the necessary sample size. Relative difference varies from 0.5 for power=0.9 and large width to 0.015 for power=0.8 and small width. This is due to the decrease of the ratio of standard deviation of chi-square distribution to its expectation when d.f. grows. Thus the sample size calculated for the expected value of the variance for D=1 and 1-beta=0.9 should be increased by 50% from 16 to 24 to provide the declared probability of 0.9 to obtain the required width of 95% CI.
Poisson distribution.
Poisson distribution is a one parametric distribution on the set of all nonnegative integers with probability function
Poisson random variable mostly appears as a result of observing number of events in Poisson process. The intensity e of a process is assumed to be known and the question of sample size takes a form of how long we have to observe the process to get a good interval estimation of the intensity?. For example N is the total number of person-years of follow up and e is the incidence of a disease. The expected number of outcomes will be λ = e * N. Under some well-known assumptions, the observed number of events will have Poisson distribution with parameter λ. Our goal is to find a sample size n 0 , such that 1 − α confidence interval for the parameter e will have width d less or equal to d 0 with probability ψ 0 . In a standard approach to calculating the necessary sample size, we assume some fixed value e 0 of the parameter of interest. After obtaining a sample with size N we consider the observed number of outcomes x as an estimate of expected number of outcomes λ and calculate the sampling estimation of e as x/N. Correspondingly the width d(e) = d(x)/N. Thus we are looking for a solution of n 0 = min(N) such that
for any N > n 0 . There are many expressions for CI of the parameter x of Poisson distribution (Patil and Kulkarni [29] considers 19). One of expressions, recommended by [29] for CI of the parameter λ of Poisson distribution is Garwood (1994) [30] ,
Usually, α 2 = 1 − α 1 , α 1 = α/2. Then
and correspondingly
For any fixed x, d(e, N) is a monotone decreasing function of N and for any fixed N, d(e, N) is a monotone increasing function of x. Therefore we are looking for a set R 0 (λ, ψ) such that P rob(λ)(R 0 ) ≧ ψ with the lowest max(x ∈ R 0 ).Thus the set R 0 (λ, ψ) is an interval 0, 1, 2, ..Q(ψ, λ) From the definition of Poisson(m) we can see that for any λ >= 1, the probability to observe number of events in Poisson(m) not greater than λ is below 0.8 (for λ = 1P (x <= 1) = .73575888 and this probability monotone decreasing with λ). Thus the Q(ψ, λ) > λ for ψ > 0.75 and m ≧ 1 , d(Q(ψ, λ), N) > d(λ, N) leading to "expected" sample size will be smaller than the "empiric" one. Table 2 has the same structure as Table 1 . It presents sample size (n 0 ) with corresponding coverage probability (Cov) and percent (Pow) of CI with width less than the required (Width0) for postulated value of variance (named "Expected") and the variance found by the described algorithm (named "Exact"). The should be compared with the required coverage (0.95) and the required proportion (named "Power") 
Results

Comments
It can be seen that the Garwood formula provides perfect coverage. However, the "expected" sample size is lower that the "exact" by 2% -5% and provides the "expected power" around 50% while the "exact" sample size guarantees the requested values of power. If one prefers to avoid using statistical software, it is possible to use simple algebraic approximations for Q(ψ, λ) and CI. The value Q(ψ, λ) may be approximately estimated by using direct and inverse transformation of Poisson variable to Normal using Anscombe [31] approximation z = 2 (x + 0.375) N( (x0), 1) (15) and recommended inverse transformation
From these we obtain
Binomial distribution.
Here we are interested in finding the sample size n 0 that provides the desired width d 0 for assumed proportion p 0 of the number x of outcomes 1 in a sample of size N. There are many formula for CI of the parameter p of the Binomial distribution. One of the most usable [32] is the Wilsons interval[33]
wherep is the observed proportion o = x/N and x is the number of outcomes 1. Its width is
The maximum width corresponds to maximump * (1 −p). Thus for any N,
Our goal is to guarantee that P rob(D < d 0 ) ≧ ψ with the smallest N. Following the worst best scenario, we are going to find a set R 0 , such that
and
Evidently, this set has a form 0, q (1 − q), 1 where q is defined from equation ??. However, for p not too close to 0.5 and reasonable sample size N one of intervals has negligible probability under Bin(p, N). For examples, the upper interval ((1 − q), 1) will have the probability below 0.001 for p 0 = 0. Our simulations demonstrated that for p < 0.45 and R 0 of the form {0, q} the probability P (N, q) will be greater than the probability P ((1 − q), 1) for N equal to necessary sample size. Therefore we will use R 0 of the form of one interval. Table 3 has the same structure as table 1. It presents the sample size (n 0 ) with corresponding coverage probability (Cov) and percent (Pow) of CI with width less than the required (Width0) for postulated value of the parameter p 0 (named "Expected") and the variance found by the described algorithm (named "Exact"). The should be compared with the required coverage (0.95) and the required proportion (named "Power") 
Results
Comments
The first fact that we can see from table 3 is that for expected probability p 0 = 0.5 the results strongly differ from all others. The thing it that in our best-worst scenario the set R 0 always contains the value 0.5.Therefore the sample size does not depend on power 0.8 or 0.9 and coincides with expected power for p 0 = 0.5. The power, i.e the proportion of CI with width less than the required, is 1.0 because the width of CI for p = 0.5 is bigger than for any other p. The coverage is close to nominal value of 0.95 supporting good properties of Wilson CI. However, the situation is different for other values of p 0 . The "exact" sample size is bigger than the "expected" one.
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