INTRODUCTION
T HE ultrafast streak camera is one of the most versatile instruments used today in picosecond spectroscopy. Its usefulness arises from its excellent time resolution, its ability to determine optical temporal profiles directly and in a single shot, if need be, and its straightforward integration into remarkably simple experimental configurations. Although the device itself is electronically sophisticated, it resembles a photomultiplier/oscilloscope combination in convenience and operation. This is not coincidental, since the streak camera is a photoelectric image converter camera possessing a time-base deflection system similar in principle to those used in cathoderay oscilloscopes. However, the streak camera possesses two significant advantages over the oscilloscope. First, it yields the temporal history of one spatial dimension. Second, demonstrated bandwidths far exceed that of any present or projected oscilloscope.
The streak camera historically was first used as a diagnostic tool to characterize the output of mode-locked lasers, and for monitoring laser fusion implosion experiments, principally at government laboratories. However, the exceptional sensitivity of these devices makes them especially attractive for monitoring fluorescence. Recently, an explosive growth has occurred in streak camera fluorometry, and this instrument is already regarded by many as a required laboratory device in this application. That this is true, considering the significant expense associated with such systems, is fair testimony to the power and reliability of the technique.
It seemed appropriate to include in this special issue devoted to picosecond phenomena a general tutorial and review paper describing the use of streak cameras in picosecond fluorometry. operation and history of the streak camera. This present paper goes beyond the instrumental aspects, and reviews the application of laser fluorescence spectroscopy in some detail. We hope this paper satisfies what appears to be a deficiency in this regard in the open literature.
We have attempted t o present a reasonably self-contained primer in streak camera operation, including examples from the literature in physics, chemistry, and biology. We include an extensive bibliography, which is representative of the field as a whole. Due to the continued growth of this subject, we are not able to include a complete list of references here.
The key principles of electron optical streak camera operation were established during the period from the late 1940's through the early 1960's. In 1949, Courtney-Pratt employed a deflectable image converter [5] , [6] to measure temporal/ spatial characteristics of light given off during explosive burning in lead azide. This early device resembled currently used systems in most essential details, and exhibited a subnanosecond resolution.
In the mid-l950's, Zavoiskii and Fanchenko [7] , [8] calculated the conditions under which picosecond or subpicosecond resolutions might be obtained from these devices, and enumerated the fundamental limitations. They pointed out that picosecond resolution required the use of high electric fields (tens of kV/cm) to extract photoelectrons with sufficiently uniform velocity from the cathode. These authors also coined the term "electron-optical chronography" [9] for the new science that would employ these devices to study rapidly varying luminous phenomena. However, experimental progress was stalled because of the lack of suitable optical transients to test practical designs. The situation changed dramatically in 1966 with the invention of the modelocked Nd :glass laser, which provided the necessary short optical pulse source. Because conventional detectors of light, such as photodiodes, are incapable of measuring such brief pulses, these sources were first characterized with the aid of autocorrelation techniques such as second harmonic generation [lo] or two- [l l] or three-photon fluorescence. However, these techniques do not unambiguously characterize the pulse shape. Streak cameras were subsequently used by several groups to examine individual pulses from this laser [ 121 -[ 161 , allowing for the first time a direct measurement of the intensity profile I(t). It was discovered [13] that photoelectron time dispersion could be minimized by locating a planar, finemesh, high-potential electrode, called the extraction mesh, close to the tube photocathode, thereby achieving temporal U.S. Government work not protected by U.S. copyright IEEE JOURNAL OF QUANTUM ELECTRONICS, VOL. QE-19, NO. 4, APRIL 1983 resolutions of approximately 5 ps. Similar results were achieved by applying a high-voltage pulse to the shutter grid element of a standard RCA C73435 image converter tube [14] . Shortly thereafter, streak cameras were used to monitor fast laserinduced fluorescence [ 171 - [27] .
STREAK CAMERA OPERATION Fig. 1 shows, in schematic form, some of the essential elements in the operation of a streak camera fluorometer. A mode-locked laser source provides the necessary short burst of light to excite the sample. A lens collects a portion of the resulting fluorescence and images the sample onto a slit, which is in turn imaged onto the photocathode of the streak tube. Electrons are promptly emitted by the cathode by means of the photoelectric effect, and are rapidly accelerated through a mesh and toward the anode. The extraction mesh is provided to minimize the velocity spread in the distribution of emitted photoelectrons. The resulting electron beam current, as a function of time, closely resembles the envelope function of the fluorescence I(t). An aperture in the anode allows the electron beam to pass, ultimately impinging on a phosphorescent screen. The focus cone provides an electrostatic lensing field which sharply images the slit onto the back phosphor screen. Indeed, if the slit is removed, a well-formed image of the illuminated sample cell will be projected onto the phosphor. By dispensing with one spatial dimension through the use of a slit, and by sweeping the electron beam across the phosphor screen by applying a linear voltage ramp to a set of deflection plates, a measure of time can be achieved. This occurs because those electrons leaving the photocathode at earlier times will arrive at the phosphor at one position, while those that leave at later times will arrive at a different position, and time is effectively transformed into spatial position. The resultant phosphorescence emitted by the screen at any spatial position P(x) is proportional to the electron beam current, and consequently, also to the fluorescence intensity Z(t). Typically, the resulting phosphorescent spatial streak is intensified and subsequently photographed or electronically recorded.
The deflection plates are driven by a ramp generator triggered by a portion of the original excitation pulse. Typically, the deflection plates are biased to initially image the beam off screen. As the ramp is applied, the beam sweeps onto, across, and off the other side.
In assessing the performance of a streak camera, several parameters must be considered. These include temporal resolution, streak velocity, spatial resolution, timing jitter, optical delay required, sensitivity, spectral characteristics, and dynamic range. There are, of course, others, but these are the most important, and we will discuss each in turn.
The temporal resolution of a streak camera is determined by several factors. The first is commonly called the technical time resolution AT^ and is determined by the speed U D at which electrons are swept across the phosphor (on the order of lo9-1O1O cm/s), and the spatial resolution L of the image converter tube (typically 5-25 line pairs/mm):
(1) With deflection velocities approaching that of light and a spatial resolution of about 7 lp/mm, the technical time limit is in the subpicosecond range. As slower streak rates are used, this quantity can become quite large (-ns).
In general, the spatial resolution is determined by the electrostatic lensing characteristics of the image converter tube. During the streak, the dynamic spatial resolution is somewhat poorer than in the static mode. Equation (1) must be modified if the size of the magnified/demagnified image of the slit on the phosphor screen is larger than 1/L. In this case, this quantity is substituted for l j t . Additional degradation of the technical time resolution may be caused by saturation effects in the streak system and limitations due to the spatial resolution of the intensifier and/ or recording medium.
A second limiting factor is that due to photoelectron time dispersion AT,. This effect, which is also called "chromatic time dispersion," arises because electrons are emitted from the cathode with a distribution of velocities, and results in cathode to phosphor time-of-flight differences and subsequent loss of the observed signal is near the photocathode red cutoff, but becomes progressively more severe at shorter wavelengths. The electron time spread is given by the following relation:
where p is the electron charge/mass ratio, Av is the half-width of the distribution of initial electron velocities, and E is the electric field strength at the cathode. It can be seen from (2) that AT, can be reduced significantly by applying large electric fields.
This can be conveniently accomplished through the use of a high-transmission metallic mesh placed in close proximity to the photocathode and the application of a high voltage [28] . When this field approaches 10 kV/cm, AT 
(4)
Several important parameters (streak speed, optical delay required, and timing jitter) are directly related t o the streak camera deflection system. Typically, a 1-10 kV voltage ramp is applied to the deflection plates, the rise time determining the streak speed. In practice, the fastest rise time (1 ns) is limited by the intrinsic capacitance and induction of the deflection system, which typically posseses a natural frequency in the pulse is directed to a photodiode to generate a fast voltage pulse which triggers the ramp switch. Slower deflection speeds are accomplished through the use of RLCintegrating networks, the exact parameter values determining the sweep rate. Because there is an inherent switch delay in the start of the ramp with respect to the incoming trigger signal, it is necessary to optically delay the arrival of the excitation pulse with respect to the trigger (as shown in Fig. l) , typical delay times being tens of nanoseconds, even at the fastest deflection speeds. In addition, the required delay will also vary with the streak setting because additional time will be required to overcome the off-screen bias voltage. Most researchers find it convenient to maintain both an excessive fixed optical delay and a variable trigger electrical delay. As the sweep rate is modified, the electrical trigger delay can be adjusted accordingly by adding or subtracting lengths of cable. In addition to optical delay, the switch introduces jitter in the start of the streak.
Trigger jitter can range from a picosecond to a nanosecond, depending upon the type of switch used. Typical jitter in commercial cameras is on the order of 100-350 ps. Since the temporal window on many cameras can be less than a nanosecond at the fastest streak rates, such jitter can cause the camera to miss the event under observation. Certain applications, for example, lowrepetition rate single-shot experiments where the sample is destroyed, require use of a low jitter switch.
We discuss the subject of switches in somewhat more detail later, in the section on signal averaging.
In principle, streak cameras are capable of single photoelectron detection, and several commercial cameras experimentally approach this ideal to within an order of magnitude. It is also important to employ high-speed light collection optics to both collect fluorescence and image the slit onto the photocathode.
Typically, commercial systems supply f/2 to f/3 optics, while some researchers have on occasion incorporated f / l optics. The use of various photocathode material has allowed streak camera spectral sensitivity to span the broad range extending from the X-ray [36], [37] and UV (gold photocathodes) to the near IR (5' 1 photoresponse). Commercial systems are available with the more commonly used photocathode spectral responses (Sl, S5, S20, GaAs, etc.).
Another important quantity is the dynamic range. This parameter is appropriately defined, for a given time resolution, as the range over which the measured light level can be increased beyond a minimum required for an observable record without introducing either spatial and/or temporal degradation in the output record. This quantity is determined experimentally by measuring a short light pulse of known duration, determining the peak intensity at which the apparent half-width increases approximately 20 percent, and dividing that intensity by the background noise level of the recording medium. In practice, the range of intensity over which the performance of the camera is acceptable becomes more restricted as temporal resolution is imporved. Typical streak tube dynamic ranges are 10-100 at 5 ps resolution and 2500 at ns resolution.
Such degradation can arise from many sources. For instance, a rather gross spatial resolution deterioration occurs if the photocathode current density exceeds some critical value (typically 10 mA/cm2) for substantial periods of time (>ns). This current density would occur in practice only if 10 photoelectrons/ps were emitted from a 100 pm photocathode spot on average. A significant modification of the cathode surface potential then occurs, which gives rise to aberration effects
[38] (e.g., a diverging microlens) in the electron lens system and subsequent defocusing ("blooming") of the image at the phosphor screen. This spatial image quality deterioration and subsequent loss of time resolution has long been observed in nanosecond and microsecond experiments.
When such high photocathode current densities occur over shorter time intervals, the spatial blooming is normally not observed, but an intensity-dependent electron transit-time spread occurs, which is due to space-charge effects occurring near the photocathode [39], [40] . In most applications of picosecond streak camera fluorometers, it is this mechanism that is primarily responsible for loss of dynamic range. In effect, the Coulombic repulsion due to the local space charge in the electron pulse will cause electrons in the lead to be accelerated, while those in the rear of the packet will be decelerated. Other causes of dynamic range limitations include saturation of subsequent intensifier stages and the recording medium (e.g., use of film).
RECORDING
There are two main recording schemes commonly in use today: photography and photoelectric recording. Photography was first employed to obtain streak records, and current commercial streak cameras provide a film-back option to allow a picture to be taken of the intensifier phosphor. Polaroid film is typically used for timing, determining appropriate intensity levels, and survey purposes, while a much higher resolution emulsion may be used for recording data. Unfortunately, there are significant disadvantages associated with film recording that appear to outweight the advantages. First, processing the film is often time consuming, and does not provided an instant readout. Second, each piece of film is somewhat different and requires individual calibration, usually necessitating exposure of a portion of the film to light which has passed through a step-density wedge. Third, film readout is indirect, requiring microdensitometry of the negatives. Fourth, the available dynamic range is limited (about 4-30) . The photography are its low initial cost and clear two-dimensional visualization of the streak. This latter point is important in some applications as, for example, use of the streak camera with a dispersive grating to display wavelength changes in fluorescence along the second dimension. Indeed, despite the dynamic range limitations of film, the two-dimensional storage capability allows a greater number of bits of information to be recorded than available using a vidicon/multichannel analyzer, for example, Fig. 2 , from Dneprovskii ef al. [41] , illustrates the ability of the streak camera to provide a two-dimensional representation of space and time, as well as, of course, light intensity. Here, the dimension along the slit is used to monitor spatial beam profiles. As the light pulse traverses a sample of CdSoaSeo.6, its leading edge is partially absorbed as coherent excitons are generated. This energy is eventually returned to the trailing edge by stimulated reemission of the excitons. Consequently, the spatial and temporal profiles are modulated. Portions of the entering pulse (I) and transmitted pulse (11) are imaged onto the slit at different places. Successive scans parallel to the slit at various positions along the streak produce the display shown.
The replacement of photography by photoelectric recording [42] - [45] , for example, multichannel image detection, allows the fluorescence profile to be displayed instantly on an oscilloscope and/or digitally stored for later computer analysis. This approach is linear, possesses adequate dynamic range (>loo), and affords a simplicity of operation. So great are these advantages that this is currently the preferred mode of recording. Most streak camera fluorometers today are used with a vidicon/ OMA combination or an equivalent video camera/computer analysis system. Figs. 3 and 4 are illustrative of the capability of computer-interfaced multichannel image detection. Commercial systems allow processing of raw streak data and correction of time base nonlinearities, as well as other distortions (Fig. 3 from Barbara et al. [46] ). In Fig. 4 , Robinson et al.
[47] employed a spectrograph to disperse the various fluorescence wavelengths along the slit direction. Successive time profiles at different wavelengths allow the researcher to determine the existence or absence of wavelength-dependent effects.
Some care is necessary to ensure that linearity is maintained. I lpsec) Fig. 3 . A streak camera/data processing system is used to collect timeresolved fluorescence from a 5 X rhodamine-B solution in ethanol. The raw data shown in the upper right picture contains a 30 percent streak time base nonlinearity as well as other distortions. After computer correction, a corrected scan is displayed (lower right). In this figure, individual OMA channel spacing is 0.8 ps (from Barbara et al. [46] ). [47 1 ).
For example, an effect known as target lag, arising from the exponential charging characteristics of the vidicon target diodes, causes the output to be extremely nonlinear unless a sufficient number of target scans (220) are gathered [44] , Vidicons are also often used in a one-dimensional mode, measuring and displaying the intensity of iight imaged onto the detector head as a function of position (along the streak), and integrating light in the second dimension (along the slit). Consequently, it is important that the slit of the streak camera be aligned perpendicular to the streak direction and that the light-sensitive channels of the OMA be set along the slit image or loss of spatial and temporal resolution will result. CALIBRATION TECHNIQUES The streak camera owes much of its present popularity to its ability to provide an accurate representation of the time variation of the luminescence under observation. Confidence in the performance of current cameras is due in large part to its proven linear behavior, supported through careful calibration data. Early cameras exhibited nonnegligible nonlinear response to both intensity variation and time. Most of the causes (nonlinear deflection voltage, intensifier pincushion effects, dynamic curvature of the streaked slit image, etc.) for this have since been minimized by improved design. However, even today, nonlinearities resulting from improper operation (intense light levels, nonlinear recording medium) or component failure can easily distort experimental data. Consequently, it remains prudent to calibrate instruments on a regular basis. Early attempts to calibrate streak cameras were often unnecessarily complicated. For example, step-density wedges placed over the streak camera slit were often used with a large-diameter light source to calibrate the camera's response to intensity. Streak rates were determined by viewing the reflections of a calibrating pulse off two or more glass slides. One such pulse delay device (PDD) [34] using 12 glass slides is shown in Fig. 5 . Each reflection was focused by a lens at different points along the length of the streak camera slit. The resulting comb of pulses, each separated by 160 ps, could be used to verify the magnitude and linearity of the streak rate. Arrangements such as this are somewhat cumbersome. Another approach consisted of viewing fluorescence from dyes exhibiting known ~. , and each pulse reduced in intensity from the previous pulse by the product of the mirror reflectivities. The resulting train has a known exponentially decaying envelope function which can be varied by insertion of density filters between the mirrors or by changing the spacing. Using this scheme, both intensity response and streak rate can be quickly calibrated. Fig. 6 shows a streak camera/OMA readout of a comb of calibration pulses generated by passing the doubled output of a Nd :YAG laser (533 nm, -26 ps) through an etalon with a roundtrip time of 100 ps.
SIGNAL AVERAGING In their usual operational format, luminescence data are obtained in a single streak. We saw earlier that the level of light viewed by a streak camera could not be increased aribitrarily since saturation effects occur in the photocathode, intensifier, and recorder and subsequently distort the data. When detecting fluorescence, however, a common problem is one of not having enough light, even after optimizing the input slit width and collection optics. Usually, the solution is to increase the intensity of the excitation laser. Unfortunately, however, this often leads to saturation or nonlinear effects occurring in the sample when the photon flux exceeds a critical value, usually in the range 10'3-1018 photons/cm2. Operating at or below this critical excitation intensity level greatly restricts the ability of the streak system to adequately obtain data in a single scan, and a tradeoff must be made between the signal-tonoise ratio and achievable time resolution. This point has apparently not been appreciated by a number of researchers, so we include a discussion here.
Consider first the following simple instructive example and derivation. An excitation impulse of magnitude I , in photons/ cm2, is assumed incident on a thin absorbing sample of transmission I , which subsequently fluoresces with efficiency @ and IEEE JOURNAL OF QUANTUM ELECTRONICS, VOL. QE-19, NO. 4, APRIL 1983 characteristic exponential lifetime TP A lens is used to image (1 : 1) the light emission with collection efficiency qOpt onto a slit in contact with a photocathode. The slit has dimensions h (length) and w (width). Here it is also assumed that the reverse image of the slit onto the sample, also of dimensions h and w, is indeed smaller than the actual sample. The number of photons P, absorbed by the imaged sample region is simply
The light P, emitted into all solid angles during a short time interval At is given by P,@rfl ( e -f 1 7 f ) At where t ' is the time elapsed after excitation. The number of photoelectrons emitted by the photocathode during At is given by Peqoptqpc where qpc is the photocathode quantum efficiency.
If we ask what is the corresponding minimum excitation impulse intensity Imin required to generate one photoelectron at, say, the 10 percent point in the fluorescence decay curve during a time interval corresponding to the desired time resolution TR (i.e., At = TR), then the answer may be obtained by setting PeqOptqpc equal to 1, e-t7Tf= 0.1 and solving for I :
Examination of (5) leads to several important implications. First, detection of fluorescence in a single streak requires a minimum excitation intensity which depends inversely upon the desired time resolution. This follows logically since a sufficient number of photons must impinge on the streak camera photocathode during the time-resolved interval to be detected. As the time resolution is improved, a greater photon flux is required, eventually exceeding a value which the molecular system can tolerate. This molecular saturation ultimately limits the time resolution achievable. In specifying camera sensitivity, manufacturers typically begin where ( 5 ) leaves off by providing data on the minimum number of photoelectrons N required to yield a detectable signal. For example, typically, 10 photoelectrons (or approximately 100 photons impinging on the photocathode) will yield an electrical signal (assuming photoelectric recording) which exceeds the system noise level.
However, from (5) we see that the slit parameters h and w and the collection optics efficiency qopt are also critical. qOpt, h, and w must be made as large as possible. In the case of a single collection lens with 1-to-1 imaging, qOpt = F ' t/64 where F and t are the flnumber and transmission of the lens. h is determined by the recording spatial resolution along the slit. w is usually constrained by the desired time resolution. In most streak camera systems, light passing through the slit is actually relayed to the photocathode by a second lens system (see Fig. 1 ) matched to the collection lens. The subsequent magnification of the slit onto the photocathode is given by Mopt, and magnification of the resulting image after intensification is given by Melee. If the slit width is increased to the point where the instrumental time resolution is approximately equal to the technical time resolution, then rR will be given by
where R is the streak rate. In terms of slit width, an expression for the excitation intensity required for an SIN of 1 at the 10 percent decay point is given by By using (6a), (6b) can be expressed instead in terms of the desired time resolution. Mopt is often less than unity to enhance the instrumental time resolution. However, this usually leads to a less efficient light collection system. Equation (6b) assumes that the recording system spatial resolution corresponds to the width of the slit image Mopt Melee w. The quantity N is greater than 1 because of internal streak camera losses and competition from noise sources. In the design shown in Fig. 1 , a fraction of photoelectrons are lost due to geometrical aperturing of the extraction mesh, as well as coupling losses to the intensifier stage, the latter being lost in either lens or fiber output coupling. In some designs, a multichannel plate intensifier is incorporated into the streak tube, and there are associated aperturing losses in that case also. These losses cannot be compensated by the use of additional intensifier gain since the signal-to-noise of the system will usually be limited by the Poisson statistics of the small number of photoelectrons present in the streak tube at any given time.
In practice, time resolutions of 10 ps typically require excitation intensity fluxes of 1014 photons/cm2 or greater for signal-to-noise ratios of ten or better. A serious problem arises in many systems as one attempts to obtain higher time resolutions via single-shot analysis: the intensity of the excitation source becomes so great that nonlinear optical effects, excited state saturation, stimulated emission, and other artifacts result. An excellent example of this was discussed in Campillo et al. 1431 . These authors studied the emission from chlorophyll molecules within the light collection or antenna apparatus of green plant chloroplasts. These molecules form networks of several hundred chlorophylls that collect light and funnel energy to a reaction center trap via a random walking Frenkel singlet exciton. The complex has a rather large absorption cross section (-300 a'), and intensities of photons/ cm2 result in multiple excitations and subsequent singletsinglet exciton annihilation processes. This results in reduced fluorescence quantum efficiency and an anomolously shortened observed lifetime. The resulting nonexponential decay profiles are shown as a function of excitation intensity in Fig. 7 . While most samples can tolerate higher photon fluxes than can plant chloroplasts, this drawback of single-shot analysis places an inherent limitation preventing useful application of improved time resolution in weakly fluorescing samples.
A logical solution to the above limitation is to accumulate a great number of streaks at lower excitation intensities, yet with superior time resolution, and to sum these, the accumulated data thereby being effectively signal averaged. However, achieving this requires that the electrical ramp which drives the deflection plates of the streak camera be accurately synchronized to the start of the fluorescence signal. Unfortunately, conventional techniques such as krytron or spark gap switches or avalanche transistor stacks commonly used for generating the sweep voltage result in significant pulse-to-pulse jitter (50-350 ps), as well as long-term drift. This uncertainty in the start of the streak effectively negates the beneficial effect of signal averaging since the temporal resolution of the accumulated scans would be significantly degraded. Several approaches to this problem have been tried with good success: 1) use of an intense pulse arriving at the streak camera prior to the onset of fluorescence which serves as a temporal fiducial marker [48] , and use of a computer to note the position of the prepulse, establish the true zero time of each shot, and subsequently accumulate the corrected streaks; 2) use of a continuous repetitively mode-locked laser and a synchronously scanning streak camera [49] , [50] whose deflection plate voltage is phase locked to the recurring excitation source and results in substantially less jitter (5 ps); and 3) use of a specialized low-+--500 P S -4 jitter (2 ps) light-activated switch [51] to initiate the deflection plate voltage, thereby allowing direct accumulation of nonrecurrent streaks. The first technique above attempts to compensate for the jitter, while the latter two attempt to eliminate it. The use of a fiducial pulse as a time marker, introduced by us [48 J , [52] , has the advantage of using standard deflection circuits, and is currently used by many researchers. However, the technique requires either computer or human processing, and the accumulation of more than a score of data shots is tedious. A recent modification [53] of the fiducial pulse technique is shown in Fig. 8 , which depicts Cz swan-band emission following W photolysis of gaseous acetylene at a pressure of several torr. Here a 532 nm fiducial pulse was split into two distinct marker pulses separated by 500 ps and directed via a second path to an adjacent part of the streak camera entrance slit.
Dual traces, fluorescence, and timing pulses were recorded by a Nuclear Data vidicon system interfaced to a Nicolet minicomputer. Becuase of the weak emission, single shot fluorescence curves were noise dominated. Each streak trace and its corresponding reference were stored individually and were then shifted to a common timing mark and averaged. A rise time of 21 5 ps could be deduced by averaging ten shots.
The synchronously scanning streak camera [49] , [50] , or "synchroscan" camera, has been developed for use with recurrent lasers, that is, those producing a continuous train of ultrashort pulses each separated by nanoseconds, as for example, CW passive [54] , [55] clearly visible on the streak phosphor. This allows observation of weakly emitting species and the avoidance of high-intensity effects in the sample. Fig. 9 shows a block diagram of the electrical layout of a synchronscan unit. An oscillator-power amplifier combination is coupled to the deflector plates of a streak tube to produce a sinusoidal deflection on the screen, the central linear portion of which is actually used. The resonant frequency of the oscillator/amplifier circuits are tuned to match the repetition frequency of the laser in the range 70-200 MHz and are compatible with the natural frequency range of the deflection plates. The power amplifier was fed from a driver stage that could be operated either as an oscillator or an amplifier, depending upon the characteristics of the excitation laser. For example, when used with a CW synchronously pumped modelocked dye laser, where a continuous stable high-frequency electrical signal was available from the argon laser mode-locked RF source, this is directly amplified in the driver stage to a level sufficient to fully load the output stage. When a passively mode-locked system is used, a portion of the light pulse train is directed to a photodetector, which in turn produces the required electrical signal. When a burst of optical pulses is used, as for example, from a pulsed mode-locked Nd:YAG laser, the photodetector output is then used to pull into synchronism the driver stage, which is now operated as an oscillator and adjusted as closely as possible to the correct frequency.
Resolutions of approximately 5 ps using synchronously pumped dye lasers at repetition rates of 140 MHz have been achieved using this technique [49] , [50] , [59] . In theory, this streaking method should yield subpicosecond jitter. Presently, the jitter is believed to be due to causes other than in the deflection system itself, for example, drift in the RF driving electronics, jitter in the repetition rate of the mode-locked CW lasers, and variation in the durations of the dye laser pulses. Experimental dynamic range has also been improved from 30 for single-shot measurements to over 3 X IO3 in this mode of operation [60] . The principle drawback to widespread use of the synchroscan approach lies in the availability of a number of straightforward sampling and nonlinear optical
[57] techniques that may also be used with CW mode-locked lasers. By contrast, the streak camera, when used in a single sweep mode, appears superior to other techniques.
An example of the use of the synchroscan system is shown in Fig. 10 from the work of Fujimoto et al. [61] . Using fre- quency-doubled rhodamine 6G laser pulses, Fujimoto et al. were able to demonstrate that the lifetime of the bound exciton in CuCl at 8 K is 130 ps. Even with excitation pulses containing only J, good signal-to-noise ratios were obtained. Operating at low-excitation intensities allowed these authors to avoid nonlinear effects such as the previously discussed exciton-exciton interactions that occur in many solid-state systems such as this.
A somewhat different scheme [62], [63] has been considered in which a conventional camera is streaked at a low subharmonic (1-40 kHz) of the train frequency of a modelocked dye laser. The deflection voltage of the camera is derived from a step voltage generator built up with avalanche transistors or a high-frequency electronic tube which charges the capacitance of the deflection plates and provides a sweep rate of approximately 200 ps/cm. Basically, this is very similar to the method used in single-shot operation, but with the deflection system designed to accommodate kHz rates of input pulses. Both synchroscan and this technique may be used with cavity-dumped dye lasers. Cavity dumping reduces the excitation rate and allows investigation of fluorescence from samples with long recovery times.
Recently, near jitter-free (-2 ps) streak camera observation of light signals generated by nonrecurrent laser pulses as outlined in 3) above has been achieved using a laser-activated switch employing either cryogenically cooled
Si [64] , [65] or ambient temperature GaAs doped with Cr [66] . The latter material is attractive because of its high dielectric strength and its high resistivity (10' cm), enabling dc biasing at room temperature without thermal runaway. Fig. 11 , from Knox and Mourou [66] , summarizes the manner in which the GaAs photoconductive switch is integrated into the sweep circuitry. These researchers employed a 3 mm gap biased at 0-5 kV dc
A - which, when illuminated by a portion of the 1.06 pm laser pulse, conducts and charges the deflection plates through a current limiting resistor R,. As the deflection plates charge, the photoelectron beam is swept at nearly half the speed of light in a linear manner from one side of the streak tube phosphor, across, and eventually off screen at the other side. After about a millisecond, the plate voltage returns to initial bias level by discharging through the large bias resistor Rg. There are several significant advantages associated with this scheme. First, and most importantly, is that the resultant short-term jitter is a small fraction of the trigger laser pulse duration. For example, 30 ps pulses from a mode-locked Nd:YAG laser result in jitter of about 2 ps. Consequently, signal averaging can be performed using this technique to further increase the timing precision and signal-to-noise ratio. Fig. 12 illustrates the latter in a dramatic but typical way. The upper trace shows the luminescence from CdSe [67] obtained during a single streak. The signal-to-noise is too poor in this case to determine the decay time. However, after accumulating 300 streaks, an accurate estimate can be made of this parameter. Stavola et al. [65] demonstrated that by averaging as few as 50 shots, a time delay of 0.4 ps between 30 ps pulses is resolvable to within k0.05 ps. They also showed that the long-term timing drift present in other trigger/sweep circuits was negligible with this scheme. The second advantage is that the photoconductive switch can be triggered with fairly modest laser energies ( 4 0 0 pJ). This should be compared to the multi-mJ requirement of gas or mylar spark gap [68] switches. Third, the fact that the photoelectron beam remains off screen for about a millisecond allows a long-lived (>,us) species to decay sufficiently before the retrace. Fourth, use of this scheme with signal averaging results in an enhanced dynamic range, There are some minor disadvantages associated with this technique. First, the switches are not commercially available and must be homemade. Second, the range of available streak rates is greatly restricted. Although the ramp speed can be varied somewhat by changing the dc bias voltage, it cannot be slowed to a value lower than permitted by the intrinsic carrier recombination time of the switch material. However, since the jitter associated with conventional schemes is primarily a problem only at the fastest streak rates, the photoconductive switch is really required only at the highest streak camera resolutions and can be profitably employed in alliance with commercially available streak units. Finally, this scheme is not appropriate for rapid accumulation of data generated by bursts of recurrent pulses as, for example, from a mode-locked train generated with a pulsed Nd+3 :YAG laser. However, overall, the use of this switch greatly extends the capability of existing streak cameras and provides an exciting opportunity in future luminescence research. The first steps in photosynthesis involve light absorption by specialized antenna pigments (chlorophylls, caroteins, etc.), followed by efficient energy migration to a reaction center complex, whereupon the excitation is utilized to drive the photosynthetic process. The various pigment species have complementary overlapping absorption bands that together span the visible spectrum. Once excited, the accessory pigment molecules very quickly (-1 ps) transfer their energy via a nonradiative dipole-dipole interaction to a Chl a molecule. The Chl a's first excited singlet state has a lower energy than the singlet states of the antenna pigments, so the reverse jump is highly improbable. Possible, however, are further similar Forster transitions between neighboring Chl a molecules, and consequently, the excited state, or Frenkel exciton, begins a random walk through the Chl a antenna matrix until it wanders near the reaction center complex, whereupon it is quickly captured. The entire process, from initial pigment absorption to reaction center capture, although involving many hundreds of separate energy transfer steps, occurs in less than one nanosecond and has quantum yields for photon utilization approaching 100 percent.
BIOLOGY
The actual physico-chemical situation is fairly complicated, and the exact organization of the antenna system was previously unknown. Photosynthesis in green plants takes place on a thin (approximately 10 nm) membrane called the thylakoid, which is shaped like a flattened hollow sac. The major constituent of the thylakoid is chlorophyll, which exists in a variety of chlorophyll-protein complexes. The various protein complexes, each composed of a dozen or so chlorophyll molecules, accessory pigments, or other specialized photosynthetic material (cytochromes, ferredoxin, etc.), are the building blocks of the photosynthetic apparatus. The dimensions of these building blocks are unfortunately too small to discern their precise organization using electron microscopy. Thus, we must rely on indirect information such as that obtained with picosecond spectroscopic techniques. Repetitive structures, called quantasomes, measuring about 20 X 15 X 10 nm and arranged much like cobblestones, cover the thylakoid membranes. These quantasomes are often identified with the photosynthetic unit (PSU), a hypothetical entity which contains all the functional material necessary to perform photosynthesis independently.
It is believed that in green plants there are at least two photosystems, PS I and PS 11, which are in close proximity, each having its own distinct cooperative photochemistry.
PS I, the smaller of the two units, upon red light absorption produces a strong reductant and a weak oxidant, whereas PS 11, upon absorption of "bluer" photons, produces a strong oxidant and a weak reductant. Electron flow from the weak reductant to the weak oxidant is coupled to the conversion of adenosine diphosphate and inorganic phosphate to adenosine triphosphate (ATP). ATP assists the strong reductant to reduce C02 to a carbohydrate (CHzO), and the strong oxidant oxidizes H 2 0 to 0 2 . PS I and PS I1 are thought to be located on the outer and inner surfaces of the thylakoid, respectively.
Ultrafast streak camera measurements of fluorescence [ 181 -
[27], [43] , [71] - [91] from various molecular species can be readily employed to deduce information about the antenna apparatus of plants that is not presently obtainable by other means. The observed fluorescence would accurately probe the excited state density of the species under observation while wavelength-dependent data track the various pathways. In particular, in green plants, the fluorescence decay from Chl a is predominantly determined by the exciton migration time to the reaction center, which effectively quenches the Chl a excited state population. This rate can, in turn, be utilized to test various models under consideration. Further information may be obtained by studying the additional quenching mechanisms that come into play at higher excitation intensities. For example, by flooding the antenna network with additional excitons, Campillo et al. [43] , [71] have shown that the excitons have a high probability of interacting with each other via a singlet fusion scheme that effectively annihilates one of [89] - [91] . This greatly facilitates interpretation of the data, and has greatly increased the understanding of these systems.
Streak cameras have also been applied to other photochernically active biological systems. These include studies of the visual pigments Rhodopsin and Isorhodopsin [92] , and the pseudophotosynthetic protein Bacteriorhodopsin [93] . Fluorescence from these molecules is difficult to observe because of the low quantum yields and because fluorescence from impurities in the sample' can mask the intrinsic fluorescence. Fluorescence has also been observed and used as a probe in studies of dye molecules intercalated within DNA [24] or incorporated in aqueous micellar dispersions [94] , [95] .
CHEMICAL PHYSICS
Picosecond spectroscopy has found numerous applications in chemical physics. Molecular changes often occur in the subnanosecond time regime, and excitation by picosecond lasers makes it possible to determine the evolution of a molecular system through its various energy states and transient chemical species. Researchers have employed picosecond streak camera fluorometry to study phenomena such as internal conversion [18] , vibrational decay [46] cence was observed at 580 nm. The rise time was found to be less than 20 ps for dimethyl POPOP and less than 30 ps for pyrelene. Since the vapors were at 3OO0C, the collision rate between molecules could have been no more than 108/s, about lo4 times fewer collisions than in the liquid phase. Since fluorescence is commonly observed from the lowest vibrational state of SI, the rapid rise time in the vapor was interpreted as direct evidence supporting rapid internal relaxation of the molecules, even in the absence of collisions. The ability of large dye molecules to relax internally independent of their surroundings is a manifestation of the fact that such molecules have a large number of vibrational and rotational modes, so that the probability of mutual interactions among the modes is high. These interactions reduce the lifetime of any particular level because any excess energy provided by the excitation wavelength can be rapidly redistributed over the large ensemble of densely packed levels.
Barbara et al. [46] studied the time and wavelength characteristics of s-tetrazine fluorescence in n-hexane excited by a 530 nm pulse at the I." = 1 level. The decay of the excited state vibration has been monitored by comparing the rise time of the spectrally unresolved fluorescence to that of the (0,O) fluorescence at 560 nm. Vibrational relaxation was found to occur within 8 ps.
Several researchers have studied the resonant intermolecular transfer process between two dissimilar molecules. This type of transfer was treated by Forster [99] , and results from dipole-dipole coupling between the two molecules. The rate of energy transfer is proportional to l / r 6 where r is the spacing between the'two molecules, and hence is a sensitive function of concentration. A Forster radius R , is defined as the interaction distance where the probability of energy transfer just equals the probability of the donor molecule losing its excitation through other mechanisms.
R, is calculable from the overlap of the acceptor absorption and donor emission spectra. M sodium lauryl sulfate, a substance that stimulates micellar growth, was added, a departure from Forster theory was observed at a critical concentration. At that point, the local concentration of DTC appeared to increase about 90-fold, suggesting that dye-enriched micelle formation occurred.
Fluorescence from a dye molecule is greatly affected by the environment in which it is placed. In solution, the yield and lifetime can be readily affected by parameters such as viscosity, polarity, pH, temperature, hydrogen bond donor, or acceptor strength. As a practical matter, understanding these processes can be important in a number of applications, for example, in probing the structure of biological molecules. Researchers seeking to improve laser performance are searching for ways to increase dye fluorescence yield, while others seeking better mode-locking dyes are searching for ways to decrease yield and the accompanying fast decay.
Several researchers have studied the effect of viscosity on lifetime as well as the effect of atomic substitution. Fleming et a/.
[ 1031 studied the photophysics of fluorescein and three of its halogenated derivatives, eosin, erythrosin, and rose bengal in aqueous and simple alcoholic solvents. In these systems, the fluorescence lifetime is primarily determined by the intersystem (S1-TI) crossing rate. As the .solvent changes from i-Propanol to H 2 0 , or there is increased substituent halogenation ("heavy atom effect") of the parent, fluorescein, the fluorescence maxima shift to the blue and the lifetimes are observed to decrease markedly. This is consistent with both the increased SIS, spectral blue shift and a smaller Sl-Tl energy gap, which enhances the intersystem crossing rate. The solvent effect was further studied by Heisel et al. [63] measured the fluorescence decays of pinacyano1 in glycerol ( r = 280 ps) and a Sol50 mixture of glycerol and ethanol (I-= 143 ps). Huppert et al. [110] studied the dual-fluorescence kinetics of p-dimethylaminobenzonitrile in several alcohols. The b" state emission was found to rise promptly and funnel into the a* state. T h s rate followed the solvent viscosity.
In most fluorescence measurements, the exciting pulse is laser derived and is polarized. However, because of this, whenever the lifetime of the emission occurs on the same time scale as molecular rotation, as is often the case in liquids, then it is necessary to correct for polarization effects of the emitted light. Any rotation of the molecule between the time it absorbs and emits light affects the angle between the polarization vectors of absorption and emission. Consequently, the emission I l l ( t ) polarized parallel to the exciting pulse polarization decays somewhat faster than the population of the emitting state.
Conversely, the emission Ii(t) polarized perpendicular to the exciting pulse also has a complicated profile. Observing unpolarized emission (i.e., Ill + ZL) after having excited it with polarized light will not completely eliminate the interference effects occurring between the two polarizations. However, it can be shown that the correct fluorescence decay is given by I l
l ( t ) + 21L(t). Thus, if an
analyzer is used and set at a magic angle 01 = 54.7" (from tan2 Q: = 2), then such effects are negligible. A number of researchers, however, rely on fluorescence depolarization to yield rotational relaxation data. A parameter, called the timedependent polarization anisotropy, is experimentally measurable and can be related to various theoretical models.
It is defined by the quantity Of major interest is whether or not orientational relaxation of molecules can be described by the Stokes-Einstein-Debye relationship rOR = hV(V(kT)-' , which assumes hydrodynamic or "stick" boundary conditions. Fleming et aZ. [l 1 11 utilized polarization spectroscopy to study eosin and rose bengal in a variety of solvents. Both the fluorescence decay curve and the rotational correlation function derived from the experimental data decayed as pure exponentials.
Many molecules undergo conformational changes after absorbing light, including some having importance in ultrafast spectroscopy. For example, the photoisomer of DODCI plays an important role in the mode locking of rhodamine dye lasers, especially at the longer wavelengths. This fact was verified by
Arthurs et a/. [17] , who studied DODCI under conditions of mode locking. They determined that after excitation, an equilibrium is established between the two forms and that both display fluorescence lifetimes of 330 [63] , [ 1141 studied trans-stilbene. constant from 77 to 295 K. Heisel et al. [ 1141 observed two components in the decay of the emission. The slow component was attributed to a return to the trans-geometry after photoisomerization. The rate constant for photoisomerization to excited twisted stilbene shows an Arrhenius temperature dependence, with an activation energy of 2.6 kcal/mole and a frequency factor of 1.2 X 10l2 s-'. The reverse process has a rate constant 500 times smaller.
Another class of excited-state interactions involves the transfer of an electron between a donor molecule D and an acceptor A , one of which is in an electronically excited state, to produce a new species (A-D')", called an excited-state charge transfer complex or exciplex. The excited molecule may be the electron donor or acceptor.
Before electron transfer can occur, the donor and acceptor must diffuse to within an appropriate separation distance. Consequently, environmental factors play an important role. Certain geometrical orientations are required to form the exciplex in nonpolar solvents, whereas in highly polar solvents, there is direct electron transfer, resulting in an ion pair. Eisenthal First is a very rapid (7 k 1 ps) electron transfer for molecules in extended conformations, producing solvated ion pairs without passing through the exciplex state. Second, folded conformers yield exciplexes within 2 ps, having a lifetime of 580 f 30 ps. This component emits in the 500-600 nm region and is shown in Fig. 15 . The dual fluorescence of p-(dimethylamino) benzonitrile (DMABN) in propanol solution was also studied [ 11 71 . Two emitting states were observed to reach equilibrium with a rate of approximately 20 ps. The forward reaction rate (20 ps) is the time required for the molecule to relax conformationally to a charge-transfer geometry. Fig. 16 shows the DMABN fluorescence at 350 nm and the rise of the CT complex at 480 nm.
Besides electron transfer from one molecular species to another, photoejection can occur, resulting in an excess elec-:ron remaining in the liquid [118] - [119] . The electrons are hought to be solvated by initially being trapped in already- existent molecular solvent clusters that form relatively shallow potential wells. Once the electron is localized, the surrounding solvent dipoles reorient themselves about the electron, deepening the potential well and leading to the formation of the solvated electron. Monitoring the steps involved in the localization of the quasi-free electron in the solvent yields information on the structure and relaxation properties of the liquid, as well as the nature of the electron-solvent cluster. The trapped and solvated electrons possess distinct absorption bands, and typically, this process i s followed through absorption spectroscopy. However, Auerbach et al. [119] have monitored the fluorescence from toluidenyl napthalene sulfonate (TNS) in water/ethanol solvent mixtures. Their data suggest that in the excited state, TNS in waterhas apreexisting local solvent structure that promotes the electron transfer to the solvent. Evidence based on the dynamics of solvent exchange in mixed solvent systems indicates that this structure consists of approximately 12 water molecules.
There has been considerable interest in using streak camera fluorometry to study excited state protonation and deprotonation kinetics. This has been stimulated by a novel technique, the laser "pH jump," which enables the researcher to rapidly vary the hydrogen ion concentration of a solution using laser excitation. This, in turn, can be used to initiate ground-state acid or base-catalyzed reactions and to follow subsequent reactions. It is useful to review several acid-base concepts here. A typical reversible acid reaction is described by the equation
. (9) Here, AH is an acid that gives up a proton to water to form a hydronium ion H30+ and an anion A-. pH in this case is simply -log,, [H,O'] where the bracket indicates the concentration in moles/liter. Thus, a pH of 2 indicates that the concentration of hydronium ions is mil. Equation (9) can be described by a characteristic acid equilibrium constant K , defined as If the amount of one of the constituents is varied, the others will adjust to keep K constant. pK is defined as the -logloK, and is a useful chemical shorthand for indicating the strength of an acid or base. For the reaction given (9), a pK of 8 would indicate a weak acid, whereas a pK of 1 would indicate a strong acid. Physically, when the pH of a solution is adjusted so that it equals the pK of the acid, then
There is a strong link between the acid-base properties of a molecule and its electronic structure. Thus, a change in electronic structure, say by excitation after light absorption, should produce a concomitant change in acid-base properties. Indeed, in many compounds the acid dissociation constant (pK, value) varies between the ground and electronically excited states. Somewhat surprisingly, the changes in pK value can be many orders of magnitude. For example, 2-naphthol-6-sulfonate is a weak acid in its ground state, but in its first excited singlet state it is a strong acid, showing a pK change of 7. Fluorene, an aromatic hydrocarbon, shows a pK change of 29 upon excitation. Some compounds, such as phenanthrene, become less acidic in the excited state. This phenomena is characteristic of bases as well as acids.
Intense picosecond pulses allow considerable concentrations of electronically excited molecules to be prepared. Thus, appreciable changes in the concentration of H+ (or H30'), and by definition pH, can be brought about on a very rapid time scale. The change in solution pH allows other ground state acid-base catalyzed reactions to be initiated. Thus, a reaction which is not photochemical in nature can be initiated using an ultrafast laser. Since the majority of solution phase reactions are either acid or base catalyzed, including most reactions of biological importance, this pH jump technique offers a general, widely applicable method for rapid initiation of solution phase chemistry.
Campillo et al. [120] , [121] were the first to demonstrate a pH jump using the compounds 2-napthol and 2-naphthol-6-sulfonate in water solution.
By exciting these species with 266 nm radiation, they were able to induce the pH to jump from 7 to 4. The protonated form of each species emitted in a different spectral region than its corresponding anion. Consequently, by measuring the time history of both anionic and acidic species under a variety of experimental conditions and using a kinetic scheme which includes terms for the fluorescense lifetimes and quenching, the complete kinetics of excited state protonation were obtained. [ 13 I ] studied the temporal behavior of the spectral emission of coumarin 102 in several liquids as a function of temperature. In addition to protonation, they also observed the formation of an excited state complex (CA)" between the excited state coumarin molecules C" and solvent molecules A through the kinetics of the disappearance of a blue-edge emission and the formation of a rededge emission. They also observed interesting spectral dynamical behavior in acridine [ 13 11 -[ 1331 . Here again, this behavior depended sensitively on the temperature and solvent and was interpreted in terms of the hydrogen-bonding characteristics of the solvents.
Excited and ground state aromatic hydrocarbons in solution often form excimers, which can be identified by their characteristic fluorescence. In most cases, the fluorescence is emitted from a sandwich-type excimer, in which the orbitals of aromatic chromophores overlap, as in the case of pyrene. Somewhat surprisingly, only one group to date has applied streak camera fluorometry to the study of gas phase photolysis products. Craig et al. [53] followed the formation of the C2 Swan system emission following 266 nm photolysis of acetylene, and observed a 215 ps rise time (see Fig. 8 ). This experiment clearly demonstrates that the streak camera is capable of following the temporal development of a variety of emissive fragments.
SOLID STATE
The physics of solids is rich in luminous phenomena occurring on a picosecond time scale [97] . Researchers have studied exciton migration [48] , [I381 and subsequent interactions
[138] at low [61] Campillo et al.
[ 1381 studied exciton-exciton interactions in tetracene at 170 K using high excitation intensities. From the variation of the decay rate of singlet exciton emission as a function of laser intensity, they were able to measure a singletsinglet annihilation rate X,, of cm3 . s-l, and an exciton diffusion rate D, of 4 X cm2 . s-'. In a later study, they doped tetracene with pentacene and studied the kinetics of electron energy transfer from host to guest. The guest fluorescence rise time was observed to be the same as the decay time of the host, while the simple exponential character of the host fluorescence was consistent with a diffusion model for singlet exciton migration from host to guest. Kobayashi et al. [ 1391 studied the decay kinetics of free excitons, bound excitons, and excitonic molecules in CdS at 4.2 K. By varying the level of excitation, they were able to determine that the P band (at 490.5 nm) is due to bimolecular emission from free excitons, that bound excitons are generated from free excitons through a monomolecular process, and that excitonic molecules are formed through bimolecular processes. Fujimoto et al. [61] , [ 1401 studied luminescent processes in CuCl using a low-power synchronously pumped dye laser excitation source and a synchroscan streak camera. This enabled these researchers to perform time-resolved investigations of bound exciton luminescense in CuCl at 8 K in the absence of competing biexciton effects. The luminescence was filtered to allow observation of the I line at 390 nm, which is due to the radiative decay of an exciton bound to a neutral acceptor. The luminescence profile, shown in Fig. 10 , indicates that the bound exciton is formed within 10 ps and decays within 130 ps.
Pellegrino and Alfano [141] studied the 720-850 nm photoluminescence kinetics of GaAs at 100 K. Using 530 mn excitation, the luminescence kinetics reflect the intervalley transfer of electrons from r to and from the upper valleys along the I, and X direction. The emission profile is complex, displaying a rise of 5 ps and a decay time of approximately 25 ps. Seymour and Alfano [142] studied the spin relaxation and recombination kinetics in GaAs using polarization spectroscopy. A partial spin alignment of the conduction-band electrons is created when the crystal is illuminated with circularly polarized light. As these spin-aligned electrons radiatively decay to the valence-band and shallow-acceptor states, the resulting luminescence is partially circularly polarized, reflecting the degree of spin alignment of the recombining electrons. The experimental results are displayed in Fig. 17 . The spin relaxation time and initial spin alignment are separately determined in these measurements. Gobel et al. [143] also observed luminescence from GaAs and observed Mott transitions from the electron-hole plasma to the excitonic state. This transition is smooth and does not show a phase separation.
Kobayashi [ 144 J studied the formation of excimer excitons in pyrene and perylene crystals. Kobayashi found that excimers formed in both crystals in less than 20 ps, and concluded that the sum of the time constants for conformational change of an energy-donating pair and excimer-energy transfer is about [ 1451 studied energy transfer processes between monolayers of rhodamine B on surfaces of single crystals of anthracene, phenanthrene and naphthalene. Fluorescence decays were biexponential, indicating two types of transfer process, one due to electron transfer from the crystal to excited rhodamine B, and the other due to two-dimensional Forster-type energy transfer. Campillo et al. [19] monitored the fluorescence from components of commercial scintillator materials.
OTHER APPLICATIONS Walden and Winefordner [146] have critically reviewed the suggestion of employing streak camera fluorometry in quantitative analysis of trace species in liquids, the characteristic molecular lifetimes yielding information that supplements spectral identification. However, their attempts proved unsatisfactory in many of the mixtures they tried because of chemical, solvent, and optical interferences.
In t h s paper, we reviewed streak camera usage in laser fluorescence spectroscopy. However, the streak camera has proven invaluable and is widely used in providing direct visualization of mode-locked laser pulses [l] , synchrotron radiation [50] , [ 3 ] . Coverage of these subjects is, unfortunately, beyond the scope of this paper. However, we would like to draw the reader's attention to an exciting related application of streak cameras, ultrafast transient absorption studies [ 1511 -[ 1551 . This is typically implemented in the following way. Fluorescence of an appropriate wavelength and having a lifetime of several nanoseconds is generated in a dye solution and serves as a quasi-CW probe light source in the picosecond time region. The probe light is passed through the sample and is observed with a streak camera.
Any transient absorptions induced in the sample by a second intense actinic light pulse will be evident in the level of transmitted probe light. Use of multichannel image recorder of the streak camera ,output and subsequent computer interfacing allows a direct 'scope display of the optical density of the sample versus time.
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