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Multi-layer pereptron with funtional inputs:
an inverse regression approah
Louis Ferré Nathalie Villa
Équipe GRIMM, Université Toulouse Le Mirail, Frane
Abstrat
Funtional data analysis is a growing researh eld sine more and
more pratial appliations involve funtional data. In this paper, we fous
on the problem of regression and lassiation with funtional preditors:
the model suggested ombines an eient dimension redution proedure
(funtional SIR, rst introdued by Ferré & Yao (2003)), for whih we
give a regularized version, with the auray of a neural network. Some
onsisteny results are given and the method is suessfully onfronted to
real life data.
Keywords: lassiation, dimension redution, funtional data analysis,
multi-layer pereptron, predition.
1 Introdution
Funtional regression is now a very important part of statistis as funtional
variables our frequently in pratial appliations. We present two examples
that take plae in funtional data analysis (FDA). First, a regression problem
where the regressor are urves is introdued (see Figure 1): the Teator data
problem (available at http://lib.stat.mu.edu/datasets/teator) onsists
in prediting the fat ontent of piees of meat from a near infrared absorbane
spetrum. This data set rst appears in Borggaard & Thodberg (1992) and
has also already been studied, among others, in Thodberg (1996), Ferré & Yao
(2003) (with an inverse regression approah) and Ferraty & Vieu (2003).
[Figure 1 about here.℄
Seondly, in the phoneme data set, the data are log-periodograms of
a 32 ms duration orresponding to reorded speakers and we expet to
determine whih one of the ve phonemes, [sh℄ as in she, [dl℄ as in
dark, [iy℄ as in she, [aa℄ as in dark and [ao℄ as in water, orre-
sponds to this reording (extrated from the TIMIT database and available at
http://www-stat.stanford.edu/tibs/ElemStatLearn/data.html). It has
already been desribed by Hastie et al. (1995) and by Ferraty & Vieu (2003).
Clearly, here, funtional data is also involved but we fae now a lassiation
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problem. However, we will see that both - regression and lassiation - an be
takled via a ommon modelling.
An extensive review of the numerous studies developped for funtional data
analysis an be found in Ramsay & Silverman (1997) inluding regression and
lassiation but also many fatorial methods. A partiularity of funtional
regression is that it often leads to ill-posed problems beause of the innite di-
mension of the feature spae. Then original solutions have been introdued to
overome this problem: for example, Cardot et al. (1999) studied the funtional
linear regression. At the same time, Dauxois et al. (2001) and then Ferré & Yao
(2003), Ferré & Yao (2005) have proposed a semi-parametri model for Hilber-
tian variables whih orresponds to the funtional version of Li's Slied Inverse
Regression, Li (1991).
On a lassiation point of view, many solutions have been proposed to over-
ome ill-posed funtional problems inluding the popular penalization methods.
Friedman (1989) presents the RDA model based on regularization and shrinkage
while Hastie et al. (1994) and Hastie et al. (1995) propose a disriminant analy-
sis penalized by smoothing funtionals. On the other hand, it has been used for
Canonial Correlation Analysis in Leurgans et al. (1993) and other examples of
the regularization use are given in Ramsay & Silverman (1997).
Nonlinear methods for funtional data analysis have also been developped:
for instane, neural network models (Rossi & Conan-Guez (2005) for multilayer
pereptrons and Rossi et al. (2004) for the SOM algorithm), k-nearest neighbour
models (Biau et al. (2005)) or non parametri disrimination (Ferraty & Vieu
(2003)).
In this paper, we propose a new way to ahieve funtional regression: the
idea is to join the eieny of a dimension redution method using smoothing
penalization, to the strong adaptability of a neural network whih an provide
highly non linear solutions even if the number of preditors is too large for
lassial nonparametri methods suh as kernels smoothing. The funtional SIR
dimension redution method is rst presented in Setion 2. For this penalized
version, onsisteny results are given in Setion 3. Setion 4 disusses Neural
Network and gives onsisteny results for the proposed model ombining FSIR
and Neural Networks (whih will be alled SIR-NNr). Setion 5 is devoted to
appliations: Setion 5.1 deals with the Teator data set and Setion 5.2 with
the phoneme data set. In Appendix, we give a sketh of the proofs. All programs
have been made using Matlab and are available on request.
2 Slied Inverse Regression
Let Y be a real random variable and X be a multivariate variable assumed to
have a fourth moment. To overome the urse of dimensionality in the nonpara-
metri regression of Y on X , Li (1991) introdued the Slied Inverse Regression.
He onsiders the following model
Y = f(a′1X, a
′
2X, . . . , a
′
qX, ǫ),
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where ǫ is entered and independent of X , f is an unknown funtion and
(aj)j=1,...,q are lineary independent vetors.
The spae spanned by (aj)j=1,...,q is alled EDR (Eetive Dimension Re-
dution) spae. SIR deals with the estimation of this EDR spae and the aim
of slied inverse regression is to estimate it by means of the eigenvetors of the
matrix V ar(X)−1V ar(E(X |Y )).
In the multivariate ontext, numerous works deal with SIR. In partiular,
methods have been proposed to improve SIR: dierent estimates of the o-
variane of the onditional mean have been built (in Hsing & Carroll (1992)
and Zhu & Fang (1996)) while other methods have been proposed to esti-
mate the EDR spae (for example, PHD proposed by Li (1992), SAVE by
Cook & Weisberg (1991) or MAVE by Xia et al. (2002)). The main interest
of this model is that, one the EDR spae is estimated, the estimation of f is
obtained very easily with traditional tehniques provided that q is not too large.
2.1 Funtional SIR
Now onsider a real random variable Y and X a random variable taking its
values in L2T , the spae of squared intregrable funtions from a ompat interval
T into R. With the usual inner produt dened by, for all f, g in L2T , 〈f, g〉 =∫
T f(t)g(t)dt, L2T is a Hilbert spae. We will assume that the random variable
X is entered, without loss of generality, and has a fourth moment. Then, the
ovariane operator of X exists and is dened by ΓX = E(X⊗X) where X⊗X
denotes the operator whih assoiates to any f in L2T , 〈f,X〉X. We also get
that E(X |Y ) and ΓE(X|Y ) = V ar(E(X |Y )) exist. Ferré and Yao (2003) have
proposed to investigate the following model for funtional inverse regression:
Y = f(〈X, a1〉, . . . , 〈X, aq〉, ǫ) (1)
where f is an unknown funtion, ǫ a random variable whih is entered and
independent of X and (aj)j=1,...,q are lineary independent funtions of L2T .
The ruial point of funtional SIR is that, unlike the multivariate ase,
Γ−1X is not dened sine we have to assume that ΓX is a positive de-
nite operator whih implies that it is not invertible as dened from L2T
to L2T . However, if we all (δi)i=1,...,∞ its sequene of eigenvalues and
(ui)i=1,...,∞ those of orthonormed eigenvetors, RΓ the image of ΓX and R
−1
Γ ={
h ∈ L2τ : ∃f ∈ RΓ, h =
∑
i(1/δi)(ui ⊗ ui)(f)
}
, ΓX is a one-to-one mapping
from R−1Γ to RΓ whose inverse, alled Γ
−1
X , is dened by Γ
−1
X =
∑
i(1/δi)ui⊗ui.
We fous on the estimation of the estimation of the EDR spae spanned by
the vetors (aj)j=1,...,q. Now, the key of the method omes from the following
theorem:
Theorem 1 (Ferré & Yao (2003)). Writing A = (〈X, a1〉, . . . , 〈X, aq〉)T , if
(A1) for all u in L2T there exists v in Rq suh that: E(〈u,X〉|A) = vTA
then E(X |Y ) belongs to the subspae spanned by ΓXa1, . . . ,ΓXaq.
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Remark 1. Note that Cook & Weisberg (1991) show that elliptially distributed
variables satisfy ondition (A1) in the multidimensional ontext but this an
be transposed in innite dimensional Hilbert spaes (see Yao (2001)).
By using the result of Dauxois et al. (2001), a onsequene of Theo-
rem 1 is that the EDR subspae ontains the ΓX -orthonormed eigenvetors
of Γ−1X ΓE(X|Y ) assoiated with the q positive eigenvalues. Then, in the follow-
ing, (aj)j=1,...,q will denote those eigenvetors. This is the generalization of Li
(1991) on SIR to innite dimensional ase.
A basis of the EDR spae is thus given by the eigenvetor of Γ−1X ΓE(X|Y )
but to ensure that these eigenvetors exist in L2T , we have to assume that
(see Ferré & Yao (2005) for details)
∑
i
∑
j 1/(δiδj)E(E(ζi|Y )E(ζj |Y ))2 < +∞,
where X =
∑
i ζiui is the Karhunen-Loève deomposition of X .
Let {(Xn, Y n)}n=1,...,N be an i.i.d. sample. In order to estimate the EDR
spae, we have to hoose an estimate for ΓE(X|Y ). We propose a sliing ap-
proah: in Ferré & Yao (2003), the estimate is obtained by partitionning the
domain of Y in (Ih)h=1,...,H and by setting Γ
N
E(X|Y ) =
∑H
h=1(Nh/N)µh ⊗
µh − X ⊗ X, where, if I is the indiator funtion, Nh =
∑N
n=1 I{Y n∈Ih},
µh = (1/Nh)
∑N
n=1X
n
I{Y n∈Ih} and X is the empirial mean. Another ap-
proah, based on a kernel estimate, has been developped in Ferré & Yao (2005).
Although this ould be used in our ontext, we fous on a sliing approah for
the sake of simpliity.
A usual estimate of ΓX is Γ
N
X = (1/N)
∑N
n=1X
n ⊗ Xn − X ⊗X , but this
estimate is ill onditionned (beause Γ−1X is not a bounded operator) so the eigen-
vetors of (ΓNX)
−1ΓNE(X|Y ) do not onverge to the eigenvetors of Γ
−1
X ΓE(X|Y ).
That is the reason why penalization or regularization is needed.
Ferré & Yao (2003) suggest to proeed like Bosq (1991) by onsidering, in-
stead of ΓX , a sequene of nite rank operators with bounded inverses and
onverging to ΓX . This leads to the estimates (a
N
j )j=1,...,q of (aj)j=1,...,q that,
under some onditions, satisfy ‖ aNj − aj ‖→p 0.
The authors also suggest a way of estimating the EDR spae for funtional
data without inverting the ovariane operator of the regressor (Ferré & Yao
(2005)).
We propose, in Setion 3, a regularized approah by penalization.
2.2 SIR for lassiation
Let C1, . . . , CH be H groups. When Y is multidimensional, the results of
Dauxois et al. (2001) are still available and by setting Y = (IC1 , . . . , ICH ), where
ICh is the indiator funtion of the hth group, Model (1) remains valid and we
get a natural way to inlude lassiation problems into FSIR, see Ferré & Villa
(2005). Note that, in the funtional ase, multivariate methods for disrim-
ination have been extended, mainly inspired from Linear Disriminant Anal-
ysis (LDA). In this area, let us mention the works of Hastie et al. (1994),
Hastie et al. (1995) and James & Sugar (2003).
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Now, by estimating ΓE(X|Y ) by
ΓNE(X|Y ) =
1
N
H∑
h=1
NhÊ(X |Y = h)⊗ Ê(X |Y = h)−X ⊗X
where Nh =
∑N
n=1 I{Y n=h} and Ê(X |Y = h) = (1/Nh)
∑N
n=1X
n
I{Y n=h}, FSIR
leads to a disriminant analysis. The estimation of the EDR spae is idential to
the disriminant spae in linear disriminant analysis. However, the estimation
of f leads to a natural lassiation rule. Indeed, sine we have, for all x,
f(x) = E(Y |X = x) = (P (C1|X = x), ..., P (CH |X = x)), the estimation of f
oinides with the estimation of the probabilities of the groups onditionally to
X .
3 Regularized funtional SIR
In Setion 2, we saw that the EDR spae ontains the eigenvalues of the operator
Γ−1X ΓE(X|Y ). Thus, as it is the ase for Disriminant Analysis, the estimator
of the rst diretion of the EDR spae an be found by maximizing a Rayleigh
riterion: maxa〈ΓE(X|Y )a, a〉/〈ΓXa, a〉. Unfortunately, as ΓNX is ill onditionned,
the maximization of the empirial Rayleigh expression does not lead to a good
estimate of the EDR spae: that is the reason why a regularization is needed.
Provided that we have smooth funtions, a relevant method for funtional
data is to penalize the ovariane operator in the Rayleigh expression by in-
troduing smoothing onstraints on the estimated funtions. This method has
already proved its great eieny (see Hastie et al. (1995) for an example of the
penalized disriminant analysis).
3.1 Main result
Let S be the subspae of L2T of funtions with a squared integrable seond
derivative. We introdue a penalty through a bilinear form dened on S × S
by, for all f, g in ∈ S, [f, g] = ∫T D2f(t)D2g(t)dt. We also dene the penalized
bilinear form assoiated with empirial operators ΓX and Γ
N
X :
Qα(f, g) = 〈ΓXf, g〉+ α[f, g] and QNα (f, g) = 〈ΓNXf, g〉+ α[f, g]
where α is a regularization parameter. The solutions of the regularized FIR are
given by maximizing, under orthogonal onstraints, the funtion
γN (a) =
〈ΓNE(X|Y )a, a〉
〈ΓNXa, a〉+ α[a, a]
.
In order to obtain onsisteny results for the estimates of (aj)j=1,...,q, we
make the following assumptions:
6 L. Ferré and N. Villa Sand J Statist
(A2) E(‖ X ‖4) < +∞;
(A3) for all α > 0, inf‖a‖=1, a∈S Qα(a, a) = ρα > 0;
(A4) ΓNE(X|Y ) is a ontinuous operator whih onverges in probabil-
ity to ΓE(X|Y ) with
√
N rate;
(A5) limN→+∞ α = 0, limN→+∞
√
Nα = +∞;
(A6) (aj)j=1,...,q belong to S and verify, for all u suh that
〈ΓXu, a1〉 = 0 and that 〈ΓXu, u〉 = 1, 〈ΓE(X|Y )u, u〉 ≤
〈ΓE(X|Y )a2, a2〉 = λ2 < λ1.
Sine, S is not a losed subset, γN ould not reah a maximum on S. How-
ever, the following result holds:
Theorem 2. Under assumptions (A1)-(A6), with probability onverging to 1,
the funtion γN reahes its maximum on S when N grows to +∞.
In this ase, let then aN1 be a vetor of S for whih γN is maximum and whih
is suh that 〈ΓXaN1 , a1〉 = 1. Then,
〈ΓX(aN1 − a1), aN1 − a1〉 →p 0,
when N tends to +∞.
Remark 2. For an understandable presentation, we introdue a partiular type
of penalization but previous results an be found for other regularization fun-
tionals satisfying the assumptions. For example, we an replae the bilinear form
[., .] by another one whih is similar to the one used in Ridge-PDA (Hastie et al.
(1995)).
Remark 3. Assumptions (A2), (A3) and (A5) are tehnial assumptions that
ensure the existene and onvergene for (aNj )j=1,...,q: (A2) implies that Γ
N
X will
onverge to ΓX at the
√
N rate; we an nd in Leurgans et al. (1993) onditions
that involve (A3). This assumption shows the purpose of regularization: it
ontrols the saling of Qα and, thanks to (A5), ensures that the denominator of
γN doesn't go too fast to 0. Finally (A5) gives a way of hoosing regularization
parameter α (for pratial aspets see setion 3.2).
Remark 4. When working with a ompat operator T , the ridge regularization
T + αI (where I denotes the identity operator) always leads to inf‖α‖=1〈(T +
αI)a, a〉 = ρα > 0 whih is exatly assumption (A3). Here, the regularization
applied to ΓX is not the ridge one but is more adapted to the smoothness of
the data; an intuitive meaning of this is the ridge regularization of a D2ΓXD
−2
type operator (see also setion 3.2 for a onsequene of this penalization and
the link with assumption (A3)).
Remark 5. Assumption (A5) is fulllled by the usual estimates introdued
above: Li (1991) emphasized the fat that the slied estimate is onsistant,
with rate
√
N , for the variable (Y ∈ Ih)h=1,...,H whih satises assumption
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(A1) as Y does. Ferré & Yao (2005) proved the onsisteny of the Nadaraya-
Watson estimate of ΓE(X|Y ) and the hilbertian Central Limit theorem ensures
the onsisteny of the estimate given for the lassiation ase.
3.2 Pratial aspets
On a pratial point of view, X has been observed at some points t1, t2, . . . ,
tD (for an understandable presentation, we suppose that these observations
have been entered). The optimization of the penalized Rayleigh expression
desribed in Setion 3.1 an be performed by using, for example, B-Splines
(Bi)i to parametrize a
N
1 :
aN1 (t) =
∑
i
A1iBi(t) = A1B
where B is the matrix ontaining the values of (Bi(t))i at the points t1, t2, . . . ,
tD. Similarly, the matrix of observations X = (X
n(td))n=1,...,N, d=1,...,D an be
written in the form of B-Splines: X = CB with C =
[
C1, . . . , CN
]′
. Let B(2)
be the vetor ontaining the values D2B(t).
If we use the sliing estimate of ΓE(X|Y ) for regression, we introdue,
for all h = 1, . . . , H , Yh =
[
I{Y 1∈Ih}, . . . , I{Y N∈Ih}
]′
. Then, the prob-
lem of maximizing γN is equivalent to maximizing (A′MeA)/(A
′MX,αA)
where Me is the estimator of ΓE(X|Y ) obtained by the sliing approah:
Me =
∑H
h=1(Nh/N)BB
′C′YhY
′
hCBB
′
and whereMX,α = (1/N)BB
′C′CBB′+
αB(2) ′B(2). This expression underlines the role of the penalization: the matrix
(1/N)BB′C′CBB′ is usually ill-onditionned (beause of the high-dimension of
the data) and have tiny eigenvalues (that an even be equal to 0). Provided
that B(2) ′B(2) is invertible, the eigenvalues are resaled in a basis depending on
B(2) and are minored by a stritly positive number depending on α: assumption
(A3) is then pratially fulllled.
The rst solution is the eigenvetor, with MX,α-norm equal to 1, assoiated
with the largest eigenvalue of the matrix M−1X,αMe. By pursuing the proedure
under othogonality onstraints, we get that the other solutions are the MX,α-
orthonormal eigenvetors of M−1X,αMe.
If we deal with lassiation, the same proedure is ahieved by letting Yh =[
I{Y 1=h}, . . . , I{Y N=h}
]′
.
Finally we have to nd the optimal value for α. This an be done, if the
sample is large enough (whih is the ase in the presented appliations), by
dividing it into two parts: we apply the previous proedure on the rst part to
nd (aNj )j and evaluate the error ommitted by Model (1) on the seond part;
the best parameter is then hosen to minimize this error.
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4 Multilayer pereptrons
4.1 Approximation by multilayer pereptrons
After the EDR spae is estimated, the goal is to get an estimation of the funtion
f in (1): we propose to use a feedforward neural network with one hidden layer.
This method (see, e.g., Bishop (1995) for a review on Neural Networks) is an
alternative to other nonparametri regressions if the dimension of the EDR
spae is too large. It has the advantage of working in any ases while some
nonparametri methods, suh as kernel smoothing or splines smoothing, fae
the urse of dimensionality.
The main interest of neural networks is their ability to approximate any
funtion with the desired preision (universal approximation); see, for in-
stane, Hornik (1993) for the multivariate ontext and Stinhombe (1999) and
Rossi & Conan-Guez (2005) in the innite dimensional one.
4.2 A onsisteny result
Multi-layer pereptrons approximations of funtionals in innite dimensional
spaes have been studied in Chen & Chen (1995), Sandberg & Xu (1996) and
Rossi & Conan-Guez (2005). Several strategies are available either by diretly
using the urves as inputs of the feedforward neural networks or by rst projet-
ing the data onto a lassial funtional basis (suh as a spline basis, a Fourier
basis, wavelets) or a basis derived from the PCA of X . This latter approah is
used by Thodberg (1996).
Our approah is similar but, instead of projeting the data onto a xed basis
or a prinipal omponent basis, we projet them onto the EDR spae. The EDR
spae behaves as an eient subspae for the regression of Y on X and it is
a way to get a basis whih takes into aount the relationship between Y and
X. In fat, the data are projeted onto an estimation of the EDR spae, so the
auray of the projetion and then the estimation of the optimal weights for
the neural network also depend on how good the EDR spae is estimated.
We onstrut a pereptron (see Figure 2) with one hidden layer having
• as inputs, the oordinates of the projetion of X onto Span{(aj)j=1,...,q}:
〈X, a1〉, . . . , 〈X, aq〉;
• q2 neurons on the hidden layer (where q2 is a parameter to be estimated);
• as outputs, one neuron for regression and H neurons for lassiation,
representing target Y .
[Figure 2 about here.℄
The output of suh a neural network is then∑q2
i=1 w
(2)
i g
(∑q
j=1 w
(1)
i,j 〈X, aj〉+ w(0)i
)
where g is the ativation funtion
(for example a sigmoid). The purpose of the training step is then to nd w∗
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whih minimizes a loss funtion L between the output of the neural network
with weights w =
(
(w
(2)
i )i=1,...,q2 , (w
(1)
i,j )
j=1,...,q
i=1,...,q2
, (w
(0)
i )i=1,...,q2
)
, and the target
Y :
w∗ = argmin
E
 L
 q2∑
i=1
w
(2)
i g
 q∑
j=1
w
(1)
i,j 〈X, aj〉+ w(0)i
 , Y
  . (2)
Atually, we obtain an estimation w∗N of w
∗
by
w∗N = argmin

N∑
n=1
L
 q2∑
i=1
w
(2)
i g
 q∑
j=1
w
(1)
i,j 〈Xn, aNj 〉+ w(0)i
 , Y n
 .
White (1989) gives a onsisteny theorem for the weights of a neural networks
estimated by a set of iid observations. Sine (aNj )j is an estimation of the EDR
spae dedued from the whole data set {(Xn, Y n)}n, the inputs of our funtional
pereptron used to determine w∗N do not satisfy the iid assumption and a proper
onsisteny result is then needed.
Let us introdue some notations: ζ is the funtion from O × W (O is an
open set of R
q+1
and W is a ompat set of R(q+2)q2 ) suh as for all z =
(u, y) in O, ζ(z, w) = L
(∑q2
i=1 w
(2)
i g
(∑q
j=1 w
(1)
i,j uj + w
(0)
i
)
, y
)
; Z is the ouple
of random variables ({〈X, aj〉}j , Y ) and (Zn)n=1,...,N are observations of Z;
nally, (Z˜nN )n=1,...,N are the ouples of ({〈Xn, aNj 〉}j , Y n). In our ontext, the
onsisteny of the Multi-layer Pereptron is given by the following theorem:
Theorem 3. Under assumptions (A1)-(A6) and the following assumptions
(A7) for all z in O, ζ(z, .) is ontinuous;
(A8) there is a measurable funtion ζ˜ from O into R suh that, for
all z in O, for all w in W, |ζ(z, w)| < ζ˜(z) and E(ζ˜(Z)) < +∞;
(A9) for all w in W, there exists C(w) > 0 suh that, for all (x, y)
and (x′, y′) in O, |ζ((x, y), w) − ζ((x′, y), w)| ≤ C(w) ‖ x− x′ ‖
(A10) for all w in W, ζ(., w) is measurable.
If W∗ is the set of minimizers of the problem (2) then
d(w∗N ,W∗)→p 0
as N tends to +∞ with d dened by: d(w,W) = infw˜∈W ‖ w − w˜ ‖ where ‖ . ‖
is the usual eulidean distane.
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Remark 6. This list of assumptions is, for example, veried by a pereptron
with one hidden layer and a sigmoid funtion g(x) = ex/(1 + ex) on the hidden
layer assoiated with the square error L(ψ, y) =‖ ψ − y ‖2 provided that Y is
bounded.
Remark 7. Assumptions (A1)-(A6) ensure the onvergene of (aNj )j=1,...,q to
(aj)j=1,...,q but they an be replaed by a list of assumptions implying the same
result. For example, we would have the same onsisteny result by projeting
the data on the estimated EDR spae found by the funtional SIR presented in
Ferré & Yao (2003) and Ferré & Yao (2005).
5 Appliations
5.1 Teator data
As already said, the Teator data problem onsists in prediting the fat ontent
of piees of meat from a near infrared absorbane spetrum. We have N = 215
observations of (X,Y ) where X is the spetrum of absorbane disretized at one
hundred points and Y is the fat ontent.
In order to ompute the proedure desribed in setion 3.2, we projet the
data onto a ubi Spline basis. Beause of their smoothness, these data are very
well projeted onto a basis with 40 equally spaed knots (atually, when using
40 equally spaed knots, or more, the interpolation of the observations by the
Spline basis is exat); then, for simpliity reasons, we used this projetion for
the omputation when needed and used the original data in the other ases. We
tried several lassial methods in order to test the eieny of SIR-NNr. The
ompetitors are:
• SIR-NNr: the funtional SIR regularized by penalization, presented in
Setion 3, preedes a neural network. The neural network training step is
made by early stopping proedure: the learning sample is divided into 3
samples (training / validation / test); the training sample is used to train
the neural network, the validation sample for an early stopping proedure
(when the validation error inreases, training is stopped) and this training
step is performed 10 times. The best performane of the test sample gives
the optimal weights;
• SIR-NNk: here we use the smoothed funtional inverse regression
method presented in Ferré & Yao (2003) as pre-proessing to a neural
network; the purpose is to show the benet of the regularization. The
neural network is also trained by early stopping;
• PCA-NN: in order to show the advantage of SIR, we ompute a prin-
ipal omponent analysis (as Thodberg (1996)) before a neural network
proedure is used (a lassial neural network while Thodberg uses a so-
phistiated bayesian neural network);
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• NNf : this method is the funtional neural network (the Spline projetions
are used to represent the funtional weights and inputs) desribed by
Rossi & Conan-Guez (2005). In this paper, B-Spline basis projetion is
seleted by ross-validation whih leads to a huge omputational time: we
do not follow this approah and use the ubi basis with 40 knots;
• SIR-L: after projeting the data onto the EDR spae determined by regu-
larized SIR, we ompute a linear regression in order to show the eieny
of a neural network ompared to a lassial parametri method.
We also have to notie that some lassial nonparametri methods, suh as
kernel estimates whih depend on the eulidean norm, an not be used for this
data set as the dimensionality of the EDR spae is too large ompared with the
number of data (the value of q is given in Table 1).
Before we ompare the dierent methods and in order to limit omputational
time, we determined the best parameters for eah one. Our sample is divided
into two parts: on the rst one, we determine the values of (aNj )j and of the
weights of the neural network for various values of α, q and q2. On the seond
part, we determine the standard error of predition (SEP): the best parameters
are those whih minimize this SEP (see Table 1).
[Table 1 about here.℄
Then, in order to see, not only the error made by eah method, but also
its variability, we randomly build 50 samples divided as follows: the learning
sample ontains 172 observations and the test sample ontains 43. All ve
methods are rst trained on the learning sample (with their optimal parameters
pre-determined as desribed above) and the standard error of predition (SEP)
is then performed on the test sample.
Figure 3 gives the boxplot of the test errors for the 50 samples.
[Figure 3 about here.℄
These results show the exellent performanes obtained by SIR-NNr: its
SEP average over the 50 samples is twie lower than any of the other ompeti-
tors. Moreover, this method garantees a good stability unlike the others. SIR
seems to be a very good pre-proessing stage, as SIR-NNk also obtains good
performanes. Then we have NNf but its rather good results suer from a very
slow omputational time. To show this, we give the omputational time of eah
method: when SIR-NNr takes 100 seonds per sample, NNf takes 350 and SIR-L
only 1. Clearly NNf is very expensive while SIR-L is very fast but works poorly.
Atually, it is losely related to the number of inputs: 42 for NNf and 20 for
SIR-NNr.
5.2 Phoneme data
In this setion, we ompare our methodology with other approahes on a las-
siation problem, namely the phoneme data. The data are log-periodograms
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of a 32 ms duration orresponding to reorded speakers; it deals with the dis-
rimination of ve speeh frames orresponding to ve phonemes transribed as
follow: [sh℄ as in she, [dl℄ as in dark, [iy℄ as in she, [aa℄ as in dark and
[ao℄ as in water. Finally, the data onsist in 4 509 log-periodograms of a 256
length (see Figure 4).
[Figure 4 about here.℄
We tried several lassial methods in order to test the eieny of SIR-NNr
whih is ompared with:
• SIR-NNp: a lassial SIR as presented in Ferré & Yao (2003) as prepro-
essing of a neural network;
• SIR-K: a regularized funtional SIR where the funtion f is estimated by
a nonparametri kernel method;
• Ridge-PDA: the penalized disriminant analysis introdued in
Hastie et al. (1995) whih uses ridge penalty;
• NPCD-PCA: a nonparametri method using kernels and semi-metris
based on Prinipal Component Analysis and introdued by Ferraty & Vieu
(2003).
The optimal parameters for these methods, hoosen as in the previous ex-
ample, are shown in Table 2.
[Table 2 about here.℄
For the SIR stage, the optimal dimension of the EDR spae is set to 4: it is the
maximum dimension possible as the operator ΓNE(X|Y ) is of rank H− 1. We an
also see that this dimension is relevant by looking at the projetion of the data
onto the EDR spae (for SIR-NNr, for example, see Figure 5): only the fourth
axis is able to separate the phonems [aa℄ and [ao℄.
[Figure 5 about here.℄
Then we randomly build 50 samples divided as follows: the learning sample
ontains 1 735 log-periodograms (347 for eah lass) and the test sample ontains
also 1 735 (347 for eah lass). All ve methods are rst trained on the learning
sample and the test error rate is then omputed on the test sample. Figure 6
proposes the boxplot of the test error rates.
[Figure 6 about here.℄
The results of SIR-NNr, SIR-NNp and SIR-K are very lose. The benet of
SIR is highlighted sine those three methods work better than others based on
dierent projetions of data. The advantage of regularization is also revealed
sine it leads again to the best results. Then omes RPDA and nally NPCD-
PCA whih provides the poorest performanes. On the ontrary, due to a low
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dimensionality, neural networks seem to be less performant than kernels and to
have a bigger variability (standard deviation is 0.56 for SIR-NNr and only 0.40
for SIR-K): this problem an be removed by inreasing the number of training
steps, by using more sophistiated arhiteture or a regularization tehnique
(suh as weight deay) but at the prie of a larger omputational ost. Finally,
if SIR-K obtains the best mean (8.09 % versus 8.21 % for SIR-NNr), SIR-NNr
is the method whih reahes the best minimum whih shows its great potential.
In onlusion, both on regression and lassiation problems, regularized
SIR-NN is a ompetitive solution for funtional problems: we an explain these
good results by noting that the proedure ombines an eient dimension re-
dution model and the great auray of a neural network, whih is able to
approximate almost every funtion. Thus this model an be eient both for
ill-posed problems thanks to the penalized funtional and for problems with a
large dimensionality thanks to the neural network step. Finally it has another
great advantage: omputational time is rather short and does not inrease too
muh with the number of observation points for the urves.
6 Aknowledgments
The authors are grateful to the two referees, the Assoiate Editor and the Editor
for their detailed and onstrutive omments and suggestions.
Referenes
Biau, G., Bunea, F., & Wegkamp, M. (2005). Funtional lassiation in Hilbert
spaes. IEEE Trans. Inform. Theory, 51, 21632172.
Bishop, C. (1995). Neural Networks for Pattern Reognition. Oxford University
Press, New York.
Borggaard, C. & Thodberg, H. (1992). Optimal minimal neural interpretation
of spetra. Analytial Chemistry, 64, 545551.
Bosq, D. (1991). Modelization, non-parametri estimation and predition for
ontinuous time proesses, In Nonparametri funtional estimation and re-
lated topis, Nato ASI Series C (ed. Roussas, G.), 335, 509529. Kluwer
Aademi Publishers, Dortreht.
Cardot, H., Ferraty, F., & Sarda, P. (1999). Funtional Linear Model. Statist.
Probab. Lett., 45, 1122.
Chen, T. & Chen, H. (1995). Universal approximation to nonlinear operators
by neural networks with arbitrary ativation funtions and its appliation to
dynamial systems. IEEE Transations on Neural Networks, 6(4), 911917.
Cook, R. & Weisberg, S. (1991). Comment on slied inverse regression for
dimension redution by K.C. Li. J. Amer. Statist. Asso., 86, 328332.
14 L. Ferré and N. Villa Sand J Statist
Dauxois, J., Ferré, L., & Yao, A. (2001). Un modèle semi-paramétrique pour
variable aléatoire hilbertienne. C. R. Math. Aad. Si. Paris, 327(I), 947952.
Ferraty, F. & Vieu, P. (2003). Curves disrimination: a non parametri ap-
proah. Comput. Statist. Data Anal., 44, 161173.
Ferré, L. & Villa, N. (2005). Disrimination de ourbes par régression inverse
fontionnelle. Revue de Statistique Appliquée, LIII(1), 3957.
Ferré, L. & Yao, A. (2003). Funtional slied inverse regression analysis. Statis-
tis, 37, 475488.
Ferré, L. & Yao, A. (2005). Smoothed funtional inverse regression. Statist.
Sinia, 15(3), 665683.
Friedman, J. (1989). Regularized disriminant analysis. J. Amer. Statist. Asso.,
84, 165175.
Hastie, T., Buja, A., & Tibshirani, R. (1995). Penalized disriminant analysis.
Ann. Statist., 23, 73102.
Hastie, T., Tibshirani, R., & Buja, A. (1994). Flexible disriminant analysis by
optimal soring. J. Amer. Statist. Asso., 89, 12551270.
Hornik, K. (1993). Some new results on neural network approximation. Neural
Networks, 6(8), 10691072.
Hsing, T. & Carroll, R. (1992). An asymptoti theory for slied inverse regres-
sion. Ann. Statist., 20, 10401061.
James, G. & Sugar, C. (2003). Clustering for sparsely sampled funtional data.
J. Amer. Statist. Asso., 98, 397408.
Leurgans, S., Moyeed, R., & Silverman, B. (1993). Canonial orrelation analysis
when the data are urves. J. R. Statist. So. Ser. B, 55, 725740.
Li, K. (1991). Slied inverse regression for dimension redution. J. Amer. Statist.
Asso., 86, 316342.
Li, K. (1992). On prinipal hessian diretions for data visualisation and di-
mension redution: another appliation of Stein's lemma. Ann. Statist., 87,
10251039.
Ramsay, J. & Silverman, B. (1997). Funtional Data Analysis. Springer Verlag,
New York.
Rossi, F. & Conan-Guez, B. (2005). Funtional multi-layer pereptron: a non-
linear tool for funtional data anlysis. Neural Networks, 18(1), 4560.
Rossi, F., Conan-Guez, B., & El Golli, A. (2004). Clustering funtional data
with the som algorithm. In ESANN'2004 proeedings 305312, Bruges, Bel-
gique.
Sand J Statist Funtional MLP 15
Sandberg, I. & Xu, L. (1996). Network approximation of input-output maps
and funtionals. Ciruits Systems Signal Proess, 15(6), 711725.
Stinhombe, M. (1999). Neural network approximation of ontinuous funtion-
als and ontinuous funtions on ompatiations. Neural Networks, 12(3),
467477.
Thodberg, H. (1996). A review of bayesian neural network with an appliation
to near infrared spetrosopy. IEEE Transation on Neural Networks, 7(1),
5672.
White, H. (1989). Learning in Artiial Neural Network: A Statistial Perspe-
tive. Neural Computation, 1, 425464.
Xia, Y., Tong, H., Li, W., & Zhu, L. (2002). An adaptative estimation of
dimension redution spae. J. R. Statist. So. Ser. B, 64, 363410.
Yao, A. (2001). Un modèle semi-paramérique pour variables fontionnelles : la
régression inverse fontionnelle. PhD thesis, Université Toulouse III, Frane.
Zhu, L. & Fang, K. (1996). Asymptotis for kernel estimate of slied inverse
regression. Ann. Statist., 24, 10531068.
Nathalie Villa, Équipe GRIMM, Université Toulouse Le Mirail, 5 allées A.
Mahado, F-31058 Toulouse edex 1, Frane.
E-mail: villauniv-tlse2.fr.
A Appendix
Here we give the main lines of the proofs of Theorems 2 and 3.
A.1 Theorem 2
The proof of this theorem is related to the one of Theorem 1 in Leurgans et al.
(1993) and only skethes are given.
Lemma 1: Using Central Limit Theorem, it is easy to show that if δN =
max{9ΓNX − ΓX9;9ΓNE(X|Y ) − ΓE(X|Y )9} and if the sequene (kN )N satises√
NkN → +∞ then k−1N δN →p 0.
Existene: We have for α in [0, 1], Qα = (1 − α)〈ΓX ., .〉 + αQ1 and then,
for all u suh that ‖ u ‖= 1, (1/α)Qα(u, u) > (1/α− 1)〈ΓXu, u〉+ Q1 > ρ1 by
the positiveness of ΓX . Then,
√
Nρα > α
√
Nρ1 and we have
√
Nρα → +∞ . (3)
Then, by Lemma 1, noting ∆N1 = Γ
N
X − ΓX ,
limN→+∞ P
({ω ∈ Ω : 9∆N1 9 ≤ (1/2)ρα}) = 1 (where Ω denotes the probabil-
ity spae on whih X and Y are dened). But, we have
{ω ∈ Ω : 9∆N1 9 ≤
1
2
ρα} ⊂
{
ω : ∀ a ∈ S, ‖ a ‖= 1, QNα (a, a) ≥
1
2
ρα > 0
}
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and nally the right hand part of the previous equation has a probability on-
verging to 1 when N onverges to +∞.
Let B(0, 1) be the weak losure of {a ∈ S QNα (a, a) = 1} and ζ be the
funtional dened on {a ∈ S QNα (a, a) = 1} by ζ(a) = 〈ΓNE(X|Y )a, a〉, then ζ
an be extended to a uniformly ontinuous funtional ζ˜ dened on B(0, 1) for
the weak topology. Finally, provided that QNα (a, a) ≥ (1/2)ρα, ζ˜ reahes its
maximum on weak ompat B(0, 1) whih onludes the proof of the existene
of (aNj )j=1,...,q.
Consisteny: For the following, we suppose that we onsider a ω˜ ∈ Ω suh
that ω˜ ∈ {ω ∈ Ω : γN has a maximum on S and reahes it}. Let λN1 = λN1 (w˜)
be this maximum and λα1 be the maximum of γα(a) = 〈ΓE(X|Y )a, a〉/(〈ΓXa, a〉+
α[a, a]) on S; λα1 is well dened thanks to assumption (A3).
Considering γα(a)/γ0(a), we easily show that
λα1 → λ1. (4)
Then, by proving that supa∈S |γN (a)− γα(a)| →p 0, we an show that∣∣λN1 − λα1 ∣∣→p 0. (5)
Finally, by ombining (4) and (5), we onlude that
λN1 →p λ1 (6)
Then, by using (6), we demonstrate that
γ(aN1 )→p λ1 = γ(a1). (7)
Thanks to the onlusion of Theorem 1 we show that
limN→+∞ P(〈ΓE(X|Y )a1, aN1 − a1〉 = 〈ΓXa1, aN1 − a1〉 = 0) = 1. Let
µN be 〈ΓX(aN1 − a1), aN1 − a1〉; if 〈ΓE(X|Y )a1, aN1 − a1〉 = 0, we have
λ−11 γ(a
N
1 ) ≤ (1+λ−11 λ2µN )/(1+µN ). As λ−11 λ2 < 1, the right hand side of the
previous inequality is less than 1; but λ−11 γ(a
N
1 ) onverges in probability to 1
by (7) so (1 + λ−11 λ2µN )/(1 + µN )→p 1 and then we onlude with µN →p 0.
A.2 Theorem 3
The proof of this theorem is lose to the one found in Rossi & Conan-Guez
(2005); the main dierene is that the projetion for the data is a random
variable. The proof will be divided into two parts:
We rst prove that
sup
w∈W
∣∣∣∣∣ 1N
N∑
n=1
ζ(Z˜nN , w)− E(ζ(Z,w))
∣∣∣∣∣ →p 0. (8)
Forall w in W , we have∣∣∣∣∣ 1N
N∑
n=1
ζ(Z˜nN , w)− E(ζ(Z,w))
∣∣∣∣∣
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≤
∣∣∣∣∣ 1N
N∑
n=1
ζ(Z˜nN , w)−
1
N
N∑
n=1
ζ(Zn, w)
∣∣∣∣∣+
∣∣∣∣∣ 1N
N∑
n=1
ζ(Zn, w) − E(ζ(Z,w))
∣∣∣∣∣ .
For proving that
∣∣∣(1/N)∑Nn=1 ζ(Zn, w) − E(ζ(Z,w))∣∣∣ →a.s. 0, we need
a general Uniform Strong Law of Large Numbers. Suh a result is
given in Rossi & Conan-Guez (2005) and, by assumptions (A7), (A8) and
(A10), Corollary 3 of Rossi & Conan-Guez (2005) diretly implies that
supw∈W
∣∣∣(1/N)∑Nn=1 ζ(Zn, w) − E(ζ(Z,w))∣∣∣ →a.s. 0.
Using assumption (A9) we see that∣∣∣ 1N ∑Nn=1 (ζ(Z˜nN , w)− ζ(Zn, w))∣∣∣
≤ C(w)
[∑q
j=1 〈ΓNX(aNj − aj), aNj − aj〉
]1/2
As 9ΓNX − ΓX9 →p 0 and as, for all j = 1, . . . , q, 〈ΓX(aNj − aj), aNj − aj〉 →p 0,
we then onlude that supw∈W
∣∣∣(1/N)∑Nn=1 (ζ(Z˜nN , w) − ζ(Zn, w))∣∣∣ →p 0 (by
the same referene as above), whih nally implies (8).
Seondly, let ǫ be a positive real. Aording to the Dominated Convergene
Theorem, E(ζ(Z, .)) is a ontinuous funtion whih reahes its minimum m on
ompat set W . Then we an show that there is a η(ǫ) > 0 suh that, for all w
in W ,
|E(ζ(Z,w)) −m| ≤ η ⇒ d(w,W∗) ≤ ǫ. (9)
Then let Ωη,N be the following subset of Ω{
ω ∈ Ω : sup
w∈W
∣∣∣∣∣ 1N
N∑
n=1
ζ(Z˜nN , w)− E(ζ(Z,w))
∣∣∣∣∣ ≤ η3
}
.
If ω ∈ Ωη,N then, asW is a ompat set, we an nd, for all N ∈ N, w∗N (ω) ∈ W
whih minimizes (1/N)
∑N
n=1 ζ(Z˜
n
N (ω), w). Let w
∗
be in the losure of (w∗N )N ;
then by arguments similar to the ones used in the rst part of the proof we show
that, for all ω ∈ Ωη,N and for all w ∈ W , E(ζ(Z,w∗)) ≤ E(ζ(z, w)) + η, whih
implies by the use of (9) that Ωη,N ⊂ {ω d(w∗(ω),W∗) ≤ ǫ} and this onludes
the proof as limN→+∞ P (Ωη,N ) = 1.
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Figure 3: Teator data set: SEP for 50 samples
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Figure 4: A sample of 10 log-periodograms per lass
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Figure 6: Phoneme Data: Test error rates for 50 samples
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Table 1: Best parameters for the ve ompared methods
Parameter 1 Parameter 2 Parameter 3
PCA-NN kn = 25 q2 = 12
(PCA dimension) (number of neurons)
NNf q2 = 18
(number of neurons)
SIR-NNr α = 5 q = 20 q2 = 10
(regularization of ΓX) (SIR dimension) (number of neurons)
SIR-NNk h = 0,5 q= 10 q2 = 15
(kernel window) (SIR dimension) (number of neurons)
SIR-L α = 0,5 q = 20
(regularization of ΓX) (SIR dimension)
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Table 2: Best parameters for the ve ompared methods
Parameter 1 Parameter 2 Parameter 3
SIR-NNr α = 10 q = 4 q2 = 15
(regularization of ΓX) (SIR dimension) (number of neurons)
SIR-NNp kn = 17 q = 4 q2 = 12
(PCA dimension) (SIR dimension) (number of neurons)
SIR-K α = 10−3 q = 4 h = 1
(regularization of ΓX) (SIR dimension) (kernel bandwidth)
RPDA α = 5 q= 4
(regularization of ΓX) (PDA dimension)
NPCD-PCA kn = 7 h = 25
(PCA dimension) (kernel window)
