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This dissertation presents several methods that can be applied to large datasets with an
enormous number of covariates. It is divided into two parts. In the first part of the dis-
sertation, a novel approach to pinpointing sets of related variables is introduced. In the
second part, several new methods and modifications of current methods designed to improve
prediction are outlined. These methods can be considered extensions of the very successful
I Score suggested by Lo and Zheng in a 2002 paper and refined in many papers since.
In Part I, unsupervised data (with no response) is addressed. In chapter 2, the novel unsuper-
vised I score and its associated procedure are introduced and some of its unique theoretical
properties are explored. In chapter 3, several simulations consisting of generally hard-to-
wrangle scenarios demonstrate promising behavior of the approach. The method is applied
to the complex field of market basket analysis, with a specific grocery data set used to show
it in action in chapter 4. It is compared it to a natural competition, the A Priori algorithm.
The main contribution of this part of the dissertation is the unsupervised I score, but we
also suggest several ways to leverage the variable sets the I score locates in order to mine for
association rules.
In Part II, supervised data is confronted. Though the I Score has been used in reference
to these types of data in the past, several interesting ways of leveraging it (and the mod-
ules of covariates it identifies) are investigated. Though much of this methodology adopts
procedures which are individually well-established in literature, the contribution of this dis-
sertation is organization and implementation of these methods in the context of the I Score.
Several module-based regression and voting methods are introduced in chapter 7, including a
new LASSO-based method for optimizing voting weights. These methods can be considered
intuitive and readily applicable to a huge number of datasets of sometimes colossal size.
In particular, in chapter 8, a large dataset on Hepatitis and another on Oral Cancer are
analyzed. The results for some of the methods are quite promising and competitive with
existing methods, especially with regard to prediction. A flexible and multifaceted proce-
dure is suggested in order to provide a thorough arsenal when dealing with the problem of
prediction in these complex data sets.
Ultimately, we highlight some benefits and future directions of the method.
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Chapter 1
Introduction
Researchers have always been interested in squeezing information from large data sets. In
recent years, the data sets available have grown tremendously. This expansion has spanned
various fields of study.
The field of genetics has grown immensely since the 1980s [1]. A proposal to create a
genomewide map of DNA markers for human linkage analysis dates back to 1980 [2]. The
first human linkage map, consisting of approximately 400 restriction fragment length
polymorphisms, was created in 1987 [3]. By 2002, the International HapMap Project
discovered and genotyped 3.4 million SNPs [4]. In 2002, the first genomewide association
study consisted of a now-modest 65,761 SNPs in an attempt to study myocardial infarction
[5]. By 2005, high-thoroughput array-based SNP assays allowed up to 1 million SNPs per
array, and by 2007 the 1000 Genomes Project aimed to extend the HapMap to many more
SNPs. [6] Now, the increasing availability and the decreasing cost of genome sequencing
has led to a demand for personal genome sequencing [7].
The internet has also been the source of great data growth. In the past decade, the amount
of data consumed and generated online has phenomenal heights, and Asia has rapidly
emerged as a key contributor to this data. Remarkably, the amount of enterprise data on
the internet is expected to grow from approximately 0.5 zettabytes in 2008 to 35 zettabytes
in 2020 [8]. In recent years, the expansion of social networking and content providing sites
such as Facebook, Twitter, and Netflix has led to mountains of data, such as click streams
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and geospatial data. [9]
No matter the genre of data, the size and variety of these data sets have necessitated more
and more specialized methods of analysis. Where more elementary procedures might have
worked on primitive data sets of the past, an evolving attitude and toolset are required to
address newer and richer data sets. The best solutions to modern data’s questions are
becoming less and less objectively clearcut. In fact, at times, there is not even a consensus
on how to philosophically approach the problems at hand. While some statisticians favor
model-based methods to assume an underlying form of data generation, others prefer
algorithmic models treating the data mechanism as unknown [10].
Data can take many forms. In this chapter, we will discuss two very important setups:
supervised learning and unsupervised learning. We will discuss the relation between these
two different worlds, how they can possibly be related through clever manipulation, and a
field where data of these forms can have quite practical significance: market basket analysis.
In this thesis, a novel unsupervised method to pinpoint important groupings of covariates
is introduced in chapter 2, along with its corresponding theory. In the second part of the
thesis, a number of methodological improvements to enhance prediction are suggested in
chapter 7, with the main contribution being a yet-to-be-broached organization of powerful
module-based methods.
1.1 Supervised Learning
Supervised learning is a general field of analysis that has almost unlimited applications. It
consists of inferring a function from a supervised training data paired with supervisory
output data. [11]
1.1.1 Definition
A standard supervised learning setup consists of n individuals.
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For each individual i ∈ {1, 2, ..., n}
Xi1, Xi2, . . . , Xip are inputs
and
Yi1, Yi2, . . . , Yip are outputs.
The goal of the analysis varies, but it is generally geared towards developing some sort of
inference on or understanding of the outputs by examining the values of the inputs. Often,
this includes predicting the values of the outputs based on knowledge of the inputs.
It is not necessarily known which input variables influence the output variables, the form
by which they influence them, or if there happen to be interactions among these input
variables.
One benefit of supervised learning is that it is relatively straightforward to evaluate a
method by assessing its predictive value on an independent testing dataset.
In such attempts at prediction, if the output is discrete, this analysis is referred to as
classification. If the output is continuous, this analysis is often referred to as regression [11].
1.1.2 Dealing with higher order interactions
Some of the most famous supervised learning methods involve regression. When the
outputs are continuous, simple linear regression is often preferred, and has the form
Yi = β0 + β1Xi1 + β2Xi2 + ...+ βpXip + ε
where βi : i ∈ {1, . . . , p} are regression coefficients, and ε is a noise component, in the
standard case centered at 0 and of a normal distribution.
When the output is dichotomous, i.e. Yij ∈ {0, 1}, the standard linear regression is often
extended to a general form, such as logistic linear regression. This form guarantees the
output is predicted to fall into a reasonable regime (i.e. between 0 and 1), and has the
following vector form:
Yi = logit(P (Yi = 1|X̃i) = βX̃i
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Of course, these methods consider only a very specific parametric form of the relationship
between the inputs and outputs. They benefit from being fairly concise, interpretable, and
easy to implement.
However, in the case where this form fails to reflect the real relationship, they can be quite
unreliable. For instance, the above models consider only marginal impacts that each of the
inputs has on the outputs. It is reasonable to expect cases where the various inputs
conspire in concert to associate with the output variables. These so-called interactions are
not captured in “marginal-only” regression models.
One might consider all the pairwise interactions among input variables, and construct a
more complicated regression of the form









In this case, there are many more parameters to estimate. In fact, there is one intercept






It might be overoptimistic to assume this model captures all interactive possibilities. This
model might still ignore higher-than-pairwise interactions, such as 3-way, 4-way and
beyond, so one might propose an exhaustive interactive model as follows:


















One can see that the number of coefficients necessary to estimate this type of model
expands very quickly with the size of dimension p. In fact, it can be shown that in this case
2p coefficients must be included. This is simply very often computationally infeasible,
especially when the sample size n is limited.
One way to try to estimate the model in this type of scenario is to use various alternatives,
such as penalized regression. By requiring some sort of restriction on the coefficients, it
might be possible to reduce the number of parameters necessary to estimate. Penalized
regressions such as ridge regressions, elastic nets, and LASSO are popular choices. In
particular, LASSO regression (Least Absolute Shrinkage and Selection Operator) imposes
an L1 penalty on the coefficients [12]. That is, it requires
∑
|βj| < c. The smaller the
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values of c, the more coefficients are shrunken, and, in practice, this causes the coefficients
to one-by-one shrink to 0. As such, it doubles as a variable selection method. Various other
penalties, such as an L2 penalty (ridge regression), where
∑
β2j < c, have unique properties.
Attempting to capture higher order interactions and their importance in the supervised
learning setting is of critical importance to understanding larger dimension data sets,
which have become increasingly prominent in modern statistics. Other methods that
attempt to address this issue include SKAT [13] and Random Forests [14]. Factor models,
and other dimension reduction techniques, such as Principal Component Analysis are also
in vogue. Of course, all methods that assume some sort of model at their core are liable to
assume the wrong model. As a result, less parametric methods can be quite valuable.
When these methods require searching for only a small number of influential variables (or
interactions thereof) out of many, many variables, the so-called “needle in a haystack”
problem can be quite difficult.
1.1.3 I Score and the Partition Retention Approach
One recent solution to the problem evaluating higher order associations is the Backward
Haplotype Transmission Association (BHTA) algorithm proposed by Lo and Zheng [16],
[17]. Given a large number of potentially important variables, we might consider a subset
of them: X = (X1, X2, . . . , XS). If the X’s are discrete, consider a partition Π
∗ consisting
of partition elements {A1, A2, . . . , Am1}, where m1 is 2S in the case where all the X’s are





n2i (Ȳi − Ȳ )2
A large I Score for a given partition indicates potential influence of the variables in that
partition on the response (or output) variable, Y . It does not assume a specific form of
that relationship or influence. Moreover, it can be shown that the addition of
information-less variables to a partition does not improve the I score. In fact, removing
non-influential variables from a partition improves the I score. The GTD score is a similar
form in the case-control design [18].
The intuitive increase in the I Score when honing in on a truly influential set of input
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variables allows for a very effective approach to searching over a large set of possible
variables. Of course, one could simply exhaustively calculate the I score for all possible
variable sets (and their corresponding partitions of the data). In some cases, this is feasible
and preferred. In other cases, the number of possible variable sets is so enormous that
some sort of searching algorithm must be implemented. It is common in literature for one
to attempt to build a set of influential variables from the bottom up. That is, one might
consider finding the single most influential variable, then adding each most additionally
influential variable to a given data set. One could do this with the I score. All of these
bottom-up methods assume that in order for a higher order interaction to matter, it must
be true that the marginal and lower order interactions upon which it is built will also
influential. That is, if the set of variables (X1, X2, X3) are influential as a set, it would be
reasonable to assume that X1, X2, and X3 should be influential individually. When higher
order interactions exist, but their corresponding lower interactions are not significant, these
bottom-up methods fail.
The Partition Retention [19] approach is a rare method that accounts for the above
scenario. Via the approach, a random subset of X variables is chosen, the I score for that
corresponding partition is computed, and the “least influential” variable is removed (i.e.
the variable whose removal best improves the I score of the resulting coarser partition).
This is continued iteratively until no “non-influential” variables can be removed. In
essence, it is a hybrid of a partition based and hierarchical top-down method for finding
influential clusters. By performing this search a sufficient number of times, it is possible to
locate sets of variables which are, as a set, influential, but need not be marginally
influential. These effects, which can be seen when all the members of the influential module
are included, but may completely disappear when some of the members of that influential
module are removed, are called “module effects”, and will be referred to as such
throughout the remainder of this thesis. It is logical to think of these variables as pieces to
a puzzle that is completely useless unless fully completed.
Imagine the simple scenario where X1, X2, X3 are all binary and fair coin flips (i.e.
Pr(Xi = 0) = Pr(Xi = 1) = 0.5). If we define W = (X1 +X2 +X3) mod 2, then if
Y = f(W ), we say that there exists a module effect on Y . That is, knowing all of
X1, X2, X3 informs us about Y , but as soon as we leave one out, we lose all information
about the response Y .
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Applications of the BHTA algorithm, the I score, and the Partition Retention approach
have been effective in various data genre, including Tourette’s Syndrome [16],
Inflammatory Bowel Disease [17], Rheumatoid Arthritis [19], and Breast Cancer [20].
Extensions of the method for rare variants, gene-gene interactions, and gene-environment
interactions have been proposed and shown to be effective on genetic data [21].
1.2 Unsupervised Learning
Supervised learning can be compared to “learning with a teacher.” That is, the output
forms a safety net for evaluating correctness of estimates from the student. On the other
hand, unsupervised learning can be thought of as “learning without a teacher.” In this
case, all we have is the student’s work and the goal to directly infer its properties. [22]
1.2.1 Definition
A standard unsupervised learning setup consists of n individuals.
For each individual i ∈ {1, 2, ..., n}
Xi1, Xi2, . . . , Xip are inputs
and no variables are defined as outputs.
As opposed to the goal of supervised learning– to investigate relationships among both the
inputs and outputs– unsupervised learning only focuses on inputs. As a result, the goal of
unsupervised learning is to primarily investigate relationships among those inputs. Often
this investigation can be considerably more difficult, as particular output variables are not
predefined. This difficulty extends to the evaluation of an unsupervised method as well,
since the relatively straightforward assessment of predictive power (present in supervised
learning) is absent.
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1.2.2 Hierarchical and Partition Clustering
The essence of many unsupervised learning methods is clustering, related to “grouping or
segmenting a collection of objects into subsets or ’clusters,’ such that those within each
cluster are more closely related to one another than objects assigned to different clusters”
[22].
There are numerous methods to search for related clusters, but many fall under the
umbrella of hierarchical. Hierarchical clustering consists of clustering by merging across
levels. It is usually classified as either agglomerative (“bottom up”), or divisive (“top
down”). Both methods start with some predefined cluster of variables, and then proceed to
admit or remove other variables from that cluster based on a pre-defined “similarity score.”
In agglomerative clustering, also known as “ascendant”, the algorithm starts with clusters
of single variables, and links them based on this similarity score. A hierarchy of nested
clusters is built by using those similarities in concert with linkage criteria such as
Minimum, Maximum, Average Linkage, or Ward Criterion [23]. This method is sensitive to
the choice of “similarity score”. Pearson’s Φ2, Russel-Rao, Jaccard, [24] and Matusita
affinity [25] are all possible options. Additionally, the method is sensitive to its chosen





























































































































































































































































































































































































Figure 1.1: Dendrogram from agglomerative ierarchical clustering with varyi g linkage criterion
for grocery data set. Data limited to first 200 observations and 20 most common items.
CHAPTER 1. INTRODUCTION 10
Similarly, in divisive hierarchial clustering, we start with all the variables, and iteratively
partition.
Figure 1.2: Divisive Hierarchical Clustering [Berson, Smith, Thearling]
1.2.3 Model-based Clustering
Many of the classical algorithmic methods to cluster unsupervised observations require that
a single label be assigned to each observation. On the other hand, the field of model-based
clustering attempts to express a probability distribution for the observations over all
possible clusters. Specifically, if we denote X̃1, X̃2, . . . , X̃n multivariate independent
observations, a mixture model can be designed with the likelihood as follows:






where G is the number of mixture components, fk and θk are the density and parameters of
component k, and τk is the probability that an observation belongs to that component [26].
The key to this family of methods is that a density must be chosen for fk, and a Gaussian
density is the most common. It is convenient to specify a Gaussian mixture model because
it can be parametrized by the means µk and covariances σk of each component, and there is
an intuitive interpretation. Each cluster will be generally centered around its mean.
These types of models, designed to attribute probabilities of belonging to different clusters
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to each observation, are not limited to gaussian mixture models. Dirichlet multinomial
clustering models have been suggested. To go a step further, generative models such as
Latent Dirichlet Allocation define several-level hierarchical models that might include
distributions over latent topics [27]. In most cases, the practical use of these models hinges
on the ability to maximize this sometimes complicated likelihood. To that end, the E-M
(Expectation-Maximization) algorithm is a favorite among researchers. It involves
iteratively computing the expectation at a current estimate, followed by maximizing this
expected likelihood [28].
1.3 Unsupervised Learning as Supervised Learning
Because of the very similar setups to both supervised learning and unsupervised learning,
it is somewhat logical that one might consider a way to link the two. The main difference
between the two scenarios is the lack of outputs in the unsupervised setup, so one might
consider simply removing the output variable in the supervised setup and performing
unsupervised analysis on the inputs. In practice, this is done quite often, sometimes as a
prescreening procedure to explore the covariates in the regression setup.
Less common, though, would be an attempt to adapt the unsupervised setup in such a way
that it could be viewed in the context of supervised learning procedures. One way to do
this would be to define, artificially, an output variable. In fact, this has been considered in
the past, and a particular example of this is as follows:
Imagine the standard unsupervised data setup consisting of n individuals as from [22].
For each i ∈ {1, 2, ..., n},
1. Xi is the input variable assumed from some density g(x).
2. No variable is defined as an output.
Consider the following stepwise approach as from [22]:
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1. Generate m new X variables Xn+1, ..., Xn+m from some density g0(x).
2. Artificially define a Y variable
Yi =
{
0 artificial data from g0(x)
1 original data from g(x)




, estimate µ̂(x) from data.
4. Estimate ĝ(x) = g0(x)
µ̂(x)
1−µ̂(x)
Though, in principle, any reference density g0(x) can be used, particular choices can
greatly affect the accuracy of the estimate ĝ(x) [22].
1.4 Market Basket Analysis
As access to large quantities of data becomes increasingly common, one field where
practical applications abound involves the realm of consumers and their purchases. With
the growth of online shopping (to complement the in-person shopping at grocery stores,
malls, and restaurants), it is possible to track consumer purchases with impeccable
accuracy. Better understanding these purchases is of utmost importance to many parties.
First, the consumer might be interested in recommendations and feedback regarding his or
her buying patterns– i.e. a Netflix recommendation of what movie to buy next, or a credit
card company’s breakdown of the individual’s yearly budget. Second, the seller might want
information to better market, stock, or assess his or her business.
Market basket analysis is the study of this purchase-tracking data. It’s often aimed to
investigate transactions with various items in order to determine relationships among
them. Its setup is as follows [22]:
1. n individual receipts or transactions
2. For each transaction i ∈ {1, 2, ..., n},
Xij =
{
0 item j is not included in transaction
1 item j is included in transaction
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For Example, consider the possibility of 5 potential items at a small grocery store:
Milk, Bread, Banana, Cereal, Eggs
A person who bought only a Banana and Eggs would correspond to X̃i = (0, 0, 1, 0, 1). A
person who purchased none of the items would correspond to X̃i = (0, 0, 0, 0, 0).
The logical (but not only) question one might ask would be “what groupings of items occur
together often?” More generally, one might simply ask “how does the purchase or
non-purchase of one or more of the items inform the purchase or non-purchase of others?”
Let one consider the variables of interest to be the purchase/non-purchase of respective
items. If the data are not too unwieldy and the relationships are simple enough, exhaustive
methods are often used to gauge similarities among these variables. For example, one
might use classical parametric measures such as correlation, as well as their non-parametric
counterparts, to assess questions like “how is the purchase of eggs associated with the
purchase of bread?”
Of course, in practice the data set is often much too large, and the relationships are often
much too complicated for this approach to yield much useful information. Consider the
following 3 data sets as examples of this [29]:
1. A set of 9,835 grocery transactions consisting of 169 possible items.
2. Automotive data on 80,000 vehicles with 3,000 possible binary attributes
3. Click-stream data from an ecommerce site with 77,000 transactions and 3,340
possible items
In all of these cases, the data are just too vast (and probably too sparse) to exhaustively
look at such metrics. As a result, a two-pronged approach is often used:
1. Narrow down the dataset by finding clusters of related variables.
2. Identify rules of association within these clusters.
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The first subsection (1.4.1) will address the step of narrowing down such large data sets.
Subsection (1.4.2) will explore the so-called “association rules mining” that can eventually
be implemented on these more manageable chunks of data.
1.4.1 Finding clusters of related variables
There are numerous ways to find clusters of related variables in a large data set. As
discussed in previous sections, agglomerative hierarchical, divisive hierarchical, and
partition methods are popular. However, not all the specific methods falling under these
umbrellas are geared towards market basket analysis and its unique data structure. To be
specific, market basket analysis usually involves variables whose values fall in one of two
binary categories (purchase or non-purchase), and these variables might be extremely
asymmetric and sparse (i.e. there might be many, many more people who do not purchase
an item than the number who do purchase that item). One method of finding clusters that
is primarily geared towards these specific idiosyncrasies is the A Priori Algorithm [30]. Its
descriptions is as follows:
Consider p binary variables corresponding to the purchase of p possible items. In order to
find groupings of possible variables which occur together, we are interested in finding












We define the “support” or “prevalence” of a grouping G in a dataset















where T (G) is the empirical proportion of observations (transactions) which contain entire
itemset G.
The goal of the A Priori Algorithm is to find ALL itemsets G, such that the support is
above a predetermined threshold t, i.e.
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{G|T (G) > t}
The procedure is an iterative ascendant one, as follows:
1. Examine all single-item itemsets whose support is above threshold t.
2. Examine all pairs of itemsets that can be made only from the kept items in (1).
3. Increase the size of itemsets you consider at each step by 1 to size m.
• NOTE: Only consider those whose m ancestral itemsets of size m-1 all have
sufficient support above threshold t.
• NOTE: A set cannot have support of size t if any subset of it does not have
support of at least size t.
4. Stop when no more itemsets are of sufficient support, and report ALL itemsets.
This procedure returns a list of itemsets. Within each respective itemset, all items occur
together as often (or more often) than a pre-specified threshold. Some advantages of this
algorithm include:
1. Intuitive interpretation of groupings with high scores
2. Opportunity, once groupings are found, to define “rules” by dividing groupings into
disjoint sets A and B. Some examples are:
• “Confidence Score”: C(A⇒ B) = T (A∩B)
T (A)
• “Lift Score”[31]: lift(A⇒ B) = C(A⇒B)
T (B)
NOTE: These will be investigated more in the following section.
However, there are some serious limits to this algorithm. For instance, as follows:
1. The nature of the relationship among “important” groupings is defined specifically as
items which occur often together.
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2. Higher order groupings are ONLY considered for sets which have strong marginal
(single-item) scores.
3. The overall marginal frequency of items in an important “itemset” might play a
larger role than the actual relationships among these items.
For example, {Fruit, Eggs} might show up, but {Caviar, Vodka} might not.
The latter concern is a very serious one. To illustrate this, let’s propose a toy example of a
market basket containing Fruit, Eggs, Vodka, and Caviar as potential items. Suppose we
set a threshold for inclusion of G as an itemset of interest at {G : T (G) ≥ 0.05}. We will
have 10,000 observations in this basket.
Imagine the following 6 relationships exist within the data:
1. P (Caviar) = 0.03
2. P (Vodka) = 0.03
3. P (Vodka|Caviar) = P (Caviar|Vodka) = 1.
4. P (Fruit) = 0.30
5. P (Eggs) = 0.30
6. P (Fruit ∩ Eggs) = P (Fruit) ∗ P (Eggs) = 0.302 = 0.09.
It is very clear in this case that the purchase of Caviar and the purchase of Vodka depend
heavily on each other. In fact, the purchase of one absolutely requires the other be
purchased as well. However, both of these items are extremely rare. Over 10,000
observations, we might expect the following contingency table:
Item Vodka
No Yes Total
No 9700 0 9700
Caviar Yes 0 300 300
Total 9700 300 10000
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Let’s define G1 = {Caviar,Vodka}. It is clear, T (G1) = 30010000 = 0.03, and {Caviar,Vodka}
will NOT be returned as a meaningful itemset at the pre-specified threshold t = 0.05. This
is clearly an oversight, as Caviar and Vodka have a truly interesting relationship of
dependence as a pair. Their rareness at the marginal level disguises this underlying
relationship.
On the other hand, we can set that Fruit and Eggs appear as purchases independently.
However, they are each individually much more common. Over 10,000 observations, we
might expect the following contingency table:
Item Fruit
No Yes Total
No 4900 2100 7000
Eggs Yes 2100 900 3000
Total 7000 3000 10000
Let’s define G2 = {Fruit,Eggs}. It is clear, T (G2) = 90010000 = 0.09, and {Fruit,Eggs} WILL
be returned as a meaningful itemset at the pre-specified threshold t = 0.05. This is a clear
case of a false positive; that is, there is no real relationship between Fruit and Eggs, but
their commonness at the marginal level disguises this lack of a relationship.
In summary, though the A Priori Algorithm is an intuitive algorithm geared directly
towards investigating relationships in the field of market basket analysis, it has severe
limitations. Specifically, it is ill-equipped to consider:
1. Those relationships whose marginal frequencies are too small
• e.g. Caviar and Vodka
2. Those relationships where dependence is more complicated than the simple case
where the occurrence of any item in a set increases the chance of the occurrence of
other items in the set
• e.g. Module effects, complicated interactive effects
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3. Those relationships which consist of a possible negative impact of one item’s
occurrence on the occurrence of another item
• e.g. Soy Milk and Regular Milk (someone is likely to only buy one or the other,
not both)
The methodology proposed in section (2) of this thesis is primarily geared at offering an
improvement on all of these fronts.
1.4.2 Association Rules Mining
In market basket analysis, it is rarely sufficient to provide a list of clusters that may
contain interesting relationships. Further investigating these relationships is almost always
preferred. Pinpointing specific rules within these relationships can be extremely useful. For
example, we may find “milk”, “eggs”, “bread” are in a related group, but we’d love to
pinpoint a rule like [milk → eggs ]. To clarify what this means, let’s define the following for
disjoint sets A and B within a cluster:
• A := “Antecedent”, which need not be a single variable
• C := “Consequent”
• The rule [A → C]
In this case, [A → C] implies that the occurrence of A informs us that C is likely to have
occurred as well. For example, if A corresponds to a person having purchased Caviar and
C corresponds to a person having purchased V odka, [A → C] says that Vodka and Caviar
are often purchased together when we know that Caviar has been purchased. It is not
necessarily true that [A → C] implies [C → A] is also a rule, though in some cases this will
be true.
A choice of relevancy index must be made in order to define any rule in this manner. This
index will evaluate just how strongly the antecedent will inform us about the consequent,
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and can be formulated in many ways. We will highlight several of these possible
formulations.
Lift
Lift attempts to quantify how much the presence of the antecedent impacts (in ratio form)
the conditional probability of the consequent occurring [31]. It is defined as
Lift(A→ C) = P (C|A)
P (C)
.
Assume A and C occur with nonzero probability. When A and C are independent, this
index is 1. When A and C are mutually exclusive, this index should be 0. When
P (C|A) = 1 (as in the Caviar and Vodka example), this index is 1
P (C)
.
Immediately, we can see that large marginal probabilities of A and C do not guarantee large
values of this relevancy index (such as in the case of the earlier Fruit and Eggs example).
However, very small marginal values of P (C) can cause this index to become quite large.
Centered Confidence
Centered Confidence attempts to quantify how much the presence of the antecedent
impacts (in difference form) the conditional probability of the consequent occurring [29]. It
is defined as
[Centered Confidence](A→ C) = P (C|A)− P (C).
Assume A and C occur with nonzero probability. When A and C are independent, this
index is 0. When A and C are mutually exclusive, this index should be −P (C). When
P (C|A) = 1 (as in the Caviar and Vodka example), this index is 1− P (C).
Immediately, we can see that this index has similar properties as the Lift index, except it
varies from −P (C) to P (C) instead of from 0 to 1
P (C)
. Though this means its lower bound
depends on P (C), it has the benefit of not getting too large simply because P (C) is very
small (as is the problem with the Lift index).
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Jaccard Index
The Jaccard Index performs a very similar function as the Lift and Centered Confidence
indices [32]. It is defined as
Jaccard(A→ C) = P (A ∩ C)
P (A ∪ C)
Assume A and C occur with nonzero probability. When A and C are independent, this
index is a complicated P (A)P (C)
P (A)+P (C)−P (A)P (C) . When A and C are mutually exclusive, this





tion of the Jaccard
Index
It has been shown in many applications that the Jaccard Index reports preferable rules
when compared to the Lift index, because it is less sensitive to the case where the
consequent is very common compared to the antecedent.
ADI Index
The ADI Index (Agreement-Disagreement Index) is a variation of the Jaccard Index, as
follows [33]:
ADI(A→ C) = P (A ∩ C)
P (A4C)
Assume A and C occur with nonzero probability. When A and C are independent, this
index is almost the same as the Jaccard: P (A)P (C)
P (A)+P (C)−2P (A)P (C) . When A and C are mutually
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exclusive, this index should be 0. When P (C|A) = 1 (as in the Caviar and Vodka
example), this index is P (A)
P (C)−P (A) .
Like the Jaccard Index, the ADI index does well in some situations where Lift and
Centered Confidence struggle: when the consequent is very common compared to the
antecedent. Because it performs very similarly to the Jaccard (and has a computational
issue if P (C) = P (A)), using both is often redundant, so we will focus on using the Jaccard
Index in its place for the remainder of the thesis.
Figure 1.4: Illustra-
tion of the ADI
Relevancy Indices on the Toy Example
We can compute the relevancy indices for the toy example defined in subsection (1.4.1) and
summarize in the following table:
Rule Lift Centered Confidence Jaccard ADI
Fruit → Eggs 1 0 0.176 0.214
Eggs → Fruit 1 0 0.176 0.214
Vodka → Caviar 33.33 0.97 1 ∞
Caviar → Vodka 33.33 0.97 1 ∞
Notice that despite the A Priori Algorithm preferring the imposter rules involving Fruit
and Eggs to the rules involving the true relationship between Vodka and Caviar, all 4 of
these relevancy indices do a good job returning higher values for the true rules than for the
false ones. Clearly, evaluating rules among items within groups adds value to simply
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reporting those groups as a whole, especially when the group finding procedure is
susceptible to imposters (e.g. the A Priori Algorithm).
Another Possibility: Adjusted Confidence
As demonstrated, one of the major sticking points of evaluating association rules revolves
around the possibility of a very marginally uncommon antecedent skewing the calculations.
For instance, Rudin et. al. suggest an adjusted confidence index [34], defined as
AC(A→ C) = #(A ∪ C)
#A+K
where K is a chosen constant.
We can immediately see that when K = 0, this score mimics the other scores proposed in
this chapter. The same caveats would apply; the score will favor scenarios when A is very
uncommon. On the other hand, to remedy this, appropriate choices of K can be selected
that will push scores with low left-hand support down the list. That is, a larger relative
#A will be required to compensate for a larger K in the denominator. In fact, this version
of the score can be thought of as a specific case of a Bayesian estimate of the confidence:
p̂ =
L+ #(A ∪ C)
L+K + #A
where a beta prior with parameters L and K was installed. Rudin et. al. suggest several
other interesting choices for L and K that have meanings, such as collaborative filtering,
revenue management, and time dependent priors [34].
The main take-home messages for these version of rules is that both a large confidence and
a large support are required to deem a rule effective. While these are generally strong rules
of thumb for finding rules to recommend in the cases where possible rules might be
screened based on support, our work here will be focused on a possible screening of rules
when the support and corresponding marginal probabilities are extremely small, due to the
unique properties of the I Score. As a result, we will focus on leverage indices that have the
capability of suggesting these types of rules, with a careful eye on their shortcomings.
Nevertheless, it is worthwhile to mention other alternatives that deal with the inherent
issues of association rules mining, which the Adjusted Confidence does quite elegantly.
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Chapter 2
Methodology
The I score and the Partition Retention Approach have been shown to be quite effective on
data of various fields. When higher order interactions are present in the data set and
simultaneously their lower order counterparts are non-informative, it is a uniquely effective
method. One common thread that binds all these successful applications of the method is
the nature of the data to which it has been applied: supervised data. By its very definition,
a response variable is necessary to compute the I score for a given partition of covariates.
As discussed previously, unsupervised data setups also form an integral part of statistical
analysis. Unfortunately, up until now the powerful nature of the I Score and the Partition
Retention Approach has been limited to applications in supervised data setups. Higher
order relationships and complex module effects– things addressed by the method quite
effectively on supervised data– certainly exist in unsupervised data. It is only natural to
try to find a way to merge the two worlds: (1) the I score and the Partition Retention
Approach and (2) unsupervised data.
This chapter introduces a novel extension of the standard I score and the Partition
Retention Approach to unsupervised data setups. This extension makes use of a relatively
straightforward and intuitive procedure, which leverages the power of the I score and the
Partition Retention Approach to provide valuable information on data that lack a
supervisory response. Section (2.1) describes this procedure. Sections (2.2) and (2.3)
provide information on its interpretation and theoretical behavior. Section (2.4) suggests
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some simple add-ons to the procedure to enhance its efficiency under certain scenarios.
2.1 A new proposed extension of the I Score
We will first offer a heuristic explanation of the method. In a simple 2-dimensional case, it
is well-known that independence of two variables implies that the joint distribution of those
two variables is equivalent to the product of the 2 respective marginal distributions. That
is, if X ⊥ Y , FX,Y (x, y) = FX(x)FY (y). The converse of this relationship is also true. This
can be extended to more than 2 dimensions. I.e.




It is only logical that for two variables to be non-independent, one would expect the
behavior of their joint distribution to be quite different than the products of their marginal
distributions, and we might reasonably extend these expectations to their respective
empirical distributions.
Procedures such as the χ2 test for independence perform quite well in testing whether the
joint observed distribution of a particular dataset differs significantly from what one might
expect if the variables were independent. However, extensions of the 2-d procedure quickly
become computationally burdensome as the number of variables increases, and the
procedure is ill-equipped to effectively search a large number of variables for particular
modules which might show particularly interesting dependence.
The I Score and the Partition Retention Approach do an effective job at distinguishing
which partitions of variables show high levels of influence on a response variable, among a
vast number of possible partitions. In the case-control setup, this influence is equivalent to
partitions where the so-called “cases” evidence a significantly different behavior (with
respect to the chosen partition) than the “controls” do. In a particular unsupervised
dataset, if we can find a way to make the observed behavior under non-independence
mimic the cases and the expected behavior under the hypothesis of independence to mimic
the “controls” of the supervised setup, we can artificially define a response dummy variable
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to be a 1 or a 0 in those respective scenarios. The first part of the data are observed and
exist, so we only need to generate the second part of the data (data we’d expect to observe
under independence). This is done by a simple draw from the distribution defined by the
product of the marginal distributions. Equivalently, we generate these data by drawing
each variable from its respective marginal distribution and combining. A more rigorous
explanation is provided in the following subsections.
2.1.1 Setup and Formulation
Consider the following data setup:
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but artifically define a response Y variable as follows:
Y =
{
1 Original Sample from F (case)
0 Second Stage Sample from F̂
(1)
n ⊗ F̂ (2)n (control)







The method can be very simply extended to more than 2 dimensions by drawing for a
distribution F in step (1) with that number of dimensions, and drawing from the product
of those corresponding (more than 2) marginal empirical distributions.
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2.1.2 Remarks: differences between new score and standard I
score
On first glance, the new proposed score appears to have the exact same form as the
standard I score. In fact, in the case-control setting, the procedure used to find meaningful
“partitions” is indeed the same for both, in every step after the “case” and “control” data
are defined. What makes the scores behave differently, however, is just how those two
samples of “data” are defined. Herein lies the critical difference in methods. The standard
I score relies on two real samples of data, the “case” and “control” (which may or may not
be generated from the same underlying distribution). The new score uses only one real
sample of data, the “case”, and the “control” data simply reuse that same sample to draw
(with some noise) another artificial data set.
Figure 2.1: Schematic representation of the difference between the standard I Score (left) and the
new proposed Unsupervised I Score (right)
One might first compare this to bootstrapping, where one draws a sample (with
replacement) from the empirical distribution. That is, one observes a certain distribution
of the data, and then “re-samples” from it to create a new sample with similar properties,
for various reasons. In the one-dimensional (one variable) case, this is exactly what’s
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happening with the new I score. In the first stage, the empirical distribution of each
variable is estimated (in this case, one of them), and then the control data are generated
from random resampling from each marginal variable (in this case just one of them), and
then these variable samples are concatenated (in this case with just one variable, no
concatenation is necessary). However, when multiple variables are included, the setup is a
little different than the standard bootstrap. Instead of drawing our re-sampled data from
the joint empirical distribution, we draw it from each marginal distribution. This is why,
even if the variables are indeed independent, more care must be put into discerning the
exact distribution of this more complicated scenario.
The following subsection will describe just how to calculate the behavior of the new
proposed I score statistic, under the null hypothesis that the variables are all independent.
2.1.3 Theory
It can readily be shown that in the case of case-control data (i.e. Y = 1 and Y = 0 are case
and control events, respectively), for cell k,












In the artifical setting where n = ncase = nctrl =
ntot
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# observations from F̂ (1)n ⊗ F̂ (2)n (control) in cell {i, j}
)
(2.7)



























Proof. nπ̂∗ij ∼ Bin(n, p̂iq̂j)
⇒ n
p̂iq̂j(1− p̂iq̂j)



















piqj = 1 gives the result.
The statistic of interest has the following relevant decomposition:















































= 0 and independent of the second term
We already know the expectation of the first term in the decomposition, but in order to get
the full expectation of the statistic of interest, we must also find the expectation of the











= nE(π̂2ij) + nE(p̂2i q̂2j )− 2nE(π̂ij p̂iq̂i) (2.11)
We will examine each of these three terms separately,
under the null hypothesis that πij = piqj:
nE(π̂2ij) = np2i q2j + piqj(1− piqj) (2.11i)
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Proof.












nE(p̂2i q̂2j ) ≈ np2i q2j + p2i qj(1− qj) + q2jpi(1− pi) (2.11ii)
Proof.
np̂i ∼ Bin(n, pi), nq̂j ∼ Bin(n, qj), p̂i ⊥ q̂j




















i qj(1− qj) + q2jpi(1− pi) +
pi(1− pi)qj(1− qj)
n
Ignoring lower order terms as n gets large gives us the result.
E(π̂ij p̂iq̂i) ≈ np2i q2j + p2i qj + piq2j − 2p2i q2j (2.11iii)
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We can thus split all possible combinations {a,b,c} into 5 cases, with the following
contributions and frequency of each:
Scenario Expected Contribution Frequency (out of n3)
a = b = c piqj n
a 6= b = c p2i q2j n(n− 1)
a = b 6= c piq2j n(n− 1)
a = c 6= b p2i qj n(n− 1)
a 6= b 6= c p2i q2j n(n− 1)(n− 2)∑
= n3





















i qj + piq
2
j − 2p2i q2j +
pi(1− pi)qj(1− qj)
n
Ignoring lower order terms as n gets large gives us the result.













= nE(π̂2ij) + nE(p̂2i q̂2j )− 2nE(π̂ij p̂iq̂i)
via (i), (ii), (ii) = np2i q
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Since pi(1− pi)qj(1− qj) gives the same value in the binary case for each cell where
pi ∈ {p1, 1− p1} and qi ∈ {q1, 1− q1}, symmetry gives us the result.
We can then apply (2.9), (2.10), (2.12) to get the following simple property of the I score in















































+ 2p1(1− p1)q1(1− q1)
which gives the result.

































# observations from F̂ (1)n ⊗ F̂ (2)n (control) in cell {i, j, k}
)
(2.18)
Defining IN in the same way as before, under the null hypothesis that πijk = piqjrk,
E(IN) = p1(1− p1) + q1(1− q1) + r1(1− r1)− 4p1(1− p1)q1(1− q1)r1(1− r1) (2.19)
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n(π̂ijk − p̂iq̂j r̂k)2
]
The main difference is the last term, which can be broken down, similar to (2.11)
E
[
n(π̂ijk − p̂iq̂j r̂k)2
]
= nE(π̂2ijk) + nE(p̂2i q̂2j r̂2k)− 2nE(π̂ijkp̂iq̂ir̂k)
The following can be computed analogously to the two-variable case:
nE(π̂2ijk) ≈ np2i q2j r2k + piqjrk(1− piqjrk)
nE(p̂2i q̂2j r̂2k) ≈ np2i q2j r2k − 3p2i q2j r2k + piq2j r2k + p2i qjr2k + p2i q2j rk
nE(π̂ijkp̂iq̂ir̂k) ≈ np2i q2j r2k − 3p2i q2j r2k + piq2j r2k + p2i qjr2k + p2i q2j rk
Combining these relationships and an algebraic rearrangement gives the result.
In fact, the expectation of the IN score can be written in the general nvar-variable case. We
must first introduce some new notation:
We consider partitioning the entire data into K partitions {A1, A2, ..., AK}, each of which
corresponds to a unique combination of values for nvar variables. (In the case where each
variable is binary, we would have 2nvar total partitions.)
Within each partition Ak, k ∈ {1, 2, ..., K}, we consider the contribution to the I score to
be IN,k.
For a partition Ak, which corresponds to a unique combination of values for nvar variables,
there are coarser partitions to which it belongs. In particular, there are nvar coarser
partitions where exactly one variable is removed from the partition set, we’ll name
B
(k)
1 , ..., B
(k)
nvar .
EXAMPLE: Imagine Ak corresponds to a partition where X1 = 1, X2 = 1, X3 = 1. In this







Ak ⊂ B(k)1 , Ak ⊂ B
(k)
2 , Ak ⊂ B
(k)
3 , which are along only 2 of the initial 3 variables. They
could be defined as
B
(k)
1 : (X1 = 1, X2 = 1)
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B
(k)
2 : (X1 = 1, X3 = 1)
B
(k)
3 : (X2 = 1, X3 = 1)
We can define
πAk = P (X ∈ Ak), πB(k)i = P (X ∈ B
(k)
i )














Proof. From (2.19), we examine in the 3d case (under H0)
nE(π̂2ijk) ≈ np2i q2j r2k + piqjrk(1− piqjrk)
nE(p̂2i q̂2j r̂2k) ≈ np2i q2j r2k − 3p2i q2j r2k + piq2j r2k + p2i qjr2k + p2i q2j rk
nE(π̂ijkp̂iq̂ir̂k) ≈ np2i q2j r2k − 3p2i q2j r2k + piq2j r2k + p2i qjr2k + p2i q2j rk
We can immediately see that for the partition Ak : {X1 = i,X2 = j,X3 = k}, we can define:
B
(k)
1 : {X1 = i,X2 = j}
B
(k)
2 : {X1 = i,X3 = k}
B
(k)
3 : {X2 = j,X3 = k}
Using that πAk = piqjrk, πB(k)1 :
= piqj, πB(k)2 :
= pirk, πB(k)3 :
= qjrk, nvar = 3
nE(π̂2ijk) ≈ nπ2Ak + πAk(1− πAk)












Combining and adding in the proper linear combination gives the result for three
dimensions, and it can be logically extended to higher values of nvar in the same way, to
give the general result.
EXAMPLE: (2-variable partition, under independence)
Consider partition Ak : {X1 = i,X2 = j}, and recognize the following:
nvar = 2, πAk = piqj
B
(k)
1 : {X1 = i} ⇒ πB(k)1 = pi
B
(k)
2 : {X2 = j} ⇒ πB(k)2 = qj






























= p1(1− p1) + q1(1− q1) X
We also claim the following:
Under the null hypothesis of independence,
E(IN) ≤ 1 (2.21)
Proof. From (2.20) we can rewrite E(IN,k) as follows:



































# of variables E(IN)
2 p1(1− p1) + q1(1− q1)

















Table 2.1: Some Properties of the Unsupervised I Score
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2.2 Implementation of Association Rules Mining
As stated in previous sections, finding clusters of “modules” of associated variables is only
part of the market basket analysis problem. The second phase of that problem is to define
meaningful and specific “rules” among the selected variables. In the following subsection,
we will describe a simple method of finding such rules starting from the analysis via our
new proposed I score.
2.2.1 Relevancy Indices
The method will work for any choice of relevancy index. We can define Rel(A→ C) as the
relevancy index applied to the rule where A is the antecedent, and C is the consequent (as
defined in previous sections). The method will be considered generally for any choice of
relevancy index, but a discussion of which indices to use will be found at the end of the
subsection.
Imagine set A1 is a partition of some p variables, a11, a12, . . . a1p. Having found some
number of partitions, m, there are partitions A1, A2, . . . Am and their corresponding
components ai1, ai2, . . . aipi , where i ∈ {1, 2, . . . ,m} and pi is defined as the number of
variables in partition Ai.
We only consider rules that are among variables in the same partition. That is, we can
consider Rel(aik → ail) : k, l ∈ {1, 2, . . . , pi}, but never rules concerning components that
only exist in different partitions, such as Rel(aik → ajl) : j 6= k.
In the procedure, we exhaustively consider all rules of this form such that we can assess the
relevancy
Rel(aik → ail) : ∀k, l ∈ {1, 2, . . . , pi},∀i ∈ {1, 2, . . . ,m}.
We also consider more complex rules where the antecedent is the union of multiple
variables in a given partition. Consider the sub-partition Aiα ⊂ Ai and assess the following
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aik → ail) : ail 6∈ Aiα for all Aiα ⊂ Ai.
We will refer to this as the rule [Aiα → ail] from now on. It is understood that the cases
where the antecedent is a single variable are specific cases of this general form.
In other words, these rules suggest that multiple variables combine to form an antecedent
that is associated with a consequent. We require those multiple components of the
antecedent to be in the same partition, and the consequent to also be in that same
partition (though of course not part of the antecedent).
We add one more type of rule:
[Aiα → acil]
This will be defined as a so-called “risk” rule. That is, the antecedent is associated with
the absence of the consequent, instead of its presence. In the binary market basket case,
the previous rules would correspond to a statement like “buying bread is associated with
buying eggs.” This “risk” rule would correspond to such a statement as “buying whole
milk is associated with NOT buying skim milk.” Because the variable of NOT buying an
item is a simple mathematical manipulation of buying an item (e.g. milkc = 1−milk), we
can treat these “risk” rules in the same way as the standard rules. Of course, we must keep
in mind the symmetry (or lack thereof) of buying and not-buying items when considering
an appropriate relevancy index to use.
There are numerous conceptual examples of “risk” rules in market basket analysis. For
example, there might be specific types of items that perform the same task, where buying
more than 1 might be redundant. A person would probably be unlikely to buy both a GE
refrigerator AND a Frigidaire refrigerator in the same transaction. Another example of
“risk” rules might be items that come from two separate genres that might not be bought
together because they are so contradictory. For instance, if someone buys gluten-free pasta,
one might expect a strong associative relationship with NOT buying standard wheat pasta,
possibly because of some latent allergy or dietary restriction.
It is important to consider that the different relevancy indices have different benefits and
disadvantages. For example, the lift index does poorly when the consequent is common
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compared to its rare antecedent. In that case, the Jaccard Index is better. In this thesis,
we suggest choosing between the Lift and the Jaccard indices on a case-by-case basis. In
fact, it is probably wise (if computationally feasible) to present rules found by both of
these differing indices. After all, the goal is to mine as many meaningful rules as possible,
and it’s not a requirement that they all have the same form.
2.3 Addressing some practical concerns
The above procedure outlines a methodology that ultimately pinpoints association “rules”
within an appropriate data set. In theory, this procedure can be applied to data sets of any
size, but in reality, just like any method, the computational power needed to complete the
task will be immense when the size of the data set is very large. For practical reasons, it is
valuable to apply techniques designed to facilitate the analysis, and we suggest several in
the following subsections.
2.3.1 Pre-screening
The “I Score” has no predetermined notions as to what groupings of variables are
meaningful. The groupings could consist of any combinations of any of the variables at
hand, and if the number of variables to choose from is large, the number of potential
groupings is enormous. For example, if there were 1000 variables among which you wish to





, or more than 8 trillion 5-way
combinations of groupings. The problem is exacerbated when we realize we don’t know the
exact size of the meaningful groups.
The partition retention approach provides a way of searching the vast number of variables
in digestible chunks, starting with many random “starting sets” and potentially paring
them down to find meaningful groupings. Imagine we have a 5-variable “real” grouping
that we wish to locate. We can be fairly confident that if one iteration of the partition
retention method starts with a grouping which contains every one of those 5 variables, the
method will isolate the true grouping. Therein lies a problem; the partition retention
CHAPTER 2. METHODOLOGY 39
method can of course only find a variable set if it is a subset of one of the random starting
sets it chooses. If the starting number of variables K is manageable, we can be fairly
confident that among a reasonable number of draws B there will be at least one which has
every one of the variables needed for the true grouping. However, if K is very large, B must
scale up accordingly. In fact, it has been shown that B should approximately scale with K3
[18]. In the 1000-variable case, close to a billion draws might be needed.
In order to direct one’s search for meaningful groupings, we introduce a “pre-screening”
approach in this subsection. We will first describe the approach, and then describe some
conditions where it might be helpful.
Pre-Screening Algorithm
1. Run the P. R. procedure on all K variables. Compute top 50 sets by I Score.
2. Pool all variables that appear at least once within these 50 sets. (This should be
a smaller subset of the original variables.)
3. Rerun the original partition retention procedure, drawing only from this smaller
subset (of the original K variables).
This procedure relies on the hope that, while it might be difficult to isolate an entire true
grouping in one fell swoop, smaller subsets of this grouping might appear as significant.
For instance, if the grouping {1, 2, 3, 4, 5} is a true grouping, perhaps {1, 2} or {4, 5} or
{2, 4, 5} might appear in lieu of the entire set {1, 2, 3, 4, 5}. Then, when we aggregate all
these smaller sets, we will collect all of the parts of the true grouping. With fewer “noise”
variables, it will then be much more likely to find a set containing the entire true grouping
once the procedure is rerun on the smaller number of initial variables.
There are certain instances where this pre-screening will do best. Most importantly, there
must be some signal among lower order subsets of the entire grouping. This might mean
that some of the variables are marginally influential, or that there might be some smaller
pairwise or other interactions that show up. If the effect of the grouping is completely
CHAPTER 2. METHODOLOGY 40
modular, this pre-screening will not improve results. Still, it is a reasonable technique to
implement if one wishes to have any hope of finding relatively large (more than 2-variable
or 3-variable) groupings among a very large initial number of variables, K. We will provide
an example of its effectiveness in the simulations section of this thesis.
2.3.2 Replication Set
Another serious issue when the initial number of variables K is high is the potential for
false signals. When there are huge numbers of searches for many, many possible groupings,
it is expected that some of these groupings might appear to be influential just as an
artifact of the specific data set. That is, they will be so-called imposter modules.
The difference between real signals and imposters are that the real signals will be expected
to show up throughout many realizations of data; whereas, the false signals are artifacts of
one particular arrangement of data. One way to “knock down” some of these imposters is
to see how they perform in multiple data sets. Because we cannot increase the number of
real data we have, we can simply split the data in some way.
Imagine we have n individuals. Instead of using all n individuals to have one shot at
finding influential groupings, we might divide the n individuals into two stages of size n1
and n2, where n1 + n2 = n. We propose the following procedure:
1. Using the first n1 individuals, pinpoint the highest scoring (by “I score”) groupings of
variables.
2. Compute the I score for those pinpointed groupings on the second (separate) set of n1
individuals.
3. Only retain groupings which show a strong I Score on both sets.
We many still use the entire n1 + n2 = n size data set to train any models or perform
future analysis. We simply split the training data into two stages to remove some false
positives. We will use the spirit of this type of multiple stage “replication” procedure
throughout various parts of the analysis in this thesis.
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2.3.3 Computational Benefits of the Unsupervised I Score
One of the most important aspects of adapting the I Score framework to an unsupervised
setup is its ability to transform a computationally infeasible problem into an approachable
one. The unsupervised I score seeks to find important groupings (or modules) of covariates
within a sea of noisy variables. The partition retention approach provides the vehicle for
this endeavor.
The main computational benefit of the partition retention approach is that breaks down a
possible exhaustive search for important groupings into smaller parts. Those parts are the
many randomly sampled re-start points of the algorithm. Instead of needing to search
through all of the possible groupings of covariates, one simply needs to have the good
fortune of starting the partition retention algorithm at a re-start subset that contains the
entire grouping of interest. While this is unlikely to happen in any single re-start, it is easy
to re-start the algorithm a great number of times, and still not exceed the number of sets
that would need to be searched if no narrowing down had occurred.
For example, imagine there are p = 100 covariates, and we are interested in module of five
covariates, which are related. In order to find all 5-variable sets, an exhaustive search





= 75287520, or more than 75 million sets. On the other hand,
we can see that the chances of any random grouping of 10 (a restart point of 10 covariates)





≈ 3.3x10−6. This means, on
average, it would take about 300,000 re-starts to expect to locate the set. If we increased
the confidence need to 99% that we found the set, we would need (1− p)n < 0.01, where n
(the number of restarts needed), would need to be about 1.4 million. In fact, we can
represent the approximate number of restarts needed (to find the set at 1− α confidence)




where p is the probability of finding the grouping in any given re-start. That probability
can be represented as
(P−p10−p)
(P10)
, where P is the total number of covariates to search, p is the
size of the covariate set of interest, and there are 10 restart points.
Each search (given a new re-start point) via the partition retention approach will take
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several subsearches to proceed to the true set of interest, but the difference between these
two sample sizes needed can be staggering, especially when n is large.
p = 4 p = 5 p = 6
P.R. Exhaust. P.R. Exhaust. P.R. Exhaust.
P = 50 5 x 103 2 x 105 4 x 104 2 x 106 3 x 105 2 x 107
P = 100 9 x 105 4 x 106 1 x 106 8 x 107 3 x 107 1 x 109
P = 500 6 x 107 3 x 109 5 x 109 3 x 1011 5 x 1011 2 x 1013
Table 2.2: Approximate number of runs necessary to find a module of size p
When searching for rules, a similar trend emerges. If we restrict all rules to the form
A→ C, where the antecedent consists of 5 items, and the consequent consists of only 1, we








= 7152314400, or more than 7 billion possible rules to
search in the case where there are 100 covariates (or items) to search among. The
unsupervised I score approach eases that burden by narrowing down the set of related
items to many modules, all of whom can then be exhaustively searched for rules. Imagine
that those subsets (modules) identified by the unsupervised I score were 10 items. Then,








= 1260 rules to explore within each one. Even if
we report 40 of these modules, and conservatively ignore that some of these rules might
overlap, there would still only be 50,400 rules to search. In reality, the types of rules and
sizes of the antecedents and consequents would be allowed to vary, making this disparity
even larger. We can see that, if we believe the I score helps identify related items, the
computational burdens it eases would be substantial.
Summary
We summarize the multi-pronged approach to identifying important rules in unsupervised
data setup (such as market basket analysis) as follows:
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Discretize variables.
*Pre-Screen data to narrow down variables. (*optional)
Artificially Generate “control” data by a random draw
from the marginal distributions (assuming independence).
Compare “case” and “control” via I Score – “case” be-
ing the real data and “control” being the artificially generated data.
Find best modules based on I Score using backwards drop-
ping algorithm, and knocking down false positives using a replication set.
Perform Prediction on the Testing Set based on Majority Voting or Com-
bined LASSO prediction (trained using the training set as described earlier).
Pinpoint strong rules using a carefully se-
lected relevancy index (such as Jaccard or ADI)
Figure 2.2: Flowchart of I Score-based discovery of association rules
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Chapter 3
Applications: Simulation Results
There is sometimes a gap between what a method theoretically achieves and its practical
usefulness. The increasing computational ease in running simulations allows us to
investigate these methods more thoroughly. In this section, we will propose some artificial
(but not particularly unreasonable) scenarios to demonstrate the benefits of the method.
We will consider relationships among large numbers of variables that exhibit both additive
and modular effects, and those where substantial noise is present.
3.1 Finding Clusters
In the first section of this chapter, we will focus only on finding a number of meaningful
clusters of variables among a potentially large number of variables. We will leave the
investigation of potential rules within those clusters to the following section.
3.1.1 Additive Effects
In this subsection, we will design data with the following premise. Data will consist of
many (p) discrete variables Xi1, Xi2, . . . , Xip for each individual i, each having only three
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possibilities (0,1,2). For almost all the variables, the distribution will be completely
random and uniform among the three possibilities. That is, generally
P (Xij = 0) = P (Xij = 1) = P (Xij = 2) =
1
3
. However, we will define a select few variables
which will be completely related to some other variables. In essence, the set of one of those
select variables combined with the variables it depends on will constitute a meaningful
cluster. All variables which are not contained in any meaningful clusters will be considered
“noisy variables”.
We define a simulation scenario with some additive relationship as follows:
Scenario 1: the Additive (non-module) Effect




Xij ; Wi9 =
8∑
j=6
Xij ; Wi12 =
11∑
j=10






0 lower third of empirical distribution of Wi5
1 middle third of empirical distribution of Wi5
2 upper third of empirical distribution of Wi5
• Xi9, Xi12, Xi18 defined similarly.
In this scenario, variable number 5 is additively related to variables 1, 2, 3, and 4. Thus,
{1, 2, 3, 4, 5} forms a meaningful cluster. Variable number 9 is additively related to
variables 6, 7, and 8. Thus, {6, 7, 8, 9} forms another meaningful cluster. Similarly,
{10, 11, 12} and {13, 14, 15, 16, 17, 18} round out the meaningful clusters. It is intentional
that these 4 meaningful clusters are of different sizes (i.e. 5, 4, 3, and 6, respectively). The
additive nature of these relationships is that we simply add a number of variables together,
look at their sum, and discretize it by simply cutting the empirical distribution of the sum
into three parts.
In this case, we choose p = 150, n = 1500. We split the n = 1500 individuals randomly into
2 sets, a 1000-variable “training set” and a 500-variable “replication set”. After running
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the proposed I Score procedure with its associated partition retention approach from
100,000 random starting points (of 10 variables), we observe the following:
Rank Top Sets (training) Training Score Replication Score
1 10,11,12 28.1 15.14
2 11,12 23.87 13.75
3 10,12 19.24 12.11
4 8,9 17.16 9.84
5 6,9 16.13 8.62
6 7,9 14.33 10.24
7 4,5 12.77 6.6
8 6,7,8,9 12.71 7.73
9 1,5 11.75 5.52
10 3,5 10.65 4.63
11 2,5 9.96 2.52
12 13,18 9.67 6.19
13 17,18 8.47 7.75
14 15,18 8.04 5.18
15 16,18 7.86 5.01
16 14,18 7.00 5.55
*17 1,2,3,4,5 4.22 2.39
18 114,119 3.77 0.56





*57 13,14,15,16,17,18 2.26 1.70
Table 3.1: Simulation 1 Results: Additive (non-module) Effect
*Sets not found via search: computed manually
We first note that of the highest scores, nearly all contain elements which are related via
the simulation structure. However, only a few of these sets are actually the full module of
interest (e.g. {10, 11, 12} and {6, 7, 8, 9}). Most of these high-scoring returned sets are
subsets of those true module sets. This is not particularly surprising for a few reasons.
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First, it is clear that the relationship (additive) presents a structure that is not completely
modular. That is, if we know a set (say {6, 7, 8, 9}) is related additively, removing just one
of the variables in that set will still retain some dependency structure. In general, if high
values of variables 6, 7, and 8 correspond to a high value of variable 9, it is true that high
values of variables 6 and 7 will also correspond (in a weaker way) with a high value of
variable 9. Essentially, we’d expect the most signal (and highest I Score) to appear if the
entire additive set is present, but subsets should also be expected to show signal. Second,
the reason these show up at all in the partition retention path is related to the many
random starting sets chosen. It is very likely that some starting sets will have some but not
all of the true additive set, and these meaningful subsets are returned, akin to a
consolation prize. We can see that some of the larger “true” sets do not show up in full
(and we simply computed their score manually, for the sake of comparison). Since subsets
of these sets do show, the pre-screening approach will potentially improve this situation.
We will address this specifically later on.
There are indeed some “imposter” sets that are returned with reasonably high training set
scores. This is where the use of the replication set comes in handy. If the relationship is
real, we expect to see signal in both the training set and the replication set. If the set is an
imposter, we might see signal in one of the sets (say, the training set), but no signal in the
replication set. Indeed, of all the high-scoring sets on the training set, only the imposter
sets ({114, 119} and {75, 110}) show replication scores below 1. All the true sets have
correspondingly strong replication scores.
We will note that the number of noisy variables has no bearing on the actual I Score of
clusters which contain only meaningful variables. This is because the I Score is calculated
only based on the variables contained in the cluster at hand. However, the number of noisy
variables will have a profound effect on the difficulty/ease of locating such meaningful
groupings. It seems intuitive that the score will be diluted as the number of variables in a
meaningful grouping is increased (i.e. {10, 11, 12} will be expected to have a stronger score
than {1, 2, 3, 4, 5}). It is also clear that a larger number of individuals should enhance the
score. Thus, it is reasonable to simply analyze the magnitude of the I Score in the additive
case, depending on both the number of individuals and the number of variables in a
grouping (in the same form as above).
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Figure 3.1: Performance on Additive Model, No Module Effect
We observe 2 important points. First, the larger the sample size, the stronger the I score
will be when there is additive signal present. For a cluster size of 3, improving the sample
size from n = 500 to n=2000 improves the average I score from approximately 17 to
approximately 63. Secondly, the larger number of variables included in a cluster, the more
diluted the signal is, leading to a smaller I score. In fact, at sample sizes up to n = 2000,
clusters of sizes 7,8, and 9 are barely indistinguishable from the null expectation of the
score of approximately 1. On the other hand, clusters of sizes 3, 4, and 5 show very
noticeable signal, even for sample sizes as low as n = 500.
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3.1.2 Module Effects
Let us specifically define a simulation scenario with some additive relationship as follows:
Scenario 2: the Additive Module Effect
• Xij ∼ Unif{0, 1, 2} ∀i ∈ {1, 2, . . . , p}, ∀j /∈ {5, 9, 12, 18}
• Xi5 = (
4∑
j=1
Xij) mod 3 ; Xi9 = (
8∑
j=6
Xij) mod 3 ;
• Xi12 = (
11∑
j=10




In this scenario, {1, 2, 3, 4, 5}, {6, 7, 8, 9}, {10, 11, 12}, and {13, 14, 15, 16, 17, 18} are once
again meaningful groupings of variables. However, the relationship among them is
completely modular. That is, if we remove even one of the variables in a given set, the
remaining set is completely unrelated.
For example, take the simple 3-variable cluster {10, 11, 12}. For a given individual, if we
know the values of variable 10 and variable 11 (or even their sum), we can completely




mod 3 = 1. However, if we remove any one of the 3 variables, there is no relationship. If we
remove variable 12, we know by definition variables 10 and variables 11 are drawn
completely randomly. If we remove variable 11, the value of variable 10 tells us nothing
about the value of variable 12. If Xi10 = 0, conditionally variable Xi12 depends wholly on
the value of variable Xi11, which is unknown. Since Xi11 is symmetrically distributed across
the three possibilities, there is an equal chance of each of three possibilities:
1. Xi10 +Xi11 mod 3 = 0 (if Xi11 = 0)
2. Xi10 +Xi11 mod 3 = 1 (if Xi11 = 1)
3. Xi10 +Xi11 mod 3 = 2 (if Xi11 = 2)
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Thus, without the knowledge of Xi11, Xi10 and Xi12 will appear completely unrelated. By
symmetry, the same argument can be made for removing variable 10.
In this case, we choose p = 150, n = 1500. We split the n = 1500 individuals randomly into
2 sets, a 1000-variable “training set” and a 500-variable “replication set”. After running
the proposed I Score procedure with its associated partition retention approach from
100,000 random starting points (of 10 variables), we get the following result:
Rank Top Sets (training) Training Score Replication Score
1 10,11,12 38.5 20.7
2 6,7,8,9 12.63 7.22
*3 1,2,3,4,5 4.88 2.74
4 11,153 3.00 0.47
5 124, 157 2.88 0.17
6 21,50 2.77 1.06
7 6,39,97 2.72 1.90





*19 13,14,15,16,17,18 2.35 1.77
Table 3.2: Simulation 2 Results: Additive Module Effect
*Sets not found via search: computed manually
We notice that, just like with the additive model, the modular additive model shows some
real sets and some “imposter” sets, when evaluating the training set I score. And similar to
the additive model, this model shows that those which are imposters generally exhibit
much lower scores on the replication set.
However, unlike the additive module, the additive modular model does not return any
subsets of the true sets. That is, {10, 11, 12} shows a strong score, but a subset such as
{10, 12} is not returned. This is due to the nature of the relationship. Because the
dependency is completely modular, subsets of an entire true set show no dependency. This
is both a benefit and a curse to the procedure. On one hand, the procedure allows us to
find these sets when they cannot be built up from their subsets. This offers an advantage
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over other procedures. On the other hand, some true sets might be completely missed if
they do not show up together (in a starting set) in their entirety.
Once again, it is useful to analyze the magnitude of the I Score in the additive case,
depending on both the number of individuals and the number of variables in a grouping (in
the same form as above).
Figure 3.2: Performance on Additive Model, Module Effect Present
We observe a very similar result in the additive modular case as we had in the simple
additive case.
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3.1.3 Simulated Noise
The score is not limited to application on data where each variable can take one of three
values, and is not limited to the cases where noise is not present. Let us propose a simple
binary case where we allow a modular relationship, but where we artificially insert some
noise.
Scenario 3: Binary Additive Module Effect, with Noise
• For each set of size S, we first define XiS = (
∑S−1
j=1 Xij) mod 2
• We add noise by randomly “flipping” each XiS with pflipping
Figure 3.3: Simulation 3 Results: Binary Additive Module Effect, with Noise
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Of course, if pflipping = 0.5, we have added the maximal noise, and lost all signal, since XiS
will now randomly be defined as a fair Bernoulli coin flip. In general, pflipping = p and
pflipping = 1− p should be equivalent for the proposed score’s purposes.
Clearly, pflipping = 0.5 corresponds to a simulation where no signal is present, and the score
reflects that. In general, we see the symmetry between pflipping = p and pflipping = 1− p,
and we once again see higher scores for more concentrated (and smaller) variable sets.
3.1.4 Other Simulation Models
There are unlimited scenarios where the proposed I Score will pick up signal. We propose a
few interesting ones below, all with binary variables (for the sake of simplicity).
Figure 3.4: Simulation Results Under Selected Scenarios
3.1.5 Stability of the Unsupervised I Score
The Unsupervised I score involves both sampling and re-sampling. The generation of the
original data involves a sampling from its true underlying distribution. The creation of the
artificial data generated under the assumption of independence involves a particular
resampling from that original sample. Consequently, it is worthwhile to look at the
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behavior of the Unsupervised I score over many different sampling and re-samplings, both
when the null hypothesis is true, and when a specified alternative is the case.
We look at the performance of the I Score over a number of trials (10,000), for varying
module-sizes, sample sizes, and the existence/non-existence of a module effect. Sample
sizes 100 and 500. 1000, and 10000 are shown as follows:






































I Score by Module Size: N = 500, No Signal

























Figure 3.5: Kernel Density Estimates of Sampling Distribution of Unsupervised I Score, Part 1,
with or without signal, by sample and module size
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I Score by Module Size: N = 1000, No Signal































I Score by Module Size: N = 10000, No Signal




























Figure 3.6: Kernel Density Estimates of Sampling Distribution of Unsupervised I Score, Part 2,
with or without signal, by sample and module size
We immediately see that when there is no signal (of dependence), the sample size is more
or less irrelevant to the distribution of the I Score. The module-size still dictates the spread
of this distribution, with smaller module sizes allowing for a higher variance I score. On
the other hand, when a module signal is present, there appear to be several noticeable
effects. First, a larger sample size shows larger I Scores. This is expected, since a larger
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sample would allow for more information to differentiate the original and artificial data,
which will actually be different. Secondly, a larger module size appears to have a reverse
effect on the I Score. This can be explained by the dilution of signal that occurs when a
modular effect is spread over an increasing number of variables.
We can summarize these plots as follows, with both the mean I score and 95% interval for
its spread.
Table 3.3: Distribution of I score over 1000 re-samplings, module effect
p = 4 p = 5 p = 6 p = 7
N Ī sI 95% CI Ī sI 95% CI Ī sI 95% CI Ī sI 95% CI
1e2 3.5 0.7 (2.3, 4.9) 1.8 0.3 (1.3, 2.4) 1.3 0.1 (1.0, 1.5) 1.1 0.1 (0.9, 1.2)
5e2 14.5 1.3 (12.1, 17.1) 5.5 0.5 (4.7, 6.4) 2.5 0.2 (2.2, 2.9) 1.5 0.1 (1.3, 1.7)
1e3 28.2 1.8 (25.0, 31.9) 10.1 0.6 (9.0, 11.3) 4.0 0.2 (3.6, 4.5) 2.0 0.1 (1.8, 2.2)
1e4 275.0 5.7 (264.2, 285.7) 93.4 1.8 (89.9, 97.2) 31.8 0.6 (30.6, 33.0) 11.3 0.2 (10.8, 11.7)
Table 3.4: Distribution of I score over 1000 re-samplings, no signal
p = 4 p = 5 p = 6 p = 7
N Ī sI 95% CI Ī sI 95% CI Ī sI 95% CI Ī sI 95% CI
1e2 0.84 0.25 (0.4, 1.5) 0.93 0.15 (0.7, 1.3) 0.09 0.1 (0.8, 1.2) 0.98 0.05 (0.9, 1.1)
5e2 0.84 0.24 (0.4, 1.4) 0.94 0.15 (0.7, 1.3) 0.09 0.2 (0.8, 1.2) 0.99 0.05 (0.9, 1.1)
1e3 0.85 0.24 (0.4, 1.4) 0.94 0.15 (0.7, 1.3) 0.09 0.2 (0.8, 1.2) 0.99 0.05 (0.9, 1.1)
1e4 0.86 0.25 (0.4, 1.4) 0.94 0.15 (0.7, 1.3) 0.09 0.6 (0.8, 1.2) 0.99 0.05 (0.9, 1.1)
3.1.6 Other Alternatives
We create a simply simulation similar to those previous explained in this chapter. There
are p = 50 variables, with n = 1000 observations for each. All of the variables are
discretized into three categories: {0, 1, 2}. We induce groupings of sets sized 3, 4, 5, and 6,
corresponding to variables numbered {10, 11, 12}, {6, 7, 8, 9}, {1, 2, 3, 4, 5}, and
{13, 14, 15, 16, 17, 18}. Additive and Modular relationships are defined as in the previous
simulations.
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Hierarchical Clustering
We first attempt hierarchical clustering using the hclust package in R. Many linkage options
are available, but in this case we present the single-linkage criterion in the following figure:
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Fig re 3.7: Hierarchical Clustering with p = 50, = 1000
We notice that, if appropriate cuts of the tree are made, hierarchical clustering can identify
the true groupings of interest, even among many noisy variables. Notice that all 4
groupings appear at the bottom of the tree. On the other hand, when only a module effect
is present, hierarchical clustering appears to fail. None of the important groupings are
found together. This is not entirely shocking. Hierarchical clustering searches step-by-step
to add (or subtract) items from the tree’s branches, and when the effects are too
complicated to be felt via individual variables on their own (this is the challenge with
modular effects), they are overlooked.
Model-based Clustering
There are many model-based clustering methods, as mentioned in the introductory
chapter. While each has its strengths, each also has its limitations. For example, the very
nature of model-based clustering means that a specific model must be pre-specified. Even
when a large number of possible models are available, with a substantial amount of
flexibility in the model, the assumptions still exist. Using the same simulation as with
hierarchical clustering, we perform model-based clustering using gaussian mixture
modeling. We are particularly interested in how often this technique puts variables
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belonging to the same real-signal cluster in the same grouping. We will refer to this as the
“Proportion Together” within meaningful groups. For example, if we know that
{X1, X2, X3, X4, X5} correspond to a meaningful cluster, and the method assigns them
groupings of classes {1, 1, 2, 1, 1}, we can say that 4 out of 5 or 80% of these variables are
accurately grouped together. We run this procedure 100 times and aggregate these
proportions to give a measure for how well the techniques work.
Table 3.5: Performance of Gaussian Mixture Model-based Clustering using mclust
Signal Noise G Proportion
Effect Variables Groups Variables Specified? Together
Additive 18 4 32 Yes 65.6%
18 4 0 Yes 91.8%
18 4 32 No All 1 Group
18 4 0 No All 1 Group
Modular 18 4 32 Yes 37.1%
18 4 0 Yes 38.8%
18 4 32 No All 1 Group
18 4 0 No All 1 Group
We notice that when the choice of G, the number of mixture components, is not
pre-specified, the procedure must choose an optimal one. The default criteria is to use a
model evaluation metric such as BIC to arrive at that conclusion. In this particular data, a
single group (putting all variables in one group) is the choice, which is obviously useless
when it comes to breaking down our data. If we pre-specify the number of mixture
components accurately, the procedure’s performance improves. Naturally, the presence of
noisy variables plays a role in diluting the real signal. We see that for the additive effect,
when the correct G is pre-specified and only non-noisy variables are present, model-based
clustering puts variables into appropriate groupings at a rate of more than 90%. Even
when a number of noisy variables are introduced, this rate still manages to hit a
respectable 65.5%. On the other hand, if the signal is completely modular, none of these
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scenarios produce an accuracy of 40%. Just as with hierarchical clustering, this is
understandable. The assumption with a model like a gaussian-mixture is that clusters are
distributed in some way about a cluster mean. When the effect is additive, the relationship
between variables can be recognized by this model, but when the effect is very complicated
(such as in the completely modular case), the method struggles. Perhaps a very specific
model could be fit that would adapt to this particular scenario. However, in most cases the
researcher will not have the a priori knowledge of the exact generative structure of the
model. As a result, an adaptive and flexible method like the unsupervised I Score can
produce preferable results.
3.1.7 Pre-Screening Implementation
As described in the methodology section, a “pre-screening” approach can be used to find
groupings that are difficult to isolate altogether in a reasonable number of draws. For
example, in the additive (no module) example, groupings of size 3 and 4 were located in
whole by the predetermined number of simulations (60,000). However, sets of size 5 and
higher are not isolated simply due to computational limitations. It is noticeable that
subsets of these “overlooked” groupings do appear in the results. We can leverage these
subsets of groupings appearing with pre-screening.
Even with only 10,000 simulated starting points and 200 total variables (with all but the
first 18 being completely noisy), we see that the prescreening retains all meaningful
variables, while kicking out numerous noisy ones. In fact, the pre-screening reduces the
number of variables to search from 200 to 70.
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82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105
106 107 108 109 110 111 112 113 114 115 116 117 118 119 120 121 122 123 124
125 126 127 128 129 130 131 132 133 134 135 136 137 138 139 140 141 142 143
144 145 146 147 148 149 150 151 152 153 154 155 156 157 158 159 160 161 162
163 164 165 166 167 168 169 170 171 172 173 174 175 176 177 178 179 180 181
182 183 184 185 186 187 188 189 190 191 192 193 194 195 196 197 198 199 200
Original Variables
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 24 37 43 45 47 55 56 58 59 63 65
73 75 76 77 80 81 85 89 92 100 102 109 110 114 116 117 118 122 130 134 137 138
143 149 152 155 160 161 163 167 172 176 177 182 183 189 191 193 196 198 199
Second-Stage Variables
Figure 3.8: Pre-screening Reduction of Noisy Variables. Non-noise variables in bold.
We can then apply the second stage of the procedure to the reduced number of variables.
We get the following:
Figure 3.9: Pre-screening Results: First and Second Stage I Scores
Clearly, we see that the two-stage pre-screening approach allows us to leverage the
appearance of subsets of entire modules (e.g. {7, 8, 9}, {6, 8, 9}, and {6, 7, 9}) to more
easily return that entire module ( {6, 7, 8, 9} ) in the second stage.
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3.1.8 Revisiting A Priori
Consider in the simulated data, where Xij ∈ {0, 1, 2}, that we treat this as binary, with
X∗ij =
{
0 Xij = 0
1 Xij ∈ {1, 2}
Figure 3.10: A Priori Score on Additive and Additive Modular Simulations
The A Priori algorithm does a decent job picking up additive effects, but generally fails to
pick up module effects.
3.2 Identifying Association Rules
Let us set up the following simulation:
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Scenario 4: Association Rules
• Xij ∼ Unif{0, 1}∀i ∈ {1, 2, ..., 1000},∀j ∈ {1, 2, 4, 5, 7, 8, ..., 50}
• Wi3 = (Xi1 +Xi2) mod 2
Xi3 =
{
Wi3 with probability 0.8
1−Wi3 with probability 0.2
• Wi6 = (Xi4 +Xi5) mod 2
Xi6 =
{
1−Wi6 with probability 0.8
Wi6 with probability 0.2
We then might wonder which clusters we expect to pinpoint, and which rules might make
sense. Clearly, {1, 2, 3} and {4, 5, 6} are meaningful clusters, and we would certainly expect
to see arrangement such as {X1 = 1, X2 = 1, X3 = 0} and {X4 = 1, X5 = 1, X6 = 1}.
When we run the procedure on n = 1000, with 750 training and 250 replication individuals,
we see the following:
Rank Top Sets Training Score Validation Score
1 1,2,3 11.41 5.98
2 4,5,6 10.58 5.41
3 16,48 4.29 0.28
4 11,35 3.03 0.29
5 22,36,47 2.89 0.16
6 19,38,49 2.75 0.58
7 17,32,44 2.59 0.68
8 4,37,42 2.57 1.47
9 7,26 2.56 0.88
10 4,6,23 2.49 0.80
Table 3.6: Simulation 4 Results: Association Rules. High-scoring groupings
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Indeed, only the true modular groupings {1, 2, 3} and {4, 5, 6} display large scores in both
the training and the replication set. If we set a threshold of 1 or lower to discard in the
replication set, we knock down all but one of the imposter groups. If we set that threshold
to 1.5, we knock down all of the imposters.
Without even discarding the low-scoring replicate sets, using the top 40 returned sets, we
search for the top rules using the lift score.
Rank Lift Score Rule
1 1.63 {X5, X4} → X6
2 1.60 {X5, X6} → X4
3 1.60 {X1, X2} → not X3
4 1.58 {X2, X3} → not X1
5 1.57 {X1, X3} → not X2
6 1.56 {X4, X6} → X5
7 1.22 {X12, X28, X34} → X10
8 1.19 {X12, X10, X34} → X28
9 1.16 {X33, X47, X37} → X36
10 1.15 {X6, X19} → X38
Table 3.7: Simulation 4 Results: Association Rules. High-scoring rules
The top 6 rules are indeed the cycles of rules you’d expect for the scenario at hand. Each
triplet of rules suggests a module effect.
That is, [{X1, X2} → not X3], [{X2, X3} → not X1], and [{X1, X3} → not X2] suggest the
modular effect X3 = (X1 +X2) mod 2, or the equivalent. The same applies for the second
grouping.
Scenario 5: Association Rules with 4-Variable Clusters We can then try this
same procedure but with groupings of size 4.
• Xij ∼ Unif{0, 1}∀i ∈ {1, 2, ..., 1000},∀j ∈ {1, 2, 3, 5, 6, 7, 9, 10, ..., 50}
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• Wi4 = (Xi1 +Xi2 +Xi3) mod 2
Xi3 =
{
Wi4 with probability 0.8
1−Wi4 with probability 0.2
• Wi8 = (Xi5 +Xi6 +Xi7) mod 2
Xi8 =
{
1−Wi8 with probability 0.8
Wi8 with probability 0.2
We carry out the same procedure as above, and end up with the following top rules:
Lift Score Rule
1 1.71 {X6, X7, X8} → not X5
2 1.67 {X3, X4, X1} → X2
3 1.67 {X6, X5, X8} → not X7
4 1.64 {X5, X7, X8} → not X6
5 1.63 {X6, X5, X7} → not X8
6 1.60 {X2, X3, X1} → X4
7 1.56 {X2, X4, X1} → X3
8 1.51 {X2, X3, X4} → X1
9 1.24 {X20, X6, X4, X1} → X11
10 1.20 {X9, X7, X2, X6} → X17
Table 3.8: Simulation 5 Results: Association Rules. 4-Variable High-scoring Rules
We see here that any modular effect of this kind with 4-variables implies 4 rules. The top 8
rules correspond to these 2 true modular effects
3.2.1 Stability of Rules
Some leverage indices have shortcomings. In the previous toy example, the lift rule
performed adequately. However, it is well known that it may struggle under certain
scenarios, such as when the baseline probability of occurrence for many variables is quite
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low. In simulations 4 and 5, it was assumed that the baseline occurrence of any item
(where its value would equal 1), was 50%. We explore simulation 4 in particular, adjusting
this baseline to several levels, and see the following behavior of the lift score for the rule of
interest {X4, X5} → X6.



























































































































Figure 3.11: Kernel Density Estimates for the Lift Score, with varying baseline probabilities
from Simulation 4
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What we notice is that the lift score performs very erratically when the baseline probability
of occurrence is low. This is not surprising, since the score itself contains this probability in
the denominator. The score is much more symmetrically distributed as the baseline
probability of occurrence increases, and the spread of this distribution also decreases the
events become more common. However, it is important to note that, in this scenario, the
lift score does a poorer and poorer job of differentiating from noise as events become more
common (lift would be approximately 1 in the case of no signal). This makes sense,
because if X6 occurs commonly when both X4 and X5 occur, this is less notable if all of
these things occur very often simply by chance
We demonstrate this by removing all the noise from simulation 4, and then computing the
average lift score for the rule {X4, X5} → X6 over 10,000 runs.











Lift Score over 10,000 runs vs. Baseline Probability of Occurence










Figure 3.12: Lift Score for Simulation 4 with varying baseline probabilities, no noise
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The Jaccard index is a leverage metric that is slightly less sensitive to the rareness of
events. We can view the behavior of this score through the same simulation as we did the






















































































































Figure 3.13: Kernel Density Estimates for the Jaccard Score, with varying baseline proba-
bilities from Simulation 4
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We notice that the Jaccard Index performs symmetrically just a little more quickly than the
lift score, though it too appears to suffer if we make the baseline probability of occurrence
sufficiently low. Indeed, if we make events rare enough, even the strongest rules would have
difficulty showing signal due to the mere fact that their opportunities to manifest
themselves would be limited. We also notice that, unlike the Lift Score, the Jaccard Index
does not decrease when events become extremely common. This is because the Jaccard is
simply interested in the overlap between the union and the intersection of the consequent
and antecedent. If events are occurring extremely commonly, but when they occur they
always show signal, this score approaches the maximum score allowable, which is 1.
We demonstrate this by removing all the noise from simulation 4, and then computing the
average jaccard score for the rule {X4, X5} → X6 over 10,000 runs.













Jaccard Score over 10,000 runs vs. Baseline Probability of Occurence












Figure 3.14: Jaccard Score for Simulation 4 with varying baseline probabilities, no noise
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Chapter 4
Applications: Real Data
Simulations are useful in determining the effectiveness of methods in certain,
well-controlled scenarios. Of course, in the real world such examples are extremely difficult
to find, if they exist at all. It is important to apply the method to real data. In the
following subsections, we will demonstrate how the proposed methodology can be applied
to a couple real life examples of data. The caveat exists that it is difficult to validate these
methods on such data because of the complexity of the problem we are tackling, combined
with the unknown underlying truth of the data set. Still, we expect that actually applying
the method to interesting and idiosyncratic data sets can be a valuable exercise.
4.1 Grocery Data Set
The first data set we will address is one that can be found in the R database. As a result,
many methods have been and can be easily applied to these data. Still, it is much more
complicated than our previously simulated examples.
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Data Description
Cited in a 2006 paper by Hahsler et. al. [35], the grocery data set contains a single month
of “real-world point-of-sale transaction data from a typical local grocery outlet.” Overall,
there are 9835 transaction (n = 9, 835), and items are aggregated into 169 (p = 169)
categories. These categories correspond to types of items, and not their specific brands. I.e.
“bread” is a category; the brand name “Wonderbread” is not a category. On average, each
transaction contains approximately 4.41 purchased items. The following table summarizes
some of the most common items in the data set:
Item # of Transactions Percentage of Total
whole milk 2513 25.5%




Table 4.1: Summary of Grocery Data
One thing that is clear in this data set is that some items are extremely common, and
correspondingly some items are extremely rare. These differing baseline appearance rates
will drastically confuse an algorithm such as the A Priori algorithm’s ability to locate
important combinations of items. The very common (marginally) items will likely
overwhelm these combinations. To wit, using a minimum support threshold of 0.05, the top
20 combinations as identified by the A Priori algorithm are as follows:
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Rank Item Sets
1 whole milk, baking powder
2 other vegetables, whole milk, oil
3 root vegetables, onions, other vegetables
4 onions, other vegetables, whole milk
5 other vegetables, whole milk, hygiene articles
6 other vegetables, whole milk, sugar
7 other vegetables, whole milk, long life bakery product
8 whole milk, yogurt, cream cheese
9 chicken, root vegetables, other vegetables
10 chicken, root vegetables, whole milk
11 chicken, whole milk, rolls/buns
12 whole milk, yogurt, coffee
13 root vegetables, other vegetables, frozen vegetables
14 root vegetables, whole milk, frozen vegetables
15 whole milk, frozen vegetables, rolls/buns
16 other vegetables, whole milk, frozen vegetables
17 beef, whole milk, yogurt
18 beef, whole milk, rolls/buns
19 whole milk, curd, whipped/sour cream
20 tropical fruit, curd, yogurt
Table 4.2: Groceries: Top 20 Item Sets via A Priori (Support Threshold: 0.05)
Perhaps unsurprisingly, a whopping 16 out of 20 of these top item sets contain the
overwhelmingly most marginally common item, “whole milk,” While it’s possible that
whole milk does form many interesting item set combinations, it is very likely that more
than a few of these data sets are pinpointed primarily because of how common the item is,
and the other items that are contained in these item sets only have secondary (if any)
significance.
Applying the proposed I Score should present an opportunity to knock down some of these
misleading “false positive” item sets. We apply the proposed I Score to each of these sets,
and note the following results:
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Rank Training Score Replication Items
1 0.9 0.07 whole milk, baking powder
2 11.55 3.43 other vegetables, whole milk, oil
3 17.32 4.42 root vegetables, onions, other veg.
4 14.27 4.23 onions, other vegetables, whole milk
5 11.69 3.61 other vegetables, whole milk, hygiene articles
6 12.55 3.65 other vegetables, whole milk, sugar
7 11.17 3.3 other vegetables, whole milk, bakery product
8 9.18 0.76 whole milk, yogurt, cream cheese
9 16.7 3.91 chicken, root vegetables, other veg.
10 10.82 1.02 chicken, root vegetables, whole milk
11 2.44 0.24 chicken, whole milk, rolls/buns
12 6.51 0.78 whole milk, yogurt, coffee
13 18.5 2.86 root vegetables, other vegetables, frozen veg.
14 13.15 0.85 root vegetables, whole milk, frozen veg.
15 4.09 0.28 whole milk, frozen veg., rolls/buns
16 15.08 3.12 other vegetables, whole milk, frozen veg.
17 7.96 1.09 beef, whole milk, yogurt
18 2.68 0.5 beef, whole milk, rolls/buns
19 6.29 3.58 whole milk, curd, whipped/sour cream
20 7.71 2.46 tropical fruit, curd, yogurt
Table 4.3: Top 20 Item Sets (of multiple items) via A Priori (Support Threshold: 0.05)
While we can attempt to draw many conclusions from these scores, it is worthwhile to
pinpoint the performance of the number 1 ranked item set: {whole milk, baking powder}.
It has the top A Priori score. This is probably because of two factors. (1) It contains the
most common item, “whole milk”; and (2) it only consist of 2 total items (we know that
adding items to any item set can never increase the A Priori score, and almost always
decreases it. However, the proposed I Score is telling us that the combination of whole milk
and baking powder in this set is probably not due to an actual dependence among their
occurrences. On the other hand, the extremely high proposed I Score of the third item set
listed {onions, other vegetables, whole milk} implies that the combination of these items is
meaningful and not completely due to the high marginal appearance rate of the items
which comprise it.
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Ignoring A Priori score, we can analyze the data by the proposed procedure to get top data
sets:
Rank Items
1 grapes, ketchup, chicken, citrus, frozen.veg, whole.milk, root.veg, other.veg
2 rice, specialty.cheese, herbs, domestic.eggs, whipped.sour.cream, yogurt, root.veg, other.veg
3 detergent, cleaner, female.sanitary, napkins, ham, tropical.fruit, whole.milk, root.veg, other.veg
4 potato.products, rum, brown.brd, beef, whole.milk, root.veg, other.veg
5 cake.bar, frankfurter, white.bread, whole.milk, root.veg, other.veg
6 grapes, butter, tropical.fruit, domestic.eggs, root.veg, whole.milk
7 instant.coffee, nuts, berries, canned.veg, pastry, baking.powder, whole.milk, root.veg, other.veg
8 cleaner, abrasive.cleaner, canned.veg, rice, fruit.vegetable.juice, whole.milk, root.veg, other.veg
9 frozen.fruits, flower..seeds., white.bread, curd, pork, citrus, margarine, whole.milk, other.veg
10 female.sanitary, softener, hard.cheese, jam, beef, frozen.veg, domestic.eggs, whole.milk, other.veg
11 skin.care, sauces, frozen.veg, citrus, yogurt, root.veg, whole.milk
12 salad.dressing, berries, flour, margarine, pork, domestic.eggs, root.veg, other.veg
13 meat.spreads, canned.fish, cat.food, citrus, frozen.veg, tropical.fruit, root.veg, other.veg
14 liver.loaf, spices, frankfurter, margarine, yogurt, root.veg, other.veg
15 light.bulbs, mustard, unfin.bread, ham, onions, sour.cream, butter, whole.milk, other.veg
16 artif..sweetener, frozen.meals, frankfurter, margarine, citrus, tropical.fruit, yogurt, whole.milk
17 honey, cake.bar, specialty.cheese, whole.milk, root.veg, other.veg
18 ready.soups, sauces, mayo, cat.food, onions, margarine, yogurt, root.veg, whole.milk
19 fish, salad.dressing, syrup, sliced.cheese, sour.cream, domestic.eggs, trop.fruit, yogurt, whole.milk
20 canned.fruit, mayo, instant, berries, butter.milk, brown.brd, citrus, trop.fruit, root.veg, whole.milk
Table 4.4: Groceries: Top 20 Item Sets via Proposed Method
NOTE: none of these sets occur together with A Priori Support ≥ 0.01.
All of the top 20 item sets identified by the unsupervised I Score procedure are between 6
and 10 items large. This is in contrast to the A Priori top item sets, the top 20 of which
were never larger than 3 items. This is understandable due to the mathematical limitations
of the A Priori. Every time an item is added to an existing set, the set becomes more
specific, and the empirical proportion of times that item set occurs decreases accordingly.
Though we don’t know for sure the nature of the relationship among the items in these
larger identified item sets, we do know that between the A Priori and the I Score based
method, only the I Score based method gives us an opportunity to even return sets this
large. Still, 16 of the 20 sets contain the m most common item whole milk, but those 16
occurrences only make up 16 of the 161 instance of items returned in those sets (≈ 9.9%);
whereas, the most common item makes up 16 of the 59 instance of returned items
(≈ 27.1%) in the top 20 A Priori sets. We can then take the procedure to its ultimate step,
and attempt to locate the best association rules among these top item sets. In this case, we
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use the “Lift Score” and get the following results:
Rank Rule Lift A Priori
1 {sweet.spreads, napkins, domestic.eggs, other.veg.}->decalcifier 656 1E-4
2 {flour, pork, domestic.eggs}->salad.dressing 615 1E-4
3 {soap, whipped.sour.cream}->hair.spray 447 1E-4
4 {cling.film.bags, margarine, whole.milk, other.veg.}->cocoa.drinks 447 1E-4
5 {artif..sweetener, root.vegetables, other.veg.}->salad.dressing 410 1E-4
6 {hair.spray, whipped.sour.cream}->soap 378 1E-4
7 {rice, napkins, domestic.eggs, tropical.fruit}->decalcifier 328 1E-4
8 {sweet.spreads, napkins, other.veg.}->decalcifier 328 1E-4
9 {salad.dressing, root.veg.}->artif..sweetener 307 1E-4
10 {artif..sweetener, root.veg.}->salad.dressing 307 1E-4
Table 4.5: Groceries: Top Rules found via Lift score after screening by Proposed Method
Clearly, the Lift Score has major deficiencies when the Consequent is very rare. Other
scores, such as the Jaccard Index, do a better job in this scenario.
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Rank Rules Jacc A Priori Sup
1 {other.vegetables}->whole.milk 0.20 0.07
2 {other.vegetables}->root.vegetables 0.19 0.05
3 {yogurt}->whole.milk 0.17 0.06
4 {whole.milk}->root.vegetables 0.15 0.05
5 {yogurt}->other.vegetables 0.15 0.04
6 {whole.milk, other.vegetables}->root.vegetables 0.14 0.02
7 {tropical.fruit}->other.vegetables 0.14 0.04
8 {tropical.fruit}->yogurt 0.14 0.03
9 {tropical.fruit}->whole.milk 0.13 0.04
10 {whipped.sour.cream}->other.vegetables 0.12 0.03
11 {beef}->root.vegetables 0.12 0.02
12 {citrus.fruit}->tropical.fruit 0.12 0.02
13 {other.vegetables}->citrus.fruit 0.12 0.03
14 {yogurt}->root.vegetables 0.12 0.03
15 {flour, pork, domestic.eggs}->salad.dressing 0.11 0.00
Table 4.6: Top Rules found via Jaccard score after screening by Proposed Method
Once again, though, we see that many of the top rules wouldn’t have been considered by
the A Priori method. 11 of these top 15 have an A Priori support score (of the consequent
and antecedent together) lower than 0.05.
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Chapter 5
Summary and Discussion of
Contributions
5.1 Summary of Contributions to Unsupervised
Learning
In chapter 2, the main methodological contributions of this thesis are revealed. In section
2.1, the Unsupervised I Score is introduced. Though the supervised version of the I Score is
well-established in recent literature, no attempt to apply it to unsupervised data has been
put forth. Beyond the conceptual novelty of using the I Score’s strong properties in
unsupervised data, the precise formulation of the score in subsection 2.1.1 provides a
concrete alternative to other unsupervised clustering methods such as hierarchical and
model-based clustering. Subsection 2.1.2 presents a correspondingly novel outline of the
subtle differences between this new Unsupervised I Score and the original Supervised I
Score. Subsection 2.1.3 elaborates on this difference by developing some theoretical
properties of this score. Section 2 suggests a implementation of this novel score in the
context of market basket analysis and association rules mining. Though these concepts and
their associated metrics are not new or novel, their application as a second step to the
screening performed by the Unsupervised I Score is a new process. Other screening
processes for this second step have been suggested in literature, but the Unsupervised I
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Score offers its own unique qualities designed to improve this procedure as a whole. Section
2.3 presents some ad hoc ways of improving this procedure. Though similar methods have
been applied to other algorithms, the pre-screening and replication approaches, as applied
specifically to the Unsupervised I Score, are new.
In chapter 3, we demonstrate some key scenarios where the Unsupervised I Score excels.
Since the Unsupervised I Score is new, these offer its first application to data, albeit
simulated. In Chapter 4, we offer a first application to real data, the grocery data set.
These chapters offer little in terms of the development of new methodology, but offer
significant contributions to the understanding of the methodology presented in chapter 2.
5.2 Discussion
We see that the unsupervised extension of the I Score has real utility, especially in the
cases where (sometimes exclusively) modular effects are present. The method allows not
only the evaluation of important structures within the data, but also a built-in way to
search for them over a potentially enormous number of possibilities via the backwards
dropping algorithm.
It offers benefits over simplistic methods such as A Priori, which may overvalue simple
artifacts of the data such as a marginal commonness. This makes the use of this score in
cases such as rare variants (an increasingly important field in genetics) more viable.
Moreover, unlike in cases such as PCA (where influential structures may be pinpointed
through orthogonal transformation), the interpretation of the proposed method is much
smoother. Instead of various fractional contributions from many, many covariates to a
certain principal component, this method produces a concise list of 10 or fewer covariates
that combine to form a module. Even in the case where one wishes not to perform further
analysis, it’s easy to imagine simply passing on these lists to a scientist in the given field to
do further analysis, akin to a pre-screening. Simulations demonstrate its effectiveness in
many previously difficult scenarios.
Although our real-data focus was market basket analysis, the method is in no way limited
to that field. The discretization need not be binary. The data need not be receipts of any
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kind. The genre of data need not be consumer-based. It can be applied to any large data
set where numerous (discretizable) covariates are present, whether that be in the field of
politics, genetics, or many more.
Specifically, the field of genetics seems like a promising place to extend this method. Many
methods have been considered when a specific response (such as disease status) is specified.
In fact, the standard I Score has been shown to perform quite well in these cases. However,
there is a dearth of research regarding cases where there is no response. It could be equally
valuable and of public interest to determine how (and eventually why) certain genes
express themselves together. Gene expression data is often quite vast and this type of
method can attack it. Instead of simply relying on previously identified grouping of SNPs
(such as genes) or groupings of genes (such as through pathways), this promotes an
alternative completely free of any of these preconceptions.
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Part II
A variety of module-based methods
for prediction
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Chapter 6
Introduction
In the first part of this thesis, the focus is completely on the unsupervised setup. Here in
the second part, we focus on the unsupervised setup. The I Score was originally designed
to function in the supervised setup, especially when the data are genetic and the response
variable is a disease status, with the goal being the pinpointing of influential genes with
respect to that disease status. The topic of pinpointing influential covariates is just one
part of any supervised learning problem.
In this second part of the thesis, we tackle the connection between the I Score’s effective
search for influential sets of covariates and an extension to prediction. Unlike the case of
variable selection where we’d be likely to propose standard regression based predictions, we
now incorporate the module information we have gathered via the I Score. When multiple
modules are pinpointed, we must seek to aggregate this information into one coherent
prediction scheme. In the following sections, we present several methods of varying
complexity relating to prediction and the I Score. In particular, we suggest a framework for
discretizing covariates using the I Score (7.1.1) and using some ad hoc ensemble
classification methods (7.2) that have not be implemented in past settings.
In order to effectively address prediction in the supervised setting, a few key techniques
should be introduced. Some of these techniques relate to the pre-processing of the data
(such as k-means clustering), some relate to common regression methods (Logistic
Regression, LASSO), and some relate to model assessment. We also briefly delve into some
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simple survival analysis concepts, as one of our data sets of interest is in this field. We
briefly introduce a few key concepts.
6.1 K-means Dichotomization
The goal of k-means is to label clusters of data within a set which is originally unlabeled.
The idea is that data (whether observations or variables) which are naturally most similar
(or “closer”), would belong to the same labeled cluster. The choice of the number of
clusters (or k), is pre-specified. Various papers have been written on properly picking k
[36], [37]. The algorithm is simple as follows [22]:
1. Begin with some initial set of k centers.
2. For each center, identify the subset of training points (its cluster) that is closer to it
than any other center.
3. Compute the means of the data in each cluster, with this mean becoming the new
center for the cluster.
4. Iterate until convergence.
The procedure of course works best when the pre-specified k reflects the true number of
different clusters within the data. Sometimes, the choice of k is for logistical reasons. Such
is the case when we wish to dichotomize data for whatever reason. In this case, 2-means
clustering offers a fine alternative to other simple dichotomizing methods (such as splitting
by median/mean, or using some a priori threshold). After all, the 2-means dichotomization
is based on the structure of the data at hand, not pre-specified restrictions such as an equal
number in each cluster. Of course, in many cases all these methods of dichotomization will
be quite similar.
When using the standard I Score in the supervised setting, it is necessary to have
discretized covariates. Data split into 2 or 3 discrete partitions (for one given variable)
seem to work best for the I Score, so 2-means and 3-means clustering are a natural way of
achieving this.
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6.2 LASSO, AIC and BIC
Though the I Score presents meaningful modules that show influence on the response
variable, it is still a chore to decide exactly how to leverage those modules into a
prediction, which often requires a model. We will address specific methods of doing this in
the upcoming methodology section, but it is worthwhile to elaborate on the statistical tools
we will have at our disposal to achieve that end. In particular, since the knowledge of
many influential modules will allow a potentially large number of models of varying
complexity as options, model selection methods that might effectively pare down these
complex models will be useful.
LASSO is a penalized regression as introduced in the earlier sections. It can evaluate
models with an eye on their complexity while simultaneously serving as a variable selection
tool. This is because the LASSO, as the penalty parameter is increased, will abruptly
begin to shift variable coefficients to 0.
AIC (Akaike Information Criterion) [22] is another model evaluation tool. It is at its
essence a measure of the goodness-of-fit of a model, with a compromise between that and
the tradeoff of the complexity of the model. If we denote k the number of estimated
parameters in the model, and L the maximized value of the likelihood function,
AIC = 2k − 2 logL.
The model which has the lowest AIC value is considered best. There are two components
to this. First, the a high likelihood, L, will mean the data fits the model well. Second, a
lower number of parameters k, will indicate a more concise model. Notice that, all other
things being equal, a larger number of parameters k (higher complexity model) will return
a higher (worse) AIC value.
BIC (Bayesian Information Criterion) [22] serves an analogous purpose to AIC. The only
difference is its penalty term for the complexity of the model is harsher. With the same
notation as AIC, and defining N as the sample size,
BIC = k log(N)− 2 logL.
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In this case, the penalty term on the complexity can be significantly higher than in the
AIC case, meaning that using BIC as a guideline will tend to select simpler models.
No matter which criterion is used to evaluate models, there remains the issue of finding
that best model among a sea of many possible models. One option is of course to
exhaustively search all possible sub-models of the full model. Depending on the complexity
of the full model, this is sometimes feasible. Another technique is to greedily search the
space of all models. This is often carried out via a stepwise model selection algorithm.
Forward stepwise selection starts with the smallest model and proceeds to add the best
variables to the model until it cannot be improved. Backwards selection starts with the full
model and removes variables as fit. A combination of the two can allow variables to be
both added and removed throughout the model selection path.
6.3 Survival Analysis: Right Censored Data and
Kaplan-Meier Estimators
Survival analysis is the study of data measuring the length of time until an event occurs.
In many applications, this event is a death or failure, and that duration of time until that
event could be considered the individual’s lifetime. If T is the length of time until the event
occurs (the individual’s lifetime), the survival function of interest is often the following:
S(t) = P (T > t)
It is clear that S(t0.5) =
1
2
, where t0.5 is median lifetime of an individual.





which can be interpreted as the event rate at time t conditional on survival up to time t.
Sometimes, the lifetimes (times to failure) of all individuals are expressly observed.
However, there are times when, for whatever reason, these observations are only partially
observed. For instance, if the data set consists of lifetimes of a cohort of individuals, with
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the event of interest being death, some may not yet have died. If a person is aged 90 years
old, but is still alive, one can only say that his or her lifetime is at least 90 years. This
could also be notated as “90+”. This type of data is considered right censored data.
Right-censored data consists of two parts.
1. The duration of the lifetime observed
2. The “event status” at the end of that lifetime.
An event status of 1 indicates the event has occurred at the recorded time. An event status
of 0 indicates the event has not yet occurred at the time recorded. This is equivalent to the
data being observed or censored, respectively.
With such data, there is ambiguity as to how to deal with its partial incompleteness. One
well-regarded method of accounting for this the Kaplan-Meier estimation curve [38].
Essentially, the Kaplan-Meier curve is a nonparametric estimate of the survival function of
the population. The following is an example: [22]
Notice that the tick marks indicate censored observations, and the dotted lines represent
confidence boundaries on the estimated probability of surviving past t months.
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Figure 6.1: Kaplan-Meier estimate of the survival function for 80 patients for Lymphoma data
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Chapter 7
Methodology
7.1 Finding Predictive Modules
The first major step in leveraging the unique powers of the I Score to make predictions is
always to pinpoint so-called significant modules, which we expect to add predictive power.
In order to pinpoint these modules, there may be some pre-processing of the data needed.
After all, the I Score is applicable only to discretized covariates. K-means clustering is a
reasonable option to achieve this, and it has been previously discussed in this thesis. We
introduce a few alternatives in the following subsections.
7.1.1 Discretizing covariates via best marginal I score
If a dichotomization is preferred and one wishes to eschew 2-means clustering, a natural
inclination would be to somehow tune the data using the properties of the I Score. Since
each dichotomization falls under the scope of one particular variable, we can attempt to
split that variable in the way that is most meaningful for I Score purposes. Generally, the I
Score works best when the data are dispersed throughout its partitions. Instead of
attempting to do this in some theoretical way, we can simply evaluate the I Score (with
respect to a single marginal variable) at many possible partitions, and pick the partition
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that maximizes it.
To be clear, we propose the following way of dichotomizing along a single variable, which is
new in making use of the I score in steps 4 and 5:
Marginal I Score Discretization Algorithm
1. Begin with (possibly continuous) data consisting of a single covariate and its
response variable, ONLY FOR THE TRAINING SET.
2. Consider a cutoff α in the range of the covariate.
3. Dichotomize the covariate with respect to that α. That is,
Xnew =
{
1 X ≥ α
0 X < α
4. Calculate the marginal I Score (in the training set) for that Xnew.
5. Repeat this process for the grid of all possible cutoffs α.
6. Choose cutoff α that corresponds to the largest marginal I Score, and dichotomize
both training and testing set along this cutoff.
For example, a simple grid of I Scores and their corresponding cutoffs is shown below. In
this case, we see that cutoffs that do a poor job of splitting the data (those at the end of the
range of possible X values will bin all the data to one side) will give smaller I Scores, and
there seems to be an optimal cutoff towards the middle. It should also be noted that this
technique is used to pick a reasonable cutoff to dichotomize covariates, but it should not be
expected that this cutoff will necessarily maximize more complicated higher-order I scores.
After all, one of the unique benefits of the I Score is that it can pinpoint meaningful higher
order modules when lower order (including marginal) influence may NOT be present.
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Figure 7.1: Finding Best Marginal Cutoff, Vant Veer Genetic Data
7.1.2 Discretizing responses in survival data
There are many types of survival data, but we examine data which is right censored in this
thesis. Knowing this, we have data which has dual information for a given individual.
First, we know how much time has passed. Second, we know whether or not an event has
occurred (often this is death). If we are looking to discretize a response, we generally want
to ask the question: Did an individual experience the event before time t? We wish to
assign a binary response Yi (whether or not the event occurred before time t) for a given
individual i. Assuming we pre-specify this time threshold t, let’s explore this scenario by
several cases.
1. If the event has occurred before time t, we can surely assign Yi = 1.
2. If the individual has survived past time t, and the event has not yet occurred, we can
surely assign Yi = 0.
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3. If the individual has survived up to a time t1 < t, and the event has not yet occurred,
there is ambiguity as to the assignment of Yi.
The assignment of the response in case (3) is of particular interest, and there are several
ways to address this. We explore 3 possibilities in this section.
(i) The simplest recourse is to throw out the individuals in scenario (3). After all, these
individuals truly are incomplete data with respect to our analysis.
Of course, there are several drawbacks to this technique. First, we lose information. In
some cases, there may be a very large number of individuals which we would discard,
reducing our sample size considerably. Second, we may introduce bias. Since we are
throwing out only a specific type of data, and not at random, we are now left only with
data that are complete. The nature of this subset of individuals may be quite different
than the nature of the entire population. Since our goal is almost always to analyze that
population as a whole, our analysis might be misguided.
(ii) We fit a Kaplan-Meier curve to the right-censored data (as shown in 8.2.2). In doing
so, we will be able to model the conditional survival curves for individuals living up to time
t1. In this case, we might simply use this curve to answer the question: what is the median
lifetime of an individual who has survived up to time t1 with no event occuring? We can
simply find this median for every individual, and consider this a so-called augmented data
set. It is then simple to evaluate, for a given individual, whether he experienced the event
before time t, and we use this to inform our response assignment, Yi.
This technique is useful in that we don’t remove any data, thus maintaining our sample
size. We also are able to infer that some individuals, though not having experienced the
event yet (due to limited information), are likely to have experienced the event before time
t. Of course, assigning the median modeled value can lead to problems, since we are
assigning a so-called “best estimate”. Thus, our data will reflect that best estimate, but
not necessarily the entire distribution of possibilities. For example, suppose the K-M curve
is such that any individual that is alive at any time t1 ≥ 0 has a median survival time that
exceeds t. This is a very plausible scenario. In this case, any individual which has still not
experienced the event will always be bumped (in its augmented survival time) to a time
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exceeding t, and thus will be assigned the same response Yi = 0. Of course, we should
expect some of these individuals actually would have experienced that event before time t,
but our data set will never reflect that.
(iii) We also suggest fitting the same K-M curve, but instead of using the conditional
expected median survival times, we look at the conditional probability of survival up to
time t (though we do not perform this specific analysis). That is, if an individual has
survived up to time t1 < t, we are interested in the following:
psurvival = P (survive up to time t|survived up to time t1).
This is easy to calculate from the K-M curve. Under this technique, we simply randomly
draw Yi ∼ Bernoulli(psurvival).
It is easy to see that psurvival >
1
2
corresponds to an augmented survival time past t (using
the technique in (ii)). On the other hand, psurvival <
1
2
corresponds to an augmented
survival time smaller than t under that technique. These would correspond to assignments
of Yi = 0 and Yi = 1, respectively. However, by this technique there will likely be some
assignments that are different than the median-driven assignment. The proportion of these
assignments that differ should reflect the unique distribution of the conditional survival
time as modeled by the Kaplan-Meier curve.
Of course, the injection of a degree of randomness can be considered a drawback of the
method, as different repetitions of the same method will inevitably lead to different
assignments. Methods (i) and (ii), conversely, are deterministic.
7.1.3 Reducing false positives by including a replication set
All of the methods of prediction considered in this thesis center around the use of the I
Score to first identify influential modules of variables. Just as described in the first part of
the thesis (on the unsupervised method), these supervised scenarios still suffer from the
problem of so-called imposter modules. Analogously, we can use the same method we used
in the unsupervised part to knock down some of these false positives in the supervised
setup. That is, if we refer to section 2.3.2, we can consider a replication set.
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To revisit, we break the training set (by which we search for strong modules using the I
Score) into two parts. (1) A training set to pinpoint some influential modules; and (2) A
separate replication set to evaluate the I Score independently and expose those modules
whose high I Scores were just an artifact of the data. The exact same procedure can be
applied in the supervised setup as the unsupervised setup (provided we use the appropriate
I Score in each setup), and we will use it in all practical applications of these predictive
methods.
7.2 Using Modules to Predict
Once one or more modules are pinpointed as having potential predictive power, the task
still remains to leverage them into a prediction. The simplest way to do so is some sort of
empirical prediction. Let us consider the one-module case and introduce some notation.
First, we define X̃i as the vector of covariates corresponding to individual i. We then
consider a partition A1 consisting of k binary variables, with 2k = K possible cells.
We define A1α = a given partition cell among the partition A
1 (denoted by superscript 1
because many modules will be defined), with α ∈ 1, 2, . . . K. Any individual i should fall
into one of the partitions A1α corresponding to a certain value of α. We will define this by
[α : X̃i ⊂ A1α]. We now define the following important empirical statistics among the
training set:
caseA1(i) = # of cases in A
1
α, [α : X̃i ⊂ A1α]
ctrlA1(i) = # of controls in A
1
α, [α : X̃i ⊂ A1α]






> total # cases in data
total # cases + controls in data
0 otherwise.
This method can be thought of as very similar to nearest neighbor prediction algorithms.
CHAPTER 7. METHODOLOGY 92
In those, predictions are made by locating observations most similar in the training set to
the observation of interest, and averaging/combining them in some way. In this case, there
are few subtle differences. First of all, the search for similar neighbors is limited to a
specific module, instead of all the available covariates. Secondly, the method makes use of
only exact matches. In essence, it can be considered an “exact module match”-neighbor
prediction.
More complex methods and ways of aggregating this information over multiple modules are
suggested in the upcoming subsections. In general though, many of these methods can be
considered ensemble classification methods, and their function can be represented in the
following figure:
Figure 7.2: Graphical Depiction of Module-based Ensemble Classification Methods
7.2.1 Majority Voting
Often the I Score will pinpoint more than 1 significant module, and this requires that we
find some way of amalgamating the predictive information from each module to arrive at
one all-encompassing prediction. One very logical way of doing this is to use simple
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1-module predictions (such as the empirical one presented above) for each module, and
then value them equally in a so-called “vote.” To be clear, for a given individual i, we
arrive at Ŷ A1i , Ŷ
A2
i , . . . , Ŷ
AM
i where M is the total number of significant modules presented,


























As we can see, this prediction is quite intuitive, but could suffer if there is asymmetry in
the information the different modules provide. That is, if one module weakly predicts a
value of 1, and another strongly predicts a value of 0, those modules will cancel out. It is
only logical that we might consider ways of refining this procedure, and we present a few in
the next subsections.
7.2.2 Adjusted Voting Methods
Weighted additive and multiplicative voting
One of the more obvious ways of refining a simple majority vote to account for modules
with disparate strengths of prediction is to apply some sort of weighting scheme. Let us
revisit the empirical prediction in the previous section, and examine one ratio of interest,
caseA1 (i)
caseA1 (i)+ctrlA1 (i)
. Remember that we predict 1 if this ratio is higher than the corresponding
grand ratio of cases to total cases + controls. Let us define the following statistic for










total # cases in data
total # cases + controls in data
]
Let us note that large values of RA
m
i (in particular greater than 1) should correspond to a
prediction of 1 for the Y value of that given individual i; whereas, small values of RA
m
i (in
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particular smaller than 1) should represent a prediction of 0 for the Y value. Most
importantly, the magnitude of this RA
m
i statistic is meaningful insofar as a larger deviation
from 1 corresponds to a stronger prediction. Thus, we can leverage the differing predictive









We could then make an initiative prediction as follows:
Ŷi =

1 Rcombinedi > 1




Voting by removing modules with limited information
Accounting for different strengths of different modules’ predictions is a valuable step, but
there still might be other ways that module predictions are unreliable. One example of this
is when the module’s so-called vote has a very small sample of data behind it. That is, we
know what large and small values of RA
m
i indicate for a given module m and individual i,
but what if there are only a limited number of data that appear in that individual’s
module cell. In other words, should we treat the case where caseAm (i)
caseAm (i)+ctrlAm (i)
= 0 when
caseAm(i) = 0 and ctrlAm(i) = 1 as equivalent to when caseAm(i) = 0 and ctrlAm(i) = 100?
In the additive and multiplicative voting schemes, those two scenarios are treated
equivalently. Of course a ratio of 0
1
should tell us less than a ratio of 0
100
, and one way of
ensuring this is to simply discard ratios which are based on too little information. We do




i = caseAm(i) + ctrlAm(i).
We propose simply discarding votes (as in majority voting), or ratios (as in the adjusted
weighted additive or multiplicative voting) for modules where nA
m
i < nthreshold. In practice,
we often use nthreshold around 5.
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Tuning individual module votes via AIC
The previous subsections have suggested several ways of taking information from several
distinct modules and combining them to make a single prediction. It is important to note
that many of these methods (such as majority voting, or even the general weighted voting)
do not expressly require a certain way of arriving at an individual module’s vote. Up to
now, we have really only seriously suggested using simple empirical voting procedures. We
have not yet discussed other ways of arriving at a decision, and many could be made that
depend on some sort of regression structure. Here we suggest a simple way of doing so
using a standard model evaluation tool, AIC.
Consider for any module with k variables. For the purposes of clarity, we will suggest using
logistic regression, but other similar techniques (such as probit regression) are reasonable
alternatives. We can build up for that module a logistic regression consisting of all
interactions among these variables. This full model will likely overfit and have far too
many parameters. To mitigate this, we will use AIC to evaluate all the possible sub-models
of this full model. We simply select the sub-model with the best (lowest) AIC. This can be
achieved by an exhaustive search, when possible (an R package such as leaps allows this
when the number of variables in the module is small enough). When this is infeasible, a
stepwise greedy search (in both directions) is suggested. From this respectively best
sub-model (for a given module), we are then able to make a prediction (or a “vote”). These
votes can then be used in place of the previously suggested empirical vote in methods such
as majority and weighted voting.
7.2.3 Combining Modules and LASSO
One of the most straightforward (though computationally quite complex) ways to use a
number of known variable modules to do prediction is to simply consider all interactions
within each module, combine all the modules, and throw them into a model such as logistic
regression. Of course, when there are a number of modules with several variables within
each, the number of parameters is quite large, if not impossible to handle using standard
methods. To account for this, LASSO can be used to pare down the number of nonzero
coefficients. Because of limited sample size, it is probably also unlikely that extreme higher
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order interactions (such as more than third order) will be very effective in predicting, so we
can consider ignoring them. Thus, we have this simple procedure:
Single-model LASSO algorithm for combining modules
1. Of the significant modules returned, select one and consider all third order and
lower interactions, combining in a logistic regression.
2. Repeat this for each of the modules.
3. Combine all terms into one model, removing any redundancies.
4. Run full-scale LASSO on this logistic regression with a λ tuning parameter
selected via cross validation.
7.2.4 Using LASSO to optimize voting weights
Both voting-type methods and LASSO methods (that double as variable selection
methods) are reasonable ways of incorporating module information to make a prediction.
Using simple majority voting (equal weights to each module), additive voting weighted in
some pre-determined way, or even setting a standard whereby we might choose to ignore
some modules in voting all present logical alternatives. Naturally, one might examine some
additional ways to optimize voting weights, and we propose a way to do so using LASSO.
Imagine that we start with a simple majority voting, and recall Ŷ Ami is the vote presented
by module m with regard to individual i. In the simple majority vote, we add up each




Ŷ Ami . Consider a







It is clear that the majority voting decision described in previous sections (which uses





Ŷ Ami ) is equivalent to this weighted voting scheme where each module has the same
weight. That is, wm =
1
M
∀m. Instead of blindly using these equal weights, or using the
weights already described in other previous sections, we propose using LASSO to fit
weights.
That is, we simply train the LASSO using the training set responses (for each individual)








In essence, the coefficients βm correspond to weights for each module. If we use logistic
regression and apply a LASSO penalty, we can tune these parameters in the usual way. In
the end, some coefficients will shrink to 0, and this will be equivalent to removing those
modules from the prediction model. Others will have different weights, which will represent
some optimized weighting scheme. We can then apply this fitted model to the training
data to get predictions.
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Chapter 8
Applications and Real Data
8.1 Hepatitis Data Set
8.1.1 Data Description
We introduce a data set involving the disease Hepatitis that has been well-researched.
Efron [39], Cestnik et. al. [40], and Breiman [10] are some of the many who have published
papers alluding to it. It contains 155 patients, of whom 20 attributes are known. The first
attribute is the survival/non-survival attribute (which we will consider the response
variable), and the other 19 are various covariates. These covariates span reported
symptoms such as fatigue, malaise, the presence of spider angiomas; physical indicators
such as albumin and bilirubin level readings in the system; attributes such as age and sex;
and other relevant information about the patient such as his or her experience with
anorexia, steroids, or antiviral medication.
There are 32 non-survival patients (with class attribute “die”) and 123 survival patients
(with class attribute “live”). There are also a number of missing values for different
attributes, as reflected in the below table.
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Table 8.1: Summary of Hepatitis Data Set Attributes
Number Attribute Possible Values Number Missing
1. Class DIE, LIVE 0
2. AGE 10, 20, 30, 40, 50, 60, 70, 80 0
3. SEX male, female 0
4. STEROID no, yes 1
5. ANTIVIRALS no, yes 0
6. FATIGUE no, yes 1
7. MALAISE no, yes 1
8. ANOREXIA no, yes 1
9. LIVER BIG no, yes 10
10. LIVER FIRM no, yes 11
11. SPLEEN PALPABLE no, yes 5
12. SPIDERS no, yes 5
13. ASCITES no, yes 5
14. VARICES no, yes 5
15. BILIRUBIN 0.39, 0.80, 1.20, 2.00, 3.00, 4.00 6
16. ALK PHOSPHATE 33, 80, 120, 160, 200, 250 29
17. SGOT 13, 100, 200, 300, 400, 500 4
18. ALBUMIN 2.1, 3.0, 3.8, 4.5, 5.0, 6.0 16
19. PROTIME 10, 20, 30, 40, 50, 60, 70, 80, 90 67
20. HISTOLOGY no, yes 0
8.1.2 Procedure
We are faced with a data set consisting of one survival response variable (which is already
binary), and 19 covariates, some of which are binary, and some of which have more than 2
possible values. We perform an ad hoc procedure consisting of many of the various
methods described above. We follow in detail through several steps.
Step 1: Preparing the Data
In order to apply the standard I Score, we must have covariates that respectively take a
discrete number of possible values. For simplicity, we choose to make all of the covariates
in this data set binary. We do this in a simple two-step procedure:
1. Leave alone those covariates which are already binary. (SEX, STEROID, and
ANOREXIA are a few examples)
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2. For those that are not binary, use 2-means over the entire data set to dichotomize
them.
Next, we must deal with missing values. There are many options to do so. Throwing out
all observations that are not complete is an option, but we sacrifice sample size. After all,
one covariate has 67 missing values, and others have missing values for non-overlapping
individuals. We perform the next most simplest choice, random imputation. For every
covariate, we assume that a missing value is from the same distribution as the observed
values. Thus, we replace these missing values (in each covariate completely separately) by
a randomly sampled (with replacement) value from the empirical distribution of its
respective observed values. For example, for the 154 observed values of STEROID, there
are 76 NO and 78 YES. Thus, the 1 missing value is simply drawn from that empirical
distribution. In this case, that missing value comes from a simple Bernoulli distribution
with probability of YES being 78
78+76
≈ 0.507. For those covariates with more than 2
possible values, the dichotomization step has already transitioned them into binary
attributes, so the same procedure applies.
Step 2: Screening the Data for Influential Modules
We begin with the sample size of 155 patients in the study. We set aside 30 for a testing
set, leaving 125 patients to be used for a training set. We wish to perform a two stage
search for influential modules, as described above. As a result, we split the remaining
training set into two parts. First, we choose 100 randomly for the first stage training set.
Then, we use the remaining 25 to knock down false positives as part of the replication set,
as described in the methodology above.
We perform the standard backwards dropping I Score on the first stage training set, list the
top 40 modules by I Score, and then run the I Score on the replication set for those
modules. We then only maintain the modules that score sufficiently high on this
independent replication set, in this case picking an arbitrary cutoff of 1.5.
Ultimately, we select 28 modules that perform sufficiently well on both the first stage
training and replication sets.
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Table 8.2: Top Modules Returned Via I Score
Module Training Score Replicate Training Score
1 (13,7,6) 8.376 1.19
2 (7,6) 7.734 1.395
3 (6) 7.034 1.843
4 (13,12,11) 6.762 1.075
5 (15,12,11) 6.726 1.574
6 (16,8,19) 6.428 0.461
7 (12,11) 6.315 1.69
8 (8,19) 6.263 0.461
9 (13,11) 6.254 0.23
10 (18,16,19) 5.515 1.165
11 (11) 5.494 0.051
12 (16,19) 5.473 0.461
13 (2,8,16,18,5) 5.195 1.754
14 (10,15,14,19) 5.164 2.714
15 (18,19) 5.128 1.549
16 (8,16,18,5) 5.094 1.421
17 (14,19) 4.977 4.147
18 (14,15,12,10,13) 4.886 2.163
19 (2,16,18,5) 4.796 1.958
20 (2,8,18,5) 4.636 2.752
21 (16,15,12,10,13) 4.623 2.739
22 (4,14,1,12) 4.541 2.406
23 (19) 4.515 0
24 (15,10,14,13) 4.272 2.432
25 (12,10,14,13) 4.26 1.638
26 (14,1,12) 4.116 2.97
27 (16,15,10,13) 4.013 2.355
28 (14,15,10,12) 3.984 2.291
29 (13) 3.916 0.205
30 (16,15,10,12) 3.9 2.598
31 (2,5) 3.789 1.882
32 (8,10,12) 3.65 1.702
33 (10,12) 3.557 2.47
34 (2,4,16,1,17) 3.381 1.907
35 (4,14,1,17) 3.376 2.394
36 (4,16,1,17) 3.362 2.163
37 (5) 3.271 1.549
38 (10,14,15,17) 3.223 3.136
39 (2,8,4,1,17) 3.171 2.547
40 (8,18) 3.148 1.523
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Step 3: Calculate Empirical Distribution of Survival/Non-survival
for Individual Modules
As described above, many of the methods hinge on the empirical proportion of cases and
controls in the training set for relevant module cells. We find this ratio of caseAm (i)
caseAm (i)+ctrlAm (i)
(calculated on the entire training set) for each individual i in the testing set and each
module m. The following table gives a sample of these values. To save space, we show only
the fractions for the first 10 modules, understanding there are 28 columns in total for the
full table used in our calculations:





for first 10 modules.
Individual mod1 mod2 mod3 mod4 mod5 mod6 mod7 mod8 mod9 mod10
1 23/31 1/1 1/1 9/9 4/5 6/6 7/11 1/1 13/14 9/9
2 23/31 0/1 0/2 14/21 0/0 1/6 0/1 0/0 16/23 16/23
3 23/31 0/1 0/2 9/9 1/2 6/6 7/11 0/0 13/14 9/9
4 23/31 4/4 9/13 2/2 2/2 35/37 61/64 3/3 16/23 2/2
5 23/31 0/1 0/2 9/9 4/5 6/6 7/11 1/1 13/14 9/9
6 46/47 50/50 59/62 9/9 50/50 27/29 61/64 53/53 13/14 9/9
7 23/31 5/9 9/13 0/0 4/5 6/6 7/11 53/53 2/2 0/0
8 46/47 50/50 59/62 13/13 50/50 27/29 61/64 53/53 15/15 14/14
9 46/47 5/9 9/13 14/21 50/50 35/37 61/64 53/53 16/23 16/23
10 23/31 4/4 9/13 0/0 2/2 27/29 61/64 3/3 2/2 0/0
11 46/47 50/50 59/62 13/13 50/50 27/29 61/64 53/53 15/15 14/14
12 23/31 0/1 0/2 13/13 7/9 27/29 61/64 0/0 15/15 14/14
13 46/47 50/50 59/62 10/10 50/50 35/37 61/64 53/53 12/12 10/10
14 46/47 0/1 0/2 14/21 1/2 1/6 7/11 0/0 16/23 16/23
15 46/47 50/50 59/62 14/21 2/3 35/37 61/64 2/4 16/23 16/23
16 46/47 50/50 59/62 9/9 2/3 27/29 61/64 2/4 13/14 9/9
17 46/47 4/4 9/13 0/1 2/2 27/29 61/64 3/3 0/1 4/6
18 23/31 5/9 9/13 2/2 0/0 1/6 0/1 0/1 16/23 2/2
19 46/47 50/50 59/62 14/21 50/50 35/37 61/64 53/53 16/23 16/23
20 46/47 9/12 59/62 10/10 2/3 1/6 7/11 9/11 12/12 10/10
21 46/47 50/50 59/62 13/13 50/50 27/29 61/64 53/53 15/15 14/14
22 46/47 0/1 0/2 0/0 1/2 1/6 7/11 0/0 2/2 2/2
23 46/47 4/4 9/13 2/2 7/9 35/37 61/64 9/11 3/3 3/3
24 46/47 50/50 59/62 13/13 0/1 27/29 1/2 0/1 15/15 14/14
25 23/31 4/4 9/13 2/2 2/3 1/6 7/11 9/11 2/2 16/23
26 23/31 50/50 59/62 9/9 50/50 27/29 61/64 53/53 13/14 9/9
27 23/31 5/9 9/13 14/21 0/1 1/6 7/11 2/4 16/23 16/23
28 23/31 0/1 0/2 9/9 0/1 27/29 1/2 0/0 13/14 9/9
29 46/47 50/50 59/62 0/0 50/50 35/37 61/64 53/53 0/0 10/10
30 23/31 4/4 9/13 2/2 7/9 35/37 61/64 9/11 3/3 3/3
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This table tells us that, for example, among those individuals in the training set who fell in
the same cell of module 1 as did individual 1 of the testing set, 23 of the 31 survived.
Step 4: Run Majority and Weighted Voting Procedures
Table 8.4: Majority Voting Results: Hepatitis
Individual Mod’s Predicting 0 Mod’s Predicting 1 Ties Majority Decision True Value
1 14 12 2 0 1
2 18 1 9 0 0
3 11 8 9 0 1
4 11 17 0 1 1
5 16 10 2 0 0
6 7 21 0 1 1
7 7 19 2 1 1
8 0 28 0 1 1
9 7 21 0 1 0
10 9 17 2 1 1
11 0 28 0 1 1
12 11 15 2 1 1
13 0 28 0 1 1
14 16 5 7 0 0
15 21 7 0 0 1
16 13 15 0 1 1
17 13 10 5 0 0
18 15 9 4 0 0
19 5 23 0 1 1
20 11 17 0 1 1
21 0 28 0 1 1
22 14 5 9 0 1
23 9 19 0 1 1
24 10 18 0 1 1
25 11 17 0 1 1
26 3 25 0 1 1
27 26 2 0 0 0
28 14 7 7 0 0
29 5 21 2 1 1
30 9 17 2 1 1
Notice that, for example, Individual 1 has 14 modules contributing to a prediction of 0, 12
contributing to a prediction of 1, and 2 contributing no information to the prediction. The
Majority Decision is therefore a prediction of 0 (by a 14-12 vote), and in this case, it is
incorrect. Overall, though, the majority vote produces an accurate prediction for 25 of 30
testing individuals.
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Table 8.5: Weighted Additive Voting Comparison to Majority Voting: Hepatitis
Individual Rcombinedi Weighted Decision Majority Decision True Value
1 1.006 1 0 1
2 0.568 0 0 0
3 0.935 0 0 1
4 1.088 1 1 1
5 0.910 0 0 0
6 1.143 1 1 1
7 1.129 1 1 1
8 1.224 1 1 1
9 1.125 1 1 0
10 1.101 1 1 1
11 1.224 1 1 1
12 0.866 0 1 1
13 1.217 1 1 1
14 0.731 0 0 0
15 0.867 0 0 1
16 0.952 0 1 1
17 0.939 0 0 0
18 0.759 0 0 0
19 1.156 1 1 1
20 1.026 1 1 1
21 1.201 1 1 1
22 0.702 0 0 1
23 1.086 1 1 1
24 0.838 0 1 1
25 1.031 1 1 1
26 1.192 1 1 1
27 0.748 0 0 0
28 0.769 0 0 0
29 1.132 1 1 1
30 1.070 1 1 1
We notice here that the weighted and majority votes are generally in agreement on this
data set. In fact, only 4 of the 30 testing individuals show a disagreement between the two
voting methods. In those cases, majority voting is actually correct 3 of those times,
indicating using a weighted vote (in this case) adds little (if anything) to the prediction
accuracy over this data set.
Step 5: Run LASSO on Modules
We run LASSO on all the modules with the penalization parameter picked via
cross-validation (and shown as the dotted vertical line on the upcoming figure):
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The final model was
logit(p) =
0.065x6 + 0.160x12 +−0.096x15x11 + 0.069x12x11 + 0.046x18x5 +−0.168x18x19
+ 0.134x14x13 + 0.014x10x13 + 0.142x2x1 + 0.084x15x17 + 0.016x2x8x18 +−0.0289x8x16x18
+ 0.0011x8x18x5 + 0.013x16x18x5 + 0.042x10x14x13 + 0.028x16x10x13 + 0.0013x2x4x1
+ −0.049x4x1x17 + 0.0004x2x8x4 +−0.0081x8x4x1 +−0.068x8x4x17
which had 21 degrees of freedom.
Figure 8.1: Trace Plot of LASSO Coefficients for 28 Modules with Interactions
Here we notice that the original model of all interactions (up to triplets) for the 28 modules
consisted of more than 100 parameters. With the sample size being limited, incorporating
all those parameters into a single model would be a problem. However, after LASSO was
run as a variable selection method, only 21 parameters remained, a reasonable number on
the same scale as the number of marginal parameters originally contained in the model.
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8.1.3 Summary Results and Comparison
Single-Module Classification Rates




















































































Figure 8.2: BIC, AIC, and Simple Empirical Prediction Single-Module Classification Rates
We notice that although they, in some cases, pick slightly different models, AIC and BIC
perform similarly on a single-module basis. Naturally, the in-sample prediction does better
than out-of-sample, since the model was itself fit on the training set. Even so, the
prediction accuracy remains consistently between 70% and 80% for all the modules on their
own. The prediction (using the empirical proportions in the training set) is considerably
more erratic. This is not surprising, considering there is sometimes very little information
in the training set for some of the cells of the chosen modules.
Aggregate Model Results
Table 8.6: Classification Rates for Various Prediction Methods, Run 1
Method In-Sample Out-of-Sample
Standard Logistic Regression (Marginals) 90.4% 80.0%
Voting (Using 28 Modules) 85.6% 83.3%
Voting with LASSO 94.4% 86.7%
Logistic Regression +LASSO (interactions up to triplets) 91.2% 90.0%
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We notice that the Logistic Regression + LASSO method performs the best out-of-sample,
though each of the proposed methods show an improvement over a simple marginal logistic
regression method. It is important to note that these numbers are for the single run of the
procedure, which has been shown throughout the previous sections. It should also be noted
that the amount left aside for testing in this case ( 30
155
≈ 19.4%) is a bit larger than what
some other papers use, meaning that there is less data to train with. Nevertheless,
compared to the lowest previously reported error rate without random forests (17%) and
using random forests (12.3%), some of these methods compare favorably.
More specifically, we compare the following methods:
1. LASSO on full model of all best modules (up to third order interactions), using the
original continuous covariates for prediction
2. LASSO on full model of all best modules (up to third order interactions), using the
discretized covariates for prediction
3. Majority Voting of all best modules via empirical cell proportions of cases
4. LASSO on the votes of all best modules via empirical cell proportions of cases
5. Simple Logistic Regression using all marginals (16 covariates)
6. Logistic LASSO using all marginals
7. Random Forests
In fact, we run this procedure 100 times to get the following average results:
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Table 8.7: Hepatitis Mean Error Rates
In-sample Error Out-of-sample Error
Full LASSO Continuous 11.7% (± 0.5%) 12.8% (± 1.2%)
Full LASSO Discrete 10.6% (± 0.4%) 13.8% (± 1.2%)
Majority Voting 14.7% (± 0.5%) 16.3% (± 1.2%)
LASSO Voting 10.4% (± 0.5%) 14.8% (± 1.2%)
Logistic on Marginals 11.0% (± 0.3%) 18.3% (± 1.1%)
LASSO Logistic 13.0% (± 0.3%) 16.8% (± 1.2%)





We notice that the first four methods, which are module based, have a lower out-of-sample
error rate. Specifically, the single-model LASSO methods seem to perform best, with the
model incorporating the full continuous information (after using discretized covariates to
select modules) achieving an average error rate as low as 12.8%. In this case, the
module-based ensemble voting procedures do a little worse, though the use of LASSO to
optimize voting weights seems to enhance prediction. On the other hand, the non
module-based methods all perform worse, on average, with random forest and logistic
LASSO doing the best at a 16.8% misclassification rate. It is worth noting that even the
simple logistic regression with marginals only achieves an error rate lower than 20%,
suggesting this data set has much marginal information to offer. Consequently, that
knowledge, combined with the overall strong baseline predictve ability in the data set,
explain why the gains by module-based prediction are relatively modest.
We graphically display their distributions as follows:
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Logistic LASSO 
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Figure 8.3: Boxplots: Hepatitis Out-of-sample Error
8.2 Oral Cancer Data Set
8.2.1 Data Description
The data of interest is related to Oral Cavity Cancer. Specifically, we examine a dataset
related to human papilloma virus negative oral squamous cell carcinomas (HPV- OSCC).
Professor Pei Wang of Mount Sinai School of Medicine has suggested the analysis of this
data set. Previous studies, such as the one by Pawadee et al. [41] have identified specific
gene signatures related to this survival status. In that study, data from the Fred
Hutchinson Cancer Research Center and the Anderson Cancer Center combined with
particular L1/L2 Penalized Cox regression models to pinpoint a specific 13-gene signature.
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Figure 8.4: 13 Gene Signature for HPV- OSCC from Pawadee et al.
Incorporating the 13-gene signature into the model with age, gender, and treatment
modality were shown to improve prediction of oral cavity cancer from 54% to 79% in that
data set [41].
In our study, we are interested on building off this work by extending it to a new data set,
from The Cancer Genome Atlas (TCGA). TCGA is a joint effort by the National Cancer
Institute (NCI) and the National Human Genome Research Institute (NHGRI) to improve
the understanding of the molecular basis of cancer [42]. We focus on a data set of
progression free survival containing 319 genes and 238 samples. Unfortunately, only 134 of
the 238 samples have a non-missing progression outcome. Among those 134 remaining
samples, only 43 had recorded progression events. Of those 43 are “YES” and 91 are
“NO”. We combine the 13-gene signature identified in previous papers with 3 additional
factors: Age, Gender, and HPV Status to create 16 covariates with some form of
progression status as the response variable of interest. Specifically, we are interested in
progression status at the 2 year threshold. This is explicitly known for samples where
either the progression is observed before 2 years (Progression = YES) or is not observed
with a time length of more than 2 years (Progression = NO). However, those samples
where progression is not observed, but the total time length is smaller than 2 years (right
censored) need to be imputed.
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Histogram of Time Observed, TCGA data














Figure 8.5: TCGA Data: Histogram of Time Observed
Since the overwhelming majority of data consist of observed times less than 1,000 days,
these ambiguous cases should be expected to play a real role in the analysis.
Table 8.8: Progression Status by Time Observed
Progression = FALSE Progression = TRUE
Time < 2 Years 42* 37
Time > 2 Years 49 6
*Corresponds to data where Progression Status needs to be imputed
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8.2.2 Analysis
Our first step in applying any of the I-Score-based prediction methods is to turn survival
data into manageable data with a number of covariates and a response. In this case, the
right censoring can be accounting for by the two methods described above. Either (1)
Augmenting the data to its median expected survival time based on the K-M estimate or
(2) Assigning response status based on the conditional survival probability (up to 2 years)
calculated at each right censored point. Both of these methods require that we perform
Kaplan-Meier estimation of the survival curve, as seen below.

























Figure 8.6: Kaplan-Meier Survival Curve for TCGA Data
It is important to note here that more than half of the data is expected to survive beyond 2
years. This means that any sample which has not progressed at a given time will be
expected to be more likely than not to survive the 2 years.
We then offer the following flexible procedure:
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Dichotomize all non-binary covariates (13 genetic and
3 environmental) using the best marginal cutoff method.
Assign Response Status based on whether survival
beyond 2 years is observed (Survival = YES), whether
progression before 2 years is observed (Surivival = NO).
Impute Response Status for those whose survival is right-
censored before 2 years using 1 of the 2 methods described.
Split Data into Testing and Training sets, and further split the
Training set into a first stage and second stage (replication set)
Find best modules based on I Score for first stage train-
ing set, keep a subset of these based on score on replication set.
Perform Prediction on the Testing Set based
on Majority Voting or Combined LASSO prediction
(trained using the training set as described earlier)
Repeat many times
Figure 8.7: Flowchart of Module-based Prediction in Oral Cancer Survival Data
8.2.3 Summary of Results
We examine the distribution of errors in the testing set over 99 random splits of the testing
and training sets. We use 4 different implementations of the proposed methods, along with
a comparison to simple logistic regression as follows:
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1. LASSO on full model of all best modules (up to third order interactions), using the
original continuous covariates for prediction
2. LASSO on full model of all best modules (up to third order interactions), using the
discretized covariates for prediction
3. Majority Voting of all best modules via empirical cell proportions of cases
4. LASSO on the votes of all best modules via empirical cell proportions of cases
5. Simple Logistic Regression using all marginals (16 covariates)
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Figure 8.8: Boxplots: Oral Cancer Out-of-sample Error
We notice that all four methods perform much better both simple logistic models,
indicating there are likely more complicated structures (such as higher order interactions at
play). Because the LASSO-based methods proposed tend to select out unnecessary
covariates, it is also likely that the marginal logistic method (with all 16 covariates) is
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likely to suffer from significant overfitting in comparison. However, even when
(cross-validation optimized) LASSO is applied to the logistic regression on the marginals,
the performance is better, but not as good as the module-based methods.
Table 8.9: Oral Cancer Data Mean Error Rates
In-sample Error Out-of-sample Error
Full LASSO Continuous 31.8% (± 2.6%) 33.8% (± 2.3%)
Full LASSO Discrete 33.1% (± 2.5%) 34.1% (± 2.5%)
Majority Voting 35.2% (± 2.5%) 33.2% (± 2.4%)
LASSO Voting 32.3% (± 2.6%) 36.1% (± 3.0%)
Logistic on Marginals 16.8% (± 0.9%) 47.8% (± 2.4%)
LASSO Logistic 20.3% (± 0.8%) 43.7% (± 2.2%)





Among module-based methods, in this data set, we see that the methods relying on the
module voting seem to do a bit better than the combined LASSO model. This is slightly
different than in the Hepatitis set. This is not entirely surprising. It seems natural that
different data sets might be best suited for different I-Score-based methods. This reinforces
the value of having several choices, which this thesis presents.
8.2.4 Biological Insights
The previous analysis on the TCGA Oral Cavity Cancer data set shows that module-based
methods have the ability to improve predictive ability. This is of particular interest for
several reasons. First, presenting such an improved procedure could have real-world
implications. Even if treated it as a “black box”, any procedure which might better predict
a cancer could save lives. One could proactively use the procedure to identify high risk
patients even before they contract the disease. Moreover, it could be used a screening
procedure for high-risk patients that could lead to an early stage diagnosis of a disease.
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Factoring in environmental factors such as age, gender, and HPV status might inform
public policy.
Secondly, of more theoretical importance is the meaning of such a method’s ability to
enhance prediction. For some, understanding that prediction can be improved is enough,
but to many, understanding why this prediction is improved is of crucial importance. Many
standard methods use marginal signal to predict disease. In fact, the 13-gene signature
used in this thesis is based on a marginal model. As a result, it would not be surprising if
those genes had marginal influence on the disease. However, the improved predictive ability
of the method over these simple marginal methods suggests something more complex is at
play. The supervised I Score does extremely well in pinpointing influences that are higher
order than marginal effects. The fact that the supervised I score enhances prediction
indicates that such higher order effects might exist. Moreover, both gene-gene and
gene-environmental interactions have been considered by this method.
The I Score has the unique ability to identify influential groupings of variables among a sea
of potential noise. Instead of being treated simply as a black box prediction method, the I
Score can also be used to extract a number of influential groupings of covariates (in this
case, genes and environmental factors). In this case, when using a relatively small number
of genetic covariates, many of these groupings might overlap. In the future, it might be
useful to examine the types of biological structures that the combination of these
important groupings might imply. For example, 5 or 6 modules of genes might be
considered in concert to represent a biological mechanism, or pathway. It is known that
pathways exist with complex structure. These pathways, sometimes called gene regulatory
networks, involve the complex regulation of expression levels. Much research has been
focused on understanding these structures, such as in [43], [44], and [45].
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Summary and Discussion of
Contributions
9.1 Summary of Contributions to Supervised
Learning
This part of the thesis is admittedly more applied in nature. While part I formulated a
completely novel score, part II is focused more on improving existing supervised learning
methodology, especially in the case of prediction. That is not to say that there are no novel
algorithms introduced.
In chapter 7, this thesis’ main methodological contributions to unsupervised learning are
presented. Though a very new concept, using modules (found by the supervised I Score) to
make prediction has been touched on in literature. For example, in 2012, the use of
modules in ensemble classification methods (in particular using BIC for each individual
module) was introduced [46]. Despite this, there has been a dearth of literature on the
comparison and suggestion of various module-based alternatives in prediction. In
subsection 7.1.1, a method for discretizing covariates using the marginal I Score is
presented for the first time. In section 7.2 an exact-module-match prediction method is
outlined. While literature has used parametric methods to make predictions given
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particular modules found via the I Score, the use of a non-parametric procedure to make
individual predictions is novel. In subsection 7.2.2, various voting methods for ensemble
classification are clarified. Though methods such as majority voting and weighted voting
are well-established, the specific weighting procedure applied to the non-parametric exact
module matching is novel. Moreover, the use of LASSO penalized regression to optimized
voting weights in subsection 7.2.4 is a novel contribution.
Chapter 8 provides a demonstration of this newly introduced arsenal of module-based
prediction methods in action. Though a select few module-based methods have been shown
in past literature, this is the first time this number of module-based options were
aggregated and compared simultaneously on a data set. This is applied to both standard
(8.1) and right-censored (8.2) data. Ultimately, the contribution of part II of this thesis is a
more abstract one. Though some well-established algorithms have been adopted in
combination with some novel algorithmic suggestions, the organization and elaboration on
the benefits of using modules (found by the I Score) in prediction is a novel contribution to
supervised learning.
9.2 Discussion
In this chapter, we have presented several ways of leveraging the I Score to inform
predictions over a supervised data set. The I score has been well-established to successfully
pinpoint influential modules even amongst a noisy sea of predominantly non-influential
variables. However, it is not immediately clear how to translate this understanding of
influence (or significance) to prediction. By suggesting several ways of using these
influential modules to make a prediction, we transition from the question of “Which
variables matter?” to “How do these variables help us understand what will happen?”
Sometimes, understanding which variables are important is the end goal. Other times, the
knowledge of these influential variables is just a means to a much more important end.
While many methods purport to aid prediction, some can become so nebulous that their
interpretability is almost completely lost. This is not the case with prediction methods
based on the I Score. In every case, concrete groupings (modules) of influential variables
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are found. While the inability to immediately divine the exact nature of their interaction
that creates the group influence could be considered a shortcoming, this is outweighed by
the flexibility to find structures without any limitation on their form. In the end, we have a
method that maintains a strong degree of flexibility, while simultaneously producing
reasonably interpretable results.
We remark that the methods presented in this chapter are just some of the possible ways
to leverage the I Score in predictions. They should not be considered the end-all-be-all, but
instead building blocks whereby one could produce his or her own best method that suits
the data set. From our observation on many data sets (including the 2 presented here),
Logistic regression, LASSO, and Voting procedures should not be expected to uniformly
outperform each other, but instead present various alternatives one might explore to get
the whole picture.
We see that in some cases these methods present a more flexible alternative than standard
methods such as logistic regression (on marginals), while at the same time avoiding some of
the traps of overfitting that these standard methods inevitably fall into.
While both our examples are medical in nature, these methods should certainly be
considered fair game for any number of fields. Just as in the previous chapters on
unsupervised learning, these methods could apply to politics, sports, business, or
consumer-related data sets. These methods are not without overlap. In fact, one might
consider applying these supervised methods to market basket analysis data where a
response could be defined, just as one could apply the unsupervised method to supervised
data where the response is either lost, unknown, or of little practical concern.
Ultimately, the goal of this family of methods is to extract information where more
standard methods will fail, whether that be because of the nature of the effect structure,
size of the necessary search among covariates, or even the need to have some sort of ready
interpretation.
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Chapter 10
Conclusions
The rise to prominence of large-scale data sets in almost every industry has necessitated
corresponding analyses that can tackle their inherent challenges. As these challenges
become larger and larger, standard methods will no longer suffice. The I Score first
presented by Lo and Zheng in 2002 presents a unique capability in addressing many of these
challenges. However, as the challenges become more refined, so too must the techniques by
which the research adeptly manipulates such methodology. Some of these challenges might
include (1) the need to identify important influential variables among a large number of
possibilities with regard to a response; (2) the need to identify important groupings of
variables when no response is presented; or (3) the need to use the knowledge of those
variables that combine as important in order to make predictions on a response. While
many follow-up papers on the I Score have thoroughly addressed (1), they have yet to
address (2) and in many cases inadequately addressed (3). This thesis attempts to begin to
fill in these blanks, or at the very least propose some ways to start the process of doing so.
The field of consumer data is booming with the rise of the internet age and abundant
degree of socialization through technology. Likewise, the field of genetics is expanding
rapidly with the scientific and technological capabilities of finely evaluating the human
chromosomes. Sometimes, these two fields even intersect with the recent rise of targeted
and personalized medicine. With the ability to apply various I-Score-based methods to
diverse types of analyses, such as both supervised AND unsupervised scenarios, the
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scientist’s and statistician’s job will become that much more effective.
In the future, it might be particularly valuable to extend the application of the
unsupervised procedure to genetic data. Gene expression data sets are often quite complex
and vast, but phenotypic data (such as disease statuses or other environmentally observed
attributes) might be lacking. Studying such genetic data in the absence of disease
information might still yield very interesting results on how various genes relate to one
another, and might still better equip the researcher to evaluate genetic data even when a
response variable is added to the mix.
Ultimately, this thesis presents a number of potential techniques for delving into the
analysis of difficult and often large data. It is probably best to be considered a springboard
to many future analyses of data larger and even more complex than we might currently
understand. With an open mind and full toolbox of effective techniques, we have hope to
conquer fields of statistical analysis we have yet to even unearth.
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