The recently proposed audio-visual 
Introduction
We are interacting with a dynamic environment which constantly stimulates our brain via visual and auditory signals. Despite the huge amount of different information that is permanently occupying our nervous system, we are often easily able to quickly discern important cues from data that is irrelevant. Telling apart useful information from distracting aspects is also an important ability for virtual assistants, car navigation systems, or smart speakers. However present day technology uses a chain of components from speech recognition and dialog management to sentence generation and speech synthesis, making it hard to design a holistic and entirely data-driven approach.
For instance, in computer vision, a tremendous amount of recent work has focused on image captioning [68, 30, 11, 16, 75, 45, 77, 31, 69, 4, 15, 10] , visual question generation [36, 48, 47, 28] , visual question answering [5, 19, 59, 54, 44, 73, 74, 76, 57, 58, 49, 50] , and very recently visual dialog [13, 14, 27, 46] . While those meticulously engineered algorithms have shown promising results in their specific domain, little is known about the end-to-end performance of an entire system. This is partly due to the fact that little data is publicly available to design such an end-to-end algorithm. We present 4 different questions and the generated answer. Our attention unit is illustrated as well. Our model samples 4 frames, and attends to each frame separately, along with the question and the audio. We observe attention for each frame to differ, where first and fourth frames are widespread, while the second and third are more specific. Also, the question attention attends to relevant words. We also include the audio modality as input to the attention computation.
dataset. Different from classical datasets like MSCOCO [39] , VQA [5] or Visual Dialog [13] , this new dataset contains short video clips, the corresponding audio stream and a sequence of question-answer pairs. While development of an end-to-end data driven system isn't feasible just yet due to the missing speech signal, the new audio-visual scene aware dialog dataset at least permits to develop a holistic dialog management and sentence generation approach taking audio and video signals into account.
In recent work [2, 25] , a baseline for a system based on audio, video and language data was proposed. Compelling results were achieved, demonstrating accurate question answering. The authors demonstrate that multimodal features based on I3D-Kinetics (RGB+Flow) [9] refined via a carefully designed attention-based mechanism improve the quality of the generated dialog.
However, since much effort was dedicated to collecting the dataset, little analysis of such a holistic system was provided. Moreover, due to tremendous amounts of available data (certainly a ten-fold increase compared to classical vi-sual dialog data) this is by no means trivial. To provide this missing information and to share some insights with the community about how and where to improve, in this paper, we follow the spirit of [26] and demonstrate (1) that simply using the question as a signal already permits to outperform the current state-of-the-art; (2) that it is crucial to maintain spatial features for the video signal (either VGG19 [63] or I3D-Kinetics [9] ). Reducing every video frame into a single representation drops performance significantly; (3) that temporally subsampling the video frames improves the accuracy; (4) that using attention over all available data (including different frames) is beneficial. To this end we analyze how to fuse the attended vectors for different data modalities.
Our simple baseline, which consists of three jointly trained components (data representation extraction, attention and answer generation) outperforms state-of-the-art by a large margin of 20% on CIDEr. Improvements of the proposed approach are largely due to the aforementioned four points. Results of generated answers are contrasted to the current state-of-the-art in Fig. 1 . We observe plausible answers to many questions and attention that focuses on important parts in both video and text.
Related Work
A significant amount of research has been conducted regarding image captioning, visual question generation, visual question answering, visual dialog, video data, audio data and multimodal attention models. We briefly review those related areas in the following. Image Captioning: Originally image captioning was formulated as a retrieval problem. The best fitting caption from a set of considered options was found by matching features obtained from the available textual descriptions and the given image. Importantly, the matching function is typically learned using a dataset of image-caption pairs. While such a formulation permits end-to-end training, assessing the fit of image descriptors to a large pool of captions is computationally expensive. Moreover, it's likely prohibitive to construct a database of captions that is sufficient for describing even a modestly large fraction of plausible images.
To address this challenge, recurrent neural nets (RNNs) decompose captions into a product space of individual words. This technique has recently found widespread use for image captioning because remarkable results have been demonstrated which are, despite being constructed word by word, syntactically correct most of the time. For instance, a CNN to extract image features and a language RNN that shares a joint embedding layer was trained [45] . Joint training of a CNN with a language RNN to generate sentences one word at a time was demonstrated in [75] , and subsequently extended [75] using additional attention parameters which identify salient objects for caption generation.A bi-directional RNN was employed along with a structured loss function in a shared vision-language space [31] . Diversity was considered, e.g., by Wang et al. [69] and Deshpande et al. [15] . Visual Question Answering: Beyond generating a caption for an image, a large amount of work has focused on answering a question about a given image. On a plethora of datasets [43, 54, 5, 19, 81, 29] , models with multi-modal attention [41, 76, 3, 12, 18, 59, 74, 57, 58] , deep net architecture developments [8, 44, 42] and memory nets [73] have been investigated. Visual Question Generation: In spirit similar to question answering is the task of visual question generation, which is still very much an open-ended topic. For example, Ren et al. [54] discuss a rule-based method, converting a given sentence into a corresponding question which has a single word answer. Mostafazadeh et al. [48] learned a question generation model with human-authored questions rather than machine-generated descriptions. Vijayakumar et al. [67] have shown results for this task as well. Different from the two aforementioned techniques, Jain et al. [28] argued for more diverse predictions and use a variational auto-encoder approach. Li et al. [36] discuss VQA and VQG as dual tasks and suggest a joint training. They take advantage of the state-of-the art VQA model by Ben-younes et al. [8] and report improvements for both VQA and VQG. Visual Dialog: Visual dialog [13] combines the three aforementioned tasks. Strictly speaking it requires both generation of questions and corresponding answers. Originally, visual dialog required to only predict the answer for a given question, a given image and a provided history of questionanswer pairs. While this resembles the VQA task, different approaches, e.g., also based on reinforcement learning, have been proposed recently [35, 14, 27, 46, 72] . Video Data: A variety of tasks like video paragraph captioning [78] , video object segmentation [53] , pose estimation [79] , video classification [32] , and action recognition [62] have used video data for a long time. Probably most related to our approach are video classification and action recognition since both techniques also extract a representation from a video. While the extracted representation is subsequently used for either classification or action recognition, we employ the representation to more accurately answer a question. Commonly used feature representations for either video classification or action recognition are I3D-based features by Carreira et al. [9] , extracted from an action recognition dataset. With proper fine-tuning the I3D-based features proved to be better than the classical approaches, such as C3D [65] that capture spatiotemporal information via a 3D CNN. In this work, we assess a naïve feature extractor based on VGG [63] , and demonstrate that for videoreasoning, careful reduction of the spatial dimension is more crucial than the type of extracted features used to embed the video frames. Wang et al. [70] showed that working with video frame samples, achieves not only efficiency, but also improves performance compared to a conservative dense temporal representation. Recently, Zhou et al. [80] further extended those ideas, and suggested to capture relational temporal relationships between the sampled frames, relying on the relational-networks concept [56] . We follow those ideas by also sub-sampling a small set of frames uniformly. Our model further advances those concepts, by exploiting spatial relationships between sampled temporal frames via a high-order multimodal attention module, where each video frame is treated as a separate modality. Li et al. [37] propose the Video-LSTM model, which uses attention to emphasis relevant locations, during LSTM video encoding. Our approach differs in that attention on one frame can influence attention on other frames which isn't the case in their model. Audio Data: Audio data gained popularity in the vision community recently. For instance, prediction of pose given audio input [60] , learning of audio-visual object models from unlabeled video for audio source separation in novel videos [20, 51] , use of video and audio data for acoustic scene/object classification [6] , source separation was also considered in [17] and learning to see using audio [52] . Multimodal Attention: Multimodal attention has been a prominent component in tasks which operate on different input data. Xu et al. [75] showed an encoder decoder attention model for image captioning, which was extended to visual question answering [74] . Yang et al. [76] propose a multi-step reasoning system using an attention model. Multimodal pooling methods were also explored [18, 33] . Lu et al. [41] suggest to produce co-attention for the image and question separately, using a hierarchical and parallel formulation. Schwartz et al. [57, 58] later extend this approach to high-order attention applied over image, question and answer modalities via potentials. Similarly, in the visual dialog task, co-attention models have held the state-of-the-art [71, 40] attending over image, question and history in hierarchical manner. For audio-visual scene-aware dialog, [25] also use a sum-pooling type of attention, using the question feature Figure 3 : Our decoder for audio-visual scene-aware dialog. We start with encoding of attended audio and video vectors using the Aud-Vis LSTM (orange colored), followed by the Ans-Generation LSTM that receives the textual data concatenated with the previous answer word (green colored).
along with audio and video modalities separately. In contrast, here we compute attention over each modality via local and cross data evidence, letting all the modalities interact with each other.
Audio Visual Scene-Aware Dialog Baselines
Our method has three building blocks: answer generation, attention and data representation as shown in Fig. 2. 
Answer Generation
We are interested in predicting an answer y = (y 1 , . . . , y n ) consisting of n words y i ∈ Y i = {1, . . . , |Y i |} each arising from a vocabulary of possible words Y i . Given data x = (Q, V, A, H) which subsumes, a question Q, a subsampled video V = (V 1 , . . . , V F ) composed of F frames, the corresponding audio signal A, and a history of past question-answer pairs H, we construct a probability model over the set of possible words for the answer generation task. To this end, we formulate prediction of the answer as inference in a recurrent model where the joint probability is
Multimodal Attention model for audio-visual scene-aware dialog. We treat each frame as a modality, along with audio and question modality, to total of 6 modalities. Each element attention score is affected not only from local evidence, but also via crossdata interactions of all other elements.
given by the product of conditionals, i.e.,
Note that, for now, we condition on all the data x for readability and provide details later. Instead of conditioning the probability of the current word p(y i |y <i , x) on its entire past y <i , we combine two recurrent nets: an audio-visual recurrent net that generates the temporal information which is fed as an initialization to the answer generating recurrent net. See Fig. 3 
We illustrate the LSTM-net g w in Fig. 3 . Using the initial state (h 0 , c 0 ), the LSTM-net g w predicts in its i-th step a probability distribution p(y i |y i−1 , h i−1 , x) over words y i ∈ Y i using as input y i−1 and the textual attention vector a T = (a Q , r H ): the attended textual vector is a concatenation of the attended question vector a Q and the history vector r H , which represents information about question and history data. The output of the LSTM-net is transformed via a FClayer with a dropout and a softmax to obtain the probability distribution p(
Attention
The attention step provides an attended representation for the data components, i.e., a V f ∈ R d V for frame f ∈ {1, . . . , F } of the video data, a A ∈ R d A for the audio data, and a T ∈ R d T for the textual data. These attended representations are obtained by transforming the representations extracted from the raw data, i.e., r V f ∈ R n V ×d V for the video data, r A ∈ R n A ×d A for the audio data, and for the textual data, r Q ∈ R n Q ×d Q as well as r H ∈ R d H which capture signals from the question and history respectively. We outline the general procedure in Fig. 4 .
Formally, we obtain the attended representation
where α ∈ {A, Q, V 1 , . . . , V F } is used to index the available data components (audio, question, visual frames), n α is the number of entities in a data component (e.g., the number of words in a question), and p α (k) ≥ 0 ∀α is a probability distribution (
We compute the attention via a factor graph attention approach [57, 58] . The attention probability distribution over a data source α consists of a log-prior distribution π α , a local evidence l α that relies solely on its data representation r α and a cross data evidence c α that accounts for correlations between the different data representations r α , r β , for β ∈ {A, Q, V 1 , . . . , V F }. This probability distribution takes the form:
The local evidence is l α (k) = w α v α relu(V α α k ) , the log-prior is π α (k) and the cross data evidence is We found the use of attention for history to not yield improvements. Therefore, we obtain the attended textual representation a T ∈ R d T by concatenating the attended question representation a Q ∈ R d Q with the history representation
Data Representation
The proposed approach relies on representations r α obtained for a variety of data components which we briefly discuss subsequently.
Video: Containing both temporal and spatial information, video data is among the most memory consuming. Common practice is to reduce the spatial information while maintaining attention over the temporal dimension. Instead, we first reduce the temporal dimension, maintaining the ability for spatial attention to reason about the video content. To ensure fast training, we reduce the temporal dimension by sampling F frames uniformly. For each sampled frame we extract a representation from a deep net trained on ImageNet (in our case VGG19). We then fine tune the representation of each frame using a 1D conv layer with a bias term. This conv layer is identical for all the F frames. Consequently, we obtain the video representation r V ∈ R F ×n V ×d V , where F is the number of sampled frames, n V is the spatial dimension and d V is the embedding dimension. Audio: For audio, we extracted features from a strong audio classification model (i.e., VGGish [24] ) by taking the last representation before the final FC-layer. This representation has adaptive temporal length. For each batch we find the maximal temporal length of the audio signal, and zeropadded the shorter audio representations. We then fine-tune each audio file using a 1D conv layer with a bias. We obtain the audio representation r A ∈ R n A ×d A , where n A is the maximal temporal length of a given batch and d A is the embedding dimension. Question: We start with an adaptive-length list of 1-hot word-representations. For each batch we find the longest sentence, and zero-pad shorter ones. We embed each word using a linear-embedding layer, followed by a single layer LSTM-net with dropout. The last hidden state of the LSTM is the question representation r Q ∈ R n Q ×d Q , where n Q is the length of the maximal sentence for the given batch and d Q is the embedding dimension. History: The history data source consists of the past T question-answer pairs, which we denote by H = (Q, A) t∈{1,...,T } . The history embedding consists of two components: we first embed each question-answer pair (Q, A) t using a LSTM-net to get T representations of the history. We then feed these representations into another LSTM-net to obtain the vector representation r H ∈ R d H , where d H is the history embedding dimension.
We embed each question-answer pair (Q, A) t following the question embedding above. A question-answer pair starts with a list of 1-hot word-representations of the words in the question followed by 1-hot word-representations of the words in the answer. For each batch we find the longest question-answer sequence, and zero-pad the shorter ones. We embed each 1-hot vector using a linear-embedding layer, followed by a two layer LSTM-net with a dropout. The last hidden state of this LSTM-net is the vector representation of (Q, A) t , which we denote by r t . We embed the history by feeding r 1 , . . . , r T to a one layer LSTM-net with dropout, in order to capture the temporal aspect of the question-answer history. To deal with the adaptive length of history interactions, for each batch we find the interaction with the longest history, and zero-pad question-answer pairs with shorter history. The final LSTMnet hidden state is the history representation r H ∈ R d H , where d H is the history embedding dimension.
Results
In the following we evaluate the discussed baseline on the Audio Visual Scene-Aware Dialog (AVSD) dataset. We follow the proposed protocol and assess the generated answers to a user question given a dialog context [2, 25] . This context consists of a dialog history (previous questions and answers) in addition to video and audio information about the scene. Our code is publicly available 1 .
AVSD v0.1 Dataset
The AVSD dataset consists of annotated conversations about short videos. The dataset contains 9,848 videos taken from CHARADES, a multi-action dataset with 157 action categories [61] . Each dialog is obtained from two Amazon Mechanical Turk (AMT) workers, who discuss about events in a video. One of the workers takes the role of an answerer who had already watched the video. The answerer replies to questions asked by another AMT worker, the questioner.
The questioner was not shown the whole video but only the first, middle and last frames of the video. The dialog revolves around the events in and other aspects of the video. The AVSD v0.1 dataset is split into 7,659 train dialogs, 1,787 validation and 1,710 test dialogs. Because the test set doesn't currently include ground truth, we follow [25] and evaluate on the 'prototype test-set' with 733 dialogs. Because the 'prototype test-set' is part of the 'v0.1 validation-set,' we use the 'prototype validation-set' with 732 dialogs, which doesn't overlap with the 'prototype test-set. ' 
Implementation Details
Our system relies on textual, visual and audio data representations, i.e., r α for α ∈ {A, Q, V 1 , . . . , V F }. For the video representation we randomly sample F = 4 equally spaced frames, and use the last conv layer of a VGG19 having a dimensions of 7 × 7 × 512. Therefore the visual embedding dimension is d V = 512. After flattening the 2D Table 1 : Results for the AVSD dataset for CIDEr, BLEU1, . . . , BLEU4, ROUGE-L, METEOR. We provide a comparison to the baseline and a detailed ablation study separated into categories and discussed in Sec. 4.5. We also report the number of parameters for each baseline. 
Training
We use a cross-entropy loss on the probabilities, p(y i |y <i , x) to train the answer generator, the attention and the embedding layers jointly end-to-end. The total amount of trainable parameters are 8,359,107. We use the Adam optimizer [34] with a learning rate of 0.001 and a batch size of 64. During training after each epoch we evaluate our performance on the validation set using a perplexity metric. We stop our training after two consecutive epochs with no improvement.
We use a standard machine with an Nvidia Tesla M40 GPU for all our experiments. Training our system takes 4 epochs to converge vs. 9 epochs for the baseline (see Fig. 5 ). Each epoch takes 8 minutes vs. 13 minutes for the baseline. In total, training our model takes approximately 30 minutes.
Performance Evaluation:
We evaluate the performance of our system using several metrics. Our prime metric is CIDEr, the Consensus-based Image Description Evaluation, which measures the similarity of a sentence to the consensus [66] . We also evaluate our performance on the ROUGE-L metric (Recall Oriented Understudy of Gisting Evaluation). This is a recall-based metric that measures the longest common subsequence of tokens [38] . The METEOR metric is a unigram precision and recall that allows for matchings between candidates and references [7] . We also evaluate our performance using the traditional BLEU score, which measures the effective overlap between a reference sentence and a candidate sentence. We measure the geometric mean of the effective n-gram precision scores, for n = 1, . . . , 4 and refer to these as BLEU1,. . ., BLEU4.
Quantitative Results and Insights for a Good Baseline
We compare to the baseline discussed in [25] . In the following we explore the various components of audio-visual dialog systems and present our insights for constructing a simple and effective baseline. These insights cover all aspects of our system: feature embedding, attention, fusion and training techniques. We particularly emphasize the importance of spatial features for AVSD, which we contrast with the action recognition based I3D features. Question Bias and Basic Baselines: We revisit the scores published by [25] and assess a basic seq2seq-type baseline, with no attention [64] . In this variant, which we call q in Tab. 1, we encode the question using a word embedding (with embedding dimension of 128) and a 1-layer LSTM-net (with hidden state dimension of 256 compared to a dimension of 128 in the baseline), without any video or history related features. For decoding, another 1-layer LSTM-net (with hidden state dimension of 256 compared to a dimension of 128 in the baseline) is used. Surprisingly, this model alone was able to surpass the current baseline of [25] . Similar results are also reported in [55] . This indicates that there might be bias-problem within the AVSD dataset, no visual information is needed. For instance a common question is "How many people are in the video?", but videos in many cases feature only one person. Another example are questions of the form "is it indoor?" which are meaningless since the CHARADES dataset focuses on indoor activities. Another possible explanation for this good result is the encoding of the answer in the question. For instance, a question "this person is standing in a kitchen correct?" is GT: the pillow is brown in the video .
Ours: it appears to be a brown pillow .
q+h+att: the pillow is white in the video .
baseline: it appears to be black . q+h+vgg-spatial+audio: the blanket is white and white .
i3d-rgb-temporal: it looks to be white .
Q: what color is the pillow ?
Q: is he holding something in his hand ? GT: a sandwich and then he gets a drink .
Ours: yes , he is holding a sandwich in his hand .
q+h+att: yes , he is holding a broom .
baseline: yes , he is holding a book .
i3d-rgb-temporal: yes , he is holding a cell phone in his hands .
q+h+vgg-spatial+audio: yes , he is holding a bag of chips .
GT: i think shes wearing a sweatshirt and sweatpants Ours: she is wearing a black sweatshirt and jeans q+h+att: she is wearing a blue shirt and jeans . baseline: she is wearing a blue shirt q+h+vgg-spatial+audio: she is wearing a blue shirt and jeans. i3d-rgb-temporal: she is wearing a blue shirt and black pants Q: whats she wearing ?
GT: he looks like he is watching television at the end .
Ours: yes he is watching television .
q+h+att: yes , he is watching tv .
baseline: no , he is not talking in the video q+h+vgg-spatial+audio: yes he is watching something on the laptop .
i3d-rgb-temporal: no , he is not watching tv .
Q: is he watching tv ?
GT: she looks like she is alone Ours: no , she is alone in the video .
q+h+att: no she is the only one in the video .
Baseline: no , she is the only one in the video q+h+vgg-spatial+audio: she is the only one in the video i3d-rgb-temporal: no one else is in the video Q: is anyone else with her ?
GT: no i do not see that .
Ours: no he does not put it in the sink .
q+h+att: yes , he puts it down on the counter .
Baseline: no he does not put it on the table .
q+h+vgg-spatial+audio: no he does not put the cup down .
i3d-rgb-temporal: no he does not put it down .
Q: does he put the glass in the sink ? Figure 6 : An illustration of out 4-framed samples from a video along with the relevant attention variables. Our attention treats any frame as different component. This allows the attention module to learn different attention behaviors for different temporal locations. We observe the first and fourth samples are noisier, while the second and third attend to specific interesting locations. Our multimodal attention also generates attention for questions, illustrated over the question via a word heat map. We provide generated answers for different baseline models: q+h+att, is a model with only history and question input; i3d-rgb-temporal is a model with temporal features instead of spatial; q+h+vgg-spatial+audio is a model without attention. We also compare to the generated answer by [25] . the ground-truth is denoted by GT, and our final model denoted by Ours.
answered with "yes he is in the kitchen." Moreover, generative evaluation is also more prone to biases, as the evaluation emphasizes correct sentence structure rather than correctness of the answer. Very recently, a discriminative approach was proposed [1] . The bias problem is not unique to AVSD, and was also discussed for Visual Question Answering [22] .
To further improve the most basic baseline q, we add more modalities. We use the fusion and embedding techniques of the proposed model but omit attention. Instead of attention, we use a mean over the representation for visual and auditory data sources, and the last hidden state of the LSTM-net is used to represent the question data source. We found that our model can utilize any modality supplement, even without attention. In the 'basic baselines+attention' section of Tab. 1 we assess versions with attention, which brings us closer to our full model.
Spatial vs. Temporal Information:
Current methods focus on temporal models and often naïvely reduce the spatial dimension [25, 70, 80] . In contrast, for closely related visual reasoning tasks, such as visual dialog and visual question answering, it is broadly accepted that spatial attention is necessary. Therefore, it is unlikely that video reasoning is effective when simply reducing the spatial dimension. Indeed, we find better results when reducing the temporal dimension with sampling techniques and employing attention to reduce the spatial dimension. In Fig. 6 we observe that a small subset of frames (e.g., 4) is usually enough for an almost complete understanding of the video. In the 'i3d-features-&-spatial-temporal' section of Tab. 1, we compare spatial-based features to temporal-based ones. The temporal features are computed on a stack of 16 video frames, and are treated as an input modality to our attention mechanism. Attention choses the relevant temporal locations. The temporal attended representation was fed to the Aud-Vis LSTM-net along with the audio attended-features. For the i3d-rgb-flow version we also use the I3D model based on optical flow features as an additional data component. This resulted in a drop in performance compared to the spatial-based i3d-features reported in the i3d-rgb-spatial-10 line of Tab. 1. We also test different number of sampled frames. Interestingly, only one frame is already very useful for AVSD, and too many VGG-frames harm performance. Note that each frame is coupled to an attention-score and treated as a modality, which explains why too many frames can add noise to the inferred multimodal probability.
I3D
Features vs. VGG: I3D features are widely used as video-based feature extractor (cf . [9] ), discarding the classical image-based features, e.g., VGG. They are extracted from a model trained on the Kinetics Dataset, a dataset for action recognition, and have been shown to improve many video tasks. We find that while I3D features have repeatedly been shown to improve on action-recognition tasks, they are not as useful in the answer generation task of AVSD. Equipped with VGG features we were able to achieve comparable re-sults to the i3d-rgb-spatial-20 version. The i3d-rgb-spatial features are 4 times bigger (7x7x512 vs. 2x7x7x1024), as well as more complicated to extract. Seeking simplicity, we report scores with the VGG-based features subsequently. This may also indicate a weakness in the dataset, as this solution seems to be sub-optimal for action-related questions (e.g., classifying sequences of actions). Not only do we naïvely sample temporal frames, but also do we not use I3D features that were extracted from a network trained for action-recognition, yet we achieve good results. Attention Model: We assess different components of the attention model. See Sec. 3.2 for details about local evidence and cross data evidence. We found that every component contributes to the model, especially the cross-data component. The cross-data component determines the attention score of an element by considering interactions with other modalities. For instance, a region in the second frame can affect a region in the third frame, or perhaps a word in the question.
To find the simplest attention module, we also explored the option of grouping together the parameters for all video frames, i.e., ' we show a version that uses an additional multimodal attention step over the video-related attended vector, called temporal-attention. Another attempt is summation polling of the vectors, and weighted summation with scalers. Instead, we note the sequential information of a V 1 , . . . , a V F that naturally calls for the use of an additional LSTM unit, which we call Aud-Vis (see Fig. 4 ). We think audio is a more general cue while frames have more specific information. Ordering is guided by the intuition that LSTM-based encoding commonly starts with more general information. To verify this intuition, in video-audiolstm, we performed additional experiments with ordering of
Next we find a good way to input elements into the answer generation LSTM-net. We first analyze the basic q model. A classic decoder, where encoded q are fed as first hidden state to the LSTM-net is reported in the 'q-first-state' row in Tab. 1 (decoder-input section). This suggest that textual data should be concatenated to the decoder inputs. Concatenating all modalities to the input, which is reported in the 'all-concatinput' line in Tab. 1 drops the performance, suggesting that a dichotomy of video-related and textual-related features is useful. To incorporate the audio signal, we find it's best to use it as a first state in the Aud-Vis LSTM-net. A version where we concatenated the audio attended vector to a T is referred to as 'q+h+a-concat-input+s-first-state.' The model behaves the best when the fused video related features were used as the initial state h 0 of the Ans-Generation LSTMnet. Our state-of-the-art model further improves the fusion technique by using the Aud-Vis LSTM-net to generate h 0 which captures the temporal information of audio attention a A and the visual attention a V 1 , . . . , a V F . Weight Initialization: An important aspect is the initialization of the deep net parameters. We observed a significant improvement using Kaiming normal initialization or Xavier initialization for all LSTM models [23, 21] . Beam Search Width: In an attempt to improve the overall evaluation time, we experimented with different beam width. We found that although beam search is useful for generation, a width of 2 achieves almost as good results. Our version use 3-width beam search.
Qualitative Results
In Fig. 6 , we show several examples of generated answers of five models, our final model, a version without any attention (q+h+vgg-spatial+audio), a version with temporal I3D features (i3d-rgb-temporal), a version with only textual modalities (q+h+att), and the baseline [25] . The groundtruth is referred to via GT. Additionally, we take advantage of the interpretability of attention modules to also illustrate the attention probabilities of our final modal on 5 different modalities, i.e., our 4-frames, and the question. First, we observe an interesting behavior of our attention model: each sampled frame is attended a differently, which captures different features from different frames. The first and fourth frames are noisier and extract general concepts, while the second and third capture unique aspects of the video, e.g., a person, a couch. This behavior can be associated with the temporal aspect of the frames. Meaning it is more important to capture general aspects at the end and at the beginning, but in the middle we reveal the important specific concepts. Additionally, the question attention attends to the informative words. Our generated answers are usually more aware of the scene, and less prone to bias. For instance, in the first row, the question is "what color is the pillow?." We observe our model to be able to answer the correct color, while all other model variants answer with white, the most-common color of a pillow. In another question "whats she is wearing," our model was the only one to relate to her black sweatshirt.
Conclusion
We propose a simple baseline for Audio-Visual SceneAware Dialog that surpasses current techniques by 20% on the CIDEr metric. Pioneering on this task, we carefully evaluated our approach. We hope our analysis can bridge the gap between video-reasoning and image-reasoning.
