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Using bi-spinor fields we write the pseudo-scalar and bi-spinor fields
that are characterized by the field functions of coordinates of several
particles, namely multi-particle fields. By applying the quantization
procedure to these multi-particle fields, hadronic creation and an-
nihilation operators have been obtained. Due to internal degrees
of freedom of such hadron field, it can interact with gauge fields.
This interaction is introduced by a standard derivative extension.
The gauge field which was obtained in this way revealed to be a
multi-particle field. We construct the dynamic equations for this
multi-particle gauge field. It was shown that the solutions of these
equations can describe the interaction of quarks inside hadrons and
also the interaction of quarks in different hadrons via two-particle
gluon field. Quanta of this two-gluon field can be considered as
bound states of two gluons. These solutions describe confinement
of quarks and gluons.
multi-particle | spinor | pseudo-scalar | confinement | asymptotic freedom
| quakrs | gluons
Introduction
As was shown in references [1, 2, 3, 4, 5], in the framework of
perturbative φ3 theory, it was possible to reproduce the quali-
tative features of the hadron’s total cross-section spectrum as
a function of
√
s. A new mechanism has been proposed that
may explain the origin of the asymptotic growth of the total
cross-section of hadron-hadron scattering. In framework of
those models also possible to recreate inclusive cross-section
spectra within changes of energy, where spectrum has just one
maximum point at low energies, which may be replaced by two
symmetrical maximum with increase of energy [6]. However,
results of such models allow to describe experimental data
only qualitatively.
To move to the quantitative level one should manage to do
the same computations in QCD, which is much more realistic
theory of processes that occur in hadron scattering with re-
spect to above mentioned φ3 theory. On the one hand within
QCD one may use the same computation methods and con-
sider the same physical mechanisms as in [7, 8]. On the other
hand, there is a significant problem, which makes impossible
an automatic translation of the results, which were obtained
using perturbation theory in φ3, to perturbative QCD theory.
This is a well-known problem, the interactions occur between
quarks with help of gluons, while initial and final states always
show up as their bound states (colorless), namely hadrons.
From a general point of view of perturbation theory this ob-
servation manifested in the fact that Feynman diagrams use
only quark and gluon lines, but there are no hadron lines. If
one will consider such diagrams for construction of the scat-
tering amplitude, the energy-momentum conservation law will
be imposed on four-momenta of quarks, not on four-momenta
of hadrons, as in experiments. This is a consequence of the
fact that the Hamiltonian of a system do not reach asymp-
totically the Hamiltonian of free particles, if one will consider
quarks and gluons as constituent particles of such a system.
Therefore, we are not able to “turn on” and to “turn off”
the interactions as in the regular Sˆ – matrix approach, since
this interaction is the very essence of the mechanism that en-
sures the existence of hadrons as bound states of constituents
quarks.
As it seems to us this problem is not associated exclusively
with the application of the perturbation theory, rather it is re-
lated to the fact that all existing field theories are formulated
in terms of single-particle occupation numbers of preceding
states [9]. While quark states inside hadrons are not single-
particle and principally cannot be expressed through single-
particle states, since, due to relativistic invariance each such
single-particle state should be characterized by a certain value
of the energy-momentum. In the end, we return to the above
mentioned problem of application of the energy-momentum
conservation law, regardless of the choice of method for de-
scribing the scattering process.
Usually these difficulties are overcome by use of parton
models [10, 11, 12]. However, these models are much more
adapted to the calculation of the inclusive characteristics of
scattering processes rather than to the complete description
of those processes. In particular, the system of multi-parton
distribution functions for hadrons in the initial state, when
there is no interaction between partons, is unknown. Deter-
mination of these functions is the problem by itself which yet
further complicates the description of the scattering process.
However, if we believe that a hadron in the initial and
final state of the scattering process, i.e. before or after in-
teraction with other particles, is composed of a certain num-
ber of specific constituent quarks [13, 14, 15, 16], then one
may try to describe the internal state of such hadron using a
non-relativistic approximation. In other words, one may try
to describe this internal state by the probability amplitude,
which can be found as a solution of the Schro¨dinger equation
with respect to the selected potential. It can be shown that if
considering the non-relativistic bound state, one turns to the
Jacobi coordinates [17] and splits out the internal state from
the system-center-of-mass with respect to the initial reference
frame, then the transition to the new reference frame should
not change the internal state, as was proved in [18, 19].
In this paper we propose to consider multi-particle field
operators which will modify the occupation numbers of the
multi-particle hadron states. The interaction of the colorless
hadrons with gauge fields in this case can be described through
the quark’s internal degrees of freedom.
The constituent quarks will be described by bi-spinor fields
Ψs(x), Ψ¯s(x), s = 1, 2, 3, 4, .... The corresponding field func-
tions of these fields are defined in Minkowski space, denoted
by Mx, x ∈Mx. The range of values of quark’s field functions
is a linear space where either the bi-spinor representation of
the Lorentz group or its Dirac-conjugate representation is re-
alized. These spaces are denoted by B and B¯ respectively.
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Here we introduce the following notation:
Ψˆ =


Ψ1
Ψ2
Ψ3
Ψ4

 , ˆ¯Ψ = Ψˆ†γˆ0, [1]
where γˆ0 is the Dirac matrix.
Let’s consider the tensor product of the two M ⊗M , or
three Minkowski spaces, M ⊗M ⊗M (for meson and baryons
respectively) and the tensor product B¯ ⊗ B, or B ⊗ B ⊗ B.
The representations of the Lorentz group are realized on the
tensor products B¯⊗B or B⊗B⊗B. By expanding these prod-
ucts into direct sums of the invariant subspaces with respect
to these representations one may reduce these representations
to a pseudo-scalar form in case of B¯⊗B, or bi-spinor form in
case of B¯ ⊗B, or B ⊗B ⊗B:
B¯ ⊗B = I ⊕ · · · , B ⊗B ⊗B = B ⊕ · · · ,
B¯ ⊗ B¯ ⊗ B¯ = B¯ ⊕ · · · .
[2]
Here I is the invariant subspace on which the pseudo-scalar
representation may be realized; the ellipses denote the rest of
invariant subspaces which are not sufficient in this case.
Further, we can consider mapping M ⊗M into I , which
we denote by φ(x1, x2) and φ
∗(x1, x2), where x1, x2 ∈M . The
mapping of M ⊗M ⊗M manifold into B and M ⊗M ⊗M
into B¯ is denoted through Ψs(x1, x2, x3), and Ψ¯s(x1, x2, x3)
respectively, where s = 1, 2, 3, 4, and x1, x2, x3 ∈ M.
Afterwards, we want consider the non-relativistic ap-
proximation for the internal dynamics of the constituent
quarks. In this approximation the field functions φ(x1, x2),
Ψs(x1, x2, x3), Ψ¯s(x1, x2, x3) have to become the probability
amplitudes, which have to be computed for the same values
of time coordinates for all particles with respect to the ref-
erence frame, where we do our measurements. These issues
were discussed in detail in Ref.[18, 19]. Consequently, later in
the paper we will examine fields only on a submanifold of the
entire tensor product M ⊗M , or M ⊗M ⊗M , which has the
following boundaries x01 = x
0
2, or x
0
1 = x
0
2 = x
0
3. It is conve-
nient to make a transition to this submanifold by introducing
the 4-space Jacobi coordinates on these tensor products:
Xa =
xa1 + x
a
2
2
, ya1 = x
a
2 − xa1 ,
Xa =
xa1 + x
a
2 + x
a
3
3
, ya1 = x
a
3 − x
a
1 + x
a
2
2
, ya2 = x
a
2 − xa1 ,
[3]
where a = 0, 1, 2, 3. Here the first line corresponds to two-
quark systems, and the second line – to three-quark systems.
On the subset that we will consider in this paper within
variables of Eq.(3) one may select the following condition:
y01 = 0, or y
0
1 = y
0
2 = 0. [4]
The internal variables we will denote as
yi =
(
y1i , y
2
i , y
3
i
)
, i = 1, 2, [5]
the multi-particle fields we denote as φ(X,y1), Ψs(X,y1,y2),
Ψ¯s(X,y1,y2), where we use the notation
X ≡


X0
X1
X2
X3

 . [6]
Of course, the conditions in Eq.(4) cannot be imposed in a
Lorentz invariant way. That is, observers in different inertial
systems, by imposing the conditions of Eq.(4), will mark out
different submanifolds on the corresponding tensor products
of the Minkowski spaces. However, as was discussed in detail
in [18, 19] in case of a general Lorentz transformation (i.e. one
which has boost and cannot be reduced to pure rotations) in-
ternal changes in the different inertial reference frames cannot
be connected between each other neither via Lorentz transfor-
mations nor by using any other methods. In case of rotations
each of them behaves like a regular three-dimensional vec-
tor. Speaking further about Lorentz transformations we will
merely bear in mind a transformation that cannot be reduced
to rotations. Instead, the expression in Eq.(6) is transformed
as a contravariant four-vector under Lorentz transformations.
Thus, as was shown in [18, 19], the dependence of multi-
particle fields on internal variables is the same in different
inertial reference frames. Therefore, considering, for instance,
the quantity
A =
∫
Ψ¯s (X,y1,y2)Ψs (X,y1,y2) dy1dy2, [7]
we get in another reference frame (the repetition of the index
s implies summation over this index):
A =
∫
dy′1dy
′
2Ψ¯s1
(
X = Λ−1X ′,y′1,y
′
2
)
D−1s1s (Λ)
×Dss2 (Λ)Ψs2
(
X = Λ−1X ′,y′1,y
′
2
)
.
[8]
Here Λ is a Lorentz transformation, Dss2(Λ) and D
−1
s1s(Λ) are
the corresponding elements of the Λ matrix transformation
in the bi-spinor representation of the Lorentz group and its
inverse transformation, respectively. At the same time the
y′1, y
′
2 do not couple to y1, y2. Given that the integrands in
Eq.(7) and Eq.(8) are the same functions of the internal vari-
ables, namely the integrand in Eq.(7) is the same function of
variables y1, y2 as is the integrand in Eq.8 with respect to the
variables y′1, y
′
2. One may note that the integrals differ only
by notations of the integration variables. Therefore, A takes
the same values in different inertial reference frames, similar
to the Ψ¯s(X)Ψs(X) expression which is the Lorentz invariant
in case of ordinary single-particle field.
Integration over y1, y2 becomes the analog of summation
of color and flavor indices, which justifies the use of the term
“internal variables” for these variables, since they are not con-
nected to Lorentz transformations.
The above reasoning leads to the conclusion that, even
though one cannot decouple expression Eq.(4) in a Lorentz-
invariant way, the end result can still be harmonized with the
principle of relativity.
For imposition of the multi-particle fields using the de-
scribed method further in this work, we propose the dynamical
equations and construct the corresponding Lagrangians with
constants of motions. Then, we will implement the quanti-
zation procedure. The transformation of the field operators
with respect to spacetime shift, not the boost [20], is played
an important role in the interpretation of field operators as
those that are modifying the occupation numbers of the single-
particle states. We would like to emphasize this statement
because due to this shift, see Eq.(25), multi-particle fields
are manifested. As seen from the definition of Eq.(3), the
internal Jacobi coordinates stay unchanged, while the coordi-
nates Xa are modified similarly to the normal single-particle
coordinates. As will be shown later, this leads to the fact
that the energy-momentum of a system becomes the energy-
momentum of two-particle or three-particle systems, via the
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multi-particle field operators, that appear as a result of quan-
tization of the multi-particle fields. Thus, they can be inter-
preted as the hadron’s creation and annihilation operators.
Therefore, by considering a theory with such operators one
obtains the conservation law especially for four-momenta of
hadrons as it should be.
So far, for brevity we did not write out the internal in-
dices corresponding to the color, c, and flavor, f , for single-
particle quark fields. Henceforth, we will assume that the
single-particle quark fields have appropriate degrees of free-
dom, and they transform with respect to the fundamental
representation of the SUc(3) and SUf (3) groups respectively.
As a result of the tensor multiplication of these fields, the
obtained multi-particle fields will transform with respect to
tensor products of this representation. These representations
are implemented on a linear space of values of the tensor multi-
particle field functions. Laying out this space into a direct sum
of subspaces that are invariant with respect to all transforma-
tions of considered representation, we select the subspace on
which a trivial representation of SUc(3) group has been im-
plemented. Then we will consider a multi-particle field as an
element of this subspace. In this way we take care of the
colorlessness of hadrons. However, the presence of internal
indices of the field, which is a consequence of the existence
of internal quark degrees of freedom, allows one to introduce
the interaction with the gauge field through the conventional
derivative extension procedure. The requirement of simul-
taneity, Eq.(4), leads to the fact that this field should also be
considered as multi-particle field. The operators of this field,
as will be shown further, correspond to the creation and anni-
hilation operators of bound states of gluons, see Eq.(28) and
the comments below.
Using the multi-particle hadron fields that can interact
by the multi-particle gauge fields, which in turn may gener-
ate secondary particles by interactions with the hadron fields,
one may obtain a method to describe the processes of elas-
tic and inelastic scattering of hadrons with the “correct”
law of energy-momentum conservation, which is imposed on
the energy-momenta of hadrons rather than on constituent
quarks.
Two-particle scalar field
As the simplest example model of multi-particle fields let us
consider the two-particle scalar field.
Let us consider a system of two noninteracting scalar par-
ticles. Usually the state of such system is described by the
Fock-space elements:
|Ψ〉 =


0
0
Ψ2 (t, r1, r2)
0
...

 . [9]
Dynamics of this state is described by the time evolution oper-
ator that is constructed on a basis of the single-particle Klein-
Gordon-Fock equation [21, 22, 23, 24]. However, due to the
fact that we are considering the system of noninteracting par-
ticles, the two-particle state in process of dynamical evolution
will remain a two-particle state. Moreover, we are going to in-
clude interactions between those particles to the system, even
through the characteristic values of the energy of this inter-
action and the energy of the relative motion of these particles
are negligible – i.e. not enough to produce another particles.
The system with such interactions will remain a two-particle
system even if one would like to consider it with respect to
the reference frame where the entire system has relativistic
energy. Thus, one can ask questions about the dynamical
two-particle operator in this case.
On the other hand, the square modulus of Ψ2(t, r1, r2)
is equal to the joined density probability for the coordinates
of two particles, if measurements of the coordinates will be
performed simultaneously with respect to the reference frame
where the state Eq.(9) is considered. The dynamic oper-
ator, which is built by using the energy operator for the
single-particle Klein-Gordon-Fock field ignores this simultane-
ity; therefore it also leads to the issue of the construction of
the two-particle operator.
Given that we consider noninteracting particles, one may
write the Klein-Gordon-Fock equation for each of them and
examine the following system of equations:

−gab ∂2φ(x1)
∂xa
1
∂xb
1
−m2φ(x1) = 0,
−gab ∂2φ(x2)
∂xa
2
∂xb
2
−m2φ(x2) = 0.
[10]
Note, that here and further the Klein-Gordon-Fock equation
will be written using the Bogolyubov convention, where gab
is the Minkowski tensor. The value of functions φ(x1) and
φ(x2) at the arbitrary points x1 and x2 are independent vari-
ables, so the system of equations, Eq.(10), is equivalent to the
equation:(
−gab ∂
2φ (x1)
∂xa1∂x
b
1
−m2φ (x1)
)
φ (x2)
+ φ (x1)
(
−gab ∂
2φ (x2)
∂xa2∂x
b
2
−m2φ (x2)
)
= 0.
[11]
At this point we introduce the two-particle scalar field
φ(x1, x2):
φ (x1, x2) = φ (x1)φ (x2) . [12]
Then Eq.11 can be rewritten as:
−gab ∂
2φ (x1, x2)
∂xa1∂x
b
1
− gab ∂
2φ (x1, x2)
∂xa2∂x
b
2
− 2m2φ (x1, x2) = 0.
[13]
Note, that writing the functions of x1 under the sign of the
derivative of x2 and vise versa is possible everywhere in the
domain where the function, Eq.(12), is defined; except for the
subset where x1 = x2. Along the surface x1 = x2, this opera-
tion is forbidden. However, this subset has a zero measure in
the whole tensor product of the two Minkowski spaces for two
particles. Given that the equations which will be considered,
do not lead to existence of certain features of the two-particle
function, Eq.(12), on this subset, it should give us vanishing
contribution to the integrals over the domain, where this two-
particle function is defined. Thus, this subset can be ignored
in the integrals that define the physical quantities. That is
why, here and in the remainder of the paper, we are going to
make analogical transformations.
Now we show, that if one will examine Eq.(13) as dynam-
ical equations for two-particle scalar field φ(x1, x2), then one
will get a meaningful result from a physical point of view.
The Eq.(13) can be obtained as the Euler-Lagrange equa-
tion from Lagrangian:
L (x1, x2) =
1
2
(
gab
∂φ (x1, x2)
∂xa1
∂φ (x1, x2)
∂xb1
+gab
∂φ (x1, x2)
∂xa2
∂φ (x1, x2)
∂xb2
− 2m2φ2 (x1, x2)
)
.
[14]
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Transforming this Lagrangian with the help of the two-particle
four-space Jacobi coordinates [3] we get:
L (X, y1) =
1
2
gab
(
1
2
∂φ (X, y1)
∂Xa
∂φ (X, y1)
∂Xb
+2
∂φ (X, y1)
∂ya1
∂φ (X, y1)
∂yb1
− 2m2φ2 (X, y1)
)
.
[15]
Let consider the Lagrangian Eq.(15) for the functions defined
on the subset in Eq.(4). Due to the fact that the functions
along this subset do not depend on y01 the corresponding
derivatives are equal to zero and the Lagrangian takes the
form:
L (X,y1) =
(
1
4
gab
∂φ (X,y1)
∂Xa
∂φ (X,y1)
∂Xb
−
3∑
d=1
(
∂φ (X,y1)
∂yd1
∂φ (X,y1)
∂yd1
)
−2m2φ2 (X,y1)
)
.
[16]
Note, that from this moment on, the field φ(X,y), gener-
ally speaking, ceases to be a product of solutions of Eq.(13),
because these equations, even if one will consider them at
the same values of time x01 = x
0
2, contain derivatives ∂/∂x
0
1
and ∂/∂x02 respectively (derivatives at “their own” times).
Whereas in consideration of the equations for the field φ(X,y)
it is allowed just a derivative along the plane of the simul-
taneity defined as Eq.(4). Physically it means that we have
a reduced symmetry with respect to the time shift. If, be-
fore the transition to the plane of the simultaneity, one may
shift each of the variables x01 and x
0
2 independently from each
other, afterwards, once we move to this plane, one can shift
only the common value of these variables. As a result, instead
of the energies of the separate particles, we obtain the energy
of the whole two-particle system. Formally, now we can say
that instead of the two single-particle fields we obtain a new
two-particle field, which is separate from them.
The action will be defined as an integral over the La-
grangian from Eq.(16) on a selected submanifold:
S =
∫
d4Xdy1L (X,y1) . [17]
As was discussed in the previous section, if one will con-
sider the components of y1 as internal variables, then this
action has the same values in all inertial reference frames.
The Euler-Lagrange equation that is generated by the La-
grangian of Eq.(16) has the form:
−gcd ∂
2φ (X,y1)
∂Xc∂Xd
−
(
(2m)2φ (X,y1)
−2 (2m)
(
1
m
∆y1φ (X,y1)
))
= 0.
[18]
Here by ∆y1 we denote the Laplace operator, which is defined
with respect to the components of the vector y1.
If we consider the non-relativistic problem of two nonin-
teracting particles then in terms of the Jacobi variables one
will obtain the expression for the internal Hamiltonian of the
system as:
Hˆ internal = (2m) Eˆ − 1
m
∆y1 , [19]
where Eˆ is a unity operator. In this non-relativistic approxi-
mation, the eigenvalues of the operator
(
− 1
m
∆y1
)
should be
small with respect to 2m. Therefore, with a precision up to
order of
(
− 1
m
∆y1
)2
, instead of Eq.(18) we can write:
− gcd ∂
2φ (X,y1)
∂Xc∂Xd
−
(
Hˆ internal
)2
φ (X,y1) = 0. [20]
This equation is obtained for noninteracting fields. The
internal Hamiltonian has the form of the kinetic energy oper-
ator defined with respect to the motion of free particles. In
later sections it will be shown that if one uses the Lagrangian
with extended derivatives instead of the free Lagrangian of
the type in Eq.(14), then the internal Hamiltonian will include
the corresponding operator of the potential energy, which will
guarantee the existence of the bound state. For a stable bound
particle, the dependence of the field φ(X,y1), from internal
variables can be determined by the requirement that this func-
tion has to be an eigenfunction of the internal Hamiltonian
corresponding to the smallest eigenvalue. Then, instead of the
mass-squared term in the “original” Klein-Gordon-Fock equa-
tion, for the two-particle equation the square of this smallest
eigenvalue will appear, as expected.
In this section, we still continue the consideration of the
two-particle scalar field, constructed from the two noninter-
acting fields. It is not difficult to implement the usual descrip-
tion program of quantum fields [20] for the two-particle field
φ(X,y1). In particular, the general solution of Eq.(18) can
be written as a sum of the negative and positive frequency
solutions φ(X,y1) = φ
−(X,y1) + φ
+(X,y1), where:
φ−(X,y1) =
1
(2pi)3/2
∫
dpdq1√
2p0 (p,q1)
× φ− (q1 · y1) exp (−ipX − i (q1 · y1)) ,
[21]
φ+(X,y1) =
1
(2pi)3/2
∫
dpdq1√
2p0 (p,q1)
× φ+ (q1 · y1) exp (ipX + i (q1 · y1)) ,
[22]
Here by p, we denote the four-vector:
pa =


p0 (p,q1)
−px
−py
−pz

 . [23]
The zero component is defined from the mass shell require-
ment
p0 (p,q1) =
√
(2m)2 + p2 + q12. [24]
For the multi-particle fields one may prove Noether’s the-
orem and derive the constants of motion. Hereby, due to
transformation of the spacetime shift that can be written as:
x′
a
1 = x
a
1 +∆x
a,
x′
a
2 = x
a
2 +∆x
a,
φ′ = φ
[25]
as seen from Eqs.(3), nontrivial transformation has only Xa
while internal coordinates remain unchanged.
The energy-momentum four-vector of the multi-particle
field with the help of Noether’s theorem, can be written using
the negative and positive frequency coefficients φ−(p,q1) and
φ+(p,q1) that are included into the formulas Eq.(21)-(22), in
the usual for scalar field way, with the only exception that the
internal integration over the internal momentum q1 is added:
P a =
∫
dpdq1p
aφ+ (p,q1)φ
− (p,q1) . [26]
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When the index a is equal to 0, the p0 in Eq.(26) is defined
through formula (24).
Due to the fact that during the transformation of the
spacetime shift, only the components of the four-vector Xa
are changed, in the transition to the quantum field theory
one may obtain in a conventional manner [20] that the field
operators φ(X,y1) fulfill the requirement:
∂φˆ (X,y1)
∂Xa
= i
[
Pˆa, φˆ (X,y1)
]
[27]
As a consequence of this equation, taking into account
Eq.(21) and (22), we got the following relations:[
Pˆa, φˆ
− (p,q1)
]
= −paφˆ− (p,q1) ,[
Pˆa, φˆ
+ (p,q1)
]
= paφˆ
+ (p,q1) ,
[28]
which allow one to interpret φˆ−(p,q1) and φˆ
+(p,q1) as cre-
ation and annihilation operators. Thus, based on Eq.(24), the
action of these operators on a Fock’s state describing creation
and annihilation processes of particles of mass
√
(2m)2 + q21,
or of the smallest eigenvalue of operator Hˆ internal, once inter-
action between particles has been taken into account. This
particle can be considered as a particle that consists of two
particles with mass m, similar to how the two-particle scalar
field is constructed as a product of two single-particle fields.
Of course, the example examined in this section is purely
a model. In the next sections, we consider more interesting
cases for experiments.
Pseudo-scalar meson fields constructed from two bi-
spinor fields
The aim of this section is to construct the pseudo-scalar field
with the help of two bi-spinor fields, keeping in mind that
mesons are bound states of quark and antiquarks. Creation
and annihilation operators of this field will correspond to cre-
ation and annihilation of mesons. Due to internal coordinates
such a meson can interact with the gluon field, which will help
to describe the production of such a meson in hadron-hadron
scattering.
The tensor product of the two bi-spinor fields Ψs2(x2) and
Ψ¯s1(x1), that correspond to quarks, can be represented as ma-
trix:
Ψs1s2 (x1, x2) = Ψ¯s1 (x1)Ψs2 (x2) [29]
This matrix can be decomposed on the basis of 16 matrices
Γˆa, a = 1, 2, .., 16 [20], the basis of algebra generated by the
Dirac matrices:
Ψs1s2 (x1, x2) =
16∑
a=1
φa (x1, x2) (Γa)s1s2 . [30]
The set of matrices Γˆa, a = 1, 2, .., 16 can be decomposed to a
subset; each of these subsets create a basis of the invariant
subspace with respect to the Lorentz transformation. Ac-
cordingly, the functions φa(x1, x2) decomposed into sets of
functions, which are transformed according to the irreducible
representations of the Lorentz group. Especially, we are in-
terested in the pseudo-scalar representation, which is realized
in the one-dimensional subspace spanned by the matrix γˆ5:
Ψs1s2 (x1, x2) = φ (x1, x2) γ
5
s1s2 + · · · . [31]
Here the ellipses denote the rest of the terms in the expression
Eq.(30). By taking into account the properties of the matrix
Γˆa, the term φa(x1, x2) in this expression can be written as:
φ (x1, x2) =
1
4
(
Ψs1s2 (x1, x2) γ
5
s1s2
)
, [32]
where there is a sum over repeated indices s1 and s2.
In this section we would like to find the dynamical equa-
tion which defines the two-particle function φa(x1, x2).
Thus we require that the dynamical operator that will
be included in this equation should conserve the structure
of the invariant subspaces with respect to the Lorentz group
that is defined by Eq.(30). Hence as a result of the action of
this operator, the element of each of the invariant subspaces
should be mapped to the elements of the same subspace. In
other words, the subspaces that are invariant under Lorentz
transformations, should remain invariant with respect to dy-
namical operator of the two-particle field Ψs1s2(x1, x2). From
this point of view, one cannot apply the same method for a
two-particle bi-spinor field that was used for the scalar field in
the previous section. Indeed if one will start from the Dirac
system of equations by analogy used in the previous section:

i
∂Ψ¯s1 (x1)
∂x
a1
1
γa1s1s2 +mΨ¯s2 (x1) = 0,
iγa2s1s2
∂Ψs2 (x2)
∂x
a2
2
−mΨs1 (x2) = 0,
[33]
by multiplying the first equation by Ψs3(x2), and the second
one by Ψ¯s3(x1) for two-particle field Eq.(29), we obtain the
system:

i
∂Ψs1s3 (x1,x2)
∂x
a1
1
γa1s1s2 +m∂Ψs2s3 (x1, x2) = 0,
iγa2s1s2
∂Ψs3s2 (x1,x2)
∂x
a2
2
−mΨs3s1 (x1, x2) = 0.
[34]
However substituting into Eq.(34) the expansion Eq.(30) one
may note, that due to coupling of the Dirac matrix with op-
erators on the left hand side of Eq.(34) they may transfer an
element from one of the invariant subspaces with respect to
the Lorentz group to another invariant subspace by acting on
it.
In order to overcome this issue one may use the fact that
the components of the bi-spinor should also satisfy the Klein-
Gordon-Fock equation in addition to Dirac equation:

−ga1a2 ∂
2Ψ¯s1 (x1)
∂x
a1
1
∂x
a2
1
−m2Ψ¯s1 (x1) = 0,
−ga1a2 ∂
2Ψs2 (x2)
∂x
a1
2
∂x
a2
2
−m2Ψs2 (x2) = 0.
[35]
By considering a linear combination of Eqs.(35) with coeffi-
cients Ψs2(x2) and Ψ¯s1(x1) in the same way as in the previous
section, we get:
−ga1a2 ∂
2Ψs1s2 (x1, x2)
∂xa11 ∂x
a2
1
− ga1a2 ∂
2Ψs1s2 (x1, x2)
∂xa12 ∂x
a2
2
− 2m2Ψs1s2 (x1, x2) = 0.
[36]
The dynamical operator on the left hand side now conserves
the invariant subspaces in Eq.(30). Therefore, by convolut-
ing Eq.(36) with the matrix γˆ5, one will obtain equations for
two-particle pseudo-scalar field φ(x1, x2) Eqs.(31),(32):
−ga1a2 ∂
2φ (x1, x2)
∂xa11 ∂x
a2
1
− ga1a2 ∂
2φ (x1, x2)
∂xa12 ∂x
a2
2
− 2m2φ (x1, x2) = 0.
[37]
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Note, that from the definitions of Eqs.(29)-(32) it follows
that φ(x1, x2) is complex. Hence, instead of solving Eq.(37)
for real and imaginary parts of this function let’s add the com-
plex conjugated terms to it and consider the following system:

−ga1a2 ∂2φ(x1,x2)
∂x
a1
1
∂x
a2
1
− ga1a2 ∂2φ(x1,x2)
∂x
a1
2
∂x
a2
2
− 2m2φ (x1, x2) = 0,
−ga1a2 ∂2φ∗(x1,x2)
∂x
a1
1
∂x
a2
1
− ga1a2 ∂2φ∗(x1,x2)
∂x
a1
2
∂x
a2
2
− 2m2φ∗ (x1, x2) = 0.
[38]
This is the system of Euler-Lagrange equations for La-
grangian:
L (x1, x2) = g
a1a2 ∂φ
∗ (x1, x2)
∂xa11
∂φ (x1, x2)
∂xa21
+ ga1a2
∂φ∗ (x1, x2)
∂xa12
∂φ (x1, x2)
∂xa22
− 2m2φ∗ (x1, x2)φ (x1, x2) .
[39]
As bi-spinor fields we consider those fields that correspond
to quarks and antiquarks. In addition to bi-spinor indices
these fields have color indices, denoted as c1 and c2, and fla-
vor indices, denoted as f1 and f2. Then the two-particle field
will transform, not only with respect to the tensor product of
the Lorentz representations, but also with respect to the ten-
sor product of the SUc(3) and SUf (3) group representations.
This two-particle field will be denoted as:
Ψs1s2;c1c2;f1f2 (x1, x2) = Ψ¯s1c1f1 (x1)Ψs2c2f2 (x2) . [40]
Instead of Eq.(32) we write:
φf1f2c1c2 (x1, x2) =
1
4
Ψ¯s1c1f1 (x1)Ψs2c2f2 (x2) γ
5
s1s2 . [41]
Here, the flavor indices are written as superscripts just in order
to squeeze the notation. Respectively, instead of Lagrangian
Eq.(39) we get:
L = ga1a2
∂
(
φf1f2c1c2 (x1, x2)
)∗
∂xa11
∂φf1f2c1c2 (x1, x2)
∂xa21
+ ga1a2
∂
(
φf1f2c1c2 (x1, x2)
)∗
∂xa12
∂φf1f2c1c2 (x1, x2)
∂xa22
− 2m2
(
φf1f2c1c2 (x1, x2)
)∗
φf1f2c1c2 (x1, x2) .
[42]
Now one can define the interaction of the two-particle
pseudo-scalar field φf1f2c1c2 (x1, x2) with the gluon field by the ex-
tension of the derivatives. This will ensure that local SUc(3)
invariance of the two-particle pseudo-scalar Lagrangian is sat-
isfied, and we can write:
L =
ga1a2
(
∂
(
φf1f2c1c2 (x1, x2)
)∗
∂xa11
+ igAg1a1 (x1)
(
φf1f2c3c2 (x1, x2)
)∗
(λg1c3c1)
∗
)
×
(
∂φf1f2c1c2 (x1, x2)
∂xa21
− igAg2a2 (x1)λg2c2c4φf1f2c1c4 (x1, x2)
)
+ ga1a2
(
∂
(
φf1f2c1c2 (x1, x2)
)∗
∂xa12
+ igAg1a1 (x2)
(
φf1f2c3c2 (x1, x2)
)∗
(λg1c3c1)
∗
)
×
(
∂φf1f2c1c2 (x1, x2)
∂xa22
− igAg2a2 (x2)λg2c2c4φf1f2c1c4 (x1, x2)
)
− 2m2
(
φf1f2c1c2 (x1, x2)
)∗
φf1f2c1c2 (x1, x2) .
[43]
Here g is the strong interaction coupling constant, g1 and g2
are the internal indices of the gluon field.
The transformations rule of the two-particle field
φf1,f2c1,c2 (x1, x2) under SUc(3) is coming from Eq.(40), and can
be written in the form:
φ′
f1f2
c1c2
(x1, x2) = Uc2c4 (x2)φ
f1f2
c3c4 (x1, x2)U
†
c3c1 (x1) . [44]
Here Uc2,c4(x1) and Uc3,c1(x2)
† are the elements of the
coordinate-dependent SUc(3) matrix and its Hermitian con-
jugated matrix, respectively.
Let us examine, in the special case, the representations
of the global transformation group of SUc(3) on the linear
space of two index color tensors using the transformation rule
Eq.(44), one may select the one-dimensional invariant sub-
space on trivial representation,
(
φf1f2c1c2 (x1, x2)
)∗
= δc1c2φ
∗
f1f2 (x1, x2) ,
φf1f2c1c2 (x1, x2) = δc1c2φf1f2 (x1, x2) .
[45]
As seen from Eq.(44) in the general case of the local trans-
formation (colorless) of a meson could be defined through the
manifold of configurations of type:
φf1f2c1c2 (x1, x2) =
(
Uc2c3 (x1)U
†
c3c1 (x2)
)
φf1f2 (x1, x2) , [46]
which is gauge equivalent to Eq.(45).
However, as seen from Eq.(46) the local transformation
at x1 6= x2 does not conserve the structure of the invariant
subspaces with respect to the global transformations. This in
turn leads to violation of the local invariance if one will sub-
stitute Eq.(45) into Lagrangian Eq.(43). In order to overcome
this issue, let’s agree on the following rule. If one will do the
local transformation, and then allocate the invariant subspace
this will not violate local invariance. But not vice versa. Since
these two operations are not permutable. In order to avoid
the violation problem we adopt this rule for the multi-particle
fields. Firstly we will apply the local transformation for the
whole tensor φf1f2c1c2 (x1, x2) then we divide it into tensors that
are invariant with respect to the global transformations.
By using the above mentioned rule and substitute Eq.(45)
into Lagrangian Eq.(43) we get:
L = ga1a2
(
∂φ∗f1f2 (x1, x2)
∂xa11
∂φf1f2 (x1, x2)
∂xa21
+
∂φ∗f1f2 (x1, x2)
∂xa12
∂φf1f2 (x1, x2)
∂xa22
)
− 2m2φ∗f1f2 (x1, x2)φf1f2 (x1, x2)
+
2
3
g2φ∗f1f2 (x1, x2)φf1f2 (x1, x2)
× ga1a2 (Ag1a1 (x1)Ag1a2 (x1) +Ag1a1 (x2)Ag1a2 (x2)) .
[47]
This Lagrangian is locally invariant in the sense discussed
above. That is, if we want to make the local transforma-
tion we have to return to the previous Lagrangian Eq.(43)
and perform the local transformation on it, and then select
the invariant subspace Eq.(45) which is spanned by the unit
tensor of color indices.
Applying transformation to the four dimensional Jacobi
coordinates in Eq.(3) we again obtain Lagrangian up to a
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small constant factor on the subset of Eq.(4):
L = (L0 + Lint)|y0
1
=0,
L0 = g
a1a2
∂φ∗f1f2 (X, y1)
∂Xa1
∂φf1f2 (x1, x2)
∂Xa2
−
(
(2m)2φ∗f1f2 (X, y1)φf1f2 (X, y1)
+2 (2m)
1
m
3∑
b=1
∂φ∗f1f2 (X, y1)
∂yb1
∂φf1f2 (X, y1)
∂yb1
)
,
Lint =
4
3
g2φ∗f1f2 (X, y1)φf1f2 (X, y1)
× ga1a2
(
Ag1a1
(
X − 1
2
y1
)
Ag1a2
(
X − 1
2
y1
)
+Ag1a1
(
X +
1
2
y1
)
Ag1a2
(
X +
1
2
y1
))
.
[48]
The Lagrangian L0 is similar to the Lagrangian in the pre-
vious section and can be considered as the Lagrangian of a
free meson field. Which after the quantization procedure cor-
respond to the meson’s creation and annihilation operators.
Respectively, Lint is the Lagrangian of interaction for the me-
son fields with the gauge field. This Lagrangian can be used
to describe multi-meson production in scattering processes.
Taking into account that in experiments these processes are
mostly observed in proton-proton(antiproton) scattering we
need to construct the three-particle field that will correspond
to protons.
In addition, the criteria of simultaneity in Eq.(48) leads to
the fact that gauge field which interact with the meson field as
well as the proton field (this will be shown later in the paper)
should be considered as multi-particle fields.
Three-particle bi-spinor field
The three-particle field that will correspond to baryons is ob-
tained by considering all possible products of three bi-spinor
field components:
Ψf1f2f3s1s2s3c1c2c3 (x1, x2, x3) =
Ψs1c1f1 (x1)Ψs2c2f2 (x2)Ψs3c3f3 (x3) .
[49]
For brevity, we will temporarily omit color and flavor indices
and consider Ψs1s2s3(x1, x2, x3), which under Lorentz trans-
formations transform with respect to the tensor product of
the three bi-spinor representations:
Ψ′s1s2s3
(
x′1, x
′
2, x
′
3
)
=
Ds1s4 (Λ)Ds2s5 (Λ)Ds3s6 (Λ)
×Ψs4s5s6
(
xa = Λ
−1x′a
)
, a = 1, 2, 3.
[50]
Here Λ is the Lorentz transformation, Ds1s4(Λ) are the matrix
elements of the bi-spinor representation of the Lorentz group.
From the linear space of the triple index tensors
Ψs1s2s3(x1, x2, x3) we have to pick out the invariant subspace
that transforms with respect to the bi-spinor representation
of the Lorentz group. This can be done in different ways.
For instance, one may pick from each tensor Ψs1s2s3(x1, x2, x3),
the completely antisymmetric part with respect to the three
bi-spinor indices. Completely antisymmetric tensors, which
will be denoted as Ψas1s2s3(x1, x2, x3) create a four-space in-
variant subspace on space that corresponds to three index
tensors from Eq.(50). Convolving each such tensor with Levi-
Civita symbol εs1s2s3s4 , we get:
Ψ¯s1 (x1, x2, x3) = εs1s2s3s4Ψ
(a)
s2s3s4 (x1, x2, x3) , [51]
which transforms with respect to the inverse bi-spinor repre-
sentation. With help of this quantity, one may construct this
expression:
Ψs2 (x1, x2, x3) = Ψ¯s1 (x1, x2, x3)
(
γˆ1γˆ3
)
s1s2
, [52]
that transforms with respect to the desired, for us, bi-spinor
representation.
Therefore, one may select from the linear subspace cor-
responding to the tensors of type Ψs1s2s3(x1, x2, x3) the sub-
space of tensors of type:
Ψs1s2s3 (x1, x2, x3) = −
1
3!
εs1s2s3s4Ψs5 (x1, x2, x3)
(
γˆ1γˆ3
)
s5s4
,
[53]
where Ψs5(x1, x2, x3) is the bi-spinor that is defined by
Eq.(52). On this subspace the Lorentz group representation
which is equivalent to the bi-spinor representation can be re-
alized. The subspace, where this representation is realized,
can be selected in another way, for instance, by considering
bi-spinors from Eq.(50) in the chiral representation and ex-
panding each of the bi-spinor space-multipliers into a direct
sum of the left and right subspaces. This method does not
matter for us, because we are interested primarily in the dy-
namic equation for the three-particle bi-spinor.
In order to obtain this equation we will proceed with the
same reasons as in the previous section. Thus, we start from
the Klein-Gordon-Fock equation for the components of each
bi-spinor multipliers in Eq.(50). With the reasoning that led
us to Eq.(36), we can write:
− ga1a2 ∂
2Ψs1s2s3 (x1, x2, x3)
∂xa11 ∂x
a2
1
− ga1a2 ∂
2Ψs1s2s3 (x1, x2, x3)
∂xa12 ∂x
a2
2
− ga1a2 ∂
2Ψs1s2s3 (x1, x2, x3)
∂xa13 ∂x
a2
3
− 3m2Ψs1s2s3 (x1, x2, x3) = 0.
[54]
Here we again simplify our notation by omitting the color and
flavor indices.
After transformation of this equation into the Jacobi co-
ordinates of Eq.(3), we get:
− ga1a2 ∂
2Ψs1s2s3 (X, y1, y2)
∂Xa1∂Xa2
−
(
9m2Ψs1s2s3 (X, y1, y2)
+
9
2
ga1a2
∂2Ψs1s2s3 (X, y1, y2)
∂ya11 ∂y
a2
1
+ 6ga1a2
∂2Ψs1s2s3 (X, y1, y2)
∂ya12 ∂y
a2
2
)
= 0
[55]
Convolving this equation with the Levi-Civita symbol and
then convolving within elements of the matrix γˆ1γˆ3 as this
was discussed previously, we obtain the equation for the three
bi-spinor Eq.(52). By examining this equation on the sub-
space of Eq.(4) we have:
− ga1a2 ∂
2Ψs1 (X,y1,y2)
∂Xa1∂Xa2
−
(
(3m)2Ψs1 (X,y1,y2)
+ 2 (3m)
(
− 3
4m
∆y1Ψs1 (X,y1,y2)
− 1
m
∆y2Ψs1 (X,y1,y2)
))
= 0.
[56]
Again as in Eqs.(18)-(20) we introduce the notation for
the three particle system Hamiltonian:
Hˆ internal = (3m) Eˆ − 3
4m
∆y1 −
1
m
∆y2 . [57]
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Further as in Eq.(20) with an accuracy of the order of the
square of the ratio of the characteristic internal energy of the
three-particle system to its rest energy, we can write:
−ga1a2 ∂
2Ψs1 (X,y1,y2)
∂Xa1∂Xa2
−
(
Hˆ internal
)2
Ψs1 (X,y1,y2) = 0.
[58]
It is obvious that the operators Hˆ internal and i∂/∂Xa for
all values of the index a commute. This allows us to apply the
same factorization procedure for the Eq.(58) as for the “ordi-
nary” Klein-Gordon-Fock equation which leads to the “ordi-
nary” Dirac equation. In our case this factorization gives us
the three particle analog of it:
iγas1s2
∂Ψs2 (X,y1,y2)
∂Xa
−
(
3m− 3
4m
∆y1 −
1
m
∆y2
)
Ψs1 (X,y1,y2) = 0.
[59]
Furthermore, the Eq.(59) will be considered as a dynam-
ical equation for the three particle bi-spinor field, which we
are looking for.
For further extension of derivatives in order to describe the
interaction with the gluon field, we consider Eq.(59) not using
the subsets in Eq.(4), but by using the full tensor product of
three Minkowski spaces:
iγas1s2
∂Ψs2 (X, y1, y2)
∂Xa
−
(
3m+
3
4m
ga1a2
∂2
∂ya11 ∂y
a2
1
+
1
m
ga1a2
∂2
∂ya12 ∂y
a2
2
)
Ψs1 (X, y1, y2) = 0.
[60]
Now, let us turn back to the initial coordinates:
iγas1s2
∂Ψs2 (x1, x2, x3)
∂xa1
+ iγas1s2
∂Ψs2 (x1, x2, x3)
∂xa2
+ iγas1s2
∂Ψs2 (x1, x2, x3)
∂xa3
− 3mΨs1 (x1, x2, x3)
− 1
3m
(
ga1a3
∂2Ψs1(x1, x2, x3)
∂xa11 ∂x
a3
1
+ ga1a3
∂2Ψs1(x1, x2, x3)
∂xa12 ∂x
a3
2
+ ga1a3
∂2Ψs1(x1, x2, x3)
∂xa13 ∂x
a3
3
− ga1a3 ∂
2Ψs1(x1, x2, x3)
∂xa11 ∂x
a3
2
−ga1a3 ∂
2Ψs1(x1, x2, x3)
∂xa13 ∂x
a3
1
− ga1a3 ∂
2Ψs1(x1, x2, x3)
∂xa13 ∂x
a3
2
)
= 0.
[61]
This equation represents the Euler-Lagrange equation for
the Lagrangian:
L =
i
2
(
Ψ¯c1c2c3s1 γ
a
s1s2
∂Ψc1c2c3s2
∂xa1
− ∂Ψ¯
c1c2c3
s1
∂xa1
γas1s2Ψ
c1c2c3
s2
)
+
i
2
(
Ψ¯c1c2c3s1 γ
a
s1s2
∂Ψc1c2c3s2
∂xa2
− ∂Ψ¯
c1c2c3
s1
∂xa2
γas1s2Ψ
c1c2c3
s2
)
+
i
2
(
Ψ¯c1c2c3s1 γ
a
s1s2
∂Ψc1c2c3s2
∂xa3
− ∂Ψ¯
c1c2c3
s1
∂xa3
γas1s2Ψ
c1c2c3
s2
)
− 3mΨ¯c1c2c3s1 Ψc1c2c3s1
+
1
3m
ga1a2
(
∂Ψ¯c1c2c3s1
∂xa11
∂Ψc1c2c3s1
∂xa21
+
∂Ψ¯c1c2c3s1
∂xa12
∂Ψc1c2c3s1
∂xa22
+
∂Ψ¯c1c2c3s1
∂xa13
∂Ψc1c2c3s1
∂xa23
− ∂Ψ¯
c1c2c3
s1
∂xa11
∂Ψc1c2c3s1
∂xa22
−∂Ψ¯
c1c2c3
s1
∂xa13
∂Ψc1c2c3s1
∂xa21
− ∂Ψ¯
c1c2c3
s1
∂xa13
∂Ψc1c2c3s1
∂xa22
)
.
[62]
In order to make the notation less bulky we did not
write the arguments (x1, x2, x3) for the field functions
Ψc1c2c3s1;f1f2f3(x1, x2, x3) and Ψ¯
c1c2c3
s1;f1f2f3
(x1, x2, x3). Also we tem-
porarily omitted the flavor indices f1, f2, f3. Just color indices
c1, c2, c3 have been written as superscripts.
Now one may extend the derivatives in this Lagrangian
in the same way as this was done in case of the meson. The
colorlessness of the baryon can be expressed by determining
the dependencies of the three-particle field functions with re-
spect to color indices with the help of the Levi-Civita symbol
εc1c2c3 as:
Ψ¯c1c2c3s1;f1f2f3 (x1, x2, x3) = εc1c2c3Ψ¯
f1f2f3
s1 (x1, x2, x3) ,
Ψc1c2c3s1;f1f2f3 (x1, x2, x3) = εc1c2c3Ψ
f1f2f3
s1 (x1, x2, x3) .
[63]
Again, as in case of meson fields with local SU(3) trans-
formations, we can write
Ψ¯′ c1c2c3s1;f1f2f3(x1, x2, x3) =
Ψ¯′ c4c5c6s1;f1f2f3(x1, x2, x3)U
†
c4c1(x1)U
†
c5c2(x2)U
†
c6c3(x3)
Ψ′ c1c2c3s1;f1f2f3(x1, x2, x3) =
Uc1c4(x1)Uc2c5(x2)Uc3c6(x3)Ψ
′ c4c5c6
s1;f1f2f3
(x1, x2, x3),
[64]
where we use notation similar to the Eq.(44). Here the depen-
dency from color indices like in Eq.(63) are not preserved, and
we have an infinite set of the gauge equivalence field configu-
rations as a result of the colorless combinations. Such a case is
typical to the single-particle gauge theories, when in addition
to each of the field configurations there is a countless number
of the gauge equivalent configurations, which are physically
indistinguishable from each other in the sense that in the ex-
periment, all these configurations will manifest the same. But,
in the multi-particle theory appears the feature consisting in
the fact that by colorless should be considered not only the
dependence on the color index, which at the global SU(3)
transformation transform into itself, but also any dependence
obtained from it with the help of the local gauge transforma-
tions. Local invariance of the Lagrangian can be obtained in
the same way as was done in the previous section. Namely,
first transform the linear space of tensors and then select the
invariant subspace on it. By doing this we get the Lagrangian
of the three-particle bi-spinor field which interacts with the
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gluon field as L = L0 + Lint, where L0 is defined by Eq.(62),
Lint using the color configuration from Eq.(63) has the form:
Lint =
1
9m
g2Ψ¯s1 (x1, x2, x3)Ψs1 (x1, x2, x3)
× ((φ (x1, x2) + χ (x1, x2))
+ (φ (x1, x3) + χ (x1, x3))
+ (φ (x2, x3) + χ (x2, x3))) ,
[65]
here we use notations similar to Eq.(43). In addition, the
following replacement has been applied:
φ (xb1 , xb2) = g
a1a2Aa1,g1 (xb1)Aa2,g1 (xb2) ,
χ (xb1 , xb2) = g
a1a2 (Aa1,g1 (xb1)Aa2,g1 (xb1)
+Aa1,g1 (xb2)Aa2,g1 (xb2)) .
[66]
For the Eq.(65) one can choose the Jacobi coordinates
and examine it on the subset of Eq.(4). Therefore, one can
describe proton interactions with the gluon field, which can
interact with meson fields generating secondary mesons. This
allows us to describe processes of inelastic and elastic proton
scattering within the framework of multi-particle fields. How-
ever as was mentioned before the products of the gluon field
functions, which were included into Lint Eq.(48) and Eq.(65),
are also examined on the subset of Eq.(4). That is why for
the construction of these models we have to consider also a
two-particle gluon field.
Two-particle gluon field
As seen from Lint in Eqs.(48),(65) the gluon field Aa1,g1(x1)
is included in the scalar combinations in Eq.(66) with respect
to the Lorentz transformation, as well as with respect to the
adjoint representation of the global SUc(3) group. We will
consider Eq.(66) as two-particle fields. However, examination
of the multi-particle gauge field from a physical point of view
requires answers to several questions.
The consideration of the multi-particle fields in the previ-
ous sections was based on the fact that hadrons contain a cer-
tain amount of constituent quarks. In addition, those quarks
have such mass that the energy of their interaction is not large
enough for creation of new quarks. Therefore, the number of
constituent quarks is fixed. This allows one to examine the
internal hadron state using a non-relativistic approximation.
But there is a question with respect to the gauge field: what
it represents from a physical point of view? If one considers
the two-particle gauge field, what particles will represent the
quanta of this field after the quantization procedure? How
are they composed? How will the fact that this field is a
two-partial field be manifest? We will try to give answers
to these questions in this section, since these answers will be
based on properties of solutions of the dynamical equations
for two-particle gauge field. Let’s consider these equations.
By multiplying each of the Euler-Lagrange equations for
non-Abilian gauge field Aa1,g1(x1) with each component for
the field Aa2,g2(x2), we have:
Aa4,g4 (x2) g
a3a2Dˆa3 (Aa3,g3 (x1))Fa1a2,g1 (Aak,gk (x1)) = 0.
[67]
Here we introduce the following notation for the tensor of the
gauge field:
Fa1a2,g1
(
Aak,gk (x1)
)
=
∂Aa1,g1 (x1)
∂xa21
− ∂Aa2,g1 (x1)
∂xa11
− gcg1g2g3Aa1,g2 (x1)Aa2,g3 (x1) ,
[68]
where cg1g2g3 are the structure constants of the gauge group.
Using the following notation Fa1a2,g1 (Aak,gk (x1)) we would
like to emphasize that here we are considering the equation
with respect to the field Aa1,g1(x1) and the field tensor just
used as notation. Moreover, in Eq.(67) we use the notation
for the extended derivative in the adjoint representation of the
gauge group:
Dˆa3 (Aa3,g3 (x1))Fa1a2,g1 (Aak,gk (x1)) =
∂Fa1a2,g1 (Aak,gk (x1))
∂xa31
−gAa3,g3 (x1) cg3g1g2Fa1a2,g2 (Aak,gk (x1)) .
[69]
Note, that the system of Eqs.(67) is invariant with respect
to local gauge transformation. Indeed, expressing Aa1,g1(x1)
and Aa2,g2(x2) fields by gauge equivalent field configurations,
we have:(
exp
(
Iˆg5θg5 (x2)
))
g4g6
(
exp
(
Iˆg7θg7 (x1)
))
g1g8
× A′a4,g6 (x2) ga3a2Dˆa3
(
A′a3,g3 (x1)
)
Fa1a2,g8
(
A′ak,gk (x1)
)
+
∂θg4 (x2)
∂xa
(
exp
(
Iˆg7θg7 (x1)
))
g1g8
ga3a2
× Dˆa3
(
A′a3,g3 (x1)
)
Fa1a2,g8
(
A′ak,gk (x1)
)
= 0.
[70]
where we denote this configurations with primes. In Eq.(70)
the parameters of a local gauge transformation denoted by
θgk (x1) and θgk (x2) respectively, Iˆgk are generators of the ad-
joint representation of the gauge group. As seen from this ex-
pression, the inhomogeneous term that includes derivatives of
the transformation parameter entering the equality as a prod-
uct on the expression which is equal to zero as a result of the
dynamical equations for the single-particle field Aa1,g1(x1).
Therefore, only the first term remains in Eq.(70). Convo-
luting this term by indices g1 and g4 with matrices which
are inverse of the matrices of the adjoint representation, we
get the same system of equations for the field functions with
primes as was written in Eq.(67). Hereby one may say that in
local gauge transformations, the left hand side of the system,
Eq.(67), transforms with respect to the tensor product of the
two adjoint representations of the gauge group. Hence this
left hand side of Eq.(67) is a tensor of the Lorentz group with
respect to indices a1,a4, and is also a tensor of local gauge
transformations with respect to indices g1,g4. Furthermore
we denote this tensor as La1a4;g1g4(x1, x2). For each these
pairs of indices one may identically represent this tensor as
a sum of the unit tensor, the antisymmetric tensor and the
symmetric tensor with zero trace:
La1a4;g1g4 (x1, x2) = l (x1, x2) ga1a4δg1g4 + · · · . [71]
Here we just pick out the term that is composed of unit ten-
sors, the rest of the terms which are irrelevant for us denoted
as ellipsis. Take into consideration that all such terms are
linearly independent tensors Eq.(67), we obtain:
l (x1, x2) ga1a4δg1g4 = 0, [72]
or
ga1a4δg1g4Aa4,g4 (x2) g
a3a2
× Dˆa3 (Aa3,g3 (x1))Fa1a2,g1 (Aak,gk (x1)) = 0.
[73]
Given that x1 6= x2, the tensor δg1g2 is not transformed into
itself under the local transformation of Eq.(70) as was shown
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above. But because the local invariance of Eq.(67) is achieved
by a combination of the transformation of Eq.(67) and a con-
volution with the components of matrices, that are inverse
with respect to the matrices of the adjoint representation,
then after such combination, the tensor δg1g2 will already be
transformed into itself. Moreover the Eqs.(72)-(73) will pre-
serve their form with respect to a local gauge transformation.
We symmetrize Eq.(73) with respect to the variables x1
and x2. The obtained equation will include two tensors:
Aa1,g1 (x1)Aa2,g2 (x2) = φa1a2;g1g2 (x1, x2) ,
Aa1,g1 (x1)Aa2,g2 (x1)
+ Aa1,g1 (x2)Aa2,g2 (x2) = χa1a2;g1g2 (x1, x2) .
[74]
For these tensors we have the relations:
χa1a2;g1g2 (x1, x1) = 2φa1a2;g1g2 (x1, x1) . [75]
Each of the tensors in Eq.(74) will be decomposed into in-
variant tensors with respect to Lorentz transformations and to
global internal transformations marking out the scalar part:
φa1a2;g1g2 (x1, x2) = φ (x1, x2) ga1a2δg1g2 + · · · ,
χa1a2;g1g2 (x1, x2) = χ (x1, x2) ga1a2δg1g2 + · · · .
[76]
Note, that in this expression, we pick just these terms
φ(x1, x2) and χ(x1, x2) because they are defined by Eq.(66)
and entering into the interaction Lagrangian Eq.(48) and (65).
Now we will try to impose the solution that contains only
terms selected in Eq.(76) to Eq.(73) which symmetrical with
respect to x1 and x2. The rest of the terms in this solu-
tion are equal to zero. Note, that if, for the construction of
the tensors of Eq.(74) one uses solutions of the single-particle
equations, then the antisymmetric and the symmetric tensors
with zero trace part, which are denoted in Eq.(76) as ellipsis,
in general are not equal to zero. Making them vanish means
that from this moment we start considering a new pure two-
particle field. Furthermore, for the two-particle gauge field
we adopt the same sequence of the local transformations as in
the previous sections. Namely, firstly we transform the whole
tensors from Eq.(74), then we select from them a part that
is proportional to the unit tensor. And by putting all other
tensor parts equal to zero, except those that are selected in
Eq.(76), we obtain:
ga1a2
∂2φ (x1, x2)
∂xa11 ∂x
a2
1
+ ga1a2
∂2φ (x1, x2)
∂xa12 ∂x
a2
2
− 1
2
g2φ (x1, x2)χ (x1, x2) = 0.
[77]
Furthermore, note that from Eq.(75) it follows that two-
particle fields φ(x1, x2) and χ(x1, x2) should satisfy the re-
quirement:
χ (x1, x1) = 2φ (x1, x1) . [78]
This requirement will be taken into account in the considera-
tion of the solutions that correspond to two-particle fields.
Now we introduce new two-particle fields a(x1, x2) and
b(x1, x2) instead of φ(x1, x2) and χ(x1, x2) using the follow-
ing relation:
φ (x1, x2) = a (x1, x2)− b (x1, x2) ,
χ (x1, x2) = a (x1, x2) + b (x1, x2) .
[79]
Within these variables, instead of the requirement Eq.(78),
we get:
a (x1, x1) = 3b (x1, x1) . [80]
Taking into account Eq.(79) instead of Eq.(77), we get:
ga1a2
∂2a (x1, x2)
∂xa11 ∂x
a2
1
+ ga1a2
∂2a (x1, x2)
∂xa12 ∂x
a2
2
− 1
2
g2a2 (x1, x2)−
(
ga1a2
∂2b (x1, x2)
∂xa11 ∂x
a2
1
+ga1a2
∂2b (x1, x2)
∂xa12 ∂x
a2
2
− 1
2
g2b2 (x1, x2)
)
= 0.
[81]
If we denote the left hand side of Eq.(81) that contains
field a(x1, x2) and its derivatives as k(x1, x2) then:
ga1a2
∂2a (x1, x2)
∂xa11 ∂x
a2
1
+ ga1a2
∂2a (x1, x2)
∂xa12 ∂x
a2
2
− 1
2
g2a2 (x1, x2) = k (x1, x2) ,
[82]
as seen from Eq.(81) the part that includes the b(x1, x2) field
should be equal to the same function k(x1, x2). We get the
most simple problem by considering the case where k(x1, x2)
is equal to some constant. Let’s consider the physical conse-
quences which are driven by this particular case.
Therefore, we impose a partial solution for Eq.(81) that is
defined by the following relations:
ga1a2
∂2a (x1, x2)
∂xa11 ∂x
a2
1
+ ga1a2
∂2a (x1, x2)
∂xa12 ∂x
a2
2
− 1
2
g2a2 (x1, x2) = k,
ga1a2
∂2b (x1, x2)
∂xa11 ∂x
a2
1
+ ga1a2
∂2b (x1, x2)
∂xa12 ∂x
a2
2
− 1
2
g2b2 (x1, x2) = k,
[83]
where k is some arbitrary constant.
Taking into account that the interaction Lagrangian
Eq.(65) depends only on the a(x1, x2), we will examine only
the first equation of Eq.(83). Assuming that due to similarity
of these fields, all obtained results, will also be relevant for
the field b(x1, x2). Turning to the Jacobi coordinates Eq.(3),
we get
1
2
ga1a2
∂2a (X, y1)
∂Xa1∂Xa2
+ 2ga1a2
∂2a (X, y1)
∂ya11 ∂y
a2
1
− 1
2
g2a2 (X, y1) = k.
[84]
Before we start examining this equation let’s make it dimen-
sionless. Considering it being dimensionless, we come straight
forward to the conclusion that the gauge field tensor should
have dimensions of (1/l2), where l is the unit of length. Then
the gauge field has dimensions of (1/l). Moreover, based on
the form of the extended derivative, one may conclude that
the coupling constant g is dimensionless. Based on this, in
Eq.(84) further we assume that the two-particle field a(X, y1)
was made dimensionless by (1/l2), the constant k – by (1/l4),
and the coordinates as well as the internal coordinates were
made dimensionless by l. There is no special notation for di-
mensionless quantities, but we will assume that the following
dimensionless procedure has already been done in Eq.(84).
Thus we will further consider that all quantities are already
dimensionless.
The nonhomogeneous equation, Eq.(84), has different fea-
tures in cases k ≥ 0 or k < 0. In case of k < 0, the
equation allows for partial solutions a0 = −
(
2|k|/g2
)1/2
, or
a0 =
(
2|k|/g2
)1/2
which may be reduced to constants. Then
by introducing a new field a1(X, y1) with the help of the rela-
tion a(X,y1) = a0+a1(X, y1) one may obtain a homogeneous
equation for this field.
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In case of k ≥ 0 in order to come to the homogeneous
equation, we need at least one partial solution of Eq.(84).
This solution should be a function of internal variables a0(y1).
On the subset of Eq.(4) the equation for this function has the
form:
−∆y1a0 (y1)−
1
4
g2a20 (y1) = k. [85]
Before we start analyzing features of this expression, let’s ex-
amine this expression from a physical point of view. Repre-
senting the field a(X,y1) as:
a (X,y1) = a0 (y1) + a1 (X,y1) , [86]
the same substitution we should make in the Lagrangian in
Eq.(65). But then in the full baryon Lagrangian L = L0+Lint,
where L0 is defined by Eq.(62) and Lint by Eq.(65), the terms
that include a0(y1) may be grouped with terms that contain
3m. In this way, one may include terms with a0(y1) into L0,
at the same time terms with a(X,y1) can be considered as the
interaction Lagrangian. For this new L0 Lagrangian one may
find an approximated Euler-Lagrange equation and instead of
Eq.(59) obtain:
iγas1s2
∂Ψs2 (X,y1,y2)
∂Xa
−
(
3m− 3
4m
∆y1 −
1
m
∆y2
− g
2
9m
a0 (y2)− g
2
9m
a0
(
y1 − 1
2
y2
)
− g
2
9m
a0
(
y1 +
1
2
y2
))
Ψs1 (X,y1,y2) = 0.
[87]
Thus the function (−a0(y1)) included into the internal La-
grangian as potential energy of quark interactions inside the
hadron in non-relativistic approximation with accuracy up to
terms with g2/9m. Based on this we want to analyze features
of the function (a0(y1)) as a solution of Eq.(85).
We turn Eq.(85) into spherical variables and examine the
simplest spherically symmetric solution of this equation. De-
note |y1| ≡ r and introduce a new unknown function (a2(y1))
instead of (a0(y1)), using the following relation:
a0 (r) =
a2 (r)
r
. [88]
Then for the function (−a2(r)) we have:
d2 (−a2 (r))
dr2
= kr +
1
4
g2
(−a2 (r))2
r
. [89]
As was noted from Eq.(88) we get the function (−a0(r))
with finite value at r = 0, also with finite derivative at this
point if we apply the boundary conditions of Eq.(89) as:
a2 (r)|r=0 = 0,
da2 (r)
dr
∣∣∣∣
r=0
= C. [90]
The value of C is not defined from the analyticity of the
function (−a0(r)) and therefore it can be arbitrary. Thus let’s
analyze the features of the solution of Eq.(89) with respect to
the different values of C. The features of the function (−a2(r))
can be analyzed with the help of an expansion into a Taylor
series taking into account that we are looking for the function
(−a2(r)) at the manifold of functions that are analytic at the
vicinity of the point r = 0. Due to the boundary conditions
Eq.(90), the expansion of the function (−a2(r)) into a Taylor
series can be started from the second order term. But if we
substitute the expression:
(−a2 (r)) =
∞∑
l=2
qlr
l, [91]
into Eq.(89), we get:
q2 = 0, q4 = 0, q5 = 0, q6 = 0,
q3 =
k
6
, q7 =
g2k2
2688
, . . .
[92]
It is noticeable from these relations that Eq.(89) has a non-
trivial solution that satisfies the boundary conditions Eq.(90).
From these relations one may also note that in the case
k = 0, C = 0 this equation will just have a trivial solution
with the same boundary conditions. The case k = 0 we will
be discussed in detail later in the paper.
By integrating Eq.(89) twice with the conditions of
Eq.(90) we get:
(−a2 (r)) = k
6
r3 +
1
4
g2
r∫
0
dr1
r1∫
0
dr2
(−a2(r2))2
r2
, [93]
whence, using the inalienability of the integrand in expression
Eq.(93) and relation Eq.(88) we obtain:
(−a0 (r)) ≥ k
6
r2. [94]
Thus, obtained from two-particle equations, the QCD poten-
tial of quark interactions, (−a0(r)), provides not only the pos-
sibility of existence of hadrons as bound particles, but also
quark confinement. Note, that the case, k > 0, C = 0, which
has just been discussed in addition to quark confinement also
describes the features of asymptotic freedom.
Now we examine the case k > 0, C > 0. By integrating
Eq.(89) twice we get:
(−a2 (r)) = Cr + k
6
r3 +
1
4
g2
r∫
0
dr1
r1∫
0
dr2
(−a2(r2))2
r2
. [95]
From this relation one can make an estimation of:
(−a2 (r)) > Cr ≥ 0, [96]
and as a consequence we get the inequality
(−a2 (r)) > Cr + 1
6
(
k +
g2C2
4
)
r3. [97]
Thus, as seen from this relation, in case of C > 0 the potential
(−a0(r)) will ensure the existence of a bound state of quarks
and confinement not only in case of k > 0, but also at k = 0.
By considering the Taylor series at the vicinity of r = 0, by
analogy with Eq.(91) and Eq.(92) we get:
(−a2 (r)) r→0−−−→ Cr + 1
6
(
k +
g2C2
4
)
r3. [98]
Therefore, the conclusion about the description of the asymp-
totic freedom features remains valid in the case of k > 0, C 6=
0, as well as in the case of k = 0, C 6= 0.
We now analyze the existence of the bound states and
confinement in the case k > 0, C < 0. We are interested in
the asymptotic behavior of the function (−a0(r)), hence the
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behavior of (−a2(r)) at high r. In order to make this analysis,
we rewrite Eq.(96) as:
(−a2 (r)) = r
(
C +
k
6
r2
)
+
1
4
g2
r∫
0
dr1
r1∫
0
dr2
(−a2(r2))2
r2
.
[99]
The expression
(
C + k
6
r2
)
at relatively high values of r be-
comes positive. If we denote by r0 the value of r at which this
expression is equal to some positive value C0, then for r > r0
we get:
(−a2 (r)) > C0r + 1
4
g2
r∫
r0
dr1
r1∫
r0
dr2
(−a2(r2))2
r2
> C0r > 0.
[100]
As a result of this inequality we have the estimate:
(−a2 (r)) > C0r + 1
24
g2(C0)
2r3. [101]
Thus, as seen, the conclusion about the description of the
quark confinement and asymptotic freedom for the case k > 0
took place on arbitrary value of the constant C.
For the case k < 0, features of the solutions are much
more diverse, therefore we analyze these features on the phase
plane. For this we introduce a new variable x into Eq.(89) with
the help of the relation:
r =
g
2
√
|k|
x. [102]
Then we rewrite this expression in the form:
d2 (−a2 (x))
dx2
=
(
g3
8
√
|k|
)
((−a2 (x))− x) ((−a2 (x)) + x)
x
.
[103]
It is seen from Eq.(103) that the equation has two trivial so-
lutions (−a2(x)) = −x and (−a2(x)) = x, which differ by
boundary conditions:
(−a2 (x))|x=0 = 0,
d (−a2 (x))
dx
∣∣∣∣
x=0
≡ C′ = ±1. [104]
Here we use the notation C′ for the first order derivative
taken with respect to (−a2(x)) when x = 0. Furthermore,
we examine the behavior of the rest of the solutions with re-
spect to the value of C′. Half-lines (−a2(x)) = −x, x ≥ 0
and (−a2(x)) = x, x ≥ 0 split the phase half-space x ≥ 0
into regions where the sign of the second order derivative
d2 (−a2(x)) /dx2 is defined as shown in Fig.1(a).
For further analysis, it is better to use a mechanical anal-
ogy. We will call, the second derivative an “acceleration”, the
first one – “velocity”, the value C′ we will call the “initial
velocity”. The function (−a2(x)) will be called the coordinate
and its arguments we call as “time”. Therefore, we have the
following analogy, there are two objects I and II which sat-
isfy the solutions shown in Fig.1 as straight lines. Further
we analyze the behavior of the arbitrary solution, the object
III, with respect to these two. Thus at the beginning when
time equals zero, there are three objects that start to move.
The objects I and II are moving with constant velocity 1 and
(-1) respectively. Movement of the object III is described by
Eqs.(103) with an initial coordinate that is equal to zero and
with initial velocity C′.
Examine the possible movement of the object III with re-
spect to the initial velocity C′. First, we analyze the case
when −1 < C′ < 1, then object III gets into region of the
negative acceleration (see, segment OA1 on Fig.1(b)). In or-
der to change sign of the acceleration of object III, as seen
from Eqs.(103), it should outrun object I or II. Given that
the initial velocity of III was lower with respect to the veloc-
ity of I and object III, is located in the sector of the negative
acceleration and it will never overtake object I. This leads to
the fact that the velocity of III will decrease (see, segments
A1A2, A2A3, ... on Fig.1(b)). The acceleration of III will re-
main negative and nonzero until it overtakes object II. This
means that it will surely catch up the object II, since in an-
other case object III will stay in the sector of negative accel-
eration forever. This in turn means that nothing can prevent
that the velocity of object III becomes negative and large
with respect to the velocity of II by absolute value, which
in turn leads to the fact that object III will overtake object
II. Once this happens, the object will fall into a region of
positive acceleration. The velocity of this object will start de-
creasing by absolute value until it will be overtaken by object
II. Furthermore, this situation will be repeated continuously,
as shown in Fig.1(b).
In Fig.2(a) is shown the result of the numerical solution
of Eq.103 for the case C′ = 0.5, g = 10, k = −5. The corre-
sponding potential is shown in Fig.3(solution (a)).
Results shown in Fig.2(a) and Fig.3(solution (a)) corre-
spond to the value of ≈ 55.9 for the coefficient
(
g3
8
√
|k|
)
in
Eq.(103). If one will increase this coefficient by a factor of
1000, the solutions (−a2(x)) and (−a2(x)) = −x will almost
match each other, as shown in Fig.2(d).
If one will decrease this coefficient, for instance
(
g3
8
√
|k|
)
≈
5.59 × 10−5, we will get a much longer process as shown in
Fig.2(b).
Now let’s examine the features of the solution that corre-
sponds to the initial condition C′ < − 1. In this case when
the object III will outrun object II, it will fall into the region
of positive acceleration (see, segments OA1 in Fig.1(c)). This
in turn will lead to the fact that the velocity of the object
III with respect to the object II starts to decrease, and the
object II will begin to overtake the object III (see, segments
A1A2, A2A3, ... on Fig.1(c)). This process will not stop until
II will not outrun the object III. This outrun will happen
anyway. But afterwards, the object III will fall into the re-
gion of negative acceleration and its velocity with time will
again become higher in absolute value with respect to the ve-
locity of the object II. This situation will lead to the fact that
object II will again overtake object III. This situation will
be repeated continuously, as this shown in Fig.1(c). This dis-
cussion is confirmed by the results of the numerical solutions
of Eq.(103). A typical example of the solution for boundary
conditions that are examined is shown in Fig.2(c). The corre-
sponding potential (−a0(r)) is shown in Fig.3(solution (b)).
In case of C′ > 1, the object III will immediately outrun
the object I and will fall into the region of the positive ac-
celeration as shown in Fig.1(d). This will lead to an increase
of the velocity of the object III, which already was high with
respect to the velocity of the object I. In this case the object
III will never fall into the region of negative acceleration. A
typical result of a numerical solution for this case, C′ > 1, is
shown in Fig.4(left).
For small values of the coupling constant we get quali-
tatively the same behavior for the solution (see Fig.4(right))
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(a) (b) (c) (d)
Figure 1. (a) Dividing the phase half-plane into sectors with constant sign of the second derivative d
2(−a2(x))
dx2
(b) Typical phase trajectory in the case of −1<C′<1.
(c) Analysis of the behavior of the solution of Eq.(103) which satisfies the conditions (−a2(x))|x=0 = 0, d(−a2(x))dx |x=0 = C′<− 1 on the phase plane. (d) Analysis
of the behavior of the solution of Eq.(103) which satisfies the conditions C′>− 1 on the phase plane.
that differs from the solution shown in Fig.4(left) just by nu-
merical values.
Thus in the case of C′ > 1, with respect to the two previous
cases, we again have a quark confinement and asymptotic free-
dom. Fig.4(left) shows that at large x, the function (−a2(x))
is growing much faster than x. Therefore, in the limit when
r approaches infinity, the potential (−a0(x)) or (−a0(r)) will
also go to infinity. This means that in order to set apart two
quarks to infinity, one may need an infinite potential energy,
which leads to confinement. At same time one may note from
Fig.4(left) that in the limit of small x, the (−a2(x)) = x and
hence (−a0(x)) = (−a2(x)) /x will approach some constant.
But if the potential energy approach to a constant, then the
gradient, which is equal to force, will approach to zero. Hence
at small distances, quarks do not interact, which corresponds
to asymptotic freedom.
Considering the equations and the features of their solu-
tions allows us to reply one question: What is the two-particle
gauge field from a physical point of view? To reply it, we
return to Eq.(84) and examine its solution on the subset of
simultaneity, Eq.(4). This equation is nonhomogeneous. If we
want to quantize the fields a (X,y1) and b (X,y1), we have to
start from homogenues equations. This can be done by substi-
tuting Eq.84 into Eq.(86), where a0 (y1) is one of the solutions
of Eq.(85) and a1 (X,y1) is a new unknown function. There-
fore, we get the following equation for this unknown function:
ga1a2
∂2a1 (X,y1)
∂Xa1∂Xa2
+ (−4∆y1a1 (X,y1)
+2g2 (−a0 (y1))a1 (X,y1)
)
− g2(a1 (X,y1))2 = 0.
[105]
To describe the field a1 (X,y1), we will apply methods of
perturbation theory. Thus we will drop the nonlinear terms
from Eq.(105) and afterwards we get the equation that is gen-
erated by the action:
S =
∫
d4Xdy1
(
1
2
ga1a2
∂a1 (X,y1)
∂Xa1
∂a1 (X,y1)
∂Xa2
−2∂a1 (X,y1)
∂yb1
∂a1 (X,y1)
∂yb1
− g
2
2
(−a0(y1))(a1 (X,y1))2
)
.
[106]
Noether’s theorem for the field with such action leads to the
following expression for the energy of the field a1 (X,y1) at
zeroth order in perturbation theory:
P0 =
1
2
∫
dX1dX2dX3dy1
×
(
3∑
b=0
(
∂a1 (X,y1)
∂Xb
)2
+ 4
3∑
b=1
(
∂a1 (X,y1)
∂yb1
)2
+g2 (−a0 (y1)) (a1 (X,y1))2
)
.
[107]
As can be seen from this expression, the requirement of finite
energy leads to a quite fast approach to zero of all possible
realizations of the field a1 (X,y1) when |y1| is approaching
infinity in the case when (−a0(y1)) preserves quark confine-
ment. Thus, the same function (−a0(y1)) that in Eq.(87)
provides quark confinement in equation for the zeroth order
approximation for the field a1 (X,y1) is providing gluon con-
finement:
ga1a2
∂2a1 (X,y1)
∂Xa1∂Xa2
+
(
−4∆y1a1 (X,y1) + 2g2 (−a0 (y1))a1 (X,y1)
)
= 0,
[108]
Eq.(108) is similar to Eq.(18) or (58) with internal vari-
ables but with the minor difference that the operator(
Hˆ internal
)2
(a1 (X,y1)) =
− 4∆y1a1 (X,y1) + g2 (−a0 (y1)) a1 (X,y1) ,
[109]
which is similar to the Hamiltonian of the two-particle system
here is the square of the Hamiltonian of the internal system.
Indeed if one will turn from the field a1 (X,y1) to its Fourier
representation using the coordinates Xa, a = 0, 1, 2, 3:
a1 (X,y1) =
1
(2pi)3/2
∫
d4Xa1 (p,y1) e
ipaX
a
, [110]
then we get the equation:(
Hˆ internal
)2
(a1 (p,y1)) = (g
a1a2pa1pa2) a1 (p,y1) . [111]
Thus, as seen from this equation, the eigenvalues of the oper-
ator, Eq.(109), are equal to the square of the internal energy
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of the two-gluon particle for different internal states of this
particle. Indeed, in the case of the potential (−a0(y1)) that
provides confinement, one may set boundary conditions for
Eq.(89) in a way, that all eigenvalues of the operator, Eq.(109),
will be positive. However, as follow from the previous discus-
sion, this is true for cases where k > 0, C ≥ 0 or k = 0, C > 0.
Given Eq.(111), this means that the two-gluon particle has
nonzero mass and there exists of a rest reference frame for it.
As follow from Eq.(111), the eigenvalues of the operator in
Eq.(109) is equal to the square of the energy of the two-gluon
particle in this reference frame.
From a formal point of view this situation looks similar to
the one that was considered in Eq.(18), but with one signifi-
cant difference. In Eq.(18) we have contribution from terms
with (2m)2, that comes from the mass of bound particles.
Thus one may assume that the eigenvalues of a sum of the
kinetic energy and potential energy operators, that are in a
bound state, are small with respect to the total rest energy
of these particles. In this way one may just keep linear terms
with respect to these operators in the square of the internal
Hamiltonian. But in the current case we are considering the
bound state of two massless gluons, which can be noticed from
Eq.(109) due to absence of a term similar to (2m2) in Eq.(18).
Thus we can no longer assume that the eigenvalues of the op-
erator in Eq.(109) are small additive terms to something, so in
order to examine the internal Hamiltonian of the two-gluon
particle we have to take the square root of the operator in
Eq.(109).
A formal definition of this square root does not pose any
problems, since in case of the confinement operator, Eq.(109),
it has just a discrete spectrum of eigenvalues. By choosing
the system of eigenvalues that corresponds to this operator
as a basis, on may represent it as a matrix. This matrix in
this basis will be diagonal. On the main diagonal it will con-
tain the eigenvalues of this operator. As was noticed above
by choosing appropriate boundary conditions, Eq.(90), they
could be positive. If we will change these eigenvalues by the
square root of them, then we get a matrix that would be a
self-conjugate operator due to the realness of values of the
square root. Therefore this operator can be used to define the
operator Hˆ internal =
√(
Hˆ internal
)2
. After the quantization
procedure the sign in front this square root could be inter-
preted in a natural way by considering corresponding coeffi-
cients as creation and annihilation operators of the two-gluon
particles.
Nevertheless, there is no need for an arbitrary definition
of the operator Hˆ internal, since as seen from the previous dis-
cussions all relations for the free field a1 (X,y1), as well as
for the field that interacts with others fields include especially
the operator of Eq.(109). Thus one may say that dynamics
of the two-particle gauge field is defined not by the internal
Hamiltonian but by the square of it. Analysis of such kind
of “weird” situation allows one to make a conclusion about
the nature of the two-particle gluon field. Since the operator
(−4∆y1) that is included in Eq.109 may be written as:
−4∆y1 = −2 (∆x1 +∆x2) + ∆X. [112]
We will consider the two-gluon particle in their center mass
reference frame. Then the eigenvalue of ∆X is equal to zero,
the rest of the operators could be considered as operators of
the square of the energy each of the gluons:
Eˆ21 = −2∆x1 ,
Eˆ22 = −2∆x2 ,
[113]
The operator
(
−g2a0(y1)
)
describes the interaction between
gluons. Due to this interaction the internal state of the two-
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Figure 2. (a) Results of the numerical solution of Eq.(103) for C′ = 0.5, g =
10, k = −5; (b) for case of
(
g3
8
√
|k|
)
≈ 5.59 × 10−5 ; (c) for case of
C′ = −5.5, g = 10, k = −5. (d) same as pad (a) but the coefficient
(
g3
8
√
|k|
)
has been increase by a factor of 1000, so ≈ 55901.7.
gluon particle is not an eigenstate anymore, neither of energy
nor of momentum of these gluons. But we can discuss the
mean values of those quantities. Then from the definition of
Eq.(113) we have: 〈
E2a
〉
= 2
〈
p2a
〉
, a = 1, 2. [114]
If we consider the “initial gluon”, namely those that appear
in QCD at the zero order of pertubation theory, then one will
leave just linear terms in the equation. When QCD equations
coincide with well-known QED equations, then due to mass-
lessness of this gluon the relation between eigenvalues of the
energy, E, and momentum, p, in a state that is an eigenstate
for both of these quantities, has the form E = |p|. Then for
the square of the average values in the noneigenstate for these
quantities, we get exactly Eq.(114). The factor of two appears
in this relation due to two polarization states of the “initial
gluon”. Therefore, masslessness of the “initial gluon” leads to
the fact that the square of the average momentum determines
the square of the average energy of this particle, but not the
average energy. This was shown previously for non-relativistic
massive particles.
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One may conclude from the above discussion, that two in-
teracting gluons which form the two-gluon particle stay mass-
less, even if their properties are significanly different from
the properties of the “initial gluon” from pertubation theory.
Each of these gluons interact with one another and are in the
state that is located in space, hence not in the eigenstate with
respect to momentum. Due to this issue the average energy of
the massless gluon in the examined state is not zero. Thus if
we consider the possibility of creating a new gluon (or several
gluons) in this reference frame, then it does not matter if it
is massless because this creation will require nonzero energy
(similar to the case when the gluon is massive). So, if the
interaction of the two-gluon particle with another field can-
not provide the required energy, then a new gluon will be not
created, and the system will stay a two-gluon system. This
makes sense for the consideration of the two-gluon field that
describes the bound states of the two interactions between
each massless gluons. Candidates for such two-gluon bound
states are being searched for in the experiments [25, 26] as
well as in theory [27].
We can describe the internal state of the two-gluon parti-
cle by searching for eigenvalues of Eq.(111) for the operator in
Eq.(109). At this stage we can satisfy the condition, Eq.(78),
or Eq.(80). Using Jacobi coordinates, this requirement looks
as:
a (X,y1 = 0) = 3b (X,y1 = 0) . [115]
As may see from Eq.(83), the fields a (X,y1) and b (X,y1) are
satisfy the same equations. However, one can apply the differ-
ent boundary conditions for them. Let’s show that Eq.(115)
determines these boundary conditions.
Due to similarity of the equations for the field b (X,y1)
one can consider just a partial solution b0 (y1) that is analog
to a0 (y1) and fulfill Eq.(85) but using different boundary con-
ditions. Namely if one will define b0 (y1) as b (r) in analogy
to Eq.(88) then:
b0 (r) =
b2 (r)
r
, [116]
This change just allow us to omit the solution for the field
b0 (r), since it is completely identical to the solution for field
a0 (r) that was written above. Afterwards we will return later
to the variable y1, and perform the further computations us-
ing it. Thus, b0 (y1) will have a finite value at the zero point,
only if function b2 (y1) will turn to zero at y1 = 0, which is
similar to Eq.(90), but the first order derivative at the zero
point (value of constant C in Eq.(90)) may be different. We
denote the value of that first order derivative as C1. From
the representation in Eq.(95) of Eq.(89) it follows that C and
C1 are equal to a0 (y1) and b0 (y1) respectively at the zero
value of their arguments. Therefore, in order to satisfy the
requirement of Eq.(115), one should use this relation:
C1 =
1
3
C. [117]
In analog to Eq.(86) we get:
b (X,y1) = b0 (y1) + b1 (X,y1) . [118]
Based on ideas used for the field a1 (X,y1), one may see that
the dependence of the field b1 (X,y1) on the internal variable
y1 should be given by the eigenfunction of the operator:(
Hˆ internal,1
)2
(b1 (X,y1))
= −4∆y1b1 (X,y1) + g2 (−b0 (y1)) b1 (X,y1) ,
[119]
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Figure 3. (a) Potential −a0(r) that corresponds to solution shown on Fig.2(a).
(b) Potential −a0(r) that corresponds to solution −a2(2) shown on Fig.2(c).
where now the role of the potential of interaction is played by
the function b0 (y1) instead of a0 (y1) as this was determined
in Eq.(109). In addition, the expression for both potentials
will include the constant C, the first time as it is, at the sec-
ond time through C1 = C/3. If the internal states of the
two-gluon particles that correspond to fields a1 (X,y1) and
b1 (X,y1) will be described by eigenfunctions normalized to
unity of operators in Eq.(109) and Eq.(119) that in turn cor-
respond to the lowest eigenvalues, then these functions will
depend on the constant C. The normalized eigenfunctions
will be denoted as ψa(y1) and ψb(y1), respectively. The con-
dition in Eq.(115) leads to the equation:
ψa (y1 = 0) = 3ψb (y1 = 0) . [120]
This equation determines the values of the constant C, hence,
it also determines the boundary conditions for Eq.(89) and for
the analog equation for b2 (y1).
Let us, for instance, consider the case when k > 0, C > 0,
that preserves confinement and asymptotic freedom. For this
case we have the estimation in Eq.(97). Thus we set approxi-
mately:
(−a2 (r)) ∼= Cr + 1
6
(
k +
g2C2
4
)
r3. [121]
For this approximation the properties of the eigenfunctions
and eigenvalues of the operator in Eq.(109) will be the same
at least at the qualitative level with respect to the explicit po-
tential. But within this approximation we obtain the precise
solution for the three dimensional harmonic oscillator, since:
(−a0 (r)) = C + 1
6
(
k +
g2C2
4
)
r2. [122]
The eigenfunction of the operator in Eq.(109), normalized
to unity with the help of the potential in Eq.(122) that corre-
sponds to the lowest eigenvalue, has the form:
ψa (y1) =

g2
(
k + g
2C2
4
)
24pi


3/4
exp
(
− (y1)
2
2y20
)
, [123]
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Figure 4. (left) Results of the numerical solution of Eq.(103) for C′ = 1.5, g = 10, k = −5. (right) Results of the numerical solution of Eq.(103) for
C′ = 2.5, g = 0.1, k = −5.
where we use the notation:
y0 =
√
24
g2
(
k + g
2C2
4
) . [124]
For the function ψb(y1), we have similar relations but with
substitution of C/3 instead of C with respect to Eq.(117). As
a result of this substitution, Eq.(120) takes form:

g2
(
k + g
2C2
4
)
24pi


3/4
= 3

g2
(
k + g
2C2
36
)
24pi


3/4
. [125]
Since we are considering the case when k > 0, C > 0, we
are interested in a positive solution of this equation. There is
only one positive solution and it has the following form:
C =
√
4 (34/3 − 1) k
g2 (1− 3−2/3 ) . [126]
Taking into account the representations Eq.(86) and
Eq.(118), by fulfilling the corresponding relations for a0 (y1)
and b0 (y1), as well as for a1 (X,y1) and b1 (X,y1) we satis-
fied the requirement Eq.(115) at zeroth order of perturbation
theory for a (X,y1) and b (X,y1). Because we can use the
representation of the interaction in which the field operators
depend on their arguments in the same way as in the zeroth or-
der approximation, we can say that the requirement, Eq.(78),
is taken into account.
By using the representation of the interaction picture1, we
can define all multi-particle operators through eigenfunctions
of the internal Hamiltonians or squares of internal Hamiltoni-
ans that correspond to the lowest eigenvalues. By substitut-
ing these representations into the interaction Lagrangian, one
can perform integration over internal variables and obtain a
model. In this model, the operators that correspond to the
creation and annihilation of hadrons are coupled to operators
that correspond to the creation and annihilation of two-gluon
states.
Discussion and Conclusions
The obtained results for the multi-particle fields allow one
to compute quantities that are observed in experiments, for
instance, in the inelastic and elastic processes of proton scat-
tering. Indeed, we have a proton three-particle bi-spinor field
that may interact with the gluon field, and this interaction
is described by the Lagrangian in Eq.(65). In addition, as
seen from dynamical equation, see Eq.(105), for the two-gluon
field this gluon field is self interacting. For this dynamical
equation one can write a Lagrangian that turns it into an
Euler-Lagrange equation. Given that Euler-Lagrange equa-
tion should include derivatives from the Lagrangian with re-
spect to its fields, then this Lagrangian will include a La-
grangian of self interaction of cubic power, in order to provide
terms of second power, see the last term in Eq.(105). If one
will transform these multi-particle fields with respect to the
representation of the interaction, then one has to substitute
solutions of the equations for the free field into the Lagrangian
of the interaction and self interaction. Since the dependence
of the field functions of the free fields from internal variables
was found by us as a solution of the eigenvalue problem for
the internal Hamiltonians, there is a possibility to calculate
integrals over internal variables in the interaction Lagrangian.
Thus, we come to the problem, of formally matching the prob-
lem of ordinary single-particle field theory. For such a model
one may use the usual methods of diagram techniques, and in
this way compute differential and total cross sections that can
be compared with available experimental data [28, 29]. The
framework shown in this paper allows one to compute the
experimental properties of the inelastic scattering by adding
to this model the interaction of the two-gluon field with a
pseudo-scalar meson field, see the Lagrangian in Eq.(48). For
both elastic and inelastic scattering we obtain the “correct”
law of the energy-momentum conservation in the sense as was
discussed in the introduction. The model obtained in this way
will look similar to the famous φ3 model. Thus the results ob-
tained in the framework of this model [2] allow us to hope for
a successful description of the experimental data.
Note, that for the reasons mentioned in the introduc-
tion, one can make the assumption that in principle the
multi-particle field operators cannot be expressed through the
single-particle field operators. It seems that the dynamics of
multi-particle fields in principle may not be obtained from
single-particle field theories. Indeed, if we consider the single-
particle fields, then we come to the momentum representation
1The Dirac representation
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starting from any kind of representations. But as a result of
the requirements of a relativistic theory, the presence of the
“self” momenta in the single-particle state requires the pres-
ence of the “self” energy. While the two-particle system only
has the energy of the whole system, and not the energies of
individual particles. It look like the multi-particle fields are
“independent” objects that should be considered regardless of
single-particle fields.
Using this fact one can explain the difference in the poten-
tials that provide confinement and asymptotic freedom that
we found in this work with respect to those that are used
in lattice calculations [30]. Really, the lattice calculations
are aimed to calculate the continiuos integral with respect
to single-particle field configurations. But, as discussed in
the introduction, the problem occurred before we choose the
method, for instance, lattice calculations, for computing the
time evolution matrix element or the operator of scattering.
The problem is manifested in the choice of states for which we
would like to compute the matrix element. In lattice calcula-
tions these states are constructed as result of acting with the
single-particle creation operator on the vacuum. Even if one
will consider the matrix element between vacuum states, then
these states are defined in the way that the single-particle an-
nihilation operator set them to zero. And integration is done
over single-particle fields. Thus, if this assumption is true,
then no matter how precise the calculations would be that
use the single-particle fields, they are not able to take into
account the multi-particle effects.
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