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The study of collective decision making system has become the central part of the Swarm-
Intelligence Related research in recent years. The most challenging task of modelling a collec-
tive decision making system is to develop the macroscopic stochastic equation from its microscopic
model. In this report we have investigated the behaviour of a collective decision making system
with specified microscopic rules that resemble the chemical reaction and used different group size.
Then we ventured to derive a generalized analytical model of a collective-decision system using
hyper-geometric distribution.
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I. INTRODUCTION
Distributed and decentralized systems that rely on self-
organizations to achieve a specific goal usually character-
ized by non-linear dynamics. They usually involve ampli-
fication or positive feedback as well as damping or nega-
tive feedback along with several cooperative-competitive
interactions to evolve and navigate towards its desired
state [1]. Due to the non-linearity involved and a great
number of microscopic details, these systems are usu-
ally difficult to analyze and establishing direct analyti-
cal connection between the microscopic and macroscopic
model seems infeasible for most of the practical systems
[2]. The principle challenge in this field to establish a
macro-micro link [3],[4] which has applications in Engi-
neering [5], Sociology, Biology and economics. There are
some literature [5],[6], [7] & [8] proposing an approxima-
tion to a macro-micro model that can predice individual
swarm trajectories as well as swarm densities. But if the
swarm-system is characterized by inhomogeneous spatial
distribution, the analysis is even more difficult [5] & [8].
In this project we focus on self-organizing Collective
Decision Making systems (CDM) that usually allow sim-
pler modelling and therefore a good subject to approach
for establishing macro-micro link and investigating in-
homogeneous spatial distribution. In CDM systems we
have a multitudes of choices and each agent can have
one opinion at a time. Usually they are initialized to an
unordered state without any pattern. Gradually due to
self-organization they develop into a pattern. Positive-
feedback reinforce the majority decision while negative-
feedback prevents the swarm to reach an extreme point.
The microscopic rule-sets determine how an agent will
modify its opinion w.r.t. the opinions of the neighbour-
ing agents. CDM are common in natural as well as in
artificial system. The natural examples are ant-colonies
[9] & [10] and marching band formation in locusts [11].
In swarm robotics [12] & [13] the robustness of CDM
systems are often used to generate an efficient model.
Here we have taken a cue from the work of Biancalani
et al [14] and expanded the model following the method
described in Hamann et al [15]. The former one describes
a completely noise driven binary CDM with random tran-
sition from one decision to the other. There the swarm
tends to converge to an undecided state though that can
be disturbed after some time step by noise. Hamann et al
[15] used a larger neighbourhood size and majority rule
to determine the transition in an agent’s decision. In
this project, however, even larger neighbourhood size of
5 and 7 has been examined, and all possible combination
of majority and minority rules are applied to find out the
influence of individual rule in the system trajectory. At
last an analytic approach is used to justify the probabil-
ities and link them to the macroscopic behaviour of the
trajectory. It’s seen that hyper-geometric distribution is
applicable to the CDM system like the one investigated
here. We focus mainly on the drift term to that allows
to predict long term system behaviour.
II. MODEL
Let us consider a swarm of N agents undergoing a CDM
process. Each agent is characterized by its current opin-
ion. For simplicity we restrict ourselves to binary decision
procedure with two decisions X1 and X2. During CDM
process, an agent modifies its opinion w.r.t. the opinions
of its neighbouring agents within a specified perception
range. The rules are usually governed by majority, i.e.
the agent changes its decision in favour of the major-
ity decision of its neighbourhood. The number of agents
in its perceptible neighbourhood is referred to as group
and the group size G can be different. To eliminate the
need of tie-breaker we choose only only odd number as
G. To preserve the exploration capability of the swarm
we can include minority rules also. Sometime the agents
can change their opinion randomly under the influence
of the noise. We represent the above described micro-
scopic model by a set of chemical reactions that models
all possible causes affecting the opinion of an agent-the
reaction schema. The definition of the reaction schema
depends on the particular scenario of interest. We give
2general equations to define the reaction schema:
R
M,m
i,j : mXi +MXj
r
−→ (m∓ 1)Xi + (M ± 1)Xj (1)
Ri,j : Xi
ǫ
−→ Xj (2)
Equation (1) defines the transition w.r.t. a majority
or minority rule where an agent encounters m numbers
of minority decision holder agents and M number of
majority-holders. On the other hand equation (2) de-
fines the random transition in opinion due to noise.
III. EXPERIMENTAL FINDINGS
First we have done some experiments with different
neighbourhood size to get an empirical understanding
of the macroscopic depiction of the CDM system. The
whole swarm size and neighbourhood size are always
kept as odd numbers to eliminate the possibility of tie-
breakers. The swarm-size is kept at 101 and we have
simulated the CDM process with 5 and 7 neighbourhood
size. The rules or the reaction schemas are set in an
exhaustive manner to find out analyze all possible sit-
uations. To implement the CDM practically, we made
the use of modified Urn model where the majority rule
and minority rule implement positive and negative feed-
back respectively and we have used Gillespie algorithm,
also known as Stochastic Simulation Algorithm (SSA),
a Markov-Chain based Monte-Carlo method proved to
give statistically correct trajectories for a certain reac-
tion schema.
The first experiment has been done with a group size
of 5 and and using two majority and two minority rules
given by:
X1 + 4X2 → 5X2
2X1 + 3X2 → 3X1 + 2X2
3X1 + 2X2 → 2X1 + 3X2
4X1 +X2 → 5X1
(3)
We have plotted z˙ vs z where z = x1 − x2 and x1, x2
are the fractions of the X1 and X2 entities present in the
swarm. The plot thus generated is presented in figure 1a.
Here there is no noisy transition from X1 to X2. Here we
see that there are two stable fixed points at z = ±1 and
one unstable point at z = 0.5. Now if we introduce noisy
transition from X1 to X2 and vice-versa, The positions of
the fixed points change and ±1 are not stable any more.
The resulting graph is shown in figure 1b.
The probabilities of firing the corresponding 4 rules are
also plotted w.r.t. z and shown in figures 2a & 2b. As
can be seen from the figures, introduction of noise doesn’t
change the probabilities of firing of different rules as the
noise is merely superimposed with the original system
dynamics.
Now we are going to investigate the effect of majority
and minority rules for a bigger group size and we have
taken group size 7. There are possibility of 6 types of
encounters and for them we can set either majority or a
minority rule. First we set 4 majority and two minority
rules as follows:
X1 + 6X2 → 7X2
2X1 + 5X2 → X1 + 6X2
3X1 + 4X2 → 4X1 + 3X2
4X1 + 3X2 → 3X1 + 4X2
5X1 + 2X2 → 6X1 +X2
6X1 +X2 → 7X1
(4)
The plot of z˙ vs z without noise for these set of rules
is given in the figure 3a. Again if we introduce noise, the
critical points are pushed inside from the two extrema as
shown in figure 3b.
This analysis can be extended further by replacing two
of the four majority rules in equation 4 with minority
ones. The transition rules will then look like:
X1 + 6X2 → 7X2
2X1 + 5X2 → 3X1 + 4X2
3X1 + 4X2 → 4X1 + 3X2
4X1 + 3X2 → 3X1 + 4X2
5X1 + 2X2 → 4X1 + 3X2
6X1 +X2 → 7X1
(5)
For these rules the plot of z˙ vs z without noise is shown
in figure 4a. There are two new critical points have been
introduced. The effect of noise is the same for that of the
previous cases. The two extreme points z = ±1 cease to
become the stable critical point with the advent of noise
and new stable critical points formed at the pints greater
than z = −1 and less than z = 1. The plot with noise is
also shown in the figure 4b.
The probabilities of firing different rules do not depend
on the noise and same for both the cases: with or without
noise. It does not change with the change in majority or
minority rules too. The corresponding plot of the prob-
abilities w.r.t. z is given in the figure 5.
An interesting incident takes place if we change all the
6 rules into minority ones. The the two extrema z = ±1
become unstable fixed point rather than stable ones; and
the point z = 0 becomes the stable fixeed point. It can
be intuitively explained since with all minority rules, the
swarm at the extreme points will always tend to move out
from there by the application of a minority rule. The plot
of z˙ w.r.t. z for all minority rules is shown in the figure 6.
Now we proceed to experiment further by testing all
the possible combination of majority and minority rules.
As there should be symmetry, there are 8 different com-
binations possible. We are writing down the rules for 8
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(a) Plot of z˙ vs z without noise for a neighbourhood size of
5
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(b) Plot of z˙ vs z with noise for a neighbourhood size of 5
FIG. 1
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(a) Plot of the probabilities of firing different rules vs z
without noise for a neighbourhood size of 5
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(b) Plot of the probabilities of firing different rules vs z with
noise for a neighbourhood size of 5
FIG. 2
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(a) Plot of z˙ vs z without noise for group size 7
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(b) Plot of z˙ vs z with noise for group size 7
FIG. 3
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(a) Plot of z˙ vs z without noise for group size 7 with 4
minority rules
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(b) Plot of z˙ vs z with noise for group size 7 with 4 minority
rules
FIG. 4
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FIG. 5: Plot of the probabilities of firing different rules
vs z for a neighbourhood-size of 7
combinations below.
X1 + 6X2 → 7X2
2X1 + 5X2 → X1 + 6X2
3X1 + 4X2 → 2X1 + 5X2
4X1 + 3X2 → 5X1 + 2X2
5X1 + 2X2 → 6X1 +X2
6X1 +X2 → 7X1
(6)
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Rule 1
FIG. 6: Plot of z˙ vs z without noise for group size 7
with all minority rules
X1 + 6X2 → 7X2
2X1 + 5X2 → X1 + 6X2
3X1 + 4X2 → 4X1 + 3X2
4X1 + 3X2 → 3X1 + 4X2
5X1 + 2X2 → 6X1 +X2
6X1 +X2 → 7X1
(7)
5X1 + 6X2 → 7X2
2X1 + 5X2 → 3X1 + 4X2
3X1 + 4X2 → 4X1 + 3X2
4X1 + 3X2 → 3X1 + 4X2
5X1 + 2X2 → 4X1 + 3X2
6X1 +X2 → 7X1
(8)
X1 + 6X2 → 7X2
2X1 + 5X2 → 3X1 + 4X2
3X1 + 4X2 → 2X1 + 5X2
4X1 + 3X2 → 5X1 + 2X2
5X1 + 2X2 → 4X1 + 3X2
6X1 +X2 → 7X1
(9)
X1 + 6X2 → 2X1 + 5X2
2X1 + 5X2 → X1 + 6X2
3X1 + 4X2 → 4X1 + 3X2
4X1 + 3X2 → 3X1 + 4X2
5X1 + 2X2 → 6X1 +X2
6X1 +X2 → 5X1 + 2X2
(10)
X1 + 6X2 → 2X1 + 5X2
2X1 + 5X2 → X1 + 6X2
3X1 + 4X2 → 2X1 + 5X2
4X1 + 3X2 → 5X1 + 2X2
5X1 + 2X2 → 6X1 +X2
6X1 +X2 → 5X1 + 2x2
(11)
X1 + 6X2 → 2X1 + 5X2
2X1 + 5X2 → 3X1 + 4X2
3X1 + 4X2 → 2X1 + 5X2
4X1 + 3X2 → 5X1 + 2X2
5X1 + 2X2 → 4X1 + 3X2
6X1 +X2 → 5X1 + 2X2
(12)
X1 + 6X2 → 2X1 + 5X2
2X1 + 5X2 → 3X1 + 4X2
3X1 + 4X2 → 4X1 + 3X2
4X1 + 3X2 → 3X1 + 4X2
5X1 + 2X2 → 4X1 + 3X2
6X1 +X2 → 5X1 + 2X2
(13)
Here equation 6 and 13 describes all majority and mi-
nority rules and there are other 6 rules possible as in-
dicated in the transition equations. Now we have tried
to plot z˙ vs z for each case without noise to get a clear
picture. W.r.t. majority vs minority rule we can see that
equations 6 and 13, 7 and 12, 9 and 10, 8 and 11 are
mutually opposite to each other. As we see in the plots
that the z˙ vs z curves are also just opposite in sign for
those cases.
The figures 7a-10b show the different type of z˙ vs z
curves arising from the different combinations of minor-
ity and majority rules. Now it can be clearly deduced
that these curves are the weighted sum of the probabil-
ity distributions of rule firing w.r.t. proper combination.
When noise is introduced the contribution from noise gets
added with the contributions from stochastic rule firing
and the curve shifts. In every curve z = ±1 is a critical
point, if the rule is majority dominated, those are sta-
ble and for minority dominated cases those are unstable.
When noise is added the critical points are pushed inside.
The plot of z˙ vs z for purely noise driven system is also
given in the figure 11 and that constitutes the contribu-
tion from the noise component. It’s almost straight linear
with values equal to the noise level in both extrema.
IV. ANALYTICAL APPROACH
From the results of the experiments we obtained in the
previous section, we can see a strikingly similar pattern
between the probabilities of firing rules and the z˙ vs z
trajectory of the Gillespie simulation. As in microscopic
level we can model z˙ as the average rate of change of z
with time or more precisely average change of z in one
time step and as z changes by one step (z±
1
N
) only when
a rule is fired or a noise driven transition takes place, we
can conclude that z˙ can be expressed as the weighted sum
of the probabilities of firing different rules along with a
term generated due to noise. So, our first concern is to
find out the analytical expression for the aforementioned
probabilities.
No, here during the implementation of the urn model
we made G draws with certain number of X1(or X2) de-
cisions which may be termed as success from a finite pop-
ulation of N agents without replacement. So it satisfies
the condition of hypergeometric distribution and getting
k numbers of X1 decisions are termed as k numbers of
success. For a group size G, k varies from 0 to G. As
for both the extreme cases there can’t be any transition
and therefore no realistic rule for k = 0 and G, the to-
tal number of rules in a specific rule-set can be G − 1.
Again as each of the rule can be implemented as majority
or minority, the total number of rule set can be 2
G− 1
2
where G is an odd positive integer. The division by two
takes place because rules must be symmetric to make the
system realistic.
So, with the convention that the probability of firing
of the k-th rule is the probability of k successes within
G draws, and applying the probability mass function of
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(a) Plot of z˙ vs z without noise according to rule 6
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(b) Plot of z˙ vs z without noise according to rule 13
FIG. 7
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(a) Plot of z˙ vs z without noise according to rule 7
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(b) Plot of z˙ vs z without noise according to rule 12
FIG. 8
hypergeometric distribution we get,
P (X = k) =
(
K
k
)(
N−K
G−k
)
(
N
G
) , (14)
whereK is the number of success states in the whole pop-
ulation i.e. number of agents with decision X1 among N
agents. Now if we plot the equation 14 vs z for different
k and compare them with the experimental plot of the
probabilities, we can see the concurrency between theo-
retical and experimental result as shown in the figure 12.
Now, as it is mentioned before, the expression for z˙ can
be written as the weighted sum of P (X = k) ∀k where
weight is ±1 for majority and minority rule respectively.
So, the expression of z˙ for CDM without noise is given
by
z˙ =
∑
∀k
wkP (X = k), (15)
where P (X = k) is given by the equation 14 and K can
be replaced by N
z + 1
2
. wk is given by
wk =
{
+1 if k-th rule is majority one
−1 if k-th rule is minority one.
For a noise with uniform distribution (white noise) the
contribution to z˙ will be almost linear as shown in the
figure 11 and as shown analytically by Bincalani et al by
the drift term −z. So for noisy system the equation 15
can be rewritten as
z˙ = −ǫz +
∑
∀k
wkP (X = k), (16)
where ǫ defines the noise level and all other symbols have
their previous meanings.
V. CONCLUSION
In this project we tried to investigate the microscopic
behaviour of a CDM process and relate it to a macro-
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(a) Plot of z˙ vs z without noise according to rule 9
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(b) Plot of z˙ vs z without noise according to rule 10
FIG. 9
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(a) Plot of z˙ vs z without noise according to rule 8
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(b) Plot of z˙ vs z without noise according to rule 11
FIG. 10
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FIG. 11: Plot of z˙ vs z for purely noise driven system
scopic description. We extend the approach of Bincalani
et al [14] and Hamann et al [15]. In the former only
the interaction between two agents and a purely noise-
driven system is modelled where as in the latter one the
model of using only majority rules is given. We exper-
imentally determined the plot of the average change of
the swarm fraction z˙ and the probabilities of firing the
majority and minority rules. We have shown that the
drift trajectory is nothing but the weighted sum of these
probability distributions which can be successfully mod-
elled by hyper-geometric distribution and thus a purely
analytic form of z˙ can be given. This work can be ex-
tended in several ways. For example, we can search for
a continuous analogue of hyper-geometric distribution to
make the principle equation that governs a CDM process
more compact. This search can lead to the discovery of
certain orthogonal polynomials that can be used as the
basis function to deterministically derive the coefficients
like a frequency-domain transformation.
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FIG. 12: Plot of theoretical and experimental values of
the k-th rule’s probability with different k for G = 7
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