Abstract. For any hyperbolic genus one 2-bridge knot in the 3-sphere, we show that the resulting manifold by r-surgery on the knot has left-orderable fundamental group if the slope r lies in some range which depends on the knot.
The purpose of this paper is to give new ranges of left-orderable slopes for all hyperbolic genus one, 2-bridge knots. As a by-product, we obtain a wider range of left-orderable slopes for (positive) twist knots than that in [11] .
For non-zero integers m and n, let K(m, n) be the 2-bridge knot S(4mn + 1, 2m) in Schubert's normal form as illustrated in Figure 1 . In Figure 1 , the twists in the vertical box are left-handed (resp. right-handed) if m > 0 (resp. m < 0), but those in the horizontal box are right-handed (resp. left-handed) if n > 0 (resp. n < 0). Thus K(1, −1) is the trefoil, and K(1, 1) is the figure-eight knot. By symmetry, K(m, n) and K(−n, −m) are isotopic. Except the trefoil, K(m, n) is hyperbolic. It is also well known that any genus one 2-bridge knot is equivalent to K(m, n) for some m, n (see [5] ). Then any slope in I is left-orderable. That is, π 1 (K(r)) is left-orderable.
We remark that K(1, −1) and K(−1, 1) are trefoils, so they are excluded in the statement here.
In a previous paper [11] , we showed that any hyperbolic twist knot K(1, n) (n = −1) admits a range [0, 4] of left-orderable slopes. Theorem 1.1 gives a partial improvement of this result. Corollary 1.2. Let K = K(1, n) be a hyperbolic n-twist knot for n > 0. If I = (−4n, 4], then any slope in I is left-orderable.
This range of Corollary 1.2 coincides with that in [20] . Also, Tran informed us that he obtained a similar result to Theorem 1.1. We would like to thank Anh T. Tran for informing his result.
Knot groups and Two sequences of polynomials
Let K = K(m, n) and let G = π 1 (S 3 − K) be its knot group. We always assume that m = 0 and n = 0, unless specified otherwise. This is slightly different from that in [13, Proposition 1], but both are isomorphic.
Proof. We use a surgery diagram of K as illustrated in Figure 2 , where 1/msurgery and −1/n-surgery are performed along the second and third components, respectively. Let µ i and λ i be the meridian and longitude of the ith component. 
Then the relation y = µ
2 . We have
Thus L = w n * w n .
To describe the Riley polynomial of K in Section 3, we prepare two sequences of polynomials with a single variable s.
For non-negative integer m, let f m ∈ Z[s] be defined by the recursion
with initial conditions f 0 = 1 and f 1 = s + 1. Also, let g m ∈ Z[s] be defined by the same recursion
with slightly different initial conditions g 0 = 1 and g 1 = s + 2. We remark that g m is equivalent to the Chebyshev polynomial of the second kind.
Lemma 2.2. The closed formulas for f m and g m are
In particular, all coefficients of f m and g m are positive integers, and the degree of f m and g m is m. Also, f m and g m are monic.
Proof. These easily follow from the inductive argument by using the recursive formulas.
Set f −m = f m−1 for m ≥ 1, and set g −1 = 0 and g −m = −g m−2 for m ≥ 2. Thus we have defined f m and g m for any integer m. In particular, the recursions (2.2) and (2.3) hold for all integers. Lemma 2.3. For any integer m, the polynomials f m , g m satisfy the following relations.
Proof. These are easily proved by induction. We prove (3) (1) and (2), 
Riley polynomials
In this section, we calculate the Riley polynomial of K. Let s and t be real numbers such that s > 0 and t > 1. Let ρ : G → SL 2 (R) be a representation of G defined by
By [17] , ρ gives a non-abelian representation if s and t are a pair of solutions of the Riley polynomial. Recall that w = (xy
be the (i, j)-entry of W n . Then the Riley polynomial of K is given by φ K (s, t) =
(See also [8] .) Since s and t are limited to be positive real numbers in our setting, it is not obvious that there exist solutions for Riley's equation φ K (s, t) = 0. However, this will be verified in Proposition 4.2 under some condition. In fact, we can choose t so that t > 1 and s + 2 < t + 1/t < s + 2 + 4/(sg 2 m−1 ) for any s > 0. We temporarily assume that s and t are chosen to satisfy φ K (s, t) = 0. See Example 3.7 when n = ±1.
Proof. We prove by induction on m. (For the knot K(m, n), we assume m = 0. However, this proposition holds even for m = 0.) If m = 0, then w = 1, so W is the identity matrix. It is easy to check that the claim holds.
Assume the conclusion for m. Note
Calculate the product
By using Lemma 2.3, each entry is identified as desired. For example, the (1, 1)-
Then, calculating the product
gives the conclusion again.
Let λ ± ∈ C be the eigenvalues of W .
On the other hand, trW = f Let w i,j be the (i, j)-entry of W , and let P = w 1,2
The next will be used in Section 5. Proof. This immediately follows from Proposition 3.1 and Lemma 3.3.
By Lemmas 3.2 and 3.3, det
Proof. When n = ±1, it is easy to see the conclusion. Let |n| > 1. This easily
Proof. By [17] (see also [8, p.309] ), the Riley polynomial is φ K (s, t) = z 1,1 + (1 − t)z 1,2 , where z i,j is the (i, j)-entry of W n . From Lemma 3.5 and the recursive formula for τ k ,
Thus we have
For convenience, we introduce a variable
We remark that the Riley polynomial of K is also described by [15] in a different form. 
Solutions of Riley's equation
In this section, we examine when Riley's equation φ K (s, T ) = 0 has a pair of real solutions (s, T ). In fact, we can choose T satisfying s + 2 + c/s < T < s + 2 + d/s, where c and d are constants depending only n, for any s > 0, unless n = ±1.
Let k be a positive integer.
is symmetric for z and z −1 , it can be expanded as a polynomial of z + z −1 . Furthermore, a recursive relation 
where
We will seek a solution T for Φ(T ) = 0 satisfying s + 2 < T < s + 2 + 4/(sg Proof. Suppose n > 1. By Lemma 4.1, by Lemma 4.1. Thus
Since these values have distinct signs, we have a solution T with s+2+d/(sg 
Longitudes
For s > 0, let ρ s : G → SL 2 (R) be the representation defined by the correspondence
Therefore, ρ s is conjugate with ρ defined in Section 3. This implies that if s and t satisfy Riley's equation φ K (s, t) = 0 then ρ s gives a representation of G as well as ρ. In this section, we examine the image of the longitude L of G under ρ s . Throughout the section, let U = ρ s (w) and u i,j be its (i, j)-entry, and let v i,j be the entries of U n . Also, set σ =
Proof. By a direct calculation,
Thus we see that the (1, 2)-entry of ρ s (y −1 x) is the (2, 1)-entry of ρ s (xy Thus we can confirm that the same relation holds for ρ s (w n ) and ρ s (w n * ). Proof. The first assertion follows from the facts that for a meridian x, ρ s (x) is diagonal but ρ s (x) = ±I and that x and L commute. Since L = w n * w n , Lemma 5.1 implies that
.
Hence the (1, 1)-entry is v 
Remark 5.3. Since ρ s (L) is diagonal, we also obtain an equation v 1,1 v 1,2 σ+v 2,1 v 2,2 = 0. This will be used in the proof of Lemma 5.6.
For W = ρ(w), recall that w i,j is its entry.
Let B s be the (1, 1)-entry of the matrix ρ s (L).
Lemma 5.6. B s = −u 2,1 /(u 1,2 σ).
Proof. As noted in Remark 5.3,
Assume v 1,2 = 0. Then v 2,1 = 0. By Lemmas 5.4 and 5.5, v 2,1 = u 2,1 τ n = w 2,1 τ n / √ t. Since w 2,1 = 0 by Lemma 3.4, we have τ n = 0. Recall that φ K (s, t) = (τ n+1 −τ n )+(s+2−t−1/t)f m−1 g m−1 τ n is zero. Thus τ n+1 = 0. Then the recursive formula for τ k implies τ n−1 = 0. In turn, all τ k = 0. But this is impossible, because
By Lemma 5.5, v 1,2 = u 1,2 τ n and v 2,1 = u 2,1 τ n . Thus we have shown that
Proof. From Lemma 5.6, B s = −u 2,1 /(u 1,2 σ). Then Lemma 5.4 and Proposition 3.1,
For the first term of u 1,2 , Lemma 2.3 implies
The coefficient of f m is t/σ, and that of f m−1 is −1/σ. Hence we have
Limits
Let r = p/q be a rational number, and let K(r) denote the resulting manifold by r-surgery on K. In other words, K(r) is obtained by attaching a solid torus V to the knot exterior E(K) along their boundaries so that the loop x p L q bounds a meridian disk of V , where x and L are a meridian and longitude of K. 
Let g : (0, ∞) → R be a function defined by
We will examine the image of g. 
Proof. First, 
Then we have (6.4)
The degree of f k−1 is k − 1, but that of g m−1 is |m| − 1. Hence Lemma 6.1(4) implies
as long as k ≤ |m|. Thus lim s→∞ F k = 1 will follow from lim s→∞ F k−1 = 1. Suppose n = 1. Riley's equation has the unique solution
(see Example 3.7).
Multiplying t k−1 f k−1 to (6.5) gives
That is,
). Hence the fact that lim s→∞ F k−1 = 1
Finally, suppose n = −1. Riley's equation has the unique solution
Since m < 0, f m−1 and g m−1 have degree |m| and |m|−1, respectively. Thus the fact that lim s→∞ F k−1 = 1 and (2) Let m > 0. We decompose B s t 2m as
Since the degree of f k (k > 0) is k and f m is monic,
Then we have lim s→∞ B s t 2m = 1 by combined with Lemma 6.2.
Let m < 0. Set l = −m > 0. Recall f m = f l−1 and f m−1 = f l . We decompose B s t 2m as
As before, Hence the image of g contains an interval (0, 4m) or (4m, 0), according as the sign of m.
Proof of Theorem
The universal covering group SL 2 (R) of SL 2 (R) can be described as SL 2 (R) = {(γ, ω) | γ ∈ C, |γ| < 1, −∞ < ω < ∞}, (see [1] ). Let χ : SL 2 (R) → SL 2 (R) be the covering projection. Then ker χ = {(0, 2mπ) | m ∈ Z} is isomorphic to Z. Since the knot exterior E(K) of K satisfies H 2 (E(K); Z) = 0, any ρ s : G → SL 2 (R) lifts to a representationρ : G → SL 2 (R) ( [9] ). Moreover, any two liftsρ andρ ′ are related as follows:ρ
where h : G → ker χ ⊂ SL 2 (R). Since ker χ is abelian, the homomorphism h factors through H 1 (E(K)), so it is determined only by the value h(x) of a meridian x (see [14] ).
Lemma 7.1. Letρ : G → SL 2 (R) be a lift of ρ s . Then replacingρ by a representationρ ′ = h ·ρ for some h : G → SL 2 (R), we can suppose thatρ(π 1 (∂E(K))) is contained in the subgroup (−1, 1) × {0} of SL 2 (R).
Proof. This is proved in [11, Section 7] for twist knots. Since our knot K has genus one, the argument works without any change.
Proof of Theorem 1.1. Suppose that m, n > 0. Let r = p/q ∈ (0, 4m). By Proposition 6.4, we can find s so that g(s) = r. Choose a liftρ of ρ s so thatρ(π 1 (∂E(K))) ⊂ (−1, 1) × {0} (Lemma 7.1). Then ρ s (x p L q ) = I, so χ(ρ(x p L q )) = I. This means thatρ(x p L q ) lies in ker χ = {(0, 2mπ) | m ∈ Z}. Henceρ(x p L q ) = (0, 0). Thenρ can induce a homomorphism π 1 (K(r)) → SL 2 (R) with non-abelian image. Recall that SL 2 (R) is left-orderable ( [2] ) and any (non-trivial) subgroup of a left-orderable group is left-orderable. Since K(r) is irreducible [12] , π 1 (K(r)) is left-orderable by If we apply this argument for K(n, m), then any slope in [0, 4n) is shown to be left-orderable. Since K(n, m) is equivalent to the mirror image of K(m, n), any slope in (−4n, 0] is left-orderable for K(m, n). Thus I = (−4n, 4m) consists of left-orderable slopes for K = K(m, n).
The other cases are proved similarly.
