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Abstract. Nonuniform Fourier data are routinely collected in applications such as magnetic
resonance imaging, synthetic aperture radar, and synthetic imaging in radio astronomy. To acquire
a fast reconstruction that does not require an online inverse process, the nonuniform fast Fourier
transform (NFFT), also called convolutional gridding, is frequently employed. While various inves-
tigations have led to improvements in accuracy, efficiency, and robustness of the NFFT, not much
attention has been paid to the fundamental analysis of the scheme, and in particular its convergence
properties. This paper analyzes the convergence of the NFFT by casting it as a Fourier frame ap-
proximation. In so doing, we are able to design parameters for the method that satisfy conditions
for numerical convergence. Our so-called frame theoretic convolutional gridding algorithm can also
be applied to detect features (such as edges) from nonuniform Fourier samples of piecewise smooth
functions.
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convolutional gridding
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1. Introduction. In several imaging applications, such as magnetic resonance
imaging (MRI) [3, 29, 32], synthetic aperture radar (SAR), or synthetic imaging in
radio astronomy [5], data are finitely sampled in the Fourier domain. Although in
many cases the data are presumed to be sampled uniformly, there are some situations
for which the data are collected nonuniformly, either by instrument design or by
the circumstances surrounding the collection. Regardless of the particular collection
protocol, reconstructing the underlying image can be viewed as an approximation to
the inverse Fourier transform. As the data often must be accurately analyzed in real
time, numerical efficiency and robustness of the numerical algorithm are essential.
One common technique used to reconstruct images from nonuniform finitely sam-
pled Fourier data involves “regridding” the data uniformly, via a convolution, so that
the inverse fast Fourier transform (FFT) algorithm can be applied. This technique
goes by various names, depending on the particular application. We will use the terms
nonuniform FFT (NFFT) [14, 15] and convolutional gridding [24, 28, 29, 32] inter-
changeably. Briefly, the method uses practical and heuristic arguments to construct an
essentially compactly supported window function, which is also essentially compactly
supported in the Fourier domain. Uniform Fourier coefficients are then computed by
numerically approximating the convolution of the Fourier transform of the underlying
function with the window function from the given nonuniformly sampled Fourier data.
Numerical weights, often called density compensation factors (DCFs), are introduced
to evaluate the convolution integral via summation. The FFT is then used directly
to reconstruct the underlying image.
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A FRAME THEORETIC APPROACH TO THE NFFT 1223
Although the convolutional gridding algorithm typically achieves satisfactory re-
sults, it is not difficult to generate examples where the method fails [37]. Specifically,
if the DCFs are viewed as quadrature weights for the inverse Fourier transform (or
convolution integral), then the rate of convergence is tied to the accuracy of the nu-
merical quadrature scheme. Moreover, for sampling patterns that are increasingly
sparse in the high frequency domain, such as those found in MRI, increasing the
number of data points does nothing to improve the resolution, and hence standard
quadrature rules may fail to converge. Thus developing a new rigorous mathemat-
ical framework to analyze the convergence properties of the convolutional gridding
technique is highly desirable.
There are, of course, other algorithms that recover f from its nonuniform Fourier
data. For example, a well studied problem in sampling theory is to recover a band-
limited fˆ from nonuniform samples (see, e.g., [1, 2, 13, 12] for history and references).
Techniques using compressed sensing are also becoming more prevalent, e.g., [26].
While these approaches each have their advantages, they are primarily solved using
iterative algorithms, thus making them somewhat difficult to analyze. The purpose
of this paper is to establish a theoretical framework for the forward convolutional
gridding method. Specifically, instead of viewing convolutional gridding essentially
as an interpolation-numerical quadrature technique, i.e., as a means to approximate
uniform Fourier coefficients and then perform the (inverse) FFT, we will consider the
convolutional gridding algorithm to be a Fourier frame approximation of the underly-
ing function.1 To do this, we incorporate the convolutional gridding window function
into the representation of f . That is, we express f in terms of the Fourier basis di-
vided by the window function (rather than the standard Fourier basis). There are
several advantages to our approach. First, it completely eliminates the intermediate
interpolation step and the errors associated with it. Second, it provides a framework
for constructing both the DCFs and the window function using rigorous mathematical
arguments while satisfying the need for efficient computation. Finally, it establishes a
forward algorithm for the finite (Fourier) frame approximation, which may be useful
in other applications where data are sampled in a nonstandard way.
Our paper is organized as follows. In section 2 we review the convolutional grid-
ding algorithm and link it to the Fourier frame approximation. We demonstrate how
the DCFs for the convolutional gridding algorithm can be chosen to generate the
best finite frame approximation from the given Fourier frame data. In section 3 we
illustrate how our frame theoretic convolutional gridding algorithm can also be used
to detect edges of a piecewise smooth function from nonuniform Fourier data. Nu-
merical examples are given in section 4, and in section 5 we provide some concluding
remarks. Finally, it establishes a forward algorithm for the finite (Fourier) frame
approximation, which may be useful in other applications where data are sampled
in a nonstandard way. We call our new technique the frame theoretic convolutional
gridding method (FCG).
2. Convolutional gridding and the finite frame approximation.
2.1. The convolutional gridding algorithm. Let f be an unknown piecewise
analytic function supported in [0, 1]. Suppose we are given the finite samples
fˆj = 〈f, ϕj〉 =
∫ 1
0
f(x)e−2πiλjxdx, −n ≤ j ≤ n,(2.1)
1We note that in [3] it was suggested that certain MRI sampling patterns may indeed be viewed
as Fourier frame sequences.
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1224 ANNE GELB AND GUOHUI SONG
(a) Jittered Sampling (b) Log Sampling
Fig. 1. Nonuniform sampling schemes (right half plane), N = 16.
where {λj : j ∈ Z} is a (nonuniform) sequence in R. Our goal is to recover the
underlying function f .
For illustrative purposes we will consider the following sampling schemes for
{fˆ(λj)}nj=−n, depicted in Figure 1:
1. Jittered sampling:
(2.2) λk = k ± τk, τk ∼ U [0, θ], k = −n,−(n− 1), . . . , n.
Here U [0, θ] denotes a uniform distribution on the interval [0, θ]. The τk’s are
independent, identically distributed random variables and represent a uni-
form jitter about the equispaced nodes with a maximal jitter of θ. Further,
both positive and negative jitters are equiprobable, with the sign of jitter at
each node being independent of the sign of jitter at any other node. We will
always assume that |θ| < 1/2. One such example occurs is MRI, where Carte-
sian (equispaced) scans may have stochastic jitters in the scanning trajectory
caused by the inaccuracies in generating the magnetic field gradients.
2. Log sampling: The samples are acquired at logarithmic intervals, with more
samples acquired in lower frequencies. Specifically, |λk| is logarithmically
distributed between 10−v and n with v > 0 and 2n+1 being the total number
of samples. This sampling pattern is inspired by non-Cartesian sampling
patterns in MRI, where typical data acquisition schemes oversample the low
frequencies while undersampling the high frequencies.
To motivate the convolutional gridding method, we begin by writing f as its
inverse Fourier transform,
(2.3) f(x) =
∫ ∞
−∞
fˆ(λ)e2πiλxdλ.
Since f is assumed to be piecewise analytic in [0, 1], fˆ cannot be compactly supported.
However, our finite samples lie in the domain [λ−n, λn], so the best we can hope to
approximate is
(2.4) f˜(x) =
∫ λn
λ−n
fˆ(λ)e2πiλxdλ.
Unfortunately, finding a good quadrature rule for (2.4) is difficult, due to the os-
cillatory nature and slow decay of fˆ(λ) as λ → ∞. Moreover, the set of samples
{fˆ(λj)}nj=−n are predetermined, so we are not at liberty to choose them.
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A FRAME THEORETIC APPROACH TO THE NFFT 1225
The approximation of (2.4) may take the form
(2.5) Snf˜(x) :=
n∑
k=−n
αkfˆ(λk)e
2πiλkx,
where the weights, αk, are known as the DCFs in the MR imaging community. For
example, the DCFs may be generated using the well known trapezoidal rule:
(2.6) αk = λk+1 − λk.
In two dimensions, we may compute a Voronoi tessellation of the non-Cartesian nodes
and then assign individual cell areas as the density compensation weights. For non-
Cartesian sampling patterns which intentionally oversample the low frequencies while
undersampling the high frequencies, the approximation (2.5), where the DCFs are
chosen by any quadrature rule, e.g., (2.6), will fail to converge. That is because as
the sampling is increased the space between the samples does not decrease, i.e., the
sampling is not refined, and standard quadrature rules are therefore not applicable.
Moreover, in approximating (2.4) instead of (2.3), we may incur significant error.
As noted above, the underlying function is assumed to be piecewise smooth and
supported in [0, 1], and hence it has associated slow decay rate in the Fourier domain.
If in addition the function exhibits highly oscillatory behavior, even more energy will
be lost in the discarded high frequency modes.
This issue is partially addressed in [18, 37], where spectral reprojection [21] was
applied to modified versions of (2.5). In essence, it is possible to reproject (2.5) onto
a polynomial basis for which the high frequency information beyond |λn| contributes
only exponentially small values onto the low modes in the reprojection basis. It is
important to note, however, that standard filtering algorithms are not effective in
reducing the error. This is because classical filters are designed to mollify the high
frequency coefficients in the harmonic series, that is, for λj = j, and indeed the
numerical convergence estimates rely on the orthogonality of the harmonic basis [36].
Regardless of how the DCFs are chosen, the computational cost associated with
evaluating (2.5) directly is significant, O(N2), and even more so in multidimensions,
since the FFT cannot be directly applied. Hence a speedup mechanism was devised
to compute nonuniform sums such as (2.5) efficiently. The procedure goes by several
names—the nonuniform FFT [14], the nonequispaced FFT [15], FFTs for nonuniform
grids [35], or convolutional gridding in the MR imaging community [24, 28]. We note
also that iterative algorithms have become increasingly popular in computing the
NFFT [4, 11, 25, 30, 31]. However, the corresponding computational costs may still
be too expensive for some applications, such as MRI. Moreover, it is difficult to analyze
the convergence properties of most iterative algorithms. Thus we are motivated to
both analyze and improve the direct methods of computing NFFT, which is the main
purpose of this investigation.
The convolutional gridding procedure involves moving the nonuniform measure-
ments, fˆ(λj), to an equispaced grid (gridding) via a convolution operation. To ac-
complish this, we define w to be a smooth window function and consider the function
g = fw. In addition, w > 0 should be essentially compactly supported so as to avoid
significant aliasing error in the reconstruction of f = g/w. Some popular choices for
window functions include Gaussian and Kaiser–Bessel functions [24, 28, 29].
The standard Fourier expansion is used to obtain g,
(2.7) g(x) =
∑
l∈Z
gˆ(l)e2πilx,
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1226 ANNE GELB AND GUOHUI SONG
where gˆ(l) =
∫ 1
0 g(x)e
−2πilxdx, and is determined by the convolution
(2.8) gˆ(l) = (fˆ ∗ wˆ)(l) =
∫ ∞
−∞
fˆ(λ)wˆ(l − λ)dλ.
Recall that one of the difficulties in approximating (2.3) was the slow decay rate of fˆ .
Convolutional gridding attempts to address this issue by requiring wˆ to be essentially
compactly supported. True compact support is of course impossible if the window
function w is also strictly compactly supported. One motivation for choosing w as
either the Kaiser–Bessel or Gaussian function is that their Fourier coefficients are
explicitly known. Any similar mollifier (bump function) should suffice, however, and
some may have better convergence properties.
We can now approximate gˆ(l) from the given samples {fˆ(λj)}nj=−n using a quadra-
ture rule of the form
(2.9) gˆ(l) ≈
∑
|j|≤n
αj fˆ(λj)wˆ(l − λj).
We note that generating the optimal DCFs, {αj}nj=−n is an ongoing research problem,
since, not surprisingly, using quadrature weights such as (2.6) to solve (2.9) may not be
satisfactory for many applications. Iterative algorithms that take into consideration
the full construction of (2.10) seem to yield the best accuracy; see, e.g., [23, 29, 32]. As
a consequence of our frame theoretic approach to the convolutional gridding algorithm,
a new technique to determine DCFs will be presented later in subsection 2.3.
Substituting (2.9) into (2.7) yields
(2.10) g(x) ≈
∑
l∈Z
∑
|j|≤n
αj fˆ(λj)wˆ(l − λj)e2πilx,
and division by the window function w provides an approximation to f as
(2.11) f(x) ≈
∑
l∈Z
∑
|j|≤n
αj fˆ(λj)wˆ(l − λj)e
2πilx
w(x)
.
Finally, since wˆ is deliberately chosen to have fast decay, (2.11) can be truncated for
l, leading to the practical convolutional gridding computation for f ,
(2.12) Acg(f)(x) =
∑
|j|≤n
∑
|l−λj |≤q
αj fˆ(λj)wˆ(l − λj)e
2πilx
w(x)
,
where q is a truncation threshold to be specified. In practical applications, the recon-
struction is often “zero padded” so that the computation of (2.12) near the boundary
is not performed. This prevents dividing by very small values of w.
The steps of the convolutional gridding algorithm are enumerated in Algorithm 1
while a graphical illustration of the FFT reconstruction and window compensation is
provided in Figure 2.
Algorithm 1. Given fˆ at the nonequispaced measurement nodes λk, k =
−n, . . . , n. Choose truncation parameter q, interpolating window function w, and
DCFs αk in (2.12).
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Fig. 2. A graphical illustration of the convolutional gridding method. Note that w is chosen for
illustrative purposes only, as the corresponding decay rate of wˆ is too slow for practical applications.
(1) Interpolate to equispaced nodes via convolution:
(2.13) ˆ˜g(l) =
∑
k st.|l−λk|≤q
αkfˆ(λk)wˆ(l − wk) ≈ gˆ(l), l = −n, . . . , n.
(2) Perform standard FFT computation:
(2.14) Sng˜(xp) =
n∑
l=−n
ˆ˜g(l)e2πilxp , xp =
p
n
, p = 0, . . . , n− 1.
(3) Compensate for using the interpolating window function:
Acg(f)(xp) =
Sng˜(xp)
w(xp)
.
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1228 ANNE GELB AND GUOHUI SONG
Since g˜ is also a piecewise smooth function in [0, 1], its Fourier reconstruction will
likewise yield the Gibbs phenomenon. Hence the second step is typically filtered, i.e.,
the coefficients are multiplied by an admissible filter function σ(η) = σ( |l|N ). An in
depth discussion on Fourier filters can be found in [36].
2.2. The Fourier frame approximation. Convolutional gridding, as it is de-
scribed in Algorithm 1, is widely used in a variety of applications. A main advantage
is that the process is a forward operation, that is, no inverse problem need be solved in
the calculation. Moreover, since we are using the standard Fourier expansion, the fast
Fourier transform can be employed to expedite the computation. Thus the process
is straightforward to apply and very efficient. However, the error analysis of convo-
lutional gridding is not yet fully understood, and in fact there are some instances
for which the method fails to converge [37]. Below we provide a rigorous analysis of
convolutional gridding by linking it to a numerical frame approximation for piecewise
analytic functions f [7]. By applying the corresponding error analysis from [33], we
are able to demonstrate the existence of DCFs and window functions to ensure the
numerical convergence of (2.12). To this end, we first review the frame definition and
the numerical frame approximation.
Let H be a separable Hilbert space. We say {ϕj : j ∈ Z} ⊆ H is a frame for H if
there exists some positive constants A,B such that for all f ∈ H
A‖f‖2H ≤
∑
j∈Z
|〈f, ϕj〉|2 ≤ B‖f‖2H.
For a frame {ϕj : j ∈ Z} ⊆ H, its frame operator S : H → H is defined as
S(f) :=
∑
j∈Z
〈f, ϕj〉ϕj , f ∈ H.
The standard frame expansion has the form
(2.15) f = S−1Sf =
∑
j∈Z
〈f, ϕj〉ϕ˜j =
∑
j∈Z
fˆ(λj)ϕ˜j ,
where {ϕ˜j := S−1ϕj : j ∈ Z} is called the (canonical) dual frame and we have defined
the frame coefficients as fˆ(λj) := 〈f, ϕj〉. In our investigation we will assume that
the sampling sequence {ϕj : j ∈ Z} is a frame in L2[0, 1].2
Since typically the dual frame is not explicitly known, the (modified) frame algo-
rithm [7] is often used to calculate (2.15). Other inverse frame operator approximation
methods have also been developed [6, 8, 9, 22]. Here we choose to use the method of
admissible frames [33] to obtain an approximation of ϕ˜j . This method provides a link
from (2.15) to (2.12) and therefore relates its corresponding convergence properties.
Briefly, an admissible frame is designed to compute the inverse frame operator
when the given frame may only be weakly localized (the off-diagonal decay has order
less than 1). Specifically, we define the following [33].
Definition 1. A frame {ψl : l ∈ Z} is admissible with respect to the frame
{ϕj : j ∈ Z} if the following two conditions hold:
(i) There exist some positive constants c0 and t > 1 such that
|〈ψj , ψl〉| ≤ c0(1 + |j − l|)−t, j, l ∈ Z.
2We note that this assumption is validated in [3] for some non-Cartesian sampled MRI data.
D
ow
nl
oa
de
d 
10
/0
6/
14
 to
 1
29
.2
19
.2
47
.3
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
A FRAME THEORETIC APPROACH TO THE NFFT 1229
(ii) There exist some positive constants c1 and s >
1
2 such that
|〈ϕj , ψl〉| ≤ c1(1 + |j − l|)−s, j, l ∈ Z.
Now suppose {ψl : l ∈ Z} is an admissible frame with respect to the frame
{ϕj : j ∈ Z}. As shown in [33], the dual frame ϕ˜j = S−1ϕj can be approximated by
(2.16) S˜−1n ϕj :=
∑
|l|≤k
bl,jψl,
where B := [bl,j ]|l|≤k,|j|≤n is the Moore–Penrose pseudoinverse of the matrix
(2.17) Ψ := [〈ϕj , ψl〉]|j|≤n,|l|≤k.
The relationship between n and k is given by n = k + ck
1
2s−1 , where c is a constant
depending on c1, s, and the frame bounds of {ϕj : j ∈ Z} [33].
The formula given in (2.16) can be directly inserted into the truncated form of
(2.15) as an approximation of f , and, as shown in [33], the rate of convergence is of
the same order as that of approximations using the new expansion frame, {ψl}.
As an example, consider the jittered samples (2.2) with θ = 14 and its correspond-
ing frame {ϕj(x) = e2πiλj : j ∈ Z}. The standard Fourier basis {ψl(x) = e2πilx : l ∈
Z} is admissible with respect to ϕj for any positive number t and s = 1.
Substituting (2.16) into the frame expansion (2.15) and truncating the infinite
summation of j yields the following approximation of f :
(2.18) Afrm(f) :=
∑
|l|≤m
∑
|j|≤n
fˆ(λj)bl,jψl.
To link (2.18) to the convolutional gridding method, Acg(f) in (2.12), we take ψl(x) =
e2πilx
w(x) .
We next provide the error analysis for the frame approximation method, Afrm(f),
following the approach of admissible frames proposed in [33]. To this end, we first
show that {ψl : l ∈ Z} is an admissible frame with respect to {ϕj : j ∈ Z}.
Proposition 2.1. If there exist some positive constants αL and αU such that
αL ≤ w(x) ≤ αU for all x ∈ [0, 1], then {ψl(x) = e2πilxw(x) : l ∈ Z} is a Riesz basis (and
therefore also a frame [7]) for L2[0, 1] with frame bounds 1/α2U and 1/α
2
L.
Proof. Recall that a Riesz basis is the image of a bounded invertible mapping of
an orthonormal basis [7]. Since {e2πilx : l ∈ Z} is an orthonormal basis for L2[0, 1]
and the bound of w(x) ensures that the mapping U(f) := f/w is bounded invertible
in L2[0, 1], {ψl(x) = U(e2πilx) : l ∈ Z} is a Riesz basis for L2[0, 1]. The frame bounds
follow from a direct calculation.
We next discuss the conditions for which {ψl(x) : l ∈ Z} is an admissible frame.
Proposition 2.2. If the 1-periodic extension of w(x) is Cp(R) smooth for some
p ∈ N and w(x) > 0 for any x ∈ [0, 1], then for the jittered sampling {λj : j ∈ Z}
given in (2.2), {ψl(x) = e2πilxw(x) : l ∈ Z} is an admissible frame with respect to {ϕj(x) =
e2πiλjx : j ∈ Z} with t = p+ 1 and s = 1.
Proof. We will check the two admissible conditions in Definition 1 directly. For
j, l ∈ N, we have
(2.19) 〈ψj , ψl〉 =
∫ 1
0
1
w2(x)
e2πi(j−l)xdx.
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1230 ANNE GELB AND GUOHUI SONG
Since w ∈ Cp(R) and w(x) > 0 for all x ∈ [0, 1], we have 1/w2 ∈ Cp(R). Note that
(2.19) can be viewed as the (l − j)th Fourier coefficient of 1/w2. If a function is in
Cp(R), then its Fourier coefficients decay as p + 1, [16, 20]. Thus {ψl(x) : l ∈ Z}
satisfies the first admissible condition with t = p+ 1.
To check the second admissible condition, we note that
〈ϕj , ψl〉 =
∫ 1
0
1
w(x)
e2πi(λj−l)xdx.
By assumption, 1/w is bounded on [0, 1]. Hence for j, l ∈ N, it is clear that for some
c > 0 we have
|〈ϕj , ψl〉| ≤ c(1 + |λj − l|)−1.
The second admissibility condition is readily verified for s = 1 in the jittered sampling
case, (2.2).
The convergence results for the frame approximation method Afrm(f) can now
be given. In what follows, when it is clear from the context, we will use ‖ · ‖ to denote
all norms. This notation includes the L2[0, 1] norm (
∫ 1
0
|f(x)|2dx)1/2 on a function f ,
the Euclidean norm of a vector, or the spectral norm of a matrix.
Theorem 2.3. Suppose the 1-periodic extension of w(x) is Cp(R) smooth for
some p ∈ N and there exists a positive constant c0 such that |fˆ(l)| ≤ c0(1 + |l|)−p−1
for all l ∈ Z. If there exist positive constants αL and αU such that αL ≤ w(x) ≤ αU for
any x ∈ [0, 1], then for the jittered sampling case, {λj : j ∈ Z} with m = (1+2c21α4U )n
in (2.18), we have
‖f −Afrm(f)‖ ≤ cn−p−1/2
for some positive constant c > 0.
Proof. From Proposition 2.2, we know {ψl(x) = e2πilxw(x) : l ∈ Z} is an admissible
frame with respect to {ϕj(x) : j ∈ Z} with t = p + 1 and s = 1. The desired result
follows immediately from Theorem 5.1 in [33].3
Note that Theorem 2.3 does not apply to the case of log sampling, since in general
its corresponding sequence does not constitute a frame. However, as mentioned in
the introduction, in [3] it was suggested that some MRI sampling patterns may yield
Fourier frames.
2.3. Linking convolutional gridding and the Fourier frame approxima-
tion. We now have two different approaches for approximating piecewise smooth f
in [0, 1] from nonuniform Fourier data—the convolutional gridding method, Acg(f) in
(2.12), and the Fourier frame approximation, Afrm(f) in (2.18). In order to link the
two approximations, we first slightly modify the summation in Acg(f) to make the
summation index consistent, and define
(2.20) A˜cg(f) :=
∑
|j|≤n
∑
|l|≤m
αj fˆ(λj)wˆ(l − λj)e
2πilx
w(x)
.
When wˆ decays fast or is compactly supported, the above modification should not
significantly change the computational results or the convergence analysis.
3Theorem 5.1 in [33] requires the use of several technical propositions and is therefore omitted
here.
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In order to compare Afrm(f) to the (modified) convolutional gridding method
A˜cg(f), we first rewrite both methods using matrix notation. By defining the vector
fˆ := (fˆ(λj) : |j| ≤ n), (2.20) yields
(2.21) A˜cg(f) =
∑
|l|≤m
clψl, c = (cl : −m ≤ l ≤ m) = ΩDfˆ ,
where Ω = [wˆ(l − λj)]|l|≤m,|j|≤n and D = diag (αj : |j| ≤ n). Likewise, we rewrite
Afrm in (2.18) as
(2.22) Afrm(f) =
∑
|l|≤m
dlψl, d = (dl : −m ≤ l ≤ m) = Bfˆ = Ψ†fˆ ,
where Ψ† is the Moore–Penrose pseudoinverse of Ψ in (2.17).
Theorem 2.3 provides convergence results for Afrm(f). We are now able to es-
tablish the difference between the approximations A˜cg(f) and Afrm(f).
Theorem 2.4. Suppose there exist some positive constants αL and αU such that
αL ≤ w(x) ≤ αU for all x ∈ [0, 1]. Then there exists a positive constant c such that
‖A˜cg(f)−Afrm(f)‖ ≤ 1
αL
‖(Ψ∗Ψ)−1‖‖Ψ∗ΨΩD− Ψ∗‖F ‖fˆ‖,
where ‖ · ‖F is the Frobenius norm and Ψ∗ is the conjugate transpose of Ψ.
Proof. From (2.21) and (2.22) we have
‖A˜cg(f)−Afrm(f)‖ =
∥∥∥∥ ∑
|l|≤m
(cl − dl)ψl
∥∥∥∥ = ∥∥∥∥ ∑
|l|≤m
(cl − dl)e2πilx 1
w(x)
∥∥∥∥.
It follows that
‖A˜cg(f)−Afrm(f)‖ ≤ ‖1/w‖∞
∥∥∥∥∥∥
∑
|l|≤m
(cl − dl)e2πilx
∥∥∥∥∥∥ ≤ 1αL ‖c− d‖.
To estimate ‖c− d‖, we observe that
c − d = (ΩD−Ψ†)fˆ = (ΩD− (Ψ∗Ψ)−1Ψ∗) fˆ = (Ψ∗Ψ)−1(Ψ∗ΨΩD−Ψ∗)fˆ .
Therefore
‖c− d‖ ≤ ‖(Ψ∗Ψ)−1‖‖Ψ∗ΨΩD−Ψ∗‖F‖fˆ‖,
which finishes the proof.
Remark 1. Theorem 2.4 depends upon the representation of the dual frame given
by (2.16). Various versions of the frame algorithm in [7] do not yield the form needed
in (2.22).
Remark 2. Theorem 2.4 actually suggests a way to select optimal DCFs in (2.9).
Specifically, for any given sampling sequence {λj}nj=−n and weight function w, the
matrices Ψ and Ω are both fixed. Hence the optimal D satisfies
(2.23) argmin
α∈R2n+1
‖Ψ∗ΨΩD−Ψ∗‖F ,
where ‖ · ‖F is the Frobenius norm. The DCFs, {αj}nj=−n, are the diagonal elements
in the diagonal matrix D. In fact, we have the following.
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1232 ANNE GELB AND GUOHUI SONG
Lemma 2.5. Let D = diag (αj : −n ≤ j ≤ n), where αj, −n ≤ j ≤ n are the
DCFs in (2.23). Then the optimal DCFs α′j are given by
α′j =
〈Ψ∗j ,Tj〉
‖Tj‖2 ,
where Ψ∗j and Tj are the jth column of Ψ
∗ and Ψ∗ΨΩ, respectively.
Proof. The result follows from calculating
‖Ψ∗ΨΩD−Ψ∗‖2F =
n∑
j=−n
‖αjTj −Ψ∗j‖2
as the solution to (2.23).
Remark 3. By defining αj as the diagonal elements of D, Theorem 2.4 allows us
to exploit the frame approximation to obtain the optimal DCFs as they appear in the
traditional convolutional gridding algorithm. However, the results can be improved
by allowing D to be banded instead of diagonal. In particular, in this case we view
the DCFs as linear combinations of weights used in approximating the finite frame
approximation of f from its sampled nonuniform Fourier data, as opposed to viewing
them as numerical quadrature weights that approximate the inverse Fourier transform.
For example, suppose D is a (2r − 1)-banded matrix with r − 1 subdiagonals above
and below the main diagonal, respectively. The optimal banded matrix is determined
by solving
(2.24) argmin {‖Ψ∗ΨΩD−Ψ∗‖F : D is (2r − 1)-banded} .
If we define T := Ψ∗ΨΩ, it follows that
‖TD−Ψ∗‖2F =
n∑
j=1
‖Tdj −Ψ∗j‖2,
where dj are the column vectors of D. The solution to (2.24) is also the minimizer
of ‖Tdj −Ψ∗j‖2 for each j. This is a standard least-squares problem with the explicit
solution dj = T
†Ψ∗j . Note that the number of nonzero components in each dj is at most
2r − 1. That is, we actually need only to calculate the Moore–Penrose pseudoinverse
of the corresponding block (at most (2r−1)× (2r−1)) instead of the whole matrix T.
The computational cost of calculating D is O(nr2). Once D is determined, the
cost of evaluating f using the FFT is O(n log n). Note that the computational cost
of determining the DCFs would still be consistent with that of the FFT if we choose
r = O(log n). In fact, we observe in some of our experiments in section 4 that
numerical convergence, especially in the log sampling case, requires r to grow with n.
Indeed, the method may not converge for constant r.
Figures 3 and 4 compare the DCFs generated by (A) the trapezoidal rule, (2.6),
(B) the iterative procedure proposed in [29], and (C) our new FCG approach for both
the jittered (2.2) with θ = 14 and log sampling cases. As discussed in section 2.1,
iterative techniques typically yield more suitable DCFs than the quadrature weights,
such as the trapezoidal rule. As is evident here, our new method generates comparable
DCFs as those constructed by iterative procedures, although it has less computational
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Fig. 3. DCFs for jittered sampling with n = 128. We used the window function w(x) =
e−a|x−.5|, where a = 5× 10−5 for (B) and (C).
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Fig. 4. DCFs for log sampling with n = 128. We used the window function w(x) = e−a|x−.5|,
where a = 5× 10−5 for (B) and (C).
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complexity. Note that although the corresponding sequence for the log sampling
scheme does not constitute a frame, the same algorithm used to generate the optimal
(frame theoretic) DCFs can still be applied. In section 4, we will also demonstrate
that the numerical approximation using the FCG method for log sampling sequences
also yield high accuracy for smooth functions.
Remark 4. Figure 3 suggests that interpreting the reconstruction of f as an
approximation to its inverse Fourier transform and subsequently applying a quadra-
ture formula (of general order) is suitable when the data are close to uniform. On the
other hand, when the given data are highly nonuniform, Figure 4 shows that standard
quadrature rules “compensate” by increasing the DCF values in the sparse regions.
Unfortunately, in many signal processing applications the high frequency data are
likely to contain noise which should be mollified rather than enhanced. Both the iter-
ative and frame theoretic approaches yield more evenly weighted DCFs. We point out
that the iterative approach involves solving a full (2n− 1)× (2n− 1) linear system,4
while the frame theoretic approach only solves 2n− 1 much smaller (2r− 1)× (2r− 1)
linear systems. In particular we use the diagonal matrix, that is, r = 1, to generate
Figures 3 and 4 for the frame theoretic approach.
3. Applications to edge detection. Edge detection is important in many sig-
nal processing and imaging applications. For example, in MRI, tissue classification
inherently depends on the ability to determine the internal boundaries of an image.
In what follows we show how our new FCG algorithm can be applied to locate jump
discontinuities in piecewise smooth functions when data are sampled nonuniformly in
the Fourier domain.5 Determining jump locations from uniformly sampled Fourier
data is in itself a difficult problem, mainly because an edge is a local feature while the
Fourier data are of a global nature. While there are a variety of algorithms that have
been developed to do this, they are in general not easily adapted to the nonuniform
case. In particular, any kind of interpolation (regridding) procedure produces oscilla-
tions that do not have extractable information. A notable exception can be found in
[34], where the the method from [19] was adapted successfully for nonuniform sam-
pling by employing a sparsity enforcing minimization procedure. However, analyzing
the corresponding error is difficult, and, moreover, the technique relies on solving an
inverse problem which may be computationally intensive or even fail to converge.
A frame theoretic approach to edge detection from nonuniform Fourier data
was first suggested in [17]. That method relies on the (modified) frame algorithm,
e.g., [7], to compute the dual frame, which may also be computationally intensive or
ill-conditioned. Here we extend the ideas from [17] but replace the frame algorithm
with the more efficient convolutional gridding algorithm. The link between the Fourier
frame approximation and convolutional gridding allows us to do this.
Consider a piecewise continuous function f : [0, 1] → R with f(0) = f(1) = 0.
We will define the associated jump function [f ] : (0, 1) → R by
(3.1) [f ](x) = lim
t↓x
f(t)− lim
t↑x
f(t).
Notice that [f ] is well-defined since f is piecewise continuous. Furthermore, [f ] = 0
4In some sense, the iterative DCF approach in [29] attempts to construct a kernel from the
nonharmonic series expansion that resembles a regularized Dirac delta function. This is not the
main focus of our current investigation but will be analyzed in more detail in future work.
5We describe only the one-dimensional case, where an edge is equivalent to a jump discontinuity.
Our technique may be adapted to two dimensions if we write (3.4) as a separable function. Results
in this direction can be found in [27].
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everywhere except at the jump discontinuity locations, where [f ] takes on the value
of the jump. For simplicity of presentation, we assume that f has a single jump
discontinuity (edge) ξ ∈ (0, 1). In our numerical examples we will demonstrate that
the method works to recover multiple jump locations, that is, wherever [f ](x) = 0.
Let us again assume that {ϕj(x) = e2πiλjx : j ∈ Z} is a frame for L2[0, 1]. We
seek the jump location, ξ, and its corresponding jump value, [f ](ξ), from the given
data fˆ := {fˆ(λj) = 〈f, ϕj〉 : −n ≤ j ≤ n}. In constructing a numerical algorithm to
determine the jump discontinuities of f , it will be more convenient to write (3.1) as
(3.2) [f ](x) = [f ](ξ)δξ(x),
where δξ(x) is the indicator function taking the value 1 when x = ξ, and 0 otherwise.
For multiple jumps, (3.2) is correspondingly [f ](x) =
∑J
j=1[f ](ξj)δξj (x), where J is
the number of jump discontinuities in f .
Since the indicator function is nontrivial only at a single point whose set has
zero measure, it is not practical to directly construct a meaningful approximation in
L2[0, 1]. Therefore, we regularize (3.2) and instead seek to approximate
(3.3) [f ](x) ≈ [f ](ξ)hn(x),
where
(3.4) hn(x) := h
(
x− ξ
n
)
, n > 0,
with h(0) = 1. We choose h to be a compactly supported bump function that approx-
imates δξ(x) such that hn is supported in [ξ − n, ξ + n] with hn(ξ) = 1. As n ↓ 0,
hn(x) → δξ(x). Numerical considerations dictate that h is smooth (e.g., bell-shaped)
around 0 and n → 0 as n → ∞. We remark that the choice of n is critical in how
the method performs. As n increases, the approximation is more regularized, but
the edges are not as well localized. This trade-off can be decided on a case-by-case
basis, depending on other external influences, such as the amount of and corruption
in the data; see, e.g., [10, 17].
We now implement the ideas from the FCG algorithm to construct an approxi-
mation to (3.3) from the given finite information fˆ = {fˆ(λj) : |j| ≤ n}. To this end,
we first establish a relationship between the Fourier coefficients of the regularized
indicator function, ĥn(λj), and the given data fˆ(λj). For λj = 0, integration by parts
on the given Fourier samples (2.1) yields
fˆj =
1
2πiλj
[f ](ξ)e−2πiλjξ +
1
2πiλj
∫ 1
0
f ′(x)e−2πiλjxdx, −n ≤ j ≤ n
=
1
2πiλj
[f ](ξ)e−2πiλjξ +O
(
1
λ2j
)
.(3.5)
Thus, for large λj , we have
(3.6) 2πiλj fˆje
2πiλjξ ≈ [f ](ξ).
On the other hand, direct calculation of the Fourier coefficients in (3.3) gives
ĥn(λj) =
∫ ∞
−∞
h
(
x− ξ
n
)
e−2πiλjxdx = ne−2πiλjξ
∫ ∞
−∞
h(u)e−2πiλjundx
= ne
−2πiλjξhˆ(λjn).
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1236 ANNE GELB AND GUOHUI SONG
Finally, from (3.6) we have
(3.7) [f ](ξ)ĥn(λj) ≈ 2πiλjnfˆj hˆ(λjn),
implying that we can obtain an approximation of [f ](ξ)ĥn(λj) directly from the given
data fˆj .
We now formulate our edge detection algorithm as follows: Suppose we are given
hˆ := (2πiλjnfˆj hˆ(λjn) : |j| ≤ n),
i.e., an approximation to the nonuniform Fourier coefficients of the regularized jump
function (3.3). Following the frame theoretic convolutional gridding approach, we use
(2.21) to obtain the approximation of [f ](ξ)hn(x) as
Ecg(f) :=
∑
|l|≤m
clψl, c = ΩDhˆ.
Likewise, the frame approximation method (2.22) yields an approximation to [f ](ξ)hn
as
Efrm(f) :=
∑
|l|≤m
dlψl, d = Ψ
†hˆ.
Analogous results to Theorem 2.4 hold here, although the overall accuracy for
recovering the edges strongly depends on the the error incurred in approximating
(3.5) by (3.6), which clearly increases for multiple jumps. Once again the DCFs can
be optimally chosen using (2.24). We demonstrate our results in section 4.
Remark 5. The FCG approach for edge detection given nonuniform Fourier data
has two distinct advantages. First, it does not require interpolation to uniform nodes.
It is evident from (3.5) that edge information comes from the high frequency part of
the Fourier domain. Unfortunately, the sampling patterns in applications such as MRI
are typically sparse in the high frequency domain, and the algorithms that interpolate
these data to integer coefficients are neither accurate nor robust [37]. By contrast,
the proposed FCG approach yields much smaller errors in the high frequency domain.
Second, the FCG method is a forward operation that can be efficiently and accurately
implemented using the FFT. This is in contrast to the frame based edge detection
method introduced in [17], which requires approximating an inverse frame operator.
4. Numerical experiments. The examples below are used to demonstrate the
FCG approach for function reconstruction and edge detection. In each case we com-
pare our new method to the traditional convolutional gridding (CG) method, Acg in
(2.12), and the frame approximation method, Afrm in (2.18).
6 Before presenting our
numerical experiments, it is important to analyze the relationship between these three
methods. The traditional CG method shares the same form as the FCG approach with
r = 1, that is, when we use diagonal approximation in (2.24). Both are linear methods,
with the FCG construction providing a new algorithm for choosing optimal DCFs.
When r > 1, the FFG method can be viewed as a generalization of the traditional
6There are no discernible discrepancies when Acg in (2.12) replaces the sum that is analyzed,
A˜cg in (2.20).
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A FRAME THEORETIC APPROACH TO THE NFFT 1237
CG approach since it allows the use of banded rather than diagonal matrices. Note
that since the FCG approach is an approximation of the frame approximation, (2.18),
the best convergence we can hope to achieve is that obtained by (2.18). However, the
standard frame approximation requires solving a (2n − 1) × (2n − 1) linear system,
while the proposed FCG approach must solve 2n− 1 smaller (2r− 1)× (2r− 1) linear
systems. As r increases, we get closer to the frame approximation in (2.18). Thus we
see the expected trade-off in computational efficiency and numerical convergence.
For convenience, in all of our experiments we use the window function
(4.1) w(x) = e−a|x−0.5|,
where a = 5×10−5. We point out that (4.1) is only one such example that can be used
in Theorem 2.4 and that the choice of window function may influence the numerical
approximation, a topic that will be explored in future work.
Example 1. Consider the target function
f(x) = cos2(π(x − 0.5)2) sin(10(x− 0.5)2), x ∈ [0, 1].
Figure 5 displays the approximation results for jittered sampling, (2.2), with
θ = 14 . We compare the frame approximation (FA) method, (2.18), the convolutional
gridding (CG) method, (2.12), and the new FCG, (2.21), for r = 3. For simplicity
we employ the trapezoidal rule, (2.6), to determine the DCFs for the traditional CG
method.
Figure 6 displays the analogous results for the log sampling pattern. Note in this
case that the corresponding sequence {ϕj : j ∈ Z} may not constitute a frame except
for its finite span. Nevertheless, the FCG method is still effective.
Remark 6. When jittered sampling is used, we do not expect to see much dif-
ference between the results using the traditional or FCG algorithm. This is because
the DCFs look very similar in this case; see Figure 3. On the other hand, the log
sampling case yields a substantial difference in the DCFs, and consequently in the nu-
merical results. As noted previously, the iterative DCF algorithm yields qualitatively
similar results but is more computationally intensive and is only established for the
traditional (linear) convolutional gridding algorithm (e.g., r = 1).
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Fig. 5. Comparisons of recovered functions (A) and pointwise errors (in log) (B) employing the
FA method, the traditional CG method, and the FCG for jittered sampling with θ = 1
4
and n = 200.
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Fig. 6. Comparisons of recovered functions (A) and pointwise errors (in log) (B) of these three
methods: the FA method, the traditional CG method, and the FCG for log sampling.
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Fig. 7. Approximation errors (in log) for different choices of r.
Figure 7 compares the log approximation error using the FCG algorithm with
r = 1,O(log n), and the Fourier frame approximation for n = 16, 32, 64, 128. Observe
that for r = 1, that is, traditional convolutional gridding, the method fails to converge
as n increases. In fact the method may not converge for any fixed r. The method
does converge (assuming no round-off error) for r = O(log n), however.
We now demonstrate the FCG as a means of detecting edges from given nonuni-
form Fourier data. Consider the test function.
Example 2. We consider the piecewise continuous function
f(x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
3/2, 1/8 ≤ x ≤ 1/4,
7
4
− x
2
+ sin(2πx− 1/4), 3/8 ≤ x ≤ 9/16,
11
4
x− 5, 11/16 ≤ x ≤ 7/8,
0 otherwise,
for which we are given Fourier coefficients at either the jittered or log samples.
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(b) The target edge function
Fig. 8. Example 2 and its corresponding target edge function, [f ](ξ)hn(x) as in (3.3).
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Fig. 9. Comparisons of the recovered edge functions and the pointwise approximation errors
(in log) to the target edge function for jittered sampling.
As an approximate indicator function h in (3.4) we choose
h(x) = e−5x
2
, n = 0.02.
Figure 8 shows Example 2 and its corresponding target edge function, [f ](ξ)hn(x)
as in (3.3).
Figures 9 and 10 compare the recovered edge functions and the approximation
errors to the target edge function for given n = 512 jittered and log spaced Fourier
samples, respectively. Once again we use the window function from (4.1) for the
convolutional gridding and FCG, for which we chose r = 25. Fewer oscillations in
smooth regions are evident using the FCG.
We note that it is not straightforward to analyze the edge detection results. In
addition to the flexibility in choosing the window function and truncation parameters
associated with convolutional gridding, the indicator function approximation (3.3) and
additional error incurred in (3.5) can contribute to the overall approximation. Further,
the results displayed in Figures 9 and 10 can be improved by postprocessing. For
example, the sparsity enforcing procedure introduced in [34], with some modifications,
should be applicable.
D
ow
nl
oa
de
d 
10
/0
6/
14
 to
 1
29
.2
19
.2
47
.3
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1240 ANNE GELB AND GUOHUI SONG
0 0.2 0.4 0.6 0.8 1
−4
−3
−2
−1
0
1
2
3
 
 
FA
FCG
CG
(a) Edge functions
0 0.2 0.4 0.6 0.8 1
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
 
 
FA
FCG
CG
(b) Approximation errors
Fig. 10. Comparisons of the recovered edge functions and the pointwise approximation errors
(in log) to the target edge function for log sampling.
5. Conclusion. By viewing the convolutional gridding (nonuniform FFT) me-
thod as a frame approximation, we are able to perform rigorous error analysis. This
enables us to choose optimal DCFs for the convolutional gridding method from a
frame theoretic rather than heuristic perspective. Furthermore, since the traditional
(linear) convolutional gridding method fails to converge, we generalize our approach
by defining the DCFs as the elements of a banded matrix instead of a vector, thereby
increasing the overall accuracy of the approximation and generating numerical con-
vergence. As the band increases, we get closer to the frame approximation of the
underlying function. However, the computational cost for a bandwidth proportional
to the log of the number of given Fourier samples remains of the same order as the tra-
ditional convolutional gridding algorithm. Our numerical results are consistent with
our theoretical results, and even in the case where the underlying sampling pattern
does not generate a frame, we are able to see improvement using our method. Finally,
it is important to note that the FCG method is a forward algorithm and thus avoids
the computational costs necessarily incurred by solving an inverse problem.
There are a large number of parameters in the convolutional gridding algorithm
that can be modified for any particular circumstance. For example, greater accuracy
is possible if a larger truncation number q is used in Algorithm 1, but this would
increase the number of calculations. There also may be better ways to choose the
admissible frame, which may well lead to other types of regridding algorithms that are
not FFT compatible. In edge detection applications, using different regularizations
for the indicator function, (3.4), may improve the results. However, doing so may
also mean that a larger number of Fourier samples are needed to resolve the edges.
We will explore all of these ideas in future work. Finally, the convolutional gridding
algorithm extends analytically and numerically to two dimensions. The parameters of
the method, however, are still chosen heuristically. In future work we will investigate
extending the use of admissible frames, [33], to two dimensions, which may enable us
to choose these parameters from a frame theoretic perspective.
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