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Let M be a connected binary matroid having no F ∗7 -minor. Let
∗ be a collection of cocircuits of M . We prove there is a circuit
intersecting all cocircuits of ∗ if either one of two things hold:
(i) For any two disjoint cocircuits A∗1 and A∗2 in ∗ it holds that
r∗(A∗1) + r∗(A∗2) > r∗(A∗1 ∪ A∗2).
(ii) For any two disjoint cocircuits A∗1 and A∗2 in ∗ it holds that
r(A∗1) + r(A∗2) > r(M).
Part (ii) implies Ore’s Theorem, a well-known theorem giving
suﬃcient conditions for the existence of a hamilton cycle in
a graph. As an application of part (i), it is shown that if M is a k-
connected regular matroid and has cocircumference c∗  2k, then
there is a circuit which intersects each cocircuit of size c∗ − k + 2
or greater.
We also extend a theorem of Dirac for graphs by showing that for
any k-connected binary matroid M having no F ∗7 -minor, it holds
that for any k cocircuits of M there is a circuit which intersects
them.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For all notation, terminology and concepts used for matroids, we refer the reader to [8]. In [2],
Dirac proved a fundamental theorem concerning suﬃcient conditions for the existence of hamilton
cycles in graphs.
Theorem 1.1 (Dirac). Let G be a simple graph of order n  3. If dG(v) n2 for all vertices v ∈ V (G), then G
has a hamilton cycle.
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showed:
Theorem 1.2 (Ore). Let G be a simple graph of order n 3 where for any pair u and v of nonadjacent vertices
it holds that dG(u) + dG(v) n. Then G is hamiltonian.
Motivated by Dirac’s Theorem, Welsh (see [8]) conjectured that a more general result holds for
matroids:
Conjecture 1.3 (Welsh). If M is a simple regular connected matroid and every cocircuit has at least
1
2 (r(M) + 1) elements, then M has a circuit of size r(M) + 1.
In [4], Hochstättler and Jackson veriﬁed Welsh’s conjecture by proving:
Theorem 1.4 (Hochstättler, Jackson). Let M be a binary connected matroid having no F7-minor where
M = F ∗7 . If every cocircuit has at least 12 (r(M) + 1) elements, then M has a circuit of size r(M) + 1.
The main results in this paper extend theorems of Dirac and Ore to binary matroids having no
F ∗7 -minor. In the ﬁrst result, we shall prove the following:
Theorem 1.5. Let M be a connected binary matroid having no F ∗7 -minor. Let ∗ be a collection of cocircuits
of M. Then there is a circuit intersecting all cocircuits of∗ if either one of two things hold:
(i) For any two disjoint cocircuits A∗1 and A∗2 in∗ it holds that r∗(A∗1) + r∗(A∗2) > r∗(A∗1 ∪ A∗2).
(ii) For any two disjoint cocircuits A∗1 and A∗2 in∗ it holds that r(A∗1) + r(A∗2) > r(M).
If M is the cycle matroid M(G) for a connected graph G , then condition (i), r∗(A∗1) + r∗(A∗2) >
r∗(A∗1 ∪ A∗2) is equivalent to |A∗1| + |A∗2| − 2 > r∗(A∗1 ∪ A∗2). In terms of the graph G , this condition
holds iff G\(A∗1 ∪ A∗2) has at least 4 components. Another way of expressing this, is to say that the
cocycles A∗1, A∗2 cross each other; that is, for i = 1,2 let Xi ⊂ V (G) where A∗i is the set of edges having
one endvertex in Xi and the other in V (G)\Xi . Then A∗1 and A∗2 cross if for i = 1,2 one has that Xi
intersects both X3−i and V (G)\X3−i . So one consequence of Theorem 1.5(i) is that if ∗ is a disjoint
collection of cocycles of a connected graph G where any pair of cocycles cross, then there is a cycle
meeting each cocycle of ∗. On the other hand, if M is the cocycle matroid M∗(G) of a connected
graph G, then the cocircuits of M correspond to cycles in G. In this case, condition (i) is equivalent
to saying that for every pair A∗1, A∗2 ∈ ∗ , the cycles A∗1 and A∗2 must share at least two common
vertices.
Part (ii) of the above theorem implies Ore’s Theorem. To see this, let G be a simple graph of
order n 3 where for any pair of nonadjacent vertices u and v it holds that dG(u) + dG(v) n. This
condition implies that G is 2-connected, and thus for each vertex v ∈ V (G), the set of edges incident
with v , denoted Ev , form a cocycle in G , and Ev ∈ ∗(M) where M = M(G) is the cycle matroid of G.
Given that G is simple, the set Ev is independent in M , thus for two nonadjacent vertices u and v it
holds
r(Eu) + r(Ev ) = |Eu | + |Ev | = dG(u) + dG(v) n > n − 1 = r(M).
Letting ∗ = {Ev | v ∈ V (G)}, Theorem 1.5(ii) implies that M has a circuit C passing through all
cocircuits in ∗. The circuit C corresponds to a hamilton cycle in G.
In contrast to the proof of Hochstättler and Jackson, the proof of Theorem 1.5 uses purely matroid-
theoretical arguments and does not rely on any splitting or decomposition results. In the second part
of the paper we shall extend the following well-known theorem of Dirac [3]:
Theorem 1.6 (Dirac). For any k vertices in a k-connected graph where k  2, there is a circuit containing all
of them.
S. McGuinness / Journal of Combinatorial Theory, Series B 99 (2009) 827–842 829In fact, Dirac proved, more generally, that for any k − 2 vertices and any two edges e, f there is a
circuit containing e, f and meeting all k− 2 vertices. In [9], Oxley showed that there is a correspond-
ing result for 3-connected matroids: for any two elements e, f and any cocircuit C∗ , there is a circuit
that contains e, f and meets C∗. In [1], the question was raised as to whether for any k cocircuits
in a k-connected matroid, there is a circuit which meets all of them. The second result of this paper
answers this question for a special class of binary matroids:
Theorem 1.7. Let M be a k-connected binary matroid having no F ∗7 -minor. Then for any k cocircuits, there is a
circuit meeting all of them.
In [5], it was shown that Theorem 1.7 is true for regular matroids. The proof there uses Seymour’s
decomposition theorem for regular matroids.
We shall use some extra notation in this paper. For a matroid M , we let 0(M) be the set of
C ⊆ E(M) where either C ∈ (M) or C is a disjoint union of circuits of M.
2. A key lemma
Let M be a connected binary matroid with ground set E . Let C ∈ (M), and let X ⊆ E\C . A circuit
D is called an (X,C)-circuit if D ∩ X = ∅, and D ∩ C = ∅. Furthermore, D is minimal if C, D, and
C 
 D are exactly the circuits contained in C ∪ D. We observe that if D is minimal, then C 
 D is also
a minimal (X,C)-circuit.
Lemma 2.1. For each e ∈ C, there is at least one minimal (X,C)-circuit containing e.
Proof. Let D be an (X,C)-circuit for which |D\C | is minimum. We claim that D is a minimal (X,C)-
circuit. For suppose there exists a circuit D ′ where D ′ ⊂ D∪C and D ′ /∈ {C, D,C 
D}. We may assume
that D ′ ∩ X = ∅; otherwise, D ′
D would be an (X,C)-circuit for which D ′
D /∈ {C, D,C
D}, and we
could take D ′ 
 D in place of D ′. We shall show that D ′ is minimal. If D ′\C = D\C, then D 
 D ′ ⊆ C,
implying that either D 
 D ′ ∈ {∅,C}. In this case, either D ′ = D, or D ′ = D 
 C, contradicting the
choice of D ′. Thus D ′\C = D\C, and hence D ′\C ⊂ D\C . However, this contradicts the choice of D.
We conclude that no such circuit D ′ exists, and thus D is a minimal (X,C)-circuit.
Let e ∈ C . If e ∈ D, then we are done. If e /∈ D, then e ∈ D 
 C, and D 
 C is also a minimal
(X,C)-circuit. This completes the proof. 
The proof of the main theorem relies heavily on the following lemma.
Lemma 2.2. Let M be a connected binary matroid having no F ∗7 -minor. Let C ∈ (M) and X ⊆ E(M)\C . Let
D be a minimal (X,C)-circuit for which |D ∩ C | is minimum. Let D0 = D\C, D1 = D ∩ C, D2 = C\D, and
M ′ = M/D2. Then D0 and D1 are circuits of M ′ belonging to different components of M ′.
Proof. By contradiction. Since D 
 C = D0 ∪ D2 is a circuit of M, it holds that D0 is a circuit of M ′.
Similarly, since C = D1 ∪ D2 is a circuit of M, it holds that D1 is a circuit of M ′. Suppose D0 and
D1 belong to the same component of M ′. Then there exists a (D0, D1)-circuit in M ′. Let A′ be a
(D0, D1)-circuit where |A′\(D0 ∪ D1)| is minimum. We may assume that A′ ∩ D0 ∩ X = ∅. Otherwise,
(A′ 
 D0) ∩ X = ∅, and A′ 
 D0 contains an (X, D1)-circuit A′′ . Since A′′\(D0 ∪ D1) ⊆ A′\(D0 ∪ D1),
the choice of A′ implies that A′′\(D0 ∪ D1) = A′\(D0 ∪ D1). In this case, we could take A′′ in place
of A′. Thus we may assume that A′ ∩ D0 ∩ X = ∅.
Since A′ ∈ (M ′), there is a circuit A ∈ (M) where A ⊆ A′ ∪ D2 and A′ ⊆ A. If A′ ⊂ D0 ∪ D1,
then A ⊂ D0 ∪ C, and A /∈ {C, D,C 
 D}, contradicting the fact that D is a minimal (X,C)-circuit.
Thus A′ ⊂ D0 ∪ D1, and hence |A′\(D0 ∪ D1)|  1. We claim that A′ is a minimal (D0, D1)-circuit
in M ′. For suppose not. Then there is a circuit A′′ ⊂ A′ ∪ D1 where A′′ /∈ {A′, D1, A′ 
 D1}. We observe
that A′′\(D0 ∪ D1) ⊆ A′\(D0 ∪ D1), and hence by the choice of A′, it must hold that A′′\(D0 ∪ D1) =
A′\(D0 ∪ D1). Now ∅ = A′ 
 A′′ ⊆ D0 ∪ D1, and consequently, A′ 
 A′′ = D0, D1, D0 ∪ D1. Clearly
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A′ 
 A′′ = D0, D0 ∪ D1 since A′′ ⊂ A′ ∪ D1 and D0  A′. Also, since A′′ = A′ 
 D1, we have that
A′ 
 A′′ = D1. We conclude that no such circuit A′′ can exist, and thus A′ is a minimal (D0, D1)-
circuit. In the same way, it can be shown that A′ is a minimal (D1, D0)-circuit. Moreover, using the
fact that A′ was chosen so that |A′\(D0 ∪ D1)| is minimum, it can be shown that A′ 
 (D0 ∪ D1) is a
circuit of M ′.
Finally, we shall show that the circuit A ∈ (M) deﬁned above where A ⊆ A′ ∪ D2, is a minimal
(X,C)-circuit. It is an (X,C)-circuit since A′ ∩ X = ∅, and A′ ∩ D1 = ∅. To show that A is a minimal
(X,C)-circuit, suppose there is a circuit B ∈ (M) where B ⊂ A∪C where B /∈ {A,C, A
C}. See Fig. 1.
Then B\D2 would contain a circuit B ′ ∈ (M ′) where B ′ ⊆ A′ ∪ D1. Since A′ is a minimal (D0, D1)-
circuit and B ′ ⊂ A′ ∪ D1, it must hold that B ′ ∈ {A′, D1, A′ 
 D1}. Clearly B ′ = D1 since D1  A′. If
B ′ = A′, then A 
 B ⊆ C, and hence A 
 B ∈ {∅,C}. Thus either B = A, or B = A 
 C, contradicting
the choice of B. Thus B ′ = A′. By similar reasoning, we deduce that B ′ = A′ 
 D1. We conclude that
no such circuit B ′ exists, and hence A is a minimal (X,C)-circuit.
Since D was chosen so that |D ∩ C | is minimum, it holds that
|A ∩ C | |D ∩ C | = |D1| > |A′ ∩ C |.
Thus it must hold that A′ ⊂ A, and hence A ∩ D2 = ∅. This means that A ∩ Di = ∅, i = 1,2,3. Since A
is a minimal (X,C)-circuit, we have that B = A 
 C is also a minimal (X,C)-circuit. If D2 ⊂ A, then
|B ∩ C | < |D1| = |D ∩ C |, contradicting the choice of D. Thus D2 ⊂ A, and consequently, Di\A = ∅,
i = 1,2,3. Since A′ is a minimal (D1, D0)-circuit, we have that A′ 
 D0 is a circuit in M ′. Similarly,
A′ 
 D1 is a circuit in M ′. Since A′ 
 D0 ∈ (M ′), it is seen that A 
 (D0 ∪ D2) = (A′ 
 D0) ∪ (A\D2)
is a circuit in M. Similarly, since A′ 
 D1 ∈ (M ′), it holds that A 
 (D1 ∪ D2) is a circuit in M.
Additionally, since A′ 
 (D0 ∪ D1) ∈ (M ′), it is seen that A
 (D0 ∪ D1) = (A′ 
 (D0 ∪ D1))∪ (A ∩ D2)
is a circuit of M. It is straightforward to show that these circuits together with A, D0 ∪ D1, D0 ∪ D2,
and D1 ∪ D2 are the only circuits of M|(A ∪ D0 ∪ D1 ∪ D2). One can now construct an F ∗7 -minor of M
in the following way: let a ∈ A\(D0 ∪ D1 ∪ D2), and let ai ∈ Di ∩ A, a′i ∈ Di\A, i = 1,2,3. See Fig. 2.
Let N = M|(A ∪ D0 ∪ D1 ∪ D2) and W = E(N)\{a,a1,a2,a3,a′1,a′2,a′3}. Then the circuits of N/W are
seen to be exactly A\W , and Di ∪ D j\W , A 
 (Di ∪ D j)\W , for all i, j = 1,2,3 where i < j. We see
that N/W  F ∗7 , which implies that M has an F ∗7 -minor. With this, we reach a contradiction. Thus
D0 and D1 must belong to different components of M ′. 
3. Proof of Theorem 1.5: Part I
In this section, we shall prove (i) of Theorem 1.5.
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Theorem 3.1. Let M be a connected binary matroid which contains no F ∗7 -minor. Let ∗ be a collection of
cocircuits of M. Then at least one of two things must hold:
(i) There is a circuit of M intersecting each cocircuit of∗.
(ii) There are two disjoint cocircuits A∗1, A∗2 ∈∗ where r∗(A∗1 ∪ A∗2) = r∗(A∗1) + r∗(A∗2).
Proof. Let C be a circuit of M which intersects a maximum number of cocircuits of ∗. Sup-
pose that C does not intersect all cocircuits of ∗ and let A∗1 ∈ ∗ where C ∩ A∗1 = ∅. Since M
is connected, there is at least one minimal (A∗1,C)-circuit. Among such circuits, choose a circuit
D such that |D ∩ C | is minimum. Let D0 = D\C , D1 = D ∩ C , D2 = C\D, and M ′ = M/D2. We
have that C ′ = D0 ∪ D2 = D 
 C is also a minimal (A∗1,C)-circuit. Since C intersects a maximum
number of cocircuits of ∗, there is a cocircuit A∗2 ∈ ∗ where C ∩ A∗2 = ∅ but C ′ ∩ A∗2 = ∅. Thus
D1 ∩ A∗2 = ∅. By Lemma 2.2, D0 and D1 are circuits of M ′ belonging to different components, say
X and Y , respectively. We observe that A∗1 and A∗2 are cocircuits of M ′ . Since A∗1 ∩ D0 = ∅, it
holds that A∗1 ⊂ X . Similarly, since A∗2 ∩ D1 = ∅, it holds that A∗2 ⊂ Y . Hence they are disjoint. If
r∗(A∗1) + r∗(A∗2) > r∗(A∗1 ∪ A∗2), then there is a cocircuit A∗3 ⊂ A∗1 ∪ A∗2, A∗3 = A∗1, A∗2, and A∗3 would
also be a cocircuit of M ′. However, this is impossible since A∗1 and A∗2 belong to different components
of M ′. Thus it must hold that r∗(A∗1) + r∗(A∗2) = r∗(A∗1 ∪ A∗2), and A∗1 ∩ A∗2 = ∅. 
4. (C∗, C, e)-circuits
Our eventual task is to prove part (ii) of Theorem 1.5. Before we can do this, we need an inter-
mediary theorem which has a somewhat technical proof. If D is a minimal (X,C)-circuit for which
D ∩ C = {e}, then D is called an (X,C,e)-circuit. In this section, our goal is to prove the following
theorem:
Theorem 4.1. Let M be a connected binary matroid having no F ∗7 -minor. Let C∗ ∈ ∗(M), and let C ∈ (M)
where C ∩ C∗ = ∅. Then there are at least 2(r(C∗) − r(C ∪ C∗)) + |C | elements e ∈ C for which there is a
(C∗,C, e)-circuit.
We shall ﬁrst show that the proof of the above theorem reduces to the case where M is the
disjoint union of C∗ and C . For suppose e ∈ E(M)\(C∗ ∪ C). Let N = M/e. Then C∗ ∈ ∗(N). Suppose
ﬁrst that C ∈ (N). Then we have
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If rN(C∗) = r(C∗) − 1, then rN (C∗ ∪ C) = r(C∗ ∪ C) − 1. Thus
2
(
rN (C
∗) − rN (C∗ ∪ C)
)+ |C | = 2(r(C∗) − r(C∗ ∪ C))+ |C |.
If rN(C∗) = r(C∗), then
2
(
rN (C
∗) − rN (C∗ ∪ C)
)+ |C | 2(r(C∗) − r(C∗ ∪ C))+ |C |.
In either case, it is seen that the above inequality holds. Assuming the theorem holds for N , there
are at least 2(r(C∗) − r(C∗ ∪ C)) + |C | elements f ∈ C for which there is a (C∗,C, f )-circuit in N . Let
FN be one such (C∗,C, f )-circuit. If FN ∈ (M), then FN is seen to be a (C∗,C, f )-circuit of M. If
FN /∈ (M), then F = FN ∪ {e} ∈ (M). Furthermore, F is seen to be a (C∗,C, f )-circuit of M. Thus if
C ∈ (N), then the theorem is seen to hold for M.
Suppose that C /∈ (N). Then e is a chord of C and hence for some C ′ ⊂ C, it holds that C ′′ =
C ′ ∪ {e} ∈ (M). We shall redeﬁne N so that N = M\e. Then C ∈ (M). If C∗ /∈ ∗(N), then for some
B∗ ⊂ C∗, it holds that B ′∗ = B∗ ∪ {e} ∈ ∗(M). However, B ′∗ ∩ C ′′ = {e}, which is impossible. Thus it
must hold that C∗ ∈ ∗(N). Furthermore, we have
rN(C
∗) = r(C∗) and rN (C∗ ∪ C) = r(C∗ ∪ C).
Consequently,
2
(
rN (C
∗) − rN (C∗ ∪ C)
)+ |C | = 2(r(C∗) − r(C∗ ∪ C))+ |C |.
Assuming the theorem holds for N, there are at least 2(r(C∗) − r(C∗ ∪ C)) + |C | elements f ∈ C for
which there is a (C∗,C, f )-circuit in N. Such circuits are seen to be (C∗,C, f )-circuits of M . Thus in
this case as well the theorem is seen to hold for M.
For the remainder, we shall assume that M is the disjoint union of a circuit C and cocircuit C∗. In
addition, we may assume that C∗ is independent. For if e ∈ C∗ belonged to a circuit of C∗ , then we
let N = M\e. Then C∗\{e} ∈ ∗(N), and C ∈ (N). Now rN (C∗\{e}) = r(C∗) and rN ((C∗\{e}) ∪ C) =
r(C∗ ∪ C). Consequently
2
(
rN
(
C∗\{e})− rN
((
C∗\{e})∪ C))+ |C | = 2(r(C∗) − r(C∗ ∪ C))+ |C |.
If the theorem holds for N , then it is also seen to hold for M. Thus we can assume that C∗ is
independent.
Since we are assuming that E(M) = C ∪ C∗, it holds that C is a hyperplane and thus for each pair
of elements e, f ∈ C∗, there are exactly two circuits in C ∪ {e, f } which contain e and f , and these
circuits we denote by B1ef , B
2
ef . Since C
∗ is independent, Bief = {e, f }, i = 1,2, and thus Bief ∩ C = ∅,
i = 1,2. Observe that B1ef = B2ef 
 C . We shall let
ef =
{
B1ef , B
2
ef
}
and =
⋃
e, f ∈C∗
ef .
We let
C jef = B jef ∩ C, j = 1,2, and ef =
{
C1ef ,C
2
ef
}
, and =
⋃
e, f ∈C∗
ef .
For elements e, f , g,h ∈ C∗, where e = f , g = h we say that the pairs (e, f ) and (g,h) cross if
Cief ∩ C jgh = ∅ ∀i, j ∈ {1,2},
and we write (e, f ) uprise (g,h). Note that for any e, f , g ∈ C∗ it holds that Cief = C jeg; for otherwise,
{ f , g} = Bief 
 B jeg ⊂ C∗, implying that C∗ contains a circuit, which contradicts the assumption that
C∗ is independent.
In the following lemmas, we shall assume that M has no F ∗7 -minor.
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C i1e1e2 
 Ci2e2e3 
 · · · 
 Cik−1ek−1ek ∈ e1ek .
Proof. Let B ′ = Bi1e1e2 
 Bi2e2e3 
 · · · 
 Bik−1ek−1ek . Then {e1, ek} ⊂ B ′ ⊂ C ∪ {e1, ek} and since B ′ ∈ 0(M), it
contains a circuit Bie1ek for some i ∈ {1,2}. Then B ′ 
 Bie1ek ⊂ C, since Bie1ek ∩ C = ∅, and Bie1ek ⊆ B ′.
As a consequence, we must have B ′ 
 Bie1ek = ∅. Thus B ′ = Bie1ek , and this proves the lemma. 
Lemma 4.3. For e, f , g ∈ C∗ it holds that (e, f ) uprise(e, g).
Proof. Let N = M|{e, f , g} ∪ C . Then
(N) = {C,C1ef ,C2ef ,C1eg,C2eg,C1f g,C2f g
}
.
Suppose (e, f ) uprise (e, g). Then Cief ∩ C jeg = ∅, ∀i, j, and thus we can pick elements xij ∈ Cief ∩ C jeg ,
∀i, j ∈ {1,2}. Let X ′ = C\{xij | i, j = 1,2}. Then the circuits of N ′ = N/X ′ are given by
(N ′) = {C ′\X ′ ∣∣ C ′ ∈ (N)}.
These are exactly the circuits: {x11, x12, x21, x22}, {e, f , x11, x12}, {e, f , x21, x22}, {e, g, x11, x21},
{e, g, x12, x22}, { f , g, x11, x22}, and { f , g, x12, x21}. It is seen that N ′  F ∗7 , and hence M has an F ∗7 -
minor. Since this is contrary to our assumptions, we conclude that (e, f ) uprise(e, g). 
For X ⊆ C, a disjoint subcollection ′ ⊆ is said be an X-partition if X =⋃D ′∈′ D ′. On the other
hand, if a subcollection ′ ⊆ (not necessarily disjoint) contains an X-partition, then we say that ′
divides X and we write ′  X .
Lemma 4.4. Let e, f , g ∈ C∗. If for some i, j ∈ {1,2} it holds that C ief ∩ C jeg = ∅, then   Cief ∩ C jeg .
Proof. It suﬃces to show that if C1ef ∩ C1eg = ∅, then   C1ef ∩ C1eg . We suppose that C1ef ∩ C1eg = ∅. If
C1ef ∩ C1eg = C1ef or C1eg , then it is clear that   Cief ∩ C jeg . We may therefore assume this is not the
case. Given that (e, f ) uprise(e, g) (by Lemma 4.3), it is seen that C\(C1ef ∩C1eg) = C1ef 
C1eg . By Lemma 4.2,
it holds that C1ef 
C1eg ∈  f g, and we may assume that C1f g = C1ef 
C1eg . Then C2f g = C\C1f g = C1ef ∩C1eg .
Thus   C1ef ∩ C1eg . 
Lemma 4.5. Let e, f , g,h ∈ C∗ . If for some i, j ∈ {1,2} it holds that C ief ∩ C jgh = ∅, then   Cief ∩ C jgh.
Proof. As in the proof of Lemma 4.4, it suﬃces to show that if C1ef ∩ C1gh = ∅, then   C1ef ∩ C1gh. Let
C ′ = C1ef ∩ C1gh, and assume that C ′ = ∅. Since C = C1f g ∪ C2f g, we may assume that C1f g ∩ C ′ = ∅. We
may also assume that C ′ = C1f g; otherwise, there is nothing to prove. We shall consider two cases.
Case 1. Suppose C ′ ⊂ C1f g .
Proof. Since C1f g = C ′, we may assume without loss of generality that C1f g ∩ C2ef = ∅. See Fig. 3. This
means that C1f g ∩C jef = ∅, j = 1,2. If C1ef ⊂ C1f g and C1gh ⊂ C1f g, then C2f g ∩C1ef = ∅, and C2f g ∩C1gh = ∅.
For the latter of the two inequalities, we observe that C2f g ∩ C1gh ⊂ C2ef , and hence C2f g ∩ C2ef = ∅. It
would then follow that Cif g ∩ C jef = ∅, ∀i, j and hence ( f , g)uprise (e, f ), which is contrary to Lemma 4.3.
We conclude that either C1ef ⊂ C1f g or C1gh ⊂ C1f g .
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Suppose C1ef ⊂ C1f g . Then C2f g ⊂ C2ef . We observe that C1gh 
 C2f g ∈  f h (by Lemma 4.2) and we
may assume that C1f h = C1gh 
 C2f g . Given C2f g ⊂ C2ef , it is seen that (C1gh 
 C2f g) ∩ C1ef = C ′. Thus
C1f h ∩ C1ef = C ′, and hence by Lemma 4.4,   C ′.
On the other hand, if C1gh ⊂ C1f g, then C2f g ⊂ C2gh. Using similar arguments as above, one can show
that   C ′. This completes the proof of Case 1. 
Case 2. Suppose C ′ ⊂ C1f g .
Proof. Suppose ﬁrst that C1f g ⊂ C ′. Then it is seen that
C2f g 
 C2ef 
 C2gh =
(
C ′\C1f g
)∪ (C2ef ∩ C2gh
)
.
By Lemma 4.2, it holds that C2f g 
 C2ef 
 C2gh ∈ eh, and we may assume that C1eh = C2f g 
 C2ef 
 C2gh.
Then C1eh ∩ C1ef = C ′\C1f g , and consequently,   C ′\C1f g (by Lemma 4.4). Given that C1f g ⊂ C ′, it
follows that   C ′.
Suppose now that C1f g ⊂ C ′. See Fig. 4. Then either C1f g ∩ C2ef = ∅, or C1f g ∩ C2gh = ∅. Without
loss of generality, we may assume that C1f g ∩ C2ef = ∅. We observe that C1f g ∩ C jef = ∅, j = 1,2,
and C2f g ∩ C1ef = ∅ (since C ′\C1f g = ∅). If C2ef ⊂ C1f g, then C2f g ∩ C2ef = ∅. This would imply that
Cif g ∩ C jef = ∅, ∀i, j, and hence (e, f ) uprise ( f , g). However, this contradicts Lemma 4.3, and as such,
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 C2ef . Observing
that C1f g ∩ C1ef ∈ eg (by Lemma 4.2), we may assume that C1eg = C1f g ∩ C1ef . Thus
C1eg ∩ C1gh = C1f g ∩ C1ef ∩ C1gh = C1f g ∩ C ′.
Thus by Lemma 4.4, it holds that   C1f g ∩ C ′. We also have that C2f g ∩ C1gh = C ′\C1f g . Therefore,
  C ′\C1f g, by Lemma 4.4. Now   C1f g ∩ C ′ and   C ′\C1f g together imply that   C ′. This
completes the proof of Case 2. 
The proof of the lemma now follows from Cases 1 and 2 above. 
Lemma 4.6. There exists a C-partition ′ ⊆ where ′  C ′ , ∀C ′ ∈.
Proof. Among the C-partitions ′ ⊂, choose a C-partition m for which |m| is maximum. Suppose
m  C1ef for some C
1
ef ∈ . Then for some Cigh ∈ m it holds that C1ef ∩ Cigh = ∅ and C2ef ∩ Cigh = ∅
(e, f , g,h not necessarily distinct). By Lemmas 4.4 and 4.5 it follows that   C1ef ∩ Cigh, and  
C2ef ∩ Cigh. Thus we can ﬁnd a Cigh-partition ′ ⊂  where |′|  2. Now ′m = (m\{Cigh}) ∪ ′ is
seen to be a C-partition where |′m| > |m|. This contradicts the maximality of m, and we conclude
that m  C ′ , ∀C ′ ∈. 
Lemma 4.7. There exists a C-partition ′ ⊂ where ′  B ∩ C, ∀B ∈ (M).
Proof. By Lemma 4.6, there exists a C-partition ′ ⊂  where   C ′ , ∀C ′ ∈ . Suppose X1, X2 ⊆ C
where ′  Xi , i = 1,2. If X1 ∩ X2 = ∅, then ′  X1 ∩ X2. To see this, suppose D ′ ∈ ′ where
D ′ ∩ X1 ∩ X2 = ∅. Then D ′ ⊆ X1, since ′ is a C-partition, and ′  X1. Likewise, we have that
D ′ ⊆ X2. Thus D ′ ⊆ X1 ∩ X2, and hence {D ′ ∈ ′ | D ′ ∩ X1 ∩ X2 = ∅} is a partition of X1 ∩ X2. Thus
′  X1 ∩ X2 and hence ′  X1 
 X2 also. If X1 ∩ X2 = ∅, then X1 
 X2 = X1 ∪ X2, and hence
′  X1 
 X2. In general, if X1, X2, . . . , Xn ⊂ C where ′  Xi , i = 1, . . . ,n, then ′  X1 
 · · · 
 Xn.
This one can show by induction: assume X1, . . . , Xn ⊂ C where ′  Xi , i = 1,2, . . . ,n, and assume
that ′  X1 
 X2 
 · · · 
 Xn−1. Let Y1 = X1 
 X2 
 · · · 
 Xn−1 and Y2 = Xn. Then ′  Yi , i = 1,2,
and hence by the above, ′  Y1 
 Y2 = X1 
 X2 
 · · · 
 Xn.
Let B ∈ (M). If B = C, then there is nothing to prove. Suppose B = C, and let B ∩ C∗ = {e1, f1} ∪
{e2, f2} ∪ · · · ∪ {ek, fk}, k 1. We have that
B 
 B1e1 f1 
 · · · 
 B1ek fk ⊆ C .
So either the above is empty or equals C; that is, either B ∩ C = C1e1 f1 
 · · · 
 C1ek fk , or B ∩ C =
C 
C1e1 f1 
· · ·
C1ek fk = C2e1 f1 
C1e2 f2 
· · ·
C1ek fk . In either case, the observation in the ﬁrst paragraph
implies that ′  B ∩ C . 
Proof Theorem 4.1. As before, we assume that M is the disjoint union of a cocircuit C∗ and
a circuit C where C∗ is independent. We shall show by induction on |C | that M has at least
2(r(C∗) − r(C∗ ∪ C)) + |C | elements e ∈ C for which there is a (C∗,C, e)-circuit {e, f , g} for some
f , g ∈ C∗. If |C | = 2, then the assertion is easily seen to hold. Suppose |C | 3, and let e ∈ C .
Suppose e /∈ cl(C∗). Let N = M/e and C ′ = C\{e}. Since e /∈ cl(C∗), it holds that rN(C∗) = r(C∗) and
rN (C∗ ∪ C ′) = r(C∗ ∪ C) − 1. Thus
2
(
rN (C
∗) − rN(C∗ ∪ C ′)
)+ |C ′| = 2(r(C∗) − (r(C∗ ∪ C) − 1))+ |C | − 1
= 2(r(C∗) − r(C∗ ∪ C))+ |C | + 1.
Since |C ′| < |C |, by assumption, there are at least 2(r(C∗) − r(C∗ ∪ C)) + |C | + 1 elements f ∈ C ′
for which there is a (C∗,C ′, f )-circuit in N having 3 elements. Let FN = { f , g,h} be one such
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F = {e, f , g,h} ∈ gh. Suppose for some f ′ ∈ C ′\{ f } it holds that F ′N = { f ′, g′,h′} is also a (C∗,C ′, f ′)-
circuit in N where F ′N /∈ (M). Then F ′ = {e, f ′, g′,h′} ∈ g′h′ . By Lemmas 4.3 and 4.4 it holds that
  F ∩ F ′ ∩ C , and hence   {e}. This contradicts the assumption that e /∈ cl(C∗). We conclude that
such an element f ′ does not exist. Thus for at least 2(r(C∗) − r(C∗ ∪ C)) + |C | elements f ∈ C ′ there
is a (C∗,C ′, f )-circuit of N having 3 elements which is also a (C∗,C, f )-circuit of M.
We suppose now that for each e ∈ C it holds that e ∈ cl(C∗); that is, E(M) = cl(C∗). By Lemma 4.7
there is a C-partition ′ ⊂  where ′  B ∩ C , ∀B ∈ (M). Let Cief ∈ ′. Since for any circuit
B ∈ (M) it holds that ′  B ∩ C, we have that Cief ⊆ B ∩ C or Cief ∩ B = ∅ for all B ∈ (M). Thus
if |Cief | 2, then none of the elements of Cief belong to cl(C∗). This contradicts our assumption. Thus
for each D ′ ∈ ′ we have |D ′| = 1. In particular, each element of C belongs to a 3-circuit in . This
completes the proof. 
5. Proof of Theorem 1.5: Part II
In this section, we shall prove part (ii) of Theorem 1.5. For a matroid M and X ⊆ E(M), let [X]M
be the union of components of M which intersect X . If X is a circuit or cocircuit, then [X]M is a
single component. We shall begin with a few lemmas:
Lemma 5.1. Let M be a matroid and let Z ⊂ E(M) where Z is independent. Let A, B ⊂ E(M)\Z be disjoint
subsets where [A]M/Z ∩ [B]M/Z = ∅. Then r(A ∪ B ∪ Z) = r(A ∪ Z) + r(B ∪ Z) − |Z |.
Proof.
rM(A ∪ B ∪ Z) = rM/Z (A ∪ B) + |Z | (since Z is independent)
= rM/Z (A) + rM/Z (B) + |Z |
(
since [A]M/Z ∩ [B]M/Z = ∅
)
= rM/Z (A) + |Z | + rM/Z (B) + |Z | − |Z |
= r(A ∪ Z) + r(B ∪ Z) − |Z | (since Z is independent). 
Lemma 5.2. Let M be a connected binary matroid having no F ∗7 -minor. Let A ∈ (M) and A∗ ∈ ∗(M) where
A ∩ A∗ = ∅. Let Z ⊂ A and assume [A\Z ]M/Z = [A∗]M/Z . If r(A∗) − r(A∗ ∪ Z) + |Z |2 > 0, then there is an
(A∗, A,b)-circuit B where b ∈ Z , and B\{b} ⊆ [A∗]M/Z .
Proof. Suppose r(A∗) − r(A∗ ∪ Z) + |Z |2 > 0. For convenience, we shall let [A\Z ] = [A\Z ]M/Z , and[A∗] = [A∗]M/Z . Let a ∈ A\Z , Z ′ = Z ∪ {a}, and M ′ = M/(A\Z ′). We observe that A\Z is a circuit in
M/Z and A∗ is a cocircuit in M/Z . Thus [A\Z ] is the component of M/Z containing A\Z , and [A∗]
is the component of M/Z containing A∗. By assumption, [A\Z ] = [A∗].
(1) rM′ (A∗) = r(A∗), and rM′ (A∗ ∪ Z) = r(A∗ ∪ Z).
Proof. We shall show that rM′ (A∗) = r(A∗); the proof for rM′ (A∗ ∪ Z) = r(A∗ ∪ Z) being similar. To
do this, we shall show a subset I ⊆ A∗ is independent in M ′ iff it is independent in M. Let I ⊆ A∗.
Clearly if I ∈ (M ′), then I ∈ (M). Assume on the other hand that I ∈ (M). We shall show that
I ∈ (M ′) by contradiction. Suppose I /∈ (M ′). Then I ∪ (A\Z ′) contains a circuit C ∈ (M) where
C ∩ I , C ∩ (A\Z ′) = ∅. Now C ∩ Z = ∅ (since C ⊆ I ∪ (A\Z ′)), and thus it holds that C ∈ 0(M/Z);
that is, C is either a circuit, or a disjoint union of circuits in M/Z . Since C ∩ (A\Z ′) = ∅, it holds that
C ∩ (A\Z) = ∅, and thus C ∩ [A\Z ] = ∅. Since C ∈ 0(M/Z), and [A\Z ] is the component of M/Z
containing A\Z , it follows that C ∩ [A\Z ] contains a circuit C ′ of M/Z . Since [A\Z ] and [A∗] are
different components of M/Z , it holds that C ′ ∩ [A∗] = ∅, and hence C ′ ⊆ A\Z ′ (since C ⊆ I ∪ (A\Z ′)
and I ⊆ A∗). However, A\Z is a circuit of M/Z , and hence A\Z ′ is independent in M/Z . This gives a
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rM′ (A∗) = r(A∗). 
Since Z ′ = Z ∪ {a} is a circuit of M ′, it follows that Z ′ ⊂ clM′ (Z). Thus it holds that rM′ (A∗ ∪ Z ′) =
rM′ (A∗ ∪ Z). By (1), we have rM′ (A∗) = r(A∗), and rM′ (A∗ ∪ Z) = r(A∗ ∪ Z). Thus
2
(
rM′ (A
∗) − rM′ (A∗ ∪ Z ′)
)+ |Z ′| = 2(r(A∗) − r(A∗ ∪ Z))+ |Z | + 1 2.
The above inequality follows from the assumption that r(A∗) − r(A∗ ∪ Z) + |Z |2 > 0. By Theorem 4.1,
there exists an (A∗, Z ′,b)-circuit B ′ ∈ (M ′) where b ∈ Z ′ . Since the above inequality and Theorem 4.1
imply that there are at least two such b, we may assume b = a, and hence b ∈ Z . We shall show
that B ′ is an (A∗, A,b)-circuit in M , and B ′\{b} ⊆ [A∗]. Since B ′ ∈ (M ′), it holds for some subset
A′ ⊆ A\Z ′ (possibly empty) that B = B ′ ∪ A′ is a circuit of M.
(2) B ′\{b} ⊆ [A∗], and B ′\{b} ∈ (M/Z).
Proof. By contradiction. Suppose B ′\{b} [A∗]. Since B ′ ∩ A∗ = ∅, it holds that B ′ ∩ [A∗] = ∅. Since
B ∩ Z = {b}, it is seen that B\{b} ∈ 0(M/Z). We have (B\{b}) ∩ [A∗] = (B ′\{b}) ∩ [A∗] = ∅ (since
A′ ⊆ A\Z ′ and [A\Z ] = [A∗]). Since B\{b} ∈ 0(M/Z), it follows that (B\{b})∩ [A∗] contains a circuit
B ′′ ∈ (M/Z). Given B ′\{b} [A∗], it holds that B ′′ = B ′\{b}. Thus B ′′ ⊂ B ′\{b}. Since B ′′ ∈ (M/Z),
it follows that B ′′ ∪ Z contains a circuit in M, and hence also a circuit in M ′. However, B ′′ ∪ Z ⊂ B ′ ∪ Z ′,
and thus such a circuit in M ′ would have to be one of B ′ , Z ′, or B ′ 
 Z ′ (since B ′ is an (A∗, Z ′,b)-
circuit in M ′). However, B ′  B ′′ ∪ Z (since B ′′ ⊂ B ′\{b}), and Z ′ , B ′ 
 Z ′  B ′′ ∪ Z (since a /∈ B ′′ ∪ Z ).
This gives a contradiction. We conclude that B ′\{b} ⊆ [A∗]. The above arguments also show that
B ′\{b} = B ′′ ∈ (M/Z). 
By (2), we have that B ′\{b} ∈ (M/Z). Given B\{b} = (B ′\{b}) ∪ A′ (where A′ ⊆ A\Z ′), it holds
that B\{b} ∈ 0(M/Z). Since B ′\{b} ∈ (M/Z), and B\{b} = (B ′\{b}) ∪ A′, it follows that A′ = ∅, or
A′ ∈ 0(M/Z). Since A′ ⊆ A\Z ′ ⊂ A\Z , and A\Z is a circuit of M/Z , it holds that A′ is independent
in M/Z , and hence A′ = ∅. Consequently, B = B ′, and B ′ is a circuit of M. Furthermore, using the fact
that B ′ is an (A∗, Z ′,b)-circuit in M ′, it can be easily shown that B is an (A∗, A,b)-circuit in M. 
Theorem 5.3. Let M be a connected binary matroid having no F ∗7 -minor. Let ∗ be a collection of cocircuits
where for any two disjoint cocircuits A∗1, A∗2 ∈∗, it holds that r(A∗1) + r(A∗2) > r(M). Then there is a circuit
intersecting each cocircuit of∗.
Proof. For a circuit C , let ∗C denote the set of cocircuits of ∗ which C intersects. Let A ∈ (M)
be a circuit which intersects a maximum number of circuits of ∗. Suppose A does not intersect all
cocircuits in ∗ , and let A∗ ∈ ∗\∗A . Using an inductive procedure, we shall construct an inﬁnite
sequence of circuits A0, A1, A2, . . . where |A0| < |A1| < |A2| < · · · , thereby obtaining a contradiction.
Let D be a minimal (A∗, A)-circuit for which |A ∩ D| is minimum. Let
D0 = D\A, D1 = A ∩ D, Z0 = A\D, M0 = M/Z0.
It is seen that D0, D1 ∈ (M0). By Lemma 2.2, it holds that [D0]M0 = [D1]M0 , and consequently[D0]M0 and [D1]M0 are two different components of M0. Let A0 = A 
 D = D0 ∪ Z0. Then A0 ∈ (M)
and A∗ ∈∗A0 . By the maximality of A, we have ∗A ⊂∗A0 . Hence there exists A∗0 ∈∗A\∗A0 . Then
A∗0 ∩ Z0 = ∅ and hence A∗0 ∩ D1 = ∅. Now [A∗]M0 = [D0]M0 , and [A∗0]M0 = [D1]M0 . Consequently,[A∗]M0 ∩ [A∗0]M0 = ∅ (since [D0]M0 ∩ [D1]M0 = ∅) and A∗ ∩ A∗0 = ∅. By our assumptions on ∗, it
holds that r(A∗) + r(A∗0) > r(M) and thus
r(A∗) + r(A∗0
)
> r(M) r
(
A∗ ∪ A∗0 ∪ Z0
)
.
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r
(
A∗ ∪ A∗0 ∪ Z0
)= r(A∗ ∪ Z0) + r
(
A∗0 ∪ Z0
)− |Z0|.
This, together with the above inequality implies that
r(A∗) + r(A∗0
)
> r(A∗ ∪ Z0) + r
(
A∗0 ∪ Z0
)− |Z0|.
We can rewrite this inequality as
r(A∗) − r(A∗ ∪ Z0) + |Z0|
2
+ r(A∗0
)− r(A∗0 ∪ Z0
)+ |Z0|
2
> 0.
From this, it is seen that at least one of the two following inequalities holds:
r(A∗) − r(A∗ ∪ Z0) + |Z0|
2
> 0, (5.1)
r
(
A∗0
)− r(A∗0 ∪ Z0
)+ |Z0|
2
> 0. (5.2)
Suppose that inequality (5.1) holds. Given [A\Z0]M0 = [D1]M0 and [A∗]M0 = [D0]M0 , it holds that[A\Z0]M0 = [A∗]M0 . Thus by Lemma 5.2, there exists an (A∗, A,b)-circuit B where b ∈ Z0. In this
case, A 
 B ∈ (M) and ∗A ∪ {A∗} ⊆∗A
B , which contradicts the maximality of A. Thus (5.1) does
not hold, and hence inequality (5.2) holds. Since [A0\Z0]M0 = [D0]M0 , and [A∗0]M0 = [D1]M0 , it holds
that [A0\Z0]M0 = [A∗0]M0 . Given Z0 is independent and (5.2) holds, Lemma 5.2 implies that there
exists an (A∗0, A0,b0)-circuit B0 where b0 ∈ Z0, and B0\{b0} ⊆ [A∗0]M0 = [D1]M0 .
In general, we shall show that for each i = 0,1, . . . we can construct circuits Ai and Bi, a subset
Zi ⊂ Ai, a matroid Mi , and a cocircuit A∗i satisfying (i)–(iii) below. We observe that (i)–(iii) hold when
i = 0.
(i) Mi = M/Zi , Ai = D0 ∪ Zi ∈ (M), A∗i ∈∗A\∗Ai .
(ii) Z0 ⊆ clM(Zi), |Zi | |Z0|, and r(A∗ ∪ Zi) = r(A∗ ∪ Z0) + |Zi | − |Z0|.
(iii) Bi is an (A∗i , Ai,bi)-circuit where bi ∈ Zi and Bi\{bi} ⊆ [A∗i ]Mi .
Assume for some ﬁxed i, that Mi , Ai , Bi , A∗i , and Zi satisfy (i)–(iii). We shall now construct Mi+1,
Ai+1, Bi+1, A∗i+1, and Zi+1, satisfying (i)–(iii), when i is replaced by i + 1. Let
Ai+1 = Ai 
 Bi, Zi+1 = Zi 
 Bi, and Mi+1 = Mi/Zi+1.
By (iii), Bi is an (A∗i , Ai,bi)-circuit, and thus Ai+1 ∈ (M).
(1) Z0 ⊆ clM(Zi+1) and |Zi+1| > |Zi | |Z0|.
Proof. By (ii), Z0 ⊆ clM(Zi). Since Zi+1 = Zi 
 Bi = Zi ∪ Bi\{bi}, it holds that bi ∈ clM(Zi+1). Thus
Zi ⊆ clM(Zi+1), and hence also clM(Zi) ⊆ clM(Zi+1). It now follows that Z0 ⊆ clM(Zi+1). Given that
|Zi | |Z0|, it holds that
|Zi+1| = |Zi 
 Bi | = |Zi | + |Bi | − 1 > |Zi | |Z0|. 
(2) A∗i ∩ Zi = ∅, and A∗i ∩ D1 = ∅.
Proof. By (i), Ai = D0 ∪ Zi, and A∗i ∈ ∗A\∗Ai . Thus A∗i ∩ Zi = ∅. By (ii), Z0 ⊆ clM(Zi). As such, it
follows that Ai ∩ Z0 = ∅. Since A = Z0 ∪ D1, and A ∩ A∗i = ∅, it must hold that A∗i ∩ D1 = ∅. 
(3) [A∗]Mi ⊆ [D0]M0 , and [A∗i ]Mi ⊆ [D1]M0 .
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Z0 ⊆ clM(Zi), and as such, any element z ∈ Z0\Zi will be a loop in Mi . Thus we have
[A∗]Mi = [A∗]M/Zi = [A∗]M/(Z0∪Zi) ⊆ [A∗]M/Z0 = [A∗]M0 = [D0]M0 .
Thus [A∗]Mi ⊆ [D0]M0 . Similarly, we also have
[
A∗i
]
Mi
= [A∗i
]
M/Zi
= [A∗i
]
M/(Z0∪Zi) ⊆
[
A∗i
]
M/Z0
⊆ [A∗i
]
M0
= [D1]M0 .
Thus [A∗i ]Mi ⊆ [D1]M0 . 
(4) Ai+1 = D0 ∪ Zi+1.
Proof. By (i), we have Ai+1 = (D0 ∪ Zi) 
 Bi . By (iii), Bi\{bi} ⊆ [A∗i ]Mi , and by (3), [A∗i ]Mi ⊆ [D1]M0 .
Thus Bi\{bi} ⊆ [D1]M0 . In particular, this means that Bi ∩ D0 = ∅. Thus Ai+1 = (D0 ∪ Zi) 
 Bi =
D0 ∪ (Zi 
 Bi) = D0 ∪ Zi+1. 
Since A∗ ∩ D0 = ∅, (4) implies that A∗ ∈∗Ai+1 . By the maximality of A, we have ∗A ⊂∗Ai+1 , and
hence there exists A∗i+1 ∈∗A\∗Ai+1 .
(5) A∗i+1 ∩ Zi+1 = ∅, and A∗i+1 ∩ D1 = ∅.
Proof. The proof is similar to (2) except that we use (4) and (1) in place of (i) and (ii) in the proof. 
(6) [A∗]Mi+1 ⊆ [D0]M0 , and [A∗i+1]Mi+1 ⊆ [D1]M0 .
Proof. The proof is similar to (3) except that one uses (1) in place of (ii) in the proof. 
By (5), Ai+1∩ Zi+1 = ∅, and by (6), we have [A∗i+1]Mi+1 ⊆ [D1]M0 . Since A∗ ⊆ [D0]M0 , and [D0]M0 ∩[D1]M0 = ∅, it holds that [A∗]M0 ∩ [A∗i+1]M0 = ∅, and as such, A∗ and A∗i+1 are disjoint. Thus by our
assumptions on ∗ , it holds that r(A∗) + r(A∗i+1) > r(M), and thus
r(A∗) + r(A∗i+1
)
> r(M) r
(
A∗ ∪ A∗i+1 ∪ Zi+1
)
.
By (6), [A∗]Mi+1 ∩ [A∗i+1]Mi+1 = ∅. Since Zi+1 is independent in M, it now follows from Lemma 5.1,
that
r
(
A∗ ∪ A∗i+1 ∪ Zi+1
)= r(A∗ ∪ Zi+1) + r
(
A∗i+1 ∪ Zi+1
)− |Zi+1|.
This, together with the previous inequality imply that
r(A∗) + r(A∗i+1
)
> r(A∗ ∪ Zi+1) + r(Ai+1 ∪ Zi+1) − |Zi+1|.
This inequality can be rewritten as
r(A∗) − r(A∗ ∪ Zi+1) + |Zi+1|2 + r
(
A∗i+1
)− r(A∗i+1 ∪ Zi+1
)+ |Zi+1|
2
> 0.
From the above, it is seen that at least one of the two inequalities below holds:
r(A∗) − r(A∗ ∪ Zi+1) + |Zi+1|2 > 0, (5.3)
r
(
A∗i+1
)− r(A∗i+1 ∪ Zi+1
)+ |Zi+1|
2
> 0. (5.4)
(7) r(A∗ ∪ Zi+1) = r(A∗ ∪ Z0) + |Zi+1| − |Z0|.
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 Bi)) = r(A∗ ∪ Zi ∪ Bi), the last equality following
from the fact that bi ∈ clM(Zi 
 Bi). By (3), [A∗]Mi ⊆ [D0]M0 , and [A∗i ]Mi ⊆ [D1]M0 . By (iii), we have
Bi\{bi}Mi ⊆ [A∗i ]Mi , and thus [Bi\{bi}]Mi ⊆ [A∗i ]Mi ⊆ [D1]M0 . Since [D0]M0 ∩ [D1]M0 , it holds that[A∗]Mi ∩ [Bi\{bi}]Mi = ∅. Given Zi is independent, Lemma 5.1 now implies that
r(A∗ ∪ Zi ∪ Bi) = r
(
A∗ ∪ Zi ∪
(
Bi\{bi}
))
= r(A∗ ∪ Zi) + r
((
Bi\{bi}
)∪ Zi
)− |Zi |
= r(A∗ ∪ Zi) + r(Bi ∪ Zi) − |Zi |.
Since Zi+1 = Zi 
 Bi, and Zi+1 is independent, we have r(Bi ∪ Zi) = |Zi+1|. This, together with the
above, implies that
r(A∗ ∪ Zi+1) = r(A∗ ∪ Zi ∪ Bi) = r(A∗ ∪ Zi) + |Zi+1| − |Zi |.
Thus by (ii), we obtain that
r(A∗ ∪ Zi+1) = r(A∗ ∪ Z0) + |Zi | − |Z0| + |Zi+1| − |Zi | = r(A∗ ∪ Z0) + |Zi+1| − |Z0|.
It follows that
r(A∗ ∪ Zi+1) = r(A∗ ∪ Z0) + |Zi+1| − |Z0|. 
Using (7), we obtain
r(A∗) − r(A∗ ∪ Zi+1) + |Zi+1|2 = r(A
∗) − (r(A∗ ∪ Z0) + |Zi+1| − |Z0|
)+ |Zi+1|
2
= r(A∗) − r(A∗ ∪ Z0) + |Z0|
2
+ |Z0| − |Zi+1|
2
< r(A∗) − r(A∗ ∪ Z0) + |Z0|
2
.
The last inequality follows from the fact that |Zi+1| > |Zi |  |Z0| (using (1)). Thus if (5.3) holds,
then r(A∗) − r(A∗ ∪ Z0) + |Z0|2 > 0, and (5.1) holds. In this case, we obtain a contradiction in the
same way as before. Thus (5.3) does not hold, and hence (5.4) holds. We have that Ai+1\Zi+1 = D0
(by (4)), and thus [Ai+1\Zi+1]Mi+1 = [D0]Mi+1 ⊆ [D0]M0 . Also, [A∗i+1]Mi+1 ⊆ [D1]M0 (by (6)), and thus[Ai+1\Zi+1]Mi+1 ∩ [A∗i+1]Mi+1 = ∅. Now given (5.4) holds, it now follows from Lemma 5.2 that there
is an (A∗i+1, Ai+1,bi+1)-circuit Bi+1 where bi+1 ∈ Zi+1 and Bi+1\{bi+1} ⊆ [A∗i+1]Mi+1 . Now it is seen
that (i), (ii), and (iii) hold for i + 1 in place of i. We note that since Ai+1 = Ai 
 Bi, it holds that
|Ai+1| = |Ai| + |Bi | − 1 > |Ai |.
The above illustrates that, assuming that A does not intersect all cocircuits of ∗ , one can gener-
ate an inﬁnite sequence of circuits A0, A1, A2, . . . where |A0| < |A1| < |A2| < · · · . But clearly such a
sequence cannot exist, and we reach a contradiction. 
6. Circuits in k-connected regular matroids
For a matroid M we deﬁne the circumference c(M) to be the size of the largest circuit and we
deﬁne the cocircumference c∗(M) to be the largest cocircuit. In [6], the following theorem was shown
for regular matroids:
Theorem 6.1. Let M be a k-connected regular matroid where c(M)  2k. If C1 and C2 are disjoint circuits
satisfying r(C1) + r(C2) = r(C1 ∪ C2), then |C1| + |C2| 2(c(M) − k + 1).
Using the above theorem and Theorem 5.3, we obtain the following result:
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sects each cocircuit of size c∗(M) − k + 2 or greater.
Proof. Since M is k-connected and regular, the same applies to M∗. Let ∗ = {C∗ ∈ ∗(M) | |C∗| 
c∗(M) − k + 2}. Then for any two cocircuits A∗1, A∗2 ∈∗ it holds that |A∗1| + |A∗2| > 2(c∗(M) − k + 1).
Applying Theorem 6.1 to M∗ , it holds that r∗(A∗1) + r∗(A∗2) > r∗(A∗1 ∪ A∗2) for any disjoint pair of
cocircuits A∗1, A∗2 ∈ ∗. Now Theorem 1.5 implies that there is a circuit intersecting each cocircuit
of ∗. 
7. Proof of Theorem 1.7
For a matroid M and a subset A ⊂ E(M) we let
λM(A) = rM(A) + rM
(
E(M)\A)− rM
(
E(M)
)
which is referred to as the connectivity function of M. For disjoint subsets X1, X2 ⊂ E(M) we deﬁne
κM(X1, X2) = min
X1⊆X
X2⊆E(M)\X
λM(X).
We shall make use of an old theorem of Tutte [10]:
Theorem 7.1 (Tutte’s Linking Theorem). Let M be a matroid and let X1, X2 be disjoint subsets of E(M). Then
there exists a minor N of M such that E(N) = X1 ∪ X2 and λN (X1) = κM(X1, X2).
Following Tutte [11], a partition (X, Y ) of a matroid M is a k-separation if λM(X)  k − 1 and
min{|X |, |Y |} k. A matroid is k-connected if it has no l-separation for l < k. If M has a k-separation
for some k, then we deﬁne the connectivity λ(M) of M to be the smallest k such that M has a
k-separation. Otherwise, if M has no k-separations for any k, then we deﬁne λ(M) = ∞.
Proof of Theorem 1.7. Let M be a k-connected binary matroid having no F ∗7 -minor and suppose ∗
is a collection of k cocircuits of M. It follows from [8, Corollary 8.1.8] that if λ(M) = ∞, then M
is uniform. Observing that in a uniform matroid, any circuit intersects all cocircuits, we may as-
sume that λ(M) = ∞, and hence also |E(M)|  2k. In particular, this means that any circuit or
cocircuit must have at least k elements. As before, for any circuit A we deﬁne the collection ∗A ={A∗ ∈ ∗ | A ∩ A∗ = ∅}. Let C be a circuit of M which intersects a maximum number of cocircuits
in ∗. We shall show by contradiction that C must intersect all cocircuits of ∗. Suppose C does not
intersect all cocircuits and let C∗ ∈∗\∗C . Then C intersects at most k − 1 cocircuits of ∗ , we can
ﬁnd a subset L ⊂ C where |L| 2(k − 1) and |L ∩ A∗| 2, for any A∗ ∈∗C .
Our goal is to show that M contains a minimal (C∗,C)-circuit Cm such that |Cm ∩ L| 1. This will
give us the desired contradiction since C 
 Cm would be a circuit of M for which (C 
 Cm) ∩ A∗ = ∅,
∀A∗ ∈ ∗C (because |A∗ ∩ L|  2, for any A∗ ∈ ∗C ) and (C 
 Cm) ∩ C∗ = ∅. This would imply that
∗C ∪ {C∗} ⊆∗C
Cm , contradicting the maximality of C .
Since M is k-connected, it holds that κM(C,C∗) k − 1. Thus by Tutte’s Linking Lemma there is a
minor N of M where E(N) = C ∪ C∗, C ∈ (N), C∗ ∈ ∗(N), and λN(C)  k − 1. It suﬃces to show
that N has a minimal (C∗,C)-circuit Cm where |Cm ∩ L| 1. For such a circuit implies that there is a
minimal (C∗,C)-circuit C ′m in M where |C ′m ∩ L| 1 and Cm ⊆ C ′m. For convenience, we may assume
that M = N and E(M) = C ∪ C∗. Then r(C) = r(M) − 1, and
k − 1 λM(C) = r(C) + r(C∗) − r(M) = r(C∗) − 1.
Consequently, r(C∗) k. Now
2
(
r(C∗) − r(C ∪ C∗))+ |C | = 2(r(C∗) − |C |)+ |C | = 2r(C∗) − |C |. (7.1)
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|Cm ∩ L| 1. Suppose |C | − 2r(C∗) < 0. Then by (7.1) and Theorem 4.1 there is an element e ∈ C for
which there is a (C∗,C, e)-circuit in M. Letting Cm be this circuit we have |Cm ∩ L| |Cm ∩ C | = 1, as
desired. Thus we may assume that |C | − 2r(C∗) 0.
For f , g ∈ C∗, let  f g, f g,, etc. be as deﬁned in Section 4. By Lemma 4.7, there is a C-partition
′ ⊆  such that ′  B ∩ C , ∀B ∈ (M). Since |C |  2r(C∗)  2k > |L|, there exists e ∈ C\L. If
e ∈ cl(C∗), then ∃B ∈ (M) where B ⊂ C∗ ∪ {e}, and e ∈ B. By the above, ′  B ∩ C = {e}, implying
that for some f , g ∈ C∗, {e, f , g} ∈ f g . In this case, {e, f , g} is the desired minimal (C∗,C)-circuit.
We suppose therefore that e /∈ cl(C∗). Let M ′ = M/e, and C ′ = C\{e}. Then C∗ ∈ ∗(M ′), C ′ ∈ (M ′),
and rM′ (C∗) = r(C∗). Thus
λM′ (C
′) = rM′ (C ′) + rM′ (C∗) − r(M ′) = r(C) + r(C∗) − r(M) = λM(C) k − 1. (7.2)
In addition,
|C ′| − 2rM′ (C∗) = |C | − 1− 2r(C∗).
Assuming the assertion is true for M ′, there is a minimal (C∗,C ′)-circuit C ′m in M ′ where |C ′m ∩ L| 1.
Consequently, there is a minimal (C∗,C)-circuit Cm ⊆ C ′m ∪ {e} in M. Given that e ∈ C\L, it holds that|Cm ∩ L| = |C ′m ∩ L| 1, and thus the assertion is seen to hold for M as well. The proof now follows
by induction. 
Acknowledgments
I would like to thank one referee for suggesting Tutte’s Linking Lemma in the proof of Theorem 1.7.
I would also like to thank a second referee for their short proof of Lemma 5.1 and for their many
comments and suggestions which greatly helped to improve the exposition of the paper.
References
[1] T. Denley, H. Wu, A generalization of a theorem of Dirac, J. Combin. Ser. B 82 (2001) 322–326.
[2] G.A. Dirac, Some theorems on abstract graphs, Proc. London Math. Soc. 2 (1952) 69–81.
[3] G.A. Dirac, In abstrakten Graphen vorhandene vollstaendige 4-Graphen und ihre Unterteilungen, Math. Nachr. 22 (1960)
61–85.
[4] W. Hochstättler, B. Jackson, Large circuits in binary matroids of large cogirth: I, J. Combin. Theory Ser. B 74 (1998) 35–52.
[5] D. Mayhew, Circuits and cocircuits in regular matroids, Graphs Combin. 22 (3) (2006) 383–389.
[6] S. McGuinness, Circuits through cocircuits in a graph with extensions to matroids, Combinatorica 25 (4) (2005) 451–463.
[7] O. Ore, Note on hamilton circuits, Amer. Math. Monthly 67 (1960) 55.
[8] J. Oxley, Matroid Theory, Oxford University Press, New York, 1992.
[9] J. Oxley, A matroid generalization of a result of Dirac, Combinatorica 17 (1997) 267–273.
[10] W.T. Tutte, Mengers theorem for matroids, J. Res. Nat. Bur. Standards Sect. B 69 (1965) 49–53.
[11] W.T. Tutte, Connectivity in matroids, Canad. J. Math. 18 (1966) 1301–1324.
[12] D. West, Introduction to Graph Theory, second ed., Prentice–Hall, New Jersey, 2001.
