Expanding graphs are relevant to theoretical computer science in several ways. Here we show that the points versus hyperplanes incidence graphs of finite geometries form highly (nonlinear) expanding graphs with essentially the smallest possible number of edges. The expansion properties of the graphs are proved using the eigenvalues of their adjacency matrices.
Introduction
A graph G is called (n, ct, fl)-expanding, where 0<ct<=fl<_-n, if it is a bipartite graph on the sets of vertices 1 (inputs) and O (outputs), where ]l[=[Ol=n, and every set of at least ct inputs is joined by edges to at least fl different outputs.
Expanding graphs with a small number of edges, which are the subject of an extensive literature, are relevant to theoretical computer science in several ways. Here we merely point out two examples. A family of linear expanders of density k and expansion d is a set {G,}7=1 of graphs, where G, has <=(k+o (1) )n edges and is (n, ct, ~(1 +d(1 -~/n)))-expanding for all ~_n/2, where d>0 and k are fixed. Such a family is the basic building block used in the constructions oI grapns wire special connectivity properties and small number of edges (see, e.g., Chung [13] ). An example of a graph of this type is an n-superconcentrator, which is a directed acyclie graph with n inputs and n outputs such that for every 1 <=r~_n and every two sets A of r inputs and B of r outputs there are r vertex disjoint paths from the vertices of A to the vertices of B. Superconcentrators have been used in the construction of graphs that are hard to pebble (see Lengauer and Tarjan [29] , Pippenger [34] and Paul, Tarjan and Celoni [36] ). in the study of lower bounds (see Valiant [42] ), and in the establishment of time space tradeoffs for computing various functions (Abelson [1] , Ja'Ja' [27] and Tompa [40] ).
A family of linear expanders is also essential in the recent parallel sorting network of Ajtai, Koml6s and Szemer6di [2] .
AMS subject classification (1980) : 68 E 10, 68 E 05, 05 B 25, 05 C 55 N. ALON It is not too difficult to prove the existence of a family of linear expanders using probabilistic arguments (Pinsker [32] , see also Pippenger [33] and Chung [13] ). However, for applications an explicit construction is desirable. Such a construction is far more difficult and was first given by Margulis [30] and modified by Gabber and Galil [20] . (See also [5] , [6] , [7] for a similar but more general construction.)
The expanding graphs used in [20] to construct superconcentrators and those used in the sorting network of [2] are 0l, c~, fl)-expanding for some fixed (independent of n) ratio of fl/~, i.e., they are rather weakly expanding. For some applications, however, a higher amount of expansion is necessary and (n, c~(n), fl(n))-expanding graphs are needed, where fi(n)/~(n)o ~, as n~o. A possible (and essentially the only known) method to obtain (explicitly) highly expanding graphs with a small number of edges is an "iteration" of the known expander of [20] (see Pippenger [35] ). Unfortunately, this method is a poor substitute for the probabilistic construction since it supplies.graphs with too many edges. This makes some of the applications impossible.
Here we use finite geometries to construct explicitly highly expanding graphs with essentially the smallest possible number of edges. Specifically, we show using the correspondence (proved independently by Tanner [3.9] and by Milman and the author [6] ) between the eigenvalues of the adjacency matrix of a graph and its expansion properties, that the points versus hyperplanes incidence graph of a finite
Our proof here is very similar to that of Tanner in [39] . In [3] we present a more elementary proof of this result, using a certain "second moment" method. We believe, however, that in view of the tight correspondence between the eigenvalues of a graph and its expansion properties (see [39] , [6] , [7] , [4J) the method here is more natural.
One can check easily that any graph which is (n, x, n--nt+~/d/x)-expanding for all 0<x<n nmst have at least f2(n 2-1/d) edges. The geometric expanders we consider have (1 +o(l))n ~-l/d edges; only a constant times the theoretical lower bound. The previous methods were not sufficient to construct graphs with this amount of expansion having o(n 2) edges.
By a theorem of Singer ( [23] , p. 128), the edges of the geometric expanders can be defined by translations modulo n of a set of size -~ n ~-l/d, in contrast to the result of Klawe [28] that asserts that no family of linear expanders can have this form. This reveals a difference between weakly expanding and highly expanding graphs, From the expansion properties of the geometric expanders we deduce a certain strengthening of a theorem of de Bruijn and Erd6s [9] on the number of lines determined by a set of points in a finite projective plane. We also obtain, using similar methods, several interesting results on Hadamard matrices and quadratic residues modulo a prime p, and construct explicitly some graphs relevant to Ramsey Theory. For example, a ~aph on n vertices with no cycle of length 4 and no independent set of size >2n 3/~.
The geometric expanders enable us to obtain an explicit algorithm for sorting n elements in two time units using O(n w~) parallel processors (and only direct implications We also improve the best known algorithms for sorting n elements in k time units, for all (fixed) k~4. Very recently, Pippenger has found a better way of using the geometric expanders to get an explicit algorithm for sorting n elements in two time units using only O(n 26/~) parallel processors. His algorithm, however, uses indirect implications of arbitrary size.
The paper is organized as follows. In Section 2 we show how the eigenvalues of the adjacency matrix of a graph are related to its expansion properties, and use this to prove the expansion properties of the geometric expanders, i.e., the point-hyperplane incidence graphs in finite geometries. In Section 3 we describe how these geometric expanders can be applied to the problem of sorting in rounds. In Section 4 we obtain further results using similar methods and construct several graphs relevant to Ramsey Theory. Section 5 contains some concluding remarks.
The eigenvalue method and the geometric expanders
Relations between the expansion properties of a graph and the eigenvalues of certain matrices associated with it were proved, independently, by Tanner [39] and by Milman and the author ( [6] , [7/, [4] ).
For our purposes here we need a simple generalization of a result of Tanner [39] . Its proof is based on the ideas of [39] . 
IN(X)I k~lXl (ks -)~..)Ix l/n + ).~. "
This is the main result of Tanner [39] . 
and the assertion of the theorem follows. 1
We can now describe the geometric expanders. Let d,q>2 be integers. Let U and V be, respectively, the sets of points and hyperplanes of a finite geometry of dimension d and order q. (As is well known, such a geometry always exists if q is a prime power, and has an easy explicit description--see [23] , p. 128.) Let G= =G(q, d) denote the bipartite graph with classes of vertices U and V in which pE U is joined to h~ V iffp is incident with h. The next theorem shows that G(q, d) is a highly expanding graph.
Theorem 2.3. Put n = (qd+ 1 _ 1)/(q --1), k = (qd __ 1)/(q --1). O) G=G(q,d) is k-regular and IUl=lV1--n; thus G has (l +o(1))n 2-aId edges, (as q~=, for fixed d).
(
Proofi Part (i) is an easy well-known fact (see, e.g., [23] , p. 128). To prove (ii), let M=(mph)pEV. h~v be the n×n 0-1 incidence matrix of U and V, i.e., mph--1 iff p is incident with h. By [23] 
, Iisthe n×n identity matrix and J is the n×n all l's matrix. It follows that the eigenvalues of MM r are 2x=2n+k-2=kZ and 23-...-=2,=k-2. Let XC=L IXl=x=~n. By Tanner's Theorem (see Remark 2.2)
Remarks. 1. The known results about the distribution of primes (see e.g., [8] ) clearly imply that for every fixed d_~2 and every integer n there exists a prime p such that
) with n inputs and n outputs has (1 +o (1))n 2-d-1 edges and every set of x of its inputs is not joined to at most (l+o (1))n~+I/dx -~ outputs, i.e., has at least n--(1-1-o (1)) n x+ I/ax-1 neighbors. Thus we have for every d~2, an explicit construction of a family of graphs {H(n, d)};= 1 where H(n, d) has (1 +o (1))n ~-~/a edges and is (n, x, n-(1 +o(l))nl+l/dx-~)-expanding for all 0<x<n.
Theorem 2.3 implies that if
As noted by Pippenger [35] , the well-known results about the problem of Zarankiewicz (see, e.g., [22] ) supply lower bounds on the number of edges of expanding graphs. Using the results of [22] one can easily show that the number of edges of an (n, n ~/d, n/2)-expanding graph is at least (1 +o (1))(ln2) in which a~A is joined to bCB iff b=(a+ai) (modn) for some l~_i~k. This contrasts with the result of [28] that implies that no family of linear expanders can have this form and thus shows a difference between highly expanding and weakly expanding graphs.
Sorting in rounds
Suppose we are given n elements with a linear order unknown to us. In the first round we ask ml simultaneous questions, each a binary comparison. Having the answers we deduce all implications and ask, in the next round, another ma questions, deduce their implications, and so on. A choice of our questions that guarantees that after r rounds we will know the complete order of the elements is an algorithm for sorting in r rounds. The need for such algorithms with fixed r arises in structural modeling (see H~ggkvist and Hell [26] ). Since all comparisons within a round are evaluated simultaneously, such algorithms have obvious connection to parallel sorting, as defined by Valiant [41] , and seem to be practical in situations like testing consumer preferences (see Scheele [37] ), where the communication between the sorting computer and the consumers is being performed by correspondence. Many results about sorting in rounds can be found in the survey article [10].
Let fr(n) denote the minimum possible number of comparisons sufficient to sort n elements in r rounds. Clearly/~(~)=l~l Haggkvist and Hell [24, 25] J ~
and Bollob~s and Thomason [12] , used probabilistic arguments to obtain estimates of f~(n) for r~_2. In particular it is known that f~(n)=O(n siz log n) and fz(n)= = O(na/'2), (see [12] In some situations it may be undesirable to allow deducing all implications, since conclusions derived from relations themselves derived by transitivity may be unreliable. Thus one may be willing to allow only direct implications (i.e., if we find in the first round that x<y, y<z and z<t we conclude that x<z and y<t but not necessarily that x<t). In [12] a lower bound of f2(n ~ta) is proved for such an algorithm in 2 rounds. }Iere we use the geometric expanders arising from finite geometries of dimension 4 to obtain the following result. -1 )CC,_j --1), with the minimum taken over all./, 0 <j<k, for which ~k-j-->2J/( 2j -1). This improves the results of [26] for all k_->4. In particular, one can easily check that ~4=26/17 and ~5 = 22/15, slightly better than the corresponding bounds s 4 = 20/13 and s5 = 28/19 given in [26] .
Proof of Theorem 3.1. Let A be the set of n objects we have to sort. Clearly we may assume that t7 is of the form (qS-1)/(q-1) for some prime power q (otherwise, add o(n) dummy objects to obtain an n of this form). Let G=G(q, 4) be a geometric expander corresponding to a finite geometry of dimension 4 and order q. Let U= = {u~, u~ .... , u,} and V= {v~, w, ..... v,,} be the sets of inputs and outputs of G, respectively. In the first round we compare the i-th element of A to thej-th element if uiv j is an edge of G. There are O(n 7/'~) such comparisons.
We proceed to show that even by deducing only direct implications we will have to compare in the second round only O(nT/0 pairs.
For X_cs_-_A put N(X)={y~.A:y is compared in the first round to some x~X}. We need the following two facts. (1))n 3/~ if a is good. The total number of these comparisons is thus bounded by
(q-o (l))nl/2n -t-n (7 -/-o (1))n ~/4 =-0 (nV/4).

Since the first round also requires O(n 7/4) comparisons, the total number of comparisons is 0(n7/4). I
Very recently Pippenger has shown that by using indirect implications of arbitrary length, the nmnber of comparisons can be reduced to O(n2n/~). The first round of his algorithm uses the geometric expanders arising from finite geometries of dimensions 3.
Further results
The proof of Theorem 2.1 indicates that its conclusion will be of particular accuracy when applied to graphs that arise fi'om block designs, since in this case all the eigenvalues except the largest one are equal. The graphs of the finite geometries that appear in Theorem 2.3 are one family of such examples. A second family of examples arises from Hadamard matrices. An Hadamard matrix H of dimension t is a t by t matrix over {1, -1} in which every two distinct rows (and hence also every two distinct columns) are orthogonal. See, e.g., [23] , Chapter 14 for the basic properties of Hadamard matrices. A submatrix of H is called monochromatic if all its entries have the same sign. The next theorem asserts that every relatively large submatrix of a Hadamard matrix is "balanced". Very recently, Frankl, R6dl and Wilson [18] have found several surprising extensions of it. A somewhat weaker version of this theorem can be proved using eigenvalues, as in Section 2. Here we present a very simple proof that uses a certain "second moment" method. A similar method is used in [3] to estimate the expansion properties of the geometric expanders. A similar result can be proved for linear shift registers (=LFSR's). For n~l let N=2n-1 and let ao, al, ..., a~-i be the output sequence of a binary maximal length LFSR with n cells. (See [21] for the basic properties of such sequences.) Define an N×N circulant 0-1 matrix B=(bij) by b~j=a~+j)(m~aN). One can show that the matrix where C=(co) is given by c~j=(-1)b,~ and e is the all 1 vector is an Hadamard matrix of dimension N+I, and thus Theorem 4.1 can be applied here. In particular, B contains no square submatrix of dimension 2 "/~ all of whose entries are zero. This is sharp for any even n, since one can show that each such B contains a (2 n/9-1)×(2 n~-1) submatrix all of whose entries are 0. We omit the details.
A similar proof establishes the following result about squares and nonsquares in finite fields. 
Proof. Let Z(x) be the character defined on GF(q) where ~(0)=0, X(x)= +1 if x#0 is a square and Z(x) = -1 if x is not a square.
We need the easy, known fact that for every 0~cEGF(q)
Combining ( For k=>2, let k, denote a topological complete graph on k vertices, i.e., a graph obtained from the complete graph on k vertices Kk by replacing some of the edges by internally vertex disjoint paths. Thus 2t is a path and 3~ is a cycle. Erd6s and Hajnal [16] proved that there exists a constant c>0 such that in any two-coloring of the edges of K, there is a monochromatic (¢ t/~')t. They also proved, using probabilistic methods, that there exists a constant d>0 and a two-coloring of the edges of K, with no monochromatic (d t/-~-)t. Theorem 4.1 supplies an explicit construction of such a coloring. Indeed, let H= (h~i) be an n × n symmetric Hadamard matrix. (E.g., the matrix mentioned in the remark following Theorem 4.1, or the matrix constructed using the LFSR.) Color the edges of K, by the colors _ 1 according to H, i.e., the color of {i,j} is hii. We claim that in this coloring there is no monochromatic (3 l~-)t. Indeed, suppose this is false and let Z be the set of vertices of a monochromatic (3 l/n)t of color + 1 (say). By Theorem 4.1 the induced ,I
graph on Z contains at least +(33-3)(l+o(1))n>n edges of color -1. Each such edge has to be replaced by a path and all these paths have to be internally disjoint. However, this is impossible since the total number of vertices is only n.
The second construction is related to the Ramsey number r=r(C4, K,), which is the maximal number of vertices of a graph G that contains no 4-cycle and no independent set of size n. It is known [15] , [38] that clnl+c~_r<-csn2/log (n) for some cl, c2, Ca>0. However, the lower bound is probabilistic and there is no known explicit construction of a graph G on D.(n 1+~) vertices with the desired properties. Theorem 2.3 supplies such an example (with 5= 1/3). It is worth noting that this example is still not as good as the probabilistic lower bound--f2(n/log n)a/2--given by Spencer [38] . The explicit example we consider is a well known graph G=(V, E), first constructed by Erd6s and R6nyi ([ 17] , see also [8] , p. 314). Let q be a prime power, and let V be the set of points of the projective plane PG(2, q) over the field of order q (I VI =q2 +q + 1). A point (x, y, z) is joined to all the points on its polar with respect to the conic _¥2 +),2 +z ~ = 0. Thus (x, y, z) and (a, b, c) are joined iff ax +by + (Using Theorem 2.1 one can replace the constant 2 here by (1 +e).) We note that a similar nonlinear explicit lower bound for r(C6, K,) can be described analogously, using generalized n-gons.
We conclude this section with a certain strengthened version of the de Bruijn--Erd6s theorem. Let M be a projective plane of order q, and let P denote the set of its q2+q+l points. For X~P, let L(X) denote the set of all lines determined by X, (i.e., the set of lines containing at least two points of X.) Similarly, for X1, X2= P, let L(Xt, X~) denote the set of lines that intersect both X~ and X~. de Bruijn and Erd6s [9] proved that if X is not collinear then IL(X)I =>IXI. Meshulam [31] 
Concluding remarks
1. There are certain algorithmic problems that can be solved using networks whose existence is proved using probabilistic arguments. In some cases, however, an explicit construction is desirable. Expanding graphs share some of the properties of random graphs and can thus sometimes replace the "random" components of these networks by explicit ones. Indeed, the problem of existence of superconcentrators with a linear number of edges was first solved using probabilistic methods (see [42] , [33] ) and only afterwards was an explicit construction given using a small variation of the expanding graphs of [30] , (see [20] ). The first version of the sorting network of [2] also used random graphs (see [2] , page 1) and again expanding graphs supplied an explicit construction.
The existence of a two round sorting algorithm using o(n 2) comparisons was proved in [12] , [25] using probabilistic arguments. As shown in [35] and in Section 3, here, once more, expanding graphs supply an explicit construction of such an algorithm. Notice that there still exists a gap between what is done probabilistically in [12] and the known explicit constructions. It would be nice to close this gap, and also to decide whether f~(n) is closer to O(n a/~ log n) or to O(n3/'z).
As mentioned in [3] the geometric expanders are useful also in explicit constructions of efficient superconcentrators of limited depth.
2. More results about the correspondence between the eigenvalues of a graph and its expansion properties appear in [39] , [3] , [6] , [7] . In particular, in [6] this correspondence is combined with some results on group representations to obtain, by explicit construction, many linear families of expanders. 
