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ABSTRACT 
Open-loop definitions and properties of several subspaces for general singular 
systems are characterized by means of a fully algebraic distributional framework. 
Simple recursive algorithms for producing these spaces as well as related duality 
aspects turn out to follow directly from these definitions. Next, we provide definitions 
and conditions for two notions of left (right) invertibility of a general singular system 
in terms of our distributions, subspaces, and Rosenbrock’s system matrix, and we show 
which conditions represent the “gap” between our invertibility concepts. Finally, we 
prove that in many cases left (right) invertibility is equivalent to left (right) invertibility 
of the system matrix. 
I. INTRODUCTION 
We consider linear time-invariant systems on Iw+ := [0, m) in the general- 
ized state-space form 
Ei(t) = Ax(t) + Bu(t), (l.la) 
y(t) = Cx(t) + a(t), (l.lb) 
*This paper was written in spring 1991, when the author was with the Mathematical 
Institute of W&burg University, Am Hubland, D-8700 Wiirzburg, Germany, as an 
Alexander von Humboldt research fellow. 
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where E, A E [WIXn, B E Rlx”‘, C E RrXn, D E RrXm, and x(t) E [w”, 
u(t) E [w”, y(t) E [w’ for all t > 0. No assumptions will be made on E or 
on the matrix pencil SE - A. Systems (1.1) are called singular [l-4], implicit 
[5-61, descriptor systems [7-81, degenerate [9], or generalized systems [lo]. 
Various contributors on singular systems have investigated various aspects 
under various assumptions-for the sake of brevity, we cite our own refer- 
ences and tacitly include those mentioned there. 
In this paper we will define and characterize several subspaces of [w” for 
general singular systems (1.1). Since the open-loop definitions of these spaces 
are in terms of (special) distributions, their systematic interest (e.g., with 
regard to optimal-control problems) becomes directly apparent. Our distribu- 
tional framework enables us to formulate and prove various statements on 
these spaces in a straightforward manner, and our algorithms for computing 
them are in line with earlier expectations (e.g. [lo]). Moreover, we will 
present definitions of and equivalent statements (expressed in terms of 
subspaces and Rosenbrock’s system matrix [24]) on our concepts of weak and 
strong left and right invertibility for a system (1.11, and we will specify when 
the two notions are equivalent, as in [23]. To the best of our knowledge, our 
results on invertibility for continuous-time singular systems are the most 
general and, perhaps, also the most elegant ones. 
Before going into details in Section 2, we shall spend the rest of this 
Introduction on the issue of consistency of initial conditions and the interpre- 
tation of “initial conditions” in our distributional setting. 
It is well known that every initial condition x0 := x(O) is consistent [l] if 
1 = n and E is invertible. In case of a singular matrix E, however, this need 
not be the case. 
EXAMPLE [3, p. 8121. Consider 
[:: a][::] = [ii $11 + [:‘]u. 
It follows that x2 = -u, xi = -ti. Hence, if u, sufficiently smooth, is given, 
then there exists only one consistent initial condition, namely xol = -zi(O’), 
x02 = -u(O+). [Conversely, one can say that if xol, x,,s are given, then u is 
consistent if it is sufficiently well behaved and ~(0’) = -xo2, ti(O+) = -x,,~.] 
However, when modeling e.g. electrical circuits, it may occur that the 
initial value x0 need not be consistent, i.e., that x0 # x(0+). For instance, in 
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[3] it is stated that the model of our Example with u = 0 corresponds to a 
simple circuit with unit capacitor only, 
current: 
x2 denoting its potential, xi the 
+ t 3 
3 - T- I 
If at t = 0 the switch is closed and xOi = x,(0-) = 0, xa2 = ~~(0~) Z 0 
(inconsistent), then the solution is [3] x2 = 0, xi = --r,,6(t), where s(t) 
denotes the Dirac delta function. In other words, for arbitrary initial condi- 
tions x0 := x(0-) a solution of (I.la> (if any) may exhibit impulsive behavior 
even if the input u is an ordinary function. 
Such observations led several authors on singular systems (e.g. [S]) to the 
use of generalized functions (distributions [ll]), whereas others (e.g., [3]) 
based their analysis on the Laplace-transformation approach of Doetsch [12, 
§=I. 
Recently [13, 301 it was demonstrated that both viewpoints can be 
captured in one fully algebraic and therefore easily understandable distribu- 
tional framework without using Kronecker canonical forms, state-space de- 
compositions, unnecessarily involved distributions, or artificial extra parame- 
ters. The methods power lies in the combination of the linear system 
structure and the elegant class gi,,_, of allowed distributions. Loosely speak- 
ing (for more details, see Section 2), an element of Piimp is a linear 
combination of an impulse (a distribution with support 0) and a distribution 
that can be identified with a smooth function on [w+ [15], and %Fimp is a 
commutative algebra over Iw with convolution of distributions as multiplica- 
tion (unit element 6, the Dirac delta distribution); see 1141. Instead of (l.la>, 
we introduce in [13, 301 its distributional version 
S(l) * Ex = Ax + Bu + Ex,S, (1.2) 
with x~EW, So) denoting the distributional derivative of S, and * 
standing for convolution of distributions. If u E ‘Zi$, (the m-vector version 
of gi_,>, then we can define for every pair (x,, u> the solution set 
S(XO, U) := {X E gi;,1[6’“E - AS]* x = Bu + Ex,,c$ , (1.3) 
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and x is called a solution of (1.2) associated with (x0, U) if x: E S( x0, u). For 
many properties of our distributional setup, see Section 2. Here, we would 
like to highlight the presence of a point x0 in the distributional di$rential 
equation (1.2). 
If 1 = n and E is invertible, then we may assume without loss of 
generality that E = 1 and (1.2) reduces to 
6(r) *x = AX + Bu + x,6. (1.4) 
This distributional version of the ordinary differential equation i = Ax + Bu 
on [w’ has been extensively studied in [15]; since 6(‘)I - A6 is invertible 
within gi7in,” ’ 
function e 51t 
w.r.t. convolution with inverse corresponding to the smooth 
on OX+ (see [15, p. 37511, one can easily see that for every x0 
and every smooth u the distributional differential equation (1.4) has exactly 
one smooth solution X, corresponding to the function 
eAtxO + 
/ 
teA(‘er)Bu(7) d7 
0 
(1.5) 
on Iw+. It follows that x(0+) = x0-- apparently, the arbitrary point x0 plays 
the role of initial condition if u is smooth and E = I. In general, however, x,, 
as well as u E %Yir may be arbitrary in (1.2); consequently, the value of x 
immediately after t !l . e impulse, x(0+), may be unequal to rO. What is more, 
we will establish that not so much the property x0 = x(0+) as its generaliza- 
tion Ex, = Ex(O+) is strongly related to the question of smoothness for 
solutions x of (1.2). 
Our approach of defining subspaces in Section 3 clearly parallels the 
method followed in [15]-the claims in [15, Section 31 turn out to be special 
cases of ours. One of the main differences between singular systems and 
standard systems (systems tith E = I>, h owever, is the fact that, unlike any 
solution x of (1.41, a solution x of (1.2) may be “more impulsive” than the 
control u is. Our answer to this extra difficulty is the Main Lemma: see 
Section 2. Part of our work generalizes results in [lo] as well as statements in 
[16]-in p rt’ 1 a KU ar, we do not preassume the existence of the transfer 
function. Section 4 contains our main contributions on invertibility for 
singular systems. 
2. PRELIMINARIES 
As was stated in the Introduction, the distributional framework based on 
gililp allows a fully algebraic treatment of general singular systems-one 
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might even forget about being involved with distributions at all. We will recall 
the essentials only; for more details, see [14, 111. 
Let S_ be the space of test functions with upper-bounded support, and 
let 9: denote the dual space of real-valued continuous linear functionals on 
9 _. Then the space 9 + of test functions with lower-bounded support can be 
considered as a subspace of gk by the identification (I/J, cp) = 
/“,“$(tMt) dt, h w ere (u, cp) stands for the value of u ~9: at cp E&. It 
can be shown that every u ~91 has lower-bounded support, The distribu- 
tional derivative u (I) of u E -9: is defined by (u(l), cp) := -(u, $), where 4 
denotes the ordinary derivative of p E_%. With “pointwise” addition and 
scalar multiplication and with the convolution * as multiplication, _CZ: is a 
commutative algebra [I7, Vol. 21 over R with unit element 6, defined by 
(6, cp) = cp(0) (cp ~g_). Also, we have u(r) = u(l) * S = (u * 8)“) = u * 8(i). 
Any linear combination of 6 and its derivatives ;5(“, 1 > 1, is called impul- 
sive. A distribution u ~9; that can be identified with an ordinary function 
(also called U) is called smooth on R+ if u is smooth on R+ [I51 and zero 
elsewhere. 
Linear combinations of impulsive distributions and smooth distributions 
on [w+ will be called impulsive-smooth [15, Definition 3.11, and the set eimp 
of these impulsive-smooth distributions is a subalgebra. In particular, this 
implies that pimp is closed under differentiation (= convolution with 6(l)) 
and under integration ( = convolution with the inverse of 6”‘, the Heaviside 
distribution HI. The following property of Z,;mp is important. 
PROPOSITION 2.1 [14, Theorem 3.111. Let u E gimp. Then there exists a 
u E %mp such that u *v = v *u = 6 (i.e., u = u-‘) ifand only ifu ESB+. 
Thus, every impulsive distribution u # 0 is invertible within gimp. Now if 
we define 114, Definition 3.11 
p := p, pk:= pk-‘*p (k > 2), po:= 8, (2.la) 
p . -1 .= H , p-l=P-(l-l)*p-1 (zag), (2.Ib) 
then it is easily seen that pk+’ = pk * p’ (k, I E Z) [14, Proposition 3.21 and 
thus (pk>-’ = p-k and (pa)-’ = pa = S; we will write p” = 1 and aS = (Y 
((Y E R>. From now on, convolution will be denoted by juxtaposition (recall 
that S&, is a commutative algebra). Observe that the decomposition of 
u E %. ,mp in an impulsive and a smooth part is unique. If ~p_imp denotes the 
subalgebra of pure impulses and gS’,,, the subalgebra of smooth distributions 
on R+, 
lim 
and if u = ur + ua, ur E ‘z?$.~~~, ua E gSm, then u(O+) := 
tlou&I. If u E gimp is smooth, and U stands for the distribution that 
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can be identified with the ordinary derivative of u on R+, then one can easily 
show that 
pu =u +u(0+) (2.2) 
[with ~(0~) = u(O+)6]. In particular, p0 = 0 (the derivative of 0 is O), but 
also p-i0 = p-I( ~0) = (p-‘p)O = 0, i.e., the primitive of 0 equals 0. Thus, 
pu = 0 6 u = 0 e p -lu = 0. More generally, we even have 
PROPOSITION 2.2. Zfu,v E iiFi,,,p and uv = 0, then u and/or v equals 0. 
Proof. If u E sB+, then v = 0, and it v E g+, then u = 0 by Proposi- 
tion 2.1. If u and v are both smooth, then the claim follows from Titchmarsh’s 
theorem [18, Theorem 1521. n 
Next, let %?[ denote the set of fractional impulses: 
sTf::= { u E && = ultQ, u1 2 E % p-Imp ) u2 # 0) . (2.3) 
If U = uru;l, v = vrrJ;l (U2’ v2 + 0) are both in %Ff, then u + v = (u,v, + 
u2vrxv2u21-1 E @f, uv = U1v1(u2v2)-1 E gf, and E’f is again a subalgebra 
of %&. Moreover, 
PROPOSITION 2.3. The commutative field SAFf is isomorphic to the commu- 
tative field of rational functions R(s). 
Proof. Let R[ s] denote the integral domain (with unit element) of 
polynomials with real coefficients. Then it is clear that R[s] and E&r are 
isomorphic [see (2.1)]. N ow R(s) and %Ff can be identified with the quotient 
fields of R[s] and @r_imp, respectively [17, Vol. 1, $131. 
COROLLARY 2.4. Let k 1, k, be any nonnegative integers, and let 
Mk~Xkz(~), Mfk,xk 2( p) denote the sets of k, X k, matrices iuith elements in 
R(s) and gf, respectively. Zf T(s) E Mklxk2(s) and T(p) is the correspond- 
ing distributional matrix in Mfklxkz( p), then 
3L( s) E Mkzxkl (s): L(s)T(s) = Zk2 e ~LE’??!z~~~: LT( p) = Zkp, 
‘mP 
67 INVERTIBILITY FOR SINGULAR SYSTEMS 
and also 
3R(s) E Mksxkl (s): T(s)R(s) = Zkl 
e 3R E @$j+: T( p)R = Zkl. 
Zn particular, T(s) is left (right) invertible as a rational matrix if and only 
T(p) is left (right) invertible as a wuztn’x with elements in Ff. 
Proof. Assume that L(s)T( s) = Zk2; let L( p) be the corresponding 
matrix with elements in gf. Then L( p)T( p) = Zk2 ( = Zkzc3) because of 
Proposition 2.3. Conversely, assume that T(s)t(s) = 0 for some k,-vector of 
rational functions. It follows that T(p)&(p) = 0. Since gimp is a commuta- 
tive ring (and even an integral domain with unit element S: see Proposition 
2.2), we establish that c(p) = Zk2t(p> = [ LT(p)]c(p) = L[T(p)t(p)] = 
0, i.e., t(s) = 0, and hence T(s) is left invertible as a rational matrix (for 
references on linear algebra and matrix computations, we refer to [17, 19, 
201). The proof for the second claim runs analogously. n 
We are ready for the distributional version of (1.1) on [w+ [see (1.211: 
pEx=Ax+Bu+ExO, (2.4a) 
y=cx+LJu, (2.4b) 
together with the solution set S(x,, u> for every pair (x,,, u) E Iw” X k?&, 
[Equation (1.3)]. We stress that this way of dejking a general singular system 
on Iw+ unifies e.g. [3-4, 8, 10, 12, 25, 281, but also the well-known Reference 
[15] for standard systems (see Section 1). In addition, if the arbitrary point x0 
is consistent (see Section 11, then it can be proven [13, Theorem 2.13; 30, 
Section 23 that (2.4a) has a functional sol&on x with x(0+) = x,, 
instance, consider the distributional version of the 
EXAMPLE (Continued). Consider 
P[i :I[::] = [; :‘I[::] +[# + [:! :I[::$ 
and let u, smooth, be given. If r,,i = -tii(O+) and xo2 = -u(O+), 
x2 = -u, x,(0+) = xo2, xi = p(-u) - xo2 = -C [Equation (2.211, 
x&o+) = x01. 
For 
then 
and 
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Note that u = 0 yields x1 = 0, x1 = -ro2, which agrees with [3] (see 
Section 1). 
Apparently, singular systems, unlike standard systems, may generate 
impulsive solutions even if the inputs are smooth. We will deal with this 
aspect by means of the following basic result. 
MAIN LEMMA 2.5. Let X E R”, U = U + u 0 I 2’ u1 E g;:,np, u2 E q:> 
x = xi + X, E S(X,,U), x1 E SpYi,,,,, xe E FSk. Then 
pEx, + E[ x2(0+)] = Ax1 + Bu, + Er,,, (2.5a) 
pEx, = Ax2 + Bu, + E[ x2(0+)]. (2.5b) 
ProoJ. We have pEx, + E[x,(O+)] + E[ px, - x,(0+)1 = Ax, + Bu, + 
Ex, + (Ax, + Bu,), and px, - x,(0+) is smooth [Equation (2.2)]. n 
CUWLLARY 2.6. Let u E gsz, x,) E R”. If x E S( x,,,u) f’ Zb:, , then 
Exe = E[ x(0+)]. 
REMARK 2.7. In [13, Proposition 3.51 it is proven that the converse of 
Corollary 2.6 is true if SE - A is invertible as a rational matrix. In general, 
however, x may be impulsive even if Ex, = E[ x(0+)]. Example: 
p[:l ::I[::] =[: :I[::] + [i]u +[I: :][z:]. 
If x01 = 0, then xol = x,(( If) (x, = O), but x2 may be arbitrary. 
REMARK 2.8. In principle it is possible to allow distributional inputs that 
are linear combinations of impulses and distributions associated with more 
general functions with support on R+. However, the class of these distribu- 
tions does not have such nice properties as eimp, and moreover, it has long 
been recognized that smoothness requirements do not limit the possibilities 
for the treatment of feedback (pole placement, e.g. [4]), associated optimal- 
control problems [I5, 9, 8, 28, 211, geometric approaches and invertibility 
properties [15, 22, 10, 231, realization theory [5, 161, or solvability aspects [13, 
301. 
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REMARK 2.9. By application of Kronecker’s canonical form, it can be 
shown (e.g. [S]) that pE - A is invertible within %?$” if and only if 
det(sE - A) f 0. Note that this result follows directly from Proposition 2.3 
(or Corollary 2.4). Th e combination of this result with Lemma 2.5 turns out 
to be a useful one in the sequel. 
3. WEAK UNOBSERVABILITY AND STRONG CONTROLLABILITY 
Given the system 2 : pEx = Ax + Bu + Ex,, y = Cx + Du, with xg E 
[w” and u E ‘Z&,. The following definitions generalize associated concepts in 
[15, Section 31. 
DEFINITION 3.1. A point x,, is called weakly unobservable if there exists 
an input u E gsz and a state trajectory x E S(x,, u) f’ gsL such that y = 0. 
The space of these points is denoted by ‘Y(C). 
A point x0 is called strongly controllable if there exists an input u E gi’&,, 
and a state trajectory ;\ E S(x,, u> n &!&,,p such that y = 0. The space of 
these points is denoted by W(C). 
A point x,, is called distributionally weakly unobservable if there exists an 
input u E GYi& and a state trajectory x E S(x,, u> such that y = 0. The 
space of these points is denoted by V,(X). 
A point x0 is called weakly unobservable strongly controllable if there 
exists an input u E iFi: 
and Ex, = E(x(O+)). T!I 
and a state trajectory x E S(0, u) such that y = 0 
e space of these points is denoted by 9(X:). 
For further use, we recall Rosenbrock’s system matrix [24] 
(3.1) 
l’s(p) denotes the corresponding distributional matrix. The first theorem on 
the four subspaces of Definition 3.1 follows directly from the Main Lemma 
2.5. 
THEOREM 3.2. Yd(Z> = z;‘(c) + %Y(c), 9(x) = Y(c) n W(z). 
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Proof. First statement: * : Trivial, by definition. 
* : Let x0 be such that for certain 
we have 
5w[:] = [ -;o]. 
Write x = x1 + x2, u = u1 + u2, u1 and x1 impulsive, u2 and x2 smooth. It 
follows that pEx, = AX, + Bu, + E[ x0 - x,(0+)1, Cx, + Du, = 0, and 
hence x0 - x,(0+) E V-(C). In addition, pEx, = Ax, + Bu, + E(x,(O+)), 
CX, + a, = 0, and hence x,(0+) E V(X). We establish that x0 E z’(x) 
+ W(C). 
Second statement: e: Let x0 be such that 
x1 and u1 impulsive, and 
x2 and u2 smooth. Then 
in otherwords, x := -x1 + x2 E $0, U) with u := -uI + ~2, CX + fi = 0, 
and E(~(O+)) = E(x,(O’)) = Ex, by Corollary 2.6. Thus, ~0 E*(C). 
=j : There exist 
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such that 
Pz( p)[ i] = [i] and E( x(0+)) = Ex,. 
If x = xi + x2, u = ui + u2, xi and u1 impulsive, xq and u2 smooth, then 
pEx, = Ax, + Bu, + Ex,, Cx, + Du, = 0 [hence x,, E Y”(Z)] and 
pE( --xl) = A( -x,> + B( -ul> + Ex,, C( -IX,> + D( -u,> = 0 [hence x0 E 
w(Z)]. This completes the proof. W 
REMARK 3.3. Theorem 3.2 generalizes [23, Theorem 3.41 and [15, 
Propositions 3.23 and 3.251. 
Also of interest in the sequel is the space Ye(C) of points x0 for which 
there exist smooth x and u such that 
~,(p)[z] = [ -Fo] and x(0+) = x0. 
Yc(2) is a subspace of Y(Z). More precisely, 
PROPOSITION 3.4. Y(X) = V&9 + ker E. 
Proof. * : Let 
Pz( p)[ i] = [ -F”], [ ~1 smooth. 
Then x(0+) E V;,(Z) [see (2.5b)] and x0 - x(0+) E ker E by Corollary 2.6. 
Thus, x0 = x(0+) + [x0 - x(0’>] E Y&Xc) + ker E. 
e: ker(E) CS%?(x:). m 
We establish from Theorem 3.2 and Proposition 3.4 that Y’-(x), S(x), 
and Y&Z> are known if V;,(C) and w(Z) are. For these latter spaces we 
have the following statements and algorithms. 
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PROPOSITION 3.5. Let 2’ be any subspace of R”. Then 
[#qE:] +i-[;I 
- 3F E Rmx”: (A + BF)_Yc EL?, (C + DF)_t?= 0. 
Proof. See e.g. the proof of [15, Theorem 3.101. 
THEOREM 3.6. Vc(Z) is the largest subspace 2 for which 
[c]YC[Ez] +im[E]. 
Moreover, if &” is any subspace of (WI such that 
+T’cE[$‘([T] + im[i]), 
then XC EYc(C). 
Proof. Without proof (compare e.g. [15, (3.12)]) we state 
vx, E sq.(Z) au, E Iw”: Ax, + Bu, E E?+(x), Cx, + IA, = 0. 
It follows that 
[t]Yc(Z) C [““;$“‘] + im[i]. 
Next, let .Z’ be any space such that for some F E R”x” (Proposition 3.51, 
(A + BF)P C EP, (C + DF)Z = 0. Then there exist’ a matrix K and a 
basis matrix L for 9 such that (A + BF)L = ELK and (C + DF)L = 0. 
‘This observation is found in [25]. 
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Now, let 1 = LZ ~2’. By verification we establish that 
Pz(P)[:] = [ -tz] 
with 
I:1 = [6] L( pZ - K)-‘w’ and x(0+) = L;F = 2 
[15, p. 3751. Hence 1 E %$(Z,>. This proves the first claim. 
Next, we have Z= E(E-‘Z?, since Z’C imE [always E(Eel%? CG??l. 
Now, assume that E/ye Ed with 
4:= [;I-‘([y] + im[i]). 
Then J CA + ker E. In addition, 
i.e., 
since WC EA. But then, by the foregoing, 4 C YC(X), and hence MC 
V,(Z) + ker E and EM c E V;, (2). Taking M” = E - ‘3 completes the proof. 
I 
REMARK 3.7. Our space V-,(0 corresponds to the so-called supremal 
output-nulling (A, E, im B)-invariant subspace of [25]; however, we do not 
require SE - A to be invertible. If D = 0, then Z;-,(J?,) equals the supremal 
(A, E, B)-invariant subspace z/* in [lo, Section 21 (see Proposition 3.8); yet, 
in contrast with [lo, Section 31, we allow SE - A to be arbitrary in our 
dynamical subspace interpretations. 
Proposition 3.8 contains the same Molinari-type algorithm [26] for the 
construction of FC(X.> as e.g. [lo]. 
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PROPOSITION 3.8. Consider the algorithm 
To := R”, q+l := [J-‘([“,“I +im[i]). 
Proof. The inclusion is clear by induction. Next, we have Ye(x) C V;: 
for all i, since if q 3 Y,(Z), then q+r 2 V,(X) by Theorem 3.6. Now 
assume that q = q+i. Then, 7 c %$(X), again by Theorem 3.6. It follows 
that K = Yc(Y,) and thus Y” = Y$(C). n 
Next, we investigate “w(x). 
THEOREM 3.9. w(X) is the smallest subspace 5? for which 
E-'[A B]((.L?cI Rm) n ker[C D]} C-Y’. (3.2) 
Proof. Assume that x0 is such that Ex, = Aw + Bu, with Cw + Du, 
= 0, u0 E R”, and w E W(C). There exist impulsive ui and x 1 such that 
pEx, = Ax, + Bu, + Ew, Cx, + Du, = 0, by definition of w(C). Now, 
define U := pu, - uO, impulsive, and Z := pxl - w, impulsive. Then pE2 = 
AZ + BE + Ex 0, CZ + E = 0, i.e., x0 E W(x). Next, let PC R” satisfy 
(3.2) and let x0 E W(X). Then there exist impulsive ui and xi such that 
pEx, = AxI + Bu, + Ex, and Cx, + Du, = 0. Suppose ui = XfzoPip” and 
xi = I:=+{ oi p” with q, pi real column vectors and j > 0. Then EaL+j = 0, 
EcY~+~_~ = A(Y,+~, CCY,+~ = 0,. . , Ecq = A(Y~+~, Cq,, = 0, EcQ-~ = 
Aok + B&, Ccq. + D& = 0,. .., EczO = Aa1 + BP,, Ca, + D& = 0, 0 
= Aa, + BP, + Ex,, Ca, + D& = 0. Hence LY~+~ EL?, CQ+~-~ EL?, . . . , 
cq. ET, a&l Es?,..., o. EL?, and x0 
proof runs similarly. 
THEOREM 3.10. Consider the algorithm 
W. := ker E, 
~2’. If j = -k:. . , -1, the 
n 
q+l := E-l[~ B]{(F @ Rm) n ker[C D]}. 
Then W, C W, C *** CW, = W(X). 
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Proof. Since ker E c Vl, th e inclusions are clear by induction. Also, 
Y0 c w(X). Now, suppose that F c W(X). Then q+, c ‘W(X) by Theo- 
rem 3.9, and thus all q c W(Z). If q = F+ i, then q c w(Z) c q 
(Theorem 3.9) and thus Z$ = w(Z)-in particular, q = V(X), since our 
system is finite-dimensional. 1 
REMARK 3.11. Our subspace Y(X) is the generalization of Malabre’s 
Y in [lo, Definition 121, where SE - A is assume invertible. If D = 0, then 
NZ) may be called the infimal (C, A, E)-’ invariant subspace related to im B 
[lo]; see also Corollary 3.13. Note that every point in q (Theorem 3.10) can 
be “controlled impulsively” by an impulsive 
U 
[ I x = Icr( P>> 
where I,!J(s> is polynomial of degree < i - 1 (and a polynomial of degree - 1 
is assumed to be zero>. This follows directly from the proof of Theorem 3.9. 
In terms of Willems et al. [27], w(C) stands for the controllable L,-almost- 
output-nulling subspace and Y$X;> stands for the L,-almost-output-nulling 
subspace. Our L%‘(C) corresponds to Willems’s controllable output-milling 
subspace. See also [6, p. 12911. 
There exist certain duality results (see e.g. [22, Chapter 0.123) between 
Vc(Xc) and W(X), but not the usual ones [15, p. 3801 of course, as I may be 
unequal to n. Theorem 3.12 generalizes duality statements in [lo], since we 
start from open-loop subspace definitions (Definition 3.1) rather than from 
algebraic representations such as Theorems 3.6 and 3.9. 
THEOREM 3.12. Let 2 := (E’, A’, C’, B’, D’). Then 
w(S) = [E’Yc(C’)]’ = E-‘[vc(z’)]’ 
and [HZ’>] = EYc(ZS). 
Proof. According to Theorem 3.6, we have 
EY,,(z') c E’[ ::I-‘( [ E’ytz’)] + im[ g:]), 
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and hence X:= [E’Vc(C’)]’ 1 E-‘[A BI{(~@ I%“> n ker[C 011. Thus, 
Y-(2) cZ by Th eorem 3.9, i.e., E’Tc:(X’) c [W(C)]' . On the other hand, 
again by Theorem 3.9, and hence [W(C)]’ c E’Vc(X’) by the last claim of 
Theorem 3.6. It follows that [V(C)]’ = E’Y:(X’) and thus W(C) = 
[E’Yc(X’)lL = E-‘[Yc(C’>l’ Hence also W(X’) = [EFc(X,)IL . n 
COROLLARY 3.13. T(Z) is the smallest subspace 2 for which there 
exists a matrix G E R”’ such that 
E-‘[ (A + GC)_Y+ im( B + CD)} CL?. 
Proof. By Proposition 3.5 and Theorem 3.6, there exists a G’ E R”’ 
such that 
(A’ + C’G’)Y’&C’) c E’%$(C’), (B’ + D’G’)VJC’) = 0. 
Hence, by Theorem 3.12, (A + GCw(x,) C [Y,(X’>l’ , im(B + GD) C 
[Ti(Z’>l L , i.e., (A + GCjFW(x,) + im(B + GD) C [Y,(c’>]’ , and thus 
E-‘{( A + GC$Y(C) + im(B + GD)} C W(c); W(x) satisfies the claim. 
Next,letL?cR”andGE[W lxr be such that 
PEl’ c E’{( A’ + C’G’)p’9L nker( B’ + D’G’)}; 
then 
and hence _Y” c E’Vc(x’) (last statement of Theorem 3.6), i.e., L? 2 W(c) 
(Theorem 3.12). n 
In this section we have defined five different subspaces in terms of 
distributions and we have seen how they can be computed. Note that all 
results reduce directly to corresponding ones in [15] if E = I. 
In the final Section 4 we will define our concepts of singular system 
invertibility and relate these notions to the subspaces as well as to the system 
matrix. 
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4. SYSTEM INVERTIBILITY 
Invertibihty concepts in terms of distributions for standard systems, i.e., 
systems with E = I, were introduced in [15, Section 31; see also [27]. Now we 
propose the following straighforward generalizations of these concepts for an 
arbitrary singular system 2 of the form 
pEx = Ax + Bu + Ex,, y = Cx + Du, (4.1) 
with (x,,u) E [w” x %‘,&,. As in Corollary 2.4, we denote the set of k, X k, 
matrices with elements in [w(s), the field of rational functions, by M kl XI; 2( s). 
DEFINITION 4.1. A system 2 = (E, A, B, C, D) is called left invertible 
in the weak sense if 
x0 =Oand y=O - U = 0. 
THEOREM 4.2. Z is lef invertible in the weak sense if and only if for 
every 
4s) I 1 4s) E M(“+m)xl(s), 
one has 
1 zx 0 * A - SE I 1 c x(s) = 0, u(s) = 0. 
Proof. - : Assume that (Proposition 2.3) 
X(P) 
Pd P) u(p) = 0. 
I I 
Then, by definition, u(p) = 0 and also 
A - pE 
[ 1 c z(p) = 0. 
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S= : Assume without loss of generality that 
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with 
left invertible as a rational matrix, X(s) E it4n~x(“-“~)(.s). Then the claim is 
equivalent to left invertibility of 
Proof: Let 
then 
and hence u(s) = 0, x1(s) = 0. Conversely, let 
Q,(S) 
[ 1 9x(s) [ Z?lI W]x(s) -t 
then [I,, X(s>]r(s) = 0, u(s) = 0, and thus 
x(s) = 0, 
B 
[ 1 D u(s) = 0; 
u(s) = 0. 
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Hence, if 
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Pr(p)[t] =0 forsome [i] E$9&im, 
then 
[& X(P)]x+ [;]u =o. 
Let L(s) E M(“~+m)x(‘+‘)(~) be a left inverse of 
Qds) B 
[ 1 QzW * ’ 
then (Corollary 2.4) [Z,,, X(p)]x = 0, u = 0, since gimp is a commutative 
ring. This completes the proof. n 
DEFINITION 4.3. A system X = (E, A, B, C, D) is called right invertible 
in the weak sense if 
vy E q;, 3u E tz & 3x E S(O,u): y =ij. 
THEOREM 4.4. 2 is right invertible in the weak sense if and only if for- 
every [v(s) E(s)1 E LI~~~(‘+~~(s), 
[77(s) SW]%W = 0 +a q(s)[A - SE B] = 0, t(s) = 0. 
Proof. * : Assume that (Proposition 2.3) [v( p> c( p)]P,( p) = 0. Since 
for every standard basis vector ei in [w’ (i = 1, , . . , I> there exists a 
such that 
P,(P)[IJ = [;I 
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(with e, now standing for e, S), we find that t( p) = 0 and thus also 
q(pXA - pE B] = 0. 
( : Dualize the second part of Theorem 4.2. n 
REMARK 4.5. Fully independently, several kinds of invertibility were 
defined and characterized for discrete-time singular systems in [29]. Appar- 
ently, left (right) invertibility in [29] coincides with our left (right) invertibility 
in the weak sense (compare 129, Corollaries 3.1, 4.11 with our Theorems 4.2, 
4.4) although our definitions for continuous-time systems are given in terms 
of distributions. However, one should recall in this context that left (right) 
invertibility for standard systems [ = left (right) invertibility of the associated 
transfer function] was formulated within a distributional framework earlier 
1153. Finally, observe that weak left and weak right invertibility are dual 
concepts. 
Weak right invertibility can also be quantified with the set Yof points x0 
from where every g E %?&, is attainable: 
It is clear that FC V,(C), the distributionally weakly unobservable subspace. 
The converse is true if and only if Z is right invertible in the weak sense, i.e., 
ifOE 
THEOREM 4.6. C is right invertible in the weak sense if and only if 
F= Y&zG). 
Proof. = : Let x0 E Y,(2), i.e., let 
be such that 
PA P$j = [ --;q> 
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and let ij E E$,,. 
x2 
Then there also exists a u2 such that 
[ 1 
It follows that 
W&] = [ -;a] 
with 
and hence x0 E Z 
=: 0 E zqz>. 
The case Y= R” turns out to be of special interest. 
DEFINITION 4.7. A system Z is called right invertible in the strong 
sense if 
Vr, E R” vij E ,iF&, 3u E Pi& 3x E S( X0’ u): y = ij. 
PROPOSITION 4.8. 2 is right invertible in the strong sense if and only if 
C is right invertible in the weak sense and F$,(C) = R”. 
Proof. * : ‘5-= R” c Y&z,> c R”. e: From Theorem 4.6, Y= R”. 
n 
If SE - A is invertible, then, according to Proposition 4.8 and [23, 
Theorem 3.81, weak right invertibility implies strong right invertibility (see 
also [15, Theorem 3.241 for the case E = I). In general, however, this is not 
the case. More precisely, 
THEOREM 4.9. The following statements are equivalent: 
(i> Z is tight invertible in the strong sense. 
(ii> ‘%$(I%,> = R”, and 
v[ V(S) e(s)] E LJFl+r)(s): 
[,+) +)I[; ; ;] =o - q(s)[E A Bl =o, t(S) =O 
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(iii) V[7&s) e(s)] E M1x(‘+r)(s): 
[77(s) &)]Px(s) = 0 e q(s)[E A B] =O, E(s) = 0. 
proof. (i) =j (ii): For every standard basis vector e, in KY’ there exists ui 
and xi in %Yizp and E’&,, respectively, such that pExi = Axi + hi, ei = Cxi 
+ Dtq. If 
then 0 = v( p)pExi = q( p)[ Axi + BUM] = - c( p)[Cx, + Duj] = - c( p)e, 
(Proposition 2.3) and hence e(p) = 0. 
(ii) j (iii): Assume that [q(s) ~(s)]P~(s) = 0. Since Y$Z) = R”, it 
follows that q( p)Ex, = 0 for all x0, i.e., q(p)E = 0. Thus, by (ii) and 
Proposition 2.3, q(s)[E A B] = 0 and c(s) = 0. 
(iii) 3 (i): Without loss of generality, assume that 
[E A B]= 
[ 1 z4 P, T, aY 
with TL E R’lx” (i = 1,2), T, E R’~x”L, Y E R(‘-fl)x’l, [T, T, T3] right 
invertible. Then it follows that T3 
[ 
T, - ST, T, 
c D I 
is right invertible (compare second part of proof of Theorem 4.2). If R(s) is 
any right inverse, then for every x0 E R”, g E %?& it can be easily seen that 
%(P,[,“] =[ -;‘I with [i] := R(p)[ -;“I. 
This completes the proof. n 
Not surprisingly, the deal counterpart of strong right invertibility will be 
called strong left-ikertibility. 
DEFINITION 4.10. A system 2 
sense if 
X0 =o, y=o 
will be called left invertible in the strong 
==5 u=o , Ex=O. 
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THEOREM 4.11. The following statements are equivalent: 
(i) 2 is left invertible in the strong sense. 
(ii) S’(C) = ker E, and 
(iii) V 
4s) I 1 4s) E M(“+m)xl(s): 
Pz(s) 
x(s) 
I 1 u(s) = 0 - x(s) = 0, u(s) = 0. 
Proof. (i) * (iii): By Proposition 2.3, we establish that 
u(p) = 0, x(p) = 0, and Ex( p) = 0. 
(iii) * (i): We may write 
x] 
Ql 
with Qz left invertible. As earlier, we establish that II Q3 
Qz -sQl B 
Q3 * I 
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is left invertible. Now let 
Pz(P$] = 0, 
i.e.. let 
[Qy],, X)x + [# =o. 
Then [I XIX = 0, u = 0, and hence Ex = 0, u = 0. 
(ii) - (iii): If C’ := (E’, A’, C’, B’, D’), then it follows from the above 
and Theorem 4.9 that C’ is strongly right invertible if and only if C is 
strongly left invertible. Since z/(C’) + WCC’) = R” w V;,(G’> + w(C’) = 
R’ (Proposition 3.4) e [Yc(Z’)lL nEY,(C> = 0 (Theorem 3.12) - 
[Yo(Z’>]’ nETIS.) = 0 - Eel[Yc(E')IL nF(C) = kerE * W(Z) n 
‘Y(x) =._%(C> = ker E (Theorems 3.12, 3.2), the proof is now complete. n 
PROPOSITION 4.12. I% is left invertible in the strong sense ifand only if I% 
is lef invertible in the weak sense and 9(X.) = ker E. 
Proof. C’ := (E ‘, A’, C ', B ', D ‘> is strongly right invertible if and only 
if 2’ is weakly right invertible and V,(Z’) = (WI, by Proposition 4.8. W 
Hence weak and strong left invertibility are equivalent, just as weak and 
strong right invertibility are, if SE - A is invertible [23, Theorem 3.91. Our 
final corollaries consider two more general situations where weak and strong 
left (right) invertibility are equivalent. 
COROLLARY 4.13. Assume that [E A B] is of full now rank. Then the 
following statements are equivalent: 
(i) C is right invertible in the strong sense. 
(ii) Y&Z.> = R”, and 
E A B 
0 C D I 
is of full row rank. 
(iii) P,(s) is right invertible as a rational matrix. 
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Moreover. 
[A - SE B ] right invertible ti Vx, E Iw” 3u E q&: S( x0, u) # 0, 
andif[A -SE B] is right invertible, then weak and strong right invertibil- 
ity are equivalent. 
Proof. The first claim is immediate from Theorem 4.9. If 
R,(s) 
R(s) = R,(s) 
i I 
is a right inverse of [A - SE B], then u := R,(pX--Ex,) is such that 
x := R,( px-Ex,) E S(x,, u). Conversely, assume that q(s)] A - SE B] = 0 
[q(s) rational]; then q( p)Ex, = 0 for all x0, and hence q(p) = 0. Finally, 
apply Theorem 4.4. n 
REMARK 4.14. In [13, Definition 2.4; 30, Definition 3.11 the system 
pEx = Ax + Bu + Ex, is called C(ontrol)-solvable if 
tlr, E R” 3u E ii?&: S(x,,u) z 0. 
Indeed, if for a certain x,,, S( x0, U) = 0 for all U, then e.g. linear-quadratic 
optimal-control problems [15, 27, 21, 8, 28, 311 are not well posed. Since one 
may assume without loss of generality that [E A B] is of full row rank in 
(2.4a), we observe from Corollary 4.13 that right invertibility (in either sense) 
is equivalent to right invertibility of Rosenbrock’s system matrix if the system 
(2.4a) is C-solvable. 
COROLLARY 4.15. Assume that 
E 
ii 
A 
c 
is of full column rank. Then the following statements are equivalent: 
(i> C is lef invertible in the strong sense, 
(ii) Zjxo = 0 and y = 0, then u = 0, x = 0. 
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(iii) S%‘(Z) = ker E, and 
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E 0 
A B 
c D 
is of fid column rank. 
(iv) P,(s) is lef invertible as a rational matrix. 
A - SE 
Moreover, if C 
i I 
is left invertible, then weak and strong left invertibil- 
ity are equivaent. 
Proof. Straightforward, by dualizing Corollary 4.13; observe that if 
px(P,[:] = 0 
yields u = 0 and Ex = 0, then also 
E il A x=0 C 
and hence u = 0, x = 0. 
REMARK 4.16. Observe that if SE - A is invertible, then left (right) 
invertibility of the system matrix P,(s) is equivalent to left (right) invertibility 
of T(s) = D + C(sE - A)-lB, the transfer function of ‘c [23, Theorems 
3.8, 3.91. 
REMARK 4.17. In the recent work [16], conditions for left and right 
invertibility of singular systems were given in the case of existence of the 
transfer function, which naturally arises when starting from a realizational 
point of view, that is, when one tries to find a suitable state-space representa- 
tion for a linear system given by autoregressive equations. 
Here, however, we consider the “reversed’ situation: A system is given in 
state-space form as a result of its very nature (an electrical circuit or an 
econometric model, for instance), and one is interested in the system’s 
behavior under the influence of diverse control inputs. Moreover, we do not 
require the transfer function to exist. For example, if C = (0, 0, 1, I, 01, then 
the transfer function does not exist according to [16, Theorem 4.31, whereas 
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in our context the (pathological) system C is both left and right invertible in 
the strong sense. 
5. CONCLUSIONS 
By means of our fully algebraic distributional framework and without any 
assumptions on the coefficients of the singular system Z = (E, A, B, C, D>, 
we have defined and characterized in full detail 
(1) several subspaces of interest (e.g. with respect to optimal-control 
problems) and their relative connections, and 
(2) several concepts of left and right invertibility for the system X and the 
“gaps” between these notions. 
Moreover, we have proven various relations between these subspaces, the 
concepts of invertibility, and Rosenbrock’s system matrix. 
In future papers such as 1311 we hope to present a complete treatment of 
general linear-quadratic optimal-control problems subject to general linear 
systems along the lines of the distributional approach and the results pre- 
sented here and in [30]. 
REFERENCES 
1 S. L. Campbell, Singular Systems of Differential Equations, Pitman, San Fran- 
cisco, Vol. 1, 1980, Vol. 2, 1982. 
2 F. L. Lewis, A survey of linear singular systems, J. Circ. Syst. & Sign. 5:3-36 
(1986). 
3 G. C. Verghese, B. C. Levy, and T. Kailath, A generalized state-space for singular 
systems, IEEE Trans. Automat. Control AC-26:811-831 (1981). 
4 Z. Zhou, M. A. Shayman, and T.-J. Tam, Singular systems: A new approach in 
the time domain, IEEE Trans. Automat. Control AC-32:42-50 (1987). 
5 J. Grimm, Realization and canonicity for implicit systems, SIAM J, Control 
Optim. 26:1331-1347 (1988). 
6 A Banaszuk, M. Kociecki, and K. M. Przyluski, The disturbance decoupling 
problem for implicit linear discrete-time systems, SIAM J. Control Optim. 
28:1270-1293 (1990). 
7 D. G. Luenberger, Time-invariant descriptor systems, Automatica 14:473-480 
(1978). 
8 D. Cobb, Descriptor variable systems and optimal state regulation, IEEE Trans. 
Automut. Control AC-28:601-611 (1983). 
9 L. Pandolfi, On the regulator problem for linear degenerate control systems, 
J, Optim. Theory Appl. 33:241-254 (1981). 
10 M. Malabre, Generalized linear systems: Geometric and structural approaches, 
Linear Algebra Appl. 122/123/124:591-621 (1989). 
88 TON GEERTS 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
L. Schwartz, Thhorie o!.es Distributions, Hermann, Paris, 1978. 
G. Doetsch, Einfuhrung in Theorte und Anwendung der Laplace-Transforma- 
tion, Birkhauser, Stuttgart, 1970. 
T. Geerts and V. Mehrmann, Linear differential equations with constant coeffi- 
cients: A distributional approach, Preprint 90-073, SFB 343, Univerisitat Biele- 
feld, Germany. 
M. L. J. Hautus, The formal Laplace transform for smooth linear systems, in 
Lecture Notes in Econom. and Math. Systems 113, 1976, pp. 29-46. 
M. L. J. Hautus and L. M. Silverman, System structure and singular control, 
Linear Algebra Appl. 50:369-402 (1983). 
M. Kuijper and J. M. Schumacher, State space formulas for transfer poles at 
infinity, SIAM J. Control Optim., to appear. 
B. L. van der Waerden, Algebra, Springer-Verlag, Berlin, Vol. 1, 1966; Vol. 2, 
1967. 
E. C. Titchmarsh, Fourier Integrals, Oxford U.P., 1937. 
W. Greub, Lineare Algebra, Springer-Verlag, Berlin, 1976. 
G. Birkhoff and S. MacLane, A Survey of Modern Algebra, Macmillan, New 
York, 1951. 
T. Geerts, Structure of Linear-Quadratic Control, Ph.D. Thesis, Eindhoven, 
1989. 
W. M. Wonham, Linear Multioariable Control: A Geometric Approach, 
Springer-Verlag, New York, 1979. 
T. Geerts, Invertibility properties of singular systems: A distributional approach, 
in Proceedings of the First European Control Conference (ECC ‘91, Grenoble, 
France, 2-5 July), Hermes, Paris, 1991, Vol. 1, pp. 71-74. 
H. H. Rosenbrock, Structural properties of linear dynamical systems. Internat. /. 
Control 20:191-202 (1974). 
F. L. Lewis and K. &aldiran, Geometric structure and feedback in singular 
systems, IEEE Trans. Automat. Control AC-343450-455 (1989). 
B. P. Molinari, A strong controllability and observability in linear multivariable 
control, IEEE Trans. Automat. Control AC-21:761-764 (1976). 
J. C. Willems, A. Kitapsi, and L. M. Silverman, Singular optimal control: A 
geometric approach, SIAM J. Control Optim. 24:323-337 (1986). 
D. J. Bender and A. J. Laub, The linear-quadratic optimal regulator for descrip- 
tor systems, IEEE Trans. Automat. Control AC-323672-688 (1987). 
A. Banaszuk, M. Kociecki, and F. L. Lewis, On various kinds of invertibility for 
implicit linear systems, in Proceedings of the First European Control Conference 
(EEC ‘91, Grenoble, France, 2-5 July), Hermes, Paris, Vol. 1, pp. 66-70. 
T. Geerts, Solvability conditions, consistency and weak consistency for linear 
differential-algebraic equations and time-invariant singular systems, Linear Alge- 
bra Appl., to appear. 
T. Geerts, Regularity and singularity in linear-quadratic control subject to implicit 
continuous-time systems, Circuit.s, Systems and Signal Processing, to appear. 
Received 28 October 1991; final manuscript accepted March 1992 
