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Abstract 
This thesis addresses a number of questions related to the design of a wholesale elec-
tricity market and the decentralisation of a mixed hydro and thermal system. 
Initially it concentrates on the response to price of a Linear Programming model of a 
hydro station and existence of a step supply curve consistent with that function. This has 
implications for the existence of the perfect competition equilibrium in a simplified en-
ergy market. An experimental analysis is presented, which attempts to quantify the theo-
rised discrepancy between an 'ideal' centrally coordinated solution and the market's so-
lution. 
The latter half of this thesis develops a Linear Programming based representation of 
the joint energy and reserve capability of a generating unit or station, called the Fan Ap-
proximation. This approach is used to develop an offering and market-clearing model 
for energy and reserves which allows hydro, thermal, and interruptible load participants 
to compete equally. 
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Chapter 1 
Introduction 
Deregulation of electricity markets is an international phenomenon. Gilbert and Kahn [1996] compare regulation in the established and emerging markets of 
Norway, the UK, Chile, New Zealand, and Australia, with other more regulated 
industries in the US, and continental Europe. At the time of writing of this thesis}, the 
Norwegian and UK markets were fairly well established, but reforms were continuing to 
be made in other markets, including New Zealand. Once considered the exception, these 
fledgling markets are now looked upon as role models for further reform. 
New Zealand's situation is somewhat unique because of its heavy reliance on hydro 
generation (up to 80%); and further, the sparsity of the network, and small average 
loads, make reserve requirements particularly important. 
1 This thesis is set in early 1996. At that time, the wholesale electricity industry was under going signifi-
cant reform. The existing single generator, EeNZ, was to be split into two competing entities. Plans for a 
wholesale electricity market were being formed, but the details of this market's operation were yet to be 
decided. In particular, the form of offers made by generators was a matter of considerable interest. Since 
that time, a market has been established; the results of the research presented here influenced the offer 
form used in that market. Further, the market now includes the mechanism proposed here for integrating 
reserve with the offering and market clearing process-see Grimwood [1996]. 
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Culy et al [1995] traces the development of the New Zealand power supply industry 
from its inception. They describe the improvements gained, from recent reforms, in the 
context of an on-going process of privatisation, with the logical conclusion being fully 
deregulated retail and wholesale markets for electricity and reserves. 
They describe the New Zealand experience in three phases. Over the period 1945-78 
the State Hydroelectric Department controlled development of the supply industry. Hy-
dro developments were viewed as national resources, rather than a commodity to be 
marketed. Toward the end of this period, electricity began to be viewed as a scarce re-
source that required coordination on a national level. The Ministry of Energy phase 
lasted over the period 1979-1987 and saw the industry run to meet the requirements of 
an Energy Plan. During this time some rationalisation occurred, especially in the retail 
sector, but increasing pressures on the economy led to a new Government with a will to 
embrace free market policies. This led to the Electricity Corporation phase, which per-
sists today. During this phase, the retail and wholesale sectors have been deregulated. ill 
particular, responsibility for the transmission system has been separated from genera-
tion, and fuel supply has been deregulated and must now be negotiated for. The retail 
side has been nearly fully deregulated, but reform continues on the wholesale side. The 
next most significant stage, on which this thesis is focused, is the development of a 
competitive wholesale electricity market. 
1.1 Previous Research 
Three major studies of the wholesale generation and transmission sector in. the New 
Zealand have been conducted. The Electricity Task Force 1989 covered both the retail 
and wholesale sectors, while the WEMS [1992], and the WEMDG [1994] studies con-
centrated on the wholesale sector. Culy et al [1996] said of these, " ... all studies have 
recommended development of neutral market structures, to facilitate efficient coordina-
tion, contract trading and entry ... " 
'---::------
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The need to develop this market structure, out of a knowledge base derived from tra-
ditional centralised systems, has opened new areas for research; these areas include: 
1) Nodal pricing of energy in a deregulated market. 
2) The impact of generators' contract position on incentives for exploiting mo-
nopoly power (gaming) in a deregulated market. 
3) Generating unit commitment and its effect on the market. 
4) Mechanisms for dealing with uncertainty. 
5) The integration of reserves pricing and dispatch into the market framework, 
and its potential effect on generator incentives. 
Recent international, and local work in particular, has begun to address several of these 
areas. Ring [1995] extended nodal pricing theory to include pricing for reserve capacity. 
Kaye et al [1995] examined a theoretical decentralised environment, in which contin-
gency requirements are communicated to generators via an appropriate set of prices and 
probabilities, and showed that the optimal reserve allocation is achievable. Scott and 
Read [1992, 1993] studied regulation of gaming, and contracts for the energy market. 
Kerr and Read [1996] discussed modelling and management issues related to unit com-
mitment scheduling in a market environment. Johnson et al [1996] has also studied the 
issue of unit commitment and its impact on the market. Locally, Philpott [1996] has ex-
amined techniques for handling uncertainty, with applications the electricity sector; re-
cently Waterer [1996] began to extend this work into a 'market context' by the examin-
ing the effect of unit commitment and uncertainty at the hydro group level. 
As discussed further in Chapter 2, the existing literature offers only some insight into 
the appropriate design of generators' offers or market clearing models, although some 
inferences can be drawn from the general economics literature and previous experimen-
tal analyses. However, integration of instantaneous reserves into the offering and market 
clearing process has not occurred in any existing market and is largely overlooked by the 
literature-although Hirst et al [1995] acknowledge that it is one of a number of im-
portant issues that need to be addressed. As is typical in existing markets the UK pool 
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treats reserve costs as one of a number of ancillary services lumped into an 'uplift' pay-
ment (Green [1994 (1), (2)]). 
Thus, New Zealand enters the current phase of deregulation not knowing all of the 
answers. Of this phaseCuly et al [1996] said, "Government and public need to be con-
vinced that the benefits of further reform will outweigh the costs. Successive studies 
have found this hard to prove, particularly in view of the relatively large overheads re-
quired to establish sophisticated market mechanisms in such a small economy. Privati-
sation is not expected to provide further improvements in operational efficiency or co-
ordination, both of which appear to be more than adequately furnished in the status 
quo ... " In relation to these perceived benefits, Read and Scott [1992] said, "It has been 
suggested that the New Zealand electricity sector may operate more efficiently under a 
market structure ... It is recognised that while a more diversified market may improve 
performance in areas such as investment and innovation, it may perform less well in 
other areas such as short term coordination efficiency." Read and Scott [1993] also said, 
" ... privatising one or more hydro reservoirs and creating a wholesale market for elec-
tricity could be expected to result in some loss of coordination efficiency compared with 
the status quo. On the other hand, this should be expected to improve the modelling and 
management of local catchments as independent groups pay more attention to the local 
conditions and the needs of their businesses. Privatisation in the UK in 1990-1991 has 
resulted in a wide range of gaming behaviour by the generators, but most commentators 
agree that overall efficiency has improved." 
According to Culy et al [1996] the 'fear' of exposing the existing centrally coordi-
nated system to the effects of gaming has dominated the market design process in New 
Zealand. During this design phase commentators, when making recommendations, have 
attempted to draw on lessons learned in other markets, particularly those of the UK and 
Victoria. 
In their 1994 study of the Victorian market, Culy and Read examined gaming incen-
tives implied by various market designs. They characterised designs by their degree of 
simplification or regulation of generator offers. A high degree of regulation implies a 
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simpler offer, e.g. a simple supply curve applying for a whole day is a more regulat l 
offer than one which has a different supply curve for each period. 
Somewhat contrary to the popular belief that a more regulated market would disCOl 
age gaming, they concluded, " ... a requirement for players to offer a single price 
quantity over the week, while designed to limit generators' ability to game, actual 
seems likely to increase gaming and spot price distortions, particularly if contract CO" 
is low." However, the simpler the offer and market clearing design the more transpare 
and accessible the market appears to both participants and auditors. This criterion ml 
be traded off with the potential for distortion due to gaming to achieve an appropri< 
balance. 
1.2 The Energy Market 
This thesis assumes a basic market design that uses supply curve offers which hold fo 
certain period of time-be it one half hour or a whole day. Supply, curve offers, by de 
nition, do not allow generators to directly specify intertemporal or other operatiOl 
constraints. This fact in itself imposes some cost of moving away from optimal centra 
coordinated solution. This motivates the first key research question: 
Key Research Question A: Can a simple market adequately represent the complexit: 
of a real hydrothermal system? 
This thesis focuses on the design of the market used to plan and implement the da 
dispatch process, with special attention to the effects that the form of the offers subrr: 
ted by generators to a market may have on the feasibility, productive efficiency and 1 
bustness of the dispatch. It examines a number of possible offer designs, for both t 
energy only, and the combined energy and reserves markets. These designs differ in 1 
complexity of the offer and the frequency with which they are updated. 
Previous studies have implied that the cost of moving to a simplified offer, whate' 
that is, could be overshadowed by the cost incurred from generator gaming. In partie 
lar, Culy et al [1996] said, " ... On the down side, concern has arisen ... that a multitt: 
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of generators ... may deliberately 'play games', in ways which raise prices, increase 
costs, reduce energy efficiency or cause outages ... " 
However, in the real market participants will not take their chances on the energy 
market every day. Rather, they will form contracts in the short term and in the long term; 
but as Scott and Read [1992, 1993] show, unless contract levels are very high, genera-
tors will wish to choose an offering strategy for the spot market that they expect will 
maximise their profits. A complete analysis would compare incentives for gaming the 
market when generators submit complex offers versus one in which they must submit 
simplified offers, but Scott and Read [1992] show that a profit maximising generator 
faces a complex, non-linear objective function in the presence of contracts-a concept 
that is difficult to model in an LP framework. This thesis will not attempt to make this 
comparison. Rather, the experiments presented here concentrate on the existence of 'ef-
ficient offers', assuming that generators try to do the best for the system overall, rather 
than considering their own agendas. 
Chapter 2 describes the Reference Model (RM), which is a model of a centrally coor-
dinated dispatch. To measure the performance of a market its solutions will be compared 
to that of the RM. The research question being addressed is: 
Research Question A.I: What impact does simplification of the generators' offers have 
on achieving dispatch feasibility and optimality? 
Chapter 2 then decomposes the RM to form a set of sub-models, one for each 'gener-
ating company' (generator) in the market. A theoretical market, in which these sub-
models are used as offers, is discussed. Motivation is then given to the use of a simpli-
fied offering and market-clearing model. The issues of existence of solutions and con-
vergence are raised and insights from the literature are discussed. 
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Chapter 3 introduces some variations of a supply curve offer and examines the nature 
of the response to price of the LP model of a hydro station; the research question being 
addressed is: 
Research Question A.2: Is a step supply curve consistent with a hydro station's under-
lying supply model in all cases? 
Chapter 4 summarises the results of a series of experiments comparing the relative 
performance of these offer designs in an energy market. Details of these experiments are 
provided in the appendices2. The questions addressed by the experimental analysis are: 
Research Question A.3: What degree of cost distortion can be expected from an energy 
market in which generators submit a fixed offer (a single supply curve offer for a whole 
day) versus one in which their offer is sculpted (a different supply curve for each period 
of the day)? 
The performance of the market is explored further by examining the sensitivity of the 
solutions to random changes in individual circumstances, such a~ randomly inaccurate 
estimation of: the market clearing prices; demand patterns; water value estimates; in-
flow uncertainty. The research question being addressed here is: 
Research Question A.4: How robust are the measured distortions? 
1.3 The Energy and Reserves Market 
For the New Zealand power system, provision of reserves is the second highest genera-
tion cost after meeting of system load. This implies that there is a need for efficient 
scheduling of reserves, and potentially, a significant market for reserves. Drayton et al 
[1992] described the problem of coordinating reserves in New Zealand in some detail. 
The inherent difficulty of producing a centrally coordinated model of the entire New 
Zealand system for a whole day is demonstrated by the complexity of the solution 
2 The experimental results are drawn from reports prepared for ECNZ during a related research project. 
Full details of these experiments can be found in Drayton-Bright et al [1995(1)-(6)]. 
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method used in GARSP, which is detailed by Drayton-Bright [1995]. This added weight 
to the argument for a decentralised coordination process-the key motivations for which 
are discussed in Chapter 2. 
The latter half of this thesis addresses the second key research question: 
Key Research Question B: How can reserves be represented in the offering and market 
clearing process? 
Chapter 5 describes the combined energy and reserve capability of a generating unit. 
(Appendix A, in describing the Reference Model, expands on the concepts developed in 
Chapter 5 and develops an approach called the Fan Approximation to modelling hydro 
station releases.). Chapter 5 goes on to describe an integrated offering and market-
clearing framework for energy and reserves based on the Fan Approximation, and pres-
ents some examples. 
Chapter 6 summarises the theoretical and experimental results of the thesis, and 
points to further research areas it has opened. 
Chapter 2 
A Theoretical Energy 
Market 
I t is well known that the problem of centrally coordinating the energy dispatch can be cast as an Linear Programming (LP) problem. Section 2.1 briefly discusses the LP 
formulation, used in this thesis as the Reference Model (RM), i.e. a model of the 
system prior to the decentralisation of the in 19963. Section 2.2 takes this LP problem 
and creates a number of sub-problems, one for each generator, using the. standard de-
composition technique of dualising the nodal energy balance constraints. It then de-
scribes a theoretical energy market in which these LP sub-problems are used by genera-
tors as offers. Finally, Section 2.3 discusses simplifying the offer form, and theorises 
about the effect of this simplification on the 'quality' of the market-derived solution and 
the convergence properties of the market coordination process. 
3 This formulation was derived from earlier unpublished work of Read et at [1994]. Appendix A describes 
the extensions made to that model for this thesis. 
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2.1 The Centralised Coordination of Energy 
The RM assumes a planning horizon of 24 hours divided into scheduling periods of 
equal length. The model used is an approximation of the New Zealand system, and is 
composed of geothermal, thermal, and hydro generators, and a set of forecast lo~ds at 
the reference nodes in the North and South Islands. 
In the simplest case any of these units would be able to produce power at the same ef-
ficiency level over a generating range from zero to some maximum, and there would be 
no uncertainty in load forecasts, transmission losses or constraints, or other constraints 
implied by system security requirements, etc. In that case, the least cost dispatch could 
be found easily by committing the cheapest units until the required demand is met in 
each period. This type of approach has been called the "merit-order dispatch". It can be 
formulated as a simple LP problem, however it is far too simplistic for representing the 
New Zealand system because it does not take account of: 
ED intertemporal effects such as unit commitment4, constraints on storage of 
water in reservoirs and river flows, and rate-of-change constraints; 
• unit efficiency curves, and reserve capability profiles; 
ED transmission network constraints and losses5; 
• security constraints, such as system reserve requirements 
Culy et al [1996] suggests that it is unlikely that the forthcoming NZ market will allow 
generators to specify unit commitment in their offers-this would overly complicate the 
offering and market clearing processes, as well as making it difficult to determine ex-
post prices. Rather, they support a 'self commitment' market, i.e. one in which genera-
4 The issue of uriit commitment has been widely studied in the hydrothermal coordination literature. 
Muckstadt and Koenig [1977]; Burton et al [1974]; Engles et al [1976]; and later Shaw et al [1985]; Bert-
sekas et al [1983]; Yang and Chen [1989]; Cohen and Sherkat [1987]; Oliveira et al [1993]; Brannland et 
al [1988]; Hobbs et al [1988]; use variations of spatial and/or station-wise decomposition of the unit 
commitment problem with dynamic programming most commonly being used to determine the optimal 
station unit dispatch. In the New Zealand context, Drayton et al [1992] and Kerr and Read [1995] use 
various heuristic techniques to speed solution times. 
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tors determine their own unit availability, and structure their energy offers appropriately. 
Therefore, the model used here, and later decomposed to form a model of a market, will 
not involve treatment of any integer decisions-although it is certainly possible to for-
mulate these aspects in a linear framework, the only problem being that the solution 
could not be guaranteed to be integer. Hence the RM excludes treatment of unit com-
mitment, start-up and shutdown costs, lower unit output bounds, 'rough running' ranges, 
and minimum unit up and down times. 
The RM assumes that the cost per giga-joule (GJ) of fuel for a thermal unit, and the 
value of water in storage in reservoirs is constant over any given day. One might assume 
that thermal units, and hydro units attached to reservoirs, could be treated like genera-
tion sources in a merit order dispatch, however it is well known that the water value for 
hydro units in a river-chain in which storage or other constraints might become active 
within the modelling horizon cannot be determined a priori (see Read [1979]). Moreo-
ver, unit efficiency varies with output6, i.e. the marginal cost of generation is not neces-
sarily constant over the whole of a unit's operating range. 
The RM addresses these issues by: incorporating a network-flow model with LP side 
constraints, to represent hydro river-chains; and approximating thermal and hydro unit 
output curves with piece-wise linear approximations. The RM river-chain model is still 
quite simplified in that: 
• each hydro station can be connected to a head-pond or storage reservoir up-
stream and/or downstream, but cannot be connected in any other way; 
III storage is measured in cubic metres (m3) and flows in cubic metres per hour 
(m3/h) and the assumption is made that generating unit efficiency is not af-
fected by storage volume; 
5 According to Ring [1995], including a full AC loss model in the central coordination problem is too dif-
ficult, but a DC load flow model or basic linear location factors are possible. 
6 See Kirchmayer [1958] for a general discussion of plant efficiency and Drayton et al [1992] for exam-
ples in the New Zealand system. Efficiency tends to be poor at low output levels and increases to a peak 
close to maximum output. It is well understood in the literature that these variations in efficiency could 
change the nature of the optimal generation configuration, especially when the peak efficiency occurs at 
some point less than maximum output. 
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CI hydro generators are treated as single stations, rather than individual units 
As stated earlier, the dispatch of reserves has received little attention in the past. It is 
omitted in the RM, but treated in detail in later chapters. 
The RM uses a two-bus transmission network with two lines connecting them in each 
direction (these represent the two poles of the HVDC); losses are approximated .by a 
piece-wise linear function. 
The equations below show the essential elements of the RM LP problem; Appen-
dix A expands on this description. Table 2-1 introduces the variables; Table 2-2 de-
scribes the model's parameters. 
Symbol Description 
t Output (MWh) from thermal unit i in efficiency segment j in e· . l,J 
period t 
t Productive release (m3) from hydro station h in efficiency segmentj qh,j 
in period t 
Wi 
h Spill (m
3) from hydro station h in period t 
I 
Sh Water held in storage (m3) in head-pond or storage reservoir h at the 
end of period t 
-I Power flow (MWh) received at node y from node x on transmission Px-y,in,[ 
line l in period t 
-I Power flow (MWh) received at node x from node y on transmission Px-y,in.l 
line I in period t 
-I Power flow (MWh) sent out from node x to node y in loss tranche k Px-y,ouI,[,k 
on transmission line I in period t 
-I Power flow (MWh) sent out from node y to node x in loss tranche k Px-y,ouI,[,k 
on transmission line I in period t 
Table 2-1: Variables in the Reference Model 
Chapter 2 
Symbol 
X x-y,l,k 
-I -=;1 
P x-y,l' P x-y,l 
-t -;:::t 
P x-y,l ' P x-y,l 
-I -=;1 
P x-y' Px-y 
-t -;:::t 
. P x-y' Px-y 
o qh 
o 
ei 
~t ~t qh,qh 
t -t 
§..h' Sh 
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Description 
Incremental cost ($/GJ) of fuel! 
Value of water ($/m3) held in storage in reservoir h 
Conversion factor (GJ/MWh) at thermal unit i in efficiency 
segmentj 
Conversion factor (MWhlm3) at hydro station h in 
efficiency segment j 
Number of transmission lines between nodes x and y 
Loss factor (MW /MW) for flows on line I from node x to 
node y in loss tranche k 
Loss factor (MW /MW) for flows on line I from node x to 
node y in loss tranche k 
Bounds on power flow (MW) on line I from node x to 
node y in period t 
Bounds on power flow (MW) on line I from node y to 
node x in period t 
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Bounds on the total power flow (MW) from node x to 
node y in period t 
Bounds on the total power flow (MW) from node y to 
node x in period t 
Load (MW) at node n in period t 
Initial storage (m3) in head-pond or reservoir h 
Delay (hrs) for flows between hydro station x and y 
Natural inflow (m3/h) into head-pond or reservoir h in 
period t 
Initial release (m3/h) from hydro station h 
Initial output (MW) from thermal unit i 
Maximum increase/decrease in release (m3/h) from hydro 
station h between period t - 1 and t 
Maximum increase/decrease in output (MW) from thermal 
unit i between period t - 1 and t 
bounds on end-of-period storage (m3) for hydro station h in 
period t 
Table 2-2: Parameters in the Reference Model 
Variables are defined as quantities of flow or output (m3 or MWh), and parameters 
are specified as rates (m3/h or MW). This feature is intended to allow the formulation to 
be adapted easily for any length time period, by multiplying parameters by the period 
length (Ll hrs). Transmission lines are defined as a pair of directed arcs (denoted in and 
14 A Theoretical Energy Market Chapter 2 
out) between the nodes they connect. If more than one line exists between two nodes the 
lines are indexed by l. 
The objective of the RM is to minimise total fuel cost, which includes the 'cost' in-
curred from releases of water from reservoirs, as shown in Equation 2-1. This is subject 
to nodal power balance (and associated multipliers), Equation 2-2; definition of power 
flow received, Equation 2-3; bounds on power flow, Equation 2-4; water flow balance 
for hydro head-ponds and storage reservoirs, Equation 2-5; bounds on hydro station re-
lease and thermal unit output, Equation 2-6; bounds on rate-of-change of hydro station 
release, and thermal unit output, Equation 2-7; and bounds on storage volume, Equation 
2-8. 
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Equation 2-4 
Equation 2-5 
Equation 2-6 
Equation 2-7 
Equation 2-8 
Although it is fairly simple, the RM formulation deals with the fundamental system 
constraints, and seems a fair representation of what could be achieved if the dispatch 
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was centrally optimised. As such it represents a reference point against which various 
market designs can be compared. 
2.2 LP-offer Market Decomposition 
This section takes the central coordination model and assumes that: 
III the coordination process is to be decentralised; 
III the existing generation system is to be grouped into G generating companies 
(the generators); 
.. an energy market is to be established into which generators can offer power, 
and from which loads can purchase power; 
• generators will freely exchange their system details and forecast data with 
each other 
The rules for operating this market could be: 
1) Some time, prior to the real-time dispatch, the generators and loads submit 
energy offers and bids to the market. 
2) These offers and bids may have any degree of complexity up to and including 
that contained in the RM model (for clarity, in the discussion that follows, as-
sume that the fixed nodal demand in the RM formulation corresponds to loads 
making a simple MW bid at some very high price). 
3) The market will combine the generator offers and load bids into a market-
clearing LP problem, with the objective of maximising net benefit. 
4) Real-time dispatch follows the solution of this market clearing LP problem. 
If generators were motivated to maximise the benefit from their generation to the system 
as a whole, and the RM model is the best possible model of the system, then they would 
'simply' offer their part of the RM LP formulation. This assumption would be valid in 
reality if the competitiveness of the market encouraged generators to make their mar-
ginal cost information available, or the market rules (naively) regulated them to do so, 
or contractual commitments were high enough t~at generators would not gain signifi-
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cantly by acting as anything other than perfect competitors-see Scott and Read [1992, 
1993]. 
These LP offers can be extracted from the RM formulation if it can be decomposed 
into separate LP problems, one for each generator7• The LP can be partitioned where no 
physical, contractual, or other connections exist between generators. The only equations 
that link generators are the power and hydro storage balance equations. The latter can be 
dealt with ensuring that hydro stations on the same river chain are not split. The former 
links all generators together, and requires more explicit treatment. 
The power flow variables are included in the RM formulation to model transfers 
between the North and South Island systems. If generators and loads offer and bid at 
their island reference node, and the market clearing process collates offers and bids at 
those nodes and explicitly models power flows in the same manner as the RM model, 
then these links can be removed from consideration in the decomposition. If J ~ repre-
sents the net demand, after transfers between nodes have been accounted for, then the 
nodal power balance equations can be simplified to the form shown in Equation 2-9. 
Vn,t 
i injects at n j=l 
Equation 2-9 
If the optimal values of the dual variables for these equations (j3~, the energy prices 
at each node in each period) were known a priori, these equations could be placed in the 
objective function, as shown in Equation 2-10. 
7 Decomposition via the system price for energy is a well understood technique that produces optimal co-
ordination signals. Muckstadt and Koenig [1977] used decomposition to aid solution speed in unit com-
mitment problems by breaking the coordination problem into smaller sub-problems, while Read [1979, 
1983], Chao-an Li and Streiffert [1990], Rakic et at [1990], Luo et at [1990], Batut et at [1990], Mohan et 
at [1991], Kuppusamy and Abdullah [1992], applied decomposition to hydro thermal coordination prob-
lems. 
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Duality theory states that for any optimal solution to the RM problem there exists 
corresponding prices ( f3~) that would replicate that solution, in terms of the objective 
function value, when placed in the dualised objective above. 
With the removal of the connecting energy flows, the RM formulation can be sepa-
rated into a series of generator sub-problems. A hypothetical market for coordinating 
these generators in this simple two-bus transmission network could proceed as follows: 
1) Each generator creates an LP offer at its reference node, and loads bid forecast 
energy requirements at the reference nodes. 
2) Combining the LP sub-problems, and the two-bus network model, into an LP 
problem equivalent to the RM formulation and solving clears the market. 
3) Generators are dispatched according to this solution. 
4) The dual variables (f3~) determine what price loads pay for consumption, and 
what price generators receive for their energy output. 
By definition, this market-clearing LP problem must reproduce the optimal RM solution 
and hence satisfy every participant. This LP-offer market design may seem attractive, 
but LP-offer designs have not been implemented in any real market; and according to 
Culy et al [1996] they are not likely to be implemented in New Zealand. Apart from 
some practical problems, they suggest that this complexity of generator offer and mar-
ket-clearing model could be seen as undesirable, because managers not skilled in LP 
would have difficulty understanding the market, and external auditors may find it diffi-
cult to assure investors that the market is fair. 
Chapter 2 A Theoretical Energy Market 19 
An alternative, they suggest, is a simple step supply curve generator offer, i.e. one 
with no intertemporallinks or other complexities of the RM formulation. Simplification 
of the offer and the market-clearing model design raises two key questions: 
1) The Existence Question: Can generators represent their complex underlying 
supply models adequately with simple supply curves? 
2) The Convergence Question: Is iteration required between solutions of the 
(simplified) market-clearing model and the generator offers, and if so, would 
an iterative process converge? 
The approach taken here to answering the Existence Question is: 
• review previous studies of markets in the economics and ORIMS literature 
and discover what answers might be expected; 
• analyse components of the generator sub-problem to determine what condi-
tions might give rise to inconsistencies with a supply curve model (Chap-
ter 3); 
• produce some empirical results that attempt to quantify any theorised effects 
(Chapter 4) 
2.3 Existence of Equilibrium and Convergence 
The objective of this section is to describe previous results in the literature that apply to 
the solution of the decomposed problem presented above. Recall that this thesis is con-
cerned with the 'distortion' imposed on a dispatch as a result of the simplification of the 
offering and market clearing process, in itself. Note especially that it does not address 
the use of monopoly power by generators. 
Economics provides some general results that form a motivation for the decentralisa-
tion of the electricity dispatch. Aliprantis et al [1989], in their general economic text on 
the existence and optimality of competitive equilibrium, state, "The classical intuition, 
that decentralized competitive markets produce out of the self-interested behaviour of 
economic agents an optimal distribution of resources, dates back at least to Adam 
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Smith's 'invisible hand'. This intuition is made precise in the two welfare theorems of 
K. J. Arrow and G. Debreu." And, with respect to these welfare theorems, " .. .in this 
setting prices serve as signals of scarcity and agents interact with the market rather than 
with each other as in the bargaining, implicit in both the core and Pareto optimality". 
And further, " ... every Pareto optimal allocation can be achieved in a decentralized 
fashion as a competitive allocation subject to income transfers-(the second welfare 
theorem)." 
The Arrow and Debreu model of perfect competition, around which these results are 
based, has proven equilibrium (existence) properties, and very strong affinities with 
price decomposition problems of the type described here. The problems of obtaining 
convergence for such models have received attention in the literature and various practi-
cal solution methods have been studied. Read [1979] showed that the first-order deriva-
tives of the hydro and thermal generator sub-problems were non-linear and discontinu-
ous (as thermals switch in and hydro storage bounds are activated). Newton's method 
(see Daellenbach, George and McNickle [1983]) requires that the objective, first-order 
derivative, and second-order derivative functions be calculable and continuous. But this 
is not the case for this type of problem, firstly because of the shape of the functions and 
secondly because one can only sample the functions because they are derived from the 
response of linear programming sub-problems. 
Uzawa [1958] claimed a price decomposition convergence result, but, as discussed 
by Read [1979], it requires that the first order derivatives be bounded, and so the result 
does not hold for problems with discontinuities in the first-order derivative functions. 
Read [1979] adapted the method used by Uzawa [1958] to explicitly account for these 
discontinuities, in his decomposition of a multi-reservoir hydro system. Having largely 
overcome the first-order difficulties, he went on to observe that the problem was com-
plicated by the intertemporal relationships in the hydro sub-problems. These caused 
there to be off-diagonal terms in the Hessian matrix of second-order dual derivatives, 
which meant that supply curves (or "response surfaces"), derived purely from the diago-
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nal terms, tended to overstate the flexibility of the hydro system to changes in the energy 
price. This resulted in very slow convergence. 
After the fuel crises of the early 1970's, and at the same time that Read [1979] was 
working with decomposition of hydro models, there emerged a group of large-scale en-
ergy planning models. Murphy[1983] and later Murphy et al [1988] reviewed these 
models. They included: the Brookhaven Energy system Optimisation Model (BESOM) 
which became TESOM (Time-staged Energy System Optimisation Model); FOSSlLl, 
which became FOSSlL2, from the Department of Energy USA; the Project Independ-
ence Evaluation System (PIES), which became MEFS (Midterm Energy Forecasting 
System); and the SRI-Gulf model, which became GEMS (Generalized Equilibrium 
Modelling System). A key feature of these models was their size and scope, an aspect 
that presented serious managerial and computational problems. The most common solu-
tion approach was to decompose the model into manageable units. The models took 
various approaches to this partitioning, but having done so, there remained the problem 
of coordinating the separate parts; this is much like the hypothetical energy market de-
scribed here. 
The PIES model, described by Hogan [1977], partitioned the energy model in to de-
tailed structural, supply, and demand models (operated as satellite models) to create 
supply and demand curves (gradient functions). If interactions between model parts, or 
between time periods, is small then these curves can be derived by fixing all other prices 
and simply making the demand, or supply a function of the commodity itself, and not of 
other commodities, or of the commodity in other periods. Ahn and Hogan [1982] de-
scribe the requirements for convergence of the PIES algorithm. They state that if the 
demand elasticities appearing in the Hessian matrix satisfy the Diagonal Dominance 
Property, i.e. that the 'own elasticity' is significantly greater in absolute value than the 
sum of the 'cross-price elasticities', and if the supply curves are monotonically non-
decreasing, then an iterative process of solving each market in succession will eventu-
ally converge. However, this diagonal dominance condition held only for thermal e1ec-
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tricity systems in the PIES model. They, like Read [1979], observed that convergence 
couldn't be guaranteed for hydro systems. 
2.4 Implications for the Simplified Market in this 
Thesis 
This chapter has presented a formulation that could be used to represent the New Zea-
land hydrothermal system called the Reference Model (RM). It has described a hypo-
thetical market, based on decomposition of the RM, which can be guaranteed to repro-
duce the solutions of the original model (under the assumptions stated above). It then 
argued that this type of model is unlikely to be implemented in the real system, and mo-
tivated a simplified design that has supply curves for generator offers. Two questions 
were then asked about the suitability of the simplified design: The Existence Question, 
and The Convergence Question. 
Chapter 3 addresses the Existence Question by analysing a hydro generator's LP sub-
problem and drawing conclusions about the existence of a supply curve consistent with 
the underlying supply model of that generator. Chapter 4 summarises a set of experi-
ments performed on a model of the New Zealand system using variations of this simpli-
fied design. 
The literature indicates that the convergence of a market type equilibration process 
may be affected by the way in which the approximate derivatives used by the algorithm, 
represent the complexity of generators' underlying cost structures. The form of these 
approximate derivatives may be seen as analogous to the form of participant bid/offer 
curves in a real market. Thus the results of Ahn and Hogan, and Read indicate that there 
could be significant problems in gaining convergence of a simplified market for systems 
with a large hydro component. Historically, in the New Zealand system, up to 80% of 
generation has been provided by hydro. This implies that there might be significant 
problems coordinating the New Zealand system with a simplified market; however, 
--
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there is an important distinction between these earlier models and the simplified market 
studied in this thesis. 
The aim of this previous work was to produce solution algorithms for decomposed 
problems, where direct solution of the complete problem was unachievable-due to 
problem size and the state-of-the-art in solution algorithms. This thesis assumes that 
competing hydro (and thermal) generators are capable of formulating complete system 
models (albeit with estimated data about their competitors), and of estimating cleared 
quantities and nodal energy prices from its solutions. Thus generators are assumed to 
prepare offers around some system-wide solution that is reasonably close to the opti-
mum, and "slow convergence" will manifest itself in terms of the rate at which the mar-
ket adjusts to changing situations in real time 
In reality, of course, generators would not necessarily be motivated to reproduce the 
optimum. Rather, those with 'market power' might distort the solution away from the 
optimum for their own benefit (gaming), and it might be suggested that this will intro-
duce distortions which dominate any due to convergence, or approximation, effects. It 
should be recognised, then, that this thesis has limited goals. Specifically, it does not 
address gaming, and nor does it attempt to address the Convergence Question. Chapters 
3 and 4, and the experimental results presented in Appendix C, merely attempt to deter-
mine the distortion inherent in the offer design by performing a single iteration of the 
market process. It does not attempt to determine how efficient any given design would 
be at converging from a bootstrap position in an iterative offering and market-clearing 
scheme. 
Further, this thesis assumes that the market will not implement an iterative offer-
inglbidding regime as part of its benefit maximising objective; rather iterative offer-
inglbidding would occur only to allow generators/loads to update their positions in the 
face of updated system data as the real-time conditions are revealed. Chapter 4 presents 
some experiments in which generators are allowed to update their offers, but this, is 
aimed at measuring the robustness of the market when physical circumstances change, 
rather than quantifying the convergence properties of any particular design. 
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All that can be observed here, regarding convergence, is the 'stickiness' of the solu~ 
tion close to the optimum. In this respect, 'poor' convergence could actually be 'advan-
tageous' (from the perspective of these experiments). If a simplified design proves ro-
bust, in these experiments, then it might be concluded that the objective 'surface' around 
the optimum is fairly flat; hence convergence from any given starting point, or indee~ 
divergence away from the optimum, could be difficult, and vice versa. 
Chapter 3 
Existence of Step Supply 
Curves 
I n the simplified market, introduced earlier, generator offers would take the form of simple step supply curves. This chapter attempts to characterise the circumstances 
under which the solutions to generators' LP sub-problems (derived earlier from the 
Reference Model), can be used to derive step supply curves. In this discussion, a market 
design with supply curve offers means: 
• offers must take the form of simple monotone non-decreasing step functions; 
@ no 'contingent' offers are allowed, i.e. generators are not allowed to submit a 
set of supply curves applying to different circumstances, e.g. high, medium 
and low inflow/demand cases 
This chapter considers two main variations of these supply curves: 
1) Fixed supply curves, i.e. a single supply curve that applies to the whole day. 
2) Sculpted supply curves, i.e. a set of supply curves, one for each period of the 
day. 
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The 'existence' of supply curves is studied where generators, prior to the day, know the 
energy market clearing prices, and where generators, prior to the day, can only estimate 
the energy prices. It is assumed that generators, in order to account for this uncertainty, 
solve their LP sub-problems for each of several scenarios. The conjecture is considered 
that certain operating constraints (particularly intertemporal constraints), may make the 
LP sub-problems respond to energy prices in such a way that a supply curve cannot be 
'drawn' through the observed price and response pairs. Focus is given to the hydro sta-
tion's sub-problem, as this is the most relevant to the New Zealand context. More spe-
cifically, the discussion will consider the conditions under which the following hypothe-
ses hold: 
Hypothesis 3.1: The response to price of the LP model of a hydro station is consistent 
with a fixed supply curve in all cases. 
Hypothesis 3.2: The underlying response to price of the LP model of a hydro station is 
consistent with a sculpted supply curve in all cases. 
3.1 Forming Simple Supply Curves 
Consider the Reference Model (RM) described in Chapter 2. That discussion showed 
that the model could be decomposed into a set of LP sub-problems, one for each gen-
erator. Further, it described a theoretical market in which these LP sub-problems were 
used as offers, and combined with other parts of the RM model to clear the market. The 
nodal energy prices and cleared quantities could be used to describe the optimal solution 
to that model, and were used in that context to coordinate the generators and settle the 
market. 
It is well known that the dual solution is not necessarily unique for a given primal 
solution and vice versa. Further, if all input costs are scaled by a factor then prices 
would be scaled by the same factor without changing the primal solution. In fact, even 
the relative prices could be scaled, within limits, without affecting the primal solution-
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provided this scaling does not change the position of the marginal stations in the 'merit 
order' . 
It is obviously not necessary to use the price and quantity pairs from the optimal pri-
mal/dual solution to reproduce the primal or dual solutions individually. However, this 
thesis is concerned with reproducing the primal and dual solutions exactly beca~se they 
will be used as signals on the supply and demand sides respectively. 
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Figure 3-1: Raw observations of energy price and quantity generated 
Forming a supply curve could be accomplished by: 
plotting each price and quantity pair from the solution(s) to the LP sub-
problem; 
It drawing a monotone step function through the points 
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Figure 3-1 illustrates this process for a set of monotone observations; but even in this 
case the raw observations won't necessarily define a unique step supply curve. The 
shaded areas on the graph show the regions in which there is some ambiguity about 
where the true supply function (if one exists) might lie; but to reproduce the observed 
pairs all that is required is to draw a single curve through all of the observed points. 
Section 3.2 determines under what conditions this can be accomplished for a fixed 
offer; Section 3.3 extends this to a sculpted offer. 
3.2 Existence of Fixed Supply Curves 
Figure 3-2, Figure 3-3, and Figure 3-4 illustrate some results from WEMSIM: (an im-
plementation of the RM described in Appendix B). They show the energy price and out-
put pairs for a river chain for different system demands. Each point represents one pe-
riod's price and quantity pair. The raw observations in Figure 3-2 are entirely compatible 
with a step supply curve. Any such curve passing through the observed points and lying 
inside the shaded regions would be acceptable. 
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Figure 3-2: Observed response of a hydro river chain for a high (average) demand case 
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Figure 3-3: Observed response of a hydro river chain for a low (average) demand case 
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Figure 3-4: Observed response of a hydro river chain for a moderate (average) demand case 
Figure 3-3 and Figure 3-4, for the low and moderate demand cases respectively, have 
some inconsistent responses. In Figure 3-3 point A has a higher output for a lower price 
than point B, and in Figure 3-3 point A has the same relationship to point B. It is not 
possible to draw a single step function through these observations. This empirical data 
contradicts the first hypothesis, i.e. it appears that a fixed supply curve does not exist for 
a hydro river chain in every case. 
A hydro river-chain's underlying supply curve (if one could be proven to exist) would 
be the aggregation of the supply functions of the stations in the chain. Although it is 
conceivable that inconsistencies in individual station responses might compensate per-
fectly, so thatthe river chain's overall response is always consistent, in general it seems 
intuitive to say that if any station's response has inconsistencies then the group's re-
sponse can not be guaranteed to be consistent. 
The following discussion examines the hydro station LP sub-problem to determine 
under what conditions its response to price is consistent with a supply curve. For clarity, 
the hydro representation in the RM model will be simplified further. Storage volumes 
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will now be expressed in equivalent MWh, and variations in unit efficiency will be ig-
nored. In this case the capability of a hydro station with an externally specified water 
value could be expressed with a fairly simple LP sub-problem. 
The objective is to maximise revenues received from the market via the energy price 
plus the value of water held in storage, as in equation Equation 3-1. This is subject to 
water flow balance, Equation 3-2; and bounds on releases, Equation 3-3. 
T 
Maximise L pI ql + CST 
I=! 
, , 
q ? 0, s free 
Equation 3-1 
subject to 
Equation 3-2 
Equation 3-3 
An alternative to explicitly stating the water value, c, is to target a storage volume at 
the end of the day. This would change the objective function of Equation 3-1 to that 
shown in Equation 3-4, and it would add Equation 3-5. 
T 
Maximise LPlql 
I=! 
, , 
q ? O,S free 
Equation 3-4 
Equation 3-5 
There are no bounds on storage in the first model, and none except for the last period 
in the second. This will be referred to as the 'unconstrained' case, since fuel (water) 
stocking policy for the station is free of any constraint except that water might be given 
an exogenous value, or it might be subject to an end-of-day target. 
The dual of the first problem has the objective shown in Equation 3-6. Subject to 
dual rows for the primal storage variables, Equation 3-7; and dual rows for the primal 
release variables, Equation 3-8. 
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Equation 3-6 
Equation 3-7 
Equation 3-8 
The dual variable 1ft reflects the value of water held in storage in each period, or 
more simply the implied incremental fuel cost for the station, There is only one feasible 
solution for this dual, i.e. 1ft = c 'ift. The dual also shows that the release variables, 
qt , can be non-zero only when pt 2 c . The optimal release policy for the station can be 
described by the decision rule of Equation 3-9. 
if pt > c then qt = q 
if pt = c then 0 ~ qt ~ q 
otherwise qt = 0 
Equation 3-9 
This rule applies to every period of the day; hence any set of observations of the sta-
tion's response to price would be consistent with a step supply curve. In fact the deci-
sion rule shown describes a supply curve with one step of size q offered at a price of c. 
It is important however to note that a pathological case can be constructed, even for this 
most simple of models. If the maximum release bounds were allowed to vary across the 
day then it would be trivial to elicit a set of responses from the model was not consistent 
with a fixed supply curve. However, no rational generator would deliberately create such 
inconsistencies if they could avoid them at no cost, hence this analysis will concentrate 
on inconsistencies that might arise 'naturally' from the normal modelling of a hydro sta-
tion, 
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The target-driven primal formulation replaces the exogenous water value, c, with an 
end of day target. The dual objective of Equation 3-6 changes to Equation 3-10, and 
Equation 3-7 changes to Equation 3-11. 
T 
Minimise 2:01'1/ +q81 )+ST*W 
1=1 
vi free,o' ;'O,ll) free 
ljft _ljft+l = 0 t = 1, ... ,T - 1 (st ) 
ljfT + OJ = 0 (ST) 
Equation 3-10 
Equation 3-11 
The dual states that ljft = OJ and ljft = ljft+l t = 1, ... ,T , i.e. the water value must be 
constant over the entire day, as before, but in this case it will equal the shadow price on 
the end-of-day storage target. Thus the decision rule of Equation 3-9 applies in this case, 
with c = OJ , which is not known a priori, but can be observed. Hence, observations of 
the station's response must be consistent with a fixed supply curve in this case too. 
In reality storage capacity is not unlimited over a horizon as long as a day. Introduc: 
ing a lower bound on storage adds Equation 3-12. 
i ~~ Vt (at) 
Equation 3-12 
The dual objective has an additional term, ILll at , and Equation 3-7 changes to 
Equation 3-13. 
ljft _ljft+l + at = 0 t = 1, ... , T -1 (i) 
ljfT + aT = c (ST ) 
Equation 3-13 
The new dual variables, at, are associated with greater-than-or-equal-to primal con-
straints and hence must be non-positive in sign. Rearranging the equation defining the 
water values in Equation 3-13 gives Equation 3-14. 
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1ft = 1ft-! + (J"t-l t = 1, ... , T 
1fT = C+(J"T 
Chapter 3 
Equation 3-14 
Using the Complementary Slackness Theorem, this may be interpreted as 1ft < If t- 1 
if the period t - 1 lower storage bound is binding (with a non-zero multiplier), and 
1ft = 1ft-! otherwise. With an end-of-day storage target - OJ replaces C in Equation 
3-14, which leads to the same result. These equations imply that the value of water in 
storage will fall when a lower storage bound is binding, and remain constant in between 
times-a well known result, described by Read [1979]. 
To illustrate this effect consider the example of a hydro station with a maximum out-
put rate of 150 MW, facing the peaked price profile shown in Figure 3-5, with prices 
ranging from $1.00-6.00IMWh, constant inflows of 50 MW, and a water value of 
$2.00IMWh. 
Figure 3-8 shows the optimal storage and release policies with and without the lower 
storage bound. The unconstrained solution would run the reservoir out of water in pe-
riod three, and must have a constant water value, lfJ = C = 2, as shown in Figure 3-7. 
The lower bound is active during periods four and five in the constrained case thus 
1f5 < 1f3. The final period's lower bound is not active, so 1f6 = C = 2, and it follows 
that ~ = 'lf6 = 2 < 'lf3 . Thus the water value is higher leading up to the lower bound 
becoming active than in the unconstrained case. Replacing the externally set water value 
with a storage target of 50 m3 replicates this result-the mUltiplier on the end-of-day 
storage target would replace c in the equation for 1f6 . 
Figure 3-8 graphs price versus the station's response for the constrained case. The 
overall station response is non-monotone and hence not consistent with a fixed supply 
curve. 
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Consider the addition of an upper bound on storage, as in Equation 3-15. 
st ::; s V (rt ) 
37 
Equation 3-15 
The dual objective has the new term L~=l ~t and Equation 3-7 changes to Equation 
3-16. 
lj/t _lj/t+l + at + rt = 0 t = 1, ... ,T -1 (st) 
lj/T + aT + rT = c (ST ) 
Equation 3-16 
Because 1/ ~ 0 the water value must rise when the upper bound is binding (with a 
non-zero multiplier), which mirrors the effect of a binding lower bound-this result too 
may be found in Read [1979]. 
From this discussion it appears that the response to price of the LP model is consis-
tent with a fixed supply curve, but only if the water value is constant over the day. The 
above examples have demonstrated that Hypothesis 3.1 does not hold when a lower or 
upper bound on storage is binding (with a non-zero multiplier) because the water value 
must change. This causes the station's release policy to be time dependent i.e. there is no 
underlying fixed supply curve. Hence, Hypothesis 3.1 does not hold in all cases, i.e. the 
response to price of the LP model of a hydro station cannot be guaranteed to be consis-
tent with afixed supply curve in all cases. Of course it might be possible to observe a set 
of responses that is consistent with a fixed supply curve even when the underlying sup-
ply curve does not exist (e.g. a subset of the points in Figure 3-8), but in general such an 
'inferred' supply curve cannot be guaranteed to exist. 
3.3 Existence of Sculpted Supply Curves 
With sculpted offers, the supply curve is allowed to be different in every period of the 
day. A hydro station that cannot form a fixed supply curve, like that in Figure 3-8, could 
form a set of supply curves, one for each period, with each curve based on one observa-
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tion. If all system data are deterministic, then the optimal station response in each period 
can be determined with certainty, and the set of optimal prices and quantities can be 
used to form a set of sculpted supply curves. Hence, Hypothesis 3.2 holds when all data 
are deterministic. 
In reality, sculpted offers like this might perform very poorly, since real-time re-
quirements will ine:v:itably deviate from the generators' projections. To improve the ro-
bustness the supply curve generators could prepare their curves using a number of sce-
narios. For Hypothesis 3.2 to hold under certainty the station's observed response within 
a period and across scenarios must be consistent with a step supply curve. 
Figure 3-9, Figure 3-10 and Figure 3-11, which were produced by WEMSIM, show 
the price and output pairs for five demand cases in a single period. Figure 3-9 shows a 
monotone response because the observed price is the same in each case and only the 
quantity generated varies. Figure 3-10 and Figure 3-11 show highly non-monotone re-
sponses to price over the five cases. So it would appear from these empirical results that 
the response to price of the LP model of a hydro station is not consistent with a sculpted 
supply curve in all cases. 
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Figure 3-9: Observed response of a hydro river chain, period 3 
$24.00 ••.••.•• - •••• it! .... - . - ... - . - ..... - . - - .... - . - - - .... - - . - - .. - . ~ 
$23.50 
$23.00 
~ $22.50 
e 
~ $22.00 
~ 
$21.50 
$21.00 
$20.50 
800 
Output (MW) 
Figure 3-10: Observed response of a hydro river chain (period 6) 
850 
$24.00 - - - - - • - - - - - • - - - - • - - - - ••• - - iii- •• - - - - - - - - • - - - - - - • - - - ••• - - - • - - - -, 
32 
~ 
Q) 
u 
;t 
$23.50 
$23.00 
$22.50 
$22.00 
$21.50 
$21.00 
$20.50 
800 850 
Output (MW) 
Figure 3-11: Observed response of a hydro river chain (period 10) 
900 
40 Existence of Step Supply Curves Chapter 3 
The earlier discussion showed that when a lower or upper bound on storage is bind-
ing the water value is time-dependent. The observations in Figure 3-10 and Figure 3-11 
suggest that the water value of a hydro station in any single period is dependent on the 
water values in all other periods. 
Consider Equation 3-8 of the dual LP problem, shown earlier, which is associated 
with the release variables in the primal LP problem. Rearranging this gives Equation 
3-17. 
Equation 3-17 
If the upper release limit is slack, i.e. 0 ~ qt < q , then (i t = 0 and the constraint is 
changed to Equation 3-18. 
Equation 3-18 
Equation 3-18 can be interpreted as saying that if the station is 'marginal' in any 
given period the water value must be greater than or equal to the energy price in that pe-
riod. If the upper release limit is strictly active, i.e. qt:2: ql and (i t > 0, the constraint 
may be interpreted as saying that when the station is releasing at maximum in any given 
period the water value must be strictly greater than the energy price in that period. These 
are well known results, used by Ring [1995] in the context of nodal spot pricing. 
These equations show that the water value in any given period is related to the energy 
price in that period. The earlier discussion showed that, in the presence of a binding 
lower or upper bound on storage, the water value is time dependent, i.e. the water value 
in any given period depends on the water values in other periods. The discussion in this 
section has shown that the water value in any given period is also a function of the en-
ergy price in that period. It follows that, in the presence of binding lower or upper stor-
age bounds, the water value in any given period is dependent on the energy price in all 
other periods. In fact, with an end-of-horizon target, total release must be the same in 
each scenario, and the average water value must match the average price for that sce-
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nario, with the release pattern being driven by the relative water values and prices. This 
implies that Hypothesis 3.2 does not hold, and a hydro station's responses across multi-
ple scenarios may not be consistent with a set of sculpted supply curves in every case. 
Consider the previous example and the additional price scenario shown with it in 
Figure 3-12. The optimal storage trajectories and release policies are shown in Figure 
3-13 and the optimal water values in Figure 3-14. Figure 3-15 shows the prices and re-
sponses for the third period. Even though the price is higher in the second scenario the 
station's response falls because this price is lower relative to those in other periods, i.e. 
the observed inter-scenario response in period three is non-monotone and a supply curve 
cannot be formed for that period. 
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Energy limits, like those implied by bounds on storage, are only one type of inter-
temporal constraint. To further test the observed effects consider the addition of rate-of-
change of release constraints to the primal LP problem, as in Equation 3-19. 
qt _ qt-1 ~ q V t ((l) 
qt-1_ qt ~ q Vt (¢t) 
Equation 3-19 
The non-negative dual variables 6t and ¢t appear in the dual objective with the term 
L~=1 (li Bt + q¢/) and Equation 3-8 becomes Equation 3-20. If 6t > 0 and all other mul-
tipliers are zero then this becomes Equation 3-21. 
Vi + 81 +BI _B1+1 +¢I _¢1+1 ~ pi Yt (qt) 
Equation 3-20 
Equation 3-21 
Equation 3-21 can be interpreted as saying that the value of release is lowered in pe-
riod t and raised in period t - 1 when a rate-of-increase of release constraint is binding in 
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period t. If the energy prices in those periods have the relationship fJ l - 1 < IJI then the 
effect of this constraint is to equalise the marginal value of release (MVR). This seems 
intuitive, since to relieve an active rate-of-increase of release constraint in period tone 
should seek to equalise releases in periods t and t - 1, i.e. increase release in period t - 1 
(which implies a higher MVR) and decrease it in period t (which implies a MVR). The 
opposite effect can be observed for rate-of-decrease of release constraints. 
In summary, rate-of-change constraints have the effect of altering the release policy 
by adjusting the marginal value of release. It follows that these constraints when binding 
can cause time or scenario dependence in water values. 
As an illustration assume that the example station described earlier can change its 
release up or down by no more than 50 MW. Multipliers on these constraints will adjust 
the 'apparent' energy price in each period. Specifically, the 'apparent' energy price (and 
hence lower bound on the water value) in each period is given by Equation 3-22. 
lffl ;::: IJI - 81 + 8t+l + 1/ - fjJt+l 
Equation 3-22 
Figure 3-16 shows the original energy prices, fJl, and those prices adjusted by the 
multipliers according to Equation 3-22. When this is combined with the water value 
graph of Figure 3-18, it is clear that the effect of the multipliers is to equilibrate the 
MVR and the price in periods when the rate-of-change constraints are active. Figure 
3-17 shows the storage and release profiles with and without the rate-of-change con-
straints active. Figure 3-19 plots the prices and quantities that result, which are once 
again non-monotone. 
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3.4 Implications for Offer Formation 
This chapter has examined the form of the response to price of the LP model of a hydro 
station and compared it to a fixed offer and a sculpted offer. Observations made of the 
dual of the hydro station LP sub-problem support the empirical evidence that this re-
sponse cannot be guaranteed to be consistent with either of these offer designs in all 
cases-these conclusions are summarised in Table 3-1. 
All data are deterministic Data are uncertain 
Hypothesis 3.1 does not hold Does not hold 
, 
Hypothesis 3.2 holds Does not hold 
Table 3-1: Conclusions about the existence of supply curve offers 
Energy limits implied by binding constraints (of the type investigated above) alter the 
underlying cost structure of the hydro station, by altering the water values across the day 
and across scenarios. Often no single supply curve could be formed for the whole day 
even if the prices are known for certain. However, if sculpted offers are allowed and all 
data are deterministic then generators can always form an offer in every period using 
one point per curve. 
When data are uncertain, and generators attempt to account for that uncertainty by 
forming their offers from a number of scenarios, it cannot be guaranteed that a station's 
observed responses within a period will be consistent with a step supply curve. 
This chapter has shown that storage bounds and rate-of-change of release constraints 
can cause non-monotone price response across and within periods by acting on the water 
values and on the marginal value of release. In general the results of this chapter support 
the rather intuitive notion that if a generator's actual supply model is more complex than 
the offer form allowed in the market, then some loss of information may occur-and 
potentially a loss of efficiency. If simple supply curves are to be used as offers in a real 
market, the following questions need to be addressed: 
1) What is the magnitUde of the effects theorised here, and demonstrated on 
small problems, when the problem is scaled up to a realistic size? 
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2) How should non-monotone observations be translated in to supply curves? 
3) What degree of distortion can be expected from a market using such offers? 
The experimental analysis detailed in the appendices and summarised in Chapter 4 at-
tempts to address these questions for the situation of the forthcoming New Zealand en-
ergy market. 
Chapter 4 
Summary of Energy Market 
Results 
he analysis presented in Chapter 3 suggested that the observations of the response 
of a relatively simple LP-based model a hydro station can not be guaranteed to be 
consistent with a supply curve. Appendix C shows how approximate supply curves 
may be derived in ambiguous cases. This chapter measures the distortion that the use of 
such approximate supply curves might be expected to have on a real market, assuming 
that generators do not deliberately mislead the market. Frequent reference is made to 
Appendix C, which contains details of the experimental results. The model used to per-
form these experiments, called WEMSIM, is described in Appendix B. Appendix A de-
scribes the LP formulation used in WEMSIM. 
Sections 4.1 and 4.2 describe rules defining the two types of market used: the Day-
ahead Market, and the Periodic-update Market. For each experiment, a 'direct cost' dis-
tortion and 'transaction cost inclusive' distortion are calculated. In addition, the amount 
to which generators are forced to default on cleared offers and/or spill water is meas-
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ured. The first set of experimental results, in Sections 4.3 and 4.4, compare various offer 
designs in the Day-ahead Market, Section 4.5 summarises experiments with the Peri-
odic-update Market. 
4.1 The Simplified Market 
The degree of simplification of a market design can be characterised by the way it sets 
rules for: 
• how complicated an offer the market will accept, e.g. the market may only ac-
cept supply curve offers; 
iii how much the offer is allowed to vary over a day-it might be fixed for a day 
(fixed offer) or be allowed to vary throughout the day (sculpted offer); 
«II how often generators are allowed to update their offers-this could be daily 
(Day-ahead Market) or every few hours (Periodic-update Market); 
A fixed offer must represent a system using the same cost structure throughout the day. 
Thus, it would seem appropriate that it be used to represent collections of generating 
units as there is potentially more scope for absorbing cost variations at that level. The 
same argument in reverse can be applied to using sculpted offers at a lower level. Unit 
level offers have been proposed in the New Zealand system for thermal units but not for 
hydros. For convenience, this discussion concentrates on station level offers for thermal 
and offers for hydro river-chains (referred to as 'hydro groups'), and leave it as a further 
exercise to test the effect of offering in larger or smaller units. 
A Day-ahead Market could consist of three phases, which repeat each day: 
1) The Offer Formation Phase (up to 24 hours before the actual day): Genera-
tors prepare their offers based on their expectation of the day ahead and sub-
mit them to the market. 
2) The Ex-ante Market Clearing Phase (up to 24 hours before the actual day): 
Taking the offers and adding them together to form an aggregate energy sup-
ply curve clears the market. The expected demand is met from that curve, 
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producing a set of prices in each island for every period of the day ahead. 
Generators are signaled the market clearing prices and form contracts with the 
'coordinator' at those prices· 
3) The Real-time Dispatch Phase (0-24 hours): Generators operate their sys-
tems to fulfil contracts made in the ex-ante market. (Even if contr<j.cts were 
formed they would probably be financial so that the penalty for contract de-
viation would be implicit in there implied exposure to spot prices and the ad-
verse input of any contract deviation on those prices.) 
ill a Periodic-update Market generators would update their offers as the real day is re-
vealed. This market would have the same three phases as the Day-ahead Market but they 
would be repeated every few hours. ill such a market, market-clearing prices might only 
be firm for those few hours and provisional beyond that. 
Although this framework is more flexible, because it allows generators to alter their 
offers, as circumstances require, it creates additional difficulties for offer formation. ill 
particular the daily cycle is being rolled over continually, which complicates the setting 
of storage targets. The extent to which this is a problem depends on how flexible the 
offer form is. 
4.2 Experimental Methodology 
The experimental section of this thesis used an LP-based simulation model called the 
Wholesale Electricity Market Simulation Model (WEMSIM). WEMSIM was developed 
specifically for the purposes of studying the New Zealand electricity market. Technical 
aspects of the model are described in Appendix B. The model is an implementation of 
the formulation in Appendix A, and includes: 
CD a simulated day divided into 12 two-hour periods; 
• a model of system demand and HYDe transfer and losses (the demand profile 
used was taken from a typical winter's day in the current system; this is delib-
erately higher than the average, on the assumption that demand will increase 
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between the time this study is completed and the energy market is under-
way); 
• all major reservoirs and most head ponds, with delay times down river chains 
and water values on major reservoirs; 
• two efficiency segments for each hydro station, one for each thermal station;. 
• minimum release and rate-of-change constraints for hydros; 
'" rate-of-change of output constraints for thermal; 
• uncontrolled inflows 
It also includes models of the offering, market clearing and real-time dispatch processes. 
4.2.1 The Day-ahead Market 
Figure 4-1: Day-ahead market simulation flow chart 
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The process of conducting one experiment to evaluate the performance of an offer 
design in the day-ahead market is illustrated in Figure 4-1. It shows three LP problems 
in operation: 
1) A centrally coordinated LP problem. 
2) A market clearing LP problem. 
3) A decentralised coordination LP problem. 
The first step in simulating the market is to solve the centrally coordinated problem. The 
optimal objective function value for this model, Z~, is recorded. The offer formation 
phase follows: 
1) A set of five scenarios based around the actual day's demand is created. 
2) The centrally coordinated LP problem is solved for each scenario. (It is as-
sumed that the generators will either forecast the energy market clearing 
prices for the day ahead or simulate the national demand and the effect of 
competitors to derive price or quantity targets. If all generators acted as per-
fect competitors, and they accurately forecast demand and prices, the result 
would be to replicate the central coordinated solution. Hence, the use of the 
solutions of the central coordination solution as a proxy to the simulations of 
individual generators.) 
3) The prices in each period and quantities each generator produced at those 
prices are recorded, and called 'the scenario data' . 
4) Supply curves are derived from the scenario data using algorithms described 
in Appendix C. 
The ex-ante market-clearing phase consists of combining the generators' offers (J bands 
per offer per generator specified by e MW at a price of $c/MW) into a simple market 
clearing LP for each period. This LP problem has the variables eg,j for the cleared part 
of band j of the supply curve offer from generator g. The objective is to minimise the 
total cost of the cleared offers, as shown in Equation 4-1. This is subject to power bal-
ance (and associated multipliers), Equation 4-2; definition of power flow received, 
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Equation 4-3; bounds on power flow, Equation 4-4; and bounds on bands of the supply 
curve offer, Equation 4-5. (Refer to Section 2.1 for a description of the variables and 
parameters defining the power-flow equations.) 
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Equation 4-1 
Equation 4-2 
Equation 4-3 
Equation 4-4 
Equation 4-5 
The optimal dual variable values are the ex-ante market clearing prices at which the 
generators form contracts for their cleared generation with the 'coordinator'. 
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The final phase in the day-ahead market simulation is the real-time dispatch. It is as-
sumed that each generator will attempt to meet the ex-ante quantities, but that there is a 
facility for inter-generator trading that allows them to under or over-run these quantities 
at a certain 'transaction cost' levied on a per MWh basis. 
The real-time dispatch model is essentially the same as the central coordination 
model except for the treatment of hydro storage targets and end-effects, which requires a 
special approach to deal with possible deviations from the 'ideal' storage trajectories, 
see Appendix A. The main addition to this model is that of output targets for the gen-
erators of the general form shown in Equation 4-6. In that equation e; and 'e; are the 
generator's target under and over runs respectively. These variables enter the objective 
function with the term Q'" G fe ft + 'e t ) where Q is the penalty cost for failing to meet a 
""" g=1 ~ g g 
target. 
Equation 4-6 
The optimal value of the objective for this LP problem, z~, will include the 'trans-
action costs' and so is not directly comparable with z~. Thus two measures are ca1cu-
lated8: the Percentage Total Direct Cost Distortion, Equation 4-7; and the Percentage 
Total Transaction Cost Inclusive Distortion Equation 4-8. (Recall that z~ is the objec-
tive function value from the central coordination model. It is formulated to measure the 
amount of 'fuel' used by thermal and hydro sources in the 'ideal' case.) 
z~ -Qf±(~~ +~~)-z~ 
lOOx t=1 g=1 
z* C 
Equation 4-7 
8 According to Williamson [1986] this direct cost could be interpreted as a cost of transactions not made 
by generators. In this discussion, these direct costs are calculated separately and only refer to the second 
component as the transaction cost. . 
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z' -Z' lOOx M C Z· 
C 
Equation 4-8 
These results plus the total MWh target defaults form the basis for the comparison of 
various offers with the Day-ahead Market. 
Treating the ex-ante contracts with a target constraint in this manner implies that the 
generators will try to find a feasible dispatch to meet their target if they can for a lower 
cost penalty than ,Q. Otherwise they will trade their way out of their obligations for an 
additional total transaction cost fee of ,Q per MWh. Because the validity of the results 
produced depends significantly on the setting of ,Q, emphasis is given in the experi-
ments to the impact of variations in ,Q, with markets requiring higher values of ,Q rep-
resenting cases in which defaults on targets are heavily penalised and/or trading is diffi-
cult. 
4.2.2 The Periodic-update Market 
The Periodic-update Market is essentially just the Day-ahead Market with a 'roll-over' 
of the planning horizon every x hours (x is the number of hours between offer updates), 
except that: 
1) Some extra effort is required in setting end-of-horizon storage targets. (In 
particular it is not clear what the storage targets should be, especially since 
generators knowledge of the day is improving as it is revealed.) 
2) The penalty cost, ,Q, is assumed to be high over the first x hours and starts to 
, 
fall after that. 
At the conclusion of a simulation run, the distortions are calculated in the same manner 
as the day-ahead market, allowing for comparison to be made between the same types of 
offers in these markets. 
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4.3 Fixed Offers 
The following aspects of fixed offers were investigated: 
1) Offers with narrow bands versus offers with wide bands. 
2) Three-band offers based on a single scenario versus five-band offers based on 
mUltiple scenarios. 
3) The deterministic versus uncertain demand cases. 
4.3.1 Simple Three-band Fixed Offers 
Section C.2 presents an exploratory analysis of very basic three-band fixed offers 
formed from a single forecast of the energy market, when the generators accurately fore-
casts prices. The results were: 
• direct cost distortions for fixed offers were estimated to be quite high at be-
tween 2-5%; 
ED and transaction cost inclusive distortions were estimated at 3.0-7.0% 
On inspection of the results, this appears to be due to the amount of flexibility the mar-
ket is given in setting targets across necessarily wide central bands. This is especially so 
when the central band is wide enough for hydro group's optimal storage trajectory to be 
achievable. The setting of poor output targets, as often occurred in this case, required 
generators to default on targets to a large extent, and in sometimes spill is required to 
avoid overrunning unrealistic targets. 
To spread the implicit risk involved with a fixed offer, sub-bands were added to the 
offers-up to a total of five bands. Scenarios in which generators correctly forecast de-
mand were combined with ones in which they misestimate demand by +/-5.0%. The re-
sults were: 
• a drop to 1.34-2.93% in direct cost distortions over all cases; 
ED and a drop in transaction cost inclusive distortions to 1.64-2.93% 
However, the performance of three and five-band fixed offers was inadequate overall. 
The high level of target defaults indicates this, and consequent high penalty costs were 
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incurred, and increased spill. For example, setting a 'floor' of a 2% direct cost distortion 
required transaction cost to be more than $10.00 per MWh defaulted on (or around 50% 
of the energy price). 
4.3.2 Fixed Offers Based on Multiple Scenarios 
Section C.3 examined fixed offers formed from three forecasts of the energy market. 
The motivation being that more information may improve the performance of the offer 
under uncertainty. The results here were higher than fixed offers formed out of one sce-
nario with: 
It direct cost distortions between 2.1-6%; 
it and transaction cost inclusive distortions between 3.3-6.8% 
The reason for the increased distortion appears to be that the fixed offer formation proc-
ess tends to become dominated by the highest demand scenario. This actually exposes 
the generators to more risk instead of reducing risk as might have been expected. This is 
because the generators tended to create offers with wider bands to reflect the range of 
scenarios they evaluated. This lead to the market having more freedom to set unrealistic 
targets, and hence to a worse performance than fixed offers formed from one scenario. 
Section C.5 examines the sensitivity of fixed offers to alternative optima in the mar-
ket clearing process, water value balance, demand forecasts and tributary forecasts. The 
results show: 
• the best multi-band fixed offers direct cost distortion of 2.1 % falls within a 
range of results from 1.8-2.7% for random perturbations in the price compo-
nents of the offers; 
II fixed offers are highly sensitive to random changes in the price component of 
the offer; 
" when water values become unbalanced, direct cost distortions remain stable 
but penalty cost inclusive distortions rise as unsuitable targets are rejected 
more readily 
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Overall, it can be concluded that, for a market in which generators submit fixed offers, 
the best results are achieved when hydro groups 'target' a trajectory and form their offers 
around that trajectory, allowing the market little range to distort the dispatch. Direct cost 
distortions in the range 3-6% can be expected on average. This regime also results in a 
high proportion of output targets being ignored, resulting in the high penalty cost inclu-
sive distortions of an additional 3-4%. Increase in spill can also be expected for high 
penalty rate regimes. 
4.4 Sculpted Offers 
Section C.1 introduces sculpted offers formed by generators using one forecast of the 
energy market. The purpose of this type of offer is to allow hydro groups with active in-
ter-temporal constraints to follow a desired schedule closely. The following variations 
were investigated: 
1) Offers with narrow bands versus offers with wide bands. 
2) The deterministic versus uncertain demand cases. 
4.4.1 The Deterministic Case 
The best results were obtained when generators correctly predicted the day-ahead mar-
ket conditions and created their offers around that prediction using a narrow width cen-
tral band. The results in this case were: 
• direct cost distortions of around 2%; 
• and additional transaction cost inclusive distortions of 0-1 % 
Offers with large bands performed worse on average in both the deterministic and un-
certain demand cases. This is because large bands gave the market more opportunity to 
push hydro generators away,from their desired releases and hence from their desired 
trajectories and the wider the bands the more exag$erated the effect. Figure 4-2 shows a 
typical result for three-band sculpted offers in the deterministic case. 
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Figure 4-2: Three-band sculpted offers: measured distortions with deterministic demand 
4.4.2 The Uncertainty Case 
Figure 4-3 and Figure 4-4 show the results for the case in which demand is uncertain. 
Each line represents a different uncertainty scenario, e.g. 'all high' is the cases in which 
all generators over-estimate demand (and hence prices), 
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Figure 4-4: Three-band sculpted offers: transaction cost inclusive distortions with demand uncertainty 
Even in the uncertainty case, the market is shown to be 'better off' if generators at-
tempt to follow the 'expected' trajectory, than allowing the market freedom to adjust 
their schedules in the light of better information. Although as Figure 4-4 shows the best 
performed width of the central band is around 5%, not zero, as this general result might 
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suggest. These results also showed that the performance of three-band sculpted offers 
depends heavily on the forecast accuracy. 
The final part of Section C.5 adds more bands to the offers in an attempt to improve 
their performance in cases where the day's demand is uncertain. For higher penalty 
rates, these five-band offers show reduced cost distortions over the three-band sculpted· 
offers with: 
• improvements in the range 0.01-1 % (relative to three-band offers) for direct 
costs; 
CIt and 0-0.85% in transaction cost inclusive distortions 
With lower penalty costs, though, these offers show little improvement over the simple 
three-band offers. 
4.4.3 Sculpted Offers Based on Multiple Scenarios 
Section C.3 explores the creation of sculpted offers from multiple forecast scenarios. 
The conjecture tested is that, by including more feasible trajectories in the data used to 
form offers, generators should produce an offer that returns targets that are more likely 
to be able to be achieved in real-time. 
These five-band sculpted offers do in fact show significant improvement over those 
formed from only one forecast, with: 
CIt direct cost distortions in the range 0.05-2.4%; 
• and penalty cost inclusive distortions in the range 0.3-3.8% 
Distortions are under 1 % for all but the widest central bands and highest transaction 
costs. Target defaults and spills are also greatly reduced. Figure 4-5 and Figure 4-6 il-
lustrates some of these results for various penalty cost settings and widths of the central 
band. 
Chapter 4 Summary of Energy Market Results 
2.5% ,----------------------, 
2.0% 
5l 1.5% 
\'i:I 
CD 
... 
(.) 
.5 
<f? 1.0% 
0.0% 5.0% 10.0% 15.0% 
Width of extrapolation 
Figure 4-5: Multi-band sculpted offers: direct cost distortions 
HH··Y 
20.0% 
4.0% -,---------------------, 
3.0% 
CD 2.5% (/) 
\'i:I 
CD 2.0% ... (.) 
.5 
~ 0 1.5% 
0.0% 5.0% 10.0% 15.0% 20.0% 
Width of extrapolation 
Figure 4-6: Multi-band sculpted offers: transaction cost inclusive distortions 
~$148 
-llM-$37 
$18 
$4.50 
~$148 
-llM-$37 
$18 
-.)~ .. $4.50 
63 
The later part of Section C.3 attempts to improve on these results by reducing the 
level of arbitrary smoothing of non-monotone observations in the offer formation phase. 
Two sets of experiments were performed, combining observations from all equi-priced 
and equi-priced contiguous periods. It is shown that generators are not indifferent about 
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swapping generation between equi-priced periods-this result seems consistent with the 
results of Chapter 3. 
In the sensitivity analysis of Section C.5 measured distortions for sculpted offers are 
shown to be more stable than for fixed offers. A test of the 'moderation factor' shows 
that distortions can be reduced further when storage trajectories are smoothed by the 
method shown in Appendix A. The results were: 
• direct cost distortions are reduced to 0.04-0.45%; 
@I and transaction cost inclusive distortions are reduced to 0.12-0.45% 
The best widths for the central band were 0.2-2.0% of the generator's total capacity. 
These results were achieved with penalty costs in the range $4.50-$148.00. In these 
'smoothed' cases, generators rarely defaulted on targets and spills remained close to the 
ideal. 
These five-band sculpted offers, formed from multiple scenarios, are shown to be 
quite robust under uncertainty about demand profile shapes and magnitude. Generators 
who forecast the correct shape of the demand profile will perform better, in terms of the 
extent of distortion attributable to them, than those who forecast only the correct mag-
nitude of demand. Overall, for sculpted offers: 
1) Sculpted offers provided superior performance to the fixed offers in terms of 
measured distortion over the centralised dispatch. 
2) Direct cost distortions depend on the transaction cost used, with a range of 
0.12-0.45% over a range of $4.50-148.00 penalty costs. 
3) Transaction cost inclusive distortions also depend on the penalty rate used, 
with a range of 0.20-2% within the range $4.50-148.00 of penalties. 
4) Offers formed from multiple forecast scenarios performed significantly better 
than those formed from single forecasts, especially in the uncertain demand . 
case. 
5) In creating offers, generators should concentrate on correctly forecasting the 
shape of the day-ahead demand profile as well as the magnitude of the de-
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mand. This is due to the importance of rate-of-change and other intertemporal 
constraints on the offer formation process. 
4.5 The Periodic-update Market 
The effort required to simulate this type of market is much greater than the day-ahead 
market. Further, it is not obvious how the market's 'distortion' figures should be calcu-
lated. 
The day-ahead market was tested by comparing the solution of the 'equilibrium' 
model, in which storage is recycled (as per Appendix A), with the solution of a decen-
tralised model in which the generators attempt to meet targets while also trying to meet 
equilibrium storage levels for the next day. When considering the periodic-update mar-
ket, the equilibrium solution, in which intermediate reservoirs are assumed to recycle 
every 24 hours, would seem a rather arbitrary benchmark. Hence, it is not clear which 
solution the periodic-update market's solution should be compared with. This analysis 
used two methods to gain a measurement of the efficiency of the solutions: 
1) Allow the model to run through a day but set final storage targets based on the 
equilibrium day-ahead model. 
2) Run the model over several sequential days to allow it to reach equilibrium 
and run a 'clean-up day' at the end to ensure that storage levels are tractable. 
The experiments in Section CA and Section C.5 examine: 
1) The periodic-update market versus the best results obtained from the day-
ahead market. 
2) The periodic-update market, run over several sequential days, to examine the 
longer-term behaviour of the system. 
3) The effect of uncertainty in forecast data on the performance of the periodic-
update market. 
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Initial experiments with the periodic-update market showed an improvement compared 
with results from the day-ahead market. The results in the demand uncertainty case 
were: 
It direct cost distortions of averaging 0.15% for the periodic-update market, 
compared with 0.18% cost distortion for a day-ahead model with sculpted of-
fers formed from multiple scenarios; 
., and all targets set from the market were met, and hence there were no addi-
tional transaction costs 
The periodic-update market was simulated for a number of sequential days, to determine 
how close the initial experimental solutions were to equilibrium. These experiments 
showed that: 
III the scale of cost distortions was reduced after several days probably reflect-
ing a more suitable equilibrium having been found; 
.. an estimate for the direct cost distortion, compared with the centrally coordi-
nated solution and using the results from the later days, is about 0.12%; 
III the storage, prices, and generation profiles were generally stable, indicating 
sustainable solutions 
Finally, experiments were performed to investigate the effects of uncertainty about the 
level of tributary inflows into river chains. These experiments focussed on the Clyde 
system, which showed the greatest inefficiencies in previous experiments in the day-
ahead market. The results were: 
It when the hydro group initially underestimate the tributary inflows, the peri-
odic-update market, in which they can make some adjustment, shows a sig-
nificant reduction in the cost of the dispatch, compared with the day-ahead 
market; 
It overestimating tributary inflows did not seem to cause significant problems in 
these experiments 
Chapter 4 Summary of Energy Market Results 67 
4.6 Conclusions 
This experimental analysis considered various designs of fixed and sculpted offers in a 
day-ahead market and then used the best offer design to test the periodic-update market. 
Results from the day-ahead market showed that: 
1) When generators submitted fixed offers, the market often set generation tar-
gets that resulted in high target defaults, high transaction costs and even in-
creased spill. 
2) Fixed offers performed poorly when generators attempted to account for un-
certainty by preparing their offers from multiple scenarios. 
3) The best results with fixed offers were achieved when generators 'targeted' 
their expected release/storage trajectories, and allowed the market little flexi-
bility to deviate from that trajectory. 
4) When generators submitted sculpted offers, prepared from one accurate fore-
cast, the market produced excellent results, with near zero target defaults. 
5) In the uncertainty case, sculpted offers formed from multiple scenarios per-
formed well and proved robust when input data was uncertain, and generators 
rarely defaulted on targets set by the market. 
Results from the periodic-update market showed that: 
1) The periodic-update market with sculpted offers produced the best results of 
all the experiments, with no observed target defaults, even under uncertainty. 
2) A market which allows generators to update their offers as the day progresses 
can react far more flexibly and efficiently to unexpected events, compared 
with a day-ahead market, in which generators are unable to alter offers and 
hence output targets. 
Hence it may be concluded that an energy market in which generators (including hydro 
stations in river chains) offer simple supply curve offers is feasible. Under the assump-
tions made here, the day-ahead market performed well when offers were allowed to be 
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different in each period, but the periodic-update market produced the best results, espe-
cially when circumstances differ from the generators' forecasts. 
Chapter 5 
An Energy and Reserves 
Market 
This chapter introduces a methodology for a competitive spot market in which a single 
Linear Programming model is used to coordinate energy, and reserve provision, and to 
determine nodal energy and regional reserve prices, from energy and reserve offers. 
Section 5.1 describes the role of reserves in the New Zealand system. Section 5.2 de-
scribes how reserves were dispatched prior to deregulation. Section 5.3 motivates the 
integrated approach taken to the design of an energy and reserves market (this discus-
sion is drawn from Read et al [1997]). The remainder of the chapter describes a Linear 
Programming based offering and market-clearing framework for the joint dispatch of 
ener~y and reserves. Appendix D provides more details of how the framework can be 
applied in practice to modelling thermal units and multi-unit hydro stations. 
69 
70 An Energy and Reserves Market Chapter 5 
5.1 The Role of Reserves in the New Zealand 
System 
Since this chapter concentrates on a framework for reserve coordination it is convenient 
to first describe the reserve problem faced in the New Zealand system. The power sys- ' 
tern consists of two AC sub-systems, for the North and South Islands, connected by a 
1200 MW submarine HVDC link. The South Island system is entirely hydro, with mod-
erate sized reservoirs allowing storage of Spring/Summer flows to meet winter peaks, 
but relatively small inter-annual carry-over. On average, this meets South Island re-
quirements and allows export to the North, where there is a mixed hydro/thermal sys-
tem. On average 75% of requirements are met from hydro, 7% from geothermal, and the 
remainder from a variety of thermal plants, mainly burning gas. 
There are a number of constraints imposed on the dispatch by the physical operating 
limits of the generating units and the transmission network. Among these constraints is 
the requirement that the system operates within an acceptable range of voltages, fre-
quencies, and power flows even if a major generator or transmission link fails. In New 
Zealand it is the under-frequency constraints which are the most limiting, particularly 
following a failure of the HVDC link, which is often the largest single supplier in the 
receiving island. In fact, these constraints are so severe that, on occasion, there has been 
more capacity committed to reserve provision than to generation in the receiving island. 
Chapter 5 An Energy and Reserves Market 71 
In defining 'instantaneous reserve', the 'single contingency' situation is defined, in 
which there is a failure of the largest unit generating, or a major transmission line such 
as the HVDC link. Immediately following the disruption the system frequency will fall 
from the nominal value of 50 Hz and reach some minimum before the remaining gen-
erators meet the load imbalance. To meet the imbalance between the reduced generation 
and the load, three events may occur: 
III governors in the automatic generation control systems may react to the falling 
system frequency, increasing output from generators that are already operat-
ing-this is known as partially loaded spinning reserves (PLSR); 
III some "tail-water depressed" (TWD) hydro units, synchronised to system fre-
quency but carrying no load, may be brought up to generate; 
«I the load taken by selected customers may be reduced-this facility, called 
interruptible load is only available where suitable contracts, and automatic 
signaling mechanisms have been put in place 
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Figure 5-1: System frequency following the sudden loss of a 250 MW unit. 
Figure 5-1 is a trace of the system frequency following the loss of a 250 MW unit. 
The system frequency will generally reach a minimum within five to seven seconds. It is 
important that the frequency remains above 48 Hz, a requirement referred to as the 
minimum frequency constraint. In addition, there must be sufficient surplus generation 
capacity available to return the system close to 50 Hz within 60 seconds of the contin-
gency, a requirement referred to as the surplus reserve constraint. In the formulation 
discussed below, these are referred to as the fast and sustained, or 6 and 60-second re-
serve constraints. 
These requirements imply that the choice of generating units, and their level of gen-
eration depends not only on unit availability and cost, but also on the impact each unit 
can have on these two aspects of the system frequency response during the critical pe-
riod immediately following a contingency. Some plant provides a rapid initial response 
but then 'runs out of steam', other plant can only provide delayed response, while yet 
other plant provides a steady increase in output. The approach outlined below is appli-
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cable to either, or both, of the above constraints, provided they could be expressed in 
terms of a megawatt reserve requirement. 
5.2 Central Coordination of Reserves 
The central coordination regime, as it existed prior to deregulation, was challenged by 
the sheer size of the combined energy and reserves scheduling problem needing to be 
solved centrally on a half-hourly basis; the result was a rather ad hoc treatment of re-
serves. In fact, prior to 1991, little effort was made to optimise the dispatch of reserves. 
Control centre dispatchers were responsible for 'adjusting' the energy dispatch to meet 
estimated reserve requirements. Millar and Turner [1992] produced a spreadsheet deci-
sion support model for control centre staff. It used a goal-seeking methodology in at-
tempting to minimise the cost of a single half-hour's energy and reserves dispatch given 
certain starting conditions as input from the dispatcher. 
Experimentation with this simple model led to a greater understanding of the real 
costs involved in setting aside generating capacity for reserve purposes. This led to fur-
ther research efforts, with the goal being to produce a model that could be used to find 
the optimal joint energy and reserves dispatch. Drayton et al [1992] detailed the results 
of part of that research effort. The model that resulted, called Generation and Reserves 
Scheduling Program (GARSP), optimised the dispatch of energy and reserves in a single 
half-hour using an aggregated hydro system representation and detailed (non-linear) 
functions for calculating total system cost and the status of two critical reserve classes-
fast and sustained reserves. 
The grid operators, Trans Power, have recently redeveloped the Turner and Miller 
model into an operational tool called FCALC. It is intended that this tool will be used to 
check that reserve levels in the market clearing solution satisfy the frequency con-
straints, and that a 'risk adjustment factor' will be manipulated in the market clearing 
model's reserve requirement constraints, to ensure that they are. 
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5.3 Principles of a Market for Reserves 
Given the strong emphasis worldwide on developing spot markets to achieve real time 
coordination of electricity production, one might expect that consideration would also 
be given to developing similar approaches to the coordination of what have traditionally 
been known as 'ancillary services'. These include reactive power production and various 
forms of reserves. Indeed the AC pricing model originally developed by Hogan [1992] 
and described by Hogan et al [1997] provides a theoretical basis for the inclusion of re-
active power with active power in a single integrated dispatch. Read and Ring [1996] 
show, for example, that if reserve constraints are imposed on that formulation, the 
model will automatically produce prices for the corresponding 'commodities'. In prac-
tice, though, ancillary services are generally still dealt with by imposing requirements on 
participants, or by some form of contracting outside of the spot market. 
In New Zealand, spinning reserves are a significant issue, constituting the second 
most important limitation on dispatch after the requirement that loads are met, and a 
better approach is considered highly desirable. It may be suggested that reserves could 
be dealt with by setting aside plant prior to the dispatch of energy, or subsequently per-
haps choosing from a portfolio of plant chosen to cover load plus a reserves planning 
margin. Neither alternative is very satisfactory, though, because the same facilities are 
required to produce both energy and reserves, while differing widely in their relative 
ability to perform each task. Thus the energy and reserves dispatch should really be 
jointly optimised and integrated in a single pre-dispatch, dispatch, and pricing process. 
Apart from a desire to improve real-time coordination, this approach is attractive in 
that it provides an appropriate environment for market-led innovation in the reserves 
area, in trading off traditional 'spinning reserves' against interruptible load for example. 
It is also important to provide appropriate price signals for maintenance of and invest-
ment in reserves, just as for energy. Before proceeding to describe the market frame-
work, though, it is important to consider carefully exactly what commodity is being 
traded in this market. 
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At one extreme, one could imagine a market in which there was no specific 'reserve' 
commodity, but energy prices were allowed to rise to very high levels during any con-
tingency. Potential reserve providers would be motivated to back-off generation in order 
to hold capacity free to respond, and so collect high prices during such contingencies. 
Various parties have advocated such an approach but there are several technical prob-
lems. 
First, the energy market must use an accounting period short enough to allow the 
price spike to be represented. The New Zealand system uses half-hourly periods in its 
dispatch, and any sustained response will be rewarded by the higher prices arising from 
re-dispatch after a contingency, since these would be reflected in half-hourly prices. The 
contingency events themselves, though, must be dealt with in a 6-60 second timeframe 
and real-time pricing on that time scale is hardly plausible at present. 
Second, because a practical formulation which includes contingency responses in an 
//\ 
integrated dispatch optimisation can only model a small set of contingency events, Ring 
[1996] argues that such an optimisation is likely to show prices falling during most con-
tingency events. This occurs because the plant that was held out of the energy dispatch 
for reserve purposes virtually by definition has a lower offer price than the marginal unit 
in the pre-contingency dispatch. This plant is then released to generate as soon as a con-
tingency occurs, so that the dispatch determined to apply during almost any contingency 
is actually less constrained than the pre-contingent dispatch. Thus the price is lower, al-
though the energy delivered during that period is of lower 'quality', being less secure. 
This does not overcome the final problem that high prices for energy would apply to 
all generation during the contingency period. Thus the potential provider of reserves can 
do no better than to generate at full output during the contingency. Withholding genera-
tion in the pre-contingent dispatch does not enhance generation during the contingency 
and the potential reserve provider can only lose revenue by doing so. The problem here 
is that there is no combination of pre-contingent and post-contingent energy prices that 
could selectively induce just those generators capable of providing rapid response dur-
ing a contingency to back off. 
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Thus it seems more appropriate to consider a market in 'reserves', or perhaps in 're-
serves capability'. In the latter case one could imagine a market in which a reserve mar-
ket manager was responsible for entering into contracts that secured sufficient reserve 
capacity to meet some contingency standard. A tendering regime could be developed to 
make such a market competitive but the problem is that the market manager can not . 
know in advance which facilities will actually be the most efficient reserve providers in 
any particular scheduling period and hence which parties to contract with. Nor does the 
reserve manager know in advance what risk has to be covered in each period. In fact 
there will be times when it is more economic to back off the largest unit operating rather 
than to bring on more reserve capacity just to cover the increased risk implied. 
Thus the approach described below includes both risk assessment and the constraint 
that sufficient reserves be available to meet that risk explicitly in an integrated half-
hourly energy and reserves dispatch. Generators submit integrated energy and reserves 
offers into that dispatch process as described in a later section. These arrangements do 
not preclude elements of the other two approaches being employed as appropriate 
though. There could be a reserve manager who is free to enter into whatever contracts 
are deemed appropriate to secure reserve capacity. Those contracts must obviously in-
clude arrangements covering the way in which reserve will be called upon to meet con-
tingencies. In principle, contracts could also allow for supplementary payments to be 
made to a particular reserve source if it is called upon; in which case the reserve source 
would probably be offered into the dispatch by the reserve manager at a price which re-
flected the expected cost of utilising it. In principle too, contracts with particular partici-
pants might involve longer-term elements under which they might agree to offer their 
plant in particular ways or to provide a financial guarantee of future availability in the 
form of hedges on the reserve price. Such arrangements might be appropriate to deal 
with a situation in which some particular plant would otherwise be able to exercise too 
much market power, perhaps because of some localised problem. In practice most if not 
all contracts simply provide for payment of the spot reserve price to those sources 
placed on reserve duty, as described below. 
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Finally, one must address the mechanism by which reserve provision is to be funded. 
Ultimately, reserve provision is part of the cost of delivering a reliable electricity supply 
to consumers and should be paid for by them. This only provides a useful signal at the 
macro level though, because demand reduction (as opposed to load interruptibility) 
would not affect the reserve situation. On the other hand, it is important that generators 
be given signals to build and maintain plant that does not place excessive' burden by 
being too large or unreliable. Thus, reserves are paid for in the first instance by genera-
tors who must then recover their costs via spot or contract energy prices. Since this cost 
is actually largely independent of energy consumption, it would actually seem preferable 
to have it recovered via some form of fixed charge, independent of consumption. Such 
charges are contentious though, as noted by Read [1997]. 
In principle each LP solution provides a price that is applicable to a notional transac-
tion under which the providers of reserves would be paid by the generator(s) and/or 
transmission link(s) that define 'the risk' in that period. Mathematically the allocation of 
charges between those parties would be arbitrary and it could be argued that each one 
should pay the full amount because each alone would require the full quantum of re-
serves. On the other hand, it would seem reasonable to divide the charge equally be-
tween them. Taking a broader perspective, it also seems arbitrary to single out the very 
largest unites) to cover the entire reserve charge while charging nothing at all to those 
who may be only very slightly smaller. Such a regime would provide perverse incentives 
for unit sizing and takes no account of plant reliability. This results from the essentially 
arbitrary use of a deterministic single contingency standard to reflect what is really a 
stochastic multi-contingency situation in which all participants require some reserves 
and impose some costs. Thus, in practice, generators might reasonably be expected to 
pay for reserves under some regime such as the following (This is known as a 'runway' 
pricing regime, because it is used to price landing rights for different aircraft types.): 
ED All unit capacity is divided into bands of say 50 MW each, and each unit is 
assigned a weight in each band according to its probability of failure and MW 
in that band. 
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• The cost of meeting the first 50 MW of the reserves requirement is then ap-
portioned among all units, using the weights for the first band, with the cost 
of meeting the incremental reserve requirements of each incremental band 
being apportioned using the weights for that band. 
An issue arises as to how the HYDe should be treated, and this depends on the nature of 
the arrangements between the transmission company, the generators, and the consumers 
who 'use' the link. 
5.4 Instantaneous Reserve Capability 
The reserve potential of a hydro station or thermal unit may depend on both the amount 
of generation and the amount of spare generation capacity. Reserve capability may in-
crease as more energy is produced but is ultimately limited by spare capacity, which falls 
as the unit approaches full loading. Ignoring factors such as minimum loading levels, 
and efficiency effects, a continuous approximation to a unit's set of feasible operating 
. points for instantaneous reserve can be plotted in the space of all combinations of output 
and generation capacity, as in Figure 5-2. 
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If there were sufficient time 
to ramp the unit up to its 
maximum then it could 
provide up to R reserve. 
If time is limited, a 'cap' is 
placed on the available 
reserve, creating the region 
AR'OC . 
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Figure 5-2: Simplified unit reserve capability. 
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The x-axis in Figure 5-2 represents the unit's energy output prior to the contingency 
and the y-axis represents the reserve it could provide following a contingency. Point A 
represents zero output and reserve, while C represents maximum energy output with 
zero reserves. Energy plus reserve must be less than or equal to the unit's capacity. The 
45-degree line RC in Figure 5-2 represents this constraint. If the unit can ramp to its 
maximum within the required timeframe from any initial output level then up to R MW 
could be provided as reserves. If the response time is very short then this limits the ex-
tent to which the unit can ramp up and hence the reserves it can contribute. This is rep-
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resented in Figure 5-2 by a 'cap' on the reserves provided which creates the region 
AR'DC. 
ill the absence of incentives to provide reserves, one can visualise the unit as nor-
mally operating along the line AC. When requirements for reserves are considered the 
optimal trade-off between energy and reserve provision must determined. If the unit 
would have been operating between A and D' it could provide reserves up to the R' D 
level but no more reserves can be supplied so the unit's operating point would only 
change if the energy price changed. But, if the unit would have been operating between 
D' and C, at E' say, it could supply some reserves at E but might need to be 'constrained 
off' towards D to provide more reserves. 
ill the first case, the changing energy price would compensate for any change in out-
put. ill the second case, the market would at least have to compensate the unit for the 
profit foregone on the energy market; otherwise the potential provider will have insuffi-
cient incentive to provide reserves. If no additional compensation were required to 
cover, say the cost of operating at lower efficiency to provide reserves, the required 
compensation is given by the 'opportunity cost' of backing off generation to provide re-
serves. This is implied by the interaction of the unit's energy offers, the energy price and 
the reserve capability curve. ill the formulation discussed below this compensation will 
be automatically embodied in the 'reserves price', which is equal to the dual variable 
associated with the constraint defining the required quantity of reserves. Every provider 
of reserves should receive the same price for every unit of reserve and by definition this 
will at least compensate any individual provider for the cost of their reserves as stated in 
. their offers. 
If the energy price were fixed then, as in the energy market, there would be a single 
'marginal provider' of reserves who would set the price of reserves for the system and 
for whom the reserves price would exactly compensate for the cost of the most expen-
sive accepted reserves offer. ill reality, the reserves and energy dispatches are determined 
jointly. Ignoring any other constraints, there will be two 'truly marginal' nodes at which 
the combined energy and reserves price pair leaves the producer indifferent between 
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producing more or less energy and/or reserves in any combination, as discussed by Read 
and Ring [1996]. 
5.5 A General Construct for Offering Energy and 
Reserves 
The simple framework described above assumes that each unit of generation foregone 
provides an extra unit of reserve, subject to some simple limitations. A more general 
framework must be able to deal with thermal units, multi-unit hydro stations providing 
PLSR and TWD, and interruptible loads, in a consistent manner. 
Assume that the energy offer for a unit or station is defined by a set of bands of in-
creasing price i.e. by a step supply curve. The reserve offer needs to allow for a number 
of factors. For example, different modes of reserve provision, notably TWD and PLSR, 
utilise the same plant to provide differing amounts of reserve; while on some units the 
combined energy and reserve capacity can exceed the generation capacity by way of a 
short-term overload capacity. If such constraints were the only concern, the reserve offer 
could be allowed to take the form of a general piece-wise linear convex capability curve. 
But the fact that there are costs involved in reserve provision must also be modelled, 
over and above the opportunity cost discussed previously. In particular, backing off plant 
often involves generating at lower efficiency. This can be modelled by allowing the offer 
to define various zones under the reserve capacity curve and to specify fees for opera-
tion in those zones. A general offer form consisting of reserve 'wedges' can be used to 
handle these aspects. A 'wedge' is defined by three parameters: 
1) A 'cap' on reserve in the wedge. 
2) The Incremental Reserve Proportion of generation (lRP) which allows the 
specification of an upward sloping boundary to the reserve region, limiting 
reserves scheduled in that wedge to some proportion of the scheduled energy 
output. 
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3) The Capacity Utilisation Factor (CUF) which allows a combination of 
wedges for alternative reserve modes inone representation, by defining how 
much of the potential generation capacity each uses in order to deliver one 
unit of instantaneous reserve. 
Symbol Description 
c
j The price ofbandj of a generator's energy offer indexedj = 1, .. . ,J 
-j The MW size ofbandj of a generator's energy offer e 
fW The price of wedge w of a generator's reserve offer indexed 
W= 1, ... ,W 
IRpw The Incremental Reserve Proportion of generation for wedge w of a 
generator's reserve offer 
CUFw The Capacity Utilisation Factor for wedge w of a generator's 
reserve offer 
-w The MW cap on wedge w of a generator's reserve offer 
r 
CRP A generator's capacity for reserve purposes 
Table 5-1: Symbols in the reserves offer formulation 
The mathematical description of this offer uses the notation shown in Table 5-1. In 
addition, let ei and rW represent the MWh quantity accepted by the market from bandj 
of an energy offer and wedge w of a reserve offer respectively. To model a single gen-
erator's energy and reserves offer, the market clearing LP problem includes the objective 
components shown in Equation 5-1; a generator capacity constraint, Equation 5-2; refer-
ence ray constraints, Equation 5-3; energy band bounds, Equation 5-4; and reserve 
wedge bounds, Equation 5-5. 
J W 
Maximise 
- Icje j - If wrw + 
j=1 w=1 
Equation 5-1 
subject to 
J W 
Ie j + ICUFwrw ~ CRP 
j=1 w=1 
Equation 5-2 
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J 
rW ~IRpWIej w=I, ... ,W 
j=! 
Equation 5-3 
j = 1, ... ,1 
Equation 5-4 
-W 
r W ~ r . w = 1, ... , W 
Equation 5-5 
In combination, these parameters can be used to express the geometry and economics 
of reserve provision for a unit or multi-unit station in a variety of circumstances, as de-
scribed in the following paragraphs, and demonstrated in the example below. 
Many generating units can provide little in the way of reserves when operating at low 
generation levels. This can be represented by specifying an upwards sloping section 
(using IRP) from zero output, limiting the unit's reserve contribution to some proportion 
of energy output. In such a case, the market may decide that the unit will actually gener-
ate at a higher level, in order to provide more reserves, and the reserves price would be 
set to at least compensate the unit for the loss incurred by such generation. Further, 
many generating units can not operate below some minimum level. Unfortunately an LP 
can not deal directly with this 'unit commitment' problem, or with any other non-
convexity in a unit's reserve capability curve. But the LP can be discouraged from 
scheduling a unit at a low generation level in order to produce more reserves by speci-
fying an upwards sloping ray which, at the minimum loading level, restricts reserve out-
put to that which can actually be provided at that loading level. 
In most cases there is also a fixed cost incurred by operating a unit, so that the most 
efficient loading point (MELP) occurs at some output level greater than zero, where av-
erage costs are minimised. The MELP for most thermal units occurs at maximum load-
ing, while hydro units typically have a MELP around 85% loading. Ignoring incentives 
to provide reserve, the unit would not normally operate economically at prices below its 
minimum average cost or at output levels below the MELP. This is just a particular case 
of the simple economic result that a producer will not enter the market unless it can 
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cover its average cost at the entry point, MELP in this case. Once the energy price is 
raised beyond the minimum average cost, the optimal response will increase until, 
eventually, the energy price exceeds the marginal cost of operating at full capacity. This 
suggests that the unit's energy offer would have a single band representing generation up 
to the MELP. This would be offered at a price at least high enough to recover the cost of 
operation at the MELP. It would then have consecutive higher priced bands representing 
falling efficiency between the MELP and full output capacity. If operation at MELP also 
provides maximum reserve there would be no incentive to operate below this level in 
order to provide more reserve. Otherwise, the reserve price may correctly provide in-
centives to operate the unit less efficiently in order to provide more reserve. 
This can be represented by using wedges to divide the feasible region into several 
zones and specifying additional fees to be paid to compensate for operating in an ineffi-
cient region to provide additional reserve. This formulation may lead to plant being 
scheduled to produce at points within the feasible region, in which case their reserve 
contribution will be understated. It is not clear that any better convex approximation can 
be produced in what is fundamentally a non-convex situation. The situation is further 
complicated when, as for New Zealand hydro stations, its is proposed that a single offer 
be used for a multi-unit station. In that case, any energy output level could imply a range 
of reserve levels depending on the unit commitment. Assuming identical units and ac-
cepting the validity of a linear approximation to an integer situation, increasing unit 
commitment at a constant per unit loading level corresponds to moving along a ray from 
the origin in the energy/reserve diagram. This will yield a constant average cost, and 
proportional reserve contribution (IRP). This is naturally represented by the wedge ap-
proximation above. 
Finally, the example below shows how the Capacity Utilisation Factors (CUF) for the 
various wedges can be set to define a convex piece-wise linear boundary to the feasible 
reserve region. In particular, it can be used to represent an overall cap on reserve pro-
duced by all wedges. Unlike that illustrated in the simple example discussed earlier, it 
properly represents the impact of a joint limit on the capacity utilised by two alternative 
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modes of reserve provision, such as TWD and PLSR, for the same plant. It may also be 
seen that both CUF and IRP may be derived from such a diagrammatic representation of 
a unit or station's reserve capability. 
5.6 Modelling Risk Requirements 
In addition to modelling reserves providers, the market LP model must ensure that suffi-
cient reserves are carried to cover the loss of any of the largest single operating units or 
links, called 'the units at risk'. Further, the size of the risk should be optimised within 
the model. It is legitimate and often necessary to carry reserves on a unit that is itself 'at 
risk'. However, any reserves carried by a unit at risk cannot be counted when consider-
ing the reserves needed to cover the outage of that unit. For example, if there were only 
four equally sized units in the system then the maximum secure output level will be 
produced by running each at 75% of capacity, so that the failure of anyone unit can be 
covered by ramping up the other three. 
This type of situation can be modelled as follows. Let ~ represent the total reserve 
taken up from all wedges offered by unit i. The LP problem requires the constraint 
shown in Equation 5-6 for each 'at risk' unit, k. Adding the reserve from unit k to both 
the left and right hand sides gives Equation 5-7. 
Equation 5-6 
I 
L~ ~ek +rk 
i=l 
Equation 5-7 
Equation 5-7 states that if an 'at risk' unit is placed on reserve duty that unit's re-
serves contribution is 'at risk' along with its energy output. This form of the constraint is 
convenient because the left-hand side represents a unique 'nodal reserve requirement' 
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independent of any particular risk source. One such constraint is required per 'at 
unit. 
The LP chooses the best set of units to have as the risk, optimally trading the riskofi~ 
against the cost of providing reserve and the incentives to generate and only the con-
straints for the units defining the risk will be binding. 
5.7 Illustration 
Rather than demonstrate the solution of the full LP formulation, this section will show 
how the representation of a single station's energy and reserves offer, when embedded in 
such an LP, implies a monotone increasing supply curve for reserves. Consider a hydro 
station that has submitted an offer to the energy market, in five bands, as shown in Table 
5-2. 
Ener Offer 
Band Price 
($/MW) 
1 $ 22.50 
2 $ 23.00 
3 $ 23.50 
4 $ 24.00 
5 $ 24.50 
Total 
Table 5-2: Example energy offer 
Limit 
(MW) 
20 
20 
20 
20 
10 
90.0 
Max. Output for Reserve Purposes 
(MW) 
100.0 
A reserves offer for this station is shown in Table 5-3. With the first wedge the gen-
erator is offering to provide PLSR up to a ratio of output (IRP) of 25% at no more than 
the natural compensation required in backing the station off (a zero fee). Potential gen-
eration capacity created in doing so yields reserve on a one-to-one basis (as stated by a 
CUF of unity). Subsequent PLSR, up to a ratio of output of 25+55+ 120 = 200%, yields 
less reserve (CUF values greater than unity) and requires payment of a fee per MW of 
reserve as additional compensation for efficiency losses. The final wedge represents op-
eration of TWD units. These units yield one MW of reserve for every MW committed 
and cost $3.00/MW of reserve. 
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Instantaneous Reserve Offer 
Wedge Price ($/MW) IRP 
(MWIMW) 
1 
2 
3 
4 
$0.00 
$0.68 
$2.50 
$3.00 
Table 5-3: Example reserves offer 
25.0 % 
55.0 % 
120.0 % 
CUF MW 
(MWIMW) 
1.0 
1.3636 
2.5 
3.0 
87 
20.0 
The feasible region implied by the energy and reserve offers is shown in Figure 5-3. 
The rays from the origin represent the three PLSR wedges. The first wedge has a bound-
ary along the 45-degree capacity line, i.e. the line that represents the fact that energy plus 
reserve must be less than or equal to capacity. The other PLSR wedges end below the 
45-degree line as defined by the CUF values in the offer. The TWD wedge runs verti-
cally from the origin. It upper boundaries are defined by its CUF and MW limit values 
and the maximum PLSR level. 
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Figure 5-3: Example unit reserve capability 
The prices along the top of Figure 5-3 represent the energy price bands, while those 
on the right hand side represent the effective reserve offer price bands, as determined by 
the solution of the LP below. If the market clearing energy and reserve prices were f3 
and r respectively then the situation faced by this particular station can be represented 
by a LP with the objective function shown in Equation 5-8. This is subject to the capac-
ity constraint, Equation 5-9; energy offer band upper bounds, Equation 5-10; reference 
ray constraints, Equation 5-11; and reserve caps, Equation 5-12. 
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J W 
Maximise j3"l .. e j +r:Irw -22.5el -23e2 -23.5e3 -24e4 
j=1 w=1 
ej.rW~O - 24.5e 5 -0.68r2 - 2.5r3 - 3r4 
e1 ::; 20 
e2 ::; 20 
e3 ::; 20 
e4 ::; 20 
e5 ::; 10 
rl ::; 0.25(e1 + e2 + e3 + e4 + e5 ) 
r2 ::; 0.55(e 1 + e2 + e3 + e4 + e5) 
. r3 ::; 1.2(e1 + e2 + e 3 + e4 + e5 ) 
Equation 5-8 
Equation 5-9 
Equation 5-10 
Equation 5-11 
Equation 5-12 
If a constant energy price of $23.75 is assumed, varying r can produce a reserve 
supply curve for this station, as shown in Figure 5-4. Table 5-4 details the solutions, 
payments and profits for each point on the curve. The total profits, which must increase 
monotonically as r rises, are determined by the sum of energy and reserve revenue mi-
nus the production cost. 
Point Energy Reserve Incremental Total Cost Energy Reserve Profit 
Cost of Payment Payment 
Reserve 
A 60.0 0.0 $ 0.00 $ 1,380.00 $ 1,425.00 $ 0.00 $ 45.00 
B 60.0 15.0 $ 0.00 $1,380.00 $ 1,425.00 $ 0.00 $ 45.00 
C 60.0 33.3 $ 0.68 $ 1,392.50 $ 1,425.00 $ 22.73 $ 55.23 
D 50.0 40.0 $ 1.31 $ 1,163.75 $ 1,187.50 $ 52.40 $ 76.15 
Table 5-4: Prices and profits 
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Figure 5-4: Supply curve for reserves 
Chapter 6 
Conclusions 
T his thesis has sought to answer two main research questions. This chapter summa-rises the conclusions of the thesis and discusses some open research questions. 
6.1 The Simplified Energy Market 
The first key research question was, "Can a simple market adequately represent the 
complexities of a real hydrothermal system?" Chapter 1 split this question into the fol-
lowing sub-questions. "What impact does simplification of the generators' offers have 
on achieving dispatch feasibility and optimality?" and, "Is a step supply curve consistent 
with a hydro station's underlying supply model in all cases?" and, "What degree of cost 
distortion can be expected from an energy market in which generators submit a fixed 
offer (a single supply curve offer for a whole day) versus one in which their offer is 
sculpted" and finally, "How robust are the measured distortions?" 
The strategy taken in this thesis to answer these questions was: 
1) Define the centrally coordinated dispatch problem as an LP problem and use 
its solution as reference point. 
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2) Define a theoretical market, via decomposition of the centrally coordinated 
model that could reproduce the solutions of the centrally coordinated model. 
3) Define the proposed 'simplified market' and examine the problem of forming 
supply curve offers for this market by examining the economics of the hydro 
station LP problem. 
4) Produce empirical results to determine how significantly the performance of a 
real market might be compromised by the simplification of the offer. 
Chapter 2 and Appendix A presented a centrally coordinated LP problem for a single 
day's dispatch. Solutions from this model provided a basis for comparison with those of 
a market. Chapter 2 went on to decompose this model and form a theoretical framework 
for an energy market. The literature shows that this market can, at least in theory, repro-
duce the centrally coordinated dispatch in every case. But existing research suggested 
that simplifying the offer form could cause problems, especially for systems with a large 
hydro component. 
Chapter 3 showed some empirical results taken from the WEMSIM simulation 
model. These results showed that the observations of a group's LP problem's response to 
energy prices are not consistent with a supply curve in every case. 
Examples showed that, in the presence of energy limits implied by active storage 
bounds or rate-of-change constraints, the response to price of a hydro station LP prob-
lem could be non-monotonic across a day; It was shown by examination of primal and 
dual aspects of the hydro station LP problem that this is due to the effect of active in-
tertemporal constraints on the optimal release policy. This discussion went further, to 
show that these energy limits also imply that the response inside a single period across a 
number of price scenarios may also be non-monotonic. 
In attempting to place a supply curve through inconsistent observations some infor-
mation must be lost. This implies that, when these supply curve offers are compiled in a 
market clearing process, the resulting coordination signals, be they prices or targets, 
might not replicate. the centrally coordinated dispatch. Thus, it is concluded that the 
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simplified market cannot replicate the centrally coordinated dispatch in the presence of 
energy limits that imply changes in the system ~ underlying cost structure. 
Further, the simplified market might not produce feasible or optimal coordination 
signals in the presence of energy limits that imply changes in the system's underlying 
cost structure. 
The extent to which these feasibility and/or optimality distortions cause problems 
was tested in the experimental analysis. Chapter 4 summarised some experiments with 
various designs for the energy market, and Appendix C provided more detail. Overall it 
was concluded that: 
1) An energy market in which hydro and thermal generators submit supply curve 
offers is feasible. 
2) The theorised effects of energy constraints do appear in practice but can be 
largely overcome if the market design is 'flexible'. 
3) A market design in which generators are allowed to vary the shape of their 
supply curve over a day provides significantly better performance than one in 
which they must have the same supply throughout the day. 
4) The best results were achieved when generators were permitted to update 
their offers as the real day was revealed. 
6.2 A'Market for Energy and Reserves 
The second part of this thesis attempted to answer the question: "How can reserves be 
represented in the offering and market clearing process?". Appendix A presented an ap-
proach called the Fan Approximation which explicitly models a unit or station's reserve 
capability and energy efficiency in an integrated Linear Programming framework. This 
approach was later implemented in the WEMSTh1 model (described in Appendix B). 
In Chapter 5, the Fan Approximation was used to develop a framework for an inte-
grated energy and reserves market. It began by examining the economics of reserve pro-
vision for a unit. A general construct was described that uses a series of 'wedges' to rep-
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resent reserve capability in a linear offer, and an example was presented. Appendix D 
provides more details of how this offer format can be used in practice to represent par-
ticular aspects of reserve provision for thermal units and hydro stations. 
6.3 Open Research Questions 
In answering the key research questions, a number of other areas of interest have arisen 
that could lead to further research. 
Throughout this analysis the key assumption was made that generators act as perfect 
competitors. Thus the primary unanswered question is what impact gaming and con-
tracts would have on the distortions measured in the experiments presented here. As 
discussed in Chapter 1, the affect of gaming and contracts may swap the effects meas-
ured here; however, there is no reason why the conclusions with respect to the impact of 
simplifying the offer form, or of integrating energy and reserves should not hold, even 
given gaming and contracts. 
Other related areas of interest are: 
1) The effect of more/less vertical integration in the decentralised system. This 
thesis has examined offers made at the group level for hydros and station 
level for thermals; however, one could imagine a market in which offers are 
made at the station or islandlnationallevel. It remains an open issue what im-
plications these various degrees of vertical integration have on the distortions 
measured here. 
2) The effect of unit commitment decisions on the formation of offers and the 
implementation of its solutions. 
3) The impact of nodal effects, including transmission constraints, on the for-
mation of offers and the market clearing process. 
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Appendix A 
he Reference Model 
This appendix describes an integrated hydro river chain (hydro group) energy and reserve optimisation model which includes a new linear approximation to the 
multi-unit hydro station flow function and TWD costs, called the Fan Approxima-
tion and a fairly detailed river model. 
Section Al gives some background in the New Zealand context. Section A2 applies 
the Fan Approximation to the problem of creating a linear model of a hydro station's 
flow function for the purposes of modelling reserves. Section A3 describes a traditional 
model of a river chain for the optimisation of group energy output. Some extensions to 
this model, which deal with end effects, relevant to the application of the model in the 
market environment, are also presented. Finally the Fan Approximation is merged with 
the river model to give an integrated energy and reserve optimisation for a hydro system. 
A.1 Background 
The traditional hydro station LP formulation uses a method of linearising the efficiency 
profile of a hydro station taking special care to model the efficient points of the 'cusp 
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curves'. This approach is adequate to model the economic option associated with oper-
ating units at their most efficient loading point, MELP, rather than at capacity, but, when 
the concept of economic operation of units below MELP for reserve purposes is intro-
duced a more detailed model is required. Thus, not only does the framework need to 
model the reserve response of the uniUstation accurately, but it also needs to take ac-
count of the cost of operating units over their entire operating range. Further, in the New 
Zealand system, a significant number of hydro stations are capable of tail water de-
pressed (TWD) operation, another aspect that needs to be accounted for. 
A.2 The Fan Approximation 
This section applies the Fan Approximation to the problem of creating a linear model of 
a hydro station's flow function. Section A.2.1 describes the flow function for a hydro 
unit. Section A.2.2 shows how the Fan Approximation can be applied to the station flow 
function. Section A.2.3 adds elements to the basic formulation that enable the model to 
calculate the amount of reserve available in a limited time frame(s). Finally, Section 
A.2.5 summarises the hydro station LP formulation. 
A.2.1 The Unit Flow Function 
This implementation of the Fan Approximation will be developed using an example hy-
dro station. Assume that the example station has five identical 20 MW units. First, the 
flow function for a single unit needs to be examined. Assume that the flow on a single 
unit in this example can be represented by the non-linear function of the unit's energy 
production,f(g), as in Equation 6-1; the curve is shown in Figure 6-1. (Use of an in-
verse quadratic function to approximate the flow function of a hydro station is a stan-
dard technique.) 
j(g) g 
g>O = (~+ h g - h88 g 2 ) 
Equation 6-1 
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Figure 6-1: Example unit efficiency function for a hydro unit 
The unit's Most Efficient Loading Point (MELP) can be calculated by differentiation of 
the quadratic flow function to give Equation 6-2. 
-b -~ 
MELP=-=--=16 
2c 2)5:88 
Equation 6-2 
Thus, point M on Figure 6-1 is the unit's MELP. Point D lies at half load, while point B 
represents the unit's minimum loading point (MULP). 
A.2.2 Defining the Station Level Approximation 
As described in Appendix D, the output versus spare capacity diagram for a single unit 
can be scaled up to the station level. The feasible operating region can be divided radi-
ally into regions of various efficiency along the rays projecting from the origin, A, and 
through a number of key points: 
G C, the units maximum output; 
G M, the most efficiency loading point (MELP); 
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III B, the minimum unit loading point (MULP); 
Ell D, an arbitrary intermediate point 
Appendix A 
This gives the three regions, or 'wedges' shown in Figure 6-2. The AMC region repre-
sents operation of units between their MELP and maximum output, which provides a 
certain amount of 'natural' reserves, i.e. it is spare capacity that is provided purely by 
operating units efficiently. The ADM region results from operation of units below MELP 
with a fairly low ratio of spare capacity to energy. The last region, ABD, represents op-
eration of units inefficiently, i.e. with a high ratio of spare capacity to energy. 
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Output(MW} 
Figure 6-2: A single unit's feasible operating region divided into efficiency wedges 
The falling diagonal lines, inside the shaded regions, correspond to the capacity of 1, 
2,3 and 4 committed units, and the final 45-degree line corresponds to the station's total 
capacity of 100 MW from all five units. As described by Appendix D, the rays leading 
from the origin through the points C, M, D and B are referred to as 'reference rays' with 
the first ray indexed as ray zero. Will denote the output along the x-axis g, the spare ca-
pacity up the y-axis, Z, and the flow from any combination of g and Z, f 
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Now if (g W ,z W ), represents a point on ray w, two key properties of the ray w can be 
calculated: the slope of the ray, a w, which is the ratio of spare capacity to output, 
Equation 6-3; and the average flow along the ray, Equation 6-4. 
Equation 6-3 
Equation 6-4 
For example, along ray 1, each unit of output has associated with it a constant (a I) 
units of spare capacity, i.e. Zl = alg and costs fl units of flow so ql = fig. Any point 
between the reference rays can be expressed as a linear combination of the rays it lies 
between. This defines the Fan Approximation to the overall station flow function. The 
corresponding LP formulation of this approximation uses the variables: 
• g for the generation along the x-axis of Figure 6-2, i.e. units operated at 
maximum output; 
• and ZW for the amount ofspare capacity in the wth 'wedge', i.e. that lying 
between reference ray w - 1 and w 
Counting the x-axis as the ray zero, there will be W + 1 variables required, where W is 
the index of the last ray. These variables are g,ZI ,Z2 , . .. ,zw. Calculating the flow coeffi-
cients for the variables is next. 
For g the average flow on ray zero CO = f ° is used. For Zl the coefficient 
cl=(JI-fO)/(al-aO), is calculated. Generally, for zW, Equation 6-5 is calculated. 
The total flow resulting from any combination of these variables is given by Equation 
6-6. 
Equation 6-5 
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w 
q=COg+ Icwzw 
w=1 
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Equation 6-6 
It is logiCal that the sum of the output and spare capacity variables cannot exceed the 
station's total capability, 0, hence the constraint given by Equation 6-7 is defined. 
w 
g+ Izw::;-; 
w=1 
Equation 6-7 
For the five unit hydro station example with the feasible region divided as per Figure 
6-2; four variables are required, g, Z1, Z2 andz3 • Note that more or less 'wedges' could 
be used depending on the variability of the average cost function and on the degree of 
accuracy required in the approximation. 
For ray AC (ray 0, defining the bottom of wedge 1), the calculations in Equation 6-8 
are made based on the unit maximum output point of 20 MW and the unit flow function. 
(Note that these coefficients have been calculated using the unit flow function, but it 
would be equally valid to use the station flow function.) Equation 6-9 shows the calcu-
lations for ray AM leading to the MELP of 16 MW (ray 1, defining the top of wedge 1). 
Equation 6-lOshows the calculations for ray AD (ray 2, defining the top of wedge 2). 
And finally Equation 6-11shows the calculations for ray AB (ray 3, defining the top of 
wedge 3) leading to the MULP. Hence, the total station flow at any point will be given 
by Equation 6-12 
aO=OMW/MW 
fO = f(20)/20= 1 cm/MW 
cO=fo=1cm/MW 
Equation 6-8 
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a
l 
=4116=0.25 MW IMW 
fl =f(16)116=0.947368 cm/MW 
1 (II_fa) 
C = (1 0) = -0.21053 cml MW 
a -a 
a
2 
=10/1O=IMW/MW 
f2 = f(lO) 110 = 1.074627 cm/MW 
2 (f2 - fI) 
C = (2 1) = 0.169678 cm/MW 
a -a 
a
3 
= 16/4=4 MW IMW 
f 3 = f (4) 1 4 = 1.8 cm 1 MW 
3 (l3-f2) 
C = (3 2) = 0.241791 cm/MW 
a -a 
q = g-0.21053z I +0.169678z2 +0.241791l 
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Equation 6-9 
Equation 6-10 
Equation 6-11 
Equation 6-12 
N ow, the first reserve variable, ZI , represents the amount of spare capacity available 
due to operating units at their MELP rather than at maximum output. The LP will see ZI 
as desirable because every MW of Zl saves a small amount of release, for the same out-
put level, so the formulation will have to place a limit on ZI appropriately--constraints 
defining limits on the ZW are referred to as 'reference ray' constraints. 
In the example, the point at which all units are operating at MELP is M, which is de-
fined as (g, z) = (80, 20). The limit on ZI is defined by ray one, which has associated 
with it a slope of a l = 0.25. It follows that a constraint that says that the ratio of ZI to g 
must be less than or equal to 0.25 should be introduced into the LP problem, i.e. 
- 0.25g + Zl :::; O. To test this, lets examine the point M, where (g, z) = (80, 20), so the 
constraint evaluates to - 0.25 x 80 + 20 :::; 0 , or, - 20 + 20 = 0 as expected. 
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The value of the flow approximation can also be calculated, which should be equal to 
the original function, at this point, because it lies on a ray, and the rays were used to de-
fine the approximation. The flow is given by q = 80-0.21053x 20 = 75.7894 em, which 
should be equal to the true cost of operating five units at their MELP, which is given by 
q = 5· 16/(){' + U(16) - Yzss(16)2) = 75.7894 em as expected. 
To further the example, consider point D. Using g and Zl alone cannot define D, so 
some Z2 must be used. Thus D is made up of a combination of g, Zl and Z2 . The output 
g is 50 MW and the first ray constraint must be binding, so Zl is given by 
Zl = a 1 g = 0.25 x 50 = 12.5 , and the remainder of the reserve, 37.5 MW, must be Z2 and 
can be calculated as Z2 = (a 2 - a l)g = (1- 0.25)50 = 37.5 . Now, the flow at D is given by 
q = 50-0.21053x 12.5+ 0.169678 x 37.5 = 53.7313 em, which is correct for five units 
running at 10 MW each, according to Figure 6-1. 
Now, if the incentive to operate at low loadings is high enough (i.e. the station can 
provide reserve in this region and the reserve price is high) the LP will want to use as 
much Z2 as possible, so Z2 must be constrained appropriately. This constraint has a 
similar form to the first ray constraint above, _(a 2_a l)g+z2 ~O, or, -0.75g+z2 ~O. 
At Point D this constraint should be binding, so lets test that: -0.75 x 50+ 37.5 ~ 0, or, 
-37.5+ 37.5 = 0 as expected. 
This exercise leads to the general form of reference ray constraint w:, shown in 
Equation 6-13; but note that aD = 0, which gives the slightly simplified constraint for 
ray 1, shown earlier. 
Equation 6-13 
A.2.3 Modelling the Cost of Motoring Plant 
Appendix D shows how the PLSR framework can be extended to include TWD capa-
bility. Figure 6-3 shows how this relates to the feasible operating range of a hydro sta-
112 The Reference Model Appendix A 
tion. The new region AEFB represents operation of units in TWD mode, assuming that 
TWD is the least desirable operating mode-if it were not, the region could be shown 
lying between PLSR wedges with lower cost and those with higher cost. 
•.••• ~ •• ~.!" •• •••••.• • ~ •• ,.I, •••••• ~ ••••••• r., ..... ............•..•. 
Output(MW) 
Figure 6-3: The Fan Approximation for PLSR and TWD 
Wedges of TWD can be added to the LP formulation by adding a set of variables rep-
resenting the amount of committed capacity in the TWD wedge. (Note that, in a linear 
framework, the fact that TWD can only be provided in integer units is ignored, and it is 
assumed that some mechanism is used to either provide appropriate bounds on TWD or 
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post optimally integerise the solution.) These variables must be included in the station 
capacity constraint, along with generation and the PLSR wedges, but are also subject to 
simple upper bounds. 
Finally, the cost of TWD must be accounted for by either adding a cost term to the 
global objective function or by adding a small fraction of the total TWD to the right 
hand side of the station energy demand constraint (if one exists). 
A.2.4 Calculating Delivered Reserve 
Appendix D developed an LP formulation of the time-limited reserve capability of a hy-
dro station with PLSR and TWD capability. It defines 'wedges' in a similar fashion to 
that described here, except that the variables used represent the amount of reserve deliv-
ered in a given time frame (for example 6 or 60-seconds). Then a Capacity Utilisation 
Factor (CUF) is applied to each wedge and block to convert x-second reserve into units 
of capacity, on the left-hand side of the station capacity constraint, which is of the form 
shown in Equation 6-14. 
w _ 
g + L CUFw,xrw :::;; a 
w=1 
Equation 6-14 
In Equation 6-14 CUFw,x is the capacity utilisation factor for PLSR or TWD wedge 
w for the station's x-second reserve capability function. In contrast, the formulation de-
veloped here, for approximating a hydro station flow function, uses the variables z wand 
l to represent the amount of spare capacity and total capacity committed to TWD re-
spectively. However, if the appropriate x-second CUF values for each wedge and block 
were known, the amount of x-second reserve available could be calculated using 
Equation 6-15. 
w 
rX = LYcUFlV,Xrw XE {6,60} 
w=1 
Equation 6-15 
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Hence, to allow the hydro station LP formulation to calculate the amount of x-second 
reserve from z W the variable rX is simply added to the above constraint. An estimated 
price, or appropriate bounds on r X , can then be applied to derive the required reserve 
response from the model, allowing the underlying Fan Approximation framework to 
handle the economics of doing so. 
A.2.S Summary 
The Fan Approximation to the flow function of a station uses the following notation: 
• a IV for the slope of the ray defining the upper boundary of spare capacity 
wedgew, 
• C
W for the coefficient of flow in spare capacity wedge w, 
-
~ 0 for the station's maximum output, 
-b 
• z for the size ofTWD block b, 
• cb for the fraction of energy consumed in operating TWD block b (optional), 
• e for the energy required from the hydro station (optional), 
• rX for the amount of reserve available in x seconds, 
• CUFw,x for the x-second 'Capacity Utilisation Factor' for PLSR wedge w, 
• CUFb,x for the x-second 'Capacity Utilisation Factor' for TWD wedge b. 
• g for the MW station output, 
• z W for the MW spare capacity in PLSR wedge w, 
• l for the MW capacity committed to TWD block b, 
• ffJ for the preset (constant) value of water in storage at the station 
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The hydro station LP formulation would include the following: 
The objective function components (cost minimisation assumed): 
Minimise 
... ,g,z" , ... <':0 
Equation 6-16 
The station capacity constraint: 
W B 
g+ LZw + Ll:::;;; 
w=! b=! 
Equation 6-17 
The reference ray constraints: 
w=1, ... ,W 
Equation 6-18 
TWD block upper bounds: 
b=1, ... ,B 
Equation 6-19 
Reserve delivery definition constraints: 
W B 
x "" 1/ w "" 1/ b r = £... / CUF".xr + £... / CUFb.xr X E {6,60} 
w=! b=l 
Equation 6-20 
Energy demand constraint (optional): 
Equation 6-21 
These equations may be supplemented by additional bounds on the station's output. 
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A.3 Storage and River Chains 
This basic hydro river chain model, described in Chapter 2, is incomplete with respect 
to: 
• how releases made during the current planning horizon that will arrive outsid~ 
of the horizon are valued (see Figure 6-4); 
• how storage targets should be set for head ponds; 
ED how flows that enter the model from the previous day are represented 
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Figure 6-4: Hydro river chain network model 
The river chain model is designed to represent the real system over a limited horizon, 
so it is unaware of economic and physical constraints on operation outside of that hori-
zon. The basic formulation presented earlier attempted to offset this by valuing water, 
which it does two ways: 
1) Directly via water values at the major reservoirs. (The use of water values as a 
measure of cost is valid because water values are effectively the 'fuel costs' at 
hydro stations. They give the expected value of the water in terms of thermal 
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costs forgone, either now, or in the future, because the water will be used to 
generate instead of thermal plant.) 
2) Indirectly via the end-of-horizon storage targets on the remaining reservoirs. 
Storage targets directly determine how much water will be available for release, while 
water values determine whether release is economic. These water values are very im-
portant parameters because they ensure that adequate provision is made for future n~­
quirements. The major complication is that simple storage targets are not sufficient to 
model end-of-horizon effects when delay times mean that there may be significant 
flows-in-transit, i.e. flows that would not arrive at their destination within the current 
planning horizon. There is little point ensuring that a target is met at the end of the day if 
flows-in-transit mean that the river will dry up or flood immediately thereafter, it is not 
surprising then that optimisation models tend to produce precisely these kind of effects 
unless formulated not to. 
Typical problems that one might observe in the solutions of a 'naive' formulation, 
such as the basic hydro model presented earlier, are uneconomically high levels of re-
lease in final periods, and, unbalanced end of horizon storage in intermediate reservoirs. 
A simple approach to minimising the impact of these 'end effects' on current decision-
making is to extend the 24-hour horizon to 48 hours. This may be an adequate provision 
in some cases, but one must still consider how flows-in-transit are to be handled at the 
conclusion of that extended horizon. Additionally the number of variables and con-
straints will double, increasing the model's solution time by at least this much-an im-
portant consideration if the model is to be used multiple times in one planning period. 
However, unless a reservoir is expected to attain its bounds in any of the post horizon 
periods, it is certain that the water value will be the same in each of those periods. In 
such a situation, there is no need to model the post horizon periods separately unless 
there are other constraints needing to be modelled-which seems unlikely for reservoirs 
large enough to have a water value assigned. Consequently, the preset water value may 
be interpreted as applying to all water arriving at or after the end of the horizon, pro-
vided no storage or other constraints are expected to be binding in the near future. Thus, 
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for major storage reservoirs, it may be sufficient simply to aggregate all flows-in-transit 
into the final period storage value. 
This approach would not be appropriate for head ponds. By definition, they are ex-
pected to attain their bounds at least once within the planning horizon, and are required 
to meet a preset end of horizon storage target. Thus, each flow arc that will arrive at a 
head pond after the current planning horizon may need to be modelled separately to en-
sure that the model does not, in optimising the current horizon's releases, sacrifice post 
horizon feasibility. To do so accurately, either the post horizon periods must be modelled 
completely or strict bounds on these flows must be set based on some exogenously de-
termined solution. 
The array of possibilities seems daunting but, when one considers the framework in 
which this model is to be used, the appropriate approach is more obvious. Several pos-
sible situations can be envisaged, the most likely of which are: 
I) The model is used to determine the best combination of storage and release 
for a 'typical' day under specific long-term conditions. (This is called this the 
Daily Release Cycle Planning Model.) 
2) The model is used to determine storage and release given specific initial con-
ditions and required end conditions and/or a set of generation targets or sys-
tem prices. (This is called the Block hnplementation Planning Model.) 
One can easily envisage how these models would be used in a market environment in 
which a river chain is managed independently. The first model would be used prior to an 
actual day to define the optimal 'cycle' for the river chain's head ponds given expected 
generation patterns and constraint conditions for a 'typical' day. These cycles would be 
defined by their beginning and ending storage levels and flows-in-transit. The second 
model would be used to plan the river chain's actual dispatch close to real time, acting 
in response to actual generation targets produced by the market. Its objective would be 
to allow, as much as is practicable, for the river chain to be left in 'equilibrium' at the 
end of the horizon. Thus, it would use the first"model's optimal cycle to set appropriate 
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constraints on end storage and flows-in-transit. The following sections describe these 
models in more detail. 
A.3.1 Daily Release Cycle Planning Model 
Apart from storage bounds for head ponds, this model would be given as input: 
GIl initial storage levels for major storage reservoirs; 
GIl and preset water values for major storage reservoirs, that have been deter-
mined bya long term, most likely annual, model 
The river chain optimisation model would be asked to determine the best ending and 
beginning storage for the chain's head ponds. Under these conditions the model: 
.. requires that the initial and final storage levels for head ponds are equal but 
leaves the model to determine the best levels, i.e. the storage is 're-cycled' 
from the end of the horizon to the start; 
" and allows delayed flows to 'wrap around' in a cycle, i.e. delayed flows from 
the end of the horizon appear in the appropriate period earlier in the day 
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Figure 6-5: Network flow diagram for the Daily Release Cycle Planning Model 
The network flow diagram of Figure 6-5 shows the network structure and storage 
bounds for this model. This style of model is suitable for determining the optimum daily 
cycle for a river system. It implicitly assumes that the day before and the day after are 
identical to the planning day. hnplementation of this approach in the LP formulation 
follows the rules set out in the following paragraphs. 
An important feature of this model, is the implication its solutions have for manage-
ment of head ponds; storage targets control their releases. By 'recycling' storage and 
flows-in-transit in the manner described above, the optimisation model produces the 
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optimal daily management policy, i.e. optimal storage targets for these reservoirs. This 
makes this form of model valuable in planning not just short-term but medium term op-
eration. It is also useful for scenario analysis and answering management 'what-if' type 
questions. 
Operationally, one of these models may be used for determining the optimal system 
response for a weekday and another for weekends when load patterns are quite different. 
The intermediate days require an approach that allows flows in transit from the previous 
day and into the next day to be different. This is actually equivalent to the second model, 
discussed in the next section. 
A.3.2 Block Implementation Planning Model 
In response to system price or energy target signals, a river chain may not want to keep 
reservoirs in equilibrium according to the solution to the Daily Release Cycle Planning 
Model. Rather, they will want to respond to market conditions, capitalising on higher 
than expected prices, etc. or simply finding the optimal transition from one day to the 
next. Under these circumstances flows-in-transit at the beginning and end of the day 
may not be equal, as they must be in the Daily Release Cycle Planning Model. 
When using this model as a planning tool, it is fair to assume that the day before the 
planning day was an average day. Thus, the flow levels from the equilibrium model may 
be used to 'adjust' the tributary inputs into the first few periods of the Block Implemen-
tation Planning Model. At the other end of the horizon, the flows-in-transit can be ag-
gregated with the end of period storage and, assuming the next day is average, adjust the 
storage target upwards appropriately. 
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Figure 6-6 shows the network layout for this model, with changed arcs shown in 
black. Note that by aggregating all flows-in-transit with the final period storage, this is 
implicitly assuming a constant water value over all future periods in which these flows 
arrive. This mayor may not be a valid assumption. If not, 'sets' of flows with equal im-
plied water value can be separated and apply separate targets to them. 
Without recycling of flows, this model may eventually run head ponds down; thus, 
this model is most appropriate for planning a real-time daily dispatch in response to 
system prices or targets that may not allow equilibrium to hold. Targets, from an equilib-
i 
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rium flow model, should always be used to set end-of-horizon storage targets so that the 
system can move safely from one day to the next. 
A.3.3 Smoothing Storage Trajectories and Release Patterns 
Any LP formulation may have a range of alternative optimal solutions. In this case th~re 
could be a series cif solutions with different storage trajectories and release patterns but 
the same overall objective function value. This type of behaviour is potentially destruc-
tive to the process of forming simple supply curves for the energy market. Rather than 
attempting to overcome this by taking more samples or repeatedly solving the model 
with slightly perturbed input or starting conditions, it seems logical to eliminate some of 
the alternatives by adding enhancing the model's objective function. This approach 
could be used to take into account the following: 
• some solutions may have much smoother storage trajectories than others; 
<II and some solutions may operate station more consistently than others (smooth 
trajectories are desirable since they imply lower maintenance costs through 
less unit switching, erosion etc) 
On these criteria the model may be refined to largely eliminate the occurrence of unde-
sirable alternative optima. Specifically, a small penalty factor, K, may be added to the 
objective function, which 'smooths' the storage/release profiles by either: 
CD penalising changes in station release from one period to the next; 
• or penalising changes in storage levels from one period to the next; 
• or penalising changes in the proportion of the energy target which a station 
produces from one period to the next 
The first and second approach might unnecessarily constrain the solution by (incor-
rectly) forcing the release profile or storage trajectory to be constant. The third approach 
is less restrictive because it allows each station movements up and down that mirror the 
changes in the river chain's overall energy target. 
To implement this approach, a new set of variables is introduced: 
11I x: for the increase in station energy output relative to the river chain's target; . 
--
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8 yJ for the decrease in station energy output relative to the river chain's target 
These variables would appear in the cost minimisation objective function with the 
term l( 2:~=1 2:;=1 (x; + y: ). The size of the smoothing factor, J( , is important. Too large 
and it may change the optimal solution in terms of the original objective. Too low and it 
will not be effective in eliminating undesirable alternative optima. One must also realise 
that the above constraints are intertemp oral , and so are likely to increase the solution 
time somewhat. This trait must be traded off against improvements in solution quality. 
Finally, when the model is free to determine the optimal beginning and ending stor-
age levels for head ponds, it may find optimal solutions with 'free' storage trajectories, 
i.e. ones that do not hit any bounds (with positive multipliers). In this case, it would be 
desirable if the model chose the trajectory with the highest end storage. 
To implement this, a small value of 6 can be applied to the end of horizon storage 
level at head ponds, to encourage any 'free' trajectories to the upper extent of their 
ranges. The objective function term in the cost minimisation objective function would 
be of the form -BLiS{ . 
Appendix B 
Overview of WEMSIM 
This appendix outlines the Wholesale Electricity Market Simulation Model 
(WEMSIM:), the modelling system used to produce the experimental results for this the-
sis. It is composed of three main parts: 
1) A spreadsheet front-end to the model which stores input data, solutions, 
analyses the solutions to produce market distortion estimates etc. 
2) A C++ module implemented as a dynamic link library that can be linked to 
the spreadsheet front-end and is responsible for reading data from and writing 
data to the spreadsheet 
3) A C++ module which builds the required LP problems and invokes CPLEX to 
solve them, passing the results back to the data engine for reporting 
WEMSIM: was developed on IBM OS/2 Warp Version 3.0 using Watcom C/C++ 10.0 
and Lotus 1-2-32.1 for OS/2 and was later ported to Microsoft Windows NT 3.51 using 
Microsoft Visual C++ 4.0 and Microsoft Excel 7.0 for Windows 95. The LP engine uses 
the CPLEX Version 4.0 callable library. On the OS/2 platform, the Lotus External Pro-
gram API was used to pass data between the spreadsheet and the C++ program. On 
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Windows NT, the program used OLE automation. In total, the application contains 
about 15,000 lines of c++ code. 
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Figure 6-7: The WEMSIM spreadsheet on Microsoft Windows NT 4.0 
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Figure 6-7 is a captured image of WEMSIM running on Windows NT 4.0. The OS/2 
version was used for most of the day-ahead and periodic-update market experiments 
with the Windows NT version being used for later experiments. The hardware used for 
early experiments was an IBM compatible Pentium 90MHz with 256kB L2 cache and 
32MB of RAM. Later experiments were performed on a Pentium 166 MHz with 512kB 
write-through L2 cache and 32MB of EDO RAM. 
WEMSIM builds several different types of LP problem depending on the phase of the 
market dispatch and the type of market being modelled. The integrated energy and re-
serve central coordination LP consists of 4,500 rows and 3,500 columns and uses 25-90 
seconds of CPU time to solve. The smaller market clearing LP problems takes about 
seven seconds. 
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The steps required to perform one experiment of the energy market are: 
1) Solve the centrally coordinated LP problem and store the result by selecting 
WEMSIM/Run/Centrally CoordinatedthenWEMsIM/Keep/Centrally Co-
ordina ted". 
2) Solve the centrally coordinated LP problem for five demand scena~ios and re-
cord each generator's response and the prices by selecting 
WEMSIM/Run/ Scenarios. Each scenario involves a full centrally coordinated 
LP but the optimal basis is saved each time so that only the first scenario need 
be solved from scratch. 
3) Prepare the offers. This function is done automatically by formulae in the 
spreadsheet. 
4) Solve the market dispatch or real-time simulation by selecting 
WEMSIM/Run/Market Dispatch. 
For the periodic-update market, this process is repeated for each period of the day. ill 
total, a run of the periodic-update market over a number of days can take several hours 
CPU time. 
Apart from the solution of LP problems the WEMSIM menu allows the user to store 
and delete scenarios, display graphs of the results and review LP and log files from the 
DLL. 
Appendix C 
Energy Market Results 
This appendix presents the experimental results in some detail. The aim of this analysis 
is to answer the research questions related to the efficiency of the simplified energy 
market. Sections C.1 and C.2 present the results of an initial investigation of fixed ver~ 
sus sculpted offers in a day-ahead market design. Section C.3 attempts to improve on 
these results by using more than one demand scenario to prepare the offers. Section CA 
takes the most promising offers from the day-ahead market and tests their performance 
when generators are allowed to update their offer every four hours. Section C.5 meas-
ures the sensitivity of the observed results to permutations of the input data. 
The overall methodology is to compare a simulated market dispatch to what could be 
achieved with a centrally coordinated model. The energy market experiments use a 'base 
day' with two demand peaks. The base demand is deliberately high; to reflect likely de-
mand patterns when the market will actually be implemented. Thermal stations in the 
North Island are base loaded up to Huntly, with New Plymouth being 'marginal'. Both 
North and South Island hydro river chains are fairly heavily utilised. 
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In reality, generators will not know the centrally coordinated solution, and will not 
necessarily be motivated to reproduce it if they did. Here this second issue is ignored, 
although it is critical in practice. However, it is not unreasonable to suppose that gen-
erators will· estimate market prices and dispatched quantities for the day ahead. So, in 
these experiments, the centrally coordinated model with its estimation of demand and of 
other generators' physical situations is run to determine prices and group's responses to 
those prices. This is equivalent to each generator having their own simulation, from 
which to draw expected market prices, and on which to base their offers. These offers 
are then submitted to a market clearing process which accepts the cheapest en-
ergy/reserve offers until the projected demand is met. 
Finally, the centrally coordinated model is run again, with added constraints to reflect 
commitments made in the market. Generators attempt to meet their commitments, suf-
fering a penalty (transaction cost) on a $lMWh basis for failing to do so. This approach 
implicitly assumes that generators trade optimally to find the most desirable dispatch 
given the targets and penalties they face. The measures of market distortion calculated 
were detailed earlier, and include: 
1) Direct cost distortion (percent increase in direct costs over the centrally coor-
dinated dispatch). 
2) Transaction cost inclusive distortion (direct costs plus transaction costs). 
3) Total targets defaulted on (MWh). 
4) Total spill or increase in spills (MWh). 
C.l Sculpted Offers 
Producing an offer tailored to each period seems intuitive. However, with only one raw 
observation to work from (as would result from a single simulation of the market), de-
ciding on a form for the supply curve requires more assumptions, and a number of proc-
esses might be considered. For example, it would be possible to do a parametric analy-
sis, with the centrally coordinated model, to determine the amounts and prices of output 
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for each generator in each period. The parametric analysis would alter either the overall 
demand or market price for one period at a time and observe the output response by each 
generator. 
Unfortunately this is likely to be far too optimistic, as it assumes the market prices or 
demands will stay the same in the other periods, whereas in reality, a higher demand is 
likely over several periods or even the whole day. For hydro generators, with limited 
water available, this could result in offers that would be infeasible if accepted. 
The easiest approach to forming a sculpted offer is to take the price from the simula-
tion in a period and construct a 'band' by specifying a range around the output by the 
generator in that period. Capacity below this band is offered for free, and any above, up 
to the maximum, is offered at a much higher price. In these experiments, the range of-
fered is set the same in each period. 
The 'attraction' of sculpted offers is to allow hydro generators to try to follow their 
preferred reservoir storage trajectories. The offer should achieve this because the 'free' 
capacity offered below the central band will most likely be taken up, while there is a 
very low probability that anything above that band will be taken up. Naturally, if no 
leeway at all is allowed, this process will exactly reproduce the ideal trajectories, and in 
the deterministic case, this will be identical to the centrally coordinated dispatch. On the 
other hand, by effectively denying the market any choice with regard to hydro schedul-
ing, this strategy seems likely to impose significant costs under uncertainty. 
One way of forming an offer from an observed price and quantity pair is to assume, 
on average, the generator would be comfortable producing q MW at p $ per MW in each 
period that the same price and quantity apply. Thus, the observed output level could be 
taken and converted to a range of levels using some method, with q MW being the mid-
point. Above this range one assumes that some very high price, pmax in Figure 6-8, 
would have to be reached before the generator is prepared to offer more. (This does not 
necessarily mean that the generator can operate in that range and if the offer is taken up, 
it may be forced to buy in power from the market at a very high price.) Below this range, 
134 Energy Market Results Appendix C 
a price of $0.00 is assumed so that flow constraints, minimum operating levels, etc. are 
satisfied. 
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Figure 6-8: A sculpted offer supply curve 
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Creating a single period supply curve is a relatively simple task, requiring the crea-
tion of three sub-bands for each offer. The middle band is centred on the observed 
quantity (q) and has a width set to a specified fraction 2a of the maximum capcity, with 
the price being the same as the original observed price (P). The other bands allocate the 
remaining generation capacity above and below that middle band, priced at $0.00 and 
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the pmax respectively. An example of how the supply curve is created from an observed 
price and quantity pair is shown in Figure 6-8. In mathematical terms, the band defini-
tions are as in Table 6-1. 
Band Section p q 
Band 1 0.0 * Il/ax q-rxq 
Band 2 * p 2rxqmox 
Band 3 pmax g'HOX _ (q * + rxqlnOX ) 
Table 6-1: Sculpted offers band formulae 
C.l.l Simple Three-band Sculpted Offers 
These experiments use the sculpted offer creation calculations described above, and vary 
the parameter a, which determines the width of the central band, over the range 0.002-
1.0, and assumes the generators are able to accurately forecast day ahead demand, i.e. 
they use a single accurate scenario to form their offers. The results show that: 
• with extremely narrow bands around the ideal trajectory, the dispatch follows 
the ideal almost exactly, with percentage direct cost between 0.02-2.8% , and 
transaction cost inclusive distortions between 0.04-3.5% for widths of 0.002-
0.1; 
III but, as the width of the central band is increased, targets begin to diverge, 
many becoming infeasible and large transaction costs result (percentage direct 
cost distortions were between 3.9-17.6%, and distortions including transac-
tion costs were between 8.2-72.9% for band widths of 0.2-1.0) 
The performance of these simple three-band sculpted offers depends heavily on the ac-
curacy of day-ahead demand forecasts. Uncertainty factors would force generators to 
widen bands and face increased penalties, resulting in an overall loss in productive effi-
ciency. To test this effect, the next set of experiments introduces random +/-5.0% errors 
into the demand forecasts. 
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Penalty 
Width $148.00 $74.00 $37.00 $18.00 $9.00 $4.50 $2.25 
0.002 2.50 1.80 1.80 1.80 0.90 0.30 0.09 
0.020 2.00 1.60 1.60 1.60 0.90 0.30 0.08 
0.100 2.30 2.20 1.90 1.10 0.70 0.20 0.09 
0.200 4.60 3.90 2.70 1.20 0.60 0.20 0.10 
0.400 11.50 7.70 4.50 1.90 0.80 0.40 0.11 
1.000 16.10 13.20 10.00 4.80 2.60 0.70 0.16 
Table 6-2: Three-band sculpted offers: direct cost distortion (%) 
Penalty 
Width $148.00 $74.00 $37.00 $18.00 $9.00 $4.50 $2.25 
0.002 2.60 2.50 2.20 2.00 1.70 1.10 0.60 
0.020 2.00 1.90 1.80 1.70 1.50 1.00 0.60 
0.100 2.80 2.50 2.30 1.80 1.30 0.80 0.50 
0.200 6.60 5.60 4.50 3.00 1.90 1.10 0.60 
0.400 27.40 18.90 12.30 7.40 4.30 2.40 1.30 
1.000 58.70 37.10 24.20 15.00 9.20 5.20 2.80 
Table 6-3: Three-band sculpted offers: transaction cost inclusive distortion (%) 
Penalty 
Width $148.00 $74.00 $37.00 $18.00 $9.00 $4.50 $2.25 
0.002 4.0 53.0 53.0 66.0 501.0 929.0 1358.0 
0.020 1.0 22.0 23.0 37.0 393.0 834.0 1225.0 
0.100 21.0 23.0 51.0 230.0 414.0 786.0 1012.0 
0.200 77.0 129.0 266.0 576.0 824.0 1145.0 1371.0 
0.400 608.0 865.0 1189.0 1714.0 2227.0 2574.0 3011.0 
1.000 1633.0 1830.0 2173.0 3217.0 4171.0 5775.0 6652.0 
Table 6-4: Three-band sculpted offers: target defaults (MWh) 
Referring to the results of Table 6-2 to Table 6-4, in contrast to the deterministic case, 
which produces superior results as the width of the central band is decreased, a narrow 
central band can be expected to produce worse results under uncertainty. This is be-
cause, with a narrow central band, the market has very limited choice for hydro dispatch 
and must work around this with thermal plant. Also, if the solutions are forced to jump 
outside the central bands, the market sets targets in an arbitrary way because all the other 
non-allocated bands are at some very high level. This happens for some experiments 
with the width of the central band very low and all generators under estimating demand, 
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and so offering less in the lower band. Consequently, arbitrary targets are set for some 
generators and they were unable to meet them, resulting in high costs. 
Overall, with uncertainty in the offer formation phase, the experimental results show: 
III bands of width 0.02 perform the best, with narrower central bands performing 
worse than in the certainty case; 
• and bands of width of 0.1 provide the most stable results in terms of overall 
system direct costs over a range of uncertainty scenarios with distortions in 
the region of 2-3% 
As the width of bands increases, defaults on target increase, up to a width of 0.4, when 
they level off. A by-product of high penalties under uncertainty is spill, which increases 
significantly with widths above 0.2. When penalty rates are varied, the distortions re-
main fairly stable with less than 2% distortion achievable for widths between 0.2-1.0, 
with penalty rates from $148.00 to $2.25 respectively. 
Overall, simple three-band sculpted offers performed reasonably well in these initial 
experiments, with about 2.0% direct cost distortion plus an additional 0.0-1.0% in 
transaction costs. 
C.1.2 Multi-band Sculpted Offers 
This section examines sculpted offers with five bands. This type of offer is quite sophis-
ticated, involving a different multi-band offer for each period. There are many ways to 
generate such an offer but for simplicity, the single observation from the market simula-
tion is used. This is similar to the way in which the three-band sculpted offer is formed. 
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Figure 6-9: Five-band sculpted offer 
As with the three-band sculpted offers, the lowest band is assumed to be a quantity 
offered for free. This ensures that this quantity is taken up, to cover river flows. The top 
band is offered at a high price, so it is unlikely to be taken up. The central band consists 
of some percentage of the total possible offer, centred on the observed output level from 
the market simulation-the price of this band is also taken from that simulation. 
TheSe three bands were all that was used to form the three-band sculpted offer. But in 
this design two additional bands are added around the centre. These two bands, one 
above, and one below the central band are also calculated as a percentage of the maxi-
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mum possible offer, based on the parameter a2. They are priced at some fraction X of the 
distance from zero to the observed price and the observed price to the top band price, 
respectively, see Figure 6-9. 
Obviously, with a number of parameters used to create the offer, a very large number 
of experiments could be carried out. Initially, one parameter was explored at a time with 
the following experiments: 
1) A set of experiments with X= 0.5 and a2 = 0.01. (These parameters were 
tested with the same range of widths of the central band, uncertain demand 
scenarios and penalty values as the experiments for the three-band offer pre-
viously.) 
2) A set of experiments with a central band of width 0.04 of the maximum offer, 
the intermediate widths set to 0.04 each, and X allowed to vary from 0.0-1.0. 
It is possible to add additional bands, beyond the five used here, in a similar manner. In 
the limit this would give a four-piece linear offer of the form shown Figure 6-10. Alter-
ing the value of X is equivalent to changing the slopes of the two central linear sections. 
Offers with many bands could approximate this offer, however, experiments using offers 
of this kind are not investigated further, because it is clear from experiments presented 
later that offers formed using more than one forecast scenario yield superior results to 
offers using single scenarios. 
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Referring to Table 6-5 to Table 6-8, these results show a slight improvement over the 
simple three-band sculpted offers. These results are for offers with the two intermediate 
bands at a price halfway between the observed and zero and the observed and the top 
- band, respectively. Both of these bands had a width of 0.01 of the total generation possi-
ble. The width of the central band is allowed to vary between 0.02-1.0 of the possible 
offer, as for the three-band sculpted offers. 
Appendix C Energy Market Results 
Penalty 
Width $148.00 $74.00 $37.00 $18.00 
0.002 0049 0.03 0.03 0.00 
0.020 0.29 -0.02 -0.01 -0.02 
0.100 -0.01 -0.05 0.24 -0.06 
0.200 -1.04 -1.00 -0.35 -0.08 
Table 6-5: Multi-band sculpted offers: direct cost distortion (%) 
Width 
0.002 
0.020 
0.10 
0.20 
$148.00 
0.57 
0.29 
0.25 
-0.74 
$74.00 
0048 
0.25 
0.11 
-0.88 
$37.00 
0.26 
0.12 
0.08 
-0.63 
Penalty 
$18.00 
0.14 
0.05 
0.05 
-0040 
$9.00 
0.00 
-0.01 
0.02 
-0.04 
$9.00 
0.06 
0.02 
0.03 
-0.20 
Table 6-6: Multi-band sculpted offers: transaction cost inclusive distortion (%) 
$4.50 
0.01 
-0.01 
-0.01 
-0.04 
$4.50 
0.03 
0.01 
0.00 
-0.12 
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$2.25 
0.00 
-0.01 
-0.01 
-0.02 
$2.25 
0.02 
0.00 
0.00 
-0.07 
Table 6-7 and Table 6-8, for target defaults and spill, generally show less defaults on tar-
gets but more spill for the five-band offers for the 0.02 and 0.1 band widths. 
Width 
0.002 
0.020 
0.100 
0.200 
$148.00 
3.0 
0.0 
10.0 
12.0 
$74.00 
35.0 
21.0 
12.0 
10.0 
$37.00 
35.0 
19.0 
-25.0 
-42.0 
Penal 
$18.00 
43.0 
22.0 
33.0 
-101.0 
Table 6-7: Multi-bands sculpted offers: target defaults (MWh) 
Penalty 
Width $148.00 $74.00 $37.00 $18.00 
0.002 -26.0 -9.0 -9.0 -20.0 
0.020 -8.0 5.0 5.0 5.0 
0.100 -87.0 -105.0 48.0 -41.0 
0.200 -544.0 -538.0 -225.0 5.0 
Table 6-8: Multi-band sculpted offers: increase in spills (MWh) 
$9.00 
35.0 
15.0 
9.0 
-101.0 
$9.00 
-23.0 
-3.0 
-53.0 
-30.0 
$4.50 
30.0 
1.0 
16.0 
-105.0 
$4.50 
-2.0 
-1.0 
-27.0 
16.0 
$2.25 
39.0 
16.0 
26.0 
-125.0 
$2.25 
0.0 
0.0 
-7.0 
22.0 
The second set of results in Table 6-9 to Table 6-12 show reduced costs over the three-
band sculpted offers for higher penalty rates. For lower penalty rates, performance is 
similar to the three-band sculpted offers. The increase in cost relative to the centralised 
solution remains quite stable for the high and medium penalty rates but falls for the 
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lowest penalty rate of $4.50. The increase in costs is also quite uniform across the dif-
ferent values of X. 
In retrospect it seems intuitive since all the intermediate bands across generators are 
at the same price hence, they all raise or lower the price together and, except for the 
thermal offer, the coordinator faces identical decisions for all values of X except zero 
and one. 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
1.00 1.46 1.45 1.40 0.29 
0.80 1.55 1.52 1.44 0.29 
0.60 1.52 1.49 1.44 0.29 
0040 1.54 1.51 1.42 0.30 
0.20 1.48 1.47 1.43 0.29 
0.10 1.43 1.43 1.37 0.31 
0.00 1.65 1.64 1.40 0.31 
Table 6-9: Multi-band sculpted offers: direct cost distortion (%) 
Penalty 
Width $148.00 $37.00 $18.00 $ 4.50 
1.00 1.60 1.50 1.50 0.90 
0.80 1.60 1.60 1.50 0.90 
0.60 1.50 1.50 1.50 0.90 
0040 1.70 1.60 1.50 0.90 
0.20 1.50 1.50 1.50 0.90 
0.10 1.50 1.40 1.40 0.90 
0.00 1.70 1.70 1.60 0.90 
Table 6-10: Multi-band sculpted offers: transaction cost inclusive distortion (%) 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
1.00 4.0 5.0 18.0 722.0 
0.80 2.0 5.0 23.0 753.0 
0.60 0.0 3.0 17.0 746.0 
0.40 5.0 8.0 30.0 741.0 
0.20 2.0 2.0 13.0 733.0 
0.10 2.0 2.0 17.0 722.0 
0.00 2.0 2.0 58.0 776.0 
Table 6-11: Multi-band sculpted offers: target defaults (MW) 
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Penalty 
Width $148.00 $37.00 $18.00 $4.50 
1.00 211.0 210.0 201.0 125.0 
0.80 259.0 249.0 237.0 119.0 
0.60 254.0 248.0 246.0 126.0 
0.40 235.0 226.0 217.0 120.0 
0.20 228.0 227.0 223.0 121.0 
0.10 302.0 300.0 289.0 156.0 
0.00 359.0 357.0 286.0 150.0 
Multi-band sculpted offers: spills (MW) 
It is difficult to conclude based on these results that multi-band sculpted offers show 
performance superior to three-band sculpted offers. A 2% increase in total costs is the 
best result previously obtained with a three-band sculpted offer with $148.00 penalties. 
The second experiment certainly shows superior results to this but it must be kept in 
mind that a X value of 1 actually equates to a three-band offer, with a central band 4% 
wide. 
Therefore in this experiment, it appears that a three-band offer is at least as good as 
the five-band ones, however, the method of offer formation used in this section is 
mainly for convenience of demonstration and comparison. It is easy to imagine a more 
sophisticated heuristic that could perform better. 
C.2 Fixed Offers 
The simplest offer proposed is a single supply curve that describes a generator's avail-
ability for all periods of the day. Such a curve could probably be expected to have more 
bands than an offer which applies to one period only and should provide the market with 
more apparent flexibility than that provided by the sculpted offers examined above. 
Two main steps can be followed to create the fixed supply curve for each generator: 
1) Create a monotonically increasing supply curve based on all the observed 
price and quantity pairs taken from a market simulation, handling inconsistent 
or non-monotone observations in some way. 
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2) Insert sub-bands. (The term sub-band is used to distinguish bands created in 
order to limit risk exposure, from the original bands appearing in the raw 
curves.) 
Approximately one sub-band is added for each band in the raw curve, including the im-
plicit bands at $0.00 and the maximum price. For example, a generator that has two di~­
ferent price bands in the raw curve will have a supply curve created consisting of seven 
sub-bands as necessary to limit generators' risk exposure. 
The experiments discussed in this section use supply curves of this form and created 
using the procedure described as follows. 
C.2.1 Building a Fixed Offer 
The price and quantity pairs from market simulation can be interpreted as points on the 
supply curve of that generator during that period. To generate the offers used in the ex-
periments one attempts to interpret the information from these points to form complete 
supply curves, employing certain assumptions, as detailed below. Although it is con-
ceptually possible to develop a formulation by which the offers themselves could be op-
timised, the discussion only considers heuristic offer formation processes, because they 
are easier to implement, and are better able to account for more subjective considera-
tions, such as risk exposure. 
From the viewpoint of simplicity of the market, it might be desirable to have offers 
from each generator that apply for all the periods in the day ahead. Such an offer could 
have only a few price bands or many-although 12 seems a logical limit for a 12 period 
horizon. 
The most obvious way to produce such a curve, using the market simulation data 
available, is to plot all the generator's responses from their model for the day on a single 
graph and attempt to draw a step-wise supply curve through them. As noted earlier, if 
the points form a monotone increasing series this can be done. But in the presence of 
. active inter-temporal constraints, the curve may not be uniquely defined. 
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Figure 6-11: Typical response to system energy price 
Consider the situation depicted in Figure 6-11, a supply curve could be drawn any-
where within the blue rectangle and be consistent with the data; defining this are: 
CD the left hand side and top of this rectangle as the upper curve, representing a 
generator which will not generate additional power until the top price is 
achieved; 
• and the ~bottom and right hand side the lower curve, representing a generator 
which would be willing to generate additional power at the lower price 
146 Energy Market Results Appendix C 
It may not be the case that a supply curve constructed along either of these paths is fea-
sible if applied to every period of the day, even if defined by the upper curve, which 
does not release water in the doubtful region. Each point on the graph represents what 
can be achieved in one period, given the generation in all the others. The presence of 
energy constraints mean that a hydro generator might be able to supply that amount 9f 
power at that price in anyone period but have insufficient water to sustain this genera-
tion for all periods, which is what a supply curve implies. The converse can also happen 
potentially resulting in increased spill in the day or future days. 
In all reasonable circumstances, it will be feasible for the hydro generator to operate 
at somewhere near the mean generation from the market simulation for the whole day, 
since generation at a constant rate is generally easier than following a daily cycle-ig-
noring the possibility that the physical situation might change by, for example, unex-
pected tributary inflows. Hence, the shape of the supply curve can be modified in the 
direction of this average generation-in fact the mid-point of the range of possible gen-
eration, rather than the average, is used for simplicity, in order to produce more cautious 
offers, i.e. offers which are more likely to be feasible if taken up. This process of 'cen-
tralisation' also mimics the process by which offers could be expected to anchor around 
a contract level, which is likely to be moderate. 
If the points do not form a monotone increasing series, then no single supply curve 
can be formed which is consistent with all the points. When this happens, it is an indi-
cation that the supply curve for the generator did not stay the same throughout the day. 
In these cases separate supply curves for peak and off peak, or even separate supply 
curves for each period, may be needed to produce a result similar to the centralised dis-
patch. If a single supply curve for the whole day is required, however, the situation is 
probably best handled by choosing the most cautious offer, in the sense of taking the 
curve that is closest to the mean generation. 
The prices can also be adjusted to produce offers which leave the generator less open 
to infeasible targets being set by the market clearing process. Although all the points in 
one step might have the same price in the ideal dispatch, the generator could increase 
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the prices at the upper end of the range of that band and decrease the prices at the lower 
end. This means the market would be more likely to accept the lower range of the band 
and less likely to accept the upper range. The result is a more diversified, curve which 
gives the market freedom to choose any point in the range, but guides the central market . 
clearing process towards setting generator targets in the central part of the range, i.e. tar-
gets more likely to be feasible. 
C.2.2 Calculating a Monotone Supply Curve 
Consider the set of observations depicted in Figure 6-12, derived from a run of 
WEMSlM. The first step is to create a monotonically increasing supply curve from the 
observations. Obviously one can define the supply curve between the minimum and 
maximum quantity for each price, as shown in Figure 6-13 but there are several regions 
(shaded) for which it is not clear what the form of the supply curve should be. 
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Figure 6-13: Creating the monotone supply curve 
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Figure 6-14: Creating the cautious supply curve 
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Consider the shaded region A shown in Figure 6-14. The supply curve must be de-
fined so that it connects the observation adjoining A to the top right corner of A-the 
vertex defined by (pmax, qmax). 
Assuming that~n~-would actually be prepared to offer more than qi at a price p"UlX, 
the most cautious approach would result in the supply curve being defined along edges 
Ai and A2. In this upper part of the generation range, 'caution' is defined to include 
wishing to avoid having targets assigned which are too high to be met and also reluc-
tance to offer the market power at a lower price than necessary. 
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The same cautious approach would result in the supply curve for region B being de-
fined along edges Bl and B2. On the other hand, consider shaded region C in which the 
supply curve must be defined to connect the observation at top right to the origin. Cau-
tion could be interpreted here, too, in terms of the generator withholding supplies from 
the market. But it can also be argued that, in order to ensure that minimum flow con-
straints and the like are met, a cautious approach would result in the supply curve being 
defined along edges C1 and C -contractual commitments imply a similar policy. 
The monotone supply curve is defined as in Figure 6-14. This process of centralising 
can be described it in general terms as: 
It for any undefined output range greater than the mean level, add the output 
range to the upper band concerned; 
• for any undefined output range less than the mean level, add the output range 
to the lower band concerned. For simplicity, in the actual experiments, as 
shown in the diagrams, half of the possible offer is used rather than the mean 
generation 
Note that the same procedure applies when the mean output lies within an undefined 
range, except that both the upper and lower bands will have that part of the range that 
lies above and below ~he mean, respectively, added to them. 
C.2.3 Handling Inconsistent Observations 
If the storage levels of a hydro generator's reservoirs reach their bounds during the day, 
one may obtain a set of observed price and quantity pairs which does not allow determi-
nation a single monotone supply curve. 
Consider the set of observations shown in Figure 6-15. One can create the monotone 
supply cur-v6"1.lsing the same method as is used to create the curve depicted in Figure 
6-14, but there are two observations (in bold) which do not enable the definition of the 
supply curve in the shaded region D. To define the supply curve in region D one can 
employ the same centralising approach as used earlier, i.e. the supply curve is defined as 
the left and upper edges of region D, edges Dl and D2. 
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Figure 6-15: Inconsistent observations 
A simple variation of the process described above is used in the first set of experi-
ments here. It allows the specification of three bands, with one of them having a price of 
$0.00, The centralising policy described above is only partially applied, with the supply 
curves constructed by-applying a 'caution factor' to the basic upper supply curve result-
/~ 
ing from the plot. The caution factor pulls all the quantities on the supply curve towards 
the mean generation for the day, For example, a caution factor set to 10% means the 
quantities moved 10% of the distance towards the mean generation level. 
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The simplest form of supply curve for a generator would be a three-band curve de-
rived directly from the set of price and quantity pairs. This is rather unrealistic, though, 
as it implies there is no uncertainty or risk involved and that each generator could expect 
the market to respect its energy constraints in taking up offers centred on the mean of 
each band, rather than opting for the extremes. Initial experiments suggested that these 
assumptions are unrealistic and costly, thus generators must somehow 'tighten up' their 
offer around the preferred generation levels. 
Specifying additional sub-bands is one way of achieving this. Sub-bands guide the 
market solution away from the extreme lower and upper ends of the bands of the raw 
curve. Generators might want to do this because of energy and flow constraints. 
Although the point at the extreme upper end of the range of generation in a band may 
be achievable, at the price given by a generator in anyone period, it may not be sustain-
able over the whole horizon. Yet the latter is what a supply curve passing through such a 
point implies and it is possible that the market might take up such an offer over a large 
part of the day, not just a few periods. Indeed, if there are many offers at similar prices, 
one may be taken up completely, for many periods and the other not taken up at all, sim-
ply because there is a minuscule difference in price, reflecting slightly different forecasts 
by the generators concerned. In such situations it might be impossible to meet the targets 
set. To avoid this, generators might make the upper range of generation in a band less 
attractive to the market by increasing its price. Similarly they might decrease the price of 
the lower range in the band, to make it more likely that at least some of the band will be 
taken up. 
Consequently, the principle reason for adding extra sub-bands is to spread the im-
plicit risk that arises if only a few large bands are specified. Additionally, it may be de-
sirable to/generate a richer supply curve for that part of the generator's operating range 
lying outside the range of the observations taken from the market simulation. 
One way of interpreting the monotone bands is to assume that, on average, the gen-
erator would be happy to generate between q- MW and q+ MW at p $ per MW. How-
ever, to make the curve more realistic, for the reasons discussed above, let each band be 
154 Energy Market Results Appendix C 
comprised of three sub-bands: a lower, a middle, and an upper sub-band, each of which 
has a different price. Figure 6-16 depicts three bands corresponding to prices /, l, and 
3 p. 
For illustrative purposes this discussion will focus on the modifications to be made to 
band two which, as it currently stands, offers generation in the range l- to l+ at a price 
2 p. 
The prices for each segment are shown on the p-axis. The price for the lower sub-
band is halfway between the price for band two, l and the price corresponding to the 
next lowest band, pl. Note that the upper sub-band derived from band one will have the 
same price as the lower sub-band from band two and hence they will form a single band. 
In terms of the number of bands in the final supply curve, the general rule is there are 
two sub-bands for each band in the monotone supply curve, with each upper sub-band 
being concatenated with the lower sub-band above it, at a price half-way between those 
of the two raw bands concerned. A still richer curve could be obtained by setting distinct 
prices for each sub-band. Similarly, the price for the upper sub-band is (p2 + p3 )/2. To 
determine the offered quantity for each sub-band two parameters are defined: 
1) fJLO' the proportion of the band quantity that is apportioned to the lower sub-
band. 
2) f3HI' the proportion of the band quantity that is apportioned to the lower and 
middle sub-bands. 
Using these parameters one can easily manipulate the quantities offered in each sub-
band, so long as both fJ and f3HI are less than or equal to one and f3LO :s; f3HI' For ex-
ample, to obtain the cautious supply curve in Figure 6-16 f3LO = 0.0 is set and f3HI = 1.0. 
--- . 
In mathematicarterms, the sub-band definitions for band two shown in Figure 6-16 
are as in Table 6-12. 
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Figure 6-17: Final supply curve 
C.2.4 Three-band Fixed Offers 
The aim of this set of experiments is to estimate the cost of a day-ahead market based on 
very simple fixeq~offers. A set of three cases with varying demand profiles is trialed. 
The hydro groups are assumed to correctly forecast demand and prices, and form their 
offers using the simple three-band offer creation process described earlier while the 
thermals are modelled as an eight piece supply curve. 
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Results from these experiments indicate that fixed offers of this type perform quite 
poorly. In all cases the targets set by the market clearing process diverge from the opti-
mal dispatch to a high extent. The market clearing process typically took up the entire 
offer in a band from a generator for the whole day. Yet these are the maximum amounts, 
minus the caution factor, that a generator would offer at this price for one period, not an 
amount at which they could generate all day consequently, the targets are often un at-
tainably high. 
In part, this is an artefact of the way the offers are constructed and the market clear-
ing process. Because many of the bands are at the same price, the market clearing is in-
different between the offers and might arbitrarily take all of one and none of another. 
In reality, so many offers at exactly the same price would be unlikely, however, the 
real situation could still result in equally arbitrary results. Most of the offers will be very 
close in price, as the generators are attempting to estimate the market clearing prices. In 
this case a very small difference in price would be the difference between one genera-
tor's offer being completely taken up and another's completely rejected and vice versa. 
Although this may not have a very great direct economic input, it probably would result 
in unacceptable release scheduling on rivers additionally, even if the de-centralised sys-
tem does turn out to have similar costs to the centralised one, if the targets are consis-
tently unattainable, or far too low, the credibility of the system will be undermined. M-
ter all, there seems little point in having 'targets' if they are rendered meaningless by the 
real-time dispatch. 
In the real-time dispatch process the generators whose targets had been set too low 
were able to make up the short fall in generation of those whose targets were too high. 
This process is assumed to execute perfectly in the model-although at a significant 
cost. Wheth~r a real real-time dispatcher and the generators would do so well in reality 
is debatable, however, the high penalty applied more than covers the cost of any imper-
fection in this process. On the other hand, uncertainty in the generators' offer formation 
is not modelled, rather, it is assumed they knew perfectly what is going to occur on the 
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day. Misestimating market conditions would, most likely, make the offers and targets 
diverge even further from the ideal dispatch. 
One way to improve the performance of the market dispatch in comparison to the 
'ideal' dispatch is to limit the extend to which the market clearing process can set ex-
treme targets-by increasing the number of bands in the offer. The next section exam-
ines the performance of multi-band fixed offers. 
C.2.5 Multi-band Fixed Offers 
These 5-band fixed offers are formed according to the setting of PLO and PHI' Any offer 
that has P and PHI close together results in the upper and lower sub-bands being as-
signed a large proportion of the original raw band resulting in offers that differ greatly 
from the original observations. 
Thus these experiments exclude those combinations where PHI - PLO :::;; 0.1 , ensuring 
that the quantity defined for the middle sub-band is at least 20% of that defined for the 
raw band. Experiments cover combinations of PLO and PHI in increments of 0.2. As 
PLO increases the generator's offer becomes more 'generous' by offering a substantial 
proportion of each raw band at a lower price. Hence these experiments assume values of 
PLO > 0.5 are unlikely. Additionally, one assumes generators are "risk neutral" in their 
offer creation and thus choose values of f3LO and PHI that are distanced equally from the 
centre. 
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fJw 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
fJHI 
0.0 1.15 2.02 2.71 2.90 2.36 2.04 1.84 2.08 2.37 1.99 1.34 
0.1 1.95 2.99 2.93 1.84 1.66 2.13 2.36 1.89 1.74 2.07 
0.2 2.64 3.44 2.21 2.20 1.88 2.29 1.81 1.38 1.90 
0.3 2.31 2.18 1.64 2.10 2.41 1.49 1.25 1.61 
0.4 2.27 2.11 2.01 1.97 1.74 1.44 1.56 
0.5 2.39 2.33 2.25 1.92 1.58 1.61 
0.6 2.83 2.55 2.39 1.92 1.83 
0.7 3.04 2.74 2.57 2.37 
0.8 3.57 3.17 3.11 
0.9 4.39 4.17 
1.0 5.13 
Table 6-13: Multi-band fixed offers: direct cost distortion (%) 
fJ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
fJHI 
0.0 9.59 7.80 2.71 2.90 2.36 2.04 1.84 2.08 2.41 2.35 1.87 
0.1 2.01 2.99 2.93 1.84 1.66 2.13 2.36 1.93 2.10 2.74 
0.2 2.64 3.44 2.21 2.20 1.88 2.29 1.86 1.74 2.57 
0.3 2.31 2.18 1.64 2.10 2.41 1.53 1.61 1.61 
0.4 2.27 2.11 2.01 1.97 1.78 1.80 1.56 
0.5 2.39 2.33 2.25 1.96 1.94 1.61 
0.6 2.97 2.55 2.44 2.28 2.50 
0.7 3.04 2.79 2.93 3.05 
0.8 3.62 3.53 3.26 
0.9 4.75 4.53 
1.0 6.84 
Table 6-14: Multi-band fixed offers: transaction cost inclusive distortion (%) 
To take some account of uncertainty, these experiments are repeated for generators over-
estimating demand by five percent and under estimating demand by five percent. The 
results when averaged for values of fJ and fJHI in the likely parameter range described 
. ./.~ 
above are shown in Table 6-12 and Table 6-14: 
GI The minimum cost distortions, including and excluding transaction costs of 
1.96% and 4.64%, occur when fJw = 0.1 with fJHI = 0.9 and fJw = 0.1 with 
fJHI = 0.4 respectively, and, 
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* the minimum distortion, including and excluding penalties in the likely pa-
rameter range of 3.06% and 11.48% occur when Ao = 0.1 with fJHI = 0.3 and 
fJLO = 0 with fJ = 0.9 respectively. 
These results indicate an acceptable degree of stability over the range of likely parame-
ter ranges, although the distortions are quite high overall. 
Starting with a high penalty rate and working down, offers close to the original raw 
curve become more attractive. This is because the generators are penalised less for devi-
ating from targets and prefer to follow their ideal trajectories. Lowering this rate reduces 
distortion but produces dispatches in which the instructions of the market are ignored. If 
one were to set a two percent distortion as a benchmark the penalty rate would need to 
be set below $10.00 in these experiments reflecting the poor quality of the targets pro-
duced by these offers. 
C.3 Offers Prepared from Multiple Scenarios 
One way of improving the information content of an offer is to include more demand 
scenarios in the offer formation. This should produce better quality fixed and sculpted 
offers. This chapter examines fixed and sculpted offers formed using three scenario 
points per period. 
C.3.1 Sculpted Offers with Multiple Scenarios 
There are many methods that may be used to produce multi-band sculpted offers. The 
most intuitive approach is to use more forecasting data when forming an offer. Genera-
tors who base their offers on several demand scenarios, rather than on a single forecast, 
can make better provision for uncertainty. The offers tested here use three demand sce-
narios to form five-band sculpted offers. To the three demand scenarios used previously 
(-5.0%,0.0, +5.0%) are added two more extreme cases (-8.0%, +8.0%). 
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Each generator is assumed to base its offer upon three of these scenarios. For exam-
ple, a company forecasting a low demand day uses the -8.0%, -5.0% and +0% demand 
scenarios to form its offer. In each period, the three points from the market simulation 
are formed into an offer by the following process: 
1) Any non-monotonicities are resolved by reducing the quantity offered at the 
lower price to the quantity offered at the higher price, see Figure 6-18. 
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2) The bands offered between the observed points are at the same price as the 
closest point, i.e. they extend half the distance to the next point's quantity, see 
Figure 6-19. 
3) The highest and lowest priced scenarios have their bands extended outwards 
by a proportion a of the total possible offer. Generation below these central 
bands is priced at $0.00 per MW, and generation above at $112.00 per MW, 
see Figure 6-20. 
The method is used to form offers for a variety of forecasting scenarios: 
1) All hydro groups forecasting accurately, i.e. using (-5.0%, +0.0%, +5.0%) to 
form their offers. 
2) All hydro groups forecasting a low demand day, i.e. using (-8.0%, -5.0%, 
+0.0%) to form their offers. 
3) All hydro groups forecasting a high demand day, i.e. using (+0.0%, +5.0%, 
+8.0%) to form their offers. 
4) The Taupo and Waitaki groups forecasting a high day, the rest a low day. 
5) The Taupo and Waitaki groups forecasting a low day, the rest a high day. 
Experimental results are shown using these scenarios over a variety of penalty rates and 
a variety of values of a, the outer band extrapolation parameter. The results obtained 
using this kind of offer are the best so far observed. The direct and transaction cost in-
clusive distortions are shown in Table 6-15 and Table 6-16. 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 0.6 0.6 0.6 0.05 
0.020 0.7 0.7 0.7 0.08 
0.100 1.1 0.9 0.7 0.11 
0.200 2.4 1.4 0.7 0.15 
Table 6-15: Multi-band sculpted offers with 3 scenarios: direct cost distortion (%) 
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Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 0.6 0.6 0.6 0.3 
0.020 0.7 0.7 0.7 0.4 
0.100 1.7 1.2 1.0 0.5 
0.200 3.8 2.5 1.7 0.7 
Table 6-16: Multi-band sculpted offers with 3 scenarios: transaction cost inclusive distortion (%) 
The figures in Table 6-15 and Table 6-16 are significantly better than the best results for 
the three-band sculpted offers based on one demand scenario, which had a minimum 
increase of 2% for both direct and total costs. Note that, as in previous experiments, the 
results for narrower extrapolation widths are better and stay quite stable, until the pen-
alty rate falls below $18.00 per MW. 
The total amount defaulted on is also very low for high and medium penalty rates 
when extrapolation outside the market simulation data is minimal. For low penalties, the 
amount of defaulting is higher because it is often cheaper to bear the penalty costs than 
to run their systems hard trying to meet targets. The drop off shows this, in direct costs, 
to be a less than 0.1 % increase over the centralised solution for $4.50 per MW penalties 
reported in the first table of this section. 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 0.0 0.0 5.0 339.0 
0.020 2.0 2.0 4.0 345.0 
0.100 22.0 36.0 91.0 462.0 
0.200 54.0 169.0 316.0 671.0 
Table 6-17: Multi-band sculpted offers with 3 scenarios: target defaults (MWh) 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 8.0 8.0 7.0 5.0 
0.020 62.0 62.0 60.0 20.0 
0.100 429.0 363.0 297.0 58.0 
0.200 1268.0 757.0 486.0 143.0 
Table 6-18: Multi-band sculpted offers with 3 scenarios: spill (MWh) 
As discussed earlier, it is the non-monotonicities in response that produces a 'base' 
distortion that cannot be overcome. To further reduce the effect of the non-
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monotonicities responses may be averaged for equi-priced periods-an approach ex-
amined in the following section. 
C.3.2 Averaging Responses over Equi-priced Periods 
Since hydro generators' offers are based largely upon the expected market price in each 
period, it seems reasonable for offers in periods that have the same market price to be 
similar. But, observation suggests that there is significant variation in the amount of-
fered, presumably because there are so many alternative optima, contributing greatly to 
the incidence of observed non-monotonicities. This suggests a form of offer that has 
some form of smoothing or averaging of offers from similar periods. One approach 
would be a 'top down' method with the offer being formed on the basis of expected 
market prices and the proportion of the load carried by each generating company. These 
proportions would be averaged across periods with the same market price. The averages 
would be adjusted for the expected load in each period to give the offers. 
It is also possible to imagine forming offers via a complex 'bottom up' approach 
starting with individual reservoir storage trajectories. Note that water values at a reser-
voir remain constant until it hits one of its bounds-hydro groups should be indifferent 
between releasing water from the reservoir in one period or in another, provided the res-
ervoir has not hit a bound in any intervening period. To reflect this, an average release 
could be offered from each reservoir across all periods in an 'epoch' between occur-
rences of bounds being hit. These offers may be aggregated and adjusted for the ex-
pected load to form offers that can be submitted to the market. 
This latter strategy for forming offers is not tested because of its complexity, how-
ever, experiments are performed using the top down approach across the same penalty 
rates and extrapolation parameters as the previous set of experiments. 
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Generator responses, from the market simulation, are divided by the total load in that 
period to give the proportion of load carried by that generator in that period, under that 
scenario. These proportions are then averaged in one of two ways: 
1) The proportions of load carried are averaged across all periods with the same 
price. This is equivalent to the assumption that a generator will be indifferent 
as to which of these periods it generates more, or less, so long as the average 
remains the same. This would be true if no reservoirs reach their bounds in 
the intervening periods 
2) The proportions of the load are averaged across contiguous periods with the 
same price. This is a slightly more relaxed assumption which allows that pe-
riods which have equal prices might none the less represent different physical 
situations, e.g. different parts of reservoir storage trajectories. 
Multiplying the average proportion of the load carried by the expected load to give a 
quantity forms sculpted offers. This point is then combined with two similar points from 
other scenarios in the manner described earlier. 
It might be expected that such offers would be more stable and also make it easier for 
the market to match the load pattern. Although it is probably the proportion of net hydro 
load which should be used to scale these hydro offers. 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 1.5 1.3 1.0 0.23 
0.020 1.6 1.3 0.9 0.22 
0.100 1.8 1.5 1.0 0.19 
0.200 3.2 1.8 1.1 0.23 
Table 6-19: Multi-band sculpted offers with 3 scenarios with responses averaged across equi-priced peri-
ods: direct cost distortion (%) 
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Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 1.8 1.5 1.3 0.6 
0.020 1.8 1.5 1.3 0.6 
0.100 2.6 1.9 1.6 0.7 
0.200 5.4 3.4 2.3 0.9 
Table 6-20: Multi-band sculpted offers with 3 scenarios with responses averaged across equi-priced peri-
ods: transaction cost inclusive distortion (%) 
Perhaps surprisingly, the distortions are higher than for the standard multi-scenario 
offers which had no averaging across periods, even though these earlier offers required 
more artificial monotonisation of the offer curve. Indeed, the results are marginally 
worse than the best five-band sculpted offers based on a single demand scenario. The 
target defaults for this kind of offer is higher than the case with no averaging across pe-
riods. Similarly the amount of spill seen in these results is substantially higher. 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 9.0 24.0 109.0 488.0 
0.020 10.0 31.0 124.0 483.0 
0.100 31.0 72.0 180.0 612.0 
0.200 85.0 242.0 366.0 839.0 
Table 6-21: Multi-band sculpted offers with 3 scenarios with responses averaged across equi-priced peri-
ods: target defaults (MWh) 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 95.0 66.0 56.0 31.0 
0.020 230.0 179.0 129.0 50.0 
0.100 714.0 552.0 366.0 66.0 
0.200 1638.0 876.0 568.0 132.0 
Table 6-22: Multi-band SCUlpted offers with 3 scenarios with responses averaged across equi-priced peri-
ods: spills (MWh) 
The results for pffers formed using averaging across contiguous equi-priced periods 
are presented in Table 6-23 to Table 6-26. The cost distortions for these offers are better 
than those averaged across all equi-priced periods but not quite so good as with no aver-
aging at all. One might conclude that generators are not indifferent about swapping gen-
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eration between all equally priced periods, but only those which occur under similar 
physical situations. 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 0.8 0.8 0.7 0.12 
0.020 0.8 0.8 0.6 0.14 
0.100 1.3 0.9 0.8 0.13 
0.200 2.8 1.8 0.9 0.19 
Table 6-23: Multi-band sculpted offers with 3 scenarios with responses averaged across equi-priced con-
tiguous periods: direct cost distortion (%) 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 0.9 0.8 0.8 0.4 
0.020 0.9 0.8 0.7 0.4 
0.100 1.8 1.3 1.1 0.5 
0.200 5.3 3.1 2.1 0.8 
Table 6-24: Multi-band sculpted offers with 3 scenarios with responses averaged across equi-priced con-
tiguous periods: transaction cost inclusive distortion (%) 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 4.0 4.0 34.0 318.0 
0.020 4.0 5.0 38.0 294.0 
0.100 17.0 69.0 97.0 467.0 
0.200 96.0 199.0 390.0 757.0 
Table 6-25: Multi-band sculpted offers with 3 scenarios with responses averaged across equi-priced con-
tiguous periods: target defaults (MWh) 
Penalty 
Width $148.00 $37.00 $18.00 $4.50 
0.002 38.0 38.0 31.0 21.0 
0.020 114.0 114.0 99.0 30.0 
0.100 602.0 398.0 377.0 77.0 
0.200 1407.0 959.0 516.0 168.0 
Table 6-26: Multi-band sculpted offers with 3 scenarios with responses averaged across equi-priced con-
tiguous periods: spills (MWh) 
The target defaults and spill using this type of offer also show improvement over of-
fers averaged across all equi-priced periods. 
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Overall, offers fonned using several scenarios (or market forecasts) are superior, in 
terms of overall system cost distortion, to offers formed on the information provided by 
a single forecast of the energy market. 
Basing offers on several scenarios means generator may make allowance for the un-
certainty in their forecast, and lower overall system costs result. Cost distortions as low 
as 0.6% are observed in these experiments, compared with 1.5% for the best offers 
based on a single forecast. This result is obtained earlier, for a five-band sculpted offer 
with each central band being 4% of the total generation. 
Given that multiple scenarios improves the effectiveness of sculpted offers one might 
assume that the same is true for fixed offers, examined in the next section. 
C.3.3 Multi-band Fixed Offers with Multiple Scenarios 
Offers based on several scenarios have shown good perfonnance up to this point, with 
direct cost distortions reduced from around 2%, achieved with a single scenario offer, to 
around 0.6% for offers based on three scenarios, however, fixed offers of this type have 
yet to be tested. This section tests fixed offers, constructed from several forecast 
scenarios. 
These offers are formed in a similar way to the fixed offers based on single scenarios. 
The difference when using multiple scenarios is that the price and quantity pairs for all 
three scenarios are plotted together on the same graph and formed into a raw monotone 
curve. 
In order to guide the market's solution toward choosing, on average, quantities from 
the middle of the original curve, additional intermediate price bands are added in the 
same manner as the previous fixed offers. Each offer is based upon three scenarios from 
the same set of five as is used for the multi-scenario sculpted offer experiments, i.e. the 
set (-8.0%, -5.0%, +0.0%, +5.0%, +8.0%) demand scenarios. For example, a company 
forecasting a low demand day uses the set (-8.0%, -5.0%, +0.0%) to form their offer. 
A 'conservative' approach is used to form the monotone curve, resolving non-
monotonicities by choosing the point with the lowest generation and highest price. This 
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means the lower demand points are effectively ignored when forming the offer. The of-
fers are run for the same five uncertainty scenarios used for the sculpted offers, consist-
ing of scenarios where forecasts could be different from each other, and from what actu-
ally occurs. Four parameter settings and three penalty rates are used giving a total of 60 
experiments in this set. 
Penalty 
Width $148.00 $18.00 
(0.0,0.2) 6.0 2.6 
(0.0,0.6) 4.2 2.4 
(0.0,1.0) 5.9 2.6 
(0.4,0.6) 3.6 2.2 
Table 6-27: Multi-band fixed offers with 3 scenarios: direct cost distortion (%) 
Penalty 
Width $148.00 $18.00 
(0.0,0.2) 6.8 4.5 
(0.0,0.6) 5.5 3.7 
(0.0,1.0) 6.5 4.8 
(0.4,0.6) 5.0 3.3 
Table 6-28: Table 6-29: Multi-band fixed offers with 3 scenarios: transaction cost inclusive distortion (%) 
Penalty 
Width $148.00 $18.00 
(0.0,0.2) 31.0 615.0 
(0.0,0.6) 49.0 400.0 
(0.0,1.0) 25.0 691.0 
(0.4,0.6) 53.0 340.0 
Table 6-30: Table 6-31: Multi-band fixed offers with 3 scenarios: target defaults (MW) 
Penalty 
Width $148.00 $18.00 
(0.0,0.2) 1487.0 224.0 
(0.0,0.6) 779.0 195.0 
(0.0,1.0) 956.0 54.0 
(0.4,0.6) 576.0 132.0 
Table 6-32: Table 6-33: Multi-band fixed offers with 3 scenarios: spills (MW) 
The results for this method of offer formation are poor. The direct cost increases over 
the centralised solution are substantially higher than the best results for fixed offers 
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based on single scenarios. However, the total costs are comparable with the results for 
fixed offers based on single scenarios, with the results for $148.00 per MW penalties 
appearing slightly better and the results for $18.00 per MW penalties slightly worse. The 
figures, reported in Table 6-27 to Table 6-32, show the average across the five uncer-
tainty scenarios. 
It would appear that the prospects for fixed offers formed using several scenarios are 
not particularly bright. The primary problem appears to be that fixed offer formation 
often results in the highest demand scenario dominating the offer. 
The highest demand scenario usually calls for higher prices, and so it usually forms 
the bulk of the raw monotone curve that the offer is based on. Points lower in price are 
often discarded as the curve is made monotone. The result of this is an offer based 
mostly on the high demand scenario. This gives a conservative offer, in the sense that 
the generator offers less generation, at a higher price, than would be ideal. 
The results of these conservative offers are higher direct costs, as the market is forced 
to select higher priced bands than is really necessary. However, the amount of defaulting 
on targets is reduced as the conservative offers result in targets generators can more eas-
ily reach, even if they misestimate demand. 
Consequently, the poor performance of this offer formulation method is due to the 
dominance of the higher demand scenario in the offer. Unfortunately, it is not easy to see 
how this situation is to be avoided, unless the high demand scenario observations are 
ignored. But this would be almost the same as returning to the original formulation, us-
ing a single scenario. It might be concluded that there is no obvious way that the extra 
information provided by multiple forecasted scenarios can be incorporated effectively 
into a fixed offer. 
C.4 The Periodic-update Market 
The WEMSIM model was extended to simulate a market in which generators update 
their offers periodically. Initial experiments produced some indications of the physical 
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feasibility and efficiency of such a system, and allowed comparisons to be made with 
the day-ahead market. 
The initial experiments performed were a parallel set to those in the previous section 
for sculpted offers. They used the same base demand day, and similar demand scenarios. 
However these demand scenarios were modified to reflect the generators' greater cer-
tainty about the likely demand in the first few periods. In previous experiments the 
whole day's demand was shifted up or down to give the demand scenarios, reflecting the 
fact that the generators' forecasts and offer formation would probably take place at least 
12 hours ahead of the beginning of the day. However, if the generators update their of-
fers, the offer formation process may only precede the dispatch by a few hours. Hence it 
is reasonable to assume that over such a time frame, generators' forecasts would be more 
accurate, and so the demand scenarios gradually diverge from the current observed level 
over the first few periods of the 24 hour planning horizon. 
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Figure 6-21: The forecast demand fans out into the day ahead over half of the horizon 
Of these scenarios, each generator uses the three that they think are most likely to 
happen. For example, if a generator predicts the next 24 hours will be low in demand, 
then they will use the +0%, -5% and -8% scenarios to form their offer. The type of offers 
used in these experiments had up to five bands, and were different for each period of the 
day. For the rolling horizon model, these forecasts were updated each iteration, starting 
from the new observed demand. 
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Five experiments were carried out, using different combinations of generator expec-
tations about the demand level. These were: 
1) All hydro groups forecast demand accurately, i.e. use (+5%, 0%, -5%) sce-
narios. 
2) All hydro groups forecast a high demand day, i.e. use (0%, +5%, +8%) sce-
narios. 
3) All hydro groups forecast a low demand day, i.e. use (0%, -5%, -8%) scenar-
ios. 
4) Waikato and Waitaki expect a high day, the rest a low day. 
5) Waikato and Waitaki expect a low day, the rest a high day. 
The demand that actually occurs is always the base +0% day, and in these initial ex-
periments it is assumed that the market forecasts accurately when clearing the market. 
The penalties applied for missing the output targets in these experiments differ from 
those used previously. They are still applied as a rate per MW by which the target is 
missed, but, because only the current period's targets are fixed, and the future periods' 
targets are only indicative, the full penalty applies only to the current period's defaults. 
The future periods' target defaults, which are as yet only a projection, are penalised at a 
lower rate. These penalties for future periods represent the generator's desire to be in a 
position to meet the projected targets in the future, rather than any regulatory constraint 
or financial penalty. In these experiments the current period penalty on defaulting on 
output targets was $148 per MW, and the penalty for defaulting in future periods was 
$ 148/(number of periods ahead). For example the penalty modelled for the fourth period 
from the present is $14814 = $37 MW. However, the horizon will roll forward, and so 
any defaults which remain in these future periods once they actually occur will be pe-
nalised anhe full $ 148/MWh. 
These initial experiments with a regime that allows generators to update their offers 
show improved results compared with the model of a regime that cleared the market a 
day ahead. Table 6-34 shows the percentage increase in direct costs compared with the 
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ideal centralised solution. These costs consist of the thermal fuel and water from major 
reservoirs used over the day. 
Periodic-update Day-ahead 
Forecast Market Market 
All accurate 0.14 0.24 
All high 0.25 0.24 
All low 0.02 0.04 
Waikato, Waitaki high, rest low 0.12 0.21 
Waikato, Waitaki low, rest high 0.19 0.16 
Average 0.14 0.18 
Table 6-34: Multi-band sculpted offers in the periodic-update market: direct cost distortion (%) 
On average, the rolling horizon model results in slightly lower cost distortions than the 
day-ahead model. The offers for the rolling horizon model consistently produce targets 
closer to the ideal dispatch than the fixed offers. This is presumably because the way in 
which uncertainty is progressively reduced in the rolling horizon model means that the 
scenarios used to form the offers are closer together, and closer to the ideal dispatch. 
Non-monotonicities between the scenarios, which must be resolved to create a supply 
curve offer, are also reduced when the scenarios are closer together. 
No output target defaults occurred in any of the five experiments, as was the case 
with the corresponding day-ahead market. 
Table 6-35 shows the increase in spill, in MW, compared with the ideal centralised 
solutions. These numbers are low, but not quite so low as the slight decrease in spill ob-
served in the day-ahead market experiments. The spill occurred on the Waikato chain, 
past the Waipapa station, and the decrease in spill reported for the day-ahead market re-
flects the Waikato chain producing less in these experiments, due to the non-
monotonicities in its offer. Apparently the cost of this increased spill was lower than the 
cost of the increased thermal and/or inefficient hydro generation in the day-ahead model. 
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Forecast Periodic-update Day-ahead 
Market(MW) Market (MW) 
All accurate 5.0 -11.0 
All high 3.0 -11.0 
All low 1.0 1.0 
Waikato, Waitaki high, rest low -6.0 5.0 
Wa ika to, Waitaki low, rest high 5.0 -1.0 
Table 6-35: Multi-band sculpted offers in the periodic-update market: increase in spills (MWh) 
From these initial results, it would appear that a market that allows generators to update 
their offers as the day progresses is superior to the day-ahead market in terms of the po-
tential loss of efficiency. The rolling horizon showed an average increase in costs of 
0.14% over the ideal centralised solution, compared with an increase of 0.18% for the 
day-ahead market. There were no defaults on the output targets set by the market in ei-
ther set of experiments, indicating the physical feasibility of both regimes. The day-
ahead market resulted in slightly less spill than either the rolling horizon market or the 
ideal centralised solution. 
The reason for the reduced cost distortion in the rolling horizon market appears to be 
the lower uncertainty faced by the generators. This allows hydro generators to more 
closely target their preferred generation (and hence storage) trajectories. It also reduces 
the incidence of non-monotonicities in the offers in such a market, compared with the 
day-ahead market. In the simple market considered here, non-monotonicities in genera-
tors' offers must be resolved to form a supply curve, and in the model this is achieved 
conservatively, by reducing the amount of generation from the lower priced observation. 
Hence there is a bias towards less capacity being offered by the generators that have 
these non-monotonicities, and the market has to make up the additional capacity from 
other generators, at increased cost. 
C.4.1 Periodic-update versus Day-ahead Market 
To gain insights into the possible advantages of a rolling horizon market regime, a solu-
tion from the rolling horizon modelling system was compared with the equivalent solu-
tion from the day-ahead modelling system. The day chosen was one in which the Wai-
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kato and Waitaki generators overestimated the demand by 5.0%, and the Waikaremoana, 
Manapouri, and Clutha generators underestimated demand by 5.0%. The thermal gen-
erators offered their marginal fuel costs, and the market correctly forecast the demand. 
In the rolling horizon model the final quantities a generator offers may differ consid-
erably from previous offers which the generator has made in the preceding 24 hours. 
Table 6-36 shows how the offers made by the Waikato group evolve through the day. 
The quantities shown are for the central band of the offer. Usually small quantities will 
be offered on either side of this band, at higher and lower prices. Across the top of the 
table are the actual periods, and each column contains the offers made in that period for 
the coming 24 hour horizon. Hence the offers in the lower part of the table are actually 
for the next day. To see how the offer for a particular period alters during the day, look 
across the rows of the table. For example consider the offer for period 7. In period 1, the 
amount offered is 801MW. In period 2, the amount offered for period 7 has risen to 803 
MW, and as the day progresses, this falls to the final offer of 779 MW. 
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Actual Period 
1 2 3 4 5 6 7 8 9 10 11 12 
1 464 
2 410 497 
3 450 543 470 
4 831 792 805 826 
5 108 107 108 107 107 
9 0 9 1 6 
6 807 805 776 794 789 791 
7 801 803 811 790 790 787 779 
8 874 869 870 858 857 857 863 860 
9 108 109 106 110 112 110 110 110 106 
2 1 9 3 3 6 6 6 2 
10 841 841 841 860 860 852 842 831 832 831 
11 823 759 787 808 813 809 809 800 826 819 819 
12 790 677 782 772 773 784 774 762 742 717 695 667 
1 517 533 539 535 545 539 540 529 519 526 525 
2 397 413 420 414 418 415 448 460 466 485 
3 466 465 463 462 464 461 503 514 532 
4 819 803 802 801 806 806 806 800 
5 108 109 1118 1118 108 109 109 
9 1 8 8 8 
6 784 803 816 756 770 810 
7 791 770 741 757 802 
8 877 879 879 876 
9 114 113 113 
4 3 3 
10 812 847 
11 687 
Table 6-36: Central band of the Waikato offer 
Other generators show similar variation in their offers. The graphs below show the 
amounts of generation in the scenarios used by each generator, and the resulting offers. 
The horizontal axis shows each two-hour period. The stacked bars on the graphs show 
the quantities of generation in the group's offer for that period. In the case of the rolling 
horizon model, the quantities shown represent the final offer for that period. The lines 
on the figure detail the three scenarios used by the generator to form their offer. 
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Figure 6-22: Periodic-update market offer profile for Waikato 
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Figure 6-23: Day-ahead market offer profile for Waikato 
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The Taupo group forecast a high day, so they used the +0%, +5%, and +8% demand 
scenarios. These scenarios exhibited considerable non-monotonicities in the initial peri-
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ods of both the rolling horizon and day-ahead experiments. A group's offer must be 
monotone, that is, a higher level of generation must have a correspondingly higher price. 
However, because of intertemporal effects, this is often not the case with the scenarios 
generated for hydro systems. For example, in a higher demand scenario (which may 
have a higher price), a generator may wish to generate less during off peak periods in 
order to release more during the peak periods. Consequently during the off peak period a 
generator might wish to submit a non-monotone offer, with a lower level of generation 
at a higher price. Because the offer is required to be a supply curve the generator must 
modify it. The offer formation process used in these experiments makes offers mono-
tone by truncating the amount of generation offered at the lower price back to the level 
offered at the higher price. 
This effect is seen in the initial periods of both the rolling horizon and the day-ahead 
profiles. The lines representing the +0% and +5% scenarios are above the line repre-
senting the +8% scenario. Consequently the offer bands which correspond to the lower 
demand scenarios are reduced to the lower generation level of the +8% scenario, as can 
be seen by the position of the bars representing the offers. The result is that in the initial 
periods, the Waikato group offers less than the ideal centralised solution, in both the 
day-ahead and rolling horizon models. This in tum affects the thermal generators as they 
produce more to make up the deficit, as shown in Figure 6-24 and Figure 6-25. 
One major difference between the day-ahead and rolling horizon model results is the 
wider offer bands that the former submits. Presumably this is because of the reduced 
level of uncertainty in the rolling horizon model, leading to scenarios which are closer 
together, and hence narrower offer bands. The overall conclusion is that the rolling hori-
zon model produces a closer match between the actual and ideal generation than the 
day-ahead model. 
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Figure 6-24: Periodic-update market offer profile for Waikaremoana 
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Figure 6-25: Day-ahead market offer profile for Waikaremoana 
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The Waikaremoana group predicted a low day, and so used the +0%, -5%, and -8% sce-
narios to form their offers. The high first peak of the -8% scenario in both models is due 
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to swapping generation between the peak periods that have the same price. The rolling 
horizon model also has a high second peak in the -8% scenario because the generator's 
viewpoint changes through the day. In period 5, the -8% scenario has a high generation 
for period 5 (the first peak), and a lower generation for period 9 (the second peak). 
However, by the time the model rolls forward to period 9, it has swapped the generation 
between the daily peaks, and is now generating more in the second peak (period 9), and 
less in the first peak of the next day (period 5 tomorrow). The thennal generators offer 
in their marginal costs, and so their offer is the same for both models, and remains the 
same throughout the day. 
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Figure 6-27: Periodic-update market offer profile for Wahab 
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Figure 6-28: Day-ahead market offer profile for Wahab 
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The fixed offers from the Waitaki system have broader bands, reflecting the greater un-
certainty and the flexibility of the Waitaki system with its large reservoirs. 
Appendix C Energy Market Results 185 
Because of the high water value assigned to its reservoir, none of the scenarios used 
by the Manapouri generator schedule generation. Hence no offer is made in either mar-
ket model. 
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Figure 6-29: Periodic-update market offer profile for Manapouri 
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Figure 6-30: Day-ahead market offer profile for Manapouri 
The generation profiles for the Clyde group also exhibit non-monotonicities in the sce-
narios, and truncations of the offers. However, because the group expected a low day, 
using the +0%, -5%, and -8% scenarios, the truncations often meant a reduction to the 
generation level of the 0% scenario. This resulted in targets that were close to the 0% 
level and hence to the ideal solution. 
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Figure 6-31: Periodic-update market offer profile for Clyde 
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Figure 6-32: Day-ahead market offer profile for Clyde 
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With the rolling horizon model it is also possible that the group generation responses 
from the scenarios could actually be non-monotone over the entire day, not just for off-
peak periods. The sum of all the energy offered by a generator could thus be less when 
they were expecting a higher demand day. This undesirable result is caused by the com-
bination of the rolling horizon and the fan shaped demand scenarios. Consider the base 
and -5 % scenarios shown earlier. Suppose a hydro generator has a maximum amount of 
water which can be released over the day, and that this constraint is binding. Then the 
amount released in the current period will be different for the two scenarios shown 
above. The higher demand scenario will expect to need more water later in the day, so it 
will actually schedule less release in the current period. However, the horizon is then 
rolled forward one period and the scenarios are re-evaluated. Again the higher demand 
scenario will release less, in order to be able to meet the expected need later in the hori-
zon. The same will be true of every period as the horizon rolls forward through the day, 
repeatedly revealing that current demand is lower than had been projected, but still pro-
jecting higher loads in future periods. So the higher demand scenario will result in lower 
releases in every period. 
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This effect transfers across to the offers generators submit, and so to the targets set. 
Against this, generators who are in a position to do so will probably be willing to use 
more water in total during the day if they expect higher demand, and consequently 
higher prices. ill the rolling horizon experiment discussed here, the former effect domi-
nates in the Taupo and Clyde river-chains, and the latter in the Waitaki river-chain. 
The graphs below are similar to those in the previous section, but they compare the 
amounts of generation offered with the output targets set by the market, and with what 
actually occurs in the real time dispatch, under both kinds of regime, across the day. As 
before, the stacked bars on the graphs show the quantities of generation in the group's 
offer for that period, with the quantities shown representing the final offer for that pe-
riod in the case of the rolling horizon model. The lines detail the output targets set by 
the market, the final real time dispatch, and the ideal centralised solution. 
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Figure 6-33: Periodic-update market energy output profile for Waikato 
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Figure 6-34: Day-ahead market energy output profile for Waikato 
The graphs show the real time dispatch matching the targets perfectly, with no de-
faults. This was the case for all generators in all of these initial rolling horizon experi-
ments, as well as the equivalent day-ahead experiments, indicating that the targets set 
are physically feasible. The targets and real time dispatch are generally reasonably close 
to the ideal centralised dispatch, except for the first three periods, which have targets 
considerably lower than the ideal solution. Recall that the offers in these periods had 
considerable non-monotonicites between the scenarios, and so the amount of generation 
was reduced when the offer was being formed. The result is lower than ideal generation 
from the Taupo group in these periods. To compensate, the market was forced to set 
higher targets for the thermal generators, as shown in Figure 6-33 and Figure 6-34, 
causing a considerable loss in efficiency relative to the idealised centralised solution. 
There is also some swapping of generation between the peak periods, compared with the 
centralised dispatch, but this probably is not costing the system very much. 
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Figure 6-35: Periodic-update market energy output profile for Waikaremoana 
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Figure 6-36: Day-ahead market energy output profile for Waikaremoana 
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Similar effects can be seen in the generation profiles for the Waikaremoana group, with 
a large amount of swapping between the equi-priced peak periods. Also the targets and 
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real time dispatch are lower in the initial periods, again due to non-monotonicities in the 
offers, but the effect is less severe with the rolling horizon market. To compensate for 
the reduced output from the Taupo and Waikaremoana groups in the first three periods, 
the thermal generators receive higher targets than in the ideal solution, causing signifi-
cantly higher costs to the system. 
Figure 6-37: Periodic-update market energy output profile for Thermal 
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Figure 6-38: Day-ahead market energy output profile for Thermal 
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Figure 6-39: Periodic-update market energy output profile for Waitaki 
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Figure 6-40: Day-ahead market energy output profile for Waitaki 
The targets and real time dispatch follow the ideal dispatch very closely in the Wai-
taki system. In the rolling horizon model, the reduced level of uncertainty as the day 
progresses, allows the generator to effectively use narrow bands to ensure that the tar-
gets they receive are very close to their preferred trajectory. 
The targets and real time dispatch for the day-ahead market are not quite so close to 
the ideal solution, reflecting the wider bands used in the offers. Notice how the targets 
tend to be at the lower end of the offer, since the Waitaki group was expecting a high 
demand day in this experiment, and so offered more generation at a higher price. 
Manapouri does not generate all day because the high water value assigned to its reser-
voir meant it did not offer any generation. 
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The Clyde group has targets and real time dispatch close to the ideal, despite the fact 
that there were many non-monotonicities in its offers. Because Clyde predicted a low 
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demand day, i.e. using the +0%, -5% and -8% demand scenarios, most of the non-
monotonicities were truncated back to the +0% level, which is close to the ideal solu-
tion. Hence the net effect is to produce very low distortions. 
Figure 6-41: Periodic-update market energy output profile for Clyde 
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Figure 6-42: Day-ahead market energy output profile for Clyde 
Again the rolling horizon market has less deviation between the real time dispatch 
and the ideal dispatch. 
Overall, the conclusion is that the rolling horizon model produces a closer match 
between the actual and ideal generation than the day-ahead model. 
Table 6-37 and Table 6-38 show the evolution of the market clearing prices through 
the day with the rolling horizon model. These are the prices, and projected prices, which 
the market finds from the demand forecast and the offers. The prices for the real time 
dispatch can not be interpreted because the optimisation has strong penalties on the out-
put target defaults, which distort the prices. ill a real market it is likely that the actual 
prices that revenues and other payments are based on will be determined ex post, re-
ducing the importance of the market clearing prices. However generators, to help them 
determine how they should update their offers, will still use the projections of future 
prices. 
The tables below show that, unfortunately, these price projections do not trend 
monotonically, and may not be very stable, especially around the peak periods. On the 
other hand, the variations are generally not extreme, and the initial price vector generally 
provides a fairly reliable indicator of the final prices. 
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Actual Period 
1 2 3 4 5 6 7 8 9 10 11 12 
1 20.55 
2 20.71 20.66 
3 20.60 20.60 20.65 
4 22.00 22.05 22.00 22.04 
5 26.35 36.20 26.37 26.82 29.21 
6 22.20 22.21 22.63 22.21 22.57 22.18 
7 22.05 22.00 22.04 22.07 22.05 22.05 22.09 
8 24.07 24.07 24.07 24.07 24.07 24.07 24.07 24.03 
9 29.23 29.23 29.23 29.23 26.88 26.55 26.55 26.55 26.38 
10 22.23 22.24 22.24 22.12 22.25 22.23 22.23 22.27 22.21 22.18 
11 22.00 22.00 22.00 22.00 22.00 22.00 22.00 22.00 22.00 22.00 21.96 
12 20.65 20.70 20.60 20.60 20.80 20.60 20.60 20.60 20.60 20.60 20.60 21.95 
1 20.65 20.60 20.60 20.60 20.60 20.60 20.60 20.60 20.60 20.60 20.70 
2 20.66 20.71 20.71 20.71 20.71 20.71 20.60 20.71 20.71 20.60 
3 20.55 20.60 20.60 20.60 20.60 20.71 20.60 20.60 20.60 
4 21.96 22.00 22.00 22.05 22.00 22.00 22.00 22.05 
5 36.17 29.18 26.49 26.35 26.37 26.35 26.76 
6 22.16 22.20 22.21 22.63 22.63 22.20 
7 22.04 22.00 22.70 22.05 22.05 
8 24.03 24.00 24.00 24.07 
9 26.38 26.41 26.82 
10 22.20 22.23 
11 22.04 
Table 6-37: Periodic-update market North Island prices 
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Actual Period 
1 2 3 4 5 6 7 8 9 10 11 12 
1 20.70 
2 20.61 20.67 
3 20.39 20.40 20.51 
4 20.56 20.61 20.56 20.80 
5 24.63 33.83 24.64 25.07 27.30 
6 20.75 20.75 21.15 20.76 21.10 20.73 
7 20.61 20.56 20.60 20.62 20.61 20.61 20.65 
8 20.61 20.61 20.61 20.62 20.62 20.61 20.61 20.64 
9 27.32 27.32 27.32 27.32 25.12 24.81 24.81 24.81 24.65 
10 20.78 20.78 20.78 20.68 20.79 20.78 20.78 20.81 20.76 20.73 
11 20.56 20.56 20.56 20.56 20.56 20.56 20.56 20.56 20.56 20.56 20.52 
12 20.49 20.45 20.43 20.44 20.45 20.45 20.45 20.45 20.52 20.44 20.57 20.52 
1 20.72 20.81 20.80 20.82 20.81 20.81 20.81 20.82 20.80 20.78 20.81 
2 20.56 20.60 20.62 20.61 20.61 20.61 20.62 20.61 20.61 20.61 
3 20.46 20.40 20.39 20.39 20.39 20.40 20.39 20.39 20.39 
4 20.52 20.56 20.56 20.61 20.56 20.56 20.56 20.61 
5 33.81 27.27 24.76 24.63 24.65 24.63 25.01 
6 20.71 20.75 20.75 21.15 21.15 20.75 
7 20.58 20.56 20.61 20.61 20.61 
8 20.58 20.61 20.61 20.61 
9 24.65 24.68 25.06 
10 20.75 20.78 
11 20.59 
Table 6-38: Periodic-update market South Island prices 
The reason for the variation in projected market clearing prices is the narrow widths 
of the generators' offers. Recall that the market clearing prices are based solely upon the 
prices offered by generators, since the demand is assumed fixed over such a short time-
frame. Because the bands are so narrow, it does not take much variation in the quantity 
to move from one band to the next. This does not matter as much for the off-peak peri-
ods, since they generally exhibit less price variation between the scenarios that fOlm the 
offers. However the peak periods' scenarios show a much greater variation in price, 
since thermal stations with a relatively wide range of marginal costs may be on the mar-
gin. Consequently the bands of hydro generators' peak period offers may show substan-
tial price steps, with only small quantity steps. This means that any small reductions in 
the amounts offered by some generators could lead to the high priced top band being 
accepted in order to clear the market, and consequently a high market clearing price. 
This problem affects both the day-ahead, and rolling horizon models, as can be seen in 
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the graphs of the price profiles below. In this case, the rolling horizon model, while pre-
dicting high prices for the peaks in some periods, finds reduced prices when the peak 
periods actually arrive. This is not always the case though, and some of the rolling hori-
zon experiments do have high peak market clearing prices. 
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Figure 6-43: Periodic-update market North Island energy prices 
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The lines on the rolling horizon graph represent the prices for that period as projected 
at some previous period. 
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Figure 6-44: Day-ahead market North Island energy prices 
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Figure 6-45: Periodic-update market South Island energy prices 
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Figure 6-46: Day-ahead market South Island energy prices 
The graphs below show the trajectories of the aggregated storage in each hydro 
group. The rolling horizon and day-ahead results are quite similar. In the Waikato sys-
tem, the storage shows a cyclical pattern, dropping at each peak, and then recovering. 
The overall downward trend indicates that the water value at Lake Taupo is such that it 
is being allowed to run down over the day. 
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Figure 6-47: Periodic-update market aggregated storage profile for Waikato 
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The lines on the rolling horizon graphs represent the projected storage levels in vari-
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The Waikato group storage is higher in the market solution than in the ideal solution, 
because of the truncation of generation in its initial offers, which results in the use of 
less water in these periods. 
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Figure 6-49: Periodic-update market aggregated storage profile for Waikaremoana 
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Figure 6-50: Day-ahead market aggregated storage profile for Waikaremoana 
In the rolling horizon model, the Waikaremoana aggregated storage shows how the 
scenarios can swap generation between the peak periods. The lower lines represent peri-
ods in which the higher level of generation is expected in the first peak, hence there is 
less water in the middle of the day. The upper lines represent the periods in which more 
generation is expected at the second peak (including those that actually occur). Similar 
swapping is evident in the day-ahead market results. 
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Figure 6-51: Periodic-update market aggregated storage profile for Waitaki 
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Figure 6-52: Day-ahead market aggregated storage profile for Waitaki 
The storage in the Waitaki system exhibits a cyclic pattern, as storage dips and then 
recovers after the peak periods. The downward trend reflects the fact that the Pukaki 
reservoir is being run down over the day, since its water value is less than the system 
price. 
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Figure 6-53: Periodic-update market aggragated storage profile for Manapouri 
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Figure 6-54: Day-ahead market aggragated storage profile for Manapouri 
The Manapouri reservoir does not release all day due to the high water value assigned 
to it, and its storage level is increased by inflows. 
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The aggregated storage in the Clyde system is complicated by the long delay between 
the Hawea reservoir and the Clyde station's head-pond. Hence in the day-ahead model 
when the storage appears to decrease sharply in the early periods, and then rise again, it 
is simply that the releases in the early periods from the Hawea reservoir do not start ar-
riving at the Clyde head-pond for 9 hours. The tangled web of storage projections in the 
rolling horizon model indicates the many alternative choices about when to release wa-
ter from the Hawea reservoir, and the way in which changes to the perceived situation 
can cause the solution to switch releases between periods. 
Because of the reduced uncertainty generators face when they make their offers sev-
eral hours ahead of real-time, rather than the previous day: 
• the offers can be targeted more closely around their preferred trajectory, 
.. the scale of non-monotonicities is reduced, meaning less approximation is re-
quired to make supply curve offers; 
.. hence the targets are generally closer to the ideal dispatch than the equivalent 
day-ahead targets, and so the cost distortion caused by the market process is 
lessoned 
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The projected market clearing prices can vary considerably as the day progresses: 
III price projections for peak periods are especially poor due to large price steps 
and the narrow offer bands; 
.. the market clearing price in the peak periods may not give a good indication 
of what the real-time price or ex post prices will be, since it is based purely 
upon the generator offers 
The market models used less water than the ideal solution: 
iii conservative offers were used, which resolve non-monotonicities by truncat-
ing the higher level of generation back to the lower level of generation; 
• hence overall, the market models were biased to offer less water than the ideal 
solution, resulting in higher thermal costs; 
.. however, this effect will be gradually counter balanced as the unused water 
will mean lower water values, resulting in higher releases (eventually the 
system will reach an equilibrium in which releases equal inflows, on average) 
C.4.2 Sequential Days 
A major focus of this research project is to produce estimates of the loss in productive 
efficiency of a simple market for generation, when compared to a centrally optimised 
system. The long-term average efficiency is the important issue in this respect, rather 
than the efficiency on any particular day. For this reason, it is important that the experi-
ments are performed with representative days. Significant factors in this respect include 
the setting of appropriate boundary conditions, in terms of the beginning and ending 
storage and flows in transit. 
The solutions found should also be sustainable in the longer term, so the trends in 
storage levels and the trends in price levels are also of interest. With this in mind, ex-
periments have been performed which model several sequential days, in order to exam-
ine whether the solutions found represent equilibrium. 
The rolling horizon modelling system was modified to enable it to simulate sequen-
tial days. This entailed ensuring all of the ending conditions of one day could be input as 
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the starting conditions for the next day. The last period storage level and flows in transit 
and releases from the previous day are recorded and used as input for the current day. 
Three generator forecasts were used in these experiments: 
1) All generators forecast demand accurately, i.e. use (+5%, 0%, -5%) scenarios. 
2) All generators forecast a high demand day, i.e. use (0%, +5%, +8%) scenar-
ios. 
3) All generators forecast a low demand day, i.e. use (0%, -5%, -8%) scenarios. 
Each of the three generators forecast situations, above, was run for 14 sequential days, 
using the same demand on each day. While it might seem unrealistic for a generator to 
continue to overestimate demand by 5 % every day over a week or more, the intention is 
to assess if the solutions found in the first day are representative of an equilibrium posi-
tion. The percentage cost distortions for each of the simulated days is shown in the table 
below. 
Day All low All accurate All high 
1 0.20 0.14 0.25 
2 0.14 0.20 0.22 
3 0.07 0.14 0.21 
4 0.08 0.10 0.12 
5 0.07 0.09 0.15 
6 0.06 0.15 0.17 
7 0.02 0.10 0.19 
8 0.03 0.11 0.17 
9 0.02 0.07 0.18 
10 0.27 0.22 0.18 
11 0.78 0.84 0.94 
12 0.27 0.39 0.48 
13 0.26 0.41 0.55 
14 0.25 0.42 0.45 
Average 0.05 0.11 0.17 
Table 6-39: The periodic-update market: direct cost distortions (%) 
After the first two days, the solutions seem to settle down to a kind of equilibrium, 
which is perhaps a little lower in cost distortion than the results from day 1. From day 
10 the solution changes because the Manapouri reservoir reaches its upper bound, as 
shown in Figure 5.1. This occurs because of the limitations of the simple research model 
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used, which has only a single water value for all of the storage in a reservoir. A more 
sophisticated model would have several bands of storage with decreasing water values, 
and this would result in the model finding some equilibrium away from the storage 
bounds of the reservoir. 
In light of this, it does not seem unreasonable to use the results from days three to 
nine to form estimates of the equilibrium average cost increase compared with an ideal-
ised centralised solution. 
The average of these three results is 0.11 % loss in productive efficiency, compared 
with an average of 0.14% for the results on day 1. Hence it appears that the initial dis-
tortion estimate may be slightly higher than for the equilibrium situation. Boundary 
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Figure 6-57: Boundary conditions for Manapouri 
The Manapouri reservoir collects all of its inflows because of the higher water value 
assigned to it. Because the model used for this research has a single water value for all 
of the water in a reservoir, and this value was not changed as time went by, the reservoir 
filled up. A more sophisticated model would either use different water values for differ-
ent bands of storage, or update the water value as it ran, and the model would find some 
equilibrium away from the reservoirs bounds. 
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The upper storage bound is reached in day 11, but the model results begin to be af-
fected in day 10 because the rolling horizon model looks forward into the next day. 
Hence the results from day 10 onwards are inconsistent. The Manapouri station is forced 
to generate, or it must spill any new inflows. Yet its water value is still set at a high 
level, and so the calculated overall national cost rises as this 'expensive' generation dis-
places cheaper generation. However the prices actually fall, because the marginal costs 
of generation are reduced, as the other generators reduce their generation in response to 
the generation at Manapouri. Because of these inconsistencies, the experimental results 
from days 10 to 14 should be disregarded, but the prior results stand. 
The graphs below show the starting levels for each day (of course, these are the end-
ing levels from the previous day) for the headponds in each river system. This set of 
graphs is the set of results from the 'all accurate' run. The other two runs have similar 
results. 
The storage levels are given as a percentage of the maximum storage, and include 
any flows in transit into that head-pond at the beginning of the day. Hence values above 
100% imply that there are flows in transit, and that there will be releases from that head-
pond in the initial periods of the day to cope with these flows. 
Of primary interest here are any trends in the head-pond storage, as the storage reser-
voirs will be increasing or decreasing depending on the water value assigned to them. It 
might be expected that the head-pond storage to move down over several days, because 
the initial levels were as high as possible to provide maximum head operation under 
perfect foresight. fu reality, allowance must be made for spill risk. Eventually, though, 
equilibrium must be found. 
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Taupo: storage + flows-in-transit 
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Figure 6-58: Boundary conditions for Taupo head-pond 
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Most of the head-ponds show no clear trend, but the Tokaanu, Atiamuri, Maraetai 
and Karapiro headponds display a slight decrease in combined storage and flows over 
the first nine days. This might increase their daily operating range, but it will also reduce 
the head. 
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Figure 6-59: Boundary conditions for Waikaremoana 
The Piripaua head-pond displays an increase over time, but this is unlikely to be sig-
nificant because of its small size. 
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Waitaki : storage + flows-in-transit 
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Figure 6-60: Boundary conditions for Waitaki 
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The Ohau B head-pond trends downward, and Ohau B operates over a wider range of 
storage levels in the later days. The Aviemore and Waitaki reservoirs' storage levels are 
out of phase, with an increase in storage at one resulting in a decrease in the other. The 
river chain is probably almost indifferent about whether the water is in one or the other 
of these reservoirs, or in transit between them, at the beginning of the day. 
Clyde: storage + flows-in-transit 
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Figure 6-61: Boundary conditions for Clyde 
The Roxburgh head-pond shows a slight decrease in storage initially, but then flattens 
out. The Clyde head-pond storage shows considerable variation, but this is probably due 
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to its dependence upon the exact timing of releases from the Hawea reservoir. See the 
Appendix for a more detailed record of the storage behaviour. 
The graphs below show the price profiles in each island for each of the three model 
runs. They show quite stable behaviour, particularly between day 4 and day 10, when the 
effects of the Manapouri reservoir filling up are felt. Because the increased Manapouri 
generation causes the other generators to back off, they can offer cheaper marginal gen-
eration, and lower price result. 
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Figure 6-64: All low North Island price profiles 
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The next set of graphs shows the generation profiles of each generation group for the 
'all accurate' model run. These also show stable behaviour until day 10, when 
Manapouri starts generating. The other generators, especially Waitaki, reduce their gen-
eration in response. Also note the discrepancy between the market and ideal generation 
at the beginning of each day in the Taupo system, due to the non-monotonicities in its 
offer, and the corresponding discrepancy in the thermal generation. 
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Figure 6-68: Energy output profile for Waikato 
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Figure 6-69: Energy output profile for Waikaremoana 
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Figure 6-70: Energy output profile for Thermal 
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Figure 6-71: Energy output profile for Waitaki 
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Figure 6-72: Energy output profile for Manapouri 
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Figure 6-73: Energy output profile for Clyde 
The results of these experiments seem generally to be fairly stable until day 10 when 
the Manapouri reservoir fills up. The boundary conditions adjust slightly in the first few 
days, so that by about day 3 equilibrium is set up which produces slightly lower cost 
distortions than the day 1 results previously reported. 
These estimates are optimistic in the sense that the real generation system will not be 
at equilibrium, but will experience varying demands and inflows. The flows in transit 
and storage, which are optimal for the end of one day, may not be good starting points 
for the following day. However, this effects both the centralised and decentralised solu-
tions. These estimates are pessimistic in that a simple autonomous process creates the 
offers. In a real system, the generating company would react in a more intelligent man-
ner, and such a long sequence of over/under estimates is unlikely in practice. 
For future experiments using the boundary conditions from the first day seems ade-
quate. 
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C.5 The Impact of Forecast Uncertainty 
The results of experiments like those reported in so far may be expected to exhibit a de-
gree of random variation, or 'noise'. The results of individual experiments will not al-
ways conform precisely to expectations because they are drawn from a distribution of all 
possible results. In a similar way to taking a sample of observations from some physical 
experiment, these computational experiments could be expected to occasionally produce 
results that are not really representative. Further, differences between the results of indi-
vidual experiments may not be significant for this reason. 
One of the reasons that such behaviour takes place in these experiments is that there 
are mathematically alternative optima. These occur when an optimisation problem, such 
as that solved to find the least cost dispatch of generation from an electricity system, has 
several solutions with the same cost but with different settings of the decision variables. 
For example, the linear programs used in this thesis might propose that some hydro 
station generate at a low level in one period and a high level in the next, while another 
station generates at a high level in the first period and a low level in the next. It may be 
the case that the generation profiles could be exchanged to some extent without altering 
the overall cost, i.e. the first station generates high then low and the second generates 
low then high. These two distinct solutions could have approximately the same total 
cost and hence both are optimal, as would any linear combination of the two. 
In two places, such alternative optima may cause variation in the cost penalties re-
ported: 
• the market clearing phase in which there are several alternative optimal sets 
of output targets; 
" and the centralised optimisation when it is used to form generating company 
market forecasts for offer creation 
Investigation of the former is reported later in the sensitivity analysis. Alternative op-
tima in the offer formation process is dealt with by introducing a moderation factof-a 
slight penalty on changing the level of generation at a station relative to system load. 
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Additional variation in the solutions may be introduced by sensitivity of the model to 
its input data. Later sections of this appendix investigate the sensitivity of the model's 
results to random changes in tributary and demand forecasts as well as storage policies. 
C.S.1 Alternative Optima in Market Clearing 
When more than one generator offers the same price, alternative optima can occur in the 
market-clearing phase. This may happen if a tie occurs at the market clearing price, then 
all of the generators offering this price will be on the margin. The market solution will 
be indifferent about which of the offers is taken up and the decision made within the 
model is arbitrary. This is the reason behind the strategies for forming multi-band fixed 
offers, to guide the market's solution toward more moderate decisions by adding inter-
mediate price bands. Consequently, different targets can result from random optimal se-
lections of the same set of offers, each distinct sets of targets produces different de-
centralised dispatches and hence cost distortions. 
Experiments in this section test the scale of this variation with experiments that 
slightly perturb the prices offered by different generators, to encourage the market to 
consistently favour one generator. This situation is likely to be observed in a real market 
situation too, as some generators offer slightly lower prices than others because of mar-
ginally different short-term forecasts andlor long-ternl strategies. This can result in cases 
in which one generator's offers are accepted and another's are declined even though the 
difference in offer price is minute. 
One strategy to remedy this situation in a real market is to limit the precision to 
which offer prices may be specified, then some rule could cover situations where two or 
more generators offer at the same price. For example, each offer could be partially ac-
cepted in proportion to its size. 
The following sections examine the impact of alternative optima on multi-band fixed 
offers and multi-band sculpted offers, ignoring this latter issue, and focusing on the 
range of variation in the results reported earlier. 
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The set of experiments detailed in this section uses multi-band fixed offers. It is likely 
the results for the three-band sculpted offers will be more stable when using narrow 
width central bands because, in these cases the market does not have much leeway when 
making decisions. 
The five hydro groups are ranked in a variety of merit orders: 
1) North-South order: Taupo, Waikaremoana, Clyde, Manapouri, Waitaki. 
2) A South-North order: Waitaki, Manapouri, Clyde, Waikaremoana, Taupo. 
3) A small to large order: Waikaremoana, Manapouri, Clyde, Waitaki, Taupo. 
4) A large to small order: Taupo, Waitaki, Clyde, Manapouri, Waikaremoana. 
For each merit order, the prices offered are perturbed slightly so that the market will pre-
fer generators lower in the merit order. For example, the first merit order has all offers 
from Taupo decreased in price by 2 cents per MW, Waikaremoana decreased by 1 cent 
per MW, Clyde at its normal price, Manapouri increased by 1 cent per MW and Waitaki 
increased by 2 cents per MW. Note that these merit orders represent extreme points and 
hence might be expected to show the limit of the range of variation. Arbitrary choices 
between marginal offers might be expected to show less variation. Hence these results 
probably represent a worst case. However, this may not be unrealistic since offer prices 
are likely to be subtly different due to different perspective and strategies. 
The results in Table 6-40 to Table 6-43 show significant variation. For example the 
cost distOltions for the $148.00 per MW penalty rate and the $(0,0.6)$ parameter setting 
are shown below-this parameter setting shows the lowest cost distortions reported ear-
lier. The last column in these tables gives the cost distortion for those earlier experi-
ments. This set of experiments is a similar to, but larger than those performed here ex-
cept that the choice between the marginal offers is arbitrary rather than driven by the 
merit order cost perturbations described above. 
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Grouping 
Forecast Sf low Nflow Small low Large low Previous 
Over 4.0 1.4 3.4 2.1 2.8 
Accurate 2.2 0.7 1.5 1.8 1.8 
Under 1.3 3.3 3.2 1.6 1.6 
Average 2.5 1.8 2.7 2.1 2.1 
Table 6-40: Multi-band fixed offers: direct cost distortion (%) 
The range of results from these experiments is a 1.8%-2.7% cost distortion. The pre-
viously reported value of 2.1 % falls within this range. Note that the methods used in the 
previous experiments could have produced any of the results in the bottom row, simply 
as a result of the way in which the market set the targets. It might be expected, on aver-
age, the cost distortion would fall in the middle of the range. However, this is not neces-
sarily true, as the extreme points tested above may all be worse than a more moderate 
solution. 
The range of average results for $18.00 per MW and $1.12 per MW penalty rates are 
1.1 %-2.2% and 0.04%-0.07% respectively. 
Grouping 
Forecast Sf low Nflow Snwlllow Large low Previous 
Over 4.0 1.4 3.4 2.1 2.8 
Accurate 2.2 0.7 1.5 1.8 1.8 
Under 2.9 5.9 3.4 4.5 7.9 
Average 3.0 2.7 2.8 2.8 4.2 
Table 6-41: Multi-band fixed offers: transaction cost inclusive distortion (%) 
The variation in total costs seen in these experiments is less than that for the direct 
costs, with a range of 2.7-3.0%. This is due to the model optimising the total cost, in-
cluding penalties-one would expect these values to remain quite stable. The direct 
costs vary more because the model can trade off between a low direct cost but high pen-
alty payments as generators default on targets, or a higher direct cost but lower penalties 
as generators meet the targets. 
Surprisingly, the value previously reported, of 4.2% cost distortion, lies outside the 
range of results from this experiment. This is a consequence of the one extreme result of 
7.9% total cost distortion when all generators underestimate the demand. It could be 
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concluded that the previous result is an outlier and a better estimate of the increase in 
total costs over the centralised solution would be 2.7-3.0%. The range of average results 
for $18.00 per MW and $1.12 per MW penalty rates are 1.6-2.5% and 0.29-0.33% re-
spectively. 
It is very difficult to estimate standard deviations from the data reported here, be-
cause the experiments deliberately set out to produce extreme results, rather than a really 
representative sample. Hence, any confidence interval based upon sample standard de-
viations is likely to be too wide. A very rough, rule-of-thumb estimate of the range of 
uncertainty in the cost results for multi-band fixed offers in this report might be +/-
1.0%. 
This level of variation does mean that differences apparent in individual experiments 
may not prove to be very significant. However, the large number of experiments per-
formed means that the overall conclusions reached still appear to be valid after this type 
of error has been accounted for. Each experiment performed involves several runs of the 
market clearing model and this helps to reduce the variation in the averages calculated, 
also, the distributions of the cost and defaults results appear symmetrical. 
One might conclude that fixed offers are highly sensitive to perturbation in offer 
prices. A facet that makes them undesirable both in terms of average cost distortion and 
the range of such distortions. 
The following reports the results of two sets of experiments, with different con-
straints on ending storage and flows in transit: 
1) Beginning and ending storage are set to the same values as the centrally coor-
dinated model, for reservoirs without an assigned water value. End of day 
flows-in-transit are looped by constraining them to be the same as the flows-
in-transit at the beginning of the day but this level is allowed to be optimised 
in the market dispatch. The experiments use factors of $8.00 and $300.00 to 
moderate the centralised dispatch. 
2) The sum of end of period storage and flows-in-transit for each reservoir in the 
de-centralised dispatch is constrained to be the same as the sum of these 
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quantities in the centrally coordinated dispatch. This is a more realistic as-
sumption than the first model that allows flows-in-transit to be optimised in 
the de-centralised model. A factor of $300.00 is used to moderate the central-
ised dispatch. 
It is somewhat unclear exactly what level of moderation factor should be used. If set 
very low it may not have enough stabilising effect on the solutions, but, if set high, even 
without altering the cost of the solution, it might distort the prices. The values of 
$300.00 and $8.00 are selected for these experiments after some preliminary trials, with 
$300.00 being the highest the model can tolerate before the cost of the dispatch is af-
fected and $8.00 being small enough to have some moderating effect without distorting 
prices. 
These experiments are similar to those shown earlier for multi-scenario multi-band 
sculpted offers. Of five possible demand scenarios, each generator chooses three to form 
their offer. Five different forecast scenarios have different generators forecasting high, 
low, or accurate demand scenarios. The results in Table 6-42 to Table 6-49 show the 
averages across these five forecast scenarios. 
The extrapolation parameters used are 0.2% and 2.0% of the maximum possible gen-
eration, as these are the best settings found earlier. The set of penalty rates trialed is 
$148.00, $37.00, $18.00 and $4.50. 
Table 6-42 to Table 6-45 shows the results for the first case with a moderation factor 
of $300.00 in the top half of each table and a moderation factor of $8.00 below. The re-
sults show a significant reduction in cost distortion compared with the earlier model. 
The best results for the latter, at a high penalty rate are a 0.6% rise in direct costs, with 
no penalty payments. A similar pattern to earlier experiments is evident, with the distor-
tions remaining approximately constant until the penalty rate falls below $18 per MW 
and offers with minimal extrapolation outside the range of the scenarios pelforming 
best. 
224 Energy Market Results Appendix C 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00, 0.002) 0.27 0.27 0.26 0.04 
($300.00, 0.02) 0.44 0.44 0.33 0.06 
($8.00, 0.002) 0.32 0.32 0.32 0.05 
($8.00, 0.02) 0.45 0.45 0.42 0.08 
Table 6-42: Multi-band sculpted offers with three scenarios: direct cost distortion (%) 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00, 0.002) 0.27 0.27 0.26 0.12 
($300.00, 0.02) 0.44 0.44 0.41 0.18 
($8.00, 0.002) 0.32 0.32 0.32 0.15 
($8.00, 0.02) 0.45 0.45 0.44 0.21 
Table 6-43: Multi-band sculpted offers with three scenarios: transaction cost inclusive distortion (%) 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00, 0.002) 0.0 0.0 6.0 197.0 
($300.00, 0.02) 0.0 0.0 50.0 296.0 
($8.00, 0.002) 0.0 0.0 0.0 256.0 
($8.00, 0.02) 0.0 0.0 12.0 328.0 
Table 6-44: Multi-band sculpted offers with three scenarios: target defaults (MWh) 
In both cases, the target defaults are zero for high penalties and a small extrapolation 
width. For $4.50 penalties, the quantity of target defaults show a slight improvement 
over the results found earlier. 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00, 0.002) -12.0 -12.0 -12.0 -29.0 
($300.00, 0.02) 28.0 28.0 -1.0 -25.0 
($8.00, 0.002) -39.0 -39.0 -39.0 -49.0 
($8.00, 0.02) 0.0 0.0 -7.0 -36.0 
Table 6-45: Multi-band sculpted offers with three scenarios: increase in spills (MWh) 
The centralised solution results in 206.0 MW of spill occurring on the Waikato chain 
with spill past Whakamaru down to Maraetai before and during the second peak of the 
day. The average spill in the market dispatch is less than the centrally coordinated dis-
patch in many cases because the sum of the targets set in market clearing for the Wai-
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kato chain is often slightly below the sum of the centrally coordinated responses hence, 
the river chain is not driven quite so hard over the day and less spill is needed. 
Experiments with a more realistic set of boundary conditions, i.e. end of day storage 
aggregated with flows-in-transit and constrained, shown in Table 6-46 to Table 6-49, 
resulted in slightly higher cost distortions. 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00, 0.002) 0.30 0.30 0.28 0.06 
($300.00, 0.02) 0.47 0.47 0.47 0.10 
Table 6-46: Multi-band sculpted offers with three scenarios: direct cost distortion (%) 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00, 0.002) 0.30 0.03 0.28 0.09 
($300.00, 0.02) 0.47 0.47 0.47 0.15 
Table 6-47: Multi-band sculpted offers with three scenarios: transaction cost inclusive distortion (%) 
Target defaults and spill are also generally slightly worse than for the looped and opti-
mised end conditions. 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00,0.002) 0.0 0.0 0.5 267.0 
($300.00, 0.02) 0.0 0.0 0.0 373.0 
Table 6-48: Multi-band sculpted offers with three scenarios: target defaults (MWh) 
Penalty 
(Moderation, Width) $148.00 $37.00 $18.00 $4.50 
($300.00, 0.002) 9.0 9.0 9.0 -2.0 
($300.00, 0.02) 51.0 51.0 51.0 10.0 
Table 6-49: Multi-band sculpted offers with three scenarios: increase in spills (MWh) 
From the results above it appears that the occurrence of alternative optima in the un-
moderated models causes the model to over estimate the minimum cost distortion. This 
is probably because the unmoderated models tend to produce extreme solutions in both 
the offer formation and the market-clearing phase. The more moderate solutions pro-
duced by the new model have a lower mean as well as variation of their cost distortion. 
A more accurate estimate of the minimum achievable distortion might be 0.25-0.35% 
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increase in direct fuel costs, with virtually no defaults on targets by generators under a 
high penalty rate. 
C.S.2 Demand Forecast Sensitivity 
In all the experiments with multiple scenario offers performed to date, the generators 
form their offers using three out of a set of five scenarios. Although some account is 
taken of generators' uncertainty by varying the demand forecasts, given that they also 
used the two scenarios on either side of their expected load profile, one of these scenar-
ios is always the day that actually happens. Hence, the results of these experiments may 
be optimistic, since in reality, generators will not guess the exact form of the following 
day's demand. 
To validate the results presented thus far one might hypothesise that if generators in-
clude the actual day inside the 'envelope' of forecast days it is possible to replicate cost 
distortions as low as if generators exactly forecast the actual day in one of their scenar-
IOS. 
The scenarios used earlier are formed simply by scaling the whole day's demand up 
or down by a percentage, whereas there may also be uncertainty about the shape of the 
load profile. For example, peak periods might be earlier or later than expected or last for 
longer or be more or less extreme. To test the effects of generators' unceltainty about the 
form of the load profile, this set of experiments uses demand profiles for the market 
clearing and market dispatch phases different from those in the simulations used to form 
offers. 
Two types of discrepancy between the demand profiles the generators expect and 
those that actually occur are trialed. They are chosen for simplicity and ease of imple-
mentation in the experiments and do not necessarily represent the range of mis-
forecasting actually experienced. 
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Figure 6-74: Deviation of demand from generators' expectation 
Figure 6-74 illustrates the two kinds of differences between generators' expectations 
and the real load with the central line in the diagram representing generators' expecta-
tions about the form of the demand-they scale this line up or down to give their three 
scenarios: 
1) The 'tilted' demand profile represents a day in which the load is initially 
higher than generators expect but deviations decrease as the day progresses 
until by the end of the day it is less than generators expect. With a negative 
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tilt, the converse is true-the demand begins the day lower and finishes 
higher than expected. 
2) The 'peaked' demand profile is used to make peak/off-peak differences 
greater or smaller. A positive value of x gives the valley profile seen above, 
relative to the base demand day. This is used to generate a profile in which the 
demand is more evenly spread across the day. A negative value of x gives a 
more peaked profile, and represents a day in which the demand for the day is 
concentrated more in the central periods than generators expect. This has the 
effect of making the peak periods more extreme, and the off-peak periods 
even lower in load. 
A set of experiments is presented for both types of demand deviation for deviations of 
+ 12.0%, +4.0%, -4.0% and -12.0%. Each set is carried out using a variety of extrapola-
tion widths for the offers and penalty rates. They also involve different groups of gen-
erators forecasting high, medium or low demand days using their expectations of the 
form of the demand that differs from the actual demand profile that occurred. 
The figures reported in Table 6-50 to Table 6-53 are the average results across the 
five forecast scenarios. As before these are: 
1) All accurate 
2) All high 
3) All low 
4) Waikato and Waitaki high with the rest low 
5) Waikato and Waitaki low with the rest high 
Consistent with the hypothesis, the experiments where generators correctly forecast the 
shape of the demand profile, though not necessarily its scale, yield lower costs than 
situations where generators mis-forecast the shape of the demand profile across the day. 
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Tilt 
(Penalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) 1.54 0.43 0.30 0.38 1.03 
($148.00, 0.02) 1.38 0.50 0.47 0.45 0.80 
($18.00,0.002) 1.09 0.43 0.28 0.35 0.88 
($18.00,0.02) 0.95 0.50 0.47 0.45 0.69 
($4.50, 0.002) 0.19 0.08 0.06 0.13 0.34 
($4.50, 0.02) 0.19 0.12 0.10 0.14 0.34 
Table 6-50: Multi-band sculpted offers with three scenarios: direct cost distortion (%) 
In previous experiments the lowest cost results when using a very narrow extrapola-
tion parameter. This is not surprising, since the actual demand is always one of the sce-
narios chosen by the generator hence, any widening of the offer bands beyond the sce-
narios will only allow the market room to push the generator away from their preferred 
trajectory. 
In contrast, the above results show the wider extrapolation parameter, with offers 
which extend 2% of the maximum generation beyond the market simulation observa-
tions, yielding lower costs for the + 12% and -12% tilts. This indicates that for situations 
in which generators' forecasts deviate significantly from the load which actually occurs, 
some extrapolation beyond the points resulting from the market simulations may be de-
sirable. This is probably an even better solution, in cases with high uncertainty, will be 
to use a wider range of scenarios in the offer formation process. 
Tilt 
(Penalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) 1.58 0.43 0.30 0.38 1.03 
($148.00, 0.02) 1.38 0.50 0.47 0.45 0.80 
($18.00,0.002) 1.10 0.43 0.28 0.35 0.97 
($18.00,0.02) 0.95 0.50 0.47 0.45 0.77 
($4.50, 0.002) 0.23 0.10 0.09 0.16 0.54 
($4.50, 0.02$) 0.23 0.16 0.15 0.19 0.48 
Table 6-51: Multi-band sculpted offers with three scenarios: transaction cost inclusive distortion (%) 
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Tilt 
(Penalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) 3.0 0.0 0.0 0.0 0.0 
($148.00, 0.02) 0.0 0.0 0.0 0.0 0.0 
($18.00, 0.002) 81.0 0.0 5.0 13.0 72.0 
($18.00,0.02) 73.0 0.0 0.0 0.0 50.0 
($4.50, 0.002) 1117.0 390.0 267.0 262.0 729.0 
($4.50, 0.02) 946.0 398.0 373.0 295.0 472.0 
Table 6-52: Multi-band sculpted offers with three scenarios: target defaults (MWh) 
The target defaults have a similar pattern to the costs with the worst results coming 
from the situations in which the worst generator misestimation of the form of the de-
mand profile occurs. Note that except for the case of -12% demand discrepancy with 
0.2% extrapolation, the targets set are still physically feasible, being met for a penalty 
rate of $148.00 per MW. 
Tilt 
(P enalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) -26.0 -21.0 9.0 -12.0 63.0 
($148.00, 0.02) -34.0 26.0 51.0 4.0 24.0 
($18.00, 0.002) -26.0 -21.0 9.0 -12.0 61.0 
($18.00,0.02) -34.0 26.0 51.0 4.0 24.0 
Table 6-53: Multi-band sculpted offers with three scenarios: increase in spills (MWh) 
No clear pattern emerges from the spill figures with the results all being reasonably 
close to the level of spill occurring in the ideal solution. The apparent consistently lower 
spill in the -12% case is misleading since the centralised solution has more spill in this 
case. 
Patterns for peaked demand profiles are similar except that the -12% results are much 
worse. The average results for the cost distortion increase mainly in the forecast scenar-
ios in which all generators predict a low day and the one in which Waikato and Waitaki 
predict a low day. Both scenarios result in substantially less generation being offered 
however, a -12% peaked demand gives an actual demand 12% greater than generators' 
0% scenario in the middle of the day. The first peak of the day is far more extreme than 
the hydro generators' offers make allowance for and so more thermal generation is 
scheduled resulting in a higher cost. 
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Peak 
(Penalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) 3.49 0.39 0.30 0.66 1.32 
($148.00, 0.02) 3.74 0.47 0.47 0.69 1.08 
($18.00,0.002) 2.14 0.38 0.28 0.65 1.24 
($18.00,0.02) 1.80 0.47 0.47 0.68 1.07 
($4.50, 0.002) 0.30 0.18 0.06 0.09 0.58 
($4.50, 0.02) 0.29 0.20 0.10 0.11 0.55 
Table 6-54: Multi-band sculpted offers with three scenarios: direct cost distortion (%) 
Peak 
(Penalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) 3.62 0.39 0.30 0.66 1.32 
($148.00, 0.02) 4.96 0.47 0.47 0.69 1.08 
($18.00,0.002) 2.23 0.38 0.28 0.65 1.25 
($18.00,0.02) 1.96 0.47 0.47 0.68 1.07 
($4.50, 0.002) 0.55 0.21 0.09 0.11 0.80 
($4.50, 0.02) 0.51 0.24 0.15 0.16 0.73 
Table 6-55: Multi-band sculpted offers with three scenarios: transaction cost inclusive distortion (%) 
Peak 
(Penalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) 10.0 0.0 0.0 0.0 0.0 
($148.00, 0.02) 96.0 0.0 0.0 0.0 0.0 
($18.00,0.002) 224.0 7.0 5.0 5.0 34.0 
($18.00,0.02) 265.0 0.0 0.0 1.0 7.0 
($4.50, 0.002) 2176.0 238.0 267.0 682.0 878.0 
($4.50, 0.02) 1987.0 279.0 373.0 641.0 654.0 
Table 6-56: Multi-band sculpted offers with three scenarios: target defaults (MWh) 
Peak 
(Penalty, Width) -12.0% -4.0% 0.0% 4.0% 12.0% 
($148.00, 0.002) 533.0 -29.0 9.0 3.0 -36.0 
($148.00, 0.02) 316.0 -17.0 51.0 55.0 -37.0 
($18.00,0.002) 426.0 -29.0 9.0 3.0 -36.0 
($18.00, 0.02) 302.0 -17.0 51.0 55.0 -37.0 
($4.50, 0.002) 75.0 -34.0 -2.0 0.0 -45.0 
($4.50, 0.02) 77.0 -34.0 10.0 21.0 -42.0 
Table 6-57: Multi-band sculpted offers with three scenarios: increase in spills (MWh) 
Clearly, the previous estimate of cost distortion of around 0.25-0.35% is optimistic if 
the kind of misestimation of demand explored here occurs in practice. Cost distortions 
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as high as 3.7% direct cost and 5.0% total cost are observed in these experiments, when 
the actual demand falls outside the range of the generators' scenarios however, several 
factors should be noted in connection with the results. The offers are formed in a fairly 
simple manner from a few scenarios-performance will likely be improved by the fol-
lowing measures: 
EI Widening the range of the three offers for example, using an expected sce-
nario and +/-10.0% scenarios around this. This will cope better with a wider 
range of possible demand patterns. However it would probably produce infe-
rior results to closely spaced scenarios for the cases in which scenarios are ac-
curate, since this would allow the market to set targets away from the gen-
erators' desired trajectories. There is a trade-off here between what the gen-
erators know, and what the market knows 
., A better solution would be to use more scenarios in the offer formation proc-
ess-in this way a wider variety of scenarios will allow the expected scenar-
ios to be catered for and a few extreme scenarios could hedge against extreme 
outcomes 
The long term average cost distortion produced by a market dispatch regime is depend-
ent on how often various misforecasting situations occur. The worst case results above, 
of 3.7% increase in direct costs, caused by generators not offering enough to cover a 
peak which is higher than projected may be a situation that occurs relatively infrequently 
The misestimates presented above probably do not represent the most extreme situa-
tions may occur. Both the tilted and the peaked discrepancies have generators estimating 
the total demand for the day approximately correctly. If this is not the case, the results 
could well be worse. 
These conclusions largely support the hypothesis stated at the beginning of this sec-
tion, i.e. if generators include the real-time demand inside the envelope of their demand 
forecasts and their demand forecasts are not too widely spaced cost distortions close to 
the best obtained from accurate forecasting may be achieved. 
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C.S.3 Water Value Balance 
Earlier experiments assume a balanced set of water values throughout the system. This 
will be the case if the inflows are moderate enough to allow the entire generation system 
to be kept in equilibrium, since it implies attempting to equalise the marginal value of 
water in all reservoirs. However, for whatever reason this may not be the case in prac-
tice. 
One might hypothesise that if water values in major reservoirs become significantly 
unbalanced the flexibility of the generation system with regards to dispatch and in par-
ticular to any re-dispatch required to work around inappropriate targets may be seriously 
affected increasing the costs of a de-centralised regime. 
Conversely, it is possible that the difference between the efficiency of the de-
centralised and that of the centralised regime will decrease as water values become un-
balanced because the optimal solution becomes 'clear cut' with such an obvious merit-
order that both regimes produce the same solution. 
To test these hypotheses a set of experiments with the following parameters is pre-
sented: 
€III South Island water values half their base case values the North Island water 
values are twice their base case values; 
€III South Island water values twice their base case values and the NOlth Island 
water values half their base case values 
The centrally coordinated dispatch is solved for each of the scenarios and these solutions 
are used as a basis for a variety of offers which are then used in market clearing and dis-
patch phases. These offers are a selected subset of the types trialed earlier, including the 
parameter settings found to be most promising in addition to some points bounding the 
range in which reasonable performance is reported: 
€III Multi-band, fixed offers with (f3Hl'f3W) pairs of (0.0,0.2), (0.0,0.6), (0.0,1.0) 
and (0.4,0.6) 
€III Three-band sculpted offers with band widths of 2.0% and 10.0% 
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Three different penalty rates of $148.00 per MW, $18.00 per MW and $1.12 per MW for 
defaulting on output targets are tested with three of the demand forecast scenarios used 
earlier: 
1) All accurately estimate demand. 
2) Allover estimate demand by 5.0%. 
3) All under estimate demand by 5.0%. 
The rest of the data: the actual demand, the tributary flows, etc. are the same as in the 
base scenarios tested earlier. 
For the high penalty case of $148.00 per MW, the results generally conform to the 
first hypothesis with the original balanced water value scenario out-performing the un-
balanced cases. Also, the cost penalties are lower for the South Island 10wINorth Island 
high scenario than for the North Island low/South Island high scenario. This is probably 
because the former gives a cheaper overall solution and probably allows dispatch devia-
tions to be met more cheaply on the margin. 
Balance 
Penalty Sf high, Nf low Water value balanced Sf low, Nf high 
( PHI ,j3LO ) 
$148.00 (0.0,0.2) 7.3 3.2 8.9 
$148.00 (0,0.6.0) 7.9 2.8 7.6 
$148.00 (0.0,1.0) 7.3 3.9 5.7 
$148.00 (0.4,0.6) 4.8 3.5 6.0 
$18.00 (0.0,0.2) 0.7 2.1 3.0 
$18.00 (0.0,0.6) 0.5 2.0 2.0 
$18.00 (0.0,1.0) 0.6 2.7 1.5 
$18.00 (0.4,0.6) 0.6 2.5 2.5 
Table 6-58: Multi-band fixed offers: direct cost distortion (%) 
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Balance 
Penalty Sf high, Nf low Water value balanced Sf low, Nf high 
( f3HI ,f3LQ ) 
$148.00 (0.0,0.2) 12.3 4.7 8.9 
$148.00 (0,0.6.0) 11.5 3.8 7.6 
$148.00 (0.0,1.0) 12.6 5.4 6.3 
$148.00 (0.4,0.6) 10.0 5.2 6.1 
$18.00 (0.0,0.2) 5.4 3.2 7.2 
$18.00 (0.0,0.6) 5.5 2.6 5.8 
$18.00 (0.0,1.0) 5.3 3.7 4.4 
$18.00 (0.4,0.6) 3.7 3.2 4.9 
Table 6-59: Multi-band fixed offers: transaction cost inclusive distortion (%) 
For penalties of $18.00 per MW the pattern is not as clear as $148.00 per MW penal-
ties. As may be seen from Table 6-58 to Table 6-61 the first hypothesis is confirmed 
with respect to total costs including penalties but not for the direct cost excluding pen-
alties. It would appear that, for the unbalanced cases with lower penalties, defaulting 
from output targets is much more prevalent. This can mean lower direct costs since the 
de-centralised solution can be closer to the centralised one if targets are not meet but, 
the increased penalty cost means that total costs may still be higher than the balanced 
water values scenario. 
Balance 
Penalty Sf high, Nf low Water value balanced Sf low, Nf high 
( f3HI ,f3LO ) 
$148.00 (0.0,0.2) 190.0 58.0 0.0 
$148.00 (0,0.6.0) 138.0 39.0 2.0 
$148.00 (0.0,1.0) 207.0 58.0 21.0 
$148.00 (0.4,0.6) 200.0 64.0 3.0 
$18.00 (0.0,0.2) 1459.0 344.0 1305.0 
$18.00 (0.0,0.6) 1582.0 177.0 1211.0 
$18.00 (0.0,1.0) 1497.0 298.0 909.0 
$18.00 (0.4,0.6) 958.0 212.0 754.0 
Table 6-60: Multi-band fixed offers: target defaults (MWh) 
Generators are more willing to default on targets at a penalty rate of $18.00 per MW 
under the unbalanced water value cases because in these scenarios the high-water-value 
generators water values are set to around $40.00 per MW. So, buying in some generation 
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at the market price and paying the penalty might still be cheaper than using their own 
water-this is obviously not the case if the penalties are very high. 
The results indicate that the balanced water value scenarios used in previous experi-
ments can be expected to yield optimistic cost estimates especially for cases with high 
penalties. In terms of direct costs it would seem that previous estimates of around 2.0% 
increase may still be reasonable on average for the $18.00 penalty case but for higher 
penalties direct costs could rise by perhaps 3.0-6.0% on average when the range of res-
ervoir balance situations are accounted for. Including penalties these estimates rise to 
perhaps 6.0-10.0% for high penalties and 4.0-5.0% for medium penalties. 
Balance 
Penalty Sf high, Nf low Water value balanced Sf low, NI high 
( fiHI ,j3LO ) 
$148.00 (0.0,0.2) -923.0 674.0 -3359.0 
$148.00 (0,0.6.0) 164.0 619.0 -2661.0 
$148.00 (0.0,1.0) 542.0 758.0 -745.0 
$148.00 (0.4,0.6) 209.0 662.0 -2405.0 
$18.00 (0.0,0.2) -679.0 207.0 -2168.0 
$18.00 (0.0,0.6) -161.0 204.0 -1479.0 
$18.00 (0.0,1.0) 145.0 236.0 -677.0 
$18.00 (0.4,0.6) -75.0 251.0 -1797.0 
Table 6-61: Multi-band fixed offers: increase in spills (MWh) 
Referring to Table 6-61, the unbalanced water value cases show much-reduced spill 
relative to the centralised solution compared with the balanced water value case how-
ever, in absolute terms the amount of spill rises for both the unbalanced cases. The cen-
tralised solution in each unbalanced water value case spills large amounts of water down 
river chains in which ever island has cheap water. The de-centralised solutions also spill 
large amounts of water but not as much-this is probably because the offers moderate 
the targets and so moderate the de-centralised solution. 
Three-band sculpted offers clearly show the balanced scenario performing better-
see Table 6-62 to Table 6-65. 
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Balance 
Penalty, Width Sf high, Nf low balanced Sf low, Nf high 
$148.00, 0.02 3.6 1.8 2.7 
$148.00,0.10 3.1 2.7 4.5 
$18.00,0.02 1.1 1.5 0.7 
$18.00,0.10 0.9 1.2 1.0 
Table 6-62: Three-band sculpted offers: direct cost distortion (%) 
Balance 
Penalty, Width SI high, Nf low balanced SI low, NI high 
$148.00, 0.02 9.4 1.8 3.7 
$148.00, 0.10 10.8 3.5 4.9 
$18.00, 0.02 3.2 1.6 1.5 
$18.00,0.10 3.1 2.1 2.9 
Table 6-63: Three-band sculpted offers: transaction cost inclusive distortion (%) 
Balance 
Penalty, Width Sf high, Nf low balanced Sf low, Nf high 
$148.00, 0.02 225.0 1.0 40.0 
$148.00,0.10 295.0 30.0 15.0 
$18.00,0.02 651.0 30.0 237.0 
$18.00,0.10 670.0 268.0 589.0 
Table 6-64: Three-band sculpted offers: target defaults (MW) 
Balance 
Penalty, Width Sf high, NI low balanced SI low, NI high 
$148.00, 0.02 1329.0 160.0 149.0 
$148.00,0.10 1108.0 1199.0 -163.0 
$18.00,0.02 1288.0 172.0 -170.0 
$18.00,0.10 1108.0 1199.0 -163.0 
Table 6-65: Three-band sculpted offers: increase in spill (MW) 
Direct cost distortions are relatively higher when the penalties for defaulting on tar-
gets are high-presumably because defaulting can be a more attractive option when the 
penalties are more moderate. Overall, the previous estimate of around 1.8% (direct cost) 
distortion for the 2.0% band width might rise to 2.5-3.0% in the high penalty case but 
fall to around 1.2-1.5% in the moderate penalty case. For the 10% band cost distortions 
of around 3.0-4.0%, for high penalties, and 0.5-1.5% for moderate penalties seem rea-
sonable. 
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One might conclude that using balanced water values gives superior results when 
compared with unbalanced water value scenarios because of the greater flexibility the 
system has to adapt to real-time demand in the balanced case. 
In particular, these effects could add perhaps 2.0-4.0% to the previous estimates of 
cost distortion under regimes with high penalties-or equivalently on regimes that allow 
little flexibility once targets have been set. 
In summary, it would appear that: 
" the balance of water values between reservoirs has a significant impact on the 
relative efficiency of a market based dispatch system-this means the results 
presented here may prove to be optimistic in practice in this respect; 
" water value imbalance makes narrow band widths relatively less attractive 
from a system perspective when penalties are high 
The results from the previous section, for three-band independent period offers, are now 
supplemented by results from the two additional water value scenarios used in the pre-
vious water value balance experiments: 
" one in which the South Island water values are half their base case values and 
the North Island water values were twice their base case values; 
" one in which the South Island water values are twice their base case values 
and the North Island water values were half their base case values 
For each of these scenarios the centralised solution is found across five demand scenar-
ios and the generators use three of the five solutions to form five band sculpted offers-
the following scenarios are simulated: 
1) All forecast accurately, i.e. use (-5.0%, +0.0%, +5.0%) demand scenarios to 
form their offers. 
2) All forecast a low demand day, i.e. use (-8.0%, -5.0%, +0.0%) to form their 
offers. 
3) All forecast a high demand day, i.e. use (+0.0%, +5.0%, +8.0%) to form their 
offers. 
4) The Taupo and Waitaki forecast a high day, the rest a low day. 
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5) The Taupo and Wahaki generators forecast a low day, the rest a high day. 
Sets of experiments are presented for penalty rates of $148.00 per MW, $37.00 per MW, 
$18.00 per MW and $4.50 per MW on target defaults and across a selection of extrapo-
lation parameters: 0.2%, 2.0%, 10.0%,20.0% of the maximum possible generation. The 
results of 160 experiments are presented here in addition to the 80 previous results from 
the balanced water value case. 
Referring to Table 6-66 to Table 6-69, the results show considerable improvement 
over those for scenarios with unbalanced water values but, as is consistent with the first 
hypothesis, they are worse than the results for similar offers with balanced water values. 
The numbers given are averages of five forecast scenarios for each water value scenario, 
parameter setting and penalty rate. The cost results are the percentage increase in costs 
over the centralised solution with the same water value scenario but given as a percent-
age of the balanced water value solution. 
Penalty, Balance 
Width SI high, NI low balanced SI low, NI high 
$148.00, 0.002 1.0 0.6 1.4 
$148.00, 0.020 1.1 0.7 1.6 
$148.00, 0.100 1.7 1.1 2.5 
$148.00, 0.200 2.4 2.4 4.6 
$37.00, 0.002 0.9 0.6 1.2 
$37.00, 0.020 1.1 0.7 1.5 
$37.00, 0.100 1.4 0.9 2.3 
$37.00, 0.200 1.9 1.4 4.3 
$18.00, 0.002 0.3 0.6 0.5 
$18.00, 0.020 0.3 0.7 0.5 
$18.00, 0.100 0.6 0.7 0.9 
$18.00, 0.200 0.7 0.7 1.3 
$4.50, 0.002 0.04 0.05 0.02 
$4.50, 0.020 0.05 0.08 0.03 
$4.50, 0.100 0.08 0.11 0.03 
$4.50, 0.200 0.08 0.15 0.03 
Table 6-66: Multi-band sculpted offers with three scenarios: direct costs distortion (%) 
These results show the same pattern as the earlier water value balance experiments 
with the $148.00 per MW penalties giving higher direct costs for the unbalanced water 
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value cases. However, the $18.00 per MW penalties yields lower direct costs in these 
cases because a higher level of defaulting on targets occurs. 
Penalty, Balance 
Width SI high, Nl low balanced SI low, Nl high 
$148.00,0.002 1.0 0.6 1.4 
$148.00,0.020 1.2 0.7 1.6 
$148.00,0.100 5.2 1.7 2.5 
$148.00, 0.200 7.9 3.8 4.8 
$37.00, 0.002 0.9 0.6 1.4 
$37.00, 0.020 1.1 0.7 1.6 
$37.00,0.100 2.5 1.2 2.5 
$37.00,0.200 3.7 2.5 4.5 
$18.00, 0.002 0.7 0.6 1.2 
$18.00, 0.020 0.9 0.7 1.3 
$18.00,0.100 1.7 1.0 2.1 
$18.00, 0.200 2.4 1.7 3.7 
$4.50,0.002 0.31 0.32 0.57 
$4.50, 0.020 0.37 0.35 0.63 
$4.50, 0.100 0.66 0.48 0.99 
$4.50, 0.200 0.88 0.68 1.47 
Table 6-67: Multi-band sculpted offers with three scenarios: transaction cost inclusive distortion (%) 
The increase in total cost is always greater in the imbalance water value cases also, 
note that, although the results are close together for varying penalties in the balanced 
case they show more variance for the unbalanced cases. This is because a higher level of 
defaults occurs in the unbalanced cases, since inappropriate targets are more expensive 
to reach for the generators with higher water values hence, with a moderate penalty it is 
often cheaper for such a generator to default, pay the penalty and buy in cheap power 
from the other island than to generate themselves. 
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Penalty, Balance 
Width Sl high, Nllow balanced Sllow, NI high 
$148.00, 0.002 1.0 0.0 0.0 
$148.00, 0.020 4.0 2.0 0.0 
$148.00, 0.100 136.0 22.0 0.0 
$148.00, 0.200 212.0 54.0 7.0 
$37.00, 0.002 9.0 0.0 28.0 
$37.00, 0.020 7.0 2.0 18.0 
$37.00,0.100 167.0 36.0 27.0 
$37.00, 0.200 267.0 169.0 35.0 
$18.00,0.002 132.0 5.0 220.0 
$18.00, 0.020 167.0 4.0 281.0 
$18.00,0.100 347.0 91.0 385.0 
$18.00,0.200 524.0 316.0 760.0 
$4.50,0.002 284.0 339.0 590.0 
$4.50, 0.020 328.0 345.0 644.0 
$4.50,0.100 613.0 462.0 1032.0 
$4.50, 0.200 845.0 671.0 1537.0 
Table 6-68: Multi-band sculpted offers with three scenarios: target defaults (MWh) 
Low defaults are shown for all water value cases at high penalties. For a penalty rate of 
$18.00 per MW the defaults for the unbalanced cases are considerably higher. These de-
faults occur in whichever island has high water values. They are the result of the gen-
erators in that island choosing to buy in cheap generation from the other island and pay 
the penalty rather than generate them. 
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Penalty, Balance 
Width Sf high, Nf low balanced Sf low, Nf high 
$148.00,0.002 -61.0 8.0 -135.0 
$148.00, 0.020 240.0 61.0 -195.0 
$148.00,0.100 1203.0 429.0 -204.0 
$148.00, 0.200 1814.0 1268.0 -257.0 
$37.00, 0.002 -61.0 8.0 -180.0 
$37.00, 0.020 238.0 61.0 -235.0 
$37.00, 0.100 1155.0 363.0 -306.0 
$37.00, 0.200 1723.0 757.0 -437.0 
$18.00,0.002 -109.0 6.0 -53.0 
$18.00,0.020 64.0 60.0 -81.0 
$18.00,0.100 967.0 297.0 -151.0 
$18.00,0.200 1408.0 486.0 -150.0 
$4.50, 0.002 29.0 5.0 0.0 
$4.50, 0.020 87.0 20.0 -6.0 
$4.50, 0.100 503.0 58.0 -11.0 
$4.50, 0.200 456.0 143.0 -13.0 
Table 6-69: Multi-band sculpted offers with three scenarios: increase in spills (MWh) 
The amount of spill produced by each of the three scenarios is more difficult to interpret. 
The centralised solutions of each of the unbalanced cases show large increases in spill 
over the balanced case-this is due to the low water value generators running their river 
system close to its physical limits for example, many of the South Island low experi-
ments had the Clutha river system running at its maximum generation all day. 
The de-centralised solutions show quite a lot of variation in their spill results. As an 
example, the average across the five demand forecast scenarios for the case with South 
Island water values highINorth Island water values low 0.2% extrapolation and $148.00 
per MW penalties is shown above as -61.0 MW however, because of the variation across 
the forecast scenarios a rough 90.0% confidence interval for this would be approxi-
mately (-320.0, 200.0)-as a consequence, the significance of differences shown in the 
graphs above is dubious. 
The South Island 10wINorth Island high case does seem to show that the de-
centralised solutions produce less spill on average. This is because the targets for the 
South Island generators are sometimes less than the centralised dispatch generation lev-
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els and so the generators do not push their systems as hard in the de-centralised dis-
patch. 
From these results it would appear that using several scenarios to construct offers de-
creases the cost distortions in cases with unbalanced water values as well as the bal-
anced case previously reported. Direct cost distortions of around 1.0-2.0%, with a low 
incidence of defaulting, seem likely for unbalanced water values when high penalties 
apply on defaults. With lower penalties on defaults the direct costs seem reasonably 
comparable across water value scenarios at around 0.3-0.8% but with generators de-
faulting more in the unbalanced cases. The unbalanced cases give more incentive for 
high water value generators to default from inappropriate targets. The higher defaults 
give total costs estimates of 0.5-1.5% for unbalanced water values at moderate penalty 
rates. 
C.S.4 Tributary Uncertainty 
The factors modelled in previous sections are generators' uncertainty about the market's 
demand and their water values. Such uncertainty could stem from uncertainty about the 
total market demand but also from uncertainty about their competitors' offers. Thus, al-
though this latter aspect is not explicitly modelled in previous experiments it might be 
expected to have a very similar effect to uncertainty about total market demand since 
both influence the demand for an individual generator's offer. 
There are sources of uncertainty that do not relate to the market. Uncertainty about a 
generator's physical situation for example, tributary flows could also prove significant. 
The aim of this set of experiments is to determine if this is the case. 
To investigate this issue a set of experiments is shown which combines tributary un-
certainty with the demand uncertainty of previous experiments in order to gauge the ef-
fects of this combined uncertainty using a set of tributary forecast scenarios. 
244 Energy Market Results Appendix C 
The base case is the same as that used in previous experiments, with accurate estima-
tion by generators of the tributary flows for themselves and other generators-the other 
five tributary cases are: 
1) All expect the base case tributary flows but these flows tum out to be 20.0% 
less across the entire country. 
2) All expect the base case tributary flows but the flows into the Taupo river-
chain are 20.0% greater than expected. 
3) All expect the base case tributary flows but the flows into the Taupo river-
chain are 50.0% greater than expected. 
4) All expect the base case tributary flows but the flows into the Clyde river-
chain are 20.0% greater than expected. 
5) All generators expect the base case tributary flows but the flows into the 
Clyde river-chain are 50.0% greater than expected. 
These five cases are run using the same three demand forecast scenarios as previously 
used: 
1) All hydro groups forecast demand accurately. 
2) All hydro groups over estimate demand by 5.0%. 
3) All hydro groups under estimate demand by 5.0%. 
Each of these fifteen experiments is run for penalty rates for defaults on targets of 
$148.00 and $18.00, and the variety of offer types and parameter values. 
It could be expected that solutions with accurate estimation of forecast flows would 
be superior but the pattern of results does not reflect this. Instead, for high penalties 
there is a slight decrease in both direct and total costs as tributaries increase. However, 
these differences are quite possibly due to random variation. For moderate penalties 
there is very little difference between the tributary forecast scenarios although on aver-
age the accurate forecasts are slightly better-see Table 6-70 to Table 6-73. 
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Tributary forecast 
Penalty, All All WKO TPO CLT CLT 
+20.0% +0.0% -20.0% -50.0% -20.0% -50.0% 
$148.00 (0.0,0.2) 3.3 3.2 3.0 2.9 3.1 3.1 
$148.00 (0,0.6.0) 2.8 2.8 2.6 2.6 2.8 2.7 
$148.00 (0.0,1.0) 4.1 3.9 3.8 3.7 3.9 3.9 
$148.00 (0.4,0.6) 3.4 3.5 3.4 3.4 3.5 3.4 
$18.00 (0.0,0.2) 2.3 2.1 2.3 2.7 2.1 2.1 
$18.00 (0.0,0.6) 2.1 2.0 2.1 2.4 1.9 2.0 
$18.00 (0.0,1.0) 2.6 2.7 2.8 3.1 2.7 2.7 
$18.00 (0.4,0.6) 2.4 2.5 2.5 2.7 2.6 2.5 
Table 6-70: Multi-band fixed offers: direct cost distortion (%) 
Tributary forecast 
Penalty, All All WKO TPO CLT CLT 
+20.0% +0.0% -20.0% -50.0% -20.0% -50.0% 
$148.00 (0.0,0.2) 5.1 4.7 4.5 4.4 4.7 4.6 
$148.00 (0,0.6.0) 4.0 3.8 3.6 3.6 3.8 3.7 
$148.00 (0.0,1.0) 5.8 5.4 5.3 5.2 5.4 5.4 
$148.00 (0.4,0.6) 5.7 5.2 4.8 4.4 5.1 5.1 
$18.00 (0.0,0.2) 3.0 3.2 2.8 3.3 2.9 2.8 
$18.00 (0.0,0.6) 2.7 2.6 2.5 3.0 2.6 2.6 
$18.00 (0.0,1.0) 3.9 3.7 3.6 3.9 3.7 3.6 
$18.00 (0.4,0.6) 3.2 3.2 3.1 3.5 3.3 3.2 
Table 6-71: Multi-band fixed offers: transaction cost inclusive distortion (%) 
Tributary forecast 
Penalty, All All WKO TPO CLT CLT 
(fiHI ,fiw) +20.0% +0.0% -20.0% -50.0% -20.0% -50.0% 
$148.00 (0.0,0.2) 70.0 58.0 58.0 58.0 58.0 58.0 
$148.00 (0,0.6.0) 44.0 39.0 39.0 39.0 39.0 39.0 
$148.00 (0.0,1.0) 63.0 58.0 58.0 58.0 58.0 58.0 
$148.00 (0.4,0.6) 88.0 64.0 51.0 39.0 64.0 64.0 
$18.00 (0.0,0.2) 222.0 344.0 175.0 180.0 230.0 238.0 
$18.00 (0.0,0.6) 206.0 177.0 136.0 172.0 213.0 180.0 
$18.00 (0.0,1.0) 405.0 298.0 248.0 266.0 296.0 290.0 
$18.00 (0.4,0.6) 263.0 212.0 213.0 255.0 211.0 209.0 
Table 6-72: Multi-band fixed offers: target defaults (MWh) 
The increase in spill over the centralised solution is less for tributary under estimates. 
The reason for this is unclear but appears to be a combination of more water being 
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available to meet targets and more spill in the centralised solution especially in the case 
of Taupo tributaries being under estimated by 50.0%. 
Tributary forecast 
Penalty, All All WKO TPO CLT CLT 
(Pm ,/3LO ) +20.0% +0.0% -20.0% -50.0% -20.0% -50.0% 
$148.00 (0.0,0.2) 654.0 674.0 546.0 429.0 678.0 673.0 
$148.00 (0,0.6.0) 607.0 619.0 493.0 412.0 647.0 618.0 
$148.00 (0.0,1.0) 809.0 758.0 618.0 482.0 745.0 754.0 
$148.00 (0.4,0.6) 575.0 662.0 590.0 501.0 664.0 662.0 
$18.00 (0.0,0.2) 201.0 207.0 219.0 134.0 225.0 203.0 
$18.00 (0.0,0.6) 206.0 204.0 223.0 89.0 192.0 200.0 
$18.00 (0.0,1.0) 145.0 236.0 199.0 118.0 228.0 237.0 
$18.00 (0.4,0.6) 142.0 251.0 149.0 -51.0 282.0 257.0 
Table 6-73: Multi-band fixed offers: increase in spills (MWh) 
Here, the results in each period are quite uniform, as may be seen in Table 6-74 to 
Table 6-77. They show little difference in cost between the tributary forecast scenarios 
with slightly worse performance in the over estimation scenarios. This is not surprising 
since over-estimating supply capability leaves the generator or the system with a diffi-
cult task to meet any dispatch variations with less than expected resources. 
Tributary forecast 
Penalty, All All TPO CLT 
Width +20.0% +0.0% -50.0% -50.0% 
$148.00,0.02 1.9 1.8 1.7 1.8 
$148.00, 0.10 2.8 2.7 2.5 2.5 
$18.00, 0.02 1.6 1.5 1.5 1.5 
$18.00,0.10 1.4 1.2 1.3 1.3 
Table 6-74: Multi-band sculpted offers: direct cost distortion (%) 
Tributary forecast 
Penalty, All All TPO CLT 
Width +20.0% +0.0% -50.0% -50.0% 
$148.00,0.02 2.2 1.8 1.8 1.8 
$148.00,0.10 3.9 3.5 3.3 3.3 
$18.00,0.02 1.8 1.6 1.6 1.6 
$18.00,0.10 2.3 2.1 2.0 2.2 
Table 6-75: Multi-band sculpted offers: transaction cost inclusive distortion (%) 
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The target defaults are also fairly consistent although it appears that over estimation 
of tributary flows leads to higher defaults. This could be expected since over estimating 
tributary inflows would result in overly optimistic offers, which could become unattain-
able targets whereas, river chains with sufficient flexibility are able to absorb unex-
pected flows in the real-time and will have sufficient time to adjust their offers for the 
next day. 
Tributary forecast 
Penalty, All All TPO CLT 
Width +20.0% +0.0% -50.0% -50.0% 
$148.00, 0.02 12.0 1.0 1.0 1.0 
$148.00, 0.10 43.0 30.0 30.0 30.0 
$18.00,0.02 47.0 30.0 37.0 42.0 
$18.00,0.10 277.0 268.0 223.0 260.0 
Table 6-76: Three-band sculpted offers: target defaults (MWh) 
The increase in aggregate spill over the centralised solution across the whole genera-
tion system falls as the tributaries increase. The amount of spill rises as the tributaries 
increase but the centralised solution spills rise faster than the de-centralised ones-the 
latter could be anchored somewhat by the targets. 
Tributary forecast 
Penalty, All All TPO CLT 
Width +20.0% +0.0% -50.0% -50.0% 
$148.00, 0.02 145.0 160.0 70.0 24.0 
$148.00, 0.10 1197.0 1199.0 1054.0 1000.0 
$18.00,0.02 143.0 172.0 82.0 31.0 
$18.00,0.10 551.0 522.0 553.0 525.0 
Table 6-77Three-band sculpted offers: increase in spills (MWh) 
These preliminary results suggest that hydro generators' uncertainty about their 
tributary inflows does not have a particularly significant effect on the relative efficiency 
of a de-centralised generation dispatch system of the type studied. This is slightly sur-
prising because it might be expected that over estimating tributary flows would result in 
over generous offers and hence inappropriate targets. Conversely, underestimating in-
flows might also be expected to exhibit poor performance relative to the centralised so-
lution because the additional water cannot be easily utilised-since the targets have al-
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ready been set. These two effects do not appear to have been significant in the experi-
ments performed however, a slight increase in defaults is noted for the over estimation 
case. 
The reasons for tributary uncertainty having little effect in the experiments could in-
clude having not modelled extreme enough scenarios. In cases where the tributary fore-
cast is not too different from what actually happens-the generator can modify the re-
leases from the top reservoir to compensate for the shortfall or surplus of tributary 
flows. For this reason, systems with large capacity reservoirs could probably handle er-
rors in tributary forecasts more easily. In addition, the level of tributary inflows is al-
ways assumed to be constant throughout the day. In reality the inflows could peak across 
a number of periods making the effects more extreme. 
In conclusion it appears that generators' uncertainty about their own physical condi-
tion is a relatively minor factor in the relative efficiency of the de-centralised dispatch 
system. Differences of about 0.5% are seen in the experiments but given the small num-
ber of experiments this is probably not significant. 
C.5.5 Uncertain Tributary Flows in the Periodic-update Market 
Previous experiments with the rolling horizon market model have modelled generators' 
uncertainty about the market demand, but not uncertainty about their own physical 
situations. Experiments with the day-ahead market indicated that uncertainty about the 
level of tributary flows into the Clyde system had a major impact on the relative effi-
ciency of the market, when compared with a centrally optimised regime. The ineffi-
ciency of the market in these circumstances was caused by the inability to effectively 
use additional, unexpected, inflows because the day-ahead targets effectively precluded 
additional generation from the Clyde group. Consequently, a market which allows gen-
erators to update their offers and receive revised targets should perform much better un-
der these conditions, and experiments have been performed to test this hypothesis. 
The situation modelled in these experiments was one where the day-ahead forecasts 
of the Clyde tributaries were inaccurate, but by the time the day begins, the forecast has 
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been revised and is accurate. Thus the set of experiments was similar to those performed 
with the day-ahead model. 
For these experiments the model was adjusted so that the sets of offers for the first 
period, which would be submitted some hours ahead of real time, were based upon the 
base level tributary inflows. The market was cleared, and the targets set using these of-
fers. However by the time the real time dispatch occurs the actual tributary inflows are 
known, and so this phase was run using the actual tributary flows into the Clyde system. 
For the rest of the day the offer scenarios and the real time dispatch are also run using 
the correct tributary levels, which are assumed to continue into the next day. The com-
parison centrally optimised dispatch also uses the correct tributary inflows. 
As in the day-ahead experiments, sets of runs were performed with the true tributary 
levels at 80%, 100%, 120%, 150%, and 200% of the base levels expected on the previ-
ous day. Each of these sets of runs consisted of three experiments, with the generators 
forecasting high, accurate and low demand days in the normal manner. Hence a total of 
12 experiments were performed, in addition to the 3 results already obtained for accu-
rate Clyde tributary forecasts. 
The increases in costs compared with the centralised dispatch are shown in Table 
6-78. 
Actual tributaries as % of expected 
80% 100% 120% 150% 200% 
All accurate 0.16 0.14 0.26 0.45 1.62 
All high 0.28 0.25 0.26 0.60 1.50 
All low 0.06 0.02 0.15 0.44 0.91 
Average 0.17 0.14 0.22 0.50 1.34 
Table 6-78: Multi-band sculpted offers in the periodic-update market: direct cost distortions (%) 
The results showed a similar pattern to the day-ahead experiments, but the cost dis-
tortions were reduced considerably, as can be seen in Table 6-79. 
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Actual Clyde tributaries as % of expected 
80% 100% 120% 150% 200% 
Periodic-update 0.17 0.14 0.22 0.50 1.34 
Day-ahead 0.18 0.18 0.71 2.27 6.58 
Table 6-79: Multi-band sculpted offers in the periodic-update market: direct cost distortions (0/0) 
Considering as an example one of the 200% tributary experiments, one can see the 
reason for the improvement over the day-ahead market. The other experiments show 
similar behaviour, but on a smaller scale. The table below shows the way in which the 
Clyde group's initial offer changes when they become aware of the extra tributary flows 
in period 2. The offers increase substantially, and the Waitaki group reduces their offers 
in response. 
Actual Period 
1 2 3 4 5 6 7 8 9 10 11 12 
1 426 
2 415 593 
3 418 600 600 
4 502 704 705 705 
5 752 752 752 752 752 
6 698 728 728 721 721 721 
7 609 752 721 711 709 714 713 
8 633 752 724 721 721 721 721 721 
9 752 752 752 752 752 752 752 752 752 
10 718 752 752 736 736 721 721 721 721 721 
11 454 752 721 721 721 721 721 721 721 721 721 
12 443 741 721 721 721 721 721 721 721 718 719 720 
1 728 721 716 716 719 721 720 721 721 721 719 
2 721 676 668 686 687 686 688 687 671 670 
3 676 668 673 674 674 676 679 666 666 
4 721 721 721 721 721 721 721 721 
5 752 752 752 752 752 752 752 
6 721 721 721 721 721 721 
7 714 707 707 707 707 
8 721 721 721 721 
9 752 752 752 
10 736 736 
11 721 
Table 6-80: Central band of the Clyde offer 
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The results are shown in Figure 6-75, which shows a profile of the way in which the 
projected targets for the Clyde group evolve over the day. The solid line shows the pro-
jected targets from the market clearing in period 1, using the offers that were formed 
assuming the base level tributary inflows. In the day-ahead market, these would have 
been the final targets. The ideal dispatch is much higher than this level through the day, 
and this deviation is the cause of the large cost distortions seen in the day-ahead market. 
However, the rolling horizon model allows generators to update their offers, and so the 
Clyde group offers more generation from the second period on. 
This results in the revised targets seen in Figure 6-75, which is much closer to the 
ideal dispatch. Periods 2 and 3 form a transition period as the Clyde system switches to 
the new trajectory, since the ramp rate restrictions, and the storage levels inherited from 
the periods when the tributary forecast was inaccurate, prevent the river chain from ob-
taining the maximum benefit from the additional water immediately. In the situation 
demonstrated in this set of experiments, similar benefits as those enjoyed by the rolling 
horizon model could be obtained in a day-ahead market by allowing a single update at 
the beginning of the day if the situation requires it. However, the benefits of such a sys-
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tern would be minimal if the correct forecasts were not available until the second or 
some subsequent period. 
The impact of underestimating tributary inflows to the Clyde system in a simple mar-
ket is reduced very significantly for a market that allows generators to update their offers 
as the day progresses. The market which allows such revised offers creates the ability to 
react effectively to unexpected events, such as a higher level of inflows, and the results 
can be a dramatic improvement in the efficiency of the market, when compared with a 
rigid day-ahead market. For example, the experiments indicate that if the tributary in-
flows are 50.0% higher than expected into the Clyde system, the day-ahead market re-
sults in costs 2.23% higher than an idealised centralised solution, but the rolling horizon 
market costs are only 0.50% higher. The long-term significance of such a difference 
would depend upon the frequency with which such misforecasting occurs. It is clear, 
however, that the market which allows updated offers gives considerably more flexibil-
ity to respond to unexpected events. 
Appendix D 
Reserve Offers in Practice 
This appendix provides a more technical discussion of the reserve offer framework de-
scribed in Chapter 5. Section D.1 examines aspects of thermal unit offers. Section D.2 
shows how the framework can be used to model multi-unit hydro (or thermal) stations. 
Finally, Section D.3 provides the formulae for calculating the components of a reserve 
offer and shows and example. 
D.1 Offers for Thermal Units 
Chapter 5 described the reserve capability of a unit assuming it could provide reserves 
over its entire operating range. This section shows how aspects such as minimum unit 
loading points and efficiency curves can be represented in the general offering frame-
work described in that chapter. 
D.l.I Minimum Unit Loading Points 
Figure 6-1 shows a continuous approximation to a unit's feasible operating points for 
instantaneous reserves. There are three key points labelled on this figure: 
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A. The origin, with zero output and zero reserve. 
B. The unit's minimum loading point (MULP). 
C. Which represents operation of the unit at full output. 
In reality, operation below the MULP is not possible, however a linear program can not 
exclude this possibility because the feasible region must include operation at zero and 
hence it must also include operation between zero and the MULP. The linear model can 
be discouraged from choosing points below the MULP by inserting an upward sloping 
section from zero to some point vertically above the MULP. This linearisation gives 
maximum disincentive to operation below the MULP without artificially limiting re-
serve provision at the MULP or above. Thus, if point B is feasible, the ray AB is the 
tightest linear constraint that can be applied to discourage solutions implying operation 
below the MULP. 
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Figure 6-1: A linear approximation to a unit's minimum loading point 
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Figure 6-1 shows all possible operating points for the unit; however, the amount of 
instantaneous reserve actually available is usually less than the unit's spare capacity. 
Figure 6-2 shows how the ABC region may be restricted to AFIYC to represent the re-
serve available in x-seconds (x might be 6 or 60 seconds). Note how the point F is the 
projection of B (a product of the approximation to MULP) onto the time constrained re-
serve feasible region. 
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Figure 6-2: Projection of the linear approximation of the MULP onto the time limited reserve capability 
curve 
The boundary of the region AWIYC has a characteristic 'inverted bath-tub' shape 
composed of: 
Ell a section from point IY to point C along which each extra unit of spare capac-
ity provides an extra unit of reserve in the x-second time-frame; 
III a horizontal section (WIY) along which increasing spare capacity yields no 
more x-second reserve (this maximum will be denoted the x-second PLSR 
RMAXX); 
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II a section from A to F representing the MULP constraint, derived in the man-
ner discussed above 
If more time is allowed, the bathtub has a higher profile and vice versa. If the timeframe 
is large enough, the reserve 'cap' disappears so that the region ABC as in Figure 6-1 de-
fines the reserve capability. 
In the reserve-offering framework, a single wedge can be used to represent this form 
of reserve capability. The parameters defining this wedge are given by: 
iii IRP: the slope of the line from A to F 
-w 
iii r : the maximum reserve RMAX x 
iii CUF: not required 
D.l.2 Fixed Costs and Declining Marginal Cost Curves 
In most cases there is a fixed cost incun'ed by operating a unit and/or the unit's marginal 
cost curve declines over much of the units operating range. In these cases, the most effi-
cient loading point, MELP occurs at some output level greater than zero. The optimal 
operating policy for such a unit, in response to an energy price alone, was characterised 
by Read [1979] who showed that no energy price less than the average cost of operating 
the unit at the MELP would encourage it to operate at all. When the energy price reaches 
this average cost, the unit begins to operate at the MELP. Once the energy price is raised 
beyond this point, the optimal response will increase until, eventually, the energy price 
will be greater than or equal to the marginal cost of operating at full capacity. Hence, 
ignoring incentives to provide reserves, or any other constraint that might require opera-
tion at low loading, the unit would not normally operate economically below the MELP. 
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The extent to which reserve requirements affect the unit's economic operating policy 
depends on the position of the x-second maximum reserve point in relation to the MELP, 
and on the energy price. Consider these three cases: 
1. Where the energy price alone gives sufficient incentive to operate at an energy 
output level (e *) between the MELP and full capacity, and maximum reserve 
( MRp x ) is provided at an output point in the same range. 
2. As for case 1, but where the maximum reserve is at a lower energy output 
point than MELP. 
3. Where the energy price, alone, does not give incentive to operate. 
AppendixD Reserve Offers in Practice 
~~ ..-.. -~.", 
. I Maxhrum I 
! reserve point I (x-seconds) 
ta~==c"="""~."~,,, . .,,,,,::,::\ 
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In the first case, no reserve price would induce the generator to consider mnning the 
unit below the MELP-although it is conceivable that a high enough reserve price may 
make operating at some point between MRp x and e * more attractive than operating at 
e * . In the second case, given a high enough price for reserve, the generating unit could 
be economically operated between MRp x and e * and possibly at a lower output level 
than the MELP. In the third case, any reserve price high enough to cover the cost of 
bringing the unit on to provide reserve would result in the unit generating at the MULP, 
while providing maximum reserve, as defined by the x-second bath-tub curve. 
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Note that it is not possible to reflect a decreasing marginal cost profile with increas-
ing energy, as occurs below MELP, with a simple multi-band energy offer, because the 
LP model will internally reorder the bands so that they are of increasing price. This im-
plies that the cost of operating inefficiently to provide reserve cannot be expressed using 
the energy offer alone. However, this cost can be express by dividing the reserve region 
radially, using two or more wedges, as in Figure 6-4. 
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Figure 6-4: Dividing the feasible region into efficiency wedges 
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First, consider the wedge AMC. Even from an energy perspective, operation within 
the interior of this wedge is undesirable. In fact, only the point A and the line MC repre-
sent efficient operating points; however, the wedge serves to delineate the minimum LP 
feasible region enclosing these three points, and the reserve supplied by that wedge 
could be thought of as 'natural' reserve arising automatically out of the economics of 
generation. 
Next consider the point If At this point the unit is still producing as much energy as 
it can for that level of reserve. Although operating at point IY is not 'efficient' in energy 
terms, it is in terms of the combined energy/reserve output, if both are profitable, on the 
margin, at that point. Thus, if the energy point is high enough, and e' lay along the line 
Me, the optimal energy/reserve point may lie along the line IYM, and the wedge AIrM 
allows for this. The generator would clearly want a fee for operating in this inefficient 
region to provide 'additional' reserve over and above any compensation for lost energy 
output. 
Finally, consider the wedge ASXIr. It would never be economic to constrain off a unit 
into this region, because it provides no more reserve and less energy. However, if energy 
production at point if was not economic, it may become economic to have a unit con-
strained on along SXIY to generate between the MULP and MRPx. The reserve in the 
wedge ASXIY is referred to as 'high ratio' reserve and that in AIYM as 'low ratio' (The 
ratio referred to is the reserve to energy ratio, which will be unity along the ray AIr if 
reserve and energy are scaled by dividing by RMAX x and MRp x respectively). The 
high ratio reserve can then be charged at a higher fee than the low ratio reserve. (If only 
the inefficiency cost is considered, the fee for the natural reserve wedge could be set to 
zero because it lies in the region of increasing marginal cost which can be expressed in 
the energy offer. In the long run, equilibrium prices should also recover the capital costs 
involved, both for TWD and PLSR. However the market may be out of equilibrium (e.g. 
with too much reserve capacity) for quite long periods, and there is no guarantee of cost 
recovery in the medium term. Reserve providers may set fees in an attempt to recover 
such costs, though.) 
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D.2 Hydro Station Offers 
This section describes the creation of reserve offers for multi-unit hydro stations. 
D.2.1 Station PLSR Capability 
Output(MW) 
Figure 6-1: Unit reserve capability scaled to the station level 
Assuming all station units are identical, the unit energy and reserve optimal operating 
policy can be readily extended to a station basis. Figure 6-1 shows the reserve capability 
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plot for a five-unit station. The falling diagonal lines mark the station's capacity limit for 
increasing unit commitment. The unit limit on reserve delivered in a particular time 
frame is also scaled up to a station limit. 
At the station level, each energy output point could imply a range of reserve levels, 
depending on the unit commitment. For example, consider the point (;3 in Figure 6-1. 
The station could produce (;3 MW in three ways by operating: 
• three units at full output, providing no reserve; 
• or four units to provide some reserve; 
• or five units to provide maximum reserve 
The average cost of the reserve provided in these three cases is not the same. This is be-
cause the cost of running units is lowest, on average, at the MELP, and increasingly ex-
pensive away from that point. But, accepting as always in this market, the validity of a 
linear approximation to an integer situation, the average cost is the same along the rays 
from the origin through the marked points for increasing unit commitment. 
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Output(MW) 
Figure 6-2: Station reserve capability divided into efficiency wedges 
Figure 6-2 divides the available x-second reserve into three 'wedges'. Observe from 
this graph that: 
It along any ray from the origin, in this figure, there is a constant ratio of reserve 
to output, corresponding to a constant unit loading regime but with an in-
creasing number of units committed; 
It the first wedge, AMC, or more exactly, its boundaries, AM and MC represents 
'natural' reserve, some provided by operating units at MELP along AM or 
between MELP and capacity, along MC; 
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• the second wedge, AIYM, represents additional 'low ratio' reserve, provided 
by operating units below their MELP (one unit of reserve is made available 
for every unit of energy 'backed off' , along IYM, but the generator will want 
extra compensation for operating their units inefficiently in this way); 
o the third wedge, AFIY, represents additional 'high ratio' reserve, and if the 
energy dispatch suggests output between M and IY, then the station will natu-
rally produce reserve at the corresponding point on AM, or, for a fee on AIY 
(otherwise, the station will not be backed off below IY for reserve purposes, 
but it could be brought on to provide extra reserve up to point IY) 
Adding additional wedges within any of the regions shown can increase the accuracy of 
this approximation. 
The offer framework specifies each ray by the associated increase in slope over the 
previous ray-with the x-axis being called 'ray zero' and having a slope of zero (this 
specification is consistent with the incremental style of the energy offer). These slope 
increments are the Incremental Reserve Proportions or (lRP) for the wedges in the offer. 
Fees for the wedges should increase monotonically as the unit loading increases and the 
ray slope increases (if this condition is violated, the LP will simply reorder the wedges 
appropriately, just as it does with bands of the energy offer). The calculation of the 
wedges for this reserve offer is discussed in Section D.3. 
D.2.2 Combining PLSR and TWD 
Units running in tail-water depressed (TWD) mode for reserve purposes respond to fal-
ling frequency by 'tripping' to generate once the frequency has been below a certain 
point for a measurable length of time. Because of this required time delay, TWD reserve 
is likely to be most important in the 60-second reserve market as a supplement to PLSR. 
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Figure 6-3: Energy, PLSR, and TWD capability 
Assume first, that each MW of capacity assigned to PLSR and TWD provides one 
MW of reserve, as in Figure 6-3, and that the response time allowed is so great that there 
is no 'cap' (RMAYC) on the PLSR. (The fact that TWD can only be supplied in whole 
units will be ignored and assume that some practical rule will be adopted to round the 
continuous LP solution to the nearest integer number of units.) Suppose that a block of 
TWD, AEFB, is available at some cost greater than that for PLSR along ray AB. If gen-
eration is low, it will be possible to commit all TWD units for that purpose, along the 
line EF. Otherwise, the availability of units will be restricted by the combined en-
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ergy/PLSR requirements, falling along the line FB. Beyond B, no TWD is available. 
(This figure implicitly assumes that not all units can be used in TWD mode. In the spe-
cial case where all units can provide TWD, F = G will represent all units committed to 
TWD, and reserve availability will fall continuously from there.) 
Figure 6-3, however, assumes that all committed capacity provides reserve on a MW 
for MW basis. TWD, though, responds rather like PLSR except that it tends to have less 
impact because of its triggering mechanism and subsequent delay. Thus, the PLSR that 
can be delivered in a particular timeframe is limited to RMAX x say, and a similar, or 
perhaps lower, limit should apply to the TWD block as well. This is represented in 
Figure 6-4. 
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Figure 6-4: The feasible region with PLSR and TWD reserves when reserve availability is time limited 
Point IY in Figure 6-4 represents the x-second limit on PLSR shown earlier. The 
points labelled ex and P show how the points, E and F in Figure 6-3 are projected onto 
the time limited reserve feasible region. Point E moves down and represents the fact 
that, even when all depressible units are committed, they provide only a fraction of their 
capacity in the x-second timeframe. This ratio of capacity committed to TWD to that 
available in x-seconds is the Capacity Utilisation Factor (CUF) for TWD. Beyond E, if 
the remaining non-depressible units are constrained on to provide PLSR, the amount of 
reserve delivered increases linearly from point ex, parallel to the top of last 'high ratio' 
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PLSR wedge, until all units are committed (at point P). Thus, the line segment gp is 
the projection of the EF limit, which is a result of the overall limit of TWD capability. 
From this point, units on PLSR must replace TWD units. This produces the line PB' 
up to the maximum x-second reserve-line, E'OX. Thus, the line segment PF is a pro-
jection of the FB segment of the 45-degree line representing the limit on the capacity 
available for combined energy/reserve service down onto the feasible region for deliv-
ered energy. This follows from the earlier observation that the 'cap' FOX can equally be 
thought of as the projection of the BD section of the combined capacity limit. 
Referring to Figure 6-4, suppose that given the energy market clearing price found by 
the LP, the generator would have wanted to operate at full output C, but was constrained 
off to I to provide GI reserves then it would need to be paid at least: 
iii the energy price for AI 
@I plus compensation for all profitable generation foregone IC; 
iii plus its nominated fees for the PLSR commitments of HI; 
iii plus its nominated fee for the TWD commitment of GH 
D.3 Calculating a Reserve Offer 
The IRP and CUF parts of a reserve offer may appear complex, but they have a natural 
physical interpretation and they can be calculated directly from raw unit/station data. 
This section explains the relationship between the spare capacity and delivered reserve 
representations, and shows how to derive the IRP and CUF values for an example hydro 
station. 
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Raw Data 
Observation Enemv Reserve Slope IRP CUF 
Maximum Output 100 0 
MELP 80 20 25.00% 25.00% 1 
Intermediate 50 40 80.00% 55.00% 1.363636 
MULP 20 40 200.00% 120.00% 2.5 
TWO 60 20 3 
Table 6-81: Example observations of output and reserve 
Consider the example of a 100 MW hydro station with 60 MW of TWD capability, 
and a minimum loading point of 20 MW for PLSR. A x-second instantaneous reserves 
offer can be calculated by taking some raw observations of: 
1. The reserves provided by various amounts of TWD. 
2. The reserves provided at various loading points with no TWD. 
Table 6-81 shows a set of three PLSR points at 80, 50 and 20 MW which made available 
20, 40 and 40 MW of reserve in x-seconds respectively. It also shows a single TWD ob-
servation in which the whole 60 MW of TWD was committed and 20 MW of reserve 
was available in x-seconds. The IRP and CUF can be calculated for three PLSR wedges 
and one TWD block using the formulae in Figure 6-5. 
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Figure 6-5: Calculating CUF values for a general piece-wise linear reserve curve 
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The CUF for a block of TWD is simply the ratio of the capacity committed to the re-
serve made available in x-seconds. The CUF for a PLSR wedge is more complex due to 
the interaction of the ray constraints, but it has the same interpretation. 
In general, if the raw energylPLSR observations are denoted (ew,rw), and the sta-
-
tion's capacity is 0, then the IRP and CUP values are given by Equation 6-22 and 
Equation 6-23. Note that eO = -;; and rO = o. 
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Equation 6-22 
~(eW-I _eW) 
CUF W = ...,.----'--------'--:-
( w-I W IV 11'-1) e r -e r 
Equation 6-23 
