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1. INTRODUCTION 
In [7] Roberts and Shipman pointed out that in several well known techniques 
for solving two-point boundary value problems with systems of linear ordinary 
differential equations, the fundamental matrix never appears directly. Since the 
solution of all linear ordinary differential equation systems must ultimately 
be expressible in terms of the fundamental matrix, they then traced the latent 
presence of the fundamental matrix and exhibited its various guises. 
In this paper we show how the fundamental matrix may be used directly and 
practically to solve linear boundary value problems. The direct method is 
particularly recommended for those problems in which the differential equations 
can not be integrated or can be integrated only with difficulties; that is to say, 
the class of problems for which invariant imbedding methods are attractive. 
As in invariant imbedding, the direct use of the fundamental matrix method 
avoids solving the original differential equations expressedly. The direct method 
can handle readily the most general linear boundary value problem; namely, a 
system of linear inhomogeneous ordinary differential equations with implicit 
boundary conditions. 
The direct method of using the fundamental matrix is related to the Kagiwada- 
Kalaba method of invariant imbedding [l-3, 6-81 and the Scott method [5, 81. 
In fact it serves as a bridge between these two techniques. 
2. STATEMENT OF THE PROBLEM 
We desire to solve a system of linear ordinary inhomogeneous differential 
equations with implicit boundary conditions, which problem is expressed as 
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where A, B, C, D, are (m x m), (m x n), (n x m), and (n :,. n) matrices 
respectively; u(z), e(z) are m-vectors and V(Z), f(z) are n-vectors; 
where 01~ , aq9 PI , P2, YI , yz, 6, ,a,, are (m X m), (n *: m), (m x n), (n x n), 
(m x m.), (n x m), (m x n), and (n x rz) matrices respectively; and 9, is an m- 
vector, 7)s is an n-vector. 
The solution of (2.1) may be represented in terms of its fundamental matrix, 
M(x), and its partitioned submatrices MI(z), Ma(z), MS(z), and J&(z) as 
] (c1) + M(z) 1’ AP(8) ($&) dtl, (2.3) 
c2 0 
where Ml(z), M,(z), W&4, and A&(z) have the same dimensions as A(x), 
B(z), C(x), and D(z) respectively, and 
Cl = 40), c2 = v(0) (2.4) 
and cr and c2 are compatible with the implicit boundary conditions (2.2). 
The fundamental matrix M(z), an (m + n) x (m + rz) matrix, is partitioned 
as 
K(z) i&b) 
M(z) = L,(z) M4(z) 1 (2.5) 
and is the solution of the matrix-matrix initial value problem 
I$; I [ 
44 = B(zq M(z) -C(z) -D(z) (2.6) 
with 
WO) = L,(O) Ma(O) 
W(O) W(O)] = I = [k %] ) (2.7) 
where I, and I, are the (m x m) and (n x n) identity matrices respectively, 
and 0, and 0s are the (m x n) and (n x m) null matrices. 




and 4(z) is an m-vector, #(z) is an n-vector. 
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It follows that 
with the initial conditions 
4(O) = 0, $J(O) = 0. 
(2.10) 
(2.11) 
3. GENERATION OF THE FUNDAMENTAL MATRIX 
Having expressed the solution of (2.1) in terms of its fundamental matrix, we 
now proceed to generate the fundamental matrix in terms of its partitioned 
submatrices. There are three ways to obtain the fundamental matrix. The first 
way is to solve the matrix-matrix system (2.6) using the initial conditions (2.7). 
We reject this approach because the system matrix of (2.6) is the same as the 
system matrix of (2.1) and this matrix is responsible for the difficulties in the 
integration of the original system. The second method employs relationships 
developed by Roberts and Shipman in [5], and the R, Q equations of Scott [8]. 
The third approach employs the differential equations of the submatrices 
JG(4, W&4 W(~>, MA 1 z an matrix Riccati equation variables RI(z) and d 
S,(z), which will be defined below. 
Since we have ruled out the first method, we shall proceed to describe the 
second and third techniques for obtaining the submatrices. We begin now with 
the second method. First, we shall exploit a theorem of Levin [4] which relates 
the Riccati equation to the fundamental matrix and its partitions to the solution 
of (2.1). The representation due to Levin is the following: 
Consider the Riccati matrix differential equation 
KG4 = %4 + 44 U4 + R&) %4 + M-4 CC4 W4, (3.1) 
where R,(z) is an (m x n) matrix, and A(z), B(z), C(z), and D(z) have been 
described after (2.1). 
Let s E J, an interval, and R,(s) be given. Then 
R,(x) = [M,(z) R,(s) + M,(z)l[&(z) R,(s) + M&t1 (3.2) 
is for z sufficiently close to s, the solution of (3.1), having the initial matrix 
RI(s) at x = s. The M,(z), i = 1, 2, 3,4 are given by (2.5)-(2.7). 
In our application of (3.2) s = 0, and R,(O) = 0, so Levin’s representation 
reduces to 
R,(x) = M&x) M4(z)-1, (3.3) 
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Roberts and Shipman [5] developed and used Scott’s R, Q equations [8] 
which are a system of initial value problems. The equations appear as 
RX4 = W) + 44 R,(z) + R&> D(z) + R+> C(z) R&), 
W) = 0, (3.4) 
Wd = LW + Rd4 CWI R&>> %(O) = I,,, > (3.5) 
RX4 = !Xz) + Rd-4 CC41 R&4 + W4f(~) + 44, &@) = 0, (3.6) 
QW = Q&9 [W> R&4 + W41, QdO) = 4 7 (3.7) 
QW = Qd4 C(4 R&4 ; Q&Y = 0, (3.8) 
Q&4 = QIW [f(d + CM R&$1, QsP) = 0, (3.9) 
where R&9, Rz(G 9169, Qz( > x are (m X n), (m X m), (n X n), (n X m) 
matrices respectively and R&z) is an m-vector and Q3(z) is an n-vector. 
Equation (3.4) is a matrix Riccati equation (also given as (3.1)) and the 
remaining equations are linear ordinary differential equations. 
Furthermore, in [5] it was demonstrated that RI(z), R&z), R3(z), Q1(z), 
Q&), Q&z) are related to MI(z), Ma(z), M-(z), J&(z), d(z), and I,+) in the 
following way 
R,(4 = M,(z) M&)-l, (3.10) 
W) = J%W - W) WC+ (3.11) 
R&4 = d(4 - M4 $b% (3.12) 
Q&> = ~&V~ (3.13) 
Q&> = -8164 J464, (3.14) 
Q&l = -Qkd VW (3.15) 
Thus if the solutions of the initial value problems (3.4)-(3.9) are known, the 
fundamental matrix M(z) can be constructed from its partitioned submatrices 
for any value of z, 0 < x < X. Similiarly the #(z) and #(z) profiles may be 
generated from (3.12) and (3.15). Th e importance of this is that we may solve 
(2.1) via (2.3) without actually integrating the original system (2.1). The step 
by step procedure for carrying out the solution is given in Section 4. 
The third method for finding the fundamental matrix exploits the differential 
equations for its submatrices, a similiarity relationship between the fundamental 
matrix M(z) of (2.1) and the fundamental matrix a(x) of a related system, and 
the Levin theorem. 
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Upon expanding (2.6), we have 
Jm4 = 44 w4 + Bc4 Ja4, (3.16a) 
WC4 = a4 wk4 + Be4 M&4, (3.16b) 
M&9 = - [Cc4 W(4 + w4 M&41 > (3.16~) 
Ja4 = - Kw Ju4 + 44 ~4(41? (3.16d) 
where the initial conditions come from (2.7) 
W(O) = La , M,(O) = 01 , 
J&(O) = 02 > J4(0) = 42 , 
(3.17) 
Let us now consider the system of linear ordinary differential equations 
where p(z) is an n-vector and q(z) is an m-vector. 
The system matrix in (3.18) is obtained from the system matrix of (2.1) by 
interchanging rows and then interchanging columns. The fundamental matrix 
&I(z) of (3.18) satisfies 
with 
&lo) = [Aa3(0) d?&(O) 
Jw) JUO)] = [t ;)j , (3.20) 
where nir,(x), @a(z), &IX(x), and ji&(x) are (n x n), (n x m), (m x n), and 
(m X m) matrices respectively. 
By Levin’s theorem [4-j, the matrix Riccati equation in 4(z), an (n x m) 
matrix, associated with (3.18) is given by 
&(4 = - [CC4 + &(4 44 + W4 &(4 + W4 B@) 4641 (3.21) 
and has the solution 
w4 = P&c4 W) + Ju4lm(4 w + n;r,(W, s < z < x. (3.22) 
At s = 0, S,(O) = 0, so (3.22) reduces to 
S,(z) = A?&(z) A&(2)-l. (3.23) 
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It will be useful to express S,(z) in terms of the submatrices of M(z) rather 
then those of a(z). Towards this end, we observe that M(z) and a(z) are related 
by a similiarity expression 
where PI is an (m + n) x (nz + n) matrix defined by 
and 
(3.24) 
Since the system matrices of (2.1) and (3.18) are related by the similiarity 
transformation in (3.24) it can be shown that their fundamental matrices are 
also so related 
P,M(z)P;' = s?(z). (3.27) 
By formally carrying out the similiarity transformation in (3.27), we may write 




= a@) @&> 
wdz) Ml(Z) n3c4 njJd4 I (3.28) 
By virtue of the dimensions of the submatrices of M(x) and A?(z), we have from 
(3.28) explicit relationships for the submatrices 
M,(z) = n&(z), M&) = 1c;rz(z>, 
WI(=) = nir,(z>, A!Lyx) = Ayz). 
(3.29) 
Using (3.29), we may now express S,(z) in terms of the submatrices of M(Z) by 
substituting into (3.23) 
S,(z) = M&) M,(z)-1. (3.30) 
With the development of (3.18)-(3.30), we are in a position to evaluate the 
submatrices M%(z), i = 1, 2, 3,4. If we substitute (3.30) into (3.16a), we find a 
useful expression for generating Mr(z). 
JG4 = r&4 + B(z) &(41%(4 (3.31) 
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with the initial conditions MI(O) = I, and S,(O) = 0. On rewriting (3.30), we 
can recover Ma(z) 
&(4 = w4 J4(4* (3.32) 
Substituting (3.3) into (3.16d) yields 
W(4 = -KT4 w4 + w41~4c4, (3.33) 
where the initial conditions are M,(O) = In and R,(O) = 0. On rewriting (3.3), 
we can recover Ma(z) 
K(4 = w4 jJG(4 (3.34) 
Thus if the solutions of the Riccati differential equations for R,(x) ((3.4) with 
the initial condition R,(O) = 0) and S,(z) ((3.21) with the initial condition 
S,(O) = 0) are known, the fundamental matrix M(z) can be constructed from 
its partitioned submatrices by means of (3.31 j(3.34) for any value of z, 
0 < x < x. The detailed steps for solving (2.1)-(2.2) by the third method of 
forming M(z) are given in Section 4. 
4. DIRECT USE OF THE FUNDAMENTAL MATRIX 
With the previous sections as the appropriate background material, we now 
proceed with the description of the direct method of using the fundamental 
matrix in the solution of two-point boundary value problems. 
Let us write (2.8) at z = x 
Substituting (4.1) into (2.2) yields 
(4.2) 
Since the submatrices M&z), i = 1,2,3,4 may be determined over the interval 
0 < x < x by either of the two methods described in Section 3 and since 4(x) 
and 4(z) can also be found over the interval, u(0) and o(O) can be recovered from 
(4.2) provided the inverse exists. Recalling that u(0) = cr and v(0) = ca , we 
find the solution to (2.1)-(2.2) by evaluating (2.8). We describe in detail the 
procedure for both the second and third methods of obtaining the fundamental 
matrix. 
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For the second method of obtaining the fundamental matrix we do the follow- 
ing to solve (2.1)-(2.2): 
1. Integrate the initial value problems (3.4~(3.9) for R,(z), &(x), &(,a), 
Q&+ Q&h Qd z over the interval 0 < a < X, and save the profiles. > 
2. From (3.10), (3.11), (3.13), (3.14) evaluate Mi(z), Mz(z), M.&), and 
i&(z) over the interval 0 < x < X. The evaluation is carried out in the following 
sequence: 
(a) Solve (3.13) for &(a); A&(z) = Q*(z)-i. 
(b) Solve (3.14) for Ma(z); Ma(z) = -Qi(z)-’ Qa(z). 
(c) Solve (3.10) for M,(s); Ma(x) = R,(a) M&z). 
(d) Solve (3.11) for M,(z): M,(z) = R,(z) + R,(z) n/r,(z). 
3. Solve for d(z) and I+(X) over the interval 0 < a < x. 
(a) Solve (3.15) for 4(x); t/(z) = -Qi(z)-l Qs(z). 
(b) Solve (3.12) for ~$(a); (b(z) = R&z) + R&z) $(z). 
4. Solve (4.2) for u(0) and o(O), using the results from items l-3 at z = X. 
5. Determine the profiles U(Z), V(Z), 0 < z < x, by evaluating (2.8). 
Thus the direct method of using the fundamental matrix reduces the implicit 
boundary value problem to an initial value problem and solves this problem 
without integrating directly (2.1). 
For the third method of obtaining the fundamental matrix we do the following 
to solve (2.1)-(2.2): 
1. Integrate (3.4), (3.6), (3.9), (3.21) (3.31), and (3.33) for R,(z), &(,a), 
Qa(z), &(a), Ml(z), and A&(z) over the interval 0 ,( z < x using the initial 
conditions &(O) = 0, R,(O) = 0, Q,(O) = 0, S,(O) = 0, Mi(0) 1.7 I,,, , and 
K(O) = In , and save the profiles. 
2. By (3.32) and (3.34) form M,(z) and M&z) at every step as item 1 is 
executed over the interval 0 < x .< x, and save the profiles. 
3. Solve for $(z) and #(z) over the interval 0 ,( a ,( x 
(a) Solve (3.15) for 4(z); #(.a) = --A&(z) Q”(z). 
(b) Solve (3.12) for 4(z); 4(z) = R,(z) + R,(z) #(z). 
Save the profiles. 
4. Solve (4.2) for u(0) and v(O), using the results from items l-3 at .a = X. 
5. Determine the profiles U(Z), V(Z), 0 ,( z < X, by evaluating (2.8). 
Note in step 1 we may integrate (3.7) directly to obtain Q1(z) for (3.9), rather 
than use the relationship Qi(z) = M4(z)-l in (3.13). 
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5. COMPARISON WITH THE KAGIWADA-KALABA METHOD 
To understand the relationship of the direct method of using the fundamental 
matrix and the invariant imbedding technique of Kagiwada-Kalaba [2, 6, 81 let 
us consider first a simpler boundary value problem consisting of a system linear 
homogeneous ordinary differential equations 
with the explicit boundary conditions 
u(0) = 0, 
U(X) = p. 
(5.2) 
We will now sketch the Kagiwada-Kalaba method for this boundary value 
problem. In terms of the fundamental matrix the solution of (5.1) satisfies 
(5.3) 
where 
Cl = u(0) = 0, cg = v(0). (5.4) 
At z = X, (5.3b) appears as 
v(x) = M,(x)c, + M&)c2 = M&)CB 
or upon rearranging as 
u(0) = c2 = M&-l V(X) = M*(x)-l/3. (5.6) 
Introducing (5.6) into (5.3), we have 
u(x) = M,(z) M&q1 is, 
V(Z) = M,(x) M&)-l p. 
(5.7) 
It is convenient to define the matrix U(z, x), an (m x n) matrix, and the 
matrix V(f(z, x), an (n X n) matrix, as 
@I 4 = M2(4 Juw, 
qz, x) = M*(z) M&x)-l. (5.8) 
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Substituting (5.8) into (5.7), we may write (5.7) as 
(5.9) 
Inserting (5.9) into (5.1) yields the matrix-matrix system 
(where U’(z, X) = dU(z, x)/d z, V’(z, X) = dV(z, x)/dx) with the two-point 
boundary conditions 
U(0, x) = 0, 
V(x, x) = I, 
(5.11) 
which are obtained from (5.8) and (2.7) and are consistent with (5.2). 
Now the Kagiwada-Kalaba method imbeds the original problem (5.1)-(5.2) 
over the interval [0, x], where x is fixed, into a larger class of problems over the 
interval [0, ~~1, where x is a variable end point, z < x < xI , and xf is the 
final value of x. Their method converts the original boundary value problem 
where z is the dependent variable into an initial value problem where x is the 
dependent variable. 
Before giving the differential equations that describe the solution in terms 
of the variable endpoint, we want to point out an important relationship. Let us 
recall from the Riccati equation for R,(a), (3.1), and its solution, (3.2), that at 
s = 0, &(O) = 0, and R,(z) = M,(z) J&(X)-~ as given in (3.3). It follows, 
therefore, from (5.8) that at z = x 
R,(x) = qx, x). (5.12) 
From (5.10)-(5.12), it can be shown that the differential equations which 
describe the dependence of the solution on the variable end point x are 
U&, x) = U(z, x) [C(x) w9 + WI7 
v&b x) = qz, 4 [C(x) q4 + WI, 
.z < x < Xf t (5.13) 
(where U, = dU(z, x)/dx, V, = dV(z, x)/dx), and at x = x, the initial condi- 
tions are 
U(z, 4 = &(z), 
I+, x) = I. 
(5.14) 
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To summarize, the Kagiwada-Kalaba method proceeds as follows: 
1. Integrate once the Riccati equation (3.1) from x = x = 0 to X, with the 
initial condition R,(O) = 0 to obtain R,(x). Save the profiles. 
2. For each value of z at which a solution is desired, integrate (5.13) with 
the initial conditions (5.14) over the interval z < x < xf to obtain the matrices 
U(z, x~) and V(z, xp). 
3. For the specified z, and X, , U( z, x~), I/(x, +), compute 24(z) V(Z) from 
(5.9). 
4. Return to item 2 until the solution is generated for each desired value of z. 
The direct method of using the fundamental matrix to solve a boundary value 
problem and the Kagiwada-Kalaba method are related since they both share in 
common the Riccati equation for R,(z) and the partitioned submatrices of the 
fundamental matrix. The methods differ, however, in how the information is 
used. The Kagiwada-Kalaba method considers z to be fixed and x to be a 
variable and determines U(z, WY) and V(‘(x, x) from their differential equations 
(5.13). The Riccati variable matrix &(z) serves as the initial condition for 
U(z, z) in (5.14). F or the explicit boundary value problem (5.1)-(5.2), the 
Kagiwada-Kalaba method, however, never actually employs the partitioned 
submatrices of M(z) as such. On the other hand, by the direct method of 
using the fundamental matrix one can completely bypass the Kagiwada-Kalaba 
procedure (that is, never compute U(X, x), V(z, X) by (5.13)-(5.14)) and evaluate 
the solution directly in terms of M,&), I&(z), &Qx)-~ by (5.7). In this method z 
is the variable and x is fixed (X = xr). The R,(z) and M,(z) are used to determine 
M,(z) as described in Section 4. Note that in contrast to the Kagiwada-Kalaba 
method, the direct method of using the fundamental matrix does not require 
the repetitive integrations from x to xf for each value of z at which a solution 
is desired (step 2 of the Kagiwada-Kalaba algorithm). 
For more complicated boundary value problems including (2.1)-(2.2), the 
problem can be reduced to the explicit problem (5.1)-(5.2), and then solved 
by the Kagiwada-Kalaba method, For the boundary value problem (2.1)-(2.2), 
we sketch the process. 
Let us solve the second equation of (2.8), evaluated at z = X. 
44 = ~S(X)Cl + %(& + $+). (5.15) 
Since cr = ~(0) and c2 = v(O), we write (5.15) as 
WI = ~*WIW) - W(x) 40) - Ywl. (5.16) 
Upon substituting (5.16) into (2.8), we obtain 
44 = Mlc4 40) + Ju4 ~4cw [4x) - M&) 40) - #(x)1 + 4(z), 
44 = n/r,@4 0) + WC4 WV k44 - M,(x) 40) - #(x)1 -I y+>. 
(5.17) 
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We now define 
$2) = a(z) - Ml(Z) u(O) + M&d Mj(W 1M,(x) q, 
G(Z) = w(z) - M,(z) u(0) + a-&) M‘&)-1 M&z) u(0). 
When we substitute (5.18) into (5.17), we have 
(5.18) 
If we define once again 
U(z, x) = M,(z) M&)-l, 
q% 4 = J4(4 Ju4-1, 
then (5.19) becomes 
Since ii(x), G(z) satisfy (2.1), it follows that 
with the boundary conditions 
U(0, x) = 0, 






lqx) = M&v) M&)-1 = U(x, x) (5.24) 
and the differential equations which describe the dependence of the solution 
on the variable end point x are given by 
u&G x) = U(z, x) CC(x) fh(4 + WI, 
.a < x < xj , (5.25) 
V&, x) = qz, x) [C(x) W) + &>I 
with the boundary conditions at x = x 
up, 4 = R,(4, 
V(z, z) = I. 
(5.26) 
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Let us pause for a moment to review what we have done so far. By the transla- 
tions (5.18) we have converted the problem in U(Z), w(z) with implicit boundary 
conditions to one in C(Z), e(z) with, as we will show, explicit boundary condi- 
tions. This permits us to employ the Kagiwada-Kalaba algorithm. In order to 
evaluate (5.18)-(5.21), we need to obtain first u(O), v(O), u(x~), and v(+). This 
requires the solution of (4.2) and then (4.1). And in order to solve (4.1), (4.2), 
(5.18)-(5.21) we must evaluate Mz(z), i = 1,2, 3,4 and C(z), $(z) over the 
interval 0 < z < x < xf. The algorithm for executing this is the following: 
l-4. From the algorithm for the second or third method of using the 
fundamental matrix, carry out steps 1-4. 
5. Solve (4.1) for u(x,) and CJ(+). (Note by steps 4 and 5 u(O), v(O), u(+), 
v(x~) are known, so the problem has been reduced to an explicit boundary 
value problem.) 
6. For each value of x at which a solution is desired, integrate (5.25) with 
the initial conditions (5.26) over the interval z < x < X, to obtain the matrices 
U(z, xf) and V(z, +). 
7. For the specified z and x = x~, for 4(x), #(z), #(x,), w(x~) from steps 2, 3 
and 5, for U(z, x~), V(z, x~) from step 6, solve (5.21) for C(x), S(Z). 
8. Solve (5.18) for u(z) and u(z) with x = X, , 
9. Return to item 6 until the solution is generated for each desired value of x. 
For the implicit boundary value problem with linear inhomogeneous differen- 
tial equations, to employ the Kagiwada-Kalaba method requires using the first 
four steps of the direct method of the fundamental matrix to supply the requisite 
matrices and vectors. However, as in the explicit boundary problem (5.1)-(5.2), 
we note that the solution of the problem can be obtained without computing 
U(? 4, q? 4. 
6. RELATIONSHIP WITH SCOTT'S METHOD 
The equations in Sections 2 and 3 are essential for the development of the 
direct use of the fundamental matrix method, the Kagiwada-Kalaba method, 
and the Scott method [8]. How these relationships are employed determines 
which method is produced. The direct use of the fundamental matrix method 
serves as the bridge between the Kagiwada-Kalaba method and the Scott 
method. 
In [5] Roberts and Shipman provided the defining relationships (3.10)-(3.15) 
from which the differential equations and their initial conditions for R,(x), 
Ra(z), R&z), Qr(z), Qa(z), Q.Jz), (3.4)-(3.9), are derived. These are the so 
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called R, Q equations of Scott. Upon substituting (3.10)-(3.15) into (2.8), we 
may recover the Scott transformations. 
u(z) = R,(a) $2) + R&4 @) + R&4, 
O<X<X. 
$0) = Q&l +> + Q&d NO) + Q&l 
(6.1) 
7. CONCLUSIONS 
We have developed the direct use of the fundamental matrix method to solve 
systems of linear ordinary inhomogeneous differential equations with implicit 
boundary conditions. The procedure is simpler than the Kagiwada-Kalaba 
method and is equivalent to the Scott method by the transformations given in 
the paper. Depending on how the relations in Sections 2 and 3 are used deter- 
mines which method is produced. The direct use of the fundamental matrix 
method serves as a bridge between the Kagiwada-Kalaba method and the 
Scott method. 
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