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Stability and convergence have long been primary concerns in the 
application of numerical techniques to the simulation of petroleum 
reservoir performance. An iterative method based on sequentially 
reducing the residual to zero at each grid point has been developed. 
It has been shown analytically that this residual relaxation method 
is stable, convergent, and consistent. 
A three-phase areal model was developed to simulate a hypothe-
tical homogeneous petroleum reservoir, and various computational 
methods were tested with this model. The residual relaxation method 
developed in this study (RELAX) was found to converge as rapidly as 
SIP, and much faster than either LSOR or LSOR+2DC. The RELAX+ADIP 
combination was found to converge more rapidly than SIP. No itera-
tion parameter is needed for either RELAX or RELAX+ADIP, and both 
methods are easily programmed. 
The RELAX+ADIP combination was found to be the best method 
tested for solving the pressure equation in the simulation model. 
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I. INTRODUCTION 
The use of mathematical simulation of reservoir fluid flow to 
predict field performance has been widely accepted by the petroleum 
industry. The multidimensional and multiphase flow of compressible 
fluids is correctly described by non-linear partial differential 
equations. The solution to the differential equations by means of 
finite difference approximation relies upon reducing the equations 
to algebraic systems. Depending upon how the non-linear coefficients 
and the unknown variables are treated, various sets of equations re-
sult. A number of methods for solving these equations based on iter-
ative and non-iterative techniques have been developed. 
Stability and convergence conditions inherent in the calculation 
process have always been a prime concern in the application of these 
techniques. A method is considered efficient if it would be stable 
and converge in the acceptable range of reservoir geometry, time incre-
ment, production rate, and transmissibility. Numerous authors have 
made studies to investigate the efficiency of each method. The re-
levant conclusions derived from their investigations were that 
iterative methods are superior to the non-iterative ones, and among 
the iterative methods the most favorable ones are the Strongly Implicit 
Procedure (SIP), the Alternating Direction Implicit Procedure (ADIP), 
and the Successive Over-relaxation Method (SOR). These iterative 
techniques require that an iteration parameter be determined. Despite 
the formulas that are available to calculate this parameter, the 
maximum iteration parameter must be determined by a trial and error 
solution, which is in most cases quite cumbersome. 
The purpose of this study is to secure stability in solving 
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the pressure equation. A method based on forcing the residuals to 
zero at each grid point of each iterative step has been developed in 
this study; the residual relaxation scheme is presented. The favor-
able features of this residual relaxation method are: it is stable, 
it converges rapidly, it is not difficult to program, and it is use-
ful for solving problems involving parabolic as well as elliptic types 
of partial differential equations. 
In order to test the feasibility of the method, a three-phase 
areal model was developed to simulate black oil reservoir performance. 
A complete description of the model is presented in Appendices A, B, 
and C. 
II. LITERATURE REVIEW 
Since its introduction in 1955 by Peaceman and Rachford, 1 
the ADIP method has frequently been used as the standard of compar-
ison for testing other methods employed for reservoir simulation. In 
their investigation Peaceman and Rachford proved that ADIP was un-
conditionally stable, and that it converged more rapidly than the 
extrapolated Liebman method. 
Quon, Dranchuk, Allada, and Leung in 1965,2 and later Coats and 
Terhune in 1966, 3 made studies of the Alternating Direction Explicit 
Procedure (ADEP), and compared it to ADIP. They observed that ADEP 
required less computational effort, but that the accuracy of the 
results was less than could be obtained by the ADIP technique. 
Various types of SOR methods were studied by Bjordammen and 
Coats in 1967;4 and later in 1968, Briggs and Dixon5 made studies 
of some of the SOR methods. The results of these investigations 
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were that ADIP was superior to all types of SOR methods with a single 
iteration parameter, and that the Line Successive Over-relaxation 
method (LSOR) was efficient in solving problems involving heterogeneous 
reservoirs where a small number of grids were suitable for the simula-
tion. The closure criteria used by Bjordammen and Coats in these 
studies were that the maximum sum of residuals, the material balance 
error, and maximum saturation change in the last iteration must not 
exceed specified tolerances. 
Stone in 19686 made a comparative study of SIP, ADIP, and LSOR. 
The results of this investigation were that SIP converged faster than 
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the other methods for increased heterogeneity of the reservoir, while 
ADIP converged more rapidly for homogeneous reservoirs simulated with 
square grids. Later, in 1970, Weinstein, Stone, and Kwan, 7 and again 
in 1971, Steen and Ali~ reported obtaining similar results. However, 
Traylor and Sheffield in 1971 9 added the conclusions that SIP was 
sensitive to the initial pressure estimate, and that ADIP was sensi-
tive to the dimension of the grid and homogeneity of the reservoir. 
Watts in 1971 10 added a correction factor to LSOR. This correc-
tion factor was calculated for each row by forcing the sum of the 
residuals of that row to zero. The purpose of this correction was to 
remove the components of certain eigenvectors from the solution vee-
tors, so that the rate of convergence was increased. Watts indicated 
that the corrected LSOR was very effective for strongly anisotropic 
problems in comparison to SIP and ADIP. Later in 1972, Aziz and 
Settari 11 corrected LSOR in two dimensions. The results of this in-
vestigation were that SIP and their method, LSOR~2DC, were the only 
two methods that converged for all problems tested, and that ADIP 
was competitive with SIP for elliptic cases; also, 2DC could be easily 
programmed. 
Rout and Crawford in 197312 developed a new method which was 
based on calculating the five unknown pressures at the grid points 
(i ,j), (i-1 ,j), {i+l ,j), (i ,j-1) and (i ,j+l ), from the known eight pres-
sures surrounding them. According to their investigation, this new 
method always converged, and in terms of computation time required, the 
new method was competitive to SIP only for small size problems. 
It can be summarized from the above-mentioned studies, that the 
5 
most favorable methods are SIP, ADIP, and LSOR. Each of these methods 
is most efficient in solving particular types of problems. LSOR 
gives better results for small anisotropic problems; ADIP is more 
efficient for simulating homogeneous reservoirs and for solving 
elliptic equations; SIP is best for solving problems having increased 
heterogeneity and anisotropy. 
The relaxation method was first introduced by Southwell in 1935~ 3 
Since then many studies have applied the relaxation technique for the 
solution of linear problems in various fields. Most of these studies 
have been conducted in Great Britain. 
Temple in 193914 developed a general theory of relaxation in 
terms of the theory of linear operators and further introduced a 
method of steepest descent. 
Emmons in 194315 applied the relaxation technique in solving 
multidimensional steady-state flow heat conduction problems. He re-
cognized that the relaxation method was far superior to the analytical 
method of solution in terms of time required to reach a desired ac-
curacy. 
Dykstra and Parsons in 1951 16 introduced the relaxation method to 
oil field research, in order to calculate the true pressure drop mea-
sured in the Hassler type relative permeability apparatus. They came 
to the same conclusions as Emmons, that practically any problem of 
steady-state condition can be solved by the relaxation method and that 
the solution can be obtained in a relatively shorter time period in 
comparison to the analytical method. 
Mitchell and Rutherford in 195317 illustrated analytically that 
the numerical solution of the relaxation technique converged to the 
solution of the finite difference equations. 
6 
Allen in 195418 demonstrated how to develop relaxation schemes 
for the solution of various linear partial differential equations. He 
indicated that the relaxation method always converged to a solution. 
Scarborough in 195519 solved Laplace's equation by a relaxation 
method, and indicated that solutions with a desired accuracy could be 
obtained, even though an arithmetic error had been introduced during 
the process of calculation. This illustrated the stability of the 
relaxation method. 
The general procedure of the relaxation method, as initially 
suggested by Southwell, was to relax first the largest residual, fol-
lowed by the next largest one, and to continue in this manner until 
all the residuals of each point in the system were liquidated. If the 
desired accuracy was not reached, this process of calculation was re-
peated. Because of this particular characteristic in the process of 
calculation the relaxation method was best performed by using a large 
piece of paper, a pencil, and a hand calculator. 
The author has developed a relaxation scheme adaptable for com-
puterized calculation for the solution of the non-linear pressure equa-
tion. The scheme is presented in the next chapter. 
7 
III. THEORETICAL ANALYSIS 
When a numerical method is employed in obtaining a solution of 
a differential equation, the process involves two types of approxi-
mations. The exact solution, u, of the finite difference equation is, 
at best, only an approximation to the true solution, U, of the partial 
differential equation. The convergence of u to U, as the mesh size 
approaches zero, depends upon the finite difference approximation 
employed. 
The second approximation is in obtaining the value u of the finite 
difference equation by the numerical method used. If it were possible 
to carry out all the calculations in the numerical method to an in-
finite number of decimal places, the exact solution, u, of the finite 
difference solution would be obtained. In practice, however, each 
calculation will produce a round-off error, and the solution computed 
will be N instead of u. The numerical method is stable when the error 
decays in the process of calculation. 
A. Convergence of the Implicit Finite Difference Equation 
The difference between the true solution of the differential 
equation and the exact solution of its corresponding difference equa-
tion, (U - u), is called the discretization error. For a two-dimension-
al problem, the magnitude of the discretization error at any grid 
point depends on the sizes of ~x, ~y, and ~t. In general, by decreasing 
~x, ~y, and ~t, the discretization error can be made small, and upper 
and lower bounds can be established. In such a case the finite difference 
approximation converges to the solution of the partial differential 
equation. 
The analytical treatment of convergence of the implicit type of 
the finite difference equation presented here follows that given by 
Lowan20 and Smith21 for an explicit type of finite difference equa-
tion. 
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Denote e = U - u. (III-1) 
where 
Consider the differential equation 
The implicit finite difference approximation to (III-2) is 
n n+l n+l 
u .. 
1 ,J u .. 1 ,J = n u. 1 . X 1- ,J 
n+l n+l 2n u .. + n u.+l . + X 1 ,J X 1 ,J 
For each grid point 
n n u .. = u .. 1,J 1,J 
en · and u~+ 1. i,j' 1,J 
Substitution in (III-3) leads to 







n+l e .. 
1 ,J 
n e .. 
1 ,J 
n+l 
= nx e 
i -1 ,j 
n+l n+1 n+l 2n e. . + n e . 1 . + n e. . 1 X 1 , J X 1 + , J y 1 , J ,-
_ 2n n+l n+l + u~+~ n y ei ,j + ny ei ,j+l 1 ,J - ui ,j 
n un+ 1 + 2n u~+ ~ n u~++ 11 . - n u~+ ~ 1 - X i -1 ,j X 1 ,J - X 1 ,J y 1 ,J-
9 
+ 2n u~+~ - n u~+~+1 . y 1 ,J y 1 ,J (III-4) 







n aU ( x . , y . , t n + Q
0 
L\ t ) 
= u + L\ t _ ___;,1--·~] __ ____::;:____ 
i ,j at 
2 . 2 ( n ) U L\ t d U X. ,y., t + Q l L\ t 
= u~ . + L\ t ( .Lt) ~ . + -2 ·' 1 J 2 
1 ,J a 1 ,J at 
un+l = u~ . - L\x(~)~ . + L\t(lQ)~ . + i-l,j 1 ,J ax 1 ,J at 1 ,J 
2L\xL\t a2U(xi - Q2L\x,yj,tn + QlL\t) 
2! axat + 
L\t2 a2U(xi - 92L\x,yj,tn + 91L\t) 
~ at2 
n+l = 
U; + 1 ,j u~ . + L\x(~)~ . + L\t(~)~ . + 1 ,J ax 1 ,J ax 1 ,J 
6 x2 a
2
u(x; + 9 2~x,yj,tn + g 1 ~t) 
2! ax2 + 
2AxAt a2U(xi + Q2Ax,yj,tn + QlAt) 
2! axat + 
and u~+~ 1 = u~ . - ~y(~)~ . + ~t(~)~ . + 
1 , J- 1 , J ay 1 , J at 1 , J 
similarly, 
n+l 
ui,j+l = u~ . + ~y(~)~ . + ~t(~)~ . + 1 , J ay 1 , J at 1 , J 






n e .. 
1 ,J 
n+l 
= n e. 1 . X 1- ,J 
n+l n+l 2n e. . + n e . 1 . + X 1 ,J X 1 + ,J 
n+l 
n e. . 1 y 1,J-
n+l n+l 




llt{ 1 J 
at 
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Let En denote the modulus of the maximum error along the nth time 
step; then equation (III-5) can be written as 
1 aU(x. ,y. ,tn + 90 llt) En+ - En = llt{--1..;,__~J-.,....--~­
at 
a2u(x1 + s4~x.yj,t" + s 1 ~t) + 
ax2 
(III-6) 
Let M be the maximum value of the expression in the brackets; then 
(III-6) becomes 
En+l < En + (llt)M, 
En+l n-1 + 2(llt)M, or < E 
·n+l 
< Eo + n(llt)M, or E 
or 
En+l 2.. n(llt)M, 
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because E0 = 0; that is, the initial values of u and U are the same. 
When 6t tends to zero, then M approaches to the solution of 
au 1 2u 2u 
-;-t- (k _a_+ k _E__2) 
o ~~c x ax2 y ay 
Since U is the solution of (III-2), the limiting value of M and there-
for of En is zero. En is the modulus of the maximum error, therefore 
IU- ul < En. In this case u converges to U as 6t tends to zero. 
B. Convergence and Stability of Residual Relaxation Method 
The residual relaxation method is an iterative scheme for ob-
taining a numerical solution N of the finite difference equation. 
This method is one which forces N to approach u. Consequently, the 
method will be stable. The analytical treatment of the residual re-
laxation method presented here is based on the works done by Temple, 
and by Mitchell and Rutherford. 
Consider a finite difference equation which can be written in 
the matrix form of 
Ax = D, (III-7) 
where A is the coefficient matrix, x is the solution vector, and D 
is a column vector which is known. 
Let x1 be a trial solution, and set 
Ax l - D = R l. (III-8) 
Then R is a residual column vector. 
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o 1 2 n If a column vector y, y, y , . .. ,y can be found such that 
R0 , R1 , R2 , ... , Rn defined by 
Ro Ayo = R 1 ' 
Rl Ayl = R2, 
. 
·n-1 
_ Ayn-1 Rn, R = 
tend monotonically to zero, then the vector 
xo, x 1 = xo _ Yo, x2 = x 1 _ Y 1 , ... , Xn n-1 n-1 = X - y 
tends to the solution x of Ax = D; because 
Ax1 D = A(x0 yo) D = Ro + Rl Ro = R 1 ' 
Ax2 D A(x 1 yl) D = Rl + R2 Rl R2, = = 
·n D = A(xn- 1 n-1) D = Rn-1 + Rn - Rn-1 Rn. Ax - - y - = 
The vector yn is chosen to have only one non-zero element; as-
sume the jth row, therefore 
where 8 . is Kronecker delta. 
rJ 
n Yr = 8 • k., 
rJ J 




The value of kj can be determined by studying the quadratic form 





The left hand side of (III-12) will be maximum for 
(III-13) 
and the maximum value is 
or it can be written as 
(III-14) 
The discussion above has shown that by assigning y~ = R~/a .. , 
J J JJ 
an improvement on the value of xn+l can be effected such that 
IRn+l I < IRnl. Next it will be shown, that by choosing the appropriate 
value of y, R decreases monotonically to zero. 
Assume that R tends to a lower limit L. For any E > 0, there 
will ben, such that 
1Rnl2- L2 < E:. 
But it is possible to reduce 1Rnl 2 byE (refer to (III-14)), unless 
orltunless 
or, unless 
in this case L = 0, and 1 im 1 Rn 1 = 0 • 
n-roo 
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< £ ~ 
Therefore the numerical solution N converges to the finite difference 
approximation u. 
The relaxation process consists of reducing the residuals from 
whatever the original values are to zero by repeatedly applying equa-
tion (III-10), which is 
Rn+l = Rn _ k a . . . 
r r rJ J 
Suppose errors are introduced in the process of relaxing the residuals, 
n n* 
such that instead of Rr, Rr was calculated. 
Assign the error vector 
The error vector for the next (n+l) step will then be e~+l 
uals are: 
Rn+l = Rn kn - a . . , 
r r rJ J 
or Rn+l = Rn (Rn/ ) - a . . a . . , r r rJ J JJ 
and n+l* n* n* R = R - a .(R. /a .. ). r r rJ J JJ 
Subtracting equation (III-16) from equation (III-17) yields 
a .(e~/a.J.). 






Equation (III-18) is exactly the same recursion formula as 
equation (III-10), except that (III-18) is written for the error 
16 
vector e. Analogous to the above discussion on the residual vector, 
the following will be true for the error vector; that is 
and 
Therefore the residual relaxation scheme is unconditionally stable. 
In order to increase the rate of convergence, in reference to 
equation (III-13), the value of k~ must be maximum. In the original 
J 
relaxation scheme, Southwell made kj maximum by selecting Rr maximum. 
Mitchell and Rutherford modified k~ by 
J 
kj = (~R~ arj)/(~a~j); 
r r 
they chose to relax first the residual with the highest kj. 
The above discussion has dealt with a parabolic equation. In the 
case of an elliptic equation, vector D in equation (III-7) is a zero 
vector. In the process of calculating the residual vector R, D is on 
the right hand side. In the elliptic case the residual vector R will 
then be greater by a magnitude of D than in the parabolic case. All 
else being the same, the relaxation scheme for the elliptic case will 
then be similar to the parabolic case. Therefore the relaxation 
scheme will also be stable for elliptic type of problems. 
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C. Compatibility 
It has been shown that the implicit difference approximation 
converges, and it has also been shown that the relaxation scheme con-
verges to the finite difference approximation and that it is stable. 
In this section it will be shown that the implicit difference approx-
imation is compatible or consistent with the differential equation 
which it represents. The proof will follow the method used by Smith 
for the explicit difference scheme. 
Compatibility is measured in terms of the difference between the 
differential equation and the implicit finite difference equation. 
This difference is called the truncation error and is denoted by T. 
Consider the partial differential equation 








u. 1 . 1 ~ . ,J 2u~+~ + u~:~ . 1 ,J 1 ,J _ n 
bx2 y 
n+l 
u. . 1 1 ,J-
(III-19) 
Let v{x,y,t) be a function possessing continuous partial deriva-
tives. Then the truncation error T is 
n+l n n+l n+l n+l 
v. . - v. . v. 1 ·-2v. . + v. 1 . ( 1 , J 1 , J _ _1_-_, J __ 1--::':-=J~_1 _+_,:;.;,J~ _ n 
b t nx bx2 y 
n+l n+l n+l 




When v = U, where U is the exact solution of the differential equation 
(I I I- 19) , then 
Hence the expansion of T provides a measure of the rate at which the 
value of the finite difference equation approaches the value of the 
differential equation. 
The Taylor's series expansions of the finite difference terms are: 
n+l v .. 
1 ,J 
2 2 3 3 
= n + llt :!;!_ + llt ~ + llt a v 
vi ,j at 2! at2 3! at3 
n+l 
vi-l,j = n v .. 1 ,J 
2 2 
ll :2;!_ + ll t 2::!... + ~ 1___y 
x ax at 2! ax2 
2 2 2 2llxllt ~ + .Q!_ ~ 
2! axat 2! at2 
+ llx4 a4v _ 3llx3llt a4v 3llx2llt2 
4! ax4 4! ax3at 
+ 4! 
. . . ' 
a4v 
ax2at2 
llxllt3 a4v llx3llt a4v + 3llx
2llt2 a4v 
4! axat3 4! ax3at 4! ax2at2 
3llxll t 3 a4v llt4 a4 + 5!.__JL 
4! axat3 4T at4 . . . 
, 
n+l 
v.+l . 1 ,J 
4 4 3 4 2 2 
+ ~x 2_y + 3~x ~t a v + 3~x ~t 
4! "X4 4! 3 4! 
a ax at 
~x~t3 a4v ~x3~t 4 3~x2~t2 + + a v + 4! axat3 4! ax3at 4! 
+ 3~x~t3 a4v + ~t4 a4v 4! axat3 4! -;t4 
S. . 1 1 f n+ 1 d n+ 1 1m1 ar y or vi,j-l, an vi ,j+l" 
Substitution in the equation (III-20) gives 
a4v 
ax2at2 
T = ~t a2v + n (2)3~t a3v + 2~x2 a4v 2' 2 x 2 nx -4-,- lf 
· at 3! ax at · ax 
Thus as ~t, ~x, and ~y approach zero, T also approaches zero. 
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Therefore the implicit difference equation is consistent with the par-
tial differential equation. 
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IV. CALCULATION SCHEME 
The calculation scheme of the residual relaxation method will be 
shown in this chapter. The pressure equation of the implicit case can 
be expressed in its compact matrix form as 
APn+l = D ( IV-1) 
Transferring the D term to the left, equation (IV-1) can be written as 
APn+l - D = 0. (IV- 2) 
The right side of equation (IV-2) will only be zero if Pn+l is the 
exact solution to the equation (IV-1). For any arbitrary value of 
Pn+l, the right side of equation (IV-2) will have a residual value. 
The residual may be written as 
R = APn+ l - D. (IV-3) 
The basic concept of the residual relaxation technique is to force 
the value of the current residual to zero at each iteration. At the 
position of grid point (i,j) the equation (IV-1) can be written as 
n+l 
+ BB .. P .. 
1 ,J 1 ,J 
= TERMS. . - ( TRtM). .P~ . , 1 ,J !J. 1 ,J 1 ,J 
TRM 




,J = QTERM. . + GTERM. . + PCTERM. . . 1 ,J 1 ,J 1 ,J 
(IV-4) 
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The other coefficient terms are defined in Appendix A. The 
normalized residual will be 
(TRM) n n+l 1 - TERMS. . + -;::-t . . P. . + BB. . P. ·) --88-----1 ,J u 1 ,J 1 ,J 1 ,J 1 ,J . . 
1 ,J 
(IV-5) 
Let k denote the current iteration level; then equation (IV-5) 
becomes 
k RESID. . = 
1 'J 
(AX .. P~+l ,~+l + CX .. P~+l '~ + AY .. P~+~ ,k+l + CY .. P~+~+,lk 
1,J 1-l,J 1,J 1+l,J 1,J 1,J-l 1,J 1,J 
-TERMS .. + (TARtM) .. P~ .) BBl + p~+~,k 1,J u 1,J 1,J . . 1,J 
1 ,J 
(IV-6) 
The residual at the particular grid point (i ,j) can be forced to zero 
by subtracting RESID~ . from both sides of equation (IV-6). Noting 
1 ,J 
that the normalized residual defined by equation (IV-5) has the units 
of pressure, and applying the correction to P~+~,k, the new corrected 
1 ,J 
pressure is 




k RESID. . . 
1 ,J (IV-7) 
Correcting the pressure of grid point (i ,j) will affect the resi-
duals of the four adjacent points (i-1 ,j), (i+l,j), (i,j-1), and 
(i ,j+l). The correction on the residuals of the adjacent grid points 
will proceed as follows. Consider grid point (i-1 ,j); the residual at 
iteration step k is 
k RESID. l . = 1- ,J 
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l (AX. .P~+l,~+l +ex. .P~+~,k 
BB. l . 1-l ,J 1-2,J 1-l ,J 1 ,J 1- ,J 
+ AY pn+l ,k+l n+l ,k 
i - 1 , j i - 1 , j- 1 + e y i - 1 , j pi - 1 , j + 1 - TERMS i - 1 , j 
+ ( T RM) . l . p ~ l . + B B . . p ~ + 1 , ~+ 1 ) . 
llt 1- ,J 1- ,J 1-1 ,J 1-1 ,J (IV-8) 
Investigate the right side of equation (IV-8), equation (IV-7) is the 
correction to the term P~+~,k. Therefore, applying the correction 
1 ,J 
of equation (IV-7) to equation (IV-8) means updating the residual of 
grid point (i-l,j) to the (k+l) iteration level. 
or 
RESID~+l . = 
1-1 ,J 
l (AX. .P~+l,~+l +ex. .P~+~,k+l 
BB. l . 1-l,J 1-2,J 1-1,J 1,J 1- ,J 
RESID~+l . 
1-1 ,J 
+ AY. .P~+l ,~+1 n+l ,k 
1-1 ,J 1-1 ,J-1 + eyi-1 ,jPi-1 ,j+l ~ TERMSi-1 ,j 
+ (TARtM). 1 .P~ 1 . + BB. .P~+l,~+l), 
0 1- ,J 1- ,J 1-1 ,J 1-1 ,J 
= 1 (AX. .P~+l ,~+l +ex. .(P~+~,k 
BB. 1 . 1-l,J l-2,J 1-l,J l,J 1- ,J 
k ) n+1 ,k+1 n+1 ,k 
- RES I D. . + AY. l . P. 1 • l + ey · 1 · P · 1 "+1 1,J 1- ,J 1- ,J- 1- ,J 1- ,J 
(TRM) pn · ·sa. .P~+1,~+1), 
- TERMS i - 1 'j + --xt i - 1 'j i - 1 'j + 1 - 1 'J 1 - 1 'J 
or after rearranging the terms 
RESID~+ 1 . 1-1 ,J 
k ex. 1. . k 
= RESID. 1 . - 88
1
- ,J RESIDi .. 
1- 'J . 1 . tJ 1- ,J 
(IV-9) 
Similarly, the corrected residuals for the other grid points can be 
obtained 
k+l RESID.+l . = 
1 ,J 
k RESID.+l . 
1 ,J 
RES I D~+ 1. 
1 ,J -1 
k 
= RESID .. l 
1 ,J-
k+l 
RESIDi ,j+l = k RESID .. +l 1 ,J 
AX.+ 1 . k 
88
1 
,J RESID .. 
. +1 . 1 'J 1 ,J 
CY .. 1 k 1 ,J-BB RESID .. 
. . 1 1 ,J 1 ,J-
AYi ,j+l k 
BB RESID .. 
i ,j + 1 1 ,J 
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The liquidation of the residuals must be performed for each block 
in the system. As the relaxation proceeds from one iteration level to 
the next, the residuals are reduced to an ever smaller magnitude. In 
this manner the solution pressures are improved and the improved pres-
sures will then converge toward the solution of equation (IV-1), within 
the tolerance selected. 
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V. SIMULATION MODEL 
A two-dimensional, three-phase areal reservoir simulation model 
was developed. The rock and fluid compressibilities, gravity effects, 
and oil-water capillary pressure were taken into account. The develop-
ment of the model and a complete description of it are given in Ap-
pendices A, B, and C. 
In .the calculation procedure, the pressure is determined implicit-
ly from equation (C-1), and then saturations are computed explicitly 
by equations (C-2), {C-3), and (C-4). The coefficients of equation 
(C-1) include terms which depend on both pressure and saturation. 
Since pressures and saturations change with time, the use of implicit 
coefficients will add significantly to the stability of the computation. 
Since these coefficients for the subsequent (n+l) time level are un-
known, they must be estimated and updated iteratively. On the other 
hand, the linear nature of the solution will improve the rate of con-
vergence of the computation. In order to maintain the implicit charac-
ter of the coefficients while retaining the linear nature of the 
solution, this updating of the coefficients is accomplished by computing 
them on the basis of pressures and saturations which are extrapolated 
linearly from the prior time level. The linear prediction of pressure 




To make the solutions so calculated compatible with the implicit 
finite difference solutions, equation (V-1) and equation (V-2) require 
a limitation on the time step size selected. Within the range of 
practical time step sizes, the maximum deviation between predicted and 
calculated pressures is approximately four psi. For the saturation 
calculation, the maximum deviation between predicted and calculated 
values is approximately two percent. 
The relative permeabilities are evaluated at an upstream position. 
A flow check is made before each evaluation, so that there will be no 
reversal flow calculation; i.e., a phase will not be permitted to flow 
from a grid element in which that phase saturation is at its irreduc-
ible value. This precaution will keep the fluid flux in its proper 
direction, thereby avoiding material balance error. 
When pressure is still above bubble-point pressure, all the terms 
which constitute the overall compressibility expression (TRM) have the 
same positive sign. However, when the pressure falls below the bubble 
S dB 
point pressure, (- 8° dP
0 ) will become negative. This should be com-
o 
pensated for by the assumption of a positive, non-zero value of the 
S B dR 
term (~ ___ s) which also appears in TRM. However, inaccuracies in B0 dP 
implicit coefficient evaluations cause a time lag in effectiveness of 
this compensation. Therefore, this may cause the value of TRM to be-
come zero or negative, which in turn will prevent the magnitude of the 
principal diagonal elements of the coefficient matrix from being 
dominant. To avoid this problem, as the pressure approaches the bub-
ble-point pressure, the sign of TRM is checked. If it is found to be 
zero or negative, the parameter 
S dB 
( B 0 dP0 ) ~~ 
0 





The above expression is then added to the right hand side of equation 
S dB 
(C-1) and the term (-_Q--0-) is removed from TRM. This procedure is B0 dP 
repeated for each time step for which the correction is needed, in order 
to maintain strict diagonal dominance in the coefficent matrix. 
The error in the computed change of volume of oil in place, fre-
quently called material balance error, can be calculated from either 
the produced volume or the initial in place volume. The fanner one will 
be called the material balance error of oil production type (M-B 
Error of PROD type), and the latter one will be called the material 
balance of oil-in-place type (M-B Error of OIP type). 
~ ~ (PV~ .S n )/B n - ~ ~ (PVry+~S n+l)/B n+l 
J
. 1. 1 ,J 0. . 0. . . . 1 ,J 0. . 0. . 
M- B Error of PROD= 1 ,J 1 ,J J 1 1 ,J 1 ,J - 1 , ~ ~ Q llt 
M-B Error of OIP 
~ ~ 
= j i 
j i 0; ,j 
(PV~+~s n+l)/B n+l + ~ ~ Q llt 
1,J o .. o .... o .. 
1 ,J 1 ,J J 1 1 ,J 
~ ~ (PVry .S n )/B n 
J 1 1 ,J oi ,j oi ,j 
(V-3) 
- 1 . (V-4) 
If the material balance is correctly maintained, the expression (V-3) 
must be zero, and (V-4) must also be zero. 
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The L2-Norm, which is defined as 
L2-Norm = ./ r. r. RES! DZ . /MN, j i 1 ,J (V-5) 
will give lower values than the normalized residual defined by the 
equation (IV-5). For the values of maximum residual in the range of 
10-l to 10- 3 atm, L2-Norm values are in the range of 10-2 to 10-5 atm. 
However, for the purpose of this study the standardized form of 
residuals in their L2-Norm was considered unnecessary. 
The closure criteria used to complete the iteration for each 
time step calculation are the following: the maximum normalized 
absolute value of the residual must be less than a specified toler-
ance; second, the sum of saturations of the three phases must not 
differ from unity by more than specified tolerance; and third, the 
material balance error must be within specified tolerance. 
The mathematical model discussed above was used to simulate the 
field performance of the sample reservoir problem. A hypothetical 
homogeneous reservoir was considered as the sample problem. This 
reservoir was one square mile in area and it was divided into 100 
blocks of 528 ft x 528 ft size. The reservoir was a structural 
anticline reservoir. The anticline axis dipped with a slope of 100 
ft/mile. The average slopes of the flanks were 40 ft to 60 ft/mile. 
The net pay thickness was 20 ft and the permeability was 50 md. 
The average porosity of the reservoir was 20 percent. The initial 
oil in place was 8.05 X 1 o6 STB the initial water in place was 
8.30 X 106 STB , and there was no initial gas cap. The pore volume 
was 19.56 x 106 barrels. In the oil zone the oil saturation was 82 
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percent of pore volume, and the water saturation was 18 percent, 
which was the irreducible water saturation. The critical gas satur-
ation was set at 5 percent pore volume, and the residual oil satur-
ation was 18 percent. 
Two wells were located at the grid points (3,3) and (3,8), each 
producing 5~99 barrels of stock tank oil monthly. 
The initial reservoir pressure at -6130 ft subsea was 2855 psia, 
and the bubble-point pressure was 2172 psia. The water compressibility 
was 3 x 10-6 vol/vol/psi, the rock compressibility was 4 x 10-6 vol/vol/ 
psi, and the undersaturated oil compressibility was 1.5 x 10-5 vol/vol/ 
psi. The oil viscosity at the initial reservoir conditions was 1.08 
cp, and initial solution gas-oil ratio was 573 SCF/STB. 
The relative permeability and other fluid properties were calcu-
lated by the following empirical formulas. 
Viscosities (~) in cp, pressure (P) in psia. 
~w = .6246, all pressures. 
= .009 + 5 X 10-6 P, ~g 
4 -8 2 ~o = 2.239 7.16 x 10- P- 7.7 X 10 P, P .::_ PBP, 
'/' t· 4 { ·, -8 2 -5 ~o = 2.239- 7.16 x 10- PBP \- ;7.7 x 10 PBP + 5 x 10 (P- P8p), 
P > Psp • 
Densities (p) in lb/cu ft, pressure (P) in psia. 
-4 Pw = 62.275 + 1.875 X 10 P, 
Pg = 2.932 X 10-3 P, 
p 0 = 53.03- 4.87 X 10-
3 P- 6.3 x 10- 7 P2, P ~ PBP' 
p 0 = (53.03 - 4.87 X 10-
3 PBP - 6.3 x 10- 7 P~p) 
Formation volume factors in vol/vol, pressure in psia 
-6 BW = 1.002- 3 x 10 P, 
B = 14.7 g _/ . p 
80 = 1. 03 + 7. 1 x 10-
5 P + 5. 7 x 1 0-8 P2, P .::_ P BP • 
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-5 -8 2 (-Co (P - PBP)), 
B0 = (1.03 + 7.1 X 10 PBP + 5.7 X 10 PBP) x e 
Solution gas in SCF/STB, pressure in psia. 
-1 Rs = 24 + 2.53 x 10 P. 
Relative permeabilities as a fraction, saturation as fraction. 
k 
= (Sw - 5wc)/( 1.- 5wc)' rw 
3 s9 - 2. 5wc) (S - sgc) s 9 ( 2.-
'\.g = 
g 




- 59 - 2. Sw) (S - sgc) s9 (2. krg = 9 ' 5w = 5wc, 
- s )4 X ( 1 . ( 1 . 
- sgc) w 
3 
- sw - 2. 5wc) (So - 5or) k so ( 1. 
' 
5w > 5wc' = ( 1 . - s ) 4 X ( 1. 
- sgo) ro we 
s 4 
0 (So - 5or) X , S = S • 
( ) w we 1. - s gc 
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VI. DISCUSSION OF RESULTS 
The simulation of the field performance of the sample reservoir 
problem was primarily made to investigate the computational efficiency 
of the residual relaxation scheme that was developed. For the purpose 
of comparative studies, the pressure equation was also solved by the 
following methods: LSOR, LSOR+2DC, ADIP, ADEP, SI~ and all combina-
tions of these methods which are compatible with the relaxation scheme. 
A brief description of the methods employed is presented in Appendix D. 
Two years of production history were simulated, starting with a time 
step size of seven days, followed by fifteen days, and continued with 
thirty days. However, when the pressure approached the bubble-point 
pressure, instabilities in the material balance ca lcu lation were ob-
served. In the region of bubble-point pressure, a higher degree of 
accuracy of the solutions of the material balance calculation can be 
obtained by reducing the time step size. A further discussion on the 
instability of the material balance calculation will be given later 
in this chapter. 
The result of primary concern to this investigation was the be-
havior of the residuals at each iteration level as the pressure equation 
was solved by the various methods. The residual level of a solution 
indicates the degree of accuracy of the solution. In general, the 
magnitude of residuals depends on the time step size, time period of 
simulation, and accuracy of the initial pressure estimate. 
The results tabulated in TablesLII,and ·III show that the residual 























MAXIMUM RESIDUAL (ATM) VS. NUMBER OF ITERATIONS 
FOR VARIOUS METHODS, 7-DAY TIME STEP 
LSOR LSOR+2DC RELAX RELAX RELAX +ADEP +ADIP 
1.7437 1.7437 .4656 .4291 . 1271 
1. 4583 1. 4583 . 1778 .2048 .0524 
1. 1686 1. 1686 .. 0597 . 1629 .0229 
1. 1208 1.1208 .0366 .0827 . 0127 
.9083 .9295* . 0317 . 0395 . 0101 
.8137 1. 0665 .0209 .0185 . 0071 
.7503 .7998 .0124 .0142 .0053 
.6276 .6154 .0069 . 0134 .0043 
.5185 . 6318 .0049 . 0126 .0037 
.5465 .6010* .0045 . 0118 .0033 
.4634 . 3875* .0030 .0082 .0021 
.3706 . 3327* .0020 .0055 .0014 
.2499 . 1544* .0009 .0024 .0006 
.0977 .0816* .0004 .0011 .0002 
.0562 . 0500* .0002 .0005 . 0001 
.0242 .0272* . 0001 .0002 











































MAXIMUM RESIDUAL (ATM) VS. NUMBER OF ITERATIONS 
FOR VARIOUS METHODS, 15-DAY TIME STEP 
LSOR RELAX RELAX RELAX +ADEP +ADIP 
3.3220 .4511 . 9281 .0651 
2.8140 .3553 .3589 .0272 
2.2644 .2628 .2006 .0189 
2.1407 . 1816 .0696 .0119 
2.0505 . 1250 .0625 . 0110 
1 . 7517 .0870 .0553 .0095 
1.7467 .0615 .0417 .0073 
1 . 4145 .0444 .0285 .0056 
1 . 1918 .0325 . 0117 .0041 
1 . 2631 .0239 .0130 .0030 
1. 0753 .0060 .0104 .0013 
.9650 .0034 .0084 .0010 
.3120 . 0021 . . 0053 .0007 
.2093 .0013 .0034 .0004 
. 1112 .0008 .0021 .0003 
.0419 .0005 .0013 .0002 
.0342 .0003 .0008 .0001 
.0164 .0002 .0005 
.0150 . 0001 .0003 




















MAXIMUM RESIDUAL (ATM) VS. NUMBER OF ITERATIONS 
FOR VARIOUS METHODS, 30-DAY TIME STEP 
ITERATION LSOR RELAX RELAX RELAX SIP +ADEP +ADIP 
1 .5845 .5858 .3689 . 1439 . 1516 
2 .5052 .4960 . 1429 .0649 .0436 
3 . 3871 .3744 .0670 .0372 .0184 
4 .4579 . 2901 .0523 . 0261 .0143 
5 . 4191 . 2293 .0514 .0235 .0119 
6 .2382 . 1845 .0505 .0198 .0100 
7 .3005 . 1500 .0480 . 0151 .0085 
8 .3437 . 1224 .0407 . 0111 .0073 
9 .3478 . 1 013 .0339 .0079 .0062 
10 .2898 .0851 . 0281 .0059 .0054 
15 .2477 .0400 .0132 .0019 .0025 
20 . 1652 .0206 .0105 .0011 .0012 
30 . 0613 .0107 .0077 .0008 .0003 
40 .0363 .0082 .0057 .0006 .0002 
50 . 0174 .0062 .0043 .0005 .0001 
60 .0125 .0048 .0032 .0004 .0001 
70 .0123 .0034 .0024 .0003 
80 . 0091 .0026 .0018 .0002 
90 .0089 .0019 .0013 . 0001 
1'00 . 0122 .0014 .0010 
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each iteration. These results indicate that the relaxation scheme 
computed pressures that were closer to the true solution of the pres-
sure difference equation after each iteration. RELAX was able to 
reduce the maximum residual to the level of 10-4 atm without any 
difficulty. These results demonstrate the feasibility of using 
RELAX as a numerical method for solving pressure equations. 
Tables I, II,and III,and Figure 1 and 2, were constructed for 
the purpose of comparing the rate of convergence of RELAX with the 
convergence rate of the other methods. RELAX reduced the maximum 
residual to 10- 3 of its initial value within the first 10 iterations. 
Within the next 10 to 20 'tteratfons the convergence rate of RELAX 
tapered off. In comparison to LSOR and to LSOR+2DC the maximum re-
-2 sidual calculated by RELAX was 10 times smaller than that calculated 
by LSOR and LSOR+2DC. In comparison to SIP the residual calculated 
by RELAX was 10 times bigger than that calculated by SIP. As far as 
the rate of convergence is concerned, these results indicated that 
RELAX was much faster than LSOR, and RELAX was somewhat slower than 
SIP. The closeness of the rate of convergence of RELAX to the rate 
of convergence of SIP was significant. In order to make a complete 
comparison between RELAX and SIP, the computer time requirements for 
each iteration and the number of iterations needed for the maximum 
residual to converge to a certain level of accuracy were recorded. 
This time requirement was investigated, since SIP involves calcula-
tions which are considerably more complex and therefore require 
more computational time. These results are tabulated in Table IV. 
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Figure 2. MAXIMUM RESIDUAL (ATM) VS. NUMBER OF ITERAT IONS, FOR 
VAR IOUS METHODS, 15-DAY TIME STEP 
100 
TABLE IV 
COMPUTER TIME REQUIREMENTS (SECONDS) 
AND NUMBER OF ITERATIONS NEEDED TO 
CONVERGE TO A DESIRED ACCURACY 
QUANTITY RELAX RELAX+ADIP SIP 
Compilation time 202.09 211.91 210.86 
(seconds) 
Total time (seconds) 96.19 149.02 279.07 
for 300 iterations 
Average time (seconds) 
for each iteration .32 .49 .93 
Number of iterations 
required to converge 
to lo-3 atm maximum 
residual for: 
7-day time step 25 9 7 
15-day time step 54 15 16 
30-day time step 77 21 21 
Number of iterations 
required to converge 
to lo-4 atm maximum 
residual for: 
7-day time step 70 50 30 
15-day time step 100 80 50 
30-day time step > 100 90 60 
Note: Computer time refers to use of IBM 360/50 computer. 
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LSOR 










iterations) using RELAX was one third of the average time required 
when SIP was employed. The number of iterations required to reduce 
the maximum residual to 10-3 atm was three timesas great for RELAX 
as for SIP. In order for the maximum residual to be at 10-4 atm 
accuracy level, the number of iterations required in the case of RELAX 
was more than twice that of SIP. These observations indicated that 
even though RELAX required more iterations for convergence than did 
SIP, the amount of total computer time used was approximately the 
same for the two techniques. However, the large number of iterations 
required by RELAX is not a favorable feature for a numerical method. 
Therefore an improvement in the rate of convergence of RELAX was 
sought. 
In order to accelerate the convergence of RELAX, investigations 
were made to determine the feasibility of using pressures computed 
by other methods to calculate the residuals to be used as the starting 
values for RELAX. The combination of ADEP with RELAX was tried and 
the results are tabulated in Tables I, II, and III and graphed in 
Figure 3. It was observed that RELAX converged more rapidly than 
the combination of ADEP+RELAX. Two reasons can be brought forward 
to explain the failure of the ADEP+RELAX combination: first, ADEP 
and RELAX are not compatible in the sense of the type of solution 
technique, since ADEP solves the equation explicitly and RELAX solves 
it implicitly; second, the ADEP solution gave initial residuals that 
were higher than those of the first iteration of RELAX. 
The results obtained from the combination of RELAX and ADIP were 
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Figure 3. MAXIMUM RESIDUAL (ATM) VS. NUMBER OF ITERATIONS, FOR 
VARIOUS METHODS, 30-DAY TIME STEP 
100 
41 
Tables I, II, and III, as well as Figures 4, 5, and 6. The maximum 
residual calculated by RELAX+ADIP combination was 10-l times that 
calculated by RELAX. This improvement made RELAX+ADIP, in the range 
of 10- 3 to 10-4 atm residual level, converge as rapidly as SIP. The 
compatibility of RELAX and ADIP can be explained from the facts that 
both methods solved the same type of implicit equation~ and that ADIP 
gives the lowest magnitude of the initial residuals. As is illustrated 
by Table IV, the time required for each iteration of RELAX+ADIP was ap-
proximately half as much as that needed for SIP. The number of iter-
ation needed to reduce the maximum residual to 10- 3 atm using RELAX 
+ADIP was nearly the same as the number needed using SIP. Therefore, 
it is concluded that RELAX+ADIP is the most efficient technique 
studied for this accuracy. 
To reduce the maximum residual to 10-4 atm, the RELAX+ADIP 
technique required nearly twice as many iterations as SIP. Consid-
ering that the time required for each iteration of RELAX+ADIP was half 
that of SIP, the total computer time requirements of RELAX+ADIP were 
only slightly less than those of SIP to converge to the pressure 
solution of the same maximum residual accuracy. Figures 4, 5, and 6 
indicate that both methods,RELAX+ADIP and SIP, showed a fluctuation 
in the magnitudes of the residuals. Considering that the fluctuations 
occurred at a high iteration, the author believes that the fluctua-
tions were due to the round-off error. It is observed that SIP developed 
fluctuations of residuals at an earlier iterative level than RELAX 
+ADIP. The instability phenomenon mentioned above indicated that SIP 
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Figure 6. MAXIMUM RESIDUAL (ATM) VS. NUMBER OF ITERATIONS FOR 




unexpected, considering the fact that more calculations were performed 
per iteration in SIP than in RELAX+ADIP. 
The author•s experience with LSOR was not as successful as the 
results reported by Watts, and Settari and Aziz. On the other hand, 
the results of LSOR given here were fully consistent with the results 
of the investigation made by Stone. In this investigation, LSOR de-
veloped fluctuations of residuals which started at an early stage 
and continued throughout the ~ntire i .te~~tiohs. This situation indicated 
that LSOR is less stable than the other methods tested, as LSOR was 
more susceptible to round-off error. The iteration parameter used was 
calculated by equation (D-7). Trial and error solution was used to ar-
rive at the maximum iteration parameter of 1.93. The need to search 
for a convergent iteration parameter is another drawback to using 
LSOR. The 2DC correction method was also applied to LSOR, but did 
not improve it, as is shown by the results tabulated in Table I. 
In using SIP, the iteration parameters were first calculated 
according to the equation (D-16). By trial and error it was found 
that values of the iteration parameters used cyclically between 0.0 
and . 9958 gave a rapid rate of convergence, as is shown in the re-
sults of this investigation. The search for finding an optimum 
iteration parameter added to the computer time needed in using the 
LSOR and SIP iterative techniques. This additional computational 
effort was not recorded on the computer time requirements that are 
presented in Table IV . No iteration parameter is needed when using 
RELAX+ADIP. This gives it a significant advantage over the other 
iterative methods . 
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The accuracy of the RELAX+ADIP technique was affected by the time 
step size. When the time step was increased, the difference between 
the initial pressure estimates, obtained by ADIP, and the true solution 
would be magnified, and the residuals so calculated would be large. 
The results tabulated in Table V show that the residuals for time 
step sizes of 45 days or less were about 10-l to 10-2 times smaller 
in magnitude than the residuals for time steps of 60 days or more. 
The above discussion has dealt with how each method reduces the 
residuals after each iteration, and how each method then in turn 
solves for pressures that are closer to the true solution of the 
pressure difference equation (C-1). The relationship between the 
residual level and the material balance accuracy will now be discussed. 
The material balance equations (C-2), (C-3), and (C-4) are 
solved after the pressures have been calculated from equation (C-1). 
If the material balance is solved using pressures at a high residual 
level, then the saturations obtained will be in error, since this 
error will be reflected in the inter-block pressure gradients. Var-
ious methods of testing, which are based on material balance princi-
ples, were available to determine the accuracy of the saturation 
calculations. These tests were described in chapter Vas the testing 
methods of the closure criteria. 
First consider the obvious material balance test that requires 
the summation of the saturations in each block to be unity. In de-
riving equation (C-1) the assumption was made that the summation of 
the saturation in each block must be one, which in turn caused the 
saturation derivatives to go to zero. A pressure residual error has 




















MAXIMUM RESIDUAL (ATM) VS. NUMBER OF ITERATIONS 
FOR VARIOUS TIME STEP SIZES, BY RELAX+ADIP 
TIME STEP SIZES (DAYS) 
7.5 15 30 45 60 75 90 
.6864 . 1809 .2814 .2924 1. 1408 2.4464 3.3148 
. 1314 .0612 . 1332 . 1262 1 . 1702 1. 0290 . 7339 
.0566 . 0261 .0540 .0609 .9704 .4634 .3882 
.0245 .0182 .0313 .0428 . 8061 .3840 . 2535 
.0137 . 0113 .0217 .0453 . 7363 . 3321 .2577 
. 0111 .0110 . 0193 . 0482 .6615 .2828 .2246 
.0038 .0028 .0058 . 0322 . 3808 . 1617 .0582 
.0023 .0009 .0021 . 0102 .1362 . 1208 .0267 
.0015 .0007 . 0012 .0034 .0548 . 1029 .0236 
.0006 .0005 .0009 .0011 .0237 .0839 .0178 
.0003 .0003 .0007 . 0004 . 0115 .0686 .0134 
. 0001 .0002 .0005 .0002 . 0084 .0568 .0100 
. 0001 .0001 .0003 . 0001 .0071 . 0471 .0075 
. 0001 .0002 .0060 .0390 .0056 
.0002 .0050 .0323 .0042 
.0001 .0042 .0267 . 0031 





















residual value of the sum of the saturation derivatives. Therefore, 
low pressure residuals are a necessary condition for satisfying the 
requirement that saturations sum to unity. 
The second test which was employed is based on the principle that 
the voidage resulting from the decrease in saturation due to produc-
tion must equal the volume produced. Supposed that there was no error 
in the calculation of the saturations. Then the total volume of oil 
remai-ning in the reservoir plus the oil produced must equal the 
volume of oil initially in place, where volumes are expressed in terms 
of standard conditions. This volumetric balance must also be true for 
the water and the gas phase. 
The results that gave the relationship between the residual level 
and the material balance accuracy are tabulated in Tables VI, VII, and 
VIII. These data indicate that the material balance accuracy was im-
proved by reducing the residuals. Therefore, it may be concluded that 
maintenance of an accurate solution to the pressure equation is a 
necessary condition for an accurate material balance calculation. In 
Table IX the material balance accuracy is recorded for the entire sim-
ulation period, at the maximum residual level of 10- 3 atm. Table X 
illustrates the results of material balance accuracy at the maximum 
-4 residual level of 10 atm. A comparison of the two tables indicates 
that no further improvement in the material balance accuracy was ob-
served when the maximum residual level was r educed from 10-3 atm to 
10-4 atm. Tables VI, VII, and VIII, indicate that at the maximum re-
sidual level of 10- 2 atm, the material balance accuracy was still at 
a low level, lower than if the maximum residual level was 10- 3 atm. 














MATERIAL BALANCE ACCURACY VS. MAXIMUM RESIDUAL 
FOR ABOVE AND BELOW BUBBLE POINT CONDITIONS 
BY RELAX+ADIP, 7-DAY TIME STEP 
ABOVE BUBBLE POINT BELOW BUBBLE POINT 
MAXIMUM DEVIATION OF INCREMENTAL MAXIMUM DEVIATION OF INCREMENTAL 
RESIDUAL SATURATION SUM MATERIAL BALANCE ERROR RESIDUAL SATURATION SUM MATERIAL BALANCE ERROR 
(ATM) FROM 1. 00 OF OIL IN PLACE TYPE (ATM) FROM 1.00 OF OIL IN PLACE TYPE (%PV) ~ INITIAL OIL IN PLAC~ (%PV) ~ INITIAL OIL IN PLAC~ 
.1271 .0147 . 001 .6842 1.1114 .0308 
.0524 .0072 .001 .2860 .6283 .0264 
. 0229 .0041 . 001 . 1201 .0329 .0258 
.0127 .0043 .002 . 0771 .9017 . 0261 
. 0101 .0043 .002 .0681 .8882 .0263 
.0033 . 0041 .002 .0075 .8697 .0264 
.0021 .0040 . 00·1 .0006 .8686 .0265 
.0014 .0038 .000 . 0001 .8679 .0265 
.0006 .0037 .000 .0001 .8680 .0260 
.0002 .0036 .000 
. 0001 . 0036 .000 
49 
MAXIMUM 
ITERATIONS RESIDUAL (ATM) 
1 . 0651 
2 .0272 
3 . 0189 
4 . 0119 








70 . 0001 
TABLE VII 
MATERIAL BALANCE ACCURACY VS. MAXIMUM RESIDUAL 
FOR ABOVE AND BELOW BUBBLE POINT CONDITIONS 
BY RELAX+ADIP, 15-DAY TIME STEP 
50 
ABOVE BUBBLE POINT BELOW BUBBLE POINT 
DEVIATION OF INCREMENTAL MAXIMUM DEVIATION OF INCREMENTAL SATURATION SUM MATERIAL BALANCE tRROR RESIDUAL SATURATION SUM MATERIAL BALANCE E.RROR FROM 1.00 OF OIL IN PLACE TYPE (ATM) FROM 1. 00 OF OIL IN PLACE TYPE {%PV) ~ INITIAL OIL IN PLAC~ (%PV) ~ INITIAL OIL IN PLACE) 
. 1187 .001 .5620 1 . 7102 . 0111 
.1167 .001 .1871 1.0669 .0047 
.1163 .001 . 1056 .6525 .0025 
.1158 .000 .0743 1. 3047 .0016 
.1153 .000 .0702 .9964 .0007 
. 1138 .0001 .0211 .9578 .0005 
. 1132 .0001 . 0061 .9472 . 0001 
.1129 .0001 .0018 .9440 .0003 
.1124 .000 .0002 .9440 .0000 
. 1122 .000 .0001 .9425 .0000 
. 1120 .0001 . 0001 .9425 .0000 
. 1119 .000 




1 . 1439 
2 .0649 
3 .0372 
4 . 0261 
5 .0235 
10 .0059 












MATERIAL BALANCE ACCURACY VS. MAXIMUM RESIDUAL 
FOR ABOVE AND BELOW BUBLE POINT CONDITIONS 
BY RELAX+ADIP, 30-DAY TIME STEP 
51 
ABOVE BUBBLE POINT BELOW BUBBLE POINT 
DEVIATION OF INCREMENTAL MAXIMUM DEVIATION OF INCREMENTAL SATURATION SUM MATERIAL BALANCE ERROR RESIDUAL SATURATION SUM MATERIAL BALANCE ERROR FROM 1. 00 OF OIL IN PLACE TYPE (ATM) FROM 1.00 OF OIL IN PLACE TYPE {%PV) ~ INITIAL OIL IN PLACE {%PV) ~ INITIAL OIL IN PLACE) 
. 1117 . 001 1. 6964 5.1357 2.2723 
.0665 .000 1.1982 4.9013 2.0989 
.0456 .000 1.1294 4.6250 1 . 9612 
.0664 .000 .9637 4.4901 1. 8386 
.0655 .001 .8342 4.3372 1. 8363 
.0650 .000 . 3691 3.7432 1. 4263 
.0649 .0001 .1578 3.5944 1. 2864 
.0648 .000 . 071 1 3.4821 1.2214 
. 0647 .0003 .0156 3.4406 1.1759 
.0647 .0002 .0042 3.4066 1 .1630 
.0647 .000 .0032 3.4007 1.1580 
. 0647 .000 .0024 3.4005 1 . 1532 
.0646 .000 .0018 3.4068 1 .1495 
.0646 .000 .0013 3.3987 1 . 1460 
.0646 .000 .0010 3.4047 1.1458 





























MATERIAL BALANCE ACCURACY THROUGHOUT THE ENTIRE 
SIMULATION PERIOD, AT MAXIMUM RESIDUAL OF 10-3 ATM, BY RELAX+ADIP 
TIME STEP DEVIATION OF INCREMENTAL 
SIZES ITERATION SATURATION SUM MATERIAL BALANCE ERRO-R 
(DAYS) FROM 1. 00 OF OIL IN PLACE TYPE (% PV) ~ INITIAL OIL IN PLACE) 
7.5 31 . 0040 -.0002 
15 19 .1046 .0000 
30 33 .0652 .0000 
30 15 .0294 -. 0001 
30 38 1.5119 .0371 
30 70 2.1264 .1337 
30 115 2.7122 1. 4057 
30 173 2.0233 1 . 8126 
30 101 1.3623 1. 3037 
30 100 1.2415 1 . 1585 
30 93 1. 2342 . 9651 
30 89 .9614 .8698 
30 85 .7928 .7637 
30 80 .5870 .6324 
30 76 . 4101 .5261 
30 73 .3459 .4541 
30 70 .4510 .4025 
30 70 .4413 .3752 
30 65 .6271 .3147 
30 66 .4999 .2760 
30 62 .4693 .1179 
30 61 .3458 . 1633 
30 62 .2980 .1264 
30 62 .2899 . 1026 
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CUMULATIVE 
MATERIAL BALANCE ERROR 
OF OIL IN PLACE TYPE 


















































652~ . 5 
682.5 
TABLE X 
MATERIAL BALANCE ACCURACY THROUGHOUT THE ENTIRE SIMULATION PERIOD 
AT MAXIMUM RESIDUAL OF 10-4 ATM, BY RELAX+ADIP 
TIME STEP DEVIATION OF INCREMENTAL 
SIZES ITERATION SATURATION SUM MATERIAL BALANCE ERROR 
(DAYS) FROM 1.00 OF OIL IN PLACE TYPE (% PV) ~ INITIAL OIL IN PLAC~ 
7.5 60 .0039 .0000 
15 69 .1039 .0000 
30 118 .0648 -. 0001 
30 95 .0287 -.0002 
30 87 1.5119 .0379 
30 142 2.1251 . 1352 
30 191 2.7111 1.4053 
30 243 2.9212 1. 8091 
30 145 1 . 3615 1. 3042 
30 151 1.2407 1 . 1591 
30 139 1 . 2331 .9660 
30 130 .9614 .8700 
30 124 .7922 .7648 
30 116 .5865 .6334 
30 108 .4100 .5270 
30 108 .3460 .4555 
30 107 .4512 .4039 
30 101 .4412 .3766 
30 90 .6203 .3218 
30 94 .5008 .2747 
30 95 ~4719 .1264 
30 91 .3473 .1627 
30 90 .2688 .1286 
30 95 .2916 .1 064 
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CUMULATIVE 
MATERIAL BALANCE ERROR 
OF OIL IN PLACE TYPE 


























the solution of the material balance equations can be made by reducing 
the magnitude of the discretization error. This was done by reducing 
the time step size. The effect of this reduction on the accuracy of 
the material balance solutions is shown in Table XI. These results 
demonstrate that by subdividing the time period of 112.5 days to 
142.5 days into time intervals of 0.5, 1.0, and 2.0 days, the material 
balance solution was made more accurate. The author did not make any 
further study on the material balance accuracy as it was not within 
the scope of this investigation. 
In accounting for the results of this investigation, the clos ure 
criteria were chosen to be the following: maximum residuals must not 
exceed 10-3 atm, the maximum deviation of the summation of the satur-
ations from 1.00 must be 0.5 percent of pore volume or less, and the 
maximum material balance error must not exceed 0.5 percent of oil 
initially in place. Employing these criteria, Table XII shows the 
results of pressure solutions calculated by the two best methods 
tested. The pressures calculated by RELAX+ADIP were the same as the 
pressures calculated by SIP. Considering that both methods achieved 
a low maximum residual level, it is reasonable to conclude that the 
RELAX+ADIP and the SIP solutions converge to the numerical solution 
of the pressure equation. The saturations calculated by RELAX+ADIP 
were exactly the same as those calculated by SIP. Thus the RELAX+ADIP 
solutions were virtually identical to the SIP solutions for all cases 
studied. The simplicity, lack of an interation parameter, and computing 





































MATERIAL BALANCE ACCURACY FOR 
TIME PERIOD OF 112.5 TO 142.5 DAYS 
WITH REDUCED TIME STEP OF 1.0 AND 0.5 DAYS 
AT MAXIMUM RESIDUAL OF 10-4 ATM, BY 
RELAX+ADIP 
DEVIATION OF INCREMENTAL 
55 
TIME STEP ITERATIONS SATURATION SUM MATERIAL BALANCE ERROR SIZES FROM 1. 00 OF OIL IN PLACE TYPE (% PV) ~ INITIAL OIL IN PLAC8 
2 6 .0006 .0000 
2 3 .0050 .0000 
.5 2 .0000 .0000 
. 5 1 .0000 .0000 
. 5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 1 .0000 .0000 
. 5 2 .0000 .0000 
.5 2 .0000 .0000 
,5 2 .0000 .0000 
.5 2 .0000 .0000 
.5 2 .0000 .0000 
1 3 .0000 .0000 
1 7 .9215 .0682 
1 6 .3944 .0141 
1 7 .3948 .0140 
1 7 .2541 .0089 
1 7 . 1792 .0063 
1 8 . 1237 .0044 
1 10 .0829 .0029 
1 8 .0520 .0018 
1 9 .0278 .0009 
2 17 . 4031 .0140 
2 17 .2861 .0100 
2 19 .5508 .0448 
2 17 .3080 .0121 


















PRESSURE HISTORY VS. METHODS, WITH CLOSURE CRITERIA 
OF: MAXIMUM RESIDUAL < l. x 10-3 ATM, (SATURATION SUM -1.00) < 0.5 %, AND 
M-B ERROR ·OIL IN PLACE < 0.5 % 
PRESSURES CALCULATED PRESSURES CALCULATED 
BY RELAX+ADIP(PSI) BY SIP (PSI) 
AVERAGE WELL 3,3 WELL 3,8 AVERAGE WELL 3,3 
2677.53 2490 2490 2677.53 2490 
2657.90 2428 2428 2658.01 2428 
2616.50 2371 2371 2616.46 2371 
2533.08 2281 2281 2532.74 2281 
2449.34 2195 2196 2448.89 2195 
2429 ~ 75 2175 2176 2429.31 2175 
2405.17 2110 2111 2404.75 2110 
2380.72 2076 2077 2380.31 2076 
2356.23 2046 2047 2355.81 2046 
2331.73 2019 2020 2331 . 31 2019 
2269.94 1961 1962 2269.52 1960 
2096.83 1786 1787 2096.92 1786 


















A numerical technique has been developed for solving the pressure 
equation which is employed in numerical simulation of hydrocarbon re-
servoirs. This iterative technique is based on a method that sequentially 
reduces the pressure residual at each grid point to zero, and then 
adjusts the adjacent residuals accordingly. It has been shown analyti-
cally that this residual relaxation method (RELAX) is convergent, stable, 
and consistent with the partial differential equations which describe 
fluid flow in the reservoir. 
A three-phase areal model was developed and was used to simulate 
performance of a hypothetical homogeneous petroleum reservoir. Com-
parative studies indicated that: 
1. RELAX is efficient, and it will converge to the correct 
solution of the pressure equation. 
2. The total computer time required by RELAX in solving for 
pressures with an appropriate accuracy is approximately the same as 
that required by SIP, and is much shorter than is required by LSOR. 
3. The RELAX+ADIP combination converges more rapidly than RELAX. 
The total time required by the RELAX+ADIP solution to converge to a 
specified residual level is approximately one-half that required by 
SIP. 
4. RELAX+ADIP is stable. The stability of RELAX+ADIP is com-
parable to that of SIP. 
5. RELAX+ADIP is the best method tested for calculating pressure~ 
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DERIVATION OF PRESSURE EQUATION 
The mass conservation equation for each elemental block of the 
reservoir may be stated as follows: 
(Mass rate in) - (Mass rate out) + (Mass rate of production) 
= (Mass rate of accumulation) 
62 
Using Darcy's law (in cgs units) to describe the flow character-
istics of the above mass balance yields a mass rate equation for an 
areal model in the positive X-direction as follows: 
where x is the linear distance in the direction of flow, qx is the 
volumetric flow rate in the X-direction evaluated at standard con-
ditions, and p is the fluid density at standard conditions. The 
mass rate equation in the positive Y-direction is the same as that in 
the X-direction, except for the subscript; i.e., 
For a two-dimensional areal model, the total rate of mass influx 
is the sum of the influxes in both directions, i.e., 
Mass rate out can also be written as: 
Mass rate out= Mass rate in+ 6x a~ (qxp) - 6Y a~ (qyp). 
63 
Mass production rate=- Qp, where Q is the well production rate 
at standard conditions. In the case of an injection well the sign is 
positive. 
. a (PV) Sp Mass accumulat1on rate = at { 8 } 
where pore volume (PV) = (~x~y h~), ~is porosity expressed as a frac-
tion of the total volume, and S is fluid saturation expressed as a 
fraction of pore volume. 
Considering three fluid phases flowing, the conservation equation 
for each phase can be written in the following manner: 
a ( ) 8 a ( ) QB 8 _a (~x~y h<t> -B~x - q p - ~Y --. q p - p = - -ax x ay y at B Sp). 
After division by p, which is a constant at standard conditions, the 
conservation equation becomes: 
Remembering that keff = kabs x kr' the conservation equation for 
the water phase is as follows: 
a 
k h k a~w 
B ( x rw ) + 
w ax llw Bw ax 
a k h k w a~w Qw Bw = 8w ay ( Y r -) -llw Bw a y ~X ~y 
(A-1) 
The equation for the oil phase is the same as that for the water 
phase, except for the subscripts. 
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a 
k h k acp 
8
o ax ( x ro _o) + ll 0 B0 ax 
a 
k h k acp QOBO 
Bo ay 
( y ro _o) 
- --= llo B0 ay t::.xt::.y 
S S dB ~+ as h<P (.....Q. dq, _ ~ _o) hq, ato . (A-2) 
<1> dP B0 dP at 
In deriving the equation for the gas phase, a total gas balance 
was made; i.e. both free gas and solution gas were taken into account. 
The result of this derivation is 
k h k acp k h k acp 
B a ( x rg _:_g_) + B a ( y rg -=-.::.g_) + 
g ax llg Bg ax g ay llg Bg ay 
a k h k acpo a k h k acpo Bg ( X ro ( y ro ax B R -)+B - R -) llo 0 s ax g ay llo Bo s ay 
a 
k h k acp 
a 
k h k acp 
Rs Bg ax- ( x ro __Q_) - RsBg ay ( y ro _Q_) _ llo B0 ax ll0 B0 ay 
Q B S d~ S dB S dR aP 
-=.9...Jl = h"' (_g_ ~ - 3 __g_ + .....Q. B _s ) 
t::.xt::.y "' <P dP B dP B g dP at g 0 
as 
+ h<P Tt- , (A-3) 
where Q is the rate of production of gas which is free gas in the g 
reservoir. 
The pressure equation is derived by adding the mass conservation 
equations of 
equal unity, 
l s1l = c 
<1> dP pv' 
gravity an d 
the three phases. Since the sum of saturations must 
it follows that ')at (Sw + S + S ) = 0. Also note that dB o o g 
and that ~ d~ = Cw . Taking into account the effects of 
w 
capillary pressure, and defining the dependent variable 
Pas t he oil phase pressure and defining cp in terms of oil phase 
pressure (P _ P ), then 
0 
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~ = P + P - pggz, g cog 
where z is taken to be positive downward. The pressure equation can be 
rearranged as follows: 
B .l ( aP) + B a ( aP) + 
w ax 0 xw ax w ay 0 yw ay 
B ..1_ ( aP) + B ~ ( aP) + 
0 ax 0 xo ax 0 ay 0 yo ay 
B .1_ ( _£f) + B ~ (cr . ~) + g ax 0 xg ax g ay yg · ay 
B R a ( aP) B R a ( aP) = g s ax cr xo ax - g s ay cr yo ay 




xp l-Ip Bp (A-5) 
cr = 
( kth) kr~ 




Q B + Q B + Q B w w 0 0 g g 
tJ. Xf::S (A-7) 
a aPCOW a aP PCTERM = Bw ax (axw ax ) + B (ayw cow) w ay ay 
a aP a aP B -(a cog) _ B -(a cog) g ax xg ax g ay yg ay (A-B) 
a ap gz + B a ( apwgz GTERM ·- B -(a ~X ) ay ) + w ax xw w ay ayw 
a ap 0 gz a ap gz B ax (axo ax ) + B -(a ~y ) + 0 o ay yo 
a ap gz B a ( ap 9gz Bg -ax (axg 9 ) + ay ) + ax g ay ayg 
a (axo 
ap 0 gz a ap gz Bg ax Rs ax ) + Bg ay '=ryoRs ~y ) 




B R a ( ap gz (axo ax ) - ~y ) , (A-9) g s ax g s ay ayo 
S dB S dB 
T RM = C + C S - __g_ __g_ - _Q_ _o + pv w w B9 dP B0 dP 
The solution of a system of equations obtained from equation (A-4) 
written at each point in the grid system yields the values of pressures 
for each grid location at the new time level. 
APPENDIX B 
DERIVATION OF MATERIAL BALANCE EQUATION 
The material balance equation was derived by writing the mass 
conservation equation for each phase and solving for the saturations 
explicitly. 
The right-hand side of equation (A-1) can be written as 
as h~ ~tw + h~Sw (C + C ) ~ 
o pv w at 
67 
Dividing equation (A-1) by (h~) yields a material balance equation for 
the water phase as follows: 
1 QWBW B a a { -- + cr (P P - p gz) + ~ - D.XD.y W ax XW ax - COW W 
( B-1 ) 
The material balance equation for the oil phase was derived in a 
similar manner. The following result was achieved: 
1 QOBO ~ ~ { -- + B _o a _o {P - p gz) + ~ - D.xD.y o ax xo ax o 
(B-2) 
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Similarly, for the gas phase, the material balance is: 
aSn l dB p S dR p 
--;-'t + S (C - - __g_) .L + __q_ B _s .L = 
o g pv s
9 
dP at 80 g d P at 
1 QnBn a a 
- {-~ + B - a (P + P - p gz) + ~h ~x~y g ax xg ax cog o 
8
9 
"'ax a xo R _1_ ( P - p g z ) + B ~ a R _1_ ( P - p g z ) 




THE FINITE DIFFERENCE EQUATIONS 
The pressure equation and the material balance equations are sol-
ved by finite difference approximations. For a rectangular coordinate 
grid system (i ,j), and equal distance increments in the X-direction 
and Y-direction, the finite difference equation which is used to solve 
the pressure equation can be expressed as follows: 
AX . . P . 1 . + (-AX . . - ex . . ) P . . + ex. . P . +l . + l,J 1- ,J l,J 1,J 1,J 1,J 1 ,J 
AY .. P .. l + (-AY .. - CY .. ) P .. + CY .. P. "+l = 1,J 1,J- 1,J 1,J 1,J 1,J 1,J 
(QTERM .. + PCTERM .. + GTERM .. ) + 1 ,J 1 ,J 1 ,J 
TRM .. 
1 ,J 
Llt ( p~+ ~ - p~ . ) ' 1 ,J 1 ,J 
where the terms are as follows: 
AX .. = _L2 {B a + B ~ + 1 'J " w . . xw . 1 • v 
uX 1 , J 1-~, J g • • Xg · 1 • 1 ,J 1-~,J 
(B + B R - B R )a }, 
0 . . g . . s . . g . . s . . xo . 1 • 1 ,J 1 ,J 1-~,J 1 ,J 1 ,J 1-~,J 
1 CX .. = ~ {B a 




+ B g .. 
1 ,J 
+ B a g. . xg "+1 · + 1 ,J 1 ~,J 
- B R ) a }, 
g i 'j s i 'j xo i +~ 'j 
( C-1) 
1 AY. . = - 2 { 8 a + 8 a + 1 , J A w . . yw. . 1 g . . yg . . 1 
uy l,J l,J-~ l,J l,J-~ 
( 8 + 8 R - 8 R )a } , 
o; , j g i , j s; , j _ ~ g ; , j s ; , j yo; , j _ ~ 
CY = --1-- {8 a + 8 i , j A 2 W • • YW • • +L g • • (J + ygi ,j¥~ uy 1 , J 1 , J "2 1 , J 
(8 + 8 R - 8 R )a } , 
oi,j 9;,j si,j+~ gi,j si,j yoi,j+~ 
1 PCTERM. . = - 2 {8 a 1 ' J A w • • xw • 1 • u.X 1 ,J 1-~,J 
(P - p ) -
COW. 1 . COW. • ,_ ,J 1 'J 
8 cr (P - P ) + 
wi,j xwi+~,j cowi,j cowi+1 ,j 
8 a g . . xg. 1 • 1 ,J 1-~,J 
(P - p ) -
cog. 1 . cog. . 1- ,J l,J 
8 a (P - P ) + 
gi,j xgi+~,j cogi,j cogi+1 ,j 
1 {8 a (P - P ) -
--;--2 w. . yw .. 1 cow .. 1 cow .. uy 1 , J 1 , J - ~ 1 , J - 1 , J 
B a 
w. . yw. ·+1 
1 ,J 1 ,J ~ 
(P - p ) + 
cowi,j cow; ,j+1 
B a (P - P ) -
g Y9; ,j-~ C09; ,j- 1 cogi,j 
B a (P - P )}, g yg .. +1 cog. . cog 1. ,J.+l l,J ~ l,J 
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kY'rn krw llo8o (~ + - · ) Qo(-k-)}, llg llw ro 
1 GTERM •• = - 2 {B a (p g). 1 • + 1 ,J A w • • XW • j~ • W 1- ~,J 
oX 1,J 1~,J 
B a (p g). j... • + g . . xg. L • g 1 ~ ,J 
1 'J 1- "2,J 
(p g). 1 .} (z. 1 . - z .. ) - 1 0 1-~,J 1- ,J 1,J --;rr 
6Xt:. 
( P g ) . . } ( z . . - z . +1 . ) + 0 1 +~ ' J 1 ' J 1 , J 
1 ~ { B a (p g)· · 1 + 
A ~:. w . . yw . . 1 w 1 , J - ~ uy 1,J 1,J-~ 
(B + B R - B R )cr 
oi,j gi,j si,j-~ 9;,j s; ,j yoi,j-~ 











(B0 B) .. (dP5 ) .. -(-B) .. (dP0 ) ..• 0 g 1,J 1,J 0 1,J 1,J 
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The coefficient of P~+~, which is made up of combinations of the 
1 'J . 
other coefficients, will vary according to the method used to obtain 
a solution. The details of these approaches are documented in the 
1 iterature with the exception of the:method developed in this inves-
tigation. The new approach is discussed in Chapter IV. 
The finite difference approximations which are employed to 
solve the material balance equations are as follows: 
5n+l w .. 
1 ,J 
= 1 ( 5n + Ll t 
1 + (C + C )(P~+~ - P~ .) wi ,j (<t>h)i ,j pv w 1 ,J 1 ,J 
{-
Q B w .. w .. 
1,J 1,J + 
Llxlly 
B w .. 
1 ' J ( a {P . 1 . - p . . 
A 2 xw • 1 • 1- 'J 1 'J 
uX 1-~,J 
~ P + P - (p g). L. (z. 1.-
cowi-l,j cowi,j w 1-'2,J 1- ,J 
z .. )} - cr {P .. - P. 1 . - P + P 1,J xwi+~,j 1,J 1+ ,J cowi,j cowi+1 ,j 
B w .. 
(Pw9l;+ljj,j (z; ,j - zi+l)}) + ll~i (cryw .. • {Pi ,j-1 -
1 ,J-~ 
p. . - p + p - (p g). . 1 ( z. . 1 - z. . ) } -1 ,J cow .. 1 cow. . w 1 ,J-~ 1 ,J- 1 ,J 
1 ,J- 1 ,J 
0 yw {Pi j- Pi,j+1- Pcow .. + Pcow .. +
1
- (pwg)i,j+~ 
i ' j +~ ' 1 'J 1 'J 
( z. . - z. . +1 ) } ) } ) ' 
1 ,J 1 ,J 
1 g-n+ 1 = --------a~s~o----n+_1 __ _ 
oi,j 1 + {C - B 1 (-dP ) .. }(P .. - p~ .) pv 1 , J 1 , J 1 , J 0 .. 
1 'J 
( 5n + L\ t { o. . (cph) •. -
1 ,J 1 ,J 
B 
Q B o .. Q •• 
1 ,J 1 ,J + 
L\XL\Y 




+ 1 ,J ( {P p ( g) 
"Y2 °yo . . 1 i,j-1- i,j- Po i,j-~ 
u 1 ,J-~ 
(z .. 1 - z .. )} - cr {P .. - P .. +l 1,J- 1,J oy .. +1 1,J 1,J 1,J ~ 
- ( p g ) . . +1 ( z . . - z . . + 1 ) } ) } ) ' 




sn+1 = _______ _:1r-=--------
gi,j 1 dBg n+1 n 1 + { Cpv - B ( dP ) } ( p. . - p. . ) 
g. . i ,j 1 ,J 1 ,J 
(Sn -g .. 
1 ,J 




o. . dR 1 1 ,J B ( dPs). . ( p~+. - p~ . ) B g . . 1 , J 1 ,J 1 ,J 0. . 1 ,J 
1 ,J 
Qg .. sg. . sg .. { 1 , J 1 , J + 1 2J (a 11xl1y 11x xg i -~,j 
(z. 1 . - z .. )} - a {P .. - P.+1 . 1- ,J 1 ,J xg 1 ,J 1 ,J i+~,j 
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+ p cog .. - P cog - (pgg)i+~,j (z; ,j - zi+1 ,j)}) 
1 ,J i + 1 'j 
B g .. 
+~(a {P .. 1 -P .. +P ---=--Y2~ yg. . 1 1 ,J- 1 ,J cog. . 1 u 1 ,J-~ 1 ,J-
- a {P. . 1 - P. . + P - P yg; ,j+~ 1,J+ 1,J cogi,j+1 cogi,j 
B g .. 
- ( p g). .+1 ( z. . - z. . 1)}) + b~~J g 1 'J ~ 1 ,J 1 'J + 
B g .. 
- ( p g) . 1 • ( z. 1 • - z . . ) } ) - 11~ 2J ( R - R 0 1-~,J 1- ,J 1 ,J Si+~,j Si ,j 
( cr xo { p 1· • - p 1· + 1 J. - (Po g ) · , · ( z · · - z · + 1 · ) } ) i+~,j ,J ' 1,....-1 ,J 1 ,J 1 ,J 
B 
9;,j 
+ 2 (R - R )(cr {P .. 1 P .. A s . . 1 s . . yo . . 1 1 , J - 1 , J uy 1,J-~ 1,J 1,J-~ 
B g. . 
( g) ( Z Z ) } ) 1 2J ( Rs. . 1 - Rs . . ) 
- Po i,j-~ i,j-1- i ,j -
~y 1 ,J+~ 1,J 
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DESCRIPTION OF SIMULATION METHODS 
In this appendix a brief description of each method used in this 
investigation to solve the pressure equation (C-1) will be given. 
1. Alternating Directionimplicit Procedure 
In the X-direction: 
n+~ ( n+~ AX .. P. l . + -AX .. - CX .. - 2TRM .. )P .. 1,J 1- ,J 1,J 1,J 1,J 1,J 
n+~ + CX .. P.+l . = (QTERM + PCTERM + GTERM) .. 1 'J 1 ,J . 1 ,J 
n n n 
- AY. . P. . l - CY. . P. .+l - ( -AY. . - CY. . ) P. . 1,J 1,J- 1,J l,J 1,J l,J 1,J 
n 
- 2TRM. .P. . . 
1 ,J 1 ,J 
In the Y-direction: 
( D-1) 
AY .. Pn,.+,J~-l + (-AY .. - CY .. - 2TRM .. ) P~+~ + CY .. P~+~+l l,J 1,J 1,J 1,J 1,J 1,J l,J 
= (QTERM + PCTERM + GTERM) .. 
1 ,J 
n+~ AX. . P. l . 
1 ,J 1- ,J 
- (-AX .. - CX .. ) P~+~ - 2TRM .. P~+~. 1,J 1,J 1,J 1,J 1,J 
n+~ ex. . P. +l . 1 ,J 1 ,J 
(D-2) 
The systems of equations (a set for each row) represented by (D-1) 
are solved first by a tridiagonal method of solution, where Pn+~ is an 
intermediate pressure approximation. Next the systems represented by 
77 
(D-2) are solved for pn+l. 
2. Alternating Direction Explicit Procedure 
AX. . (P~+ll . - P~+~) + AY .. (P~+l. - P~+~) 1,J 1- ,J 1,J 1,J 1,J-l 1,J 
TRt~. . +l 
= (QTERM + PeTERM + GTERM) .. + 1 ,J (P~ . 1,J 6t 1,J 
n p. . ) • 
1 'J 
(D-3) 
Equation (D-3) can be solved explicitly at each grid point for 
P~+~ since the pressure at (i-1 ,j) and (i ,j-1) are given for the first 
1 ,J 
row and first column by boundary conditions, and by the previous cal-
culations as the successive points are evaluated. 
3. Line Successive Over-relaxation Method 
AX. . P* + (-AX. . - ex. . - AY. . - ev. . ) P~ . 1,J i-l,j 1,J 1,J 1,J 1,J 1,J 
+ ex. . P~+l . = ( QTERM + PeTERM + GTERM). . 1,J 1 ,J 1,J 
k AY .. P. . l 1,J 1,J-
k-1 * n 
- ey. . P. . +l + TRM. . ( P. . - P. . ) . 1,J 1,J 1,J 1,J 1,J (D-4) 
* At iteration level k, (D-4) is solved for the jth row for P by a 
tridiagonal solution technique. This is possible, because at iteration 
k-1 level k, AY .. = 0 for the first row (J=l) and P. "+lis known. (At 
1 ,J 1 ,J 
h f · t · t · 1 1 Pk- 1 · Pn ) t e 1 rs 1 erat1 on eve . '+l 1s . '+l . 1 'J 1 ,J 
Then P~ . is solved from the following equation: 
1 ,J 
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k * k-1 P .. = w P .. + (1 - w) P ... 1,J 1,J 1,J (D-5) 
k k Proceeding to the next row (J=2), P. . so 1 ved by ( D-5) becomes P. . 1 . 1,J 1,J-
* Therefore, (D-4) can be solved for P
1 
•• for J = 2. This calculation 
,J 
proceeds until all rows are computed. 
The iteration parameter w is calculated by 
2 w = ------------ (D-6) 
1+11-p(l) 
where p(l) is the spectral radius of the coefficient matrix, which is 
defined as: 
p(l) = ( __ __;9 ___ ) 2 
cos 1!.. M 
( D-7) 
1 + Q 
where Q is the ratio of the X-direction andY-direction transmissibili-
ties. The value of w is between land 2. 
4. Two-Direction Correction (2DC) to the Line Over-Relaxation Method 
This is a method to calculate a correction factor to LSOR, in order 
to eliminate the highest eigenvalue of the coefficient matrix, so that 
LSOR will converge faster. The method is based on forcing the direc-
tional residuals in both X-direction and Y-directionto zero. If a. is 
the X-direction correction factor, then the corrected pressure at iter-




= p. . + a.J. ' 1 ,J ( D-8) 
where a. is obtained by 
J 
I AY · · a· l + (I (- AY. . - CY. . ) -· \ TRM. . ) a . i 1 , J J- i 1 , J 1 , J r , ,J J 
I R. . • i 1 ,J 
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(D-9) 
Equation (D-9) yields a tridiagonal coefficient matrix which can be 
solved for aj for all j•s. 
Similarly, for the Y-direction a parameter S;, which is analogous 




k P .. +a. + s .. 
1 ,J J 1 
5. Strongly Implicit Procedure 
This technique is one of the better studied. The fo 11 owing equa-
tion is given as a basis for discussing this method. 
AX. . P. l . + AY. . P. . l + BB. . P. . + CY. . P. .+1 l,J 1- ,J 1,J 1,J- 1,J l,J l,J l,J 
+ ex. . P . 1 . = ox. . . l,J 1+ ,J 1,J (D-10) 
In matrix form equation (D-10) can be written as 
AP = D, (D-11) 
where A is the matrix of coefficient, P is the solution vector, and D 
is a vector of known parameters in the equations. In order to make it 
amenable to direct solution, matrix A is altered into (A+ B), so that 
when (A + B) is factored into a product of a lower matrix, L, and an 
upper matrix, U, L and U have only three non-zero elements. The 
diagonal elements of L will then be (d, c, b) and the diagonal 
elements of U will be (1, e, f). 
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The altered matrix (A+ B) has then become a seven-diagonal 
matrix. The pressures associated with the two additional elements 
were chosen to be those occupying the grid points (i+l, j-1) and 
(i-1, j+l}, and they are calculated by using the Taylor•s series ex-
pansion with higher order terms dropped. 
pi+l,j-1 =-Pi,j + pi+l,j + Pi,j-1' (D-12) 
p. 1 "+1 = - p. . + p. 1 . + p. "+1 . 1- ,J 1,J 1- ,J 1,J (D-13) 
The altered matrix (A+ B) is made compatible with the original 
matrix A by assigning an iteration parameter a to the right hand sides 
of the equations (D-12} and (D-13) and subtracting them from the 
corresponding left hand sides of equations (D-12) and (D-13). The 
unknown side of equation (D-10) becomes 
AX. . P. 1 . + AY. . P. . l + BB. . P. . + CY. . P. . l l,J 1- ,J l,J l,J- l,J l,J l,J l,J+ 
+ CX. . P. l . + E. . { P . l . l - a (- P. . l,J 1+ ,J l,J 1+ ,J- l,J 
+ pi+l,j + Pi,j-1)} + F;,j {Pi-l,j+l- a(-Pi,j 
+ P. 1 . + P. "+1)}, 1- ,J l,J 
where E . . = b . . e . . 1 , 1,J 1,J 1,J-
and F . . = c. . f · 1 · · 1,J l,J 1- ,J 
The additional relations are: 
b .. = AY .. 
1 ,J 1 ,J a. E. . ' 1 'J 
c . . = AX. . - a F. . , 1 ,J 1 ,J 1 ,J 
d. . + b. . f. . l + c. . e. l . = BB. . + a. E. . + a. F. . 1,J 1,J 1,J- 1,J 1- ,J 1,J 1,J 1,J 
d. . e. . = CX. . - a. E. . , 1 ,J 1 ,J 1 ,J 1 ,J 
d . . f . . = CY • • - a. F . . • 1 ,J 1 ,J 1 ,J 1 ,J 
The iterative method is derived by adding the product BP to both 
sides and (AP- AP) to the right hand side of equation (D-10), i.e., 
(A+ B)Pn+l = (A+ B)Pn - (APn- D) (D-14) 
The equation (D-14) is solved as follows: 
and calculate 
The equation (D-14) can then be written as 
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(D-15) 
Since (A+ B) = LU, then equation (D-15) can be written as 
Substituting V for Uon+l, equation (D-15) becomes 
Therefore equation (D-15) can be solved by a tridiagonal solution 
technique. 
The iteration parameters are set between 0.0 and 1.00, and the 
values are calculated by the following formula: 
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26.y2 . * 
l + KXt:.y~)' 
KY 6.X 
( D-16) 
Testing showed SIP to be a powerful solution technique comparable 
to the approach developed in this investigation. 
KX is the transmissibility in the X-direction, and KY is the transmissibility 
in the Y-direction. 
APPENDIX E 
NOMENCLATURE 
A cross sectional area - cm2 
B formation volume factor - res cm3/std cm3 
C compressibility factor - vol/vol/atm 
g conversion factor for the gravity term 
h net pay thickness - em 
I counting number in the X-direction 
J counting number in the Y-direction 
k absolute permeability - Darcy 
keff effective permeability- Darcy 
kr relative permeability - fraction 
M number of blocks in the X-direction 
N number of blocks in the Y-direction 
P pressure - atm 
PV pore volume - cm3 
Q production or injection rate- cm3/sec 
Rs solution gas - oil ratio - std cm3 of gas/std cm3 of oil 
S saturation - fraction 
t time-second 
w iteration parameter for LSOR 
z subsea depth - em 
a pressure correction factor to LSOR in the X-direction - atm 
a iteration parameter for SIP 




cp porosity - fraction 
<P pressure potential - atm 
1-1 viscosity - cp 




g gas phase 
i position in the X-direction 
IN influx 
j position in the Y-direction 
max maximum 
min minimum 
o oil phase 
og oil-gas interface 
or residual oil 
OUT efflux 
ow oil-water interface 
pv pore volume 
r relative 
we irreducible water 
x in the X-direction 
y in the Y-direction 
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Superscript: 
k current iteration level 
k+l next iteration level 
n current time level 
n-1 previous time level 
n+l next time level 
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