Abstract. We introduce strong Morita equivalence for inverse semigroups. This notion encompasses Mark Lawson's concept of enlargement. Strongly Morita equivalent inverse semigroups have Morita equivalent universal groupoids in the sense of Paterson and hence strongly Morita equivalent universal and reduced C * -algebras. As a consequence we obtain a new proof of a result of Khoshkam and Skandalis showing that the C * -algebra of an F -inverse semigroup is strongly Morita equivalent to a cross product of a commutative C * -algebra by a group.
Introduction
With the remarkable exception of finite group theory, in most areas of mathematics the equivalence relation of isomorphism is much too strong for the purposes of classification. The aim of this article is to introduce a notion of strong Morita equivalence for inverse semigroups.
Our motivation comes from the theory of C * -algebras. As argued by Exel [8] , there is an emerging theory of "combinatorial" C * -algebras that are constructed via the general pattern combinatorial object → inverse semigroup → groupoid → C * -algebra that is perhaps best exemplified by alphabet → Cuntz semigroup → Cuntz groupoid → Cuntz algebra [5] or more generally by Cuntz-Krieger algebras [6] , graph C * -algebras and their variants [8, 9, 25, 30, 31] . See [8] for further discussion. (We remark that the Cuntz semigroup is known to semigroup theorists as the polycyclic inverse monoid [29] .) Now, there is a well-known notion of Morita equivalence of groupoids, and moreover Morita equivalent groupoids have strongly Morita equivalent C * -algebras [27, 28, 33, 43] . Often equivalence of groupoid algebras can be traced back to equivalence of their groupoids. Similarly, cross product decompositions of groupoid algebras can frequently be traced back to semidirect product decompositions of the corresponding groupoids. One would hope then that, for combinatorial C * -algebras, these notions can all be transferred back to the inverse semigroup setting. Of course, semidirect products of inverse semigroups are well established [17] . But until now a notion of Morita equivalence at the inverse semigroup level has been lacking.
The first hint that such a relationship should exist is a result of Khoshkam and Skandalis [13] that the C * -algebra of an F -inverse semigroup is strongly Morita equivalent to a cross product of its maximal group image with a commutative C * -algebra. This is reminiscent of the result of Lawson [17] that an F -inverse semigroup has an enlargement which is the semidirect product of its maximal group image with an idempotent commutative semigroup (i.e., a semilattice). Moreover, the construction of the enlargement and the cross product decomposition both involve the notion of globalizing a partial group action [1, 7, 12] . Let us recall here that Lawson [16, 17] defined an inverse semigroup S to be an enlargement of an inverse subsemigroup T if ST S = S and T ST = T . He argued that enlargement should be a special case of a more general theory of Morita equivalence that was yet to be developed. Given Lawson's credo that enlargement is a special case of Morita equivalence, surely this must explain the result of Khoshkam and Skandalis. This paper introduces the theory of Morita equivalence of inverse semigroups sought after by Lawson. It encompasses the notion of enlargement as a special case. Strong Morita equivalence of inverse semigroups implies equivalence of their associated groupoids (Theorem 4.7) and hence strong Morita equivalence of their C * -algebras. This yields a new proof of the result of Khoshkam and Skandalis on F -inverse semigroups. We also show that strong Morita equivalence implies equivalence of classifying toposes [10, 11] and hence isomorphism of cohomology groups [15, 22] . A number of shared structural properties of strongly Morita equivalent inverse semigroups is established.
It should be mentioned that Talwar developed a theory of strong Morita equivalence for semigroups in general [40] [41] [42] . Our notion of strong Morita equivalence implies Talwar's notion in the case of an inverse semigroup. I do not believe the converse is true, although for inverse monoids both notions do coincide (and in fact they both coincide with enlargement in this case).
Equivalence bimodules
We begin by defining a Morita context for inverse semigroups. The notion is inspired by Rieffel's notion of an equivalence (or imprimitivity) bimodule [36, 37] and Talwar's strong Morita equivalence of semigroups [41, 42] . We first recall that an inverse semigroup is a semigroup S so that, for all s ∈ S, there exists a unique element s * ∈ S so that ss * s = s and s * ss * = s * . The reader is referred to Lawson's book [17] for basic properties of inverse semigroups. We shall frequently use that the idempotents of an inverse semigroup commute. Also an inverse semigroup S is partially ordered by s ≤ t if s = et for some idempotent e ∈ S. This ordering is compatible with the multiplication. For idempotents, their product is their meet.
Definition 2.1 (Morita context).
A Morita context consists of a 5-tuple (S, T, X, , , [ , ]) where S and T are inverse semigroups, X is a set equipped with a left action by S and a right action by T that commute and , : X × X → S, [ , ] : X × X → T are surjective functions satisfying the following axioms (where x, y, z ∈ X, s ∈ S and t ∈ T ):
(1) sx, y = s x, y ; (2) y, x = x, y * ; Note that the conjunction of (3) and (7) implies (6) , and dually. Two inverse semigroups S and T are said to be strongly Morita equivalent if there exists an equivalence bimodule for them, i.e., there exists a Morita context (S, T, X, , , [ , ]). We shall verify shortly that this is indeed an equivalence relation.
For example, recall that if S is an inverse semigroup and T is an inverse subsemigroup, then S is termed by Lawson an enlargement of T if ST S = S and T ST = T (or equivalently SE(T )S = S and E(T )SE(T ) = T ) [16, 17] . For instance, if e ∈ S is an idempotent such that SeS = S, then S is an enlargement of eSe. If S is an inverse monoid with zero, X is a set and B X (S) is the inverse semigroup consisting of all matrices of the form sE ij , with E ij an X × X-matrix unit, then B X (S) is an enlargement of S. Lawson proved that if S is an F -inverse semigroup, then S has an enlargement of the form X ⋊ G where X is a semilattice containing E(S) and G is the maximal group image of S (and conversely) [16, 17] . It was suggested by Lawson [16, 17] that the notion of enlargement should be a special case of a more general theory of Morita equivalence. The following proposition indicates that this article is the more general theory that Lawson was seeking. Proof. Let X = ST and define x, y = xy * ∈ ST S = S, [x, y] = x * y ∈ T ST = T . We verify that X is an equivalence bimodule. First we show that , is surjective. Let s ∈ S and write s = s 0 ts 1 with s 0 , s 1 ∈ S and t ∈ T . Then s 0 t, s * 1 t * t ∈ ST = X and s 0 t, s * 1 t * t = s 0 tt * ts 1 = s. Clearly sx, y = sxy * = s x, y . Also y, x = yx * = (xy * ) * = x, y * and x, x x = xx * x = x. The verifications for [ , ] are similar. Finally, we verify the compatibility between the inner products. Indeed, x, y z = xy * z = x[y, z]. This proves that S and T are strongly Morita equivalent.
As a consequence of Proposition 2.2, strong Morita equivalence is a reflexive relation. More generally, one easily shows that isomorphic inverse semigroups are strongly Morita equivalent. Before verifying symmetry and transitivity it is convenient to establish some basic properties of Morita contexts.
) be a Morita context. Then, for x, y ∈ X and s ∈ S, t ∈ T :
give surjective maps p : X → E(S) and q : X → E(T ), respectively; (9) xt, y = x, yt * , x, yt = xt * , y ; (10) 
Proof. We just handle the case of [ , ] , as the other is dual. First note that
yields (4). One immediately obtains (6) from (4). Next we verify (7) by (10) .
From the proposition, it is clear that strong Morita equivalence is symmetric: just make X a right S-set and a left-T set using the inversion in S and T ; one then switches the roles of , and [ , ] .
As a consequence of Proposition 2.3, we obtain that each element x ∈ X, gives rise to homomorphisms ǫ x : E(S) → E(T ) and η x : E(T ) → E(S). These homomorphisms will play a role in constructing the Morita equivalence of the associated groupoids.
Proposition 2.4. Fix x ∈ X and let us define ǫ x : E(S) → E(T ) and η x : E(T ) → E(S) by ǫ x (e) = [ex, ex] and η x (f ) = xf, xf . Then ǫ x and η x are homomorphisms.
Proof. We just handle the case of ǫ x , as that of η x is dual. Let e, f ∈ E(S). Using Proposition 2.3, we have
as required.
In order to verify the transitivity of strong Morita equivalence we must recall the definition of the tensor product a right T -set with a left T -set. Details on the tensor product and homological algebra in this context can be found in [14, 40, 41] for instance.
If X is a right T -set, Y is a left T -set and Z is a set, then one says that a map f : X × Y → Z is T -bilinear if f (xt, y) = f (x, ty) for all x ∈ X, y ∈ Y and t ∈ T . The tensor product X ⊗ T Y is the quotient of X × Y by the least equivalence relation ∼ such that (xt, y) ∼ (x, ty) for all x ∈ X, y ∈ Y and t ∈ T . The class of (x, y) is denoted x ⊗ y and the map X × Y → X ⊗ T Y given by (x, y) → x ⊗ y is the universal bilinear map. It is easy to verify that if S has a left action on X and U has a right action on Y such that these actions commute with the actions of T , then X ⊗ T Y admits welldefined commuting actions of S and U given by s(x ⊗ y) = sx ⊗ y and (x ⊗ y)u = x ⊗ yu where s ∈ S, x ∈ X, y ∈ Y and u ∈ U .
We are now ready to prove that strong Morita equivalence is indeed an equivalence relation.
) is a Morita context where
Consequently, strong Morita equivalence is an equivalence relation.
Proof. First we need to verify that the "inner products" are well defined. For each (x, y) ∈ X × Y , we define a map θ x,y : X × Y → S given by
S . Let us show that θ x,y is T -bilinear. Indeed, if t ∈ T , then θ x,y (x ′ t, y ′ ) = x y, y ′ T , x ′ t S = x y, y ′ T t * , x ′ S = x y, ty ′ T , x ′ S = θ x,y (x ′ , ty ′ ) as required. Thus we may now view θ x,y as an element of S X⊗ T Y . We have therefore defined a map θ :
S , establishing that (2.1) is well defined. The case of (2.2) is dual.
Next we check the surjectivity of , and Axioms (1)- (3) of Definition 2.1; the corresponding facts for [ , ] are of course dual. Let s ∈ S. We may write s = x, x ′ S for some x, x ′ ∈ X. Moveover, we may also write [x, x] T = y, y ′ T for some y, y ′ ∈ Y . Then
′ S = s and so , is surjective. Next we turn to Axiom (1). Here s(x⊗y),
For (2), we have that
It remains to verify the compatibility between the two inner products (Axiom (7)). On the one hand
on the other hand
yielding (7). This completes the proof of the proposition.
Our next proposition is an analogue of a result of Talwar [40, 41] . Proposition 2.6. Let (S, T, X, , , [ , ]) be a Morita context. Make X a left T -set by putting tx = xt * . Then , : X × X → S is T -bilinear and induces a bijection X ⊗ T X → S given by x ⊗ y → x, y . In fact, S is isomorphic to the semigroup X ⊗ T X with multiplication and inversion given by the formulas
respectively. A dual result holds for T .
Proof. First note that xt, y = x, yt * = x, ty , establishing the bilinearity. Clearly the map x ⊗ y → x, y is surjective by the definition of a Morita context. Suppose that x, y = x ′ , y ′ , whence y, x = y ′ , x ′ . Then
as required. The multiplication and inverse rules now follow from the formulas x, y x ′ , y ′ = x[y, x ′ ], y ′ and x, y * = y, x .
3.Étale S-sets
In order to prove that strong Morita equivalence of inverse semigroups yields an equivalence of their universal groupoids, we need to consider the category ofétale S-sets, introduced in [11] by the author and Funk in their work on the classifying topos of an inverse semigroup [10] . Definition 3.1 (étale set). If S is an inverse semigroup, then anétale left S-set is a pair (X, p) where X is a set equipped with a left action of S on X and p : X → E(S) is a map such that p(x)x = x and p(sx) = sp(x)s * , for all x ∈ X and s ∈ S. If p is surjective, we say that (X, p) has global support.
commutes.Étale right S-sets are defined dually. The category ofétale right S-sets is denoted BS and is called the classifying topos of S [11] . Of course, the categories ofétale left S-sets andétale right S-sets are isomorphic using the inversion of S.
For example, S itself is anétale left set with global support with respect to the map r : S → E(S) given by r(s) = ss * . Indeed, r(s)s = s and r(st) = stt * s * = sr(t)s * . In fact, (S, r) is a torsion-free generator for theétendue BS (under the above isomorphism between left and right sets) [10, 11] . Also (E(S), 1 E(S) ) is anétale left S-set with respect to the action by conjugation and is the terminal object of this category. One may easily verify that for a group G, BG is the category of right G-sets, whereas, for a semilattice E, the category BE is equivalent to the category of presheaves on E. It is routine to check that if (X, p) is anétale left S-set, then S acts by partial bijections on X by restricting the domain of s ∈ S to s * sX and the codomain to ss * X. Applying this to (S, r) one obtains the famous Preston-Wagner representation [17] , whereas applying this to (E(S), 1 E(S) ) yields the Munn representation [17] .
We shall say that inverse semigroups S and T are Morita equivalent if BS and BT are equivalent categories. It was shown by Funk that if S is an enlargement of T , then the inclusion of T into S induces an equivalence of BT and BS and hence S and T are Morita equivalent [10] . We shall see later that strong Morita equivalence implies Morita equivalence. Unfortunately, we do not know whether the converse holds.
A key property ofétale S-sets is that they come equipped with a natural partial order preserved by the action of S. Proposition 3.2. Let X be anétale left S-set. Then, for x, y ∈ X, the following are equivalent:
Moreover, if we define x ≤ y if x = p(x)y, then ≤ is a partial order compatible with the left action of S and p is order preserving. A dual result holds forétale right sets.
Proof. Obviously (1) implies (2). For (2) implies (1), observe that p(x)y = p(ey)y = ep(y)ey = ep(y)y = ey = x. Clearly x = p(x)x, yielding reflexivity. If x ≤ y and y ≤ z, then x = p(x)y = p(x)p(y)z and so by (2) 
To see compatibility of the action, if x ≤ y and s ∈ S, then p(sx)sy = sp(x)s * sy = sp(x)y = sx and so sx ≤ sy. Finally, we check that p is order preserving. If
Remark 3.3. The reason for the terminologyétale is that if we make posets into topological spaces by taking the downsets as the open sets, then, for (X, p) anétale left S-set, the map p : X → E(S) isétale in the usual topological sense.
If S is an inverse semigroup, then there is a group G(S) and a surjective homomorphism σ : S → G(S) so that every homomorphism from S to a group factors through G(S). One calls G(S) the maximal group image of S. It is defined as the quotient of S by the germ equivalence relation, which identifies two elements of S if they have a common lower bound in the natural partial order on S [17] . More generally, everyétale S-set X has a set of germs lim − → X, which turns out to be a G(S)-set. We shall need the following lemma to construct the germ equivalence relation. Lemma 3.4. Let (X, p) be anétale left S-set and suppose that y, z ∈ X have a common upper bound x ∈ X. Then p(y)z = p(z)y is the meet of y, z in X.
Proof. First note that p(y)z ≤ z and p(z)y ≤ y, so our first goal is to prove the equality. Indeed, p(y)z = p(y)p(z)x = p(z)p(y)x = p(z)y by the definition of the ordering. Set u = p(y)z = p(z)y and suppose that w ≤ y, z. Then we have
It is now immediate that the relation of having a common lower bound is an equivalence relation.
Proposition 3.5. Let (X, p) be anétale left S-set. Define x ∼ y if there exists z ∈ X with z ≤ x, y. Then ∼ is an equivalence relation and lim
Proof. Clearly ∼ is reflexive and symmetric. Assume that x ∼ y and y ∼ z. Let u ≤ x, y and v ≤ y, z. Because y is a common upper bound on u, v, they have a meet w by Lemma 3.4. Clearly w ≤ x, z. Thus ∼ is an equivalence relation.
Suppose that σ(s) = σ(t) and [x] = [y]. Then we can find r ≤ s, t and w ≤ x, y. Clearly rw ≤ sx, ty. Thus [sx] = [ty] and the action of G(S) is well defined. It is then trivial to verify we have defined an action.
In fact, what we have really done is defined a functor lim − → : BS → BG(S). It is shown in [11] that this functor restricts to an equivalence between the locally constant objects of BS and the category BG(S) and hence G(S) is the fundamental group of the topos BS, and in particular only depends on the Morita equivalence class of S.
The reason for this digression intoétale sets is that a Morita context gives rise to compatibleétale set structures on the equivalence bimodule. The partial ordering on the equivalence bimodule plays an important role in constructing the Morita equivalence of the universal groupoids.
is anétale left S-set with global support, (X, q) is anétale right S-set with global support. Moreover, the order on X induced by the structures (X, p) and (X, q) coincide. In particular, the set of germs of X is independent of whichétale structure we put on X. In addition,
Proof. Proposition 2.3 implies everything except the coincidence of the two partial orders and the monotonicity of the bilinear forms. Let us write x ≤ S y if x = ey with e ∈ E(S) and x ≤ T y if x = yf with f ∈ E(T ). Suppose x ≤ S y; say x = ey with e ∈ E(S). Then y[x, x] = y[ey, ey] = y, ey ey = y, y ey = e y, y y = x. Thus x ≤ T y. Dually, x ≤ T y implies x ≤ S y and so the two orders coincide. Hence the two germ constructions coincide. We verify the final statement only for [ , ] , as the other case is identical. Indeed,
Morita equivalence of groupoids and C * -algebras
In this section, all inverse semigroups are assumed to be countable and discrete as in [30] . Paterson associated to each inverse semigroup anétale groupoid G (S), called its universal groupoid, with the property that both the respective universal and reduced C * -algebras of S and G (S) coincide [30] . There is a well-known notion of Morita equivalence for locally compact groupoids [27, 43] . A celebrated theorem of Muhly, Renault and Williams [27] shows that Morita equivalent Hausdorff groupoids have strongly Morita equivalent universal and reduced C * -algebras. In general, G (S) is not Hausdorff. However, it is a special case of a result of Renault [33, Corollaire 5.4 ] that also in the non-Hausdorff setting the strong Morita equivalence of universal C * -algebras remains valid for Morita equivalent groupoids 1 ; see also [28] . The corresponding result for reduced C * -algebras in the nonHausdorff context was established by Tu [43] .
Let us recall the necessary definitions. By a locally compact space, we mean a topological space Z with a basis of locally compact Hausdorff spaces. We do not assume that Z itself is Hausdorff. Since we shall only be interested inétale groupoids, we stick with this setting for the definition of Morita equivalence. Anétale groupoid (also known as an r-discrete groupoid [8, 30, 32] ) is a topological groupoid G such that the unit space G 0 is locally compact Hausdorff and the domain map d (or equivalently the range map r) is anétale map, i.e., a local homeomorphism. In general, G need not be Hausdorff. As usual we do not distinguish between the object set of a groupoid and its unit space.
If G is a topological groupoid, Z is a locally compact space and f : Z → G 0 is a continuous map, then we can form a topological groupoid G [Z] with unit space Z and whose arrows are of the form (z ′ , g, z) such that z ′ , z ∈ Z and Next we recall Paterson's construction of the universal groupoid of an inverse semigroup [8, 30] . See also [34] for more on the relationship betweeń etale groupoids and inverse semigroups. Let S be an inverse semigroup with idempotent set E. Let E be the space of non-zero homomorphisms ϕ : E → {0, 1} with the topology of pointwise convergence. Define, for e ∈ E, the compact open set D(e) = {ϕ ∈ E | ϕ(e) = 1}. The inverse semigroup S has a natural action on E as a pseudogroup of transformations. If s ∈ S, then the domain of the action of S is D(s * s) and the range is D(ss * ). The action is given by sϕ(e) = ϕ(s * es) for ϕ ∈ D(s * s).
The universal groupoid of S is the groupoid of germs for this action; the unit space of G (S) 0 is E and arrows are equivalence classes (s, ϕ) where ϕ ∈ D(s * s) and (s, ϕ) is equivalent to (s ′ , ψ) if and only if ϕ = ψ and there exists u ∈ S so that u ≤ s, s ′ and ϕ ∈ D(u * u). The topology has a basis consisting of all sets of the form (s, U ) where
Multiplication of composable arrows is given by (s, ϕ) · (s ′ , ψ) = (ss ′ , ψ) and inversion by (s, ϕ) −1 = (s * , sϕ). One can verify that G (S) is anétale groupoid [8, 30] . It is known that if S is E-unitary (or more generally 0-Eunitary), then G (S) is Hausdorff [8, 30] ; recall that an inverse semigroup is called E-unitary if any element above an idempotent is an idempotent [17] . The reader is referred to Proposition 2.4 for the definitions of η x and ǫ x in the following proposition. 
Proof. By Proposition 2.4, ǫ x and η x are homomorphisms, and so they induce continuous maps α x : E(T ) → E(S) and β x : E(S) → E(T ) via α x (ϕ) = ϕ • ǫ x and β x (ψ) = ψ • η x by functoriality. Thus we just need to check that α x and β x are inverses when restricted to the above open subsets. Suppose ϕ ∈ D([x, x]) and e ∈ E(T ). Then (β x (α x (ϕ)))(e) = α x (ϕ)( xe, xe ) = ϕ([ xe, xe x, xe, xe x]).
But xe, xe x = xe[xe, x] = xe[x, x] = x[x, x]e = xe and so
. The proof that α x β x is the identity is symmetric.
Frequently, we write xϕ for α x (ϕ) and x * ψ for β x (ψ). The next lemma, establishing the compatibility of the actions of S, T and X, will often be used without explicit reference in the sequel.
Next we want to show that the ordering on X coming from Proposition 3.6 corresponds with restriction.
and α x is the restriction of α y . The analogous result holds for β x , β y . Let (S, T, X, , , [ , ]) be a Morita context. We now define our space Z as the space of germs of the α x with x ∈ X. Formally, Z consists of all equivalence classes (x, ϕ) where x ∈ X and ϕ ∈ D([x, x]). Here (x, ϕ) ∼ (x ′ , ψ) if ϕ = ψ and there exists y ≤ x, x ′ with ϕ ∈ D([y, y]). We take as a basis for a topology on Z all sets of the form (x, U ) with x ∈ X and
Notice that the definition of Z seems asymmetric in that T appears in the definition but not S. But this is an illusion: we could alternatively define Z ′ to consist of equivalence classes pairs (x, ϕ) with ϕ ∈ D( x, x ) and with a basis for the topology consisting of open sets (x, U ) where
Let us justify that the space Z is well defined. Proof. Reflexivity and symmetry of ∼ are immediate. Suppose (x, ϕ) ∼ (y, ϕ) and (y, ϕ) ∼ (z, ϕ). Then we can find u, v ∈ X so that u ≤ x, y and v ≤ y, z and 
and (x, ϕ) ∼ (z, ϕ), completing the proof.
Next we want to prove that Z is locally compact and is equipped with open surjective maps to E(S) and E(T ).
Proposition 4.6. The space Z is locally compact. Moreover, there are surjectiveétale maps σ : Z → E(S) and τ : Z → E(T ) defined by σ((x, ϕ)) = xϕ and τ ((x, ϕ)) = ϕ.
Proof. First we show that the sets (x, U ) form a basis for a topology. Suppose that (z, ϕ) ∈ (x, U ) ∩ (y,
, we have that (w, N ) is a neighborhood of (z, ϕ) contained in (x, U ) ∩ (y, V ). Next, we verify that τ is a surjectiveétale map. Let ϕ ∈ E(T ) and suppose e ∈ E(T ) is such that ϕ(e) = 1. Choose x ∈ X with e = [x, x]. Then τ ((x, ϕ)) = ϕ and so τ is onto. Now we turn to the continuity of τ . Let U be an open Finally, we show that σ is a surjectiveétale map. For surjectivity, let ϕ ∈ E(S) and choose e ∈ E(S) with ϕ(e) = 1. Choose x ∈ X with x, x = e.
. Therefore, σ is surjective. Next, we observe that if (x, U ) is a basic neighborhood of Z, then σ| (x,U ) = α x τ | (x,U ) and hence is a homeomorphism with its image, the open subset α x (U ) of E(S). It follows σ isétale.
Since Z is locally homeomorphic to the locally compact Hausdorff space E(T ), this completes the proof.
Our ultimate goal is to show that Z, σ, τ give a Morita equivalence between G (S) and G (T ). First we need to decongest notation. Let's start with Let
is a smaller neighborhood of γ, which we denote by (x ′ , t, W, x). Note that
In terms of our decongested notation, ( 
Our goal is to show that Φ and Ψ give a topological isomorphism of G (S) [Z] and G (T ) [Z] . We begin by verifying that Ψ is well defined. First note that if s = x ′ t, x , then
by Proposition 2.3. Therefore
, we obtain xϕ ∈ D( x, x ) by Proposition 4.2. On the other hand, using tϕ ∈ D([x ′ , x ′ ]) and Lemma 4.3 with s = x ′ t, x , we obtain
where the last equality uses
. Suppose (x ′ , t, ϕ, x) and (y ′ , u, ϕ, y) determine the same element of G (T ) [Z] . So there exist z ′ , z ∈ X and v ∈ T so that:
z ≤ x, y; and v ≤ t, u. By Proposition 3.6, z ′ v, z ≤ x ′ t, x , y ′ u, y . By Proposition 4.4, zϕ = xϕ = yϕ. Thus (x ′ , x ′ t, x , xϕ, x) = (y ′ , y ′ u, y , yϕ, y), as required. Similarly, one verifies that Φ is well defined. Notice that both groupoids have unit space Z. Let us show that Ψ is a functor. Let γ = (x ′ , t, ϕ, x) ∈ G (T ) [Z] . Then
whereas r(Ψ(γ)) = r((x ′ , x ′ t, x , xϕ, x)) = (x ′ , (x ′ ) * x ′ t, x xϕ) = (x ′ , tϕ) = Ψ(r(γ)) by (4.2). Next we verify that Ψ preserves products. So suppose that γ = (x ′′ , t, ϕ, x ′ ) and λ = (x ′ , u, ψ, x) are composable, whence ϕ = uψ. Then we have
whereas Ψ(γλ) = Ψ((x ′′ , tu, ψ, x)) = (x ′′ , x ′′ tu, x , xψ, x). Now we compute
by Proposition 3.6, as
and hence Ψ(γ)Ψ(λ) = Ψ(γλ). The proof that Φ is a functor is symmetric and so we leave it to the reader.
We now establish that Φ and Ψ are inverses. Let γ = (x ′ , t, ϕ, x) ∈ G (T ) [Z] . Let s = x ′ t, x ∈ S. It is straightforward to compute
where the last equality uses Proposition 4.2. Now sx = x ′ t, x x = x ′ t[x, x] and so
It follows that (x ′ , [x ′ , sx], ϕ, x) = (x ′ , t, ϕ, x) and so ΦΨ(γ) = γ. An entirely symmetric argument shows that ΨΦ is the identity and hence Φ and Ψ are inverses. It remains to prove that they are continuous. To do so, it suffices to show that they both send basis sets to open sets. We just handle Ψ, as the case of Φ is completely analogous. Let (x ′ , t, W, x) be a basic neighborhood of G (T ) [Z] ; so (4.1) holds. We claim that Ψ(x ′ , t, W, x) = (x ′ , x ′ t, x , xW, x) and that the latter set is open. First we verify that the right hand side is a basic neighborhood of G (S) [Z] . The set xW is open by Proposition 4.2. Setting s = x ′ t, x , we need to show that xW ⊆ D(s * s) ∩ D( x, x ) and s(xW ) ⊆ D( x ′ , x ′ ). But this is immediate from the proof that Ψ is well defined. The inclusion Ψ(x ′ , t, W, x) ⊆ (x ′ , x ′ t, x , xW, x) is obvious. For the reverse inclusion, we again set s = x ′ t, x and suppose that (x ′ , s, ϕ, x) ∈ (x ′ , s, xW, x). Then x * ϕ ∈ x * xW = W . Equation (4.1) implies that (x ′ , t, x * ϕ, x) ∈ (x ′ , t, W, x) and clearly Ψ((x ′ , t, x * ϕ, x)) = (x ′ , s, ϕ, x). This completes the proof that G (S) and G (T ) are Morita equivalent.
In [8] , Exel associates to an inverse semigroup S with zero, anétale groupoid G (S) tight by taking the reduction of G (S) to the closure of the subspace of ultrafilters in E(S), i.e., taking the full subgroupoid whose unit space is the closure of the space of ultrafilters. Recall that a homomorphism ϕ : E(S) → {0, 1} is determined by the filter ϕ −1 (1) and that an ultrafilter is a maximal proper filter. The reader can easily verify that if S and T are strongly Morita equivalent inverse semigroups with zero, then the Morita equivalence in Theorem 4.7 restricts to a Morita equivalence between G (S) tight and G (T ) tight .
As a corollary we obtain the strong Morita equivalence of the C * -algebras of strongly Morita equivalent inverse semigroups.
Corollary 4.8. Let S and T be strongly Morita equivalent inverse semigroups. Then the universal and reduced C * -algebras of S and T are strongly Morita equivalent.
In the next section we shall provide examples showing that the converse of Theorem 4.7 is false.
Recall that S is called an F -inverse semigroup if σ −1 (g) ∩ eSf has a maximum element for all g ∈ G(S) and e, f ∈ E(S) where σ : S → G(S) is the maximal group image homomorphism. An F -inverse semigroup is automatically E-unitary. They were characterized by Lawson in terms of their representation as a P -semigroup [17] . Let us remind the reader of this construction.
A McAlister triple (X, Y, G) consists of a group G acting on a poset X containing a downset Y of X so that: Y has all binary meets, G·Y = X and gY ∩ Y = ∅ for all g ∈ G. The associated P -semigroup P (X, Y, G) consists of all pairs (y, g) ∈ Y × G so that g −1 y ∈ Y . Multiplication is given by
and inversion is given by (y, g) * = (g −1 y, g −1 ). A P -semigroup is E-unitary with semilattice of idempotents Y and maximal group image G. Conversely, McAlister proved that if S is any E-unitary inverse semigroup, then S ∼ = P (X, Y, G) for a unique McAlister triple (up to isomorphism of triples) [17, 26] . Of course G = G(S) and Y = E(S). The set X can be obtained as the globalization [12] (or enveloping action [1] ) of the partial action of G on Y = E(S) [12] . More concretely [11] , one can describe X as the poset of cyclic subsets (ordered by inclusion) of theétale right S-set (G × E(S), p) where (g, e)s = (gσ(s), s * es) and p((g, e)) = e. By a cyclic subset, we mean a subset of the form (g, e)S. For other approaches, see [17] . Suppose that S ∼ = P (X, Y, G) is an E-unitary inverse semigroup. Then Lawson proved that S is F -inverse if and only if X is a meet semilattice. Moreover, in this case the semidirect product X ⋊ G is an enlargement of S [17] and hence S is strongly Morita equivalent to X ⋊ G. In fact, Lawson showed that F -inverse semigroups are precisely those semigroups admitting a semidirect product X ⋊ G with G a group and X a semilattice as an enlargement. Khoskam and Skandalis [13] proved as a special case of a more general result that the universal and reduced C * -algebras of an F -inverse semigroup S are strongly Morita equivalent to, respectively, the universal and reduced cross products of G(S) with a certain commutative C * -algebra. We give a new proof of their result from a semigroup viewpoint that makes the commutative C * -algebra in question very explicit. We first recall a standard construction from groupoid theory.
Let G be a group acting on a locally compact Hausdorff space X. Then associated transformation groupoid G ⋉ X has underlying topological space G × X and unit space X. The groupoid structure is given by d(g, x) = x, r(g, x) = gx, (g, x)(h, y) = (gh, y) and (g, x) −1 = (g −1 , gx). One easily verifies that G ⋉ X is a Hausdorffétale groupoid. Moreover, it is well known that C * (G ⋉ X) ∼ = C 0 (X) ⋊ G and C * r (G ⋉ X) = C 0 (X) ⋊ r G [32] . Our next proposition shows that if E is a semilattice and G is a group acting on E, then the universal groupoid G (E ⋊ G) is topologically isomorphic to G ⋉ E. Proposition 4.9. Let E be a semilattice and G a group acting on E by automorphisms. Then
Proof. The action of G on E induces an action of G on E by (gϕ)(e) = ϕ(g −1 e). Note that the natural partial order on E ⋊ G is given by the product order, i.e., (e, g) ≤ (f, h) if and only if g = h and e ≤ f . The idempotent set of E ⋊ G is E × {1} ∼ = E, which we identify with E from now on. A formula we shall use frequently is (e, g) * (e, g) = (g −1 e, 1). Suppose that ϕ ∈ D(g −1 e) ∩ D(g −1 f ). Then ((e, g), ϕ) = ((f, g), ϕ) since ϕ ∈ D(g −1 (ef )) and (ef, g) ≤ (e, g), (f, g). Thus there is a well defined surjective map Φ :
given by Φ(g, ϕ) = ((e, g), ϕ) where e ∈ E is any element so that ϕ(g −1 e) = 1. Define Φ to be the identity on objects. Note that Φ is injective, since Φ(g, ϕ) = Φ(h, ψ) implies ((e, g), ϕ) = ((f, h), ψ) where ϕ(g −1 e) = 1 = ψ(h −1 f ). But then ϕ = ψ and (e, g), (f, h) have a common lower bound, which implies g = h.
We proceed to show that Φ is a functor. Clearly Φ respects domains. Suppose ϕ(g −1 e) = 1. Then Φ(g, ϕ) = ((e, g), ϕ) and r(g, ϕ) = gϕ, whereas r((e, g), ϕ) = (e, g)ϕ. Now if f ∈ E, then on the one hand (gϕ)(f ) = ϕ(g −1 f ); on the other hand since (e, g) * (f, 1)(e, g) = (g −1 e, g −1 )(f, 1)(e, g) = (g −1 (ef e), 1), it follows that (e, g)ϕ(f ) = ϕ(g −1 (ef )) = ϕ(g −1 f ) since ϕ(g −1 e) = 1. Thus Φr(g, ϕ) = gϕ = (e, g)ϕ = rΦ(g, ϕ). It remains to show that Φ preserves the product. Note that if gϕ = ψ, then (h, ψ)(g, ϕ) = (hg, ϕ). Choose e, f ∈ E so that ϕ(g −1 e) = 1 and ψ(h −1 f ) = 1. Then by the above (e, g)ϕ = gϕ = ψ and so in G (E ⋊ G) we have ((f, h), ψ) · ((e, g), ϕ) = ((f · he, hg), ϕ) = Φ(hg, ϕ). The last equality follows since
This establishes that Φ is an isomorphism of groupoids. Now we need to check that Φ is continuous and open. Let {g} × U be a basic neighborhood of G ⋉ E and ϕ ∈ U . Choose e ∈ E so that ϕ(g −1 e) = 1. Then Φ(g, ϕ) = ((e, g), ϕ). We claim that ((e, g), U ) is a neighborhood of Φ(g, ϕ) contained in Φ({g} × U ). Indeed, if ((e, g), ψ) ∈ ((e, g), U ), then (g, ψ) ∈ {g} × U . Moreover, ψ(g −1 e) = 1 implies that Φ(g, ψ) = ((e, g), ψ). This shows that Φ is an open map. Next we turn to continuity. Let ((f, h), U ) be a neighborhood of Φ(g, ϕ). Suppose that ϕ(g −1 e) = 1. Then Φ(g, ϕ) = ((e, g), ϕ) ∈ ((f, h), U ). Thus ϕ ∈ U and g = h since (e, g) and (f, h) have a common lower bound. Also U ⊆ D(g −1 f ). Thus ϕ(g −1 f ) = 1. The set {g}×U is a neighborhood of (g, ϕ). We claim Φ({g}×
Thus Φ is a homeomorphism, completing the proof of the theorem.
We now apply the above result to F -inverse semigroups.
Theorem 4.10. Let S be an F -inverse semigroup with P -representation S = P (X, Y, G); in particular, Y = E(S) and G = G(S). Then C * (S) and C * r (S) are strongly Morita equivalent to the universal cross product algebra C * (X)⋊G ∼ = C 0 ( X)⋊G and the reduced cross product algebra
Proof. The semidirect product X ⋊ G is an enlargement of S and hence they are strongly Morita equivalent. By Proposition 4.9, C * (X ⋊G) ∼ = C * (X)⋊G and C * r (X ⋊ G) ∼ = C * (X) ⋊ r G. Corollary 4.8 yields the desired result. Let us present some examples.
Example 4.11 (Birget-Rhodes/Exel expansion). Let G be a group and denote by P f in (G) the semilattice of finite non-empty subsets of G ordered by reverse inclusion (so union is the binary operation). Then P f in (G) is the free semilattice on G. The group G acts naturally on
Thus we can form the P -semigroup G Pr = P (X, Y, G), which is an F -inverse monoid known as the Birget-Rhodes expansion of G [3, 20, 39] . It was shown by Kellendonk and Lawson [12] that G Pr is isomorphic to the inverse semigroup associated to G by Exel in his study of partial group actions [7] . In fact, the author, together with Lawson and Margolis, showed directly [20] that Exel's universal property for G Pr [7] is equivalent to Szendrei's [39] . Since P f in (G) is a free semilattice on G, it is easy to see that P f in (G) ∼ = {0, 1} G \ {0} where 0 is the constant function to 0. The action of G on P f in (G) is the restriction of the usual Bernoulli shift action. So the C * -algebra of G Pr is strongly Morita equivalent to C 0 ({0, 1} G \ {0}) ⋊ G.
Example 4.12 (free inverse monoids). Let A be a set and F IM (A) the free inverse monoid generated by A. Then F IM (A) is an F -inverse monoid with maximal group image the free group F A on A [17] . A McAlister triple for F IM (A) is (X, Y, F A ) where Y is the set of all finite subtrees of the Cayley graph T of F A containing the vertex 1 and X is the set of all non-empty finite subtrees of F A [17] . Here X is ordered by reverse inclusion. If T 1 , T 2 ∈ X are subtrees of T , then T 1 and T 2 have a meet in X. More precisely, T 1 ∧ T 2 is the subtree spanned by T 1 and T 2 (so it consists of T 1 ∪ T 2 and the "bridge" between them).
It is not hard to see that filters on X are in bijection with non-empty subtrees of T . Given a subtree T ′ of T , one has the filter of all non-empty finite subtrees of T contained in T ′ . Conversely, if F is a filter on X, then the poset (F , ⊆) is directed and so it is easy to see that T ′ = F is a subtree of T and T 0 ∈ F if and only if T 0 ⊆ T ′ . The topology on X (viewed as the space of subtrees) is the subspace topology of {0, 1} V (T )∪E(T ) where V (T ) is the vertex set of T and E(T ) is the edge set of T . The action of F A on X is by translation of subtrees. So C * (F IM (A)) is strongly Morita equivalent to C 0 ( X) ⋊ F A .
It is much easier to show in the discrete setting that strongly Morita equivalent inverse semigroups have Morita equivalent algebras. Proof. Let (S, T, X, , , [ , ] ) be a Morita context. Then KX is naturally a KS-KT bimodule. It is also a KT -KS bimodule via the involutions. The map x → x, x extends to a surjective KT -bilinear map KX × KX → KS and similarly [ , ] extends to a KS-bilinear map making (KS, KT, KX, KX, , , [ , ] ) a Morita context in the ring theoretic sense. Since KS and KT are rings with local units [2] , this establishes the Morita equivalence of KS and KT .
Properties invariant under strong Morita equivalence
This section is devoted to elaborating on the many structural properties shared by strongly Morita equivalent inverse semigroups. They have isomorphic maximal subgroups, the same maximal group image, the same set of D-classes, isomorphic lattices of two-sided ideals, the same maximal group image, isomorphic cohomology groups and equivalent classifying toposes.
To expedite a proof of the above properties, we introduce two categories associated with an inverse semigroup S and interpret structural properties of S in terms of these categories. Then we shall show that the categories associated to strongly Morita equivalent inverse semigroups are naturally equivalent. The reader is referred to [23] for basics on category theory. See also [24] for an introduction to topos theoretic notions. First we define a category S E with object set E(S) and arrow set {(f, s, e) | e, f ∈ E(S), s ∈ f Se}. An arrow (f, s, e) has domain e and range f . The composition is given by (f, s, e)(e, s ′ , d) = (f, ss ′ , d). The identity at e is the arrow (e, e, e). Notice the endomorphism monoid at e is isomorphic to eSe via the map (e, s, e) → s. Hence the automorphism group at e is isomorphic to the maximal subgroup G e at e. The category S E is known as the idempotent splitting (or Cauchy completion or Karoubi envelope) of S. Also one can show that the isomorphisms of S E are precisely the arrows of the form (ss * , s, s * s) (with inverse (s * s, s * , ss * )) [10] . In fact, the groupoid of isomorphisms of S E is precisely the underlying groupoid of S [10, 17] . Recall that idempotents e, f ∈ E(S) are D-equivalent, written e D f , if there exists s ∈ S such that ss * = e, s * s = f [17] . Notice that two idempotents are D-equivalent if and only if they are isomorphic as objects of S E .
An important subcategory of S E , first introduced by Loganathan in his study of inverse semigroup cohomology [22] , is L(S), which consists of all the objects of S E and of those arrows of the form (f, s, e) such that s * s = e. In particular, it contains all the isomorphisms of S E . It is easy to verify [10] that L(S) consists precisely of the split monomorphisms in S E ; recall that a monomorphism f : c → d in a category is said to be split if there exists g : d → c so that gf = 1. In particular, if F : S E → T E is an equivalence of categories, then F restricts to an equivalence of categories
The category L(S) is a category of monics with pullbacks. In the case that S is semilattice, L(S) is the usual category associated to the poset S. It is known that the classifying topos BS of allétale right S-sets is equivalent to the category Set L(S) op of presheaves on L(S) (contravariant functors from L(S) to the category of sets) [10, 11, 21] . In particular, if L(S) is equivalent to L(T ), then BS is equivalent to BT [10] . By Loganathan's results [22] , the cohomology of S in the sense of Lausch [15] is the cohomology of BS in the sense of Grothendieck and so if L(S) is equivalent to L(T ), then S and T have the same cohomology groups.
Let's consider an example. Let S be the polycyclic inverse monoid (or Cuntz semigroup) on a set X of cardinality at least 2. It is presented as an inverse monoid with zero by X | x * y = δ x,y , for all x, y ∈ X . The non-zero elements of S can be represented uniquely in the form uv * with u, v in the free monoid on X. The non-zero idempotents are of the form uu * . Notice that endomorphism monoid of 1 in L(S) is the free monoid on X since the only arrows from 1 to 1 are of the form (1, u, 1) with u in the free monoid on X. Also each non-zero idempotent is D-equivalent to 1, so all non-zero idempotents are isomorphic to 1. Indeed, (uu * , u, 1) is an isomorphism from 1 to uu * . So L(S) is equivalent to the free monoid on X (viewed as a one object category) with an adjoined initial object (coming from the zero).
More generally, if Γ is a graph and S is the associated graph inverse semigroup [30, 31] , then L(S) is equivalent to the free category on Γ with an adjoined initial object (see [23] for the notion of a free category on a graph). Indeed, the full subcategory whose objects are the empty paths is isomorphic to the free category on Γ and contains an element from each isomorphism class of objects except 0. It should be clear from these examples, that one should really have a separate theory for inverse semigroups with zero. See [18, 19] for the appropriate theory in this context.
One can define a preorder on E(S) by e ≤ J f if SeS ⊆ Sf S. We write e J f if SeS = Sf S. It is known e ≤ J f if and only if there exists x ∈ E(S) so that e D x and x ≤ f [17] . In particular, e D f implies e J f . The lattice of downsets in (E(S)/J , ≤ J ) is isomorphic to the lattice of two-sided ideals in S. If C is any category, one can define a preorder on the objects of C by e f if there is an arrow from e to f . One can easily verify that the associated poset is an invariant of C up to natural equivalence, i.e., naturally equivalent categories have isomorphic posets. Notice that in L(S) there is an arrow from e to f if and only if there is an element s ∈ S with f s = s and s * s = e. If such an s exists then e D ss * ≤ f , so e f implies e ≤ J f . Conversely, if e ≤ J f , then there is an element s ∈ S with s * s = e and ss * ≤ f , whence f s = s. Therefore, (f, s, e) is an arrow from e to f in L(S), establishing that e f . Thus the poset associated to L(S) is E(S)/J . Therefore, if L(S) and L(T ) are equivalent, then S and T have isomorphic J -orders and hence isomorphic lattices of two-sided ideals.
Note that S has a zero element if and only if L(S) has an initial object. One can show [11] that the maximal group image G(S) is determined by BS up to equivalence and hence by L(S) up to equivalence.
Theorem 5.1. Let S and T be strongly Morita equivalent inverse semigroups. Then there is an equivalence of categories F :
Proof. Let X be an equivalence bimodule. Fix, for each idempotent e ∈ E(S), an element x e ∈ X with x e , x e = e. Define F : S E → T E on objects by F (e) = [x e , x e ] and on arrows by F (f, s, e) = (F (f ), [x f , sx e ], F (e)). We will show that F is an equivalence of categories by showing that it is a full and faithful functor and moreover each object of T E is isomorphic to an object F (e) with e ∈ E(S).
First we verify that F is a functor. The map F is well-defined since
where we used that f s = s. 
We compute
since s = sf = s x f , x f . Now we must check F is full and faithful, beginning with faithfulness. Suppose F (f, s, e) = F (f, s ′ , e) with s, s ′ ∈ f Se. Then [x f , sx e ] = [x f , s ′ x e ]. Therefore,
as required. Next, suppose that t ∈ F (f )T F (e) with e, f ∈ E(S). We need that t = [x f , sx e ] some s ∈ f Se. Let s = x f t, x e . First we verify that f se = s. Indeed, using Proposition 2.3
as was required.
To complete the proof that F : S E → T E is an equivalence, we must show that if e ∈ E(T ), then there exists f ∈ E(S) so that F (f ) D e (since isomorphism in T E is the D-relation). Choose x ∈ X with [x, x] = e. Let f = x, x ∈ E(S). Consider t = [x f , x]. Then
completing the proof that F is an equivalence.
The following structural results are immediate from Theorem 5.1 and the discussion before the theorem. If E is a semilattice, then (E, ≤) ∼ = (E/J , ≤ J ) and so we have the following corollary.
Corollary 5.3. Let E and F be strongly Morita equivalent semilattices. Then E is isomorphic to F . Example 5.4 (Morita equivalence of groupoids vs. strong Morita equivalence). Notice that if E is a semilattice, then G (E) = E where each element of E is a unit. So if E and F are semilattices with E ∼ = F , then G (E) ∼ = G (F ). Now observe that the space of homomorphisms E → {0, 1} is precisely the space of (multiplicative) homomorphisms E → C, or equivalently the space of C-algebra homomorphisms CE → C where CE is the (discrete) semigroup algebra of E (with the topology of pointwise convergence). Now if E is a finite semilattice, then Solomon proved that CE ∼ = C E [38] and hence E depends only on the cardinality of E. Thus if E and F are two finite semilattices of the same order, then E ∼ = F although if E ≇ F , then E and F are not strongly Morita equivalent. This shows that inverse semigroups may have Morita equivalent (or even isomorphic) universal groupoids without being strongly Morita equivalent.
We are now in a position to establish converses to Proposition 2.2 and Theorem 5.1 for monoids. (1) There exists an idempotent e ∈ E(S) such that S = SeS and T ∼ = eSe; (2) S and T are strongly Morita equivalent; (3) The categories S E and T E are equivalent. Consequently, if S and T are strongly Morita equivalent with T a monoid, then S is an enlargement of T . In particular, if S and T are inverse monoids, then S is strongly Morita equivalent to T if and only if there exist e ∈ E(S) and f ∈ E(T ) so that S = SeS, eSe ∼ = T and T = T f T and f T f ∼ = S.
Proof. The first condition implies S is an enlargement of T and hence they are strongly Morita equivalent. The implication (2) implies (3) is the content of Theorem 5.1. For the final statement, let F : T E → S E be an equivalence of categories. Set e = F (1). Then because F is an equivalence, it induces an isomorphism on endomorphism monoids. Thus eSe = F (1)SF (1) ∼ = 1T 1 = T . Because F restricts to an equivalence of L(T ) and L(S) and 1 belongs to the unique maximum class in the order associated to L(T ), it follows that the class of e is the unique maximum element in the ordering on L(S), i.e., the J -class of e is the maximum element in E(S)/J . But this is equivalent to saying that SeS = S.
It would be interesting to know whether the converse of Theorem 5.1 holds in general.
Next we give a fairly general condition under which strongly Morita equivalent inverse monoids must be isomorphic. Recall that the bicyclic monoid is given by the presentation x | x * x = 1 . An inverse monoid S contains as a submonoid the bicyclic monoid if and only if it admits an element that is right invertible but not a unit, or equivalently if it admits an element that is left invertible but not a unit [4, 17] . Proof. We know that there is an idempotent e so that SeS = S and eSe ∼ = T . Since S does not contain a copy of the bicyclic monoid, its non-units form an ideal. Hence the equality SeS = S implies that e = 1. Thus S = eSe ∼ = T .
Every proper image of the bicyclic monoid is a group [4] , so no residually finite inverse semigroup can contain a copy of the bicyclic monoid. (Actually it is known that the bicyclic monoid cannot embed in any compact semigroup since compact semigroups are stable and the bicyclic monoid cannot embed in any stable semigroup [35] .) Also no semigroup with central idempotents contains a copy of the bicyclic monoid since its idempotents are not central. Hence we have the following corollary.
Corollary 5.7. Suppose that S and T are strongly Morita equivalent monoids such that S is either:
(1) a group; (2) commutative; (3) has central idempotents; (4) is residually finite.
Then S and T are isomorphic.
Next, we show that strongly Morita equivalent inverse monoids have isomorphic centers; the corresponding result for semigroups is false, as we shall see shortly. The conceptual way to see this is to show that if S is a monoid, then Z(S) is isomorphic to the endomorphism monoid of the identity functor on S E in the category of endofunctors of S E with arrows natural transformations. We opt for a direct proof using the enlargement criterion. Proof. Without loss of generality, we may assume that there is an idempotent e ∈ S so that S = SeS and T = eSe. Define ϕ : Z(S) → Z(T ) by ϕ(s) = es = ese = se. Trivially, ϕ(s) ∈ Z(T ) since est = ets = tes. Also, if s, s ′ ∈ Z(S), then ϕ(s)ϕ(s ′ ) = ess ′ e = ϕ(ss ′ ). Next we construct an inverse for ϕ. Write 1 = s 1 es 2 with s 1 , s 2 ∈ S. Then define ψ : Z(T ) → Z(S) by ψ(t) = s 1 ts 2 . To check that ψ(t) is central, let s ∈ S and write s = s ′ es ′′ . Then ϕ(t)s = s 1 tes 2 s ′ es ′′ = s 1 es 2 s ′ ets ′′ = s ′ tes ′′ s 1 es 2 = s ′ es ′′ s 1 ets 2 = sϕ(t). Next, observe that ϕψ(t) = es 1 ts 2 = es 1 ets 2 = tes 1 es 2 = t for t ∈ Z(T ) and ψϕ(s) = s 1 ess 2 = ss 1 es 2 = s for s ∈ Z(S). Thus ϕ is the procured after isomorphism.
Lawson proved that if S is an enlargement of T , then the congruence lattices Cong(S) and Cong(T ) are isomorphic [16] , to wit he showed that every congruence on T extends uniquely to S. We are not able to prove or disprove in general that strongly Morita equivalent inverse semigroups have isomorphic congruence lattices. However, if one imposes the additional condition that E(S) and E(T ) are directed posets (e.g., if S and T are monoids), then we can prove it. Recall that a congruence on a category is an equivalence relation on coterminal arrows that respects the multiplication; see [23] .
Proposition 5.9. Let S be an inverse semigroup such that E(S) is directed, i.e., for all e, e ′ ∈ E(S), there exists f ∈ E(S) so that e, e ′ ≤ f . Then the congruence lattices of S and S E are isomorphic.
Proof. Define ϕ : Cong(S) → Cong(S E ) by setting (e, s, f ) ϕ(R) (e, t, f ) if and only if s R t. Evidently, ϕ(R) is a congruence and R ⊆ R ′ implies ϕ(R) ⊆ ϕ(R ′ ). Suppose, conversely, that ϕ(R) ⊆ ϕ(R ′ ) for congruences R, R ′ on S and assume s R t. Using that E(S) is directed, we can find idempotents e, f ∈ E(S) so that ss * , tt * ≤ e and s * s, t * t ≤ f . Then (e, s, f ) ϕ(R) (e, t, f ) and so (e, s, f ) ϕ(R ′ ) (e, t, f ) by assumption. We conclude s R ′ t. Therefore, the map ϕ is an order embedding. To finish the proof, it remains to establish that ϕ is onto. So let R be a congruence on S E .
Claim. Suppose that s, t ∈ eSf ∩ e ′ Sf ′ with e, f, e ′ , f ′ ∈ E(S). Then we have (e, s, f ) R (e, t, f ) if and only if (e ′ , s, f ′ ) R (e ′ , t, f ′ ).
Proof of claim.
Suppose that (e, s, f ) R (e, t, f ). Then s, t ∈ e ′ eSf f ′ and so (e ′ , s, f ′ ) = (e ′ , e ′ e, e)(e, s, f )(f, f f ′ , f ′ ) R (e ′ , e ′ e, e)(e, t, f )(f, f f ′ , f ′ )
= (e ′ , t, f ′ ).
The reverse implication is proved in the same fashion.
It follows from the claim that we can define a relation R ′ on S by s R ′ t if there exist e, f ∈ E(S) with s, t ∈ eSf and (e, s, f ) R (e, t, f ). Let us show that R ′ is a congruence, beginning by verifying it is an equivalence relation. Since (ss * , s, s * s) R (ss * , s, s * s), we conclude s R ′ s. It is clear that R is symmetric. Transitivity is the sticky bit. Suppose that s R t and t R u. Then there are idempotents e, e ′ , f, f ′ so that s, t ∈ eSf , t, u ∈ e ′ Sf ′ , (e, s, f ) R (e, t, f ) and (e ′ , t, f ′ ) R (e ′ , u, f ′ ). Choose idempotents e ′′ , f ′′ with e, e ′ ≤ e ′′ and f, f ′ ≤ f ′′ . Then by the claim, (e ′′ , s, f ′′ ) R (e ′′ , t, f ′′ ) R (e ′′ , u, f ′′ ) and so s R ′ u, as required. Finally, suppose that u, v ∈ S and s R ′ t.
We show that usv R ′ utv. Choose idempotents e, f so that s, t ∈ eSf and (e, s, f ) R (e, t, f and so usv R ′ utv. This completes the verification that R ′ is a congruence. Next we show that R = ϕ(R ′ ). Clearly, if (e, s, f ) R (e, t, f ), then s R ′ t and hence (e, s, f ) ϕ(R ′ ) (e, t, f ). Suppose conversely (e, s, f ) ϕ(R ′ ) (e, t, f ). Then s R ′ t and so there exist idempotents e ′ , f ′ with s, t ∈ e ′ Sf ′ and (e ′ , s, f ′ ) R (e ′ , t, f ′ ). But then the claim yields (e, s, f ) R (e, t, f ), as required. This completes the proof ϕ is onto, establishing the proposition. We do not know whether S strongly Morita equivalent to T with E(T ) directed implies S is an enlargement of T , although it seems quite plausible.
It follows from Corollary 5.5 that if S and T are strongly Morita equivalent inverse monoids, then S is E-unitary if and only if T is E-unitary. More generally, if S and T are strongly Morita equivalent, S is E-unitary and E(T ) is directed, then T is also E-unitary as a consequence of Corollary 5.2. However, notice that the non-E-unitary five element Brandt semigroup is an enlargement of the two-element semilattice {0, 1}, which is E-unitary, so being E-unitary is not in general an invariant of strong Morita equivalence. Also notice that Z(B 5 ) consists of only the zero matrix and hence is not isomorphic to the center of the two-element semilattice. So Proposition 5.8 fails if we remove the assumption about monoids. It turns out that being F -inverse is an invariant of strong Morita equivalence.
Proposition 5.11. Suppose that S and T are strongly Morita equivalent inverse semigroups. Then S is F -inverse if and only if T is F -inverse.
Proof. Let S be any inverse semigroup. Then S E is an inverse category (that is, a category so that for all arrows s, there exists a unique arrow s * so that ss * s = s, s * ss * = s * ); namely (f, s, e) * = (e, s * , f ). Inverse categories have a groupoid of germs (or maximal groupoid image) obtained by identifying coterminal arrows with a common lower bound. Let us say that an inverse category C is F -inverse if each σ-class has a maximum element, where σ : C → π 1 (C ) is the maximal groupoid image. Clearly, being F -inverse is preserved by natural equivalence of categories. Now it follows directly from the definition that S is F -inverse if and only if S E is F -inverse. We conclude that being F -inverse is an invariant of strong Morita equivalence by Theorem 5.1.
Our final result shows that the maximal group image is an invariant of a strong Morita equivalence class. Since G(S) can be constructed from L(S) [11] , this follows from Theorem 5.1. We provide here a direct proof for the convenience of the reader. The following lemma is well known and straightforward to prove [4, 35] .
Lemma 5.13. Let G and H be groups and X a set such that G acts freely and transitively on the left of X, H acts freely and transitively on the right of X and the actions commute. Fix x 0 ∈ X. Then the map ψ : G → H taking g ∈ G to the unique element h ∈ H with gx 0 = x 0 h is an anti-isomorphism. Consequently, G ∼ = H. Proposition 5.12 and Lemma 5.13 admit the following corollary.
Corollary 5.14. If S and T are strongly Morita equivalent inverse semigroups, they have isomorphic maximal group images.
Conclusion
We have defined a notion of strong Morita equivalence for inverse semigroups and shown that it implies Morita equivalence of the corresponding universal groupoids and C * -algebras. Strongly Morita equivalent inverse semigroups were shown to have equivalent classifying toposes and to enjoy many common structural properties. Strong Morita equivalence generalizes Lawson's notion of enlargement. As a consequence, we recover a result of Khoshkam and Skandalis on the C * -algebra of an F -inverse semigroup in a more explicit form. We do not have a pair of strongly Morita equivalent inverse semigroups that does not belong to the equivalence relation generated by all pairs (S, T ) with S an enlargement of T , but we suspect they exist.
