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Abstract
The aim of this paper is to prove, under minimum assumptions, the
global well-posedness of the two-dimensional stochastic complex Ginzburg-
Landau equation on the torus driven by the additive space-time white noise.
In addition to the global well-posedness, we prove an estimate of the so-
lution which is uniform with respect to the initial condition and the strong
Feller property of the dynamics.
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1 Introduction
In this paper, we consider the two-dimensional stochastic complex Ginzburg-
Landau (SCGL) equation:{
∂tu= (i+µ)∆u−ν|u|2u+λu+ξ in (0,∞)×T2,
u(0, ·) = u0,
(1.1)
where µ > 0, ν ∈ {z ∈ C |Re z > 0} and λ ∈ C. We denote by T2 the two-
dimensional torus (see Subsection 1.4). The random field ξ is the complex space-
2
time white noise, i.e., the centered Gaussian random field whose covariance struc-
ture is formally given by
E[ξ (t,x)ξ (s,y)] = 0, E[ξ (t,x)ξ (s,y)] = δ (t− s)δ (x− y). (1.2)
The SCGL is an important example of stochastic partial differential equations
(SPDEs) as there are many papers on it. We are interested in the SCGL driven by
the additive space-time white noise. The SCGL was studied in [7] for the spatial
dimension d = 1 and in [10] and [9] for d = 3. The SCGL for d = 2 was recently
studied in [17]. We will discuss some differences between [17] and our work later.
We explain how the dimension effects the difficulty of solving the SCGL. For
d = 1, the solution of the SCGL takes values in a function space and hence the
SCGL can be solved in the framework of standard SPDEs [4]. In contrast, for
d ≥ 2, the solution of the SCGL is not a function but a Schwartz distribution.
Indeed, since the regularity of the space-time white noise ξ is
2 · (−1
2
)+d · (−1
2
)− ε =−d+2
2
− ε,
the regularity of the solution u of the SCGL should be 2− d+2
2
− ε < 0. As a
result, the cubic nonlinearity |u|2u in (1.1) does not make sense.
However, we can give a natural meaning to the solution of the SCGL for d =
2,3 by way of renormalization. Using the theory of regularity structures [8] and
the theory of paracontrolled distributions [6], the work [10] proved the local well-
posedness of the SCGL for d = 3. Later, the work [9] proved the global well-
posedness of the SCGL for d = 3 under the assumption µ > 1
2
√
2
, by adopting the
technique of [14].
The SCGL for d= 2 should be solved more easily than the SCGL for d = 3, as
we need neither the theory of regularity structures nor the theory of paracontrolled
distributions. In fact, Da Prato-Debussche method, introduced in [3], is sufficient.
Let Z be the solution of the linear SPDE
∂tZ = [(i+µ)∆−1]Z+ξ .
We call Z and its variants Ornstein-Uhlenbeck processes because of their obvious
similarity to the stochastic differential equations (SDEs) of the same name. We
decompose the solution u of the SCGL (1.1) by u = Y + Z. Then, Y formally
solves
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∂tY = [(i+µ)∆−1]Y − (1+λ )(Z+Y )
−ν(|Y |2Y +2Z|Y |2+ZY 2+2|Z|2Y +Z2Y + |Z|2Z).
Since Z does not take values in a function space, Z2, |Z|2 = ZZ and |Z|2Z = Z2Z
do not make sense. However, as will be explained in Section 2, we can naturally
define renormalized Wick powers Z:k,l: for k, l ∈ N. We replace ZkZl by Z:k,l:
above to obtain the shifted equation
∂tY = [(i+µ)∆−1]Y − (1+λ )(Z+Y )
−ν(|Y |2Y +2Z|Y |2+ZY 2+2Z:1,1:Y +Z:2,0:Y +Z:2,1:). (1.3)
This partial differential equation can be rigorously solved in mild formulation.
The main objective of this paper is to prove the global well-posedness of the equa-
tion (1.3), which will be proved in Section 3.
In Section 4, we will show that the solution of (1.1) defines a Markov pro-
cess on some Besov space and, furthermore, we show that this Markov process is
strong Feller, in the spirit of [18, Section 5].
While the author was preparing this paper, the preprint [17] appeared which
also addresses the global well-posedness of the two-dimensional SCGL on the
torus. However, there are two major differences. One is that [17] considers more
general nonlinearity |u|2m−2u (m = 1,2,3, . . .) than cubic nonlinearity in (1.1).
The other is conditions on parameters for the global well-posedness. In [17], the
global well-posedness for (1.1) is proved when µ > 1
2
√
2
or µ = Reν
Imν . In this paper,
such conditions will not be imposed.
1.1 Statement of the main theorem
Let Cα := Bα∞,∞ be the Besov-Ho¨lder space of regularity α onT2. See Subsection
1.4 for its definition. We suppose Z = (Z,Z(2,0),Z(1,1),Z(2,1)) satisfies
Z ∈C((0,∞);C−α)4
and
sup
0<t≤T
‖Z(t)‖C−α + sup
0<t≤T,(k,l)=(2,0),(1,1),(2,1)
tα‖Z(k,l)(t)‖C−α < ∞
for every α ∈ (0,∞) and T ∈ (0,∞). We set
Ψ(Y,Z) = (1+λ )(Z+Y )
4
−ν(|Y |2Y +2Z|Y |2+ZY 2+2Z(1,1)Y +Z(2,0)Y +Z(2,1))
and A := (i+ µ)∆− 1. Now we can state the main theorem of this paper (See
Theorem 3.1 as well);
Theorem 1.1. Suppose µ,Re(ν) ∈ (0,∞) and λ ∈C. Let T ∈ (0,∞), α0 ∈ (0, 23)
and Y0 ∈ C−α0 . Let Z be as above. Then, there exists exactly one solution Y
satisfying the following conditions:
(i) We have Y ∈C((0,T ];Cα1) and sup0<t≤T tγ‖Yt‖Cα1 < ∞ for some α1 ∈ (0,∞)
and γ ∈ (0, 1
3
).
(ii) For every t ∈ (0,T ], we have
Yt = e
tAY0+
∫ t
0
e(t−s)AΨ(Ys,Zs)ds.
By substituting the corresponding Wick powers of the Ornstein-Uhlenbeck
process to Z, Theorem 1.1 implies the global well-posedness of (1.3).
We now discuss the difficulty in the proof of Theorem 1.1. The SCGL can be
viewed as a complex analogue of the dynamic Φ4d equation:
∂tΦ = ∆Φ−Φ3+ξ
R
, (1.4)
where ξ
R
is the real space-time white noise onR×Td . The global well-posedness
of the dynamic Φ4d equation was studied for d = 2 in [3], [13] and [18] and for
d = 3 in [14]. Although our strategy is the same as the ones from [13] and [18]
in spirit, crucial difficulties arise due to the presence of the dispersion i∆. In
fact, the argument in [13] and [18] only leads to a priori Lp estimate for p ∈
[2,2(1+µ2+µ
√
1+µ2)). As will be explained in the beginning of Subsection
3.3, this a priori Lp estimate is insufficient to prove the global well-posedness of
the SCGL (1.1) when µ ≤ 1
2
√
2
.
Such difficulty has been already observed in the work [9]. This is why [9] has
to assume µ > 1
2
√
2
to prove the global well-posedness of the three-dimensional
SCGL. We stress, however, that the assumption of µ is natural in view of [5,
Theorem 4.1].
In contrast, [5, Theorem 4.1] tells that, if we do not add a noise, the global
well-posedness of the two-dimensional complex Ginzburg-Landau equation with
cubic nonlinearity holds only assuming µ,Re(ν) ∈ (0,∞). Therefore, it is natural
5
to expect the global well-posedness of the two-dimensional SCGL (1.1) holds
even when µ ≤ 1
2
√
2
. The main achievement of this paper is hence to improve a
priori Lp estimate by taking advantage of smoothing effect of the semigroup etA,
leading to the proof of Theorem 1.1. The approach can be viewed as bootstrap
arguments [16, Section 1.3].
1.2 Results on the solutions of the SCGL
The statement of Theorem 1.1 and its proof is deterministic. However, the so-
lution of the SCGL (1.1) (see Definition 3.2) is a stochastic object and studying
probabilistic aspects of the solution is an important topic. We derive three results
in this direction.
The first result is on the convergence of smoothly approximated solutions of
(1.1). Let ξ be the space-time white noise on R×T2 (see Definition 2.1). Let
ρ be a smooth function on R×R2 with rapid decay at infinity. We set ρ(δ ) :=
δ−4ρ(δ−2t,δ−1x) and ξ (δ ) := ρ(δ ) ∗ξ .
Theorem 1.2. Let α0 ∈ (0, 23), u0 ∈ C−α0 and u be the solution of (1.1) with the
initial condition u0 (see Definition 3.2). Let u
(δ ) be the mild solution of{
∂tu
(δ ) = (i+µ)∆u(δ )−ν(|u(δ )|2u(δ )−2cδu(δ ))+λu(δ )+ξ (δ ) in (0,∞)×T2,
u(δ )(0) = u0,
where cδ = c1;δ is the renormalized constant given in (2.9), which diverges loga-
rithmically to infinity as δ tends to 0. Then, we have
lim
δ→0
E[ sup
0≤t≤T
‖u(t)−u(δ )(t)‖p
C−α0 ] = 0
for every p ∈ (0,∞) and T ∈ (0,∞).
Theorem 1.2 is contained in Corollary 3.2 and the proof is given there.
The second result (Theorem 1.3) is on a strong bound on the solutions of (1.1).
Theorem 1.3. Let α0 ∈ (0, 23) and u(·;u0) be the solution of (1.1) with the initial
condition u0 ∈ C−α0 (see Definition 3.2). Then, we have
sup
u0∈C−α0
sup
t≥t0
E[‖u(t;u0)‖pC−α ]< ∞ (1.5)
for every α,α0 ∈ (0, 23), t0 ∈ (0,∞) and p ∈ (0,∞).
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A surprising part of (1.5) is that there is no restriction on u0 ∈ C−α0 . Such
bound is obtained in [14], where they call the bound “coming down from infinity”.
The proof of Theorem 1.3 is given at the end of Subsection 3.5.
The third result is to prove the strong Feller property of the Markov process
defined by (1.1).
Theorem 1.4. Let α0 ∈ (0, 23) and u(·;u0) be the solution of the SCGL (1.1) with
the initial condition u0 ∈ C−α0 (see Definition 3.2). Then,
PtΦ(v) :=E[Φ(u(t;v))], v ∈ C−α0 , t ≥ 0
defines a strong Feller semigroup on C−α0 . That is, (Pt)t≥0 is a Markov semigroup
on C−α0 and the map
C−α0 ∋ v 7→E[Φ(u(t;v))]∈R
is continuous for every Φ ∈ L∞(C−α0) and t > 0.
This will be proved in Section 4, see Theorem 4.2 and afterwards specifically.
Section 4 follows [18, Section 5].
1.3 Outline
In Section 2, we summarize basic properties of the Ornstein-Uhlenbeck (OU)
processes. Only in this section, since there will be no big technical differences,
we consider the OU process in the plane as well. In Subsection 2.1, we construct
renormalized Wick powers of the stationary OU processes. In Subsection 2.2,
we consider smooth approximations of the OU processes. In Subsection 2.3, we
introduce nonstationary OU processes and study their basic properties.
Section 3 is the main part of this paper. After reviewing the main theorem
of this paper in Subsection 3.1, we prove the local well-posedness of the shifted
equation in Subsection 3.2. Then, we move to a priori Lp estimate in Subsection
3.3. In Subsection 3.4, we improve bounds obtained in the previous subsection by
bootstrap arguments. In Subsection 3.5, we prove smooth approximations of the
SCGL and the strong bound called coming down from infinity.
The aim of Section 4 is to prove the strong Feller property of the Markov
process defined by the SCGL (1.1). This section follows [18, Section 5]. In Sub-
section 4.1, we show that the solutions of (1.1) defines a Markov process on some
Besov space. In Subsection 4.2, we show that the SPDE (1.1) can be approxi-
mated by a system of SDEs. In Subsection 4.3, we prove the Bismut-Elworthy-Li
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formula in our context. Finally in Subsection 4.4, we prove the main theorem of
this section, which readily implies the strong Feller property.
In Appendix A, we collect results of Besov spaces which are used in this
paper. In Appendix B, we recall basic properties of complex multiple Itoˆ-Wiener
integrals.
1.4 Notations
(i) N := {0,1,2, . . .}.
(ii) log+ x := log(max{x,1}).
(iii) A := (i+µ)∆−1.
(iv) We set em(x) := e
2piim·x for m ∈ Z2 and x ∈R2.
(v) We denote by T2M := [−M2 , M2 ]2 the two dimensional torus, with the conven-
tion T2∞ :=R
2. We set T2 :=T21.
(vi) We denote by B(x,r) the Euclidean ball inR2 centered at x with radius r.
(vii) For complex-valued functions φ , ψ , we set
〈φ ,ψ〉M :=
∫
T
2
M
φ(x)ψ(x)dx
and 〈φ ,ψ〉 := 〈φ ,ψ〉1. Note that we do not take complex conjugate for the
second variable. We write φ ∗ψ for the convolution of φ and ψ .
(viii) We writeC∞(T2M) for the space ofM-periodic smooth functions and C
∞
c for
the space of compactly supported smooth functions onR2.
(ix) Let N ∈N∩ [1,∞). We denote by S = S(RN) the Schwartz space of smooth
functions on RN with rapid decay at infinity, and by S ′ its dual space of
Schwartz distributions. We also use the notation 〈 f ,φ〉 for the pairing of
f ∈ S ′ and φ ∈ S.
(x) We write F f for the Fourier transform of f ∈ S ′, where we have
F f (ξ ) =
∫
R
2
f (x)e−2piix·ξ dx
if the function f is integrable. We write F−1 f (ξ ) := [F f ](−ξ ) for the
inverse Fourier transform.
8
(xi) We denote by supp( f ) the support of a distribution f .
(xii) We write X .Y if there exists a constantC ∈ (0,∞) such that X ≤CY . When
we emphasize thatC depends on parameters a,b, . . ., we write X .a,b,... Y .
Finally, we summarize notations related to Besov spaces. Basic properties of
Besov spaces are summarized in Appendix A.
We fix smooth, radial functions χ−1, χ :R2 → [0,1] which satisfy
supp(χ−1)⊂ B(0,4/3)
supp(χ)⊂ B(0,8/3)\B(0,3/4)
χ−1+
∞
∑
k=0
χ(·/2k) = 1.
We set χk := χ(·/2k), ηk := F−1χk and η := η0. For a distribution f , we write
δk f := ηk ∗ f .
Definition 1.1. Let f be a distribution on R2 such that 〈 f ,φ(·+m)〉= 〈 f ,φ〉 for
every φ ∈ S and m ∈ Z2. We define
‖ f‖Bαp,q := ‖(2
αk‖δk f‖Lp(T2))k≥−1‖lq ,
where p,q ∈ [1,∞], α ∈ R. The Besov space Bαp,q is the completion of C∞(T2)
with respect to the norm ‖·‖Bαp,q .
We note that, when p = ∞ or q = ∞, this definition is different from the
usual one, where the Besov space is a collection of all distributions for which
the corresponding Besov norm is finite. An advantage of our definition is that all
Besov spaces are separable. This condition is necessary, for instance, to apply
Kolmogorov continuity theorem.
Remark 1.1. We can similarly define Besov spaces Bα,Mp,q on the torus T2M. We
only consider these spaces forM 6= 1 in Section 2.
2 Renormalization of Ornstein-Uhlenbeck processes
In this section, we summarize basic properties of Ornstein-Uhlenbeck process
∂tZ = AZ+ξ , where A := (i+µ)∆−1. (2.1)
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Here ξ = ξ (t,x) is the complex space-time white noise. Formally, {ξ (t,x)}t,x is
a family of the centered Gaussian random variables whose covariance structure is
given by (1.2). More precisely, we have the following definition.
Definition 2.1.
(i) The complex space-time white noise ξ on R×R2 is a family of centered
complex Gaussian random variables {ξ (φ) |φ ∈ L2(R×R2)} such that
E[ξ (φ)ξ (ψ)] = 0, E[ξ (φ)ξ (ψ)] = 〈φ ,ψ〉.
(ii) Let Gt be the P-completion of
σ({ξ (φ) |φ |(t,∞)×R2 ≡ 0, φ ∈ L2(R×R2)}),
and Ft := ∩t<t ′Gt ′ .
Remark 2.1. It is possible to realize the white noise ξ as a Besov space-valued
random variable by applying the three dimensional version of Lemma A.4.
Remark 2.2. The goal of this paper is to prove the global well-posedness of the
two-dimensional SCGL on the torus, not in the plane. However, in this section,
we consider not only Ornstein-Uhlenbeck processes on the torus but also ones in
the plane, since we can treat them in the same framework. See Remark 3.4 for the
SCGL in the plane.
Definition 2.2. We set
wσ (x) := (1+ |x|2)−
σ
2 , for σ ∈ (2,∞)
and Lˆ
p
σ := L
p(R2,wσ (x)dx). We define the norm
‖ f‖
Bˆ
α ,σ
p,q
:= ‖(2αk‖δk f‖Lˆpσ )k≥−1‖lq
and the weighted Besov space Bˆα,σp,q as the completion of C∞c with respect to the
above norm.
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2.1 Realization of Wick powers
We use the theory of complex multiple Itoˆ-Wiener integrals to define integration
with respect to complex white noise. See Appendix B. We write
Jk,l( f ) =:
∫
(R×R2)k+l
f (t1,x1; . . . ; tk+l,xk+l)ξ (dt1dx1) · · ·ξ (dtkdxk)
ξ (dtk+1dxk+1) · · ·ξ (dtk+ldxk+l)
for f ∈ L2((R×R2)k+l) and k, l ∈N. Heuristically, Duhamel’s principle suggests
that a stationary solution of (2.1) is given by
Z(t,x) =
∫ t
−∞
[
e(t−s)Aξ (s, ·)
]
(x)ds
=
∫ ∞
−∞
∫
R
2
K(t− s,x− y)ξ (s,y)dyds.
where
K(t,x) :=
e−t
4pi(i+µ)t
exp
(
− |x|
2
4(i+µ)t
)
1{t≥0}. (2.2)
Therefore, we first define Z(t) as a family of random variables {〈Z(t),φ〉 | φ ∈
L2(R×R2)}, where
〈Z(t),φ〉∞ :=
∫
R×R2
[∫
R
2
K(t− s,z− y)φ(z)dz
]
ξ (dsdy).
The proof of Theorem 2.1 implies that the function
R×R2 ∋ (s,y) 7→
∫
R
2
K(t− s,z− y)φ(z)dz
is square integrable. Theorem 2.1 proves that Z has a distribution-valued modifi-
cation.
We define Z:k,l:, which is a Wick renormalization of ZkZ
l
, by
〈Z:k,l:(t),φ〉∞ :=
∫
(R×R2)k+l
〈
k
∏
j=1
K(t− s j, ·− y j)
k+l
∏
j=k+1
K(t− s j, ·− y j),φ〉∞
ξ (ds1dy1) · · ·ξ (dskdyk)ξ (dsk+1dyk+1) · · ·ξ (dsk+ldyk+l).
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We introduce a spatially periodised white noise on the same probability space
by ξM(φ) := ξ (φM), where
φM(t,x) := 1
T
2
M
(x) ∑
y∈MZ2
φ(t,x+ y).
Then a stationary solution of the equation (2.1) with ξ replaced by ξM should be
given as a family of random variables
〈ZM(t),φ〉M :=
∫
R×R2
[
1
T
2
M
(y)
∫
T
2
M
KM(t− s,z− y)φ(z)dz
]
ξ (dsdy),
where φ ∈ L2M(R2) and
KM(t,x) := ∑
y∈MZ2
e−t
4pi(i+µ)t
exp
(
− |x− y|
2
4(i+µ)t
)
1{t≥0}. (2.3)
Similarly, Wick products are given by
〈Z:k,l:M (t),φ〉M
:=
∫
(R×R2)k+l
〈
k
∏
j=1
1
T
2
M
(y j)KM(t− s j, ·−y j)
k+l
∏
j=k+1
1
T
2
M
(y j)KM(t− s j, ·−y j),φ〉M
ξ (ds1dy1) · · ·ξ (dskdyk)ξ (dsk+1dyk+1) · · ·ξ (dsk+ldyk+l).
Finally, we set
〈Z:k,l:M (t),φ〉∞ := 〈Z:k,l:M (t),φM〉M
for φ ∈ S.
We also set K∞ := K and |x|M := inf{|x− y| | y ∈MZ2}. We regard ∞Z2 as a
singleton {0}.
Lemma 2.1. We define
KM(δ ;x) := ∑
y∈MZ2
∫ ∞
|δ |
e−s
8pi(iδ +µs)
exp
(
− |x− y|
2
4(iδ +µs)
)
ds. (2.4)
Then we have for M ∈ [1,∞], x ∈R2 and δ ∈R,
|KM(δ ;x)|. 1+ log+|x|−1M , (2.5)
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and for M ∈ [1,∞], x ∈R2, λ ∈ (0,1), τ ∈R and δ ∈ [−T,T ],
|KM(τ;x)−KM(τ +δ ;x)| .λ ,T
|δ |λ
|x|2λM
. (2.6)
Proof. Without loss of generality, we can assume x ∈T2M. First we note that
∫ ∞
|δ |
∣∣∣∣∣ e
−s
iδ +µs
exp
(
− |x− y|
2
4(iδ +µs)
)∣∣∣∣∣ds
=
∫ ∞
|δ |
e−s√
(µs)2+δ 2
exp
(
− µs|x− y|
2
4(δ 2+(µs)2)
)
ds
.
∫ ∞
|δ |
e−s
s
exp
(
− µ|x− y|
2
4(1+µ2)s
)
ds.
The term corresponding to y= 0 is evaluated as
∫ ∞
|δ |
e−s
s
exp
(
− µ|x|
2
4(1+µ2)s
)
ds. 1+
∫ 1
0
1
s
exp
(
− µ|x|
2
4(µ2+1)s
)
ds
= 1+
∫ ∞
|x|2
1
u
exp
(
− µu
4(µ2+1)
)
du
. 1+ log+|x|−1.
For the terms corresponding to y 6= 0, we note that for large m,
∑
y∈MZ2\{0}
∫ ∞
|δ |
e−s
s
exp
(
− µ|x− y|
2
4(1+µ2)s
)
ds.m ∑
y∈MZ2\{0}
∫ ∞
0
e−s
s
(
s
|x− y|2
)m
.m ∑
y∈MZ2\{0}
1
|x− y|2m
∼m M−2m.
Thus, we proved (2.5).
We now prove (2.6). Since KM(−τ;x) = KM(τ;x), we can assume τ ≥ 0.
First suppose that δ > 0. We note that 8pi(KM(τ;x)−KM(τ + δ ;x)) is decom-
posed to
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∑
y∈MZ2
∫ τ+δ
τ
e−s f|x−y|2(iτ +µs)ds
+ ∑
y∈MZ2
∫ ∞
τ+δ
e−s[ f|x−y|2(iτ +µs)− f|x−y|2(i(τ +δ )+µs)]ds, (2.7)
where fa(z) :=
1
z
exp(− a
4z
). We begin with the second term. The derivative f ′a(z)
equals to
− 1
z2
exp
(
− a
4z
)
+
a
4z3
exp
(
− a
4z
)
.
For any m ∈ (0,∞) and z= µs+ it with |t| ≤ s, we see that∣∣∣∣az
∣∣∣∣m
∣∣∣∣exp
(
− a
4z
)∣∣∣∣.
(
a
µs
)m
exp
(
− µa
(µ2+1)s
)
.m 1,
and that ∣∣∣∣ 1z2 exp
(
− a
4z
)∣∣∣∣+
∣∣∣∣ az3 exp
(
− a
4z
)∣∣∣∣.m |z|m−2am .
Therefore, we get
| fa(µs+ i(δ + τ))− fa(µs+ iτ)|= |
∫ τ+δ
τ
f ′a(µs+ it)dt|
.m
1
am
∫ τ+δ
τ
dt
[(µs)2+ t2]1−
m
2
.
Furthermore, for m 6= 1,∫ ∞
τ+δ
e−s
∫ τ+δ
τ
dt
[(µs)2+ t2]1−
m
2
ds=
∫ ∞
τ+δ
e−s
s1−m
∫ τ+δ
s
τ
s
dr
(µ2+ r2)1−
m
2
ds
. δ
∫ ∞
τ+δ
e−s
s2−m
ds. δmin{m,1}.
Therefore, the second term of (2.7) is bounded by
|δ |λ
|x|2λ
+ ∑
y6=0
|δ |
|x− y|2m .
|δ |λ
|x|2λ
.
The first term of (2.7) can be bounded similarly but more easily. Indeed,
∑
y∈MZ2
∫ τ+δ
τ
| f|x−y|2(iτ +µs)|ds
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.∫ τ+δ
τ
sλ−1
|x|2λ
ds+ ∑
y∈MZ2\{0}
∫ τ+δ
τ
sm−1
|x|2m .
δ λ
|x|2λ
.
Hence, we end the proof of (2.6) when δ > 0. If 0<−δ ≤ τ , we observe that
|KM(τ +δ ;x)−KM(τ;x)|= |KM(τ +δ ;x)−KM(τ +δ −δ ;x)| . |δ |
λ
|x|2λ
.
Since KM(−δ ;x) = KM(δ ;x), the case τ = 0 and δ < 0 is proved. Finally, if
τ <−δ ,
|KM(τ +δ ;x)−KM(τ;x)| ≤ |KM(τ +δ ;x)−KM(0;x)|+ |KM(τ;x)−KM(0;x)|
.
|τ +δ |λ
|x|2λ
+
|τ|λ
|x|2λ
.
|δ |λ
|x|2λ
.
Lemma 2.2. We define
KM,∞(x1,x2) :=
∫ ∞
0
∫
T
2
M
KM(s,x1− y)K(s,x2− y)dyds, (2.8)
and suppose that |x1|, |x2| ≤M/8. Then for M ∈ [1,∞] and m≥ 1, we have
|KM,∞(x1,x2)−K∞(0;x1− x2)|.m 1
M2m
,
|KM,∞(x1,x2)−K∞(0;x1− x2)|.m 1
M2m
,
|KM,∞(x1,x2)|. 1+ log+|x1− x2|−1.
Proof. See [13, LEMMA 12].
Theorem 2.1. For each M ∈ [1,∞] and k, l ∈ N, Z:k,l:M has a distribution-valued
modification. Moreover, for every T ∈ (0,∞), α ∈ (0,1) and p> 2α , there exists a
constant C ∈ (0,∞) such that for all M ∈ [1,∞] and σ ∈ (2,∞),
E[ sup
0≤t≤T
‖Z:k,l:M (t)‖Bˆ−α ,σp,p ]≤C
∫
R
2
wσ (x)dx
E[ sup
0≤t≤T
‖Z:k,l:M (t)‖B−α ,Mp,p ]≤CM
2
E[ sup
0≤t≤T
‖Z:k,l:M (t)−Z:k,l:(t)‖Bˆ−α ,σp,p ]≤CM
2−σ .
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Proof. The strategy is to apply Lemma A.4. Therefore we have to check that
(A.3) and (A.4) hold. By Proposition B.1, it comes down to covariance estimates.
We set dsdy := ds1 · · ·dsk+ldy1 · · ·dyk+l . We have
E[|〈Z:k,l:M (t),φ〉M|2/k!l!]
≤
∫
(R×T2M)k+l
|〈
k
∏
j=1
KM(t− s j, ·− y j)
k+l
∏
j=k+1
KM(t− s j, ·− y j),φ〉M|2 dsdy
=
∫
(R×T2M)k+l
[∫
T
2
M
k
∏
j=1
KM(s j,x1− y j)
k+l
∏
j=k+1
KM(s j,x1− y j)φ(x1)dx1
]
×
[∫
T
2
M
k
∏
j=1
KM(s j,x2− y j)
k+l
∏
j=k+1
KM(s j,x2− y j)φ(x2)dx2
]
dsdy
=
∫
T
2
M×T2M
dx1 dx2φ(x1)φ(x2)
[∫
R×T2M
KM(s,x1− y)KM(s,x1− y)dsdy
]k
×
[∫
R×T2M
KM(s,x2− y)KM(s,x2− y)dsdy
]l
.
We note that∫
R×T2M
KM(t1− s,x1− y)KM(t2− s,x2− y)dsdy
=
∫ min{t1,t2}
−∞ ∑
z∈MZ2
∫
R
2
K(t1− s,x1+ z− y)K(t2− s,x2− y)dy.
Chapman-Kolmogorov relation implies that for s1,s2 > 0,
∫
R
2
1
4pis1
exp
(
−|x1− y|
2
4s1
)
1
4pis2
exp
(
−|x2− y|
2
4s2
)
dy
=
1
4pi(s1+ s2)
exp
(
− |x1− x2|
2
4(s1+ s2)
)
.
Thus, by analytic continuation, we have
∫
R
2
K(t1− s,x1+ z− y)K(t2− s,x2− y)dy
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=
e−(t1+t2−2s)
4pi [i(t1− t2)+µ(t1+ t2−2s)] exp
(
− |x1+ z− x2|
2
4[i(t1− t2)+µ(t1+ t2−2s)]
)
.
Therefore,∫
R×T2M
KM(t1− s,x1− y)KM(t2− s,x2− y)dsdy= KM(t1− t2;x1− x2),
where KM is defined by (2.4). Consequently,
E|〈Z:k,l:M (t),φ〉M|2/k!l!≤
∫
T
2
M×T2M
dx1 dx2φ(x1)φ(x2)KM(0;x1− x2)k+l.
Similarly,
E[|〈Z:k,l:M (t1),φ〉M−〈Z:k,l:M (t2),φ〉M|2/k!l!]
≤
∫
(R×R2)k+l
|〈
k
∏
j=1
KM(t1− s j, ·− y j)
k+l
∏
j=k+1
KM(t1− s j, ·− y j)
−
k
∏
j=1
KM(t2− s j, ·− y j)
k+l
∏
j=k+1
KM(t2− s j, ·− y j), φ〉M|2dsdy
=
∫
(R×R2)k+l
|〈
k
∏
j=1
KM(t1− s j, ·− y j)
k+l
∏
j=k+1
KM(t1− s j,x− y j),φ〉M|2dsdy
+
∫
(R×R2)k+l
|〈
k
∏
j=1
KM(t2− s j, ·− y j)
k+l
∏
j=k+1
KM(t2− s j,x− y j),φ〉M|2dsdy
−2ReB,
where
B=
∫
(R×R2)k+l
〈
k
∏
j=1
KM(t1− s j, ·− y j)
k+l
∏
j=k+1
KM(t1− s j,x− y j),φ〉M
×〈
k
∏
j=1
KM(t2− s j, ·− y j)
k+l
∏
j=k+1
KM(t2− s j,x− y j),φ〉Mdsdy
=
∫
T
2
M×T2M
dx1dx2φ(x1)φ(x2)
×
(∫
R×T2M
KM(t1− s,x1− y)KM(t2− s,x2− y)dy
)k
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×
(∫
R×T2M
KM(t1− s,x1− y)KM(t2− s,x2− y)dy
)l
=
∫
T
2
M×T2M
dx1dx2φ(x1)φ(x2)KM(t1− t2;x1− x2)kKM(t2− t1;x1− x2)l.
As a result,
E[|〈Z:k,l:M (t1),φ〉M−〈Z:k,l:M (t2),φ〉M|2/k!l!]
≤ 2Re
∫
T
2
M×T2M
dx1 dx2φ(x1)φ(x2)
×
[
KM(0;x1− x2)k+l−KM(t1− t2;x1− x2)kKM(t2− t1;x1− x2)l
]
.
Finally, similar calculation yields
E[|〈Z:k,l:M (t),φ〉∞−〈Z:k,l:(t),φ〉∞|2/k!l!]
≤ Re
∫
R
2×R2
dx1 dx2φ(x1)φ(x2)
×
(
KM(0;x1− x2)k+l +K (0;x1− x2)k+l−2KM,∞(x1,x2)kKM,∞(x2,x1)l
)
.
Thanks to Lemma 2.1 and 2.2, the remainder of the proof is the same as [13,
THEOREM 5.1].
Remark 2.3. Theorem 2.1 is a consequence of Lemma A.4. Therefore, the fol-
lowing claim is obvious: givenM ∈ [1,∞), T ∈ (0,∞) and α ∈ (0,1), there exists
θ ∈ (0,1) such that
E[ sup
0≤s≤t
‖ZM(s)−ZM(0)‖B−α ,M∞,∞ ].M,T,α t
θ
for every t ≤ T .
2.2 Convergence of mollified processes
Take ρ ∈ S with ∫ ρ = 1 and set ρδ := δ−4ρ( tδ 2 , xδ ). We consider a stationary
solution of
∂tZM;δ = AZM;δ +ξM;δ ,
18
where ξM;δ := ξM ∗ρδ is a mollified noise. Applying a three dimensional version
of Lemma A.4, we can realize ξM as a distribution in B−3/2−ε,M∞,∞ ifM < ∞ or as a
distribution in B−3/2−ε,σp,p for allM ∈ [1,∞] with p ∈ [1,∞). Then ZM;δ is given by
ZM;δ (t;x) =
∫ t
−∞
(
e(t−s)AξM;δ (s, ·)
)
(x)ds.
Take ψn ∈ C∞c (R; [0,1]) such that ψn ≡ 1 on [1/n,n] and supp(ψn) ⊂ [1/n2,n2].
Then ψnK = ψn(t)K(t,x)∈ S and
ZM;δ (t;x) = lim
n→∞
∫
R×R2
ψn(t− s)K(t− s,x− y)ξM;δ (s,y)dsdy
= lim
n→∞[(ψnK)∗ (ρδ ∗ξM)](t,x)
= lim
n→∞[((ψnK)∗φδ )∗ξM](t,x)
= lim
n→∞
∫
R×R2
(ψnK)∗ρδ (t− s,x− y)ξM(dsdy).
Since limn→∞(ψnK)∗ρδ = K ∗ρδ in L2(R×R2), we obtain
ZM;δ (t;x) =
∫
R×R2
1
T
2
M
(x)KM;δ (t− s,x− y)ξ (dsdy)
where KM;δ := KM ∗ρδ . Then Wick products Z:k,l:M;δ (t;x) are given by
Z
:k,l:
M;δ (t;x) =
∫
R×T2M
k
∏
j=1
KM;δ (t− s j,x− y j)
k+l
∏
j=k+1
KM;δ (t− s j,x− y j)
ξ (ds1dy1) · · ·ξ (dskdyk)ξ (dsk+1dyk+1) · · ·ξ (dsk+ldyk+l).
By Corollary B.1, we have Z
:k,l:
M;δ
(t;x) = Hk,l(ZM;δ (t;x),cM;δ ) where
cM;δ :=
∫
R×T2M
|KM;δ (s,y)|2 dsdy (2.9)
In particular,
Z
:2,0:
M;δ
(t;x) = Z2M;δ (t;x),
Z
:1,1:
M;δ
(t;x) = |ZM;δ (t;x)|2− cM;δ ,
Z
:2,1:
M;δ (t;x) = |ZM;δ (t;x)|2ZM;δ (t,x)−2cM;δZM;δ (t;x).
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Proposition 2.1. We have, as δ → 0,
cM;δ =
1
4piµ
log+ δ
−1+O(1).
Proof. We have
cM;δ =
∫
R×R2
ρ(s1,y1)ρ(s2,y2)KM(δ
2(s2− s1);δ (y1− y2))ds1ds2dy1dy2.
By (2.5),∫
max{|s1|,|s2|}≥δ−1
ρ(s1,y1)ρ(s2,y2)
×KM(δ 2(s2− s1);δ (y1− y2))ds1ds2dy1dy2 = O(1).
and by (2.6),∫
|s1|,|s2|≤δ−1
ρ(s1,y1)ρ(s2,y2)
×|KM(δ 2(s2− s1);δ (y1− y2))−KM(0;δ (y1− y2))|ds1ds2dy1dy2 = O(1).
Therefore, it suffices to show that
KM(0;x) =
1
4piµ
log+|x|−1M +O(1).
We can assume x ∈T2M. As shown in the proof of (2.5),
∑
y∈MZ2\{0}
∫ ∞
0
e−s
8piµs
exp
(
−|x− y|
2
4µs
)
ds= O(1).
Then it remains to observe that∫ ∞
0
e−s
8piµs
exp
(
− |x|
2
4µs
)
=
∫ 1
0
1
8piµs
exp
(
− |x|
2
4µs
)
ds+O(1)
=
∫ ∞
|x|2
4µ
1
8piµr
e−rdr+O(1)
=
∫ 1
min{1, |x|24µ }
1
8piµr
dr+O(1)
=
1
4piµ
log+|x|−1+O(1).
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Theorem 2.2. For every M ∈ [1,∞), T ∈ (0,∞), α ∈ (0,1) and p∈ [1,∞), we have
lim
δ→0
E[ sup
0≤t≤T
‖Z:k,l:
M;δ (t)−Z
:k,l:
M (t)‖pB−α ,Mp,p ] = 0,
lim
δ→0
E[ sup
0≤t≤T
‖Z:k,l:δ (t)−Z:k,l:(t)‖
p
Bˆ
−α ,σ
p,p
] = 0.
Remark 2.4. By Proposition A.1, for α, p ∈ (0,∞),
lim
δ→0
E[ sup
0≤t≤T
‖Z:k,l:
M;δ −Z
:k,l:
M (t)‖pB−α ,M∞,∞ ] = 0.
Proof. STEP 1. We first show that for each λ ,ε ∈ (0,1) there exists a constant
C =C(λ ,ε), independent of δ ∈ (0,1), such that
E[|〈Z:k,l:
M;δ
(t1)−Z:k,l:M;δ (t2),η j(x−·)〉∞|2/k!l!]≤C|t1− t2|λ22 jλ (1+ε). (2.10)
We have
E[|〈Z:k,l:
M;δ
(t1)−Z:k,l:M;δ (t2),η j(x−·)〉|2/k!l!]
≤ 2Re
∫
R
2×R2
dx1dx2η j(x1)η j(x2)
×
[(∫
R×T2M
KM;δ (s,x1− y)KM;δ (s,x2− y)dsdy
)k
×
(∫
R×T2M
KM;δ (s,x2− y)KM;δ (s,x1− y)dsdy
)l
−
(∫
R×T2M
KM;δ (t1− s,x1− y)KM;δ (t2− s,x2− y)dsdy
)k
×
(∫
R×T2M
KM;δ (t2− s,x2− y)KM;δ (t1− s,x1− y)dsdy
)l ]
,
and ∫
R×T2M
KM;δ (t1− s,x1− y)KM;δ (t2− s,x2− y)dsdy
=
∫
(R×R2)2
ρδ (s1,y1)ρδ (s2,y2)
×KM(t1− t2− (s1− s2);x1− x2− (y1− y2))ds1dy1ds2dy2.
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By Lemma 2.1 and Jensen inequality, we see that the left hand side of (2.10) is
bounded by
C|t1− t2|λ
∫
dx1dx2 |η j(x1)||η j(x2)|
(∫
ρ˜δ (x1− y1)ρ˜δ (x2− y2)
dy1dy2
|y1− y2|2λM
)
×
(∫
ρ˜δ (x1− y1)ρ˜δ (x2− y2)(1+ logk+l−1+ |y1− y2|−1M )dy1dy2
)
(2.11)
where ρ˜δ (x) :=
∫
ρδ (s,x)ds. The inequality log
k+l−1
+ |y1−y2|−1M .k,l,ε1 |y1−y2|−ε1M
for every ε1 ∈ (0,1) and Jensen’s inequality implies that the integral in (2.11) is
bounded by ∫
R
2×R2
ρ˜δ ∗ |η j|(x1)ρ˜δ ∗ |η j|(x2)
dx1dx2
|x1− x2|λ1M
, (2.12)
where λ1 := 2λ (1+ε). Therefore, to prove (2.10), it suffices to show that (2.12) is
bounded byC2 jλ1 . We focus on the case j ≥ 0, since the case j =−1 is the same
as the case j = 0. We note that ρ˜δ ∗ |η j|(x) = 22 jρ˜2 jδ ∗ |η0|(2 jx). We proceed to
check that the integral∫
|η0(x1)||η0(x2)| dx1dx2|x1− x2− y|λ1
=
∫
|η0(x1+ x2)||η0(x2)| dx1dx2|x1− y|λ1
.
∫
|x1−y|≤1
dx1
|x1− y|λ1
+
∫
|x1−y|≥1
|η0(x1+ x2)||η0(x2)|dx1dx2
. 1
can be bounded uniformly for all y ∈ R2. Furthermore, if |x| ≥ 2δ supp(ρ˜), we
have, uniformly for δ ,
|ρ˜δ ∗η j(x)|.m
∫
ρ˜δ (y)
22 j
(2 j|x− y|)m dy.m
1
2(m−2) j|x|m .
Now we see that the integral (2.12) in the region {(x1,x2) | |x1|, |x2| ≤ M/4} is
bounded by∫
R
2×R2
ρ2 jδ∗|η0|(x1)ρ2 jδ ∗ |η0|(x2)
dx1dx2
|2− j(x1− x2)|λ1
≤ 2 jλ1
∫
dy1dy2ρ˜(y1)ρ˜(y2)
∫ |η0|(x1)|η0|(x2)dx1dx2
|x1− x2−2 jδ (y1− y2)|λ1
22
. 2 jλ1.
The integral (2.12) in the region {(x1,x2) | |x1| ≥M/4 and |x2| ≤M/4} is bounded
by
C
∫
|x1|≥M/4, |x2|≤M/4
1
(1+ |x1|2)m
ρδ ∗ |η j|(x2)
dx1dx2
|x1− x2|λ1M
.
When |y| ≤M/4, we have a uniform estimate∫
R
2
1
(1+ |x|2)m
dx
|x− y|λ1M
= ∑
z∈MZ2
∫
y+z+T2M
1
(1+ |x|2)m
dx
|x− y− z|λ1M
. 1+ ∑
z∈MZ2\{0}
1
|z|2m
∫
T
2
M
dx
|x|λ1
. 1,
and the L1-norm of ρδ ∗ |η j| is uniformly bounded with respect to δ and j. The
integral (2.12) in the region {(x1,x2) | |x1| ≥M/4 and |x2| ≥M/4} is bounded by∫
R
2×R2
1
(1+ |x1|2)m
1
(1+ |x2|2)m
dx1dx2
|x1− x2|λ1M
. 1.
Therefore, we conclude that (2.12) is bounded by C2 jλ1 .
STEP 2. We continue to evaluate
a( j,δ ) :=E[|〈Z:k,l:
M;δ (t)−Z
:k,l:
M (t),η j(x−·)〉|2], (2.13)
which is bounded by k!l! times
Re
∫
R
2×R2
dx1dx2η j(x1)η j(x2)
×
[(
KM;δ (x1− x2)
)k+l
+KM(0;x1− x2)k+l
−2
(∫
ρδ (s1,y1)KM(s1;x1− x2− y1)ds1dy1
)k+l ]
,
where
KM;δ (x) :=
∫
ρδ (s1,y1)ρδ (s2,y2)KM(s2− s1;x1− x2− (y1− y2))ds1ds2dy1dy2.
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For fixed x1,x2 with x1− x2 /∈MZ2,
lim
δ→0
KM;δ (x1− x2) = KM(0;x1− x2).
STEP 1 shows that for every n,
sup
δ∈(0,1)
∫
|η j(x1)||η j(x2)||KM;δ (x1− x2)|ndx1dx2 < ∞.
Therefore,
lim
δ→0
∫
η j(x1)η j(x2)KM;δ (x1− x2)dx1dx2
=
∫
η j(x1)η j(x2)KM(0;x1− x2)dx1dx2.
Furthermore, calculation similar to the proof of STEP 1 shows that for every
ε ∈ (0,1), 2−ε ja( j,δ ) (see (2.13)) is uniformly bounded with respect to j and
δ . Hence, for ν ∈ (0,1),
E[ ∑
j≥−1
2− jα p‖〈Z:k,l:
M;δ (t)−Z
:k,l:
M;δ (s)− (Z
:k,l:
M (t)−Z:k,l:M (s)),η j(x−·)〉∞‖pLp(T2M ,dx)]
= ∑
j≥−1
2− jα p
∫
T
2
M
E[|〈Z:k,l:
M;δ (t)−Z
:k,l:
M;δ (s)− (Z
:k,l:
M (t)−Z:k,l:M (s)),η j(x−·)〉∞|p]dx
. ∑
j≥−1
2− jα p
(
|t− s|λ2 jλ1
) ν p
2
a( j,δ )
(1−ν)p
2
= |t− s| pνλ2 ∑
j≥−1
2− j(α−
νλ1
2 )pa( j,δ )
(1−ν)p
2 .
By Lebesgue’s dominated convergence theorem,
lim
δ→0 ∑j≥−1
2− j(α−
νλ1
2 )pa( j,δ )
(1−ν)p
2 = 0.
Therefore, Kolmogorov continuity theorem finishes the proof.
Remark 2.5. As the above proof suggests, time regularization is unnecessary. In
[18], they use smooth approximations by
Z˜M;δ (t;x) := 〈ZM(t), ρ˜δ(x−·)〉∞,
where ρ˜ ∈ S and ρ˜δ (x) := δ−2ρ˜(δ−1x). Although space-time regularization ZM;δ
seems natural in view of renormalization, it is not (Ft)-adapted. Therefore, space
regularization is crucial to study stochastic properties of solutions of (1.1).
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2.3 Nonstationary Ornstein-Uhlenbeck processes
We have constructed Ornstein-Uhlenbeck processes starting from t =−∞. An ad-
vantage is that the processes are stationary in time and the renormalized constants
are independent of time. However, we have to consider nonstationary Ornstein-
Uhlenbeck processes later in order to study probabilistic properties of solutions.
For the sake of simplicity, we restrict our analysis to the case T2M withM < ∞.
To begin with, it is convenient to introduce an algebraic structure for Wick
product. Let R := Bα,M∞,∞ for some α ∈ (0,∞). R is a ring with the usual product,
see Corollary A.1. Furthermore, Corollary A.1 allows us to multiply an element
ofR and Z:k,l:M (t). Therefore, the space
Mt := spanR{Z:k,l:M (t) | k, l ∈N}
is a commutativeR-algebra with multiplication
Z
:k1,l1:
M (t) :×: Z:k2,l2:M (t) := Z:k1+k2,l1+l2:M (t).
We also have an operation of complex conjugate
Z
:k,l:
M (t) = Z
:l,k:
M (t),
where the equality holds as distribution. We write for X ∈Mt ,
X :k,l: := X :×: · · · :×: X︸ ︷︷ ︸
k times
:×: X :×: · · · :×: X︸ ︷︷ ︸
l times
.
Now we set ZM(s, t) := ZM(t)−e(t−s)AZM(s)∈Mt for s< t, where we regard
e(t−s)AZM(s) ∈R. We see that for each φ ∈ S, almost surely,
〈ZM(s, t),φ〉=
∫
R×R2
1[s,t](r)1
T
2
M
(y)〈KM(t− r, ·− y),φ〉ξ (drdy).
Indeed, this can be proved by first showing the corresponding identities for mol-
lified processes and then taking the limit. See the proof of Proposition 2.3 below.
We also set for s< t
Z
:k,l:
M (s, t) := (ZM(s, t))
:k,l:
= ∑
0≤i≤k,
0≤ j≤l
(
k
i
)(
l
j
)
(−1)i+ j
(
e(t−s)AZM(s)
):i, j:
Z
:k−i,l− j:
M (t).
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We have the identity
Z
:k,l:
M (s, t+h) = ∑
(
k
i
)(
l
j
)
(ehAZM(s, t))
:i, j:ZM(t, t+h)
:k−i,l− j: (2.14)
for s< t and h ∈ (0,∞). In fact,
Z
:k,l:
M (s, t+h) =
(
ZM(t+h)− e(t+h−s)AZM(s)
):k,l:
=
(
ZM(t, t+h)+ e
hAZM(t)− ehAe(t−s)AZM(s)
):k,l:
=
(
ZM(t, t+h)+ e
hAZM(s, t)
):k,l:
= ∑
(
k
i
)(
l
j
)(
ehAZM(s, t)
):i, j:
ZM(t, t+h)
:k−i,l− j:.
Proposition 2.2. Let p ∈ [1,∞), α,α ′ ∈ (0,1), T ∈ (0,∞) and s ∈ R. Then for
each k, l ∈N,
E[ sup
0≤t≤T
t(k+l−1)α
′p‖Z:k,l:M (s,s+ t)‖pB−α ,M∞,∞ ].p,α,α ′,k,l,T 1.
Proof. Let C−α := B−α,M∞,∞ and V (t) := etAZM(s). We have to estimate each term
of
∑
i, j
(
k
i
)(
l
j
)
(−1)i+ jV (t):i, j:ZM(s+ t):k−i,l− j:.
For (i, j) = (k, l),
‖V (t):k,l:‖C−α . ‖V (t)‖k+l−1C2α ‖V (t)‖C−α . t−
3(k+l−1)α
2 ‖ZM(s)‖k+lC−α .
Otherwise,
‖V (t):i, j:ZM(s+ t):k−i,l− j:‖C−α . ‖V (t)‖i+ jC2α‖ZM(s+ t):k−i,l− j:‖C−α
. t−
3(i+ j)α
2 ‖ZM(s)‖i+ jC−α‖ZM(s+ t):k−i,l− j:‖C−α .
with i+ j ≤ k+ l−1. Therefore, Theorem 2.1 ends the proof.
Remark 2.6. We have
ZM(0, t) = ZM(t)−ZM(0)+(1− etA)ZM(0).
According to Remark 2.3 and Proposition A.4, we have, for some θ ∈ (0,1),
E[ sup
0<s≤t
‖ZM(0,s)‖C−α ].M,α tθ , t ∈ (0,1).
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Proposition 2.3. For fixed s ∈R, {Z:k,l:M (s, t) | t ∈ (s,∞), k, l ∈N} is independent
of Fs.
Proof. According to Remark 2.5, Z
:k,l:
M (s, t) is the limit of
∑
(
k
i
)(
l
j
)
(−1)i+ j
[
e(t−s)AZM;δ (s)
]:i, j:
Z˜
:k−i,l− j:
M;δ
(t)
= Hk,l(Z˜M;δ (t)− e(t−s)AZ˜M;δ (s),cM;δ )
as δ → 0. Here Hk,l is a complex Hermite polynomial and the equality results
from Proposition B.3-(iii). It remains to notice that
ZM;δ (t;x)− e(t−s)AZM;δ (s;x)
=
∫
1
T
2
M
(y)[KM(t− r, ·)∗ρδ ](x− y)ξ (drdy)
−
∫
1
T
2
M
(y)
{
e(t−s)A[KM(s− r, ·)∗ρδ ]
}
(x− y)ξ (drdy)
=
∫
1[s,t](r)(KM(t− r, ·)∗ρδ )(x− y)ξ (drdy),
is independent of Fs.
3 Construction of solutions on the torus
3.1 A strategy and the main theorem
In this section, we construct solutions on the torus T2M as in [13, Section 6]. As
the actual value of M is irrelevant, we set M = 1. As noted in the introduction,
the equation (1.1) is ill-defined due to the low regularity of the white noise ξ . To
overcome this difficulty, we employ a strategy first introduced in [3]. Namely,
we decompose a solution u= Z+Y , where Z is the Ornstein-Uhlenbeck process
constructed in Section 2. Then Y formally solves the equation (3.1) below. We
regard powers of Z as Wick powers constructed in Section 2. Then, in the light
of Schauder’s estimate (Proposition A.3), the regularity of Y should be 2− ε , and
therefore all the products in (3.1) are well-defined thanks to Corollary A.1. Now
the idea from rough path theory comes into play. After ill-definedness has dis-
appeared via probabilistic methods, we will solve the equation in a deterministic
framework.
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In this section, we will write L2 for L2(T2) and et cetera. We set Cα := Bα∞,∞
and Bαp := Bαp,∞. For Z = (Z,Z2, |Z|2, |Z|2Z) in the set
C([0,T ];C−α)×(C((0,T ];C−α))3,
we write
‖Zt‖Zα :=max{‖Z(t)‖C−α , tα‖Z2(t)‖C−α , tα‖|Z|2‖C−α , tα‖|Z|2Z‖C−α}.
We emphasize that Z2, |Z|2 and |Z|2Z are not functions of Z. We denote by Z the
set
{Z ∈C([0,∞);C−α)×C((0,∞);C−α)3 | ∀T,α ∈ (0,∞), sup
0<t≤T
‖Zt‖Zα < ∞}.
We set
Ψ(Yt ,Zt) := (1+λ )(Zt +Yt)
−ν(|Yt |2Yt +2Z|Yt |2+ZtY 2t +2|Zt |2Yt +Z2t Yt + |Zt |2Zt)
as long as the multiplications on the right hand side make sense.
Definition 3.1. For given Y0 ∈ C−α0 , Z ∈ Z and T ∈ (0,∞), we say that Y is a
solution of {
∂tY = AY +Ψ(Y,Z),
Y (0, ·) = Y0
(3.1)
over [0,T ] if the following conditions are satisfied:
(i) There exists α1 ∈ (0,∞) and γ ∈ (0, 13) such that Y ∈C((0,T ];Cα1) and
sup
0<t≤T
tγ‖Yt‖Cα1 < ∞. (3.2)
(ii) For t ∈ (0,T ] we have
Yt = e
tAY0+
∫ t
0
e(t−s)AΨ(Ys,Zs)ds. (3.3)
We let ST (Y0,Z) be the set of solutions of (3.1).
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Remark 3.1. The technical assumption (3.2) is needed to ensure well-definedness
of the integral in (3.3) and uniqueness of solutions. It will be revealed that a
solution satisfies (3.2) for any α1, γ satisfying
α0+α1
2
< γ,
α1
2
+2γ < 1. (3.4)
The main theorem of this section is the following;
Theorem 3.1. For all α0 ∈ (0, 23), T > 0, Z ∈ Z and Y0 ∈ C−α0 , there exists
exactly one solution of (3.1) over [0,T ].
The proof of Theorem 3.1 is given at the end of Subsection 3.4. Until Propo-
sition 3.5, we work in a deterministic framework. Afterwards, we derive some
results of solutions of the SCGL (Theorem 1.2 and Theorem 1.3), where we work
in a probabilistic framework.
3.2 The local well-posedness
We first show local well-posedness of (3.1).
Theorem 3.2. Let α0 ∈ (0, 23) and K ∈ [1,∞). Then, there exist α = α(α0) and
T ∗ = T ∗(α,K)∈ (0,∞) such that for every Y0 ∈ C−α0 and Z ∈Z with ‖Y0‖C−α0 +
sup0<t≤T ∗‖Zt‖Zα ≤ K, the set ST
∗
(Y0,Z) is a singleton.
Proof. STEP 1. We first construct a solution of (3.1). We choose α,α1 ∈ (0,∞)
and γ ∈ (0, 1
3
) satisfying
α < α1,
α0+α1
2
< γ,
α +α1
2
+2γ < 1. (3.5)
For T ∗ ≤ 1, we set |||Y |||T ∗ := sup0<t≤T ∗ tγ‖Yt‖Cα1 and
BT ∗ := {Y ∈C((0,T ∗];Cα1) | |||Y |||T ∗ ≤ 1}.
We define
MT ∗Y (t) := etAY0+
∫ t
0
e(t−s)AΨ(Ys,Zs)ds, 0< t ≤ T ∗.
We show that for small T ∗ the mapMT ∗ : BT ∗ → BT ∗ is a contraction. Proposition
A.3 bounds the first term by
‖etAY0‖Cα1 . t−
α0+α1
2 ‖Y0‖C−α0 .
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By (3.5) the norm |||e·AY0|||T ∗ becomes small for small T ∗. The map t 7→ etAY0 ∈Cα
is continuous on (0,T ∗].
For the second term, we note that ‖Ψ(Ys,Zs)‖C−α . s−3γ by Corollary A.1.
Hence we have by Proposition A.3
‖
∫ t
0
e(t−s)AΨ(Ys,Zs)ds‖Cα1 .
∫ t
0
(t− s)−α+α12 s−3γ ds. t1−α+α12 −3γ .
By (3.5), |||·|||T ∗-norm of the second term becomes small for small T ∗. To prove the
continuity of the map t 7→MT ∗Y (t), we take α ′1 sufficiently close to but greater
than α1. For 0< t < t
′,
‖
∫ t
0
e(t−s)AΨ(Ys,Zs)ds−
∫ t ′
0
e(t
′−s)AΨ(Ys,Zs)ds‖Cα1
≤
∫ t
0
‖(e(t−s)A− e(t ′−s)A)Ψ(Ys,Zs)‖Cα1 ds+
∫ t ′
t
‖e(t ′−s)AΨ(Ys,Zs)‖Cα1 ds
.
∫ t
0
|t ′− t|
α ′
1
−α1
2 ‖e(t−s)AΨ(Ys,Zs)‖
C
α ′
1
ds+
∫ t ′
t
(t ′− s)−α+α12 s−3γ ds
. |t ′− t|
α ′
1
−α1
2 t1−
α+α ′
1
2 −3γ +(t ′)1−
3α
2 −3γ
∫ 1
t/t ′
(1− s)−α+α12 s−3γ ds.
In the second inequality, we used Proposition A.3 and Proposition A.4. Thus, the
map (0,T ∗] ∋ t 7→ MT∗Y (t) ∈ Cα1 is continuous. Finally we prove that the map
MT∗ is a contraction for small T ∗. Since
‖Ψ(Ys,Zs)−Ψ(Y ′s ,Zs)‖C−α . ‖Ys−Y ′s‖Cα1 s−2γ ,
we have
‖MT ∗Y (t)−MT∗Y ′(t)‖Cα1 .
∫ t
0
(t− s)−α1+α2 s−2γ‖Ys−Y ′s‖Cα1ds
. t1−
α+α1
2 −3γ‖Ys−Y ′s‖.
Therefore, MT∗ is a contraction for small T ∗. Then there is a unique fixed point
of the mapMT∗ , which is a solution of (3.1).
STEP 2. We show uniqueness of solutions. We let T ∗ be the time constructed
in STEP 1 and let Y,Y ′ ∈ ST ∗(Y0,Z). Set
T ∗∗ := sup{t ∈ [0,T ∗] | ∀s≤ t,Ys =Y ′s}.
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Assume T ∗∗ < T ∗. The argument in STEP 1 implies that, possibly by taking
smaller α1 ∈ (0,1) and larger γ ∈ (0, 13), there exists δ ∈ (0,T ∗−T ∗∗) such that
(YT ∗∗+t)t≤δ , (Y ′T ∗∗+t)t≤δ ∈ Bδ and M˜ : Bδ → Bδ is a contraction, where
M˜y(t) := etAYT ∗∗ +
∫ t
0
e(t−s)AΨ(ys,ZT ∗∗+s)ds (y ∈ Bδ ).
Since both (YT ∗∗+t)t≤δ and (Y ′T ∗∗+t)t≤δ are fixed points of M˜, YT ∗∗+t =Y ′T ∗∗+t for
t ≤ δ , which contradicts the definition of T ∗∗. Therefore T ∗∗=T ∗ andY =Y ′.
Remark 3.2. We have ST (Y0,Z) ⊂ C([0,T ];C−α0)∩C((0,T ];Cβ ) for every β ∈
(1,2). Indeed, take Y ∈ ST (Y0,Z) and α ∈ (0,2−β ). As shown in STEP 1 above,
we have ‖Ψ(Ys,Zs)‖C−α . s−3γ and hence
‖
∫ t
0
e(t−s)AΨ(Ys,Zs)ds‖Cβ .
∫ t
0
(t− s)−α+β2 s−3γ ds. t1−α+β2 −3γ . (3.6)
Therefore Yt is Cβ -valued. As the continuity can be proved as in STEP 1 above,
we see that Y ∈C((0,T ];Cβ ). Similarly we can show Y ∈C([0,T ];C−α0).
Remark 3.3. T ∗ can be of the form T ∗ =C(α0,α1,α,γ)K−θ for some θ ∈ (0,∞).
3.3 A priori Lp estimates
We now explain our strategy to prove the global well-posedness of (3.1). Unique-
ness of solutions can be proved as in STEP 2 in the proof of Theorem 3.2. There-
fore, the problem is to construct a global solution of (3.1). Our strategy is to apply
the fixed point argument in the proof of Theorem 3.2 repeatedly.
By Theorem 3.2, there exists Y ∈ ST ∗(Y0,Z) for small T ∗ ∈ (0,∞). We move
to find YT ∗+· satisfying
YT ∗+t = e
tAYT ∗ +
∫ t
0
e(t−s)AΨ(YT ∗+s,ZT ∗+s)ds.
Replacing (Y0,Z) by (YT ∗,ZT ∗+·), Theorem 3.2 allows us to find
YT ∗+· ∈ ST∗∗(YT ∗,ZT ∗+·)
for some T ∗∗ ∈ (0,∞). Thus, we extended a solution of (3.1) over [0,T ∗] to a
solution of (3.1) over [0,T ∗+T ∗∗]. We then continue this process.
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However, in order to construct a solution over [0,T ] for given T ∈ (0,∞), we
have to choose T ∗,T ∗∗, . . . uniformly away from 0. According to Theorem 3.2,
for fixed Z, T ∗ depends on the ‖·‖C−α0 -norm of the initial condition. Therefore, if
we know a priori that every solution Y of (3.1) over [0, T˜ ] with T˜ ≤ T satisfies
sup
0≤t≤T˜
‖Yt‖C−α0 .T,Y0,Z 1, (3.7)
then we can take T ∗,T ∗∗, . . . uniformly away from 0.
The aim of this subsection is to prove a priori Lp estimate for p ∈ [2, p(µ)),
where
p(µ) := 2(1+µ2+µ
√
1+µ2). (3.8)
The proof is in the spirit of [13, Section 6] and [18, Section 3]. However, with their
methods, we only obtain a prior Lp estimate with p< p(µ) due to the presence of
the dispersion i∆.
We stress that this a priori Lp estimate is insufficient to construct a global
solution of (3.1) for small µ . Indeed, when µ > 1
2
√
2
, we can take α0 ∈ (0, 23)
and p ∈ [2, p(µ)) such that the embedding Lp →֒ C−α0 holds. Then we obtain
the estimate (3.7), which leads to construction of a global solution. In contrast,
when µ ≤ 1
2
√
2
, such embedding does not hold, and hence a priori Lp estimate for
p< p(µ) is insufficient. This problem will be addressed in Subsection 3.4.
In this subsection, we fix α0 ∈ (0, 23), β ∈ (0,2), Y0 ∈ C−α0 and Z ∈Zα .
Proposition 3.1. Let Y ∈ ST (Y0,Z), 0 < t0 ≤ T and δ ∈ (0,β ). Then the map
Y : [t0,T ]→Cδ is β−δ2 -Ho¨lder continuous.
Proof. Set Ψs := Ψ(Ys,Zs). As Y is a solution of (3.1), we have
Yt = e
(t−t0)AYt0 +
∫ t
t0
e(t−s)AΨs ds.
For t < t ′, the first term can be estimated by
‖e(t ′−t0)AYt0− e(t−t0)AYt0‖Cδ . (t ′− t)
β−δ
2 ‖e(t−t0)AYt0‖Cβ . (t ′− t)
β−δ
2 ‖Yt0‖Cβ ,
where we used Proposition A.4. For the second term, since Y ∈C([t0,T ],Cβ ), we
have the estimate
‖Ψs‖C−α .Y s−α s ∈ [t0,T ].
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Then we have, by Proposition A.4 and Proposition A.3,
‖
∫ t ′
t0
e(t
′−s)AΨs ds−
∫ t
t0
e(t−s)AΨsds‖Cδ
≤
∫ t
t0
‖e(t ′−s)AΨs− e(t−s)AΨs‖Cδ ds+
∫ t ′
t
‖e(t ′−s)AΨs‖Cδ ds
.
∫ t
t0
(t ′− t) β−δ2 ‖e(t−s)AΨs‖Cβ ds+
∫ t ′
t
‖e(t ′−s)AΨs‖Cδ ds
.
∫ t
t0
(t ′− t) β−δ2 (t− s)−α+β2 s−α ds+
∫ t ′
t
(t ′− s)−α+δ2 s−α ds
. (t ′− t) β−δ2 t1− 3α2 − β2 +(t ′− t)1− 3α2 − δ2 .
By taking sufficiently small α = α(β ,δ )> 0, we conclude the proof.
Proposition 3.2. Let Y ∈ ST (Y0,Z). Then for φ ∈ C1 we have the identity
〈Yt ,φ〉−〈Yt0 ,φ〉=
∫ t
t0
{−(i+µ)〈∇Ys,∇φ〉−〈Ys,φ〉+ 〈Ψ(Ys,Zs),φ〉} ds
for 0< t0 ≤ t ≤ T .
Proof. Set Ψs := Ψ(Ys,Zs). We begin by showing that for φ ∈C∞(T2) and t ≤ T ,
〈Yt ,φ〉−〈Yt0 ,φ〉=
∫ t
t0
(〈Ys,Aφ〉+ 〈Ψs,φ〉)ds. (3.9)
Since Y is a mild solution of (3.1), we have∫ t
t0
〈Ys,Aφ〉ds=
∫ t
t0
〈
e(s−t0)AYt0 +
∫ s
t0
e(s−u)AΨu du,Aφ
〉
ds.
Note that for s> 0,
〈e(s−t0)AYt0 ,Aφ〉= 〈Ae(s−t0)AYt0 ,φ〉=
d
ds
〈e(s−t0)AYt0 ,φ〉.
Therefore ∫ t
t0
〈e(s−t0)AYt0,Aφ〉ds= 〈e(t−t0)AYt0 ,φ〉−〈Yt0,φ〉.
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Similarly, we obtain∫ t
t0
∫ s
t0
Ae(s−u)AΨu duds=
∫ t
t0
∫ t
u
Ae(s−u)AΨu dsdu=
∫ t
t0
(e(t−u)A−1)Ψudu.
Thus, we get∫ t
t0
〈Ys,Aφ〉ds= 〈e(t−t0)AYt0 ,φ〉−〈Yt0 ,φ〉+
∫ t
t0
〈e(t−s)AΨs,φ〉ds−
∫ t
t0
〈Ψs,φ〉ds,
which proves (3.9).
Now integration by parts implies
〈Yt ,φ〉−〈Yt0,φ〉=
∫ t
t0
{−(i+µ)〈∇Ys,∇φ〉−〈Ys,φ〉+ 〈Ψs,φ〉} ds,
and, as a result, the density argument finishes the proof.
Proposition 3.3. Let Y ∈ ST (Y0,Z) and p ∈ [2,∞). Then we have the identity
1
p
(‖Yt‖pLp−‖Yt0‖pLp)
= Re
[∫ t
t0
{−(i+µ)〈∇Ys,∇(Ys|Ys|p−2)〉−‖Ys‖pLp + 〈Ψ(Ys,Zs),Ys|Ys|p−2〉}ds
]
for 0< t0 ≤ t ≤ T .
Proof. Let t= (t0 < t1 < · · ·< tn = t) be a partition of [0, t]. By Proposition 3.2,
we have ‖Yt‖pLp−‖Yt0‖pLp−S (t) = T (t), where
S (t) :=
n−1
∑
i=0
〈Yti+1 ,Yti+1 |Yti+1 |p−2−Yti |Yti |p−2〉,
and
T (t) :=
n−1
∑
i=0
∫ ti+1
ti
{−(i+µ)〈∇Ys,∇(Yti|Yti|p−2)〉
−〈Ys,Y ti |Yti |p−2〉+ 〈Ψs,Yti|Yti |p−2〉}ds.
We analyze the limits of S (t) and T (t) as the mesh size tends to zero. Lemma
A.3 implies
n−1
∑
i=0
∫ ti+1
ti
〈∇Ys,∇(Yti|Yti |p−2)〉ds→
∫ t
t0
〈∇Ys,∇(Ys|Ys|p−2)〉ds.
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and
n−1
∑
i=0
∫ ti+1
ti
(−〈Ys,Y ti|Yti |p−2〉+ 〈Ψs,Yti|Yti|p−2〉)ds
→
∫ t
t0
(−‖Ys‖pLp + 〈Ψs,Ys|Ys|p−2〉)ds.
It remains to prove S (t)→ p−1
p
(‖Yt‖pLp −‖Yt0‖pLp). Discrete version of inte-
gration by parts implies
S (t) = ‖Yt‖pLp−‖Yt0‖pLp−
n−1
∑
i=0
〈Yti|Yti |p−2,Yti+1−Yti〉.
When |x| ≤ R, we have
|x+h|p = |x|p+ pRe(x|x|p−2h)+OR(|h|2) as h→ 0.
Therefore,
|Yt |p−|Yt0 |p =
n−1
∑
i=0
{
pRe[Yti|Yti|p−2(Yti+1−Yti)]+O(‖Yti+1−Yti‖2L∞)
}
.
Then, in view of Proposition 3.1, we obtain
Re
[
n−1
∑
i=0
〈Yti |Yti |p−2,Yti+1−Yti〉
]
=
1
p
(‖Yt‖pLp−‖Yt0‖pLp)+o(1).
We recall the notation (3.8).
Proposition 3.4. Assume p ∈ [2, p(µ)). Then there exist b ∈ [1,∞) and c ∈ (0,∞)
such that for each α ∈ (0, 1
2
) we can find a constant C ∈ (0,∞) such that for
T ∈ (0,∞), 0< t0 ≤ t ≤ T and Y ∈ ST (Y0,Z),
‖Yt‖pLp−‖Yt0‖pLp + c
∫ t
t0
‖Ys‖p+2Lp+2ds+ c
∫ t
t0
‖|∇Ys|2|Ys|p−2‖L1ds
≤C
∫ t
t0
(1+ s−α‖Zs‖Zα )bds.
(3.10)
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Proof. First we note that
∇(Ys|Ys|p−2) = p
2
|Ys|p−2∇Ys+ p−2
2
|Ys|p−4Ys2∇Ys,
and thus,
Re〈∇Ys,∇(Ys|Ys|p−2)〉
=−µp
2
〈1, |∇Ys|2|Ys|p−2〉+Re p−2
2
(i+µ)〈∇Ys ·∇Ys, |Ys|p−4Ys2〉
≤ −δ 〈1, |∇Ys|2|Ys|p−2〉,
where δ := µ p
2
− p−2
2
√
µ2+1> 0. Therefore, by Proposition 3.3,
1
p
(‖Yt‖pLp−‖Yt0‖pLp)+δ
∫ t
t0
〈1, |∇Ys|2|Ys|p−2〉ds+Re(ν)
∫ t
t0
〈1, |Ys|p+2〉ds
.ν
∫ t
t0
{〈1, |Ys|p〉+ |〈Zs,Ys|Ys|p−2〉|+ |〈Zs,Ys|Ys|p〉|+ |〈Zs,Y 3s |Ys|p−2〉|
+ 〈|Zs|2, |Ys|p〉+ |〈Z2s ,Ys2|Ys|p−2〉|+ |〈|Zs|2Zs,Ys|Ys|p−2〉|
}
ds.
(3.11)
Each term in the integrand is of the form |〈ξs,ηs〉| with ξ ∈ {Z,Z,Z2, |Z|2, |Z|2Z},
η =Y as Ys
b
and 2≤ a+b≤ p+1. Set As := ‖|Ys|p−2|∇Ys|2‖L1 and Bs := ‖Ys‖p+2Lp+2 .
We show that |〈ξs,ηs〉| is controlled by As and Bs. Proposition A.6 implies |〈ξs,ηs〉|
. ‖ξs‖C−α‖ηs‖Bα1,1 . ‖ξs‖C−α is bounded by s
−α‖Zs‖Zα .
Now we estimate ‖ηs‖
B
1/2
1,1
. By Proposition A.8, we get
‖ηs‖
B
1/2
1,1
. ‖ηs‖
1
2
L1
‖∇ηs‖
1
2
L1
+‖ηs‖L1.
By Cauchy-Schwarz inequality, we obtain
‖∇ηs‖2L1 .a,b ‖|Ys|a+b−1|∇Ys|‖2L1 ≤ AsB
2(a+b)−p
p+2
s .
Therefore,
‖ηs‖
B
1/2
1,1
. A
1
4
s B
1
2
a+b
p+2+
1
4
2(a+b)−p
p+2
s +B
a+b
p+2
s .
Since
a1 :=
1
4
+
1
2
a+b
p+2
+
1
4
2(a+b)− p
p+2
< 1,
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we have ‖ηs‖
B
1/2
1,1
. A
a1
s +B
a1
s +B
a2
s with a2 :=
a+b
p+2 .
For ε > 0, γ ∈ (0,1) and x≥ 0, Young’s inequality for products implies
cxγ ≤ (1− γ)(cε−γ) 11−γ + γεx.
Using this, we can find a constantC =C(ε) ∈ (0,∞) such that
|〈ξs,ηs〉| ≤ ε(As+Bs)+C
(
s
− α1−a1 ‖Zs‖
1
1−a1
Zα
+ s
− α1−a2 ‖Zs‖
1
1−a2
Zα
)
.
Note that a1 and a2 are uniformly away from 1 when p ∈ [2, p(µ)). Therefore, the
above argument implies that the right hand side of (3.11) is bounded by
ε
∫ t
t0
(As+Bs)ds+C
∫ t
t0
(1+ s−α‖Zs‖Zα )bds
for some b ∈ [1,∞), independent of p and α . Now the claim of the proposition
easily follows.
Corollary 3.1. Let p ∈ [2, p(µ)) and α ∈ (0,1) sufficiently small. Then there
exist positive constants b = b(p) and C = C(α, p) such that for 0 < t ≤ T and
Y ∈ ST (Y0,Z),
‖Yt‖pLp ≤Cmax{t−
p
2 ,(1+ t−α sup
0<s≤T
‖Zs‖Zα )b}.
Proof. By proposition 3.4 we have
∂t‖Yt‖pLp + c1‖Yt‖p+2Lp+2 ≤ c2(1+ t−α‖Zt‖Zα )b,
and hence
∂s‖Ys‖pLp + c1(‖Ys‖pLp)1+
2
p . c2(1+ t
−α sup
0<r≤T
‖Zr‖Zα )b, s ∈ [2−1t, t].
Then Lemma 3.1 below shows that
‖Yt‖pLp .max{t−
p
2 ,(1+ t−α sup
0<s≤T
‖Zs‖Zα )
pb
p+2}.
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Lemma 3.1. Suppose that a differentiable function f : [0,T ]→ [0,∞) satisfies
d f
dt
+ c1 f
1+λ ≤ c2
with λ , c1,c2 ∈ (0,∞). Then we have
f (t).λ max
{
(c1t)
− 1λ ,(c−11 c2)
1
1+λ
}
.
Proof. The proof is the same as [18, Lemma 3.8]. Let t ∈ (0,T ]. First assume
there exists s ∈ [0, t] such that c1
2
f (s)1+λ ≤ c2. Since f (r) ≥ (2c2c1 )
1
1+λ implies
d f
dr
(r)≤ 0, we see that f ≤ (2c2
c1
)
1
1+λ on [s,T ].
Now assume that f ≥ (2c2
c1
)
1
1+λ on [0, t]. Then we have
d f
ds
+
c1
2
f 1+λ ≤ 0 on [0, t],
and hence
1
−λ ( f (t)
−λ − f (0)−λ )≤−c1t
2
.
This yields f (t)≤ ( 2
c1λ t
)
1
λ .
3.4 A priori estimate by bootstrap arguments
As explained, a priori Lp estimate obtained in the previous subsection is insuffi-
cient to construct a global solution. The aim of this subsection is to upgrade a
priori estimate by taking advantage of the smoothing effect of the semigroup etA.
We set
|||Z|||α,T := sup
0<t≤T
‖Z(t)‖Zα . (3.12)
Lemma 3.2. There exist p ∈ (2,∞), γ ∈ (0,1) and κ ∈ (0,∞) such that for 0 <
t0 < t1 ≤ T , Y ∈ St1(Y0,Z) and sufficiently small α ∈ (0,1),∫ t1
t0
‖Yt‖3Bγ3p dt .p,α,γ ,T (t
−1
0 + |||Z|||α,T )κ .
Proof. According to Proposition 3.4, we can take p0 ∈ (2,3) so that the inequality
(3.10) holds with p= p0. Set p1 := (p0+2)/3 and take q such that
1+
1
3
=
1
p1
+
1
q
.
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Since
1
p1
− 1
q
=
2
p1
− 4
3
<
2
4/3
− 4
3
=
1
6
,
we can take p ∈ (2,3) and γ ∈ (0,1) satisfying
q
[(
1
p1
− 1
3p
)
+
γ
2
]
< 1.
We additionally suppose γ is so small that we can find α ∈ (0,1) such that
2+α + γ
2
− 1
3p
< 1,
3(α + γ)
2
< 1.
A solution Y ∈ St1(Y0,Z) satisfies
Yt = e
(t−t0)AYt0 +
∫ t
t0
e(t−s)A
[−ν(|Ys|2Ys
+2Zs|Ys|2+ZsY 2s +2|Z|2sYs+Z2sY s+ |Z|2sZs)+(1+λ )(Ys+Zs)
]
ds.
(3.13)
We evaluate the L3([t0, t1];Bγ3p)-norm of each term of the right hand side. We
begin to estimate the integral in (3.13). The key is to use Young’s convolution
inequality. For the cubic term, we evaluate
‖e(t−s)A(|Ys|2Ys)‖Bγ3p . ‖e
(t−s)A(|Ys|2Ys)‖
B
γ+2( 1p1
− 1
3p
)
p1
. (t− s)−( 1p1− 13p )−
γ
2‖|Ys|3p1‖
1
p1
L1
.
We applied Proposition A.1 in the first inequality and applied Propositions A.1
and A.3 in the second inequality. Therefore, by Young’s convolution inequality,
∫ t1
t0
(∫ t
t0
‖e(t−s)A(|Ys|2Ys)‖Bγ3pds
)3
dt
.
∫ t1
t0
(∫ t1
t0
1{0≤t−s≤t1−t0}(t− s)
−( 1
p1
− 13p )− γ2‖Y 3p1s ‖
1
p1
L1
ds
)3
dt
≤
(∫ t1−t0
0
t
−q
[
1
p1
− 13p+ γ2
]
dt
)3
q
(∫ t1
t0
‖Y 3p1t ‖L1dt
) 3
p1
. (t1− t0)
3
q
−3( 1
p1
− 13p+ γ2 )
(
1+‖Yt0‖p0Lp0 + |||Z|||bα,T
) 3
p1
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if α < b−1. In the last inequality, we applied the inequality (3.10).
We move to the next term.
‖e(t−s)A(Zs|Ys|2)‖Bγ3p . ‖e
(t−s)A(Zs|Ys|2)‖
B
γ+2(1− 1
3p
)
1
. (t− s)− 2+α+γ2 + 13p‖Zs|Ys|2‖B−α1
. (t− s)− 2+α+γ2 + 13p‖Zs‖C−α‖|Ys|2‖B2/31,1 .
We applied Proposition A.1 to the first inequality, applied Proposition A.3 to the
second inequality and applied Corollary A.1-(ii) and Lemma A.1-(iv) to the third
inequality. By Proposition A.8 and (3.10), for ε ∈ (0,1),
‖|Ys|2‖Bε1,1 . ‖Y
2
s ‖1−εL1 ‖Ys∇Ys‖εL1 +‖Y 2s ‖L1 . B1−
ε
2‖∇Ys‖εL2 +B, (3.14)
where
B := 1+‖Y 2t0‖L1 + t−αb0 |||Z|||bα,T .
Setting ε = 2
3
in (3.14) and using Young’s convolution inequality, we obtain
∫ t1
t0
(∫ t
t0
‖e(t−s)A(Zs|Ys|2)‖Bγ3pds
)3
dt
.
(∫ t1−t0
0
t
− 2+α+γ2 + 13pdt
)3∫ t1
t0
(B5‖∇Yt‖2L2 +B6)dt
. (t1− t0)3(
1
3p−α+γ2 )B6.
The term ZsY
2
s can be handled similarly.
For the term |Zs|2Ys, we can similarly estimate
‖e(t−s)A(|Zs|2Ys)‖Bγ3p . (t− s)
− 2+α+γ2 + 13p‖|Zs|2‖C−α‖Ys‖B1/31,1
. (t− s)− 2+α+γ2 + 13p‖|Zs|2‖C−α (B
1
3‖∇Ys‖
1
3
L2
+B
1
2 ).
By Young’s convolution inequality and Cauchy-Schwarz inequality,
∫ t1
t0
(∫ t
t0
‖e(t−s)A(|Zs|2Ys)‖Bγ3pds
)3
dt
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.(∫ t1−t0
0
t
− 2+α+γ2 + 13pdt
)3∫ t1
t0
‖|Zt |2‖3C−α (B‖∇Yt‖L2 +B
3
2 )dt
. (t1− t0)
1
p
− 3(α+γ)2
(∫ t1
t0
‖|Zs|2‖6C−αds
) 1
2
[
B
(∫ t1
t0
‖Yt‖2L2dt
)1
2
+B
3
2
]
. (t1− t0)
1
p− 3(α+γ)2 + 1−6α2 B
9
2
if α < 1
6
. Estimates of the remaining terms in the integrand in (3.13) are similar.
Now we estimate the term e(t−t0)AYt0 . Note that we have
e(t−t0)AYt0 = e
(t− t02 )AYt0
2
+
∫ t0
t0
2
e(t−s)AΨ(Ys,Zs)ds.
The above argument shows that
∫ t1
t0
(∫ t0
t0
2
‖e(t−s)AΨ(Ys,Zs)‖Bγ3pds
)3
dt . (1+ t−10 +‖Yt0
2
‖Lp0 + |||Z|||α,T )κ .
By Proposition A.1 and Proposition A.3,
‖e(t− t02 )AYt0
2
‖
B
γ
3p
. ‖e(t− t02 )AYt0
2
‖
B
γ+2( 1p0
− 1
3p
)
p0
. (t− t0
2
)
− γ2− 1p0+
1
3p‖Yt0
2
‖Lp0 ,
and hence, ∫ t1
t0
‖e(t−t0)AYt0‖3Bγ3pds. (t1− t0)t
−3( γ2+ 1p0−
1
3p )
0 ‖Yt0
2
‖3Lp0 .
Finally, recall that by Corollary 3.1
‖Yt0‖p0Lp0 . t
− p02
0 + t
−αb
0 |||Z|||bα,T .
Lemma 3.3. There exist p ∈ (2,∞), γ ∈ (0,1) and κ ∈ (0,∞) such that for 0 <
t0 < t1 ≤ T , Y ∈ St1(Y0,Z) and sufficiently small α ∈ (0,1),
sup
t0≤t≤t1
‖Yt‖Bγp .p,γ ,α,T (t
−1
0 + |||Z|||α,T )κ .
Proof. We evaluate each term on the right hand side of (3.13). Take p,γ,κ in
Lemma 3.2. We have, by Proposition A.3 and Corollary A.1-(i),
‖e(t−s)A(|Ys|2Ys)‖Bγp . ‖|Ys|
2
Ys‖Bγp . ‖Ys‖
3
B
γ
3p
,
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and thus by Lemma 3.2
sup
t0≤t≤t1
∫ t
t0
‖e(t−s)A(|Ys|2Ys)‖Bγpds. (t
−1
0 + |||Z|||α,T )κ .
For ε ∈ (α,1), referring to (3.14), we observe
‖e(t−s)AZs|Ys|2‖Bγp . (t− s)
− 2+α+γ2 + 1p‖Zs‖C−α
(
‖Y 2s ‖1−
ε
2
L1
‖∇Ys‖εL2 +‖Y 2s ‖L1
)
.
For sufficiently small ε (hence α have to be small), Ho¨lder’s inequality, (3.10) and
Corollary 3.1 imply
sup
t0≤t≤t1
∫ t
t0
(t− s)− 2+α+γ2 + 1p‖∇Ys‖εL2ds. (t−10 + |||Z|||α,T )κ1
for some κ1 ∈ [1,∞). The other terms in the integrand can be similarly evaluated.
The term e(t−t0)AYt0 can be handled as in the proof of Lemma 3.2.
Lemma 3.4. Let 0 < t0 < t1 ≤ T . Assume that there exist C ∈ [1,∞), p ∈ (2,∞)
and γ ∈ (0,2) such that for every Y ∈ St1(Y0,Z),∫ t1
t0
2
‖Yt‖3Bγ3pdt+ supt0
2 ≤t≤t1
‖Yt‖Bγp ≤C.
In addition, assume that p,α,γ and ε ∈ (0, 5
3
− 10
3p
) satisfy
α + γ + ε
2
<
5
6
− 2
3p
. (3.15)
Then there exists κ ∈ (0,∞) such that for Y ∈ St1(Y0,Z),∫ t1
t0
‖Yt‖3Bγ+ε3p dt+ supt0≤t≤t1
‖Yt‖Bγ+εp .T,p,α,γ ,ε (C+ t
−1
0 + |||Z|||α,T )κ .
Proof. Again we evaluate each term of the right hand side of (3.13). We begin
with the estimate of the integral. By Proposition A.1 and Proposition A.3,
‖e(t−s)A(|Ys|2Ys)‖Bγ+ε3p . ‖e
(t−s)A(|Ys|2Ys)‖
B
γ+ε+ 10
3p
p/2
. (t− s)− ε2− 53p‖|Ys|2Ys‖Bγ
p/2
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. (t− s)− ε2− 53p‖Ys‖Bγp‖Y
2
s ‖Bγp .
Corollary A.1 and Proposition A.2 imply
‖Y 2s ‖Bγp . ‖Ys‖
2
B
γ
2p
≤ ‖Ys‖
3
2
B
γ
3p
‖Ys‖
1
2
B
γ
p
≤C 12‖|Ys|‖
3
2
B
γ
3p
. (3.16)
Therefore,
‖e(t−s)A(|Ys|2Ys)‖Bγ+ε3p . (t− s)
− ε2− 53pC
3
2‖Ys‖
3
2
B
γ
3p
.
Noting 1+ 1
3
= 5
6
+ 1
2
, Young’s convolution inequality yields
∫ t1
t0
(∫ t
t0
‖e(t−s)A(|Ys|2Ys)‖Bγ+ε3p ds
)3
dt
.C
9
2
(∫ t1
t0
(t1− s)−
6
5 (
ε
2+
5
3p )ds
) 5
2
(∫ t1
t0
‖Ys‖3Bγ3pds
) 3
2
.C6.
Here we used the fact that ε < 5
3
− 10
3p
. For the term Zs|Ys|2,
‖e(t−s)A(Zs|Ys|2)‖Bγ+ε3p . ‖e
(t−s)A(Zs|Ys|2)‖
B
γ+ε+ 4
3p
p
. (t− s)−α+γ+ε2 − 23p‖Zs‖C−α‖|Ys|2‖Bγp .
Young’s convolution inequality and (3.16) yield
∫ t1
t0
(∫ t
t0
‖e(t−s)A(Zs|Ys|2)‖Bγ+ε3p ds
)3
dt
.
(∫ t1
t0
(t1− s)−
6
5 (
α+γ+ε
2 +
2
3p )ds
) 5
2
(∫ t1
t0
C‖Zs‖2Zα‖Ys‖3Bγ3pds
) 3
2
.C3|||Z|||3α,T .
Here we used the assumption (3.15). We continue to estimate
‖e(t−s)A(|Zs|2Ys)‖Bγ+ε3p . ‖e
(t−s)A(|Zs|2Ys)‖
B
γ+ε+ 4
3p
p
. (t− s)−α+γ+ε2 − 23p‖|Zs|2‖C−α‖Ys‖Bγp
.C(t− s)−α+γ+ε2 − 23p s−α‖Zs‖Zα .
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and
∫ t1
t0
(∫ t
t0
‖e(t−s)A(|Zs|2Ys)‖Bγ+ε3p ds
)3
dt
.
(∫ t1
t0
(t1− s)−
α+γ+ε
2 − 23pds
)3 ∫ t1
t0
(
Cs−α‖Zs‖Zα
)3
ds.C3|||Z|||3α,T .
Estimates on the other terms in the integrand are similar. The term e(t−t0)AYt0 can
be estimated as in the proof of Lemma 3.2.
We next evaluate sup-norm of Yt . Again the strategy is identical to Lemma
3.3. Since
‖e(t−s)A(|Ys|2Ys)‖Bγ+εp . ‖Ys‖
3
B
γ+ε
3p
,
the first part of the proof shows
sup
t0≤t≤t1
∫ t
t0
‖e(t−s)A(|Ys|2Ys)‖Bγ+εp ds. (C+ t
−1
0 +‖Z‖α,T )κ .
Next, we have
‖e(t−s)A(Zs|Ys|2)‖Bγ+εp . (t− s)
−α+γ+ε2 − 1p‖Zs‖Zα‖Ys‖2Bγp .
We note that
α+γ+ε
2
+ 1
p
< 1 since 5
6
− 2
3p
< 1− 1
p
. We have
‖e(t−s)A(|Zs|2Ys)‖Bγ+εp . (t− s)
−α+γ+ε2 s−α‖Zs‖Zα‖Ys‖Bγp
and the other terms in the integrand can be similarly estimated. The term e(t−t0)AYt0
can be handled as in the proof of Lemma 3.2.
Theorem 3.3. Let β ∈ (0,2). Then for all sufficiently small α ∈ (0,1), there exists
κ = κ(β ) ∈ (0,∞) such that for 0< t0 < t1 ≤ T and Y ∈ St1(Y0,Z),
sup
t0≤t≤t1
‖Yt‖Cβ .β ,α,T (t−10 + |||Z|||α,T )κ .
Proof. Set B(t0) := t
−1
0 + |||Z|||α,T . According to Lemma 3.2 and Lemma 3.3, we
can find p ∈ (2,∞), ε ∈ (0,1) and κ1 ∈ (0,∞) such that∫ t1
t0
‖Yt‖3Bε3pdt+ supt0≤t≤t1
‖Yt‖Bεp . B(t0)
κ1.
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Then, using Lemma 3.4 repeatedly, we can find
γ >
5
3
− 4
3p
−2α
and κ2 ∈ (0,∞) such that
sup
t0≤t≤t1
‖Yt‖Bγp . B(t0)κ2.
Assuming α is sufficiently small, we can suppose γ > 1. Then Proposition A.1
implies
sup
t0≤t≤t1
‖Yt‖Cδ . sup
t0≤t≤t1
‖Yt‖
B
δ+ 2p
p
. B(t0)
κ2
provided δ + 2
p
< γ . Now recall that we have
Yt = e
(t− t02 )AYt0
2
+
∫ t
t0
2
e(t−s)AΨ(Ys,Zs)ds.
Proposition A.1 and Corollary 3.1 imply
sup
t0≤t≤t1
‖e(t− t02 )AYt0
2
‖
Cβ
. B(t0)
κ3
for some κ3 ∈ (0,∞). If α < δ , we have ‖Ψ(Ys,Zs)‖C−α . B(t0)κ4s−α for s ∈
[ t0
2
, t1], and hence ∫ t
t0
2
‖e(t−s)AΨ(Ys,Zs)‖Cβ ds. t1−
β+2α
2 B(t0)
κ4.
Proof of Theorem 3.1. Fix T ∈ (0,∞). Set
K := |||Z|||α,T + sup{ sup
0≤t≤t1
‖Yt‖C−α0 | t1 ∈ (0,T ],Y ∈ St1(Y0,Z)}.
On the one hand, by Theorem 3.2, there exists T ∗ ∈ (0,T ] such that #ST∗(Y0,Z) =
1 and for Y ∈ ST ∗(Y0,Z),
sup
0≤t≤T ∗
‖Yt‖C−α0 < ∞.
On the other hand, by Theorem 3.3,
sup{ sup
T ∗≤t≤t1
‖Yt‖C−α0 | t1 ∈ [T ∗,T ],Y ∈ St1(Y0,Z)}< ∞.
Consequently, K < ∞. Therefore, we can repeatedly use the fixed point argument
in the proof of Theorem 3.2 to construct a global solution over [0,T ]. Uniqueness
can be shown as in STEP 2 in the proof of Theorem 3.2.
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Remark 3.4. We believe that the method of [13] enables us to construct a solution
of the two-dimensional SCGL in the plane. However, there is a technical obstacle.
Indeed, as in [13], in order to construct a solution in the plane, we have to carry
out our analysis in weighted Besov spaces Bˆα,σp,q (see Definition 2.2). Then, we
have to change weights σ when applying Besov embeddings for weighted Besov
spaces ([13, PROPOSITION 2]). Since Besov embeddings (Proposition A.1-(ii))
played a crucial role in our approach to the two-dimensional SCGL on the torus,
the combination of the method of [13] and our approach yields construction of a
solution in the plane taking values in Bˆ−α,σp,∞ only for large σ ∈ (2,∞).
3.5 Continuity with respect to input data and coming down
from infinity
We begin to prove that the solution of (3.1) depends continuously on the input
data.
Proposition 3.5. Let α0 ∈ (0, 23), β ∈ (0,2), T ∈ (0,∞) and R ∈ [1,∞). Assume
α ∈ (0,1) is so small that Theorem 3.3 holds. Suppose that α1 ∈ (0,∞) and γ ∈
(0, 1
3
) satisfy (3.5) and that Y
(1)
0 ,Y
(2)
0 ∈ C−α0 and Z(1),Z(2) ∈Z satisfy
‖Y (1)0 ‖C−α0 +‖Y (2)0 ‖C−α0 + sup
0<t≤T
‖Z(1)t ‖Zα + sup
0<t≤T
‖Z(2)t ‖Zα ≤ R.
Let Y (i) ∈ ST (Y (i)0 ,Z(i)).
Then there exist positive constants κ = κ(α0), κ
′ = κ ′(α0,α1,γ) and κ ′′ =
κ ′′(β ) such that
sup
0≤t≤T
‖Y (1)t −Y (2)t ‖C−α0 .α0,α,T RκD,
sup
0<t≤T
tγ‖Y (1)t −Y (2)t ‖Cα1 .α0,α1,α,γ ,T Rκ
′
D,
sup
t0<t≤T
‖Y (1)t −Y (2)t ‖Cβ .α1,α,γ ,β ,t0,T Rκ
′′
D,
where D := ‖Y (1)0 −Y (2)0 ‖C−α0 + sup0≤t≤T‖Z(1)t −Z(2)t ‖Zα .
Proof. We only prove the bound on Cα1-norm. The other bounds can be proved
similarly. By Remark 3.3 and Theorem 3.3, we have
sup
0<t≤T
tγ‖Yt‖Cα1 . Rκ1.
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Therefore,
‖Ψ(Y (1)s ,Z(1)s )−Ψ(Y (2)s ,Z(2)s )‖Cα1
. Rκ2s−3γ
(
sγ‖Y (1)s −Y (2)s ‖Cα1 +‖Z(1)s −Z(2)s ‖Zα
)
.
By applying the above estimate to
Y
(1)
t −Y (2)t = etA(Y (1)0 −Y (2)0 )+
∫ t
0
e(t−s)A{Ψ(Y (1)s ,Z(1)s )−Ψ(Y (2)s ,Z(2)s )}ds,
we obtain
tγ‖Y (1)t −Y (2)t ‖Cα1 ≤ c1‖Y (1)0 −Y (2)0 ‖C−α0
+ c2R
κ2 sup
0<s≤t
‖Z(1)s −Z(2)s ‖Zα + c3tγ
′
Rκ3 sup
0<s≤t
sγ‖Y (1)s −Y (2)s ‖Cα1 .
Setting n := ⌊(2c3Rκ3)
1
γ ′ T ⌋+1, we obtain
sup
0<t≤T/n
tγ‖Y (1)t −Y (2)t ‖Cα1 . ‖Y (1)0 −Y (2)0 ‖+Rκ2 sup
0<t≤T
‖Z(1)t −Z(2)t ‖Zα .
Repeating this process on [T
n
, 2T
n
], . . . , [ (n−1)T
n
,T ], we obtain the desired inequality.
From now on, we derive some results of solutions of the SCGL (1.1) from the
results obtained before. Therefore, we work in a probabilistic framework.
Definition 3.2. Let α0 ∈ (0, 23), u0 ∈ C−α0 and
Zt := (Z
:1,0:(0, t),Z:2,0:(0, t),Z:1,1:(0, t),Z:2,1:(0, t)),
where Z:k,l:(0, t) is the nonstationary Ornstein-Uhlenbeck process constructed in
2.3. Let Y ∈ ST (u0,Z) for every T ∈ (0,∞). We call u(t;u0) := Z:1,0:(0, t)+Yt the
solution of (1.1). We simply write u(t) when the initial value is not important.
By Proposition 3.5, we can prove a slight generalization of Theorem 1.2.
Corollary 3.2. Assume
(i) ρ ∈ S(R×R2) and ρδ (t,x) := δ−4ρ( tδ 2 , xδ ) and
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(ii) u0;n → u0 in C−α0 .
Set ξδ := ξ1 ∗ρδ and let uδ ;n be the solution of
∂tuδ ;n = (i+µ)∆uδ ;n−ν
(
|uδ ;n|2uδ ;n−2c1;δuδ ;n
)
+λuδ ;n+ξδ ,
uδ ;n(0, ·) = u0;n,
where c1;δ is the renormalization constant given in (2.9). Then, for every p ∈
[1,∞), T ∈ (0,∞), α ∈ (0,∞) and γ ∈ (α0
2
,∞),
lim
δ→0,n→∞
E[ sup
0≤t≤T
‖u(t;u0)−uδ ;n(t)‖pC−α0 ] = 0,
lim
δ→0,n→∞
E[ sup
0<t≤T
t pγ‖u(t;u0)−uδ ;n(t)‖pC−α ] = 0.
Proof. Let Z:k,l:(0, t) := Z:k,l:M (0, t) be the nonstationary Ornstein-Uhlenbeck pro-
cess constructed in 2.3 and
Z(δ )(0, t) :=
∫ t
0
e(t−s)Aξδ (s)ds.
Set
Z(0, t) := (Z(0, t),Z:2,0:(0, t),Z:1,1:(0, t),Z:2,1:(0, t)),
Z(δ )(0, t) := (Hk,l(Z
(δ )(t),cM;δ))(k,l)=(1,0),(2,0),(1,1),(2,1).
Theorem 2.2 implies that
lim
δ→0
E
[
sup
0<t≤T
‖Z(0, t)−Z(δ )(0, t)‖p
Zα ′
]
= 0.
Therefore, the claim follows from Proposition 3.5.
Remark 3.5. A similar result holds for approximations which mollify the noise ξ
only with respect to the spatial variable. See Remark 2.5.
Finally, we prove an estimate for the solution of (1.1) which is uniform with
respect to the initial condition (Theorem 1.3). This surprising estimate, called
“coming down from infinity” in [14], is due to the damping from the nonlinear
term.
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Lemma 3.5. Let Z = ZM be the Ornstein-Uhlenbeck process and set
Z(s, t) := (Z(s, t),Z:2,0:(s, t),Z:1,1:(s, t),Z:2,1:(s, t)).
Let u= Z+Y be the solution of (1.1). Then
u(t+ ·)−Z(t, t+ ·) ∈ ST (u(t),Z(t, t+ ·)) for every T ∈ (0,∞).
Proof. Set Yt,t+h := e
hAZ(t)+Yt+h so that u(t+h) = Z(t, t+h)+Yt,t+h. We have
Yt,t+h = e
hAu(t)+
∫ h
0
e(h−r)AΨ(Yt+r,Zt+r)dr.
Note that Ψ(Yt+r,Zt+r) =−ν(Yt+r+Z(t+ r)):2,1:+(λ +1)(Yt+r+Z(t+ r)) and
Yt+r+Z(t+ r) = Yt+r+Z(t, t+ r)+ e
rAZ(t) = Yt,t+r+Z(t, t+ r).
Proof of Theorem 1.3. Set Y˜ (t− t0
2
, t) := u(t;u0)−Z(t− t02 , t). Theorem 3.3 and
Lemma 3.5 imply that
‖Y˜ (t− t0
2
, t)‖C−α . (t−10 + sup
t− t02 <s≤t
‖Z(t− t0
2
,s)‖
Zα
)κ .
Since {Z(t − t0
2
,s) | s ∈ (t − t0
2
, t]} has the same law as {Z(0,s) | s ∈ (0, t0
2
]}, it
remains to apply Theorem 2.1.
4 Strong Feller property
In this section, we again work on the fixed torus T2M. As the actual value of M
is not important, we set M = 1. We fix α0 ∈ (0, 23) and α1,γ satisfying (3.4). We
fix small α ∈ (0,1) and hence we write |||Z|||T := |||Z|||α,T , see (3.12). The aim
of this section is to prove Theorem 1.4, the proof of which is given at the end of
Subsection 4.4. This section follows [18, Section 5].
4.1 Markov property
Proposition 4.1. Let u = u(·;u0) be the solution of (1.1). Then, u is a Markov
process on C−α0 with filtration {Ft} given in Definition 2.1-(ii). Furthermore, the
Markov process u is Feller.
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Proof. Let t ∈ [0,∞) and h ∈ (0,∞). Set Y (t, t+ h) := u(t+ h)−Z(t, t+ h). By
Lemma 3.5, we have Y (t, t+ ·) ∈ ST (u(t),Z(t, t+ ·)). Since Z(t, t+ ·) is inde-
pendent of Ft by Proposition 2.3 and the solution of the shifted equation (3.1) is
measurable with respect to the initial value and the driver by Proposition 3.5, we
see that for any bounded measurable function Φ : C−α0 →R,
E[Φ(u(t+h))|Ft] =E[Φ(u(h);v)]|v=u(t).
Therefore, u is a Markov process.
To prove that u is Feller, take Φ ∈ Cb(C−α0;R) and t ∈ (0,∞). We need to
show that the map
C−α0 ∋ v 7→E[Φ(u(t);v)]∈R
is continuous, but this follows from Proposition 3.5 and Lebesgue’s dominated
convergence theorem.
4.2 Approximation by a system of SDEs
In the next subsection, we derive the most crucial formula, called Bismut-Elworthy
-Li formula, to prove the strong Feller property of u. This subsection serves as
preparation for the setting.
Heuristically, the proof of Bismut-Elworthy-Li formula consists of the follow-
ing three steps;
(i) We perturb a parameter, in our case the noise, from ξ to ξ δ := ξ + δ∂tw
with δ ∈ (0,1) and w a Cameron-Martin path.
(ii) Let uδ be the solution of{
∂tu
δ = (i+µ)∆uδ −ν|uδ |2uδ +λuδ +ξ δ ,
uδ (0, ·) = u0.
In the light of Girsanov’s theorem, we construct a probability measure Pδ
under which uδ has the same law as the original solution u has under P.
(iii) Then, we have d
dδ
∣∣
δ=0
E
P
δ
[Φ(uδ )] = 0. We compute the left hand side to
obtain the formula.
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As in [18], however, we consider a finite dimensional approximation of the
equation (1.1), in order to avoid the language of Malliavin calculus. More pre-
cisely, we will work on the vector space spanned by {em}|m|≤n. However, the
nonlinear operation u 7→ |u|2u is not closed in this space.
Therefore, we introduce cutoff operators. We take ρ ∈ S(R2) such that Fρ =
1
B(0, 12 )
on B(0, 1
2
)∪(R2\B(0,1)). Then set ρ(n)(x) := n2ρ(nx). Notice thatFρ(n)
has its support in B(0,n). We define an operator Πn : S ′(T2)→C∞(T2) by
Πn( ∑
m∈Z2
amem) := ∑
m∈Z2
[Fρ(n)](m)amem.
Lemma 4.1. The operator Πn defined above satisfies the following:
(i) There exists a constant C ∈ (0,∞) such that ‖Πn‖Cλ→Cλ ≤C for every n ∈N
and λ ∈R.
(ii) There exists a constant C ∈ (0,∞) such that ‖Πn− id‖Cλ→Cλ−δ ≤C2−nδ for
every n ∈N, λ ∈R and δ ∈ (0,1).
Proof. Recall the notations from Subsection 1.4. Let f ∈Cλ . SinceΠn is a Fourier
multiplier, we have δkΠn f = Πnδk f . Therefore
‖Πn f‖Cλ = sup
k≥−1
2kλ‖δkΠn f‖L∞ ≤ ‖Πn‖L∞→L∞‖ f‖Cλ .
As ‖Πn‖L∞→L∞ ≤ ‖ρ(n)‖L1(R2) = ‖ρ‖L1(R2) < ∞ by Young’s convolution inequal-
ity, we end the proof of (i).
To prove (ii), we observe that there exists a constant n0 ∈N such that k+n0 ≤
n implies δk(Πn− id) = 0. Therefore
‖δk(Πn f − f )‖L∞ . ‖δk f‖L∞1{k>n−n0}.
Thus, for f ∈ Cλ ,
‖Πn f − f‖Cλ−δ = sup
k≥−1
2k(λ−δ )‖δk(Πn f − f )‖L∞ . 2−(n−n0)δ‖ f‖Cλ .
Heuristically, we approximate the noise ξ by
ξ (n)(t,x) =
∂
∂ t ∑|m|≤n
a
(n)
m Wm(t)em(x),
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where {Wm}m∈Z2 are i.i.d. complex Brownian motions, i.e. Wm(t) = βm,1(t)+
iβm,2(t) where βm,1 and βm,2 are independent R-valued Brownian motions with
E[β1(t)
2] =E[β2(t)
2] =
t
2
.
We consider a system of SDEs

du(n) = {(i+µ)∆u(n)−νΠn[H2,1(u(n),cn)]+λu(n)}dt
+ ∑
|m|≤n
a
(n)
m emdWm(t),
u(n)(0, ·) = Πnu0,
(4.1)
where H2,1 is a complex Hermite polynomial and cn ∈R will be specified soon.
Nowwe check that this system of SDEs (4.1) indeed approximates the original
SPDE (1.1) for appropriately chosen a
(n)
m and cn. Take ρ and ρ
(n) as above. Recall
that 〈·, ·〉1 is the inner product of L2(T21) and that 〈·, ·〉∞ is the inner product of
L2(R2). We set Z(n)(0, t;x) := 〈Z(0, t),ρ(n)(x−·)〉∞. Then we have
Z(n)(0, t) = ∑
|m|≤n
[Fρ(n)](m)〈Z(0, t),e−m〉1em.
If we set
Wm(t) :=
∫
1[0,t]×T21(s,y)e−m(y)ξ (dsdy)
and replace it by a continuous modification, {Wm}m∈Z2 are i.i.d. complex Brown-
ian motions and we have almost surely (see (2.3) for the definition of K1)
〈Z(0, t),e−m〉1 =
∫
1[0,t]×T21(s,y)〈K1(t− s, ·− y),e−m〉1ξ (dsdy)
=
∫
1[0,t]×T21(s,y)e−m(y)e
−(t−s)[(i+µ)4pi2|m|2+1]ξ (dsdy)
=
∫ t
0
e−(t−s)[(i+µ)4pi
2|m|2+1]dWm(s).
We can obtain the last equality by approximating the function
s 7→ e−(t−s)[(i+µ)4pi2|m|2+1]
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by step functions. Therefore Z(n)(0, t) is the solution of

∂tZ
(n)(0, t) = AZ(n)(0, t)dt+ ∑
|m|≤n
a
(n)
m emdWm(t),
Z(n)(0,0) = 0,
(4.2)
where a
(n)
m := [Fρ(n)](m).
Next we set (see (2.9))
cn :=
∫
R×T21
|〈K1(s, ·− y),ρ(n)〉∞|2dsdy
and
Z(n)(t) := (Hk,l(Z
(n)(0, t),cn))(k,l)=(1,0),(2,0),(1,1),(2,1). (4.3)
Let Y (n) be the solution of{
∂tY
(n) = AY (n)+ΠnΨ(Y
(n),Z(n)),
Y (n)(0) = Πnu0,
(4.4)
where Ψ(Y (n),Z(n)) := H2,1(Y
(n)+Z(n)(0, ·)). According to Lemma 4.2, the ex-
plosion time of Y (n) goes to infinity in probability. Furthermore, Lemma 4.2 also
shows that if we take Y˜ (n) ∈ ST (Πnu0,Z(n)) (see Definition 3.1 for ST ), Y˜ (n)−Y (n)
converges to 0 in C([0,T ];C−α0).
Finally, we set u(n) :=Z(n)(0, ·)+Y (n). Then u(n) solves (4.1). Since Z(n)(0, t)+
Y˜ (n) converges to the original solution u of (1.1) by Corollary 3.2, u(n) converges
to u as well. We set d(n) := #{m ∈ Z2 | |m| ≤ n}.
Lemma 4.2.
(i) Let T,R ∈ (0,∞) and (wm)|m|≤n ∈C([0,T ];Cd(n)) with w(0) = 0. We set
Z(n)(0, t;x) := ∑
|m|≤n
a
(n)
m em(x)
∫ t
0
e−(t−s)[4pi
2(i+µ)|m|2+1]dwm(s)
where the integral is in the sense of Riemann-Stiltjes. We define Z(n) by (4.3).
Furthermore, let Y (n) be the solution of the system of the ordinary differential
equations (4.4) and σ (n) be the explosion time of Y (n). Then, there exists
N =N(T,R) such that n≥N and ‖u0‖C−α0 + |||Z(n)|||T ≤ R implies σ (n) ≥ T .
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(ii) Let W = (Wm)m∈Z2 be i.i.d. C-valued Brownian motions. Define Z(n), Y (n)
and σ (n) as above for w=W. Let Y˜ (n) ∈ ST (Πnu0,Z(n)). Then,
lim
n→∞P(σ
(n) ≤ T ) = 0 and
lim
n→∞P( sup0≤t≤T
‖Y (n)(t)− Y˜ (n)(t)‖Cα1 ≥ ε,σ (n) > T ) = 0
for every T ∈ (0,∞) and ε ∈ (0,1).
Proof. Set τ(n) := inf{t > 0 | tγ‖Y (n)(t)− Y˜ (n)(t)‖Cα1 ≥ 1}. We have σ (n) > τ(n)
and for t ≤ τ(n)
Y (n)(t)− Y˜ (n)(t) =
∫ t
0
e(t−s)A{ΠnΨ(Y (n)(s),Z(n)(s))−Ψ(Y˜ (n)(s),Z(n)(s))}ds.
(4.5)
Set
K(n) := 1+ sup
0<t≤T
[
t3γ‖Y˜ (n)(t)‖3Cα1 +‖Z(n)(t)‖Zα
]
.
Proposition 3.5 implies K(n). Rκ for some κ ∈ (0,∞). We have
‖ΠnΨ(Y (n)(s),Z(n)(s))−Ψ(Y˜ (n)(s),Z(n)(s))‖C−2α
≤ ‖ΠnΨ(Y (n)(s),Z(n)(s))−ΠnΨ(Y˜ (n)(s),Z(n)(s))‖C−2α
+‖(Πn−1)Ψ(Y˜ (n)(s),Z(n)(s))‖C−2α .
Suppose s ≤ min{τ(n),T} so that ‖Y (n)(s)− Y˜ (n)(s)‖Cα1 ≤ 1. By Lemma 4.1-(i),
the first term is bounded by
CK(n)s−2γ‖Y (n)(s)− Y˜ (n)(s)‖Cα1 .
By Lemma 4.1-(ii), the second term is bounded by ε(n)K(n)s−3γ where ε(n) is
deterministic and converges to 0 as n→ ∞. Therefore, applying Proposition A.3
to (4.5), we obtain
sup
0<s≤t
‖Y (n)(s)− Y˜ (n)(s)‖Cα1
≤C1Rκε(n)tκ1 +C2Rκtκ2 sup
0<s≤t
‖Y (n)(s)− Y˜ (n)(s)‖Cα1 .
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Set m := ⌊(2C2Rκ)
1
κ2 T⌋+1 so that C2Rκ(Tm)κ2 ≤ 12 . Then we have
sup
0≤t≤min{T1,τ(n)}
‖Y (n)(t)− Y˜ (n)(t)‖Cα1 ≤C3ε(n),
where T1 :=
T
m
and C3 := 2C1R
κT
κ1
1 . Note that C3ε(n) < 1 implies T1 < τ
(n). In
this case, we have
Y (n)(T1+ t)− Y˜ (n)(T1+ t) = etA(Y (n)(T1)− Y˜ (n)(T1))
+
∫ t
0
e(t−s)A{ΠnΨ(Y (n)(T1+s),Z(n)(T1+s))−Ψ(Y˜ (n)(T1+s),Z(n)(T1+s))}ds.
Repeating the above argument, we obtain
sup
T1≤t≤min{2T1,τ(n)}
‖Y (n)(t)− Y˜ (n)(t)‖Cα1 ≤ (c+1)C3ε(n),
where c := supt≥0‖etA‖Cα1→Cα1 . Continuing, we have
sup
min{(k−1)T1,τ(n)}≤t≤min{kT1,τ(n)}
‖Y (n)(t)− Y˜ (n)(t)‖Cα1 ≤ [(k−1)c+1]C3ε(n).
In particular, τ(n) > T if [(m−1)c+1]C3ε(n)< 1. Therefore we end the proof of
(i).
Now we move to the proof of (ii). Since the above implies
limsup
n→∞
P(σ (n) ≤ T )≤P(|||Z|||T ≥ R)
for every T,R ∈ (0,∞), we see that σ (n) → ∞ in probability. The convergence of
Y (n)− Y˜ (n) is similar.
4.3 Bismut-Elworthy-Li formula
We fix T,R ∈ (0,∞) and take N(T,2R+1) in Lemma 4.2-(i). In this subsection,
we will solely work on the equation (4.1) for a fixed n≥ N(T,2R+1) and hence
we will omit indices for n until the end of this subsection.
Remark 4.1. In this subsection, every vector space is regarded as real. This is ul-
timately because we want the function z 7→ z to be differentiable. For x= (xi),y=
(yi) ∈Cd(n), we set
〈x,y〉R := ∑{Re(xi)Re(yi)+ Im(xi) Im(yi)}.
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The first task is to prove the Fre´chet differentiability of u with respect to the
initial value and the noise (Wm)|m|≤n. We view that the initial value belongs to the
space C−α0 and that the noise belongs to the space
W := {(Wm)|m|≤n ∈C([0,T ];Cd(n)) |Wm(0) = 0 for all m}.
We denote byDih and byDnw the Fre´chet derivative with respect to the initial value
in the direction of h and with respect to the noise in the direction of w respectively.
Let Z(0, ·) be the solution of (4.2), or
〈Z(0, t),e−m〉1 = 1{|m|≤n}am
∫ t
0
e−(t−s)[4pi
2(i+µ)|m|2+1]dWm(s). (4.6)
Since the map s 7→ e−(t−s)[4pi2(i+µ)|m|2+1] is smooth, the integral is regarded as a
Riemann-Stieltjes integral. Therefore, it makes sense for every fixed (Wm)|m|≤n ∈
W , and the map
W ∋ (Wm)|m|≤n 7→ Z(0, t) = ∑
|m|≤n
〈Z(0, t),e−m〉1em ∈ C1
is linear and in particular Fre´chet differentiable.
Proposition 4.2. For given W = (Wm)|m|≤n, we define Z = Z(W ) by
Z(0, t) := ∑
|m|≤n
〈Z(0, t),e−m〉1em.
where 〈Z(0, t),e−m〉1 is given by (4.6). Let Y be the solution of (4.4). Set u(t) :=
Z(0, t)+Y(t). If we set
U := {(u0,W ) ∈ C−α0×W |‖u0‖C−α0 + |||Z(W )|||T ≤ R},
where Z(W ) is defined as in (4.3), then the map
U ∋ (u0,(Wm)|m|≤n) 7→ u ∈C([0,T ];C−α0)
is Fre´chet differentiable. Moreover, we have
Dihu(t) =
∫ t
0
e(t−s)AΠnΨ′(Y (s),Z(s))(Dihu(s))ds+ etAΠnh, (4.7)
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Dnwu(t) =
∫ t
0
e(t−s)AΠnΨ′(Y (s),Z(s))(Dnwu(s))ds
+ ∑
|m|≤n
am
∫ t
0
e−(t−s)[4pi
2(i+µ)|m|2+1]emdwm(s),
(4.8)
where
Ψ′(Y (s),Z(s))(ζ ) := ∂zH2,1(Y (s)+Z(0,s))ζ +∂zH2,1(Y (s)+Z(0,s))ζ .
Remark 4.2. We restrict the domain to U in order to ensure the non-explosion of
the solution u.
Proof. We have already checked thatW∋ (Wm) 7→ Z(0, ·)∈C([0,T ];C1) is Fre´chet
differentiable. To prove the Fre´chet differentiability of Y , we note that Y =
Y (u0,Z(0, ·)) is the zero of
F(y;u0,Z(0, ·))(t) := yt − etAΠnu0−
∫ t
0
e(t−s)AΠnΨ(Y (s),Z(s))ds.
If we suppose that y ∈ C([0,T ];C−α0), u0 ∈ C−α0 and Z(0, ·) ∈ C([0,T ];C1), F
is Fre´chet differentiable with respect to y, u0 and Z(0, ·). We want to apply the
implicit function theorem for general Banach spaces. To do so, we need to check
that the derivative ∂yF is nondegenerate.
Lemma 4.2 implies
sup
0≤t≤T
‖Y (u0,Z(0, ·))(t)‖C−α0 .R 1.
Therefore, there exists a constantC =C(R) ∈ (0,∞) such that
sup
0≤s≤t
‖∂y
∫ s
0
e(s−r)AΠnΨ(y(r),Z(r))dr‖C−α0→C−α0 |y=Y (u0,Z(0,·)) ≤Ctκ .
If we set T1 := min{(2C)− 1κ ,T} and view that F maps from C([0,T1];C−α0)×
C−α0 ×C([0,T ];C1) to C([0,T1];C−α0), the derivative ∂yF is invertiable at y =
Y (u0,Z(0, ·)). The implicit function theorem implies that the solutionY ∈C([0,T1];
C−α0) is differentiable around (u0,Z(0, ·)). We can repeat this process by chang-
ing F to
F1(y;u0,Z(0, ·))(t)
57
:= yt − etAY (u0,Z(0, ·))(T1)−
∫ t
0
e(t−s)AΠnΨ(y(s),Z(T1+ s))ds,
and see that Y (T1 + ·) ∈ C([0,T1];C−α0) is differentiable. Continuing, we ob-
serve that Y ∈ C([0,T ];C−α0) is differentiable around (u0,Z(0, ·)). Therefore, Y
is Fre´chet differentiable with respect to u0 and Z(0, ·), and hence with respect to
u0 andW = (Wm). Now the claim of differentiability follows.
Finally, we prove (4.7) and (4.8). As Z(0, ·) is independent of u0, we have
Diu=DiY . Then, (4.7) follows by differentiating both sides of
Y (t) = etAΠnu0+
∫ t
0
e(t−s)AΠnΨ(Ys,Z(s))ds (4.9)
with respect to the initial value. As (Wm) 7→ Z(0, ·) is linear, it is easy to see that
DnwZ(0, ·) equals to the second term of the right hand side of (4.8). Then, (4.8)
follows by differentiating both sides of (4.9) with respect to the noise.
We set
τi := inf{t | |||Z|||t ≥ i} for i= 1,2. (4.10)
Lemma 4.3. Let u and Y be as above. Assume ‖x‖C−α0 ≤ R. Then, there exists
κ ∈ (0,∞) such that, if we set T ∗ := (1+R)−κ , we have
sup
t≤min{T ∗,τ2}
tγ‖Y (t;x)‖Cα1 ≤ 1 and sup
t≤min{T ∗,τ2}
tγ‖Dihu(t;x)‖Cα1 ≤ ‖h‖C−α0
for every h ∈ C−α0 .
Proof. By exploiting the integral equations for Y (t;x) andDihu(t;x), the estimates
can be obtained as in the proof of Theorem 3.2 and Lemma 4.2.
Let χ : R→ [0,1] be a smooth function such that χ(x) = 1[0,1](|x|) provided
|x| ≤ 1 or |x| ≥ 2. Set
Qw(t) := ∑
|m|≤n
am
∫ t
0
e(t−s)Aemdwm(s).
Theorem 4.1. Let w ∈C([0,T ];Cd(n)) with ∂sw ∈ L2([0,T ];Cd(n)) and with ∂sw
adapted. Suppose that there exists a deterministic constant C ∈ (0,∞) such that
‖∂sw‖L2([0,T ];Cd(n) ≤ C almost surely. In addition, let W = (Wm)|m|≤n be a com-
plex Brownian motion and define Z(0, ·),Y and u as before. Finally, assume
‖u0‖C−α0 ≤ R. Then, we have the identity
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E[DΦ(u(t))(Dnwu(t))χ(|||Z|||t)]
=−E[Φ(u(t))∂+χ(|||Z|||t)(w)]+E
[
Φ(u(t))χ(|||Z|||t)
∫ t
0
〈∂sw(s),dW (s)〉R
]
,
where
∂+χ(|||Z|||t)(w) := χ ′(|||Z|||t) lim
δ→0+
|||T δZ|||t −|||Z|||t
δ
, (4.11)
T δZ := (Hk,l(Z(0, ·)+δQw,cn))(k,l)=(1,0),(2,0),(1,1),(2,1).
Remark 4.3. The existence of the limit in (4.11) is guaranteed in [4, Appendix D].
Proof. Set w˙ := ∂sw. Let Y
δ be the solution of (4.4) with Z(n) replaced by T δZ.
Furthermore, we set
Bδ (t) :=−δ
∫ t
0
〈w˙(s),dW(s)〉R,
Aδ (t) := exp
(
Bδ (t)− δ
2
4
∫ t
0
|w˙(s)|2ds
)
.
Since the assumption of w implies
E
[
exp
(
δ 2
4
∫ t
0
|w˙(s)|2ds
)]
< ∞,
Novikov’s condition is satisfied. Thus, if we define a probability measure Pδ by
dPδ = Aδ (t)dP, the Girsanov theorem implies thatW δ :=W +δw has the same
law under Pδ asW has under P. Therefore, we obtain
∂
∂δ
∣∣∣∣
δ=0+
E
P[Φ(uδ (t))χ(|||T δZ|||t)Aδ (t)] = 0. (4.12)
Since we have
∂
∂δ
∣∣∣∣
δ=0
Φ(uδ (t)) = DΦ(u(t))(Dnwu(t))
∂
∂δ
∣∣∣∣
δ=0
Aδ (t) =−
∫ t
0
〈w˙(s),dW(s)〉R,
it remains to verify that we can interchange the differentiation and the expectation
in (4.12).
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To this end, we will prove
sup
δ∈(0,1)
E
[∣∣∣∣∣Φ(u
δ (t))χ(|||T δZ|||t)Aδ (t)−Φ(u(t))χ(|||Z|||t)
δ
∣∣∣∣∣
p]
< ∞ (4.13)
for p ∈ (1,∞). We estimate Φ(uδ (t))−Φ(u(t)), χ(|||T δZ|||t)− χ(|||Z|||t) and
Aδ (t)−1 separately.
To begin with, we estimate
|Φ(uδ (t))−Φ(u(t))|=
∣∣∣∣∫ δ
0
DΦ(uλ (t))(Dnwuλ (t))dλ
∣∣∣∣
≤ ‖DΦ‖L∞
∫ δ
0
‖Dnwuλ (t)‖C−α0dλ .
If χ(|||Z|||t)> 0, applying Gro¨nwall’s inequality to (4.8), ‖Dnwuλ (t)‖C−α0 is deter-
ministically bounded, and therefore
|Φ(uδ (t))−Φ(u(t))|. δ .
Next, we observe that
|χ(|||T δZ|||t)−χ(|||Z|||t)|
=
∣∣∣∣∫ 1
0
Dχ(λ |||T δZ|||t +(1−λ )|||Z|||t)(|||T δZ|||t −|||Z|||t)dλ
∣∣∣∣. δ |||Z|||t .
Similarly, we have
|Aδ (t)−1| ≤
∫ δ
0
|∂λAλ (t)|dλ .
We note that
∂λA
λ (t) =−Aλ (t)
(∫ t
0
〈w˙(s),dW(s)〉R+
λ
2
∫ t
0
|v(s)|2ds
)
and that
E
[∣∣∣∣∣Φ(u
δ (t))χ(|||T δZ|||t)(Aδ (t)−1)
δ
∣∣∣∣∣
p]
.Φ,χ,p E
[
1
δ
∫ δ
0
∣∣∣∣Aλ (t)(∫ t
0
〈w˙(s),dW(s)〉R+
λ
2
∫ t
0
|w˙(s)|2ds
)∣∣∣∣pdλ
]
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.p sup
λ∈(0,1)
E
[
Aλ (t)2p
]
+E
[∣∣∣∫ t
0
〈w˙(s),dW(s)〉R
∣∣∣2p]+E[(∫ t
0
|w˙(s)|2ds
)2p]
.
Burkholder-Davis-Gundy inequalities and the assumption of w imply
E
[∣∣∣∫ t
0
〈w˙(s),dW(s)〉R
∣∣∣2p]+E[(∫ t
0
|w˙(s)|2ds
)2p]
< ∞.
Therefore, to prove (4.13), it suffices to prove
sup
λ∈(0,1)
E[Aλ (t)2p]< ∞. (4.14)
We have
Aλ (t)2p = A2pλ (t)exp
(
λ 2(4p2−1)
4
∫ t
0
|w˙(s)|2ds
)
.
Since
∫ t
0|w˙(s)|2ds is deterministically bounded, the proof is complete once we
notice that E[A2pλ (t)] = 1.
Proposition 4.3. Let T ∗ be the time constructed in Lemma 4.3. Then there exist
constants C ∈ (0,∞) and θ ∈ (0,1) such that
|PtΦ(v0)−PtΦ(v1)| ≤ C
tθ
‖Φ‖L∞‖v0− v1‖C−α0 +2‖Φ‖L∞P(t ≥ τ1) (4.15)
for v0,v1 ∈ C−α0 with ‖v0‖C−α0 ,‖v1‖C−α0 ≤ R, Φ ∈C1b(C−α0) and t ≤ T ∗.
Proof. We first note that the right hand side of (4.15) is bounded by the sum of
I1 := |E[{Φ(u(t;v0))−Φ(u(t;v1))}χ(|||Z|||t)]|,
I2 := |E[{Φ(u(t;v0))−Φ(u(t;v1))}(1−χ(|||Z|||t))]|.
Since I2 ≤ 2‖Φ‖L∞P(t ≥ τ1), it suffices to show that
I1 ≤ C
tθ
‖Φ‖L∞‖v0− v1‖C−α0 .
The mean value theorem implies
I1 = |E[{
∫ 1
0
DΦ(u(t;vλ))Diy−xu(t;vλ )dλ}χ(|||Z|||t)]|
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with vλ := (1− λ )v0+ λv1. Let w be the element of C([0,T ];Cd(n)) such that
w(0) = 0 and
∂sw
λ (s) =Dihu(s;vλ )1{s≤τ2}
for given h ∈ C−α0 . Then we have ‖∂swλ‖L2([0,t];Cd(n)) ≤C for some deterministic
constantC ∈ (0,∞) by Lemma 4.3.
Furthermore, we have Dnwu(t;vλ ) = tDihu(t;vλ ) if t ≤ τ2. Indeed, letting Y λ
be the solution of (4.4) with the initial value vλ , we observe that
∂
∂ t
(tDihu(t;vλ )) = Jλ0,th+ t[ADihu(t;vλ)+ΠnΨ′(Y λ (t),Z(t))Jλ0,th]
= A(tDihu(t;vλ ))+ΠnΨ′(Y λ (t),Z(t))(tDihu(t;vλ ))+Dihu(t;vλ ).
Therefore, we obtain
tDihu(t;vλ )
=
∫ t
0
e(t−s)AΠnΨ′(Y λ (s),Z(s))(sDihu(s;vλ ))ds+
∫ t
0
e(t−s)A∂sw(s)ds.
In view of (4.8), both Dnwu(t;vλ ) and tDihu(t;vλ ) satisfy the same integral equa-
tion.
Theorem 4.1 now implies
E[DΦ(u(t;vλ))Dihu(t;vλ)χ(|||Z|||t)] =
1
t
E[DΦ(u(t;vλ))Dnwu(t;vλ )χ(|||Z|||t)]
=
1
t
{
−E[Φ(u(t;vλ))∂+χ(|||Z|||t)(w)]
+E[Φ(u(t;vλ))χ(|||Z|||t)
∫ t
0
〈Dihu(s;vλ ),dW (s)〉R]
}
.
We observe
|∂+χ(|||Z|||t)(w)|. |χ ′(|||Z|||t)| · |||Z|||t sup
0≤s≤t
‖
∫ s
0
e(s−r)ADihu(r;vλ )‖Cα1dr
and, thanks to Lemma 4.3,
sup
0≤s≤t
‖
∫ s
0
e(s−r)ADihu(r;vλ )‖Cα1dr . t1−γ‖h‖C−α0 .
Therefore, we obtain
|E[Φ(u(t;vλ))∂+χ(|||Z|||t)(w)]|. t1−γ‖Φ‖L∞‖h‖C−α0 .
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On the other hand, by Itoˆ isometry and Lemma 4.3,
E[
(∫ t
0
χ(|||Z|||t)‖Dihu(s;vλ )‖C−α
)2
] =
∫ t
0
E[χ(|||Z|||t)2‖Dihu(s;vλ )‖2L2(T2)]ds
. t1−2γ‖h‖2
C−α0 .
Therefore, we obtain
|E[Φ(u(t;vλ))χ(|||Z|||t)
∫ t
0
〈Dihu(s;vλ ),dW (s)〉R]|. t
1
2−γ‖Φ‖L∞‖h‖C−α .
Consequently, substituting h= v1− v0, we get
I1 . t
− 12−γ‖Φ‖L∞‖v1− v0‖C−α0 .
4.4 Ho¨lder continuity in the total variation norm
Here we go back to the original SPDE (1.1) instead of the approximation (4.1). In
the previous subsection, we obtained the estimate
|P(n)t Φ(v0)−P(n)t Φ(v1)| ≤
C
tθ
‖Φ‖L∞‖v0− v1‖C−α0 +2‖Φ‖L∞P(t ≥ τ(n)1 )
for t ≤ T ∗ and ‖v0‖C−α0 ,‖v1‖C−α0 ≤ R. Since we have limsupn→∞P(t ≥ τ(n)1 ) ≤
P(t ≥ τ1), by taking the limit, we have
|PtΦ(v0)−PtΦ(v1)| ≤ C
tθ
‖Φ‖L∞‖v0− v1‖C−α0 +2‖Φ‖L∞P(t ≥ τ1).
According to [2, Lemma 7.1.5], this estimate is equivalent to
‖P∗t δv0−P∗t δv1‖TV ≤
C
2tθ
‖v0− v1‖C−α0 +P(t ≥ τ1). (4.16)
Theorem 4.2. Let R, t0 ∈ (0,∞). Then there exist σ ∈ (0,∞) and θ˜ ∈ (0,1) such
that
‖P∗t δv0−P∗t δv1‖TV . (1+ t−10 +R)σ‖v0− v1‖θ˜C−α0
for every v0,v1 ∈ C−α0 with ‖v0‖C−α0 ,‖v1‖C−α0 ≤ 1 and t ≥ t0.
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Proof. We first observe t 7→ ‖P∗t δv0 −P∗t δv1‖TV is nonincreasing. Thus, we can
assume t0 ≤ 1 and t = t0. By Proposition 2.2 and Remark 2.6, we have
P(t ≥ τ1) =P(|||Z|||t ≥ 1)≤E[|||Z|||t ]. tθ2
for some θ2 ∈ (0,1). Therefore, combined with (4.16), we have
‖P∗t δv0−P∗t δv1‖TV ≤ inf
s≤min{t,T ∗}
f (s),
where f (s) := C1
sθ1
‖v0− v1‖C−α0 +C2tθ2. If we set
s0 :=
(
C1θ1‖v0− v1‖C−α
C2θ2
) 1
θ1+θ2
,
then we have infs>0 f (s) = f (s0). If s0 ≤min{t,T∗}, we have
inf
s≤min{t,T ∗}
f (s) = f (s0) =C‖v0− v1‖
θ2
θ1+θ2
C−α0 .
Otherwise, we have
inf
s≤min{t,T ∗}
f (s) = f (min{t,T∗})
=
C1
(min{t,T∗})θ1 ‖v0− v1‖C−α0 +C2(min{t,T
∗})θ2
.
( 1
tθ1
+
1
(T ∗)θ1
)
‖v0− v1‖C−α0 +‖v0− v1‖
θ2
θ1+θ2
C−α0
≤
{ 1
tθ1
+(1+R)κθ1
}
(2R)
θ1
θ1+θ2 ‖v0− v1‖
θ2
θ1+θ2
C−α0 +‖v0− v1‖
θ2
θ1+θ2
C−α0
In the last inequality, we used the explicit representation of T ∗ given in Lemma
4.3.
Proof of Theorem 1.4. Proposition 4.1 shows that {Pt}t≥0 is a Markov semigroup.
Let Φ be a bounded measurable function on C−α0 and t ∈ (0,∞). Then, we have
|PtΦ(v0)−PtΦ(v1)|= |〈Φ,P∗t δv0−P∗t δv1〉|.R,t ‖Φ‖L∞‖v0− v1‖θC−α0
if ‖v0‖C−α0 ,‖v1‖C−α0 ≤ R. This implies the continuity of the map v 7→ PtΦ(v).
Remark 4.4. As in [18, Section 6], it is possible to prove exponential ergodicity
of the SCGL. See [12, Subsection 3.3]
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A Besov spaces
Here we summarize basic facts about Besov spaces onT2 =R2/Z2. We refer the
reader to [1], [13] and [15] for more details. We set A := (i+µ)∆−1 for µ > 0.
A.1 Some estimates in Besov spaces
Lemma A.1. We have the following embeddings.
(i) For α1 ≤ α2, Bα2p,q →֒ Bα1p,q.
(ii) For q1 ≤ q2, Bαp,q1 →֒ Bαp,q2 .
(iii) For p1 ≤ p2, Bαp2,q →֒ Bαp1,q.
(iv) For ε > 0 and q,q′ ∈ [1,∞], Bαp,q →֒ Bα−εp,q′ .
(v) B0p,1 →֒ Lp(T2).
(vi) Lp(T2) →֒ B0p,∞.
Proof. The proof easily follows from the definition of Besov spaces.
Proposition A.1.
(i) Let α ∈R, p,r ∈ [1,∞] with p ≥ r, β := α +2(1
r
− 1
p
). Then, there exists a
constant C ∈ (0,∞) such that for q ∈ [1,∞], we have
‖ f‖Bαp,q ≤C‖ f‖Bβr,q.
(ii) Let α ∈ R, k ∈ N2, p,q ∈ [1,∞]. Then, there exists a constant C ∈ (0,∞)
such that
‖∂ k f‖
B
α−|k|
p,q
≤C‖ f‖Bαp,q .
Proof. See [13, PROPOSITION 2, 3].
Proposition A.2. Let α0,α1 ∈ R, p0,q0, p1,q1 ∈ [1,∞], ν ∈ [0,1], α := (1−
ν)α0+να1 and p,q ∈ [1,∞] such that
1
p
=
1−ν
p0
+
ν
p1
,
1
q
=
1−ν
q0
+
ν
q1
.
Then, we have
‖ f‖
B
α ,M
p,q
≤ ‖ f‖1−ν
B
α0,M
p0 ,q0
‖ f‖ν
B
α1,M
p1,q1
.
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Proof. See [13, PROPOSITION 4].
Proposition A.3. Let α ≥ β and p,q ∈ [1,∞]. Then, there exists a constant C ∈
(0,∞) such that for t > 0,
‖etA f‖Bαp,q ≤Ct
β−α
2 ‖ f‖
B
β
p,q
.
Proof. See [13, PROPOSITION 5].
Proposition A.4. Let 0≤ β−α ≤ 2 and p,q∈ [1,∞]. Then, there exists a constant
C ∈ (0,∞) such that for t ≥ 0,
‖(1− etA) f‖Bαp,q ≤Ct
β−α
2 ‖ f‖
B
β
p,q
.
Proof. See [13, PROPOSITION 6].
Lemma A.2. Let α ∈ R, p,q ∈ [1,∞] and C be an annulus in R2. Then, there
exists a constant C ∈ (0,∞) such that for a sequence ( fk) of Lp(T2) functions
satisfying
supp fk ⊂ 2kC and (2αk‖ fk‖Lp(T2))k ∈ lq,
we have f = ∑∞k=0 fk ∈ Bαp,q and
‖ f‖Bαp,q ≤C‖(2
αk‖ fk‖Lp(T2))k‖lq.
Proof. See [13, LEMMA 6].
A.2 Products
For f ,g ∈C∞(T2) we define the paraproduct
f 4g := g5 f := ∑
j<k−1
δ j fδkg,
and the resonance term
f g := ∑
| j−k|≤1
δ j fδkg.
We have the following Bony decomposition
f g= f 4g+ f g+ f 5g. (A.1)
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Proposition A.5.
(i) Let α,α1,α2 ∈R and p, p1, p2,q ∈ [1,∞] such that
α1 6= 0, α =min{α1,0}, 1
p
=
1
p1
+
1
p2
.
Then, there exists a constant C ∈ (0,∞) such that
‖ f 4g‖Bαp,q ≤C‖ f‖Bα1p1,∞‖g‖Bα2p2 ,q.
(ii) Let α1,α2 ∈R such that α := α1+α2 > 0 and p, p1, p2,q as above. Then,
there exists a constant C ∈ (0,∞) such that
‖ f g‖Bαp,q ≤C‖ f‖Bα1p1,∞‖g‖Bα2p2 ,q.
Proof. See [13, THEOREM 3.1].
Corollary A.1.
(i) Let α > 0 and p, p1, p2,q ∈ [1,∞] such that 1p = 1p1 +
1
p2
. Then, there exists
a constant C ∈ (0,∞) such that
‖ f g‖Bαp,q ≤C‖ f‖Bαp1 ,q‖g‖Bαp2 ,q.
In particular, f g is well-defined for f ∈ Bαp1,q and g ∈ Bαp2,q.
(ii) Let α < 0 < β such that α + β > 0 and let p, p1, p2,q ∈ [1,∞] such that
1
p
= 1
p1
+ 1
p2
. Then, there exists a constant C ∈ (0,∞) such that
‖ f g‖Bαp,q ≤C‖ f‖Bαp1 ,q‖g‖Bβp2 ,q.
In particular, f g is well-defined for f ∈ Bαp1,q and g ∈ B
β
p2,q.
Proof. See [13, COROLLARY 1, 2].
Proposition A.6. Let α ∈ (0,1]. Then, there exists a constant C ∈ (0,∞) such that
for p,q ∈ [1,∞] and f ,g ∈C∞(T2),
|〈 f ,g〉1| ≤C‖ f‖Bαp,q‖g‖B−αp′ ,q′ ,
where p′ and q′ are the conjugate indices of p and q respectively.
Proof. See [13, PROPOSITION 7].
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A.3 Relations among Besov, Ho¨lder and Sobolev spaces
Proposition A.7. Let α ∈ (0,1). Then, there exists a constantC ∈ (0,∞) such that
C−1‖ f‖Bα∞,∞ ≤ ‖ f‖L∞ + sup
x6=y
| f (x)− f (y)|
|x− y|α ≤C‖ f‖Bα∞,∞ .
Proof. See [15, Theorem 2.7].
Lemma A.3. Let q ∈ (0,∞) and ε ∈ (0,min{1,q}). Then, the map
F : B1∞,∞ ∋ f 7→ F( f ) := | f |q ∈ Bmin{1,q}−ε
is continuous.
Proof. We set Cα := Bα∞,∞.
STEP 1. We first consider the case q ∈ [1,∞). Set α := 1− ε . We use the
following elementary inequality
|aq−bq| ≤ qmax{aq−1,bq−1}|a−b| for a,b≥ 0. (A.2)
Substituting a= | f (x)| and b= | f (y)|, we obtain
|| f (x)|q−| f (y)|q|
|x− y|α ≤ q(max{| f (x)|, | f (y)|})
q−1 | f (x)− f (y)|
|x− y|α .
Thus, combined with Proposition A.7, we obtain ‖| f |q‖Cα . ‖ f‖qCα . In particular,
we see | f |q ∈ Cα .
To prove the continuity of F , take f1, f2 ∈C1. For δ ∈ (0,1)with (1+δ )α < 1,
we have
|(| f1|q−| f2|q)(x)− (| f1|q−| f2|q)(y)|
|x− y|α
.
(
|| f1(x)|q−| f2(x)|q|+ || f1(y)|q−| f2(y)|q|
|x− y|α(1+δ )
) 1
1+δ
‖| f1|q−| f2|q‖
δ
1+δ
L∞
. (‖ f1‖qC1 +‖ f2‖
q
C1
)
1
1+δ (‖ f1‖L∞ +‖ f2‖L∞)q−1‖ f1− f2‖
δ
1+δ
L∞ .
This implies the continuity of F .
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STEP 2. We next consider the case q ∈ (0,1). Instead of (A.2), we use the
inequality |aq−bq| ≤ |a−b|q. This implies
|| f (x)|q−| f (y)|q|
|x− y|q ≤
( | f (x)− f (y)|
|x− y|
)q
. ‖Y‖q
C1
.
The remaining is similar to STEP 1.
Proposition A.8. Let α ∈ (0,1). Then, there exists a constantC ∈ (0,∞) such that
C−1‖ f‖Bα1,1 ≤ ‖ f‖
1−α
L1(T2)
‖∇ f‖αL1(T2)+‖ f‖L1(T2).
Proof. See [13, PROPOSITION 8].
A.4 Kolmogorov continuity theorem for Besov spaces
We set η
(1)
k
(x) := ∑y∈Z2 ηk(x+ y). Note that η
(1)
k
∈C∞(T2).
Lemma A.4. Suppose a map Z : R× L2(T2) ∋ (t,φ) 7→ Z(t,φ) ∈ L2(Ω,F ,P)
is continuous and linear with respect to φ . We further suppose that there exist
p ∈ (1,∞), α ∈ R and κ > 1
p
such that for all T ∈ (0,∞) we can find KT ∈ L∞
such that for k ≥−1, x ∈R2 and s, t ∈ [−T,T ],
E[|Z(t,η(1)k (x−·))|p]≤ KT (x)p2−kα p, (A.3)
E[|Z(t,η(1)k (x−·))−Z(s,η
(1)
k (x−·))|p]≤ KT (x)p2−kα p|t− s|κ p. (A.4)
Then, for α ′ < α , there exists a random distribution Z˜ ∈C(R;Bα ′p,p) such that for
t ∈R and φ ∈C∞(T2) we have
Z(t,φ) = 〈Z˜(t),φ〉1 almost surely.
Moreover, there exists ε ∈ (0,1) such that for T ∈ (0,∞),
E[ sup
−T≤s<t≤T
(t− s)−ε p‖Z˜(t)− Z˜(s)‖p
Bα
′
p,p
].T,α,α ′,p
∫
T
2
KT (x)
pdx.
Proof. The proof for weighted Besov spaces is given in [13, LEMMA 9]. Although
the proof for periodic Besov spaces is essentially the same, we provide a complete
proof below as this lemma is of great importance. Take εk := 1/nk for sufficiently
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large nk ∈ N. For k ≥ 0, let χ˜k be a real valued, radial smooth function such
that χ˜k ≡ 1 on the annulus B(0,2k 83) \B(0,2k 34) and χ˜k ≡ 0 outside the annulus
B(0,2k 16
3
)\B(0,2k 3
8
). For k=−1 we let χ˜−1 ≡ 1 on B(0, 43) and χ˜−1 ≡ 0 outside
B(0, 8
3
). We set η˜k := F−1χ˜k.
Set
Zˆk(t,y) := Z(t,η
(1)
k (y−·)) (y ∈ εkZ2)
and
Zk(t,x) := ∑
y∈εkZ2
ε2k Zˆk(t,y)η˜k(x− y). (A.5)
Note that Zk(t, ·) is 1-periodic. By (A.3) we see that with probability 1 the sum
in (A.5) absolutely converges uniformly for x, and therefore we have Z(t, ·) ∈
C∞(T2). Furthermore, for φ ∈ S, we have
〈F(Zk(t, ·)),φ〉= 〈Zk(t, ·),Fφ〉
= ∑
y∈εkZ2
ε2k Zˆk(t,y)〈η˜k(·− y),Fφ〉.
Thus,
supp{FZk(t, ·)} ⊂ B(0,2k+43−1)\B(0,2k+33−1),
supp{FZ−1(t, ·)} ⊂ B(0,8 ·3−1).
Now we set for φ ∈C∞(T2)
Z˜(t,φ) := 〈Z˜(t),φ〉 := ∑
k≥−1
〈Zk(t),φ〉,
which is well-defined at least for φ with Fφ ∈C∞c (R2). We compute
∑
y∈εkZ2
ε2k η
(1)
k (y− z)
∫
T
2
η˜k(x− y)φ(x)dx
= ∑
y∈εkZ2,
w∈1Z2
ε2k ηk(w+ y− z)
∫
T
2
η˜k(x− y)φ(x)dx
= ∑
y∈εkZ2,
w∈Z2
ε2k η(y− z)
∫
T
2
η˜k(x− y+w)φ(x)dx
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= ∑
y∈εkZ2
ε2k ηk(y− z)
∫
R
2
η˜k(x− y)φ(x)dx
=: A.
Take φλ ∈C∞c (R2) such that φλ ≡ φ on B(0,λ ), ‖φλ‖L∞ ≤ ‖φ‖L∞ and φλ → φ as
λ → ∞ pointwise. Then by Lebesgue’s dominated convergence theorem,
A= lim
λ→∞ ∑
y∈εkZ2
ε2k ηk(y− z)
∫
R
2
η˜k(x− y)φλ (x)dx.
We claim the identity
∑
y∈εkZ2
ε2k ηk(y− z)
∫
R
2
η˜k(x− y)φλ (x)dx= F−1(χk)∗φλ (z). (A.6)
Indeed, by taking Fourier transforms, it suffices to show
∑
y∈εkZ2
ε2k e
−2piiξ ·yχk(ξ )η˜k ∗φλ (y) = χk(ξ )Fφλ (ξ ) in L2(R2,dξ ).
As χk has compact support, it suffices to show for fixed ξ ∈ suppχk,
∑
y∈εkZ2
ε2k η˜k ∗φλ (y)e−2piiξ ·y = Fφλ (ξ ). (A.7)
Recalling the Poisson summation formula, we calculate
∑
y∈εkZ2
ε2k η˜k ∗φλ (y)e−2piiξ ·y = ∑
y∈Z2
ε2k η˜k ∗φλ (εky)e−2piiεkξ ·y
= ∑
y∈Z2
ε2kF−1[η˜k ∗φλ (εk·)](−εkξ + y)
= ∑
y∈Z2
χ˜k(ξ − y
εk
)Fφλ (ξ −
y
εk
).
For sufficiently small εk, χ˜(ξ − y/εk) = 0 whenever y ∈ Z2 \ {0}. Hence we
proved (A.7).
Using (A.6),
A= lim
λ→∞
F−1(χk)∗φλ (z) = F−1(χk)∗φ(z).
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Therefore, by continuity of Z(t, ·),
〈Z˜(t),φ〉= ∑
k≥−1
Z(t,F−1(χk)∗φ) = Z(t,φ).
We still need to show that Z˜ can be realized as a distribution. The assumption
(A.3) leads to
E[‖Zk(t, ·)‖pLp(T2)] =
∫
T
2
E[|Zk(t,ηk(x−·))|p]dx
≤ 2−kα p
∫
T
2
KT (x)
pdx.
Thus for α ′ < α ,
E[ ∑
k≥−1
2kα
′p‖Zk(t, ·)‖pLp(T2)]≤ ∑
k≥−1
2−k(α−α
′)p
∫
T
2
KT (x)
pdx
=C(α,α ′, p)
∫
T
2
KT (x)
p dx< ∞.
Therefore, we have ∑2kα
′p‖Zk(t, ·)‖pLp(T2) < ∞ almost surely and by Lemma A.2
Z˜(t) := ∑k≥−1Zk(t, ·) is Bα ′p,p-valued.
Similarly, by (A.4),
E[‖Z˜(t)− Z˜(s)‖p
Bα
′
p,p
].α,α ′,p,T |t− s|κ p
∫
T
2
KT (x)
pdx.
It remains to apply the usual Kolmogorov criterion.
B Complex multiple Itoˆ-Wiener Integrals
We recall basic properties of complex multiple Itoˆ-Wiener integrals. See [11] for
more details.
A complex random variable Z is called isotropic complex normal if ReZ
and ImZ are independent, identically distributed and (ReZ, ImZ) is jointly nor-
mal with mean 0. A family of complex random variables {Zλ} is called jointly
isotropic complex normal if ∑ni=1 ciZλi is isotropic complex normal for any n and
c1, . . . ,cn ∈C. The distribution of jointly isotropic complex normal system {Zλ}
is uniquely determined by the positive-definite matrix {E[ZλZµ ]}λ ,µ([11, Theo-
rem 2.3]).
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Let (E,E ,m) be a σ -finite, atomless measure space and E∗ be the set of all
A ∈ E such that m(A) < ∞. Then there exists a jointly isotropic complex normal
system {M(A) |A ∈ E∗} such that
E[M(A)M(B)] = m(A∩B),
see [11, Theorem 3.1].
Nowwe define the complexmultiple Itoˆ-Wiener integral of f ∈ L2k,l :=L2(Ek×
E l) for k, l ∈N. First assume that
f =
n
∑
i1,...,ik+l=1
ai1... jk+l1Ei1×···×Eik+l , (B.1)
where E1, . . . ,En are disjoint sets of E∗ and ai1...ik+l is a complex number which
equals 0 unless i1, . . . , ik+l are all different. Then we define
Jk,l( f ) :=
n
∑
i1,...,ik+l=1
ai1...ik+lM(Ei1) · · ·M(Eik)M(Eik+1) · · ·M(Eik+l).
We have
E
[∣∣∣∑ai1...ik+lM(Ei1) · · ·M(Eik)M(Eik+1) · · ·M(Eik+l)∣∣∣2
]
= ∑ai1...ik+la j1... jk+lE[M(Ei1) · · ·M(Ek+l)M(E j1) · · ·M(E jk+l)]
= ∑
{i1,...,ik}={ j1,..., jk}
{ik+1,...,ik+l}={ jk+1,..., jk+l}
ai1...aik+l
a j1... jk+lE[|M(Ei1)|2] · · ·E[|M(Eik+l)|2]
= ∑
{i1,...,ik}={ j1,..., jk}
{ik+1,...,ik+l}={ jk+1,..., jk+l}
ai1...ik+l [m(Ei1) · · ·m(Eik+l)]
1
2a j1... jk+l [m(E j1) · · ·m(E jk+l)]
1
2
≤ k!l!‖ f‖2
L2
k,l
,
where in the last line we used Cauchy-Schwarz inequality. For general f ∈ L2k,l ,
we can find a sequence of { fn} of the form (B.1) such that fn → f in L2k,l . We
define Jk,l( f ) := limn→∞Jk,l( fn), where the limit is in L2(P). Well-definedness
is guaranteed by the above inequality.
As with real multiple Itoˆ-Wiener integrals, we have the following Lp-estimates.
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Proposition B.1. For f ∈ L2k,l and p ∈ [2,∞), we have
E[|Jk,l( f )|p]
1
p .k,l ‖ f‖L2
k,l
.
Finally, we review the product formula and complex Hermite polynomials.
Let k1, l1,k2, l2,r1,r2 ∈ N. Let G1 be the set of sets {(i1, j1), . . . ,(ir1, jr1)} such
that i1, . . . , ir1 ∈ {1, . . . ,k1} are distinct and j1, . . . , jr1 ∈ {l1+ 1, . . . , l1+ l2} are
distinct. Let G1 be the set of sets {(i1, j1), . . . ,(ir2, jr2)} such that i1, . . . , ir1 ∈
{k1 + 1, . . . ,k1 + k2} are distinct and j1, . . . , jr1 ∈ {1, . . . , l1} are distinct. Set
G(k1, l1;k2, l2;r1,r2) := G1∪G2. Note that G(k1, l1;k2, l2;r1,r2) = ∅ unless r1 ≤
min{k1, l2} and r2≤min{k2, l1}. For f ∈ L2k1,l1 , g∈ L2k2,l2 and γ ∈G(k1, l1;k2, l2;r1,
r2), we define f ⊗γ g by
f ⊗γ g(t1, . . . , tk1+k2 ,s1, . . . ,sl1+l2 \{(ti,s j)(i, j)∈γ})
:=
∫
Er1+r2
h({(ti,s j)}(i, j)∈γ) ∏
(i, j)∈γ
dm(ti,s j),
where h : Er1+r2 →C is defined by
h({(ti,s j)}(i, j)∈γ) := f (t1, . . . , tk1,s1, . . . ,sl1)
×g(tk1+1, . . . , tk1+k2 ,sl1+1, . . . ,sl1+l2)|ti=s j if (i, j)∈γ .
Proposition B.2. For f ∈ L2k1,l1 and g ∈ L2k2,l2 , we have
Jk1,l1( f )Jk2,l2(g) = ∑
r1,r2∈N
∑
γ∈G(k1,l1;k2,l2;r1,r2)
Jk1+k2−(r1+r2),l1+l2−(r1+r2)( f ⊗γ g).
Proof. When (k2, l2)∈ {(1,0),(0,1)}, the proposition is proved in [11, THEOREM
9]. For general (k2, l2), we can prove the proposition by induction.
Definition B.1. We define complex Hermite polynomials {Hk,l(z,c)} by the iden-
tity
exp(uz+ vz− cuv) = ∑
m,n∈Z
vkul
k!l!
Hk,l(z,c), z,c ∈C.
Remark B.1. We have the following explicit representation
Hk,l(z,c) =
min{k,l}
∑
m=0
m!
(
k
m
)(
l
m
)
(−c)mzk−mzl−m.
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In particular,
H0,0(z,c) = 1,
H1,0(z,c) = z, H0,1(z,c) = z,
H2,0(z,c) = z
2, H1,1(z,c) = |z|2− c, H0,2(z,c) = z2,
H2,1(z,c) = |z|2z−2cz.
Proposition B.3. We have the following identities.
(i) Hk+1,l(z,c) = zHk,l(z,c)− clHk,l−1(z,c).
(ii) Hk,l+1(z,c) = zHk,l(z,c)− ckHk−1,l(z,c).
(iii) Hk,l(x+ y,c) = ∑i≤k, j≤l
(
k
i
)(
l
j
)
xix jHk−i,l− j(y,c).
Proof. Since
∂
∂v
exp(uz+ vz− cuv) = (z− cu)exp(uz+ vz− cuv),
we have
∑
vkul
k!l!
Hk+1,l(z,c) = ∑
vkul
k!l!
zHk,l(z,c)− c∑
vkul
k!l!
lHk,l−1(z,c).
This proves (i). The proof of (ii) is similar.
For (iii), we observe that
exp(u(x+ y)+ v(x+ y)− cuv) =
(
∑
vkul
k!l!
Hk,l(y,c)
)(
∑
vkul
k!l!
xkxl
)
= ∑
vk1+k2ul1+l2
k1!k2!l1!l2!
Hk1,l1(y,c)x
k2xl2.
Corollary B.1. Let f ∈ L2(E), Z := J1,0( f ) and c := ‖ f‖2L2(E). Then, we have
Jk,l( f⊗(k+l)) = Hk,l(Z,c),
where f⊗n(t1, . . . , tn) := f (t1) · · · f (tn).
Proof. By Proposition B.2 and B.3, {Jk,l( f⊗(k+l))}k,l and {Hk,l(Z,c)}k,l satisfy
the same recursive relation.
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