Interval information systems are generalized models of single-valued information systems. By introducing a dominance relation to interval information systems, we propose a ranking approach for all objects based on dominance classes and establish a dominance-based rough set approach, which is mainly based on substitution of the indiscernibility relation by the dominance relation. Furthermore, we discuss interval ordered decision tables and dominance rules. To simplify knowledge representation and extract much simpler dominance rules, we propose attribute reductions of interval ordered information systems and decision tables that eliminate only the information that are not essential from the ∧ viewpoint of the ordering of objects or dominance rules. The approaches show how to simplify an interval ordered information system and find dominance rules directly from an interval ordered decision table. These results will be helpful for decision-making analysis in interval information systems.
From the definition of R A and R A , the following properties can be easily obtained. (1) R A , R A are reflexive, 13 (2) R A , R A are unsymmetric and 14 (3) R A , R A are transitive. 15 The dominance class induced by the dominance relation R A is the set of objects dominating x, i.e., 16 [
and the set of objects dominated by x, 19 [x] A = {y ∈ U | a L 1 (y) a L 1 (x), a U 1 (y) a U 1 (x)(∀a 1 ∈ A 1 ); a L 2 (y) a L 2 (x), a U 2 (y) a U 2 (x)(∀a 2 ∈ A 2 )} 20 = {y ∈ U | (x, y) ∈ R A }, 21 where [x] A describes the set of objects that may dominates x and [x] A describes the set of objects that may be dominated 22 by x in terms of A in an interval ordered information system, which are called the A-dominating set and the A-dominated 23 set with respect to x ∈ U, respectively.
24
Remark. In many practical issues, one also can define the dominance relation on the universe with interval values through 25 using other ways. For example, there are the following definitions:
(3) If x j ∈ [x i ] ∧ A , it follows from the dominance relation R A that the interval number f (x j , a) is bigger than the interval 2 number f (x i , a) for arbitrary a ∈ A, i.e., a L (x j ) a L (x i ) and a U (x j ) a U (x i ). Analogously, for ∀x ∈ [x j ] A , we have that 3 a L (x) a L (x j ) and a U (x) a U (x j ) for arbitrary a ∈ A. Therefore, a L (x) a L (x i ) and a U (x) a U (x i ) (∀a ∈ A). Thus we have
i.e., a L (x j ) a L (x i ) and a U (x j ) a U (x i ) for any a ∈ A. 6 Analogously, we have that a L (x i ) a L (x j ) and a U (x i ) a U (x j ) for any a ∈ A. Thus, a L (x i ) = a L (x j ) and a U (x i ) = a U (x j ) for 7 every a ∈ A, i.e., f (x i , a) = f (x j , a) (∀a ∈ A). From this definition, one can obtain the following property.
1 Property 3.1. D A (x i , x j ) has the following properties
Proof.
(1) is straightforward.
6
(2) It easily follows from Property 2.2 that the dominance relation
12
(3) Similar to (2), we have that [
This completes the proof.
18
In fact, a dominance degree between two objects with respect to the dominance relation R A also can be defined by the 19 rough membership function, which is as follows
However, this definition has some limitations for characterizing dominance degree between any two objects in interval 22 ordered information systems. For example,
the definition of the dominance class, one can know that [
In other words, the above definition can not be used to well characterize the dominance 27 relation between these two objects with respect to R {a} in this situation. If we adopt the dominance degree in Definition 3.1, 28 then one can obtain that
. This can depict the practical means of the example. Therefore, one can draw a conclusion: 31 the dominance degree D A (x i , x j ) has better performance than the term D * A (x i , x j ) for characterizing the dominance relation 32 between any two objects in interval ordered information systems. 
As a result of the above discussions, we come to the following two corollaries. 
Similar to the definition of dominance degree, we can give a concept called dominated degree between two objects in an 3 interval ordered information system as follows
we thus can construct a dominanced relation matrix with respect to A induced by the relation R A . From 6 this matrix, the whole dominanced degree of each object can also be calculated according to the following formula
Through these two concepts, we can also design a ranking approach for all objects.
9
From the whole dominance degree of each object on the universe, we can rank all objects according to the number of 10 D A (x i ). A larger number implies a better object. This idea can be understood by the following example.
11
Example 3.1 (Continued From Example 2.2). Rank all objects in U according to the dominance relation R AT .
12
From the definition of dominance degree, we can get the dominance relation matrix as 0.9 0.9 0.9 0.9 1 1 1 0.8 1 0.9 0.8 0.7 0.7 1 1 1 1 0.8 0.9 1 0.9 0.7 0.7 1 1 1 1 0.9 1 1 1 0.9 0.9 0.9 1 0.9 1 0.9 0.9 0.9 0.9 1 0.9 0.9 1 0.9 1 0.9 0.9 0.9 0.9 0.9 1
. 14 Therefore, one can obtain that
In the following, we rank all objects according to the number of D AT (x i ). A object with larger number implies a better object.
19
x 5
x 8
x 9
x 10
Note that one can obtain a corresponding rank for all objects by using any dominance relation with a practical semantic 21 interpretation. 
Rough set approach to IOIS 23
The original rough set approach proved to be very useful in dealing with inconsistency problems following from the 24 information granulation. The original rough set idea is failing, however, when preference-orders of attributes domains 25 (criterion) are to be taken into account [19] . In this section, we investigate the problem of set approximation with respect 26 to a dominance relation R A in interval ordered information systems.
27
Definition 4.1. Let S = (U, AT , V , f ) be an IOIS. For any X ⊆ U and A ⊆ AT , the lower and upper approximations of X with 28 respect to the dominance relation R A are defined as follows:
1 of objects that possibly belong to X . Bn A (X) = R A (X) − R A (X) denotes a boundary of the rough set.
2 Moreover, from Definition 4.1, one can easily obtain the following properties.
3 Property 4.1. Let S = (U, AT , V , f ) be an IOIS, X ⊆ U, A ⊆ AT and R A a dominance relation, then
15
The lower and upper approximations of X with respect to the dominance relation R A can be used to extract dominance 16 rules by a decision maker, where one can extract dominance rules with certainty by using R A (X) and can extract possible 17 dominance rules by using
Uncertainty of a rough set is due to the existence of a borderline region. The greater the borderline region of a rough set, 20 the lower is the accuracy of the rough set. In order to measure the imprecision of a rough set induced by dominance relation 21 R A (X) in an interval ordered information system, we introduce a concept of accuracy measure in the following.
22
Definition 4.2. Let S = (U, AT , V , f ) be an IOIS, X ⊆ U and A ⊆ AT . Accuracy measure of X with respect to the dominance
The accuracy measure expresses the degree of completeness of the knowledge about X , given the granularity of U/R A . It is 26 easy to see that this measure not only depends on the lower approximation of X but also depends on the lower approximation 27 of ∼ X .
28
As a direct result of Property 4.3 and Definition 4.2, we come to the following corollary. According to Definition 4.1 and Example 2.2, the rough set (R AT (X), R AT (X)) can be obtained as follows:
Then we compute the classification induced by the dominance relation U/R A . From Table 1 , it follows that
Similarly, we can calculate the rough set (R A (X), R A (X)) as follows:
13 Therefore, we have that
Attribute reduction in IOIS

17
A reduct is a subset of attributes that are jointly sufficient and individually necessary for preserving a particular property 18 of a given information system [33] . The original concept of attribute reduction was first proposed by Pawlak [1, 2] In the context of dominance relations, to simplify knowledge representation it is necessary to reduce some dispensable 23 attributes in a given interval ordered information system. In this section, an approach to attribute reduction in interval 24 ordered information systems will be established and an illustrative example is employed to show its validity.
25
In the first part of this section, we investigate an attribute reduction approach to an interval ordered information system.
26
Definition 5.
It is obvious that an attribute reduction of an IOIS is a minimal attribute subset satisfying
; otherwise a is called indispensable. The set of all indispensable 31 attributes is called a core with respect to the dominance relation R AT and is denoted by core(AT ). An attribute in the core 32 must be in every attribute reduction (like the case in complete/incomplete OIS, an IOIS may have many reductions, denoted 33 by red(AT )). Thus core(AT ) = red(AT ). The core may be an empty set. Table 2 The discernibility matrix of Table 1 x i /x j
x 6
x 7
x 8 x 9
a 2 a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 a 2 a 3 a 5 x 2 a 1 · · · a 5 a 4 ∅ a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5
x 3 a 1 a 2 a 3 a 5 ∅ ∅ ∅ a 1 · · · a 5 a 1 · · · a 5 a 1 a 2 a 3 a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 a 2 a 3 a 5 x 4 a 1 · · · a 5 a 1 a 3 a 1 a 3 a 4 ∅ a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5 a 1 · · · a 5
The following property provides a judgement method of an attribute reduction of an IOIS. 
This completes the proof. function.
20
Property 5.3 provides a practical approach to attribute reduction in an interval ordered information system.
21
As follows, through employing an illustrative example, we analyze how to obtain attribute reductions from all attributes 22 of an IOIS.
23
Example 5.1 (Continued From Example 3.1). Compute all attribute reductions in Table 2 .
24
From the definition of discernibility matrix, we can obtain the discernibility matrix of this system (see Table 2 ).
25
Thus, one can obtain that
29
Therefore, there are four attribute reductions for this interval ordered information system, which are {a 1 , a 2 , a 4 }, {a 1 , a 4 , a 5 }, 30 {a 2 , a 3 , a 4 } and {a 3 , a 4 , a 5 }. Since the attribute a 4 being in every attribute reduction, a 4 is the core of this system with respect 31 to the dominance relation R AT . In other words, this attribute (criterion) is indispensable from the point of view of the ordering 32 of objects in Table 1 . and upper approximations of D i (i r) with respect to the dominance relation R A are defined as
Naturally, the A-boundaries of D i (i r) and D i (i r) can be defined as
The lower approximations R A (D i ) and R A (D i ) can be used to extract certain dominance rules, and the boundaries 31 Bn A (D i ) and Bn A (D i ) can be used to mine possible dominance rules from an interval ordered decision table.
32
In [24], an atomic expression over a single attribute a is defined as either (a, ) (according to increasing preference) 33 or (a, ) (according to decreasing preference) in an ordered information system. For any A ⊆ AT , an expression over A in In an OIS, a ∈ AT , v 1 ∈ V a , an atomic formula over a single attribute a ia defined as either (a, , v 1 ) (according to increasing 
(2) possible -dominance rules with the following syntax:
, then x 25 could belong to D i ;
26
(3) certain -dominance rules with the following syntax: (4) possible -dominance rules with the following syntax:
where A 1 = {a 1 , a 2 , . . . , a k } ⊆ C , A 2 = {a k+1 , a k+2 , . . . , a p } ⊆ C , C = A 1 ∪ A 2 , A 1 with increasing preference and A 2 with 33 decreasing preference, and (v a 1 , v a 2 , . . . , v a p ) ∈ V a 1 × V a 2 × · · · × V a p , i ≤ r. 34 Therefore, in an IODT, for a given upward or downward union D i or D j , i, j r, the rules induced under a hypothesis 35 that objects belonging to R A (D i ) or to R A (D i ) are positive and all the others negative suggest the assignment of an object to 36 ''at least class D i '' or to ''at most class D j '', respectively. Similarly, the rules induced under a hypothesis that objects belonging 37 to R A (D i ) or to R A (D i ) are positive and all the others negative suggest the assignment of an object could belongs to ''at 38 least class D i '' or to ''at most class D j '', respectively.
39
Now we employ an example to illustrate interval ordered decision tables and dominance rules extracted from this type 40 of ODT in the following.
41
Example 6.1. Let us consider an IODT, constructed from an IOIS in Table 1 and extended by decision attributes d as shown 42
in Table 3 .
43
From Table 2 , it is easy to see that
In this interval ordered decision table, because only two decision classes are considered, one can know that D 1 = D 1 and 
Therefore, we can obtain the following set of dominance rules from the considered interval ordered decision table: 5 r 1 : (a 1 , , 1) ∧ (a 2 , , 1) ∧ (a 3 , , 2) ∧ (a 4 , , 1) ∧ (a 5 , , 2) → (d, , 2) //supported by objects x 5 , x 7 , x 8 ;
2) //supported by objects x 9 ; 7 r 3 : (a 1 , , 2) ∧ (a 2 , , 2) ∧ (a 3 , , 3) ∧ (a 4 , , [0, 1]) ∧ (a 5 , , 3) → (d, , 2) //supported by objects x 10 ;
where the rules r 1 , r 2 , r 3 are certain -dominance rules and the rules r 4 , r 5 are certain -dominance rules.
13
For any dominance rule r : φ → ϕ, its certainty factor, support factor and coverage factor can be defined respectively as 14 follows:
The certainty factor can be interpreted as the frequency of objects having the property ϕ in the set of objects having the 20 property φ and the coverage factor as the frequency of objects having the property φ in the set of objects having the property 21 ϕ. And, the support factor denotes the probability of objects having both the property φ and the property ϕ within the 22 universe U.
23 Example 6.2. Compute three factors of the dominance rule r 1 in Example 6.1. 24 r 1 : (a 1 , , 1) ∧ (a 2 , , 1) ∧ (a 3 , , 2) ∧ (a 4 , , 1) ∧ (a 5 , , 2) → (d, , 2).
25
Computing these factors, we have that card( φ ) = 3, card( φ∧ϕ ) = 3, card( ϕ ) = 5 and |U| = 10; thus cer(r 1 ) = 1, 26 sup(r 1 ) = 0.3 and cov(r 1 ) = 0.6. 27
Attribute reduction in IODT 28
To extract more briefer dominance rules it is necessary to reduce some dispensable attributes in the condition part of a 29 given interval ordered decision table. In this section, an practical approach to attribute reduction in interval ordered decision 30 tables is established and an illustrative example is employed to show its mechanism.
31
Let S = (U, C ∪ {d}, V , f ) be an IODT and d is an overall preference of objects. Denoted by Table 3 is a consistent interval ordered decision table, where C = {a 1 , a 2 , a 3 , a 4 , a 5 } is the Table 4 The discernibility matrix of Table 3 x i /x j
x 7 x 8 x 9
x 10 
Then Dis * (x, y) is called a discernibility set for objects x and y and Dis * = (Dis * (x, y) : x, y ∈ U) is called a discernibility 7 matrix for this IODT.
8
Similar to complete ordered decision tables and incomplete ordered decision tables, we can get the following property. then M * is referred to as a discernibility function.
16
From the definition of discernibility function, we can design a practical approach to relative attribute reduction in an 17 IODT as follows. Table 3 .
25 Table 4 is a discernibility matrix of this consistent ordered decision table, where values of Dis * (x i , x j ) for any pair (x i , x j ) 26 of objects from U are placed.
27
From Table 4 , one can obtain that where the rules r 1 , r 2 , r 3 are certain -dominance rules and the rules r 4 , r 5 are certain -dominance rules. 
28
From the definition of dominance degree, we can get the dominance relation matrix of this Therefore, one can obtain that 32 D C (x 1 ) = 0.95, D C (x 2 ) = 0.70, D C (x 3 ) = 1.00, D C (x 4 ) = 0.85 and D C (x 5 ) = 0.60.
33
∧
In what follows, we rank these five projects according to the number of D C (x i ). A project with whole dominance degree 34 implies that it has higher investment venture.
35
x 3 x 1 x 4 x 2 x 5 .
36
Thus, the investment venture of project x 3 is highest and that of project x 5 is lowest. The decision maker may select the 37 project x 5 to invest.
38
From Table 5 , it is easy to see that Table 6 The discernibility matrix of Table 5 x i /x j
ARTICLE IN PRESS
In this interval ordered decision table, because only two decision classes are considered, one can know that D 1 = D 1 and 1 D 2 = D 2 . From Definition 6.1, we have that
And, we have that
Thus, it ∧ easily follows from Definition 6.2 that
Therefore, we can obtain the following set of dominance rules from the considered interval ordered decision table: To extract much simpler dominance rules, we compute relative attribute reductions of this decision table. From the 14 definition of consistency of a decision table, one can know that Table 5 is consistent. Therefore, the relative attribute 15 reductions of this decision table can be obtained by the proposed attribute-reduction approach in Section 7. Table 6 is the 16 discernibility matrix of this consistent decision table, where values of Dis * (x i , x j ) for any pair (x i , x j ) of projects are placed.
17
From Table 6 , one can obtain that where the rule r 1 is a certain -dominance rule and the rule r 2 is a certain -dominance rule. Therefore, management 33 venture, environment venture and production venture are three important venture factors for this investment issue. Rough set theory has been proved to be a useful mathematical tool for classification and prediction. However, as many 36 real-world problems deal with ordering objects instead of classifying objects, one of the extensions of the classical rough set 37 approach is the dominance-based rough set approach, which is mainly based on substitution of the indiscernibility relation 38 by a dominance relation. Interval information systems are an important type of data tables, which are generalized models of 39 single-valued information systems. We deal with interval ordered information systems and interval ordered decision tables 40 in present research.
41
In this paper, we have introduced a dominance relation to interval information systems and have given a ranking method 42 for all objects by using whole dominance degree of each object. Based on this dominance relation, we have established a 43 rough set approach in this type of OIS, which is mainly based on substitution of the indiscernibility relation by the dominance
