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Abstract
In Carlsson and Okounkov (preprint) [7], Okounkov and the author defined a family of vertex operators
on the equivariant cohomology groups of the Hilbert scheme of points on a smooth quasi-projective surface
as a characteristic class of certain canonical bundles on Hilb∗ S × Hilb∗ S. We then proved a bosonization
formula in terms of Nakajima’s Heisenberg operators (Nakajima, 1997 [23]). In this paper we apply this
operator in the special case when S = C2 with a particular action of a torus, and prove that the generating
functions of equivariant Chern numbers on Hilbn over n, are quasimodular forms in the generating variable.
This property determines the answer up to a finite-dimensional vector space of functions of the generat-
ing variable, q. These generating functions can be thought of as the analogous correlation functions to
Nekrasov’s partition function in rank 1.
We present a different proof of the bosonization formula which is based on the proof of a more general
formula in K-theory given in an upcoming paper by Nekrasov, Okounkov and the author (in prepara-
tion) [6], but specialized to the surface of interest. By altering a certain bundle that appears in Carlsson
et al. (in preparation) [6], and specializing the surface, the proof actually reduces to a much simpler self-
contained application of the infinite wedge representation. This picture is consistent with both the original
introduction of this operator in Nekrasov and Okounkov (2006) [26] and with Haiman’s character theory of
the Bridgeland, King and Reid isomorphism (Haiman, 2003 [11]).
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Let M(r, n) denote the moduli space of framed rank-r torsion-free sheaves with second Chern
class c2 = n, on P2, i.e.
M(r, n) = {(F,Φ)}/isomorphism (1)
where F is a torsion-free sheaf on P2 of rank-r , such that c2(F ) = n, and
Φ : F |P1∞ ∼=OrP1∞
is a trivialization of the restriction of F to the line at infinity, z = 0. Φ is called the framing of
the F . The existence of such a framing forces the first Chern class, c1(F ) to be 0. The above
definition is the set-theoretical description of a non-compact smooth algebraic variety of com-
plex dimension 2rn representing an obvious functor of points. In fact, M(1, n) is canonically
isomorphic to the Hilbert scheme of n points on C2 = P2 −P1∞. For a thorough treatment of this
moduli space, see [12,24].
Consider the action of a complex torus on M(r, n) whose fixed loci is a finite set, used in [25].
Let C∗ × C∗ act on P2 by
(z1, z2) · (x1, x2, x3) = (z1x1, z2x2, x3), (z1, z2) ∈ T = C∗ × C∗. (2)
This action preserves P1∞, and so it induces an action on M(r, n) by
g · (F,Φ) = (g∗−1F,g∗−1∣∣
P1∞
·Φ).
When r = 1, the fixed set is indexed by partitions of n corresponding to the monomial ideals
listed below. Otherwise, the general linear group GL(r,C) acts by left composition on the fram-
ing, Φ , with non-compact orbits. However, this group action commutes with T 2, and the fixed
loci of G = T 2 × T r−1, where
T r−1 = {(w1, . . . ,wr) ∣∣w1 · · ·wr = 1}
is the standard maximal torus in SL(r,C) ⊂ GL(r,C), is finite.
Given a compact oriented manifold X with an action of a compact torus, G, the localization
formula states that ∫
X
c =
∑
k
∫
Xk
i∗k c
e(NXk )
, c ∈ HG(X) (3)
where Xk are the connected components of XG, NXk is the equivariant normal bundle to Xk , and
e is the equivariant Euler class [10]. If XG is finite, the denominator becomes e(Tpk ), the Euler
class of the tangent space to X at pk . Explicitly, if
V =
⊕
Cλ, λ ∈ g∗C
λ
2890 E. Carlsson / Advances in Mathematics 229 (2012) 2888–2907is a decomposition of a G-representation into irreducibles, where g is the Lie algebra of G, then
e(V ) =
∏
λ
λ ∈ C[g∗]= HG(pt)
is the Euler class of an equivariant vector bundle over a point.
Given a non-compact manifold, there is no proper pushforward to a point, but the expression
above is well defined as long as the fixed loci are compact. We may therefore formally define
integration by this formula, which can be thought of as a way of regularizing non-convergent
integrals. When the space is compact, the denominators cancel to produce an element of C[g∗].
Otherwise, the integral is merely an element of the fraction field. This definition is a form of reg-
ularization for divergent integrals. Other than being natural, such a definition is well-warranted
by the fact that the Duistermaat–Heckman theorem holds in favorable non-compact circum-
stances [28]. As a result, such an integral may represent the integral of a differential form on
X dampened by a function that tends to one as the equivariant parameters tend to zero. As ex-
pected, the integral diverges as t ∈ g → 0.
The Nekrasov partition function is the generating function
Z =
∑
n
qrn
∫
M(r,n)
e
(
TβM(r, n)
) ∈ C(t1, t2, β,α1, . . . , αr)[[q]] (4)
of formal equivariant integrals with respect to the group action G× T × T r−1. Here t1, t2, β,α1,
. . . , αr are the standard basis of the Lie algebra of the group G × T × T r−1, where the first
and third factors act as described above, and the middle factor acts trivially. TβM(r, n) denotes
equivariant vector bundle which is non-equivariantly isomorphic to the tangent bundle, but where
the middle factor of T acts nontrivially by rescaling the fibers by u ∈ T . The integrand is the same
thing as the total Chern polynomial of the tangent bundle, in the variable β .
Physically, Z represents the partition function for a super-symmetric gauge theory on R4. In
supersymmetry, the partition function “localizes”, to produce an integral over a certain space of
classical solutions. These solutions, known as instantons, are parametrized up to gauge equiva-
lence by M(r, n). Z therefore provides a rigorous definition of such partition functions, which
one hopes would satisfy certain expected properties. Indeed, in [26], Okounkov and Nekrasov
proved a formula giving the expected relationship of Z to the Seiberg–Witten prepotential. For
more on the correspondence between instantons and coherent sheaves, known as the ADHM
correspondence, see [1,24,25]. For a readable introduction to Nekrasov’s partition function, see
Okounkov’s paper [27].
To motivate the tools in this paper, here is a summary of what Okounkov and Nekrasov’s
calculation looks like in the context of M(1, n) = Hilbn C2 in rank r = 1. First, the fixed points
of Hilbn C2 under G are the monomial ideals Iμ, indexed by partitions μ of n (see Section 2).
Z therefore becomes the sum
Z =
∑
μ
qn
wμ(β)
wμ(0)
(5)
where μ is a partition, and wμ = wμ,μ is the Chern polynomial of the character of the tangent
bundle at the point Iμ ∈ Hilbn C2, defined combinatorially below (16). We explain how they
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amounts to evaluating (5) at (t1, t2, β) = (t,−t,mt).
Let
Λ
∞/2
m (F)
denote the semi-infinite wedge representation of H= F · {vi | i ∈ Z} over a field F , whose basis
vectors are of the form
vμ,m = vμ1+m ∧ vμ2−1+m ∧ vμ3−2+m ∧ · · · . (6)
In particular, they are indexed by partitions. This may be thought of as the half-infinite exterior
power of H, and as such it defines a (projective) representation of GL(H), for many different
possible descriptions of GL(H) (convergence conditions on its matrix coefficients, for instance)
and its various subgroups.
Now consider the operator used in [26],
Wm(x) : Λ∞/20 → Λ∞/20 , Wm(x) · vμ =
∑
ν
x|ν|−|μ|
wν,μ(m)
wν,ν(0)
vν
where vμ = vμ,0. This is not an operator for any fixed value of x because its image is
not a finite sum of basis vectors. Instead, it is an operator-valued distribution, Wm(x) ∈
End(Λ∞/20 )[[x, x−1]]. On the one hand, the trace of this operator calculates Z,
Z = Tr
Λ
∞/2
0
qL0Wm(1), L0 · vμ = |μ|vμ,
since the off-diagonal terms of Wm(1) do not contribute to the trace. On the other, Wm(x) turns
out to be induced from an element of GL(H) which Okounkov and Nekrasov proved by calcu-
lating an infinite determinant:
Wm(x) = Γ m− (x)Γ −m+ (x) (7)
where
Γ±(x) = exp
(∑
n>0
x∓n
n
α±n
)
,
and αn ∈ gl(H) are the Heisenberg operators defined below. This expression is called a bosonic
vertex operator on Λ∞/20 . In fact qL0 also comes GL(H), and it is straightforward (see Lemma 3)
to deduce from these expressions that
Z =
∏
k0
(
1 − qk)m2−1, (8)
which is formula 6.12 in [26]. Notice that it is a modular form up to a power of q .
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is actually a rather common operator, appearing in many places outside of Hilbert schemes,
such as the boson–fermion correspondence in vertex algebras, see [8,13]. Also along the lines
of symmetric functions, Borodin studied Wm in relation with the cylindric Schur process [3],
in which he also proves of formula (7). The author has also shown that Wm and it’s properties
can be deduced using localization and the infinite Grassmannian in [5]. Within the context of
Hilbert schemes, it also appears in Grojnowski’s vertex operator description of the cohomology
of the rank one torsion free sheaves, with nonzero first Chern class [9,24]. See also [17] for more
on vertex algebras and the Hilbert scheme, and [18,22] for more on the setting of the general
group action. Another important appearance of vertex operators and Virasoro operators appears
in Lehn [16,15], in the context of Chern classes of tautological bundles on the Hilbert scheme
of a general surface. For vertex operators on the higher-rank general moduli spaces M(r, n), see
Licata and Savage [19,20]. Finally, vertex operators are ubiquitous in Haiman’s theory, discussed
below [11].
In [7], Okounkov and the author defined a general operator, WS,L, where S is a smooth,
possibly equivariant, quasi-projective surface, and L is a bundle on it. It has the property that
Wm = WS,L when
S = C2, T = C∗, z · (x, y) = (zx, z−1y) (9)
and L is the trivial line bundle on S twisted by the character zm of T . The distinguishing feature
of this vertex operator is that it is defined using characteristic classes of canonical vector bundles
on the Hilbert scheme, whereas the structures mentioned above are defined using geometric
correspondences. We generalized formula (7) to arbitrary smooth quasi-projective surfaces, and
applied it to new calculations, the simplest of which extends formula (8).
Subsequently, Okounkov, Nekrasov, and the author defined a more general operator still on the
equivariant K-theory groups of the Hilbert scheme in [6], and proved the analogous bosonization
formula, using completely different methods. In Theorem 1 of this paper we reprove formula (7)
using a variation of the K-theoretical proof, but which only applies for the surface of inter-
est (9). We do this because we do not need the more general operator WS,L, and because this
proof is actually the most elementary, and in fact reduces to a simple application of the infi-
nite wedge representation. It also retains the connection with Haiman’s character theory of the
famous Bridgeland, King and Reid isomorphism [4,11], which is the setting in [6].
We then apply this operator to the generating series of the analogous correlation functions to
Nekrasov’s partition function in the case r = 1,
F(k1, . . . , kN) =
∑
n
qn
∫
chk1(O/I) · · · chkN (O/I)e(Tβ Hilbn S) (10)
living in C[m][[q]], where S is as in (9). Here O/I is the canonical rank-n vector bundle on
M(1, n) = Hilbn C2 whose fiber over an ideal I ⊂O is H 0
C2
(O/I), and ch is the Chern character.
Physics aside, these functions represent multiplicative constants of products of Chern characters
of O/I against the total Chern polynomial of the tangent bundle.
Specifically, we will prove
Theorem 2. F(k1, . . . , kN) is a quasimodular form in q
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acter theory of infinite-dimensional Lie algebras, see [2,14]. This theorem classifies the functions
F(k1, . . . , kN) in a finite-dimensional vector space of dimension depending on ki . If S is a gen-
eral surface or C2, the answer is no longer quasimodular. It would be extremely interesting to
know what property should replace quasimodularity in the general case.
In Section 2, we apply the localization formula to express (10) as combinatorial series in q ,
a calculation which can be found in Nakajima [25]. In Section 3, we present the geometric con-
struction of this vertex operator in the case of the special group action (9), and present the proof
the bosonization formula, which comes from a convenient variation of the proof in K-theory
given in [6]. In Section 4 we use the bosonization formula to give an explicit formula for the
correlation functions, in terms of theta functions. We conclude with Theorem 2, which is the
quasimodularity result, and give an example which illustrates how it can be used to determine
F(k1, . . . , kN) for some fixed values of ki .
2. Localization
The localization formula makes Z into a completely combinatorial quantity, determined by
the character of the tangent bundle a fixed point of the Hilbert scheme. This was done in Naka-
jima [25], using the commuting operator picture. For the moment, we find it useful to consider
the general torus action (2), although this paper is concerned with the restricted action (9). Also,
we are only interested in the case r = 1, but the formula is similar for general rank, so we recall
it here for future reference.
It is simple to see that the fixed set under G = T 2 × T r−1 are the direct sums of monomial
ideals
M(r, n)G =
{
Iμ(1) ⊕ · · · ⊕ Iμ(r)
∣∣∣∑
i
∣∣μ(i)∣∣= n} (11)
where |μ| =∑k μk is the norm of μ, and
Iμ =
(
xμ1, xμ2−1y, . . . , y	(μ)
)
is the ideal of a zero-dimensional scheme supported on C2.
If F ∈M(r, n) is a sheaf, the tangent bundle to F is given naturally by
TFM(r, n) ∼= Ext1P2
(
F,F
(−P1∞)).
Here, naturally means in particular that it is an isomorphism of G representations. When F is the
direct sum of monomial ideals, the character is
ch
(
TFM(r,n)
)=∑
i,j
wjw
−1
i ch Ext
1
P2
(
Iμ(i) , Iμ(j)
(−P1∞)).
First, it follows from Serre duality that
Exti
(
Iμ, Iν
(−P1∞))= 0, i = 0,2,
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ch Ext1
(
Iμ, Iν
(−P1∞))= −χP2(Iμ, Iν(−P1∞)),
χS(F,G) =
2∑
i=0
(−1)i ch ExtiS(F,G),
where ch is the Chern character. See [25] for more details.
By the Grothendieck spectral sequence, this quantity is given by the Euler characteristic
2∑
i=0
2∑
j=0
(−1)i+jH i
P2
(
Extj
(
Iμ, Iν
(−P1∞))).
This can be computed by ˇCech cohomology, using the usual three-sheeted cover of P2. One
can also evaluate this with a standard trick: adding χP2(O,O(−P1∞)) contributes nothing to the
answer, but the resulting difference of sheaves vanishes along P1∞. As a result, the U and U\P1∞
terms in the ˇCech calculation agree, reducing it to just a single sheet C2 = P2 −P1∞. The answer
is
ch Ext1
P2
(
Iμ, Iν
(−P1∞))= χP2(O,O(−P1∞))− χP2(Iμ, Iν(−P1∞))
= χ(O,O)− χ(Iμ, Iν), χ = χC2 . (12)
These vector spaces are infinite-dimensional, but have finite-dimensional T -eigenspaces, so the
subtractions make sense as elements of C((z−11 , z
−1
2 )).
By Riemann–Roch, or an elementary calculation, these characters are given explicitly by
χ(Iμ, Iν) =
(
(1 − z1)(1 − z2)chH 0(Iμ)
)
chH 0(Iν) ∈ C
((
z−11 , z
−1
2
))
,
chH 0(Iμ) =
∑
i,j1, (i,j)/∈μ
z1−i1 z
1−j
2 , f (z1, z2) = f
(
z−11 , z
−1
2
)
, (13)
where we have identified μ with the subset {(i, j) ∈ N × N: j  μi}. Notice that we cannot
actually multiply the last two terms in (13). However, the product of the left two terms gives an
element of C(z1, z2), hence the parentheses.
Let us simplify (13):
χ(Iμ, Iν) = chH 0(Iμ)
(
1 − z−11
)
chH 0(Iν)(1 − z2)
= −
∑
i
z
−μi
1 z
1−i
2
∑
i
z1−i1 z
1−νti
2 (14)
where μt is the transposed partition. Substituting into (12) and simplifying gives
ch Ext1
P2(Iμ, Iν) = Eμ,ν =
∑
z
aμ()+1
1 z
−lν ()
2 +
∑
z
−aν()
1 z
lμ()+1
2 (15)∈μ ∈ν
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aμ(i, j) = μi − j, lμ(i, j) = aμt (j, i), = (i, j),
and μi = 0 if i > 	(μ). It is the character of the restriction of an equivariant bundle, E, on
Hilb∗ C2 × Hilb∗ C2 to a pair of fixed points, (Iμ, Iν). This is exactly the virtual bundle defined
in [7] when the surface is C2.
We may can now evaluate the partition function using the localization formula:
Z =
∑
μ(1),...,μ(r)
qrn
∏
i,j
wμ(i),μ(j) (t1, t2, β + αj − αi)
wμ(i),μ(j) (t1, t2, αj − αi)
,
wμ,ν(t1, t2, β) =
∏
∈μ
(
β + aμ()t1 + t1 − t2lν())
·
∏
∈ν
(
β − aν()t1 + t2lμ()+ t2). (16)
In this paper we restrict ourselves to the action of the subtorus (9), which vastly simplifies the
partition function because the equivariant canonical bundle of C2 becomes trivial, causing many
difficult terms to vanish. Combinatorially, this specialization amounts to substituting t1 = −t2 = t
into (16) to produce
wμ,ν(m) = t |μ|+|ν|
∏
∈μ
(
m+ aμ()+ lν()+ 1)
·
∏
∈ν
(
m− aν()− lμ()− 1), β = mt. (17)
We also obtain a replacement for (14),
Eμ,ν = χ∅χ∅ − χμχν, χμ(z) =
(∑
i
z−μi+i−1 − zi−1
)
+ 1
1 − z . (18)
Notice that the expansion of χμ about zero is the character of the vector space Iμ/xIμ, as an
element of C((z)).
Finally, we have the formula for correlation functions for r = 1 from the introduction,
F(k1, . . . , kN) =
∑
μ
qn
∏
i
(
tki
ki !
∑
(i,j)∈μ
(i − j)ki
)
wμ,μ(m)
wμ,μ(0)
. (19)
For convenience, we will ignore the power of t for the rest of the paper.
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In this section we give a geometric construction of the operator Wm(x), and prove the
bosonization formula in terms of Heisenberg operators, justifying the term vertex operator. These
Heisenberg operators can be identified with Nakajima’s geometric correspondences on the ho-
mology of the Hilbert scheme [23]. In fact, Okounkov and the author used this fact to give a
geometric proof of the bosonization formula [7]. In this paper, we give an elementary variation
of the proof of the more general formula on K-theory, which applies to the general torus [6].
Let
V=
(⊕
n
H ∗T
(
Hilbn C2
))∗ ∼=⊕
μ
C
(
t∗
) · i∗μ, t = Lie(T ) (20)
where the dual is over C(t∗), T is the action (9), and
iμ : pt → Iμ ∈
(
Hilbn C2
)T
is the inclusion of a fixed point. V is a vector space over this field, whereas the equivariant
cohomology groups are merely a module over C[t∗]. We find it more convenient to consider the
dual to cohomology, so that a cohomology class defines a linear functional on V.
By the localization formula, the dual of the inner-product∫
Hilb
x ∪ y
is just the Euler class of the tangent bundle,
(
i∗μ, i∗ν
)= δμ,νe(TIμ Hilbn) = δμ,ν(−1)|μ|t2|μ| ∏∈μh()2. (21)
We also have a Hermitian inner-product
〈
c, c′
〉= (c¯, c′), c¯ = (−1)dc, (22)
when c ∈ V has degree 2d .
Now define a map Φ : V→ Λ∞/20 by
Φ : i∗μ → aμ(t)−1vμ, aμ(t) =
1
t |μ|
∏∈μ h() , (23)
which is an isomorphism of inner-product spaces, with respect to the Hermitian inner product on
Λ
∞/2
0 (C(t)) in which vμ are orthonormal, and the conjugation is
f (t) = f (−t).
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which is essentially a specialization of the Frobenius character of the BKR isomorphism as in
Haiman [4,11].
We define Wm(x) as a characteristic class on V×V,
Wm(x) : V→ V,〈
i∗μ,Wm(x) · i∗ν
〉= x|μ|−|ν|e(zm · (iμ × iν)∗E)= x|μ|−|ν|wμ,ν(m). (24)
The expression of Wm(x) under Φ is the operator described in the introduction. Let
ψk · vμ,m = v−k ∧ vμ,
〈
ψ∗k · u,v
〉= 〈u,ψk · v〉, (25)
and
αn =
∑
j∈Z
ψn+jψ∗j , (26)
the usual Heisenberg operators on Λ∞/20 satisfying
ψkψ
∗
l +ψ∗l ψk = δk,l, [αk,αl] = kδk,−l . (27)
Theorem 1. As an operator valued distribution, on Λ∞/20 ,
ΦWm(x)Φ
−1 = Γ m− (x)Γ −m+ (x)
where
Γ±(x) = exp
(∑
n>0
x∓n
n
α±n
)
.
Again, this fact can be found in many other places such as [3,7,5,26], but we present a varia-
tion of the proof of the harder formula K-theory in [6]. The proof here is both meaningful and
completely elementary, but unlike the harder result, it applies only to the surface (9).
First, we need to connect V to Λ∞/20 . Let Λ
k
N denote the vector space of symmetric polyno-
mials of degree k in N variables. The projection maps
pM,N : ΛM → ΛN, pN(f )(x1, . . . , xM) = f (x1, . . . , xN ,0, . . . ,0)
form and inverse system. Let Λk denote the inverse limit, as in Macdonald’s book [21],
Λk = lim←N Λ
k
N, Λ
∗ =
⊕
k
Λk.
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ρN : f ∈ Λ∗N → f ·,  =
∏
i<j
(xi − xj ).
The image lies in the alternating polynomials
C[x1, . . . , xN ](−) ∼=
(
C[x1] ⊗ · · · ⊗ C[xN ]
)(−)
= ΛN (C[x])∼= ΛN (x1−N · C[x]).
This map intertwines the above inverse system with the direct system
iN : ΛkN(C) → ΛkN+1(C), iN (v) = v ∧ v−N,
inducing the map
ρ : Λ∗ → Λ∞/20 , ρ(sμ) = vμ (28)
which is an isomorphism of inner-product spaces. The point here is that  is the factor in
Weyl’s integration formula.
Let V denote the closure of V with respect to the t-grading, and
V˜=
⊕
μ
C(z) · i∗μ ↪→ V, zk → etk,
the image of KT (Hilbn) under the Chern character map. Consider two different descriptions of V˜:
first is the map
Φ˜ : V˜→ Λ∞/20
(
C(z)
)
, Φ
(
i∗μ
)= a˜μ(z)−1vμ,
a˜μ(z) = sμ
[
1
1 − z−1
]
= z
−n(μ)∏∈μ(1 − z−h()) . (29)
This is an isomorphism of Hermitian inner-product spaces with respect to the Hermitian inner-
product
〈u,v〉 =
∫
u¯v td(Hilb). (30)
Explicitly,
〈
f i∗μ,gi∗ν
〉= f¯ gδμ,ν ∏∈μ
(
1 − zh())(1 − z−h()),
where f (z) = f (z−1).
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Φ˜
(
i∗μ
)= (FΦ0 ch−1)([Iμ])[p1(1 − z−1)]
where
Φ0 : KT (Hilb) → KT×Sk
(
C
2k)
is the Bridgeland King and Reid isomorphism, F is the Frobenius character, and f [p1(1 − z−1)]
is the image of f under the plethystic homomorphism
pk → pk
(
1 − z−k).
See Bridgeland, King and Reid, and Haiman [4,11]. On the other hand, Φ˜ agrees with Φ to
lowest order in t .
The second map is by Adams operations on the infinite-dimensional bundle whose fiber over
I ∈ Hilbn C2 is I/xI ,
Φ ′ : Λ∗ → V∗, Φ ′(f )(i∗μ)f [ch Iμ/xIμ],
where f [ch Iμ/xIμ] is the evaluation of f at the T -character of the infinite-dimensional vector
space Iμ/xIμ. This can be understood either as the limit
lim
N→∞f
(
z−μ1 , z−μ2+1, . . . , z−1+N
) ∈ C(z) ⊂ C((z)),
or as the image of f under the homomorphism given by
pk → χμ
(
zk
)
.
Proposition 1. As an element of End(Λ∞/20 )((z)), Φ˜−1Φ ′ρ−1 is given by
Γ (z) = (−1)L0z− 12L−1Γ−
[
− z
1/2
1 − z
]
Γ+
[
− z
1/2
1 − z
]
z−
1
2L−1(−1)L0 ,
where
Γ±[f ] = exp
(∑
k1
f (zk)
k
α±k
)
,
Lk · vμ =
(∑
i
(μi − i + 1)1−k − (−i + 1)1−k
)
vμ.
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Cherednik-type identity for Macdonald polynomials rather than the map to the infinite-wedge
representation and the map ρ [6].
Proof of Proposition 1. By the determinantal formula for the Schur polynomial,(
sμ, Φ˜Φ
′sν
)= aμ(z−1) lim
N→∞ sν
(
z−μ1 , z−μ2+1, . . . , z−1+N
)
= aμ
(
z−1
)
lim
N→∞
det(z−kl)μi−i+1,νi−i+1
det(z−kl)μi−i+1,−i+1
= lim
N→∞
det(z−kl)μi−i+1,νi−i+1
det(z−kl)−i+1,−i+1
.
This is the matrix element of vμ, vν of the projective representation Λ∞/20 applied to the infinite
matrix akl = z−kl , which is a well-defined element of C((z)). Multiplying on the left and right
by the infinite diagonal matrix dkk = zk2/2 transforms the matrix akl into bkl = z(k−l)2/2, and
produces the z 12 L1 terms.
What now remains is to give an LU decomposition of bkl , inducing the decomposition in the
lemma. First, notice that
b = θ00(u, z) =
∑
k
zk
2/2uk, u(vi) = vi+1,
so finding an LU decomposition amounts to expressing θ00(u, z−1) as a product of a holomorphic
function of u with a holomorphic function of u−1. This is just the Jacobi triple product,
θ00(u, z) =
(−u−1z1/2; z)∞(−uz1/2; z)∞(z; z)∞, (x;q)∞ =∏
k
(
1 − xqk).
Applying the Λ∞/20 representation to each piece, and noticing that multiplying by the constant
(z; z)∞ has no effect under a projective representation, we easily obtain the vertex operators in
the lemma. 
The remainder of the proof of Theorem 1 is the same as in [6]:
Proof of Theorem 1. Consider the modified operator
W˜μ,ν = Ωu[chEμ,ν] = Ωu[χ∅χ∅]Ωu[−χμχν],
W˜zm = (−1)L0Wm(−1)L0 + h.o.t., Ωu =
∑
k0
(−u)kek.
Cauchy’s formula says that
Ωu[−XY ] =
∑
u|μ|fμ[X]gμ[Y ],
μ
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W˜λ,ν = Ωu[χ∅χ∅]
∑
μ
u|μ|fμ[χλ]gμ[χν]
= Ωu[χ∅χ∅] 〈vλ,Γ (z
−1)uL0Γ (z) · vν〉
aμ(z−1)aν(z)
.
Now apply the commutation relations
Γ±[f ]uL0 = uL0Γ±
[
f u∓1
]
,
where we evaluate at both f (zk, uk) in the definition of Γ±[f ] for a function of the two variables
z and u, and
Γ+[f ]Γ−[g] = Γ−[g]Γ+[f ] exp
(∑
k1
f (zk, uk)g(zk, uk)
k
)
,
to get
Φ˜W˜uΦ˜
−1 = (−1)L0Γ−
[
1 − u
1 − z
]
uL0Γ+
[
1 − u
1 − z−1
]
(−1)L0 .
When u = zm, this expression agrees with the vertex operator expression for Wm to lowest order
in t , proving the theorem. 
4. Correlation functions
Before calculating the correlation functions (10), we need to express operation of the cup
product with the canonical bundle in terms of our vertex operators. For the general torus ac-
tion, the analogous formula is less clear. Notice that conjugating Wm(x) by the isomorphism
Qa · vμ,m = vμ,m+a gives an operator on Λ∞/2a for all a. Let
ψ(x) =
∑
k
ψkx
k, ψ∗(x) =
∑
k
ψ∗−kxk
and
α0 · vμ,a = avμ,a.
Lemma 2. Under the isomorphism Φ ,
(a) ψ(x) = Qxα0W1(x), ψ∗(x) = x−α0Q−1W−1(x).
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· ∪ chk(O/I) = 12πik!
[
zky0
]
· 1
1 − x
(
1
1 − x−1 − Γ−(xy)Γ
−1+ (xy)Γ−(y)−1Γ+(y)
)
, (31)
where
x = e−2πiz, Γ±(x) = Γ±
[
x∓
]
.
Proof. The first statement can be seen directly from the localization expression for Wm, or by
comparing Theorem 1 with the boson–fermion correspondence [8,13]. The second statement
follows from
[
y0
]
ψ(xy)ψ∗(y)vμ = χμ
(
x−1
)
vμ. 
Lemma 3. If |qyj | < |xi | then
TrqL0Γ−(y1)bn · · ·Γ−(yn)bnΓ+(x1)a1 · · ·Γ+(xm)am
= (q;q)−1∞
∏
i,j
(
yjx
−1
i ;q
)−aibj
∞ . (32)
Proof. Using the relation
Γ+(x)Γ−(y) =
(
1 − yx−1)−1Γ−(y)Γ+(x) (33)
in the range |x| > |y|, we get
f (y1, . . . , yn;x1, . . . , xm) = TrqL0Γ−(y1)b1 · · ·Γ−(yn)bnΓ+(x1)a1 · · ·Γ+(xm)am
= TrqL0Γ−(y2) · · ·Γ−(yn)bnΓ+(x1)a1 · · ·Γ+(xm)amΓ−(qy1)b1
=
∏
i
(
1 − qy1x−1i
)−a1bj f (qy1, y2, . . . , yn;x1, . . . , xn)
=
∏
i
(
y1x
−1
i q;q
)−a1bj
∞ f (y2, . . . , yn;x1, . . . , xm).
The claim follows by induction and the base case
f (∅;x1, . . . , xm) = TrqL0 = (q;q)−1∞ ,
where the first equality holds because Γ+ is lower-triangular. 
These two lemmas combine to give
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θ(x, q) =
∑
k
(−1)kxkqk(k+1)/2 = (xq;q)∞
(
x−1;q)∞(q;q)∞.
Then
F(k1, . . . , kn) =
(
(q;q)m2−1∞
(2πi)N
)∫
1
dz1
z
k1+1
1
· · ·
∫
N
dzN
z
kN+1
N
·
b1i+1∫
b1i
dw1 · · ·
bN i+1∫
bN i
dwN G(x1, . . . , xN ;y1, . . . , yN),
where in integrals over the wj , the zi and bi are chosen so that
1 < |yN | < |xNyN | < · · · < |x2y2| < |y1| < |x1y1| <
∣∣q−1∣∣. (34)
The integral over j is the coefficient of zkjj of the Taylor series of the resulting holomorphicfunction of zj at zero. The integrand is given by
G(x1, . . . , xN ;y1, . . . , yN) =
(∏
j
1
1 − xj
) ∑
S⊂{1,...,N}
(−1)n
·
( ∏
j /∈S
1
1 − x−1j
)
H(xi1, . . . , xin;yi1, . . . , yin)
where S = {i1 < · · · < in}, and
H(x1, . . . , xn;y1, . . . , yn) = (q;q)3n∞
(∏
i
1
θ(xi, q)
)(∏
i<j
θ(yiy
−1
j , q)θ(xiyix
−1
j y
−1
j , q)
θ(yix
−1
j y
−1
j , q)θ(xiyiy
−1
j , q)
)
·
(∏
i
θ(xiyi, q)
θ(yi, q)
)m
. (35)
Proof. The range is chosen to that (33) applies. Now apply Lemmas 2 and 3 to
F(k1, . . . , kN) = Tr
(· ∪ chk(O/I)) · · · (· ∪ chk(O/I))Wm(1). 
5. Quasimodularity
We now prove a theorem that classifies F(k1, . . . , kN) as an element of a finite-dimensional
vector space of functions of q called quasimodular forms. The facts about theta functions and
quasimodular forms in this section are all from Okounkov and Bloch [2] and Kaneko and Za-
gier [14].
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θ11(z, τ ) = θ11(x, q) = x1/2θ(x, q)(q;q)−3∞
= η(q)−3
∑
n
(−1)nq(n+1/2)2/2xn+1/2, x = e2πiz, q = e2πiτ
denote the Riemann theta function. The coefficients of θ11(x, q) live in an interesting algebra of
functions of q known as quasimodular forms, due to the functional equation for θ11(z, τ ). We
have given a direct calculation of these correlators, but it would be very interesting to have a
direct proof of this property using the geometry of Hilbert schemes. However, see Zhu [29] for
the appearance of modular forms in vertex algebras.
Let us describe the coefficients of θ11(z, τ ). Let
E2k = −B2k2k +
∑
n1
(∑
d|n
dk−1
)
qn,
the classical Eisenstein series, for k  1. Here B2k are the Bernoulli numbers, B2 = 1/6, B4 =
−1/30, B6 = 1/42, etc.
Lemma 5. (See Okounkov and Bloch [2].)
θ11(z, τ ) = a1(q)z + a3(q)z3 + · · ·
where ak(q) ∈ C[E2,E4,E6]. Furthermore, if Ek has weight k, then ak(q) has weight k − 1.
Elements of C[E2,E4,E6] are called quasimodular forms for the full modular group Γ ,
which were introduced by Kaneko and Zagier in [14]. They contain the set of modular forms,
and also the element E2, which has the property
E2
(
aτ + b
cτ + d
)
= (cτ + d)2E2(τ )− c(cτ + d)4πi .
We do not explain their theory here, since the above lemma is the only property we use. We
mention that in their paper, Bloch and Okounkov proved that the characters of the Virasoro
action on Λ∞/20 are quasimodular forms.
We now prove the following classification of the correlation functions:
Theorem 2. As a function of q , F(k1, . . . , kN)(q;q)1−m2∞ is a quasimodular form of weight
 2N +∑i ki . As a function of m, it is a polynomial of degree 2∑i ki+12 .
Proof. We will say that a meromorphic function f (z, q) has weight k if
f (z, q) =
∑
ai(q)z
i ∈ C[[q]]((z))i −K
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have weights ∓1 respectively. If wt(ai) i + k then we will say wt(f ) k, so for instance the
function (1 − z)−1 would have weight  0. Define the weight of a product
∏
i
fi(c1z1 + · · · + cNzN + d1w1 + · · · + dNwN,q)
as the sum of the weights of fi .
Suppose temporarily that m is an integer. Let
A =
∏
i
e(m−1)πizi
θ11(−zi, τ ) , B =
∏
i<j
θ11(wi −wj , τ)θ11(wi −wj + zj − zi, τ )
θ11(wi −wj + zj , τ )θ11(wi −wj − zi, τ ) ,
C =
(∏
i
θ11(wi − zi, τ )
θ11(wi, τ )
)m
, X′ =
ib1+1∫
ib1
dw1 · · ·
ibN+1∫
ibN
dwN X.
Here X = B,C, and ABC agrees with H . Notice that BC has weight 0. By the theta relation
θ(z + τ, τ ) = −e−2πi(z+τ)θ(z, τ ),
we find that BC → e2πimziBC under wi → wi + τ . Then
ibj+1∫
ibj
dwj BC = 11 − e2πimzj
( ibj+1∫
ibj
dwj BC −
ibj+1+τ∫
ibj+τ
dwj BC
)
= 1
1 − e2πimzj
∫
j
dwj BC,
where j is the parallelogram with vertices ibj , ibj + 1, ibj + 1 + τ, ibj + τ . Repeating this
process, we get
A(BC)′ =
(∏
j
e(m−1)πizj
(1 − e2πimzj )θ11(−zj , τ )
)∫
1
· · ·
∫
N
BC,
which is a simple residue calculation when m is an integer.
Each residue has the effect of replacing one of the variables by a linear combination of the
others, and replacing some terms in the product by a scalar function of q , such that the weight
of the product is decreased by at least 1. On the other hand the product of the outer term in the
above formula with the (1 − e−2πizj )−1 terms in the formula for G has weight  3N , there are
2N total residues, and z−(kj+1) has weight kj + 1, soj
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(
F(k1, . . . , kN)
)
 3N − 2N +
∑
j
(kj + 1),
which is the desired answer.
It remains to show that F is a polynomial in m. This resolves the assumption that m is an
integer, since polynomials which agree on the integers are equal. To do this, check that(
d
dm
)n∏
i
(
θ(wi − zi, τ )
θ(wi, τ )
)m
=
(∑
i
log θ(wi − zi, τ )− log θ(wi, τ )
)n
vanishes to order n in z1, . . . , zN . In other words, taking fewer than n derivatives total in any of
the variables z1, . . . , zN and evaluating at zj = 0 gives zero identically in wj , τ . The expression
B is holomorphic near zi = 0, and
1
(1 − e2πiz)θ(zi, τ )
has a pole of order 2 at zi = 0, and only even terms in the Laurent expansion. This explains the
funny expression for the degree as a polynomial in m. 
We conclude with an example. Let us evaluate F(1,3;q,m) in terms of quasimodular forms.
By formula (19),
F(1,3;q,m) =
(
1
3
− 5
12
m2 + 1
12
m4
)
q2 +
(
9 − 49
4
m2 + 7
2
m4 − 1
4
m6
)
q3 + · · · .
According to the theorem, F(1,3, q,m)(q;q)1−m2∞ is a polynomial of degree 6 in m, and a quasi-
modular form of weight  8 in q . Solving for the low-order terms reveals that
F(1,3)(q;q)1−m2∞ =
(
2
18
− 1
36
m2 − 1
9
m4 + 1
36
m6
)
E32
+
(
− 1
36
− 1
144
m2 − 1
36
m4 − 1
144
m6
)
E2E4
+
(
− 35
21 600
+ 35
86 400
m2 + 35
21 600
m4 − 35
86 400
m6
)
E6
+
(
−8
3
+ 14
3
m2 − 7
3
m4 + 1
3
m6
)
E42
+
(
−2
3
+ 7
18
m2 + 7
18
m4 − 1
9
m6
)
E22E4
+
(
25
63
− 25
54
m2 + 25
432
m4 + 25
3204
m6
)
E24
+
(
13
180
− 77
720
m2 + 7
18
m4 − 1
240
m6
)
E2E6.
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