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Abstract—This paper introduces a new methodology to account
for Doppler blind zone constraints, arising, for example, in ground
moving target indicator (GMTI) tracking applications. In such
problems, target measurements are suppressed when the range
rate (Doppler) of the target drops below a specified threshold
in magnitude (the minimum detectable velocity). The proposed
method, employing Gaussian mixture approximations to the fil-
tering density, differs from earlier Gaussian mixture approaches
in the way missed measurements are modelled. The distinctive
feature of the algorithm, as compared with other Gaussian mix-
ture filters, is that it is based on an exact calculation of the filtering
density when a measurement is not recorded. Algorithms that
result from applying this methodology are simple to implement
and computationally undemanding. Simulation results indicate a
uniform improvement in estimation accuracy over that of earlier
proposed analytic techniques, and a tracking performance com-
parable to that of state-of-the-art particle filters.
Index Terms—Bayesian methods, blind Doppler, ground moving
target indicator (GMTI) radar, minimum detectable velocity,
target tracking.
I. INTRODUCTION
I N this paper we continue our study, early results of whichwere reported in [5] and [6], into a class of ground moving
target indicator (GMTI) tracking problems. Here, the sensor
provides noisy measurements of target range, bearing and range
rate.
A distinctive feature of GMTI trackers, as commonly im-
plemented, is the introduction of a sensor data pre-processing
stage, in which measurements are deliberately suppressed,
whenever the magnitude of the range rate drops below a spec-
ified threshold (the Minimum Detectable Velocity ). The
purpose of artificially introducing the ‘Doppler blind zone’ (the
region of the state space in which the range rate magnitude is
small) is to separate out moving objects of interest from heavy,
static clutter.
For such a set-up, the occurrence, or non-occurrence, of a
measurement in itself provides information about target motion.
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A key question in GMTI tracker design is how to exploit this
information.
In this paper we introduce a new Gaussian mixture filter for
GMTI tracking that takes account of the Doppler blind zone in
a particularly effective way, and give full details of the analysis
underlying its construction. (We also allow for a non-unit proba-
bility of detection, unrelated to the location of the measurement
relative to the Doppler blind zone).
The proposed filter, which we refer to as the noise related
doppler blind mixture filter (NRDB), propagates a Gaussian
mixture approximation of the conditional density of the state
given measurements up to the present time. The algorithm is
based on an exact calculation of the updated density, given a
Gaussian mixture prior. The updated density, which is calcu-
lated by conditioning on the events that the measured range rate
lies in (or fails to lie in) the Doppler blind region, has the form
of a weighted sum of densities that are easily calculated. The
component densities are then approximated by Gaussian densi-
tites with matched first and second moments.
The NRDB filter is constructed according to the same philos-
ophy—performing exact calculations of densities as far as pos-
sible before introducing approximations—as the blind doppler
mixture filter (BDMF) announced in [5] and elaborated (to take
account of multiple models and the presence of clutter) in [6].
But the new filter differs from these predecessors, because it is
based on a different model of the mechanism for suppressing
measurements in the Doppler blind zone; according to the new
model a measurement is returned, depending on whether the ob-
served value of the noise-corrupted range rate is located in the
Doppler blind zone, the latter being modeled as a binary region.1
For the measurement model employed in the construction of the
algorithm of [5], by contrast, the suppression of a measurement
is based on the location of the exact range rate relative to the
Doppler blind zone.
We note that the new model is better matched to the practical
data gathering process, since the decision to suppress a measure-
ment is made on the basis of the noise-corrupted, not the exact,
range rate observations. Surprisingly, even though the new filter
is based on a more realistic noise process model, it is both sim-
pler to implement and less computationally demanding than its
predecessor [5].
Other filtering schemes based on matching first and second
moments, preceeding [5] and [6], have been proposed for GMTI
1There is either none, or there is a complete measurement attenuation, de-
pending on the location of the noisy range rate relative to the Doppler blind
zone.
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tracking. One example is the algorithm of [14] and [17], in
which lost measurements are modelled indirectly, within a mul-
tiple model framework to describe the state process. A ‘stopped’
model accounts for the suppression of a measurement when the
state enters the Doppler blind zone.
Another Gaussian mixture tracking algorithm, which is closer
in spirit to ours because the loss of a measurement is accommo-
dated within the model of the measurement process, is due to
Koch et al. [15], [16]. Their algorithm, in common with ours,
propagates Gaussian mixture approximations to the conditional
density of the target state, but it does so in a different way:
account is taken of the Doppler blind zone, by constructing a
suitable state-dependent detection probability, which takes low
values inside the zone. The tracker takes the form of a Gaussian
mixture Kalman filter, in which negative weights may possibly
arise. The algorithm in effect softens the Doppler blind zone
constraint through the introduction of a fictitious measurement,
as compared with our approach which takes account of the con-
straint directly.
A more recent approach to the problem of state dependent
detection and tracking, generalizing the ideas of [16] to arbi-
trary Gaussian mixture approximations of the detection prob-
ability, is presented in [20]. The algorithm of [20] also com-
bines the problem of state dependent detection probability with
target existence techniques, so as to discriminate between false
tracks in multitarget cluttered environments. In contrast to [16],
an extra approximation stage is introduced in order to replace
the resulting ‘negative’ Gaussian mixture with one of strictly
positive mixture weights, thus improving algorithmic stability.
However, when specifically applied to GMTI problems, this al-
gorithm does not significantly depart from the modeling ideas
presented in [16].
We mention also that the construction of a recently proposed
filter [10] for tracking problems involving quantized measure-
ments, while not explicitly addressed at GMTI tracking prob-
lems, employs some similar probability calculations.
The simulations reported in Section V demonstrate a uni-
form reduction in estimation error achieved by the new filter
as compared with earlier proposed methods based on Gaussian
or Gaussian mixture approximation (the EKF and the state
dependent probability of detection approach of Koch et al.
[16]). The new algorithm achieves, furthermore, the accuracy
of a high order SIR particle filter ([1], [12], [21]) at greatly
reduced computational cost. The improvements in performance
of our method over the “fictitious measurement” approach of
Koch et al. is a consequence of a more accurate approximation
of the conditional density when a measurement is suppressed,
employed in our algorithm. Multiple model versions of the
new algorithm match, and in some challenging scenarios
outperform, the ‘stopped’ model algorithms of Kirubarajan
et al. [14].
The paper is organized as follows. The tracking problem is
defined in Section II. Section III summarizes calculations re-
quired for the derivation of the tracking algorithm in Section IV.
In Section IV, we describe the proposed methodology, and out-
line an algorithm based on its implementation. Section V re-
ports on simulations involving the proposed algorithm and ear-
lier trackers. Concluding remarks appear in Section VI.
Notation: in the following, denotes the density
of a normally distributed random vector , with mean and
covariance . is used to denote the indicator function:
, if , and , if . Given a
sequence of variables and integers , with , we
write for the collection of variables .
II. THE TRACKING PROBLEM
The time-dependent -dimensional state vector , de-
scribing motion of a target, evolves according to the equation
in which is an matrix and, for each , is an -vector.
, the ‘system noise’ process, is a sequence of independent
Gaussian random variables .
The components of the state vector will, in some cases,
comprise the Cartesian coordinates and the velocity components
of the target. But, in other cases, the state might incorporate
additional components to take account of coloured noise effects,
motion of the sensor platform, etc. The vector represents a
deterministic (control) input. There are no restrictions on the
dimension of the state vector.
Let be the ‘dimensionality’ of the Cartesian position of the
target (for measurements in the plane and 3-D space, takes
the values 2 and 3, respectively). To develop a model for the
observations, we introduce a -dimensional time-varying dis-
placement vector according to
Here, for each , is a deterministic -vector, and is a
matrix. has the interpretation of the Cartesian coor-
dinates of the position of the target relative to the sensor plat-
form position (the location of the sensor platform is assumed
perfectly known). We also introduce the -dimensional target
velocity vector . We assume that can be expressed as a
linear function of the state
for some matrix .
With the previous definitions,2 the range , azimuth angle ,
elevation angle and range rate of the target are expressible
in terms of the displacement and the state vectors, and , as
follows (in the case ):
where we note that is the -dimensional bearing vector
(vector of direction cosines), and is a nonlinear function of the
state vector . The azimuth and elevation angles and are
associated with the bearing vector as shown above. Note also
that, in the above definitions, we have assumed that the range-
rate is compensated for platform motion.
2For a possible choice of the vectors   ,   and matrices   and   , see
the example application in Section V describing simulation results.
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Now introduce the signal (the ‘enhanced’ measurement) ,
obtained by assembling range, azimuth, elevation and range rate
as a -vector and adding Gaussian noise
(1)
Here, is a sequence of independent Gaussian random
variables . is a diagonal matrix,
whose diagonal elements comprise
the measurement noise variance in range, azimuth, elevation
and range rate.
Construction of the observation process model also requires
introduction of the sequence of independent discrete
random variables taking values 0 or 1 (the ‘detection variables’)
for which
Here, , the probability of detection, is some constant,
. It is assumed that , , and are inde-
pendent. Note that we assume the probability of detection
to be constant outside the blind zone. In some applications (not
covered here) it is more appropriate to assume that depends
on the state .
The observation process takes values in . Here,
denotes a ‘missing’ measurement. If a measurement is recorded,
coincides with the enhanced-measurement . If a measure-
ment is not recorded, . The precise circumstances under
which a measurement is not recorded are: either the target is not
detected3 or the target is detected but lies in
the Doppler blind zone, i.e. where is the interval
The constant is termed the minumum detectable velocity
threshold. Accordingly
if or
if and (2)
The tracking problem is to obtain recursive formulae, pro-
viding accurate approximations to the conditional mean and co-
variance of the state at time , given the observation history
up to time , .
III. PRELIMINARY ANALYSIS
The distinctive feature of the proposed filter is the manner in
which it takes account of the information that a measurement
has been suppressed, when the measured range rate lies in the
Doppler blind zone. It makes use of formulae for the conditional
mean and covariance of a random variable , given that a scalar
measurement lies in a specified interval . In constructing the
algorithm we will of course identify with the current state and
interpret ‘ ’ as ‘a measurement is suppressed’. The rele-
vant analysis is summarized as the following proposition, which
is the result of routine calculations (see e.g. [9] for a proof):
3A detection event, in this context, is identified with the thresholding problem
     of the sensor, and is not to be confused with the Doppler blind zone
criterion.
Proposition 1: Take independent random variables
and and an interval .
Define the scalar random variable to be
(Here , are given -vectors, is a given covariance
matrix, and ). Write
Then
(3)
(4)
where
(5)
(6)
(7)
Furthermore
(8)
(9)
where
Here, and below, denotes a normalizing constant ensuring that
a probability density integrates to unity. In this case
We emphasize that the formulae in this proposition, ex-
pressing the first two conditional moments of given
in terms of simple evaluations of a scalar normal density and
the complementary error function, are exact.
IV. ESTIMATION METHODOLOGY INCORPORATING
THE DOPPLER BLIND ZONE
A. Conditional Density Calculations
Consider the GMTI tracking problem formulated in Sec-
tion II. The proposed filter propagates an approximation to
the conditional density of the state given the measurement
history , in the form of Gaussian mixtures. The construction
of the filter at time is based then on the assumption that the
conditional density at time takes the form
(10)
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where the integer , the ‘weights’ , the vectors
and the covariance matrices are given parameters. The
filter generates an approximation
(11)
to the conditional density , taking account of the new
measurement (or its absence), which will be used as data for the
next iteration at time .
Denote by the enhanced-measurement at time , when the
components are expressed in Cartesian coordinates
(12)
(We treat the 3-D space problem here: .) The range-rate
component is not transformed, i.e. . For purposes of
filter construction, we assume that is modelled by
(13)
where
(14)
and is a zero mean variable, conditionally independent of ,
given and with covariance matrix calculated from the
measurements
(15)
Formulae for the elements of this matrix are given in the
Appendix. Note that (12) only approximately describes the
transformed enhanced-measurement when is governed by
(1). The use of more sophisticated models (based on “unbiased
transformations” [3], [18]) may alternatively be employed.
In order to compute the parameters defining (see
(11)), we need to consider two cases separately:
Case A: ( , i.e., no measurement is recorded)
An unrecorded measurement may have two distinct causes:
either the target is not detected , or the target is de-
tected but the target measurement is suppressed due to Doppler
attenuation ( and ). It follows that:
Bearing in mind our assumption that the prior density is (10),
we deduce that
(16)
where, on the RHS of the above expression (and below), we
drop the conditioning on for notational simplicity (it is
implied throughout). In (16), is a normalizing constant and
the densities , , etc. are computed from
the joint density
(17)
i.e. is computed from the state and mea-
surement equation, under the assumption that
. It follows immediately that
where (18)
(19)
Now consider . Rather than approximating
this density directly, we approximate the related density
, which results from replacing the final com-
ponent in the measurement equation (that is, the range rate) by
a first order Taylor approximation around the predicted state
estimate
(20)
with noise term . Evaluating the constant term
and gradient of , we obtain
(21)
in which
(22)
(23)
The above equations describe the standard extended Kalman
filter linearization procedure for simplifying the range rate mea-
surement equation; more refined linearization procedures may
alternatively be employed (see, for example, [19]).
Now with the help of Proposition 1 we can derive simple for-
mulae for the first and second moments of . For
this purpose, we make the following identifications:
and
(24)
(25)
This permits to replace by a Gaussian den-
sity with first and second moments those of the related density
, namely , where
(26)
(27)
(28)
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and
(29)
(30)
(31)
(32)
To complete the approximation of (16), it remains to consider
. We approximate this probability by ,
the modified probability obtained, once again, by the linearized
measurement of equation (21). This yields (defined in (32))
as an approximation to .
Thus, the approximation to the posterior density,
when a measurement is unrecorded, can be written as
(33)
Notice that the approximation to is a -fold
Gaussian mixture. A mixture reduction step is required to
propage an -fold mixture—a number of effective techniques
are available for this purpose [11], [22], [23].
Case B: ( , i.e. a measurement is recorded)
In the case when a measurement is recorded, we can use
any of a number of analytic algorithms currently available
to construct the Gaussian mixture approximation
to . (See (11).) For concreteness, we describe an
algorithm in the spirit of the parameterized extended Kalman
filter (c.f. [2]): such algorithms are essentially weighted sums
of the outputs of a bank of EKFs. The procedure is summarized
as follows.
Convert the polar measurements to Cartesian coordinates and
linearize the range-rate measurement, i.e. replace the measure-
ment equation by (13)–(15). For each , obtain and in
(11), by applying the extended Kalman filter to the state equa-
tion and converted measurement equation with prior state den-
sity . This involves linearizing the measure-
ment nonlinearity (14) about the predicted value as in
Case A (see (20)–(23)).
Finally, the weight is taken to be scaled by a
normalizing constant and by a likelihood function associated
with the measurement and the prior state density
. This procedure leads to the following
formulae:
(34)
(35)
(36)
(37)
(38)
(39)
(40)
(41)
(42)
(43)
The approximation to the posterior density can
now be written as
(44)
B. Algorithm Outline
The main steps of the NRDB algorithm are now summarized:
• For each
— Calculate and from (18) and (19).
— Case A :
1) Use the ‘EKF-like’ equations (22)–(32) to evaluate
, and .
2) Define the updated weights and
.
— Case B :
1) Calculate and from (12), (15) and
(36)–(43).
2) Evaluate the updated weights .
• Replace the weights (for , 2) in case A, or in
case B, by the normalized weights or , respectively:
— Case A:
— Case B:
• Obtain Gaussian mixture approximations to the posterior
density:
— Case A:
— Case B:
• Replace the high order Gaussian mixture density
by a lower order Gaussian mixture, using a suitable reduc-
tion algorithm (e.g. [11], [22], [23]).
If the prior density is an -fold Gaussian mixture, the pro-
posed algorithm has complexity that of parallel extended
Kalman filters. This holds true whether or not a measurement is
recorded. Note that, in the ‘no measurement’ case, the resulting
‘EKF-like’ filter (that is, (26)–(28)) operates on a scalar range
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Fig. 1. Scenario I configuration. (a) Ground target speed; (b) sensor and target trajectories.
rate variable, so that no matrix inversion is required (see (27)).
The departure from the standard EKF approach, is the calcu-
lation of the mean and variance of a scalar truncated Gaussian
random variable ((29), (30)). Note that the evaluation of these
moments merely involves the execution of two ‘error function’
calls and two evaluations of a scalar Gaussian density function.
C. Extensions for Clutter and Multiple Models
We note that the basic algorithm can be straightforwardly
modified to allow for clutter and manoeuvring target motion de-
scribed by a jump Markov linear model. There are several ways
to perform such extensions; the construction of filters taking ac-
count of such extended problem formulations, however, is along
similar lines to that of the basic NRDB algorithm in all cases.
We will refer to the resulting algorithm as NRDB-MM in the
rest of this paper. Space constraints do not permit us to provide
full details of the NRDB-MM algorithm (as the notation devel-
oped in Section II has to be redefined). In what follows, we pro-
vide some extra guidance on how to construct the extended al-
gorithm—full details of the NRDB-MM algorithm can be found
in the techninal report [7].
In summary, manoeuvring target motion is modeled within a
multiple motion model framework, see eg. [6], [8]. Presence of
clutter (assumed uniformly distributed in space, and Poisson in
population) is taken into account using probabilistic data asso-
ciation (PDA) techniques, as in [13], suitably modified to acco-
modate the extra hypothesis that a non-association event occurs
due to the constraint.
In this case, an -fold Gaussian mixture prior gives rise to a
posterior density consisting of Gaussian mixture
components, where is the number of (motion) modes, and
is the number of (validated) radar returns. Again, we men-
tion that there is a variety of techniques to perform mixture con-
densation—see the next Section reporting on simulation results
where one possible choice is outlined.
Finally, note that the basic NRDB algorithm is a special case
of NRDB-MM, in which and the clutter spatial density,
, is equal to 0 (i.e. no clutter).
V. SIMULATION RESULTS
A. Scenario I—Single-Target Single-Sensor
In this section, we report on simulations of the proposed al-
gorithm in a scenario of military relevance in which a GMTI
sensor, mounted on an airborne platform, is employed to track
the motion of a moving, ground based vehicle. The algorithms
that are considered are the proposed NRDB algorithm, the state-
dependent probability of detection filter (SDPD) from [16], a
standard first-order Extended Kalman Filter (EKF), as well as
an SIR particle filter, which is treated as a benchmark. In addi-
tion, a multiple-model implementation of the EKF (EKF-MM)
will be separately compared with the NRDB-MM algorithm.
This latter comparison is carried out separately because mul-
tiple-model implementations are, in general, expected to exhibit
improved performance.
We choose a simple scenario, which nonetheless reveals the
benefits of algorithms that take account of the Doppler blind
zone, and which permits us to compare their performance. De-
tails of the scenario are as follows:
The target, moving eastbound, starts at a constant speed of
10 m/s, which it maintains for 180 s, before it accelerates at a
rate of 1 up to a speed of 25 m/s. After traveling at this con-
stant speed for 180 s, the target starts to decelerate for 25 s until
it comes to a standstill. No measurements are received while the
target is stopped. The target remains stationary for 60 s, before
accelerating again to a speed of 15 m/s. Target speed as a func-
tion of time is plotted in Fig. 1(a). Notice that a scenario has
been chosen in which the target is stationary over a significant
time period, to assess the performance of trackers that exploit
blind Doppler zone information.
The target state vector comprises the target position and
velocities on the ground plane, . To
model target motion we adopt a direct discrete-time constant
velocity model [3], with additive white noise of intensity
. In this case, the vector is simply the
zero vector.
We also consider a sensor platform, travelling northbound at
a constant speed of 120 m/s and at an altitude of approximately
10 km, which takes noisy measurements of the ground-moving
target every . We use the method described in
[19] to transform the 3-D range and range rate measurements to
their planar equivalents (thus compensating for platform height)
and set . Sensor position is described by the vector
, where and denote the and coordinates
of the sensor platform. The matrices and of Section II
then become
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TABLE I
BLIND ZONE PERFORMANCE ASSESSMENT (SCENARIO I): TIME-AVERAGED RMSE, IN METERS ( -COORDINATE)
TABLE II
BLIND ZONE PERFORMANCE ASSESSMENT (SCENARIO I): TIME-AVERAGED RMSE, IN METERS (-COORDINATE)
The sensor inaccuracies are characterized by standard devi-
ations of and . The range rate noise
standard deviation, , and the probability of detection vary
as summarized in Table I. The minimum detectable velocity
threshold, , is set to 3 m/s, while the spatial density of the
clutter, , is set so low as to play no role in the simulations. Plots
of the target and sensor platform paths are given in Fig. 1(b).
At the end of each iteration of the proposed algorithm, a stan-
dard mixture reduction technique [22] was employed4 to avoid
the exponential growth of the ‘dimensionality’ of the Gaussian
mixture approximation to the posterior density. Specifically, the
posterior mixture of the NRDB and SDPD algorithms was re-
duced to two components at each time step—this was appro-
priate since the densities encountered were typically bimodal.
A standard EKF, which, in the absence of a measurement at
time , produces the predictive estimates as the
time-updated posterior mean and covariance, is also included
in the comparison, so as to demonstrate the benefits of incorpo-
rating the blind Doppler constraints of the sensors in the tracker.
The particle filter employed in this example is a standard
5000-particle SIR implementation, and is mainly used here as
a performance benchmark, as the CRLB calculation for the
problem is intractable. The implementation of the particle filter
was based on the actual (noise-corrupted) range-rate model to
account for suppressed measurements, with the Doppler blind-
ness constraint incorporated in the measurement update stage
(likelihood evaluation) of the algorithm—the actual algorithm
being a particular case of the more general particle filter for
quantized measurements [12], properly modified to account for
the thresholding of the sensor.
Finally, both multiple-model algorithms, that is EKF-MM
and NRDB-MM, employ motion models to describe
target motion as follows: a) a low-intensity constant velocity
4[22] describes two algorithms for Gaussian mixture reduction. Of those two
methods, the first one (the joining algorithm) was used in this study, as it does
not introduce any extra tuning parameters.
model, with , b) a high-intensity constant
velocity model, with , to cope with target
acceleration, and c) a stopped model (see for example [14]). The
relevant mode transition probabilities were calculated according
to the method described in [14]—the resulting transition matrix
is given by (45). The number of retained components was set
to a total of 9 for both algorithms; of these, 5 correspond to com-
ponents in the stopped mode, while two components correspond
to each of the modes (a) and (b), respectively
(45)
All algorithms were initialized using a single Gaussian prior
density , obtained by two-point differencing [3].
The time-averaged 100-trial Root Mean Squared Errors of the
and coordinates are listed in Tables I and II, for the time in-
terval during which the target is stationary (sample times
to ). Representative RMS error curves of the and co-
ordinates for the relevant time intervals are shown in Figs. 2(a)
and 2(b) for algorithms employing simple Markovian dynamics,
and Figs. 2(c) and 2(d) for multiple-model implementations. Es-
timation errors associated with the coordinate are most rele-
vant here for comparison purposes, as estimates of the co-
ordinate are practically indistinguishable for all methods (see
Fig. 2(b)).
The proposed NRDB method consistently outperforms the
rival SDPD method by 18% to 25% with respect to the coordi-
nate RMSE values, most notably as the ratio increases.
In particular, the estimates produced by the proposed NRDB al-
gorithm are nearly indistinguishable from those of the particle
filter which, it can be assumed, closely approximates the op-
timal filter (they typically differ by less than 1%). All methods
that exploit the information on the minimum detectable velocity
constraint perform significantly better than the EKF.
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Fig. 2. 100-trial average position errors for      and     . (a) Scenario I RMS x-coordinate error; (b) Scenario I RMS y-coordinate error;
(c) Scenario I RMS x-coordinate error; (d) Scenario I RMS y-coordinate error.
With respect to the coordinate, all the aforementioned al-
gorithms show comparable performance, which is marginally
better than that of the standard EKF [see Table II and Fig. 2(b)].
The multiple-model implementations, EKF-MM and
NRDB-MM, produce similar estimates for the coordinate
[Fig. 2(c)]; as expected, these are superior to estimates obtained
by the simpler algorithms whose performance is illustrated
in Fig. 2(a). With respect to the coordinate, the EKF-MM
algorithm outperforms the NRDB-MM, as the former method
gives greater weighting to Gaussian mixture components corre-
sponding to the stopped model in that time interval. Again, both
algorithms perform significantly better than their single-mode
counterparts [see Table II and Figs. 2(b), 2(d)].
Finally, all algorithms exhibit similar performance over the
rest of the track (when the target is detected by the sensor).
B. Scenario II—Single-Target Multiple-Sensor
Here, we revisit the previous scenario with one modification:
we introduce a second airborne sensor, travelling eastbound, on
a path parallel to the target. The two sensors are characterized by
the same measurement uncertainties as in the previous section.
In this case, however, both sensors take measurements every
, with a 5 s offset between the two; thus, a target
measurement is effectively taken every , but from
interchangable sensor positions. (Sensor 1 takes measurements
at odd sample times, while Sensor 2 takes meaurements at even
sample times, for an effective sample period of .)
The paths of the target and sensor platforms are illustrated
in Fig. 3(a). The target moves as in the previous section, with
a velocity profile as shown in Fig. 1(a). All the other parame-
ters relevant to the simulation were set to the same values as in
Scenario I.
The addition of Sensor 2, moving in a direction perpendic-
ular to that of Sensor 1, adds to the observability of the target
as far as the blind Doppler constraint is concerned. However,
the problem is set up in such a way so that the target “goes
blind” with respect to the second sensor, while it is still in mo-
tion (i.e. before the stop manoeuvre is executed). This is indeed
the case, as the paths traversed by Sensor 2 and the target are
parallel, making the line of sight perpendicular to the direction
of target motion between sample times and ,
when the target actually stops. This is highlighted in Fig. 3(b),
which shows the (noisy) range-rate values collected by the two
sensors, along with the blind zone limits. Because of this last
complication, the problem is particularly challenging for algo-
rithms that do not take account of the Doppler blind zone in the
measurement process model.
The time-averaged 100-trial RMSE for the and coordi-
nates, for the the interval of target stop (sample times to
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TABLE III
BLIND ZONE PERFORMANCE ASSESSMENT (SCENARIO II): TIME-AVERAGED RMSE, IN METERS ( -COORDINATE)
TABLE IV
BLIND ZONE PERFORMANCE ASSESSMENT (SCENARIO II): TIME-AVERAGED RMSE, IN METERS (-COORDINATE)
Fig. 3. Scenario II configuration. (a) Sensor and target trajectories; (b) range-
rate sequence.
), are tabulated in Tables III and IV respectively, along
with the simulation parameters that are varied in the scenario
(namely and ). Fig. 4(a)–(d) show the 100-trial RMS er-
rors for one set of these parameters.
The results demonstrate that the proposed NRDB algorithm
consistently outperforms the SDPD method in both the and
coordinates. In particular, the NRDB produces estimates that
are approximately 5% more accurate (in both coordinates) than
those produced by SDPD (for ), while the increased
accuracy is more pronounced when is set to 0.8, in which
case the improvement lies between 18% and 25% in the di-
rection, and 12% and up to 17% in the coordinate respectively.
The particle filter gives estimates of the coordinate of the
target which are nearly indistinguishable from those obtained
by the NRDB algorithm; Table IV and Fig. 4(b) show that the
NRDB estimates of the coordinate are more accurate than
those of the particle filter. Increasing the number of particles
could lead to smaller discrepancies in this case.
Finally, in the multiple-model setting, the NRDB-MM algo-
rithm exhibits an improvement in the order of 14% to 19% with
respect to EKF-MM for a value of equal to 0.6, while, for
, the improvement in estimation accuracy is in the
order of 22% to 32% for both the and coordinates. What is
more, these latter figures do not take into account the time in-
terval before the target stops (sample times to ),
during which the EKF-MM algorithm estimates exhibit erratic
behavior [see Fig. 4(c)].
More specifically, Fig. 4(c) reveals that, between sample
times 62 and 80, the estimation error curve of EKF-MM follows
a ‘sawtooth-like’ shape, jumping between high and low values
at consecutive sample times. This behavior can be explained
by looking at Figs. 3(b) and 5. These plots indicate that the
EKF-MM algorithm gives a very large weight to the stopped
model at every second (even) time step in the time interval
to , as a result of the (still-moving) target
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Fig. 4. 100-trial average position errors for      and     . (a) Scenario II RMS x-coordinate error; (b) Scenario II RMS y-coordinate error;
(c) Scenario II RMS x-coordinate error; (d) Scenario II RMS y-coordinate error.
lying in the blind zone of Sensor 2, and the inability of the
algorithm to account for such a possibility. The NRDB-MM
algorithm, on the other hand, does not give significant weight
to the “target stop” mode until the target has indeed come to a
halt . It therefore exhibits smaller tracking error and
results in smoother estimated tracks.
Finally, Table V lists the average CPU time required by all al-
gorithms, compared with the EKF. Among single-mode imple-
mentations, the NRDB algorithm requires the equivalent time
of three standard EKFs, thus reducing the computational de-
mand of the SDPD method by approximately 16%. The par-
ticle filter is fairly expensive compared with the other filters;
its computational demand is the equivalent of approximately
94 EKFs. In addition, we see that use of the multiple-model ver-
sion of the new algorithm (NRDB-MM) requires approximately
double the CPU time of the EKF-MM method. Note that these
are still considerably less than the aforementioned particle filter
requirements.
For completeness, we mention that the proposed NRDB
and NRDB-MM techniques, compared to their BDMF and
BDMF-MM predecessors, have been found to exhibit increased
robustness in scenario variations while, at the same time, they
reduce the corresponding computational demands of these
algorithms by a factor of two.
We also note that no significant improvement was achieved
through the use of higher order mixture approximations in the
NRDB algorithm in the two scenarios considered.
VI. CONCLUSION
We have proposed a new methodology for incorporating the
Doppler blind zone constraints in target tracking, based on a new
measurement model for describing the observation process and
Gaussian mixture approximations to conditional densities. It is
suitable for use in tracking scenarios where the state-space is of
high dimension. A simple extension covers problems involving
multiple models and the presence of clutter.
Algorithms that result from implementing the approach are
very versatile. The user is free to choose any nonlinear filtering
scheme matching first and second moments (e.g., EKF, modified
KF, UKF) to process the nonlinear sensor measurements. The
modest computational demands of the new approach make it
suitable for incorporation into larger-scale algorithms that deal
with problems involving multiple targets, terrain obscuration,
road constraints, etc. In particular, the derived algorithm can be
used for the extension of the assignment procedure described
in [17], so as to simultaneously perform data association and
filtering by taking account of all target-sensor geometries in a
structured manner.
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TABLE V
AVERAGE CPU TIME COMPARISON
Fig. 5. Mode probabilities as functions of time. (a) Mode probability—
EKF-MM; (b) mode probability—NRDB-MM.
Simulation results indicate that algorithms based on the new
methodology exhibit a uniform improvement in estimation ac-
curacy, as compared with earlier Gaussian mixture techniques,
while they compare favourably to particle filters. Furthermore,
the resulting Gaussian mixture representations have strictly pos-
itive weights, in contrast to earlier approaches, which makes the
process of mixture reduction numerically robust.
To conclude, we note that as the filtering method presented
in this paper essentially proposes the use of a new model to de-
scribe the observation process of GMTI sensors, application to
real datasets is essential in order to have an objective assessment
of the applicability of the various algorithms considered in this
comparative study.
APPENDIX
Let be a Gaussian random vector of noise-
corrupted polar measurements, such that
In this expression, denote the noiseless range, azimuth
and elevation. The measurement noise, , is a zero mean in-
dependent Gaussian random variable with covariance matrix
.
Conversion formulae from polar measurements to
Cartesian positions , based on linearization, appear, for
example, in [4]. They approximate the transformed Cartesian
vector by a Gaussian random vector, whose mean, , is given
by
and whose covariance matrix depends on the values of the
(noisy) measurements , and , and is given by
(46)
In the above
(47)
(48)
(49)
(50)
(51)
(52)
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