The existence and nonexistence of stationary radial solutions to the elliptic partial differential equation arising in the molecular beam epitaxy are studied. The fourth-order radial equation is non-self adjoint and has no exact solutions. Also, it admits multiple solutions. Furthermore, solutions depend on the size of the parameter. We show that solutions exist for small positive values of this parameter. For large positive values of this parameter, we prove the nonexistence of solutions. We establish the qualitative properties of the solutions and provide bounds for the values of this parameter, which help us to separate the existence from nonexistence. We propose a new numerical scheme to capture the radial solutions. The results show that the iterative method is of better accuracy, more convenient and efficient for solving BVPs, which have multiple solutions. We verify theoretical results by numerical results. We also see the existence of solutions for negative values of the same parameter.
Introduction
Epitaxy means the growth of a single thin film on top of a crystalline substrate. It is crucial for semiconductor thin-film technology, hard and soft coatings, protective coatings, optical coatings and etc. Epitaxial growth technique is used to produce the growth of semiconductor films and multilayer structures under high vacuum conditions ( [5] ). The major advantages of epitaxial growth are to reduces the growth time, better structural and superior electrical properties, eliminates the wastages caused during growth, wafering cost, cutting, polishing and etc. Several types of epitaxial growth techniques like the Hybrid vapor phase epitaxy ( [16] ), Chemical beam epitaxy ( [11] ), Molecular beam epitaxy (MBE), etc have been used for the growth of compound semiconductors and other materials. In this work, we strictly focus on MBE, and we restrict our attention to the differential equation model, which is described by Carlos et. al. in [7, 9, 10, 8] .
In these references, the mathematical description of epitaxial growth is carried out by means of a function σ : Ω ⊂ R 2 × R + → R, which describes the height of the growing interface in the spatial point x ∈ Ω ⊂ R 2 at time t ∈ R + . Authors ( [7, 9, 10, 8] ) shown that the function σ obeys the fourth order partial differential equation
where η(x, t) models the incoming mass entering the system through epitaxial deposition and λ measures the intensity of this flux. For simplicity they considered the stationary counterpart of the partial differential equation (1) , which is given by
where they assumed that η(x, t) ≡ G(x) is a stationary flux. Again, they set this problem on the unit disk and considered two types of boundary conditions. Corresponding to (2) homogeneous Dirichlet boundary condition ( [9] ) is σ = 0, ∂σ ∂n = 0 on ∂Ω,
where n is unit out drawn normal to ∂Ω, and homogeneous Navier boundary condition is σ = 0, ∆σ = 0 on ∂Ω.
By using the transformation r = |x| and σ(x) = φ(|x|), the above partial differential equation (2) is converted into a fourth order ordinary differential equation which reads
where = d dr .
The boundary conditions that correspond to (3) are φ (0) = 0, φ(1) = 0, φ (1) = 0, lim r→0 rφ (r) = 0, (6) and the boundary conditions corresponding to (4) φ (0) = 0, φ(1) = 0, φ (1) + φ (1) = 0, lim r→0 rφ (r) = 0.
Here, we impose another boundary conditions corresponding to (4) φ (0) = 0, φ(1) = 0, φ (1) = 0, lim r→0 rφ (r) = 0.
The condition φ (0) = 0 imposes the existence of an extremum at the origin. The conditions φ(1) = 0 and φ (1) = 0 are the actual boundary conditions. For simplicity we take G(r) = 1, which physically means that the new material is being deposited uniformly on the unit disc. Now, by using lim r→0 rφ (r) = 0, w = rφ and integrating by parts ( [9] ) from equation (5), we have r 2 w − rw = 1 2 w 2 + 1 2 λr 4 .
By using the transformation t = r 2 2 and u(t) = w(r), it is posible to reduce the equation (9) into the following equation
Corresponding to (10) , we define the following three boundary value problems:
and Problem 3:
The BVPs (11), (12) and (13) can equivalantly be described as the following integral equations (IE):
• IE corresponding to Problem 1:
• IE corresponding to Problem 2:
• IE corresponding to Problem 3:
We consider the function u ∈ C 2 loc 0, 1 2 ; R , where C 2 loc 0, 1 2 ; R is defined as
In [9] , Carlos et. al. proved the existence and nonexistence of solutions of Problem 1 and Problem 3 by using upper and lower solution techniques. Corresponding to Problem 1 and 3, they have also provided the rigorous bounds of the values of the parameter λ, which helps us to separate the existence from nonexistence. We did not find any theoretical results corresponding to Problem 2. Again, equation (5) is a nonlinear, singular, non-self-adjoint and has no exact solutions. Moreover, it admits multiple solutions. Therefore discrete methods such as finite element method etc may not be applicable to capture all solutions together. These facts highlight the difficulties to deal with such BVPs both analytically and numerically. Furthermore, to the best of our knowledge, there are only a few research papers that address both theoretical and numerical results corresponding to BVPs (11), (12) and (13) , and a lot of investigations are still pending.
In this work, basically, we extend the theoretical results, which is described by Carlos et. al. in [9] . We prove some qualitative properties of the solutions and provide the rigorous bounds of the same parameter corresponding to different problems. To prove the existence of solutions, here we use the monotone iterative technique ( [21, 20, 23, 22, 24, 6, 27, 15] ). Recently, many researchers applied this technique on the initial value problem (IVP) for the nonlinear noninstantaneous impulsive differential equation (NIDE) ( [3] ), p-Laplacian boundary value problems with the right-handed Riemann-Liouville fractional derivative ( [28] ), etc to prove the existence of the solution. Here, we also present numerical results to verify the theoretical results. We propose an iterative scheme to compute the approximate numerical solutions of the fourth-order differential equation (5) with G(r) ≡ 1 by using equations (11) , (12) , (13) and it's respective Green's function. Recently, many authors have used numerical approximate methods like the Adomian decomposition method (ADM), homotopy perturbation method (HPM), etc to find approximate solution for different models involving differential equations ( [18, 19] [25] ) applied ADM with Green's function to compute the approximate solution. They focused on the BVPs which have a unique solution. The major advantage of our proposed technique is to capture multiple solutions together with desired accuracy.
The remainder of the paper has been focused on both theoretical and numerical results. We have proved some basic properties of the BVPs in section 2. The monotone iterative technique is presented in section 3, to prove the existence of a solution. A wide range of λ of equation (5) corresponding to different types of boundary conditions are shown in section 4. In section 5, we apply our proposed technique on the integral equations and show a wide range of numerical results. Finally in section 6, we draw our main conclusions.
Preliminary
Corresponding to λ ≥ 0, we prove some basic qualitative properties of the solution u ∈ C 2 loc (0, 1 2 ], R , which satisfies the following inequality
Here, we omit the proof of lemma 2.0.1, lemma 2.0.2, lemma 2.0.3, corollary 2.0.1, lemma 2.0.4 which has been done by Carlos et. al. in [9] . (17), then u(t) ≤ 0 for all t ∈ 0, 1 2 .
u(t) = 0, u 1 2 = u 1 2 and equation (17), then u(t) ≤ 0 for all t ∈ 0, 1 2 . 
Lemma 2.0.5. Let u ∈ C 2 loc (0, 1 2 ], R satisfy lim t→0 u(t) = 0, u 1 2 = 0 and equation (17), then u(t) ≤ 0 for all t ∈ 0, 1 2 . Proof. First, we show that u 1 2 ≤ 0. Assume u 1 2 > 0. Since lim t→0 u(t) = 0, therefore we have there exist a t 0 ∈ 0, 1 2 such that u(t 0 ) < u 1 2 . Now from (17), we have u (t) is increasing function on 0, 1 2 . Again by mean value theorem, we have
Since u 1 2 = 0, therefore we have u
, which is a contradiction. So, we have u 1 2 ≤ 0. Furthermore, u(t) is a convex function along with u 1 2 = 0. Also u (t) is increasing, which implies u (t) ≤ 0. Again u(t) is decreasing function on 0, 1 2 . Therefore lim t→0 u(t) = 0 and u 1 2 ≤ 0 leads to u(t) ≤ 0 on 0, 1 2 . Lemma 2.0.6. Let u ∈ C 2 loc (0, 1 2 ], R be the solution of Problem 3, then u(t) satisfies the following integral equation
and
Proof. The Green's function of the Problem 3 can be written as
Therefore from equation (22) and Problem 3, we can easily deduce the integral equation (20) . Now, by using the result of Lemma 2.0.1, we have
Now, put
Therefore we get f g ∈ L (0, 1 2 ] provided µ ∈ (0, 1). Consequently, we have
Hence, from equation (23), we get the equation (21) .
, R be the solution of Problem 2, then u(t) can be written as in the following form
and also satisfies
Proof. By using the boundary condition and properties of Green's function, we have
Similarly, from equation (28) and Problem 2, we can easily derive the equation (26) . Now, by using the result of Lemma 2.0.1, we have
Therefore, from equations (29) and by similar analysis as in Lemma 2.0.6, we can prove the result (27) .
, R be the solution of Problem 1, then u(t) can be written as in the following form
and satisfies
Proof. The Green's function of the Problem 1 is given by
Again, from equation (32) and Problem 3, we derive integral equation (30). Furthermore, by using the result of Lemma 2.0.1, we have
Again, by similar analysis as in Lemma 2.0.7, we get the inequality (31). 
Existence of solutions
In this section, we apply the monotone lower and upper solution technique to prove the existence of at least one solution of Problem 1, Problem 2 and Problem 3. For this purpose, we need to prove some lemmas, which help us to proof the main theorems.
Construction of Green's function
To investigate the Problem 1, Problem 2 and Problem 3, we consider the corresponding nonlinear singular boundary value problems, which are given by
Problem 2(a):
and Problem 3(a):
where
, R be the solution of Problem 1(a), then
where Green's function G(s, t) is given by
Proof. By using the boundary condition of Problem 1(a) and properties of Green's function, we can easily prove the equation (38). Furthermore we have G(s, t) ≤ 0 for all 0 ≤ s ≤ 1 2 and 0 ≤ t ≤ 1 2 .
Lemma 3.1.2. Let k < 0 and u(t) ∈ C 2 loc (0, 1 2 ], R be the solution of Problem 2(a), then
Proof. In a similar manner as in Lemma 3.1.1, we can easily get the equation (40), and prove G(s, t) ≤ 0 for all 0 ≤ s ≤ 1 2 and 0 ≤ t ≤ 1 2 .
, R be the solution of Problem 3(a), then
Proof. Again by similar analysis, we can easily derive the equation (42). Now,
≥ 0, since tanh |k|t ≤ 1 for all t ∈ 0,
Hence from (42), we have G(s, t) ≤ 0 for all 0 ≤ s ≤ 1 2 and 0 ≤ t ≤ 1 2 . Lemma 3.1.4. Let 0 < k < 4π 2 and u(t) ∈ C 2 loc (0, 1 2 ], R be the solution of Problem 1(a), then
and G(s, t) ≤ 0 for all 0 ≤ s ≤ 1 2 and 0 ≤ t ≤ 1 2 .
Proof. Proof is similar as in Lemma 3.1.1.
Lemma 3.1.5. Let 0 < k < π 2 and u(t) ∈ C 2 loc (0, 1 2 ], R be the solution of Problem 2(a), then
and > 0 and h(t) ∈ C 2 loc (0, 1 2 ], R is such that h(t) ≥ 0, then the solutions of Problem 3(a) are non positive.
Anti-maximum principle
, R is such that h(t) ≥ 0, then the solutions of Problem 1(a) (respectively Problem 2(a)) are non positive. 
Reverse order lower and upper solutions
Here, we define lower and upper solutions corresponding to Problem 1, Problem 2 and Problem 3. 
with lim t→0 α(t) √ t = 0 and α 1 2 ≤ 0 (respectively α 1 2 ≤ 0 and α 1 2 ≤ α 1 2 ). 
Now, we construct two sequences {α n } and {β n } corresponding to Problem 1(a) (respectively Problem 2(a) and Problem 3(a)), which are defined by and
respectively β n+1 1 2 = 0 and β n+1
We assume the following properties:
and lim t→0 |β 0 (t)| t < ∞, lim t→0 β 0 (t) = 0, (63) 
Proof. We divide the proof into three parts. In the first part, we prove that β n is a upper solution of problem 1, β n ≤ β n+1 and β n+1 ≤ α 0 ∀n ∈ N.
We apply mathematical induction on n. For n = 0, from (60) and (61), we have 
Now, from equation (57), we have
Therefore by proposition 3.2.1, we have β 0 ≤ β 1 . Again from (56) and (66), we have
Since β 0 ≤ α 0 , therefore we have
Hence by proposition 3.2.1, we have β 1 ≤ α 0 . So our assumptions are true for n = 0. Let our assumptions be true up to n = m. Therefore, we have β n is a upper solution of problem 1, β n ≤ β n+1 and β n+1 ≤ α 0 for n = 1, 2, · · · , m.
Now we want to show that our assumptions are true for n + 1. Therefore from equation (60), we have
Again by using conditions (74), we have
Hence β n+1 is a upper solution of Problem 1. Now, from equation (60) and (77), we have
So by proposition 3.2.1, we have β n+1 ≤ β n+2 . Again from (56) and (60), we have
By similar analysis, we have β n+2 ≤ α 0 . Hence by mathematical induction, we have β n is a upper solution of Problem 1, β n ≤ β n+1 and β n+1 ≤ α 0 ∀n ∈ N.
In the second part of the proof, we have to show α n is a lower solution of Problem 1 and α n+1 ≤ α n ∀n ∈ N.
Now from (58) and (59), we have
Therefore, by using (56) we have
≥ 0.
Again,
Hence by proposition 3.2.1, we have α 1 ≤ α 0 . So our assumptions are true for n = 0. Let our assumptions be true up to n = m. So, we have α n is a lower solution of Problem 1 and α n+1 ≤ α n for n = 1, 2, · · · , m.
Now, for n + 1 we have
≤ 0.
Therefore,
Hence, we have α n+1 is a lower solution of Problem 1. Therefore, by using (94), (58) and (59), we have
Therefore by proposition 3.2.1, we have α n+2 ≤ α n+1 . Hence by mathematical induction we conclude that α n is a lower solution of Problem 1 and α n+1 ≤ α n ∀n ∈ N.
In the last part of the proof, we want to show β n ≤ α n for all n ∈ N. Again from (77) and (94), we have
Since β n ≤ α n ≤ 0, therefore we have
Hence by proposition 3.2.1, we have β n+1 ≤ α n+1 . Finally we have β = β 0 ≤ β 1 ≤ · · · ≤ β n ≤ · · · ≤ α n ≤ · · · ≤ α 1 ≤ α 0 = 0.
Let t n ∈ 0, 1 2 for n ∈ N such that t n+1 < t n for n ∈ N, lim n→+∞ t n = 0.
Therefore, for every n ∈ N there exists a solution α n and β n to equations (58), (59) and (60), (61) respectively satisfy the inequality (104) on the interval [t n , 1 2 ]. Since {α n } and {β n } are monotone and bounded, therefore they converge to function u(t) and v(t) respectively. Therefore, by Dini's theorem we have, there exists u(t) and v(t) such that lim n→∞ α n = u and lim n→∞ β n = v uniformly on every compact interval t n , 1 2 of 0, 1 2 . (106)
Hence, from (58), (59), (60), (61) and (37), we have there exists solutions v(t) ∈ C 2 loc (0, 1 2 ], R and u(t) ∈ C 2 loc (0, 1 2 ], R to Problem 1 satisfying
Hence the proof is complete. > 0 and there exist α 0 and β 0 ∈ C 2 loc (0, 1 2 ], R are lower and upper solutions of Problem 3 which satisfy the properties P 1 and P 2 such that β 0 ≤ α 0 = 0, then the Problem 3 has at least one solution in the region D 0 and the sequences {α n }, {β n } defined by (58), (59) and (60), (61) converges to a solutions u, v uniformly as well as monotonically respectively, such that
Proof. The proof is same as in Theorem 3.3.1. 
Proof. The proof is same as in Theorem 3.3.1.
Theorem 3.3.6. Let α 0 , β 0 ∈ C 2 loc (0, 1 2 ], R are the lower and upper solutions of Problem 3 which satisfy the properties P 1 and P 2 such that
. Then the Problem 3 has at least one solution in the region D 0 and the sequences {α n }, {β n } defined by (58), (59) and (60), (61) converges to a solutions u, v uniformly as well as monotonically respectively, such that
Estimations of λ
The objective of this section is to derive some qualitative bounds of the parameter λ, from which we can conclude about the nonexistence of solutions. The equation (10) can be written as in the following form:
Put v(t) = − u(t) t and integrating from 0 to t, the equation (113) becomes
In view of the transformation, the boundary condition at r = 1 becomes
BC of Problem 2: v
and BC of Problem 3: v
Carlos et. al. in [9] prove the following two lemmas. We present the following new results. 
Again from equation (114), we get
Therefore by using (120) and (115), from (121) we have v (t) ≥ 0, ∀t ∈ 0,
Therefore v (t) is increasing in 0,
where c = 1 2
Now, integrating equation (124) from 0 to t and by using equation (117), we have
Therefore, from equations (125) and (126), we get 11 384
which implies the equation (119).
then there exists a solution β ∈ C 2 loc (0, 1 2 ], R satisfies equation (57), the assumption P 1 , β 1 2 = 0 and β(t) ≤ 0.
Proof. We put
Obviously β(t) satisfy assumption P 1 . Now, β 1 2 = 0 implies A = 3 2 . Therefore β(t) ≤ 0 is also fulfilled. Now, we have
≥ 0, ∀t ∈ 0,
Hence the inequality (57) is satisfied. 
then there exists a solution β ∈ C 2 loc (0, 1 2 ], R satisfies equation (57), the assumption P 1 , β 1 2 = 0 and β(t) ≤ 0. Proof. We put
Again, β(t) satisfy assumption P 1 . Now, β 1 2 = 0 implies A = 1. Hence, β(t) ≤ 0 is also fulfilled. Now, we have
This completes the proof. 
then there exists a solution β ∈ C 2 loc (0, 1 2 ], R satisfies equation (57), the assumption P 1 , β 1 2 = β 1 2 and β(t) ≤ 0. Proof. We put
Now, β(t) also satisfy assumption P 1 . Similarly, β 1 2 = β 1 2 implies A = 2. So, β(t) ≤ 0 is also fulfilled. Therefore, we have
Hence, the proof is complete. Proof. By using the Lemma 7.6 in [9] and Lemma 4.0.6, we have the equation (155).
Numerical results and discussion
To find the approximate solutions, we develop the iterative numerical schemes with the help of the Fredholm integral equations (14) , (15) and (16) respectively. Now, we decompose the solution u(t) of the form u(t) = ∞ i=0 u i (t), and approximate the nonlinear term in terms of Adomian's polynomials ( [12] ) which is given by
Therefore from integral equation (14), we define 
We compute the arbitary constant c by using Mathematica software. For better understanding, we present below the algorithm of our proposed technique corresponding to equation (14) .
Algorithm:
Step 1. Convert Fredholm integral equation (14) into Voltera integral equation.
Step 2. Identify the constant term, and approximate the nonlinear term by equation (156).
Step 3. Consider u 0 (t) as in (158), and obtain u i (t) for i = 1, 2, · · · , n + 1.
Step 4. Approximate the term
Step 5. Compute the values of the constant and the approximate solutions
Again, we apply the above algorithm on equations (15) and (16), and we define the following iterative schemes:
and Scheme of Problem 3 = 
Approximate solutions of equations (15) and (16) can be written as u(t) = [26] . Now by using the transformation t = r 2 2 , u(t) = w(r), w(r) = rφ (r) and φ(1) = 0, we get the solutions of equation (5) . We arrive at two cases: Case (a): λ ≥ 0. For λ = 0, we get one trivial and one non trivial solutions. For 0 < λ ≤ λ critical , we always find two non-trivial solutions. We may refer them as upper and lower solution respectively. Corresponding to equations (8), (7) and (6), we find the critical value of λ, i.e. λ critical , is to be 31.94, 11.34 and 168.76 respectively. For λ > λ critical , we do not find any numerical solutions as the value of c become imaginary. In subsection 5.1 and 5.2, we tabulate residual errors and provide approximate solutions graph corresponding to some positive λ.
In this case, we always have two nontrivial numerical solutions corresponding to three types of boundary conditions. One solution is negative (namely the negative solution) and the other solution is positive (namely the positive solution). We do not find any negative critical λ. We place residue errors and approximate solutions graph in the next two subsections.
Tables
Here, we have placed below some numerical data of approximate solutions of φ(r) corresponding to different types of boundary conditions. In 
Figures
Here, we have displayed few graphs corresponding to three types of boundary conditions. For positive values of λ, we see that two solutions are moving to each other for increasing the value of λ. For critical value of λ, we do not find the unique solution numerically. For negative values of λ, we observe that two nontrivial solutions are moving away from each other for decreasing the value of λ. (5) and (8).
(a) λ = 0 (b) λ = 11.34 Figure 5 .3: Approximate solutions φ(r) corresponding to equations (5) and (7) . (5) and (6). 
Conclusions
In this work, we derived some qualitative properties of the singular boundary value problems. Also, we proved the existence of solution and find out a range of parameter k for which the nonlinear problem has multiple solutions in the region D 0 . We established the bounds of the parameter λ, from which we concluded about the nonexistence of solutions. All the results can make these problems very interesting and attracting for researchers. Also the boundary value problems have multiple solutions, therefore it is challenging for researchers to get an suitable scheme to capture both solutions with desired acuracy. But, here we successfully developed the iterative schemes, and captured both solutions together with high acuracy. From tables 1-4, we saw that the approximate solutions computed by our proposed method converge to the exact solutions very fast. But, corresponding to boundary conditions (6), we noticed that, positive approximate solution converge to exact positive solution very slowly ([See: table 6] ). We verified that our numerical results are well matched with our theoretical results as well as existing numerical results ( [26] ). Among all point of view, we conclude that, our proposed technique is quit powerful and efficient. Furthermore, this technique will be an effective tool to solve BVPs, which have multiple solutions.
