Automatic segmentation of skin lesions in dermoscopy images is a challenging task due to the large size and shape variations of the lesions, the existence of various artifacts, the low contrast between the lesion and the surrounding skin. In this paper, we propose a novel Attention Based DenseUnet network (referred as Att-DenseUnet) with adversarial training for skin lesion segmentation. Att-DenseUnet is a Generative Adversarial Network which contains two major components: Segmentor and Discriminator. In the Segmentor module, we propose an architecture which is similar to DenseNet in the down-sampling path to ensure maximum multi-scale skin lesions information transfer between layers in the network at dense scale range, meanwhile, we design an attention module to automatically focus on the skin lesion features and suppress the irrelevant artifacts features in the output feature maps of the DenseBlocks. In the Discriminator module, we employ adversarial feature matching loss to train the Segmentor stably, force the Segmentor to extract multi-scale discriminative features, and guide the attention module focusing on the multi-scale skin lesions. A novel loss function of the Segmentor is proposed which combines the jaccard distance loss with the adversarial feature matching loss introduced by the Discriminator. We trained the proposed Att-DenseUnet on ISBI2017 dataset. The test results show that our approach gains the state-ofthe-art performance, especially for JAC (0.8045) and SEN (0.8734) scores which are significantly improved by 2.2% and 1.9%, respectively, also our network is robust to different datasets, and gains the lowest time cost which make our network suitable for clinical application.
According to relevant statistical reports, skin cancer is one of the most rapidly spreading cancers [1] . Skin cancer is caused by the uncontrolled growth of abnormal cells, which can infect other body parts. Skin cancer is generally classified as malignant melanoma or benign. Melanoma is the deadliest form of cancer and causes great morbidity and mortality worldwide. Given the deadly nature of melanoma, it has elicited considerable clinical and research attention. The estimated 5-year survival rate for melanoma drops from over 99% to approximately 14% if detected in its latest stage [2] . Thus, the early detection of melanoma is critical.
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In clinical diagnosis, dermoscopy is widely used to accurately and promptly detect melanoma skin lesions. Dermoscopy shows higher diagnostic accuracy than the conventional ABCD criteria [3] , but inter-and intra-observer variations hinder the accurate interpretation of dermoscopy images. Even professional dermatologists may erroneously classify melanoma, also fatigue and other distractions may affect interpretation. Accordingly, automatic diagnostic systems for melanoma are in high demand in clinical practice. Segmenting the skin lesion regions in the dermoscopy images automatically and accurately is an essential step to build the accurate automatic diagnosis of melanoma [4] ; the accurate segmentation of skin lesions from the surrounding skin plays an important role in acquiring special and representative features of melanoma regions of interest (ROIs). Recently, a number of skin lesion segmentation methods [5] [6] [7] have been proposed using deep convolutional neural networks (DCNNs) and have improved the segmentation performance greatly. However, Segmenting skin lesion from the surrounding skin in dermoscopy images automatically is still a challenge work. There are three main reasons. First, the insufficient training samples limit the well training of DCNNs. Second, there is label imbalance problem in dermoscopy images. It means that many skin lesion regions are very small and only occupy small regions in the dermoscopy images; thus, we must focus on the recall rate of skin lesion regions because a low recall rate will lose small skin lesions. Third, the skin lesions usually appear in various colors, sizes, shapes, and locations; show irregular and ambiguous boundaries; and exhibit low contrast to the surrounding skin, as shown in Figure 1 . In addition, artifacts and intrinsic cutaneous features, such as hairs, frames, blood vessels, and air bubbles, can increase the difficulty of automatic segmentation. Recently, fully convolutional networks (FCN) [14] , [15] based segmentation methods which achieve end-to-end learning have been proposed and developed rapidly. In order to capture high-level features and obtain semantic information in the bottleneck layer, FCN-based networks usually adopt consecutive strided convolution and pooling layers to enlarge the receptive field. Given the consecutive strided convolution and pooling layers in the down-sampling path, some detailed information regarding object border is lost. Thus, the up-sampling path outputs blur object boundary prediction. In clinical diagnosis, the shape of the skin lesion is an important criterion to determine whether the lesion is a melanoma or not [4] ; thus, obtaining precise shape and sharp boundary in the segmentation output are also important. Besides the small ROI information may be greatly lost. Because in many dermoscopy images the skin lesions are small as we indicated above, so the recall rate of the skin lesion regions will be pulled down. Recently, SLSDeep [19] proposed a skin lesion segmentation deep network based on PSPNet. They have gained good performance, but the SEN (0.81) is low as they experimentally show. However, SEN is a very important assessment criteria on recall rate of true positive among all automatic medical diagnosis systems especially for early detection of melanoma which can improve 5-year survival rate greatly.
In this paper, to overcome the above challenges, meanwhile, improve the recall rate of skin lesion regions and gain precise shape, we proposed a network called Attention based DenseUnet (referred to as Att-DenseUnet) for skin lesion segmentation. In order to ensure maximum multi-scale information transfer between layers in the network especially for small lesions, we used an architecture, which is similar to DenseNet [31] , in the down-sampling path. DenseNet directly connects all layers with each other in a dense connection method. In DenseNet, every layer's input consists of the outputs of all its preceding convolutional layers, which are concatenated together; using this method, the features extracted by the preceding layers are reused, and through subsequent convolution operation, generate additional diverse features, which is very suitable for the various changes in size and shape of skin lesions, besides by feature reusing and dense connection the memory usage is efficient, meanwhile, the network can avoid vanishing gradient. However, this approach causes excessive irrelevant features passing on the network and the redundant use of computational resources, such as the features of the artefacts, including hair, ink mark, and bubbles. To mitigate feature map explosion in the up-sampling path, focus on discriminate features useful for skin lesion regions, and reduce the affection of the artifacts we proposed an attention module to focus on the skin lesion regions and suppress the irrelevant features of the artifacts in the output feature maps of the DenseBlocks in the down-sampling path. We then added the attention gated feature maps to the corresponding layers in the up-sampling path in an element-wise addition method instead of the traditional concatenation method. To tackle the challenge of label imbalance, instead of pixel-wise reweighting which is high computing cost, we employed jaccard distance loss function which aims to maximize the overlap between the foreground of the ground truth and that of the predicted segmentation output. Our Segmentor is adversarial trained by adversarial feature matching loss which makes the adversarial training stable, also the adversarial feature matching loss forces the Segmentor to extract multi-scale discriminative features and guides the attention module focusing on the multi-scale skin lesions. To overcome the problem of the limited available dermoscopy image dataset, we pre-trained the proposed network by transfer the model parameters of the DenseNet161 trained on ImageNet dataset for natural image classification to our Segmentor's down-sampling path architecture. Besides, the adversarial feature matching loss introduced by our Discriminator brings in regularization for our deep network and makes our network avoid over-fitting when training on small dermoscopy image dataset. The main contributions of this paper are listed as follows:
(1) We proposed an architecture, which is similar to DenseNet, in the down-sampling path to ensure maximum multi-scale skin lesion feature information transfer between layers in the network at dense scale range. We employed the attention module to focus on the features of skin lesion regions and suppress the features of irrelevant artifact regions in the output feature maps of the DenseBlock in the downsampling path.
(2) To reduce the memory usage and computing cost, we propose an attention based skip connection in the addition method, which adds the output of the attention module to the corresponding layer in the up-sampling path instead of concatenation in tradition method.
(3) We produced a novel loss function, which combines jaccard distance loss and adversarial feature matching loss making the adversarial training stable. Based on this, it can force the Segmentor to extract multi-scale discriminative skin lesion features and guide the attention module focusing on the multi-scale skin lesion regions.
(4) Our proposed network Att-DenseUnet is trained end-toend with minimized pre-processing and no post-processing, achieving the state-of-the-art performance on multi-scale skin lesion segmentation, especially for the recall rate and shape of the skin lesion regions, meanwhile, we gain the state-ofthe-art time cost for per dermoscopy image segmentation compared with the recent studies. Also, our network is robust to different dermoscopy image datasets. So we think that our network is suitable for clinical application.
The remainder of this paper is structured as follows. Section II gives the background and relevant studies of our work. Section III describes the details of our proposed Att-DenseUnet network. Then in Section IV we present and analyze the experiment results of verifying key modules used in our method, and compare our method with the recent best studies, also the time cost and robustness of our network are tested. Finally, the discussion and conclusions of this study are given in Section V and Section VI, respectively.
II. RELATED WORKS A. SEGMENTATION METHODS
In the previous decades, several solutions have been proposed to overcome difficult skin lesion segmentation. For the classical algorithm, the four main groups include clustering [8] , region growing [9] , and threshold-based [10] and active-contour-based [11] methods. These techniques heavily rely on engineering hand-crafted features and hence require domain knowledge and expert inputs. Thus, these conventional segmentation methods still exhibit limited discrimination capability, do not provide satisfactory performance, and can not conquer low contrast and hair artifact difficulties. The advantage and drawback of each method has been discussed and compared in many articles. The latest comprehensive review provides further details regarding these methods [12] .
Recently, DCNN has been widely used in image segmentation [13] , [16] [17] [18] and shown obvious advantages. DeepLabv3+ [20] which is based on DeepLabv3 [17] uses bilinear interpolation to up-sample the spatial pyramid pooling bottleneck layer by a factor of 4 and then concatenate it with the corresponding low-level feature map layer, which exhibits the same spatial resolution in the downsampling path via skip connection. After the skip connection, the output is then directly up-sampled to the size of the original input to produce the final segmentation prediction.
Thus, DeepLabv3+ can capture both the high semantic information and sharp object boundary information from the down-sampling path. But in medical image especially for dermoscopy image, the ROIs are always multi-scale and change greatly as shown Section I, which is more complex than natural image. In contrast to DeepLabv3+, U-net [21] is a symmetric FCN network, which contains the same number of down-sampling operation in the down-sampling path and up-sampling operation in the up-sampling path. A skip connection exists between every two down-and up-sampling layers at the same resolution level; using this method can enrich the up-sampling path with additional boundary information in multi-scale from the down-sampling path and generate sharp object boundary in the final prediction map; finally, additional semantic meaningful segmentation output is gained.
In the skin lesion segmentation domain, Lin et al. [8] compared two skin lesion segmentation methods, U-Net based histogram equalization and C-means clustering using the ISBI2017 dataset. Their U-Net method outperformed the clustering approach. Yuan et al. [5] proposed a skin lesion segmentation using deep convolutional-deconvolutional neural network. They used different color spaces to augment the dataset. Bi et al. [7] employed ResNets architecture in the FCN based network for skin lesion segmentation. Yuan et al. [22] present a skin lesion segmentation approach based on deep FCN and proposed the jaccard distance as a loss function in order to address the label imbalance between foreground and background pixels. Though the above methods have gained good performance, they have low JAC and SEN scores which determine the shape precise and recall rate of the predicted skin lesion regions, respectively, and both of which play important role on melanoma diagnosis as we indicated in Section I. SLSDeep [19] proposed a skin lesion segmentation deep network based on PSPNet which adopted dilated ResNet in the last few layers of the down-sampling path to gain high level feature without feature map resolution reducing and used pyramid pooling operations at different grid scales on top of the bottleneck layer to gain multi-scale high level context. They have gained good performance except the SEN score. In order to keep the multi-scale skin lesions information passing on the network especially for small lesions, Mohammed et al. [23] proposed a network which directly learns the full resolution features of each individual pixel of the input data without the resolution pooled down, by this way the multi-scale skin lesion information is well kept between layers, so the recall rate of the skin lesion regions is improved, however, without the resolution pooling down between layers it will cause high computing cost. The major limitations of the above methods are that they are not able to ensure maximum multi-scale skin lesions information flow between layers efficiently and can not extensively focus on the foreground skin lesion regions under the condition of noisy background such as hair, ink mark, and bubbles, therefore, the features of some skin lesions will be lost especially for the small lesions or easily effected by the background noises.
B. ATTENTION MECHANISM
The attention mechanism as a tool can help a model pay more attention on the most informative components of an input in many domains, such as computer vision and natural language processing. With the attention module the deep network can extract more discriminative feature for target task and accelerate the learning process which is suitable for small training dataset. Recently, the attention mechanism also has been used in DCNNs [24] [25] [26] [27] . Hu et al. [26] used trainable layers to learn a soft weight vector from the context of the current convolutional features, and then multiplied the soft weight vector with the current convolutional features to reweight the channel-wise features, by this way the useful feature channels for the target task were enhanced and the irrelevant channels were suppressed. The attention module used in [27] payed attention to different scale information. Because the high level layers contain more semantic context, Jetley et al. [29] proposed an attention gated module to generate an attention map based on the high level context layer which serves as a form of ''global guidance'' to focus on local information useful for prediction in intermediate layers. In the medical image domain, Qin et al. [28] adaptively focused on the multi-scale brain tumor region by parallelizing multiple dilated convolutional layers with different dilation rates, combined by an attention mechanism which learns to focus on the optimal scales driven by context. Similar to [29] , Schlemper et al. [36] employed the global feature vector which is extracted just before the final softmax layer of a VGG network to reweight the pixel-wise location in the intermediate feature layers, and focused on the useful feature regions for standard scan plane detection. Oktay et al. [30] proposed an attention module which learnt a reweighting map from the high level layer to focus on the useful feature regions and suppressed the irrelevant regions in the intermediate feature maps, by this way the prediction performance was improved.
C. LABEL IMBALANCE IN MEDICAL IMAGE SEGMENTATION
Because the ROI usually occupies a small region of the medical image, so there is label imbalance between the ROI and background. The minimization of cross-entropy loss function is prone to background region; therefore, the foreground region must be partially segmented or even missed when using cross-entropy loss. To cope with label imbalance in the medical image segmentation, the weighted cross-entropy [21] is proposed. However, this pixel-wise reweighting method requires high computing cost. Instead of pixel-wise reweighting, the dice loss function [32] and the jaccard distance loss [22] focus on the segmentation of foreground pixels directly aiming to maximize the overlap between the predicted segmentation output and the ground truth label segmentation. Though dice loss and jaccard distance loss can improve the segmentation performance in medical image, they are challenged trying to segment small regions, because a few pixels of misclassification can lead to a large decrease of the contribution to the loss function which leads to low performance for small region segmentation. To address this issue in medical image segmentation, many loss functions have been proposed such as focal loss [33] , exponential logarithmic loss [34] , Tversky loss [35] . Although these loss functions can satisfy the challenge for small regions or those that are difficult to segment, these functions all exhibit the over-suppression problem when the training is close to convergence and cause unwell training. To overcome the challenge of label imbalance in dermoscopy image and avoid sub-optimal convergence indicated above, we introduced a stable adversarial training to our Segmentor and forced our Segmentor produce multi-scale segmentation output as close as possible to the ground truth label map.
D. ADVERSARIAL TRAINING
Generative Adversarial Network (GAN) has become an attractive method for image-to-image translation in medical images for image synthesis [37] , [38] and segmentation [39] , [40] , from semantic label map to synthetic image and from image to corresponding predicted segmentation label map, respectively. However, training GAN is not easy. The architecture of GAN includes a Generator and a Discriminator. During the training process of GAN, the generator aims to generate data distribution that is indistinguishable from real data and fool the Discriminator into accepting its outputs as being real, whereas the Discriminator tries to distinguish the generated data distribution from real data; thus, the process, similar to two-player mini-max game, tries to find a Nash equilibrium. Unfortunately, finding Nash equilibrium is a very difficult problem because each player wants to minimize its own loss function, which are L G (θ G , θ D ) and L D (θ G , θ D ) for the generator and the Discriminator, respectively. Gradient-based optimization is used to modify θ G when minimizing the loss function L G which can increase L D and vice versa when minimizing the loss function L D . Although a convergence point is reached after adversarial training, converging to the desired Nash equilibrium point is not ensured; thus, the training of GAN is unstable. To make the GAN be trained stably, instead of just directly maximizing the output of the Discriminator, feature matching loss, which forces features extracted by the intermediate layer of the Discriminator matched between generated and real image data, has been proposed by [41] , Using the feature matching loss encouraged the Discriminator to determine the most discriminative multi-scale features of real data versus data generated by the generator. Recently, the paper [42] used the feature matching loss to stabilize GAN training, which was used to generate realistic synthetic skin lesion images from a semantic label map. Inspired by [41] , [42] , we incorporated the adversarial feature matching loss in our loss function, which forces our Segmentor to extract discriminative multi-scale features and generate the predicted semantic label map as similar as possible to the ground truth label map, and guide the attention module focusing on the skin lesion regions, meanwhile, stably and properly converge our trained GAN.
III. METHOD
The proposed Att-DenseUnet consists of two parts: the Segmentor module and the Discrimator module, as shown in FIGURE 2. 
A. SEGMENTOR -ATTENTION BASED DENSEUNET
Our Segmentor is based on U-net architecture which mainly includes down-and up-sampling paths, attention module and attention module based skip connection in the addition method between the corresponding layers at the same level in these two paths, as shown in FIGURE 2. The details of the Segmentor are indicated as following:
Because the skin lesion size is multi-scale and changes variously, inspired by DenseNet [31] , which connects all the layers in the dense connection method, we use the architecture which is similar to DenseNet, in the down-sampling path. By using this method, the maximum multi-scale information at dense scale range flowing between layers in the network is ensured. The down-sampling path of the network contained four DenseBlocks. The last DenseBlock in the down-sampling path is referred as BottleNeck layer.
The DenseBlock consists of d DenseLayers and each DenseLayer output the feature map with the same channel dimension which is the growth-rate K. The resolution of the feature map inside each DenseBlock is the same. Each DenseLayer input is the concatenation of the output feature Given that the features are reused in the down-sampling path as the network deepens, the memory usage greatly increases. To reduce memory usage and increase the receptive field, a transition down module is used after each DenseBlock except for the last DenseBlock. The transition down module consists of Batch Normalization (BN), Relu, a 1 × 1 convolution which reduces the number of channels by 0.5, and a 2 × 2 average pooling layer which reduces the resolution by 0.5. FIGURE 4 shows the illustration. 
2) ATTENTION MODULE
The down-sampling path ensures maximum multi-scale information flow between layers in the network. However, this also leads to excessive irrelevant features passing on the network and redundant use of computing resources, such as the artefacts features including hair, ink mark, bubbles in dermoscopy image. To reduce the artefacts affection and accelerate the convergence process of our network, similar to [30] , we designed an attention module which adopts high semantic contextual information encoded in the BottleNeck layer to focus on the features of the skin lesion regions and suppress the features of the irrelevant regions in the output feature maps of the DenseBlocks (except for the BottleNeck layer) in the down-sampling path. FIGURE 5 displays additional details. The attention module contains two inputs, the one is the output feature of the DenseBlock (DB_Output), which is
where f c i denotes the feature vector of the i-th pixel-wise location in the feature map F c with c channels (M denotes the pixel number of one channel). The other one is the attention signal which is defined as
where g D j denotes the feature vector of the jth pixel-wise location in the feature map D with D channels (N denotes the pixel number of one channel). D is generated from the BottleNeck layer which captures the global contextual information using 1×1 convolution followed by BN, Relu, as shown in FIGURE 2. Because the F c and D have different number of channels and spatial pixels, we do channel and spatial size matching through convolution and up-sampling operations on F c and D , and then we get the corresponding FM1 and FM2 feature maps. Finally, the attention map (Att_Map) can be calculated by (1):
where W g is 1× 1 convolution kernels with c filters; W f is 2×2 convolution with stride=2; W is 1×1 convolution kernel with 1 filters; Up(·) is bilinear interpolation for spatial size matching. Finally, the Att_Map has the same spatial size with DB_Output. DB_Output is then multiplied by the Att_Map, and we gained the attention module output (Att_Output). Using this method, we can focus on the features of skin lesion regions and suppress the features of the irrelevant regions in the output features maps of the DenseBlock, as shown in FIGURE 8(d) . Thus, the artefacts affection in the dermoscopy image is reduced automatically and the convergence process of our network is accelerated. The output feature map of the attention module is element-wise added to the corresponding layer in the up-sampling path via skip connection instead of concatenation in tradition method. Using this method, both the memory usage and computing cost are reduced.
3) UP-SAMPLING PATH
The up-sampling path performs the reverse operation of pooling and recovers the input spatial resolution size by up-sampling operation such as transposed convolution, simple up-sampling. To reduce the computing cost, we only adopt one 4 × 4 transposed convolution with a stride of 2 and padding of 1 on the first layer in the up-sampling path, four simple up-sampling are used in the rest layers of the up-sampling path, as shown in FIGURE 2. After each up-sampling operation, a 1 × 1 convolution, followed by BN, and Relu is conducted to do channel dimension matching with the output of the corresponding attention module. We added the output of the penultimate up-sampling with the corresponding layer from the down-sampling path. After that, we concatenated the result with the corresponding layer from the down-sampling path again. This concatenation operation is tested during our experiment and the performance is slightly improved, so we employed it. The final up-sampling operation is conducted to recover the resolution the same as the original input image. Subsequent convolution, dropout, BN, Relu and Sigmoid operations are followed to generate the final prediction segmentation map.
B. DISCRIMINATOR
Our Discriminator consists of six strided convolution layers, which are followed by BN, and leaky Relu. We used strided convolution to reduce the feature map resolution and increase the receptive field instead of pooling operation, as shown in FIGURE 2. We define the function of our Discriminator as D(•). Given an input image X n of size H×W×3, we define the function of our Segmentor as S(•) and the predicted segmentation map as S(X n ) of size H×W×1. Our Discriminator receives a pair of images (original image * predicted segmentation map, original image * ground truth label map) as inputs and then is trained by maximizing the feature matching loss based on L 1 distance. The feature matching loss function L(θ S , θ D ) considers the CNN feature differences at different intermediate layers in Discriminator between the predicted segmentation and the ground truth segmentation. Given that the different intermediate layers in the Discriminator exhibits different receptive fields, the Discriminator can ensure multi-scale features matched and force the Segmentor to extract multi-scale features of the skin lesions which show various size and shape by maximizing the feature matching loss, furthermore, it also guides the attention module in our Segmentor learning to focus on the ROIs in the condition of multi-scale skin lesions segmentation. The feature matching loss function L(θ S , θ D ) can be expressed as (2):
where L is the total number of the intermediate layers of the Discriminator; f l D is the feature extracted by the lth layer of the Discriminator; y n is the ground truth segmentation label map of the image X n ; θ S represents the parameters of the Segmentor; and θ D represents the parameters of the Discriminator.
C. LOSS FUNCTION
In the medical image domain, to avoid re-weighting pixels from lesion region and background which is high computing cost when dealing with the problem of label imbalance, Milletari et al. [32] proposed the dice loss function based on dice coefficient. Recently, the jaccard distance loss function based on jaccard index was proposed by [22] . The dice loss function: L dice and the jaccard distance loss function: L jaccard are respectively expressed as (3):
where K is the number of pixels in the image; p i represents the pixel i of the predicted binary segmentation map; g i is the pixel i of the ground truth binary segmentation map.
Both the L dice and L jaccard do not require re-weighting pixels. These functions are all differentiable, which further reduces the computing cost and can be efficiently integrated into back-propagation during network training. However, both these two loss functions don't segment the small lesions well because a few pixels of misclassification can lead to a large decrease of the contribution to the loss function, which leads to low performance for small lesion regions segmentation. Thus, to overcome this challenge and avoid sub-optimal convergence, as indicated in Section II, we proposed a novel loss function L s which combines the jaccard distance loss L jaccard with the adversarial feature matching loss L(θ S , θ D ) by adversarial training to train our Segmentor. L(θ S , θ D ) is given by the Discriminator during the adversarial training and it is also just like a regularization term added to the jaccard distance loss which is used as the loss function of the Segmentor. L s can be expressed as (4):
where N is the size of the dataset; θ S , θ D represent the parameters of the network Segmentor and Discriminator, respectively. The Segmentor tries to minimize L s during the adversarial training.
D. ADVERSARIAL TRAINING
The adversarial training process of the segmentation task is similar to two-player mini-max game. During the adversarial training of our network, the Segmentor tries to minimize L(θ S , θ D ) which is an adversarial loss as one term of the L s , whereas the Discriminator tries to maximize L(θ S , θ D ).
As the adversarial training continues, both the Segmentor and Discriminator networks become increasingly powerful, which make the Segmentor output the predicted segmentation map as close to the ground truth label map as possible. We trained the Segmentor and Discriminator alternately in one epoch, we initially fixed θ S and trained the Discriminator one step, then we fixed θ D and trained the Segmentor one step. When training our proposed network from scratch we used the Adam optimizer to train both Segmentor and Discriminator for 200 epochs, in which the initial learning rate is set as 0.0004 for the Segmentor, 0.0002 for the Discriminator both with decay=0.5 for every 25 epochs, and β 1 = 0.5, β 2 = 0.999. When training the network in our work based on pre-trained model we changed the initial learning rate for the Segmentor to 0.0002, and keep the other hyper parameter settings unchanged. To reduce the internal covariate shift of the input distribution of every layer for each training mini-batch and accelerate the training process, we add a Batch Normalization layer to normalize the data to zero mean and unit variance after every convolutional and de-convolutional layer. To prevent overfitting, especially for training the very deep segmentation network with limited dermoscopy image data, we inserted a dropout layer with a drop ratio of 0.3 after each DenseLayer of the DenseBlocks and before the final 1×1 convolution layer which is followed by a sigmoid layer to generate the final predicted label map of the segmentation.
IV. EXPERIMENTS AND RESULTS
We used three public benchmark datasets of dermoscopy images for skin lesion analysis, namely, ISBI2017 [47] , ISBI2016 [48] , and PH2 [49] . The images of these datasets are captured using different devices at various top clinical centers worldwide. Our network is trained on ISBI2017. The ISBI2017 consists of training, validation and testing parts with 2000, 150 and 600 images, respectively. To test the robustness of our proposed model, we evaluated the model on ISBI2016 and PH2. In ISBI2016 dataset, training and testing parts contain 900 and 379 annotated images, respectively. PH2 dataset is an independent dermoscopy image dataset which contains 200 annotated images and it is widely used for algorithm evaluation.
A. DATA PREPROCESSING AND AUGMENTATION
In our work, we focused on the network design and performed very minimal data pre-processing, which reduces the computing cost, and trained our network end-to-end. The pre-processing operations include the following. Firstly, we resized all the images into 192 pixels × 256 pixels using bilinear interpolation. Secondly, to augment and generate additional diverse training data, we did color jittering on the original input image by randomly changing the brightness (0 to 0.6), contrast (0 to 1), saturation (0 to 0.3) and hue (0 to 0.1). Then the image was flipped either vertically and/or horizontally, and rotated -90 • or 90 • with a probability of 0.5. Thirdly, we normalized each RGB pixel value to [0, 1]. The image is channel-wise normalized before it is sent to the proposed network.
B. IMPLEMENTATION
Our algorithm is coded with Pytorch based on Python. All experiments are conducted on a desktop computer with 16 G RAM and GPU of NVIDIA Geforce GTX Titan X 12G. Approximately 15 hours are needed to accomplish the training stage for 200 epochs with a batch size of 12 for all the experiments in this paper.
C. PERFORMANCE EVALUATION METRICS
The output of our segmentation network is a binary mask to a skin lesion. To evaluate the performance of our proposed network, we used the following evaluation metrics suggested in ISBI2017 challenge to compare the final predicted segmentation label map of our network with the ground truth given by expert clinicians, including pixel-wise Accuracy (ACC), Dice coefficient (DIC), Jaccard index (JAC), Sensitivity (SEN), Specificity (SPE), shown by (5), (6), (7) , (8) , and (9), respectively. Note: the final predicted segmentation label map is calculated by performing threshold operation on the predicted output map of our Segmentor, and we set the threshold value to 0.5, which indicates that if the prediction value in the predicted output map is less than 0.5, the corresponding pixel in the original input image is classified as negative, otherwise it is positive.
where the TP, TN, FP, and FN are correspond to true positive, true negative, false positive, and false negative, respectively.
D. KEY MODULE VERIFICATION 1) ATTENTION MODULE
To verify the affection of the attention module we experimentally compared our proposed attention based DenseUnet (refer as Att-DenseUnet) with the network (refer as Dense-Unet) which is obtained by only removing the attention module in the Att-DenseUnet and keeping the skip connections in addition method between the corresponding layers with the same resolution in the down-and up-sampling paths. We conducted two experiments in this section, both of these two networks used jaccard distance loss function by adversarial training.
In the first experiment, both of these networks are trained on ISBI2017 from scratch, so we refered the Att-DenseUnet as SC-Att-DenseUnet and the DenseUnet as SC-DenseUnet when training from scratch. FIGURE 6 shows how the train and validation losses are minimized on SC-Att-DenseUnet and SC-DenseUnet during training. The train loss curve is slightly reduced when using SC-Att-DenseUnet. The validation loss curve is increased and noisy when using SC-DenseUnet, which shows that SC-DenseUnet does not converge well and is less stable when testing new image. The comparation results on the test set of ISBI2017 are shown in Table 1 . The ACC, JAC, and SEN of SC-Att-DenseUnet are 0.9276, 0.7821, and 0.8726, which are better than those of SC-DenseUnet at 0.8750, 0.7709, and 0.8253, respectively. The performances of all metrics are significantly improved after using attention module. So using attention module can converge our network well and remarkably accelerate the learning process of our network.
In the second experiment, because of the limited available dermoscopy image dataset, to further improve the performance, we employed the parameters of the DenseNet161 model pre-trained on ImageNet which belongs to natural image domain to initialize the parameters of the Segmentor's down-sampling path architecture in both of these two networks and conducted the experiment again. We refered the Att-DenseUnet as Pr-Tr Att-DenseUnet and refered the DenseUnet as Pr-Tr DenseUnet when using pretraining. The performances of both these two networks are improved after pre-training as shown in Table 1 . We also compared these two networks about the JAC and SEN scores on ISBI2017 validation set during training as shown in FIGURE 7(a), (b), respectively. The JAC curve is higher and smoother when using Pre-tr Att-DenseUnet as shown in FIGURE 7(a). Also FIGURE 7(b) shows that the SEN is higher during training when using Pre-tr Att-DenseUnet.
After conducting the above two experiments, it is confirmed that our attention module can focus on the skin lesion regions and automatically reduce the impact of the artifacts such as hair, bubbles as indicated in Section I, so the recall rate (SEN) of the skin lesion regions is improved. The SEN metric plays an important role on skin lesion segmentation because many skin lesions occupy very small regions in the dermoscopy images and low SEN will lose small lesions information heavily. The JAC score is also improved which defines the overlap ratio between the predicted foreground skin lesion region and the corresponding ground truth, and the JAC describes the accuracy of skin lesion shape which can determine whether the lesion is melanoma or not as indicated in Section I. Besides, the attention module accelerates the convergence of our network. Pre-tr Att-DenseUnet is better than Pre-tr DenseUnet in all metrics as shown in Table 1 . Therefore, we refer the Pre-tr Att-DenseUnet as our proposed Att-DenseUnet network and use pre-training strategy in the rest of this paper.
2) LOSS FUNCTION AND ADVERSARIAL TRAINING
Our proposed network Att-DenseUnet uses jaccard distance loss combined with the adversarial feature matching loss as loss function (refer as jac+adv). We conducted three experiments in this section to test the affection of loss function and adversarial training. In the first experiment, we only changed the jaccard distance loss term to the dice loss (refer as dic+adv) and performed the experiment again. In the rest two experiments, we removed the adversarial loss term and only used the jaccard distance loss (refer as jac-only) or the dice loss (refer as dic-only) without adversarial training, respectively. The results are shown in Table 2. As the Table 2 shown, the overall performance is improved when using the adversarial training which confirms that the adversarial multi-scale feature matching loss can force the Segmentor to extract multi-scale features and guide the attention module focusing on the skin lesion regions (see FIGURE 8(d) for more details). Besides, the adversarial loss brings in regularization for our network and makes the Segmentor avoid overfitting when training on limited available dermoscopy image dataset. Under the condition of adversarial training, The ACC, DIC, JAC, SEN and SPE scores using jac+adv as loss function are 0.9329, 0.8786, 0.8045, 0.8734, 0.9314 which are better than 0.9193, 0.8775, 0.8029, 0.8556, 0.9266 when using dice+adv, respectively. This finding may be because the jaccard distance loss more directly aims to maximize the overlap between the predicted segmentation output and the ground truth label segmentation. Given that the whole results are improved when using jac+adv, we finally used jac+adv as our loss function.
E. EVALUATION AND RESULTS

1) PERFORMANCE COMPARATION
After the verification of the key module designed in our proposed Att-DenseUnet, we compared the results of our network with the top three performing methods in the ISBI2017 challenge, which are given in [5] [6] [7] and the latest best studies [19] , [23] on the ISBI2017 dataset. The results on the test set of ISBI2017 dataset are shown in Table 3 . Our proposed Att-DenseUnet significantly improves the performance, especially for the terms of JAC (0.8045), and SEN (0.8734) evaluation metrics which are improved by 2.2% and 1.9%, respectively. Also the DIC (0.8786) is slightly improved and the ACC (0.9329) is very close to the best value. Our network gains the state-of-the-art performance overall, outperforms the top three performing methods in the ISBI2017 challenge and the latest best studies. Given that the size of the skin lesions exhibits various changes and many skin lesions occupy very small regions in the dermoscopy images, low SEN will lose many small lesions information; thus, SEN must be more emphasized than SPE. We obtained the state-of-the-art SEN value at 0.8734 because the down-sampling path of our Segmentor can ensure maximum multi-scale information flow between layers in the network. More than that, our attention module can focus on the skin lesion regions and automatically suppress the features of the irrelevant artefacts regions, as shown in FIGURE 8(d) . Using this method, the features of the skin lesion regions acquired additional weights in our proposed network. SLS-Deep [19] has gained good performance except for the low SEN value at 0.81; however, the SEN value is an important metric, which can affect the timely treatment of true patients especially for the melanoma 5-year survival rate. Also we gain the state-of-the-art JAC, it reveals that our network can output high precise shape, sharp boundary of the skin lesion regions, which because our Discriminator can force our Segmentor extract multi-scale features and guide our attention module focusing on the multi-scale skin lesion regions. As indicated in Section I, the JAC is also an important metric in melanoma diagnosis in clinical. Although [7] exhibits the best SPE value, which is better than our model, the values of its DIC, JAC and SEN are lower.
The examples of our segmentation on the test set of ISBI2017 are shown in FIGURE 8. Without any pre-processing in the original input images such as hair removal which is high time cost, our proposed network can significantly focus on skin lesion regions and automatically reduce the affection of the artefacts such as hairs, bubble, ink mark, ruler, (as shown in FIGURE 8(d) ). Our network can also well segment the skin lesion regions with various size and shape, especially for the very small lesions, meanwhile, the predicted segmentation outputs own sharp boundary. Our network can even well segment some images in very low contrast between the skin lesion regions and the surrounding skin.
2) TIME COST TEST
We also tested the average time cost taken by our proposed network when segmenting per dermoscopy image, and compared the time cost with the recent studies which are shown in Table 4 . The time cost contains the whole process of loading the module parameters, loading per image, segmenting it and saving the segmentation output. As shown in Table 4 , we gained the state-of-the-art low time cost 1.4 seconds. Though Mohammed A et.al [23] gained the best ACC shown in Table 3 , the time cost (9.7 seconds) is much higher than our proposed network, that because Mohammed A et al. [23] directly learnt the full resolution feature of each individual pixel of the input data and never used down-sampling operation in the network. We gained the lowest time cost because in the down-sampling path of our proposed network the features are reused in the DenseBlock using dense connection method, in addition, the average-pooling operation is used after each DenseBlock except for the last one, so the computation cost is reduced. More than that, in the up-sampling path of our proposed network, to reduce the computing cost we only used one transposed convolution operation after the bottleneck layer and only used simple up-sampling operations in the rest layers to recover the resolution, meanwhile, we added the output of the attention module to the corresponding layer of the up-sampling path in addition way after simple dimension matching 1×1 convolution, which is different from the traditional concatenation way, so the computing cost and memory usage was further reduced, therefore, we gained the lowest time cost for per dermoscopy image segmentation.
3) ROBUSTNESS TEST
To test the robustness of our proposed network, we conducted two experiments on ISBI2016 test set and PH2 which is an independent dermoscopy image dataset, respectively.
For the ISBI2016 test set, we directly tested our model on it without fine tuning and summarized the performance of our proposed network in Table 5 . We also compared the results of our network with the top four methods, namely, ExB, CUMED [50] , Rahman et al. [51] , Yuan et al. [22] in the ISBI2016 challenge. Our model improves by 1.3%, 4.1%, 6.7%, and 4.3% in terms of ACC, DIC, JAC, SEN scores, respectively. The results show that our network is robust and gains the state-of-the-art performance. For the PH2, it is an independent dermoscopy image dataset and is widely used for performance evaluating. It contains 200 dermoscopy images. In order to further evaluate the robustness of our proposed network on PH2, we conducted two experiments. In the first experiment, we directly applied our proposed network on PH2 without fine tuning (refered as w/o fine tune). In the second experiment, we divided the PH2 into 50, 50, 100 for train set, validation set, test set under the same distribution, respectively, then we fine-tuned our proposed network on PH2 for 150 epochs (refered as fine tune) and tested again. We compared the performances of the above two experiments with the recently published studies using divergence value (DV) metric which is used to evaluate the segmentation performance. DV define the metric of the percentage of segmentation errors and can be expressed as (10):
the comparation results on PH2 with the recent studies [53] [54] [55] [56] are shown in Table 6 . Even we directly tested our proposed Att-DenseUnet on PH2 without fine tuning, we gained the best DV score (13.69%). The DV score is further improved which achieved to the state-of-the-art 8.23% after we fine-tuned our proposed network on PH2. Through these two experiments, it reveals that our proposed Att-DenseUnet is robust enough on independent dermoscopy image dataset. There are two main reasons which make our network gain the state-of-the-art robustness. The first reason is that our proposed network is trained end-to-end without complex pre-processing such as hair removal, because the parameter of the filters which is manually set in the pre-processing is not easy to meet the need of different datasets, so the feature extracted by the subsequent network will not be robust enough to different datasets. Instead, the affection of the artifacts is automatically reduced by the attention module in our network. The second reason is that we introduced the adversarial training which brings in strong regularization to our network during training on the small dermoscopy image dataset, by this way the over-fitting is avoided. So we think our proposed Att-DenseUnet is robust enough and suitable for clinical application.
V. DISCUSSION
The automatic segmentation of skin lesion often plays an important role in the prerequisite steps for computerized melanoma recognition in dermoscopy images. Although numerous works have been conducted, well segmenting skin lesions from surrounding skin regions remains difficult because of the blur boundaries to adjacent skin, the variations in size and shape, different colors, and the presence of various artifacts. In this paper, we proposed an attention based DenseUnet network for skin lesion segmentation by adversarial training. Our network experimentally gains the state-of-the-art performance, especially for sharp boundary and recall rate on the three public datasets of dermoscopy images. Given that the skin lesion is multi-scale and change variously in size and shape, when the network deepens, the features of the lesions are lost because of the consecutive strided convolution and pooling layers, especially for small lesions. Besides, with further increased depth of the network, so the vanish gradient problem appears, which make the network difficult to train. Training a deeper network is difficult and usually requires additional training data to reduce overfitting. However, the available dermoscopy image dataset is very limited unlike the natural images. All of these above dilemmas make it difficult to build the deep network for skin lesion segmentation. To address these issues we exploited the following strategies: 1) We used an architecture similar to DenseNet in the down-sampling path of our network to ensure maximum multi-scale information at dense scale range flow between layers in the network, which is well adapted to various changes in sizes and shapes in skin lesion. Given the dense connection method, the network can extract deep features and avoid vanish gradient problems, which make the network easy to train. 2) We used attention module to focus on the features of skin lesion regions and suppress the irrelevant features of the artifacts on the output features of the DenseBlocks in the down-sampling path. Using this method, the affection of artifacts is automatically reduced, as shown in FIGURE 8(d) . The learning process was accelerated, as shown in FIGURE 6 and 7, and the segmentation performance is improved. To reduce the memory usage and avoid storage explosion when feature maps flow between dense connecting layers in the down-sampling path, we added the output of the attention module, instead of concatenation as tradition method, to the corresponding layer of the same level in the up-sampling path via skipconnection, and the memory usage and computing cost are reduced. 3) Instead of using weighted cross-entropy, which is high computing cost, to avoid sub-optimal convergence, we introduced adversarial training. Our loss function combines the jaccard distance loss with the adversarial feature matching loss introduced by adversarial training. The jaccard distance loss directly aims to maximize the overlap between the foreground of the ground truth and that of the predicted segmentation mask without reweighting the pixels. The jaccard distance loss is more suitable compared with the dice loss, which is experimentally proved in our work. During the adversarial training, the adversarial loss introduces strong regularization for deep networks and makes the network avoid over-fitting caused by the limited available dermoscopy image dataset. Furthermore, the adversarial loss considers high order potential on the final segmentation output map and forces the distribution of the Segmentor's output approximate to the ground truth as close as possible. More than that, the adversarial feature matching loss forces the Segmentor to extract multi-scale discriminative features and guides the attention module focusing on the multi-scale skin lesion regions. To verify the robustness of our network, we directly tested it on the ISBI2016 dataset without fine tuning. The results show that our network also gains good performance on the dataset. Also, we further tested the robustness of our network on an independent dermoscopy image dataset called PH2. Our network also gains best performance with or without fine tuning on PH2 compared with the recent studies. This finding is mainly because that our network is trained end-to-end with minimized pre-processing and no post-processing procedures, so our network is generalized to different datasets.
Although our network has gained good performance on different dermoscopy image datasets, room for improvement still exists regarding under-and over-segmentation problems. Two main reasons cause this problem. One is about the pixels, which have the same appearance in the original image but the labels are different in the ground truth, as shown in FIGURE 9 (A). To solve this problem, we require additional image data in the same situation to enhance the confidence according to the ground truth when training our network. The other reason is that the skin lesion has very low contrast and very blur boundary, as shown in FIGURE 9(B) and 9(C). To solve this problem, we can adjust the threshold on the prediction segmentation output map, but automatically setting a value to satisfy these special images at the same time is very difficult. Although our network gains good recall rate (SEN score), the SPE score of our model is slightly low. In the future we can try to introduce residual connection between before and after attention gated feature map in the attention module to balance the weight in the attention map [52] . These challenging topics are worthy for further study.
VI. CONCLUSION
Skin lesion segmentation is important for early melanoma diagnosis. In this paper, we proposed an end-to-end deep learning framework named Att-DenseUnet for skin lesion segmentation on dermoscopy images. We employed an attention module to focus on the discriminative skin lesion features and suppress the irrelevant features of the artifacts in the output feature maps of the DenseBlocks in the down-sampling path, by this way the affection of artifacts is automatically reduced without complex pre-process, such as hair removal which is high computing cost. Also the attention module can accelerate the learning process of our network. We introduced adversarial training using feature matching loss which forces our Segmentor to extract multi-scale discriminative features and guides the attention module focusing on the multi-scale skin lesion, meanwhile, the adversarial loss also brings in regularization for our deep network and makes our network avoid over-fitting when training on small dermoscopy image dataset. Our experiment results show that the proposed network gains the state-of-the-art performance which can output predicted skin lesion segmentation with high precise shape, sharp boundary and high recall rate, meanwhile, our proposed network gains the lowest time cost for per dermoscopy image segmentation which makes our network suitable for clinical application. Also our proposed network is robust enough to different datasets. The proposed network is trained end-toend with minimized pre-processing and no post-processing. So we think that it is easy to promote our network to other segmentation tasks. 
