Abstract: This paper is concerned with methods for mapping meshes in IR 3 to meshes in IR 2 in such a way that the local geometry of the mesh is as far as possible preserved. Two linear methods are analyzed and compared. The first, which is more general and more stable, is based on convex combinations while the second is based on minimizing weighted squared lengths of edges. These methods can be used to approximate scattered data points in IR 3 with smooth parametric spline surfaces.
Introduction
There has recently been interest within scattered data approximation, computer aided design, and computer graphics in the problem of mapping a triangulation S whose vertices x i are in IR 3 to a planar triangulation T whose vertices u i are in IR 2 . It is desirable that T should exactly preserve the topology and tend to preserve the geometry of S. Mappings of this kind have been proposed by Maillot et al. [8] and Eck, DeRose et al. [2] for use in computer graphics, and by Greiner and Hormann [5] and in [4] for use in scattered data approximation. Such mappings are useful for approximation because the points u i can be used as parameter points when constructing a smooth surface approximation to the data points x i . We therefore call T a parametrization of S.
The methods in [2, 5, 8] are based on the minimization of some functional over the edges of the triangulation. The method in [2] belongs to a general method of minimizing the sum of the squares of weighted lengths of edges which leads to a sparse linear system of equations. The choice of weights made in [2] yields the harmonic parametrization as it approximates the harmonic map for smooth surfaces. The minimization methods of [8] and [5] are based on the theory of elasticity and the energy of springs respectively and both methods lead to (sparse) nonlinear systems.
The basis of the method in [4] is to define each interior vertex of the planar triangulation to be some convex combination of its neighbouring vertices, resulting in a sparse linear system which is weakly diagonally dominant. This method has its origins in the 'barycentric mapping' of Tutte [10] which guarantees always to make a valid straight line drawing of a given planar graph. One particular choice of convex combinations yields the shape-preserving parametrization, introduced in [4] , so-called because it has a reproduction property.
The purpose of this paper is three-fold. Firstly, after basic definitions in Section 2, we describe in Section 3 how the convex combination method of [4] generalizes from triangulations to tilings or meshes. Tilings include for example rectangular grids. The special case of the shape-preserving parametrization [4] also generalizes to tilings and retains its reproduction property. A simple approach to the problem of parametrizing rectangular grids is described in [7] .
Secondly, in Section 4, we analyze and derive some properties of the least squares method which, when the weights are positive, is a special case of the convex combination method. We show, in contrast to the convex combination method, that there exist tilings which cannot be reproduced by the least squares method.
Thirdly, in Section 5, we turn our attention to the shape-preserving and harmonic parametrizations of [4] and [2] respectively for triangulations. Numerical examples in Section 6 suggest that the two parametrizations are strikingly similar. We help to explain this by proving that, even though the weights which define it are not necessarily positive, the harmonic parametrization, like the shape-preserving parametrization, reproduces triangulations. However we also provide in Section 5 a simple counterexample of a parametric triangulation for which the harmonic parametrization is invalid.
In conclusion, the shape-preserving and harmonic parametrizations are similar but the former is reliable and more general. 
By a polygon in IR n we mean a sequence of distinct vertices
n . Its edges are the line segments
When n = 2 the polygon P is convex if
We note that the vertices of a convex planar polygon are ordered anticlockwise. Next let U = (u 1 , . . . , u N ) be a sequence of distinct points u i = (u i , v i ) in IR 2 and further, let M ≥ 1 and for j = 1, . . . , M , let
be a sequence of K j distinct elements of the set {1, . . . , N }, 3 ≤ K j ≤ N , and let G = (I 1 , . . . , I M ). This leads us to a definition of a tiling. Definition 2.1. Let U and G be defined as above and for j = 1, . . . , M let
We will call T = (U, G) a tiling if
is either empty or a common vertex or a common edge, j = k, (3, 4, 5, 6, 1) , (1, 6, 7, 2) , (1, 2, 8, 9) , (2, 7, 8) ). (2.
2)
The polygons of T are the polygons P j while the tiles of T are their convex hulls [P j ]. Though we think of a tiling as a collection of tiles, the notation (U, G), borrowed from graph theory, helps when we map a tiling into IR 3 . Indeed, next suppose that T = (U, G) is a tiling and let X = (x 1 , . . . , x N ) be a sequence of distinct points x i = (x i , y i , z i ) in IR 3 . We will call S = (X, G) a parametric tiling and regard it as an embedding of the tiling T in IR 3 . The polygons of S are
and they correspond to those of T . However, unlike P j , the vertices of Q j might not lie in a plane and form a facet or 'tile'. We will also call T a parametrization of S. Figure 2 shows an example of a parametric tiling S = (X, G) where G is given by (2.2) and so the tiling in Figure 1 is a parametrization of S. Example 2.2. Suppose each u i in T is the projection into IR 2 of the corresponding vertex x i in S, in other words x i = u i and y i = v i , i = 1, . . . , N . This is a frequently occurring kind of parametric tiling in applications and is said to be explicit. Example 2.3. If every polygon in T has precisely three vertices then T is a triangulation and S a parametric triangulation. The vertices of each polygon Q j in S form a triangular facet [Q j ] and the setŜ
is a polyhedral surface in IR 3 .
Example 2.4. If each polygon Q j in S lies in a plane and is convex then the setŜ in (2.4) is again a polyhedral surface in IR 3 .
Example 2.5. Let U = (u 1 , . . . , u 9 ) be a set of distinct points in IR 2 and let (2, 3, 6, 5) , (4, 5, 8, 7) , (5, 6, 9, 8) ).
If T = (U, G) is a tiling then it is also a rectangular grid whose rows are u 1 , u 2 , u 3 and u 4 , u 5 , u 6 and u 7 , u 8 , u 9 .
Suppose next that S = (X, G) is a given parametric tiling with a parametrization
For example, we could take F : IR 2 → IR 2 to be an affine mapping, in other words
for some vector p ∈ IR 2 and a non-singular 2 × 2 matrix A, regarding p, u and F (u) as column vectors. Such a mapping preserves convex combinations and it follows that if we let u
is a tiling and so T ′ is a reparametrization of S.
Parametrization by Convex Combinations
Given a parametric tiling S = (X, G) we wish next to consider ways of generating parametrizations T = (U, G). This is a matter of generating a suitable set of vertices
Due to the assumption on G implied by Definition 2.1, each edge in S (an edge of a polygon in S) belongs to either one or two polygons in S. An edge belonging to precisely one polygon is called a boundary edge, and otherwise is called an interior edge. A vertex x i of S is a boundary vertex if it belongs to a boundary edge, otherwise it is an interior vertex. Suppose there are n interior vertices. Due to Definition 2.1, the boundary vertices and edges of S constitute a polygon in IR 3 which we call the boundary polygon of S and which, by reindexing X if necessary, we can assume to be
while the interior vertices are arbitrarily ordered x 1 , . . . , x n . In Figure 2 , N = 9 and n = 2. Two distinct vertices x i and x j in S are neighbours if they are the end points of some edge in S. For each i = 1, . . . , N , let n(i) ⊂ {1, 2, . . . , N } denote the set of indices j for which x j and x i are neighbours. Now we describe a method for generating a suitable set of vertices U = (u 1 , . . . , u N ) for a parametrization. First we choose any points u n+1 , . . . , u N in IR 2 such that (u n+1 , . . . , u N ) is a convex polygon. Then for i = 1, . . . , n and j ∈ n(i) choose any λ ij ∈ IR such that λ ij > 0, j ∈ n(i),
Then we let u 1 , . . . , u n be the unique solutions of the linear system of equations
It was shown in [4] that this system has a unique solution when S is a triangulation and the proof is equally valid in the general case of a tiling. Moreover in [4] it was observed that when S is a triangulation, T = (U, G) is is also a triangulation. Since S is in fact 'three-connected' and the polygon (x n+1 , . . . , x N ) is a 'peripheral polygon' it again follows from Tutte [10] that when S is a tiling then T = (U, G) is also a tiling. We say that T is a uniform parametrization if every interior vertex u i is defined to be the barycentre of its neighbours, that is if λ ij = 1/d i , j ∈ n(i), i = 1, . . . , n in (3.1) where d i is the degree |n(i)| of x i . In [4] we described a certain choice of λ ij and called the subsequent parametrization shape-preserving. For each i ∈ {1, . . . , n} we compute, in two steps, all the λ ij for j ∈ n(i) according to x i and its neighbours in S. Let us label these neighbours x j 1 , . . . , x j d i in some anticlockwise order around x i relative to S. In step (i) we choose any points p and p 1 , . . . ,
3)
Finally, for k = 1, . . . , d i , we set λ i,j k = λ k . A particular choice of the λ k was made in [4] where it was further shown that they depend uniquely and continuously on x i and its neighbours x j 1 , . . . , x j d i .
Let us say that a parametrization method reproduces a tiling T if when S = T (in other words (x i , y i , z i ) = (u i , v i , 0), for i = 1, . . . , N ), and the boundary polygon of T ′ equals that of S, the parametrization T ′ = (U ′ , G) of S generated by the method is identical to S. Since the proof of Proposition 4 of [4] is independent of the assumption there that all polygons are triangles, it also proves Proposition 3.1. The shape-preserving parametrization method reproduces all tilings.
In fact if S is any affine transformation of T , a shape-preserving parametrization T ′ of S will also be an affine transformation of T .
Parametrization by Weighted Least Squares
Now let us describe an alternative method of generating a parametrization from a parametric tiling S = (X, G). First, choose as before a convex polygon (u n+1 , . . . , u N ). Secondly, for each interior edge [x i , x j ] in S choose some value w ij = w ji > 0. Then let the points u 1 , . . . , u n minimize the function
where the sum is over interior edges [x i , x j ] in S. The normal equations for (4.1) are
and so minimizing F is equivalent to solving (3.2) where
Since the λ ij in (4.3) satisfy condition (3.1), the new vertices U = (u 1 , . . . , u N ) form a tiling T = (U, G). We call T a least squares parametrization of S. As an example one might choose w ij = 1/ x i − x j . Notice that in general λ ij = λ ji even though w ij = w ji . One would like to know whether there is an analogous statement to Proposition 3.1 for some least squares parametrization method. In other words, can one find a set of weights w ij depending on S such that the parametrization method reproduces all tilings? The following proposition shows that this is not the case by providing a counterexample of a tiling T = (U, G) for which no weights w ij can be found such that the interior vertices u 1 , . . . , u n satisfy equation (4.2). and let u 1 , . . . , u 6 be any distinct points in IR 2 such that T = (U, G) is a tiling; see Figure 3 . Suppose, for the sake of contradiction, that there exist six positive weights w 12 , w 13 , w 14 , w 23 , w 25 , w 36 such that 
Taking the ratio of this coordinate with the coordinate of u 1 with respect to u 3 , we find
Similarly, considering barycentric coordinates of u 2 and u 3 we also have
Combining (4.4) and (4.5) we deduce that
This equation yields a contradiction for, treating u 1 , u 2 , u 3 , u 5 , u 6 as fixed, the equation
constrains u 4 to lie on the straight line passing through the two points u 1 and p = αu 2 + u 3 α + 1 which is not necessarily the case.
The problem for the least squares method with the tiling of Figure 3 is that there are relatively few edges compared with interior vertices.
The Harmonic Parametrization
Though no least squares parametrization method can generate all possible tilings, some choices of the weights w ij in (4.1) seem to produce acceptable parametrizations for surface approximation when the tiling is a triangulation. One such choice was introduced by Eck, DeRose et al. [2] and since, as discussed there, the subsequent parametrization mimics the harmonic map of differential geometry, let us call it a harmonic parametrization. Specifically, if [x i , x j ] is an interior edge of the parametric triangulation S = (X, G) and [x i , x j , x k ] and [x i , x j , x ℓ ] are the two triangles containing it, they set Lemma 5.1. Let x i , x j , x k be three non-collinear points in IR 2 and similarly let u i , u j , u k be three non-collinear points in IR 2 . Let
be the two triangles formed by the six points. Then the unique linear function F :
2) where F = (f, g) and A is the area of T 1 .
Proof: A straightforward calculation.
It follows that if S = (X, G) is a planar tiling (in other words x 1 , . . . , x N are in IR 2 ), the functional F in (4.1) with weights given by (5.1) is equivalent to four times the sum of the integrals in (5.2) over all triangles in S. For x 1 , . . . , x N in IR 3 , the weights in (5.1) simply provide a generalization of the approximation of the harmonic map to the general case when S = (X, G) is in IR 3 (alternatively, a more general integral than the one in (5.1) can be minimized over the triangles of S in IR 3 , yielding the same weights).
Let us remark that the weights in (5.1) are not necessarily positive. However, if they are, T = (U, G) is a tiling, and indeed a least squares parametrization of S. The following result helps to explain why the harmonic and shape-preserving parametrizations are so similar in numerical examples. 
,
and · denotes the scalar product. Then
Proof of Proposition 5.2: Suppose S = (X, G) is a planar triangulation and let u i = x i for i = n + 1, . . . , N . Using the cosine rule we have from (5.1),
Now, applying Lemma 5.3 we deduce that equation (4.2) is satisfied by u i = x i , i = 1, . . . , n. Thus if the solutions u 1 , . . . , u n to (4.2) are unique we deduce that U = X.
In some cases some of the weights in (5.1) can be zero or negative, yet their sum is positive for, under the hypothesis of Lemma 5.3,
Finally let us give an example of a parametric triangulation for which the harmonic parametrization is not a valid triangulation, due to negative weights. Let x 1 = (r, 0, s) for some real values r, s > 0 and let x 2 = (1, 1, 0), x 3 = (0, 0, 0), x 4 = (1, −1, 0) . Then letting G = { (1, 2, 3) , (1, 3, 4) , (1, 4, 2)}, we find that S = (X, G) is a parametric triangulation. This follows from the evident fact that if u 1 , u 2 , u 3 , and u 4 are any four points in IR 2 such that area(u 2 , u 3 , u 4 ) > 0 and u 1 = (u 2 + u 3 + u 4 )/3, then T = (U, G) is a triangulation (and indeed a uniform parametrization of S). w 12 + w 13 + w 14 .
Some straightforward computations show that
and further that
We thus find from (5.1) that the three weights in the harmonic parametrization are
For r ≥ 2, we see that w 13 is not positive and so the point u 
Numerical results
The points u 1 , . . . , u N of a parametrization T = (U, G) of a given parametric tiling S = (X, G) can be used as the basis for constructing a smooth parametric surface which either interpolates or approximates the points x 1 , . . . , x N . For example if interpolation is required, methods from the theory of scattered data (see Schumaker [9] ) can be applied to independently construct three smooth bivariate functions x, y, z : Ω → IR 3 which satisfy the interpolation conditions
where Ω is some suitable domain in IR 2 containing all the (u i , v i ). Then the surface
clearly satisfies the conditions
We have computed the simple example of the piecewise linear interpolant s over the triangulation T . A more sophisticated method which generates a C 1 interpolant is described in [3] .
On the other hand one could compute a least squares approximation to the data. In the numerical examples we have computed a tensor-product B-spline surface approximation
of degree d with uniform knot vectors, which minimizes the functional
Figure 4a shows a parametric triangulation. A shape-preserving parametrization of it is shown in Figure 4b where the boundary was chosen to be the unit square. Four boundary vertices were mapped to the corners of the square and the remaining boundary vertices were placed along each of the four sides according to chord length. Figure 4c shows a resulting tensor-product B-spline surface approximation. Figure 5a shows a rectangular grid and Figures 5b and 5c show the corresponding shape-preserving parametrization and B-spline surface approximation. We remark that the smooth iso-curves of the surface in Figure 5c contrast with the poor iso-curves one often experiences from a "classical" tensor-product interpolation of grid data. Figure 6 shows another parametric triangulation. The three parametrizations: uniform, shape-preserving and harmonic, were all computed for this example, shown in Figures 7a, 8a , and 9a. In each case, we have plotted the piecewise-linear interpolant to the triangulation (Figures 7b, 8b, 9b ) and the B-spline surface approximation (Figures 7c, 8c,  9c ).
Finally we remark that it appears that the approximation error as well as the smoothness of iso-curves can sometimes be improved, with respect to a given approximation method, by a 'parameter correction' technique such as that in Hoschek [6] , page 284, or Dietz [1] . This suggests a hybrid method in which (i) the shape-preserving parametrization T 0 provides a good initial guess and (ii) parameter correction generates improved parametrizations T 1 , T 2 , etc. 
