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RESUMO 
 
O alto custo de aquisição de uma CAVE, que até recentemente se estimava em milhões de 
dólares, tornou proibitivo  sua disseminação como ferramenta de pesquisa e aplicação na 
educação. Porém a drástica redução dos custos do hardware envolvido e o desenvolvimento 
de Software Livre para gerenciamento destes ambientes tem possibilitado diversos iniciativas 
de implementação de CAVEs de baixo custo. Neste trabalho utilizamos a abordagem 
metodológica de Engenharia de Sistemas para recomendar o projeto e construção de uma 
CAVE de baixo custo a partir de estudos das diversas tecnologias envolvidas. Partimos do 
dimensionamento do espaço requerido para sua instalação, da especificação dos materiais que 
compõem sua estrutura a escolha do hardware e software de gerenciamento e de construção 
de mundos virtuais. A partir da construção do protótipo e da escolha da API  InstantReality 
pudemos estabelecer o conhecimento necessário a recomendação de construção de um 
ambiente imersivo. Esta estrutura permitirá o desenvolvimento e utilização de conteúdo 
disciplinar e interdisciplinar voltado ao ensino/aprendizado, assim como ao avanço das 
pesquisas realizadas com uso da Tecnologia de Realidade Virtual na Educação, envolvendo 
novos desafios. 
 
Palavras chave: Realidade Virtual, X3D, Instant Reality, Educação, CAVE. 
 
 
 
 
ABSTRACT 
 
The acquisition cost of a CAVE is high. Until recently, the figure was millions of dollars. 
This factor prevented the spread of the CAVE as a research tool and application in education. 
However, in recent years there has been a significant reduction in hardware costs and the 
development of free software for managing these environments. This cost reduction enabled 
several initiatives of implementation .In this work we used the methodological approach of 
Systems Engineering for recommend the design and construction of a low cost CAVE from 
studies of the various technologies involved. The work starts from the design of the space 
required for installation, specification of materials that make up its structure the choice of 
hardware and software management and construction of virtual worlds. From the construction 
of the prototype and the choice of InstantReality API was established the necessary 
knowledge to recommend of building an immersive environment. This structure will allow 
the development and use of disciplinary and interdisciplinary content geared to 
teaching/learning as well as the advancement of research conducted with use of Virtual 
Reality Technology in Education, involving new challenges. 
 
Keywords: Virtual Reality, X3D, Instant Reality, Education, CAVE. 
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Capítulo 1 – INTRODUÇÃO 
 
Especialistas frequentemente afirmam que a tecnologia está transformando 
profundamente a educação
1
, por desafiar as definições e os modos de se relacionar com o 
conhecimento, oferecendo novas maneiras de provocar alunos desmotivados e de prometer 
incessantes oportunidades de criatividade, sociabilidade, interatividade e inovação. (DURAN, 
2010) 
A tecnologia oferece ao aluno uma nova forma de acesso às informações, 
contribuindo com novas habilidades para a aprendizagem, através de jogos de computadores, 
internet2, auxiliando na comunicação entre professores e alunos, mesmo fora da sala de aula. 
A internet é uma tecnologia da informação e comunicação que iniciou sua expansão 
na década de 90 e que hoje em dia tem uma grande importância mundial. A internet vem 
trazendo vários benefícios para a educação, pois permite ao aluno uma maior comunicação 
com os professores, bem como uma nova forma de acesso a informação, antes realizada na 
sua maior parte através de livros. 
Os computadores e as redes digitais estão cada vez mais presentes em nosso 
cotidiano. A Internet não para de crescer em um ritmo acelerado, e incorporou a nosso 
vocabulário uma palavra que, há poucos anos, fazia parte dos domínios da ficção científica: o 
ciberespaço, ou espaço virtual. Além disso, o constante desenvolvimento de equipamentos e 
programas destinados à simulação faz com que seja possível, dar ao usuário a sensação de 
estar em outra realidade, em uma Realidade Virtual. (LÉVY, 1996) 
Modernas ferramentas computacionais vêm auxiliando e acelerando a aquisição do 
conhecimento, através dos canais multissensoriais. A Realidade Virtual vem sendo utilizada 
em diversas áreas, ajudando no treinamento de novos funcionários, como acontece nas 
indústrias, assim como disseminando o conhecimento como acontece na educação. 
Dentre as mais diversas aplicações da tecnologia da Realidade Virtual encontram-se: 
 Arte;  Arquitetura e design;  Medicina; 
 Engenharia;  Simuladores;  Robótica; 
 Ciências;  Aplicações militares;  Entretenimento; 
                                                          
1
 Educação é uma ação exercida pelas gerações adultas sobre as gerações jovens para adaptá-las à vida social; 
trabalho sistematizado, seletivo, orientador, pelo qual nos ajustamos à vida, de acordo com as necessidades, 
ideias e propósitos dominantes; ato ou efeito de educar. (PEQUENO DICIONÁRIO BRASILEIRO DE LÍNGUA 
PORTUGUESA AURÉLIO BUARQUE DE HOLANDA apud BRANDÃO, 2007, p.54-55). 
2
 Rede mundial que interliga milhões de computadores e de usuários. 
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 Ferramentas para deficientes;  Educação; etc. 
 
Figura 1 - Aplicações de Realidade Virtual 
 
Fonte: LIMA, 2001 
 
Essa tecnologia permite modelar o mundo real ou simplesmente criar novos mundos, 
oferecendo novas experiências, auxiliando o aprendizado de tarefas específicas e repetitivas. 
A Realidade Virtual permite ao aluno um maior interesse no assunto estudado, torna a 
aprendizagem mais emocionante e consequentemente pode fazer com que o aluno mesmo 
depois de um bom tempo, ainda possa lembrar-se do assunto abordado com mais facilidade. 
Segundo Chitarro e Ranon (2007), o uso da Realidade Virtual como ferramenta educacional 
foi proposta e discutida por vários autores na década de 90 (WICKENS, 1992; WINN, 1993 e 
HELSEL, 1992). 
Christine Youngblut (YOUNGBLUT, 1998, apud LIMA, 2001)
3
 destaca em seu 
trabalho “Educational Uses of Virtual Reality Technology” diversas experiências com o 
desenvolvimento, avaliação e uso da Realidade Virtual na educação.  
Abaixo destacamos algumas das vantagens observadas com o uso da Realidade 
Virtual (PANTELIDES, 1995, apud LIMA, 2001)
4
. 
                                                          
3
YOUNGBLUTChristine, Educational Uses of Virtual Reality Technology. In: Institute for Defense Analyses, Jan, 
1998. 
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 Obtém maior motivação; 
 Apresenta um poder de ilustração bem mais eficiente que em qualquer outra mídia 
para alguns processos; 
 Permite a observação do objeto ou ambiente virtual, tanto a pequenas como a grandes 
distâncias; 
 Permite que o aprendiz desenvolva o trabalho a seu ritmo; 
 Permite que haja interação e, desta forma, estimula a participação ativa do aluno; 
 Possibilita o aprendizado de novas tecnologias; 
 Permite interagir com eventos onde a distância, tempo ou fatores de segurança são 
empecilhos; 
 Permite que pessoas deficientes realizem tarefas que de outra forma não são possíveis. 
Dentre os diversos dispositivos de visualização utilizados pela Tecnologia da 
Realidade Virtual, a CAVE (Cave Automatic Virtual Environment) se destaca por apresentar 
um alto nível de imersão, permitindo ao usuário sentir-se inserido em uma dimensão real. 
Uma CAVE (ou uma Caverna, em português) consiste de uma sala em que paredes, 
teto e chão são telas semitransparentes onde as imagens são projetadas, permitindo que uma 
ou mais pessoas fiquem imersas no ambiente virtual
5
. A projeção das imagens é feita por 
projetores posicionados atrás das telas. A grande vantagem de sistemas desse tipo é a total 
imersão do usuário no ambiente virtual. (CRUZ-NEIRA et. al., 1992) 
Diversas universidades e centros de pesquisas espalhados pelo mundo tem utilizado 
esta tecnologia com sucesso. O EVL (Laboratório de Visualização Eletrônica), da 
Universidade de Illinois utiliza uma sala com cerca de três metros quadrados que tem 
projeções em todas as paredes, onde até seis pessoas podem compartilhar o ambiente virtual 
com as mesmas sensações. Equipamentos como joysticks permitem ao usuário interagir com o 
ambiente, além do uso de óculos semitransparentes que dão ao usuário a capacidade de 
enxergar ao mesmo tempo o ambiente físico e o virtual (que está sendo projetado).  
Um dos principais usos dessa tecnologia tem sido a educação. Podemos como 
exemplo citar o projeto Nice (Narrative, Immersive, Collaborative/Constructivist 
Environment), que utiliza a cave na criação de um jardim que ajuda as crianças a entenderem 
os conceitos básicos de biologia. Nele, grupos trabalham para plantar e colher frutas e 
vegetais, focando nas influências da luz solar, da água, das ervas daninhas e da capacidade de 
                                                                                                                                                                                     
4
PANTELIDES, V. Reasons to use Virtual Reality in Education. In: VR in the Schools, col. 1, nr. 1, jun, 1995. 
5
 Este ambiente integra várias tecnologias, como a computação gráfica, por exemplo, para proporcionar as 
sensações necessárias para que o usuário sinta-se envolvido no mundo virtual. (DIAS, MACHADO, MORAES). 
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reciclagem da vegetação morta. Podem também passear pelo subterrâneo, ver as raízes e os 
seres que habitam ali, ou subir ao céu e ter uma visão do alto. 
Até então o grande problema para a utilização desta tecnologia era o alto preço, que 
muitas vezes chegava a um milhão de dólares, assim como a falta de softwares específicos 
para implementação das CAVEs. O atual avanço tecnológico e o desenvolvimento de APIs 
utilizadas na construção de ambientes virtuais reverteram esta situação sendo possível se 
trabalhar com menos recursos, mesmo que com os requisitos mínimos para construção de um 
ambiente de Realidade Virtual voltado para educação. 
 
1.1 Objetivo Geral 
 
Apresentar proposta de implementação de um ambiente CAVE de baixo custo para o 
auxílio na Educação. 
 
1.2 Objetivos Específicos 
 
Estudar os aspectos relacionados à utilização da Tecnologia de Realidade Virtual e a 
construção de uma CAVE; 
Selecionar, testar e apresentar solução de software de gerenciamento dos 
componentes lógicos e de hardware da CAVE; 
Apresentar solução de Hardware especifico para construção da CAVE, levando em 
conta a otimização dos custos de aquisição/montagem/uso e manutenção, resguardando a sua 
boa performance. 
Apresentar a teoria e formulação necessária ao desenvolvimento de um software 
interativo de dimensionamento de uma CAVE, levando em conta a otimização do espaço para 
sua instalação. 
Construir protótipo e desenvolver aplicação destinada a testar e validar com o uso de 
modelos CAD a plataforma de software escolhida, assim como introduzir o estudo viabilidade 
do uso da tecnologia Microsoft Kinect na navegabilidade dentro do ambiente CAVE. 
Apresentar trabalho em congresso da aplicação do ambiente CAVE para a utilização 
na Educação, tendo como base a plataforma protótipo desenvolvida. 
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1.3 Metodologia 
 
As atividades que compõem um projeto envolvem pessoas, materiais, equipamentos, 
procedimentos e necessitam que estes elementos estejam bem organizados para garantir um 
melhor desempenho. 
A união de software, hardware, pessoas e das metodologias aplicadas nas rotinas de 
trabalho visando atender uma finalidade específica compõem um sistema. Este trabalho foi 
realizado tomando como abordagem metodológica a Engenharia de Sistemas baseado no 
Ciclo de Desenvolvimento de Sistemas, utilizando o modelo em cascata. (GORDON, 
GORDON, 2006) 
 
Figura 2 - Ciclo de Desenvolvimento de Sistemas 
 
 
Levantamento de Requisitos 
 
O levantamento de requisitos é uma das etapas mais importantes para o 
desenvolvimento de um projeto. O levantamento de requisitos de hardware e software, 
necessários será realizado a partir de uma ampla pesquisa bibliográfica, assim como do estudo 
de viabilidade da implantação do projeto tendo como base a área disponível para instalação e 
os poucos recursos disponíveis para a implementação de uma CAVE. 
Neste estágio será analisado experiências obtidas pelo projeto ZPOV (Zelek/Patel 
OpenVRML), desenvolvido na Universidade Virginia por Scoy (2002) e estudado a 
19 
 
possibilidade de melhorias através da aplicação de outras APIs de desenvolvimento de 
ambientes virtuais imersivos. 
Deve ser avaliada diversas configurações de hardware, software e de componentes 
mecânicos para construção da CAVE. 
 
Projeto 
 
Aqui já feito o levantamento de requisitos de hardware, software e de componentes 
estruturais para construção da CAVE, passamos a analisar os parâmetros relacionados a 
dimensões da mesma, da localização da estrutura de fixação dos planos de projeção, 
projetores e outros periféricos. 
Isto permite identificar a viabilidade de construção da Cave Móvel de Baixo Custo 
para auxiliar a Educação, levando-se em consideração os recursos disponíveis e que a mesma 
seja capaz de realizar as operações com um desempenho aceitável.  
 
Implementação 
 
Um protótipo deve ser construído com o intuito de validar os materiais de construção 
da estrutura, equipamentos que serão utilizados na construção da CAVE, assim como o 
framework escolhido para gerenciamento da CAVE e os softwares de construção de 
ambientes virtuais.  
A fase de implementação física do protótipo demanda testes de todos os materiais 
necessários para a construção da CAVE, principalmente com referência a tela de projeção. 
Neste momento deve-se optar entre a projeção estereoscópica ativa e a projeção 
estereoscópica passiva, levando em conta os recursos disponíveis. 
Quanto à implementação do projeto lógico, envolve toda a configuração do cluster de 
computadores, instalação dos projetores e implementação dos códigos de configuração do 
sistema de gerenciamento da CAVE escolhido. 
 
Verificação 
 
A verificação e validação do protótipo deve ocorrer a partir de uma bateria de testes 
empíricos, que suportem os questionamentos quanto às dimensões necessárias para instalação, 
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estilo de projeção, necessidade da inclusão de espelhos, calibração dos projetores, definição 
de planos de projeção e outras variáveis referentes à geração de imagens estereoscópicas ou 
não. Deve-se submeter à visualização um conjunto de modelos desenvolvidos em 
modeladores CAD e utilizar linguagens de modelagem, assim como de uma linguagem de 
programação que permita o desenvolvimento de interatividade ao meio e a comunicação com 
interfaces com alguns dispositivos. 
 
Manutenção 
 
Em nosso caso a fase de manutenção diz respeito à geração de uma série de 
recomendações relativas à aquisição de hardware e software e de práticas experimentais que 
resultaram do estudo acima. 
 
1.4 Organização 
 
Este trabalho está disposto em seis capítulos descritos a seguir: 
O primeiro capítulo apresenta a introdução e os objetivos pretendidos com a 
elaboração do trabalho, assim como a metodologia empregada. 
O segundo capítulo apreesenta estudos preliminares a respeito da Tecnologia de 
Realidade Virtual e sua aplicação na área da educação. 
O terceiro capítulo apresenta estudos sobre a utilização de software e hardware 
necessários a implementação de um ambiente CAVE. Introduzimos e apresentamos a solução 
de software para gerenciamento do ambiente CAVE, assim como apresentamos o ambiente 
necessário a modelagem e a programação de mundos virtuais dinâmicos voltados à aplicação 
na Educação. 
O quarto capítulo apresenta o estudo necessário à implementação do software de 
dimensionamento da CAVE e seu ambiente de instalação. Apresentamos também 
conhecimentos relacionados ao sistema de projeção e a navegabilidade dentro do ambiente 
CAVE, que possibilitam a construção do aplicativo de Realidade Virtual.  
No quinto capítulo descrevemos a construção do protótipo, do aplicativo de 
Realidade Virtual voltado à Educação, assim como a avaliação dos custos envolvidos. 
O último capítulo apresenta os resultados, considerações finais e trabalhos futuros. 
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Capítulo 2 - REALIDADE VIRTUAL 
 
A Realidade Virtual (RV) é, antes de tudo, uma “interface avançada do usuário” 
para acessar aplicações executadas no computador, tendo como características a 
visualização de, e movimentação em ambientes tridimensionais em tempo real e a 
interação com elementos desse ambiente. Além da visualização em si a experiência 
do usuário de RV pode ser enriquecida pela estimulação dos demais sentidos como 
tato e audição. (TORI; KIRNER; SISCOUTO, 2006, p.6) 
 
A Realidade Virtual se apresenta como um novo paradigma de interface com o 
usuário. Neste o usuário sente-se dentro da interface e não mais em frente ao monitor. Usando 
sensores especiais, a Realidade Virtual busca captar os movimentos do usuário (braços, 
pernas, cabeça e olhos) e, a partir destes dados realizarem a interação homem-máquina. 
(KIRNER; PINHO, 1997) 
A Realidade Virtual surge como uma nova geração de interface, com o uso de 
representações tridimensionais mais próximas da realidade do usuário, permite romper a 
barreira da tela, além de possibilitar interações mais naturais. (KIRNER; SISCOUTTO, 2007, 
p.4) 
 
2.1 Características 
 
A Realidade Virtual é uma técnica avançada de interface do usuário com o 
computador, que permite simular um ambiente real e possibilita ao usuário imersão, interação 
e navegação em um ambiente sintético tridimensional gerado por computador, utilizando 
canais multissensoriais. (KIRNER, PINHO, 1997) 
Podemos identificar nesta tecnologia três características principais, que são: a 
interação, o envolvimento e a imersão. 
 
Figura 3 - Características da Realidade Virtual 
 
Fonte: LIMA (2001, p.11) 
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Interação 
 
A interação é uma das características mais marcantes nos sistemas de Realidade 
Virtual, pois a partir de comandos realizados pelo usuário, as cenas são modificadas. Para que 
se observe interativamente no ambiente se faz necessário que o computador detecte as 
entradas realizadas pelo usuário e realize as mudanças no mundo virtual. As luvas digitais são 
alguns dos dispositivos utilizados para realizar essa interação. 
 
Envolvimento 
 
É a motivação de um usuário em se engajar em alguma atividade. Quando está 
engajado na leitura de um livro ou assistindo um filme, é conhecido como envolvimento 
passivo, quando está participando de um jogo, por exemplo, é envolvimento ativo. A 
Realidade Virtual tem potencial para os dois tipos de envolvimento ao permitir a exploração 
de um ambiente virtual e ao propiciar a interação do usuário com um mundo virtual dinâmico. 
 
Imersão 
 
O usuário tem a sensação real de estar dentro do mundo virtual e que é capaz de 
manipular os objetos ali presentes como se eles fossem reais. Normalmente utiliza o 
dispositivo capacete (HMD – Head Mounted Display) para fazer a imersão e cavernas com 
projeções nas paredes, teto e piso. 
Os sistemas de Realidade Virtual podem ser classificados como imersivos e não 
imersivos, o sistema não-imersivo é realizado com o uso de um monitor comum no qual o 
utilizador manipula o ambiente virtual através de um dispositivo de entrada (por exemplo: 
teclado, mouse, etc.), o sistema imersivo é o estilo que gera mais entusiasmo e que apresenta 
o maior tecno-glamour. 
Os sistemas de Realidade Virtual imersivo integral (também denominado sistemas de 
Realidade Virtual inclusivo), usam um videocapacete para se isolar do mundo físico. Foi 
projetado para que você sinta como se e existisse totalmente no mundo virtual, onde você vê e 
ouve sons tridimensionais que parecem rodeá-lo. Você movimenta o corpo para interagir, por 
exemplo, levanta sua mão enluvada para abrir portas, apanhar objetos, entre outros. 
(JACOBSON, 1994) 
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A Realidade Virtual utiliza-se de representações tridimensionais mais próximas do 
usuário, possibilitando interações. A sensação de tridimensionalidade está relacionada ao 
fenômeno da estereoscopia
6
.  
 
2.2 Estereoscopia 
 
A estereoscopia é um efeito ativo no ser humano, através da visão binocular, o 
cérebro recebe duas imagens diferentes, uma para cada olho, funde as duas imagens, e nesse 
processo, obtém informações quanto à profundidade, distância, posição e tamanho dos 
objetos, gerando uma sensação de visão tridimensional (3D). 
 
Figura 4 - Esquema mostra imagem captada em cada olho e da fusão do par estereoscópico 
 
 
Através da visão binocular nos é permitido à percepção de profundidade, onde as 
pessoas podem usar os dois olhos em conjunto, simultaneamente. A estereoscopia é uma 
habilidade relacionada com a visão binocular, característica da maioria dos animais. 
Algumas formas de prover estereoscopia: (KIRNER; SISCOUTO, 2007) 
 
                                                          
6
Justaposição dos termos gregos stereo, relativo a dois (duplo), e scopos, relativo à visão (observador), 
estereoscopia diz respeito à visualização de um mesmo foco por dois mecanismos de captação de imagens. Em 
linhas gerais, quando em seres humanos, diz-se que a imagem percebida pelo cérebro resulta da combinação 
de duas imagens captadas uma em cada olho. Este par de imagens recebe o nome de par estereoscópico (do 
inglês stereoimagepair), podendo ser captado por meio de máquinas fotográficas e câmeras filmadoras para 
posterior reprodução ou ser produzido por meio de softwares para modelagem virtual, como SkechtUp e 
3DStudio MAX. (MALARD et al., 2008, p.6) 
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Figura 5 - Formas de estereoscopia 
 
 
 Estereoscopia passiva – as imagens do par estéreo são reproduzidas superpondo-
se, utilizam-se óculos com um filtro passivo (como polarização da luz ou 
separação das cores do espectro) para que cada olho veja apenas uma das 
imagens. 
 
Figura 6 - Estereoscopia passiva 
 
Fonte: LIMA, 2005 
 
 Estereoscopia ativa – os usuários utilizam óculos obturadores (shutter glasses), 
controlados em geral por sinal infravermelho, trabalhando em sintonia com os 
monitores ou projetores. 
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Figura 7 - Estereoscopia ativa 
 
Fonte: LIMA, 2005 
 
 Auto-estereoscopia – significa obter visão estereoscópica sem a necessidade de 
nenhum dispositivo ligado ao corpo do usuário, como óculos ou capacetes, a 
desvantagem é que esses equipamentos têm um custo elevado. O monitor é um 
exemplo, desenvolvido com um conjunto de placas eletrônicas que bloqueiam a 
passagem da imagem para um dos olhos, enquanto libera a passagem para o outro 
olho e vice-versa para a segunda imagem e o segundo olho. 
 
Figura 8 - Auto-estereoscopia 
 
Fonte: http://www.animacao3d.com.br/blog/celular-3d-tela-estereoscopica/ 
 
Em um sistema de visualização estereoscópica, duas projeções da cena 
tridimensional são geradas e apresentadas de forma que o olho esquerdo vê somente a 
imagem esquerda e o olho direito vê somente a imagem direita. Como resultado, o cérebro do 
observador percebe uma cena que tem verdadeiramente uma aparência 3D. 
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Figura 9 - Centro de projeção 
 
 
Com relação ao centro de projeção, duas abordagens são utilizadas na construção das 
imagens correspondentes ao olho direito e esquerdo que compõe uma imagem estéreo. São 
elas, a projeção "on-axis" e a projeção "off-axis". Na projeção "on-axis" assume-se a 
existência de um único centro de projeção, já na projeção "off-axis" dois centros de projeção 
são estabelecidos gerando duas visões diferentes do mundo virtual, uma encaminhada para o 
olho esquerdo e outra ao olho direito. 
Nas imagens estereoscópicas geradas por computador a distância entre as imagens 
observadas pelo olho esquerdo e pelo olho direito é conhecida com paralaxe. Já a distância 
horizontal entre dois pontos homólogos nas imagens esquerda e direita de uma imagem 
sobreposta na retina é chamada disparidade. (LIMA, 2005). 
A paralaxe existente entre as imagens do par estereoscópico produz disparidade nos 
olhos, o que permite ao cérebro ter a sensação de profundidade. Em outras palavras, 
disparidade e paralaxe são duas entidades similares, com a diferença que paralaxe é medida na 
tela do computador e disparidade, na retina. É a paralaxe que produz a disparidade, que por 
sua vez, produz o estéreo. (LIMA, 2005). Os três tipos básicos de paralaxe são:  
 Paralaxe zero: os pontos projetados para os dois olhos se encontram no plano 
de projeção. 
 Paralaxe negativa: os raios de projeção se interceptam entre os olhos e o 
plano de projeção, dando uma sensação de os objetos estão saindo do plano de 
projeção. 
 Paralaxe positiva: os raios de projeção se encontram atrás do plano de 
projeção, dando uma sensação de os objetos estão atrás do plano de projeção. 
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Figura 10 - Tipos de paralaxe 
 
Fonte: Lima, 2005 
 
A quantidade de paralaxe, ou seja, a distância maior ou menor no par estéreo 
determina a qualidade da visualização estereoscópica. Existem basicamente dois modos de 
conseguir este efeito: os mecanismos ativos com óculos obturadores sincronizados e os 
mecanismos passivos baseados nas propriedades da luz como a frequencia e a polarização. 
 
2.3 Polarização circular de luz 
 
Polarização é uma técnica que possibilita a separação das informações recebidas por 
cada olho, possibilitando a visualização estereoscópica, sendo necessário que as imagens 
esquerda e direita estejam sobrepostas, mas com polarizações diferentes. Para obter o 
resultado esperado é importante o uso de filtros, e que estes filtros utilizados em cada olho 
produzam ondas ortogonais entre si. (TOMOYOSE, 2010). 
Existem dois tipos de sistemas de polarização, um que polariza a luz de forma linear 
e o outro que polariza a luz de forma circular. Na polarização circular uma lente do óculos é 
polarizada no sentido horário (direito) e a outra lente no sentido anti-horário (esquerdo), 
permitindo ao usuário fazer movimentações (inclinações) na cabeça, não afetando em nada o 
efeito estereoscópico, enquanto na polarização linear um movimento da cabeça do usuário 
pode interferir no efeito estereoscópico. 
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Figura 11 - Visualização estereoscópica com polarização da luz 
 
Fonte: TOMOYOSE, 2010 
 
O efeito estereoscópico causado pela polarização da luz, tanto linear como circular, 
permite ao usuário uma sensação de imersão. 
 
2.4 CAVE – Cave Automatic Virtual Environment 
 
A CAVE (Cave Automatic Virtual Environment) desenvolvida pelo Electronic 
Visualization Laboratory da Universidade de Illinois em Chicago, EUA, teve seu lançamento 
na conferência SIGGRAPH'92, foi a principal atração da Showcase’92, com uma variedade 
de aplicações científicas e artísticas demonstradas pela tecnologia. (Cruz-Neira et. al. 1992 
apud SHERMAN, 2003, p.33) 
A CAVE é uma pequena sala em forma de cubo, seu tamanho é especificado pelo 
criador, suas projeções podem ser realizadas em três ou mais paredes, envolvendo também 
chão e teto onde o usuário vive a sensação entre o mundo real e o mundo virtual através de 
imagens estereoscópicas. As CAVEs utilizam multiprojeções sincronizadas de uma mesma 
imagem, sendo que esta imagem é dividida em três ou mais projeções. As projeções são 
realizadas na parte externa das telas, sendo que existe uma transparência na tela para que o 
usuário possa enxergar a imagem na parte inferior da CAVE. 
A CAVE supera uma das limitações dos capacetes (head-mounted), pois permite que 
várias pessoas possam compartilhar a experiência de Realidade Virtual, examinando e 
manipulando ao mesmo tempo os modelos 3D. 
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Figura 12 - CAVE 
 
Fonte: http://escience.anu.edu.au/lecture/cg/Display/cave.en.html 
 
Cada parede da CAVE recebe uma projeção, através de um projetor 3D ou através de 
dois projetores comuns, sendo que em cada uma das projeções nas paredes aparece uma cena 
diferente. “A fusão das partes de cada câmera forma a cena completa e provê ao usuário a 
sensação de imersão no ambiente” (COSTA; RIBEIRO, 2009, p.20). 
Com o uso de óculos 3D e um sensor para permitir localizar seus movimentos, o 
usuário interage com objetos, imagina que está tocando nesses objetos. A CAVE permite uma 
sensação de presença, mesmo estando em um mundo virtual, estimula a imaginação e ajuda 
na aprendizagem. 
No Brasil podemos encontrar exemplos de aplicações destes sistemas em indústrias, 
tais como: EMBRAER, General Motors e a Petrobrás. A principal vantagem do uso destes 
sistemas é a minimização dos custos de pesquisa para obtenção de novos produtos e 
processos, através do uso da Tecnologia de Prototipagem Virtual. Na construção de projetos 
para Indústria de Óleo-Gás e Energia por exemplo, toda uma análise de colisões é feita em 
tempo real a partir de simulações tridimensionais, permitindo uma previsão que envolve o 
planejamento, instalação e manutenção das unidades industriais. Estes estudos contribuem 
diretamente para a redução dos custos operacionais de implantação, operação e manutenção 
das plantas industriais. 
O alto custo de aquisição de uma CAVE, que até recentemente se estimava em 
milhões de dólares, tornou proibitivo sua disseminação como ferramenta de pesquisa e 
aplicação na educação. Porém a drástica redução dos custos do hardware envolvido e o 
desenvolvimento de Software livre para gerenciamento destes ambientes tem possibilitado 
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diversos iniciativas de implementação de CAVE de baixo custo. Vejamos abaixo alguns casos 
de sucesso. 
 Na Universidade do Texas, no Departamento de Ciência da Computação, em 
2012, foi desenvolvida uma CAVE de baixo custo, utilizada para fins de 
pesquisa e educação. Contem três paredes para projeção, com um custo total de 
US$ 20,000.00 (vinte mil dólares). (FOWLER; CARRILLO; HUERTA; 
FOWLER) 
 CryVE – Sua implementação foi baseada no jogo CryEngine2, desenvolvido 
para uso em uma CAVE de baixo custo, ambos implementados no Departamento 
de Desenho da Universidade de Tecnologia na Holanda, seu objetivo principal é 
fazer um passeio em um museu virtual. Custo total de 19 300 euros. A CAVE 
usa projeções em três paredes, feito em estrutura de alumínio, usando projetores 
XGA Hitachi ED-A100, que oferecem a vantagem de otimização de espaço 
físico, pois permite projeção com distância curta, parte do seu desenvolvimento 
foi baseado na linguagem de programação C++ (JUAREZ; SCHONENBERG, 
BARTNECK, 2010). 
 No Departamento de Ciências Aplicadas da NASA (National Aeronautics and 
Space Administration) – foi desenvolvido uma CAVE móvel de baixo custo para 
ser utilizada como instrumento de divulgação. Quando há necessidade de 
apresentar dados geoespaciais, os usuários navegam em ambientes mais 
expansivos, com visualização em três paredes, dois projetores comuns para cada 
parede. Tem um custo um pouco abaixo de US$ 30,000.00 (trinta mil dólares) 
(MILLER; MISCH; DALTON). 
 O VirtWall é um sistema CAVE, desenvolvido na Universidade Federal da 
Paraíba pelos departamentos de Estatística e Ciência da Computação. Foi 
construída em 2004 para fins educacionais, utiliza as bibliotecas gráficas 
OpenGL e VRJuggle e as linguagens de programação c/c++. A CAVE é usada 
no ensino de álgebra e geometria, processamento de imagens, visualização e 
análise estatística, no ensino a distância e em muitas outras situações. Tem um 
custo inferior a US$ 60,000.00 (sessenta mil dólares). (MACHADO; SOUZA; 
MORAES, 2004) 
 MiniVR – É um equipamento portátil de baixo custo para interação com 
Realidade Virtual, desenvolvido pelo Military Institute of Engineering do Rio de 
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Janeiro e pelo National Laboratory for Scientific Computing de Petrópolis, 
utiliza dois projetores para realizar a estereoscopia. Utiliza a tela de projeção do 
tipo Stewart, utiliza o X3D para desenvolver as aplicações responsáveis por 
exibir 3D e o framework Instant Reality para executar os modelos. (KULBERG; 
OLIVEIRA; ROSA) 
 
2.5 Realidade Virtual na Educação 
 
A Realidade Virtual baseia-se no uso de interfaces computacionais interativas com o 
objetivo de criar no usuário uma sensação de realidade. Os aspectos que permitem 
com que a Realidade Virtual crie essa sensação de realidade são: a interação, a 
imersão e a navegação. A potencialidade do uso de Realidade Virtual em educação 
está baseada exatamente nestas características, pelo fato de permitir que o aprendiz 
explore ambientes, processos ou objetos através da interação, imersão e navegação; 
ou seja, dentro do próprio ambiente de estudo, ele experimenta o conhecimento de 
forma interativa e aprende sobre um assunto a partir de sua imersão no próprio 
contexto deste assunto. (MARINS; HAGUENAUER; CUNHA, 2007, p.2) 
 
A aprendizagem é algo cíclico, começa pela observação de um fenômeno, 
experimentação, reflexão, explanação e aplicação deste em outras situações. Durante este 
processo, os estudantes apresentam diferentes estilos de aprendizagem (FOX et. al., 1994 
apud LIMA; GUERRA; JUNIOR, s. d.)
7
, alguns são visuais, outros são verbais, alguns 
preferem explorar, outros deduzir. Em cada estilo, pode-se usar a Realidade Virtual de uma 
forma diferente. 
Algumas das vantagens e razões para utilizar a Realidade Virtual no ensino são: 
(DIAS; MACHADO; MORAES, s. d.) 
 Aprendizado experimental e ativo; 
 Maior motivação; 
 Maior potencial de visualização e representação; 
 Aprendizado em contextos variados; 
 Adaptabilidade às características e necessidades do aluno; 
 Intuitividade, através de experiências próximas do real; 
 Desenvolvimento da colaboração; 
 Estímulo à criatividade; 
 Aquisição e melhoria de habilidades computacionais; 
                                                          
7
FOX, Geoffrey C.; FURMANSKY, Wojtek; NILAN, Michael S.; SMALL, Ruth V. Assessing Virtual Reality for 
Education. Northeast Parallel Architecture Center, jan 1994. 
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 Suporte à avaliação. 
Com o apoio da Tecnologia de Realidade Virtual estudantes e professores vivenciam 
em um mesmo ambiente a construção de protótipos que permitem detectar possíveis defeitos e 
saber como consertá-los antes mesmo de vivenciar o problema na vida real.  
Criar projetos para construção de edificações e visualizá-los de forma mais 
interativa, podendo modificá-lo como se estivesse realmente vivendo aquela situação. O aluno 
pode interagir com o modelo virtual, analisando a construção, modificando e utilizando 
diversos tipos de materiais e texturas. Isso proporciona aos estudantes mais interesse e 
participação nos assuntos abordados, assim como aumenta a curiosidade e a criatividade. Com 
esta nova metodologia de ensino/aprendizagem, algumas escolas estão fazendo uso da 
Realidade Virtual nos laboratórios de informática, adequando seus computadores com placas 
gráficas e monitores 3D. 
Além da adequação dos laboratórios, existe também a necessidade de utilização dos 
softwares de Realidade Virtual que podem ser gratuitos ou pagos. Hoje existem empresas 
especializadas na construção de softwares educativos com o uso da tecnologia 3D, cujo 
objetivo principal é a aprendizagem, estas empresas mostram que é possível melhorar a 
qualidade de ensino/aprendizagem através destes softwares em 3D. Apresentaremos a seguir 
algumas aplicações da Realidade Virtual na educação. 
 
2.5.1 Aplicações de Realidade Virtual na Educação 
 
O Projeto NICE 
 
O projeto NICE é um ambiente de aprendizagem de Realidade Virtual interativo, 
desenvolvido para crianças de seis a dez anos, combina teorias educacionais do 
construtivismo, desenvolvimento narrativo e trabalho colaborativo. NICE iniciou-se em 2005, 
desenvolvido por colaborações dos membros do Interactive Computing Environments 
laboratory (ICE) e do Electronic Visualization laboratory (EVL) da University of Illinois at 
Chicago. 
A "vida" mundo virtual é apresentada as crianças como um lugar para explorar e 
estudar. Ao manipular objetos neste mundo, as crianças podem modificar a evolução desses 
objetos, por exemplo, eles podem plantar uma semente e ver como ela cresce em um jardim. 
NICE é uma tela de projeção baseada em uma CAVE ou immersaDeck. (SHERMAN; 
CRAIG, 2003) 
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Figura 13 - O Projeto NICE 
 
Fonte: http://www.makebelieve.gr/mr/www/mr_projects.html 
 
O projeto Virtual Playground 
 
O Virtual Playground é um ambiente de simulação atraente para crianças entre 9 a 12 
anos de idade. Ele foi projetado como parte de uma pesquisa de PhD em Ciência da 
Computação na University College London que investigou o efeito de ambientes interativos 
em Realidade Virtual na aprendizagem. Seus estudos foram realizados em 2005 por Maria 
Roussou. 
Neste parque a criança assume o papel de um design, ele pode fazer modificações no 
parque, planejar o layout, redimensionar e colocar vários elementos. Esta tarefa exige 
resolução de problemas matemáticos com fração. A criança usa óculos 3D e um mouse de 
computador também em 3D para planejar melhor o Playground. (ROUSSOU, 2005) 
 
Figura 14 - O projeto Virtual Playground 
 
Fonte: http://www.makebelieve.gr/mr/www/VP/index.html 
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CAVE para Visualização de Dados Biológicos 
 
A CAVE foi desenvolvida no Laboratório Nacional de Computação Científica 
(LNCC) e projetada pelo engenheiro François Maltric. Foi construída em tubos de PVC 
rosqueáveis, contendo quatro projeções em quatro paredes. As projeções ficam à esquerda, à 
direita, ao centro e uma projeção no piso. Por ter um pequeno espaço para as projeções foi 
necessário o uso de espelhos. (TRENHAGO; OLIVEIRA, 2010). 
Permite a visualização de dados biológicos, tais como: visualização de modelos de 
proteínas, de parte de uma larva, descrição geométrica de parte do sistema cardiovascular 
humano. 
 
Figura 15 – Projeção nas quatro paredes 
 
Fonte: http://www.lbd.dcc.ufmg.br/colecoes/svr/2010/002.pdf 
 
StarCAVE 
 
É um ambiente de Realidade Virtual que permite que cientistas entrem em mundos 
tão pequenos como as nano partículas e tão grandes como o cosmo, permitindo novas 
descobertas. Os primeiros usuários do StarCAVE, são pesquisadores na área de biomedicina, 
neurociência, engenharia estrutural, arqueologia, e outras disciplinas. (SAN DIEGO, 2008) 
Foi construído pela Universidade da Califórnia em San Diego pelo Instituto de 
Telecomunicações e Tecnologia da Informação, contêm cinco lados, as animações são 
projetadas em estéreo em telas de 360 graus, incluindo o chão. 
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Figura 16 – Pesquisadores explrando proteínas em 3D dentro do StarCAVE 
 
Fonte: http://www.calit2.net/newsroom/release.php?id=1383 
 
A forma de ensino tradicional depende do conhecimento, onde os alunos podem 
adquirir através de livros e professores, somente depois esse conhecimento pode ser aplicado 
no dia a dia, com o uso da tecnologia de Realidade Virtual, os conhecimentos e as habilidades 
são adquiridas no mesmo contexto em que são aplicadas, pois os ambientes virtuais 
proporcionam um bom nível de realismo e interatividade. (CHITTARO; RANON, 2007) 
Com o avanço tecnológico, um grande conjunto de hardware e software surgem para 
melhorar a interação homem-máquina, através de uma interface mais comunicativa, 
permitindo ao usuário manipular objetos e fazer escolhas, ou seja, experimentar novas 
realidades. 
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Capítulo 3 – O AMBIENTE CAVE – REQUISITOS DE SOFTWARE 
 
3.1 Introdução 
 
Segundo BRUTZMAN e DALY (2007), “os softwares para Realidade Virtual podem 
ser classificados em três grupos: Desenvolvimento de Interface com Hardware, Criação de 
Mundos Virtuais e o Desenvolvimento de Aplicativos”. 
 
Figura 17 - Classificação dos softwares de Realidade Virtual 
 
 
O desenvolvimento de softwares de interface permite a interação entre o usuário e 
a máquina. A interface é utilizada para conectar componentes de hardware, como por 
exemplo, um computador conectado a uma luva ou a um "Head Mounted Display".  
O desenvolvimento de interfaces de hardware esta direcionado a programadores 
experientes. A preocupação dos programadores é construir softwares com interfaces que 
tenham maior clareza e organização para atrair os olhares dos usuários. É importante que os 
softwares tenham uma interface amigável para que os usuários possam viver experiências 
virtuais cada vez mais realísticas. 
Existem dois tipos de desenvolvedores, aqueles que fazem uso de bibliotecas de 
software para lidar com a interface de hardware e aqueles que escrevem aplicações para um 
determinado tipo de hardware, ambos devem se preocupar na melhoria da interface e é o que 
temos observado através da produção de artefatos de visualização e interação cada vez mais 
integrados à necessidade do usuário. 
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Gradativamente vem sendo disponibilizado bibliotecas Open Source de interface 
com hardware, liberando o foco dos programadores e ou equipes de desenvolvimento para a 
criação de mundos virtuais. 
“A criação de mundos virtuais se preocupa com as características dinâmicas do 
ambiente, iluminação, construção do modelo tridimensional, normalmente mostra as 
características do mundo real”. (TORI, KIRNER, SISCOUTO; 2006) 
Diversos softwares CAD permitem a modelagem geométrica dos mundos virtuais. Já 
as linguagens e softwares de modelagem dinâmica permitem o desenvolvimento de mundos 
interativos. Linguagens tais como OpenGL, VRML, X3D, Javascript entre outras, são usadas 
com freqüência. No item 3.3 apresentaremos algumas das características destas linguagens. 
Os modernos softwares de desenvolvimento de aplicativos de Realidade Virtual são 
verdadeiras plataformas de programação e criação, que não só envolve interfaces de 
comunicação com hardware, assim como permite a integração através de linguagens de 
programação de mundos virtuais.   
Para o desenvolvimento de aplicações de Realidade Virtual, necessita-se 
compreender os diversos aspectos relacionados com as interfaces de hardware, projeto e 
criação dos mundos virtuais. Isto se passa pela escolha correta de um framework que permita 
integrar todos estes aspectos dentro do sistema de visualização escolhido.  
Entre as plataformas disponíveis para o desenvolvimento de aplicativos de Realidade 
Virtual, podemos citar alguns frameworks
8
: CAVELib, Avango, VR Juggler e o Instant 
Reality.  
O CAVELib criado no Laboratório de Visualização Eletrônica da Universidade de 
Illinois em Chicago é uma interface de programação de aplicativos para o desenvolvimento de 
aplicações imersivas. Permite que os desenvolvedores criem suas aplicações de Realidade 
Virtual em ambientes com sistemas operacionais Windows e Linux. A CaveLib tem um 
pacote de software que permite criar soluções para a visualização estereoscópica, em 
múltiplas paredes ou sistema de cluster. (MECHDYNE, 2010) 
O Avango foi criado pelo IMK/Fraunhofer com o objetivo de desenvolver aplicações 
de Realidade Virtual distribuídos. Funciona como um grafo de cena e permite a interação 
básica com o mundo virtual, como por exemplo, clique do mouse e mover objetos. Utiliza 
sensores de entrada e saída. (KUCK et. al.). Foi desenvolvido principalmente para o uso no 
                                                          
8
Conjunto de classes desenvolvidas em uma linguagem de programação específica, utilizada para auxiliar no 
desenvolvimento de algum software. 
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sistema operacional Linux, também só está disponível para a versão de 32 bits e não contém 
muitas bibliotecas para a construção das cenas. 
O VR Juggler apesar de funcionar bem com o sistema operacional Windows 
necessita de muitas bibliotecas externas. Seu projeto foi iniciado por Cruz-Neira e uma equipe 
de estudantes do Centro de Realidade Virtual da Universidade Estadual de Iowa. Trabalha 
com arquivos XML (eXtensible Markup Language) para descrever como os dispositivos de 
entrada podem ser usados e como os dispositivos de saída podem ser gerados. Permite definir 
uma variedade de configuração de hardware, tem capacidade de executar múltiplos 
aplicativos simultaneamente. (BIERBAUM et. al, 2001) 
O Instant Reality é um framework multiplataforma que fornece um conjunto grande 
de recursos para a Realidade Virtual e para a Realidade Aumentada. Seu objetivo é fornecer 
uma interface de aplicação simples para interação com o usuário em um ambiente 
tridimensional imersivo. Permite a criação de novas aplicações 3D utilizando os formatos de 
arquivo VRML e X3D.  
Desenvolvido pelo Institut Graphische Datenverarbeitung (IGD) de Fraunhofer e 
Zetrum fur Graphische Datenverarbeitung (ZGDV), ambos da Alemanha. É uma associação 
que tem como missão a investigação científica e tecnológica na área da computação gráfica e 
Sistemas da Informação. As metas do InstantLabs, o grupo que desenvolve o Instant Reality 
são renderização com altíssimo realismo, interação com o usuário e suporte a tecnologia de 
imersão visual total. 
Por apresentar uma serie de recursos, ser de interface simples e consistente, 
adotamos como o escolhido para nosso projeto. 
 
3.2 InstantReality 
 
O Instant Reality é um player para X3D com recursos para computação distribuída e 
controle de dispositivos de entrada e saída específicos para Realidade Virtual e Realidade 
Virtual Aumentada.  
A estrutura oferece um conjunto de componentes e recursos que fornecem uma 
interface única e consistente para os desenvolvedores de Realidade Virtual e de Realidade 
Aumentada. Esses componentes foram desenvolvidos no Fraunhofer IGD e ZGDV com a 
participação de parceiros industriais (ver Figura 18). 
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Figura 18 - InstantReality 
 
Fonte: http://www.instantreality.org/ 
 
Cada camada conta com um parceiro no desenvolvimento do framework 
InstantReality, vejamos abaixo: 
 OpenSG: sistema de renderização de cena gráfico open-source 
 InstantIO: dispositivo transparente de rede e sistema de gestão de fluxo de 
dados. 
 VisionLib: visão flexível/processador pipeline9 de imagem 
 Avalon: sistema de manipulação e gestão de cenas dinâmicas 
O framework InstantReality é composto por módulos, tais como descrito abaixo: 
 
Figura 19 - Composição do InstantReality 
 
 
 InstantPlayer – Permite visualizar as cenas e fazer todas as simulações.  
 InstantIO – Permite trabalhar com dispositivos de entrada e saída, cuida 
também de todo o pré-processamento dos dados fornecidos pelos aparelhos. 
                                                          
9
As imagens são colocadas de modo que a saída de uma imagem é à entrada da outra imagem. 
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 InstantCluster – Produz uma saída gráfica em outro host10. 
 InstantVision – É um programa modular para a câmera de monitoramento 
visual e processamento de imagem em tempo real. 
 
Características e Benefícios 
 
 Modelagem de aplicação 
O framework fornece um gráfico de fluxo de dados que é uma extensão para a 
cena X3D e modelo de execução. Esses gráficos permitem desenvolver 
programação e aplicativos gráficos. Qualquer aplicação pode ser definida por 
uma série de gráficos definidos por componentes. Estes componentes permitem 
criar aplicações das mais simples as mais complexas por um simples arrastar e 
soltar de interface. 
 Eficiência 
O uso da modelagem de comportamento permite que o desenvolvedor crie 
aplicações complexas sem necessitar criar códigos complexos, utilizando um 
simples arrastar e soltar interface, ou seja, sem nenhuma programação. A 
utilização de gráficos de componentes e de métodos de otimização automáticos 
permitem que o sistema possa processar e visualizar grande conjunto de dados 
de polígonos, pontos, utiliza os mais recentes recursos de hardware para executar 
técnicas de sombreamento. 
 Escalabilidade 
O framework inclui vários métodos de otimização para explorar os recursos de 
hardware para alcançar seus objetivos em tempo de execução. 
 Auto-Parallel/Multithread: O sistema analisa a estrutura do gráfico de 
aplicação em tempo real e utiliza um método para detectar e executá-los em 
paralelo. 
 Cluster: Permite fazer o equilíbrio de carga de processamento para cada nó 
de cluster em tempo real O algoritmo permite aumentar o desempenho 
global aglomerado. 
 Multi-ResolutionDatasets: Pode criar e gerenciar conjunto de dados multi-
resolução para pontos, malhas e volume, permitindo que o sistema controle 
                                                          
10
É qualquer máquina ou computador conectado em uma rede. 
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o desempenho geral de renderização com uma quantidade mínima de 
quadros. 
 Interoperabilidade 
O framework fornece sincronias específicas do sistema e assíncrona de alto 
desempenho de interfaces para incorporar dados de aplicativo, controle e 
manipulação em tempo de execução. 
 Independência de Dispositivos IO 
O fluxo de dados com base IO oferece vários níveis de abstração para controlar 
todos os dispositivos e dados. O sistema fornece sensor de abstração para acessar 
os fluxos de dados de baixo nível, bem como dispositivos de alto nível e 
componentes independentes para definir interações abstratas em partes do 
gráfico da aplicação. 
 Visão por Computador baseado em Rastreador 
O subsistema de IO avançada inclui funções de processamento de imagens, que 
são utilizadas para fornecer marcador e marcador inferiores de rastreamento. 
Esses rastreadores representam os resultados das últimas pesquisas no campo do 
monitoramento baseado em visão computacional para aplicações de Realidade 
Aumentada. 
 Integralidade 
O framework fornece um conjunto completo de ferramentas e plug-ins para 
facilitar o desenvolvimento e implantação de aplicativos: 
 Integração: Plug-ins para as ferramentas mais comuns (por exemplo: Maya, 
3DMax). Permite que o desenvolvedor do aplicativo faça a integração de 
dados 3D de forma eficiente. 
 Composição: O sistema inclui vários plug-ins para permitir ao 
desenvolvedor criar qualquer tipo de lógica de aplicação e de 
comportamento através da definição de componentes. 
 Implantação: Vários servidores e sistemas middleware podem ser utilizados 
para implementar as aplicações finais em um grande número de plataformas 
de hardware. 
 Padrão de Conformidade 
O projeto do sistema inclui vários padrões da indústria para facilitar o processo 
de desenvolvimento e de serviços de aplicação: OpenGL 2.0 (KhronosGroup), 
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GLSL (KhronosGroup), CG (NVIDIA corporation), X3D (ISO/IEC 
19775:2004), ECMAScript (ISO/IEC 16262:2002), JAVA (Sun corporation), 
SOAP (W3D SOAP V1.2) e ZEROCONF (IETF Zeroconf WG). 
 Independência de Plataforma 
Todos os componentes do sistema estão disponíveis em um grande número de 
plataformas de hardware e software (Windows XP/Vista/7, Linux, Mac OS X). 
 
3.3 Criação de Mundos Virtuais 
 
O Universo representa o lugar onde ocorrerá a experiência em realidade virtual, o 
lugar a ser modelado. Este Universo contém objetos que são caracterizados por 
geometria (formato do objeto), aparência (tamanho, cor, composição, iluminação e 
sombreamento aplicados à geometria do objeto) e comportamento (reações do objeto 
frente a eventos). Além disso, os softwares para a criação de Realidade Virtual 
também costumam oferecer recursos para diversos tipos de dispositivos de 
interação, permitindo programá-los para ativar algum tipo de feedback visual, 
auditivo ou tátil. (MACHADO, 1995, p.25) 
 
A criação de mundos virtuais exige do programador conhecimentos diversos, tais 
como: modelagem tridimensional, texturização, iluminação, técnicas de renderização, entre 
outros. Estas técnicas estão presentes na maioria dos modeladores CAD 3D, que podem ser 
utilizados para gerar os modelos necessários à cena virtual. Porém quando se trata do 
desenvolvimento de interatividade com o meio e ou com o usuário, necessitamos do uso de 
linguagens de programação específicas. Apresentamos a seguir algumas das características 
destas linguagens. 
 
OpenGL (Open Graphics Library) 
 
Pode ser definida como uma interface de software (API – Application Program 
Interface) para aceleração da programação de dispositivos gráficos. É classificada como uma 
biblioteca de rotinas gráficas para a modelagem 2D ou 3D, tem possibilidade de portabilidade 
e é muito rápida, permite a criação de gráficos 3D com excelente qualidade visual. 
“Justamente pela sua portabilidade, não possui funções para gerenciamento de janelas, 
interação com o usuário ou arquivos de entrada/saída”. (AZEVEDO; CONCI, 2003, p.25-26) 
As aplicações criadas com o uso da OpenGL variam de ferramentas CAD a 
programas de modelagem que podem ser usados para criar modelos tridimensionais para 
ambientes de Realidade Virtual. Além do desenho de primitivas gráficas, tais como linhas e 
polígonos, OpenGL dá suporte a iluminação, colorização, mapeamento de textura, 
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transparência, animação, entre muitos outros efeitos especiais. Atualmente, OpenGL é 
reconhecida e aceita como um padrão API para desenvolvimento de aplicações gráficas 3D. 
(MANSSOUR, 2003)  
A linguagem OpenGL surgiu entre 1991 e 1992 e não trabalha com manipulação de 
eventos de entrada dos usuários, não faz o gerenciamento das janelas para as cenas, para 
solucionar estas questões a Silicon Graphics criou o Open Inventor. Em 1994, durante a 
conferência da WWW (World Wide Web), surgiu a VRML, com a necessidade de uma 
ferramenta de especificação e visualização gráfica 3D na rede. A VRML foi criada pela 
Silicon Graphics, baseada no Open Inventor. 
 
VRML (Reality Modeling Language Virtual) 
 
A linguagem VRML foi desenvolvida em formato original pensado para a internet, é 
uma linguagem com sintaxe simples e de fácil aprendizagem, independente de plataforma e 
que permite a criação de cenários 3D. Com o passar do tempo foram feitas melhorias e 
atualizações e em 1997 surgiu a versão 2.0, conhecida como VRML97. Até este momento a 
empresa que cuidava das melhorias e atualizações era a VRML Consortium, que passou a 
chamar-se WEB 3D Consortium. Com as novas atualizações da WEB 3D, surgiu a versão 
mais nova do VRML que ficou conhecida como o X3D. 
A linguagem X3D é um padrão aberto, desenvolvido sobre a VRML (Virtual Reality 
Modeling Language), que em 1997 foi aprovado como um padrão internacional. O X3D 
acrescenta o XML (eXtensible Markup Language) que tem capacidade de integração com 
outras tecnologias na internet. (BRUTZMAN; DALY, 2007, p.2). 
 
Figura 20 - X3D 
 
Fonte: http://www.siggraph.org/education/materials/HyperGraph/webgraphics/x3d/x3d_faq_files/ 
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X3D (eXtensible 3D) 
 
O X3D tem como objetivo trabalhar com gráficos 3D, permitindo transformações e 
animações com o uso dos dispositivos de entrada de dados. Seu arquivo é do tipo texto, tem a 
extensão .x3d, por isso, a manipulação de seu arquivo pode ser realizada em qualquer 
processador de textos. O uso do XML permite também um padrão para o desenvolvimento 
das aplicações na web. 
O X3D traz uma grande quantidade de funcionalidades definidas na especificação, é 
uma arquitetura modular que tem muita flexibilidade. Seus recursos e funcionalidades são 
agrupados em componentes. “O X3D também introduz o conceito de perfis (profiles) – uma 
pré-definida coleção de componentes comumente encontrados em certos domínios de 
aplicações, plataformas ou um cenário de uso, por exemplo, trocas de geometrias entre 
ferramentas de modelagem”. (CARDOSO; LAMOUNIER, 2004, p.96) 
A tecnologia X3D dá suporte para gráficos 3D, transformações de geometria, 
iluminação, materiais, texturas, mapeamento, pixels, vértices e aceleração de hardware. 
Permite animação com temporizadores e interpoladores de condução contínua. Permitem 
também interação com o mouse e entradas de teclado. A navegação no ambiente acontece por 
meio do uso de câmeras, com características de colisão, proximidade e visibilidade, detecção 
e vários tipos de iluminação. Por meio de script é possível mudar dinamicamente a cena 
através de linguagens de programação como o JavaScript. (HOPF; FALKEMBACH; 
ARAÚJO, 2007). 
 
Grafo de Cena 
 
É a representação através de estrutura gráfica hierárquica de todos os elementos que 
fazem parte do mundo virtual. O grafo de cena permite a definição da aparência, geometria, 
posição, iluminação e orientação do objeto no mundo virtual. Cada elemento do grafo de cena 
é chamado de nó. A Figura 21, demonstra a estrutura hierárquica básica de um grafo de cena 
com alguns de seus nós.  
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Figura 21 - Estrutura do Grafo de Cena 
 
 
Classificação de alguns tipos de nós: 
 Aparência – Usado para determinar o aspecto do objeto. Material, 
sombreamento, textura, cor, transparência, informações que podem ser usadas 
para alterar a aparência do objeto.  
 Agrupamento – Utilizado para agrupar diversos nós. 
 Sensores – São utilizados para detectar ações e movimentos do usuário, através 
de um clique do mouse, o uso do teclado, etc. 
 Navegação – Configura como o usuário irá se movimentar em uma cena. 
 Animação – Utilizado para fazer algumas mudanças de acordo com o tempo, 
assim como: posição, orientação e escala de algumas formas dos objetos. 
O grafo de cena armazena todos os aspectos de um grafo de cena 3D de uma maneira 
hierárquica, organizando geometria, aparência, animação e rotas de eventos. (THOMAZ, 
2011) 
 
Definição de alguns nós da estrutura hierárquica 
 
Scene – É o nó principal, todos os outros nós dependem dele. Toda a cena é feita 
dentro do nó <Scene></Scene>. Só pode existir um nó <Scene> dentro do código. 
Shape – São usados dentro de <Scene> e definem uma forma. Podem existir vários 
<Shape> dentro de uma cena. O nó <Shape> pode conter um nó <Appearence> e um nó 
geometria (Box, Cylinder, Cone e Sphere). 
Em um nó de geometria, podem ser alterado tamanho e forma das estruturas. Os nós 
de geometria são: 
 Box – Permite criar um cubo. 
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 Cylinder – Permite criar um cilindro. 
 Cone – Permite criar um cone. 
 Sphere – Permite criar uma esfera. 
Appearence – Especifica as propriedades visuais de geometria. Pode ser alterada cor, 
adicionar texturas, modificar a forma de receber e enviar luz do ambiente. 
Group – É um nó de agrupamento. Nós de grupo podem conter outros grupos. 
Normalmente é usado para agrupar nós com funções semelhantes. 
Transform – É um nó de agrupamento, pode conter outros nós. Controla posição, 
orientação e tamanho dos objetos. 
Viewpoint – Especifica posição e orientação ao olhar uma cena 3D. 
 
Geometria 
 
O padrão de desenvolvimento X3D permite a criação de gráficos 3D, onde são 
permitidos transformações em sua geometria
11
, texturas, iluminação, etc. Use as tags 
<Shape></Shape> para realizar a criação de gráficos 3D e as tags 
<Transform></Transform> para as transformações em sua geometria. 
 
Figura 22 - Exemplo do uso de Geometria 
 
 
                                                          
11
É a parte da matemática cujo objeto de estudo é o espaço e as figuras que podem ocupá-lo. É a descrição do 
objeto em termos de sua dimensão. 
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Interatividade e Sensores 
 
O grau imersão e a interatividade influenciam o nível de realismo de um sistema de 
Realidade Virtual e são determinados pela qualidade dos gráficos apresentados, pelo 
desempenho dos dispositivos que apresentam esses gráficos e pelo desempenho do 
sistema computacional no processamento dos gráficos e processos relacionados aos 
dispositivos de rastreamento de posição. (BROOKS, 1999 apud MACHADO, 2003, 
p.11)
12
 
 
A interatividade
13
 representa uma comunicação do sistema com o usuário e as 
diversas formas de respostas. A interação acontece quando o usuário causa um evento e 
espera resposta para este evento, isso acontece nos nós sensores, que através destes nós o 
usuário pode fazer uso do teclado, mouse, joystick, luvas de dados, etc. Os nós sensores são: 
KeySensor, TouchSensor, StringSensor, SphereSensor e vários outros. 
O computador tem a capacidade de responder à ação do usuário em tempo real 
através de dispositivos, ocorrendo assim à interatividade com o mundo virtual simulado. A 
interatividade contribui para a sensação de imersão do usuário em simulações de Realidade 
Virtual. (THOMAZ, 2011) 
Os dispositivos de entrada com sensores
14
 permitem que aconteça a interação do 
usuário com os sistemas de aplicações de Realidade Virtual de maneira mais eficiente, sendo 
bastante usados: as luvas de dados, óculos estereoscópicos, capacetes e muitos outros. 
A Figura 23 mostra um exemplo do uso do TouchSensor, onde o usuário causa o 
evento clique na esfera e espera que a cor do texto seja modificada. 
 
                                                          
12
Brooks, F.P. What’s Real About Virtual Reality? IEEE Computer Graphics & Applications, v.19, n. 6, p. 16-27, 
novembro, 1999. 
13
Uma medida do potencial de habilidade de uma mídia permitir que o usuário exerça influência sobre o 
conteúdo ou a forma de comunicação mediada. 
14
São dispositivos que respondem a estímulos físicos/químicos de maneira específica e mensurável 
analogicamente. 
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Figura 23 - Exemplo do uso do TouchSensor 
 
 
Animação 
 
“Para tornar o mundo mais dinâmico, podem ser animadas as posições, orientações e 
escalas das formas que estão definidas. Uma animação é uma mudança de algo em função de 
um intervalo de tempo. Uma animação requer dois elementos:” (CARDOSO; LAMOUNIER, 
2004, p.79) 
 Um elemento de tempo (relógio) que controla a animação; 
 A descrição de como alguma coisa altera-se ao longo do tempo da animação. 
É a exibição de imagens em sequência, acontecendo algumas alterações com o 
decorrer do tempo, essas alterações podem ser de posição e orientação. A animação não 
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depende necessariamente da ação do usuário. O nó TimeSensor é o responsável pelas 
alterações realizadas na animação em relação ao tempo, mas ele não trabalha sozinho depende 
de outros nós. A Figura 24 mostra o código de uma animação feita em um cubo, onde com o 
passar do tempo à cor do cubo vai sendo alterada. 
 
Figura 24 - Exemplo do uso da Animação com o TimeSensor 
 
 
O nó <TimeSensor> é sensor de tempo, ele usa o cycleInterval que é um loop com 
duração em segundos, a opção loop quando true repete indefinidamente e a opção startTime 
que é o tempo inicial em segundos. O nó <ColorInterpolador> gera uma faixa de valores de 
cores que pode ser conectado ao ROUTE (conecta campos entre nós para permitir passagem 
de evento). Existem outros nós que podem realizar o processo de animação: 
<PositionInterpolator> que permite a mudança de escala, o <OrientationInterpolator> que 
permite aplicar rotações às formas e outros. 
O X3D não é um arquivo no formato XML que apenas descreve a geometria de 
objetos virtuais e seus comportamentos. Quando queremos a participação do usuário, usamos 
o nó <TouchSensor>, normalmente fica um código mais complexo, pois necessitamos usar o 
nó <Script> . 
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Figura 25 - Animação em X3D 
 
Fonte: Lima, 2001 
 
Nós do tipo <Script>  permitem aos desenvolvedores criarem recursos customizados 
através das linguagens ECMAScript e Java, coberto pela especificação ISO/IEC FDIS 
19777:2005. 
O WEB 3D consortium disponibiliza o software X3D-Edit, que é uma ferramenta de 
edição gráfica de arquivos X3D que facilita a criação e manipulação das cenas sem 
possibilidade de erros. O X3D-Edit é uma ferramenta desenvolvida em Java, pode editar 
arquivos no formato X3D e VRML. 
O X3D-Edit vem com um visualizador o XJ3D, onde o programador cria sua 
aplicação e pode visualizar o resultado no mesmo instante, permite ainda mais facilidade e 
rapidez no seu desenvolvimento. 
Vantagens do uso do X3D-Edit: 
 Faz a codificação usando o XML 
 Usa o recurso do autocomplete 
 Visualizador de cenas X3D 
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Figura 26 - Exemplo do uso do X3D-Edit 
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Capítulo 4 – O AMBIENTE CAVE - REQUISITOS DE INSTALAÇÃO 
 
4.1 Dimensionamento do espaço de instalação 
 
A CAVE é construída em forma de cubo, com o seu tamanho especificado pelo 
criador, suas projeções podem ser realizadas em três ou quatro paredes, envolvendo também 
chão e teto. A CAVE requer uma quantidade significativa de espaço físico para abrigar os 
projetores, espelhos e outros dispositivos.  
A construção de um ambiente CAVE envolve sua configuração espacial levando em 
conta o espaço disponível para instalação e os aspectos relacionados com o sistema de 
projeção e de localização de outros dispositivos. 
Os projetores são equipamentos que permitem a geração de imagens em diversas 
dimensões (ver Figura 27), possibilitando a construção de ambientes realísticos. Porém os 
mesmos demandam espaço entre eles e o plano de projeção, sendo necessário a otimização da 
área ocupada.  
 
Figura 27 - Ambiente de Projeção 
 
 
Para que alcancemos um bom nível de imersão as paredes da CAVE devem ter uma 
altura maior ou igual a 2,10m de forma a não permitir a visão acima da mesma. Considerando 
um "aspect ratio"15 de 4:3 teremos uma parede de projeção apresentando sua altura 
equivalente a 75% de seu comprimento. Na Figura 28 apresentamos a imagem resultante de 
uma projeção com afastamento do projetor de 3m. 
 
                                                          
15
Proporção de tela de uma imagem bidimensional é a relação matemática entre as suas duas 
dimensões, em geral obtida pela divisão entre as medidas da largura e da altura. Pode ser representada por um 
número decimal com duas casas (1,33; 1,66; etc.) ou pela relação entre dois números inteiros(4:3; 5:3; etc.). 
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Figura 28 – aspect ratio de 4:3 
 
Fonte: LUMBRERAS, 2010 
 
O espaço disponível para instalação da CAVE pode determinar as dimensões da 
mesma, porém a forma como projetores e espelhos são distribuídos permitem a otimização do 
espaço. Baseado no trabalho desenvolvido por Lumbreras (2010) apresentaremos abaixo três 
abordagens de configuração para a instalação da CAVE que determinam as dimensões da 
mesma e a otimização do espaço utilizado na sua instalação e de seus periféricos. 
 Projeção Direta 
 Projeção com Espelhos 
 Projeção com Espelhos Inclinados 
 
Projeção Direta 
 
Na projeção direta os projetores ficam a uma distância equivalente a duas vezes o 
comprimento da tela de projeção. Ver Figura 29. 
 
Figura 29 - Projeção direta 
  
Fonte: LUMBRERAS, 2010 
 
Com um simples reposicionamento da CAVE podemos reduzir á área de instalação 
em 17% com relação a área necessária na instalação anterior. Ver Figura 30. 
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Figura 30 - Projeção direta - Reposicionamento da CAVE 
 
Fonte: LUMBRERAS, 2010 
 
Projeção com Espelhos 
 
O uso de espelhos permite a redução da distância de projeção sem comprometer a 
qualidade da imagem, uma vez que mantém a fidelidade geométrica da imagem, bem como as 
características de cor, brilho e contraste. 
Tendo como referência a mesma configuração apresentada na Figura 30 e adotando-
se o uso de espelho afastado da tela de projeção de uma distância P, podemos instalar os 
projetores próximos à tela de projeção. Ver Figura 31. 
 
Figura 31 - Projeção com espelhos 
 
Fonte: LUMBRERAS, 2010 
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Esta configuração permite uma redução no espaço de locação de 59% com relação à 
instalação da projeção direta. 
 
Projeção com Espelhos Inclinados 
 
É possível obtermos uma melhor configuração do ambiente CAVE utilizando 
espelhos inclinados em relação às telas de projeção e deslocando os projetores. Este 
deslocamento deve ser conhecido de forma a não provocar falhas na projeção, tais como 
vemos a seguir. 
 
Figura 32 - Projeção com espelhos 
 
Fonte: LUMBRERAS, 2010 
 
A partir do esquema definido na Figura 33a, podemos deduzir as dimensões dos 
espelhos como sendo: comprimento (mcomprimento) e altura (maltura) em função da distância d 
entre os mesmos e a tela de projeção, assim como do seu ângulo de rotação θ. 
 
Figura 33 – Projeção com projetor e espelho 
 
Fonte: LUMBRERAS, 2010 
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As dimensões do espelho são determinadas a partir dos dois triângulos formados 
entre a posição de um projetor hipotético e o espelho (Figura 33b). Vejamos as fórmulas 
deduzidas a seguir. 
 
Tabela 1 - Fórmulas deduzidas a partir da Figura 33  
Equação Fórmula 
1 
       
 
 
  
2    
 
 
   
3           
4    
 
 
   
5           
6 
   
          
       
 
7 
   
          
       
 
8                    
9 
        
             
 
 
Fonte: LUMBRERAS, 2010 
 
A Figura 34 apresenta a configuração onde espelhos e projetores são deslocados, 
assim como a própria CAVE é rotacionada com relação à parede da sala, permitindo assim a 
otimização do espaço. Deve-se considerar que o centro da CAVE tem as coordenadas (x, y) e 
d1, d2, d3, assim como θ1, θ2, θ3 podem assumir valores diferentes. 
 
Figura 34 – CAVE rotacionada com espelhos 
 
Fonte: LUMBRERAS, 2010 
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A tabela a seguir apresenta as fórmulas deduzidas que determinam o posicionamento 
dos espelhos: Espelho1 (E1), Espelho2 (E2) e Espelho3 (E3). 
 
Tabela 2 - Coordenadas dos espelhos 
Espelho X1 Y1 X2 Y2 
E1                
 
 
   
           
               
 
 
   
           
E2    
 
 
              
               
 
 
   
           
            
E3    
 
 
              
               
 
 
   
           
            
Fonte: LUMBRERAS, 2010 
  
A tabela a seguir apresenta as fórmulas deduzidas que determinam o posicionamento 
dos projetores: Projetor1 (P1), Projetor2 (P2) e Projetor3 (P3). 
 
Tabela 3 - Coordenadas dos projetores 
Projetor X Y 
P1 
               
  
 
        
 
 
                
  
 
      
P2   
 
 
                
 
 
                    
 
 
      
P3   
 
 
                     
                   
Fonte: LUMBRERAS, 2010 
 
A tabela a seguir apresenta as fórmulas deduzidas que determinam as coordenadas 
mínimas das quatro paredes, Parede1 (L1), Parede2 (L2), Parede3 (L3) e Parede4 (L4), que 
envolvem o ambiente. 
 
Tabela 4 - Coordenadas das extremidades das paredes 
Paredes X1 Y1 X2 Y2 
L1                                                         
L2                                                         
L3                                                         
L4                                                         
Fonte: LUMBRERAS, 2010 
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Baseado nas fórmulas apresentadas na Tabela 4 e utilizando a equação da reta 
podemos determinar a área necessária à instalação da CAVE. 
Tabela 5 – Fórmulas para cálculo da área de instalação da CAVE 
Equação Fórmula 
1   
     
     
 
2        
     
     
 
3 
   
     
     
 
4 
   
   
  
 
5 
                  
 
          
 
 
6 A_4=(       )(        ) 
Fonte: LUMBRERAS, 2010 
 
Utilizando a equação 6 da Tabela 5, obtemos a área para a instalação da CAVE 
rotacionada com espelhos. Esta configuração permite uma redução no espaço de locação de 
aproximadamente 70% em relação à instalação da projeção direta. 
A seguir discutiremos sobre aspectos relacionados ao sistema de projeção em 
múltiplas paredes. 
 
4.2 Sistema de Projeção 
 
Para que possamos entender como se processa a visualização e a navegação em um 
ambiente CAVE, faz-se necessário recorrer ao paradigma do modelo de câmera. Neste 
modelo da mesma forma com que obtemos uma fotografia do mundo real podemos simular 
uma câmera virtual que vai captar a cena modelada em um espaço 3D e projetá-la no espaço 
2D, ou seja em uma tela de computador, ou mesmo nas paredes (telas de projeção) de uma 
CAVE. 
 
Modelo de Câmera 
 
No modelo de câmera imaginamos um observador que, posicionado em um ponto de 
observação, vê a cena através das lentes de uma câmera virtual (HEARN; BAKE, 1997). Os 
principais parâmetros envolvidos na obtenção de uma imagem 2D resultante da projeção 3D 
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são a posição da câmera e sua orientação. Os seguintes parâmetros são adotados na definição 
da câmara virtual. 
 VRP (View Reference Point) - posição da câmera,  
 FP (Focal Point) - para onde a câmara aponta, 
 VPN (View Plane Normal) - define o plano de visualização, 
 VUV (ViewUp Vector) - define o ângulo de rotação em torno de VPN, 
 d (Distance) - distância de VRP ao plano de projeção na direção de VPN. 
 
Figura 35 – Parâmetros de posição e orientação de um observador 
 
Fonte: PEREIRA 
 
Observando a Figura 35a podemos deduzir que: a posição da câmera (VRP) e o 
ponto focal (FP) da câmera definem, respectivamente, onde a câmera está e para onde aponta. 
O vetor (VPN) que vai da posição da câmera ao ponto focal é denominado direção de 
projeção. O plano de visualização, que é o plano no qual a cena será projetada, está 
posicionado no ponto focal e, tipicamente, é perpendicular ao vetor direção de projeção 
(VPN). A orientação da câmera é controlada pela sua posição, seu ponto focal e por outro 
vetor denominado ViewUp (VUV). Em alguns sistemas existe a possibilidade de se 
especificar um vetor VUV' aproximado, cuja única restrição é não ser paralelo a VPN. O 
VUV pode ser calculado a partir da projeção de VUV', paralelamente a VPN, ver Figura 35b. 
O plano de visualização está localizado no centro com relação à VRP. Introduzem-se 
deste modo as dimensões 2h (altura) e 2w (largura) da Janela de Visualização. No referencial 
da câmara, as coordenadas do centro da janela são (0, 0, d). 
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Figura 36 – Definição da janela de visualização 
 
Fonte: PEREIRA 
 
Com base nestes parâmetros definidos em Coordenadas de Mundo (CW - World 
Coordinates) o sistema gráfico define o sistema de coordenadas da câmara cuja origem é 
VRP. Este referencial é conhecido como referencial uvn, pelo fato de se definir esse 
referencial à custa de uma base ortonormal formada pelos vetores u, v e n. Em uma base 
ortonormal no espaço tridimensional os três vetores que a formam são perpendiculares entre si 
e todos eles têm o comprimento unitário, ou seja, igual a 1. Da mesma foram que os eixos X, 
Y, Z nos permite descrever a base ortonormal que descreve os pontos relativos à origem do 
espaço 3D cartesiano, os eixos vr, vu e vn nos da a base para descrever os pontos relativos ao 
espaço da Janela de Visualização.(KOOIMA, 2009) 
Como vemos na Figura 37a os pontos pa, pb e pc determinam as dimensões da janela 
de visualização, seu aspect ratio, posição e orientação no espaço. 
 
Figura 37 – Plano de visualização 
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Tomando-se como base os pontos pa, pb e pc da Figura 37a, localizados nos vértices 
do plano de visualização, podemos determinar os vetores vr, vu e vn que formam a base 
ortonormal. Ver Figura 37b. 
 
   
     
         
    
     
         
    
     
         
 
 
Quando consideramos a posição da câmera com relação à janela de visualização, 
precisamos conhecer os vetores não unitários que ligam a posição (pe) dos olhos (eyes) aos 
vértices da janela de visualização.Ver Figura 38. 
 
Figura 38 – Posição dos olhos aos vértices da janela de visualização  
 
 
Estes vetores são calculados, tendo como base as seguintes operações: 
 
                           
 
A distância d entre a posição dos olhos e a origem do espaço de visualização é 
conhecida como sendo a menor distância entre a posição dos olhos (pe) e a Janela de 
Visualização. Seu valor pode ser calculado pelo produto escalar do vetor normal (vn) a Janela 
de Visualização com quaisquer dos vetores anteriormente calculados, ou seja va, vb ou vc. 
Como estes vetores apontam na direção oposta o produto deve ser negativo. 
 
            
 
No modelo de câmera, adotamos a definição de um volume de visualização, ver 
Figura 39. No caso da projeção em perspectiva, o volume de visualização é definido por um 
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tronco de pirâmide infinito cujo ápice se localiza no VRP e os lados sobre a Janela de 
Visualização. O eixo central da pirâmide coincide com o eixo zv. O volume de visualização 
criado pela projeção em perspectiva é chamado de "frustum" e estabelece a região do mundo 
virtual que vai ser projetada. Este é determinado pelos planos de corte anterior e posterior. 
(KOOIMA, 2009) 
 
Figura 39 – Volume de visualização perspectivo 
 
Fonte: PEREIRA 
 
O modelo de câmera apresenta dois espaços: o espaço real onde se encontra o 
usuário, a CAVE, periféricos e o espaço virtual onde estão presentes os objetos 3D 
modelados e elementos não visíveis, como por exemplo, as câmeras.  
A janela de visualização e o centro de projeção são componentes virtuais e possuem 
seus correspondentes no espaço real. A janela de visualização corresponde à tela de projeção e 
o centro de projeção a posição dos olhos do observador. 
Geralmente os ambientes de visualização, tais como Panoramic Display Systems, 
Varrier Autoestereoscopic Display (SANDIN et. al, 2005) e diferentes configurações de 
CAVES envolvem mais de uma tela de projeção, e consequentemente mais de um volume de 
visualização. Para preservar a coerência entre as projeções é necessário que cada "frustum" 
seja corretamente calculado. 
Quando diversos "frustums" são incorretamente calculados e o ambiente virtual é 
construído envolvendo diversas telas de projeção, tais como vemos na Figura 40, as 
informações podem não apresentar continuidade fazendo com que o observador veja objetos 
distorcidos, prejudicando o realismo da cena (LUMBRERAS, 2010). 
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Figura 40 – Frustums incorretos 
 
Fonte: LUMBRERAS, 2010 
 
Faz-se necessário estabelecer o cálculo para a correta definição das dimensões e 
orientação de cada janela de visualização. Para isto precisamos identificar cada coordenada da 
nossa tela de projeção.  
Tomando como base a coordenada (x1, x2, x3) localizada no vértice esquerdo 
superior, w o comprimento, h a altura da Janela e α o ângulo formado entre as janelas na 
direção x. Podemos deduzir as equações que determinam as coordenadas dos demais vértices 
do plano de projeção. Ver Figura 41 para o caso de duas janelas de projeções. 
 
Figura 41 – Vértices de Projeção 
 
Fonte: LUMBRERAS, 2010 
 
Baseado na Figura 41 pode-se deduzir as equações abaixo que determinam as 
coordenadas (x2, y2, z2). 
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Tabela 6 – Fórmulas de determinação das coordenadas de projeção 
Equação Fórmula 
1               
2       
3               
Fonte: LUMBRERAS, 2010 
 
Expandindo-se a ideia para diversas janelas de visualização, onde cada janela tem 
seu próprio comprimento e ângulo α entre planos. Teremos o seguinte equacionamento: 
 
Tabela 7 - Fórmulas para diversas janelas de visualização 
Equação Fórmula 
1                 
2         
3                 
Fonte: LUMBRERAS, 2010 
 
4.3 Navegabilidade em um ambiente CAVE 
 
A sensação de estar presente em um ambiente virtual como se fosse real esta 
diretamente relacionada com a capacidade do usuário navegar e interagir livremente no 
ambiente. Necessitamos assim atualizar a cada instante a posição e orientação da cabeça do 
usuário, permitindo assim o posicionamento de cada um dos seus olhos.  
Em uma CAVE temos mais de um plano de projeção, logo para manter o realismo da 
cena tridimensional precisamos atualizar as posições das câmeras em relação aos respectivos 
planos de projeções, estes sempre devem corresponder a posição relativa dos olhos do usuário 
com relação as telas de projeções no mundo real. 
Todas as coordenadas no mundo virtual são descritas com transformação espacial a 
partir da origem. Para simplificar tomemos nossa origem como (0,0,0). A informação no 
mundo real da origem e do posicionamento do usuário pode ser adquirida de diversas 
maneiras, utilizando diferentes tecnologias. Muitas tecnologias de rastreamento moderno 
usam hardware ligado ao usuário para executar ou auxiliar o processo de rastreamento, com 
diferenças na precisão e latência. 
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Figura 42 – Sistema de rastreamento ART 
 
Fonte: http://www.ar-tracking.com/products/markers-targets/targets/passive/ 
 
Como exemplo, podemos considerar o sistema de rastreamento da ART (Advanced 
Realtime Tracking) que usa a luz refletindo bolas marcadoras e várias câmeras de 
infravermelho para rastrear. Se duas câmeras podem ver uma bola de forma inequívoca, a 
posição desta bola em relação às câmeras pode ser calculada por triangulação. Se várias bolas 
estão ligadas a um marcador e visível para duas câmaras, o sistema também pode determinar a 
orientação do alvo. Adotaremos como exemplo a instalação de rastreadores, na cabeça do 
usuário, dai o termo "heading-tracking". 
 
Figura 43 – Óculos ART 
 
Fonte: http://www.ar-tracking.com/products/markers-targets/targets/passive/ 
 
Considerando-se a movimentação do usuário no ambiente com relação ao centro da 
tela de projeção, observamos que o frustum passa a ser assimétrico, e que a cada movimento 
precisamos atualizá-lo para que seja determinado quais objetos serão apresentados no plano 
de projeção. Para determinar a matriz de projeção precisamos especificar os seguintes 
parâmetros que a biblioteca OpenGL requer a partir  da aplicação da função glFrustum. 
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Figura 44 – Projeção off-axis 
 
 
A atualização do frustum é realizada tendo como base o plano anterior (near plane), 
logo precisamos recalcular os parâmetros, aplicando a relação n/d a cada um deles. Por 
semelhança de triângulos podemos obter os parâmetros necessários a glFrustum. 
 
                          
                          
 
A função glFrustum da biblioteca openGL insere estes valores na matriz de projeção 
padrão designada abaixo. 
 
Figura 45 - Matriz de Projeção 
 
 
A matriz de transformação completa, ou seja, aquela que projeta no espaço 2D os 
modelos 3D é obtida a partir do cálculo do seguinte produto: 
67 
 
Mproj x Mview x Mmodel 
 
A matriz Mmodel é a matriz de transformação da geometria utilizada para inserir os 
objetos no espaço. Mproj é a matriz de projeção acima apresentada. Necessitamos agora 
conhecer nossa matriz de visualização Mview. 
A matriz de transformação de visualização Mview completa a ser aplicada aos objetos 
da cena para transferi-los para o sistema de coordenadas VCS é dada por: 
 
Figura 46 - Matriz de visualização 
 
 
A compreensão destes conceitos se faz essencial para o sucesso na instalação e 
configuração do software de gerenciamento dos periféricos e a interação do usuário com o 
mundo virtual dentro da CAVE. 
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Capítulo 5 – O PROTÓTIPO 
 
A CAVE é um exemplo de tecnologia em Realidade Virtual, um sistema imersivo, 
desenvolvido em forma de cubo onde cada lado do cubo ou também chamado de parede pode 
receber uma projeção com o uso de dois projetores simples ou um projetor 3D, a CAVE pode 
ter tamanhos diversos e sua projeção pode ocorrer em várias paredes. 
Devido ao pouco recurso financeiro e ao espaço disponível para aquisição e 
instalação da CAVE partimos para a construção de um protótipo utilizando estrutura tubular, 
com o hardware definido por computadores interligados a uma rede Gigabit com projeção 
estereoscópica ativa em 3 paredes, utilizando projetores 3D com óculos "shutter glasses".  
A verificação e validação do protótipo ocorreu a partir de uma bateria de testes 
empíricos, que suportaram os questionamentos quanto a dimensões necessárias para 
instalação, estilo de projeção, necessidade da inclusão de espelhos, calibração dos projetores, 
definição de planos de projeção e outras variáveis referentes à geração de imagens 
estereoscópicas. Submetemos a visualização, ambientes virtuais desenvolvidos em 
modeladores CAD e utilizamos linguagens de modelagem VRML e X3D, assim como de 
linguagem de programação que permite o desenvolvimento de interatividade ao meio e a 
comunicação com interfaces como o Microsoft Kinect ou outros sensores de movimento. 
 
5.1 Estudos preliminares 
 
Como iniciativa para a implementação de uma CAVE de baixo custo, foi estudado a 
possibilidade do uso do ZPOV (Zelek/Patel Open VRML), um navegador VRML open source 
multiwall (múltiplas paredes), desenvolvido na Universidade Virginia por Dr. Van Scoy 
(2002). 
O equipamento multiwall (ver Figura 47), permite ao usuário a experiência de um 
ambiente virtual, pois as paredes cercam o usuário, à esquerda, direita e à frente. Para a 
montagem do equipamento multiwall, foram utilizados três computadores, um para cada 
parede, executando o Windows 2000 professional, com placa de vídeo NVIDIA GeForce4 
MX 440, três projetores com resolução de 1024 x 768 e finalmente a ligação entre os 
computadores acontecem por um Linksys 10/100.  
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Figura 47 – MULTIWALL - Estrutura de Sistema Móvel Multi-parede 
  
 
Todos esses equipamentos representam o sistema multiwall usado para 
operacionalizar o programa ZPOV. Para a visualização de um mundo VRML (arquivo wrl) é 
necessário um browser especial, onde é possível escolher entre o Cortona 
(http://www.cortona3d.com/), VRScout, Cosmo Player e o World View. Além de um browser 
foi utilizado a API Open VRML (http://openvrml.org/) e a linguagem C++.  
A dificuldade encontrada para a utilização do ZPOV esta relacionada à falta de 
documentação necessária ao desenvolvimento de módulos de interface. 
Ainda nesta fase, diversos outros frameworks tais como: CAVELib, Avango, VR 
Juggler e o Instant Reality foram estudados.  Para isto foi utilizado como ambiente de teste 
três microcomputadores com Placa de vídeo NVIDIA Quadro 600 1 GB GFX Special, três 
monitores CRT 3D de 14 polegadas da SilicomGraphics e um óculos NVidia com sinal 
infravermelho. Ver Figura 48. 
 
Figura 48 - Monitores CRT da SilicomGraphics 
 
 
Após a realização dos testes escolhemos o framework Instant Reality por apresentar 
maior flexibilidade, sendo ele composto de vários pacotes de softwares que satisfazem as 
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necessidades para a criação e montagem da CAVE. Um exemplo disso é o software Instant 
Player que permite visualizar as cenas e construir simulações.  
 
Figura 49- Instant Player 
 
 
O Instant Reality tem como objetivo, fornecer uma interface de aplicação simples 
para interação com o usuário em um ambiente tridimensional imersivo. Permite a criação de 
novas aplicações 3D utilizando os formatos de arquivo VRML e X3D. 
 
5.2 Implementação Física do Protótipo 
 
Em todo o projeto e desenvolvimento do protótipo, procuramos estabelecer uma 
relação de baixo custo e de fácil instalação sem comprometer o desempenho de visualização 
tridimensional estereoscópica. A construção do protótipo passou por diversas fases 
envolvendo desde a fabricação e montagem da estrutura de suportação, escolha de materiais 
para as telas de projeções até a realização dos testes e ajustes que permitiram formular 
recomendações quanto às dimensões necessárias para instalação final, necessidade da inclusão 
de espelhos, calibração dos projetores, definição de planos de projeção e outras variáveis 
referentes à geração de imagens estereoscópicas. A Figura 50 apresenta o esquema de 
distribuição e montagem dos equipamentos utilizados durante os testes. 
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Figura 50 - Cluster de Computadores 
 
Fonte: Heryson Cirilo 
 
A CAVE foi construída para a projeção em três de suas paredes, a esquerda, direita e 
à frente, medindo cada parede 2m x 2m, sendo que a tela de retroprojeção utilizada mede 2 m 
de largura e 1,60 de altura.  
Três computadores com placa de vídeo gráfica 3D NVIDIA Quadro foram utilizados, 
sendo que um deles opera como um servidor e os outros dois escravos. Os mesmos são 
interligados através de um HUB de alta velocidade e cabos coaxiais. Foram utilizados três 
projetores 3D Ready e óculos ativos (shuterglasses). Ver especificações dos principais 
equipamentos utilizados na tabela abaixo. 
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Tabela 8 - Lista de equipamentos para a CAVE 
Equipamento Configuração 
Computadores INTEL Xeon E3 1270 3.4 DM 4C 80W GTO CPU 
Memória 16GB DDR3 – 1333 ECC (4x4GB) BR RAM, 
64 bits 
HP Z210 CMT 
Placa de vídeo NVIDIA Quadro 600 1 GB GFX Special 
CMT SATA HDD2 Cable 
Windows Professional 
Projetores ProjetorViewSonic DLP 3D Ready 
Kit NVIDIA Óculos 3D ativo e Emissor Infravermelho USB GeForce 
3D Vision 
Kinect Kinect sensor 
 
 
Além dos equipamentos descritos acima foram construídos três armários de madeira 
para apoiar e guardar os equipamentos, conforme mostra a Figura 51: 
 
Figura 51 - Imagem do armário para apoiar o projetor 
 
Fonte: Cedida por Elisa Casaes, Arquiteta 
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5.2.1 Procedimento de montagem 
 
O esquema abaixo mostra a seqüência utilizada na montagem da CAVE. Tendo 
como primeiro passo toda a preocupação com a estrutura de sustentação das telas de projeção, 
em seguida na escolha do material a ser utilizado nas mesmas.  
A especificação e configuração dos computadores,  projetores 3D, óculos de 
visualização, emissores de infrared e periféricos de comunicação em rede Gigabit para 
montagem do cluster demandaram tempo e cuidado de forma a manter a performance 
desejada. 
A ultima etapa foi destinada a instalação e testes do framework escolhido para 
gerenciamento do ambiente virtual, assim como da construção dos mundos virtuais utilizados 
na visualização estereoscópica. 
 
Figura 52 - Seqüência de montagem da CAVE 
 
 
Para a estrutura de sustentação, ou seja, da armação da CAVE utilizamos tubos de 
aço carbono (ver Figura 53a), medindo dois metros, com uma polegada de diâmetro, 
formando um cubo com suas extremidades conectadas por uma junção que permite sua fácil 
montagem e desmontagem. Para ajudar na aderência e diminuir a instabilidade foi criado para 
cada canto da CAVE uma estrutura que liga os três lados do cubo, como mostra a Figura 53b. 
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Figura 53 - Estrutura da CAVE com tubos de aço 
 
 
Para a montagem das telas de projeção da CAVE, foram feitas costuras na tela 
envolvendo os tubos com o intuito de não mostrar a parte do tubo de aço no momento da 
retroprojeção. É interessante deixar um pouco de folga entre a costura e o tubo para que não 
se danifique a tela. Os ilhós foram necessários para fixar à parte da tela que fica nas laterais, 
como mostra a Figura 54, permitindo um melhor ajuste, evitando dobras, assim a tela fica 
mais firme e lisa. 
 
Figura 54 – Costura e ilhós na tela 
 
 
Com a disponibilidade de projetores 3D escolhemos utilizar neste projeto a 
estereoscopia ativa ao invés da passiva. Na ativa os usuários utilizam óculos obturadores 
(shutter glasses), controlados em geral por sinal infravermelho, trabalhando em sintonia com 
os projetores. Utilizamos óculos 3D sem fio da NVIDIA GEFORCE 3D Vision e para cada 
computador placa de vídeo gráfica NVIDIA Quadro 600 1GB GFX Special. 
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A Figura 55 mostra o protótipo da CAVE em tubos de aço e a tela de retroprojeção já 
com os ajustes necessários. A projeção foi realizada nas três paredes sendo necessária uma 
distância entre a tela e o projetor de mais ou menos dois (2) metros. 
 
Figura 55 - Imagem das três paredes da CAVE 
 
 
O protótipo foi montado em uma das salas de aula da Universidade Federal do Rio 
Grande do Norte, para serem feitos os testes com multiprojeção em três planos (paredes), com 
o efeito 3D. Toda a estrutura física da CAVE, assim como os esquemas de projeção foram 
testados e ajustados de forma a alcançar um bom nível de imersão.  
 
5.3 Implementação Lógica do Protótipo 
 
O esquema abaixo mostra os itens necessários a serem definidos na implementação 
lógica do ambiente CAVE. 
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Figura 56 - Itens necessários a Implementação Lógica  
 
 
 
O Sistema operacional é o responsável pelo gerenciamento do acesso ao hardware. 
Optamos pela instalação do sistema operacional Windows, já que havíamos realizado diversos 
testes entre os frameworks pesquisados e com o hardware a ser utilizado na pesquisa.  
A definição do Software de gerenciamento do ambiente de Realidade Virtual passa a 
ser a principal tarefa, já que envolve a maior quantidade de características necessárias a 
implementação de um ambiente de Realidade Virtual. Entre os frameworks estudados 
escolhemos o Instant Reality por apresentar um conjunto de componentes que permitem 
gerenciar de forma eficaz o ambiente da CAVE, vejamos abaixo: 
 
Tabela 9 - Lista de Componentes usados na CAVE 
Componente Objetivo 
InstantPlayer Visualiza as cenas e faz as simulações 
InstantIO Permite trabalhar com dispositivos de entrada e saída de dados 
InstantCluster Permitir uma saída gráfica em outro computador 
InstantVision Trabalhar com a câmara de monitoramento visual e processar 
imagem em tempo real. 
X3D Trabalhar com gráficos 3D, com animação, etc. 
 
O Instant Reality é um player para X3D com recursos de computação distribuída e 
controle de dispositivos de entrada e de saída específicos para ambientes de Realidade Virtual 
e de Realidade Virtual Aumentada. Permite aos desenvolvedores a criação de mundos virtuais 
utilizando Bibliotecas Gráficas padrões tais como VRML, X3D, OBJ. Mundos virtuais podem 
ser criados utilizando modeladores CAD e não apenas por programação. O framework Instant 
Reality permite o processo de Desenvolvimento de Aplicativos, utilizando linguagens de 
programação padronizadas. 
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5.3.1 Implementação 
 
O framework Instant Reality organiza os elementos de softwares necessários a 
implementação do Ambiente CAVE em forma de uma estrutura de dados do tipo grafo. Ver 
Figura 57. 
 
Figura 57 – Grafo Instant Reality 
 
 
A raiz do grafo X3D contém dois subgrafos com funções distintas, o subgrafo 
Engine e o subgrafo Scene. O subgrafo Engine é um conjunto de componentes de software  
que permite gerenciar a configuração das telas, controla a renderização das imagens nas três 
telas, além de controlar a comunicação e o balanceamento de carga do processamento entre as 
máquinas do cluster de computadores, ele é totalmente separado do grafo de cenas (subgrafo 
Scene). Também é responsável pelo monitoramento do usuário dentro do ambiente. Todos os 
elementos que constituem o subgrafo Engine devem completar suas tarefas a cada atualização 
da imagem nas telas. O subgrafo Scene contém todos os elementos que não são necessários 
para o controle da renderização e o player de X3D cria um processo separado para o seu 
processamento (TRENHAGO, 2009). 
O nó <IOSensor> é o nó pelo qual podemos acessar os dados de entrada e/ou saída 
de quaisquer dispositivo suportado pelo Instant Reality. OutSlots são conectados através de 
ROUTE aos InSlots dos nós <NavigationInfo> e <Viewpoint> que controlam a 
navegabilidade e o ponto de visualização respectivamente. Tomemos como exemplo um 
trecho de código necessário para configuração  do nó IOSensor utilizado para uso do 
Microsoft Kinect. 
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Figura 58 - Nó IOSensor - Microsoft Kinect 
 
 
O subgrafo Engine contém o nó <RenderJob> que é responsável pela visualização do 
gráfico de cena. No nó <WindowGroup> serão definidas os nós <ClusterWindow> e 
<LocalWindow>. O nó <LocalWindow> é responsável pela interface de interação.  
O nó <ClusterWindow> permite estender a resolução e balancear a carga de 
renderização quando necessário. Tomemos com exemplo o código implementado na Figura 
59. Os computadores: AlphaRV-PC e o alpha3D são responsáveis pela visualização. O 
atributo size informa o tamanho da resolução da imagem, neste caso 1024 x 768. O atributo 
servers é utilizada para inserir os nomes dos computadores que serão utilizados na rede. Os 
atributos balance e showBalance são utilizadas para balanceamento de cargas, quando 
usamos balance = “true” o programa realiza uma divisão de tarefas com os computadores que 
estiverem participando como clusters na rede. O showBalance=”true” mostra a divisão da 
imagem em cada cluster. Os atributos hServers e vServers determinam a disposição espacial 
relativa das áreas de telas dos servidores. A opção do hServers com valor igual a 2, 
corresponde à quantidade de computadores na rede, neste caso o AlphaRV-PC e o alpha3D. 
 
Figura 59 - Exemplo de código para balanceamento de cargas 
 
 
 
O subgrafo Scene contém o nó <Inline> que é um componente de rede do X3D que 
permite incluir cenas VRML/X3D que comporão o mundo virtual provenientes de um 
servidor web ou de uma máquina local, vejamos na Figura 59 a inclusão do arquivo tie.wrl, a 
partir do atributo url. Todas as cenas carregadas pelo nó <Inline> são renderizadas no 
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subgrafo Engine que distribui as imagens em estéreo aos computadores conectados aos 
projetores. 
 
Implementando o par estereoscópico, utilizando o óculos NVidia 3D Vision 
 
Quadbuffer é uma das características básicas utilizadas na renderização de imagens 
estereoscópicas e que se faz necessário para fornecer as imagens separadas para o olho 
esquerdo e direito. O óculos NVidia GEFORCE 3D Vision tem suporte a este recurso, e o 
mesmo precisa ser habilitado. Dentro do nó <ClusterWindow> temos o atributo buffer, este 
deve assumir o valor 4. A sensação de tridimensionalidade é criada pela troca rápida de 
imagens para os dois olhos, isto ocorre criando duas visões, sendo necessário criar uma 
projeção para cada olho. Isto é implementado através da utilização de dois nós  <Viewarea>, 
um para cada olho. Ver Figura 60. 
 
Figura 60 - Código que mostra o uso estereoscopia com NVidia 
 
 
O nó <Viewarea> é um componente que declara a área retangular para o desenho das 
imagens, tendo como base os dados de posição, largura e altura. Dois pontos no espaço de tela 
válido para o nó <ClusterWindow> são requeridos, lowerLeft e upperRight que são usados 
para indicar as coordenadas do canto inferior esquerdo e superior direito respectivamente, da 
área de desenho válida. 
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O Ambiente CAVE e o modelo de Câmeras 
 
Na construção de um ambiente CAVE o modelo de câmera possui uma importância 
vital, já que precisamos simultaneamente usar diversas câmeras sincronizadas de tal forma a 
garantir o perfeito realismo da cena. O realismo da percepção do mundo virtual pelo usuário 
depende de dois parâmetros para todas as câmeras. As posições das câmeras em relação aos 
respectivos planos de projeção no espaço virtual devem corresponder às posições relativas dos 
olhos em relação as telas de projeção do mundo real (TRENHAGO, 2009). 
Na Figura 61 podemos estabelecer a configuração do frustum, considerando-se uma 
das paredes de projeção da CAVE.  O plano de projeção é definido por quatro pontos relativos 
ao ponto de referência e determinado pelos vértices da tela de projeção, portanto a tela de 
projeção e o plano de projeção do modelo de câmera possuem as mesmas proporções.  
 
Figura 61 – Plano de Projeção 
 
 
O plano de projeção é configurado através do nó <ProjectViewModifier>, um 
modificador para o nó  <Viewarea>. Ele contém o atributo  surface  referente à descrição da 
superfície de projeção no espaço da cena. Ver Figura 62. 
 
Figura 62 - Viewarea 
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Nosso protótipo possui três paredes de visualização, sendo uma parede localizada na 
lateral esquerda, outra parede posicionada à frente e a outra parede ao lado direito da câmera. 
Cada lado da parede medindo dois metros. Devido aos ajustes de montagem, passamos a 
utilizar um fator de correção, adotamos o afastamento de cada tela do CDP igual a 0,95. Ver 
Figura 63. 
 
Figura 63 – Modelo de um esquema CAVE com 3 paredes 
 
 
O código a seguir foi criado para os primeiros testes de utilização dos softwares na 
CAVE, permitindo o funcionamento da rede com os três computadores, sem o uso da 
tecnologia 3D, ou seja a geração de imagens estereoscópicas. 
 
Figura 64 - CAVE sem estéreo 
 
 
Nas opções do <ClusterWindow>, o hservers com valor 3, corresponde à quantidade 
de computadores na rede, neste caso, temos o 4I4, AlphaRV-PC e o alpha3D, que está 
representando na opção servers, responsável por identificar os nomes dos computadores. Para 
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informar o tamanho da resolução da imagem temos a opção size que mostra o valor 3072 x 
768, que corresponde à visualização de três telas, cada uma com o tamanho 1024 x 768. Estas 
telas correspondem às três paredes da CAVE. Temos três pontos de vista diferentes, cada 
vista processada por um computador. 
 
Figura 65 - ClusterWindow 
 
 
Na ClusterWindow, cada computador representa uma janela de visualização, 
representada pela <Viewarea>. A <Viewarea>  representa uma parede da CAVE, que mostra 
uma visão diferente em cada cena, ou seja, a câmera olha para diferentes direções. Para a 
visualização da tela à frente, temos o exemplo a seguir, com seus pontos. 
 
Figura 66 - Visualização da tela à frente da câmera 
 
 
Precisamos delimitar a área de visualização de cada projetor, no instantreality 
utilizamos a atributo lowerLeft (ponto inferior esquerdo) e o upperRight (ponto superior 
direito) no nó <Viewarea> como suficiente para determinar a área de trabalho. 
 
Figura 67 - Área de visualização da parede à frente 
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O ambiente CAVE - Estereoscopia Ativa 
 
A construção do par estereoscópico exige a configuração de duas câmeras, sendo que 
para a câmera provocamos um deslocamento no CDP ( Centro de Projeção ). Para a câmera 
correspondente ao olho esquerdo, deslocamos o CDP para posição [x = -0,04; y = 0; z = 0] e 
para câmera relativa ao olho direito o CDP é deslocado para  [x= 0,04; y = 0; z = 0]. 
 
Figura 68 - Projeção estereoscópica 
 
 
Cada cena renderizada deve ser encaminhada para os olhos esquerdo e direito. Os 
atributos leftEye ou rightEye do nó <ProjectViewModifier> devem receber os deslocamentos 
respectivos atribuídos para o olho esquerdo e para o olho direito de cada CDP. O nó  
eyeSeparation recebe a distancia que separa os olhos do observador.  
Abaixo apresentamos código em X3D para o funcionamento da CAVE com 
visualização imersiva, ou seja 3D estéreo. A opção buffer será utilizada com valor 4 para uso 
da estereoscopia utilizando os óculos NVIDIA 3D stereo. Neste caso o código representa o 
uso da estereoscopia ativa. 
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Figura 69 - CAVE com Estéreo 
 
 
A atributo size no nó <ClusterWindow> informa o tamanho da resolução da imagem, 
neste caso o tamanho ficou 3072 x 768. O atributo servers é utilizada para inserir os nomes 
dos computadores que serão utilizados na rede. No exemplo acima, 4I4, AlphaRV-PC e o 
alpha3D são os computadores responsáveis pela visualização.  
 
Figura 70 - Configuração para utilização de estereoscopia ativa 
 
 
A ordem dos nomes dos computadores é muito importante, neste caso temos o uso de 
três computadores para a visualização, se fosse inserido mais computadores, os três primeiros 
seriam utilizados para a visualização e os outros seriam utilizados para ajudar no 
processamento das informações, seriam utilizados como cluster. A ordem dos nomes dos 
computadores afeta também na projeção, ou seja, na sequência da <Viewarea>, o primeiro 
computador corresponde à primeira <Viewarea> e assim por diante. 
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O ambiente CAVE - Estereoscopia Passiva 
 
No caso de implementação do ambiente CAVE utilizando estereoscopia passiva, ou 
seja dois pares de projetores para cada plano de projeção. Passaremos a configurar o atributo 
size do nó <ClusterWindow> de forma a incorporar o tamanho da resolução da imagem, que 
seria de 6144 x 768. Veja o diagrama na Figura 71. Cada projetor que compõe os pares, por 
exemplo, o par 4I4 possui uma área de 1024 x 768 pixels. O primeiro projetor do par tem 
como coordenadas de tela [0,0; 1023, 768] e o outro coordenadas entre [ 1024,0; 2047,768].  
 
Figura 71 – Configuração para visualização com uso de dois projetores comuns 
 
 
Navegabilidade no ambiente CAVE 
 
A navegabilidade em um ambiente virtual esta diretamente relacionada com a 
capacidade da cena virtual responder aos movimentos do usuário dentro do ambiente. Isto só é 
possível a partir do monitoramento da posição e orientação da cabeça do usuário, ou seja do 
posicionamento de cada um dos seus olhos.  
O nó <ProjectViewModifier> responde a um evento do tipo SFMatrix4f a partir do 
atributo set_eyeTransform relativo as modificações do CDP, ou seja do seu correspondente 
no mundo real, o rastreador - "tracking device".  
 
Figura 72 - Matriz SFMatrix4f 
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As três primeiras colunas definem a orientação dos eixos X,Y e Z. A quarta coluna 
representa o deslocamento T em relação a origem. A partir de um nó <Script> é possível 
definir as rotas que conectam o atributo get_eyeTransform ao atributo de entrada 
set_eyeTransform dos nós <ProjectViewModifier>. SFMatrix4f tem como sua 
correspondente em VRML a VrmlMatrix que é uma matriz 4 x 4 de floats.  
Devido a ausência de um rastreador, não foi possível implementar e testar esta 
funcionalidade. 
Como iniciativa passamos a explorar periféricos que possam mapear movimentos do 
usuário dentro da CAVE. Optamos pela tecnologia Microsoft Kinect, com a utilização das 
bibliotecas OpenNI.  
 
Figura 73 - Kinect 
 
Fonte: http://toddynhoinfo.blogspot.com.br/2011/06/vem-ai-o-kinect-para-pcs.html 
 
O Kinect é um sensor que permite aos usuários interagirem com os computadores e 
jogos eletrônicos através da voz e dos movimentos do corpo e que vem sendo utilizado nos 
ambientes de Realidade Virtual para capturar o movimento do usuário, possibilitando sua 
interação com o mundo virtual. 
Segundo a Microsoft (2012), ele funciona da seguinte forma: 
 Sensor de movimento – ele é usado para rastrear o corpo inteiro. Enquanto 
você joga ou usa o computador todo o seu corpo é rastreado, não são apenas 
suas mãos e dedos, é você por inteiro, cintura, quadris, joelhos. 
 Esqueleto rastreado - Enquanto você joga, o Kinect cria um esqueleto digital 
de seu Avatar
16
 baseado em toda a informação armazenada. Por isso, quando 
você se mover para a esquerda, para direita ou pular, o sensor vai processar o 
movimento e transferir para o jogo. 
 Reconhecimento facial – O Kinect ID lembra quem você é coletando 
informações físicas armazenadas no seu perfil. 
                                                          
16
É uma imagem gráfica digital que representa o jogador. 
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 Reconhecimento de voz - Kinect usa microfones estrategicamente 
posicionados dentro do sensor para identificar os perfis que vão jogar o que 
torna a calibragem mais exata da sua voz. 
O sensor de movimento e o esqueleto rastreado são de grande importância para criar 
a interatividade dentro da CAVE, eles trabalham juntos, enquanto o esqueleto rastreado cria 
um avatar do usuário dentro da CAVE, o sensor de movimento reconhece mãos, pernas, 
joelhos, ou seja, o corpo inteiro, dessa forma, pode ser usado para capturar os movimentos 
dentro da cave, sem necessidade de usar luvas, teclados, mouse, etc. 
A implementação do código de comunicação do kinect com o InstantReality se dá 
através no do <IOSensor> com seus dois campos Depth e JointPositions.  
 
Figura 74 - IOSensor - Comunicação no Kinect 
 
 
Depois deste passo devemos providenciar o Script que captura os arrays gerados 
pelos nós do kinect e conectá-los ao mundo virtual. Ver em anexo código implementado pela 
equipe do InstantReality. Parte deste código foi desenvolvido e integrado ao código da 
CAVE, sendo testado com sucesso, porém devemos avançar nesta pesquisa já que as 
bibliotecas livres OpenNI fornecidas pela PrimeSense foram adquiridas pela Apple.  
As imagens da Figura 75 e Figura 76 mostram o nosso protótipo em funcionamento 
utilizando projeção estereoscópica ativa e o uso do óculos NVIDEA GEOFORCE 3D. Esta é 
uma aplicação voltada para o estudo da Disciplina de Química onde se demonstra uma 
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molécula de colesterol. Outros ambientes foram modelados para outras disciplinas, 
envolvendo modeladores CAD e a linguagem de programação JavaScript. 
 
Figura 75 - Funcionamento da CAVE com o óculos NVIDIA 
 
 
Figura 76 - Funcionamento da CAVE com estereoscopia 
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5.4 Considerações 
 
Considerando-se todas as limitações encontradas na construção deste protótipo e os 
resultados obtidos principalmente pelo sucesso na aplicação do InstantReality, achamos que 
os custos envolvidos justifica a especificação e construção de um ambiente CAVE mais 
sofisticado, envolvendo projeção no piso e a inclusão de um sistema de rastreamento, o que 
ainda representa um baixo investimento com relação aos benefícios trazidos pela introdução 
desta tecnologia na educação, proporcionando novos desafios no auxilio a obtenção do 
conhecimento, modificando os paradigmas anteriores de ensino/aprendizagem.  Vejamos na 
Tabela 10, a lista de equipamentos e custo total do protótipo. 
 
Tabela 10 - Valor da CAVE em ferro galvanizado 
Equipamento Quant. Preço unitário Valor total 
Computador HP X210 3 4.700,00 14.100,00 
Projetor 3D 3 1.746,00 5.238,00 
Tela para Reprojeção   135,00 
Mobiliário 3  900,00 
Armação ferro galvanizado   503,60 
Kinect   1.100,00 
Outros materiais   400,00 
Serviços   50,00 
   22.526,60 
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Capítulo 6 – RESULTADOS E CONCLUSÕES 
 
Neste trabalho reunimos os resultados obtidos levando em conta dois aspectos 
fundamentais para implementação de um ambiente imersivo. Primeiramente a questão do 
hardware e do espaço disponível para localização dos equipamentos necessários a instalação 
do ambiente imersivo CAVE. Em segundo lugar a avaliação e escolha da plataforma de 
software de gerenciamento do sistema e criação de ambientes virtuais.  
A implementação de um ambiente CAVE envolve uma série de aspectos 
relacionados a sua instalação, tais como: configuração espacial levando em conta o espaço 
disponível para sua instalação. Observando este aspecto estudamos e apresentamos no 
capitulo 4 propostas baseadas no trabalho publicado por Lumbreras que apresenta opções de 
dimensionamento e otimização do espaço de instalação de uma CAVE. Recomendamos a 
configuração abaixo para construção da CAVE definitiva, incluindo projeção no piso.  
 
Figura 77 – CAVE rotacionada com espelhos 
 
Fonte: LUMBRERAS, 2010 
 
Como elemento motivador para o avanço das pesquisas em nosso laboratório 
estimulamos o uso de estereoscopia passiva, apesar dos nossos testes terem sido realizados 
com estereoscopia ativa. 
Para construção de toda estrutura de fixação das telas de projeção e das base de 
suportação dos equipamentos, recomendamos a utilização de materiais não ferrosos, tais como 
tubos de PVC ou Alumínio, possibilitando assim a utilização de equipamentos baseados em 
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tecnologia geradora de campo magnético, como por exemplo: rastreadores de posição e 
orientação do usuário dentro do ambiente da CAVE.  
Diversos parâmetros do ambiente de instalação da CAVE, tais como luminosidade, 
posicionamento dos espelhos do ambiente, entre outros influenciam na escolha dos projetores 
e de sua resolução. Os projetores devem prover recursos shift image, que é a capacidade de 
deslocamento da imagem sem provocar distorções.  
Para as telas de projeções podemos utilizar tecnologia Stewart (STEWART, 2015) e 
para visualização os óculos com tecnologia 3D Infitec+ (INFITEC). Neste caso os projetores 
devem ser equipados com lentes de polarização tecnologia 3D Infitec. Caso optemos por uma 
CAVE com 4 (quatro) lados, com projeção no piso devemos providenciar tela de projeção 
frontal. 
Os rastreadores garantirão a interatividade, possibilitando assim melhor grau de 
realismo e imersão. Não esquecer de estimular as pesquisas com o uso do Microsoft Kinect. 
Os computadores serão interligados em um cluster por uma rede Gigabit Ethernet, 
portanto esta infraestrutura deve ser providenciada. Os mesmos devem ser equipados com 
placas gráficas NVIDIA ligadas em SLI, e que permitam processamento em GPU, já que 
podemos integrar a linguagem GLSL no código X3D. 
Melhorando ainda mais a sensação de imersão do usuário, podem ser usadas técnicas 
de som tridimensional.  
Com este conjunto de equipamentos, acreditamos esta construindo um ambiente que 
permita um grau de realismo e imersão satisfatório a um custo bem inferior as soluções de 
mercado. Além de envolver professores, alunos e pesquisadores em uma empolgante aventura 
do aprender fazendo. 
Outra importante contribuição dada pela execução deste trabalho foi a oportunidade 
gerada pelas dificuldades encontradas a cada passo que envolve tanto a escolha do hardware, 
assim como escolha da plataforma de software de gerenciamento do sistema e criação de 
ambientes virtuais.  
O Instant Reality foi escolhido como plataforma de desenvolvimento, por apresentar 
a maioria dos requisitos para gerenciamento de um ambiente CAVE apresentando recursos de 
computação distribuída, controle de dispositivos de entrada e de saída específicos para 
ambientes de Realidade Virtual e de Realidade Virtual Aumentada. Esta realidade nos 
permitiu incorporar com certa facilidade o código X3D que gerencia todos os aspectos 
relacionados ao sistema de projeção e gerenciamento do cluster de computadores envolvidos. 
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O autor reconhece que houve dificuldade na implementação dos objetivos desta 
dissertação, principalmente aqueles relacionados com a aquisição de equipamentos e de 
espaço para instalação do protótipo, contribuindo assim para a ausência de exploração de uma 
série de variáveis que influenciam na performance de uma CAVE, por isto recomenda as 
iniciativas abaixo. 
Avaliação das variáveis que influenciam no desempenho e na performance de um 
ambiente imersivo de forma a garantir as principais características de uma ambiente de 
Realidade Virtual, que são Imersão, Interação e Envolvimento.  
O desenvolvimento de novas configurações de ambientes virtuais CAVE, incluindo a 
utilização de projetores de curta distância e o uso de estereoscopia ativa e de soluções 
inovadoras. 
A criação de equipes de desenvolvimento que possam utilizar outras APIs como 
Avango, CAVELib, VRJugller, CaveUT, entre outras e estimular a pesquisa no uso de novos 
periféricos de entrada e saída. Desenvolver software de captura de movimentos utilizando 
tecnologias emergentes, tais como Microsoft Kinect, Leap Motion (LEAP Motion, 2015), 
Myo (THALMICLABS, 2015), Control V, Infinadeck (INFINADECK, 2014), Virtuix Omni 
(VIRTUIX, 2015), etc. 
O InstantReality permite aos desenvolvedores a criação de mundos virtuais 
utilizando Biliotecas Gráficas padrões tais como VRML, X3D, OBJ. Mundos virtuais podem 
ser criados utilizando modeladores CAD e não apenas por programação, assim como 
desenvolver aplicativos, utilizando modernas linguagens de programação.  
Todo este ambiente permitirá a construção de conteúdo disciplinar e interdisciplinar 
voltado ao desenvolvimento do ensino/aprendizado auxiliado pela tecnologia de Realidade 
Virtual. Estas e outras iniciativas devem ser implementadas de forma a auxiliar toda a cadeia 
de disciplinas das Engenharias, assim como estimular a participação das escolas secundárias e 
a criação de um sistema em rede que integre outros ambientes CAVE. 
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GLOSSÁRIO 
 
3D: Tridimensional. Um objeto 3D possui as três dimensões, que são: largura, altura e 
profundidade. 
 
Animação: É uma mudança de algo em função de um intervalo de tempo. 
 
CAD: Computer Aided Design ou Projeto Auxiliado por Computador. São sistemas 
computacionais utilizados pela engenharia, geologia, geografia, arquitetura e design para 
facilitar o projeto e desenho técnicos. 
 
CAVE: É uma sala cujas paredes, teto e chão são superfícies de projeção, ou seja, sobre cada 
superfície semitransparente da sala existe um sistema de câmaras e espelhos responsáveis por 
transmitir determinada porção da cena virtual. 
 
Cluster: É um sistema que compreende dois ou mais computadores ou sistemas na qual 
trabalham em conjunto para executar aplicações ou realizar outras tarefas, de tal forma que os 
usuários que os utilizam tenham a impressão que somente um único sistema responde para 
eles, criando assim uma ilusão de um recurso único (computador virtual). 
 
Educação: Ato ou efeito de educar; é uma ação exercida pelas gerações adultas sobre as 
gerações jovens para adaptá-las a vida social. 
 
Estereoscopia: Diz respeito à visualização de um mesmo foco por dois mecanismos de 
captação de imagens. Em linhas gerais, quando em seres humanos, diz-se que a imagem 
percebida pelo cérebro resulta da comunicação de duas imagens captadas uma em cada olho. 
 
Kinect: É o nome de um periférico desenvolvido pela Microsoft com o intuito de ser usado 
juntamente com os jogos eletrônicos de última geração para que o jogador não tenha 
necessidade de usar um controle/joystick. 
 
InstantReality: É um framework que fornece um conjunto grande de recursos para a 
Realidade Virtual e para a Realidade Aumentada. 
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Interatividade: Representa uma comunicação do sistema com o usuário e as diversas formas 
de respostas. A interação acontece quando o usuário causa um evento e espera resposta para 
este evento. 
 
Internet: Rede mundial que interliga milhões de computadores e de usuários. 
 
Realidade Virtual: É uma forma de interface homem computador que se baseia na formação 
de imagens espaciais e na ilusão de estar presente dentro de um ambiente gerado por 
computador. Implica geralmente em tecnologias de imersão total que usam óculos ou 
capacetes, luvas e dispositivo semelhante. 
 
VRML: Linguagem para modelagem de Realidade Virtual – é uma linguagem independente 
de plataforma que permite a criação de cenários 3D por onde se pode passear, visualizar 
objetos por ângulos diferentes e interagir com eles. 
 
X3D: É um padrão aberto desenvolvido sobre a VRML, que em 1997 foi aprovado como um 
padrão internacional. Tem como objetivo trabalhar com gráficos 3D, permitindo 
transformações e animações com o uso de dispositivos de entrada e saída de dados. 
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APÊNDICE 
 
DESENVOLVIMENTO DE SISTEMA CAVE DE BAIXO CUSTO PARA 
O AUXÍLIO AO ENSINO DA ENGENHARIA 
 
Carlos Magno de Lima
17
, Rosangela de Araújo Santos
18
 
 
Abstract Knowledge diffusion has been applied through several media devices in order achieve its 
goals. It is notorious the increasing use of tools and techniques which assist and accelerate knowledge 
acquisition through multisensory channels. However, Virtual Reality has been highlighted recently as 
a helpful way to deal with this challenge. Virtual Reality is based on a man-computer interaction in 
order to allow the user the feeling of being in a real environment. In this paper, it will be presented 
the entire methodology for the construction of a low-cost CAVE system, as well as, implementing APIs 
of free software to support the construction and manipulation of virtual worlds aimed to the teaching 
of engineering and other sciences. All this effort has contributed to the development of new forms of 
knowledge acquisition by changing the previous paradigms and new challenges in providing quality 
education. 
 
Index Terms  Virtual Reality, CAVE, Education, TICs, Engineering 
 
 
INTRODUÇÃO 
Especialistas frequentemente afirmam que a Tecnologia está transformando profundamente a 
educação, por desafiar as definições e os modos de se relacionar com o conhecimento, oferecendo 
novas maneiras de provocar alunos desmotivados e de prometer incessantes oportunidades de 
criatividade, sociabilidade, interatividade e inovação, as Tecnologias da Informação e Comunicação 
seriam um novo marco capaz de revolucionar a educação. [1] 
Tem-se observado cada vez mais o uso de técnicas e ferramentas que auxiliam e aceleram 
aquisição do conhecimento, através dos canais multissensoriais. Mas, recentemente a Realidade 
Virtual vem se destacando como um aliado neste desafio. 
A Realidade Virtual vem sendo utilizada em diversas áreas para auxiliar no treinamento de novos 
funcionários, como acontece nas indústrias. Disseminar o conhecimento como acontece na 
educação, ao aplicar essas novas tecnologias no auxilio ao ensino da engenharia, usando recursos 
que despertam no aluno mais interesse, participação, motivação e criatividade, permitindo que 
novas práticas pedagógicas ajudem a garantir um melhor aprendizado. 
A Realidade Virtual permite ao usuário imergir em um novo mundo, com grande interatividade, 
imaginando que este mundo seja mesmo real. 
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Dentre os diversos dispositivos de visualização utilizados pela Tecnologia da Realidade Virtual, a 
CAVE (Cave Automatic Virtual Environment) se destaca por apresentar um alto nível de imersão, 
permitindo ao usuário sentir-se inserido em uma dimensão real. 
 
A CAVE é um sistema imersivo, desenvolvido em forma de cubo onde cada lado do cubo ou 
também chamado de parede pode receber uma projeção estereoscópica. 
 
Neste trabalho apresentaremos toda a metodologia empregada na construção de um sistema 
CAVE de baixo custo, assim como implementação a partir de APIs de software livre do suporte a 
construção e manipulação de mundos virtuais voltados ao ensino da Engenharia e de outras ciências. 
A REALIDADE VIRTUAL 
A Realidade Virtual é uma técnica avançada de interface do usuário com o computador, que permite 
simular um ambiente real e possibilita ao usuário imersão, interação e navegação em um ambiente 
sintético tridimensional gerado por computador, utilizando canais multissensoriais. [2] 
A Realidade Virtual também pode ser considerada como a junção de três ideias básicas, Figura 1: 
 
 
FIGURA 1 
CARACTERÍSTICAS DA REALIDADE VIRTUAL 
 
 
 Imersão: O usuário tem a sensação real de estar dentro do mundo virtual e que é capaz de 
manipular os objetos ali presentes como se eles fossem reais. Normalmente utiliza o dispositivo 
capacete para fazer a imersão, caves e projeções nas paredes, teto, piso, etc. 
 Interação: O computador detecta as entradas realizadas pelo usuário e realiza as mudanças no 
mundo virtual. A interação é uma das características mais marcantes nos videogames, pois a 
partir de comandos realizados pelo usuário, as cenas são modificadas.  As luvas digitais são 
alguns dos dispositivos utilizados para realizar essa interação. 
 Envolvimento: É a motivação de um usuário engajado em uma leitura, assistir um filme, ou seja, 
em alguma atividade. A Realidade Virtual tem potencial para os dois tipos de envolvimento ao 
permitir a exploração de um ambiente virtual e ao propiciar a interação do usuário com um 
mundo virtual dinâmico. 
A Realidade Virtual não-imersiva é realizada com o uso de um monitor comum no qual o 
utilizador manipula o ambiente virtual através de um dispositivo de entrada (por exemplo: teclado, 
mouse, etc.). 
A Realidade Virtual imersiva é o estilo que gera mais entusiasmo e que apresenta o maior tecno-
glamour. A Realidade Virtual imersiva integral (também denominada RV inclusiva) foi projetada para 
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que você sinta como se existisse totalmente no mundo virtual. Isolado do mundo físico por um 
videocapacete, você vê e ouve sons tridimensionais que parecem rodeá-lo. [3] 
A visualização de imagens 3D em Realidade Virtual é obtida por meio de estereoscopia, Figura 2, 
que é um efeito nativo no ser humano, através da visão binocular, o cérebro recebe duas imagens 
diferentes, uma para cada olho, funde as duas imagens, e nesse processo, obtém informações 
quanto à profundidade, distância, posição e tamanho dos objetos, gerando uma sensação de visão 
tridimensional. 
 
 
FIGURA 2 
VISÃO ESTEREOSCÓPICA 
 
A estereoscopia pode ser ativa ou passiva. Na estereoscopia passiva, as imagens do par estéreo 
são reproduzidas superpondo-se, utilizam-se óculos com um filtro passivo (como polarização da luz 
ou separação das cores do espectro) para que cada olho veja apenas uma das imagens, enquanto na 
estereoscopia ativa os usuários utilizam óculos obturadores (shutter glasses), controlados em geral 
por sinal infravermelho, trabalhando em sintonia com os monitores ou projetores. 
A técnica de Realidade Virtual tem sido usada na Engenharia, e a esta denominou Engenharia 
Virtual (EV), sendo capaz de atuar em conjunto com CAD (Computer Aided Design) nas mais diversas 
áreas: medicina, telerobótica, fabricação, comunicações, análises financeiras e demais áreas do 
conhecimento humano, através da construção de mundos virtuais, protótipos de máquinas e 
equipamentos, assim como simulações de processos. [4] 
O PAPEL DA REALIDADE VIRTUAL NO ENSINO DA ENGENHARIA 
A aprendizagem é algo cíclico, começa pela observação de um fenômeno, experimentação, reflexão, 
explanação e aplicação deste em outras situações. Durante este processo, os estudantes apresentam 
diferentes estilos de aprendizagem [5], alguns são visuais, outros são verbais, alguns preferem 
explorar, outros deduzir. Em cada estilo, pode-se usar a Realidade Virtual de uma forma diferente. 
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O potencial do uso da tecnologia da Realidade Virtual na educação é amplamente reconhecido, 
Christine Youngblut [5] em seu trabalho “Educational Uses of Virtual Reality Technology” enumera 
diversas experiências com o desenvolvimento, avaliação e uso da Realidade Virtual na educação. O 
uso desta tecnologia tem demonstrado algumas vantagens [5], tais como: 
 Obter maior motivação; 
 Apresentar um poder de ilustração bem mais eficiente que em qualquer outra mídia para alguns 
processos; 
 Permitir a observação do objeto ou ambiente virtual, tanto a pequenas como a grandes 
distâncias; 
 Permitir que o aprendiz desenvolva o trabalho a seu ritmo; 
 Permitir que haja interação e, desta forma, estimula a participação ativa do aluno; 
 Possibilitar o aprendizado de novas tecnologias; 
 Permitir interagir com eventos onde a distância, tempo ou fatores de segurança são empecilhos; 
 Permitir que pessoas deficientes realizem tarefas que de outra forma não são possíveis. 
 
Com o apoio da Tecnologia de Realidade Virtual estudantes e professores vivenciam em um 
mesmo ambiente a construção de protótipos que permitem detectar possíveis defeitos e saber como 
consertá-los antes mesmo de vivenciar o problema na vida real.  
As possibilidades de aplicação da Realidade Virtual na construção civil são bastante amplas, 
especialmente na área de ensino de Engenharia e Arquitetura, análise de projeto, projetos 
colaborativos, análise estrutural e desenho urbano. A Arquitetura pode ser potencialmente 
reformulada pela Realidade Virtual e contribuir para alterar as tecnologias disponíveis. [6] 
Criar projetos para construção de edificações e visualizá-los de forma mais interativa, podendo 
modificá-lo como se estivesse realmente vivendo aquela situação. O aluno pode interagir com o 
modelo virtual, analisando a construção, modificando e utilizando diversos tipos de materiais e 
texturas. Isso proporciona aos estudantes mais interesse e participação nos assuntos abordados, 
assim como aumenta a curiosidade e a criatividade. 
O Museu Histórico Virtual de Máquinas Elétricas do LANTEG/DEE-UFRJ proporciona aos 
estudantes dos fenômenos do eletromagnetismo de diversos níveis, um poderoso instrumental nas 
áreas da educação e da divulgação científica, permite que aos usuários um contato com máquinas 
que antes eram inacessíveis, podendo interagir. [7] 
Nossos alunos de Engenharia Mecânica tem vivenciado esta realidade, através da análise 
projetos desenvolvidos no ensino de disciplinas de CAD-CAE. Antes mesmo da fabricação das peças 
utilizando tecnologia CAM, toda uma simulação e análise de esforços são realizadas em ambientes 
com o apoio da visualização tridimensional estereoscópica. 
Na construção de projetos para Indústria de Óleo-Gás e Energia toda uma análise de colisões é 
feita em tempo real a partir de simulações tridimensionais, permitindo uma análise prévia que 
envolve o planejamento, instalação e manutenção das unidades industriais Figura 3. Estes estudos 
contribuem diretamente para a redução dos custos operacionais de implantação, operação e 
manutenção das plantas industriais. 
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FIGURA 3 
AMBIENTE INDUSTRIAL – VISUALIZAÇÃO 3D 
 
O SISTEMA E APLICAÇÕES 
Abaixo apresentamos a metodologia empregada para a construção de um sistema CAVE de 
baixo custo, assim como implementação a partir de APIs de software livre para suporte a construção 
e manipulação de mundos virtuais voltados ao ensino da Engenharia e de outras ciências. A 
modelagem do sistema CAVE foi baseada nas seguintes camadas, Figura 4: 
 
 
FIGURA 4 
MODELAGEM PARA O DESENVOLVIMENTO DA CAVE 
 
 Hardware Gráfico: Corresponde ao dispositivo de saída gráfica. Levando em conta a mobilidade, 
o número de usuários simultâneos e a redução dos custos na aquisição de projetores 3D Ready, 
optamos pelo uso de projeção estereoscópica ativa. 
 Sistema Operacional: Gerencia o acesso ao hardware gráfico e permite o acesso indireto de 
outras aplicações ao hardware gráfico. No projeto da CAVE, utilizamos o sistema operacional 
Windows 7, mas poderia ser utilizado outro sistema operacional, pois os softwares utilizados no 
projeto trabalham também com outras plataformas. 
 Software: Utilizamos o framework Instant Reality, multiplataforma que oferece uma grande 
quantidade de recursos para o desenvolvimento de sistemas de Realidade Virtual, enquanto os 
outros frameworks são utilizados por poucos sistemas operacionais e os recursos são limitados, 
como é o caso dos frameworks: Avango e o Diverse que são mais utilizados com o sistema 
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operacional Linux. Já o VR Juggler é multiplataforma, funciona muito bem no Windows, porém 
muito complexo, grande e depende de muitas bibliotecas externas. [8] 
 Biblioteca gráfica: Implementa um padrão de comunicação com as primitivas do hardware, via 
sistema operacional aumentando a portabilidade dos programas desenvolvidos, entre os 
sistemas operacionais. O uso de bibliotecas gráficas ajuda na criação de pacotes de 
desenvolvimento de Ambientes de Realidade Virtual. 
 Aplicações de RV: As aplicações são desenvolvidas utilizando-se normalmente de linguagens de 
modelagem tridimensional tais como: Java3D, VRML ou X3D. No desenvolvimento de aplicações 
interativas fez-se necessário a utilização de modernas linguagens de programação orientadas a 
objetos, tais como: Java, C, C++, ECMAScript entre outras, que permitem ao programador ter 
acesso APIs de desenvolvimento de aplicativos para  Realidade Virtual . 
PROJETO E DESENVOLVIMENTO DE AMBIENTE CAVE 
Em todo o projeto e desenvolvimento da CAVE, procuramos estabelecer uma relação de baixo custo 
e de fácil instalação sem comprometer o desempenho de visualização tridimensional estereoscópica. 
O equipamento é composto dos seguintes equipamentos, Figura 5: 
 
 
FIGURA 5 
PROJETO DE AMBIENTE CAVE 
 
O Sistema CAVE foi construído com tubos, medindo dois metros, com duas polegadas de 
diâmetro, formando um cubo com suas extremidades conectadas por uma junção que permite sua 
fácil montagem e desmontagem.  
 Para a tela de projeção utilizamos tecido tipo SARJA por apresentar baixo custo e uma resposta 
favorável a retroprojeção. Existe também a possibilidade de uso de um adesivo ou película para 
retroprojeção, sendo que este material necessita de uso de vidros para a colagem do material, 
dificultando assim a mobilidade da CAVE, pois o vidro pode quebrar no deslocamento.  
Foi utilizada uma tela para retroprojeção medindo 6m de comprimento por 1,60 m de altura, 
sendo revestida três das suas paredes. 
Três computadores com placa de vídeo gráfica 3D NVIDIA Quadro foram utilizados, sendo que 
um deles opera como um servidor e os outros dois escravos. Os mesmos são interligados através de 
um HUB de alta velocidade e cabos coaxiais. Foram utilizados três projetores 3D Ready e óculos 
ativos (shuter glasses). 
Abaixo apresentamos as configurações dos equipamentos utilizados na montagem da CAVE: 
 
 
 
107 
 
TABELA 1 
LISTA DE EQUIPAMENTOS PARA A CAVE 
Equipamento Configuração 
Computador INTEL Xeon E3 1270 3.4 DM 4C 80W GTO CPU 
Memória 16GB DDR3 – 1333 ECC (4x4GB) BR RAM, 
64 bits 
HP Z210 CMT 
Placa de vídeo NVIDIA Quadro 600 1 GB GFX Special  
CMT SATA HDD2 Cable 
Windows Professional 
Projetor Projetor ViewSonic DLP 3D Ready 
Kit NVIDIA Óculos 3D ativo e Emissor Infravermelho USB 
GeForce 3D Vision 
Kinect Kinect sensor 
 
 
Toda a estrutura física da CAVE, assim como os esquemas de projeção foram testados e 
calibrados com referencia aos planos de projeção. Veja o esquema do funcionamento da CAVE, 
Figura 6. 
 
 
FIGURA 6 
CLUSTER DE COMPUTADORES 
 
Na implementação do Ambiente CAVE, utilizamos framework InstantReality, que já contém a API 
para desenvolvimento em ambientes CAVE. Veja abaixo o conjunto de softwares da API Instant 
Reality. 
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TABELA 2 
LISTA DE SOFTWARES USADOS NA CAVE 
Software Objetivo 
InstantPlayer Visualiza as cenas e faz as simulações 
InstantIO Permite trabalhar com dispositivos de entrada e 
saída de dados 
InstantCluster Permitir uma saída gráfica em outro computador 
InstantVision Trabalhar com a câmara de monitoramento 
visual e processar imagem em tempo real. 
X3D 
 
Trabalhar com gráficos 3D, com animação, etc. 
 
Para o desenvolvimento dos ambientes de Realidade Virtual implementados para teste e uso 
com os alunos e professores da Engenharia utilizaram a API de Modelagem tridimensional X3D. 
 
O código a seguir traz o modelo do código usado no protótipo da CAVE, instalada em uma das 
salas da Universidade Federal do Rio Grande do Norte, onde está sendo usada a tecnologia 3D, 
Figura 7. 
 
 
FIGURA 7 
CAVE COM ESTÉREO 
 
No protótipo da CAVE foram utilizados três computadores, sendo que o primeiro foi usado como 
servidor e pode ser usado para manipular a imagem projetada através do mouse e teclado. Poderá 
ser usado mais um computador para que ele possa realizar essas tarefas, onde poderá ficar mais 
próximo da projeção, ou ainda para uma melhor interatividade poderá ser usado o kinect. 
CONCLUSÕES 
Este artigo apresenta o desenvolvimento de um sistema imersivo de Realidade Virtual, uma CAVE, 
que foi construída para auxiliar o processo de ensino e ou aprendizagem, principalmente ao ensino 
de disciplinas de engenharia. Percebe-se que este sistema pode trazer vários benefícios, pode 
construir laboratórios virtuais para realizar simulações, onde envolva produtos perigosos, sem 
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colocar em perigo alunos e ou professores, pode criar protótipos de peças para que o aluno possa 
aprender a manusear, fazer alterações, etc. 
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ANEXO 
 
<?xml version="1.0" encoding="UTF-8"?> 
<!DOCTYPE X3D PUBLIC "ISO//Web3D//DTD X3D 3.0//EN" 
"http://www.web3d.org/specifications/x3d-3.0.dtd"> 
<X3D xmlns:xsd='http://www.w3.org/2001/XMLSchema-instance' profile='Full' version='3.0' 
xsd:noNamespaceSchemaLocation='http://www.web3d.org/specifications/x3d-3.0.xsd'> 
    <Engine> 
        <RenderJob> 
            <WindowGroup> 
                <Window size='640 480'/> 
            </WindowGroup> 
        </RenderJob> 
    </Engine> 
   
    <Scene>   
        <IOSensor DEF='kinect' type='NI2'> 
            <field accessType='outputOnly' name='Depth' type='SFImage'/> 
            <field accessType='outputOnly'  name='JointPositions' type='MFVec3f'/> 
            <field accessType='inputOnly'  name='ResetTrackedUsers' type='SFBool'/> 
        </IOSensor> 
 
        <GradientBackground position='0 1' color='0 0.329 0.706 0 0.008 0.082'/> 
         
        <Foreground>       
            <PolygonOverlay positions='0.8 0.8 1 0.8 1 1 0.8 1'> 
                <Appearance> 
                    <PixelTexture2D DEF='depth'/> 
                </Appearance> 
            </PolygonOverlay> 
        </Foreground> 
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        <Transform DEF='notice' scale='0.4 0.4 0.4' translation='-5 0 0'> 
            <Text string="Stand in front of the camera and hold your arms to form a PSI pose." /> 
        </Transform> 
 
        <Group DEF='skeleton'> 
        </Group> 
 
        <Shape DEF='lines'> 
            <Appearance> 
                <LineProperties linewidthScaleFactor='4'/> 
                <Material emissiveColor='0 1 0'/> 
            </Appearance> 
        </Shape> 
 
        <Script DEF='script'> 
            <field name='skeleton_changed' accessType='inputOnly' type='MFVec3f' />             
             
            <field accessType='initializeOnly' name='skeleton' type='SFNode'> 
                <Group USE='skeleton' /> 
            </field> 
             
            <field accessType='initializeOnly' name='lines' type='SFNode'> 
                <Shape USE='lines' /> 
            </field> 
             
            <field accessType='outputOnly' name='notice' type='SFNode'> 
                <Shape USE='notice' /> 
            </field> 
 
            <![CDATA[ecmascript:   
                var joints = new Array(); 
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                function create_skeleton(num_joints)  
                { 
                    for(var i=0; i<num_joints; ++i) 
                    { 
                        var transform = Browser.currentScene.createNode("Transform"); 
                        var shape = Browser.currentScene.createNode("Shape"); 
                        var box = Browser.currentScene.createNode("Box"); 
                        var appearance = Browser.currentScene.createNode("Appearance"); 
                        var material = Browser.currentScene.createNode("Material"); 
 
                        material.diffuseColor = SFColor(Math.random(), Math.random(), Math.random()); 
                        appearance.material = material; 
                        shape.geometry = box; 
                        shape.appearance = appearance; 
                        transform.children[0] = shape; 
                        transform.scale = SFVec3f(0.1, 0.1, 0.1); 
 
                        joints[i] = transform; 
 
                        skeleton.children[skeleton.children.length] = transform; 
                    } 
                } 
                         
                var jenum =  
                { 
                        "JOINT_HEAD":0,  
                        "JOINT_NECK":1,  
                        "JOINT_LEFT_SHOULDER":2,  
                        "JOINT_RIGHT_SHOULDER":3,  
                        "JOINT_LEFT_ELBOW":4,  
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                        "JOINT_RIGHT_ELBOW":5,  
                        "JOINT_LEFT_HAND":6,  
                        "JOINT_RIGHT_HAND":7,  
                        "JOINT_TORSO":8,  
                        "JOINT_LEFT_HIP":9,  
                        "JOINT_RIGHT_HIP":10,  
                        "JOINT_LEFT_KNEE":11,  
                        "JOINT_RIGHT_KNEE":12,  
                        "JOINT_LEFT_FOOT":13,  
                        "JOINT_RIGHT_FOOT":14 
                }; 
                 
                function initialize() 
                { 
                    skeleton.render = false; 
                    create_skeleton(15); 
                } 
                 
                var lines_temp; 
                 
                function draw_limb(j1, j2) 
                { 
                    lines_temp.coord.point[lines_temp.coord.point.length] = joints[j1].translation; 
                    lines_temp.coord.point[lines_temp.coord.point.length] = joints[j2].translation; 
                    lines_temp.vertexCount[lines_temp.vertexCount.length] = 2; 
                } 
 
                function skeleton_changed(value, t) 
                { 
                    skeleton.render = true; 
                    notice.render = false; 
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                    for(var i=0; i < joints.length; ++i) 
                    { 
                        joints[i].translation = SFVec3f(-value[i].x/20, value[i].y/20, value[i].z/80); 
                    } 
                     
                    lines_temp = Browser.currentScene.createNode('LineSet'); 
                    lines_temp.coord = Browser.currentScene.createNode('Coordinate3D'); 
                     
                    draw_limb(jenum.JOINT_HEAD, jenum.JOINT_NECK); 
 
                    draw_limb(jenum.JOINT_NECK, jenum.JOINT_LEFT_SHOULDER); 
                    draw_limb(jenum.JOINT_LEFT_SHOULDER, jenum.JOINT_LEFT_ELBOW); 
                    draw_limb(jenum.JOINT_LEFT_ELBOW, jenum.JOINT_LEFT_HAND); 
 
                    draw_limb(jenum.JOINT_NECK, jenum.JOINT_RIGHT_SHOULDER); 
                    draw_limb(jenum.JOINT_RIGHT_SHOULDER, jenum.JOINT_RIGHT_ELBOW); 
                    draw_limb(jenum.JOINT_RIGHT_ELBOW, jenum.JOINT_RIGHT_HAND); 
 
                    draw_limb(jenum.JOINT_LEFT_SHOULDER, jenum.JOINT_TORSO); 
                    draw_limb(jenum.JOINT_RIGHT_SHOULDER, jenum.JOINT_TORSO); 
 
                    draw_limb(jenum.JOINT_TORSO, jenum.JOINT_LEFT_HIP); 
                    draw_limb(jenum.JOINT_LEFT_HIP, jenum.JOINT_LEFT_KNEE); 
                    draw_limb(jenum.JOINT_LEFT_KNEE, jenum.JOINT_LEFT_FOOT); 
 
                    draw_limb(jenum.JOINT_TORSO, jenum.JOINT_RIGHT_HIP); 
                    draw_limb(jenum.JOINT_RIGHT_HIP, jenum.JOINT_RIGHT_KNEE); 
                    draw_limb(jenum.JOINT_RIGHT_KNEE, jenum.JOINT_RIGHT_FOOT); 
 
                    draw_limb(jenum.JOINT_LEFT_HIP, jenum.JOINT_RIGHT_HIP); 
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                    lines.geometry = lines_temp; 
                } 
            ]]> 
        </Script> 
                
        <ROUTE fromNode='kinect' fromField='JointPositions' toNode='script'
 toField='skeleton_changed'/> 
        <ROUTE fromNode='kinect' fromField='Depth'  toNode='depth'  toField='set_image'/> 
    </Scene> 
</X3D> 
 
