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Distributed algorithms for sum rate
maximization in multi-cell downlink OFDMA
with opportunistic DF relaying
Zhiwen Jin1*, Tao Wang2, Jibo Wei3 and Luc Vandendorpe1
Abstract
This paper considers a multi-cell orthogonal frequency division multiple access (OFDMA) downlink systemwith several
decode-and-forward (DF) relay stations (RSs) aiding the base station (BS) transmissions. The problem considered is the
maximization of the system sum rate with a total power constraint in each cell. An iterative semi-distributed resource
allocation (RA) algorithm is first proposed to optimize mode selection (decision whether relaying should be used or
not and which relay), subcarrier assignment (MSSA), and power allocation (PA), alternatively. During the MSSA stage,
the problem is decoupled into subproblems which can be solved distributively in linear time. During the PA stage, an
algorithm based on single condensation and Lagrange duality (SCLD) is designed to optimize PA with the tentative
MSSA results. The convergence of the SCLD-based RA algorithm is theoretically guaranteed and an local optimum is
reached after convergence. To solve the formulated problem autonomously, a modified iterative water-filling (IWF)
algorithm is further proposed. Specifically, each cell autonomously optimizes its own sum rate with the estimated
power values of the received interferences from the other cells. An optimum algorithm is proposed to solve the local
RA problem in each cell. Through numerical experiments, the convergence of the two proposed algorithms as well as
their benefits compared with a centralized algorithm (CA) are illustrated.
Keywords: OFDMA; Opportunistic DF relaying; Distributed resource allocation; Cochannel interference mitigation
1 Introduction
High data rate and ubiquitous coverage are strongly
required in the next-generation wireless communication
networks. To achieve this goal, the emerging technol-
ogy incorporating orthogonal frequency division multi-
ple access (OFDMA) with relaying is receiving a lot of
interest from both academia and industry. In particular,
the OFDMA technology is able to combat frequency-
selective multi-path fading and flexible in applying
dynamic radio resource allocation (RA) for performance
improvement. Moreover, the relaying technology has the
attractive feature of coverage extension and data rate
improvement [1].
Concerning relay-aided OFDM(A) transmissions, [2]
and [3] have proposed two types of relaying, namely
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amplify-and-forward (AF) and decode-and-forward (DF)
relays. With DF/AF relaying, symbol transmission is car-
ried out in two time slots (TSs). During the first TS,
the source broadcasts symbols on all subcarriers with the
relay keeping quiet. During the second TS, except for the
relay, the source might also transmit symbols on sub-
carriers unused by the relay. Adopting the DF relaying,
[4-23] have investigated intensively the RA problems for
downlink OFDMA.
Considering the case when the source to destination
(S-D) link is unavailable, [4-7] have proposed algorithms
for RA in the DF relay-aided OFDM systems. Considering
the case when the S-D link is available, [8-23] have stud-
ied RA in systems with opportunistic relaying (sometimes
termed as selection relaying). To start with, [8-13] have
studied a low spectrum efficiency (LSE) protocol, when
only the relay transmits symbols during the second TS.
Specifically, each subcarrier can choose either the relay-
aided mode or the direct mode for data transmission. In
© 2014 Jin et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly credited.
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the relay-aided mode, a symbol is first transmitted from
the source to the relay during the first TS, which is then
forwarded from the relay to the destination during the
second TS. While in the direct mode, the symbol is trans-
mitted directly to the targeted destination during the first
TS without the help of the relay. Note that, with the LSE
protocol, subcarriers unused by the relay during the sec-
ond TS are actually wasted. To address this issue, [14-22]
have proposed and studied improved high spectrum effi-
ciency (HSE) protocols which allow new symbols to be
transmitted on the subcarriers unused by the relay during
the second TS.
Note that all these papers consider RA in single-cell
situations and model the cochannel interference (CCI)
as additive background noise. This is reasonable only
when the frequency reuse factor 1/W is low. Here, W
is the number of cells in a cluster which cannot use
the same frequencies for transmission. However, due to
its ability to achieve higher system capacity, aggressive
frequency reuse is recommended in the next genera-
tion cellular systems [24]. When the frequency reuse
factor is high, the CCI becomes a key factor affect-
ing the system performance and thus cannot be ignored
[25,26].
Considering the CCI, system models in multi-cell DF
relay-aided OFDMA become quite interesting and chal-
lenging. With multi-cell DF relay-aided OFDMA systems,
[27] and [28] have discussed RA algorithms when the
powers are uniformly allocated to all stations. For multi-
cell OFDMA systems without DF relaying, several RA
algorithms have been proposed in [29-32]. However, these
methods cannot be extended directly to solve RA prob-
lems jointly optimizing transmission mode selection, sub-
carrier assignment (MSSA), as well as power allocation
(PA) in multi-cell OFDMA systems with opportunistic
DF relaying. Concerning the opportunistic DF protocol
in multi-cell relayed OFDMA systems, [25] and [26] have
recently proposed joint RA schemes to maximize the
sum rate over all cells and the weighted sum of each cell
min-rate, respectively. However, the proposed centralized
algorithms (CAs) seem to be quite heavy to implement in
practice.
Compared with the above existing works, the contribu-
tions of this paper are as follows:
• We propose an iterative semi-distributed RA
algorithm to optimize the MSSA and the PA
alternatively with the sum rate keeping increasing.
For the MSSA stage, the optimization problem is
decoupled into subproblems which can be solved
distributively in linear time. For the PA stage, the
algorithm based on single condensation and
Lagrange duality (SCLD) is designed to optimize PA
iteratively with an analytical solution at each
iteration. As will be illustrated through numerical
results, the proposed algorithm converges quite
fast and is more practical compared to the CA
of [25].
• We further propose a modified iterative water-filling
(IWF) algorithm to solve the formulated RA
problem autonomously. Specifically, each cell
autonomously optimizes its own sum rate with the
estimated power values of the received interferences
from the other cells. An optimum algorithm is
proposed to solve the local RA problem in each cell.
As will be illustrated, the convergence of the
modified IWF algorithm is always observed in
simulations, although it seems intractable to derive
the conditions of convergence theoretically. Through
numerical results, the modified IWF algorithm
provides a good trade-off between complexity and
performance. Thus, it is recommended for practical
implementation.
The rest of this paper is organized as follows: First,
the system model and the problem formulation for the
considered system are presented in the next section.
The proposed SCLD-based RA algorithm and the mod-
ified IWF algorithm are described in ‘Section 3’ and
‘Section 4’, respectively. The convergence of the pro-
posed algorithms and their benefits compared with a CA
are illustrated by numerical experiments in ‘Section 5’.
Finally, the conclusions are drawn in ‘Section 6’.
2 Systemmodel and problem formulation
2.1 Systemmodel
We consider a cellular OFDMA system with N cells coor-
dinated by a central controller for message passing among
cells. In each cell, downlink transmission is carried out
from a base station (BS) to U mobile stations (MSs) with
the help of J relay stations (RSs) which are assumed to
be of the DF type. For each link, the channel is assumed
to be frequency selective and transformed into K parallel
subchannels by using OFDM with sufficiently long cyclic
prefix. The data transmission is carried out in two TSs.
During the first TS, a symbol is first broadcast by the
BS at a subcarrier k, which is in either relay-aided mode
or direct mode. Both a selected RS and a targeted MS
receive this symbol. If the relay-aided mode is used, the
RS decodes the received symbol and forwards it to the
targeted MS over the subcarrier k with the BS keeping
quiet on this subcarrier during the second TS. The MS
only decodes the symbol received during the second TS.
If the direct mode is used, the targeted MS decodes the
symbol received during the first TS. Also, another sym-
bol is broadcast by the BS at the same subcarrier during
the second TS, which is received and only decoded by the
targeted MS.
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With OFDMA, each subcarrier is allocated to only one
MS in each cell. Throughout this paper, we assume the
timing and carrier synchronization is perfect and there
are no errors during the SR transmission at the first
TS. We further assume that the central controller can
obtain/distribute messages from/to all nodes. Moreover,
we assume that the coherence time of each link is suf-
ficiently long for implementing the RA. Note that by
assuming the above idealities, an upper bound on the
system performances is obtained.
The data transmission procedure in every cell is identi-
cal. Thus, we only analyze the downlink data transmission
inside one selected cell n, which is impaired by cochan-
nel interference from the other cells. Specifically in cell
n, data transmissions are carried out either in relay-aided
mode or direct mode, as will be elaborated in the follow-
ing section. Note that, as will be used, a variable with the
indice t1/t2 means that this variable corresponds to the
transmission at TS1/TS2.
Let us first see more closely the relay-aided data
transmission. As illustrated in Figure 1a, the BS sn first
produces a symbol
√
Pksn,t1x
k
sn,t1 at subcarrier k during
the first TS, while the transmitter of the selected RS rjn
remains idle. Here, xksn,t1 denotes the normalized symbol
(meaning E
{
|xksn,t1 |2
}
= 1) transmitted by sn at subcarrier
k during the first TS, and Pksn,t1 denotes the corresponding
transmit power. Simultaneously in an interfering cell n′, a
symbol
√
Pksn′ ,t1x
k
sn′ ,t1 is also produced from the interfering
BS sn′ at the same subcarrier. Here again E
{
|xksn′ ,t1 |2
}
= 1.
Note that, instead of using an additional integer variable
to indicate whether sn′ transmits data on subcarrier k or
not, we use
√
Pksn′ ,t1 to do it. Specifically, P
k
sn′ ,t1 > 0 means
that sn′ uses subcarrier k for data transmission during the
first TS, and Pksn′ ,t1 = 0 means that sn′ transmits noth-
ing at the subcarrier k during the first TS. This choice is
motivated to simplify the system sum rate expression and
facilitate the algorithm design. Specifically, when using an
integer variable to indicate whether a subcarrier k in a cell
n is used or not, the rate expression would contain integer
variables in both the denominators and the numerators,
which makes it a non-linear function of the integer vari-
ables. When using the corresponding power value to do it,
(a)
(b)
Figure 1 Illustration of a relay-aided transmission in cell nwith cochannel interference from cell n′. The solid lines and the dashed lines
represent communication links and interfering links, respectively. (a) At subcarrier k and the first TS. (b) At subcarrier l and the second TS.
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the rate expression contains integer variables only in the
numerators, which makes it a linear function of the inte-
ger variables. At the end of the first TS, the signal received
by rjn for subcarrier k can be expressed as
ykrjn =
√
Pksn ,t1h
k
sn ,rjnx
k
sn ,t1 + vkrjn +
N∑
n′=1,n′ =n
√
Pksn′ ,t1h
k
sn′ ,rjnx
k
sn′ ,t1
(1)
where vkrjn denotes the additive white Gaussian noise
(AWGN) at subcarrier k and rjn during the first TS.
hksn′ ,rjn denotes the channel frequency response (CFR) for
subcarrier k from sn′ to rjn.
During the second TS, as illustrated in Figure 1b, the
selected RS rjn re-encodes the decoded symbol and for-
wards
√
Pkrjnx
k
rjn at the same subcarrier k. Here, x
k
rjn =
xksn,t1 . The BS sn transmits nothing on this subcarrier,
meaning that Pksn,t2 = 0. Here, Pkrjn and Pksn,t2 denote the
transmit power allocated to rjn and sn, respectively at sub-
carrier k during the second TS. At the same time, in an
interfering cell n′, rj′n′ and sn′ also transmit
√
Pkrj′n′ x
k
rj′n′
and
√
Pksn′ ,t2x
k
sn′ ,t2 at subcarrier k, where at most only one
power value out of
√
Pkrj′n′ x
k
rj′n′ and
√
Pksn′ ,t2x
k
sn′ ,t2 can be
non-zero. More specifically, when subcarrier k of cell n′
chooses the direct mode for data transmission, Pkrj′n′ = 0.
Otherwise, Pksn′ ,t2 = 0. Here again E
{
|xkrj′n′ |2
}
= 1 and
E
{
|xksn′ ,t2 |2
}
= 1. At the end of the second TS, the sig-
nal received by the targeted MS dun at subcarrier k can be
expressed as
ykdun,t2 =
√
Pkrjnh
k
rjn,dunx
k
rjn + vkdun,t2
+
N∑
n′=1,n′ =n
√
Pksn′ ,t2h
k
sn′ ,dunx
k
sn′ ,t2
+
N∑
n′=1,n′ =n
J∑
j′=1
√
Pkrj′n′h
k
rj′n′ ,dunx
k
rj′n′ (2)
where vkdun,t2 denotes the AWGN corrupting dun at sub-
carrier k during the second TS , hkrj′n′ ,dun denotes the CFR
for subcarrier k from rj′n′ to dun. hksn′ ,dun denotes the CFR
of subcarrier k from sn′ to dun.
We assume
{
vkrjn , v
k
dun,t2
}
are independent zero-mean
circular Gaussian random variables with the same vari-
ance σ 2. After somemathematical calculations, the signal-
to-interference-plus-noise ratio (SINR) associated with
decoding xksn,t1 from ykrjn at rjn during the first TS is
expressed by
krjn =
Pksn,t1Gksn,rjn
f krjn
(3)
where f krjn = σ 2 +
∑
n′,n′ =n
Pksn′ ,t1G
k
sn′ ,rjn denotes the sum
power of the AWGNand the interference received by rjn at
subcarrier k during the first TS. Gksn,rjn = |hksn,rjn |2 denotes
the channel gain of subcarrier k from sn to rjn.
Also, the SINR associated with decoding xkrjn , which
equals xksn,t1 , from y
k
dun,rjn at dun during the second TS is
expressed by
kdun,t2 =
PkrjnG
k
rjn,dun
f kdun,t2
(4)
where f kdun ,t2 = σ 2+
N∑
n′=1,n′ =n
Pksn′ ,t2G
k
sn′ ,dun +
N∑
n′=1,n′ =n
J∑
j′=1
Pkrj′n′ G
k
rj′n′ ,dun
denotes the sum power of the AWGN and the interfer-
ence received by dun at subcarrier k during the second TS.
Gkrjn,dun = |hkrjn,dun |2 denotes the channel gain of subcarrier
k from rjn to dun. Gksn′ ,dun = |h
k
sn′ ,dun |2 denotes the channel
gain of subcarrier k from sn′ to dun.
The maximum achievable rate for the subcarrier k when
allocated to dun is given by [3]
Rkujn,2 = min
(
ln
(
1 + krjn
)
, ln
(
1 + kdun,t2
))
(5)
in nats/two-TSs.
Let us describe further the direct data transmission in
cell n. During the first TS, sn broadcasts
√
Pksn,t1x
k
sn,t1 at
subcarrier k. The targetedMS dun receives signals from all
BSs. Finally, the signal received by dun at subcarrier k can
be expressed as
zkdun,t1 =
√
Pksn,t1h
k
sn,dunx
k
sn,t1 + vkdun,t1
+
N∑
n′=1,n′ =n
√
Pksn′ ,t1h
k
sn′ ,dunx
k
sn′ ,t1 (6)
where vkdun,t1 denotes the AWGN corrupting dun at sub-
carrier k during the first TS.
During the second time slot, another symbol√
Pksn,t2x
k
sn,t2 is broadcast by sn at subcarrier k and received
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by the same MS dun. The received signal can be expressed
as:
zkdun,t2 =
√
Pksn,t2h
k
sn,dunx
k
sn,t2 + vkdun,t2
+
N∑
n′=1,n′ =n
√
Pksn′ ,t2h
k
sn′ ,dunx
k
sn′ ,t2
+
N∑
n′=1,n′ =n
J∑
j′=1
√
Pkrj′n′h
k
rj′n′ ,dunx
k
rj′n′ . (7)
Thus, the achievable sum rate for subcarrier k during
two TSs is given by
Rkun,1 = ln
(
1 + ϒkdun,t1
)
+ ln
(
1 + ϒkdun,t2
)
(8)
in nats/two-TSs, where
ϒkdun,t1 =
Pksn,t1G
k
sn,dun
f kdun,t1
(9)
denotes the SINR associated with the decoding of xksn,t1
from ykdun,t1 at dun during the first TS. f
k
dun,t1 = σ 2 +
N∑
n′=1,n′ =n
Pksn′ ,t1G
k
sn′ ,dun denotes the sum power of the
AWGN and the interference received by dun at subcarrier
k during the first TS.
ϒkdun,t2 =
Pksn,t2G
k
sn,dun
f kdun,t2
(10)
denotes the SINR associated with the decoding of xksn,t2
from ykdun,t2 at dun during the second TS.
2.2 RA problem formulation
In order to formulate the RA problem, we now introduce
binary variables akun and bkujn to describe the mode selec-
tion and subcarrier assignment in both TSs. To be more
specific, akun = 1 indicates that subcarrier k is allocated for
data transmission to dun in direct mode during two TSs.
bkujn = 1 indicates that subcarrier k is allocated for data
transmission to dun aided by rjn.
We consider maximizing the sum rate of all MSs in
all cells under per cell total power constraints. The
optimization variables are the transmission mode for each
subcarrier, the subcarrier assignments and the power allo-
cations at the BSs and the RSs. According to the system
model, the considered RA problem can be formulated as
follows:
max
P,A,B
R (P,A,B)
s.t.
C1 :
⎛
⎝ U∑
u=1
akun +
U∑
u=1
J∑
j=1
bkujn
⎞
⎠ ≤ 1, ∀n, k,
C2 : akun ∈ {0, 1}, bkujn ∈ {0, 1}, ∀u, j, n, k,
C3 :
K∑
k=1
Pksn ,t1 +
K∑
k=1
Pksn ,t2 +
J∑
j=1
K∑
k=1
Pkrjn ≤ Pt,n, ∀n,
C4 : Pksn ,t1 ≥ 0,Pksn ,t2 ≥ 0,Pkrjn ≥ 0, ∀j, n, k, (11)
C5 : Pksn ,t1
⎛
⎝1 −
⎛
⎝ U∑
u=1
akun +
U∑
u=1
J∑
j=1
bkujn
⎞
⎠
⎞
⎠ = 0, ∀n, k,
C6 : Pksn ,t2
(
1 −
U∑
u=1
akun
)
= 0, ∀n, k,
C7 : Pkrjn
(
1 −
U∑
u=1
bkujn
)
= 0, ∀j, n, k,
where
R (P,A,B) =
N∑
n=1
U∑
u=1
K∑
k=1
akunRkun,1
(
Pkn
)
+
N∑
n=1
U∑
u=1
J∑
j=1
K∑
k=1
bkujnRkujn,2
(
Pkn
)
, (12)
P = [[P1]T , . . . , [PN ]T]T, Pn = [[P1n]T , . . . , [PKn ]T]T,
Pkn =
[
Pksn,t1 ,P
k
sn,t2 ,Pkr1n , . . . ,P
k
rJn
]T
, A = {akun}, B ={
bkujn
}
, Pt,n denotes the available total power in cell n.
Here, C1 and C2 ensure that each subcarrier k during
the first TS can select only one mode (direct/relay-aided)
to transmit data towards only one MS dun. If the relay-
aided mode is selected, the data transmission can be
helped by only one RS rjn. Moreover, C3 and C4 ensure
that the consumed sum power for each cell is less than
its available sum power. This type of power constraints
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gives an upper bound of the system performance. In prac-
tice, each node (BS, RS) in each cell will have an individual
power constraint. Finally, C5, C6, and C7 guarantee that
no data is transmitted on an unused subcarrier and sub-
carrier k is used by only one node (either the BS or the RS)
in each cell during the second TS.
3 SCLD-based coordinate ascent RA algorithm
3.1 The overall RA algorithm
In order to solve problem (11), an iterative coordinate
ascent approach is adopted. Each iteration is carried out
in two stages: the MSSA stage and the PA stage. We intro-
duce integer m to indicate the iteration number and add
superscriptm to variables obtained at the end of iteration
m. We now propose the overall RA algorithm, as depicted
in Algorithm 1.
Algorithm 1 Overall RA optimization algorithm
1: Initialize: set m = 0 and initialize P0 by the UPA
algorithm;
2: repeat
3: m = m + 1;
4: The MSSA stage: Compute the optimal MSSA
result {Am,Bm} for (11) with P = Pm−1 using the
method proposed in ‘Section 3.2’;
5: The PA stage: Compute the optimized PA result
Pm for (11) using the SCLD PA algorithm
proposed in Section III-C, when A = Am
and B = Bm;
6: until Rm − Rm−1 < 1 orm = M
7: Output: Am, Bm and Pm.
Specifically in the proposed RA algorithm, we first set
m = 0 and initialize the power P0 either by the uniform
power allocation (UPA) or by using the optimal algorithm,
as proposed in [16] when CCI is ignored. Each iteration
consists of the MSSA stage and the PA stage. During
the MSSA stage of iteration m, we set P = Pm−1 and
decouple problem (11) into n ∗ k integer linear programs
(ILPs), which can easily be solved in linear time, as will
be shown in ‘Section 3.2’. After optimization, {Am,Bm}
will be obtained. Finally, we have R
(Pm−1,Am−1,Bm−1) ≤
R
(Pm−1,Am,Bm).
During the PA stage of iteration m, we set A = Am,
B = Bm and solve problem (11) using the SCLD PA algo-
rithm proposed in ‘Section 3.3’. The output delivered is
denoted asPm. As will be shown in ‘Section 3.3’, the SCLD
PA algorithm approximates the original non-convex prob-
lem into a series of convex problems. The solutions of
the approximated convex problems converge to a local
optimum satisfying the Karush-Kuhn-Tucker (KKT) con-
ditions of the non-convex problem. After convergence,
the power vector Pm will be the output. Finally, we have
R
(Pm−1,Am,Bm) ≤ R (Pm,Am,Bm).
Considering the proposed RA algorithm, we now have
the following:
R
(Pm−1,Am−1,Bm−1)
E1 : ≤ R (Pm−1,Am,Bm)
E2 : ≤ R (Pm,Am,Bm) ,
where E1 and E2 are due to the MSSA stage and the PA
stage, respectively. This means that Algorithm 1 yields
non-decreasing sum rates along with iterations.Moreover,
due to the total power constraint in each cell, the opti-
mum sum rate is upper bounded and the sum rate values
will not increase indefinitely along with iterations. This
means that the iterations will eventually converge [31].
Algorithm 1 will stop when the sum rate increase is below
a prescribed value 1 or when m reaches a prescribed
valueM.
At the end of iterationm, a local optimum of the formu-
lated problem is obtained at the PA stage, which is then
improved at the MSSA stage of the next iteration. After
that, a better local optimum can be calculated at the PA
stage of iteration m + 1. Finally, a good local optimum
can be obtained after convergence. Note that each stage
is carried out with analytical equations. Thus, the pro-
posed RA algorithm has a lower-complexity compared to
the centralized algorithm (CA) of [25]. As will be elabo-
rated in ‘Section 3.2’ and ‘Section 3.3’, the proposedMSSA
algorithm can be implemented distributively in each cell
and the SCLD PA algorithm can be implemented semi-
distributively in each cell. Thus, the proposed iterative RA
algorithm can be implemented semi-distributively in each
cell with the help of a central controller (CC) exchanging
messages among cells.
3.2 MSSA optimization
In this subsection, the MSSA stage for iteration m is
considered. After setting P to Pm, problem (11) can be
rewritten as follows:
max
A,B
R
(Pm,A,B)
s.t. C1,C2,C5,C6,C7. (13)
Note that each subcarrier in each cell has independent
constraints. Therefore, problem (13) can be decoupled
into N ∗K subproblems. Specifically, subproblem i, which
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corresponds to subcarrier k0 in cell n0 is formulated as the
following:
max
Ai,Bi
Ri
(Pm,Ai,Bi)
s.t.
C1′ :
∑
u
ak0un0 +
∑
u
∑
j
bk0ujn0 ≤ 1,
C2′ : ak0un0 ∈ {0, 1}, bk0ujn0 ∈ {0, 1}, ∀u, j,
C5′ : Pk0,m−1sn0 ,t1
⎛
⎝1 −
⎛
⎝ U∑
u=1
ak0un0 +
U∑
u=1
J∑
j=1
bk0ujn0
⎞
⎠
⎞
⎠ = 0,
C6′ : Pk0,m−1sn0 ,t2
(
1 −
U∑
u=1
ak0un0
)
= 0,
C7′ : Pk0,m−1rjn0
(
1 −
U∑
u=1
bk0ujn0
)
= 0, ∀j, (14)
where Ai =
{
akun|n = n0, k = k0
}
, Bi =
{
bkujn|n = n0, k = k0
}
and Ri are given by
Ri =
∑
u
ak0un0R
k0
un0,1
(Pm)+∑
u
∑
j
bk0ujn0R
k0
ujn0,2
(Pm) .
As will be explained later, problem (14) has the same
optimum solution as the following problem, where the
constraints C5′ − C7′ are removed.
max
Ai,Bi
Ri
(Pm−1,Ai,Bi)
s.t. C1′,C2′. (15)
Specifically, ∀n0, k0, when Pk0,m−1sn0 ,t1 > 0, we certainly
have Rk0un0,1 > 0,∀u. Therefore at the optimum of problem
(15), we have
∑U
u=1 a
k0un0 +
∑U
u=1
∑J
j=1 b
k0
ujn0 = 1, meaning
that this subcarrier k0 should be used for data transmis-
sion. Otherwise, we can still improve Ri by randomly
selecting one variable of the set
{
akun|k = k0, n = n0
}
and setting it to 1. Thus in this case, we have
Pk0,m−1sn0 ,t1
(
1 −
(∑U
u=1 a
k0un0 +
∑U
u=1
∑J
j=1 b
k0
ujn0
))
= 0.
Also, when Pk0,m−1sn0 ,t1 = 0, we certainly have
Pk0,m−1sn0 ,t1
(
1 −
(∑U
u=1 a
k0un0 +
∑U
u=1
∑J
j=1 b
k0
ujn0
))
= 0.
Thus at the optimum of problem (15), the constraint C6.5′
is fulfilled. Similarly, at the optimum of problem (15),
the constraints C6.6′ and C6.7′ are fulfilled. This means
that the optimum solution of problem (15) is also feasible
for problem (14). Note that problem (14) is the same as
problem (15) except that its feasible set is a subset of that
of problem (15). Thus, the optimum solution of problem
(15) is also the optimum solution of problem (14).
According to the expression of Ri and the constraints
(C1′,C2′), this subproblem (15) is further denoted as
max
Ai,Bi
U∑
u=1
ak0un0R
k0
un0,1
(Pm−1)+ U∑
u=1
J∑
j=1
bk0ujn0R
k0
ujn0,2
(Pm−1) ,
C1′ :
∑
u
ak0un0 +
∑
u
∑
j
bk0ujn0 ≤ 1,
C2′ : ak0un0 ∈ {0, 1}, bk0ujn0 ∈ {0, 1}, ∀u, j.
It is obvious that (15) can easily be solved by search-
ing the optimal mode, MS, and RS which provide the
maximum rate for subcarrier k0 in cell n0 with P = Pm−1.
3.3 PA optimization
In this subsection, the PA stage for iteration m is consid-
ered. After setting the indicators to {Am,Bm}, the trans-
mission modes are fixed in all cells. We denote by Sun(d)
the set of subcarriers allocated to MS dun in direct mode
and Sujn(r) the set of subcarriers allocated to MS dun and
RS rjn in relay-aidedmode. Then, the objective function of
problem (11) can be rewritten as R (P,Am,Bm), given by
the following:
∑
n
⎛
⎝ ∑
k∈Sun(d)
log
(
1 + ϒkdun,t1
)
+ log
(
1 + ϒkdun,t2
)
+
∑
k∈Sujn(r)
logmin
(
1 + krjn , 1 + kdun,t2
)⎞⎠ .
Note that R is a non-convex function due to the pres-
ence of interfering power terms in the denominators of
ϒkdun,t1 ,ϒ
k
dun,t2 ,
k
rjn , and 
k
dun,t2
. To solve problem (11), we
first replace it with a minimization problem that is then
solved by using the SCLD PA algorithm.
The equivalent minimization problem is obtained in
two steps. Problem (11) is first converted into an equiva-
lent one given by
min
P
− R (P,Am,Bm)
s.t. C3 − C7, (16)
where −R (P,Am,Bm) is given by
∑
n
⎛
⎝ ∑
k∈Sun(d)
(
log 1
1 + ϒkdun,t1
+ log 1
1 + ϒkdun,t2
)
∑
k∈Sujn(r)
logmax
⎛
⎝ 1
1 + krjn
, 1
1 + kdun,t2
⎞
⎠
⎞
⎠ , (17)
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1
1 + ϒkdun,t1
= f
k
dun,t1
f kdun,t1 + Pksn,t1Gksn,dun
, (18)
1
1 + ϒkdun,t2
= f
k
dun,t2
f kdun,t2 + Pksn,t2Gksn,dun
, (19)
1
1 + kdun,t2
= f
k
dun,t2
f kdun,t2 + PkrjnGkrjn,dun
, (20)
1
1 + krjn
=
f krjn
f krjn + Pksn,t1Gksn,rjn
. (21)
After that, another equivalent formulation is obtained
by introducing slack variables r = {nkr ,∀n, k ∈
Sujn(r)}. Then, problem (16) can be formulated as
follows:
min
P,r
∑
n
⎛
⎝ ∑
k∈Sun(d)
(
log
f kdun,t1
gkdun,t1
f kdun,t2
gksndun,t2
+
∑
k∈Sujn(r)
nkr
⎞
⎠
s.t. C3 − C7,
C8 : log
f krjn
gkrjn
− nkr ≤ 0, ∀n, k ∈ Sujn(r), (22)
C9 : log
f kdun,t2
gkrjndun,t2
− nkr ≤ 0, ∀n, k ∈ Sujn(r),
where gkdun,t1 = f kdun,t1 + Pksn,t1Gksn,dun , gksndun,t2 = f kdun,t2 +
Pksn,t2G
k
sn,dun , g
k
rjndun,t2 = f kdun,t2+PkrjnGkrjn,dun , and gkrjn = f krjn+
Pksn,t1Gksn,rjn .
Problem (22) is still non-convex. In order to solve it,
we now propose the SCLD PA algorithm. To derive it,
two steps are involved. During the first step, a con-
vex approximation of problem (22) is constructed. We
first use the method of Lemma 1 in [33] to condense
all denominator posynomials
{
gkdun ,t1 , g
k
sndun ,t2 , g
k
rjndun ,t2 , g
k
rjn
}
into monomials
{
gˆkdun,t1 , gˆ
k
sndun,t2 , gˆ
k
rjndun,t2 , gˆ
k
rjn
}
using ten-
tative PA results P0 =
{
Pksn ,t1,0,P
k
sn ,t2,0,P
k
rjn ,0
}
. Functions
hnk1 = log
f krjn
gkrjn
− nkr , hnk2 = log
f kdun ,t2
gkrjndun ,t2
− nkr , and hnk3 =
∑
n
⎛
⎝ ∑
k∈Sun(d)
log
f kdun ,t1
gkdun ,t1
f kdun ,t2
gksndun ,t2
+
∑
k∈Sujn(r)
nkr
⎞
⎠ are approxi-
mated by hˆnk1 = log
f krjn
gˆkrjn
− nkr , hˆnk2 = log
f kdun ,t2
gˆkrjndun ,t2
− nkr ,
and hˆnk3 =
∑
n
⎛
⎝ ∑
k∈Sun(d)
log
f kdun ,t1
gˆkdun ,t1
f kdun ,t2
gˆksndun ,t2
+
∑
k∈Sujn(r)
nkr
⎞
⎠,
respectively. Then, by introducing the logarithmic change
of the variables (e.g., x˜ = log x), the approximated prob-
lem is formulated as the following:
minimize
P˜,˜r
∑
n
Rn
(
P˜, ˜r
)
s.t. C3, C5 − C7,
C4 : 1PnT
∑
k
(
eP˜
k
rjn + eP˜ksn ,t1 + eP˜ksn ,t2
)
≤ 1,∀n,
C8 : log
f krjn
(
eP˜
)
gˆkrjn
(
eP˜
)
e˜nkr
≤ 0,∀n, k ∈ Sujn(r), (23)
C9 : log
f kdun,t2
(
eP˜
)
gˆkrjndun,t2
(
eP˜
)
e˜nkr
≤ 0,∀n, k ∈ Sujn(r),
where Rn
(
P˜, ˜r
)
is given by
∑
k∈Sun(d)
log
f kdun,t1
(
eP˜
)
gˆkdun,t1
(
eP˜
) f kdun,t2
(
eP˜
)
gˆksndun,t2
(
eP˜
) + ∑
k∈Sujn(r)
log e˜nkr .
P˜ denotes the vector of logarithmic power variables,
and ˜r denotes the vector of logarithmic slack variables
˜nkr .
Note that the method we used in this step belongs to the
class of successive convex approximation methods [34].
After some mathematical calculations, it is easy to ver-
ify that all the approximations of problem (22) satisfy the
three conditions proposed in [34] for the convergence of
the successive approximation method. By denoting  =
{P,r}, the three conditions are listed as follows:
1. Bounding condition: ∀,
hn,ki () ≤ h˜n,ki (), ∀i = 1, 2, 3.
2. Tightness condition: At the beginning of iteration t,
hn,ki
(
m,t−1
) = h˜n,ki (m,t−1) , ∀i = 1, 2, 3.
3. Differential condition: At the beginning of iteration t,
∀θ ∈ ,
∂hn,ki
(
m,t−1
)
∂θ
= ∂ h˜
n,k
i
(
m,t−1
)
∂θ
, ∀i = 1, 2, 3.
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During the second step, the Lagrange dual method is
applied to solve the approximated convex problem. Let
us denote the Lagrange multipliers of C4, C5, and C6 by
λ = {λn}, μ = {μnk}k∈Sujn(r), and ν = {νnk}k∈Sujn(r),
respectively. Then, the dual problem of (23) is written as
max
λ,μ,ν
(min
P˜,˜r
L(λ,μ, ν, P˜, ˜r)). Here, L(λ,μ, ν, P˜, ˜r) denotes
the Lagrange of problem (16).
After taking the derivative of L with relation to (w.r.t.)
˜nkr and setting it to 0, we obtain μnk + νnk = 1, ∀n, k ∈
Sujn(r). By applying it, the dual variables are updated with
the subgradient method as the following:
λ(i+1)n = λ(i)n + δ(i)λ,n
(
1
PnT
∑
k
(
Pk,(i)rjn + Pk,(i)sn + Pk,(i)sn,t2
)
− 1
)
,
(24)
μ
(i+1)
nk = μ(i)nk + δ(i)μ,nk log
f krjn
(P(i)) gˆkrjndun,t2 (P(i))
gˆkrjn
(P(i)) f kdun,t2 (P(i)) , (25)
ν
(i+1)
nk = 1 − μ(i+1)nk . (26)
Here, δ(i)λ,n = αλ,n/
√
i and δ(i)
μ,nk = αμ,nk/
√
i are
the step sizes chosen for λ and μ, respectively. We
assume that each receiver in a cell n can estimate the
received power from each of the interfering stations
(either the BS or a RS of an interfering cell). Thus,
f krjn
(P(i)) , f kdun,t2 (P(i)) , gˆkrjndun,t2 (P(i)), and gˆkrjn (P(i)) can be
calculated locally in the cell n.
We further take the derivative of L w.r.t. P˜ksn,t1 , P˜krjn ,
and P˜ksn,t2 , and force them to 0. With the logarithmic
power variables transformed back to the original P-
space, fixed-point equations for Pk,(i)sn,t1 ,∀n, k, Pk,(i)rjn ,∀n, k ∈
Sujn(r), and Pk,(i)sn,t2 ,∀n, k ∈ Sun(d) can be formulated
as
hnk4
(
λ(i)n ,μ(i),P(i)
)
= X
nk
1 (P0) + Xnk2
(
μ(i),P0
)
λ
(i)
n
PnT
+ Ynk1
(P(i))+ Ynk2 (μ(i),P(i)) ,
(27)
hnk5
(
λ(i)n , ν(i),P(i)
)
= X
nk
3 (P0) + Xnk4
(
ν(i),P0
)
λ
(i)
n
PnT
+ Ynk3
(P(i))+ Ynk4 (ν(i),P(i)) ,
(28)
and
hnk6
(
λ(i)n , ν(i),P(i)
)
= X
nk
5 (P0) + Xnk6
(
ν(i),P0
)
λ
(i)
n
PnT
+ Ynk5
(P(i))+ Ynk6 (ν(i),P(i)) ,
(29)
respectively. Here, μ(i) =
{
μ
(i)
nk
}
, ν(i) =
{
ν
(i)
nk
}
,
Xnk1 (P0) =
∑
n′,k∈Su′n′ (d)
Pksn,0G
k
sn,du′n′
gkdu′n′ ,t1 (P0)
,
Xnk2
(
μ(i),P0
)
=
∑
n′,k∈Su′ j′n′ (r)
μ
(i)
n′k
Pksn,0G
k
sn,rj′n′
gkrj′n′ (P0)
,
Xnk3 (P0) =
∑
n′,k∈Su′n′ (d)
Pkrjn,0G
k
rjn,du′n′
gkdu′n′ ,t2 (P0)
,
Xnk4
(
ν(i),P0
)
=
∑
n′,k∈Su′ j′n′ (r)
ν
(i)
n′k
Pkrjn,0G
k
rjn,du′n′
gkdu′n′ ,t2 (P0)
,
Xnk5 (P0) =
∑
n′,k∈Su′n′ (d)
Pks1n,0G
k
sn,du′n′
gkdu′n′ ,t2 (P0)
,
Xnk6
(
ν(i),P0
)
=
∑
n′,k∈Su′ j′n′ (r)
ν
(i)
n′k
Pks1n,0G
k
sn,du′n′
gkdu′n′ ,t2 (P0)
,
Ynk1
(
P(i)
)
=
∑
n′ =n,k∈Su′n′ (d)
Gksn,du′n′
f kdu′n′ ,t1
(P(i)) ,
Ynk2
(
μ(i),P(i)
)
=
∑
n′ =n,k∈Su′ j′n′ (r)
μ
(i)
n′k
Gksn,rj′n′
f krj′n′
(P(i)) ,
Ynk3
(
P(i)
)
=
∑
n′ =n,k∈Su′n′ (d)
Gkrjn,du′n′
f kdu′n′ ,t2
(P(i)) ,
Ynk4
(
ν(i),P(i)
)
=
∑
n′ =n,k∈Su′ j′n′ (r)
ν
(i)
n′k
Gkrjn,du′n′
f kdu′n′ ,t2
(P(i)) ,
Ynk5
(
P(i)
)
=
∑
n′ =n,k∈Su′n′ (d)
Gksn,du′n′
f kdu′n′ ,t2
(P(i)) ,
Ynk6
(
ν(i),P(i)
)
=
∑
n′ =n,k∈Su′ j′n′ (r)
ν
(i)
n′k
Gksn,du′n′
f kdu′n′ ,t2
(P(i)) .
We now consider the following theorem.
Theorem 1. H(P) =
{
hnk4 (P), hnk5 (P), hnk6 (P)
}
satisfies
the three properties of the standard interference function
proposed in [35].
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Proof. Taking equations hnk4 for example, we denote the
right-hand-side functions as
hnk4 (P) =
Xnk1 (P0) + Xnk2 (μ,P0)
λn
PnT
+ Ynk1 (P) + Ynk2 (μ,P)
,
Ynk1 (P) =
∑
n′ =n,k∈Su′n′ (d)
Gksn,du′n′
σ 2 + Ikdu′n′ ,t1(P)
,
Ynk2 (μ,P) =
∑
n′ =n,k∈Su′ j′n′ (r)
μn′k
Gksn,rj′n′
σ 2 + Ikrj′n′ (P)
.
Here, the values of λ(i)n ,μ(i)n′k ,Xnk1 (P0), and Xnk2 (μ(i),P0)
are all constant and positive. Therefore, it is obvious that
hnk4 (P) > 0. Also, both Ikdu′n′ ,t1(P) and I
k
rj′n′ (P) are lin-
ear functions of power variables. Thus, it is obvious that
hnk4 (P) is a monotonic increasing function of P, meaning
that hnk4 (P) > hnk4 (P′), ∀P > P′. Here, the inequality
should be understood as element-wise. Note for all α > 1,
we have
αhnk4 (P) =
Xnk1 (P0) + Xnk2 (μ,P0)
λn
αPnT
+ Ynk1 (P)
α
+ Ynk2 (μ,P)
α
>
Xnk1 (P0) + Xnk2 (μ,P0)
λn
PnT
+ Yˇ nk1 (α,P) + Yˇ nk2 (α,μ,P)
,
where
Yˇ nk1 (α,P) =
∑
n′ =n,k∈Su′n′ (d)
Gksn,du′n′
σ 2 + αIkdu′n′ ,t1(P)
,
Yˇ nk2 (α,μ,P) =
∑
n′ =n,k∈Su′ j′n′ (r)
μn′k
Gksn,rj′n′
σ 2 + αIkrj′n′ (P)
.
According to the expression of Ikdun,t1(P) and I
k
rjn(P), it
is obvious that αIkdun ,t1(P) = Ikdun,t1(αP) and αIkrjn(P) =
Ikrjn(αP). Thus, we have
αhnk4 (P) > hnk4 (αP),∀α > 1, n, k.
Similarly, we have hnk5 (P) > 0,αhnk5 (P) >
hnk5 (αP),∀α > 1, n, k ∈ Sujn(r), and hnk6 (P) >
0,αhnk6 (P) > hnk6 (αP),∀α > 1, n, k ∈ Sun(d). Both hnk5 (P)
and hnk6 (P) are monotonic increasing functions of P.
Note that each element ofH(P) satisfies the three prop-
erties (positivity, monotonicity, scalability) of the standard
interference function defined in [35]. Thus, H(P) is a
standard interference function.
Thanks to the Theorems 1 and 2 in [35], the stan-
dard interference function H(P) has a unique fixed point
solution, which can be found iteratively as follows:
Pk,(i,i
′+1)
sn,t1 = hnk4
(
λ(i)n ,μ(i),P(i,i
′)
)
, ∀n, k, i, (30)
Pk,(i,i′+1)rjn = hnk5
(
λ(i)n , ν(i),P(i,i
′)
)
, ∀n, k ∈ Sujn(r), i, (31)
Pk,(i,i
′+1)
sn,t2 = hnk6
(
λ(i)n , ν(i),P(i,i
′)
)
, ∀n, k ∈ Sun(d), i. (32)
Let us denote
Xnk,n′ =
⎧⎨
⎩
Pksn,0G
k
sn,du′n′
gkdu′n′ ,t1(P0)
,μ(i)n′k
Pksn,0G
k
sn,rj′n′
gkrj′n′ (P0)
,
ν
(i)
n′k
Pkrjn,0G
k
rjn,du′n′
gkdu′n′ ,t2(P0)
,
Pkrjn,0G
k
rjn,du′n′
gkdu′n′ ,t2(P0)
,
ν
(i)
n′k
Pks1n,0G
k
sn,du′n′
gkdu′n′ ,t2(P0)
,
Pks1n,0G
k
sn,du′n′
gkdu′n′ ,t2(P0)
}
,
Ynk,n′ =
{
1
f kdu′n′ ,t1(P
(i))
,
μ
(i)
n′k
f krj′n′ (P(i))
,
ν
(i)
n′k
f kdu′n′ ,t2(P
(i))
,
Gkrjn,du′n′
f kdu′n′ ,t2(P
(i))
, ν(i)n′k
Gksn,du′n′
f kdu′n′ ,t2(P
(i))
,
Gksn,du′n′
f kdu′n′ ,t2(P
(i))
⎫⎬
⎭ .
As we assume that each receiver in each cell can
estimate the received power from each of the inter-
fering stations (either the BS or a RS of an inter-
fering cell), both Xnk,n′ and Ynk,n′ can be calculated
locally in each interfering cell n′ for a considered
cell n. We further assume that the central controller
(CC) has access to the estimates of all the cross gains(
Gksn,du′n′ ,G
k
sn,rj′n′ ,G
k
rjn,du′n′
)
between two different cells.
Thus, Xn =
{
Xnk1 ,Xnk2 ,Xnk3 ,Xnk4 ,Xnk5 ,Xnk6
}
and Yn ={
Ynk1 ,Ynk2 ,Ynk3 ,Ynk4 ,Ynk5 ,Ynk6
}
can be calculated in the
CC with the uploaded values of Xnk,n′ and Ynk,n′ from
each cell. Finally, the SCLD PA algorithm is described in
Algorithm 2. Note that, through estimation of the received
power and message passing, the SCLD PA algorithm is
semi-distributed with the help of a CC.
Jin et al. EURASIP Journal onWireless Communications and Networking 2014, 2014:154 Page 11 of 20
http://jwcn.eurasipjournals.com/content/2014/1/154
Algorithm 2 SCLD PA algorithm
1: Input: RA results of outer iteration m − 1, i.e. Pm−1,
Am and Bm;
2: Initialize: set t = 0, P0 = Pm−1, initialize Sujn(r) and
Sun(d) using Am and Bm;
3: repeat
4: Initialize: set i = 0, μ(i)nk = μ0,∀n, k ∈ Sujn(r),
λ
(i)
n = λ0,∀n, k. In each cell n′, estimate the
received power from each of the interfering
stations, calculate Xnk,n′ ,Ynk,n′ ,∀k, n = n′ and
send them to the CC. In the CC, calculate
Xn,Yn, ∀n, distribute them to each
corresponding cell n;
5: repeat
6: i = i + 1;
7: Update power:
8: Initialize: set i′ = 0 and P(i,i′) = P0;
9: repeat
10: i′ = i′ + 1;
11: In each cell n, update power variables P(i,i′)n
using equations (30), (31) and (32) with
Xn,Yn; estimate the received power
from each of the interfering stations,
calculate Xn′k,n,Yn′k,n,∀k, n′ = n and
send them to the CC;
12: In the CC, update Xn,Yn with Xnk,n′ ,Ynk,n′
and distribute them to each corresponding
cell n;
13: until i′ = I ′
14: Update Lagrange factors: Update Lagrange
factors
{
λ(i),μ(i), ν(i)
}
distributively in each
cell using equations (24), (25) and (26);
15: until ||λ(i) − λ(i−1)|| ≤ 2
16: t = t + 1;
17: Assign the results P(i) to P0;
18: until ||Rm,t − Rm,t−1|| ≤ 3
19: Output: Pm = P0.
4 Modified IWF algorithm
In order to solve the formulated problem autonomously
in each cell, we now propose the modified iterative water-
filling (M-IWF) algorithm, which is inspired by the non-
cooperative game-theoretic approach (named as the IWF
algorithm) proposed by [36] in DSL systems. In there,
with the interfering users’ power values fixed, each user
measures the interference plus noise levels locally and
allocates its power greedily to maximize its own rate.
Although its convergence is guaranteed under limited
cases where the crosstalk interferences are weak, the IWF
algorithm has become a popular candidate for multi-cell
power allocation due to its interesting trade-off between
the complexity and the performance.
In this section, we mimic the idea of the IWF algorithm
and formulate a competitive game defining each cell as a
player, which optimizes its own utility function (mean-
ing the sum rate of this cell) given the RA results of the
other cells. In each cell, both the indicators and the power
variables are optimized which makes the local problem
more interesting than that of [36]. The CCI received
by the cell under consideration is fixed and treated as
an additive noise. The received power of the interfer-
ence and noise at each subcarrier k of each receiver
(either a RS or a MS) in cell n is a constant. Specifi-
cally, f krjn = σ 2 +
∑
n′,n′ =n
Pksn′ ,t1G
k
sn′ ,rjn ,∀j, k, f kdun,t2 = σ 2 +
N∑
n′=1,n′ =n
Pksn′ ,t2G
k
sn′ ,dun +
N∑
n′=1,n′ =n
J∑
j′=1
Pkrj′n′G
k
rj′n′ ,dun ,∀u, k
and f kdun,t1 = σ 2 +
N∑
n′=1,n′ =n
Pksn′ ,t1G
k
sn′ ,dun ,∀u, k. Thus,
the achievable sum rate of cell n is denoted as
follows:
Rn (Pn,An,Bn) =
U∑
u=1
K∑
k=1
akunRkun,1
(
Pkn
)
+
U∑
u=1
J∑
j=1
K∑
k=1
bkujnRkujn,2
(
Pkn
)
. (33)
where An =
{
akun′ |n′ = n
}
, Bn =
{
bkujn′ |n′ = n
}
, Rkun,1 = ln(
1 + ϒkdun ,t1
)
+ ln
(
1 + ϒkdun ,t2
)
, Rkujn,2 = min
(
ln
(
1 + krjn
)
,
ln
(
1 + kdun ,t2
))
, ϒkdun ,t1 = Pksn ,t1 
k,t1
sn,dun ,ϒ
k
dun,t2 =
Pksn,t2
k,t2
sn,dun ,
k
rjn = Pksn,t1ksn,rjn ,kdun,t2 = Pkrjnkrjn,dun ,

k,t1
sn,dun =
Gksn,dun
f kdun,t1
, (34)

k,t2
sn,dun =
Gksn,dun
f kdun,t2
, (35)
ksn,rjn =
Gksn,rjn
f krjn
, (36)
krjn,dun =
Gkrjn,dun
f kdun,t2
. (37)
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The local problem of cell n can be formulated as the
following:
max
Pn,An,Bn
Rn (Pn,An,Bn)
s.t.
C1′ :
⎛
⎝ U∑
u=1
akun +
U∑
u=1
J∑
j=1
bkujn
⎞
⎠ ≤ 1, ∀k,
C2′ : akun ∈ {0, 1}, bkujn ∈ {0, 1}, ∀u, j, k,
C3′ :
K∑
k=1
Pksn,t1 +
K∑
k=1
Pksn,t2 +
J∑
j=1
K∑
k=1
Pkrjn ≤ Pt,n,
C4′ : Pksn,t1 ≥ 0,Pksn,t2 ≥ 0,Pkrjn ≥ 0, ∀j, k
C5′ : Pksn,t1 = F
⎛
⎝Pksn,t1 ,
⎛
⎝ U∑
u=1
akun +
U∑
u=1
J∑
j=1
bkujn
⎞
⎠
⎞
⎠ , ∀k,
C6′ : Pksn,t2 = F
(
Pksn,t2 ,
U∑
u=1
akun
)
, ∀k,
C7′ : Pkrjn = F
(
Pkrjn ,
U∑
u=1
bkujn
)
, ∀j, k. (38)
Note that, in the case when f kdun,t1 = f kdun,t2 , the opti-
mal RA algorithm proposed in Section 3 of [16] can
be applied here with simple extension. However, when
f kdun,t1 = f kdun,t2 , the optimization problem becomes more
interesting and the algorithm of [16] can not be applied
here easily. To find the optimal RA result for the formu-
lated problem, we will first propose the optimal PA algo-
rithm followed by the optimal MSSA algorithm. To obtain
the optimal PA result, we now propose two theorems as
follows:
Theorem 2. For a relayed subcarrier k in cell n, the DF
constraint is active at the optimum point of problem (38),
meaning ln
(
1 + krjn
)
= ln
(
1 + kdun ,t2
)
.
Proof. We assume that the optimal RA scheme is
obtained, leading to the optimal sum rate. For a relayed
subcarrier k in cell n, the optimal MS u and RS j are
fixed. The optimal BS power and the optimal RS power are
denoted as Pk,optsn,t1 and P
k,opt
rjn , respectively. Then we have
krjn = Pk,optsn,t1 ksn,rjn , (39)
kdun,t2 = P
k,opt
rjn 
k
rjn,dun . (40)
If krjn > 
k
dun,t2 , then R
k
ujn,2 is determined only by
kdun ,t2 . Note that both 
k
sn,rjn and 
k
rjn,dun are constants.
Thus, Rkujn,2 is determined only by P
k,opt
rjn . In this case,
we can still improve the sum rate Rn by borrowing some
power from Pk,optsn,t1 to P
k,opt
rjn while keeping krjn > 
k
dun ,t2 .
This obviously contradicts the previous optimal sum rate
assumption.
Similarly, if krjn < 
k
dun,t2 , the optimal sum rate Rn
can also be improved by borrowing some power from
Pk,optrjn to P
k,opt
sn,t1 while keeping the inequality. This again
contradicts the previous optimal sum rate assumption.
Therefore, at the optimal point, krjn = kdun ,t2 and
ln
(
1 + krjn
)
= ln
(
1 + kdun,t2
)
. This concludes the proof
of Theorem 2.
According to Theorem 2, we now have krjn = kdun ,t2 ,
which means
Pksn,t1 = Pkrjnαkun = Pkn
αkun
1 + αkun
, ∀k ∈ Sn(r) (41)
αkun =
krjn,dun
ksn,rjn
, ∀k ∈ Sn(r) (42)
Pkn =
{
Pksn,t1 + Pksn,t2 k ∈ Sn(d)
Pksn,t1 + Pkrjn k ∈ Sn(r)
(43)
where Sn(d) denotes the set of subcarriers with direct
mode in cell n, Sn(r) denotes the set of subcarriers with
relay-aided mode in cell n.
Theorem 3. For a direct mode subcarrier k in cell n, at the
optimum point of problem (38), we have
Pk,optsn,t1 =
Pk,optn
2 +

k,t1
sn,dun − 
k,t2
sn,dun
2k,t1sn,dun
k,t2
sn,dun
, (44)
Pk,optsn,t2 =
Pk,optn
2 +

k,t2
sn,dun − 
k,t1
sn,dun
2k,t1sn,dun
k,t2
sn,dun
. (45)
Here, Pk,optn denotes the optimal value of Pkn for problem
(38).
Proof. Let us introduce the following problem:
max
Pksn ,t1 ,P
k
sn ,t2
Rkun,1
(
Pksn,t1 ,P
k
sn,t2
)
s.t. Pksn,t1 + Pksn,t2 = Pk,optn , (46)
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where Rkun,1 = ln
(
1 + Pksn ,t1k,t1sn ,dun
)
+ ln
(
1 + Pksn ,t2k,t2sn ,dun
)
.
By introducing a Lagrange multiplier ζ , the Lagrange
function of problem (46) is denoted as
L = Rkun,1 − ζ
(
Pksn,t1 + Pksn,t2 − Pk,optn
)
. (47)
After taking the derivative of L w.r.t Pksn,t1 and setting it
to 0, we certainly have 
k,t1
sn ,dun
1+k,t1sn ,dunPksn ,t1
= ζ . Similarly, we
have 
k,t2
sn ,dun
1+k,t2sn ,dunPksn ,t2
= ζ . Considering the sum power con-
straint, we can easily calculate the optimal values for Pksn,t1
and Pksn,t2 of problem (46) as
Pk,optn
2 +

k,t1
sn ,dun−
k,t2
sn ,dun
2k,t1sn ,dun
k,t2
sn ,dun
and
Pk,optn
2 +

k,t2
sn ,dun−
k,t1
sn ,dun
2k,t1sn ,dun
k,t2
sn ,dun
, respectively.
Thus, for a direct mode subcarrier k in cell n, at the
optimum point of problem (38), we have Pk,optsn,t1 = P
k,opt
n
2 +

k,t1
sn ,dun−
k,t2
sn ,dun
2k,t1sn ,dun
k,t2
sn ,dun
and Pk,optsn,t2 = P
k,opt
n
2 +

k,t2
sn ,dun−
k,t1
sn ,dun
2k,t1sn ,dun
k,t2
sn ,dun
. Other-
wise, we can still improve Rkun,1 and Rn. This concludes the
proof of Theorem 3.
According to Theorem 2, the rate of a relayed subcarrier(
Rkujn,2
)
when allocated to a MS dun with the help of a RS
rjn in cell n is denoted as
ln
(
1 + Pkn
ksn,rjnα
k
un
1 + αkun
)
. (48)
Also according to Theorem 3, the rate of a direct mode
subcarrier
(
Rkun,1
)
when allocated to a MS dun in cell n is
denoted as
ln
⎛
⎝1 + Pk,optn k,t1sn,dun2 +

k,t1
sn,dun − 
k,t2
sn,dun
2k,t2sn,dun
⎞
⎠
+ ln
⎛
⎝1 + Pk,optn k,t2sn,dun2 +

k,t2
sn,dun − 
k,t1
sn,dun
2k,t1sn,dun
⎞
⎠ , (49)
which can be further denoted as
ln
⎛
⎜⎝1 + Pkn
k,t1
sn,dun + 
k,t2
sn,dun
2 +
(
Pkn
)2 k,t1sn,dunk,t2sn,dun
4
+
(

k,t1
sn,dun − 
k,t2
sn,dun
)2
4k,t1sn,dun
k,t2
sn,dun
⎞
⎟⎠ . (50)
Let us first propose the PA algorithm with the MSSA
results fixed. By introducing a Lagrange multiplier γn, the
Lagrange function is denoted as
Ln = Rn − γn
( Nt∑
k=1
Pkn − Pnt
)
. (51)
For a direct mode subcarrier k, after taking the deriva-
tive of Ln w.r.t. Pkn, k ∈ Sn(d) and setting −4 ∂Ln∂Pkn = 0, we
have F2(Pkn) = 0, where F2(Pkn) is denoted as follows:
(
Pkn
)2
γn
k,t1
sn,dun
k,t2
sn,dun
+ Pkn
[
2γn
(

k,t1
sn,dun + 
k,t2
sn,dun
)
2k,t1sn,dun
k,t2
sn,dun
]
+
γn
(

k,t1
sn,dun + 
k,t2
sn,dun
)2

k,t1
sn,dun
k,t2
sn,dun
− 2
(

k,t1
sn,dun + 
k,t2
sn,dun
)
.
After some mathematical calculations, the discriminant
of F2
(
Pkn
)
is denoted as 4
(

k,t1
sn,dun
k,t2
sn,dun
)2
. The roots are
denoted as 2
γn
− 
k,t1
sn ,dun+
k,t2
sn ,dun

k,t1
sn ,dun
k,t2
sn ,dun
and −
k,t1
sn ,dun+
k,t2
sn ,dun

k,t1
sn ,dun
k,t2
sn ,dun
. Note
that −
k,t1
sn ,dun+
k,t2
sn ,dun

k,t1
sn ,dun
k,t2
sn ,dun
< 0. Thus by setting F2
(
Pkn
)
to 0, the
allocated total power for the direct mode subcarrier k in
cell n is given by
Pkn =
[
2
γn
− 
k,t1
sn,dun + 
k,t2
sn,dun

k,t1
sn,dun
k,t2
sn,dun
]
+
(52)
where [.]+ stands for max [0, .].
For a relayed subcarrier k, after taking the derivative of
Ln w.r.t. Pkn, k ∈ Sn(r) and setting it to 0, we obtain
Pkn =
[
1
γn
− 1 + α
k
un
ksn,rjnα
kun
]
+
. (53)
The derivations show that the constrained optimiza-
tion problem can be solved using the water-filling algo-
rithm, applied to a water container built either from

k,t1
sn ,dun+
k,t2
sn ,dun

k,t1
sn ,dun
k,t2
sn ,dun
or from 1+α
k
un
ksn ,rjnα
kun
. With the direct mode
subcarrier, the water lever is 2
γ
. While with the relayed
subcarrier, the water lever is 1
γ
.
We now propose the optimal MSSA algorithm. Let us
first assume that the optimal transmission mode of each
subcarrier is decided. ukopt(d) is introduced to denote the
optimal user allocated for a direct mode subcarrier k.
ukopt(r) and jkopt(r) are introduced to denote the optimal
Jin et al. EURASIP Journal onWireless Communications and Networking 2014, 2014:154 Page 14 of 20
http://jwcn.eurasipjournals.com/content/2014/1/154
user and RS allocated for a relay-aided mode subcarrier k.
According to the water-filling feature of the PA algorithm,
we now have the following:
ukopt(d) = argmaxu

k,t1
sn,dun + 
k,t2
sn,dun

k,t1
sn,dun
k,t2
sn,dun
, ∀k ∈ Sn(d), (54)
(
ukopt(r), jkopt(r)
)
= argmax
u,j
1 + αkun
ksn,rjnα
kun
, ∀k ∈ Sn(r). (55)
With ukopt(d) and (ukopt(r), jkopt(r)) calculated for each
subcarrier k, we now propose the optimal mode selection
method for the subcarrier. Let us define
ck2,n =
ksn,rjnα
k
u′n
1 + αku′n
− 
k,t1
sn,dun + 
k,t2
sn,dun
2 , (56)
where indices u and (u′, j) are assigned with ukopt(d) and(
ukopt(r), jkopt(r)
)
, respectively. When ck2,n < 0, we cer-
tainly have Rkun,1 > Rkujn,2, meaning the direct mode should
be chosen for this subcarrier k. On the contrary, when
ck2,n > 0, we define
F1
(
Pkn
)
= Pkn

k,t1
sn,dun + 
k,t2
sn,dun
2 +
(
Pkn
)2 k,t1sn,dunk,t2sn,dun
4
+
(

k,t1
sn,dun − 
k,t2
sn,dun
)2
4k,t1sn,dun
k,t2
sn,dun
− Pkn
ksn,rjnα
k
u′n
1 + αku′n
.
If F1
(
Pkn
)
< 0, we certainly have Rkun,1 < Rkujn,2, meaning
that the relay-aided mode should be chosen for this sub-
carrier k. Otherwise, we still have Rkun,1 > Rkujn,2, meaning
that the direct mode should be chosen for this subcarrier
k. Let us further denote F1
(
Pkn
) = (Pkn)2 ck1,n − Pknck2,n +
ck3,n
4ck1,n
< 0, where
ck1,n =

k,t1
sn,dun
k,t2
sn,dun
4 , (57)
ck3,n =
(

k,t1
sn,dun − 
k,t2
sn,dun
)2
4 . (58)
Here, index u is assigned with ukopt(d). Note that F1
(
Pkn
)
is a quadratic function. ck1,n > 0, ck2,n > 0, ck3,n > 0, the
discriminant of F1
(
Pkn
)
is
(
ck2,n
)2 − 4ck1,n ck3,n4ck1,n =
(
ck2,n
)2 −
ck3,n and the roots of F1
(
Pkn
)
are
ck2,n+
√(
ck2,n
)2−ck3,n
2ck1,n
> 0 and
ck2,n−
√(
ck2,n
)2−ck3,n
2ck1,n
> 0. Thus, F1
(
Pkn
)
< 0 is valid only for(
ck2,n
)2
> ck3,n and
ck2,n −
√(
ck2,n
)2 − ck3,n
2ck1,n
< Pkn <
ck2,n +
√(
ck2,n
)2 − ck3,n
2ck1,n
. (59)
Considering (56) and (58),
(
ck2,n
)2
> ck3,n is equivalent
to ck4,n > ck5,n, where
ck4,n =
ksn,rjnα
k
u′n
1 + αku′n
(60)
ck5,n = max
{

k,t1
sn,dun
2 ,

k,t2
sn,dun
2
}
. (61)
Here, indices u and (u′, j) are assigned with ukopt(d) and(
ukopt(r), jkopt(r)
)
, respectively.
Algorithm 3 Local RA algorithm for cell n
1: Initialize: Setm = 0. ∀k, find ukopt(d) and(
ukopt(r), jkopt(r)
)
with the given value of
kn =
[

k,t1
sn ,dun ,
k,t2
sn ,dun ,
k
sn ,rjn ,
k
rjn ,dun
]T
by (54) and
(55), respectively. Calculate ck4,n and ck5,n. If ck4,n ≤ ck5,n,
set k ∈ Sn(d). Otherwise, set k ∈ Sn(r). Obtain the
initial MSSA results Amn and Bmn .
2: repeat
3: m = m + 1;
4: The PA stage: Compute the optimized PA results
Pmn of (38) by (52) and (53) with the tentative
MSSA results Am−1n and Bm−1n ;
5: The MSSA adjusting stage: ∀k ∈ Sn(r), check if
Pk,mn satisfies (59). If it is true, keep k ∈ Sn(r)
and calculate the corresponding rate R(k)n with
Am−1n , Bm−1n , and Pmn . Otherwise, set k ∈ Sn(d)
and calculate R(k)n after recomputing the PA results
by (52) and (53). Finally, set k0 ∈ Sn(d), where
k0 = arg max
k∈Sn(r)
R(k)n and update the tentative
MSSA results Amn and Bmn .
6: until (59) is fulfilled, ∀k ∈ Sn(r)
7: Output: Amn , Bmn and Pmn .
As depicted by Algorithm 3, we now propose an optimal
RA algorithm inspired from [16] for each cell n given the
value of kn =
[

k,t1
sn,dun ,
k,t2
sn,dun ,
k
sn,rjn ,
k
rjn,dun
]T
. Specifi-
cally, we first obtain ukopt(d) and
(
ukopt(r), jkopt(r)
)
by (54)
and (55), respectively. Then, we calculate ck4,n, ck5,n,∀k. If
ck4,n ≤ ck5,n, the direct mode should be chosen for the
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subcarrier k. Otherwise, the relay-aided mode is still an
option and tentatively chosen for this subcarrier k. Then,
with the tentative MSSA results, we carry out the pro-
posed water-filling PA algorithm, as depicted in (52) and
(53). With the tentative PA results, we further check the
power criterion (59) for each relayed subcarrier. If (59)
is fulfilled, we keep the mode for the relayed subcarrier.
Out of all subcarriers violating (59), we only change the
mode of the subcarrier k which gives rise to the largest
rate increase when switched to the direct mode. The PA
algorithm is applied again. This procedure is iterated until
none of the relayed subcarrier violates (59).
We now propose the modified IWF algorithm, which
consists of two stages as depicted in Algorithm 2. Specif-
ically, we first set m′ = 0 and initialize the PA results
either by the UPA algorithm or with zeros. During the CCI
updating stage of iterationm′,n of each cell n can be cal-
culated with both the local power P(m′−1)n and the received
CCI power Q(m′−1)n at each station of the cell. Note that,
in practice, the received CCI power values of a cell n
can be estimated at each local receiver of the cell. Thus,
the CCI updating stage can be carried out autonomously
in each cell. During the RA stage, the proposed
Algorithm 1 is applied in each cell to calculate its local
RA results. The two stages are carried out iteratively until
the iteration number m′ exceeds a prescribed value M′.
Note that, as both stages can be executed autonomously
in each cell, the proposed modified IWF algorithm is
autonomous. Although it seems intractable to derive con-
ditions under which the modified IWF algorithm prov-
ably converges, the convergence is always observed in
our experiments. As will be illustrated in “Section 5”,
the modified IWF algorithm is recommended as it pro-
vides a good trade-off between the performance and the
complexity.
Algorithm 4 Overall RA optimization algorithm
1: Initialize: set m′ = 0 and initialize P(m′) =
{
P(m′)n ,P(m
′)
−n
}
either by the UPA algorithm or with zeros;
2: repeat
3: m′ = m′ + 1;
4: The CCI updating stage: Estimate the received CCI
power
(
Q(m′−1)n
)
at each subcarrier of each receiver
in each cell. Compute (m′)n ,∀n with P(m′−1)n and
Q(m′−1)n , where (m
′)
n =
[[

1,(m′)
n
]T
, . . . ,
[

K ,(m′)
n
]T]T
,
kn =
[

k,t1
sn ,dun ,
k,t2
sn ,dun ,
k
sn ,rjn ,
k
rjn ,dun
]T
;
5: TheRA stage: ∀n, computeA(m′)n ,B(m′)n andP(m′)n using
Algorithm 1 with (m
′)
n ;
6: untilm′ = M′
7: Output: A(m′), B(m′) and P(m′).
5 Numerical experiments
In this section, we evaluate the performances of two
proposed RA algorithms. Both the convergence and the
effectiveness of the SCLD-based RA algorithm and the
modified IWF algorithm will be illustrated. For the con-
vergence, sum rates w.r.t. iterations are first presented
with different initialization methods for one particular
channel realization. Then for the effectiveness, results
averaged over many channel realizations are provided and
discussed for the proposed algorithms.
5.1 System setup
As shown in Figure 2, a multi-cell OFDMA system with
N = 19 coordinated cells and K = 32 available sub-
carriers is considered for illustration. Each cell contains
U = 4 MSs and R = 3 RSs. Red squares, blue diamonds,
and black dots denote the BSs, RSs, andMSs, respectively.
An eight-tap delay line model is introduced to randomly
generate the channel impulse response (CIR) of each link.
Here, each tap obeys a circular complex gaussian distri-
bution with zero-mean and variance as σ 2i . We further
assume σ
2
i
σ 2i+1
= e3 and ∑
i
σ 2i = d−3. Finally, we set PnT =
PT ,∀n, σ 2 = −80dBm, λ0 = K , μ0 = 0.5, αλ = K/4,
αμ = 0.02, 1 = Rini/500, 2 = 1, 3 = Rini/500, and
M′ = 15. Here, Rini denotes the sum rate calculated with
the initial RA results at the beginning of each iteration.
5.2 Results for the SCLD-based RA algorithmwith three
initialization methods
For the proposed SCLD-based RA algorithm, three ini-
tialization PA algorithms (RPA, UPA, and BPA) are
introduced. Specifically, RPA corresponds to the random
power allocation. Each power value of each subcarrier is
randomly drawn from a uniform distribution in [0, 1] and
normalized to achieve a total power value equal to PT .
UPA corresponds to the uniform power allocation algo-
rithm, and BPA corresponds to applying the optimal PA
algorithm proposed in [16] when the CCI is always set
to 0.
In order to compare the performance of the pro-
posed SCLD-based RA algorithm using three initializa-
tion methods, we set N = 5 and generate 200 random
realizations of channels. Different total power constraints
are set up ranging from 0 to 50 dBm. The three PA
algorithms (RPA, UPA, and BPA) are applied to initial-
ize the proposed SCLD-based RA algorithm. As shown in
Figure 3, the average sum rates are similar with the three
initialization algorithms under all power constraints. The
execution time with BPA however is much lower than
those with UPA and RPA.
We further generate three realizations of channels, each
of which corresponds to a specific total power constraint
(0/20/40 dBm). For each channel realization, we randomly
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Figure 2 A random system setup.
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Figure 3 Average performances w.r.t. different power
constraints with five cells. (a) Average sum rates. (b) Average
execution time.
generate 500 initial points using the RPA algorithm and
compare the performance with those obtained when the
initial points are generated by the UPA and the BPA. As
shown in Figure 4, the average sum rates are similar with
the three initialization algorithms under all power con-
straints. The execution time with BPA however is much
lower than those with UPA and RPA.
Thus, in the following simulations, we will initialize the
proposed SCLD-based RA algorithm with BPA.
5.3 Results for a random realization of channels
In order to illustrate the convergence of our proposed
algorithms, we set N = 10 and randomly generate a set
of channels when PT = 40dBm. As shown in Figure 5, for
the proposed SCLD-based RA algorithm, the total rates
keep increasing continuously and converge smoothly to
the final rate. For the modified IWF algorithm, the total
rates keep increasing with slight fluctuations. After con-
vergence, the total rate is increased by around 37%, 34%,
and 27% using the CA in [25], the SCLD-based RA algo-
rithm, and themodified IWF algorithm, respectively. Note
that the modified IWF algorithm converges very fast. As
will be further illustrated, the modified IWF algorithm
with one step outer iteration performs similarly as the
modified IWF algorithm with 15 iterations.
5.4 Results averaged over channel distribution
To illustrate the effectiveness of the proposed two RA
algorithms, we set N = 3 and generate 100 random real-
izations of channels. Different total power constraints are
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Figure 4 Average performances w.r.t. different initial points with
five cells. (a) Average sum rates. (b) Average execution time.
set up ranging from 0 to 50 dBm. For the purpose of com-
parison, we introduce two benchmark algorithms (BAs).
Here, BA1 corresponds to the optimal RA algorithm pro-
posed in [16], when the CCI is always set to 0. BA2
corresponds to the algorithmwhen the power is uniformly
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Figure 5 Rate results for the random realization of channels.
allocated, and the RS and MS are randomly selected for
each subcarrier.
As shown in Figure 6a, the two proposed algorithms
outperform the two benchmark algorithms. Note that, at
low SNR scenarios, both the modified IWF algorithm and
BA1 performs similarly as our proposed algorithms. This
is because both the modified IWF algorithm and BA1 are
near-optimal when the CCI is small. The sum rate of the
proposed SCLD-based RA algorithm is close to that of the
CA, especially at high SNR scenarios.
We further set N = 10 and generate 100 random real-
izations of channels. As shown in Figure 6b, the same
conclusion can be found as that shown in Figure 6a.
Thus, the effectiveness of the proposed RA algorithms is
illustrated.
To illustrate the complexity and effectiveness of the pro-
posed two RA algorithms, we set PT = 40 dBm and
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Figure 6 Average performances w.r.t. different power
constraints. (a) three-cell scenario. (b) ten-cell scenario.
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generate a series of system setups with different cell num-
bers ranging from 2 to 18. For each system setup, average
execution times and performances of the CA in [25],
the SCLD-based RA algorithm and the modified IWF
algorithm are presented over 20 random realizations of
channels.
As shown in Figure 7, both the SCLD-based RA algo-
rithm and the modified IWF algorithm outperform the
BAs, especially when the cell number is quite large.
The SCLD-based RA algorithm results in sum rates
similar to those obtained with the CA, while its exe-
cution time is much less than that of the centralized
one. Thus, the SCLD-based RA algorithm provides good
trade-off between performance and complexity, mean-
ing that it is much more practical than the centralized
one.
Also, the modified IWF algorithm results in sum
rates close to those obtained with the SCLD-based RA
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Figure 7 Average performances w.r.t. different cell numbers
when PT = 40 dBm. (a) Average sum rates. (b) Average execution
time.
algorithm, while it is autonomous and consumes less exe-
cution time than the SCLD-based RA algorithm. Thus,
the modified IWF algorithm is more preferred for prac-
tical implementation. Note that the convergence of the
modified IWF algorithm is always found in simulations,
although it is not theoretically guaranteed. More inter-
estingly, the modified IWF algorithm with one step outer
iteration performs similarly as the modified IWF algo-
rithm with 15 iterations.
We further set PT = 5 dBm. As shown in Figure 8, both
the SCLD-based RA algorithm and the modified IWF
algorithm perform similarly as the CA and slightly better
than the BA1. This is because both themodified IWF algo-
rithm and BA 1 are near-optimal when the CCI is small.
Note that the modified IWF algorithm is autonomous and
less complex than the SCLD-based RA algorithm. Thus, it
is recommended for practical implementation.
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Figure 8 Average performances w.r.t. different cell numbers
when PT = 5 dBm. (a) Average sum rates. (b) Average execution
time.
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6 Conclusions
We have considered a multi-cell OFDMA downlink sys-
tem with several DF and RSs aiding the BS transmissions.
An iterative SCLD-based RA algorithm and a modified
IWF algorithm have been proposed to solve the sum
rate maximization problem with per cell total power con-
straints. Specifically, the iterative SCLD-based RA algo-
rithm was semi-distributed with a central controller for
message passing and the modified IWF algorithm was
autonomous. Through numerical experiments, we have
illustrated that the two proposed algorithms converge fast
and are time saving compared to CA.
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