The work presented in this paw: defined conceptually the concepts of multidimensional discrimination and information, derived mathematical expressions for the concepts for a particular multidimensional item response theory (IRT) model, and applied the concepts to actual test data. Multidimensional discrimination was defined as a function of the slope of the item response surface in the direction specified by the multidimensional difficulty. For the multidimensional extension of the two-parameter logistic (MLPL) model, this definition resulted in a statistic that had the same relationship to multidimensional difficulty that "a" did to "b" for the unidimensional IRT models. This statistic was defined as the square root of the sum of squared a-parameters from the MLPL. Multidimensional information was defined by the same mathematical function as unidimensional information, but the directional derivative was substituted for the standard derivative in the numerator of the information expression. The use of the directional derivative resulted in re information measure that corresponded to a direction in ability specs. The American College Testing Program's ACT Assessment Mathematics Usage Test was used to demonstrate the multidimensional discrimination and information. The multidimensional measures of item quality, item precision, and test precision provide tools to gain a better understanding of the measurement process.
as .20 or .30. Discrimination indices may also be used to determine whether an item is measuring the same construct as the total score on the test. For the most part, the newer, item response theory (IRT) measures of discrimination and the related concept, information, are used in the same way, but they are also used to specify the precision of measurement provided by an item at different levels of ability along the ability scale.
Both the traditional and IRT measures of the discriminating power of an item are based on the assumption that a test measures a single trait--either that defined by the total score, or by the 0-scale. This paper will generalize the concept of item discrimination to the case where more than one ability is required to determine the correct response to an item. In making this generalization, the conceptual framework supplied by IRT will be 0 u Discriminating Power 3 used. This paper will also draw upon the definition of multidimensional item difficulty (MID) developed by Reckase (1985) .
This definition defines MID as the direction and distance from the origin of the space to the point of steepest slope.
Because of the close connection within IRT between item discrimination and item information, a multidimensional extension of the concept of item information will also be presented.
This paper is composed of three parts. First, the concept discrimination for multidimensional items will be developed in general terms. Second, the general definition will be applied to a particular multidimensional IRT model to determine the mathematical expression for multicimensional discrimination and information for that case. Finally, measures of multidimensional discrimination and information will be computed using item response data from a form of the ACT Mathematics Test and the use of the statistics will be discussed.
Theoretical Framework
The work presented in this paper is based upon the assumption that the interaction between a person and an item can be described by one of a class of well behaved probability functions. These functions relate the probability of a correct response to an item to a person's location in a multidimensional ability space, as indicated by their 0-vector, and the characteristics of the item, as indicated by a vector of item parameters, a. That is,
where xij is the score on Item i for Person 1. This function is -assumed to be "well behaved" in that for all dimensions in the space, or any combinations of dimensions, as 0i increases, P (xij = 1) is nondecreasing. McKinley and Reckase (1982) --describe a number of multidimensional item response theory (MIRT) models that are well behaved in the sense described here.
Multidimensional Discrimination
A measure of item discrimination for an item whose performance can be described by Equation 1 will be useful to the extent that it provides the same type of information that is provided by the unidimensional discrimination statistics. That is, the multidimension measure of discrimination (MDISC) should allow items to be compared on a general measure of quality, to be classified as above or below a standard of quality, and to be used process determines the point of steepest slope in the direction specified. Next, the slope at the point of inflection in the specified direction is determined. The same process is followed in each direction from the origin and the steepest slope is determined. All of theses slopes are then compared to determine which is the steepest overall. This value will be used to compute the MDISC statistic. The direction that gives the steepest slope is the same as the direction specified by the MID. The distance from the origin to the point of steepest slope in the direction indicated by the MID, is the distance component of the MID statistic.
The mathematical procedure for determining MDISC has four steps.
First, the mathematical expression for the IRS is converted to polar coordinates to simplify the analysis. Second, the second derivativ-in direction a from the origin is used to determine the point of steepest slope in that direction. Third, the expression for the slope at the point of steepest slope is determined using the first derivative. Finally, the first derivative is taken with respect to a to determine the direction of overall steepest slope. A function of the slope in that direction is proposed as the MDISC statistic. This relationship will be demonstrated in the next section when the MDISC definition is applied to a particular MIRT model.
Multidimensional Information
Although multidimensional information (MINF) is related to the MDISC in that if an item has a high value of MDISC it will providea lot of information somewhere in the ability space, the concept is also quite different because it is concerned with the ability of the item to discriminate at each point in the space rather than just at the steepest point of the IRS.
The definition of MINF proposed in this paper is a direct generalization of the unidimensional IRT concept of information.
For unidimensional IRT, information at an ability level, 8, is defined as the ratio of the square of the slope of the ICC at ability level 0 to the variance of error of the item score at that level of e. Mathematically, item information is expressed as follows.
[ Test information is simply the sum of item information values
where n is the number of items.
For the multidimensional case, Equations 2 and 3 can still be used, but the slope in the numerator of Equation 2 must be determined in a slightly different way. When an IRS is considered instead of an ICC there are many slopes at any point in the ability space rather than one. Depending on the direction that is taken at the point in the space, the slope will differ. The slope will be much greater if a direction is selected that goes up the surface rather than one that goes across it. One direction may yield a slope of zero while another direction, at the same point in the space, may yield a fairly steep slope. Thus, direction in the space must be considered when determining the information provided by the item. This is the same as specifying how much information is provided about a particular composite of abilities at a point in the ability space.
In order to determine the slope in a particular direction, the mathematical procedure known as the directional derivative is needed.
The directional derivative is defined as 6 P(e) 6 P(e) 6 P(e) 
MDISC and MIUF for the M2PL Model
In order to demonstrate the use of MDISC and MINE, a MIRT model is needed that can be used to derive the mathematical expressions for the statistics. Since Reckase (1985) has already developed the MID concept using the multidimensional extension of the two-parameter logistic model (M2PL) and an estimation program is available for the model (McKinley & Reckase, 1983 ), the M2PL model will be used as an example. However, the concepts can also be applied equally as well to other MIRT models.
The M2PL model is given by P(x = 1 I a. For the unidimensional two-parameter logistic (2PL) model, the
Discriminating Power slope at the point of inflection is equal to (1.7) (1/4)ai. The parameter estimates for the M2PL model, the MID, and the MDISC statistics for the 40 items on the test are presented in Table   1 .
Of the items on the test, Item 27 has the highest MDISC statistic.
This means that of all of the items on the test, this item was the best at differentiating between examinees in different parts in the 0-space. However, this item discriminates best along a line that is at a 46 angle to the Dimension 1 axis. Along the Dimension 1 axis (at 0 to the axis), the discrimination is only 1.66, which is less than the discrimination for Item 10 along the axis. Thds, the MDISC gives an overall measure of the quality of the item, but it does not indicate that the item is of equal quality in measuring in all directions (i.e., for all weighted composites of abilities).
Insert Table 1 at 60° from Dimension 1, they are 1.10 and 1.39 respectively. Thus, depending on the direction, the ordering of the items on discrimination changes. However, Item 3 is more discriminating overall since it has a higher MDISC statistic.
In order to give some further guidance in interpreting the MD1SC statistic, the correlation has been computed between it and the biserial correlation between the item and the total score on the test, the a-parameter estimate from the three-parameter logistic model obtained from LOGIST (Wingersky, Barton & Lord, 1982) , and the a-parameter estimates from the M2PL model. These correlations are given in Table 2 . The MDISC statistic for this set of data was found to be correlated most highly with the rbis statistic. It is interesting that the a-parameter estimate from LOGIST is most highly related to a2 while rbis is most highly related to a1. The relationship between MDISC, and a1 and a2 is dictated by Equation 9.
Insert Table 2 The purpose of this paper has been to define conceptually the concepts of multidimensional discrimination and information, to derive the mathematical expressions for the concepts for a particular multidimensional IRT model, and then to apply the concepts to actual test data. Multidimensional discrimination was defined as a function of the slope of the item response surface in the direction specified by the multidimensional difficulty (Reckase, 1985) . For the M2PL model, th!s definition results in a statistic that has the same relationship to multidimensional difficulty that a does to b for the unidimensional IRT models.
This statistic is defined as the square root of the sum of the squared a-parameters from the M2PL model. 
