The creation of realistic gridded precipitation fields improves our understanding of the observed climate and is necessary for validating climate model output for a wide range of applications. The challenge in trying to represent the highly variable nature of precipitation is to overcome the lack of density of observations in both time and space. Data sets of mean monthly and annual precipitations were developed for Greece in gridded format with an analysis of 30 arcsec (∼800 m) based on data from 1971 to 2000. One hundred and fifty-seven surface stations from two different observation networks were used to cover a satisfactory range of elevations. Station data were homogenized and subjected to quality control to represent changes in meteorological conditions rather than changes in the conditions under which the observations were made. The Meteorological Interpolation based on Surface Homogenized Data Basis (MISH) interpolation method was used to develop data sets that reproduce, as closely as possible, the spatial climate patterns over the region of interest. The main geophysical factors considered for the interpolation of mean monthly precipitation fields were elevation, latitude, incoming solar irradiance, Euclidian distance from the coastline, and land-to-sea percentage. Low precipitation interpolation uncertainties estimated with the cross-validation method provided confidence in the interpolation method. The resulting high-resolution maps give an overall realistic representation of precipitation, especially in fall and winter, with a clear longitudinal dependence on precipitation decreasing from western to eastern continental Greece.
Introduction
Precipitation is one of the key parameters that define the climate of a particular region. Accurate knowledge of precipitation patterns is fundamental to managing water resources and also a prerequisite for any impact study linked to climate change concerns. For example, gridded estimates of monthly precipitation averaged over a nominal 30-year period (climate atlas) are commonly used as the main input for a variety of decision models, statistical analysis tools, geographical information systems (GIS), and applications associated with agriculture, engineering, hydrology, and environmental related fields.
Many different interpolation methods exist that are used for weather parameter mapping. These can be classified into three main categories: deterministic, probabilistic, and other methods [1] . Deterministic methods create a continuous surface based solely upon the geometric characteristics of the available point observations. Probabilistic or stochastic methods are based on probabilistic theory and use the concept of randomness to produce the resulting interpolated field, which is just one of many possible realizations. Stochastic methods allow variance to be included in the interpolation process and the statistical confidence of the predicted values to be calculated. Finally, the third category, which is examined in this paper, includes a variety of methods that have been specifically developed for meteorological purposes that employ a combination of deterministic and probabilistic methods.
There are several important factors that have to be taken into consideration when interpolating climate data that drive the choice of the most appropriate method. One such factor is the temporal resolution and extent of the data set. Tveito [2] proposes that climate reference maps representing actual climate normals from a 30-year time period should be derived from the interpolation of absolute, filtered, unbiased values. Furthermore, monthly and seasonal maps should be constructed from interpolations of anomalies or normalized values. The process involves two distinct steps, namely: 1) normalization of the observational data to derive the spatial stationarity assumption; and 2) interpolation of the normalized fields using any applicable method. In order to calculate anomalies, the data must be averaged over the entire period, ideally at least 30 years, and transformed into a gridded format. When the spatial resolution of the available observation network is coarse, the quality of the output can benefit from the use of an interpolation scheme that uses covariates to compensate for the low network density. This is particularly true for precipitation where covariates have been shown to significantly improve the representation of spatial patterns [3] . It is important to note that such solutions are cost-effective since suitable covariates are frequently available in high resolution compared to the interpolated variables [4] . It is critical, however, that the link between the variable to be interpolated and the covariate that is well established. This is typically accomplished through a regression analysis [5] . The covariates are geostatistical parameters that are correlated with spatial-forcing factors that influence the meteorological parameter being analyzed.
Physical factors are of primary concern when selecting covariates relevant to precipitation. General circulation characteristics, such as the position and track of a low-pressure system or the direction of the prevailing wind, help define the regional climate and occur on scales that are reflected in observation data sets for the particular station position [6] . Other important climate determinants include the presence of physical features such as large bodies of water that provide sources of moisture and topographic features that affect local wind flow patterns. Elevation can also have a large impact on precipitation due to orographic effects. In most cases, precipitation increases with altitude due to uplift, adiabatic cooling, and the resulting condensation of humid air masses on windward mountainsides [7] , while the opposite effect is observed on the downwind side [8] . The complex topography of Greece, which is dominated by both sea and orography, makes it difficult to capture the smaller scale features of rainfall from its moderately dense network of observations. Observation of these orographic effects and their influence on weather patterns has prompted considerable research in this particular part of the world [9, 10] . These authors found that the relationship between precipitation and elevation depends on the synoptic conditions as well as the region's exposure to wind. Depending on the predominant wind direction, rain shadows may appear when more rainfall occurs at or near a mountain peak while much less rainfall occurs at lower altitudes [10] . Stations also need to be strategically distributed in flatter areas in order to account for local air flows, thermal inversions, and other phenomena that affect climatic patterns. Consequently, climatological maps of precipitation must be derived from observations at various elevations and also equally dispersed around physiographic features of the area of interest.
Efforts to produce accurate gridded climate precipitation fields from long-term series of surface observations are relatively limited for the Eastern Mediterranean and in particular for Greece. Feidas et al. [11] tested extensively the potential of using several geographical and topographical parameters in a multiple regression analysis to model and map the spatial variation of the temperature and precipitation climate normals. Elevation, distance from the coastline, and especially distance from the Aegean Sea are important factors driving the precipitation regime; however, correction of the regression models using residuals does not significantly improve accuracy. On the other hand, Agnew and Palutikof [12] developed mean seasonal maps of temperature and precipitation for the wider area of the Mediterranean Basin using multiple regression models which are refined by kriging of the residuals with quite satisfactory results. This paper describes the development of gridded climate data based on the 30-year period: 1971-2000, specifically mean monthly precipitation totals interpolated across the entire area of Greece, using a method that strives to account for the major physiographic factors influencing climate patterns at scales of approximately 1 km. The method has been successfully applied in the past in the context of the creation of the climate atlas of Greece, but only for continuous parameters such as temperature [13] . The aim of this research was to extend this approach to precipitation, of which the highly variable nature is more challenging.
Materials and Methods

Characteristics of Area of Interest
The Greek terrain is characterized by strong horizontal and vertical partitioning and gradients. The western part of the mainland is mountainous with only a few plains. Most of the plains in Greece can be found in the eastern part of the country, which also borders with the coastline. According to Flocas [14] , the low (0-200 m) and semi-low (201-500 m) areas correspond to 32.8% and 26.0% of the total area, respectively, while the semi-mountainous and mountainous areas correspond to 27.8% and 9.9%, respectively, of the total area. The remaining 3.5% is divided between the sub-alpine (1501-2000 m) and the alpine (higher than 2000 m) areas. The mainland covers about 80% of the total area of the country; the remaining 20% is shared among about 6000 islands and islets. The land is dry and rocky, with just 20% of it being suitable for cultivation. The peak elevation is 2904 m. The Greek climate is typical Mediterranean with mild and rainy winters, relatively warm and dry summers, and extended periods of sunshine throughout most of the year (http://climatlas.hnms.gr/sdi/?lang=EN).
Precipitation Data
Long-term precipitation data series with monthly resolution were obtained from the operational weather network of the Hellenic National Meteorological Service (HNMS) and from the hydrologic network belonging to the Public Power Corporation of Greece (PPC). Data from a total of 157 stations (68 stations belonging to HNMS and 89 belonging to PPC) was used. This period was chosen as it constitutes a climatological normal, covering a period of at least 30 continuous years.
The selection of the stations was determined by the following requirements: (a) they have less than 30% of missing data on monthly time series during the examined period and (b) they are distributed over the lowlands, semi-mountainous, and mountainous areas of mainland and islands covering almost all climatic zones of Greece. Precipitation in the two networks is measured using rain gauges, usually an open receptacle with vertical sides in the shape of a right cylinder. Furthermore, the World Meteorological Organization's (WMO) recommendation is applied whereby the monthly precipitation value is only calculated if all daily observations are available or if any missing days are incorporated in an observation accumulated over the period of missing data on the day when observations resume [15] . The locations of the 157 stations used are shown in Figure 1 and the total number of available monthly precipitation data series per year is given in Figure 2 .
The relative advantage of the PPC observation network and the value that it added to the production of a precipitation atlas are that most of the PPC stations are located at high elevation (mountainous) and thus provide insight into the vertical distribution of precipitation amounts throughout Greece. A histogram of the elevation distribution of the stations that were used is given in Figure 3 . The number and variety of stations used provided the necessary background to proceed with the application of a method to produce, for the first time, a high-resolution gridded precipitation climatological data set for Greece. 
Homogenization
Meteorological observations are frequently subject to artificial influences caused mainly by station relocations and changes in instrumentation, which can introduce artificial trends in the time series and render their data unrepresentative of the actual climate variation. To address this issue, the WMO recommends homogenization to ensure that the changes and trends detected are more reliable [15, 16] .
The HOMER software package, which applies a recently developed method for homogenizing monthly and annual climate time series, was used to homogenize all monthly and annual precipitation series in this research. HOMER is an open source code, developed under the umbrella of the European Cooperation in Science and Technology (COST) Action ES0601, which incorporates the best characteristics of other homogenization methods [17] , such as PRODIGE [18] , ACMANT [19, 20] , and CLIMATOL [21] . The main features of HOMER are the following: a.
The basic network checks are adapted from the CLIMATOL method. A visual inspection of the station network and the raw data was performed using correlograms, histograms, box plots, and cluster analysis. Taking into account the Köppen climate classification [22] as well as the correlation between stations and cluster analysis, the country was divided into five sub-regions and HOMER was applied separately to each of these sub-regions. b.
The PRODIGE method allows for a fast quality control of the time series which is achieved through visual inspection of plots of the difference between the candidate series and the best neighbor time series (well correlated). In this study, following an analysis of the network, all precipitation data were subjected to fast quality control check in order to detect possible outliers. c.
HOMER was then applied to detect inhomogeneities using a combination of Dynamic Programming and penalized likelihood criteria and joint segmentation:
• Dynamic Programming [23] and penalized likelihood criteria (pairwise comparisons from PRODIGE). The basic principle of pairwise comparisons is that sections of the time series between two break points can be used as reference series. Therefore, instead of comparing a target series with a reference series of which reliability is ambiguous, this series is compared with all the other series from the same sub-region by producing differences series between them. These difference series are then tested for break points and if throughout all comparisons between the candidate series and its neighbors, a detected break point remains constant, this break point is attributed to the candidate series. • Joint segmentation [24] . A graphical interface is provided by HOMER. Both pairwise detection and joint segmentation are pointed together in order to allow for better control of the results. In this study, not only was automatic joint detection used, but also some break points were added or rejected manually. It should be pointed out that the HOMER method allows its users to change a break point and thus relies upon their subjective judgment.
•
Bivariate detection of annual and seasonal changes (ACMANT). ACMANT is applied to pre-homogenized series. This means that ACMANT follows the first round of correction of obvious break points, pointed with pairwise and joint detection, and is thus applied to pre-homogenized series. Another feature of ACMANT that has been included in HOMER is its procedure for detecting the most likely month of a break point. The monthly precision can be determined by metadata, and a break point is flagged when it has been validated by metadata.
d. The correction of non-homogeneous series based on the ANOVA two-factor model (PRODIGE). The ANOVA is based on the minimization of variance of homogenized data according to the following criteria: i) the climate signal is the same for each time series at the same time; and ii) the station effect is always constant if the series is homogeneous; if not, the station effect is constant between two adjacent change-points of a time series.
Climate 2019, 7, 68 6 of 19 e. A model, described by Mestre et al. [25] , was used for the imputation of the missing data. The ANOVA two-factor model was used to correct the missing data. At the end of the homogenization procedure, all time series were complete (without missing data) and homogeneous.
More information about the HOMER software package and implementation of the method can be found in Mamara et al. [26] and in Mestre et al. [25] .
According to the homogenization results, inhomogeneities were found at 29% of the stations; 71% of the inhomogeneous stations had only one break point, 18% had two breaks, and 11% had three or four breaks. Figure 4 (left) shows the percentage of inhomogeneous stations, and 65% of the break points were accumulated between 1980 and 1995. This may be explained by the fact that HNMS's weather station network was upgraded during this period due to aviation needs. In Figure 4 (right), the distribution of break points per year is given. More information about the HOMER software package and implementation of the method can be found in Mamara et al. [26] and in Mestre et al. [25] . According to the homogenization results, inhomogeneities were found at 29% of the stations; 71% of the inhomogeneous stations had only one break point, 18% had two breaks, and 11% had three or four breaks. Figure 4 (left) shows the percentage of inhomogeneous stations, and 65% of the break points were accumulated between 1980 and 1995. This may be explained by the fact that HNMS's weather station network was upgraded during this period due to aviation needs. In Figure  4 (right), the distribution of break points per year is given. 
Interpolation Approach
Differences between the natural and urban environments make spatial interpolation of precipitation data challenging, even when in close proximity. Sampling the density and spatial distribution of observations, sample clustering, terrain type, data variance, data normality, grid size and resolution, as well as interaction between these factors, strongly influence the choice of mapping method for this qualitative parameter [27] . With respect to the sample density, spatial interpolations highly smooth the predictions while the uncertainty of interpolation increases with the decrease of sample density which is especially undesirable for climate variable mapping [28] .
In recent years, several spatial interpolation approaches have been incorporated in GIS to support transformations from discrete point data fields to spatially continuous fields. The choice of the interpolation method depends on the objective of the study. The main interpolation approaches are either deterministic, which depend upon certain parameters for prediction of values, in which the error values cannot be derived, or geostatistical or stochastic approaches that consider random functions including the spatial dependence between points or a combination of these approaches. For interpolation of precipitation, geostatistical methods such as kriging with its variants are usually preferable [29] [30] [31] . Nevertheless, the main weakness of the interpolation methods integrated in GIS software is that they analyze a fixed instant in time and do not take into consideration long-term time series obtained from climate records. In geostatistical interpolation methods, only the predictors Z(si,t) (I = 1, …, n) (where s is the location vector and t is time) constitute the usable information or the sample for modeling basic statistical parameters (e.g. covariance or variogram values as shown below) used in the interpolation formulae. This means that some assumptions (e.g. intrinsic stationarity) are necessary in order to overcome the absence of temporal data. On the other hand, long-term time series in meteorological applications provide spatio-temporal data that make it possible to obtain climate information for the interpolation since climate statistical parameters, such as spatial and temporal trends as well as covariances, can be estimated [32] . Thus, long-term data series, which form a sample in both time and space, can provide much more information for modelling than just predictors.
When selecting an appropriate interpolation approach, the method should employ a sufficiently 
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When selecting an appropriate interpolation approach, the method should employ a sufficiently large number of features in addition to the monthly average precipitation values for each station, such as those of a long-term training climate data set and a high-density topographic data set that can contribute to improving its learning accuracy and minimize the interpolation estimation error. Moreover, for reasons of consistency, the same methodology that was applied for the interpolation of other meteorological parameters for the production of the Climate Atlas of Greece [13] was preferable, provided that the validation results could be equally satisfactory.
MISH Methodology
A spatial interpolation method that was developed specifically for meteorological purposes, namely Meteorological Interpolation based on Surface Homogenized data basis (MISH) [32, 33] , was applied for gridding the homogenized precipitation series. The main advantage of MISH is that it can derive valuable climate information from long-term precipitation data series by calculating certain statistical parameters used in the interpolation formulae. The MISH software package consists of two parts: the modeling part and the interpolation part. During the modeling phase, a multiplicative model is applied so that precipitation values can be estimated from optimum model deterministic variables. The model is based on long-term homogenized data series and supplementary geophysical variables. In our case, the necessary homogenization of the monthly precipitation data for the period 1970-2004 was performed using the HOMER software package.
Regarding the geophysical variables, 20 independent geophysical variables were used as predictors of monthly precipitation values. A detailed explanation of the variables that proved to be more relevant to the topographic influence on climate data is given by Mamara et al. [13] . These variables were: the elevation derived from a 90 m digital elevation model (DEM) originating from the NASA Shuttle Radar Topography Mission (SRTM), the first 15 principal components (PCs) proposed by the Analyse Utilisant le RELief pour les besoins del' HYdrométéorologie (AURELHY) method, latitude, incoming solar irradiance, the Euclidian distance from the coastline, and the land-to-sea percentage [34] . The AURELHY parameters were the result of a PC analysis of the altitude and elevation differences between the central point and a large number of neighboring grid points in both latitudinal and longitudinal directions. The first five of these PCs indicated peaks and valleys, east-west slopes, north-south slopes, north-south saddles, and northeast-southwest saddles. The additional PCs accounted for fine topographic structures.
Mamara et al. [13] presented the main geophysical and topographical parameters that affect climate and investigated the potential of using only the elevation and these 15 AURELHY PCs as predicators. However, it was found that in Mediterranean countries with large sea coverage, the use of the elevation and the AURELHY variables alone is inadequate. Thus, additional topographical and geographical variables should be taken into account and it was proposed that latitude, land-to-sea percentage, distance from the sea, and the theoretical value of the incoming solar irradiance should be used since they are all considered primary drivers of atmospheric processes. In Figure 5 , a geographical representation of three of the main geophysical parameters (elevation (m), Euclidean distance from the coastline (km), and solar irradiance (W/m 2 )) are given. The latter field was calculated on a monthly basis due to the variability in its values, and the respected maps for two months (January and July) are also given in Figure 5 . All the geographic parameters (except for the land-to-sea percentage) were calculated within an 800 m radius with a spatial resolution of 0. The second part of the MISH method, interpolation, was separate from the modeling part and was applied to the results of the modeling part. During interpolation, monthly precipitation values were interpolated using an adequate number of predictors as determined by the modelling part, with the ability to also model the interpolation error by substituting the modelled optimum interpolation parameters and the predictor values into the interpolation formulae. It is worth mentioning that the modeling procedure can only be executed once, while the interpolation can be applied for any time interval (daily, monthly, etc.), which is considered an advantage of the MISH method. The uncertainty in the interpolation is, however, greatly increased as the temporal scale is reduced, especially for daily precipitation fields [35] , but past applications of MISH interpolation such as in the project CARPATCLIM (Climate of the Carpathian Region) indicate that the MISH interpolation method works well for monthly data sets [36] . The interpolation procedure can be performed with or without background information (e.g. precipitation radar data and input from numerical weather prediction models). For the production of the precipitation climate atlas for Greece, no background information was used. The spatial interpolation was performed with a 30'' (0.0083333°) resolution which corresponded to approximately 730 m at 38° N. The implementation of the interpolation part was performed on the homogenized values of mean monthly and annual precipitations for the period 1971-2000.
Results
Initially, the modelling part of the MISH software package was executed for each month of the year and, on an annual basis, using all 20 topographical and geographical variables described in the previous section. A built-in feature of the software provides a benchmark validation technique for assessing for the interpolation errors. The procedure that was followed is to interpolate all precipitation time series with optimum parameters and with modelled parameters and to predict the precipitation values at the known locations when these values are disregarded at the process. The root mean square interpolation errors RMSE(si) and the representativity REP(si), where i is the station location, were produced for both the optimum and modelled parameters and were compared. The second part of the MISH method, interpolation, was separate from the modeling part and was applied to the results of the modeling part. During interpolation, monthly precipitation values were interpolated using an adequate number of predictors as determined by the modelling part, with the ability to also model the interpolation error by substituting the modelled optimum interpolation parameters and the predictor values into the interpolation formulae. It is worth mentioning that the modeling procedure can only be executed once, while the interpolation can be applied for any time interval (daily, monthly, etc.), which is considered an advantage of the MISH method. The uncertainty in the interpolation is, however, greatly increased as the temporal scale is reduced, especially for daily precipitation fields [35] , but past applications of MISH interpolation such as in the project CARPATCLIM (Climate of the Carpathian Region) indicate that the MISH interpolation method works well for monthly data sets [36] . The interpolation procedure can be performed with or without background information (e.g., precipitation radar data and input from numerical weather prediction models). For the production of the precipitation climate atlas for Greece, no background information was used. 
Initially, the modelling part of the MISH software package was executed for each month of the year and, on an annual basis, using all 20 topographical and geographical variables described in the previous section. A built-in feature of the software provides a benchmark validation technique for assessing for the interpolation errors. The procedure that was followed is to interpolate all precipitation time series with optimum parameters and with modelled parameters and to predict the precipitation values at the known locations when these values are disregarded at the process. The root mean square interpolation errors RMSE(s i ) and the representativity REP(s i ), where i is the station location, were produced for both the optimum and modelled parameters and were compared.
As shown in Figure 6 , the representativity values with optimum parameters vary roughly between 0.4 and 0.6 while the corresponding values with modelled parameters are consistently lower, ranging from 0.2 and 0.5 with lower values during the summer months. The higher representativity values that were obtained with the optimum parameters demonstrate that these chosen parameters provide good estimations.
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The correlation coefficients (r) and the coefficients of determination (r 2 ), as calculated during the model module of MISH through linear regression, are shown in Figure 8 . These indices represent the degree to which the long climate data series correlate with topographic characteristics at station locations. The correlation is approximately 0.5-0.6 from September to March and higher (around 0.7-0.8) from April to August. In accordance with the correlation coefficients, r 2 is higher in late spring and summer and is lower during the fall and winter months. The relatively weak performance of the model in estimating the spatial distribution of precipitation can be attributed to the highly variable nature of this parameter. In general, the monthly and annual spatial distributions of precipitation that resulted from the interpolation module were in agreement with previous climate studies (e.g. [37] [38] [39] ). However, more detailed patterns are evident with this analysis. The rain shadow effect of the mountain chain of Pindos upon the mainland and of the mountains of the Peloponnese is evident in Figure 9 , depicting the mean annual precipitation for the period 1971-2000. This effect results in higher precipitation amounts in Western Greece on the windward side of Pindos Mountains [40] and less in Central and Eastern Greece and the Cyclades Islands. The islands of the Eastern Aegean receive higher amounts of precipitation compared to the Cyclades Islands since the air masses are recharged with water vapor due to intense evaporation over the Aegean Sea. Crete, which is far from both the mainland and the In general, the monthly and annual spatial distributions of precipitation that resulted from the interpolation module were in agreement with previous climate studies (e.g., [37] [38] [39] ). However, more detailed patterns are evident with this analysis. The rain shadow effect of the mountain chain of Pindos upon the mainland and of the mountains of the Peloponnese is evident in Figure 9 , depicting the mean annual precipitation for the period 1971-2000. This effect results in higher precipitation amounts in Western Greece on the windward side of Pindos Mountains [40] and less in Central and Eastern Greece and the Cyclades Islands. The islands of the Eastern Aegean receive higher amounts of precipitation compared to the Cyclades Islands since the air masses are recharged with water vapor due to intense evaporation over the Aegean Sea. Crete, which is far from both the mainland and the Peloponnese, also receives relatively high amounts of precipitation. The mean annual precipitation amount ranges from less than 300 mm in the Cyclades to more than 2000 mm mainly in Pindos.
Peloponnese, also receives relatively high amounts of precipitation. The mean annual precipitation amount ranges from less than 300 mm in the Cyclades to more than 2000 mm mainly in Pindos. The mean monthly averages of precipitation are given in Figures 10 and 11 . As an overall trend, there is a clear dependence of winter and annual precipitations on longitude, with a general decrease from western to eastern continental Greece. The central chain of mountains that runs from northwest to southeast through the country creates different precipitation regimes between the western (wettest) and the eastern (driest) parts of the peninsula.
The maximum mean monthly precipitation amount exceeds 300 mm and occurs in November and December, due to the increase of cyclonic tracks in the region [41] . During these months, precipitation peaks at the highest altitudes of the Pindos mountain chain, of the central Peloponnese, and of the Cretan mountain chains. It should be noted that precipitation is higher in November than in December in the Ionian Islands and over major parts of the mainland (e.g. Epirus, Thessaly, and Western and Central Macedonia). During these two months, the lowest mean monthly precipitation amount ranges between 21 and 30 mm in November, mainly on the plain of Serres (Northeastern Macedonia), and in December, again on the plain of Serres but also on the plains of Western Macedonia.
With regard to Figure 11 , the minimum mean monthly amount of precipitation is generally less than 10 mm; the lowest values are observed in July and August, mainly on the islands located in the Aegean Sea and in Crete, but also in the coastal areas of the Peloponnese, Attica, and Southern Evoia. During the same months, the maximum mean monthly precipitation amount exceeds 90 mm and occurs at the mountain peaks in Northern Greece due to convective activity. July is clearly "drier" than August, mainly on the Ionian Islands and at some areas of the mainland. The mean monthly averages of precipitation are given in Figures 10 and 11 . As an overall trend, there is a clear dependence of winter and annual precipitations on longitude, with a general decrease from western to eastern continental Greece. The central chain of mountains that runs from northwest to southeast through the country creates different precipitation regimes between the western (wettest) and the eastern (driest) parts of the peninsula.
The maximum mean monthly precipitation amount exceeds 300 mm and occurs in November and December, due to the increase of cyclonic tracks in the region [41] . During these months, precipitation peaks at the highest altitudes of the Pindos mountain chain, of the central Peloponnese, and of the Cretan mountain chains. It should be noted that precipitation is higher in November than in December in the Ionian Islands and over major parts of the mainland (e.g., Epirus, Thessaly, and Western and Central Macedonia). During these two months, the lowest mean monthly precipitation amount ranges between 21 and 30 mm in November, mainly on the plain of Serres (Northeastern Macedonia), and in December, again on the plain of Serres but also on the plains of Western Macedonia.
With regard to Figure 11 , the minimum mean monthly amount of precipitation is generally less than 10 mm; the lowest values are observed in July and August, mainly on the islands located in the Aegean Sea and in Crete, but also in the coastal areas of the Peloponnese, Attica, and Southern Evoia. During the same months, the maximum mean monthly precipitation amount exceeds 90 mm and occurs at the mountain peaks in Northern Greece due to convective activity. July is clearly "drier" than August, mainly on the Ionian Islands and at some areas of the mainland. 
Discussion
In order to determine the credibility of the interpolation method and to estimate the magnitude of uncertainty, a commonly used practice is to apply a Cross-Validation (C-V) technique. In general, resampling techniques used to estimate model performance take a subset of samples to develop a model, upon which the remaining samples are tested in order to estimate the accuracy of the model [43] . A number of iterations are performed, and the results are aggregated.
The Leave-One-Out Cross-Validation (LOOCV) is a special type of k-fold C-V, where k equals the number of instances in the data. A single observation is left out which is then used to test the resulting model, which has the benefit of being unbiased, but is subject to high variance [42] . It is widely appreciated that LOOCV is a suboptimal method for cross-validation, as it gives estimates of the prediction error that are more variable than other forms of cross-validation (e.g. k-fold) or bootstrapping. No randomness of using observations for training and validation leads to less 
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The Leave-One-Out Cross-Validation (LOOCV) is a special type of k-fold C-V, where k equals the number of instances in the data. A single observation is left out which is then used to test the resulting model, which has the benefit of being unbiased, but is subject to high variance [43] . It is widely appreciated that LOOCV is a suboptimal method for cross-validation, as it gives estimates of the prediction error that are more variable than other forms of cross-validation (e.g., k-fold) or bootstrapping. No randomness of using observations for training and validation leads to less variability and less bias compared to other validation methods. The cross-validation estimator is approximately unbiased for the true (expected) prediction of station error, but can have high variance because the training sets are so similar to one another (k-1) [43] . On the other hand, in training sets (station data) that are unevenly geographically distributed, and with high clustering of stations (spatial dependence) in some areas and sparsity in others, LOOCV can lead to overfitting of the model towards certain samples. One way of overcoming this limitation is to use non-randomized training subsets in both the modelling and the evaluation part. This procedure was initially followed in this study, but as the non-arbitrary choice of samples could be subjective, the more exhaustive LOOCV method was chosen. LOOCV is computationally heavy because it requires as many model fits as observation points, which in our case meant that 1884 (157 stations × 12 months) iterations of the MISH model and interpolation modules had to be performed.
The first step in evaluating the results involved producing seasonal scatter plots of observed and modelled station values (Figure 12 ). An ideal cross-validation scatter plot should give the points plotted along a 45
• line where the axes are the measured and predicted values. In practice, the predicted values differ from the observed values and several errors of prediction can be calculated from the residuals. The charts in Figure 12 illustrate a positive correlation for all seasons with quite evenly distributed patterns. The values of the coefficient of determination (r 2 ) reveal that fall and spring are the seasons that exhibit the best fit to the regression line, indicating that these are the seasons with more correlated data sets, compared to summer and winter with the slightly reduced correlation results. Monthly values of r 2 are presented in Table 2 , which reveal that May and April are the months with the best correlations while March and January are the least well correlated.
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Where in (1), n denotes the number of samples with a known value, o is the observed value, and p is the predicted value. The variability in the magnitude of errors between winter and summer months is due in part to the difference in the mean monthly amount of precipitation each station receives, and for this reason the errors are expressed in terms of percentage in Table 2 . As indicated in Table 2 , errors are on the same order of magnitude for all monthly and annual values (RMSE from 19.66% to 36.18%, ME from −0.84 to 3.85% and MAE from 15.26% to 25.38%), while larger errors exist in summer due to the very small rainfall amounts recorded during this dry period. A consistent overestimation of precipitation, as indicated by the positive values of the ME, occurs in summer, while the opposite trend is apparent during the winter ( Figure 13 ). The very low overall values of ME, compared to much higher percentages of MAE, are a sign of the fact that there is not a homogeneous trend in station errors, so values of ME with different signs lead to low values when they are averaged. RMSE values provide the magnitude of the mean error of the interpolation method, which are higher during the fall months. Compared to other methodologies for modeling and mapping the monthly, seasonal, and annual precipitation climate normals over Greece [11, 45] , the evaluation of MISH-derived precipitationinterpolated field using LOOCV provides comparable, and in most cases significantly reduced, errors for all months. In a similar effort to map the seasonal and annual precipitation climate normals over Greece, Feidas et al. [45] used several topographical parameters in the application of various multiregression interpolation models, which resulted in much higher errors during the validation procedure. This can be partially attributed to the greater number of stations used in this study for Compared to other methodologies for modeling and mapping the monthly, seasonal, and annual precipitation climate normals over Greece [11, 45] , the evaluation of MISH-derived precipitation-interpolated field using LOOCV provides comparable, and in most cases significantly reduced, errors for all months. In a similar effort to map the seasonal and annual precipitation climate normals over Greece, Feidas et al. [45] used several topographical parameters in the application of various multi-regression interpolation models, which resulted in much higher errors during the validation procedure. This can be partially attributed to the greater number of stations used in this study for training the model and their elevation variability, especially at high altitude, as well as the high-resolution topographical information and the increased amount of geophysical parameters used in the regression analysis. Furthermore, with respect to the predictors, latitude, elevation, and land/sea percentage were found to be the most effective parameters, similar to the outcome of other mapping studies that focused on the climate of the Mediterranean Basin [12] .
Conclusions
Greece is characterized by a mix of maritime and continental climates that contributes to large geographical and temporal variability in average weather parameter fields. Furthermore, the country's complex topography poses a significant challenge in creating physically realistic and spatially accurate maps of climate elements. This study aimed to assess the potential of a methodology for modeling and mapping the seasonal and annual precipitation normals using several topographical and geographical parameters applicable to such situations.
The significant and innovative aspects of the approach applied are as follows. Firstly, state-of-the-art homogenization methods were applied to an extended network of meteorological data series for Greece comprised of stations belonging to the HNMS network as well as stations at high elevation belonging to the Public Power Corporation of Greece. A spatial interpolation technique was applied to this data set (MISH) that is appropriate for meteorological data since it derives valuable climate information from long-term series and from geophysical parameters. The advantage of MISH against other geostatistical methods is the limited amount of information required for modelling the statistical parameters. MISH was selected because it is based on a purely meteorological procedure and requires all meteorological and climatological information to be combined with model information. Topographical and geographical variables were employed, and elevation, latitude, and land-to-sea percentage proved to be the better correlated precipitation predictands.
The statistical evaluation of the proposed method provides an objective measure of the accuracy of the derived gridded fields. The statistical results were quite satisfactory, lending credibility to the approach that was followed to derive the gridded climate data sets of precipitation for Greece. Finally, a cartographic representation of interpolated mean monthly and annual precipitation data was produced using GIS techniques. The study led to the development of the precipitation in a climate atlas for Greece, where a high-quality homogenized data set of precipitation for the period 1971-2000 was interpolated at a spatial resolution of 0.5' (approximately 730 m at 38 • N) producing mean monthly and annual maps of precipitation. These high-resolution climate precipitation maps are publicly available, along with maps of other meteorological parameters, on a platform supported by the HNMS. Funding: This research received no external funding.
