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Turbine engineAbstract Multi-sensor systems are very powerful in the complex environments. The cointegration
theory and the vector error correction model, the statistic methods which widely applied in economic
analysis, are utilized to create a ﬁtting model for homogeneous sensors measurements. An algorithm
is applied to implement the model for error correction, in which the signal of any sensor can be esti-
mated from those of others. The model divides a signal series into two parts, the training part and
the estimated part. By comparing the estimated part with the actual one, the proposed method can iden-
tify a sensor with possible faults and repair its signal. With a small amount of training data, the right
parameters for the model in real time could be found by the algorithm. When applied in data analysis
for aero engine testing, the model works well. Therefore, it is not only an effective method to detect any
sensor failure or abnormality, but also a useful approach to correct possible errors.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Multi-sensor systems are widely applied in complex environ-
ments to measure signals in many places. Altitude Test
Facility of China is a huge laboratory for aircraft engines,
where hundreds of sensors for many purposes are put inside
an engine during testing. In each cross-section of the engine,
there are several uniform linear sensor groups, e.g., seven sen-
sors for temperature, ﬁve sensors for pressure and two sensorsfor vibration. When any unusual event happens, at least one
sensor’s signal inside the engine would be abnormal.
Therefore, by comparing the outputs from the sensors, engi-
neers can ﬁnd out the possible fault. Usually, there are two rea-
sons for an abnormal signal. One happens when a sensor itself
breaks down, and the other happens when something around a
sensor goes wrong. The traditional signal processing models to
ﬁt a test signal are auto-regressive and moving average
(ARMA) model and wavelet etc. However, their performances
are not satisfactory for non-stationary signals. That is why the
multi-sensor approach is becoming popular in many scenarios
especially in engine testing.1–4 The redundant data from multi-
ple sensors can improve both robustness and accuracy.5,6
The aim of this study is to establish a fault tolerant mech-
anism by investigating the relationship among the output sig-
nals of these engine testing sensors. When one signal deviates
too far from its normal position, we can identify it and give
Fig. 1 Signals from seven-sensor group with sensor 3 signal
abnormal.
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right position in which it ‘‘ought to be’’. A fault tolerant
multi-sensor system is indispensable when one sensor under-
goes impairment or when an unusual event such as oil leak
happens.7–9 The output of one sensor could be substituted
by a combination of the outputs of others in the same sensor
group, in case that there is something wrong around this
sensor. In this paper, a novel approach is presented that can
repair the signal from an abnormal sensor.
There are many papers discussing the data fusion and rela-
tionship among sensors in a multi-sensor architecture. In
engine testing, each sensor in a sensor group works individu-
ally and independently, and it is impossible to put different
sensors in exactly the same place. Therefore, there must be
some difference between the outputs of any two sensors in
the same sensor group no matter how close they are. Some
papers use an absolute value of the difference as the distance
between the outputs of two sensors, while more others use a
relative value as the distance by considering their covari-
ance.10–13 One of them uses an ‘‘arcot’’ function to limit the
distance within 0 to 1, and one uses the Minkowski distance.14
All the papers above have attempted to ﬁnd a reasonable rela-
tionship for two signals and use their distance for data fusion.
All the papers above did provide some useful techniques,
however, they have two drawbacks. Firstly, their methods
attempt to reconcile the difference by using a non-existent
‘‘center’’. It is thought that noises and drifts make signals devi-
ate from a right pathway and this pathway is the ‘‘center’’ for
all the signals. Meanwhile, the goal of data fusion is thought to
ﬁnd this center (right pathway) that all the signals ought to
have taken, so most of the sensor fusion papers have used dif-
ferent methods to obtain the weights by Eq. (1), with vi the
value and wi the weight of signal i.
E ¼
Xn
i¼1
wivi ð1Þ
Usually, E is the so-called ‘‘center value’’, and a signal that
has a shorter distance from others is assigned a heavier weight
in Eq. (1). Theoretically, this might be true, but it is not true in
reality. Due to limitations in size, each sensor has to be put in
different locations. Each sensor measures its source in its own
location individually, and consequently, each output signal
goes its own way. Therefore, we believe there is no center or
‘‘right pathway’’ for all the different sensors. One cannot tell
where the right pathway suitable for all the sensors is. We
believe that the relationship among sensors can be exploited
for signal correction or amendment, but there is no center.
Secondly, many researchers do not treat signals from sensor
groups as time series. In their researches, monitoring of gas
turbine engines uses either snapshot data at a time instant from
various sensors or a window of time series data from selected
sensor observations.15 Thus, in data fusion, engine studies only
compare the signals from different sensors at time t, and ignore
the signals at time t  1, t  2, t  3 and so on. Therefore, in
multi-sensor engine testing, time series analysis is usually not
applied. Actually, the signals at time t usually are more rele-
vant to the signals at previous times. With previous time infor-
mation, people can ﬁnd and handle fault propagation in an
aircraft engine test.16 In this paper, we try to build the follow-
ing model for an n-sensor group as Eq. (2).
Sti ¼ f Stothers;St1k ;St2k ; . . .
 
i ¼ 1; 2; . . . ; n; k ¼ 1; 2; . . . ð2Þwhere f (Æ) is a transform function; Sti is the output of sensor i
at time t; Stothers represents the outputs of other n  1 sensors
excluding sensor i at time t;Stkk represents the outputs of all
sensors at time t  k.
Fig. 1 shows the sensor signals from a seven-sensor group,
in which seven sensors (named sensor 1, sensor 2, . . . , sensor 7,
respectively) are put on a cross-section of T23 in a jet engine. It
is obvious that the signal from sensor 3, goes very high and is
apparently abnormal. Is there any way to ﬁnd the path that the
signal of sensor 3 ought to have taken? Or whether we can
restore the ‘‘original signal’’ of sensor 3? The studies which
do not use time series analysis, provide no answers. So we will
try a brand new way in this study. To repair the signal from
sensor 3, we have to ﬁnd a model that one signal can be sub-
stituted by others. In the following sections, a statistical
method will be used to discover the possible relation between
sensor signals which will be used to build a mathematical
model.
When dealing with non-stationary signals such as those in
Fig. 1, people tends to use difference calculation to make them
‘‘stationary’’, such as ARIMA. However, this way conceals the
trend of the signal data. In many cases, the data after differ-
ence calculation has nothing to do with the original ones.
Therefore, it is not easy to explain the phenomena as we lose
the important information hidden in the original data.
Cointegration is an important statistical method to describe
the relation amongmultiple time-series data.17 In the cointegra-
tion model, one signal could be replaced by others.
Cointegration was ﬁrst used in explaining economical phenom-
ena, and now its application has extended intomanyother ﬁelds.
Though cointegration is not used so often in engineering, some
papers can still be found. Kaufmann et al.18 used cointegration
for two sensors to analyze the relation between the solar zenith
angle and advanced very high resolution radiometer data. Pan
and Chen19 used cointegration for four sensors in car engine
testing. Lu and Chen20 used cointegration for four sensors in a
hydraulic ﬂap servo system. In those studies, cointegration
means a linear combination of variables and eliminates the
stochastic trend in data, so for multivariable, especially non-
stationary signals, cointegration is a powerful tool.
In this paper, cointegration is applied on sensor signals in
engine testing. As it is very difﬁcult to identify the pattern of
876 L. Li, W. Shinon-stationary signals, the proposed method does not examine
the signals directly. Instead, we use the combination of the sig-
nals to ﬁnd out the relation among them, and then use the rela-
tion to build a fault-tolerant model. Unlike in other papers,
cointegration is only used as a statistical tool for discovering
the relation among the entire range of data. In this study, it
is also used for forecasting. We forecast each small fragment
of a sensor signal, and compare with the actual one in real
time. The results will be used to diagnose whether there is
any fault and, if so, to repair the signal. The way using diagno-
sis and prognosis together for multi-sensor equipment can also
be found in some papers.15,21
2. Relation of homogeneous sensors
Take the assumption that the output of a sensor is a linear
function.22
y ¼ kxþ c ð3Þ
where x is the source intensity of the signal; y is the observed out-
put of the sensor; k is the sensitivity of the sensor; c is the con-
stant offset, which can be used to explain the distance between
the locations of the sensor and the source. If the original source
x is non-stationary, its measurable output y is also non-
stationary. To simply Eq. (3), we do not include the noise, which
is usually added to the end of the right side of Eq. (3). Suppose
that each sensor’s noise is white noise or can be counteracted
with one another. Since only y could be measured directly, the-
oretically the accurate value of x at time t could never be found.
Let’s take the assumption thatwe have two homogenous sensors
(sensor i and sensor j), which are put close to each other, tomea-
sure a signal source. Then we know that,
yi ¼ kixþ ci
yj ¼ kjxþ cj
(
ði; j ¼ 1; 2; . . . ; n; i – jÞ
where the subscripts i and j represent the corresponding phys-
ical meaning of sensor i and sensor j. The relation of the two
outputs can be written as
yi ¼
ki
kj
ðyj  cjÞ þ ci ¼ ayj þ b ð4Þ
where a ¼ ki=kj and b ¼ ci  kicj=kj are the regression
parameters.
In Eq. (4), one signal can be substituted by another one.
Furthermore, if there are more than two sensors in the above
scenario, Eq. (5) could be deduced.
yi ¼ bþ
X
j–i
ajyj ð5Þ
where aj is the regression parameter of sensor j. So we can
replace one signal with a linear combination of others. Then
rewrite Eq. (5) as
ei ¼ yi  bi þ
X
j–i
ajyj ð6Þ
where ei is the residual error of the regression for sensor i
which can be regarded as the noise to the sensor inside the
engine; bi is the regression parameter of sensor i. If Eq. (5) is
right, then ei should be the white noise. Therefore, by examin-
ing ei, we can verify the assumption.
Now take a look at time series yti , the measured value of a
non-stationary signal i from the ith sensor at time t. It shouldbe noted that in this paper, the superscript is for time and the
subscript is for the number of a sensor.
According to the cointegration theory, if several series are
individually integrated but their linear combination has a
lower order of integration, then the series are said to be coin-
tegrated. A sensor group in jet engine testing has several
homogeneous sensors that are put together, so signals from
them must have some long-term relations. These relations
could be expressed as a linear combination. For time series,
rewrite Eq. (5) for signals from n sensors as
yti ¼ bi þ
X
j–i
ajy
t
j þ
Xm
p¼1
Xn
j¼1
cpjy
tp
j ð7Þ
where m is the autoregressive order; cpj is the regression param-
eter. For the real-time performance, m cannot be set to a large
number. Suppose the vector of the n-sensor signals at time t is
Yt ¼ yt1; yt2; . . . ; ytn
 T
For the vector form, we can rewrite Eq. (7) as
Yt ¼ BþP0Yt þ
Xm
p¼1
PpY
tp ð8Þ
where B ¼ ½b1; b2; . . . ; bnT, P0 and Pp are transition matrices,
withPp a matrix for previous time andP0 for current time. All
the diagonal elements in P0 are zero.
Eq. (8) is very similar to the standard vector auto regression
model or the vector error correction model, except that we
have P0Y
t on the right side of Eq. (8). P0Y
t is a characteristic
of the model in this paper, so it includes newer information
than those in other papers. The ﬁrst-order difference is
DYt ¼ Yt  Yt1
In Eq. (8), for example, when m= 1, we can get
DYt ¼ P0ðYt  Yt1Þ þ ðP0 þP1  IÞYt1 þ B
Furthermore,
DYt ¼ P0DYt þ ðP0 þP1  IÞYt1 þ B ð9Þ
where ðP0 þP1  IÞYt1 means that DYt depends upon the
signals at previous time. Without P0DYt, Eq. (9) becomes
the standard vector error correction model. P0DYt is the
non-lagged variables which is a distinguishing feature which
makes the study in this paper different. When m > 1, one
can also deduce similar equation of Eq. (9), in which P0DYt
is for short-term variation and ðP0 þP1  IÞYt1 is for long-
term regression. As model proposed in this paper considers
both long and short terms, its adaptability is relatively strong.
3. Augmented Dickey–Fuller test for the model
The augmented Dickey–Fuller (ADF) test is a popular method
to ﬁnd a unit root for a time-series sample. Through the test,
we can see whether the model ﬁts the data collected in the
jet engine test. At the very beginning, we pick up some normal
data to see whether the model works well.
To collect qualiﬁed data, the ﬁrst step is to ﬁnd an appro-
priate group of sensors inside a engine. These sensors, scat-
tered in different locations, should have much relevance. The
noise from each location should be low enough that the rela-
tions among the sensor signals are not overwhelmed by the
Fig. 2 Normal signals from cross-section T23.
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compressor, combustor chamber, turbine and exhaust. In the
front end, the scenario is quite simple, and all signals from a
sensor group in a cross-section look the same, so their relations
are clear and easy to discover. However, after the air compres-
sor, the distribution of the sensors’ locations is very complex,
so their signals are quite different. After balancing among
the different places, we choose the cross-section T23 just in
front of the inlet of the air compressor. Fig. 2 shows the nor-
mal signals from a seven-sensor group put on a cross-section of
T23.
In Fig. 2, all signals go through three segments. At the ﬁrst
segment (initialization), all of them are straight lines and close
to each other. At the second segment, the distances between
the sensor signals increase and we can see clearly the shapes
and differences of the signals. At the last segment, each signal
goes its own way distinctly. It is clear that some have big vari-
ances while some have small variances. The variance of sensor
1 signal is the biggest and the variance of sensor 7 signal is the
smallest. The signals at the ﬁrst segment of the course are sta-
tionary while at the last segment they are non-stationary.
Use the ARIMA function in SAS software to test the sig-
nals in the third segment and see their features. Use the SAS
procedure as
proc arima data = myt23;
where (idt > 1000);
identify var = x07_02 stationarity = (adf);
run;
Table 1 (from SAS) is the ADF test results of sensor 7 sig-
nal. In Tau statistic, its p-value is obviously bigger than 0.1, so
the signal is non-stationary and has at least one unit root.Table 1 ADF test results of sensor 7 signal.
Type Lag Statistic results
Rho Pr < Rho
Zero mean 0 0.0020 0.6825
1 0.0028 0.6823
2 0.0030 0.6823
Single mean 0 2.7270 0.6902
1 4.2326 0.5136
2 4.9997 0.4351
Trend 0 2.3590 0.9603
1 4.2098 0.8738
2 5.1751 0.8077Thus, for the non-stationary series, traditional models do not
have much competence.
From Fig. 2, it seems that the last segment is more valuable
for regression than the others and we use this segment to ﬁt
Eq. (7) to see how the model works. For the signals of seven
sensors, we use one signal as the dependent variable (on the left
side of Eq. (7)), and use the other six signals as the independent
variables (on the right side of Eq. (7)). Then we check the resid-
ual error yi  y^i of the regression to see the F-statistic, where y^i
is the estimated value of signal i. Use the signals of seven son-
sors in turn as the dependent variable, and test the model seven
times. When we set m= 0, we could ﬁnd that the value of F-
statistic is big enough, so generally, the regression result is
good. However, the Durbin–Watson (DW) test statistic is
lower than 0.5, so there must be autocorrelation. Later, we
set m= 2 and ﬁnd that it improves a lot. We choose two of
them for illustration. Fig. 3 shows the residuals from sensor
1 signal. Tables 2 and 3 (from SAS) show the results from sen-
sor 4 signal with the DW test statistic being 2.04, with Table 2
the autocorrelation check results for white noise and Table 3
the ADF test results of sensor 4 signal.
From Fig. 3, it can be seen that the residual errors are
near zero with half negative and half positive numbers.
The dots in Fig. 3 have all the characteristics of white noise
except that the variances in the front seem smaller than
those in the rear.
From Tables 2 and 3, we know that the p-values of the most
LP statistics in the last column are no less than 0.05, so the
residual error sequence may be regarded to be white noise.
Besides, as all p-values in Table 3 are smaller than 0.05, we
can say that there are cointegration relations among the signals
of seven sensors. Therefore, we successfully build a model for
the signals of seven sensors from Eq. (7), in which one signal
can be substituted by the combination of others. The results
are very helpful for sensor fault tolerant.4. Real time forecasting algorithm
From above discussion, we see that for the entire segment, the
signals of seven sensors are linearly correlated; however, how
about a small piece of data? The real time analysis cannot
allow too long data. If we use any fragment of the data rather
than the entire, can the signals of seven sensors still be replaced
with each other? It is very important because, in reality, people
care more about online fault warrants than ofﬂine statistical
results. For example, if we use previous 2 s to forecast the nextTau Pr < Tau F Pr > F
0.06 0.6631
0.07 0.6608
0.07 0.6609
1.18 0.6858 0.70 0.8932
1.47 0.5512 1.08 0.7957
1.59 0.4883 1.26 0.7475
0.91 0.9538 0.74 0.9900
1.29 0.8885 1.07 0.9575
1.46 0.8432 1.27 0.9238
Fig. 3 Regression residuals of sensor 1 signal.
Table 2 Autocorrelation check results for white noise of
sensor 4 signal.
Lag v2 Degree of freedom Pr > v2
6 10.60 6 0.1016
12 21.11 12 0.0488
18 23.17 18 0.1842
24 26.61 24 0.3227
878 L. Li, W. Shi1 s, the data length for regression is 100 when the sampling rate
is 50 per second. On one hand, each piece of the data is not
allowed to be too long for the real time purpose. On the other
hand, if the data length is too short, there is no good ﬁtting
effect.
We adopt the second segment and the third segment in
Fig. 2 to ﬁt the model for real-time forecasting in this section.
As the ﬁrst segment has only straight lines, it is impossible to
make a full rank matrix, so it cannot be used for Eq. (7) regres-
sion. The shape of the second segment is much better than that
of the ﬁrst segment. However, the last segment can explain the
model more clearly. We build a algorithm for real-time predic-
tion. Firstly, deﬁne variable STEPMATCH as the data length
for regression, STEPFORCAST as the data length for fore-
casting and BEGIN as the starting point somewhere in data
for regression. When the sampling rate is 50 per second, for
example, if STEPMATCH= 50, it means each time the algo-
rithm deals with data of 1 s. STEPFORCAST can be set to 1.Table 3 ADF test results of sensor 4 signal.
Type Lag Statistic results
Rho Pr < Rho
Zero mean 0 1325.37 0.0001
1 1163.78 0.0001
2 980.297 0.0001
Single mean 0 1325.37 0.0001
1 1163.78 0.0001
2 980.293 0.0001
Trend 0 1326.02 0.0001
1 1165.38 0.0001
2 982.611 0.0001However, to speed up calculation, it can be larger than 1. The
algorithm has ﬁve steps as follows:
Step 1. Base upon Eq. (7), start the regression from
BEGIN, with STEPMATCH being its regression
length. After regression, we get parameters ai; bj
and cpj ði; j ¼ 1; 2; . . . ; n; i–j; p ¼ 1; 2; . . . ;mÞ.
Step 2. Use ai; bj and cpj to forecast with
STEPFORCAST times. The forecasting ranges
from BEGIN+ STEPMATCH to
BEGIN+ STEPMATCH+ STEPFORCAST,
with the length of STEPFORCAST.
Step 3. BEGIN= BEGIN+ STEPFORCAST.
Step 4. Compare the estimated values with the actual col-
lected data in next round.
Step 5. If the test is not ﬁnished, go to Step 1.
The algorithm divides the signal series into two parts, the
training part and the estimated part. The accuracy of the pre-
dicted signal in the estimated part relies on the rightness of the
training segment. In other words, we deduce the value of one
signal on the assumption that the value of the training part
is correct. If everything is ﬁne, the algorithm moves both its
training window and estimated window to the next. The algo-
rithm forecasts the data with length STEPFORCAST by using
the previous data with length STEPMATCH. For q variables
regression, it needs at least q+ 1 equations. We have
m nþ n 1 variables in Eq. (7). Therefore, STEPMATCH
should be no smaller than n ðmþ 1Þ.
Fig. 4 shows the measured signals of seven sensors and their
estimated series (in the second segment and the third segment)
with STEPMATCH= 50 and STEPFORCAST = 25. The
length of each signal is 1313. It is clear that in Fig. 4, all the
estimated series are similar to their original ones, so generally,
the prediction is correct. Deﬁne the estimated error as
PE ¼ jy^j  yjj
yj
In Fig. 4, it seems that the estimated error increases with the
variances of the original signals. The variance of sensor 1 sig-
nal is much bigger than that of sensor 7 signal. Sensor 1 signal
has the largest average predicted error (4.8%), and its maxi-
mum prediction error is 12.7%. Sensor 7 signal has the small-
est average predicted error (0.767%), and its maximum
prediction error is 3.04%. Fig. 5 is a clearer picture of sensor
1 signal and its estimated signal. In the second segment, theTau Pr < Tau F Pr > F
36.77 <0.0001
24.09 <0.0001
18.82 <0.0001
36.75 <0.0001 675.34 0.0010
24.08 <0.0001 289.98 0.0010
18.82 <0.0001 177.03 0.0010
36.76 < 0.0001 675.50 0.0010
36.77 <0.0001 290.18 0.0010
24.09 <0.0001 177.22 0.0010
Fig. 4 Measured and estimated signals of seven sensors.
Fig. 5 Measured and estimated signals of sensor 1 with Eq. (7).
A fault tolerant model for multi-sensor measurement 879variance is smaller and the estimated error is smaller, while in
the third segment, the variance is bigger and the estimated
error is also bigger.
Now let’s see how the model ﬁxes the error in Fig. 1. Use
the ﬁrst 50 correct data from the second segment in sensor 3
signal along with the data from the other six signals to train
the model and then forecast the data of sensor 3 signal from
position 651 to position 1900, as shown in Fig. 6. The upper
curve is the original signal in Fig. 1, which is abnormal. The
lower curve is its estimated one that is based on the model.
The shape of the estimated one is similar to those of the otherFig. 6 Sensor 3 signal in Fig. 1 and its repaired signal.six signals in Fig. 1. Therefore, the model can restore an abnor-
mal signal and thus construct a fault-tolerant mechanism for a
sensor group.
5. Modiﬁcation of the model
Though from the above results, the model seems like a good
one, it still has some problems. After regression for yi, we
check the coefﬁcient cpi (p= 1,2, . . . ,m). We could ﬁnd out
that it tends to be much larger than other parameters. In com-
mon sense, it is not good when the autoregressive coefﬁcient is
too large. In the calculation of Eq. (7), as the sampling speed is
pretty high, there is much relevancy between the dependent
variable on the left side of Eq. (7) and its lagged variables on
the right side of Eq. (7). This is the reason that induces the
coefﬁcient to be large. Because of the autoregressive correla-
tion, the model would become unstable. For example, when
we change BEGIN in the algorithm to 1000, or when we start
from position 1000 rather than the previous beginning, the
forecasting becomes uncontrollable. Fig. 7 shows the estimat-
ing for sensor 7 signal when starting from position 1000. After
trying many times, we could ﬁnd out that to have a stable
model, the autoregressive correlation of the dependent variable
has to be eradicated.
Improve the model by removing the autoregressive items
from the right side of Eq. (7) and thus it becomes
yti ¼ bi þ
X
j–i
ajy
t
j þ
Xm
p¼1
X
j–i
cpjy
tp
j ð10Þ
In Eq. (10), for any dependent variable on the left side,
there is no lagged variable on the right, so the left variable only
depends on the other signals but itself. That means one signal
can be replaced totally by other signals. Theoretically, the
improved way is more stable and much better than the old
one, because it can get rid of any impact from auto-
regression. We use this model to do the same thing in Fig .7
and then get Fig. 8, which shows sensor 7 signal and its esti-
mated one with Eq. (10). After using the ﬁrst 50 points of sen-
sor 7 signal as well as all the data of the other signals for Eq.
(10), we have the estimated curve of the signal. In contrast to
Fig. 6, it is improved a lot. Its average predicted error is 1.05%
and the maximum is 3%. As noises are counteracted by sen-
sors with each other, the estimated signal looks smoother than
the original one.
When using Eq. (10) to calculate, we get the estimated sig-
nals for all seven original ones in Fig. 9. The estimated error ofFig. 7 Estimation of sensor 7 signal with Eq. (7).
Fig. 9 Original and estimated signals of seven sensors with
Eq. (10).
Fig. 8 Measured and estimated signals of sensor 7 with Eq. (10).
880 L. Li, W. Shieach signal looks smaller than that in Fig. 3. Though the DW
test statistic from the new model is not as good as that from
the old model, on the whole, the results from the new model
are better.
Fig. 10 illustrates a clear picture of sensor 1 signal and its
estimated one. When comparing this ﬁgure with Fig. 5, we
can see that the modiﬁed model works much better. ForFig. 10 Measured and estimated signals of sensor 1 with Eq. (10).example, the average estimated error for sensor 1 signal is
1.26% and the maximum is 6.6%, so from the estimated error
perspective, the new model improves a lot.6. Evaluation
The experiment in this study uses the signals of the ﬁrst second
to forecast those in (up to) the next 25 s. To cope with the 50
per second sampling rate, we use the LU decomposition fast
algorithm to invert the matrix in C# program. It runs good
and stable. The program calculates the substitute for each sig-
nal in real time, so when one sensor in the sensor group fails, it
can be replaced by its substitute.
When evaluating the results of our model, there are two
things to consider. The ﬁrst one is the speed. To forecast and
give alarm in real time, we not only need fast calculation but
also keep the length of the regression data as short as possible.
The second one is accuracy. We have deﬁned and used the esti-
mated error as the most important factor for our model in the
previous section. From the estimated error point of view, our
model works well.
A factor often used to evaluate accuracy is to detect the
presence of autocorrelation. Our autocorrelation detection
uses residual analysis which is a very common way for regres-
sion evaluation. The sequence of residual errors can bring a lot
of information that is worth thinking. Usually, people use the
DW test or Eq. (10) to test residual errors. When DW statistic
equals 2, it indicates no autocorrelation, which is the best.
DW ¼
PT
t¼2ðet  et1Þ2PT
t¼1e
2
t
ð11Þ
where T is the number of observations; et is the residual asso-
ciated with the observation at time t.
In Table 2, we can see that for the entire signals, the
sequence of the residual errors from our model looks like the
white noise. When forecasting for small segments in real time,
DW statistics vary in different positions. Though DW statistics
for small segments are not as good as those in Table 2, on the
whole, they are close to 2.0 and acceptable.
Another topic that needs discussion is heteroscedasticity.
Basically, the ordinary least square (OLS) regression requires
a strictly stationary process. From Figs. 2 and 3, the variances
at different locations are different. In this case, the OLS regres-
sion may not work well. In the example above, heteroscedastic-
ity is not an issue. However, in many other engine tests, we can
ﬁnd big variations in different positions from the time series
data, so heteroscedasticity is an important factor to consider
in time series regression. Basically, homoscedasticity or the
same of variance is a requirement for regular regression.
Many non-stationary sequences do not have such characteris-
tics. One of the mostly often adopted tests for heteroscedastic-
ity is the autoregressive conditional heteroskedasticity
(ARCH) test in Eq. (12), in which @ i i ¼ 0; 1; . . . ; pð Þ is the
regression parameter.
e2t ¼ @0 þ
Xp
i¼1
@ ie
2
ti ð12Þ
After performing the ARCH test regression, one can check
the ðn pÞR2 statistic to see whether there is heteroscedastic-
ity, with R2 the degree of similarity. From Figs. 2 and 3, we
Fig. 11 Improvement of Fig. 5 by FGLS.
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locations of the data sequence, though the heteroscedasticity
is small. Therefore, we can further improve our model by elim-
inating the heteroscedasticity. There are various approaches to
do so and we tend to choose the ﬂexible generalized least
squares (FGLS) technique. In FGLS, the ﬁrst step is to do a
common OLS regression and get the residual error ei for each
calculation. Next, use ln ðe2i Þ as the left side of the equation to
do another regression and get the residual error gi. Finally, we
use 1=
ﬃﬃﬃﬃﬃ
egi
p
as the weights for both sides of the equation and
regress again.
Fig. 11 illustrates sensor 1 signal and its estimated signal by
using the FGLS technique. We can see the improvement in
contrast to Fig. 5. In Fig. 11, the estimated curve and the orig-
inal one twist together and the estimated error is much lesser
than that of the previous model. By introducing FGLS, the
overall precision increases about 19%. Since the ﬁtting of
our old model in the second segment of the data is already
good enough, in the last segment, the precision rate increases
more than 30%. Meanwhile, the DW test statistics in most
cases are close to 2.0.
At the jet engine testing site, when one sensor fails or
around it something unusual happens, there must be a big dif-
ference (for example, 3r threshold) between the estimated sig-
nal and the original one. At that time, our program will give
alarms.7. Conclusions and discussion
This study adopts a statistical method to analyze signals from
a sensor group in engine testing and ﬁnd the cointegration rela-
tion among the signals. The original signal and our estimated
one should twist with each other, unless there is something
wrong in the engine. Therefore, any sensor signal can be sub-
stituted by the combination of others. This paper takes the
cointegration concept which is widely used in economic analy-
sis and implements it for signal processing. In the engineering
ﬁeld, few studies have adopted this way so far. By comparing
the estimated signal and the original one, people can ﬁnd
whether there is any exception and furthermore restore a signal
from the combination of other sensor signals in real time.
Besides, in contrast with other papers that adopt cointegra-
tion, this study uses a non-lagged item which brings more
information to the model.Our approach is a novel and effective method to restore a
signal from the combination of other sensor signals in real
time. We are fully aware of the limitations of our method.
Firstly, our approach works well when one sensor goes wrong.
However, when more than one sensor fail, it would not handle,
so there is much work to do and it might be improved in our
future research. Secondly, the signal in our model should be
divided into two parts, the training part and the predicted part,
so the accuracy of the estimated signal relies on the rightness of
the training part, and we deduce the value of one signal on the
assumption that the value of the training segment is correct. In
the future, we plan to use numerical interpolation to generate
the values of a whole line through the values of several sensor
signals. In addition, we might even deduce the values for all the
locations in a cross-section, if possible.
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