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RIGIDITY OF COMPLEX CONVEX DIVISIBLE SETS
ANDREW M. ZIMMER
Abstract. An open convex set in real projective space is called divisible if there exists
a discrete group of projective automorphisms which acts co-compactly. There are many
examples of such sets and a theorem of Benoist implies that many of these examples are
strictly convex, have C1 boundary, and have word hyperbolic dividing group. In this paper
we study a notion of convexity in complex projective space and show that the only divisible
complex convex sets with C1 boundary are the projective balls.
1. Introduction
A set Ω ⊂ P(Rd+1) is called convex if whenever L is a real projective line then Ω ∩ L is
connected. A convex set Ω ⊂ P(Rd+1) called proper if Ω does not contain any projective lines.
A proper convex open set Ω is called divisible if there is a discrete group Γ ≤ PSL(Rd+1)
preserving Ω such that Γ\Ω is compact.
The most basic examples of divisible convex open sets come from hyperbolic geometry.
Let Ω ⊂ P(Rd+1) be the projective ball
Ω =
{
[1 : x1 : x2 : · · · : xd] :
∑
x2i < 1
}
.
Then SO+(1, d) ≤ PSL(Rd+1) acts properly and transitively on Ω and in particular if Γ ≤
SO+(1, d) is a cocompact lattice then Γ divides Ω. There is also a natural metric, the Hilbert
metric dΩ, on a proper open convex set Ω ⊂ P(R
d+1) and when Ω is a projective ball (Ω, dΩ)
is isometric to real hyperbolic d-space.
Additional examples of divisible convex sets can be constructed by deformations. To be
more precise: given a finitely generated group Γ0 one can consider the space
FΓ0 = {ρ ∈Hom(Γ0,PSL(R
d+1)) is faithful and the image divides
an open properly convex set in P(Rd+1)}.
By theorems of Kozul [Kos68] and Thurston (see [Gol88, Theorem 3.1]) this set is open in
Hom(Γ0,PSL(R
d+1)) and assuming that FΓ0 contains a strongly irreducible representation
Benoist proved that it is closed [Ben05]. Johnson and Millson [JM87] proved that for certain
cocompact lattices Γ0 ≤ SO
+(1, d) it is possible to deform the inclusion map ρ0 : Γ0 →
SO+(1, d) → PSL(Rd+1) to obtain a family of representations ρs : Γ0 → PSL(R
d+1) such
that ρs(Γ0) is Zariski dense for all s 6= 0. This implies that FΓ0 will be a non-trivial
deformation space of Γ0. For surface groups Goldman has given an explicit parametrization
of this deformation space [Gol90]. Thus the theory of divisible convex sets in real projective
space leads very naturally to a type of “Higher Teichmu¨ller theory.”
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2 RIGIDITY OF COMPLEX CONVEX DIVISIBLE SETS
Using a bending construction Kapovich [Kap07] has produced divisible convex sets such
that the dividing groups are not quasi-isometric to any real hyperbolic lattice. Moreover,
the dividing groups that Kapovich produces are word hyperbolic and the resulting compact
manifolds Γ\Ω are the Gromov-Thurston examples [GT87] of compact manifolds admitting
a Riemannian metric of negative curvature but not one of constant negative curvature.
Divisible real convex sets also have enough structure so that it is possible to prove inter-
esting and non-trivial theorems. For instance, Benoist has proven the following:
Theorem 1.1. [Ben04, Theorem 1.1] Suppose Ω ⊂ P(Rd+1) is a proper convex open set. If
Ω is divisible by Γ ≤ PSL(Rd+1) then
Ω is strictly convex ⇔ ∂Ω is C1 ⇔ Γ is word hyperbolic.
Now it is well known that the rank one symmetric space KHd can be realized as a ball in
P(Kd+1) with a natural metric. Thus it is reasonable to ask if any of the above theory can
be generalized to other projective spaces.
In this paper, we consider versions of the definitions above in complex projective space and
prove a result showing that the theory in the complex setting is much more rigid. Already,
Goldman observed that by Weil rigidity the only deformations of a complex hyperbolic lattice
Γ ≤ SU(1, d) ≤ SL(Cd+1) are by conjugation (this argument can be found in Goldman’s
MathSciNet review of [Kli11]).
There are many different types of convexity for sets in P(Cd+1) (see [APS04] or [Ho¨r07]),
but perhaps the most natural is C-convexity. A set Ω ⊂ P(Cd+1) is called C-convex if
whenever L is a complex projective line then L ∩ Ω and L \ Ω ∩ L are connected. This
definition has many of the properties one would expect: the projective image of any C-convex
set is C-convex and the complex dual Ω∗ of Ω will be C-convex (see for instance [APS04]).
A C-convex set is called proper if Ω does not contain a complex projective line. A proper
C-convex open set Ω is called divisible if there exists a discrete group Γ ≤ PSL(Cd+1)
preserving Ω such that Γ\Ω is compact. With these definitions we are ready to state our
main result.
Theorem 1.2. Suppose Ω is a divisible proper C-convex open set with C1 boundary. Then
Ω is a projective ball.
Remark 1.3.
(1) We say a set Ω ⊂ P(Cd+1) is a projective ball when there exists a basis of Cd+1 such
that with respect to this basis Ω = {[1 : z1 : · · · : zd] :
∑
|zi|
2 < 1}. A projective disk
is a projective ball in P(C2).
(2) By C1 boundary we mean that ∂Ω is a C1 embedded submanifold of P(Cd+1).
(3) The examples of real divisible convex sets constructed by deforming a real hyperbolic
lattice and the examples constructed by Kapovich have word hyperbolic dividing
groups. Then Benoist’s theorem implies that all these examples have C1 boundary
and so in real projective geometry there are many examples of divisible proper convex
open sets with C1 boundary.
There are at least two other well known notions of convexity for sets in P(Cd+1). A set
Ω is called linearly convex if for all p ∈ P(Cd+1) \ Ω there exists a complex hyperplane H
containing p which does not intersect Ω. An open set Ω is weakly linearly convex if for all
p ∈ ∂Ω there exists a complex hyperplane H containing p which does not intersect Ω. For
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an open set we have the following implications:
C -convex⇒ linearly convex⇒ weakly linear convex.
For a proof see [APS04, Theorem 3.29]. When Ω is an open set and ∂Ω is C1, then all three
definitions coincide (see for instance [APS04, Corollary 2.5.6]). Thus we have the following
corollary of Theorem 1.2:
Corollary 1.4. Suppose Ω is a divisible proper weakly linearly convex open set with C1
boundary. Then Ω is a projective ball.
1.1. Outline of proof. A powerful tool for studying divisible convex sets in real projective
geometry is the Hilbert metric (see for instance [Ben04] or [Vey70]). Following this trend,
one of the main tools in our proof is a Hilbert metric dΩ on a linearly convex set Ω ⊂ P(C
d+1).
This metric was discovered by Dubois [Dub09]. When Ω is proper this Hilbert metric will be
complete and invariant under projective transformations. There are a number of other well
known metrics (for example the Kobayashi metric or the Bergman metric) but the Hilbert
metric has several useful properties:
(1) ifW is a projective subspace then the inclusion mapW ∩Ω →֒ Ω induces an isometric
embedding (W ∩ Ω, dW∩Ω) →֒ (Ω, dΩ) (see Theorem 3.1),
(2) the behavior of the metric near the boundary is closely related to the geometry of
the boundary (see Proposition 3.16),
(3) for ϕ ∈ PSL(Cd+1) preserving Ω it is possible to estimate the translation distance
dΩ(ϕy, y) in terms of ‖ϕ‖. (see Proposition 3.17).
Despite these properties the Hilbert metric does have one serious downfall: it is rarely
geodesic (see Theorem 3.5). But when the boundary is C1 the Hilbert metric will be a quasi-
geodesic metric (see Theorem 3.7) and this is good enough for the Sˇvarc-Milnor Lemma (see
Theorem 2.3).
Section 2 is devoted to preliminaries concerning C-convex sets. We also briefly discuss
quasi-geodesic metric spaces. In Section 3, we will re-introduce the Hilbert metric and
establish the properties mentioned above.
The proof of Theorem 1.2 occupies the rest of the paper. In Section 4, we will prove that
each γ ∈ Γ is either bi-proximal or “almost unipotent.” In Section 5, we will prove that
Γ contains a bi-proximal element. In Section 6, we will use the existence of bi-proximal
elements preserving Ω to construct many additional automorphisms of Ω. In Sections 7
and 8, we will use these additional projective automorphisms to show that Ω is strictly C-
convex and that the boundary is C∞. Finally in Section 9, these latter two conditions are
exploited to prove that Ω is a projective ball using a scaling argument.
1.2. Prior Results. As mentioned above there is a rich theory of convex divisible sets in
real projective space. For additional details about this theory see the survey articles by
Benoist [Ben08], Guo [Guo13], Quint [Qui10], and Marquis [Mar13].
There are also several related rigidity results coming from the complex analysis community.
One remarkable theorem is the ball theorem of Rosay [Ros79] and Wong [Won77]:
Theorem 1.5. Suppose Ω ⊂ Cd is a bounded strongly pseudo-convex domain. If the space
of holomorphic automorphisms of Ω is non-compact then Ω is bi-holomorphic to a ball.
By strongly psuedo-convex we mean that Ω has C2 boundary and the Levi-form at each
point in the boundary is positive definite. There are more general versions of the ball theorem
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requiring only that the boundary is strongly psuedo-convex at an orbit accumulation point.
We refer the reader to the survey articles [IK99] and [Kra13] for more details.
We should also note that Socie´-Me´thou has proven a version of the ball theorem for convex
sets in real projective space.
Theorem 1.6. [SM02] Suppose Ω ⊂ P(Rd+1) is an open proper strongly convex set. If the
space of projective automorphisms of Ω is non-compact then Ω is a projective ball.
By strongly convex set we mean that Ω has C2 boundary and the Hessian at each point in
the boundary is positive definite. In the real projective world, Benoist showed that rigidity
still holds if the boundary regularity is slightly relaxed but at the cost of assuming the
existence of a dividing group.
Theorem 1.7. [Ben04, Theorem 1.3] Suppose Ω ⊂ P(Rd+1) is an open, proper, divisible
convex set. If ∂Ω is C1+α for all α ∈ [0, 1) then Ω is a projective ball.
Thus for convex sets in real projective space we see that the theory is rigid for sets with
C2 boundary but rich in examples for sets with C1 boundary.
Another remarkable theorem is due to Frankel.
Theorem 1.8. [Fra89] Suppose Ω ⊂ Cd is a bounded convex (in the usual sense) domain
and there exists a discrete group Γ of holomorphic automorphisms of Ω such that Γ\Ω is
compact. Then Ω is a symmetric domain.
It is clear that if Ω ⊂ P(Cd+1) is convex (in the usual sense) in some affine chart then
Ω will be C-convex. Moreover there exists bounded C-convex sets in Cd which are not bi-
holomorphic to a convex set [NPZ08]. In particular the main theorem of this paper weakens
the hypothesis of Frankel’s result in one direction while strengthening the hypothesis in two
directions: assuming additional boundary regularity and assuming the dividing group acts
projectively instead of holomorphically. We should also mention that C-convexity is invariant
under projective transformations while ordinary convexity is not. Thus for proving rigidity
results about the group of projective automorphisms of a domain it seems more natural to
look at C-convex domains.
Acknowledgements. I would like to thank David Barrett, Daniel Burns, Gopal Prasad,
and my advisor Ralf Spatzier for many helpful conversations. This material is based upon
work supported by the National Science Foundation under Grant Number NSF 1045119.
2. Preliminaries
2.1. Notations. Suppose V is a complex vector space. If v ∈ V we will let [v] ∈ P(V )
denote the equivalence class of v. Similarly, given a subspace W ≤ V we will let [W ] be
the image of W in P(V ). Finally, given ψ ∈ SL(V ) we will let [ψ] ∈ PSL(V ) denote the
equivalence class of ψ.
If ‖·‖ is a norm on V then we will also let ‖·‖ denote the induced norm on V ∗ and the
operator norm on End(V ).
Given an open set Ω ⊂ P(V ) we will let Aut(Ω) ≤ PSL(V ) denote the group of projective
transformations ϕ ∈ PSL(V ) such that ϕ(Ω) = Ω. We will also let Aut0(Ω) denote the
connected component of Aut(Ω). Notice that Aut0(Ω) is a closed connected subgroup of
PSL(V ) and hence Aut0(Ω) is a Lie subgroup of PSL(V ).
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2.2. Complex tangent hyperplanes. Suppose Ω ⊂ P(Cd+1) is an open set, then we say
a complex hyperplane H is tangent to Ω at p ∈ ∂Ω if p ∈ H and Ω∩H = ∅. If H is tangent
to some point p ∈ ∂Ω, then we say H is a complex tangent hyperplane of Ω.
If Ω is linearly convex open set, then every point p ∈ ∂Ω is contained in at least one
complex tangent hyperplane. If, in addition, ∂Ω is C1 there is an unique complex tangent
hyperplane through each boundary point. In this case, if x ∈ ∂Ω we will denote the unique
complex tangent hyperplane at x by TCx ∂Ω. Finally we have the following observation
Observation 2.1. Suppose Ω is a linearly convex open set with C1 boundary. If P is a
projective linear subspace such that x ∈ P ∩ ∂Ω and P ∩ Ω = ∅ then P ⊂ TCx ∂Ω.
2.3. The complex dual: Given a subset Ω ⊂ P(V ), the complex dual Ω∗ of Ω is the set
Ω∗ = {f ∈ P(V ∗) : f(x) 6= 0 for all x ∈ Ω}.
When Ω is an open C-convex set then Ω∗ will be C-convex as well (see for instance [APS04,
Theorem 2.3.9]). So if Ω is an open C-convex set then Ω∗ will be a compact C-convex set.
In the real projective case, if C ⊂ P(Rd+1) is an open proper convex set then C∗ will have
non-empty interior. In the complex case, the story is more complicated but we do have the
following.
Proposition 2.2. [APS04, Proposition 2.3.10] If Ω ⊂ P(V ) is a proper C-convex open set,
then Ω∗ is not contained in a hyperplane.
2.4. Quasi-geodesic metric spaces. As mentioned in the introduction, the proof of The-
orem 1.2 makes use of a Hilbert metric defined for linearly convex sets. In Section 3 we will
show that (Ω, dΩ) is a quasi-geodesic metric space when Ω satisfies the hypothesis of Theo-
rem 1.2. In this section we first recall the definitions of quasi-geodesics and quasi-geodesic
metric spaces. Then we will state an important property of such spaces.
If (X, dX) and (Y, dY ) are metric spaces, a map f : X → Y is called a (A,B)-quasi
isometric embedding if
1
A
dX(x1, x2)− B ≤ dY (f(x1), f(x2)) ≤ AdX(x1, x2) +B
for all x1, x2 ∈ X . An embedding becomes an isomorphism when there exists some R > 0
such that Y is contained in the R-neighborhood of f(X).
The set of integers Z has a natural metric: dZ(i, j) = |i− j| and a (A,B)-quasi isometric
embedding of {1, . . . , N} is called a (A,B)-quasi geodesic segment. A metric space (X, d) is
called (A,B)-quasi-geodesic if for all x, y ∈ X there exists a (A,B)-quasi-geodesic segment
whose image contains x and y. If (X, d) is (A,B)-quasi geodesic for some A and B, then
(X, d) is called a quasi-geodesic metric space.
We now observe that the Sˇvarc-Milnor Lemma is true for quasi-geodesic metric spaces.
More precisely: given a finitely generated group Γ and a set of generators S = {s1, . . . , sk}
define the word metric dS on Γ by
dS(γ1, γ2) = inf{N : γ
−1
2 γ1 = si1 . . . siN},
we then have the following:
Theorem 2.3. Suppose (X, d) is a proper quasi-geodesic metric space and Γ is a group
acting on (X, d) by isometries. If the action is properly discontinuous and cocompact then Γ
is finitely generated. Moreover, if S ⊂ Γ is a finite generating set and x0 ∈ X then the map
γ ∈ Γ→ γ · x0 ∈ X is a quasi-isometry of (Γ, dS) and (X, d).
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Proof. The proof of the theorem for geodesic metric spaces given in [dlH00, Chapter IV,
Theorem 23]) can be extended to quasi-geodesic spaces essentially verbatim. 
3. The Hilbert Metric
In this section we recall a metric introduced by Dubois [Dub09] and prove some basic
results. For a proper open linearly convex set Ω ⊂ P(V ) define the Hilbert metric dΩ on Ω
by
dΩ(v, w) = max
f,g∈Ω∗
log
(
|f(v)g(w)|
|f(w)g(v)|
)
.(1)
This is clearly well defined and satisfies the triangle inequality. Moreover, when Ω is proper
dΩ(v, w) = 0 if and only if v = w [Dub09, Lemma 2.1]. We note that the Hilbert metric for
a convex set in real projective space is usually defined in terms of the cross ratio, but it is
straightforward to check that it can also be defined as in Equation (1).
With v, w ∈ P(V ) fixed, the map (f, g) ∈ P(V ∗)× P(V ∗)→ |f(v)g(w)|
|f(w)g(v)|
∈ R is an open map
and so it is enough to consider f, g ∈ ∂Ω∗:
dΩ(v, w) = max
f,g∈∂Ω∗
log
(
|f(v)g(w)|
|f(w)g(v)|
)
.
Moreover Dubois proved the following
Theorem 3.1. [Dub09, Lemma 2.1, Lemma 2.2] If Ω is a proper linearly convex open set
then dΩ is a complete metric on Ω. Moreover if L ⊂ P(V ) is a complex projective line and
x, y ∈ L ∩ Ω then dΩ(x, y) = dΩ∩L(x, y).
Notice that if γ ∈ Aut(Ω) then tγ will preserve Ω∗ and hence we immediately see the
following:
Lemma 3.2. Suppose Ω is a proper linearly convex open set . If γ ∈ Aut(Ω) then the action
of γ on Ω is an isometry with respect to the Hilbert metric.
We also have the following lemma showing that the Hilbert metric generates the standard
topology on Ω.
Lemma 3.3. Suppose Ω ⊂ P(V ) is a proper linearly convex open set . Then
(1) for any p ∈ Ω and R > 0 the closed ball
BR(p) = {q ∈ Ω : dΩ(p, q) ≤ R}
is a compact set in Ω (with respect to the subspace topology), and
(2) the subspace topology on Ω ⊂ P(V ) and the topology on Ω induced by dΩ coincide.
Proof. The map F : Ω× Ω× Ω∗ × Ω∗ → R given by
F (v, w, f, g) = log
(
|f(v)g(w)|
|f(w)g(v)|
)
is clearly continuous in the subspace topology. Then since Ω∗ is compact dΩ : Ω × Ω → R
is continuous in the subspace topology. Thus if xn converges to x in the subspace topology
then dΩ(xn, x)→ 0 and hence xn converges to x in the topology induced by dΩ.
We now show BR(p) is compact. Since dΩ is continuous with respect to the subspace
topology, BR(p) is closed in Ω with respect to the subspace topology. To see that BR(p)
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is compact it is enough to establish the following: if {qn}n∈N ⊂ Ω is a sequence such that
qn → y ∈ ∂Ω then dΩ(p, qn) → ∞. Let f ∈ Ω
∗ be such that f(y) = 0 (such a function
exists since Ω is linearly convex). Since Ω is proper there exists a function g ∈ Ω∗ such that
g(y) 6= 0. Then
dΩ(qn, p) ≥ log
(
|f(p)g(qn)|
|f(qn)g(p)|
)
and so dΩ(qn, p)→∞ as n→∞. Thus BR(p) is compact in Ω.
Now suppose xn converges to x in the metric topology, that is dΩ(xn, x)→ 0. Suppose for
a contradiction that xn does not converge to x in the subspace topology. Then by passing
to a subsequence we can suppose that xn converges to x
∗ ∈ Ω in the subspace topology of Ω
where x∗ 6= x. Since dΩ(xn, x) is bounded, part (1) of the lemma implies that x
∗ ∈ Ω. Then
xn converges to x
∗ in the subspace topology of Ω. So by the argument above xn converges
to x∗ in the topology induced by dΩ. But dΩ is a metric and so x
∗ = x which contradicts
our initial assumptions. 
3.1. The Hilbert metric in dimension two. Suppose Ω ⊂ P(C2) is an open proper C-
convex set. Then there exists an affine chart C containing Ω and we can identify P(C2) with
C = C∪{∞}. In these coordinates, Ω has a well known metric AΩ called the Apollonian
metric. This metric is defined by
AΩ(z1, z2) = max
b1,b2∈C\Ω
log
|z1 − b1| |z2 − b2|
|z2 − b1| |z1 − b2|
where we define |z1 −∞| / |z2 −∞| to be 1. For information about this metric see [Bea98].
The purpose of this subsection is to show that AΩ = dΩ when Ω ⊂ P(C
2).
So suppose Ω ⊂ P(C2) is an open proper C-convex set. Then by a projective transfor-
mation, we can assume Ω is a bounded subset of the affine chart C = {[z : 1] ∈ P(C2)}. If
[f ] ∈ P(C2∗), then f(z1, z2) = a(z1 − bz2) for some a ∈ C
∗ and b ∈ C or f(z1, z2) = bz2 for
some b ∈ C∗. In particular [f ] ∈ Ω∗ if and only if f(z1, z2) = a(z1 − bz2) where a 6= 0 and
[1 : b] /∈ Ω or f(z1, z2) = bz2 where b 6= 0. Thus if
A = {f(z1, z2) = (z1 − bz2) : [1 : b] /∈ Ω} ∪ {f(z1, z2) = z2} ⊂ (C
2)∗
then A is a set of representatives of Ω∗. Then viewing Ω as a subset of C = {[1 : z] : z ∈ C},
we can write dΩ as
dΩ(z1, z2) = max
b1,b2∈C\Ω
log
|z1 − b1| |z2 − b2|
|z2 − b1| |z1 − b2|
(2)
which is exactly the definition of the Apollonian metric.
One well known property of the Apollonian metric is the following:
Proposition 3.4. [Bea98, Lemma 3.1] If D = {|z| < 1} then dD is the standard Poincare´
metric on D. In particular, (D, dD) is a geodesic metric space.
Unfortunately, as a result of Gehring and Hag demonstrates, this is essentially the only
plane domains in which the Apollonian metric is geodesic.
Theorem 3.5. [GH00, Theorem 3.26] If Ω ⊂ C is a bounded simply connected domain such
that (Ω, dΩ) is a geodesic metric space, then Ω is a disk.
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3.2. Hilbert metric for a projective ball. Using Theorem 3.1, Proposition 3.4, and the
projective ball model of complex hyperbolic d-space we can prove:
Proposition 3.6. Let Ω ⊂ P(Cd+1) be a projective ball. Then (Ω, dΩ) is isometric to complex
hyperbolic d-space.
Proof. We can pick a basis of Cd+1 such that Ω = {[1 : z1 : · · · : zd] :
∑
|zi|
2 < 1}. Let BΩ
be the complex hyperbolic metric on Ω described in [Gol99, Chapter 2, Section 2]. Suppose
L is the complex projective line containing [1 : 0 : · · · : 0] and [0 : 1 : 0 : · · · : 0]. Let P be
the Poincare´ metric on the disk Ω ∩ L = {[1 : z : 0 : · · · : 0] : |z| < 1}. By Theorem 3.1 and
Proposition 3.4
dΩ(x, y) = dΩ∩L(x, y) = P (x, y)
for all x, y ∈ L ∩ Ω. Also by the construction in [Gol99, Chapter 2, Section 2]
BΩ(x, y) = P (x, y)
for all x, y ∈ L ∩ Ω. Since SU(1, d) acts transitively on the set of complex projective lines
intersecting Ω we then see that BΩ = dΩ on all of Ω. 
3.3. The Hilbert metric is quasi-geodesic for C1 domains. In this subsection we will
show that (Ω, dΩ) is quasi-geodesic when ∂Ω is C
1. More precisely:
Theorem 3.7. Suppose Ω ⊂ P(Cd+1) is a proper linearly convex open set with C1 boundary.
If Ω is divisible, then (Ω, dΩ) is a quasi-geodesic metric space.
Theorem 3.7 will follow from the next proposition, but first some notation: for a C1
embedding f : S1 → C it is well known that Im(f) bounds an open bounded set which we
will denote by Ωf .
Proposition 3.8. Suppose f : S1 → C is a C1 embedding, then there exists K > 0 such
that (Ωf , dΩf ) is (1, K)-quasi-isometric to (D, dD). Moreover for all ǫ > 0 there exists δ > 0
such that if g : S1 → C is a C1 embedding with
max
eiθ∈S1
{∣∣f(eiθ)− g(eiθ)∣∣+ ∣∣df(eiθ)− dg(eiθ)∣∣} < δ
then (Ωg, dΩg) is (1, K + ǫ)-quasi-isometric to (D, dD).
Delaying the proof of the proposition we prove Theorem 3.7.
Proof of Theorem 3.7. We first claim that if L is a complex projective line intersecting Ω
then L ∩ ∂Ω ⊂ L is a C1 embedded submanifold. It is enough to show that L intersects ∂Ω
transversally at every point x ∈ ∂Ω ∩ L. Suppose not, then there exists x ∈ ∂Ω ∩ L such
that L ⊂ TCx ∂Ω. But then by C-convexity L ∩ Ω = ∅. Thus we have a contradiction and so
L ∩ ∂Ω ⊂ L is a C1 embedded submanifold. Since Ω is linearly convex and ∂Ω is C1, Ω is
C-convex (see for instance [APS04, Corollary 2.5.6]) and thus L ∩ ∂Ω is an embedded copy
of S1.
Then, by Proposition 3.8, for each complex projective line L intersecting Ω there exists
k(L) > 0 such that (Ω ∩ L, dΩ∩L) is (1, k(L))-quasi-isometric to (D, dD). Moreover, for L
′
sufficiently close to L Proposition 3.8 implies that (Ω ∩ L′, dΩ∩L′) is (1, k(L) + 1)-quasi-
isometric to (D, dD).
Now let Γ ≤ PSL(Cd+1) be a dividing group, then there exists K ⊂ Ω compact such that
Ω = ∪γ∈ΓγK. The set of complex projective lines intersecting K is compact and so by the
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remarks above there exists k > 0 such that (L ∩ Ω, dL∩Ω) is (1, k)-quasi-isometric to (D, dD)
for any complex projective line L intersecting K. In particular, if x ∈ K and y ∈ Ω there is
a (1, k)-quasi geodesic joining x to y. As Ω = ∪γ∈ΓγK we then have that any two points in
Ω are joined by a (1, k)-quasi geodesic. 
Proposition 3.8 will follow from the next three lemmas.
Lemma 3.9. Suppose Ω1,Ω2 ⊂ C are open bounded sets. If F : Ω1 → Ω2 is a k-bi-
Lipschitz homeomorphism with F (Ω1) = Ω2, then F induces a (1, 4 log k)-quasi-isometry
(Ω1, dΩ1)→ (Ω2, dΩ2).
Proof. Since
1
k
|x− y| ≤ |f(x)− f(y)| ≤ k |x− y|
for all x, y ∈ Ω1 we have, from Equation (2), that
dΩ1(x, y)− 4 log k ≤ dΩ2(f(x), f(y)) ≤ dΩ1(x, y) + 4 log k
for all x, y ∈ Ω1. 
Lemma 3.10. Suppose f : S1 → C is a C1 embedding, then for all ǫ > 0 there exists δ > 0
such that if g : S1 → C is a C1 embedding with
max
eiθ∈S1
{∣∣f(eiθ)− g(eiθ)∣∣+ ∣∣df(eiθ)− dg(eiθ)∣∣} < δ
then there exists F : Ωf → Ωg a (1 + ǫ)-bi-Lipschitz homeomorphism with F (Ωf ) = Ωg.
Proof. Since f : S1 → C is a C1 embedding there exists a collar neighborhood extension
Φ : {1 − η ≤ |z| ≤ 1 + η} → C. Then if δ is small enough, Im(g) can be parameterized by
eiθ → Φ(r(eiθ)eiθ) for some C1 function r : S1 → (1 − η, 1 + η). By further shrinking δ, it
is easy to construct a C1 diffeomorphism F : Ωf → Ωg such that |F
′(z)| and |(F−1)′(z)| are
bounded by (1 + ǫ). Thus F : Ωf → Ωg is (1 + ǫ)-bi-Lipschitz. 
Lemma 3.11. Suppose f : S1 → C is a C∞ embedding, then there exists a k-bi-Lipschitz
homeomorphism F : D→ Ωf with F (D) = Ωf .
Proof. This (and more) follows from the smooth version of the Riemann mapping theorem
(see for instance [Tay11, Chapter 5, Theorem 4.1]). 
We can now prove Proposition 3.8.
Proof of Proposition 3.8. Suppose f : S1 → C is a C1 embedding. Then since any C1
embedding can be approximated by a C∞ embedding, Lemma 3.10 and Lemma 3.11 implies
the existence of a k-bi-Lipschitz map F : D→ Ωf . By Lemma 3.9 this induces a (1, 4 log(k))-
quasi-isometry (D, dD) → (Ωf , dΩf ). Finally the “moreover” part of the proposition is just
Lemma 3.9 and Lemma 3.10. 
3.4. Action of the automorphism group: In this subsection we establish some properties
of Aut(Ω).
Proposition 3.12. Suppose Ω ⊂ P(V ) is a proper linearly convex open set, then Aut(Ω)
acts properly on Ω.
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Remark 3.13. There are two natural topologies on Aut(Ω): the first comes from the inclusion
Aut(Ω) →֒ PSL(V ) and the second comes from the inclusion Aut(Ω) →֒ Homeo(Ω) where
Homeo(Ω) has the compact-open topology. The proof of this proposition shows that the two
topologies coincide.
Proof. It is enough to show that the set {ϕ ∈ Aut(Ω) : ϕK ∩ K 6= ∅} is compact for any
K ⊂ Ω compact. So assume {ϕn}n∈N ⊂ {ϕ ∈ Aut(Ω) : ϕK ∩ K 6= ∅} for some compact
K. We claim that ϕn has a convergent subsequence in Aut(Ω). Let fn : Ω → Ω be the
homeomorphism induced by ϕn, that is fn(p) = ϕn(p). Since each fn is an isometry with
respect to dΩ and fn(K) ∩ K 6= ∅, using the Arzela´-Ascoli theorem we may pass to a
subsequence such that fn converges uniformly on compact subsets of Ω to a continuous map
f : Ω→ Ω. Moreover f is an isometry and hence injective.
Now we can pick ϕˆn ∈ GL(V ) representing ϕn ∈ PSL(V ) such that ‖ϕˆn‖ = 1. Then
by passing to a subsequence we can suppose ϕˆn → ϕˆ ∈ End(V ). By construction, for
y ∈ Ω \ (Ω ∩ ker ϕˆ) we have that ϕˆ(y) = f(y). As f is injective this implies that ϕˆ has full
rank. Thus [ϕˆ] ∈ PSL(V ) and ϕn → [ϕˆ] in PSL(V ). As Aut(Ω) is closed in PSL(V ) this
implies that ϕn → [ϕˆ] in Aut(Ω).
Since ϕn was an arbitrary sequence in {ϕ ∈ Aut(Ω) : ϕK ∩ K 6= ∅} this implies that
{ϕ ∈ Aut(Ω) : ϕK ∩K 6= ∅} is compact. Since K was an arbitrary compact set of Ω the
proposition follows. 
Now suppose Γ ≤ PSL(V ) is a discrete group dividing a proper C-convex set Ω with C1
boundary. By Theorem 3.7 (Ω, dΩ) is a quasi-geodesic metric space and by Proposition 3.12
Γ acts properly on (Ω, dΩ). Then by Theorem 2.3, Γ is finitely generated and so by applying
Selberg’s Lemma we obtain:
Corollary 3.14. Suppose Ω is a proper linearly convex open set with C1 boundary. If Ω is
divisible, then Ω is divisible by some torsion free subgroup of PSL(Cd+1).
For torsion free dividing groups we have the following:
Corollary 3.15. Suppose Ω is a proper linearly convex open set and Γ ≤ Aut(Ω) is a
torsion free discrete group dividing Ω. Then there exists ǫ > 0 such that dΩ(γp, p) > ǫ for all
γ ∈ Γ \ {1} and for all p ∈ Ω.
Proof. Since Γ is torsion free, discrete, and acts properly
inf
γ∈Γ\{1}
dΩ(γp, p) > 0
for all p ∈ Ω. Now since Γ divides Ω, there exists K ⊂ Ω compact such that Ω = ∪γ∈ΓγK.
Then
inf
p∈Ω
inf
γ∈Γ\{1}
dΩ(γp, p) = inf
p∈K
inf
γ∈Γ\{1}
dΩ(γp, p) > 0.

3.5. Boundary behavior. As mentioned in the introduction one nice feature of the Hilbert
metric is that the behavior of the metric near the boundary is closely related to the geometry
of the boundary.
Proposition 3.16. Suppose Ω is a proper linearly convex open set. If {pn}n∈N, {qn}n∈N ⊂ Ω
are sequences such that pn → x ∈ ∂Ω, qn → y ∈ ∂Ω, and dΩ(pn, qn) < R for some R > 0
then every complex tangent hyperplane of Ω containing x also contains y.
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Proof. Since Ω is proper there exists g ∈ Ω∗ such that g(x) 6= 0 and g(y) 6= 0. If H is a
complex tangent hyperplane containing x and f ∈ P(V ∗) is such that [ker f ] = H , then
[ker f ] ∩ Ω = H ∩ Ω = ∅. Thus f ∈ Ω∗ and
R ≥ dΩ(pn, qn) ≥ log
∣∣∣∣f(qn)f(pn)
∣∣∣∣ + log
∣∣∣∣g(pn)g(qn)
∣∣∣∣ .
Let pˆn, qˆn, xˆ, yˆ ∈ C
d+1 and fˆ , gˆ ∈ C(d+1)∗ be representatives of pn, qn, x, y ∈ P(C
d+1) and
f, g ∈ P(C(d+1)∗) normalized such that∥∥∥fˆ∥∥∥ = ‖gˆ‖ = ‖pˆn‖ = ‖qˆn‖ = ‖xˆ‖ = ‖yˆ‖ = 1.
Then
R ≥ log
∣∣∣∣∣ fˆ(qˆn)fˆ(pˆn)
∣∣∣∣∣+ log
∣∣∣∣ gˆ(pˆn)gˆ(qˆn)
∣∣∣∣ .
Since f(x) = 0, we see that fˆ(pˆn)→ 0. Since g(x) 6= 0 and g(y) 6= 0, we see that
log
∣∣∣∣ gˆ(pˆn)gˆ(qˆn)
∣∣∣∣
is bounded from above and below (for n large). Thus we must have that fˆ(qˆn)→ 0 and then
we see that y ∈ [ker f ]. 
3.6. Translation distance. As mentioned in the introduction one nice feature of the Hilbert
metric is that it is possible to estimate dΩ(ϕy, y) for ϕ ∈ Aut(Ω).
Proposition 3.17. Suppose Ω is a proper linearly convex open set. If x0 ∈ Ω then there
exist R > 0 depending only on x0 such that
dΩ(ϕx0, x0) ≤ R + log
(
‖ϕ‖
∥∥ϕ−1∥∥)
for all ϕ ∈ Aut(Ω).
Proof. Let
Λ = {f ∈ C(d+1)∗ : ‖f‖ = 1, [f ] ∈ Ω∗}.
Since Ω∗ is Aut(Ω)-invariant we see that
tϕf/
∥∥tϕf∥∥ ∈ Λ
whenever f ∈ Λ and ϕ ∈ Aut(Ω) . Let xˆ0 ∈ C
d+1 as a representative of x0 ∈ P(C
d+1) with
norm one. Since f(x0) 6= 0 for all f ∈ Λ and Λ is compact, there exists C > 0 such that:
−C < log |f(xˆ0)| < C
for all f ∈ Λ. Now for ϕ ∈ Aut(Ω)
dΩ(ϕx0, x0) = sup
f,g∈Λ
log
∣∣∣∣f(ϕxˆ0)g(xˆ0)f(xˆ0)g(ϕxˆ0)
∣∣∣∣ ≤ 2C + sup
f,g∈Λ
log
∣∣∣∣f(ϕxˆ0)g(ϕxˆ0)
∣∣∣∣
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and for f, g ∈ Λ
log
∣∣∣∣f(ϕxˆ0)g(ϕxˆ0)
∣∣∣∣ = log ‖tϕf‖‖tϕg‖ + log
∣∣∣∣
(
tϕf
‖tϕf‖
)
(xˆ0)
∣∣∣∣− log
∣∣∣∣
(
tϕg
‖tϕg‖
)
(xˆ0)
∣∣∣∣
≤ log
(
‖ϕ‖
∥∥ϕ−1∥∥)+ sup
f ′,g′∈Λ
log
∣∣∣∣f ′(xˆ0)g′(xˆ0)
∣∣∣∣
≤ log
(
‖ϕ‖
∥∥ϕ−1∥∥)+ 2C.
Thus
dΩ(ϕx0, x0) ≤ 4C + log
(
‖ϕ‖
∥∥ϕ−1∥∥)
and the proposition holds with R := 4C. 
4. Every element is bi-proximal or almost unipotent
For V a complex (d+ 1)-dimensional vector space and ϕ ∈ PSL(V ) let
σ1(ϕ) ≤ σ2(ϕ) ≤ · · · ≤ σd+1(ϕ)
be the absolute value of the eigenvalues (counted with multiplicity) of ϕ. Since we are
considering absolute values this is well defined.
Definition 4.1.
(1) An element ϕ ∈ PSL(V ) is called proximal if σd(ϕ) < σd+1(ϕ) and is called bi-
proximal if ϕ and ϕ−1 are proximal.
(2) An element ϕ ∈ PSL(V ) is called almost unipotent if
σ1(ϕ) = σ2(ϕ) = · · · = σd+1(ϕ) = 1.
When ϕ is bi-proximal let x+ϕ and x
−
ϕ be the eigenlines in P(V ) corresponding to σd+1(ϕ)
and σ1(ϕ). The purpose of this section is to prove the following.
Theorem 4.2. Suppose Ω is a proper C-convex open set with C1 boundary. If Γ ≤ PSL(Cd+1)
divides Ω then every γ ∈ Γ\{1} is bi-proximal or almost unipotent. Moreover if ϕ ∈ Aut(Ω)
is bi-proximal then
(1) x+ϕ , x
−
ϕ ∈ ∂Ω,
(2) TC
x+ϕ
∂Ω ∩ ∂Ω = {x+ϕ},
(3) TC
x−ϕ
∂Ω ∩ ∂Ω = {x−ϕ}, and
(4) if U+ ⊂ Ω is a neighborhood of x+ϕ and U
− ⊂ Ω is a neighborhood of x−ϕ then there
exists N > 0 such that for all m > N we have
ϕm(∂Ω \ U−) ⊂ U+ and ϕ−m(∂Ω \ U+) ⊂ U−.
Remark 4.3. Notice that in the second part of theorem we allow ϕ to be any bi-proximal
element in Aut(Ω).
Given an element ϕ ∈ SL(V ) let m+(ϕ) be the size of the largest Jordan block of ϕ whose
corresponding eigenvalue has absolute value σd+1(ϕ). Next let E
+(ϕ) be the span of the
eigenvectors of ϕ whose eigenvalue have absolute value σd+1(ϕ) and are part of a Jordan
block with size m+(ϕ). Also define E−(ϕ) = E+(ϕ−1).
Given y ∈ P(V ) let L(ϕ, y) ⊂ P(V ) denote the limit points of the sequence {ϕny}n∈N.
With this notation we have the following observations:
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Proposition 4.4. Suppose ϕ ∈ SL(V ) and {ϕn}n∈N ⊂ SL(V ) is unbounded, then
(1) there exists a proper projective subspace H ( P(V ) such that L(ϕ, y) ⊂ [E+(ϕ)] for
all y ∈ P(V ) \H,
(2) ϕ acts recurrently on [E+(ϕ)] ⊂ P(V ), that is for all y ∈ [E+(ϕ)] there exists nk →∞
such that ϕnky → y,
(3) E−(ϕ) ⊂ ker f for all f ∈ E+(tϕ).
Proof. All three statements follow easily once ϕ is written in Jordan normal form. 
Lemma 4.5. Suppose Ω is a proper C-convex open set with C1 boundary and ϕ ∈ Aut(Ω)
such that {ϕn}n∈N ⊂ PSL(C
d+1) is unbounded. Then E±(ϕ) = x± for some x± ∈ ∂Ω and
E±(tϕ) = f± for some f± ∈ Ω∗. Moreover TCx±∂Ω = [ker f
∓].
Proof. We will break the proof of the lemma into a series of claims.
Claim 1: [E+(tϕ)] ∩ Ω∗ is non-empty.
By part (1) of Proposition 4.4 there exists a hyperplane H ⊂ P(V ∗) such that L(tϕ, f) ⊂
[E+(tϕ)] for all f ∈ P(V ∗) \H . By Proposition 2.2, Ω∗ is not contained in a hyperplane and
so there exists f ∈ Ω∗ \Ω∗ ∩H . Then as Ω∗ is compact and tϕ-invariant, L(tϕ, f) ⊂ Ω∗ and
thus [E+(tϕ)] ∩ Ω∗ 6= ∅.
Claim 2: [E−(ϕ)] ∩ Ω = ∅ and [E−(ϕ)] ∩ ∂Ω 6= ∅. In particular, since ∂Ω is C1 if
x ∈ [E−(ϕ)] ∩ ∂Ω then [E−(ϕ)] ⊂ TCx ∂Ω.
By Proposition 3.12, Aut(Ω) acts properly on Ω and hence for any y ∈ Ω the set
{n ∈ N : dΩ(ϕ
−ny, y) ≤ 1}
is finite. So [E−(ϕ)] ∩ Ω = ∅ by part (2) of Proposition 4.4. Since Ω is open, part (1) of
Proposition 4.4 implies the existence of some y ∈ Ω such that L(ϕ−1, y) ⊂ [E−(ϕ)]. Since Ω
in ϕ-invariant L(ϕ−1, y) ⊂ Ω. Thus [E−(ϕ)] ∩ Ω 6= ∅.
Claim 3: {f+} = [E+(tϕ)] ∩ Ω∗ for some f+ ∈ P(V ∗) and [ker f+] = TCx ∂Ω for any
x ∈ [E−(ϕ)] ∩ ∂Ω.
Suppose f ∈ [E+(tϕ)]∩Ω∗ then by part (3) of Proposition 4.4, E−(ϕ) ⊂ ker f and by the
definition of Ω∗, [ker f ] ∩Ω = ∅. Thus if x ∈ [E−(ϕ)] ∩ ∂Ω then [ker f ] is a complex tangent
hyperplane of Ω at x. Since ∂Ω is C1 this implies that [ker f ] = TCx ∂Ω. As f ∈ [E
+(tϕ)]∩Ω∗
was arbitrary this implies the claim.
Claim 4: f+ = E+(tϕ) for some f+ ∈ Ω∗.
Pick representatives ϕˆn ∈ GL(V
∗) of tϕn ∈ PSL(V ∗) such that ‖ϕˆn‖ = 1. Then there exists
nk →∞ such that ϕˆnk converges to a linear endomorphism ϕˆ∞ ∈ End(V
∗). By construction
ϕˆ∞(g) ∈ L(
tϕ, g) for any g ∈ P(V ∗) \ [ker ϕˆ∞]. Also by using the Jordan normal form one
can check that ϕˆ∞(V
∗) = E+(tϕ). Select f ∈ P(V ∗) such that ϕˆ∞(f) = f
+. Then viewing
f and f+ as complex one dimensional subspaces of V ∗ we see that
W := {v ∈ V ∗ : ϕˆ∞(v) ∈ f
+} = f + ker ϕˆ∞.
Notice that
dimCW = 1 + dimC ker ϕˆ∞ = d+ 2− dimCE
+(tϕ).
Finally assume for a contradiction that dimCE
+(tϕ) > 1. In this case [W ] is a proper
projective subspace of P(V ∗). By Proposition 2.2, Ω∗ is not contained in a hyperplane and
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thus there exists g ∈ Ω∗ \ Ω∗ ∩ [W ]. Since ker ϕˆ∞ ⊂ W , g /∈ [ker ϕˆ∞] and so ϕˆ∞g is well
defined in P(V ∗). As ϕˆ∞(V
∗) = E+(tϕ) we then have that ϕˆ∞g ∈ [E
+(tϕ)]. Since Ω∗
is compact and tϕ-invariant, ϕˆ∞g ∈ L(
tϕ, g) ⊂ Ω∗. Thus by Claim 3 we must have that
ϕˆ∞g = f
+. But this contradicts the fact that g /∈ [W ]. So we have a contradiction and so
E+(tϕ) must be a one complex dimensional subspace.
Claim 5: x+ = E+(ϕ) for some x+ ∈ ∂Ω.
The property of E+(ϕ) having dimension one depends only on the Jordan block structure
of ϕ. As ϕ and tϕ have the same Jordan block structure Claim 4 implies that E+(ϕ) = x+
for some x+ ∈ P(Cd+1). By repeating the argument in the proof of Claim 2 we see that
x+ ∈ ∂Ω.
Claim 6: Lemma 4.5 is true.
Summarizing our conclusions so far: we have that E+(ϕ) = x+ for some x+ ∈ ∂Ω,
E+(tϕ) = f+ for some f+ ∈ Ω∗, and [ker f+] is a complex tangent hyperplane of Ω containing
[E−(ϕ)]. Thus applying the above argument to ϕ−1 we see that E−(ϕ) = x− for some
x− ∈ ∂Ω, E−(tϕ) = f− for some f− ∈ Ω∗, and [ker f−] is a complex tangent hyperplane of Ω
containing [E+(ϕ)]. Since E±(ϕ) = x± we see that [ker f∓] is a complex tangent hyperplane
containing x± and thus TCx±∂Ω = [ker f
∓]. 
Since each ϕ ∈ SL(V ) is either almost unipotent or σd+1(ϕ) > σ1(ϕ), Theorem 4.2 will
follow from the next lemma.
Lemma 4.6. Suppose Ω is a proper C-convex open set with C1 boundary and ϕ ∈ Aut(Ω)
is such that σd+1(ϕ) > σ1(ϕ). Then ϕ is bi-proximal and
(1) TC
x+ϕ
∂Ω ∩ ∂Ω = {x+ϕ},
(2) TC
x−ϕ
∂Ω ∩ ∂Ω = {x−ϕ},
(3) if U+ ⊂ Ω is a neighborhood of x+ϕ and U
− ⊂ Ω is a neighborhood of x−ϕ then there
exists N > 0 such that for all m > N we have
ϕm(∂Ω \ U−) ⊂ U+ and ϕ−m(∂Ω \ U+) ⊂ U−.
Proof. Let E±(tϕ) = f± ∈ Ω∗ and E±(ϕ) = x± ∈ ∂Ω. By the previous lemma [ker f±] =
TCx∓∂Ω. Since σd+1(ϕ) > σ1(ϕ) we see that E
+(tϕ) 6= E−(tϕ) and so f+ 6= f−. Since ∂Ω
is C1, x+ is contained in unique complex tangent hyperplane and so x+ /∈ [ker f+]. For the
same reason x− /∈ [ker f−].
Then there exists a basis e1, e2, . . . , ed+1 of C
d+1 such that C ·e1 = x
+, C ·e2 = x
−, and
ker f+ ∩ ker f− is the span of e3, . . . , ed+1. Since x
+, x−, and ker f+ ∩ ker f− are ϕ-invariant,
with respect to this basis ϕ is represented by a matrix of the form
λ+ 0 00 λ− 0
0 0 A

 ∈ SL(Cd+1)
where A is some (d − 1)-by-(d− 1) matrix. Finally since E+(ϕ) = x+ and E−(ϕ) = x− we
see that ϕ is bi-proximal.
We now show part (1) of the lemma, that is [ker f−] ∩ ∂Ω = {x+}. If x ∈ [ker f−] ∩ ∂Ω
then with respect to the basis above x = [w1 : 0 : w2 : · · · : wd] for some w1, . . . , wd ∈ C. If
w1 = 0 then x ∈ [ker f
+]. But then [ker f+] and [ker f−] are complex tangent hyperplanes
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to ∂Ω at x. Since ∂Ω is C1 this implies that [ker f+] = TCx ∂Ω = [ker f
−] which contradicts
the fact that f+ and f− are distinct points in P(V ∗). So w1 6= 0, but then either x = x
+ or
any limit point of {ϕ−nx}n∈N is in [ker f
+] ∩ [ker f−] ∩ ∂Ω which we just showed is empty.
So [ker f−] ∩ ∂Ω = {x+}. A similar argument shows that [ker f+] ∩ ∂Ω = {x−}.
By part (2) of the lemma, with respect to the basis above
Ω \ {x−} ⊂ {[1 : z1 : . . . zd] : z1, . . . , zd ∈ C}.
Thus for all x ∈ Ω either x = x− or ϕmx → x+ as m → ∞. In a similar fashion, for all
x ∈ Ω either x = x+ or ϕmx→ x− as m→ −∞. Thus part (3) holds. 
5. Γ contains a bi-proximal element
The purpose of this section is to prove the following.
Theorem 5.1. Suppose Ω is a proper C-convex open set with C1 boundary. If Γ ≤ PSL(Cd+1)
divides Ω then some γ ∈ Γ \ {1} is bi-proximal.
Remark 5.2. Using Proposition 3.17, if ϕ ∈ Aut(Ω) is almost unipotent and x0 ∈ Ω then we
have an estimate of the form:
dΩ(ϕ
Nx0, x0) ≤ R + log
(∥∥ϕN∥∥ ∥∥ϕ−N∥∥) ≤ A+B log(N).(3)
In particular, if we knew that every non-trivial element of Γ is an “axial isometry” then we
would immediately deduce that every non-trivial element of Γ is bi-proximal. Unfortunately,
we do not see a direct way of establishing that every non-trivial element of Γ is an “axial
isometry.”
We will start with a definition, but first let SL∗(Cd+1) = {ϕ ∈ GL(Cd+1) : |detϕ| = 1}.
Definition 5.3. A connected closed Lie subgroup G ≤ SL∗(Cd+1) is called almost unipotent
if there exists a flag
{0} = V0 ( V1 ( · · · ( Vk ( Vk+1 = C
d+1
preserved by G such that if Gi+1 ≤ GL(Vi+1/Vi) is the projection of G then Gi+1 is bounded.
Remark 5.4. Notice that a group G is unipotent if and only if there exists a complete flag
{0} = V0 ( V1 ( · · · ( Vd ( Vd+1 = C
d+1
preserved by G such that if Gi+1 ≤ GL(Vi+1/Vi) is the projection of G then Gi+1 = {1}.
The proof of Theorem 5.1 will use the next two propositions.
Proposition 5.5. Suppose Γ ≤ SL(Cd+1) is a subgroup such that every γ ∈ Γ is almost
unipotent. Let G be the Zariski closure of Γ in SL(R2d+2). If G is connected, then G is
almost unipotent.
Proposition 5.6. Suppose G ≤ SL(Cd+1) is a connected closed Lie subgroup. If G is almost
unipotent and g1, . . . , gk are fixed elements in G then there exists a constant C > 0 such that
for all N > 0 and i1, . . . , iN ∈ {1, . . . , k}
‖gi1 · · · giN‖ ≤ CN
d.
Delaying the proof of the propositions we will prove Theorem 5.1.
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Proof of Theorem 5.1. Suppose for a contradiction that Γ contains no bi-proximal elements,
then by Theorem 4.2 every element of Γ is almost unipotent. If π : SL(Cd+1)→ PSL(Cd+1)
is the natural projection, then there exists a finite index subgroup Γ′ ≤ π−1(Γ) such that
the Zariski closure of Γ′ is connected and Γ′ is torsion free. Since Γ′ is torsion free π induces
an isomorphism Γ′ → π(Γ′) and by construction π(Γ′) ≤ Γ will have finite index. Then
π(Γ′) divides Ω and hence by Theorem 3.7, Proposition 3.12, and Theorem 2.3 Γ′ is finitely
generated. Now fix a finite generating set S = {s1, . . . , sk} ⊂ Γ
′ and a point x0 ∈ Ω. By
Proposition 2.3 there exists A,B > 0 such that the map γ ∈ Γ′ → γ · x0 is an (A,B)-quasi-
isometry between (Γ′, dS) and (Ω, dΩ).
Since Γ′ has infinite order, there exists a sequence i1, i2, · · · ∈ {1, . . . , k} such that the map
N ∈ N→ γiN · · · γi2γi1
is a geodesic with respect to the word metric, that is
dS(γiNγiN−1 · · ·γi1 , 1) = N
for all N > 0. Then
1
A
N −B ≤ dΩ(γiNγiN−1 · · · γi1x0, x0) ≤ AN +B(4)
for all N > 0.
Since the Zariski closure of Γ′ is connected, Proposition 5.5 and Proposition 5.6 implies
the existence of C > 0 such that
‖γi1 · · · γiN‖ ≤ CN
d and
∥∥γ−1iN · · · γ−1i1 ∥∥ ≤ CNd
for all N > 0.
Then Proposition 3.17 implies that:
dΩ(γiN · · · γi1x0, x0) ≤ R + log
(
‖γiN · · · γi1‖
∥∥γ−1i1 · · · γ−1iN ∥∥) ≤ R + 2 logCNd
for some R > 0 depending only on x0. This contradicts the estimate in equation (4) and
hence Γ must contain a bi-proximal element. 
We begin the proof of Proposition 5.5 with a lemma that follows easily from the main
result in [Pra94]:
Lemma 5.7. [Pra94] Suppose Γ ≤ SL(Cd+1) is a subgroup such that every γ ∈ Γ is almost
unipotent. Let G be the Zariski closure of Γ in SL(R2d+2). If G is connected and reductive,
then G is compact.
Proof of Proposition 5.5. We will induct on d. When d = 0, the proposition is trivial so
suppose d > 0.
If G is reductive then the above lemma implies that G is compact. Then G is an almost
unipotent group with respect to the flag {0} ( Cd+1.
If G is not reductive there exists a connected, non-trivial, normal unipotent group U ≤ G.
By Engel’s theorem the vector subspace
V = {v ∈ Cd+1 : uv = v for all u ∈ U}
is non-empty. Since U is non-trivial, V is a proper subspace. Since U is normal in G, G
preserves the flag {0} ( V ( Cd. Now let G1 be the Zariski closure of G|V and let Γ1 = Γ|V
then Γ1 is Zariski dense in G1. Moreover each element of Γ1 is almost unipotent and hence
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Γ1 ≤ SL
∗(V ). Since Γ1 is Zariski dense in G1 we see that G1 ≤ SL
∗(V ). Thus by induction
G1 preserves a flag of the form
{0} ( V1 ( V2 ( · · · ( Vk = V
where the image of G1 into GL(Vi+1/Vi) is bounded.
In a similar fashion let G2 be the Zariski closure of the image of G in GL(C
d /V ) and let
Γ2 be the image of Γ in GL(C
d /V ). Then Γ2 will be Zariski dense in G2. Moreover each
element of Γ2 is almost unipotent and hence Γ2 ≤ SL
∗(Cd /V ). Since Γ2 is Zariski dense in
G2 we see that G2 ≤ SL
∗(Cd /V ). Thus by induction G2 preserves a flag of the form
{0} =W0 (W1 (W2 ( · · · ( Wℓ = C
d /V
where Wi = Vk+i/V and the image of G2 into GL(Wi+1/Wi) is bounded.
All this implies that G preserves the flag
{0} = V0 ( V1 ( · · · ( Vk+ℓ = C
d
and the image of G into GL(Vi+1/Vi) is bounded. Hence we see that G is almost unipotent.

Proof of Proposition 5.6. After conjugating G, there exists a compact group K ≤ SU(d +
1) and a upper triangular group U ≤ SL(Cd+1) with ones on the diagonal such that K
normalizes U and G ≤ KU . In particular, we can assume G = KU . Now for ϕ ∈ End(Cd+1)
define |ϕ| := sup{|ui,j|}. Let ‖·‖ be the operator norm on End(C
d+1) associated to the
standard inner product norm on Cd+1. Then
‖k1ϕk2‖ = ‖ϕ‖
for k1, k2 ∈ SU(d+1) and ϕ ∈ End(C
d+1). Moreover, since ‖·‖ and |·| are norms on End(Cd+1)
there exists α > 0 such that
1
α
|ϕ| ≤ ‖ϕ‖ ≤ α |ϕ|
for all ϕ ∈ End(Cd+1). In particular, for k ∈ K and u ∈ U we have∣∣kuk−1∣∣ ≤ α ∥∥kuk−1∥∥ = α ‖u‖ ≤ α2 |u| .
Now let g1, . . . , gk be as in the statement of the proposition. Then gi = kiui for some ki ∈ K
and ui ∈ U . Since K normalizes U we see that
gi1 · · · giN = ku
′
1 · · ·u
′
N
for some k ∈ K and some u′k ∈ U with |u
′
k| ≤ α
2 |uik |. Since ‖ku‖ = ‖u‖ and ‖u‖ ≤ α |u| for
k ∈ K and u ∈ U the proposition will follow from the claim:
Claim: For any R > 0, there exists C = C(R) > 0 such that for any u1, . . . , uN ∈ U with
|ui| < R we have |u1 · · ·uN | ≤ CN
d.
Now for i < j
(u1 · · ·uN)i,j =
∑
i=a0≤a1≤···≤aN=j
(u1)ia1(u2)a1a2 · · · (uN)aN−1j
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Since U is upper triangular with ones on the diagonal at most d terms in the product
(u1)ia1(u2)a1a2 · · · (uN)aN−1j are not equal to one and so∣∣(u1)ia1(u2)a1a2 · · · (uN)aN−1j∣∣ ≤ Rd.
Now we estimate the number of terms in the sum. Notice that ak+1 − ak ≥ 0 and
N−1∑
i=0
ak+1 − ak = j − i.
Thus we need to estimate the number of ways to write j − i as the sum of N non-negative
integers (where order matters). First let Cn(j − i) be the number of ways to write j − i as
the sum of n positive integers. Next, at most j − i of the ak+1 − ak are positive and hence
the number of ways to write j − i as the sum of N non-negative integers is at most
j−i∑
n=1
(
N
n
)
Cn(j − i).
Then
|(u1 · · ·uN)i,j | ≤
∑
i=a0≤a1≤···≤aN=j
∣∣(u1)ia1(u2)a1a2 · · · (uN)aN−1j∣∣ ≤ Rd
j−i∑
n=1
(
N
n
)
Cn(j − i)
and since j − i ≤ d there exists C = C(R) > 0 such that
Rd
j−i∑
n=1
(
N
n
)
Cn(j − i) < CN
d
for any i < j. 
6. Constructing additional automorphisms
Suppose Ω is a proper C-convex open set with C1 boundary. If ϕ ∈ Aut(Ω) is bi-proximal,
then we have the following standard form. First let H± be the complex tangent hyperplane
at x±ϕ . Then pick coordinates such that
(1) x+ϕ = [1 : 0 : · · · : 0],
(2) x−ϕ = [0 : 1 : 0 : · · · : 0],
(3) H+ ∩H− = {[0 : 0 : z2 : · · · : zd]}.
With respect to these coordinates, ϕ is represented by a matrix of the form
λ+ 0 t~00 λ− t~0
~0 ~0 A


where A is a (d−1)-by-(d−1) matrix. Since H− = {[0 : z1 : · · · : zd]} and Ω∩H
− = ∅ we see
that Ω is contained in the affine chart Cd = {[1 : z1 : · · · : zd] : z1, . . . , zd ∈ C}. In this affine
chart x+ϕ corresponds to 0 and T
C
0 ∂Ω = {0}×C
d−1. Then by a projective transformation we
may assume that
(4) T0∂Ω = R×C
d−1.
Since ∂Ω is C1 there exists open neighborhoods V,W ⊂ R of 0, an open neighborhood
U ⊂ Cd−1 of ~0, and a C1 function F : V × U →W such that if O = (V + iW )× U then
RIGIDITY OF COMPLEX CONVEX DIVISIBLE SETS 19
(5) ∂Ω ∩ O = Graph(F ) = {(x+ iF (x, ~z), ~z) : x ∈ V, ~z ∈ U}.
By another projective transformation we can assume
(6) Ω ∩ O = {(x+ iy, ~z) ∈ O : y > F (x, ~z)}.
Theorem 6.1. With the choice of coordinates above,
Ω ∩ {[z1 : z2 : 0 : · · · : 0]} = {[1 : z : 0, · · · : 0] : Im(z) > 0}.
Moreover for
h =
(
a b
c d
)
∈ SL(R2)
the projective transformation defined by
ψh · [z1, . . . , zd] = [az1 + bz2 : cz1 + dz2 : z3 : · · · : zd+1]
is in Aut0(Ω).
Proof. We can assume O is bounded. Then using part (4) of Theorem 4.2 we can replace ϕ
with a power of ϕ so that ϕ(O) ⊂ O.
We first claim that F (x, ~z) = F (0, ~z) for (x, ~z) ∈ V × U . Notice that with our choice of
coordinates ϕ acts by
ϕ · (z1, ~z) =
(
λ−z1
λ+
,
A~z
λ+
)
where λ± and A are as above. Since ϕ is bi-proximal(
A
λ+
)n
→ 0.
Since ϕ preserves T0∂Ω = R×C
d−1 we see that λ−/λ+ ∈ R. Since x+ϕ is an attracting fixed
point we have λ−/λ+ ∈ (−1, 1). Finally since
ϕ · (x+ iF (x, ~z), ~z) =
(
λ−
λ+
x+ i
λ−
λ+
F (x, ~z) ,
A
λ+
~z
)
and ϕ(O) ⊂ O we see that
F
(
λ−
λ+
x,
A
λ+
~z
)
=
λ−
λ+
F (x, ~z).
Differentiating with respect to x yields
(∂xF )(x, ~z) = (∂xF )
(
λ−
λ+
x,
A
λ+
~z
)
and repeated applications of the above formula shows
(∂x)F (x, ~z) = (∂xF )
((
λ−
λ+
)n
x,
(
A
λ+
)n
~z
)
for all n > 0. Taking the limit as n goes to infinity proves that (∂xF )(x, ~z) = (∂xF )(0, 0).
Since (∂xF )(0, 0) = 0 we then see that F (x, ~z) = F (0, ~z).
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Now for t ∈ R define the projective map ut by ut · (z1, . . . , zd) = (z1 + t, z2, . . . , zd). Since
F (x, ~z) = F (0, ~z), we see that there exists ǫ > 0 and an open neighborhood U of 0 ∈ Cd
such that ut(z1, . . . , zd) ∈ Ω for all (z1, . . . , zd) ∈ U ∩ Ω and |t| < ǫ. Now by construction
u(λ−/λ+)t ◦ ϕ = ϕ ◦ ut
and by part (4) of Theorem 4.2 for any x ∈ Ω and t ∈ R there exist m such that ϕmx ∈ U
and |(λ−/λ+)mt| < ǫ. With this choice of m
ϕmutx = u(λ−/λ+)mtϕ
mx
is in Ω. As Ω is ϕ-invariant this implies that utx ∈ Ω. As x ∈ Ω and t ∈ R were arbitrary
this implies that ut ∈ Aut0(Ω) for all t ∈ R. Also ut corresponds to the matrix(
1 0
t 1
)
in the action of SL(R2) defined in the statement of the theorem.
The same argument starting with ϕ−1 instead of ϕ (that is viewing Ω as a subset of the
affine chart {[z1 : 1 : z2 : · · · : zd]}) shows that Aut0(Ω) contains the one-parameter group of
automorphisms corresponding to the matrices(
1 s
0 1
)
in the action of SL(R2) defined in the statement of the theorem.
Finally it is well known that these two one-parameter subgroups generate all of SL(R2)
and thus the second part of the theorem is proven.
It well known that the action of SL(R2) restricted to {[1 : z : 0 : · · · : 0] : Im(z) > 0} is
transitive. As Ω intersects this set, we see that
Ω ∩ {[z1 : z2 : 0 : · · · : 0]} = {[1 : z : 0, · · · : 0] : Im(z) > 0}.

Notice that the projective map ψt = ψdt with dt =
(
et 0
0 e−t
)
corresponds to the matrix


et
e−t
1
. . .
1


hence ψt is bi-proximal, x
+
ψt
= x+ϕ , and x
−
ψt
= x−ϕ . We state this observation (and a little
more) as a corollary.
Corollary 6.2. Suppose Ω is a proper C-convex open set with C1 boundary. If ϕ ∈ Aut(Ω)
is bi-proximal, then there exists a one-parameter subgroup ψt ∈ SL(C
d+1) of bi-proximal
elements such that [ψt] ∈ Aut0(Ω) and
(1) (ψt)|x+ϕ = e
tId|x+ϕ ,
(2) (ψt)|x−ϕ = e
−tId|x−ϕ ,
(3) (ψt)|H+∩H− = Id|H+∩H− where H
± = TC
x±ϕ
∂Ω.
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Since SL(R2) acts transitively on {[1 : z] ∈ P(C2) : Im(z) > 0}, Theorem 6.1 also implies
the following:
Corollary 6.3. Suppose Ω is a proper C-convex open set with C1 boundary, ϕ ∈ Aut(Ω)
is bi-proximal, and L is the complex projective line generated by x+ϕ and x
−
ϕ . Then for all
p, q ∈ L ∩ Ω distinct there exists ϕpq ∈ Aut0(Ω) such that ϕpq(p) = q.
Since SL(R2) acts transitively on {[1 : z] ∈ P(C2) : Im(z) = 0} ∪ {[0 : 1]}, Theorem 6.1
almost implies the following:
Corollary 6.4. Suppose Ω is a proper C-convex open set with C1 boundary, ϕ ∈ Aut(Ω)
is bi-proximal, and L is the complex projective line generated by x+ϕ and x
−
ϕ . Then for all
x, y ∈ L ∩ ∂Ω there exists ϕxy ∈ Aut0(Ω) such that ϕxy(x) = y.
Proof. Theorem 6.1 implies that for all x, y ∈ ∂(L ∩ Ω) there exists ϕ ∈ Aut0(Ω) such that
ϕ(x) = y. Thus we only have to show that L∩∂Ω = ∂(Ω∩L). To establish this it is enough
to show that L intersects ∂Ω transversally. Suppose this were not the case, then there exists
x ∈ L ∩ ∂Ω such that L ⊂ TCx ∂Ω. Then since Ω is C-convex L ∩ Ω = ∅ which is nonsense.
Thus L intersects ∂Ω transversally and thus L ∩ ∂Ω = ∂(Ω ∩ L). 
7. Strict convexity
We call a C-convex open set Ω strictly C-convex if every complex tangent hyperplane of
Ω intersects ∂Ω at exactly one point.
Theorem 7.1. Suppose Ω is a proper C-convex open set with C1 boundary and Γ ≤ PSL(Cd)
is a torsion-free group dividing Ω. Then Ω is strictly C-convex and for all x, y ∈ ∂Ω distinct
there exists ϕ ∈ Aut0(Ω) bi-proximal such that x = x
+
ϕ and y = x
−
ϕ .
Remark 7.2. Suppose, for a moment, that Γ is a torsion-free word hyperbolic group and ∂Γ
is the Gromov boundary. Then it is well known that the pairs of attracting and repelling
fixed points of elements of Γ are dense in ∂Γ×∂Γ (see for instance [Gro87, Corollary 8.2.G]).
The proof of Theorem 7.1 follows essentially the same argument, but with the additional
technicalities coming from the possible existence of almost unipotent elements and the fact
that Γ is not necessarily hyperbolic.
Theorem 7.1 will follow from the next three propositions.
Proposition 7.3. If x ∈ ∂Ω then TCx ∂Ω ∩ {x
+
γ : γ ∈ Γ is bi-proximal} is non-empty.
Proposition 7.4. If x, y ∈ {x+γ : γ ∈ Γ is bi-proximal} and T
C
x ∂Ω 6= T
C
y ∂Ω then there exists
ϕ ∈ Aut0(Ω) bi-proximal such that x = x
+
ϕ and y = x
−
ϕ .
Proposition 7.5. If x ∈ {x+γ : γ ∈ Γ is bi-proximal} then T
C
x ∂Ω ∩ ∂Ω = {x}.
Delaying the proof of the propositions, we prove Theorem 7.1
Proof of Theorem 7.1. First suppose that x ∈ ∂Ω, then by Proposition 7.3 there exists
z ∈ TCx ∂Ω ∩ {x
+
γ : γ ∈ Γ is bi-proximal}.
Since TCx ∂Ω is a complex tangent hyperplane containing z and ∂Ω is C
1, TCz ∂Ω = T
C
x ∂Ω.
But by Proposition 7.5
{z} = TCz ∂Ω ∩ ∂Ω = T
C
x ∂Ω ∩ ∂Ω
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and thus x = z. Since x ∈ ∂Ω was arbitrary ∂Ω = {x+γ : γ ∈ Γ is bi-proximal}. Then by
Proposition 7.5, Ω is strictly C-convex.
Now suppose x, y ∈ ∂Ω = {x+γ : γ ∈ Γ is bi-proximal} then by Proposition 7.5
TCx ∂Ω ∩ ∂Ω = {x} and T
C
y ∂Ω ∩ ∂Ω = {y}.
In particular, if x 6= y then TCx ∂Ω 6= T
C
y ∂Ω and so by Proposition 7.4 there exists ϕ ∈ Aut0(Ω)
is bi-proximal such that x = x+ϕ and y = x
−
ϕ . 
7.1. Proof of Proposition 7.3. Fix x ∈ ∂Ω and pn ∈ Ω such that pn → x. Fix a base
point o ∈ Ω. Then since Γ acts co-compactly on Ω there exists R < +∞ and ϕn ∈ Γ such
that dΩ(ϕno, pn) < R. By Proposition 3.16: if q ∈ Ω then any limit point of {ϕnq}n∈N is in
∂Ω ∩ TCx ∂Ω.
Now let ϕˆn ∈ GL(C
d+1) be representatives of ϕn ∈ PSL(C
d+1) such that ‖ϕˆn‖ = 1.
By passing to a subsequence we may suppose ϕˆn → ϕ ∈ End(C
d+1). By construction, if
q ∈ P(Cd+1) \ [kerϕ] then ϕ(q) = limn→∞ ϕn(q). In particular ϕ(Ω \ (Ω ∩ [kerϕ])) ⊂ T
C
x ∂Ω.
As Ω is an open set, this implies that ϕ(Cd+1) ⊂ TCx ∂Ω.
We now claim that there exists γ ∈ Γ bi-proximal such that x+γ /∈ [kerϕ]. To see this, let
W := Span(x+γ : γ ∈ Γ is bi-proximal).
Since φx+γ = x
+
φγφ−1 we see that [W ] is Γ-invariant. Now suppose γ ∈ Γ is bi-proximal, then
x+γ ∈ [W ] and so either [W ] ∩ Ω 6= ∅ or [W ] ⊂ T
C
x+γ
∂Ω. In the latter case
[W ] ∩ ∂Ω ⊂ TC
x+γ
∂Ω ∩ ∂Ω = {x+γ }
by Theorem 4.2. Since [W ] contains x−γ = x
+
γ−1 this case is impossible. Thus [W ] ∩ Ω is
non-empty and so by definition Ω′ = [W ] ∩ Ω is a C-convex open set in [W ]. Since [W ] is
Γ-invariant, we see that Γ acts co-compactly and properly on Ω′. Now it is well known that a
proper C-convex open set is homeomorphic to an open ball (see for instance [APS04, Theorem
2.4.2]). Thus, by cohomological dimension considerations, we must have that W = Cd+1.
Since W = Cd+1 there exists γ ∈ Γ bi-proximal such that x+γ /∈ [kerϕ]. Then ϕ(x
+
γ ) ∈
TCx ∂Ω and as
ϕ(x+γ ) = lim
n→∞
ϕnx
+
γ = lim
n→∞
x+
ϕnγϕ
−1
n
we see that TCx ∂Ω ∩ {x
+
γ : γ ∈ Γ is bi-proximal} 6= ∅.
7.2. Proof of Proposition 7.4 and Proposition 7.5. We will need to know a little about
the action of almost unipotent elements on the boundary ∂Ω.
Lemma 7.6. If u ∈ Γ \ {1} is almost unipotent and ψ ∈ Aut(Ω) is bi-proximal then x+ψ is
not a fixed point of u.
Remark 7.7. The fact that Γ is a torsion free discrete group is critical here.
Proof. Suppose for a contradiction that there exists ψ ∈ Aut(Ω) bi-proximal such that
u(x+ψ ) = x
+
ψ . Let x
± := x±ψ and let L be the complex projective line containing x
+ and
x−. Let H± be the complex tangent hyperplane to Ω at x±. By Theorem 6.1 there exists
coordinates such that
(1) x+ = [1 : 0 : · · · : 0],
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(2) x− = [0 : 1 : 0 : · · · : 0],
(3) H+ ∩H− = {[0 : 0 : z1 : · · · : zd−1] : z1, . . . , zd−1 ∈ C},
(4) Ω ∩ L = {[1 : z : 0 : · · · : 0] : Im(z) > 0},
and Aut0(Ω) contains the automorphisms
at · [z1 : z2 : · · · : zd+1] = [e
tz1 : e
−tz2 : z3 : · · · : zd+1].
Since u fixes x+ it also fixes H+ = TCx+∂Ω and hence with respect to these coordinates u is
represented by a matrix of the form: 
1 b ~xt0 c ~0t
~0 ~y A

 .
where c ∈ C, ~x, ~y ∈ Cd−1, and A is a (d − 1)-by-(d − 1) matrix. Now a calculation shows
that u′ = limt→∞ a−tuat exists in PSL(C
d+1) and is represented by a matrix of the form:
1 0 00 c ~0t
~0 ~0 A

 .
Since Aut(Ω) is closed in PSL(Cd) we have that u′ ∈ Aut(Ω). Since u′ is the limit of almost
unipotent elements, u′ is almost unipotent and so |c| = 1. Since u leaves Ω ∩ L invariant
c ∈ R. Then by possibly replacing u with u2 we may assume that c = 1. Then u′(z) = z for
all z ∈ L ∩ Ω. Fix some z ∈ Ω ∩ L, then we have
inf
p∈Ω
dΩ (u(p), p) ≤ lim
t→∞
dΩ (u(atz), atz) = lim
t→∞
dΩ ((a−tuat)(z), z) = dΩ (u
′(z), z) = 0.
This contradicts Corollary 3.15. 
We can use a standard argument to construct bi-proximal elements.
Lemma 7.8. Suppose φ, γ ∈ Γ are bi-proximal. If x+γ , x
−
γ , x
+
φ , x
−
φ are all distinct and U
+,W+
are neighborhoods of x+γ , x
+
φ in Ω then there exists ψ ∈ Γ bi-proximal such that x
+
ψ ∈ U
+ and
x−ψ ∈ W
+.
Proof. Pick neighborhoods U−,W− of x−γ , x
−
φ in Ω and by possibly shrinking U
±,W± assume
that U+, U−,W+,W− are all disjoint. Let O = W+∪W−∪U+∪U−. Then by Theorem 4.2,
there exists m such that γ∓m(O \U±) ⊂ U∓ and φ∓m(O \W±) ⊂ W∓. So if ψ = γmφ−m
then ψ(U+) ⊂ U+ and ψ−1(W+) ⊂ W+. By Theorem 4.2, ψ is either almost unipotent or
bi-proximal. Moreover by Lemma 4.5, E±(ψ) = x± for some x± ∈ ∂Ω. Since ψ(U+) ⊂ U+
and ψ−1(W+) ⊂W+, part (1) of Proposition 4.4 implies that x+ ∈ U+ and x− ∈ W+. Since
U+ and W+ are disjoint this implies that x+ 6= x−. Thus ψ is not almost unipotent. 
The next lemma constructs even more bi-proximal elements.
Lemma 7.9. Suppose x1, . . . , xm ∈ ∂Ω are distinct, then there exists γ ∈ Γ bi-proximal such
that x1, . . . , xm, x
+
γ , x
−
γ are all distinct.
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Proof. First suppose that Γ contains a non-trivial almost unipotent element u. Let φ ∈ Γ
be bi-proximal. Since x+φ is a not fixed point of any power of u, u
n(x+φ ) = u
m(x+φ ) if and only
if m = n. Thus x1, . . . , xm each appears at most once in the list
x+φ , u(x
+
φ ), u
2(x+φ ), u
3(x+φ ), . . .
In a similar fashion, x1, . . . , xm each appears at most once in the list
x−φ , u(x
−
φ ), u
2(x−φ ), u
3(x−φ ), . . .
Thus for N sufficiently large x1, . . . , xm, u
N(x+φ ), u
N(x−φ ) are all distinct and so γ = u
Nφu−N
satisfies the conclusion of the lemma.
Otherwise every element of Γ \ {1} is bi-proximal. In this case, if there does not exist
γ ∈ Γ \ {1} bi-proximal such that x1, . . . , xm, x
+
γ , x
−
γ are all distinct then
Γ = ∪mi=1StabΓ(xi)
and at least one of StabΓ(x1), . . . , StabΓ(xm) has finite index in Γ (see for instance [Neu54,
Lemma 4.1]). So by passing to a finite index subgroup and possibly relabeling we can assume
that Γ fixes x1.
Now let Γ′ be the preimage of Γ under the map SL(Cd+1) → PSL(Cd+1). Then we can
conjugate Γ′ to be a subset of the matrices of the form:(
λ t~v
0 A
)
where λ ∈ C∗, ~v ∈ Cd and A is a d-by-d matrix.
We claim that Γ′ is commutative. Suppose for a contradiction that γ ∈ [Γ′,Γ′] is non-
trivial. Then x1 is an eigenline of γ with eigenvalue one. Since γ is non-trivial γ is bi-proximal
(by assumption). Then by part (4) of Theorem 4.2 the only fixed points of γ in ∂Ω are x+γ
and x−γ . Since x1 ∈ ∂Ω is a fixed point with eigenvalue one and γ ∈ SL(C
d+1) we have a
contradiction. So Γ′ and hence Γ is commutative.
Now fix γ0 ∈ Γ \ {1} and let x
± := x±γ0 . Since Γ is commutative and the only fixed points
of γ0 in ∂Ω are x
± we see that Γ · {x+, x−} = {x+, x−}. Since the only fixed points of
γ ∈ Γ \ {1} are x+γ and x
−
γ we have that
{x+, x−} = {x+γ , x
−
γ }.
Using Theorem 6.1 we can pick coordinates such that x+ = [1 : 0 : · · · : 0], x− = [0 : 1 : 0 :
· · · : 0], and if L is complex projective line containing x+ and x− then
Ω ∩ L = {[1 : z : 0 : · · · : 0] : Im(z) > 0}.
Since L is Γ-invariant and Γ\Ω is compact, Γ acts co-compactly on Ω ∩ L. Also Γ acts by
isometries on (Ω∩L, dΩ∩L) which by Proposition 3.4 is isometric to hyperbolic real 2-space.
But this contradicts the fact that Γ is commutative. 
We can now prove Proposition 7.4 and Proposition 7.5.
Proof of Proposition 7.4. Suppose {γn}n∈N, {φn}n∈N ⊂ Γ are sequences of bi-proximal ele-
ments such that x+γn → x and x
+
φn
→ y. By passing to subsequences we can assume x−γn → x
′
and x−φn → y
′.
First suppose that x, x′, y, y′ are all distinct. Then for n large x+γn , x
−
γn , x
+
φn
, x−φn are all
distinct and so using Lemma 7.8 we can find a sequence {ψn} ⊂ Γ of bi-proximal elements
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such that x+ψn → x and x
−
ψn
→ y. Now let Hx := T
C
x ∂Ω, Hy := T
C
y ∂Ω, and H
±
n := T
C
x±
ψn
∂Ω.
Since ∂Ω is C1 and Hx 6= Hy, for n large enough H
+
n 6= H
−
n and in the of space complex
codimension two subspaces H+n ∩H
−
n → Hx ∩Hy. By Corollary 6.2, there exist bi-proximal
elements ψˆn ∈ SL(C
d+1) such that
(1) [ψˆn] ∈ Aut0(Ω),
(2) ψˆn|x+
ψn
= 2Id|x+
ψn
,
(3) ψˆn|x−
ψn
= (1/2)Id|x−
ψn
, and
(4) ψˆn|H+n ∩H−n = Id|H+n ∩H−n .
Now since x+ψn → x, x
−
ψn
→ y, and H+n ∩ H
−
n → Hx ∩ Hy, we see that ψˆn converges to
ψˆ ∈ SL(Cd+1) such that ψˆ|x = 2Id|x, ψˆ|y = (1/2)Id|y, and ψˆ|Hx∩Hy = Id|Hx∩Hy . As
Aut0(Ω) ⊂ PSL(C
d+1) is closed, [ψˆ] ∈ Aut0(Ω). This establishes the lemma in this special
case.
Next consider case in which x, x′, y, y′ are not all distinct. By Lemma 7.9 there exists
ϕ ∈ Γ bi-proximal such that x+ϕ and x
−
ϕ are not in the set {x, y, x
′, y′}. Then for n large
x+γn , x
−
γn , x
+
ϕ , x
−
ϕ are all distinct and we can use Lemma 7.8 to find a sequence {γ
′
n} ⊂ Γ of
bi-proximal elements such that x+γ′n → x and x
−
γ′n
→ x+ϕ . So by replacing γn with γ
′
n we may
suppose x+γn → x and x
−
γn → x
+
ϕ . A similar argument shows that we may assume x
+
φn
→ y
and x−φn → x
−
ϕ . Since x, y, x
+
ϕ , x
−
ϕ are all distinct we can now apply the argument above. 
Proof of Proposition 7.5. Suppose {γn}n∈N ⊂ Γ is a sequence of bi-proximal elements such
that x+γn → x. By passing to subsequences we can assume x
−
γn → x
′. Now pick γ ∈ Γ
bi-proximal such that x, x′, x+γ , x
−
γ are all distinct. Then using Lemma 7.8 we can find a
sequence of bi-proximal elements {φn}n∈N ⊂ Γ such that x
+
φn
→ x and x−φn → x
+
γ .
By Theorem 4.2, TC
x+γ
∂Ω ∩ ∂Ω = {x+γ } and in particular T
C
x+γ
∂Ω 6= TCx ∂Ω. Thus by Propo-
sition 7.4, there exists ϕ ∈ Aut0(Ω) bi-proximal such that x = x
+
ϕ and x
+
γ = x
−
ϕ . Then by
Theorem 4.2 we see that TCx ∂Ω ∩ ∂Ω = {x}. 
8. The boundary is smooth
The purpose of this section is to prove the following.
Theorem 8.1. Suppose Ω is a divisible proper C-convex open set with C1 boundary. Then
∂Ω is a C∞ embedded submanifold of P(Cd+1).
Theorem 8.1 will follow immediately from the next two lemmas
Lemma 8.2. Suppose G is a connected Lie group acting smoothly on a smooth manifold M .
Then an orbit G ·m is an embedded smooth submanifold of M if and only if G ·m is locally
closed in M .
Here smooth mean C∞ and for a proof see [tD08, Theorem 15.3.7]. Since ∂Ω ⊂ P(Cd+1)
is closed, Theorem 8.1 follows from:
Lemma 8.3. If Ω satisfies the hypothesis of Theorem 8.1, then Aut0(Ω) acts transitively on
∂Ω.
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Proof. Suppose x, y ∈ ∂Ω are distinct and L is the complex projective line containing x and
y. By Theorem 7.1 Ω is strictly convex and so L intersects Ω. Then by Corollary 6.4 there
exists φ ∈ Aut0(Ω) such that φ(x) = y. 
9. Completing the proof of Theorem 1.2
Before finishing the proof of Theorem 1.2 we will need one more lemma which follows
immediately from Theorem 6.1 and Theorem 7.1.
Lemma 9.1. Suppose Ω is a divisible proper C-convex open set with C1 boundary. If L is a
complex projective line that intersects Ω then Ω ∩ L is a projective disk.
Now suppose Ω is a divisible proper C-convex open set with C1 boundary. We will show
that Ω is a projective ball. First, using Theorem 6.1, we can find an affine chart Cd containing
Ω such that 0 ∈ ∂Ω, T0∂Ω = R×C
d−1, and Aut0(Ω) contains the 1-parameter subgroup
at · (z1, ~z) = (e
−2tz1, e
−t~z).
Since ∂Ω is C∞ there exists open neighborhoods V,W ⊂ R of 0, an open neighborhood
U ⊂ Cd−1 of ~0, and a C∞ function F : V × U →W such that if O = (V + iW )× U then
∂Ω ∩ O = Graph(F ) = {(x+ iF (x, ~z), ~z) : x ∈ V, ~z ∈ U} .
By another projective transformation we can assume
Ω ∩O = {(x+ iy, ~z) ∈ O : y > F (x, ~z)}
Now since ∂Ω is at invariant we see that
F (x, ~z) = e2tF (e−2tx, e−t~z).
Taking the Hessian yields
Hess(F )(x,~z)
(
(X1, Z1), (X2, Z2)
)
= e2tHess(F )(e−2tx,e−t~z)
(
(e−2tX1, e
−tZ1), (e
−2tX2, e
−tZ2)
)
= Hess(F )(e−2tx,e−t~z)
(
(e−tX1, Z1), (e
−tX2, Z2)
)
.
Then sending t→∞ shows that
Hess(F )(x,~z)
(
(X1, Z1), (X2, Z2)
)
= Hess(F )(0,0)
(
(0, Z1), (0, Z2)
)
.
Thus
F (x, ~z) =
1
2
Hess(F )(0,0)
(
(0, ~z), (0, ~z)
)
for all x ∈ V and ~z ∈ U . Since Ω is strictly C-convex and {0}×Cd−1 is the complex tangent
hyperplane at 0, Ω ∩
(
{0} × Cd−1
)
= ∅. Thus F (0, ~z) > 0 for all ~z ∈ U and so the Hessian
of F is positive definite on the complex tangent space.
Now let
H(~z) =
1
2
Hess(F )(0,0)
(
(0, ~z), (0, ~z)
)
.
Then
Ω ∩ O = {(z1, ~z) ∈ O : Im(z1) > H(~z)}
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and by part (4) of Theorem 4.2
Ω =
⋃
t∈R
at(O∩Ω).
Also, if (w1, ~w) = at(z1, ~z) then Im(z1) > H(~z) if and only if Im(w1) > H(~w). So
Ω =
{
(z1, ~z) ∈ C
d : Im(z1) > H(~z)
}
.
Since the Hessian is a symmetric R-linear form
Hess(F )(0,0)
(
(0, ~z), (0, ~w)
)
=
d∑
i,j=2
(Ai,jziwj +Bi,jziwj + Ci,jziwj +Di,jziwj)
for some real symmetric matrices (Ai,j), (Bi,j), (Ci,j), (Di,j). Since the Hessian is real valued,
(Ai,j) = (Bi,j) and (Ci,j) = (Di,j). In particular we can write H = L+Re(Q) where
L(z2, . . . , zd) =
d∑
i,j=2
αi,jzizj and Q(z2, . . . , zd) = Re
(
d∑
i,j=2
βi,jzizj
)
.
and (αi,j) and (βi,j) are real symmetric matrices.
We next claim that there exists a basis of Cd−1 such that H(~z, ~w) =
∑
|zi|
2 which would
imply that Ω is a projective ball.
Since H(~z) > 0, L(eiθ~z) = L(~z), and Q(eiθ~z) = e2iθQ(~z) we see that
L(~z) > |Q(~z)| ≥ 0
for all ~z ∈ Cd−1. Thus there exists an orthogonal basis of Cd−1 such that L(~z) =
∑d
i=2 |zi|
2.
Since (βij) is a symmetric real matrix there exists an orthonormal basis of C
d−1 such that
Q(z2, . . . , zd) =
d∑
j=2
βjz
2
j
with βj ≥ 0. With these choices
H(~z) =
d∑
j=2
|zj |
2 + Re
(
d∑
j=2
βjz
2
j
)
.
Since L(~z) > |Q(~z)| we see that βj < 1.
Let e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , ed = (0, . . . , 0, 1) be the standard basis of
Cd. For ǫ > 0 and 2 ≤ j ≤ d, consider the complex line L′ parametrized by z → (iǫ)e1+ zej .
Since ǫ is positive, (iǫ)e1 ∈ L
′ ∩Ω and hence by Lemma 9.1 L′ ∩Ω is a projective disk. Also
(iǫ)e1 + zej ∈ L
′ ∩ ∂Ω if and only if
ǫ = H(zej) = |z|
2 + Re(βjz
2) = (1 + βj)Re(z)
2 + (1− βj)Im(z)
2.
Now this describes the boundary of a projective disk if and only if βj = 0. Thus we have
that
H(~z) =
d∑
j=2
|zj |
2
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and
Ω =
{
(z1, ~z) ∈ C
d : Im(z1) >
d∑
i=2
|zi|
2
}
.
Thus Ω is a projective ball.
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