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ABSTRACT 
 
This paper presents a novel Full Reference method for 
image quality assessment based on two indices measuring 
respectively detail loss and spurious detail addition. These 
indices define a two dimensional (2D) state in a Virtual 
Cognitive State (VCS) space. The quality estimation is 
obtained as a 2D function of the VCS, empirically 
determined via polynomial fitting of DMOS values of 
training images. The method provides at the same time 
highly accurate DMOS estimates, and a quantitative 
account of the causes of quality degradation.  
 
Index Terms— Image quality assessment, gradient 
tensor, virtual cognitive space, VICOM, detail analysis. 
 
1. INTRODUCTION 
 
Image quality assessment (IQA) methods perform 
objective estimates of perceptual quality using image 
analysis techniques. In some applications, it is only 
required to predict the perceptual quality of a given test 
image. In these cases, it could suffice to compare selected 
statistics of the test image to the corresponding ones of 
perfect photographic images. In other applications, the 
problem is to verify the impact of a transfer or 
reproduction process on image quality. This problem is 
best solved by direct comparison of the observed image 
with its original version (Full Reference, FR IQA 
methods). In such cases however, it is also desirable to 
obtain from IQA methods further indications about the 
causes of image degradation. 
To this regard, some state of the art FR IQA methods 
do analyze multiple features related to quality, so that 
such indications could be inferred. For instance, the VIF 
method [1] explicitly models the image distortion as a 
local mix of blur and noise. Likewise, the FSIM method 
[2] measures phase congruency and gradient magnitude. 
Nevertheless, these techniques do not provide explicit 
analytic supports for the analysis of the distortion, until 
now. The Virtual Cognitive Model (VICOM) is aimed to 
overcome this limit [3]. To this purpose, the VICOM 
predicts perceptual quality by modeling the image 
distortion as a mix of gradient loss and gradient signal to 
noise ratio (SNR) loss [3]. This feature pair defines a two-
dimensional (2D) virtual cognitive state (VCS) space 
providing distortion classification of images. The 
perceived quality is predicted by mapping the VCS into a 
DMOS scale through a 2D function. The scope of the 
present contribution is to introduce a novel VCS space 
defined by detail loss and detail addition features. The 
appeal of these features is that they are visually 
recognizable in images affected by a variety of 
distortions. On the other hand, it is difficult to define them 
in a formal and effective way. An early approach was 
reported in [4]. Similar features were also adopted in [5], 
[6], [7] employing a rather different technique. Herein, 
their formal definition and calculus are based on the 
analysis of the gradient tensor (GT) [8] leading to a 
formal definition of DL (detail loss) and DA (detail 
addition) indices as coordinates of the VCS space. A 
(desired) property of this space is that states 
corresponding to blurred images and noisy images are 
close to the coordinate axes whereas the VCS of other 
distorted images lie in the middle. Starting from VCS 
values, the overall perceptual quality is mapped onto the 
scale of subjective Differential Mean Opinion Score 
(DMOS) through a 2D polynomial function, determined 
by fitting empirical DMOS values for a set of training 
images. Accurate prediction is attained using low order 
2D modified polynomials. Interestingly enough, even 
linear fitting leads to a prediction accuracy comparable to 
the one possessed by best methods prone to linearization 
with parametric logistic curves. This implies that, unlike 
most existing IQA methods, the method presented here 
exhibits a distinct homoscedastic behavior of fitting error. 
The method presented here will be referred to as 
VICOM G in the sequel, since it makes use of a VICOM-
like scheme [3]. The version based on linear fitting will be 
referred to as VICOM GL. 
 
2. COMPLEX GRADIENT EIGENANALYSIS 
 
With reference to the generic pixel position ( )1 2,x x≡p , 
the test image is denoted by ( )I p and the reference image 
by ( )I p? . The Gaussian smoothed complex gradients [2], 
[3] of the reference and the test images are denoted 
by ( )g p? and ( )g p . 
For each pixel of the reference image ( )I p? , the 
Gradient Tensor (GT) [8] is calculated as 
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where the operator *  denotes 2D convolution 
and ( ); ww σp  is a local Gaussian window characterized 
by spread wσ . 
Rotating the gradient by its dominant orientation 
( )θ p [8] one obtain the aligned gradient  
( ) ( ) ( )jy e gθ−= pp p? ?  
whose GT is diagonal. Its real part ( )Re y⎡ ⎤⎣ ⎦p? is the 
dominant (strongest) gradient component of the pattern 
captured by the window, and its imaginary part 
( )Im y⎡ ⎤⎣ ⎦p? is the secondary (weakest) gradient 
component, equal to zero for perfect linear patterns [11]. 
The energy of these orthogonal components are given by 
their GT eigenvalues ( ) ( )1 2λ λ≥p p? ? . 
 
3. EDGE AND WEAK TEXTURE FIELDS 
 
Partially following [7], it is convenient to limit quality 
estimation to two relevant subsets of image point, called 
edge and weak texture points. They are defined in the 
reference image ( )I p?  as follows.  
• A generic point is classified as an edge point if its 
gradient magnitude is large, its Laplacian small, and 
the strongest GT component largely prevails on the 
smallest one. Formally:  
A1)  ( )0.1 0.3M My y y< <p? , ( ){ }maxMy y= p p?  
A2) ( ) ( ) ε< +? ?l yp p , where ( )l p?  is the Laplacian 
of ( )I p?  and ε  is a small threshold (set to 1) 
A3)  ( ) ( )1 232λ λ>p p? ? . 
• A generic point is classified as weak texture point if its 
gradient magnitude is small but non-zero. Formally: 
( )0.01 0.1M My y y< ≤p? . 
For notational convenience, the edge field is 
characterized by the membership function ( ) =1eF p  on 
edge points and ( ) 0=eF p  elsewhere. The weak texture 
field is characterized by a similar function ( )wF p .  
 
 4. DETAIL LOSS AND ADDITION ANALYSIS 
FROM ORTHOGONAL ORIENTATIONS 
 
The detail analysis is performed in the aligned gradient 
domain by separately accounting for gradient 
modifications into the test image in the principal and in 
the secondary GT directions. To this purpose, the 
following linear distortion model is adopted: 
( ) ( ) ( ) ( )y b y e= +p p p p?  
where the real valued (isotropic) gain coefficient ( )b p  
accounts for local gain/attenuation and the residual ( )e p  
models possible noise and artifacts.  
This scheme may be viewed as a translation in the 
complex gradient domain of the wavelet based 
decomposition concept followed in [1]. Herein, ( )b p  is 
estimated by the following least squares (LS) fitting 
( ) ( ) ( ) ( )( ) ( )2 1
Re * ;
* ;
w
w
y y w
b
y w C
σ
σ
∗⎡ ⎤⎣ ⎦
=
+
p p p
p
p p
?
?
  (1) 
where 1 0.1C =  is a regularizing constant [3].  
Based on this model it is possible to distinguish among 
spurious details and lost details, defined as follows : 
• Spurious details (noise and artifacts) are detected 
along the weakest aligned gradient component, 
wherever the local distortion energy defined as 
( ) ( ) ( )2Im * ;e wP e w σ= ⎡ ⎤⎣ ⎦p p p  exceeds the original 
gradient energy ( )2λ p? . Thus, the value of their binary 
membership function is ( ) 1sdF =p  if ( ) 2eP λ>p and 
( ) 0sdF =p  elsewhere. 
• Lost details points are detected wherever the local 
gradient energy ( ) ( ) ( )2 * ;σ= wP y wp p p  is smaller 
than the gradient energy of the original image. Thus, 
the value of their membership function is ( ) 1ldF =p  
when ( ) ( ) ( )1 2λ λ< +? ?P p p p  and ( ) 0ldF =p  
elsewhere. 
To show how effective these rules are, in Fig. 1 detail 
differences are shown for a JPEG coded versions of the 
Church and Capitol image. The spurious detail map is 
given by the product ( ) ( )sdF y⋅p p . The lost detail map 
is given by the product ( ) ( )ldF y⋅p p? .  
 
5. MEASURING THE VISUAL IMPACT OF 
SPURIOUS AND LOST DETAILS 
 
In the spirit of [1] and [3], the visual impact of a spurious 
detail is put in the form of log-transformed, SNR measure 
referred to the principal GT component of the reference 
image and to the secondary component of the residual:  
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where 2C  measures the background vision noise level set 
to 2 100C =  for a 256 level image. Likewise, the impact 
of detail losses should be calculated as a log-transformed 
SNR measure referred to the principal GT component of 
the reference image and to the background vision noise 
only. Actually, it has been verified that the impact ( )γ sd p  
is substantially linear with ( )b p . To account for this 
empirical evidence, ( )ldγ p  is linearized with respect to 
( )b p  around ( ) 1b =p , yielding: 
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6. DMOS ESTIMATION 
 
The cumulative impact of spurious details and lost details 
is measured by pooling these contributions over the image 
support. In order to compensate for content dependency, 
these quantities are normalized with respect to the same 
measures taken for the original images (where 
background noise only is present, and ( ) 1b =p ). 
The DA  (detail addition) and DL (detail loss) indices 
are defined as follows:  
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Finally, the DMOS prediction Dˆ  of the VICOM G is 
given by the P -th order formula  
 ( ) ( )
0 0
ˆ
P k k m
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⎡ ⎤ ⎡ ⎤= + +⎣ ⎦ ⎣ ⎦∑∑   (4) 
whereα and β  are real positive exponents and h  is a 
small constant ( 0.1h = ) to make sure that 0h DL+ > . 
Only Q  coefficients kma are allowed to be non-zero. They 
are obtained by sequentially minimizing the LS error 
2ˆDMOS D− averaged over the training database [3].  
The most simple case corresponds to linear fitting ( 1P = , 
3Q =  ). The VICOM GL estimate is then obtained as 
 00 10 01ˆ linD a a DL a DA= + +   
 
  
Fig. 1 Top: the original Church and Capitol image (left) and its 
JPEG coded version (right). Bottom: spurious details map (left) 
and lost details map (right). 
  
7. COMPUTATION STEPS  
 
The calculus of the DL and DA indices is performed 
through four steps.  
• In the first step, complex Gaussian smoothed gradients 
and the Laplacian are calculated for both the test and 
the reference images.  
• In the second step the local GT analysis is performed 
applying a Gaussian filter to the squared gradient 
components [8], yielding spurious and lost detail 
maps.  
• In the third step, the cross products ( ) ( )Re y y∗⎡ ⎤⎣ ⎦p p?  
are calculated. Then, the gain ( )b p  and the SNR 
values for missing and spurious details are determined.  
• Finally, indices DL and DA are obtained by pooling, 
and the quality is estimated by mapping VCS values 
into the DMOS scale.  
 
8. THE VICOM G QUALITY CHARTS  
 
In Fig. 2 the VCS space is plotted for the LIVE database 
[1], [12]. Constant DMOS curves predicted by the 
VICOM G 2nd order and the VICOM GL are 
superimposed. These curves are the contour plots of 
fitting surfaces calculated for LIVE DMOS data as 
realigned in [12]. In these experiments the values of the 
filter widths were 0.75σ =  and 3 2.25σ σ= =w . For the 
2nd order VICOM G ( 2P = , 4Q = , 0.45α = , 0.55β = ) 
the values of the non-zero parameters were, 10 19.8a = − , 
20 107.0a = , 11 77.9a = −  and 02 102.8a = . For the 
VICOM GL ( 1P = , 3Q = , 1α = , 1β = ), the values of 
other parameters were 00 5.5a = − , 10 55.3a =  and 
01 66.3a = .  
In the VCS space, blurred images cluster in a zone 
characterized by small spurious detail addition, and noisy 
images are mostly characterized by small detail loss 
except for very high noise saturating levels, whereas 
coded images have intermediate positions. Observe that 
JPEG images are classified as more noisy than JPEG 2000 
images of the same subjective quality. 
The scatterplots of estimated DMOS versus empirical 
DMOS for the two predictors are shown in Figs. 2 and 3. 
As summarized by the statistical indicators of Table I, the 
second order estimator outperforms the other quoted ones 
on the LIVE database, especially because of its very low 
RMSE. In particular, the prediction accuracy of the linear 
version is remarkable if compared to quality indices 
requiring post-linearization [3], [12].  
Further experiments were made on a subset of the 
TID2008 (JPEG2000, JPEG, AWGN, Gaussian blur and 
JPEG2000 transmission errors) [3], [10] using  
The SROCC of various FR IQA predictors trained 
with the TID2008 subset is listed in Table II.  
In these experiments the values of the filter widths 
were 1.0σ =  and 3 3.0wσ σ= = . For the 2
nd order 
VICOM G ( 2P = , 4Q = , 0.45α = , 0.55β = ,) the 
values of other non-zero parameters were 00 27.2a = , 
10 80.9a = , 11 65.9a = − and 02 48.5a = . For the VICOM 
GL ( 1P = , 3Q = , 1α = , 1β = ), the values of other 
parameters where 00 20.9a = , 10 49.0a =  and 01 36.4a = .  
For these images the VICOM G predictors exhibit a 
lower SROCC in comparison with other predictors 
estimators, such as the FSIM and the recent GMSD [13]. 
Nevertheless, compared to these predictors, the VICOM 
scatterplots exhibit more uniform distribution of 
prediction errors with respect to different distorsion errors 
and to different quality levels, as shown by the plots of 
Fig. 5 (FSIM and GMSD where post-linearized by a five 
coefficient logistic function).  
 
8. CONCLUSIVE REMARKS 
 
With respect to conventional methods, the full 
reference quality assessment method illustrated here 
presents three main points of interest. 
From the operative viewpoint, the method enables to 
represent the quality of an image as a point in a two 
dimensional VCS space. VICOM G charts provide not 
only quantitative estimates of the overall perceptual 
quality, but also and the relative impact of noise/artifacts  
and cancellation of patterns, thus offering a better 
understanding of image distortion.  
From the accuracy viewpoint, the method exhibits 
very high performance with respect to other competitive 
methods, and uniform variance of error along the full 
range of quality levels (homoscedasticity) and with 
respect to different kinds of distortion. 
 
 
Fig. 2. The VCS plane for the LIVE images. Superimposed are 
the contour plots of fitting surfaces (curves of equal predicted 
DMOS) for VICOM GL (black) and the VICOM G 2nd order 
(gray). 
 
 
Fig. 3 The VICOM GL scatterplot for the LIVE database. 
RMSE=7.18, SROCC=0.966. 
 
 
Fig. 4 The 2nd order VICOM G scatterplot for the LIVE 
database. RMSE=6.20, SROCC=0.974. 
From the calibration view-point, parameter setting of 
the VICOM GL version is greatly simpler than the logistic 
correction required by other method, because of the 
pronounced linearity of the predicted DMOS with respect 
to the empirical DMOS 
 
Model SROCC RMSE
PSNR 0.876 13.43
MSSIM 0.953 9.37
VIF 0.958 8.25
FSIM 0.963 7.67
GMSD 0.960 7.62
VICOM 6 par. 0.971 6.65
VICOM GL 0.966 7.18
VICOM G P=2 Q=4 0.974 6.20
Table I Performance of various estimators on the realigned 
LIVE DMOS set (779 distorted images) [2], [6], [7], [12]. 
 
Model SROCC RMSE
PSNR 0.842 9.50
MSSIM 0.886 8.15
VIF 0.908 7.20
FSIM 0.938 6.68
GMSD 0.935 7.47
VICOM 6 par.  0.930 6.28
VICOM GL 0.906 7.40
VICOM G P=2 Q=4 0.921 6.52
Table II SROCC performance of various estimators on the 
TID2008 subset [3], [6], [10]. 
 
 
Fig. 5. The scatterplots of the linearized GSMD (upper left), the 
linearized FSIM (upper right), the VICOM GL (lower left, P=1, 
Q=3) and the 2nd order VICOM G (lower right, P=2, Q=4) for 
the five distortions TID2008 subset. 
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