A new calculational procedure for polynomial lattice field theories is discussed that utilizes an anharmonic basis and a general orthogonal transformation of coordinates. The standard blocking procedure is shown to correspond to a discrete Haar transform of the field coordinates.
correlation function will be evaluated. Numerical results are then given, with maps of the ordered and disordered phases, selected critical indices, and the correlation function.
The 2 site blocking procedure is then reinterpreted as a particular orthogonal transformation --the Haar transform. 6 The Haar transform is then generalized to blocking M sites at a time and applied to M=4.
This case leads naturally to the introduction of the discrete Walsh transform7 which will be fully discussed in the next paper in the series.
Finally, some concluding remarks and a brief discussion is given.
II. The Anharmonic Oscillator
In this section we present a brief summary of known results for the one dimensional anharmonic oscillator and also establish our notation which will be used heavily in subsequent sections. We define the oscillator by its Hamiltonian H(X,f2) = p2+A(x2 -f2)2 It is interesting to note that given the function E,(X,f'), &J. of the moments QN(X,f2) (even N) are determined. An application of the Feynman-Hellman theorem yields a E (Lf2> = 2x ;3f2 m f2 -<tX,f2) I (2.5) which determines <(X,f2) from Em(X,f2). Using these and the fact that <(X,f2) = 1, is sufficient to determine all of the moments from Eq. (2.4).
Even though there are no "closed form" expressions (at the time of this writing) for the Em(h,f2), there exist techniques 9,lO for their practical computation to any desired accuracy (i.e., at least to twice the precision to which the reader has the decimal digits of IT committed to memory!).
Even though the energy eigenvalues and the moments appear to depend on two parameters, X and f2, this can be simplified to one through the scaling relations 11
Em(X,f2) = X 1/3 E (1 f2?3 m 3 ) and Q3 X,f2) = x -N/6 (f-pf2p) (2.6) In Fig. 1 we have plotted Em(I,f2) and <(1,f2) for m=O and 1. These were computed using the methods of Ref. 
For notational simplicity we 'shall sometimes omit the subscript m when referring to the ground state m= 0, and omission of the argument X will imply A=l.
III. An Example
In this section a simple calculation scheme will be developed that is analogous to blocking two sites at a time. The notation used here is somewhat cumbersome but will prove convenient when generalizations are considered in later sections of the paper.
The procedure for obtaining Hm+l from Hm is as follows. Write Hm in terms of the "slow" and "fast" coordinates xO,(m+l) = x;n. (ml + x&+l (ml We notice that this entire "pruning" procedure is equivalent to choosing a trial wavefunction at the m th iteration that is given by
where the X~'S and the p ,o,l(k) 's are given by the above equations. Matrix elements depending on the original coordinates xR are easy to compute by expressing the x R 's in terms of the "fast" and "slow"
coordinates. This will be done in general in Section VI. Using the formula (to be derived in detail later) one finds that after m iterations One can easily estimate the second order energy shift due to the WR given above by using standard closure arguments. The result for X=1, =0, and m=l is a negative correction to e(1) given by f2 E(m= 1) = 1.07576 -0.01826 = 1.0575 which reduces the zeroth order error of 1.5% to an error of only 0.3%. B.
In this section we examine the general numerical behavior of the recursion relations which were derived in the previous section. Given a pair of coupling constants f2 , A we investigate the large m behavior of A, and f . It is sufficient to consider the caSe ~'1 since other m values of A may be handled by the scaling relations used in Section II.
We find two distinct behaviors of the fz as m -f m which depends on the A and f2 values: in case one we find that lim f2 -+ 00 m m+m whereas in case two we find that lim f2 -t -03 . m m3a
In case one, since fi -t +, we see that the mass gap El-E0 is going to zero.
We call this the ordered phase. It is analogous to the magnetized phase of a ferromagnet for T < Tc. In case x, fi becomes large and negative (at the same time that Xm decreases), so that the physical mass 1-1 is finite and is given by
Numerically we find that this converges to a constant independent of m for large m. This phase is analogous to the disordered phase of a ferromagnet with T > T c, in which the correlation length is finite.
The two phases are separated by a one dimensional critical surface (a line).
We have computed the approximate location of this line (the dashed line in Fig. 2 ) using the method described in the previous section.
Note that this line behaves incorrectly in the region A + 0, f2 > 0.
This is because it is variationally disadvantageous to transform to the "fast" and "slow" coordinates in this region. The number of iterations (or "prunings") was chosen sufficiently large so that the numerical result had converged to several significant decimal digits.
For f near its critical value fc, the magnetization behaves as
where one might expect !3 N l/8. In Fig. 3 . 2n/2 j2-n < t < (j++i)2-n x(j)(t) = n -2n'2 (j +G)2-n < t < (j +1)2-n 0 elsewhere .
As a further example, the discrete Haar transform for eight sites can be written in the convenient product form In a later paper we shall show how to compute all such quantities with an accuracy that approaches that of the energy.
Let us now turn to a generalization of the Haar transform which corresponds to blocking M sites together and retaining the "slowest" oscillator coordinate.
VI. M Size Blocks
In this section we will consider a more ambitious blocking calculation in which M sites are considered together and then the M-l fastest oscillators are frozen out. The remaining slowest oscillators are in turn coupled to each other in blocks of M and the process repeated.
In this section we shall work out the general coordinate transformation implied by this blocking scheme and its inverse. The explicit correlation function will then be discussed.
The block size will be denoted by M and the total number of lattice sites will be N, where N=M". As the blocking process is carried out, one needs a coordinate notation that provides three pieces of information: m, which is the position within a block of M sites (0 5 we recover Eq. (3.9).
The generalization of Eq. (3.7) for the wavefunction to blocks of size M is given by
The couplings at the stage j are determined recursively in terms of those of the previous stage (j-l) by the variational principle (e.g., the generalization of (2.9)).
In terms of these parameters, the correlation function is given by
These relations are easier to apply than to write.
One can easily apply these formulas to more general blocking pro- This transformation is defined with respect to the discrete Walsh functions.
It is straightforward to define them in the continuum but the discrete situation is all that we will need here. Numerical results for this model will be presented in another paper.
To clarify the connection and differences between the M=4 and the 
VIII. Discussion
Since this is only the first paper in a series, the conclusion will be kept brief.
In this paper, we have discussed a one dimensional $4 lattice theory using a general anharmonic basis with a selected ortho- Some good points of our procedure described in this paper is that it is expected to be good for large A and since an infinite number of states (i.e., a complete oscillator) are retained after each "pruning" step, it should certainly be better than truncating to a finite number of levels. It is also possible to compute higher order corrections to the energy and correlation functions as will be shown later. Among its deficiencies are those of any finite blocking procedure, the high frequency part of the spectrum is poorly treated --the ultraviolet and renormalization properties are certainly wrong. This defect will be remedied in paper II in this series. Another shortcoming is the fact that the F's are not chosen so as to minimize the final energy but for reasons of simplicity are computed at each stage by neglecting further couplings. One undesirable feature of our rather extreme orthogonal transformations is that as A + 0, the calculational procedure chooses either a full transform or a local wavefunction (which ever yields the best energy value). This poses no problem but is not as smooth as one might wish.
In further papers we shall demonstrate how to improve the lowest order (but variational) results given here by unusual versions of perturbation theory to improve other observables, such as the correlation functions, so that they are as accurate as the energy. We shall also apply this approach to treat other models, higher dimensions, and the high frequency part of the spectrum. 
