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Let (a( j) | j = 0,1, . . . ,N) with a(0),a(N) = 0 be a given nonnegative mask. Assume that
the subdivision scheme with this mask is convergent. Let the associated reﬁnable function
be φ. So the support of φ is contained in [0,N]. Melkman conjectured in 1997 that unless
the scheme is interpolatory and N > 2 the reﬁnable function φ is positive on (0,N). In the
present paper we conﬁrm this conjecture. A lower bound of φ on [2−m,N − 2−m] is also
given.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For a ﬁxed ﬁnitely supported real sequence (mask) (a(0),a(1), . . . ,a(N)) with nonzero a(0),a(N) we should denote the
support by I = { j | a( j) = 0}. Given an initial ﬁnite sequence of data values, v0 = (v0(α)), a univariate subdivision scheme
with mask (a( j)) deﬁnes recursively new sequence of value vk by applying the rule
vk( j) =
∑
l
vk−1(l)a( j − 2l).
This scheme is said to be convergent if for each v0 there exists a continuous function f such that
lim
k→∞
sup
j
∣∣∣∣ f
(
j
2k
)
− vk( j)
∣∣∣∣= 0 (1.1)
and f ≡ 0 for at least one v0. Moreover the limit function f has the representation
f (x) =
∑
j
v0( j)φ(x− j),
where φ is the reﬁnable function which is up to a constant the unique compactly supported nontrivial solution of the
dilation equation:
φ(x) =
∑
j
a( j)φ(2x− j) (1.2)
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data v0( j) = δ0, j , i.e. v0(0) = 1 and v0( j) = 0 if j = 0. On the other hand, φ can also be obtained by the so-called cascade
algorithms. Thus, by taking φ0(x) = h(x), where h(x) = 1− |x| if |x| 1 and zero otherwise, one deﬁnes recursively
φk(x) =
∑
j
a( j)φk−1(2x− j).
The limit of φk is φ. Here we focus on subdivision schemes with nonnegative masks, a class used frequently by practical
schemes in geometric modeling (see [2,9]). This class of schemes has several remarkable properties. For instance, it is shown
(see [8,12]) that, if the so-called sum rule is fulﬁlled, the convergence of such schemes does not depend on the actual values
of the mask coeﬃcients but rather on the support I . More precisely, let two matrices A0 and A1 be deﬁned by
A0(i, j) = a(−i + 2 j) and A1(i, j) = a(−i + 1+ 2 j), 0 i, j  N − 1.
Among others, the following result has been proven in [8,12]:
Theorem 1.1. The subdivision scheme with the nonnegative mask (a(0), . . . ,a(N)) converges if and only if
(1) the sum rule is fulﬁlled, i.e.
∑
j a(2 j) =
∑
j a(2 j + 1) = 1,
(2) for all δ j ∈ {0,1}, j = 1,2, . . . ,k, k = 2N2 , the matrix Aδ1 · · · Aδk has a positive column.
There are various partial results, which simplify the second condition of the above theorem. For example, Micchelli and
Prautzsch (see [13]) prove that if (2) is replaced by I = {0,1, . . . ,N} and N  2 the convergence follows. Gonsor (see [5])
shows that I = {0,1, . . . ,N} and N  2 can be weakened by {0,1,N − 1,N} ⊆ I , while Melkman (see [11]) proves, among
others, that if instead of (2) there holds I ⊇ {0, p,q, p + q} for gcd{p,q} = 1 or I contains two successive integers and
0< a(0),a(N) < 1 then the convergence follows. Wang gives a further modiﬁcation (see [14]):
Theorem 1.2. The subdivision algorithm with the nonnegative mask (a(0),a(1), . . . ,a(N)) converges if instead of (2) of Theorem 1.1
there holds {r, p,q} ⊆ I such that gcd{p − r,q − r} = 1 and q − r is even.
Recently, the author shows in [15]
Theorem 1.3. The subdivision scheme with the nonnegative mask (a(0), . . . ,a(N)), which satisﬁes a(0),a(N) = 0, converges if and
only if
(1) the sum rule is fulﬁlled, i.e.
∑
j a(2 j) =
∑
j a(2 j + 1) = 1, and 0 < a(0),a(N) < 1,
(2) the greatest common divisor of { j | a( j) = 0} is 1.
Thus, the conjecture raised in [11,14] is conﬁrmed. An immediate consequence is that for any nonnegative mask
(a(0), . . . ,a(N)), which satisﬁes the sum rule and 0 < a(0),a(N) < 1, the functional equation (1.2) has always a nontriv-
ial continuous solution. Indeed, let d = gcd{i | a(i) = 0}. Then a(i) = 0 if and only if i = dj for some j. The mask b( j) = a(dj)
satisﬁes (1) and (2) of Theorem 1.3. We have therefore a nontrivial continuous function φ for (1.2) with the mask (b( j)). Set
f (x) = φ(x/d). We obtain
f (x) =
∑
j
a( j) f (2x− j). (1.3)
Therefore, to have a nontrivial continuous solution of (1.2) the condition (2) of Theorem 1.3 is not necessary. In fact, in [10]
we pointed out that, for nonnegative mask (a(0), . . . ,a(N)) which satisﬁes the sum rule and a(0),a(N) = 0, in order to have
a nontrivial continuous solution of (1.2) it is necessary and suﬃcient that 0 < a(0),a(N) < 1.
Another open but important problem concerning the reﬁnable function φ obtained by a univariate nonnegative mask is
the positivity, i.e. which condition on the masks can ensure φ(x) to be positive in (0,N)? From the cascade algorithm it is
easy to see that φ(x)  0. In [12] Micchelli and Pinkus proved, among others, the conjecture of [13] that if a nonnegative
subdivision scheme that satisﬁes the sum rule has the support I = {0,1,2, . . . ,N} and N  2 then its associated reﬁnable
function φ is positive in (0,N). Melkman (see [11]) conjectured in 1997 the following:
Conjecture. Whenever a nonnegative subdivision scheme is convergent its associated reﬁnable function φ is positive on its support,
(0,N), unless the scheme is interpolatory and N > 2.
The reﬁnable function φ is interpolatory if φ(k) = 1 and φ( j) = 0 for j = k (see [6]). From Theorem 1.3 it is easy to see
that if N is even and there is only one odd j with a( j) = 1 the scheme is interpolatory.
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(aα,β)α,β∈Γ be a square matrix. According to this matrix we should deﬁne a directed graph G(Γ, K ), where the set of
edges is given by
K = {(β,α) ∣∣ β,α ∈ Γ, aα,β = 0}.
Deﬁnition 1.4. Let C = (aα,β)α,β∈Γ be a square matrix and G(Γ, K ) the associated directed graph. C is connected if the
directed graph G(Γ, K ) is so, i.e. there is a vertex β ′ ∈ Γ such that for any α ∈ Γ \ {β ′} there exists a directed path from β ′
to α. C is strongly connected if the directed graph G(Γ, K ) is so, i.e. for any vertexes α,β ∈ Γ there is a directed path from
α to β .
Clearly, a path from β to α in the directed graph G(Γ, K ) has the form:
(β,α1), (α1,α2), . . . , (αl,α),
where all (β,α1), (αl,α) and (αi,αi+1), i = 1,2, . . . , l − 1, belong to K . Such a path may also be understood as a subgraph
of G(Γ, K ).
We should denote ΓN = {0,1, . . . ,N}. We need the matrix A deﬁned by
A(i, j) = a(−i + 2 j), i, j ∈ ΓN . (1.4)
The associated directed graph of A is G(ΓN , K ), where K = {(β,α) | a(−α+2β) = 0}. It is easy to see that A is a nonnegative
row stochastic matrix if the sum rule is fulﬁlled, i.e. for each i ∈ ΓN
N∑
j=0
A(i, j) = 1.
Among others, we need also the submatrix B of A given by
B(i, j) = a(−i + 2 j), 1 i, j  N − 1. (1.5)
This matrix would play a central role in our investigation. Deﬁne
ak(α) =
∑
β
ak−1(β)a(α − 2β) (1.6)
with a1(α) = a(α) and Ik = {α ∈ Γ | ak(α) = 0}. Let us present our ﬁrst result of this paper:
Theorem 1.5. The subdivision scheme with the nonnegative mask (a(0), . . . ,a(N)), which satisﬁes a(0),a(N) = 0, is convergent if
and only if A is connected and the sum rule is fulﬁlled, i.e.
∑
j a(2 j) =
∑
j a(2 j + 1) = 1.
Although the conditions in Theorem 1.3 are simply enough, it is however diﬃcult from this form to guess the simple
necessary and suﬃcient conditions, in particular, quickly computable conditions for the convergent multivariate subdivision
scheme. In this sense the above theorem may suggest us some new approach for the characterization of the convergent
multivariate subdivision schemes. To present our main result of this paper we should denote for a given ﬁnite set I ⊂ N
I0 =
{
γ ∈ I ∣∣ γ ≡ 0 (mod 2)} and I1 = {γ ∈ I ∣∣ γ ≡ 1 (mod 2)}. (1.7)
It follows from Theorem 1.3 that if a subdivision scheme with the mask (a(0), . . . ,a(N)), which is nonnegative and satisﬁes
a(0),a(N) = 0, is convergent, then for the support I there is at least one δ ∈ {0,1} such that |Iδ | 2. In case |Iδ′ | = 1 (say
Iδ′ = {k′}) then δ′ = 1 and φ(k′) = 1. Moreover, φ(k) = 0 for all k = k′ . Thus, the scheme is interpolatory (see [6]). If in
addition N > 3, then there is at least one odd 0 < k < N and k = k′ . So in this case φ cannot be positive in (0,N) (see also
[11]). Our main result of this paper is
Theorem 1.6. Let the subdivision scheme with the nonnegative mask (a(0), . . . ,a(N)), which satisﬁes a(0),a(N) = 0, be convergent
and the associate reﬁnable function be φ . If the support I of this mask satisﬁes |Iδ| 2 for δ = 0,1, then φ(x) is positive for x ∈ (0,N).
More precisely, there is an m0  1 such that for all mm0 and x ∈ [2−m,N − 2−m]
φ(x)min
{
am+m0 ( j)
∣∣ j ∈ Im+m0}.
Using the approach for (1.3) we obtain immediately from Theorems 1.3 and 1.6.
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and the sum rule is fulﬁlled, then the reﬁnement equation (1.2) has always a continuous solution φ(x), which has support [0,N] and
is positive for x ∈ (0,N).
In Section 2 we will verify Theorem 1.5. The proof of Theorem 1.6 is however much more involved. Let us outline our
approach. In Section 3 we discuss the connection of the associated graph of B . The results are in the nature of graph, whose
proofs are technical and based mainly on facts from graph and number theory, those are covered by [3,7]. Having the strong
connection of the associated graph of B (see Theorem 3.4) we show in Section 4 ﬁrst that some products of matrices are
also strongly connected (see Theorem 4.1). The use of Corollary 4.2 and (1.2) leads to the proof of Theorem 1.6. Let us also
point out that the strong connection of B may have some independent interesting and applications in number theory (see
Corollary 4.2). Finally, let us cite two basic facts from number theory, which will be frequently used in the following sections
and can be found in Chapters 2 and 3 of [7]:
Lemma 1.8. Let ϕ(r) be the Euler’s function of number of elements in Γr that are co-prime to r, and let a be relatively prime to r. Then
aϕ(r) ≡ 1 (mod r).
In particular, for any positive odd integer r and any positive integer k there holds
2kϕ(r) ≡ 1 (mod r). (1.8)
Lemma 1.9. Let h and n be two co-prime positive integer, and let l be the smallest positive integer such that hl ≡ 1 (mod n). Then, the
relation hm ≡ 1 (mod n) for some positive integer m implies l|m, i.e. gcd{l,m} = l.
2. Proof of Theorem 1.5
We begin with the observation of ak(α). It is easy to check that ak(α) are the coeﬃcients of the polynomial
∏k−1
l=0 c(z2
l
)
where c(z) = a(0) + a(1)z + · · · + a(N)zN . More precisely,
k−1∏
l=0
c
(
z2
l )= ∑
β0,...,βk−1∈I
a(β0) · · ·a(βk−1)zβ0+β12+···+βk−12k−1
=
∑
α
∑
β0+β12+···+βk−12k−1=α
a(β0) · · ·a(βk−1)zα
=
∑
α
ak(α)z
α. (2.1)
For Ik we have the following (see also [11])
Lemma 2.1. Let the ﬁnite mask {a(α)} be nonnegative. Let Ik = {α | ak(α) = 0}. Then
Ik = I + 2I + · · · + 2k−1 I.
Proof. Assume α ∈ I + 2I + · · · + 2k−1 I , thus for some γ j ∈ I
α =
k−1∑
j=0
2 jγ j .
As a(γ j) = 0 we conclude from (2.1)
ak(α) a(γ0) · · ·a(γk−1) > 0,
in other words, α ∈ Ik . The proof of the other direction can be found in [1]. Indeed, let ak(α) = 0, by the recursion formula
of ak(α) (see (1.6)) there is a γ ∈ Ik−1 so that
ak−1(γ )a(α − 2γ ) = 0.
Thus, α − 2γ ∈ I and α ∈ I + 2Ik−1, or Ik ⊆ I + 2Ik−1. 
Let us verify Theorem 1.5.
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Clearly, ( j, i) ∈ K if and only if A(i, j) = a(−i + 2 j) = 0. In other words, ( j, i) ∈ K if and only if for some γ ∈ I there holds
i = 2 j − γ . As A is connected, so there is j0 ∈ ΓN such that for any i ∈ ΓN \ { j0} one has a path in G(ΓN , K ) from j0 to i,
i.e. for some l 0 there is a sequence of edges satisfying
( j0, j1), ( j1, j2), . . . , ( jl−1, jl), ( jl, i).
We have therefore γ0, γ1, . . . , γl ∈ I such that
j1 = 2 j0 − γ0, j2 = 2 j1 − γ1, . . . , jl = 2 jl−1 − γl−1, i = 2 jl − γl
or
i = 2l+1 j0 −
l∑
ν=0
2νγν. (2.2)
Clearly if gcd{γ | γ ∈ I} = d > 1, then d is odd. If ( j, i) ∈ K such that one of i, j is divisible by d then so must be the
other. Hence G(ΓN , K ) cannot be connected unless d = 1. Next, if I0 = {0} then it follows from (2.2) that 0 does not connect
with any j = 0 in ΓN . Hence, I0 has at least two elements. Finally, the some argument shows that if N ∈ I1 then |I1| > 1.
Therefore, by the sum rule 0 < a(0),a(N) < 1 and N  2. According to Theorem 1.3 the scheme is convergent.
Let the scheme be convergent. It follows from Theorem 1.3 that the sum rule is fulﬁlled. Moreover, there is 0 < j0 < N
such that φ( j0) = 0. Hence, for some k0 > 0
φ
(−i + 2k j0
2k
)
= 0, ∀k k0, i ∈ ΓN .
By (1.1) we can therefore assume
ak
(−i + 2k j0) = 0, ∀k k0, i ∈ ΓN .
That is −i + 2k j0 ∈ Ik for all i ∈ ΓN and all k  k0. It follows from Lemma 2.1 that for each i ∈ ΓN there are
γ0, γ1, . . . , γk−1 ∈ I so that
i = 2k j0 −
k−1∑
ν=0
2νγν .
Write
j1 = 2k−1 j0 −
k−2∑
ν=0
2νγ1+ν .
We have i = 2 j1 −γ0. Thus, j1 ∈ ΓN and ( j1, i) is an edge of the graph G(ΓN , K ). Recursively, we obtain a sequence of edges
satisfying
( j1, i), ( j2, j1), . . . , ( jk−1, jk−2), ( j0, jk−1),
which clearly implies that for each i ∈ ΓN there is a path from j0 to i in the graph G(ΓN , K ). Therefore, A is connected. 
In [8,12] it is pointed out that the convergence of subdivision scheme with nonnegative masks depends on the distribu-
tion of the support I , while the sum rule means |Iδ| 1, δ ∈ {0,1}. Theorem 1.5 allows us to characterize those supports I
by using directed graphs. Thus, it follows from Theorem 1.5 that
Corollary 2.2. Let I = {0, p1, . . . , pm} with 1  p j < p j+1 and |I|  3. Let further G(V , E) be the directed graph induced from I,
where V = {0,1, . . . , pm − 1, pm} and E = {( j, i) | i, j ∈ V ; −i + 2 j ∈ I}. The graph is connected if and only if gcd{γ | γ ∈ I} = 1
and either pm is even or |Iδ | 2, δ ∈ {0,1}.
If G(V , E) is connected then the proof of Theorem 1.5 shows that |Iδ| 1, δ ∈ {0,1}. The mask deﬁned by a(i) = 1/|Iδ |
for i ∈ Iδ , δ ∈ {0,1} and zero otherwise, satisﬁes the sum rule. Moreover, 0 < a(0),a(pm) < 1. Thus, the subdivision scheme
associated with (a(0),a(1), . . . ,a(pm)) is convergent.
The connection of a directed graph can be examined by using some search algorithm (see [3]). One may therefore regard
Corollary 2.2 as an algorithm to check whether a given integer set is relatively prime or not. In the next section we will
discuss further properties of the graph deﬁned in Corollary 2.2, which lead to the proof of Theorem 1.6.
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Let I = {0, p1, . . . , pm} with 1  p j < p j+1. In this section we should always assume |Iδ |  2, δ ∈ {0,1}, but no nec-
essary gcd{γ | γ ∈ I} = 1. For G(V , E) given as in Corollary 2.2 let G(V1, E1) be the subgraph of G(V , E) deﬁned by
V1 = {1,2, . . . , pm − 1} and E1 = {( j, i) | i, j ∈ V1; −i + 2 j ∈ I}. We will show, among others, that G(V1, E1) is strongly
connected provided gcd{γ | γ ∈ I} = 1 (see Theorem 3.4). We should also notice that the graph G(V , E) cannot be strongly
connected, since there are no paths from 0 and pm to other vertexes.
For each α ∈ V1 we deﬁne the set B(α, I) to be the subset of V1: for each β ∈ B(α, I) there is a path from α to β in
G(V1, E1). Clearly, if β1 ∈ B(α, I) and β2 ∈ B(β1, I) then β2 ∈ B(α, I), or B(β1, I) ⊆ B(α, I). On the other hand, from the
proof of Theorem 1.5 it is easy to see that β ∈ B(α, I) if and only if for some k 1 and γμ ∈ I
β = 2kα −
k−1∑
μ=0
2μγμ. (3.1)
We need also the graph G(V1, E ′1) deﬁned by I ′ = {0, pm − pm−1, . . . , pm − p1, pm}, where E ′1 = {( j, i) | i, j ∈ V1;−i + 2 j ∈ I ′}. The corresponding set B will be denoted by B(α, I ′). It is easy to see that
β ∈ B(α, I) ⇐⇒ pm − β ∈ B(pm − α, I ′). (3.2)
We need some results from [15] (see Lemmas 3.1–3.4 in [15]):
Lemma 3.1. Let I be given as above. Assume y ∈ B(α, I). The following assertions are true:
(1) If y  p for some odd p ∈ I , then y + jp ∈ B(α, I) for j such that y + jp ∈ V1 .
(2) If p/2 < y for some even p ∈ I and (y − p/2) < q/2 for some odd q ∈ I , then y − p/2 ∈ B(α, I).
(3) If y is odd and y < p for some odd p ∈ I , then y + (2 j + 1)p − γ ∈ B(α, I) whenever y + (2 j + 1)p − γ ∈ V1 and γ ∈ I .
(4) If y is even and y < p for some odd p ∈ I , then y + 2 jp − γ ∈ B(α, I) whenever y + 2 jp − γ ∈ V1 and γ ∈ I .
(5) Let q, p ∈ I . If q − p is odd and 0 < y − p < q − p, then y + j(q − p) ∈ B(α, I) whenever y + j(q − p) ∈ V1 .
We note that the deﬁnition of B in [15] is not the same as here, but (3.1) shows that the both are indeed equivalent. We
notice also that if the Euler’s function ϕ(r) satisﬁes ϕ(r)|k and r is odd, then Lemma 1.8 tells us
2k ≡ 1 (mod r). (3.3)
In this section we will frequently use this fact for the case that r ∈ I1 or I ′1.
To show the strong connection of G(V1, E1) we need the following
Lemma 3.2. Let I = {0, p1, . . . , pM} with p j < p j+1 and |Iδ | 2, δ ∈ {0,1}. If p1 < α < pM then there are some γν ∈ I and k  1
such that
1 2kα −
k−1∑
ν=0
2νγν < α. (3.4)
In other words, for each p1 < α < pM the setB(α, I) contains at least one β satisfying 1 β < α. Consequently, asB(β, I) ⊆ B(α, I),
the set B(α, I) ∩ {1,2, . . . , p1} is not empty.
Proof. Write pM = N . We need to show either (3.4) or there exists some 1  β < α such that β ∈ B(α, I). Let q′ be the
largest number in I such that q′ − p1 is odd. If q′/2< α < q′ then 0 < 2α − q′ < α. Thus, (3.4) holds with k = 1 and γ0 = q′ .
Let now p1 < α  q′/2. We will split this condition into two cases according to whether α − p1 is even or not.
If α − p1 is even, we observe
2kα −
k−1∑
j=0
2 jγ j = p1 + 2k(α − p1) −
k−1∑
j=0
2 j(γ j − p1) = p1 + 2k+1 α − p12 −
k−1∑
j=0
2 j(γ j − p1).
We should choose γ j − p1 to be 0 or q′ − p1. The sum can be written as μ(q′ − p1), where μ can be any number between
0 and 2k − 1. Euler’s Theorem (see (3.3)) ensures that for some large k
α − p1
2
(
2k+1 − 1)≡ 0 (mod(q′ − p1)).
Noticing α − p1 < q′ − p1, we can ﬁnd 1μ 2k − 1 such that
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2
(
2k+1 − 1)= μ(q′ − p1).
We conclude that for some k 1 and γ j ∈ I
1 2kα −
k−1∑
j=0
2 jγ j = p1 + α − p12 < α.
Let α − p1 be odd. If p1 is even we obtain from 2p1 < q′ and (2) of Lemma 3.1 that α − p1/2 ∈ B(α, I). Finally, if p1 is
odd and p1 < α  q′/2, then α is even and there is another p′ ∈ I1 \ {p1} due to |I1| 2. Clearly, p1 < p′ . So if α < p′ , we
conclude by (3.3)
2kα −
k−1∑
j=0
2 jγ j = 2k+1 α2 −
k−1∑
j=0
2 jγ j = α2 +
(
2k+1 − 1)α
2
− lp′ = α
2
.
The assertion (3.4) still holds.
Hence, to have (3.4) for α, which satisﬁes p1 < α < q′ and q − p1 ≡ 1 (mod 2), it remains to show this assertion for the
situation when p1 is odd, α even, p1 < α  q′/2 and γ < α for all γ ∈ I1. Clearly in this case q′ = N is even. We should
write I1 = {q1,q1, . . . ,qm} with q1 < q2 < · · · < qm and q1 = p1. Thus, qm < α  N/2. We have by choosing γ j = N or q1 and
(3.3)
2kα −
k−1∑
j=0
2 jγ j = N −
{
2k+l N − α
2l
−
k−1∑
j=0
2 j(N − γ j)
}
= N −
{
N − α
2l
+ (2k+l − 1)N − α
2l
− ν(N − q1)
}
= N − N − α
2l
, (3.5)
where l 1 is such that (N − α)/2l is odd and ν is the integer between 0 and 2k − 1 satisfying
(
2k+l − 1)N − α
2l
= ν(N − q1).
The existence of such ν is guaranteed by Lemma 1.8 since we can choose k satisfying 2k+l − 1 ≡ 0 (mod(N − q1)). We
conclude N − (N − α)/2l ∈ B(α, I).
If N − qm < N − (N − α)/2l we apply (5) of Lemma 3.1 with y = N − (N − α)/2l , q = N and p = qm to obtain
N − (N − α)/2l − (N − qm) ∈ B
(
N − (N − α)/2l, I)⊆ B(α, I).
Clearly, N − (N − α)/2l − (N − qm) = qm − (N − α)/2l < α, so (3.4) holds again.
If however N − qm  N − (N − α)/2l , we observe that since (2k+l − 1)(N − α)/2l is odd the number ν in (3.5) must be
odd, i.e. the ﬁrst term in sum of the right-hand side of (3.5) is N −q1. However, when we replace this term by N , we obtain
2kα −
k−1∑
j=0
2 jγ j = N − N − α
2l
+ q1 =: g1 > α.
So g1 ∈ B(α, I) and g1 < N due to |I1| 2. If N − qm < g1 we use again (5) of Lemma 3.1 with y = g1, q = N and p = qm
to obtain g1 − (N − qm) ∈ B(α, I) and 0 < g1 − (N − qm) < qm < α.
Otherwise (i.e. N − qm  g1), since g1 is again even we can apply the above procedure for g1 instead of α to obtain for
some other k′ and l′
2k
′
g1 −
k′−1∑
j=0
2 jγ j = N − N − g1
2l′
+ q1 =: g2.
Hence, for some k1 = k + k′ we have
2k1α −
k1−1∑
j=0
2 jγ j = g2.
Since 2l
′
(N + q1 − g1) > N − g1 we have g2 > g1 > α. Repeatedly, we get gs > gs−1 > · · · > g1 > α such that N − qm 
N − (N − qs−1)/2l′′ , gs = N − (N − gs−1)/2l′′ + q1 and N − qm < gs . Clearly, g j ∈ B(α, I), j = 1,2, . . . , s. The use of (5) of
Lemma 3.1 with y = gs , q = N and p = qm leads to gs − (N − qm) ∈ B(α, I) and gs − (N − qm) < qm < α.
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when N − p1 is odd we have already the desired assertion. To ﬁnish our proof we have to consider the situation when
N − p1 is even. This time let p′ be the smallest positive number in I such that N − p′ is odd. We can prove (3.4) in the
same way but for α ∈ {p′ + 1, . . . ,N − 1}. Consequently, (3.4) is valid for α satisfying p1 < α < q′ or p′ < α < N , where
p′  q′ and q′ − p′ is even. If p′ < q′ , then (3.4) holds for all α with p1 < α < N . Thus, it remains show (3.4) for the case
when q′ = p′ and α = p′ , which implies by our choice of p′ and q′ that p′ is even (due to |Iδ | 2, δ ∈ {0,1}). Consequently,
p1,N ∈ I1. So for α = p′ we obtain from (3.3) with γ j = 0 or N
1 2kα −
k−1∑
j=0
2 jγ j = α2 +
(
2k+1 − 1)α
2
− lN = α
2
< α.
Thus, in any cases the assertion (3.4) is true. 
We know that the above lemma can be interpreted as for each vertex α ∈ {p1 + 1, . . . , pM − 1} there is a path from
α to a vertex β ∈ {1, . . . , p1} in the graph G(V1, E1). Thus, if we can prove that for each α ∈ {1,2, . . . , p1} and each
β ∈ {1,2, . . . , pM − 1} there is a path from α to β, then G(E1, V1) is strongly connected. Our next goal is therefore to show
Theorem 3.3. Let I = {0, p1, . . . , pM} with p j < p j+1 and |Iδ|  2, δ ∈ {0,1}. Suppose gcd{γ | γ ∈ I} = d. Then, either for each
α ∈ {1,2, . . . , p1} or else for each α ∈ {pM−1, pM−1 + 1, . . . , pM − 1} there holds
{α + jd | α + jd ∈ V1, j ∈ Z} ⊆ B(α, I). (3.6)
However, the proof is long and much more involved. We shall move the proof into Appendix A. Having Lemma 3.2 and
Theorem 3.3 the proof of the strong connection of G(V1, E1) is easy:
Theorem 3.4. Let I = {0, p1, . . . , pm} with 1 p j < p j+1 . Let further |Iδ| 2, δ ∈ {0,1}. Denote d = gcd{γ | γ ∈ I} and G(V1, E1)
the subgraph of G(V , E), where V1 = {1,2, . . . , pm − 1} and E1 = {( j, i) | i, j ∈ V1; −i + 2 j ∈ I}. Then for each 1  α  pm − 1
there holds
{α + dl | α + dl ∈ V1, l ∈ Z} ⊆ B(α, I). (3.7)
Speciﬁcally, if gcd{γ | γ ∈ I} = 1, then G(V1, E1) is strongly connected.
Proof. We remember I ′ = {0, pm− pm−1, . . . , pm− p1, pm}. The graph G(V1, E ′1) for I ′ is given by E ′1 = {( j, i) | i, j ∈ V1; −i+
2 j ∈ I ′}. On the other hand, Theorem 3.3 tells us that either for each α ∈ {1,2, . . . , p1}
{α + dl | α + dl ∈ V1, l ∈ Z} ⊆ B(α, I) (3.8)
or else for each α ∈ {1,2, . . . , pm − pm−1}
{α + dl | α + dl ∈ V1, l ∈ Z} ⊆ B(α, I ′). (3.9)
We may assume the ﬁrst is true, i.e. this is valid for each such α. So it remains to show (3.7) for p1 < α < pm . By Lemma 3.2
we know that there is β ∈ {1,2, . . . , p1} satisfying B(β, I) ⊆ B(α, I). If β ≡ α (mod d) then (3.8) implies
{α + dl | α + dl ∈ V1, l ∈ Z} ⊆ B(β, I) ⊆ B(α, I).
We have already the assertion. If d  (β − α), we may write the path from α to β as
βn = 2βn−1 − rn−1, βn−1 = 2βn−2 − rn−2, . . . , β1 = 2β0 − r0,
where r j ∈ I and βi ∈ V1, i = 0,1, . . . ,n, with βn = β and β0 = α. We need only to prove that
{βi+1 + dl | βi+1 + dl ∈ V1, l ∈ Z} ⊆ B(α, I)
implies
{βi + dl | βi + dl ∈ V1, l ∈ Z} ⊆ B(α, I).
Clearly, βi = (βi+1 + ri)/2 = (βi+1 + δid)/2+ lid where δi ∈ Z is such that 1 (βi+1 + δid)/2 < d. The number βi+1 + δid is
even and less than 2d. On the other hand, because |I1| 2 there is q ∈ I1 with q  3d. Now by (3.3) we can choose γ j = q
or 0 and k satisfying
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k−1∑
j=0
2 jγ j = βi+1 + δid2 +
(
2k+1 − 1)βi+1 + δid
2
−
k−1∑
j=0
2 jγ j
= βi+1 + δid
2
+ (2k+1 − 1)βi+1 + δid
2
− νq
= βi+1 + δid
2
.
Hence, (βi+1 + δid)/2 ∈ B(βi+1 + δid, I). Clearly, (βi+1 + δid)/2 ≡ βi (mod d) and the number (βi+1 + δid)/2 contains in
{1,2, . . . , p1}. Consequently,
{βi + dl | βi + dl ∈ V1, l ∈ Z} ⊆ B
(
(βi+1 + δid)/2, I
)⊆ B(βi+1 + δid, I) ⊆ B(α, I).
If (3.9) is true, then the same way shows that instead of (3.7) there holds for each 1 α  pm − 1
{α + dl | α + dl ∈ V1, l ∈ Z} ⊆ B(α, I ′).
By (3.2) this is equivalent to (3.7). Obviously, (3.7) implies the strong connection of G(V1, E1) if d = 1. 
Remark 3.5. If d = 1 then (3.7) means that for each α ∈ V1 the set V (α) = {β | β ∈ V1, β ≡ α (mod d)} belongs to a
strongly connected component of G(V1, E1). Thus, V1 can be decomposited as at most d strongly connected components.
Speciﬁcally, by (3.1) the subgraph induced from V (d) is strongly connected and there is no path between V (d) and V1 \V (d).
If G(V1, E1) is the associated graph of B , then according to this decomposition B can be written as a lower block trigonal
matrix, each block is strongly connected and at least one of them is row stochastic. In particular, the submatrix of B
restricted on V (d) is row stochastic and B can be written as a block diagonal matrix with respect to V (d) and V1 \ V (d).
That is why when d = 1 the subdivision cannot be convergent (see Theorem 1.5). In the next section we will discuss
the graphs deﬁned by I , which satisﬁes gcd{γ | γ ∈ I} = 1, and dI = {dγ | γ ∈ I}, respectively, that lead to the proof of
Theorem 1.6.
4. Strong connection of matrices and proof of Theorem 1.6
For a given nonnegative mask (a(0), . . . ,a(N)) which satisﬁes the sum rule the two matrices A0 and A1 are given by
A0(i, j) = a(−i + 2 j) and A1(i, j) = a(−i + 1+ 2 j), 0 i, j  N − 1.
Theorem 1.1 tells us that the subdivision scheme is convergent if and only if there is k0  1 such that for all δl ∈ {0,1} and
all k k0 the products Aδ1 · · · Aδk have at least one positive column. Moreover,
Aδ1 · · · Aδk (α,β) = ak
(−α + λ + 2kβ), 0 α,β  N − 1, (4.1)
where λ = δ1 + 2δ2 + · · · + 2k−1δk . Thus, by Lemma 2.1
Aδ1 · · · Aδk (α,β) > 0
if and only if there are some γμ ∈ I satisfying
α = 2kβ + λ −
k−1∑
μ=0
2μγμ. (4.2)
Before we prove Theorem 1.6 let us observe the following facts concerning the matrices B given by (1.5), A0 and A1:
Theorem 4.1. Let the subdivision scheme with the nonnegative mask (a(0), . . . ,a(N)), which satisﬁes a(0),a(N) = 0, be convergent.
Denote I = { j | a( j) = 0}. If |Iδ | 2 for δ = 0,1, then the submatrix B of A deﬁned by
B(i, j) = A(i, j), ∀1 i, j  N − 1,
is strongly connected. Thus, there is k0  1 such that Bk is positive for all k k0 , i.e. Bk(i, j) > 0 for all 1 i, j  N −1. Moreover, the
product Aδ1 · Aδ2 · · · Aδk , δ j ∈ {0,1}, is strongly connected whenever k 2 and 1 δ1 + 2δ2 + · · · + 2k−1δk < 2k − 1. Consequently,
there is k1  1 such that for all k 2k1 and 2k1 − 1 δ1 + 2δ2 + · · · + 2k−1δk  2k − 2k1 the matrix Aδ1 · Aδ2 · · · Aδk , δ j ∈ {0,1}, is
positive.
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associated graph of B . Theorem 3.4 asserts that G(V1, E1) is strongly connected, so does B .
To show the second assertion, we arrange A0 as
A0 =
(
B 0
∗ a(0)
)
.
The positivity of Ak0 for some column (say j0-column) implies the positivity of j0-column of B
k and 1  j0  N − 1.
Furthermore, the j0-column of Bk+l is again positive for arbitrary l  0. With this in mind let us observe that for each
1 i  N − 1 there holds
i = 2k j0 −
k−1∑
μ=0
2μγμ, for some γμ ∈ I.
On the other hand, it follows from the strong connection of B that for each 1 j  N − 1 there is l satisfying
j0 = 2l j −
l−1∑
μ=0
2μγμ, for some γμ ∈ I.
We conclude that for each 1 i  N − 1
i = 2k+l j −
k+l−1∑
μ=0
2μγμ, for some γμ ∈ I,
or the j-column of Bk+l is positive. Consequently, for large l all columns of Bk+l are positive, i.e. for k k1  k0
Bk(i, j) > 0, ∀1 i, j  N − 1.
Next we verify the strong connection of C = Aδ1 · Aδ2 · · · Aδk , where 1  δ1 + 2δ2 + · · · + 2k−1δk < 2k − 1. Let λ = δ1 +
2δ2 +· · ·+2k−1δk . We prove that for some l0 the matrix Cl , l l0, is positive, which obviously implies the strong connection
of C . We remember also that the convergence of the subdivision implies that there is l0  1 such that at least one column
of Cl (say j0 column) is positive for all l l0. Thus, it follows from (4.1) and (4.2) that for all 0 j  N − 1 and l l0 there
holds
j = 2kl j0 + λ2
kl − 1
2k − 1 −
kl−1∑
i=0
2iγi, for some γi ∈ I. (4.3)
Write d = 2k − 1. We conclude that for all 0 j  N − 1 and l l0
jd + λ = 2kl(λ + j0d) −
kl−1∑
i=0
2idγi, for some γi ∈ I.
Let J = {dγ | γ ∈ I}. Clearly, J satisﬁes the conditions of Theorem 3.4. Consequently, it follows from Theorem 3.4 that for
all 1 νd + λ dN − 1, i.e. 0 ν  N − 1,
{ jd + λ | 1 jd + λ dN − 1, j ∈ Z} ⊆ B(λ + dν, J ).
In other words, for each such jd + λ there is m 1 such that
jd + λ = 2m(λ + νd) −
m−1∑
i=0
2idγi, for some γi ∈ I.
This holds in particular for j = j0. Write this m as m0. We obtain from the above
j0 = 2m0ν + λ2
m0 − 1
d
−
m0−1∑
i=0
2iγi, for some γi ∈ I.
Clearly, λ(2m0 − 1)/d is a positive integer.
We assume ﬁrst that gcd(λ,d) = 1 or k is prime. With this in mind we observe the term λ(2m0 − 1)/d. Clearly if
gcd{λ,d} = 1 then d | (2m0 − 1). So we must have m0 = kp for some p  1 due to d = 2k − 1. Otherwise, k is prime. As λ < d
we have gcd{2m0 −1,d) = τ = 1. The number τ is odd. Let q be the smallest positive number such that 2q −1≡ 0 (mod τ ).
Then Lemma 1.9 tells us q|m0 and q|k. Consequently, q = k and again m0 = kp. On the other hand, it follows from (4.3) and
the last display that for all 0 j  N − 1 and l l0 there holds
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k(l+p) − 1
2k − 1 −
k(l+p)−1∑
i=0
2iγi, for some γi ∈ I.
This means that the ν-column of Cl+p is positive. Consequently, there is l′ > l0 such that the matrix Cl for l l′ is positive.
What happens when gcd{λ,d} = 1 and k is not prime? We observe again the term λ(2m0 −1)/d. We remember d = 2k−1.
As 1 < λ < 2k − 1, we get p = gcd{2m0 − 1,d} = 1. Let τ be the smallest positive integer such that 2τ − 1 ≡ 0 (mod p). So
by Lemma 1.9 m0 =m′0τ and k = k′τ . We obtain
d = 2k′τ − 1= (2τ − 1)q and gcd{2m0 − 1
2τ − 1 ,q
}
= 1.
Hence, λ′ = λ/q is an integer. Furthermore, the relation λ = λ′(2k′τ − 1)/(2τ − 1) tells us λ′ < 2τ − 1. So we can write
λ′ = 1 + 22 + · · · + 2τ−1τ with some i ∈ {0,1}, which in turn implies Aδ1 · · · Aδk = (A1 · · · Aτ )k
′
. Now it follows from
(4.3) that for l l1 and 0 j  N − 1
j = 2τ l j0 + λ′ 2
τ l − 1
2τ − 1 −
τ l−1∑
i=0
2iγi, for some γi ∈ I.
If τ is prime or gcd{λ′,2τ − 1} = 1, we conclude from the above discussion that for some l′ and all l l′ the matrix
(Aδ1 · · · Aδk )l = (A1 · · · Aτ )k
′l
is positive. Otherwise, applying this procedure, we get a new pair of τ and λ′ . Because the considered numbers are ﬁnite,
after ﬁnite steps we must have either gcd{λ′,2τ −1} = 1 or else τ is prime, which gives the positivity of (Aδ1 · · · Aδk )l , l l′ .
Finally, let us deal with the last assertion. We know from the above proof that any product C of A0 and A1, which is
neither Ak0 nor A
k
1, is strongly connected and C
l is positive for l l0. To prove the last assertion let us deﬁne the sign matrix
of a given nonnegative matrix H by (see [8,13])
σ(H)(α,β) =
{
1, if H(α,β) > 0,
0, if H(α,β) = 0.
The number of the sign matrices with size N × N is 2N2 . We know A0 and A1 can be written as
A0 =
(
a(0) ∗
0 B
)
and A1 =
(
B 0
∗ a(N)
)
.
So we may assume k0 to be such that 1 through N − 1 columns of Ak00 and 0 through N − 2 columns of Ak01 are positive,
respectively. Hence, if k >max{2N2 ,k0} one has some 1 l < l′ < k such that
σ(Aδ1 · Aδ2 · · · Aδl ) = σ(Aδ1 · Aδ2 · · · Aδl · Aδl+1 · · · Aδl′ ).
Thus, write C = Aδl+1 · · · Aδl′ we obtain for any j  1
σ(Aδ1 · Aδ2 · · · Aδk ) = σ
(
Aδ1 · Aδ2 · · · Aδl · C j · Aδl+1 · · · Aδk
)
.
If the δ in C are not the same, i.e. 1 δl+1+2δl+2+· · ·+2l′−l−1δl′ < 2l′−l −1, then for some j the matrix C j is positive as we
have already shown, so does Aδ1 · Aδ2 · · · Aδk . Otherwise, C = Aτδ , δ = 0 or 1. The critical cases are G = Aδ1 · Aδ2 · · · Aδk = A j1Ai0
or A j0A
i
1 with i + j = k. However, if we choose k1 > k0 then, for example, for C = Aτ0 and G = A j1Ai0 the 0 through N − 2
columns of A j1 is positive, which yields the positivity of A
j
1A
i
0, because C = Aτ0 and 1 through N − 1 columns of Cl are
positive for large l. The same holds also when G = A j0Ai1. 
The following assertion is a simple consequence of the above theorem, which may have some independent interesting:
Corollary 4.2. Let I = {0, p1, p2, . . . , pm} be a given integer set with 1  p j < p j+1 . Let further |Iδ | 2, δ ∈ {0,1}. If gcd{pi | i =
1,2, . . . ,m} = 1, then there is an integer k0  1 such that for all k 2k0 and all 1 i, j  pm − 1
i = 2k j −
k−1∑
μ=0
2μγμ, for some γμ ∈ I,
and for all 0 i, j  pm − 1 and 2k0 − 1 λ 2k − 2k0
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k−1∑
μ=0
2μγμ, for some γμ ∈ I. (4.4)
Moreover, (4.4) is still valid if 0  λ < 2k0 − 1, 1  j  pm − 1, 0  i  pm − 1 or if 2k − 2k0 < λ  2k − 1, 0  j  pm − 2,
0 i  pm − 1.
We are now in the position to verify Theorem 1.6.
Proof of Theorem 1.6. By the condition φ is the solution of
φ(x) =
N∑
j=0
a( j)φ(2x− j). (4.5)
We know that φ is continuous and the support is contained in [0,N]. Moreover, φ is obtained by (1.1). So φ(x)  0 and
(see [1])∑
j
φ(x− j) = 1, ∀x ∈ R. (4.6)
Let k0 be deﬁned in Corollary 4.2, k 2k0 and x ∈ [2−k+k0 ,N − 2−k+k0 ]. We can write x as
2kx = 2k j +
k−1∑
ν=0
2νδν + 2kη = 2k j + λ + 2kη
with 0  2kη < 1. By our choice of x it is easy to see that 0  λ  2k − 1 and 0  j  N − 1. Furthermore, if j = 0 then
2k0 − 1 λ and if j = N − 1 then λ 2k − 2k0 . On the other hand, it follows from (4.5) that
φ(x) =
∑
l
ak(l)φ
(
2kx− l)=∑
l∈Ik
ak(l)φ
(
2kη + 2k j + λ − l).
Assume 0 λ < 2k0 − 1, so j = 0. By Corollary 4.2 the term 2k j+λ− l takes all integers between 0 and N − 1. We conclude
from (4.6)
φ(x) =
∑
l∈Ik
ak(l)φ
(
2kη + 2k j + λ − l)min{ak(l) ∣∣ l ∈ Ik} N−1∑
ν=0
φ
(
2kη + ν)=min{ak(l) ∣∣ l ∈ Ik}> 0.
This estimate holds also for other cases of λ and j, proving the theorem. 
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Appendix A
A.1. Proof of Theorem 3.3
In this section we will prove Theorem 3.3. We would divide the proof into three lemmas, which deal with the I satisfying
|I| = 4. Having these lemmas we prove Theorem 3.3 via induction on |I|. We need the following two facts from number
theory: we know that the congruent equation ax+ v ≡ 0 (mod b) has a solution x if and only if gcd{a,b}|v . Consequently,
Let d = gcd{a,b}. Then for each v ∈ Z there exist s, s′ ∈ N and μ,μ′ ∈ Z such that
sa + μb = vd and −s′a + μ′b = vd. (A.1)
Moreover, suppose d = gcd{c,b} and b = 0. If there are integers a and μ j , j = 0,1, . . . ,b/d−1 such that 1 a+ jc+μ jb b,
then
{a + jc + μ jb | j = 0,1, . . . ,b/d − 1} = {a + vd | 1 a + vd b, v ∈ Z}. (A.2)
We remember also (see Section 3)
β ∈ B(α, I) ⇒ B(β, I) ⊆ B(α, I). (A.3)
In following discussion we will use these facts and Lemma 3.1. We have
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either for each α ∈ {1,2, . . . , p1} or for each α ∈ {p2, p2 + 1, . . . , p3 − 1} there holds
{α + jd | α + jd ∈ V1, j ∈ Z} ⊆ B(α, I). (A.4)
Proof. We will ﬁnish our argument in three phases.
Case 1. Assume 2p2  p3. Denote d1 = gcd{p1, p3 − p2}. Let α ∈ {1,2, . . . , p1}. We look at the following scheme: beginning
with α0 = α and{
p3 − p2 < α j + l j p1  p3 − p2 + p1,
α j+1 = α j + l j p1 − (p3 − p2). (A.5)
Clearly, 1  α j  p1. As p1 is odd, it follows from (1) of Lemma 3.1 that α0 + l0p1 ∈ B(α, I). On the other hand, 1 
α0 + l0p1 − p2  p3 − 2p2 + p1 < p3 − p2 due to 2p2  p3. We conclude from (5) of Lemma 3.1 with y = α0 + l0p1,
p = p2 and q = p3 that α1 ∈ B(α, I). Noticing B(α1, I) ⊆ B(α, I), we obtain repeatedly α j ∈ B(α, I). Now rewrite the
second equation of (A.5) as:
α1 = α0 + l0p1 − (p3 − p2),
α2 = α1 + l1p1 − (p3 − p2)
= α0 + l0p1 − (p3 − p2) + l1p1 − (p3 − p2)
= α0 + (l0 + l1)p1 − 2(p3 − p2),
so we have
αs = α0 + (l0 + · · · + ls−1)p1 − s(p3 − p2).
Deﬁne l′0 = 0 and l′s = l0 + · · · + ls−1, we get in this way for s = 0,1, . . . , p1/d1 − 1
α + l′s p1 − s(p3 − p2) ∈ B(α, I) and α + l′s p1 − s(p3 − p2) ∈ {1,2, . . . , p1}.
Because d1 = gcd{p1, p3 − p2} and for s = 0,1, . . . , p1/d1 − 1 all these numbers are different we conclude (see A.2))
{α + jd1 | 1 α + jd1  p1, j ∈ Z} ⊆ B(α, I). (A.6)
Moreover, since d1|p1, every α + jd1 ∈ V1 can be expressed as α + jd1 = α + j′d1 + lp1 with 1 α + j′d1  p1. Hence, (1)
of Lemma 3.1 implies α + jd1 ∈ B(α + j′d1, I). The relation (A.6) tells us B(α + j′d1, I) ⊆ B(α, I). Therefore,
{α + jd1 | α + jd1 ∈ V1, j ∈ Z} ⊆ B(α, I). (A.7)
If d1 = d we have already the desired assertion. Otherwise we have to show that d1 in (A.7) can be replaced by d. To
this end we note that d|p1 and d|(p3 − p2).
Next we observe the case d1 < p1. As d1|p1 and both d1 and p1 are odd, we have d1 < p1/2. Let α + jd1 ∈ V1 be such
that
p3
2
< α + jd1  d1 + p3
2
.
Using (2) of Lemma 3.1 with y = α + jd1, p = p3 and q = p1 we obtain α + jd1 − p3/2 ∈ B(α, I). Moreover, because
1 α + jd1 − p3/2 p1 we conclude from (A.7) with α + jd1 − p3/2 instead of α and (A.3) that{
α + ld1 − p3
2
∣∣∣∣ α + ld1 − p32 ∈ V1, l ∈ Z
}
⊆ B
(
α + jd1 − p3
2
, I
)
⊆ B(α, I).
Similarly, for α + l′d1 − p3/2 ∈ (p3/2,d1 + p3/2] we have
1 α + l′d1 − 2 p3
2
 d1 < p1 and α + l′d1 − 2 p3
2
∈ B
(
α + jd1 − p3
2
, I
)
⊆ B(α, I).
Consequently, by (A.7) with α + l′d1 − p3 instead of α we obtain{
α + ld1 − 2 p3
2
∣∣∣∣ α + ld1 − 2 p32 ∈ V1, l ∈ Z
}
⊆ B(α, I).
Iteratively, we get
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α + ld1 − s p3
2
∣∣∣∣ α + ld1 − s p32 ∈ V1, l ∈ Z, s ∈ N
}
⊆ B(α, I).
However, since d = gcd{d1, p3/2}, the last relation implies (see (A.1))
{α + ld | α + ld ∈ V1, l ∈ Z} ⊆ B(α, I),
which is exact (A.4).
If d1 = p1 and 2p1 < p2 then the above calculation is still valid. The only difference is that one should apply (2) of
Lemma 3.1 with p = p3 and q = p2. We have again (A.4).
The much more complicated case is when d1 = p1 and 2p1 > p2. Let us observe the following scheme: α0 = α ∈
{1,2, . . . , p1} and{
p3 − p1  α j + l j p1 < p3,
α j+1 = α j + (l j + 1)p1 − p3. (A.8)
Clearly, (1) of Lemma 3.1 implies α0 + l0p1 ∈ B(α, I). If p3 − p1 = α0 + l0p1, then (5) of Lemma 3.1 tells us that with
p = p1, q = p3 and y = α0 + l0p1 the number y − (p3 − p1) = α1 belongs to B(α, I). We know 1 α1  p1. Consequently,
if p3 − p1 = α j + l j p1 for j = 0,1, . . . , s then αl ∈ B(α, I) and 1  αl  p1 for all l = 0,1, . . . , s + 1. It is easy to see that
αl = α + μl p1 − lp3 for some μl ∈ Z and l = 0,1, . . . , s + 1. Moreover, αl = αl′ for 0 l, l′  s + 1 p1/d − 1 and l = l′ . We
know gcd{p1, p3} = d due to d1 = p1. Thus, if we can choose s = p1/d − 2, then (A.2) implies
{α + ld | 1 α + ld p1, l ∈ Z} ⊆ B(α, I). (A.9)
Obviously if d  α then p3 − p1 = α j + l j p1 for all j. In other words, the inclusion (A.9) is valid whenever d  α.
If d|α we prove that (A.8) implies
{α + ld | 1 α + ld < p1, l ∈ Z} ⊆ B(α, I). (A.10)
Indeed, if d|α then there exits s 0 such that p3 = αs+1+l′p1 and p1  (p3−α j), j = 0,1, . . . , s. We conclude from (A.8) that
p3 ≡ αs+1 (mod p1) if and only if (s+2)p3−α ≡ 0 (mod p1). Thus, when α = p1 we have s = p1/d−2. The inclusion (A.10)
is evident (see (A.2)). Similarly, if (s + 2)p3 − α ≡ 0 (mod p1) has the solution s = p1/d − 3, then α j , j = 0, . . . , p1/d − 2,
satisfy 1 α j < p1. Clearly, those numbers are different. We have again (A.10) due to (A.2).
It remains to show (A.10) when (s + 2)p3 − α ≡ 0 (mod p1) has the solution 0 s < p1/d − 3. We will use (A.8) to ﬁnd
an α0 in B(α, I) satisfying 1 α0 < p1 such that the equation (s + 2)p3 − α0 ≡ 0 (mod p1) has the solution s = p1/d − 3.
So we have total p1/d − 1 different α j for (A.8). Consequently, using (A.2) we have again (A.10).
To this end, we note that p3 = αs+1 + l′p1 and p3 − p2 ≡ 0 (mod p1) due to d1 = p1. Thus, p2 = αs+1 + l′′p1. But
p2 < 2p1, so p2 = αs+1 + p1. However, as p1 and p2 are odd, αs+1 and l′ must be even. We have already known that
αl ∈ B(α, I) and 1  αl < p1 for all l = 0,1, . . . , s + 1. We should denote β = αs+1. Next let us show that β/2 ∈ B(α, I).
Indeed, with γ j = 0 or p2 and suitable k 1 one gets from (3.3)
2kβ −
k−1∑
j=0
2 jγ j = β2 +
(
2k+1 − 1)β
2
−
k−1∑
j=0
2 jγ j = β2 .
Thus, there is a path from β to β/2 or β/2 ∈ B(β, I) ⊆ B(α, I). The congruent equation xp3 − β/2 ≡ 0 (mod p1) has the
solution x = (p1/d + 1)/2, which means in turn that the scheme (A.8) with α0 = β/2 has total (p1/d + 1)/2 different α j .
They satisfy 1 αl < p1 and αl ∈ B(α, I) for all l = 0,1, . . . , (p1/d + 1)/2− 1. Moreover, αl has the form
αl = β2 − lβ + μl p1, l = 0, . . . ,
p1 − d
2d
.
Obviously, α1 = p1 −β/2. But 2(p1 −β/2)− p1 = p1 −β , or −(p1 −β)+2(p1 −β/2) = p1 ∈ I . By the deﬁnition of the graph
G(V1, E1) the edge (p1 −β/2, p1 −β) belongs to E1. Therefore, p1 −β ∈ B(p1 −β/2, I) ⊆ B(α, I). Now since the congruent
equation xp3 − (p1 −β) ≡ 0 (mod p1) has the solution x= p1/d−1, the scheme (A.8) beginning with α0 = p1 −β has total
p1/d − 1 different α j , which satisﬁes 1 αl < p1 and αl ∈ B(α, I) for all l = 0,1, . . . , p1/d − 2. Moreover, αl has the form
αl = −(l + 1)β + μl p1, l = 0, . . . , p1d − 2.
Thus, (A.10) is valid (see (A.2)).
Next let us show that p1 ∈ B(α, I) when d|α. We note that because gcd{p1, p2} = d there is l with 1 ld < p1 and ld −
(p1 + p2)/2≡ 0 (mod p1). We conclude ld = νp1 + (p1 + p2)/2. Consequently, by (1) of Lemma 3.1 ld−νp1 = (p1 + p2)/2 ∈
B(α, I). However, as −p1 + 2(ld − νp1) = p2 ∈ I the edge (ld − νp1, p1) belongs to the graph G(V1, E1). Consequently,
p1 ∈ B(ld − νp1, I) ⊆ B(α, I).
Therefore, (A.9) holds for all α ∈ {1,2, . . . , p1}. Now, any α + ld ∈ V1 with α ∈ {1,2, . . . , p1} can be written as α + ld =
α + l′d + vp1 for some 1 α + l′d p1. Thus, (A.9) implies (A.4) due to (1) of Lemma 3.1.
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{α + ld | 1 α + ld p3 − 1, l ∈ Z} ⊆ B(α, I ′), α ∈ {1, . . . , p3 − p2}.
Thus, any 1 α + ld p3 − 1 can be written as
α + ld = 2kα −
k−1∑
j=0
2 j(p3 − γ j), for some γ j ∈ I and k 1,
which in turn implies
p3 − (α + ld) = 2k(p3 − α) −
k−1∑
j=0
2 jγ j, for some γ j ∈ I and k 1.
Consequently, for p2  α  p3 − 1 we get
{α + ld | 1 α + ld p3 − 1, l ∈ Z} ⊆ B(α, I),
which yields (A.4) with α ∈ {p2, . . . , p3 − 1}.
Case 3. Let now 2p1 < p3 < 2p2. Without loss of the generality we assume p1+ p2  p3. Denote d1 = gcd{p1, p3}. If d1 = p1,
then it follows from (1) of Lemma 3.1
{α + ld1 | 1 α + ld1  p3 − 1, l ∈ Z} ⊆ B(α, I), ∀α ∈ {1,2, . . . , p1}. (A.11)
When in addition p1 + p2 = p3, then d = d1. We have already (A.4).
In the following we should suppose either d1 < p1 or p1 + p2 < p3. Let us ﬁrst deal with d1 < p1. So d1 < p1/2. By
remembering the scheme (A.8){α0 = α,
p3 − p1  α j + l j p1 < p3,
α j+1 = α j + (l j + 1)p1 − p3,
(A.12)
we should prove for 2p1 > p2
{α + ld | 1 α + ld < p1, l ∈ Z} ⊆ B(α, I), ∀α ∈ {1,2, . . . , p1}. (A.13)
We may assume d1|α. Otherwise, since p3 − p1 = α j + l j p1 the assertion follows immediately from this scheme, as we will
see below (see also (A.8) for the case d  α). We may also suppose α < p1 (see Case 1).
Let s be the smallest j  0 such that p3 − p1 = αs + ls p1. Thus, noticing 2p1 < p3 we obtain by (5) of Lemma 3.1
that α j ∈ B(α, I) and 1  α j < p1 for j = 0,1, . . . , s. On the other hand, by (1) of Lemma 3.1 p3 − p1 = αs + ls p1 is also
contained in B(α, I). Obviously, p3  2p1 + p2. Hence, (2) of Lemma 3.1 with p = p3 and q = p2 implies (p3 − p1)− p3/2=
p3/2− p1 ∈ B(α, I).
From 2p1 < p3 < 2p2 and 2p1 > p2 we get that 1 p3/2− p1 < p1. As the congruent equation sp3 − p3/2≡ 0 (mod p1)
has the solution s = (p1/d1 + 1)/2, the scheme (A.12) with α0 = p3/2 − p1 has total (p1/d1 + 1)/2 different α j , j =
0,1, . . . , (p1/d1 + 1)/2 − 1. They are contained in B(α, I) ∩ {1,2, . . . , p1 − 1} as we have already shown. In particular,
α1 = −p3/2+ 2p1.
Now if 2p1 < p3 < 3p1 then 2α1 − p1 = (−p3 + 3p1) or −(−p3 + 3p1) + 2α1 = p1 ∈ I . By the deﬁnition of G(V1, E1)
the edge (α1,−p3 + 3p1) belongs to E1. Consequently, −p3 + 3p1 ∈ B(α1, I) ⊆ B(α, I).
If 3p1 < p3 < 2p2, then, as −(−p3 + 4p1) + 2α1 = 0 ∈ I , we have also −p3 + 4p1 ∈ B(α, I).
However, as the congruent equation sp3 − (−p3) ≡ 0 (mod p1) has the solution s = p1/d1 − 1, the scheme (A.12) with
α0 = −p3 +3p1 or α0 = −p3 +4p1 has total p1/d1 −1 different α j , j = 0,1, . . . , p1/d1 −2. They are contained in B(α, I)∩
{1,2, . . . , p1 − 1}. We get ﬁnally
{α + ld1 | 1 α + ld1 < p1, l ∈ Z} ⊆ B(α, I), ∀α ∈ {1, . . . , p1}. (A.14)
We must show that d1 in (A.14) can be replaced by d. We should use (1) and (3) of Lemma 3.1 to do this. First applying (1)
of Lemma 3.1 to each α + ld1 from the above set, we obtain α + ld1 + p1 ∈ B(α, I). But this number can also be written as
α + l′d1 due to d1 = gcd{p1, p3}. So as p2 < 2p1 and d1 < p1/2 we have odd number α + ld1 from B(α, I), which satisﬁes
p2 − p1 < α + ld1  p2 − p1 + 2d1 < p3. (A.15)
If p2 − p1 < α + ld1 < p1 we get from (3) of Lemma 3.1 with p = p1 and γ = p2
α + ld1 − p2 + p1 = α + l1d1 − p2 ∈ B(α, I). (A.16)
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j > 0
2k(α + ld1) −
k−1∑
j=0
2 jγ j = α + ld1 +
(
2k − 1)(α + ld1 − p1) − k−1∑
j=0
2 j(γ j − p1)
= α + ld1 − (p2 − p1). (A.17)
Consequently, (A.16) holds also for this number. Clearly, 1  α + l1d1 − p2  p1. Hence, (A.14) is valid for α + l1d1 − p2
instead of α, i.e.
{α + ld1 − jp2 | 1 α + ld1 − jp2 < p1, l ∈ Z, j = 0,1} ⊆ B(α, I).
Recursively, we obtain
{α + ld1 − jp2 | 1 α + ld1 − jp2 < p1, l ∈ Z, j ∈ N} ⊆ B(α, I). (A.18)
Since d = gcd{d1, p2} the last relation implies (A.13) (see (A.2)).
Next we show that (A.13) implies (A.4).
If d  α so α + ld = p1 for all l ∈ Z. The desired assertion follows from (A.13) and (1) of Lemma 3.1.
If however α ≡ 0 (mod d) we need to prove p1 ∈ B(α, I). To this end we choose 1  l < p1/d such that ld ≡ (p1 +
p2)/2 (mod p1). Hence, for some ν ∈ N there holds ld+νp1 = (p1 + p2)/2 ∈ B(α, I) due to (1) of Lemma 3.1. Consequently,
−p1 + 2(ld + νp1) = p2 ∈ I . Thus, the edge (ld + νp1, p1) is in E1, in other words, p1 ∈ B(ld + νp1, I) ⊆ B(α, I). We know
how from (A.13) and p1 ∈ B(α, I) to get the desired assertion (A.4).
The proof for 2p1 < p2 is relatively simple. Let us point out the necessary changes. Instead of (A.12) we should use the
scheme with α0 = α ∈ {1,2, . . . , p1} and⎧⎪⎨
⎪⎩
p3
2
< α j + l j p1  p32 + p1,
α j+1 = α j + l j p1 − p32 .
Because in this scheme α j is different from zero we get directly from (2) of Lemma 3.1 with p = p3 and q = p2
{α + ld1 | 1 α + ld1  p1, l ∈ Z} ⊆ B(α, I).
Using the same process as the above we obtain (A.4) from this relation.
Finally, let us deal with the case d1 = p1 and p1 < p3 − p2. Because 2p1 < p3 < 2p2 we must have 2p1 < p2. Conse-
quently, (A.17) is valid for all p2 − p1 < α + ld1  p2. The assertion (A.4) follows from (A.11) and (A.18). 
We have discussed in detail our approach for a special case of |I| = 4. The following comment about the proof of
Lemma A.1 is worth making. The argument used will occur often in the proof of Lemmas A.2 and A.3 for other cases of
|I| = 4 as well as of Theorem 3.3. Our main idea is to design a scheme like (A.12) and to take as many numbers as possible
for testifying. However, this does not always work. So one of our tasks is to choose a number in B(α, I) by using some
congruent equation. We restart the scheme with this new number again. The proof for other cases of |I| = 4 is similar. In
the following proofs we will therefore just make some remarks and point out the necessary changes when the method is
the same.
Lemma A.2. Let I = {0, p1, p2, p3} with p j < p j+1 be such that I0 = {0, p2} and I1 = {p1, p3}. Suppose gcd{p1, p2, p3} = d. Then,
either for each α ∈ {1,2, . . . , p1} or else for each α ∈ {p2, p2 + 1, . . . , p3 − 1} there holds
{α + jd | α + jd ∈ V1, j ∈ Z} ⊆ B(α, I). (A.19)
Proof. Without loss of the generality we should assume p1 + p2  p3. Denote d1 = gcd{p1, p2}. So if d1 = p1 and p1 + p2 =
p3 then d = p1 and by (1) of Lemma 3.1
{α + lp1 | 1 α + lp1  p3 − 1, l ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1}.
This is (A.19). Thus, under d = p1 we need to prove (A.19) either for d1 < p1 or for p1 + p2 < p3.
Let us ﬁrst deal with the case that d1 = p1 and p1 + p2 < p3. Thus, d = gcd{p1, p3}. We observe the scheme:{
p3 − p1  α j + l j p1 < p3,
α = α + l p − (p − p ) (A.20)j+1 j j 1 3 1
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discuss this again. We note that our condition d1 = p1 and p1 + p2 < p3 implies p2  2p1 and p3 − p1 > p2. Hence, if
p3 − p1 = α j + l j p1 =: β , then as p2 < β < p3 we conclude from (3.3)
2kβ −
k−1∑
j=0
2 jγ j = β −
{(
2k − 1)(p3 − β) − k−1∑
j=0
2 j(p3 − γ j)
}
= β − {(2k − 1)(p3 − β) − ν(p3 − p2)}
= β + (p2 − p3) (A.21)
and β + (p2 − p3) ∈ B(β, I) ⊆ B(α, I).
Moreover, as p3 − p1 < β < p3 we have p2 − p1 < β + (p2 − p3) < p2. Consequently, (5) of Lemma 3.1 with y =
β + (p2 − p3), q = p2 and p = p1 yields
1 α j + l j p1 − (p3 − p1) < p1 and α j+1 = α j + l j p1 − (p3 − p1) ∈ B(α, I).
Hence, as long as p3 − p1 = α j + l j p1 and j  p1/d − 2 we have a new number α j+1 for B(α, I). Those α j are different
when j  p1/d−1. So if we have total p1/d different those numbers, then as shown in the proof of Lemma A.1 the assertion
(A.19) is true.
Otherwise, let s < p1/d − 2 be the smallest number such that p3 − p1 = αs + ls p1. So d | α. The relation (A.19) is now
{ jd | jd ∈ V1, j ∈ Z} ⊆ B(α, I).
Next we prove this relation by choosing a suitable α0 ∈ B(α, I) which ensures the existence of p1/d − 1 different numbers
α j for (A.20). Because p1, p3 ∈ I1 are odd, p3 − p1 is even. Clearly, p1  (p3 − p1). We can write (p3 − p1)/2= η + l′p1 with
0 < η < p1. Consequently 2η = αs + l′′p1 with l′′ ∈ {0,1}. Hence, (1) of Lemma 3.1 tells us 2η ∈ B(αs, I) ⊆ B(α, I). Moreover,
by (3.3) and γi = 0 or p3
2k(2η) −
k−1∑
i=0
2iγi = 2k+1η −
k−1∑
i=0
2iγi = η +
(
2k+1 − 1)η − νp3 = η.
Thus, η ∈ B(2η, I) ⊆ B(α, I). On the other hand, the congruent equation xp3 − η ≡ 0 (mod p1) has the solution x = (p1/d+
1)/2. The scheme (A.20) with α0 = η has total (p1/d + 1)/2 different α j as we have already known from the proof of
Lemma A.1. In particular, α1 = −(p3 − lp1)/2 + p1 for some l. If 0 < α1 < p1/2 then −(2α1) + 2α1 = 0 ∈ I and 2α1 ∈
B(α1, I) ⊆ B(α, I). If p1/2 < α1 < p1, then (p3 − (l+ 1)p1)+ 2α1 = p1 ∈ I and −(p3 − (l+ 1)p1) ∈ B(α, I). Therefore, as the
congruent equation xp3 + p3 ≡ 0 (mod p1) has the solution x = p1/d − 1, the scheme (A.20) with α0 = −(p3 − lp1) + 2p1
or −(p3 − (l + 1)p1) has total p1/d − 1 different α j satisfying 1 α j < p1, i.e.{
jd
∣∣∣ 1 j  p1
d
− 1
}
⊂ B(α, I).
We know how from this relation to get p1 ∈ B(α, I) (see the proof of Lemma A.1 at the end of Case 1). Consequently, we
have (A.19).
Secondly, let d1 < p1. For odd p1 this implies 3d1  p1. Let ﬁrst 2p1  p2. So the scheme{
p2 − p1 < α j + l j p1  p2,
α j+1 = α j + l j p1 − (p2 − p1)
with α0 = α ∈ {1,2, . . . , p1} gives (see (A.5) and (A.7))
{α + ld1 | 1 α + ld1  p3 − 1, l ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1}. (A.22)
Next we show that d1 in (A.22) can be replaced by d. We observe that for an even integer p1 < β  p2 there holds
2kβ −
k−1∑
j=0
2 jγ j = β −
{(
2k − 1)(p2 − β) − k−1∑
j=0
2 j(p2 − γ j)
}
= β − {(2k − 1)(p2 − β) − 2ν(p2 − p1) − (p2 − p3)}
= β + (p2 − p3)
for suitable γ j ∈ I (see (3.3)).
Moreover, when p2 < β < p3, the display (A.21) tells us β + (p2 − p3) ∈ B(β, I). We know 3d1  p1. So B(α, I) ∩ {p3 −
p1 + 1, . . . , p3 − p1 + 2d1} is not empty. Consequently, for any even α + ld1 ∈ B(α, I) ∩ {p3 − p1 + 1, . . . , p3 − p1 + 2d1}
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We conclude p2 − p1 < α + ld1 + (p2 − p3) p2 − p1 + 2d1. By (5) of Lemma 3.1 with q = p2 and p = p1 we get
α + ld1 + (p2 − p3) − (p2 − p1) ∈ B(α, I) ∩ {1,2, . . . , p1}.
Using (A.22) for α + ld1 − p3 + p1 instead of α we obtain
{α + jd1 − p3 | 1 α + jd1 − p3  p3 − 1, j ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1},
which yields recursively
{α + ld1 − jp3 | 1 α + ld1 − jp3  p3 − 1, l ∈ Z, j ∈ N} ⊆ B(α, I), α ∈ {1,2, . . . , p1}.
Noticing d = gcd{d1, p3} the last relation implies (A.19) due to (A.1).
When p2 < 2p1 we apply the scheme (see (A.16))⎧⎪⎨
⎪⎩
p2
2
< α j + l j p1  p22 + p1,
α j+1 = α j + l j p1 − p22
with α0 = α ∈ {1,2, . . . , p1} to get (A.22) and therefore (A.19). 
Let us deal with the last possibility of |I| = 4, namely p1 is even.
Lemma A.3. Let I = {0, p1, p2, p3} with p j < p j+1 be such that I0 = {0, p1} and I1 = {p2, p3}. Suppose gcd{p1, p2, p3} = d. Then,
either for each α ∈ {1,2, . . . , p1} or else for each α ∈ {p2, p2 + 1, . . . , p3 − 1} there holds
{α + jd | α + jd ∈ V1, j ∈ Z} ⊆ B(α, I). (A.23)
Proof.
Case 1. 2p2 < p3 or p3 < 2p1. We will review ﬁrst 2p2 < p3. Denote d1 = gcd{p1, p2}. Let α ∈ {1, . . . , p1/2}. We observe the
scheme with α0 = α⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
p1
2
< α j + p2  p12 + p2,
1 α j + p2 − l j p12 
p1
2
,
α j+1 = α j + p2 − l j p12 .
Obviously, (1) of Lemma 3.1 tells us α0 + p2 ∈ B(α, I), while (2) of Lemma 3.1 with y = α0 + p2, p = p1 and q = p3 gives
α0 + p2 − p1/2 ∈ B(α, I), where the condition y − p/2 < q/2 is satisﬁed by the ﬁrst inequality of the above scheme, i.e.
α0 + p2 − p1/2  p2 < p3/2. Furthermore, in this way we conclude α1 = α0 + p2 − l0p1/2 ∈ B(α, I), or in other words,
α1 belongs to B(α, I) ∩ {1, . . . , p1/2}, Recursively, we obtain in particular the number α j = α + jp2 − l′j p1/2 ∈ B(α, I) for
j = 0,1, . . . , p1/(2d1) − 1. Thus, by (A.2){
α + jd1
∣∣∣ 1 α + jd1  p1
2
, j ∈ Z
}
⊆ B(α, I), ∀α ∈
{
1, . . . ,
p1
2
}
.
To extend this relation we observe that for each α ∈ {p1/2+ 1, . . . , p1} we can use (2) of Lemma 3.1 to get α − p1/2 ∈
B(α, I). Hence, the above relation is valid for all α ∈ {1,2, . . . , p1}.
Moreover, by (1) of Lemma 3.1 for each 1  α + jd1  p1/2 the number α + jd1 + p2 is in B(α, I) and by (2) of
Lemma 3.1 the number α + jd1 + p2 − lp1/2 belongs to B(α, I) whenever 1 α + jd1 + p2 − lp1/2 and l 0. Consequently,
the restriction 1 α + jd1  p1/2 in the last inclusion can be replaced by 1 α + jd1  p2.
On the other hand, since p2 is odd and d1|p2, so any α + jd1 ∈ {1,2, . . . , p3 − 1} can be written as α + jd1 = α + j′d1 +
νp2 with 1 α + j′d1  p2, we conclude from (1) of Lemma 3.1 that
{α + jd1 | 1 α + jd1  p3 − 1, j ∈ Z} ⊆ B(α, I), ∀α ∈ {1, . . . , p1}. (A.24)
Clearly, there is α + j′d1 ∈ B(α, I) such that p3 − p1 < α + j′d1  p3 − p1 + d1. Hence, it follows from (5) of Lemma 3.1
that α + j′d1 − (p3 − p1) ∈ B(α, I) ∩ {1,2, . . . , p1}. Consequently, the α in (A.24) can be replaced by α + j′d1 − (p3 − p1).
We obtain
{α − p3 + ld1 | 1 α − p3 + ld1  p3 − 1, l ∈ Z} ⊆ B(α, I), ∀α ∈ {1, . . . , p1}.
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{α − sp3 + ld1 | 1 α − sp3 + ld1  p3 − 1, s ∈ N, l ∈ Z} ⊆ B(α, I), ∀α ∈ {1, . . . , p1}.
As d = gcd{d1, p3} this relation implies (A.23) (see (A.1)).
Similarly, if p3 < 2p1, we get from the above for I ′ = {0, p3 − p2, p3 − p1, p3}
{α + jd | 1 α + jd p3 − 1, j ∈ Z} ⊆ B(α, I ′), ∀α ∈ {1, . . . , p3 − p2}.
Hence,
{α + jd | 1 p3 − α + jd p3 − 1, j ∈ Z} ⊆ B(α, I), ∀α ∈ {p2, p2 + 1, . . . , p3 − 1},
which is (A.23).
Case 2. 2p1 < p3 < 2p2 and p1/2 is odd. Remember that p2 and p3 are odd. We may without loss of the generality suppose
p1 + p2  p3. Denote d1 = gcd{p1, p3} and g = p1/2. Let α ∈ {1,2, . . . , p1/2}. By (3.3) we can write 2kα = α + νg , where
1 ν  2k − 1. Let ν = 2l + β with β ∈ {0,1}. So for γ j = 0 or p1
2kα −
k−1∑
j=0
2 jγ j = α + lp1 + βg − μp1, (A.25)
where μ can be any integer between 1 and 2k − 1. Hence, for each i such that 1  α + ip1 + βg  p3 − 1 we have
α + ip1 + βg ∈ B(α, I). We note also that by our choice the left-hand side of (A.25) is even. Because p1 ∈ I0, so α +
βg is even too. As p3 − p1 is odd, we can choose an i satisfying p3 − p1 < α + ip1 + βg < p3. Consequently, by (5) of
Lemma 3.1 we have α + ip1 + βg − (p3 − p1) ∈ B(α, I). Furthermore, (2) of Lemma 3.1 tells us that we can substitute g
if the number α + ip1 + βg − (p3 − p1) is greater than g . This calculation suggests the following scheme beginning with
α0 = α ∈ {1,2, . . . , p1/2}{ p3 − p1 < αi + li p1 + βi g < p3,
1 αi + li p1 + βi g − (p3 − p1) − i g  g,
αi+1 = αi + li p1 + βi g − (p3 − p1) − i g,
where i, βi ∈ {0,1}.
Clearly, each αi can be expressed as αi = α − ip3 + l′i g. For i = 0,1, . . . , g/d1 − 1 all αi are different and belong toB(α, I)∩{1,2, . . . , g}. Combining this with the fact that, if α ∈ {g+1, . . . , p1}, then α− g ∈ B(α, I) due to (2) of Lemma 3.1,
we conclude from (A.2)
{α + ld1 | 1 α + ld1  g, l ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1}.
Now, as we did in the aforementioned proofs, we have to relax the restriction in the above inclusion, i.e. to replace
g by p1. For each α + ld1 from the last inclusion we have by (A.25) α + ld1 + ip1 + βg ∈ B(α, I) with β ∈ {0,1} and
α + ld1 + βg ≡ 0 (mod 2). If β = 0 we choose i = 1 so α + ld1 + p1 ∈ B(α, I) and α + ld1 + p1 − g = α + ld1 + g ∈ B(α, I)
due to (2) of Lemma 3.1. If β = 1 we choose i = 0 and again α + ld1 + g ∈ B(α, I). Consequently,
{α + ld1 | 1 α + ld1  p1, l ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1}. (A.26)
To show the validity of (A.26) for d instead of d1, we need again (A.25). Replacing α in (A.25) by α + l′d1, which satisﬁes
1 α + l′d1  p1, we conclude from the fact 2d1  p1 that there are i and β ∈ {0,1} with
p3 − p2 − p1 < α + ld′1 + ip1 + βg < p3 − p2 and α + l′d1 + ip1 + βg ∈ B(α, I).
As p3 − p2 < p2 we have by (1) of Lemma 3.1 with p = p2 that
p3 − p1 < α + l′d1 + ip1 + βg + p2 < p3 and α + l′d1 + ip1 + βg + p2 ∈ B(α, I).
Hence, by (5) of Lemma 3.1 with y = α + l′d1 + ip1 + βg + p2
1 α + l′d1 + ip1 + βg + p2 − (p3 − p1) < p1 and α + l′d1 + ip1 + βg + p2 − (p3 − p1) ∈ B(α, I).
Noticing d1 = gcd{p1, p3}, we obtain from (A.26) for all α ∈ {1,2, . . . , p1}
{α + ld1 + p2 | 1 α + ld1 + p2  p1, l ∈ Z} ⊆ B
(
α + l′d1 + ip1 + βg + p2 − (p3 − p1), I
)⊆ B(α, I).
Recursively, p2 can be replaced by any sp2 with s ∈ N. Consequently, we have by the fact d = gcd{d1, p2} and (A.1)
{α + ld | 1 α + ld p1, l ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1}. (A.27)
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1  α + ld  p3 − 1. To this end we use (A.25). Thus, repeating application of (A.25) we conclude that all even numbers,
which have the form α + ld and satisfy 1 α + ld p3 − 1, belong to B(α, I), i.e. for all α ∈ {1,2, . . . , p1} the set{
α + ld | 1 α + ld p1, l ∈ Z or p1 < α + ld p3 − 1, α + ld ≡ 0 (mod 2)
}
is a subset of B(α, I).
Next let α + ld be even and p1 + p2  α + ld < p3. Thus, (4) of Lemma 3.1 tells us that α + ld − p2 ∈ B(α, I). As p2 is
odd, we obtain that all numbers, which have the form α + ld and satisfy 1 α + ld < p3 − p2, belong to B(α, I). Noticing
further p3 − p2 is even we obtain in particular
{α + ld | 1 α + ld p3 − p2, l ∈ Z} ⊆ B(α, I).
Finally, let 1  α + ld < p3 − p2 be odd. So using (3) of Lemma 3.1 j-times, we obtain α + ld + j(p3 − p2) ∈ B(α, I)
whenever 1 α + ld + j(p3 − p2) < p3. Consequently, all odd numbers, which have the form α + ld and satisfy p3 − p2 
α + ld p3 − 1, belong to B(α, I). Combining this with the last two relations we get (A.23).
Case 3. 2p1 < p3 < 2p2 and p1/2 is even. Our other assumption is p1 + p2  p3. We show (A.23) ﬁrst for odd α, i.e.
{α + jd | 1 α + jd p3 − 1, j ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1} is odd. (A.28)
Denote g = p1/2 and d1 = gcd{p3 − p2, g}. We need only to prove (A.28) for odd α ∈ {1,2, . . . , g} due to (2) of Lemma 3.1
(see in Case 2). For such an α we get from (3) of Lemma 3.1 that α + p3 − p2 ∈ B(α, I).
On the other hand, the condition of (2) of Lemma 3.1 is fulﬁlled for y = α + p3 − p2, p1 = p and q = p3. So α + p3 −
p2 − g ∈ B(α, I). Repeatedly, α + p3 − p2 − lg ∈ B(α, I) whenever 1 α + p3 − p2 − lg  g . Clearly, α + p3 − p2 − lg is again
odd. We have then the following scheme with α0 = α{
1 α j + p3 − p2 − l j g  g,
α j+1 = α j + p3 − p2 − l j g.
As α j = α + j(p3 − p2) + l′j g , it follows from this scheme
{α + ld1 | 1 α + ld1  g, l ∈ Z} ⊆ B(α, I).
We note that d1 is even. So α + ld1 from the above set is odd. We can then apply (3) of Lemma 3.1 with y = α + ld1,
p = p2 and γ = p1 to obtain α + ld1 + (p2 − p1) ∈ B(α, I). This new number is even. We apply (4) of Lemma 3.1 with
j = 0, p = p2 and γ = p1, and, if necessary, (2) of Lemma 3.1. In this way, we conclude α + ld1 + (p2 − p1) − l′g ∈
B(α, I)∩{1,2, . . . , g} for some l′ . This is an even number too. So by (4) of Lemma 3.1 again we obtain α + ld1 + (p2 − p1)−
l′g+2p2 − p3 ∈ B(α, I). We may write this number as α+ ld1 + (p2 − p1)− l′g+2p2 − p3 = α+ ld1 +2p2 + l′′g− (p3 − p2).
Since p1 + p2  p3 this new odd number is less than p2. Applying (3) of Lemma 3.1 with p = p2 and γ = p3, and, if
necessary, (2) of Lemma 3.1 with p = p1 we get ﬁnally
α + ld1 + 2p2 + l2g − j′(p3 − p2) ∈ B(α, I) ∩ {1,2, . . . , g}.
This consideration suggests the following scheme starting with α0 = α + ld1⎧⎪⎨
⎪⎩
1 α2i + p2 − li g  g,
α2i+1 = α2i + p2 − li g,
1 α2i + 2p2 − j′i(p3 − p2) + l′i g  g,
α2i+2 = α2i + 2p2 − j′i(p3 − p2) + l′i g.
Consequently, as αi = α + ld1 + ip2 + l′′i d1 and d = gcd{d1, p2}, we get from (A.2)
{α + ld | 1 α + ld g, l ∈ Z} ⊆ B(α, I), α ∈ {1,2, . . . , p1} is odd.
To verify (A.28) we have to show that g in the preceding inclusion can be replaced by p3−1. The following calculation is
similar to Case 2. Let α + ld from the above set be odd. We apply (3) and (2) of Lemma 3.1 to obtain α + ld+ p3 − p2 − jg ∈
B(α, I) whenever 1 α + ld + p3 − p2 − jg  p3 − 1. This number is again odd. Consequently, all odd numbers, which can
be written as α + ld satisfying 1  α + ld  p3 − p2, belong to B(α, I). Applying (3) of Lemma 3.1 to those odd numbers
again we conclude that α + ld + j(p3 − p2) ∈ B(α, I) whenever 1 α + ld + j(p3 − p2) p3 − 1. In other words,{
α + ld | 1 α + ld p3 − 1, l ∈ Z, α + ld ≡ 1 (mod 2)
}⊆ B(α, I).
Let α + ld be odd and 1 α + ld < p3 − p2. So α + ld+ p2 ∈ B(α, I) due to (1) of Lemma 3.1. Clearly α + ld+ p2 is even.
Hence,
{α + ld | p2  α + ld p3 − 1, l ∈ Z} ⊆ B(α, I).
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1 α + ld − jp1  p3 − 1. Since p3  p2 + p1 and p1 is even we get ﬁnally that{
α + ld | 1 α + ld p2, l ∈ Z, α + ld ≡ 0 (mod 2)
}⊆ B(α, I).
The desired assertion (A.28) follows from the last three relations.
It remains to show that (A.28) is still valid for even α ∈ {1,2, . . . , p1}. Let α ∈ {1,2, . . . , p1} be even. So by (3.3) there
holds for γ j = 0 or p3 and suitable k
2kα −
k−1∑
j=0
2 jγ j = α2 +
(
2k+1 − 1)α
2
− νp3 = α
2
.
Hence, α/2 ∈ B(α, I). Consequently, for each even α ∈ {1,2, . . . , p1} we have the inclusion B(α/2, I) ⊆ B(α, I). Moreover, if
α ∈ {1,2, . . . , p1} is such that α/2l ∈ Z and l 0 then
B
(
α
2l
, I
)
⊆ B
(
α
2l−1
, I
)
⊆ · · · ⊆ B(α, I).
To verify the desired assertion, i.e. (A.28) is also valid for even α ∈ {1,2, . . . , p1}, it is enough to establish that{
α
2l
+ jd
∣∣∣∣ 1 α2l + jd p3 − 1, j ∈ Z
}
⊆ B(α, I)
would imply{
α
2l−1
+ jd
∣∣∣∣ 1 α2l−1 + jd p3 − 1, j ∈ Z
}
⊆ B(α, I). (A.29)
To this end, let j be such that (p3 − p1)/2 < α/2l + jd < p3/2. This is possible since d is odd and d p1/4. Thus, 2(α/2l +
jd) ∈ B(α/2l + jd, I) ⊆ B(α, I) by the deﬁnition of G(V1, E1) and 0 ∈ I . Moreover, as (p3 − p1) < 2(α/2l + jd) < p3, we
obtain by (5) of Lemma 3.1 that the odd number 2(α/2l+ jd)−(p3− p1) ∈ B(α, I) satisﬁes 1 2(α/2l+ jd)−(p3− p1) < p1.
So we have by (A.28) as well as d|p3 and d|p1{
α
2l−1
+ id
∣∣∣∣ 1 α2l−1 + id p3 − 1, i ∈ Z
}
⊆ B
(
2
(
α
2l
+ jd
)
− (p3 − p1), I
)
⊆ B(α, I).
This gives (A.29). We have therefore the desired assertion (A.23). 
With help of Lemmas A.1–A.3 we will use induction on |I| to verify Theorem 3.3.
Proof of Theorem 3.3. We verify the assertion via induction on |I|. Lemmas A.1–A.3 show that when |I| = 4 the assertion
is true. Let (3.6) be true for 4  |I|  m. We prove (3.6) for |I| = m + 1. Write I = {0, p1, . . . , pm} with p j < p j+1, so
I ′ = {0, pm − pm−1, . . . , pm − p1, pm}.
Assume that there is q′ ∈ I \ {0} such that pm − q′ ≡ 1 (mod 2) and |(I \ {q′})δ | 2, δ = 0,1. We may therefore choose
such a q′ to be the smallest. Denote Iˆ = I \ {q′}. Clearly, B(α, Iˆ) ⊆ B(α, I) for each 1 α < pm . Let d1 = gcd{γ | γ ∈ Iˆ}. The
assumption of induction implies that either for each α ∈ {1, . . . , p′1} or for each α ∈ {p′m−1, . . . , pm − 1} there holds
{α + ld1 | 1 α + ld1  pm − 1, l ∈ Z} ⊆ B(α, Iˆ) ⊆ B(α, I) (A.30)
where p′1  p1 and p′m−1  pm−1. If d1 = d we have nothing more to do. Otherwise, since d = gcd{d1,q′}, the relation d1 ∈ Iˆ
would imply that the inclusion (3.6) is valid for J = {0,d1,q′, pm} instead of I . However, as J ⊆ I and B(α, J ) ⊆ B(α, I) we
have again (3.6) for I . In what follows we should suppose d1 = d and 2d1  γ for all γ ∈ Iˆ \ {0}.
Let without loss of the generality the inclusion (A.30) be valid for each α ∈ {1, . . . , p′1}.
If 2q′  pm and q′ > d1 we choose α+ld1 to be pm−q′ < α+ld1  pm−q′ +d1. Hence, (5) of Lemma 3.1 with y = α+ld1,
p = pm and q = q′ yields α + ld1 − (pm − q′) ∈ B(α, I) and 1 α + ld1 − (pm − q′) d1  p1. Consequently, (A.30) is also
valid for α + ld1 − (pm − q′) = α + q′ + l′d1 instead of α. We conclude
{α + q′ + ld1 | 1 α + q′ + ld1  pm − 1, l ∈ Z} ⊆ B(α + q′ + l′d1, I) ⊆ B(α, I).
Recursively, we obtain
{α + sq′ + ld1 | 1 α + sq′ + ld1  pm − 1, s ∈ N, l ∈ Z} ⊆ B(α, I),
which certainly implies (3.6) due to d = gcd{q′,d1} and (A.1).
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α + ld1 from (A.30) such that q′ < α + ld1  q′ + 2d1. It follows from (4) of Lemma 3.1 that α + ld1 − q′ ∈ B(α, I) and
1 α + ld1 − q′  2d1. Hence, by (A.30)
{α − sq′ + jd1 | 1 α − sq′ + jd1  pm − 1, s = 0,1, j ∈ Z} ⊆ B(α, I).
Repeatedly, s in the last inclusion can be replaced by any nonnegative integer. We have again (3.6) due to (A.1).
If 2q′ > pm and q′ is even, we choose α + ld1 from (A.30) to be q′/2 < α + ld1  q′/2+ d1 < pm . As d1 < pm/2 and pm is
odd we conclude from (2) of Lemma 3.1 that 1 α + ld1 − q′/2 d1  p′1 and α + ld1 − q′/2 ∈ B(α, I). Thus, (A.30) is again
valid for α + ld1 − q′/2 instead of α, i.e.{
α − q
′
2
+ jd1
∣∣∣∣ 1 α − q′2 + jd1  pm − 1, j ∈ Z
}
⊆ B
(
α + ld1 − q
′
2
, I
)
⊆ B(α, I).
In this way we get{
α − s q
′
2
+ ld1
∣∣∣∣ 1 α − s q′2 + ld1  pm − 1, s ∈ N, l ∈ Z
}
⊆ B(α, I),
which gives (3.6) since d = gcd{q′/2,d1} (see (A.1)).
When 2q′ > pm and q′ is odd, so pm is even. By our choice of q′ there are at least two odd numbers γ1 and γ2
in I satisfying q′ < γ1 < γ2 < pm . Write pm = 2νd1, so γ2  (2ν − 1)d1 and γ1  (2ν − 3)d1. Hence, γ1 − q′ + 2d1 
pm − q′ − d1 < q′ . Let us choose α + ld1 from (A.30) to be odd and γ1 − q′ < α + ld1  γ1 − q′ + 2d1 < q′ . It follows from (3)
of Lemma 3.1 with p = q′ and γ = γ1 that α + ld1 − (γ1 − q′) ∈ B(α, I) ∩ {1,2, . . . , p′1}. We have therefore
{α + q′ + jd1 | 1 α + q′ + jd1  pm − 1, j ∈ Z} ⊆ B
(
α + ld1 − (γ1 − q′), I
)⊆ B(α, I).
Recursively, we conclude
{α + sq′ + ld1 | 1 α + sq′ + ld1  pm − 1, s ∈ N, l ∈ Z} ⊆ B(α, I).
In other words, (3.6) is true again due to (A.1).
It remains to show (3.6) for the case that there is no q′ ∈ I \ {0} such that pm − q′ ≡ 1 (mod 2) and |(I \ {q′})δ |  2,
δ = 0,1. That means that if pm ∈ Iδ then |I1−δ| = 2 and |Iδ| 3. On the other hand, if the above treatment is valid for I ′ ,
we have (3.6) for I ′ instead of I , which in turn implies (3.6) for I . So in the following consideration we should assume that
for both I and I ′ we have no such numbers. Hence, there are only two numbers γ1, γ2 ∈ I such that pm − γi ≡ 1 (mod 2).
If pm is even then I1 = {γ1, γ2}. For I ′ we have also two odd numbers, namely, I ′1 = {pm − γ1, pm − γ2}. If pm is odd, then
one of γ1 and γ2 is zero (say γ1 = 0). So I ′1 = {pm − γ2, pm}.
Let pm ∈ Iδ and p′ be the smallest number in Iδ \ {0}. Let further q ∈ I1−δ be the greatest one. Denote Iˆ = I \ {p′} and
d1 = gcd{γ | γ ∈ Iˆ}. The assumption of induction tells us that for Iˆ there holds either for each α ∈ {1, . . . , p′1} or for each
α ∈ {p′m−1, . . . , pm − 1}
{α + ld1 | 1 α + ld1  pm − 1, l ∈ Z} ⊆ B(α, Iˆ) ⊆ B(α, I) (A.31)
where p′1  p1 and p′m−1  pm−1. If d1 = d we have nothing more to do. Otherwise, let without loss of the generality the
last display be valid for each α ∈ {1, . . . , p′1}. We divide the proof into two cases according to whether pm is even or odd.
Case 1. pm is even. So |I1| = 2. If q < p′ then I1 = {p1, p2} and p′ = p3. Clearly, when p1 = d1, the set J = {0, p1, p2, p′}
satisﬁes the conditions of the theorem and has four elements. We have (3.6) for J . Moreover, because d = gcd{d1, p′} and
B(α, J ) ⊆ B(α, I) the assertion (3.6) is also valid for I . Indeed, each 1  α + ld  pm − 1 can be written as α + ld =
α + l′d + νp1 with 1 α + l′d  p1. By (1) of Lemma 3.1 with p = p1 we conclude α + ld ∈ B(α, I). Next we may assume
p1  2d1.
Let 2p1  p′ . Choosing α + ld1 to be p′ − p1 < α + ld1  p′ < pm , we conclude from (5) of Lemma 3.1 that α + ld1 −
(p′ − p1) ∈ B(α, I) ∩ {1,2, . . . , p1}. Hence,
{α − p′ + jd1 | 1 α − p′ + jd1  pm − 1, j ∈ Z} ⊆ B
(
α + ld1 − (p′ − p1), I
)⊆ B(α, I).
Recursively, we obtain
{α − sp′ + ld1 | 1 α − sp′ + ld1  pm − 1, s ∈ N, l ∈ Z} ⊆ B(α, I).
The desired assertion follows from the last relation and the fact that d = gcd{d1, p′} (see (A.1)).
Let 2p1 > p′ . We choose α+ ld1 satisfying p′/2< α+ ld1  p′/2+d1 < pm . The condition p1  2d1 and (2) of Lemma 3.1
with p = p′ and q = p1 ensure α + ld1 − p′/2 ∈ B(α, I) ∩ {1,2, . . . , p1}. Consequently,
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α − p
′
2
+ ld1
∣∣∣∣ 1 α − p′2 + ld1  pm − 1, l ∈ Z
}
⊆ B(α, I).
We know how from this relation to get (3.6).
Let q > p′ . If p1 ∈ I1, we can suppose p1  3d1. For otherwise we would have p1 = d1 and gcd{p1, p′,q} = d. So the
assertion (3.6) is valid for J = {0, p1, p′,q}, which in turn implies the validity of (3.6) for I . Next let α + ld1 be such that
p′/2 < α + ld1  p′/2+ 2d1. So by (2) of Lemma 3.1 we have α + ld1 − p′/2 ∈ B(α, I) ∩ {1,2, . . . , p′1}. Consequently,{
α − s p
′
2
+ ld1
∣∣∣∣ 1 α − s p′2 + ld1  pm − 1, s ∈ N, l ∈ Z
}
⊆ B(α, I),
which implies (3.6) due to (A.1). If p1 ∈ I0 then p′ = p1. When d1 < p1 the above is still true.
When d1 > p1 then (A.31) is valid for α ∈ {1, . . . , p2}. Clearly, p2  d1. Moreover, by our choice of q there holds 2p′ < q.
Now choosing α + ld1 from (A.31) satisfying q− p′ < α + ld1  q− p′ +d1, we obtain from (5) of Lemma 3.1 and (A.31) that
α + ld1 − (q − p′) ∈ B(α, I) ∩ {1,2, . . . , p2}. Consequently,
{α + ld1 + sp′ | 1 α + ld1 + sp′  pm − 1, l ∈ Z, s ∈ N} ⊆ B(α, I).
The assertion (3.6) follows from (A.1) and the last inclusion.
Case 2. pm is odd. Let q < p′ . So p′ is odd, which yields I0 = {0, p1} and I1 = {p2, . . . , pm}. We have p′ = p2 and q = p1.
Assume 2p1 > p′ . We know (see (3.2)) that (A.31) for all α ∈ {1, . . . , p1} is equivalent to
{−α + ld1 | 1−α + ld1  pm − 1, l ∈ Z} ⊆ B(pm − α, I ′)
for all α ∈ {1, . . . , p1}. Clearly, if p1 = 2kd1 then p3  (2k + 1)d1 and pm  (2k + 3)d1. We conclude 3d1  pm − p1. Let
−α + ld1 be even such that pm − p2 < −α + ld1  pm − p2 + 2d1. We have for γi ∈ I
2k(−α + ld1) −
k−1∑
i=0
2i(pm − γi) = −α + ld1 −
{(
2k − 1)(pm + α − ld1) − k−1∑
i=0
2iγi
}
.
Since pm +α − ld1 is odd and 1 pm +α − ld1 < p3, Euler’s Theorem (see (3.3)) allows us to choose γi to be zero or pm so
that
(
2k − 1)(pm + α − ld1) − k−1∑
i=0
2iγi = 0.
Clearly, γ0 = pm . However, if we take γ0 = p2 we obtain
(
2k − 1)(pm + α − ld1) − k−1∑
i=0
2iγi = pm − p2.
With this choice we get
2k(−α + ld1) −
k−1∑
i=0
2i(pm − γi) = −α + ld1 − pm + p2.
Consequently, −α + ld1 − pm + p2 ∈ B(pm −α, I ′) and 1−α + ld1 − pm + p2  2d1 < pm − p1. Using (1) of Lemma 3.1 for
I ′ with pm − p1 we obtain
−α + ld1 − pm + p2 + pm − p1 = −α + ld1 + p2 − p1 ∈ B(pm − α, I ′).
Moreover, as pm − p1 < −α + ld1 + p2 − p1 < pm − p1 + 2d1  pm , (A.31) tells us
{−α + jd + p2 | 1−α + jd + p2  pm − 1, j ∈ Z} ⊆ B(−α + ld1 + p2 − p1, I ′) ⊆ B(pm − α, I ′).
Recursively,
{−α + ld + sp2 | 1−α + ld + sp2  pm − 1, s ∈ N, l ∈ Z} ⊆ B(pm − α, I ′).
In other words, (3.6) is still true due to (A.1). The proof for 2p1 < p′ is similar to p1  2d1 in Case 1.
If q > p′ then p′ = p1. The same approach leads to the assertion. We omit the detail. 
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