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Abstract
The work describes the method of construction of charges (conserved quantities) for the
gravity field in the (3 + 1) decomposition. The presented construction uses tensors of the
electrical and magnetic parts of the Weyl tensor and conformal Killing vectors. In the case of
conformally flat spatial hypersurfaces, we get twenty local charges, which can be expressed
in terms of the initial data (three-dimensional metric and extrinsic curvature tensor). The
work shows the relationships between charges which are obtained by this method and the
usual ADM approach. In traditional ADM approach Killing vectors are used to construct
corresponding charges e.g. time translation corresponds to ADM mass, spatial translations
give linear momentum and rotations correspond to angular momentum. Gravito-electric and
gravito-magnetic charges need conformal Killing vectors e.g. mass corresponds to dilation,
linear momentum is related to rotation and angular momentum needs conformal acceleration.
The analyzed example of the Schwarzschild–de Sitter spacetime suggests that in some cases
the mass calculated by the presented method has better properties than the traditional ADM
mass. Next we discuss asymptotic charges which are no longer rigidly conserved but rather
approach finite value at spatial infinity.
Notation and conventions
• gµν spacetime metric with signature (−,+,+,+),
• γij Riemannian metric induced on three-dimensional spatial surfaces,
• ηµν metric of Minkowski spacetime in R4,
• ηAB metric on a two-dimensional sphere, ηAB = diag
(
r2, r2 sin2 θ
)
.
Indices for which the summation convention applies:
• indices written in Greek letters {µ, ν, α, β, . . . } run a set of coordinates of space-time,
• indices written in Latin letters {a, b, c, d, . . . } run a set of coordinates on spatial hypersur-
faces,
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• indices written in Latin capital letters {A,B,C, . . . } run a set of angular coordinates on a
two-dimensional sphere in standard parametrization
(θ, φ) ∈ (0, π) × (0, 2π).
Indices for which the summation convention does not apply:
• {x, y, z} used for writing in Cartesian coordinates,
• {r, θ, φ} used for writing in spherical coordinates.
∇ and D mean four-dimensional and three-dimensional covariant derivatives respectively. We
will also use shortened, symbolic notation in which semicolon (;) means a covariant derivative
for space-time, vertical line (|) is a covariant derivative on three-dimensional hypersurfaces, and
a double vertical line (||) means a covariant derivative on a two-dimensional sphere.
Symmetrization and antisymmetrization of indices α, β we write respectively as (αβ) and [αβ],
we assume that both of these operations contain a numerical factor depending on the number
of indices that include, in particular:
A(ij) =
1
2
Aij +
1
2
Aji ,
A[ij] =
1
2
Aij − 1
2
Aji ,
Aij = A(ij) +A[ij] .
For the antisymmetric tensor, we accept the convention:√
|g|ε12...n = 1 .
In the case of calculation related to the (3 + 1) decomposition, we will write three over tensors
specified on the spatial hypersurface Σ and four for objects in four-dimensional spacetime. To
simplify the notation, we omit the index in situations, where it is clearly derived from the
context.
To simplify the writing, we omit the integration variables dθdφ in the majority of integrals on
two-dimensional spheres.
The geometric layout of units was adopted throughout the work c = G = 1.
Index of notation
gµν – metric tensor,
ηµν – metrics of Minkowski spacetime,
Rαβµν – Riemann tensor,
Rαβ – Ricci tensor,
R – scalar of curvature,
Wαβµν – Weyl tensor,
Eµν – electric part of Weyl tensor,
Bµν – magnetic part of Weyl tensor,
Λ – cosmological constant,
Tµν – energy-momentum tensor,
2
S(r) – two-dimensional sphere with radius r,
dΩ2 = r2dθ2 + r2 sin2 θdφ2.
The conformal Killing vectors (CKV):
Tk – translation generators,
Rk – rotation generators,
Kk – generators of proper conformal transformations,
S – scaling generator.
(3 + 1) Decomposition:
Σ – spatial hypersurface,
N – lapse function,
Nk – shift vector,
γij – Riemann metric on a hypersurface Σ,
Kij – tensor of the extrinsic curvature,
K – trace of the tensor of the extrinsic curvature K = Kijg
ij ,
Pij – canonical ADM momentum Pij = Kij − γijK,
nk – normalized normal vector,
(A ∧B)a := εabcAbdBdc.
1 Introduction
The aim of this work is to provide definitions and discuss basic properties of gravitational charges,
or quantities specified on the spatial hypersurface Σ immersed in four-dimensional spacetime.
The structure of quasi-local charges presented here can be used for any initial data (γij ,Kij), for
which three-dimensional metric γij is conformally flat or for the three-metric which approaches
conformally flat metric at infinity.
The idea of defining charges as a contraction of the electrical and magnetic parts of the Weyl
tensor with conformal Killing vectors results from the structure of conformal Yano–Killing ten-
sors (CYK tensors) and spin-2 field in linearized gravity. In [1] it has been shown that the
contractions of the spin-2 field with CYK tensors give closed two-forms (satisfy the Gaussian
law), and therefore we can consider them as charges. The four-dimensional Minkowski spacetime
has twenty linearly independent CYK tensors, therefore we get twenty independent charges. Un-
fortunately, this method of constructing charges can not be used for Schwarzschild spacetime,
where the equation defining CYK tensors has only two independent solutions.
In [1] has been proved the lemma which says that each of the twenty basic CYK tensors in
Minkowski space can be decomposed into a sum of expressions containing a function depending
on time t and the product of the field ∂t with the conformal Killing vector (plus the dual field
to such a product). The lemma suggests that in the case of spacetime with not enough CYK
tensors, we can try to define charges with help of conformal Killing vectors, which is the main
goal of this work.
Section 2 contains a short overview of linearized gravity as a spin-2 field theory. We present
formulae defining charges in the linearized case and we calculate their values for “a fully charged
solution” derived from [2].
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In section 3 we define twenty charges for the gravitational field, using electrical and magnetic
parts of spin-2 field, and conformal Killing vectors. We show how the initial data (γij ,Kij) on
the hypersurface Σ enables one to recover the electrical and magnetic parts of the Weyl tensor
for vacuum spacetime (with a cosmological constant). We also formulate conditions guaran-
teeing independence of charges from the choice of integration surface, or analog of Gaussian
electromagnetic law for gravity. The relationship between “gravito-electromagnetic” charges
with linear and angular momentum is presented.
Section 4 is devoted to Schwarzschild–de Sitter spacetime. We analyze two families of foliations
with spatial hypersurfaces. The first one consists of the usual constant Schwarzschildean time
slices, characterized by zero extrinsic curvature and conformally flat internal geometry. The
second one is a set of surfaces with non-zero extrinsic curvature, equipped with a flat Euclidean
metric. In both cases, we compare the “gravito-electromagnetic” mass with the ADM mass.
In section 5 we prove the claim allowing to define asymptotic charges for a particular class of
asymptotically flat spacetimes.
1.1 Electrical and magnetic parts of Weyl tensor
Four-dimensional Weyl tensor has ten independent components. It is expressed by Riemann
tensor and Ricci tensor by the following formula:
Wαβµν = Rαβµν − (gα[µRν]β − gβ[µRν]α) +
1
3
Rgα[µgν]β (1.1)
and has the following properties:
• symmetry of exchange of index pairs: Wαβµν =Wµναβ ,
• antisymmetry in the first pair of indices: Wαβµν = −Wβαµν ,
• antisymmetry in the second pair of indices: Wαβµν = −Wαβνµ,
• tracelessness: Wαβαν = 0,
• vanishing antisymmetrization of the last three indices: Wα[βµν] = 0.
Symmetries of Weyl tensor enable us to define the following dual tensors:
∗Wαβµν :=
1
2
εαβ
λδWλδµν , W
∗
αβµν :=
1
2
Wαβλδε
λδ
µν . (1.2)
Consider a spatial hypersurface Σ immersed in a four-dimensional pseudoriemannian manifold
(M, g), let us denote by n unit normal vector to Σ. Using (3+1) decomposition the Weyl tensor
can be split into gravito-electric and gravito-magnetic parts:
Eαβ :=Wαµνβn
µnν , (1.3)
Bαβ :=W
∗
αµνβn
µnν . (1.4)
Tensors E and B are symmetric, traceless and spatial (it follows directly from the property of
Weyl tensor) and both have five independent components.
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1.2 Killing fields and their conformal generalization
The Killing field is a vector field defined on the Riemannian manifold (or pseudoriemannian)
which preserves the metric. We can treat it as infinitesimal isometry generator (flow generated
by Killing field is an isometry of the manifold). By definition, a vector field X is a Killing field
(KV) if it satisfies the equation:
LXg = 0 , (1.5)
where g is a metric tensor, and L is the Lie derivative.
If we restrict ourselves to the Levi-Civita connection, the above equation becomes equivalent to:
∇(iXj) = 0 . (1.6)
The flat three-dimensional Euclidean space has six linearly independent Killing fields: three
fields corresponding to translation generators Tk and three corresponding to rotation generators
Rk. In appendix (B.1) a complete solution to the equation (1.6) for (R3, η) is presented.
Generally, Killing fields are not preserved by conformal transformations. If we assume that the
vector field X is a Killing vector on a manifold (M, g), then after conformal transformation into
manifold (M, g˜), where g˜ij = e2Ωgij , we can receive g˜k(i∇˜j)Xk 6= 0.
Let us generalize Killing fields so that the new vectors will be preserved by conformal transfor-
mations, to this end let us modify the equation (1.6) replacing zero on the right hand side by
expression proportional to the metric:
∇jXi +∇iXj = λgij , (1.7)
where λ is arbitrary function which is related to the conformal factor.
Vector field X which satisfies the equation (1.7) is called conformal Killing field (CKV). We
see that every Killing field is simultaneously a conformal Killing field (for λ = 0). In general
case function λ depends on the field X, and let n be a dimension of our manifold. Trace of the
equation (1.7) yields:
2Xi;i = nλ ⇒ λ = 2
n
Xi;i . (1.8)
So-defined vector fields remain invariant under the influence of conformal transformations.
Lemma 1. If Xa is a conformal Killing field for a metric gij and conformal factor λ, than is
also a conformal Killing field for the metric g˜ij = e
2Ωgij and conformal factor λ˜ = λ+ 2Ω,aX
a.
Proof:
If g˜ij = e
2Ωgij than the following transformation law for Christoffel symbols is true [7]:
Γ˜kij = Γ
k
ij + δ
k
i∂jΩ+ δ
k
j∂iΩ− gij∇kΩ , (1.9)
where Γ˜kij is the Christoffel symbol for the metric g˜, and Γ
k
ij for the metric g.
Covariant derivative transforms under conformal rescaling in the following way:
g˜kj∇˜iXk =g˜kj(Xk,i + Γ˜kmiXm) = g˜kj
[
Xk,i +X
m(Γkmi + δ
k
m∂iΩ+ δ
k
i ∂mΩ− gmi∇kΩ)
]
=
=g˜kj
[
Xk,i +X
mΓkmi
]
+ e2ΩXj∂iΩ+ g˜ijX
m∂mΩ− e2ΩXi∂jΩ =
=g˜kj∇iXk + g˜ijXm∂mΩ+ 2e2ΩX[i∂j]Ω .
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(1.10)
Assuming that Xk is a conformal Killing vector for g:
gkj∇iXk + gki∇jXk = λgij ⇒ g˜kj∇iXk + g˜ki∇jXk = λg˜ij . (1.11)
Symmetrizing (1.10), we obtain the equation for conformal Killing vectors:
2g˜k(j∇˜i)Xk = g˜ij(λ+ 2Xm∇mΩ) . (1.12)
In a flat (according to the thesis of lemma, also in a conformally flat) three-dimensional space,
we have ten linearly independent conformal Killing fields. Six of them are previously introduced
fields of translation generators Tk and rotation generators Rk, the other four fields correspond
to the scaling S and three “appropriate” conformal transformations Kk. In the Cartesian coor-
dinate system, expressions for the fields take the following form:
Tk = ∂
∂xk
, (1.13)
Rk = εkijxi ∂
∂xj
, (1.14)
Kk = xkS − 1
2
r2
∂
∂xk
, (1.15)
S = xk ∂
∂xk
, (1.16)
where r2 = x2+ y2+ z2. The full calculations leading to the above formulae are included in the
appendix B.2.
Note that the above definitions in a natural way distinguish one point — the center of the co-
ordinate system.
It means that the above conformal Killing fields behave with respect to active translations. Con-
sider two Cartesian coordinate systems x, y shifted by constant vector a so that the relationship
yk = xk+ak is fulfilled. Let us denote by A(x) a vector field A related to the coordinate system
x. Under the influence of translation by the vector ak, Killing fields are transformed in the
following way:
Tk(x) = Tk(y) , (1.17)
S(y) = S(x) + Tkak , (1.18)
Rk(y) = Rk(x) + εkijaiTj(x) , (1.19)
Kk(y) = Kk(x) + akS(x) + alRkl(x) + Tl(x)(akal − 1
2
aiaiδ
l
k) , (1.20)
where:
Rkl := xk∂l − xl∂k .
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1.3 (3 + 1) Decomposition of Einstein equations
Consider a four-dimensional space-time (M, g) which is a solution of Einstein equations (without
cosmological constant):
Rµν − 1
2
Rgµν = 8πTµν . (1.21)
We assume that spacetime (M, g) is globally hyperbolic, which means that there is a spatial
hypersurface Σ, whose intersection with any timelike or null curve is exactly one point. By Σt
we denote foliation of M by spatial surfaces. Einstein equations in the (3 + 1) decomposition
are obtained by projecting onto Σt and on the direction perpendicular to Σt.
Let us denote by n the unit normal vector to the surface Σt and by γ the projection operator
at Σt. Einstein equations can be written in an equivalent form which is more convenient for
projection:
Rµν = 8π
(
Tµν − 1
2
Tgµν
)
, (1.22)
where T is the trace of the energy-momentum tensor, T := gµνTµν .
The vector n is timelike, so it can be treated as four-speed of an observer. The world lines
of such observer are perpendicular to hypersurface Σt, this means that the surfaces Σt locally
represent simultaneous events from the point of view of the observer. Let us define:
E := Tµνnνnµ (1.23)
and:
pα := −Tµνnµγνα . (1.24)
E and pα have respectively an interpretation of the energy density and the momentum density
measured by the observer. We can introduce in the same way:
Sαβ := Tµνγ
µ
αγ
ν
β (1.25)
and the trace:
S := γijSij = g
µνSµν . (1.26)
Applying the projection operator γµν to the Einstein equations (1.22) and using Gaussian for-
mula (A.16) we obtain:
LnKαβ = −DαDβN +N [Rαβ +KKαβ − 2KαµKµβ + 4π ((S − E)γαβ − 2Sαβ)] . (1.27)
where Ln is the Lie derivative with respect to the timelike unit normal n. Note that in the above
equation, each of the tensors is tangent to Σt, we can limit ourselves to spatial indices:
LnKij = −DiDjN +N
[
Rij +KKij − 2KikKkj + 4π ((S − E)γij − 2Sij)
]
. (1.28)
Projection of the Einstein equations (1.22) on the direction perpendicular to Σt gives
1:
Rµνn
µnν +
1
2
R = 8πTµνn
µnν . (1.29)
1Let us recall that n is normalized such that gµνn
µnν = −1.
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Using the contracted Gaussian formula (A.17) and the definition of E := Tµνnµnν yields to the
the scalar constraint:
R+K2 −KijKij = 16πE . (1.30)
Projecting Einstein equations (1.22) once in Σt and the second time in the normal direction n
leads to the equation:
4
Rµνn
µγνα − 1
2
4
Rgµνn
µγνα = 8πTµνn
µγνα . (1.31)
Noting that gµνn
µγνα = 0, with the help of contracted Codazzi formula (A.25) we obtain:
DjK
j
i −DiK = 8πpi . (1.32)
The above equation is called the vector constraint.
2 Linearized gravity
2.1 The electrical and magnetic part of the spin-2 field
Consider Minkowski space (in the Cartesian coordinate system) equipped with an additional
structure — the field Wαβµν which we call the spin-2 field. The field W can be interpreted as a
Weyl tensor for linearized gravity, which is defined by the following identities:
Wαβµν =Wµναβ =W[αβ][µν] , (2.1)
Wα[βµν] = 0, η
αµWαβµν = 0 . (2.2)
We introduce dual fields due to the first and second pair of indices:
∗Wαβµν :=
1
2
εαβλδW
λδ
µν , (2.3)
W ∗αβµν :=
1
2
Wαβ
λδελδµν , (2.4)
which have the following properties:
∗W ∗αβµν =
1
4
εαβλδW
λδρσερσµν ,
∗W =W ∗, ∗(∗W ) =∗ W ∗ = −W . (2.5)
Bianchi identities act as field equations:
∇[λWµν]αβ = 0 , (2.6)
which can be formulated equivalently as:
∇µWµναβ = 0 or ∇[λ∗Wµν]αβ = 0 or ∇µ∗Wµναβ = 0 . (2.7)
Weyl tensor can be splitted into the electrical part E and the magnetic part B:
Ekl :=Wk00l , (2.8)
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Bkl :=
1
2
W0kijε
ij
l . (2.9)
Electrical (magnetic) part of Weyl tensor we shortly call gravito-electric (gravito-magnetic)
tensor. The electrical and magnetic parts fulfill the following dynamic equations resulting from
field equations (2.6):
E˙ij = εj
lm∂lBim , (2.10)
B˙ij = −εj lm∂lEim (2.11)
and algebraic constraint equations:
Eii = 0 , (2.12)
Bii = 0 . (2.13)
There are also differential constraints:
Ekl|k = ∇kW k00l = ∇µW µ00l = 0 , (2.14)
Bkl|k =
1
2
εijl∇µW 0µij = 0 , (2.15)
which can be deduced from (2.7). Correctness of the formulae (2.10) and (2.11) can be easily
verified. Using the equations of Ekl and Bkl for the equation (2.10) we obtain a part of Bianchi
identities (2.7):
E˙ij − εj lm∂lBim = ∂0Wi00j − εj lm∂l(1
2
W0iabε
ab
m) =
= ∂0Wi0j
0 − 1
2
∂lW0iab(δ
a
j δ
lb − δbjδla) =
= ∂0Wi0j
0 − 1
2
∂lW0ij
l +
1
2
∂lW0i
l
j =
= ∂µWi0j
µ = 0 .
(2.16)
Analogically for the equation (2.11):
B˙ij + εj
lm∂lEim = ∂0(
1
2
W0iabε
ab
j)− εj lm∂lW0i0m =
= εj
lm(
1
2
∂0W0ilm − ∂lW0i0m) =
= εj
lm(
1
2
∂lWm00i +
1
2
∂mWl00i) = 0 .
(2.17)
Compatibility of dynamic equations (2.10) and (2.11) with the constraints (2.12) and (2.13):
E˙i
i = εilm∂lBim = 0 , (2.18)
B˙i
i = −εilm∂lEim = 0 . (2.19)
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2.2 Definition of charges
By charge we mean an integral of a contraction of electrical or magnetic part of spin-2 field with
a conformal Killing vector:
Q(E,X) :=
∫
S(r)
Ei
jXidSj , (2.20)
Q(B,X) :=
∫
S(r)
Bi
jXidSj . (2.21)
For three-dimensional Euclidean space, the vector space of conformal Killing fields is ten-
dimensional. It allows us to define twenty independent charges in that way. Let us examine
the dependence of charges on time. Applying a differentiation over time (marked with a dot) to
(2.20) and (2.21) we receive:
Q˙(E,X) =
∫
S(r)
E˙i
jXidSj , (2.22)
Q˙(B,X) =
∫
S(r)
B˙i
jXidSj . (2.23)
Next, use the dynamic equations (2.10), (2.11) for the electrical and magnetic part:
Q˙(E,X) =
∫
S(r)
εjlm∂lBimX
idSj , (2.24)
Q˙(B,X) =
∫
S(r)
−εjlm∂lEimXidSj . (2.25)
Integrating by parts:
Q˙(E,X) =
∫
S(r)
−εjlmBim∂lXidSj , (2.26)
Q˙(B,X) =
∫
S(r)
εjlmEim∂lX
idSj . (2.27)
The spatial derivatives of the basic conformal Killing vectors gives:
∂jT ik = 0 , (2.28)
∂jSi = δij , (2.29)
∂jRik = ∂j(εklixl) = εkj i , (2.30)
∂jKik = ∂j(xkxi −
1
2
r2δik) = δjkx
i + xkδ
i
j − xjδik . (2.31)
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Using the results (2.28)–(2.31) we can simplify the expressions for the time derivatives of charges
(2.26) and (2.27):
Q˙(E,Tk) = 0 , (2.32)
Q˙(E,S) = −
∫
S(r)
εjlmBimδ
i
ldSj = 0 , (2.33)
Q˙(E,Rk) = −
∫
S(r)
εjlmBimεkl
idSj = −
∫
S(r)
εmjlεl
i
kBimdSj =
= −
∫
S(r)
(δmiδjk − δmkδji)BimdSj =
=
∫
S(r)
BjkdSj =
∫
S(r)
Bi
jT ikdSj = Q(B,Tk) ,
(2.34)
Q˙(E,Kk) = −r
∫
S(r)
εjlmBim(δlkn
i + nkδ
i
l − nlδik)njdS =
= −r
∫
S(r)
εk
mjBimn
injdS =
∫
S(r)
Bmiεk
jmxjn
idS = Q(B,Rk) ,
(2.35)
Q˙(B,Tk) = 0 , (2.36)
Q˙(B,S) =
∫
S(r)
εjlmEimδ
i
ldSj = 0 , (2.37)
Q˙(B,Rk) =
∫
S(r)
εjlmEimεkl
idSj =
∫
S(r)
εmjlεl
i
kEimdSj =
=
∫
S(r)
(δmiδjk − δmkδji)EimdSj =
= −
∫
S(r)
EjkdSj = −
∫
S(r)
Ei
jT ikdSj = −Q(E,Tk) ,
(2.38)
Q˙(B,Kk) = r
∫
S(r)
εjlmEim(δlkn
i + nkδ
i
l − nlδik)njdS =
= r
∫
S(r)
εk
mjEimn
injdS = −
∫
S(r)
Emiεk
jmxjn
idS = −Q(E,Rk) .
(2.39)
Summary:
Q˙(E,Tk) = Q˙(E,S) = Q˙(B,Tk) = Q˙(B,S) = 0 , (2.40)
Q˙(E,Rk) = Q(B,Tk) , (2.41)
Q˙(E,Kk) = Q(B,Rk) , (2.42)
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Q˙(B,Rk) = −Q(E,Tk) , (2.43)
Q˙(B,Kk) = −Q(E,Rk) . (2.44)
We see that for any conformal Killing field X the third time derivative of each charge
mentioned above is zero:
d3
dt3
Q(E,X) = 0 . (2.45)
Thus, the charges defined in this way are in general quadratic polynomials of time variable.
2.3 Solution of field equations
In [2] a “charged” solution of field equations has been proposed. It is the simplest, non-oscillating
mono-dipole solution which is singular at most on the world line at the point r = 0. It allows
the existence of global “potential” (i.e., metric). We can treat it as an analogue of the Coulomb
solution (only with an electric charge) in electrodynamics.
Let us denote by p,k, s three-dimensional vectors (which we identify with dipole functions on
the sphere). Three-dimensional vector pk in Cartesian coordinates (xk) corresponds to the dipole
p, which satisfies the equation p = (pkxk)/r. Similarly s = (s
kxk)/r and k = (k
lxl)/r.
The “charged” solution in spherical variables takes the form:
WBC0A = − 3
r2
εBC(
s,A
r
− εADp,D) , (2.46)
WAB03 =
6
r4
εABs , (2.47)
W3A30 =
3
r2
(
εA
Ds,D
r
+ p
A
) , (2.48)
W3AB0 =
3
r4
εABs , (2.49)
W3030 = − 2
r3
(m+
3k
r
) , (2.50)
W0A03 =
3
r3
k,A , (2.51)
WABCD =
2
r3
(m+
3k
r
)(ηACηBD − ηADηBC) , (2.52)
W3AB3 = −W0AB0 = ηAB
r3
(m+
3k
r
) , (2.53)
WBC3A = − 3
r3
εBCεA
Dk,D , (2.54)
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where m is a monopole function, the indices A,B,C, . . . correspond to the angular coordinates
on the sphere, and the index 3 to the radial coordinate.
It can be shown ([2]) that the spin-2 field with components defined by the equations (2.46)–(2.54)
comes from the metric:
h00 =
2m
r
+
2k
r2
, (2.55)
h0A = −6p,A − 2
r
εA
Bs,B , (2.56)
h03 = −6p
r
, (2.57)
h33 =
2m
r
+
6k
r2
, (2.58)
or in Cartesian coordinates (xk):
h00 =
2m
r
+
2kmx
m
r2
, (2.59)
h0k = −6pk
r
− 2
r3
εklms
lxm , (2.60)
hkl =
xkxl
r2
(
2m
r
+
6kmx
m
r3
)
. (2.61)
Applying linearized Einstein equations to the above metric we obtain an energy-momentum
tensor (as a distribution located in the center of the coordinate system):
T 00 = mδ − kmδ,m , (2.62)
T 0k = pkδ +
1
2
εkmlslδ,m , (2.63)
T kl = 0 , (2.64)
where δ is a three-dimensional Dirac delta, and εkml is a three-dimensional antisymmetric tensor
(εxyz = 1).
2.4 A solution with additional charges
The “charged” solution can be generalized by introducing additional charges. As before, we
denote: q = (qkxk)/r, w = (w
kxk)/r, d = (d
kxk)/r. We call this solution “a fully charged
solution”. It is an analogue of the Coulomb solution with an electric and magnetic charge. In
contrast to the solution in the section 2.3, it does not come from a globally defined, singular
(except r = 0) metric.
The spin-2 field components for a fully charged solution in a spherical system ([2]):
WBC0A = εBC(
3
2r
q,A +
3
r2
εA
Dp,D − 3
r3
s,A) , (2.65)
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WAB03 = εAB(
3q
r2
+
2b
r3
+
6s
r4
) , (2.66)
W3A30 = − 3
2r
εA
Dq,D +
3
r2
p,A +
3
r3
εA
Ds,D , (2.67)
W3AB0 = εAB(
3q
2r2
+
b
r3
+
3s
r4
) , (2.68)
W3003 =
3w
r2
+
2m
r3
+
6k
r4
, (2.69)
WA003 =
3
2r
w,A − 3
r3
k,A − 3
r2
εA
Cd,C , (2.70)
WABCD = (
3w
r2
+
2m
r3
+
6k
r4
)εABεCD , (2.71)
W3AB3 = −W0AB0 = ηAB( 3w
2r2
+
m
r3
+
3k
r4
) , (2.72)
W3ABC = εBC
(
3
2r
εA
Dw,D +
3
r2
d,A − 3
r3
εA
Dk,D
)
, (2.73)
where b and m are monopole functions. In appendix C the equations (2.65)–(2.73) are written
in a Cartesian system.
The charges q and w correspond to metric tensors that do not disappear at spatial infinity.2
It can be shown that the solution with a non-zero charge b comes from the metric:
h0φ = 4b cos θ . (2.74)
A solution with a non-zero charge d, where the direction d is parallel to the z axis (d = d cos θ)
corresponds to a singular metric:
hθφ = 2rd sin θ cos θ (2.75)
or
hrθ = 2d
(
sin2 θ log tan
θ
2
− cos θ
)
. (2.76)
Using the definitions (2.8)–(2.9) we calculate the electrical and magnetic parts for the full charged
solution.
Electric part:
Eij =E(ni∂r + y
A
,i∂A, nj∂r + y
B
,j∂B) =
=− ηij
2
(
3w
r2
+
2m
r3
+
6k
r4
)
− 3
r2
nkd,l(εkj
lni + εki
lnj)+
+
3
2r2
(niwj + njwi)− 3
r4
(nikj + njki)+
− ninj
(
−3w
2r2
− 3m
r3
− 15k
r4
)
,
(2.77)
2Asymptotic of the components of the metric hµν in
1
r
expansion is at most a constant term, i.e. O(1)).
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where ∂i =
∂
∂xi
and ni =
xi
r , or in an equivalent form:
Eij =− m
r3
(ηij − 3ninj)+
− dl 3
r3
nk(εkjlni + εkilnj)+
− kl 3
r4
(nlηij + niηlj + njηli − 5ninjnl)+
− wl 3
2r2
(ηijnl − niηjl − njηil − ninjnl) ,
(2.78)
after writing with derivatives of the function 1/r:
Eij = m
(
1
r
)
,ij
− kl
(
1
r
)
,ijl
− [(d×∇)j∇i + (d×∇)i∇j)]1
r
+
− wl 3
2r2
(ηijnl − niηjl − njηil − ninjnl) .
(2.79)
The magnetic part for a fully charged solution in the Cartesian system:
Bij =B(ni∂r + y
A
,i∂A, nj∂r + y
B
,j∂B) =
=− ηij
2
(
3q
r2
+
2b
r3
+
6s
r4
)
+
3
r2
nkp,l(εkj
lni + εki
lnj)+
+
3
2r2
(niqj + njqi)− 3
r4
(nisj + njsi)+
+ ninj
(
3q
2r2
+
3b
r3
+
15s
r4
)
(2.80)
or equivalently:
Bij =− b
r3
(ηij − 3ninj)+
+ pl
3
r3
(nk(εkjlni + εkilnj))+
− sl 3
r4
(nlηij + niηlj + njηli − 5ninjnl)+
− ql 3
2r2
(ηijnl − niηjl − njηil − ninjnl) ,
(2.81)
after writing with derivatives of the function 1/r:
Bij = b
(
1
r
)
,ij
− sl
(
1
r
)
,ijl
+ pl
3
r3
nk(εkjlni + εkilnj)+
− ql 3
2r2
(ηijnl − niηjl − njηil − ninjnl) .
(2.82)
Note that substituting in the expression for the electrical part: w → q, k → s, d→ −p, m→ b
we get a magnetic part.
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We can use expressions defining charges as integrals of contractions of an electrical or magnetic
part with conformal Killing vectors. Calculating a fully charged solution we obtain:
Q(E,S) =
∫
S(r)
EijSjnidS = 8πm , (2.83)
Q(E,Tk) =
∫
S(r)
EijT jk nidS = 8πwk , (2.84)
Q(E,Rk) =
∫
S(r)
EijRjknidS = −8πdk , (2.85)
Q(E,Kk) =
∫
S(r)
EijKjknidS = 8πkk , (2.86)
Q(B,S) =
∫
S(r)
BijSjnidS = 8πb , (2.87)
Q(B,Tk) =
∫
S(r)
BijT jk nidS = 8πqk , (2.88)
Q(B,Rk) =
∫
S(r)
BijRjknidS = 8πpk , (2.89)
Q(B,Kk) =
∫
S(r)
BijKjknidS = 8πsk . (2.90)
Intermediate results leading to the above equations are written in the appendix C.
Using dynamical equations (2.40)–(2.44) we can examine dependence of charges on time variable.
We receive eight charges which are time-independent, six charges which are linear in time, and
six charges which are quadratic functions of time.
Constant in time values are:
m(t) = m(0), wl(t) = wl(0), b(t) = b(0), ql(t) = ql(0) . (2.91)
Linear in time are:
pl(t) = −twl(0) + pl(0), dl(t) = −tql(0) + dl(0) . (2.92)
Quadratic in time are:
kl(t) = −1
2
t2wl(0) + tpl(0) + kl(0) , (2.93)
sl(t) = −1
2
t2ql(0) + tdl(0) + sl(0) , (2.94)
where m(0) means the value of m at the initial moment t = 0, similarly for the remaining
quantities.
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3 Quasilocal charges in General Relativity
3.1 Introduction
In the subsection 1.1 we have shown how one can define two symmetrical, traceless and spatial
tensors of the electrical and magnetic parts of Weyl tensor. Let us assume that we have a given
spatial hypersurface Σ equipped with a Riemannian metric γ, which we assume to be conformally
flat. In the subsection 1.2 we have shown that such a hypersurface has ten linearly independent
conformal Killing vectors. Now we show that the contractions of conformal Killing vectors with
the electrical or magnetic part of Weyl tensor lead to objects that we can call charges of the
gravitational field. Since we have ten conformal Killing vectors and two tensors, E and B, we
can define twenty basic charges.
We will call a (local) charge the integral of the conformal Killing vector X contracted with the
electrical part E or the magnetic part B over a two-dimensional closed surface A:
Q(E,X) :=
∫
A
EijX
jdSi , (3.1)
Q(B,X) :=
∫
A
BijX
jdSi . (3.2)
The charge defined in the above manner will not depend on the choice of a two-dimensional
surface if the appropriate divergence is zero. If we consider two two-dimensional, oriented closed
surfaces A1, A2 limiting the three-dimensional volume V : ∂V = A1 ∪ A2, then the conformal
Killing vector Xi and the electrical part Eij fulfill the following equation:∫
A1
√
γEijX
jdSi −
∫
A2
√
γEijX
jdSi =
∫
V
(
√
γEijX
j),idV . (3.3)
The flow calculated by any area A1 will be equal to the flow through the area A2 if the divergence
on the right side of (3.3) is zero. The object presented in brackets is a vector density, therefore
the partial derivative can be changed into a covariant one:
(
√
γEijX
j),i = (
√
γEijX
j)|i =
√
γEij|iX
j +
√
γEijXj|i =
=
√
γEij|iX
j +
√
γEijX(j|i) =
√
γEij|iX
j +
√
γEij
λ
2
gij =
=
√
γEij|iX
j ,
(3.4)
where we used the assumption that Eij is symmetric and traceless, and that X
i is a conformal
Killing vector, i.e. it satisfies the equation X(i|j) =
λ
2γij.
The above reasoning shows that if the three-dimensional covariant divergence of the electrical
part is equal to zero, the charge does not depend on the choice of two-dimensional surface. The
analogue calculation allows one to get an identical conclusion for charges defined with the help
of a magnetic part.
In the further part of this section we show how from a three-dimensional Riemannian metric
γ and a tensor of the extrinsic curvature K (initial data on the spatial hypersurface Σ0) the
electrical and magnetic parts can be reproduced. We will assume that spacetime fulfills vacuum
Einstein equations with a cosmological constant. We also show the relations of “electromagnetic”
charges with the canonical ADM momentum and we prove formulae allowing to express the
divergence of the magnetic (electrical) part by the electric (magnetic) part and the extrinsic
curvature of the surface Σ.
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3.2 Vacuum equations in the (3 + 1) decomposition
In [3] the electrical and magnetic parts of Weyl tensor are expressed in terms of the metric
γij on the surface Σ and the extrinsic curvature Kij , simultaneously assuming that spacetime
fulfills the Einstein vacuum equations. Let us formulate this result in the form of a theorem and
provide proof.
Theorem 1. If spacetime fulfills the Einstein vacuum equations:
Rµν − 1
2
Rgµν = 0 , (3.5)
then the electrical and magnetic part of the Weyl tensor can be expressed as a function of the
initial data (γij ,Kij) specified on the three-dimensional hypersurface Σ as follows:
Eij = −
3
Rij −KKij +KikKkj , (3.6)
Bij = εi
klDlKkj , (3.7)
where Kij is the extrinsic curvature tensor, K = γijK
ij , and
3
Rij is a three-dimensional Ricci
tensor.
Proof: First, we prove the formula (3.6). Note that if the Einstein vacuum equations are
satisfied, then the four-dimensional Ricci tensor Rµν is identically equal to zero, and therefore
the Weyl tensor is equal to the Riemann tensor.
Let us use the definition of the electric part of Weyl tensor:
Eαβ = n
µnνWαµνβ = n
µnνRαµνβ = −nµnνRαµβν . (3.8)
We can write the right hand side using a contracted Gaussian relation (A.17), and omitting the
parts proportional to the four-dimensional Ricci tensor we get:
γαµn
νγρβn
σ
4
Rµνρσ =
3
Rαβ +KKαβ −KαµKµβ . (3.9)
We rewrite the left hand side with the help of a relationship between a four-dimensional metric
and a three-dimensional metric, and use the symmetries of the Riemann tensor:
γαµn
νγρβn
σ
4
Rµνρσ = (gαµ + nαnµ)(g
ρ
β + n
ρnβ)n
σnν
4
Rµνρσ = n
σnν
4
Rανβσ . (3.10)
After converting the indices, the right hand side of the above result is proportional to the right
hand side of (3.8), thus:
Eαβ = −
3
Rαβ −KKαβ +KαµKµβ . (3.11)
Let us prove the second part of the theorem. We start again with the definition:
Bαβ =W
∗
αµνβn
νnµ =
1
2
Wαµλσε
λσ
νβn
µnν =
1
2
Rαµλσε
λσ
νβn
µnν . (3.12)
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Considering the right hand side of the equality above, with the help of the Codazzi relation
(A.24) we obtain:
γγρn
σγµαγ
ν
β
4
Rρσµν = DβK
γ
α −DαKγβ . (3.13)
After developing the elements containing the three-dimensional metric and the reduction result-
ing from the symmetry of the Riemann tensor, we obtain an equivalent form:
Rαµλσn
µ = −nµnσnλRαµρσ − nµnρnσRαµλρ +DσKαλ −DλKασ , (3.14)
thus:
Bαβ =
1
2
ελσνβn
ν(−nµnσnλRαµρσ − nµnρnσRαµλρ +DσKαλ −DλKασ) . (3.15)
Simplifying the contraction of the products of normal vectors with the antisymmetric tensor and
omitting antisymmetrization in the elements containing the extrinsic curvature we get:
Bαβ = ε
λσ
νβn
νDσKαλ = ε
λσν
βnνDσKαλ = −ελσβνnνDσKαλ . (3.16)
We perform a contraction nµ with an antisymmetric tensor, by definition nµ has only a null
component equal to −N . The remaining indices in the antisymmetric tensor can be converted
into three-dimensional, and the factor N coming from the contraction allows us to change the
density from four-dimensional to three-dimensional:
Bab = ε
ls
bDsKal . (3.17)
Initially, the magnetic part was defined as a symmetrical tensor, so we can write:
Bab = ε
ls
aDsKbl = εa
lsDsKbl , (3.18)
which ends the proof of the theorem.
3.3 Vacuum equations with a cosmological constant
Analyzing the proof of the theorem 1, we can notice that a slight modification of the formulae
defining the electrical and magnetic part can lead to the generalization of theorem on vacuum
spacetimes with a non-zero cosmological constant.
Theorem 2. If spacetime fulfills the Einstein vacuum equations with a cosmological constant:
Rµν − 1
2
Rgµν + Λgµν = 0 , (3.19)
the electrical and magnetic part of the Weyl tensor is expressed by the initial data (γij ,Kij) on
the three-dimensional spatial hypersurface Σ as follows:
Eij = −
3
Rij −KKij +KikKkj + 2
3
Λγij , (3.20)
Bij = ε
ls
jDsKil , (3.21)
where
3
Rij is a Ricci tensor of a three-dimensional metric, Kij is a tensor of extrinsic curvature,
and K = Kii is a trace of extrinsic curvature.
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Proof: We carry out the proof for the electrical part first. Riemann tensor can be splitted
into Weyl tensor and traces of Riemann tensor. In four dimensions, the Weyl tensor takes the
following form:
Wαβµν = Rαβµν − (gα[µRν]β − gβ[µRν]α) +
1
3
Rgα[µgν]β . (3.22)
The definition of the electrical part:
−Eαβ =− nµnνWαµνβ = nµnνWαµβν =
=nµnνRαµβν − 1
2
(
gαβRµνn
µnν − gανRβµnβnµ − gµβRανnαnν + gµνRαβnµnν
)
+
+
1
6
Rgαβgµνn
µnν − 1
6
Rgανgβµn
µnν =
=nµnνRαµβν − 1
2
gαβRµνn
µnν +
1
2
Rβµn
µnα +
1
2
Rανnβn
ν +
1
2
Rαβ+
−1
6
Rgαβ − 1
6
Rnαnβ .
(3.23)
Using the contracted Gaussian relation (A.17) we obtain:
γµαγ
ν
β
4
Rµν + γαµn
νγρβn
σ
4
Rµνρσ =
3
Rαβ +KKαβ −KαµKµβ . (3.24)
For the second term on the left hand side of equality, we use the relationship between a three-
dimensional and four-dimensional metric:
γαµγ
ρ
βn
σnν
4
Rµνρσ = (gαµ + nαnµ)(g
ρ
β + n
ρnβ)n
σnν
4
Rµνρσ = n
σnν
4
Rανβσ (3.25)
and for Ricci tensor:
γµαγ
ν
β
4
Rµν = (g
µ
α + n
µnα)(g
ν
β + n
νnβ)
4
Rµν . (3.26)
Let us also use the Einstein equations:
Rµν − 1
2
Rgµν + Λgµν = 0 . (3.27)
Contracting the Einstein equations (3.19) gives:
R− 2R+ 4Λ = 0 ⇒ R = 4Λ . (3.28)
Equations (3.24)–(3.28) allow us to express the right hand side of (3.23) through the right hand
side of (3.24) plus additional terms that can be converted from Einstein equations to expression
proportional to the product of the cosmological constant and three-dimensional metric. After
completing all the operations, we get:
Eαβ = −
3
Rαβ −KKαβ +KαµKµβ + 2
3
Λγαβ . (3.29)
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All objects appearing in the above equation are well-defined tensors on the spatial surface Σ, so
we can write:
Eij = −
3
Rij −KKij +KikKkj + 2
3
Λγij . (3.30)
For the magnetic part B, by definition we have:
Bαβ =W
∗
αµνβn
νnµ =
1
2
Wαµλσε
λσ
νβn
µnν . (3.31)
The equivalent form of the Codazzi relation (3.14) and the definition of Weyl tensor (3.22) yield:
Bαβ =
1
2
ελσνβn
ν[−nµnσnλRαµρσ − nµnρnσRαµλρ +DσKαλ −DλKασ+
− (nµgα[λRσ]µ − nµgµ[λRσ]α) +
1
3
Rgα[λgσ]µn
µ] .
(3.32)
We can omit antisymmetry and elements that are symmetrical products of normal vectors con-
tracted with an antisymmetric tensor:
Bαβ =
1
2
ελσνβn
ν (2DσKαλ − nµgαλRσµ) . (3.33)
Let us use the contracted Codazzi relationship (A.25):
DαK −DµKµα = γµαnνRµν = nνRαν + nµnνnαRµν ⇒
⇒ nµRσµ = DσK −DρKρσ − nρnδnσRρδ .
(3.34)
The above result is used in (3.33), omitting the element containing the products of normal
vectors, which is reduced due to the contraction with the antisymmetric tensor:
Bαβ =
1
2
ελσνβn
ν (2DσKαλ − gαλDσK + gαλDρKρσ) . (3.35)
We perform contraction of the antisymmetric tensor with the normal vector:
Bab = ε
ls
bDsKal + ε
s
ba(DkK
k
s −DsK) . (3.36)
The terms appearing in brackets on the right hand side are zero, using the vacuum vector
constraint (with cosmological constant) we obtain:
Bab = ε
ls
bDsKal . (3.37)
Note that if we consider equations with a cosmological constant and matter then:
Bab = B(ab) = ε
ls
(bKa)l|s . (3.38)
The above equation is valid because B was defined as a symmetric tensor, so adding symmetriza-
tion in the indices a, b to the equation (3.36) reduces the proportional term to the antisymmetric
tensor εsba.
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3.4 Divergence of electrical and magnetic parts
In the introduction, we have shown that vanishing of the three-dimensional, covariant diver-
gence of the electrical part is a sufficient condition that the values of the respective charges are
independent of the choice of the two-dimensional integration surface.
From the results of theorem 2 we can present the divergence of electrical (magnetic) part of
Weyl tensor only by magnetic (electrical) part of Weyl tensor and extrinsic curvature.
Theorem 3. If spacetime fulfills the Einstein vacuum equations with a cosmological constant,
the three-dimensional covariant divergence of the electrical part E and the magnetic B of Weyl
tensor is expressed as follows:
Eij|i = (K ∧B)j , (3.39)
Bij|i = −(K ∧ E)j , (3.40)
where ∧ is an operation defined for two symmetric tensors A and B as
(A ∧B)a := εabcAbdBdc . (3.41)
It can be especially useful in situations where we want to analyze the “pure” electrical (with zero
magnetic part) or “pure” magnetic (with zero electrical part) spacetimes. Note that from the
above formulation it follows that if we consider spaces with zero magnetic part, the divergence of
the electrical part automatically disappears, and therefore all “electric” charges are independent
of the choice of the integration surface. Analogously for space with zero electrical part and
“magnetic” charges.
Proof of the theorem 3 Using the results of the theorem 2 we can express the electrical part
by the three-dimensional Ricci tensor, the extrinsic curvature, the metric and the cosmological
constant:
Eij|i =(−Rij −KKij +KikKkj +
2
3
Λγij)|i =
=− 1
2
(KklKkl −K2 + 2Λ)|j + (−KKij +KikKkj)|i =
=− 1
2
(KklKkl)|j +K
i
kK
k
j|i = −KklKkl|j +KikKkj|i =
= Kik(K
k
j|i −Kki|j) = Kik(Kkj|i −Kki|j) .
(3.42)
We have used the Bianchi identity and the scalar constraint equation:
Rij|i =
1
2
R|j =
1
2
(
KijKij −K2 + 2Λ
)
|j
. (3.43)
In the third line of (3.42), we have simplified the expression by changing the derivative of the
trace of the extrinsic curvature by the divergence of the extrinsic curvature (we assume that the
vector constraint is satisfied):
K|i = K
j
i|j . (3.44)
The result obtained in the calculation (3.42) can be equivalently written as:
Eij|i = (K ∧B)j . (3.45)
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The correctness of the formula (3.45) can be checked by a direct calculation using the definition
of the operation ∧ and the identity allowing to write the contraction of antisymmetric symbols
as a difference of products of the Kronecker delta.
Proof of the analogical relation for the magnetic part of Weyl tensor requires “commutator” for
the second covariant derivatives. For any tensor Xab the following formula holds:
Xab;cd −Xab;dc = XebRaedc −XaeRebdc . (3.46)
We apply it to the magnetic part of Weyl tensor (for the form resulting from the theorem (2));
in this case, R stands for the three-dimensional Riemann tensor on the spatial hypersurface Σ.
Bij |i = ε
ilkKj l|ki =
1
2
εilk(KmlR
j
mik −KjmRmlik) . (3.47)
The second term vanishes because the antisymmetry of the Riemann tensor in the last three
indices is equal to zero, so we have:
Bij |i =
1
2
εilkKmlR
j
mik . (3.48)
Riemann tensor of three-dimensional space is entirely expressed by Ricci tensor and scalar of
curvature:
Rjmik = 2(γj[iRk]m − γm[iRk]j)−Rγj[iγk]m , (3.49)
hence the following:
Bij |i = ε
ilkKml(γ
j
iRkm − γmiRjk)− 1
2
εilkKmlRγ
j
iγkm =
= εjlkKmlRkm − εilkKilRjk − 1
2
εjlkKklR = ε
jlkKmlRkm .
(3.50)
We now show that the divergence of the magnetic part of Weyl tensor can be written as the
“vector product” of the electrical part and the extrinsic curvature tensor:
Bij|i = −(K ∧ E)j . (3.51)
−(K ∧ E)j = −εjbcKdbEdc = −εjbcKdb
(
−Rdc −KKdc +KdkKkc + 2
3
Λγdc
)
=
= εj
bcKdbRdc = εj
lkKmlRkm = B
i
j|i .
(3.52)
3.5 Linear and angular momentum
In this subsection, we assume that the spatial hypersurface Σ is equipped with a flat three-
dimensional metric γ. We formulate two theorems, which enable us to give a correspondence
between the expression describing the linear momentum with the “magnetic” charge (theorem
4) and the definition of the angular momentum with the integral of contraction of the magnetic
part with the generator of proper conformal transformations (theorem 5).
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Theorem 4. Let Σ be a flat, three-dimensional spatial hypersurface immersed in the space-
time which satisfies Einstein vacuum equations. Assuming that the three-dimensional covariant
divergence of the magnetic part disappears:
Bij|i = 0 , (3.53)
then for any two-dimensional, closed surface A immersed in Σ holds:∫
A
BijRjkdSi =
∫
A
P ijT jk dSi , (3.54)
where P ij is (canonical) ADM momentum, Rk is a rotation generator around the axis k, and
Tk is a translation generator along the axis k.
Proof: The surface Σ is assumed to be flat, so appropriate conformal Killing fields exist.
First we show that an integral over any surface A can be converted into an integral over a
two-dimensional sphere.
The ADM momentum is expressed by the extrinsic curvature:
P ij = −Kij +Kγij . (3.55)
Einstein vacuum equations are satisfied, so in particular vacuum vector constraint:
Kij|i −K|j = 0 ⇒ P ij|i = 0 . (3.56)
The divergence in the integral in the equation (3.54) can be reformulated analogically to the
equation (3.4). Assuming (3.53), we obtain that the divergence of the term containing the
magnetic part is zero. For the integral on the right hand side of the equation (3.54), we have:
(
√
γP ijT jk ),i = (
√
γP ijT jk )|i =
√
γP ij|iT jk +
√
γP (ij)(Tk)(j|i) = 0 , (3.57)
where we used the fact that the divergence calculated with the help of partial derivative is equal
to covariant divergence (because the object being differentiated is the vector density). After
applying the Leibniz rule, the first term in the above equation vanishes from vector constraint
(3.56), and in the second we can add symmetrization and use the Killing equation for translation
generator Tk.
We have shown that the divergences of both integrands in equation (3.54) are zero, using the
Stokes theorem, the volume member has no contribution, which proves formulae (3.54). Replac-
ing the integral on any surface A by an integral on a two-dimensional sphere S(r) is justified.
Let us transform the left side of the thesis:∫
S(r)
BijRjkdSi =
∫
S(r)
λBrφ , (3.58)
where λ = r2 sin θ. Using the expression describing the magnetic part by the initial data on Σ:
Brφ = ε
rijKφi|j . (3.59)
In the adopted convention for the antisymmetric tensor on the sphere: r2 sin θεθφ = 1, so we
have:
Brφ = ε
rABKφA|Br
2εφC(cos θ),C = ε
ABKDA|Br
2εDC(cos θ),C . (3.60)
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In the above we have exchanged three-dimensional indices for angular coordinates on the sphere.
A three-dimensional covariant derivative can be decomposed into:
KDA|B = KDA,B − ΓmDBKmA − ΓmABKDm = KDA||B +
1
r
ηABKDr +
1
r
ηDBKrA , (3.61)
where we used the fact that ΓrAB = −1rηAB , true for a covariant derivative of a flat three-
dimensional space, and ηAB is a metric induced on a sphere with the radius r, so:
Brφ = ε
ABKDA||Br
2εDC(cos θ),C + rε
A
DKrAε
DC(cos θ),C . (3.62)
For a two-dimensional Levi-Civita tensor, the following identity is true: εADε
DC = −ηAC .
Further transformation of the magnetic part:
Brφ = ε
ABKDA||Br
2εDC(cos θ),C − rKrC(cos θ),C =
= εABKDA||Br
2εDC(cos θ),C + rKr
θ sin θ =
= εABKDA||Br
2εDC(cos θ),C +
1
r
Krθ sin θ .
(3.63)
The above result is integrated on the sphere of the radius r:∫
S(r)
λBrφ =
∫
S(r)
λεABKDA||Br
2εDC(cos θ),C +
∫
S(r)
λ
1
r
Krθ sin θ =
=−
∫
S(r)
λεABKDAr
2εDC(cos θ)||CB +
∫
S(r)
λ
1
r
Krθ sin θ =
=
∫
S(r)
λεABKDAε
DCηCB cos θ +
∫
S(r)
λ
1
r
Krθ sin θ =
=
∫
S(r)
λKDAη
DA cos θ +
∫
S(r)
λ
1
r
Krθ sin θ ,
(3.64)
where we used integration by parts and the identity r2(cos θ)||CB = −ηCB cos θ.
The field Tz in the spherical coordinates:
Tz = ∂z = cos θ∂r − sin θ
r
∂θ . (3.65)
Therefore, the right hand side of the thesis (3.54) takes the form:
−
∫
S(r)
P ijT jz dSi =
∫
S(r)
(
Kij − δijK
) T jz dSi =
=
∫
S(r)
λ(Krr −K) cos θ − λ1
r
sin θKrθ =
=
∫
S(r)
−KABηABλ cos θ − λ1
r
sin θKrθ = −
∫
S(r)
λBrφ ,
(3.66)
where the last equality comes from the comparison with the right hand side of (3.64).
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Theorem 5. Let Σ be a flat, three-dimensional spatial hypersurface immersed in the spacetime
which satisfies Einstein vacuum equations. Assuming that the following charges disappear:
Q(B,Tx) = Q(B,Ty) = Q(B,Tz) = 0 (3.67)
and the three-dimensional covariant divergence of the magnetic part disappears:
Bij|i = 0 , (3.68)
then for any two-dimensional, closed surface A immersed in Σ holds:∫
A
BijKjkdSi =
∫
A
P ijRjkdSi , (3.69)
where P ij is the ADM momentum, Kk is the generator of proper conformal transformations in
the direction of k, and Rk is a rotation generator around the axis k.
Proof: Analogically to the proof of theorem 4, it can be shown that the divergences of integrands
in the thesis (3.69) disappear, that justifies the proof for integrals on two-dimensional spheres.
By assumption (3.67), we can deduce that the integral from the contraction of the magnetic part
with any vector with constant coefficients in the Cartesian system is zero (because Tk = ∂k).
Using this observation, we can write:∫
S(r)
Bij(Kjk +Aj)dSi =
∫
S(r)
BijKjkdSi , (3.70)
where Aj are the coordinates of a constant vector in the Cartesian system. Any such a vector
can be written in a spherical system in the following way:
Ai∂i =
Aix
i
r
∂r + r
(
Aix
i
r
),B
∂B . (3.71)
We denote u := (Aix
i)/r, then:
Ai∂i = u∂r + r · (u),B∂B . (3.72)
Now we choose u in such way to simplify the calculation of the integral (3.70) as much as
possible. Let us write the expressions for generators of the conformal transformations in the
spherical system:
Kx = 1
2
r2 cosφ sin θ∂r − 1
2
r cosφ cos θ∂θ +
1
2
r
sin φ
sin θ
∂φ , (3.73)
Ky = 1
2
r2 sinφ sin θ∂r − 1
2
r sinφ cos θ∂θ − 1
2
r
cosφ
sin θ
∂φ , (3.74)
Kz = 1
2
r2 cos θ∂r +
1
2
r sin θ∂θ , (3.75)
Let us choose the function u:
For Kx we choose ux = 12r2 cosφ sin θ.
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For Ky we choose uy = 12r2 sinφ sin θ.
For Kz we choose uz = 12r2 cos θ.
We will denote new “corrected” vectors by K¯k := Kk + (Ak)i∂i, and we obtain:
K¯x = r2 cosφ sin θ∂r = r2 ∂r
∂x
∂r , (3.76)
K¯y = r2 sinφ sin θ∂r = r2 ∂r
∂y
∂r , (3.77)
K¯z = r2 cos θ∂r = r2 ∂r
∂z
∂r . (3.78)
The vectors Kk now have only the component in the radial direction.
Without loss of generality let us assume that we show equality (3.69) for k equal to z (we can
always choose such coordinate system that the z axis is turned in the direction which is invariant
under the rotation generator Rk).
In the spherical system, the metric on Σ takes the form:
γij = dr
2 + r2dθ2 + r2 sin2 θdφ2 , (3.79)
and the metric induced on the spheres:
ηAB = r
2dθ2 + r2 sin2 θdφ2 . (3.80)
Note that the rotation generator field around the z axis such that Rz = ∂φ can be written as:
∂φ = r
2εAB (cos θ),B ∂A , (3.81)
where εAB is an antisymmetric tensor on the sphere, by definition:
√
ηεθφ = r2 sin θεθφ = 1 . (3.82)
Let us introduce the denoting: λ =
√
γ and reformulate the right hand side of the thesis:∫
S(r)
P ijRjzdSi = −
∫
S(r)
λKrAr
2εAB(cos θ),B =
∫
S(r)
(λKrAr
2εAB),B cos θ =
=
∫
S(r)
(λKrAr
2εAB),B cos θ =
∫
S(r)
r2(λKrAε
AB)||B cos θ =
=
∫
S(r)
r2λεABKrA||B cos θ .
(3.83)
First, we performed integration by parts relative to the index B, then we left the index to
get KrA, then we converted the partial derivative to covariant one (because the object being
differentiated is the vector density on sphere), in the next step we pulled out the antisymmetric
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tensor and the volume element before the derivative.
For the left hand side of the thesis:∫
S(r)
BijKjzdSi =
∫
S(r)
λBrjK¯jz =
∫
S(r)
λεlsrKjl|sK¯jz =
∫
S(r)
λεABrKrA|Br
2 cos θ =
=
∫
S(r)
r2λεABKrA||B cos θ .
(3.84)
By comparing the formulae (3.83) and (3.84) we get the thesis.
Note that from the mentioned theorems it follows that in the case of “electromagnetic” charges,
linear momentum generators are rotations, and angular momentum generators are proper con-
formal transformations.
Let us examine the properties of transformation of charges related to the linear and angular
momentums relative to the shift of the coordinate system by a fixed vector. Consider two
Cartesian coordinate systems xi, yi shifted by a fixed vector ai. The relationship yi = xi + ai is
satisfied.
In the case of classical mechanics, we received that the momentum remains invariant under
translation:
~p(y) = m~vy = m~vx = ~p(x) , (3.85)
where ~p(x) means “classical” linear momentum in the coordinate system xi, and ~vx is the velocity
of the body of mass m in the system x.
For the “classical” angular momentum ~j:
~j(y) = ~ry × ~p(y) = (~rx + ~a)× ~p(x) = ~rx × ~p(x) + ~a× ~p(x) = ~j(x) + ~a× ~p(x) . (3.86)
The same transformational properties have linear and angular momentums for ADM formulation.
To demonstrate this, let us recall the expressions for conformal Killing vectors in the shifted
coordinate system:
Tk(x) = Tk(y) , (3.87)
S(y) = S(x) + Tkak , (3.88)
Rk(y) = Rk(x) + εkijaiTj(x) , (3.89)
Kk(y) = Kk(x) + akS(x) + alRkl(x) + Tl(x)(akal − 1
2
aiaiδ
l
k) , (3.90)
where Rkl := xk∂l − xl∂k . From the equation (3.87) we have:
P ij(Tk)j(y) = P ij(Tk)j(x) , (3.91)
which reproduces the classic transformational law for the momentum, while from the equation
(3.89):
P ij(Rk)j(y) = P ij
[
(Rk)j(x) + εkmlam(Tl)j(x)
]
= P ij(Rk)j(x) + εkmlamP ij(Tl)j(x)
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(3.92)
we recreate the transformation (3.86).
Let us perform analogical reasoning for the charges defined by means of magnetic part, first for
the momentum:
Bij(Rk)j(y) = Bij(Rk)j(x) + εkmlamBij(Tl)j(x) . (3.93)
We see that the analogy with classical transformational law requires the assumption that the
charge constructed from the magnetic part and the translational generator field is zero. Let us
note that this is also one of the assumptions in the theorem 5.
For the angular momentum, we use the equation (3.90):
Bij(Kk)j(y) = Bij(Kk)j(x) +BijakSj(x) +Bijal(Rkl)j(x)+
+Bij(Tl)j(x)(akal − 1
2
amamδ
l
k) .
(3.94)
Comparing with the transformation law (3.86) requires, as previously, the assumptionQ(B,Tk) =
0 and additionally Q(B,S) = 0.
4 Schwarzschild–de Sitter spacetime
We apply the concepts and theorems introduced in section 3 to the analysis of conserved quan-
tities (charges) in Schwarzschild–de Sitter spacetime. We will consider two families of foliations
with spatial hypersurfaces Σ. The first of them, denoted Σs, corresponds to the surfaces of
constant time (i.e. the coordinate appearing in the standard form of Schwarzschild metric)
ts = const., the second (denoted Σp) will be a hypersurface foliation with a flat inner geometry.
In both cases we calculate the electrical and magnetic parts from the initial data (γij ,Kij) and
the conserved quantity corresponding to the mass. The obtained results are compared with the
ADM mass. We will show that the mass defined as the integral of the electrical part with the
appropriate conformal Killing tensor is proportional to the parameterM appearing in the metric
and does not depend on the cosmological constant.
4.1 The constant time hypersurfaces
Consider the Schwarzschild–de Sitter metric with the standard variables (ts, r, θ, φ), whose linear
element is given by the formula:
ds2 = −f(r)dt2s +
dr2
f(r)
+ r2dΩ2 , (4.1)
where f(r) = 1− 2Mr − br2, and we assume that f(r) > 0 . Parameter b is a scaled cosmological
constant b = Λ3 ; because we are considering the de Sitter spacetime, we assume b ≥ 0. In the
special case of b = 0, we get the Schwarzschild metric, and for M = 0 the de Sitter metric.
If we assume that b > 0, M > 0, r > 0, then the condition f(r) > 0 takes the form:
1− 2M
r
− br2 > 0 ⇐⇒ r − 2M − br3 > 0 . (4.2)
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The function g(r) := rf(r) is a third degree polynomial, in general it can have three roots. Note
that g(0) = −2M < 0 and lim
r→−∞
g(r) =∞, hence g(r) is assumed to have a zero for a negative r.
We assume that the values of the parameters b and M allow for the existence of two (different)
real, positive roots g(r), we denote them r−, r+, where r− < r+, then r ∈ (r−, r+)⇒ f(r) > 0
in accordance with our assumptions.
We will examine the foliation with spatial hypersurfaces Σs : ts = const. From the equation
(4.1), we see that three-dimensional Riemannian metric induced on Σs has the following form:
ds23 =
dr2
f(r)
+ r2dΩ . (4.3)
We can check by direct calculations that the Cotton tensor for the metric (4.3) is equal to zero,
which (in three dimensions) is a necessary and sufficient condition for conformal flatness. Using
lemma 1 we see that Σs has a full set of ten basic conformal Killing vectors. Let us try to
find the conformal factor Ω and the appropriate coordinate change, which transforms the metric
(4.3) into the form Ω2ηij , where ηij is a flat three-dimensional metric. We write the metric in
the form:
ds23 =
dr2
f(r)
+ r2dΩ = r2


(
dr
r
√
f(r)
)2
+ dΩ

 . (4.4)
Next, we define a new variable x such that dx = dr
r
√
f(r)
, so the metric in new variables is:
ds23 = r
2
[
dx2 + dΩ
]
. (4.5)
Introducing x = logR, where it appears that: dx = dRR , the metric in variables (R, θ, φ) takes
the conformally flat form:
ds23 =
r2(logR)
R2
[
dR2 +R2dΩ
]
. (4.6)
Comparing the formulae defining the new variables R and x we get the first order differential
equation, which allows to express a new variable R by the variable r:
dR
R
=
dr
r
√
f(r)
⇒ logR =
∫
dr
r
√
1− 2Mr − br2
. (4.7)
The solution in the general case of b > 0 is an elliptical function. In the special case of b = 0
we get an equation whose solution is expressed by elementary functions, calculations lead to the
reconstruction of the known form of Schwarzschild metric in isotropic coordinates (ts, r¯, θ, φ):
gµνdx
µdxν = −
(
1−M/2r¯
1 +M/2r¯
)2
dt2 +
(
1 +
M
2r¯
)4 [
dr¯ 2 + r¯ 2
(
dθ2 + sin2 θdφ2
)]
, (4.8)
where the new variable r¯ is defined by:
r = r¯(1 +
M
2r¯
)2 . (4.9)
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In the general case of b ≥ 0, we can not provide an explicit formula for R. We can, however,
find the radial conformal Killing field, whose integral after contraction with the electrical part
will be equal to the charge associated with the mass.
As before, consider the three-dimensional Riemannian space described in the coordinates (r, θ, φ)
and equipped with the metric of the form:
γij = diag
[
1
f(r)
, r2, r2 sin2 θ
]
. (4.10)
We look for a conformal Killing field Xi, which has a component only in the radial direction r.
Let us write the equation for the conformal Killing field:
Xi|j +Xj|i = λγij . (4.11)
The equation must be satisfied in particular for i = j = θ, hence:
2Xθ,θ − 2ΓrθθXr = λγθθ = λr2 . (4.12)
By assumption, X has a component only in the radial direction, so Xθ = 0 and Xθ,θ = 0 . From
the equation (4.12) we can recover the form of the function λ:
λ = − 2
r2
ΓrθθXr . (4.13)
Then, write the equation (4.11) for i = j = r and use the above form of the function λ:
2Xr,r − 2ΓrrrXr = λγrr = − 2
f(r)r2
ΓrθθXr . (4.14)
The needed Christoffel symbols for the metric (4.10) are:
Γrrr = − f
′(r)
2f(r)
, Γrθθ = −rf(r) . (4.15)
The equation (4.14) becomes:
Xr,r
Xr
=
1
r
− f
′(r)
2f(r)
, (4.16)
the solution is the function:
log(|Xr|) = log(|r|)− 1
2
log(|f(r)|) + C = log( r√
f
) + C . (4.17)
Since we are interested in one particular solution, and by definition conformal Killing vectors
are determined up to a multiplicative constant, we can skip the module and set C = 0, hence:
Xr =
r√
f(r)
⇒ Xr = Xrγrr = r
√
f(r) . (4.18)
Note that the above reasoning for recovering the radial conformal Killing vector is independent
on the form of the function f(r), as long as we assume that the metric diag
(
1
f(r) , r
2, r2 sin2 θ
)
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is conformally flat. The conditions for the function f can be obtained in the general case by
calculating the Cotton tensor and setting it to zero.
Let us return to the considerations for Schwarzschild–de Sitter space with f(r) = 1− 2Mr − br2.
We already know the form of the radial conformal Killing field, to calculate the mass we need an
electrical part, which according to the theorem (2) can be expressed by the extrinsic curvature
tensor and the three-dimensional Ricci tensor. Using the formula:
Kij =
1
2N
(
Ni|j +Nj|i − ∂tsγij
)
(4.19)
and obtaining the lapse function N and the shift vector from the form of the metric (4.1) we
receive that the tensor of the extrinsic curvature Kij of hypersurface Σs is identically equal
to zero. According to the theorem (2) the magnetic part is zero, and the expression for the
electrical part is reduced to:
Eij = −
3
Rij +
2
3
Λ
3
gij = −
3
Rij + 2bγij . (4.20)
The disappearance of the extrinsic curvature tensor causes the covariant divergence of the elec-
trical and magnetic parts vanish (theorem 3), and therefore charges constructed by contractions
E or B with conformal Killing vectors do not depend on the choice of the two-dimensional
integration surface.
Let us calculate the components of the electrical part.The second derivative of the three-
dimensional metric enables us to obtain the Riemann tensor, and after the contraction – the
Ricci tensor. We get the non-zero components of the three-dimensional Ricci tensor:
3
Rrr =
2(M − br3)
r2(2M − r + br3) , (4.21)
3
Rθθ =
M + 2br3
r
, (4.22)
3
Rφφ =
M + 2br3
r
sin2 θ . (4.23)
Next, we use the equation (4.20). Non-zero components of the electrical part are the following:
Err = − 2M
r2(2M − r + br3) , (4.24)
Eθθ = −M
r
, (4.25)
Eφφ = −M
r
sin2 θ . (4.26)
After raising one of the indices, we get quantities independent on the cosmological constant:
Err =
2M
r3
, (4.27)
Eθθ = −M
r3
, (4.28)
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Eφφ = −M
r3
. (4.29)
Using (4.24) and the form of a conformal Killing field (4.18) we can calculate the charge respon-
sible for mass:
Q(E,S) =
∫
S(r)
ErrX
r√γdθdφ =
∫
S(r)
2M
r3
r
√
f(r)
1√
f(r)
r2 sin θdθdφ =
= 8πM .
(4.30)
The obtained result is comparable with the ADMmass. We will use formulas from [4] to calculate
ADM mass relative to any vector field X and any reference space. Let γij denote the metric at
Σs, in the case of b = 0 the reference spacetime is flat Minkowski space, and for b > 0 the de
Sitter spacetime. The reference metric is denoted by βij . Assuming the above, the ADM mass
is expressed by the formula:
mADM =
1
16π
∫
S(r)
(Ur + Vr) , (4.31)
where:
U
i(V ) = 2
√
detγ
[
V γi[kγj]lD¯jγkl +D
[iV γj]kejk
]
, (4.32)
V
l(Y ) = 2
√
detγ
[
(P lk − P¯ lk)Y k − 1
2
Y lP¯mnemn +
1
2
Y kP¯ lkβ
mnemn
]
, (4.33)
eij := γij − βij , (4.34)
P lk := γlktrγK −K lk , trγK := γlkKlk , (4.35)
similarly for objects defined in the background space:
P¯ lk := βlktrβK¯ − K¯ lk , trβK¯ := βlkK¯ lk . (4.36)
Form of the field X:
X = V nµ∂µ + Y
k∂k =
V
N
∂0 +
(
Y k − V
N
Nk
)
∂k . (4.37)
Because we count mass (energy), then X = ∂0, so V = N and Y
k = Nk. In our case, i.e. the
Schwarzschild–de Sitter spacetime and the surface Σs of constant Schwarzschild time:
βij = diag
(
1
1− br2 , r
2, r2 sin2 θ
)
, (4.38)
γij = diag
(
1
1− 2Mr − br2
, r2, r2 sin2 θ
)
, (4.39)
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hence:
eij = diag
(
1
1− 2Mr − br2
− 1
1− br2 , 0, 0
)
. (4.40)
The extrinsic curvature is zero, therefore P kl = P¯
k
l = 0⇒ Vl(Y ) = 0 .
The expression for mass is reduced to:
mADM =
1
8π
∫
S(r)
√
detγ
[
Nγr[kγj]lD¯jγkl +D
[rNγj]kejk
]
. (4.41)
After calculations:
mADM =M . (4.42)
Thus, the ADM mass and ”electromagnetic” mass are equal (up to the normalization factor
8π), both are independent on the radius r and the parameter proportional to the cosmological
constant b.
4.2 Flat hypersurfaces
As in the previous section, let us consider the metric form:
ds2 = −f(r)dt2s +
dr2
f(r)
+ r2dΩ2 , (4.43)
for f = 1− 2Mr − br2, f > 0, b ≥ 0, M ≥ 0.
We will examine the foliation with the hypersurfaces Σt, on which induced three-dimensional
metric is flat. Let us define a new variable tp:
tp := ts − g(r) ⇒ dtp = dts − g′(r)dr . (4.44)
The metric in new variables (tp, r, θ, φ) has the form:
ds2 = −f(r)(dtp + g′(r)dr)2 + dr
2
f(r)
+ r2Ω2 =
= −f(r)dt2p − 2f(r)g′(r)drdtp +
(
1
f(r)
− f(r)[g′(r)]2
)
dr2 + r2Ω2 .
(4.45)
We want to find such function g(r), for which the spatial part of the above metric in the new
variables (tp, r, θ, φ) is flat. From the form (4.45) we see that the following equation must be
satisfied:
1
f(r)
− fg′(r)2 = 1 ⇒ g′(r) =
√
1− f(r)
f(r)
. (4.46)
In the general case of b 6= 0 the solution of the equation (4.46) for f(r) = 1 − 2Mr − br2 is
not expressed by elementary functions. In the special case of b = 0, that is for Schwarzschild
spacetime, we get the equation:
g′(r) =
√
2Mr
r − 2M , (4.47)
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whose solution is:
g(r) = 2
√
2Mr + 2M log
(√
r −√2M√
r +
√
2M
)
, (4.48)
then the spacetime metric takes the Painleve–Gullstrand form:
ds2 = −dt2p +
(
dr −
√
2m
r
dtp
)2
+ r2dΩ2 . (4.49)
Note that in the general case of b 6= 0 we do not need an explicit formula for the function g(r).
To write the metric (4.45) you only need to know the derivative of g(r):
ds2 = −f(r)dt2p − 2
√
1− f(r)drdtp + dr2 + r2Ω2 . (4.50)
We can also write a metric using the assumed form of function f(r):
ds2 = −
(
1− 2M
r
− br2
)
dt2p − 2
√
2M
r
+ br2 drdtp + dr
2 + r2Ω2 . (4.51)
From the form of the metric we can read the lapse N and the shift vector N i:
N = 1 , (4.52)
Nr = −
√
2M
r
+ br2 , Nθ = 0 , Nφ = 0 , (4.53)
and then calculate the extrinsic curvature from the formula:
Kij =
1
2N
(
Ni|j +Nj|i − ∂tsgij
)
. (4.54)
Non-zero components of the extrinsic curvature are:
Krr =
M − br3√
2Mr3 + br6
, (4.55)
Kθθ = −
√
2Mr + br4 , (4.56)
Kφφ = −
√
2Mr + br4 sin2 θ . (4.57)
The trace of extrinsic curvature is equal to:
K = Kijγ
ij = − 3(M + br
3)√
2Mr3 + br6
. (4.58)
Let us calculate the electrical part of Weyl tensor, the expression (3.20) reduces to:
Eij = −KKij +KikKkj + 2
3
Λγij = −KKij +KikKkj + 2bγij . (4.59)
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After the calculation, we obtain the following non-zero components of the electrical part of Weyl
tensor:
Err =
2M
r3
, (4.60)
Eθθ = −M
r
, (4.61)
Eφφ = −M
r
sin2 θ . (4.62)
The magnetic part is zero.
Because the metric induced on Σp is flat, we have a full set of ten conformal Killing vectors.
Note that the disappearance of the magnetic part causes that the three-dimensional covariant
divergence of the electrical part vanishes (theorem 3), and therefore the “electric” charges do not
depend on the two-dimensional integration surface. In this case, due to symmetry, integration
over the sphere is very simple. Let us calculate the contraction of the electrical part with
the basic conformal Killing vector S = r∂r; by integrating this expression, we get the charge
responsible for the mass:
Q(E,S) =
∫
S(r)
EijSjdSi =
∫
S(r)
Errr
3 sin θdθdφ = 8πM . (4.63)
We compare the obtained result with the ADM mass. As in the previous subsection, we define:
eij := γij − βij , (4.64)
U
i(V ) = 2
√
detγ
[
V γi[kγj]lD¯jγkl +D
[iV γj]kejk
]
, (4.65)
V
l(Y ) = 2
√
detγ
[
(P lk − P¯ lk)Y k − 1
2
Y lP¯mnemn +
1
2
Y kP¯ lkβ
mnemn
]
, (4.66)
X = V nµ∂µ + Y
k∂k =
V
N
∂0 +
(
Y k − V
N
Nk
)
∂k . (4.67)
We obtain the mass, therefore X = ∂0 ⇒ V = N and Y k = Nk.Ul is zero, because in the case
of foliations by flat hypersurfaces γij = βij , where eij = 0, and in the first part the covariant
derivative D¯ can be converted to D.
Let us calculate the canonical ADM momentum:
P ij = γijK −Kij ⇒ P ij = δijK −Kij . (4.68)
After the calculation, we obtain that non-zero components of the ADM momentum are:
P rr = −2
√
2M + br3
r3/2
, (4.69)
P θθ = − M + 2br
3
r3/2
√
2M + br3
, (4.70)
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P φφ = − M + 2br
3
r3/2
√
2M + br3
. (4.71)
Next, we calculate the ADM momentum for reference time and space. We assume that for b = 0
the reference is Minkowski space, and for b > 0 is de Sitter space. Note that the background
ADM momentum P¯ ij can be obtained from the equations (4.69)–(4.71) by setting M = 0, hence
we get:
P¯ rr = P¯
θ
θ = P¯
φ
φ = −2
√
b . (4.72)
We raise the index in the translation vector with a (flat) three-dimensional metric, thus:
Nr = N
r = −
√
2M
r
+ br2 . (4.73)
The only non-omitting element in the expression for ADM mass is:
mADM =
1
16π
∫
S(r)
2
√
γ(P rr − P¯ rr)N rdθdφ . (4.74)
After calculating the integral, we get:
mADM = 2M + br
3 −
√
br3(2M + br3) . (4.75)
Note that for Schwarzschild spacetime (b = 0) we getmADM = 2M , which is twice as much as the
mass parameter in the metric. This is caused by too slow disappearance of the extrinsic curvature
tensor. In the case of foliation with surfaces of flat internal geometry (Painleve–Gullstrand foli-
ation), the tensor of the extrinsic curvature behaves like r−3/2, and usually assumed assumption
when counting ADM mass is behavior like r−3/2−ε, where ε is strictly positive. The result (4.63)
shows that the “electromagnetic” mass (at least in this case) has better properties, because after
dividing by the normalizing factor 8π accurately reproduces the parameter M occurring in the
metric, and is independent of the radius r and the cosmological constant b.
5 Asymptotic charges
In the section 3 we have given the definition of quasi-local charges and the conditions for obtain-
ing strict rights of behavior. We assumed that the three-dimensional metric on Σ is conformally
flat and the covariant divergences of the electrical and magnetic parts disappear. We generalize
the concepts introduced and provide the conditions for defining asymptotic ”electromagnetic”
charges.
Let us remind that the condition guaranteeing the independence of the value of the charge from
the selection of the integration surface was the disappearance of the three-dimensional covariant
divergence of the density contraction of the electrical (or magnetic) part with the conformal
Killing vector.
(
√
γEijXj),i = (
√
γEijXj)|i =
√
γEijXj|i +
√
γXj(K ∧B)j =
=
√
γEijX(j|i) +
√
γXj(K ∧B)j =
=
√
γEij(X(i|j) −
1
3
Xk |kγij) +
√
γXj(K ∧B)j .
(5.1)
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Because Eij is symmetric and traceless, in the second line we added symmetrization to the
derivative of the field X, and in the third line the expression proportional to the metric. Let us
define a symmetric tensor Vij depending on the vector field X and the metric γ:
Vij(X, γ) := X(i|j) −
1
3
Xk |kγij . (5.2)
Note that the definition of tensor Vij is the equation for conformal Killing vectors (in which
all members have been moved to one side). If X is a conformal Killing vector for γ then
Vij(X, γ) = 0. Let us use V to write the divergence (5.1):
(
√
γEijXj),i =
√
γEijVij(X, γ) +
√
γXj(K ∧ E)j . (5.3)
Consider the spatial hypersurface Σ equipped with a conformally flat metric γ. According to
the lemma 1 we have ten basic conformal Killing vectors X for which Vij(X, γ) = 0. Define
asymptotic charges:
Qas(E,X) := lim
r→∞
∫
S(r)
EijX
jdSi , (5.4)
Qas(B,X) := lim
r→∞
∫
S(r)
BijX
jdSi . (5.5)
The boundaries in the definitions will be finite if the appropriate divergences are integrable at
infinity, i.e.
√
γXj(K ∧ E)j = O(r−1−ε) , (5.6)
√
γXj(K ∧B)j = O(r−1−ε) , (5.7)
where ε > 0.
Note that the basic conformal Killing vectors have different asymptotic relative to r, using
(1.13)–(1.16) we have:
• Tk = O(1) ,
• Rk = O(r) ,
• S = O(r) ,
• Kk = O(r2) .
Generators of proper conformal transformations behave like r2, therefore charges defined with Kk
(e.g. angular momentum) impose the strongest conditions on the asymptotic of other objects
found in the equations (5.6)–(5.7). By assumption, we consider asymptotically flat spaces,
therefore the conformal factor of the metric tends to unity in spatial infinity, i.e.
√
γ = O(r2).
Analyzing the equations (5.6)–(5.7) we can give the minimum asymptotic needed to define
angular momentum and center of mass:
(K ∧ E)j = O(r−5−ε) , (5.8)
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(K ∧B)j = O(r−5−ε) . (5.9)
Analogously for mass and momentum:
(K ∧B)j = O(r−4−ε) , (5.10)
(K ∧ E)j = O(r−4−ε) . (5.11)
The above conditions are sufficient if we assume that the metric γij is conformally flat, which
guarantees the existence of (strict) conformal Killing fields.
We can also consider surfaces Σ, whose metric is only asymptotically conformally flat. We will
now prove the theorem in which we will assume that the metric is of the form:
γij =
(
1 +
M
2r
)4
(ηij + hij) , (5.12)
where ηij is a flat metric, and hij is sufficiently small at infinity. The metric of such a form
corresponds to slightly disturbed Schwarzschild spacetime (see Schwarzschild metric expressed
in isotropic variables (4.8)).
Theorem 6. Let the metric on the hypersurface Σ be in the form:
γij =
(
1 +
M
2r
)4
(ηij + hij) , (5.13)
where ηij is a three-dimensional Euclidean metric.We assume the following behavior of presented
objects at r →∞ :
hij = O
(
r−1−ε
)
, (5.14)
(Γη+h)
a
ij = O
(
r−2−ε
)
, (5.15)
Kij = O
(
r−3
)
, (5.16)
Eij = O
(
r−3
)
, (5.17)
Bij = O
(
r−3
)
, (5.18)
where ε > 0 .
Then there is a finite limit at r → ∞ for asymptotic charges responsible for mass, center of
mass, linear momentum and angular momentum.
Proof: The aim of the proof is to show that at r → ∞ divergences given by equations (5.19),
(5.20) are integrable at infinity.
(
√
γEijXj),i = (
√
γEijXj)|i =
√
γEijVij(g,X) +
√
γXj(K ∧B)j , (5.19)
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(
√
γBijXj),i = (
√
γBijXj)|i =
√
γBijVij(g,X) −√γXj(K ∧E)j , (5.20)
where X is one of the vector fields belonging to the set {S,Tk,Rk,Kk}. We have:
S = O(r) , Tk = O(1) , Rk = O(r) , Kk = O(r2) . (5.21)
Because S, Rk and Tk have a weaker asymptotic than Kk, it is sufficient to prove this statement
for X = O(r2).
The minimum condition for ensuring integrability at infinity is that the asymptotic decay is
better than r−1−ε in the limit r→∞, where ε > 0.
Let us assume that the field X behaves at infinity like r2 and check the asymptotic of the
members containing the extrinsic curvature:
√
γXj(K ∧B)j = O(r2) · O(r2) · O(r−3) · O(r−3) = O(r−2) , (5.22)
√
γXj(K ∧ E)j = O(r2) ·O(r2) · O(r−3) · O(r−3) = O(r−2) . (5.23)
Thus, both expressions are integrable at infinity. Let us examine expressions containing tensor
Vij. By assumption, the metric γ is of the form: conformal factor times a small correction to a
flat metric. The tensor V behaves in conformal transformation as follows:
Vij
(
Ω4g,X
)
= Ω4Vij(g,X) , (5.24)
where g is any metric. In the case under consideration for Ω = 1 + M2r :
Vij
(
Ω4(η + h),X
)
= Ω4Vij(η + h,X) . (5.25)
Let us use the definition of tensor V :
V (η + h,X) = X(i,j) − ΓmijXm −
1
3
(
Xk,k + Γ
k
mkX
m
)
(ηij + hij) . (5.26)
We assume that the field X is a conformal Killing vector for a flat, three-dimensional metric η,
thus the following equation is satisfied:
X(i,j) −
1
3
Xk,kηij = 0 . (5.27)
Hence (5.26) is equivalent:
V (η + h,X) = −ΓmijXm − 1
3
Xk,khij − 1
3
ΓkmkX
m(ηij + hij) . (5.28)
The Christoffel symbols appearing in the above formula come from the metric η+h, we assume
that their asymptotic behavior is at r→∞. Assume that Xi = O(r2), hence:
V
(
Ω4(η + h),X
)
= Ω4V (η + h,X) = O(r−ε) . (5.29)
We have the following asymptotic of objects containing the tensor Vij in the divergences (5.19)–
(5.20):
√
γEijVij(g,X) = O(r
2) · O(r−3) · O(r−ε) = O(r−1−ε) , (5.30)
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√
γBijVij(g,X) = O(r
2) ·O(r−3) ·O(r−ε) = O(r−1−ε) . (5.31)
Finally, we get that divergences (5.19), (5.20) are integrable at infinity. Defined by equations:
Qas(E,X) := lim
r→∞
∫
S(r)
EijX
jdSi , (5.32)
Qas(B,X) := lim
r→∞
∫
S(r)
BijX
jdSi , (5.33)
asymptotic charges have a limit at r → ∞, where Xi are conformal Killing fields for the flat
metric η (and at the same time asymptotic Killing fields for the considered metric γ).
Summary
We have shown that the method of defining four-dimensional gravity charges using conformal
Yano–Killing tensors can be extended and used to define well-defined charges in a (3 + 1)
decomposition. The construction presented here enables one to calculate twenty local charges
in terms of initial data (γij ,Kij) on a conformally flat spatial hypersurface Σ immersed in a
spacetime satisfying the Einstein vacuum equations with a cosmological constant. Such specified
charges are preserved (analogical to the Gaussian law), if the corresponding products of the
extrinsic curvature with the electrical and magnetic parts disappear, in particular the condition
of vanishing tensor of the extrinsic curvature is sufficient. Also in the case of “purely magnetic”
and “purely electrical” spaces, all charges are preserved.
In addition, we have proved theorems explaining relation between linear momentum and angular
momentum (defined as the contractions of the magnetic part of Weyl tensor with appropriate
conformal Killing vectors) and the traditional ADM linear momentum and the ADM angular
momentum.
The analysis performed for the Schwarzschild–de-Sitter spacetime showed that the mass defined
as the contraction of the electrical part of the Weyl tensor with the scaling generator may have
better properties than the ADM mass. In the proposed example of foliation with surfaces with
flat internal geometry, the mass calculated with conformal Killing fields was not dependent on
radius or cosmological constant (as opposed to ADM mass).
The thesis formulated in the last section shows that in certain specific cases we can use the
proposed method to define asymptotic charges (even if the metric on spatial surfaces is not
conformally flat).
Acknowledgements This work was supported in part by Narodowe Centrum Nauki (Poland)
under Grant No. 2016/21/B/ST1/00940.
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A (3 + 1) Decomposition
A.1 Basic dependencies
The four-dimensional metric is expressed by the lapse function N and the shift vector (Nm) as
follows:[
g00 g0k
gi0 gik
]
=
[
(NsN
s −N2) Nk
Ni γik
]
. (A.1)
Reverse metric:[
g00 g0m
gk0 gkm
]
=
[−(1/N2) (Nm/N2)
(Nk/N2) (γkm −NkNm/N2)
]
. (A.2)
Unit time normal vector:
nµ = (−N, 0, 0, 0), nµ = [(1/N),−(Nm/N)] . (A.3)
Relationship between the three-dimensional metric γ and a four-dimensional metric g:
gµν + nµnν = γµν , gµν + nµnν = γµν . (A.4)
Volume element:
√−g dx0dx1dx2dx3 = N √γ dt dx1dx2dx3 . (A.5)
We will now derive the Gauss-Codazzi equations that form the basis of the (3 + 1) decomposition
([8]). They allow to distribute the Riemann tensor of four-dimensional spacetime into objects
associated with the spatial hypersurface Σ, tensor of the extrinsic curvature Kij and the three-
dimensional Riemann tensor derived from the metric γij induced on Σ.
A.2 Gauss relations
Consider the formula (A.6), which defines the three-dimensional Riemann tensor, responsible
for the non-commutation of covariant derivatives D on the hypersurface Σ provided with the
metric γ:
(DiDj −DjDi)vk = Rklijvl . (A.6)
The four-dimensional equivalent of the above formula can be written as:
(DαDβ −DβDα)vγ = Rγµαβvµ , (A.7)
where v is a vector field tangent to Σ. Let us use the relationship DT = γ∗∇T connecting a
three-dimensional covariant derivative D with a four-dimensional covariant derivative ∇:
DαDβv
γ = Dα(Dβv
γ) = γµαγ
ν
βγ
γ
ρ∇µ(Dνvρ) . (A.8)
Once again for the second derivative:
DαDβv
γ = γµαγ
ν
βγ
γ
ρ∇µ(γσνγρλ∇σvλ) . (A.9)
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We can further develop the above formula using the dependence ∇µγσν = ∇µ(δσν + nσnν) =
∇µnσnν + nσ∇µnν , and because γνβnν = 0, we get:
DαDβv
γ =γµαγ
ν
βγ
γ
ρ(n
σ∇µnνγρλ∇σvλ + γσν∇µnρnλ∇σvλ + γσνγρλ∇µ∇σvλ) =
=γµαγ
ν
βγ
γ
λ∇µnνnσ∇σvλ − γµαγσβγγρvλ∇µnρ∇σnλ + γµαγσβγγλ∇µ∇σvλ =
=−Kαβγγλnσ∇σvλ −KγαKβλvλ + γµαγσβγγλ∇µ∇σvλ ,
(A.10)
where we used the projection operator’s property γγργ
ρ
λ = γ
γ
λ and definition of extrinsic
curvature γµαγ
ν
β∇µnν = −Kβα.
If we now exchange the order of the indices α and β and subtract side by side the expressions
with exchanged indices from the equation (A.10), we get:
DαDβv
γ −DβDαvγ = (KαµKγβ−KβµKγα)vµ+γραγσβγγλ(∇ρ∇σvλ−∇σ∇ρvλ) . (A.11)
We can use the definition of a four-dimensional Riemann tensor:
∇ρ∇σvλ −∇σ∇ρvλ =
4
Rλµρσv
µ , (A.12)
to simplify the equation (A.11):
DαDβv
γ −DβDαvγ = (KαµKγβ −KβµKγα)vµ + γραγσβγγλ
4
Rλµρσv
µ . (A.13)
Let us substitute the left side of the above equation to (A.7):
(KαµK
γ
β −KβµKγα)vµ + γραγσβγγλ
4
Rλµρσv
µ = Rγµαβv
µ (A.14)
or equivalently (because vµ = γµσv
σ):
γµαγ
ν
βγ
γ
ργ
σ
λ
4
Rρσµνv
λ = Rγλαβv
λ + (KγαKλβ −KγβKαλ)vλ . (A.15)
Both K and R are tangent to Σ, so the above formula is true for any vector field. We can write:
γµαγ
ν
βγ
γ
ργ
σ
λ
4
Rρσµν = R
γ
λαβ +K
γ
αKλβ −KγβKαλ . (A.16)
This result is called Gaussian formula.
If in the equation (A.16) we will contract the indices γ and α and use the dependency γµαγ
α
ρ =
γµρ = δ
µ
ρ + n
µnρ, we get a relation between the Ricci tensors
4
Rαβ and Rαβ:
γµαγ
ν
β
4
Rµν + γαµn
νγρβn
σ
4
Rµνρσ = Rαβ +KKαβ −KαµKµβ , (A.17)
which we will call contracted Gaussian formula.
We can calculate the trace one more time, note that Kµµ = K
i
i = K, KµνK
µν = KijK
ij and:
γαβγαµn
νγρβn
σ
4
Rµνρσ = γ
ρ
µn
νnσ
4
Rµνρσ =
4
Rµνn
µnν . (A.18)
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So the trace (A.17) takes the form:
4
R+ 2
4
Rµνn
µnν = R+K2 −KijKij . (A.19)
The above result is a generalization of Gauss’s “Remarkable Theorem” (Latin: Theorema
Egregium). It combines the internal curvature of Σ (represented by Ricci scalar R) with the
extrinsic curvature (represented by K2 −KijKij). The original Gaussian result concerned two-
dimensional surfaces immersed in a flat Euclidean space R3 (for which the left hand side is zero).
In addition, in the original proposition member K2−KijKij has the opposite sign, because the
metric of “whole” space is Riemannian, and not (as in the case of gravity) Lorentzian.
A.3 Codazzi’s formulae
Let us apply the definition of Riemann tensor to the normal vector n (actually to extention of
n to the environment of Σ):
(∇α∇β −∇β∇α)nγ =
4
Rγµαβn
µ , (A.20)
and project the above result on Σ:
γµαγ
ν
βγ
γ
ρ
4
Rρσµνn
σ = γµαγ
ν
βγ
γ
ρ(∇µ∇νnρ −∇ν∇µnρ) . (A.21)
Next, using the dependence:
∇βnα = −Kαβ − aαnβ , (A.22)
where aα = n
β∇βnα, we get:
γµαγ
ν
βγ
γ
ρ∇µ∇νnρ = γµαγνβγγρ∇µ(−Kρν − aρnν) =
= − γµαγνβγγρ(∇µKρν +∇µaρnν + aρ∇µnν) =
= −DαKγβ + aγKαβ .
(A.23)
We used γνβnν = 0, γ
γ
ρa
ρ = aγ . If we exchange the order of indices α and β, and the resulting
expression subtract by sides from (A.23), then:
γγρn
σγµαγ
ν
β
4
Rρσµν = DβK
γ
α −DαKγβ . (A.24)
The result (A.24) is known in the literature as Codazzi (or Codazzi–Mainardi) relation.
Next, we can contract the indices α i γ, then we get contracted Codazzi relation:
γµαn
ν
4
Rµν = DαK −DµKµα . (A.25)
B Killing fields in a flat space
Below we will present a method that allows solving the equation for Killing fields and conformal
Killing fields in a flat, three-dimensional Euclidean space.
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B.1 The solution of the equation that defines the Killing vectors
We perform the calculations in Cartesian coordinates, therefore we can convert covariant deriva-
tives into ordinary partial derivatives. Let us write the equation defining the Killing field in two
ways:
Xi,j +Xj,i = 0 ⇒ (Xi,j +Xj,i = 0),k = 0 , (B.1)
Xi,k +Xk,i = 0 ⇒ (Xi,k +Xk,i = 0),j = 0 , (B.2)
We subtract the equation (B.2) from the equation (B.1) and exchange the order of partial
derivatives:
(Xj,k −Xk,j),i = 0 . (B.3)
Now we integrate (B.3):
Xj,k −Xk,j = 2Ajk , (B.4)
where Ajk = −Akj is a constant antisymmetric matrix, and add by sides the equation (B.4) to
the equation Xj,k +Xk,j = 0, we will get then:
Xj,k = Ajk . (B.5)
Integrating (B.5), we get:
Xj = Ajkx
k + Cj , (B.6)
where Cj is a constant.For three-dimensional flat space, we have the freedom to choose three
constants Cj and three non-diagonal elements of the antisymmetric matrix Aij, so we get six
linearly independent Killing vectors. Select the base so that three of them correspond to the
three orthogonal translation generators in directions corresponding to the axes of the coordinate
system, and three more correspond to the rotation generators around these axes.
B.2 The solution of the equation defining conformal Killing vectors
Consider a flat three-dimensional space, the equation for a conformal Killing field can be solved
in the same way as in the subsection B.1. Let us start with the equation:
Xi,j +Xj,i = ληij . (B.7)
Then differentiate it and take a linear combination like in (B.3):
(Xi,j −Xj,i),k = ηkiλ,j − ηjkλ,i . (B.8)
Let us do the integration:
Xi,j −Xj,i =
∫
(λ,jdxi − λ,idxj) + 2Aij , (B.9)
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where Aab is a constant, antisymmetric matrix. Add (B.7) to (B.9) and do the integration again:
Xj = Cj +Aijx
i +
1
2
∫
λdxj +
1
2
∫
dxi
∫
(λ,idxj − λ,jdxi) , (B.10)
where Cj is a constant vector. Note that for λ = 0 the first two elements reproduce the solution
of the Killing equation. To obtain conformal Killing fields, we still need to find the function λ,
for this purpose we contract the indices j and k in the equation (B.8):
ηjk(Xi,jk −Xj,ik) = ηjk(ηkiλ,j − ηjkλ,i) ⇒
⇒ ∆Xi −Xk,ki = λ,i − 3λ,i = −2λ,i ⇒
⇒ ∆Xi = −1
2
λ,i ,
(B.11)
where in the last step we used the equation (1.8) for n = 3. We can differentiate the above
result and create a symmetric linear combination:
∆(Xi,j +Xj,i) = 2 ·
(
−1
2
)
λ,ij . (B.12)
Note that on the left hand side in Laplacian there is the left hand side of the equation for
conformal Killing fields:
ηij∆λ = −λ,ij . (B.13)
Let us make the contraction (B.13) in the indices i and j, we get:
3∆λ = −∆λ ⇒ ∆λ = 0 . (B.14)
The above result can be inserted into the equation (B.13). We get that λ is at most linear in
Cartesian coordinates xi, so it can be written as:
λ(x) = −2α+ 4βixi , (B.15)
where (α, βi) are constant. Let us return to the equation (B.10) and do the integration:
Xj = Cj +Aijx
i − αxj + βi(2xjxi − δj ir2) . (B.16)
As in the case of Killing vectors, we have the freedom to choose three constants Cj, three non-
diagonal elements of the antisymmetric matrix Aij plus, in addition, one constant α and the
three coordinates of the vector βi. Therefore, for the flat (or conformally flat) three-dimensional
Euclidean space we have ten linearly independent conformal Killing fields. Select the base so
that three of them correspond to the translation generators Tk, the next three to the rotation
generators Rk, the other four fields correspond to the scaling generator S and the three genera-
tors of proper conformal transformations Kk. In the Cartesian coordinate system, the formulae
take the following form:
Tk = ∂
∂xk
,
Rk = εkijxi ∂
∂xj
,
S = xk ∂
∂xk
,
Kk = xkS − 1
2
r2
∂
∂xk
,
where r2 = x2 + y2 + z2. Different construction of CKV is presented in [10].
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C Completion of calculations for a fully charged solution
Field components with spin-2 for a charged solution in Cartesian coordinates:
W0ij0 =
3m
r3
ninj +
15k
r4
ninj − 3
r4
(kjni + kinj)− ηij
r3
(m+
3k
r
) , (C.1)
Wijkl =
3
r3
(m+
3k
r
)(ninlηjk − ninkηjl + njnkηil − njnlηik)+
+
2
r3
(m+
3k
r
)(ηikηjl − ηilηjk)+
+
3
r3
εmkln
mnpk,h(εpi
hnj − εpjhni)+
+
3
r3
εmijn
mnpk,h(εpk
hnl − εplhnk) ,
(C.2)
W0ijk =
3
r3
((pj − pnj)nink − (pk − pnk)ninj)+
+
3
r4
(ninkn
mεmj
lsl − ninjnmεmklsl)+
+
3
r4
nms(3εmjkni + εmiknj + εmjink)+
− 3
r4
εmjkn
msi+
+
3
r3
εmjkn
mnhεhi
lpl .
(C.3)
Contractions of the electrical and magnetic parts with conformal Killing vectors:
Tk = ∂
∂xk
, (C.4)
S = xk ∂
∂xk
, (C.5)
Rk = εkijxi ∂
∂xj
, (C.6)
Kk = xkS − 1
2
r2
∂
∂xk
, (C.7)
EikT kj = −
ηij
2
(
3w
r2
+
2m
r3
+
6k
r4
)− 3
r2
nkd,l(εkj
lni + εki
lnj)+
+
3
2r2
(niwj + njwi)− 3
r4
(nikj + njki)+
− ninj(−3w
2r2
− 3m
r3
− 15k
r4
) ,
(C.8)
EijRkj = −εklinl(3w
2r
+
m
r2
+
3k
r3
)− 3
r
nid,k − εkmjxm( 3
r4
nikj − 3
2r2
niwj) , (C.9)
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EijKjk =
m
2r
(nink + ηik)− dl 3
2r
nm(εmilnk − εmklni)+
− kl 3
2r2
(−nlnkni + nkηli − nlηik − niηlk)+
− wl 3
4
(−ninknl − nkηli + niηkl − nlηik) ,
(C.10)
EijS
j = ni(
2m
r2
+
9k
r3
)− 3
r
nkd,lεk
il +
3
2r
(niw + wi)− 3
r3
ki , (C.11)
BikT kj = −
ηij
2
(
3q
r2
+
2b
r3
+
6s
r4
) +
3
r2
nkp,l(εkj
lni + εki
lnj)+
+
3
2r2
(niqj + njqi)− 3
r4
(nisj + njsi)+
− ninj(− 3q
2r2
− 3b
r3
− 15s
r4
) ,
(C.12)
BijRkj = εklinl(−3q
2r
− b
r2
− 3s
r3
) +
3
r
nip,k + εk
mjxm(− 3
r4
nisj +
3
2r2
niqj) , (C.13)
BijKjk =
b
2r
(nink + ηik) + p
l 3
2r
nm(εmilnk − εmklni)+
− sl 3
2r2
(−nlnkni + nkηli − nlηik − niηlk)+
− ql 3
4
(−ninknl − nkηli + niηkl − nlηik) ,
(C.14)
BijS
j = ni(
2b
r2
+
9s
r3
) +
3
r
nkp,lεk
il +
3
2r
(niq+ qi)− 3
r3
si . (C.15)
After contraction with the normal vector:
EijT jk ni =
2m
r3
nk − 3
r3
dlnmεmkl − 3
r4
kk +
9
r4
klnlnk +
3
2r2
(wk + w
lnlnk) , (C.16)
EijRjkni = −
3
r2
(dk − dlnlnk)− 3
r3
klnpε
p
lk +
3
2r
wlnpε
p
lk , (C.17)
EijKjkni =
m
r
nk +
3
2r
dlnmεmkl +
3
2r2
kl(nlnk + ηkl)− 3
4
wl(ηkl − 3nknl) , (C.18)
EijSjni = 2m
r2
+
6
r3
kln
l +
3
r
wln
l , (C.19)
BijT jk ni =
2b
r3
nk +
3
r3
plnmεmkl − 3
r4
sk +
9
r4
slnlnk +
3
2r2
(qk + q
lnlnk) , (C.20)
BijRjkni =
3
r2
(pk − plnlnk)− 3
r3
slnpε
p
lk +
3
2r
qlnpε
p
lk , (C.21)
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BijKjkni =
b
r
nk − 3
2r
plnmεmkl +
3
2r2
sl(nlnk + ηkl)− 3
4
ql(ηkl − 3nknl) , (C.22)
BijSjni = 2b
r2
+
6
r3
sln
l +
3
r
qln
l . (C.23)
Integrating the expressions (C.16)–(C.23) on the sphere we get the results (2.83)–(2.90).
D Dynamical equations for a fully charged solution
Below is a direct calculation leading to dynamic equations for charges in the “fully charged
solution”.
To simplify the formulae, let us define four auxiliary objects:
Aij :=
1
r3
(ηij − 3ninj) = −
(
1
r
)
,ij
, (D.1)
Bijk :=
(
1
r
)
,ijk
, (D.2)
Cijl :=
3
r3
nk(εkjlni + εkilnj) , (D.3)
Dijl :=
3
2r2
(ηijnl − niηjl − njηil − ninjnl) . (D.4)
With the above definitions, the expressions for electrical and magnetic parts are as follows:
Eij = −mAij − klBijl − dlCijl − wlDijl , (D.5)
Bij = −bAij − slBijl + plCijl − qlDijl . (D.6)
Let us calculate derivatives:
Aij,l = −
(
1
r
)
,ijl
, (D.7)
Bijk,l =
(
1
r
)
,ijkl
, (D.8)
Cijl,p =
3
r4
[εkjl(ηipn
k − 5ninknp) + εkil(ηjpnk − 5njnknp) + εpjlni + εpilnj] , (D.9)
Dijl,p =
3
2r3
[ηijηlp − ηjlηip − ηilηjp − 3np(ηijnl − ηjlni − ηilnj)
− ηipnjnl − ηjpninl − ηlpninj + 5ninjnlnp] .
(D.10)
Next, let us calculate the contractions with the antisymmetric tensor:
εm
pj∂pAij = 0 , (D.11)
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εm
pj∂pBijl = 0 , (D.12)
εm
pj∂pCijl = −
(
1
r
)
,ilm
= −Bilm , (D.13)
εm
pj∂pDijl =
3
2r3
[2εmli + 2njnlεmi
j − 4njniεmlj] . (D.14)
Lemma 2. The following equality is true:
εm
pj∂pDijl = −Cmil . (D.15)
Proof : Equivalent equation:
εmli + n
jnlεmij − 2njniεmlj = −nj(εjilnm + εjmlni) . (D.16)
Equivalently (we use n2 = 1 and exclude one n before the parenthesis):
nj(njεmli + nlεmij − 2niεmlj) = −nj(εjilnm + εjmlni) . (D.17)
Equivalently, after moving everything to one side and pulling out nj:
njεmli + nlεmij − niεmlj + εjilnm = 0 . (D.18)
Now notice that the left hand side is antisymmetric in all 6 possible pairs of the indices j, i, l,m.
Because it has four indices, and the space dimension is three, the tensor on the left hand side
must be zero.
Let us summarize the results:
εm
pj∂pAij = 0 , (D.19)
εm
pj∂pBijl = 0 , (D.20)
εm
pj∂pCijl = −Bmil , (D.21)
εm
pj∂pDijl = −Cmil . (D.22)
We will use the equation (2.10):
−m˙Aij − k˙lBijl − d˙lCijl − w˙lDijl = −plBijl + qlCijl . (D.23)
Analogously for the magnetic part of the dynamic equation (2.11):
−b˙Aij − s˙lBijl + p˙lCijl − q˙lDijl = −dlBijl − wlCijl . (D.24)
Comparing the left hand and the right hand sides of the equations (D.23) i (D.24):
m˙ = w˙l = b˙ = q˙l = 0 , (D.25)
k˙l = pl , d˙l = −ql , s˙l = dl , p˙l = −wl . (D.26)
The obtained results coincide with the results from the section 2.
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