ABSTRACT -In a multi-core system, power and performance may be dynamically traded off by utilizing power management (PM). This paper addresses the problem of minimizing the total power consumption of a Chip Multiprocessor (CMP) while maintaining a target average throughput. The proposed solution relies on a hierarchical framework, which employs core consolidation, coarse-grain dynamic voltage and frequency scaling (DVFS), and task assignment at the CMP level and fine-grain DVFS based on closed-loop feedback control at the individual core level. Our experimental results are very favorable showing noticeable average power saving compared to a baseline technique, and demonstrate the high efficacy of the proposed hierarchical PM framework.
INTRODUCTION
With the increase in demand for high performance processors, Chip Multiprocessor (CMP) architectures have been introduced to enable continued performance scaling in spite of the slow-down of the CMOS technology scaling. At the same time the demand for higher processing power is causing the need for power and energy efficient design of multi-core processing platforms. As technology continues to scale to smaller feature sizes, power dissipation and die temperature have become the main design concerns and key performance limiters in processor design.
The problem of power efficient multiprocessor design has been extensively studied in the literature. Prior studies propose dynamic power/thermal management for homogeneous [1] - [4] or heterogeneous multicore architectures [5] [6] . The real-time power management techniques include local responses at the core-level [2] [7] [8] or global task scheduling heuristics [6] [9]- [11] . Typically, the problem formulations target performance optimization under a power/energy budget [1] [3] or a thermal constraint [7] [12]- [14] , or attempt to minimize a composite cost function in the form of energy per throughput [5] [12] . Minimization of the total power consumption of a general-purpose CMP system while meeting a total throughput constraint [4] [15] is an equally interesting problem, which is the focus of the present paper. Our solution framework solves the power management problem for such a CMP system through concurrent core consolidation, task assignment to cores, and core-level DVFS.
Dynamic Voltage and Frequency Scaling (DVFS) for single processor systems is well understood and standardized [16] . However, due to key differences between single-core and multicore systems, there are a number of options in applying DVFS to CMP platforms [3] [17] [18] . In particular, DVFS in such systems can be applied in one of two ways: chip-wide [2] [3] or per-core [1] [18] [19] . Moreover, DVFS may be combined with power gating (shutdown) to a portion of the chip. Finally, performance of the CMP system is strongly influenced by the task to core assignment, and thus, DVFS should be combined with (or at least solved in light of) task assignment [9] .
In [4] , the authors address the problem of finding a chipwide operating voltage-frequency (v-f) setting as well as finding the number of active cores that minimize power consumption of a CMP under a performance constraint. The proposed method uses an offline characterization of the system power and performance for target application and a hill-climbing search method to find the optimal solution, and therefore is costly to be a general purpose runtime power management technique. Reference [15] formulates the problem of minimizing total power consumption of a multicore system subject to a throughput constraint by means of dynamic voltage scaling and task scheduling, and proves it to be NP-hard. A heuristic is then presented for the case of queued tasks, which is based on performing exhaustive search in the state transition space at each task execution point. The shortcomings of this work include the high complexity of the proposed solution, and the fact that it does not utilize core-shut down as a way of saving power. In [2] , the authors deploy a control theory based controller (PI controller) to perform DVFS in CMPs at runtime. Similarly, the limitation of this work is that it does not consider the potential power saving of changing the number of the active cores. In [1] , the authors introduce the concept of a global power manager which senses the per-core power and performance of a CMP and sets the operating power mode of each core while meeting a target power budget. One of the limitations of this work is also that independent of the amount of the workload that is given to the CMP, the number of the active cores is always fixed. This results in sub-optimal This research was sponsored in part by a grant from the National Science Foundation under award number CNS-0615437.
power consumption values especially when the CMP workload is low. Also, the premise that each core is dedicated to run a specific application forever limits the practicality of this approach.
In this paper, we address the problem of minimizing the total power consumption of a CMP while maintaining a CMP-level average throughput target for tasks running on the CMP. The minimum power solution is achieved by applying DVFS, core consolidation, and task assignment in the introduced hierarchical global power manager that is comprised of three tiers. The top-tier PM unit performs core consolidation and coarse-grain DVFS based on the information/prediction about the current and future tasks provided by the workload manager unit. The mid-tier PM assigns the tasks, which are assumed to be independent, to available cores considering server and task affinities. The low-tier PM employs a closed-loop feedback implementing DVFS technique at core level which senses a core's performance at periodic intervals and sets the operating frequency level of the core to enforce adherence to known chip level throughput requirements.
The novelties of this paper may be summarized as follows: -It solves the problem of CMP power optimization under an average throughput constraint by means of core consolidation and closed loop DVFS. -It proposes to append a workload analyzer to the CMP power management unit to perform coarse grain DVFS depending on the type of task e.g., memory intensive vs. CPU intensive. -It uses a high level simulation tool that simulates a CMP by emulating core consolidation, task scheduling, task queuing, and DVFS. The remainder of this paper is organized as follows. In section 2, we provide background on CMP and throughput models used in this paper. Section 3 describes the problem of minimizing the power consumption of a CMP given a throughput constraint. In section 4 we present our heuristic method in detail. Section 5 is dedicated to the experimental results while section 6 concludes the paper.
PRELIMINARIES 2.1. System Model
We consider an N-way homogeneous CMP system (a.k.a. multiprocessor system-on-chip, MPSoC). Such a system is composed of N homogenous processing cores which are independent except that they share the L2 cache and the interface to the Main Memory [20] . Each core has a separate supply voltage and clock generation module so that they can run at different voltage-frequency (v-f) settings. Note that utilizing per-core DVFS [18] makes cores in CMP operate heterogeneously, in terms of their power and performance.
Application programs and/or the operating system generate requests/tasks and send them to the CMP. Similar to [11] , we assume these tasks are independent of each other, and each task runs on a single core without the need for inter-core communication. The problem of optimally assigning dependent tasks in multiprocessor systems has been studied in the literature [10] [21] [22] , but is outside the scope of the present paper. Note however that the only modification needed for addressing task dependencies is to utilize a task assignment policy in the task dispatching unit that handles the structure of a task graph; any performance losses due to one task waiting for the results of a predecessor task can thus be accounted for.
General characteristics of tasks, including their expected job size, s, and memory access rate (MAR) values, are assumed to be known. Note that MAR is not a precise microarchitectural performance metric, such as the cache miss ratio; instead it denotes an approximation of the number of accesses to memory that cause pipeline stalls and delay penalties. Roughly speaking, MAR value indicates if a given task is CPU-intensive or memory-intensive. This information can be collected from history-based profiling data of the tasks generated by certain applications (see for example published data about characteristics of various tasks generated by ECommerce, Banking, or Support applications [23] ) or by dynamic profiling with the aid of built-in performance monitoring units (e.g. a core's IPS value can be measured on the fly by using the retired instruction count measured by Hardware Performance Counters during a time epoch; for instance, MSR_PERF_FIXED_CTR0 register in Intel Xeon processors reports the number of instructions that retire execution [24] ). In either method, estimated values are prone to error which affects the result of decisions made based on these uncertain values, and the power manager must employ a technique to take care of this uncertainty and/or inaccuracy of exact task characteristics; in our approach it is done through using a feedback control loop (cf. section 4). Figure 1 shows an abstract block diagram of the CMP system considered in this paper. A Power Management Unit (PMU), which sets the working v-f levels of different CMP cores and provides the Task Dispatching Unit (TDU) with the input data needed for task assignment, acts as the global controller for the system. The CMP has a single Global Queue (GQ), in which the incoming tasks are held. The TDU assigns the tasks in the GQ to the available cores periodically. Each CMP core has a Local Queue (LQ), which is used to hold tasks that are assigned to the core.
The PMU may be implemented through either a centralized hardware unit, such as a separate embedded microcontroller, or as a piece of high-priority software which is being executed on one of the cores. The former realization can
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become a bottleneck for the system due to PMU's limited bandwidth for collecting runtime data about cores and the growing overhead of detailed data processing and decision making as the number of cores goes up. The latter realization helps with the scalability of the PM framework with respect the number of cores in the system. In addition in our proposed hierarchical framework, the top tiers of PM perform a quick (low overhead) global data processing and decision making at the system level, whereas the low-tier PM performs detailed decisions at the core level.
The disparate applications are assigned to the cores by the TDU, which is a part of the OS code. Depending on the size of the CMP, i.e., number of cores in the system, the TDU can be realized in a centralized or distributed manner. In this paper, we assume a centralized TDU implementation. The GQ is typically implemented in software as part of the OS kernel while the LQ's are implemented as part of the local power management codes that run on the individual cores.
Throughput Model
Throughput of a processor core is defined as the average number of executed instructions per second and is denoted by instructions per second or IPS for short. If a core that is running at frequency f executes task j with known characteristics, then the time t 0 needed to run I 0 instructions can be estimated by equation (1), in which the first term represents the computation time and the second term accounts for the delay of accessing higher level caches.
where CMF j denotes cache miss frequency, i.e. the proportion of instructions that cause an L1 cache miss while executing task j; ߙ c is a fixed parameter representing average cache miss penalty which captures the core's expected stall time when a cache miss occurs. The value of ߙ c depends on parameters such as the pipeline implementation, cache size, cache management policy, and speed of the L2 cache and main memory. IPC j ncm denotes the no-cache-miss instruction per cycle of the task; it is defined as the IPC value under a condition that there are no cache misses, e.g. very large cache that has all the application data pre-fetched, and thus no misses occur.
Recall CMF is a micro-architecture level parameter that indicates the number of memory accesses of a task missing in the L1 cache. In fact, it can be interpreted as a translation of high level MAR in the architecture level; in general, a CPUintensive task, i.e. low MAR, has a low CMF value while a memory-intensive task, i.e. high MAR, exhibits a high CMF (although, a memory-intensive task may have a low CMF due to its special memory access pattern). Here, we use CMF and MAR interchangeably to distinct the memory-intensive and CPU-intensive tasks. Also, note that CMF j in (3) represents average cache miss frequency due to both instruction and data cache misses (denoted by ‫ܨܯܥ‬ ௦௧ and ‫ܨܯܥ‬
ௗ௧
respectively):
where ߨ ௗ is the fraction of instructions accessing data memory (typical value between 0.1 and 0.6).
Referring to the definition of throughput, throughput of the core i is calculated as follows using (3):
where IPC j (f) denotes the actual IPC value of the task running on the core. Figure 2 shows the relationship between IPS and frequency as captured in equation (3) for different types of tasks. From the Figure 2 -b, domain of the IPS function of high CMF tasks can be divided into two regions: a frequency region where IPS rises rapidly with an increase in f and another where rate of change of IPS with f is low. We define a unit-slope frequency separating these two regions: For different combinations of IPC ncm and CMF, the unit-slope frequency may be calculated for the corresponding task type. In practice, there is uncertainty about the predictive values of IPC ncm and CMF of an incoming task, and hence f unsl cannot be calculated accurately for a task in future. In practice, a single average f unsl is assumed for all memory intensive tasks to lower the complexity. Note that if a task has a high CMF value, much of the time the core is waiting idle for the memory response, and hence, clock frequency can be set to a relatively low value, to reduce power/energy with no or very little performance loss. Therefore to reduce the runtime of the consolidation and coarse-grain DVFS steps, we will limit the clock frequency of a core running specific type of task to frequencies below the f unsl (cf. section 4.1).
IPS Saturation Effect
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PROBLEM STATEMENT
Consider an N-way CMP as described in section 2.1. The PMU seeks to minimize the total power consumption of the CMP subject to achieving a service rate whereby a GQ overflow does not occur. This means that on average, CMP service rate must be greater than or equal to the rate of the incoming tasks. This is equivalent to imposing a lower bound constraint on the average throughput of the CMP.
The problem statement can be written as follows:
where P CMP denotes the CMP power (see equation (7)), λ is the rate of the incoming tasks (arrival rate of the tasks in the GQ), and µ is the CMP service rate (departure rate of the tasks from the GQ). To solve this problem, the power management algorithm needs to decide on the optimum number of the processing cores that are required to service the tasks, determine the v-f setting of each active core, and assign and schedule the tasks in the GQ to different cores. Moreover, the predictive input information of the system, such as the task characteristics (as described in section 2.1) are prone to uncertainty and inaccuracy, and a mechanism needs to be adopted to opt out the effect of inaccurate data. Due to the real time nature of the problem, conventional mathematical optimization approaches do not result in a robust solution to this problem. We want to utilize an efficient (light and thin) and robust algorithm to solve it.. To estimate the power consumption of the CMP, we use a power model which is the summation of the intra-core power dissipation and the CMP-level power contribution of the core. The intra-core power dissipation is comprised of a dynamic power which is cubically dependent on the core's clock frequency (assuming that the frequency f is directly proportional to the core's supply voltage level V) and an v-f setting dependent idle component, P idle (f). The second component of CMP's core power dissipation is P common,chip (also denoted by P C ) which is comprised of power consumption of the shared resources in the CMP system, most importantly the L2 cache and I/O interface. This power component is independent of the frequency of any core.
where Q D in the P core,intra expression is a fixed term, that depends on the implementation and CMP platform and the average activity factor of the target task class (c.f. section 4.1.1.) P idle (f) is the idle power consumption for each core which is a function of the frequency. Its value at different frequencies can be measured offline and the values can be kept in a lookup table. P L2 and P I/O -that are frequency independent -denote constant terms capturing the power dissipation of the L2 cache and I/O interface of the CMP. We have:
where active(i) is a pseudo-Boolean variable set to 1 exactly if the i th core is active. In this model, it is assumed that at least one core is active in the CMP, executing arrived tasks and the PMU application.
PROPOSED SOLUTION
We introduce an efficient strategy that solves the policy optimization problem described above. The proposed solution relies on a 3-tier hierarchical DPM approach (that we call 3T-PM) where the original problem is broken into three optimization problems based on the significance and the granularity level of the decisions that must be made. Higher level DPM sets values of the input parameters of the lower levels. Decisions at the top level are made based on coarsegrain information about the target task set (e.g., predicted MAR value for tasks in the GQ) whereas the lower level decisions are made based on characteristics of individual tasks. Figure 3 shows the block diagram of the proposed hierarchical PMU. The PMU attempts to minimize the CMP power consumption while ensuring that the CMP throughput is higher than a minimum threshold value. This is done by: 
Tier1
Tier2
… …
Core 1
Core n h Core n h +1 Core n l +n h a) Choosing the optimum number of the cores required to maintain the required throughput and turning the rest of the cores off (see tier 1 in Figure 3) ; b) Dividing the total active cores in two groups: high speed and low speed cores where the target working frequencies for high speed and low speed cores are set (we call this optimization core consolidation and coarsegrain DVFS, see tier 1 in Figure 3 ); c) Assigning tasks from the GQ into the LQ of different active cores (this task assignment step is done separately for high and low speed cores, see tier 2 in Figure 3) ; d) Setting the target average throughput value (so-called "set point") for each core considering the task assignments, such that the system-level throughput constraint -in the form of task processing rate-is satisfied (see tier 2 in Figure 3 ); e) Dynamically tuning voltage-frequency level of each active core by using a local control feedback loop for each core (we call this step fine-grain DVFS, see tier 3 in Figure 3 ). Decisions at each tier of the PM hierarchy are performed regularly, but with different frequencies. Tier 1 decisions are made at each decision epoch, T d . Task assignment is done as part of the second tier optimization at each allocation window T a , where T a < T d . The third tier decision making is done with period of T s , which denotes the sampling period of the digital feedback control loop of each core. Typically T s < T a , such that the lower level controller iterates for enough sampling periods and becomes stable within the T a period. This means the stability of two tiers are independent as long as they are operating according to the specification. Furthermore, note that the hierarchical structure of the solution implies that a higher level PM makes a decision that sets the target (aspiration level) for lower levels, and decisions lower levels only satisfy these targets i.e. they cannot damage higher level decisions, as long as target points are feasible.
Workload Analyzer
The task of Workload Analyzer (WA) is monitoring the incoming tasks at the GQ to (i) classify them based on their IPC characteristics, and (ii) predict the future workload both in terms of its arrival rate and its IPC characteristics. The decision about the amount of workload that needs to be processed at each decision epoch is also made at this time. This decision is made so that, on average, queue overflow is avoided. The WA aims to keep the average queue occupancy of the GQ at a constant level, which of course implies that the service rate ߤ matches the demand rate ߣ. In fact, if this condition is held, CMP has supplied just enough performance to satisfy the throughput requirement of the system and save power as much as possible.
Task Classification
As mentioned earlier, MAR indicate if the task is a CPUintensive or memory-intensive task. Two classes of tasks are defined based on their MAR values on the given cores: Intrinsically Low Speed (ILS, or l for short) and Intrinsically High Speed (IHS, or h for short) tasks. We only define two classes due to simplicity of classification mechanism and implementation, and considering the low accuracy of the given information about tasks. Task classification is done based on the value of the task MAR, i.e.,
where C(task) is an enumerated type describing the class of the task and MAR th is a threshold value used to partition the tasks. When the apriori information about a task is not available, WA assigns it to default class ILS, which allows the task to run more power efficiently. Meanwhile, the WA monitors and records its MAR for later reference. The MAR values of tasks are recorded in a table, with least recently used (LRU) replacement policy to limit the table size.
Workload Analysis and Prediction
The WA monitors and predicts the required throughput for each task set, IPS h and IPS l , and the average characteristics of tasks, e.g. IPC avg , to provide to the tier-one PM in order to manage the core consolidation and coarse-grain DVFS choices at each decision epoch. The prediction method used can be a history-based prediction technique, whereby a moving-window average of the task arrival rates and their IPC values over the last few decision epochs is used as estimates of the task arrival rate and IPC value in the next decision epoch.
Next, based on the current state of the GQ and prediction about task arrival rate, the WA determines the number of tasks, W, in the GQ to be dispatched to cores in each allocation window. The WA sets W such that the occupancy level of the GQ remains nearly constant at some target level, e.g. 50% (c.f. [18] for detailed analysis). This value is found to be energy efficient for a single processor system, however, the CMP can also be seen as a processor that is N-times faster, and the incoming task rate is thus N times higher too.
The WA creates the ILS and IHS task sets running during the decision period and calculates required throughput for each set:
where T d denotes the duration of the decision period and s j denotes the expected size of task j.
Tier-One PM
The job of Tier-One PM includes first finding the optimum number of cores to run each class of tasks so as to minimize P CMP . Then, it must assign a single target voltage and frequency level to all the cores that are assigned to one class (the v-f setting would be fine tuned by tier-three.)
Core Consolidation and Coarse-Grain DVFS
Armed with the task classification, the PMU allocates the optimum number of cores to each class of tasks, and sets the coarse-grain frequency (and hence, the supply voltage level) of each core. The objective is to minimize the total power consumption while satisfying the throughput constraint for the task set in each class. Let n l , n h and N denote the number of cores assigned to the ILS and IHS tasks and the CMP core count. Tier-one power minimization problem can be formulated as follows:
where f l and f h are the coarse-grain working frequencies for the ILS and IHS cores, respectively. These two frequencies together with the number of cores, n l and n h , assigned to each task class are the optimization variables to be determined. The first constraint limits the number of cores. Under the low workload conditions, it may be prudent from a power-saving perspective to turn off some of cores -this is why the summation of the two types of cores can be less than N. The second and third constraints bound f l and f h in the ranges (f min , f unsl ) and (f min , f max ). The last two constraints are throughput constraints for each task class. Here ‫ܥܲܫ‬ ,௩ denotes the average actual IPC values of all current tasks in the corresponding class, C, assumed to be equal to measured IPC value in the recent past by hardware performance counters [25] .
Notice also that IPS l and IPS h have already been determined by the WA from equation (9). This is a Non Linear Integer Programming problem. Fortunately, since the range of independent variables is small (few available frequency levels and a limited number of cores on the chip,) a Branch and Bound search method, as described below, is attractive and computationally feasible. On line 12, the algorithm searches for the best variable values (n l , n h , f l , f h ) that minimize the power dissipation. It can be shown that the complexity of our proposed algorithm is O(N*F) due to two nested loops of lines 2 and 3, where F is the number of frequency steps between f min and f unsl .
Tier-Two PM
After classifying tasks into IHS and ILS, and deciding about the number of high and low speed cores and their corresponding coarse-grain v-f settings in the top-level PM, TDU now assign the tasks to individual cores. It also determines the target throughput for individual cores in high speed and low speed categories.
Task Assignment
The task assignment scheme is shown in Figure 4 . The tasks in the GQ are passed through a switch where ILS and IHS tasks are distinguished from each other and will be sent to the corresponding Round Robin (RR) switches. Each RR switch assigns its input tasks to LQ of an available core using the round robin scheduling technique [11] . At each instance of time, both RR switches have a list of the current available cores. We define an available core as an active with Queue Occupancy (QO) level less than a threshold value. If the next core in the list of RR switch is not available, the RR switch simply ignores that core and looks for the next available core. 
Determining Target Throughput of Cores
Once tasks are assigned to cores, based on the set of tasks that are assigned to each individual core, the mid-level PM calculates the target throughput that must be used as the set point in the feedback loop controller of the core (tier three PM). The target throughput of a core, IPS target , is equal to the sum of the expected number of instructions in the assigned tasks, s j , divided by the allocation period length. The calculation for each core uses a similar equation as equation (9) except that the task set is restricted to the tasks assigned to that core, and T d is replaced by T a . That is:
Note that if the execution time of a task exceeds T a , it is not feasible to execute the complete task in a single allocation period, and the corresponding core must continue running such task for the next period. However, in order to calculate the target throughput value for the core that is running this task (with large expected execution time), the task is virtually divided into two or more subtasks to be executed in subsequent allocation periods. Therefore, only the portion of task that is executed during each T a period is considered in the target throughput calculation of the core for that period. 
Tier-Three PM
To maintain a target throughput, IPS target , for each core, we use the feedback control theory [26] . More precisely, we model a processor core as a system, called G s , whose input vector is the v-f settings and whose output is the resulting throughput of the core, IPS, as shown in Figure 5 . The controller, shown by G c in the figure, assigns a v-f setting for the core. The system then employs this v-f setting, and the resulting throughput is measured by means of the built-in performance monitoring units (a core's IPS value can be measured on the fly by using the retired instruction count measured by Hardware Performance Counters [24] in a time interval). If the measured throughput is less than the target throughput, the controller will increase the v-f setting value, which results in higher throughput. On the other hand, if the measured throughput is greater than the target throughput, the controller will reduce the v-f setting value to match the required throughput. This technique reduces power consumption by performing DVFS to deliver only the required throughput. We can model the throughput of a core, given by (3), as a linear function of its frequency, i.e., the input-output relationship of the system, G s , can be represented with a linear function. Consequently, we can apply the linear control techniques which are simple, effective, and accurate enough for our purpose. Recall the controller needs to be embedded in the PMU, and hence complex implementations are to be avoided. There are many options for the type of linear controller here. In this paper, we use a Proportional Integral (PI) controller [26] . A PI controller is a special case of Proportional Integral Derivative (PID) controllers that are very easy to implement, and usually easy to design for a firstorder system [2] [8] . The derivative component of the general PID controllers may amplify the effect of noise, and thus it is not used in this work. To design the PI controller, we follow the well established control theory techniques [26] .
To use the linear control techniques, we first linearize the relationship between throughput of a core and its frequency around a frequency f 0 , by replacing ‫ܥܲܫ‬ሺ݂ሻ in (3) with its maximum value at f 0 as a fixed value (using the maximum value is to guarantee stability of the closed loop system):
where ‫݂‪ሺ‬ܥܲܫ‬ ሻ is defined by (14) , if the set of tasks in the local queue have an average expected IPC of ‫ܥܲܫ‬ ௩ and average CMF of CMF avg . The value of IPC(f 0 ) is approximated at design time for worst case.
The transfer function of a PI controller in the z-domain is:
where K p and K I are coefficients to be determined based on the desired characteristics of the closed loop system. Hence the transfer function of the closed-loop control system may be written as:
with a corresponding characteristic equation [26] as follows:
The solutions to the above equation are the closed-loop poles of system, whose placement in the z-plane determines the main characteristics of the system, such as its steady state error, response time, overshoot and stability. To guarantee stability of the loop, the poles should be placed inside the Unit Circle of z-plane in the Root Locus of system [26] . For our problem, the best placement of poles is found to be at 0.5±0.1i to generate a relatively fast and low-overshoot step response as shown in Figure 6 . 
EXPERIMENTAL RESULTS
We have developed a real-time simulator in C++ to implement and evaluate the proposed power management technique. The simulator uses an N-way CMP with shared L2 cache. The simulator is an event driven simulator, in which the triggering events are task arrival, task departure, decision, allocation, and sampling points. It emulates execution of the tasks on the cores based on their size, IPC ncm and CMF;
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however, PMU decisions are made only by knowing size and MAR of tasks, and estimating IPC C,avg 's on-line. The PMU, GQ, LQ's, and TDU are implemented in software.
Configuration of the cores is as described in Table 1 , which is based on the configuration of UltraSPARC T2 (Niagra2) processor [27] . The dynamic and idle power consumption of CMP are modeled as presented in equation (6) with the coefficients matching the target processor's power characteristics. The proposed PM technique shown in Figure  3 (called 3T-PM) was implemented, as well as another baseline PM algorithm. For the purpose of comparison, no prior work is found that tackles the same power management problem that we have solved. For example, reference [1] that is the closest to our problem, ignores core consolidation and also is based on life-time fixed task to core assignment. References [2] [3] are also lacking dynamic task to core assignment phase. Therefore, a direct comparison with a specific prior work is not possible. However, to evaluate 3T-PM's performance, we compare it to a baseline PM which can be seen as a modified version of the work presented in [1] . The baseline PM does not support core consolidation; neither does it classify the tasks into IHS and ILS. Round robin is used for task assignment in the baseline PM. Also, to study the efficiency of control-theory feedback loop, the baseline PM comes with per-core open loop DVFS capability, which indeed is different from non-control-theory closed loop DVFS of [1] . In order to realize DVFS, the baseline PM utilizes information about tasks to determine the required frequency that satisfies system throughput, and uses a higher core frequency value, as a safety margin, to take into account the uncertainty of those values.
Task Generation
Tasks are randomly generated and sent to the CMP. The expected job size and inter-arrival time of tasks are assumed to be two independent random variables with exponential distributions with mean values of E(s) and 1/E(λ), respectively. Note that in order to avoid overflow, the average of task arrival rate is set to less than or equal to the maximum processing capacity of CMP. In other words, the mean value of task inter-arrival time is greater than or equal to the expected execution time (mean of expected job size, divided by product of the average IPC of tasks and the maximum core frequency) divided by N, total number of cores. Each incoming task is assumed to be generated by one of the nine applications (benchmarks) given in Table 2 . The MAR values of tasks are assigned based on MAR of SPEC2000 benchmarks [28] . The detailed micro-architecture task characteristics used to emulate task execution in our simulator, i.e. IPC ncm and CMF are extracted by SimpleScalar simulations and shown in Table 2 . In order to choose the parent application of each incoming task, we use a discrete uniform random variable that selects from the nine benchmarks given in Table 2 with equal probability, p=1/9. This means that the characteristic values for incoming tasks are picked from the values given in Table 2 with equal probability of p=1/9. In order to model the uncertainty of the information about the tasks, we apply a ±20% uniform disturbance to the values of task characteristics at runtime, before issuing the task to CMP. Table 3 summarizes the parameters used in the simulations. Time intervals, hardware parameters, threshold values, and workload specifications are experimentally chosen for the framework configuration and task set under test. 
Results
For the purpose of comparison, we compare the proposed 3T-PM algorithm to the baseline power management algorithm described earlier in this section. It does not support core consolidation, task classification, or control-theory feedback loop. Figure 7 shows the average power consumption of the CMP system under the baseline solution and the 3T-PM solution. The experiments were done for three different CMP configurations with N=4, N=8, and N=16 cores, and under two system throughput constraints, low and high corresponding to 30% and 80% of the maximum processing capacity of CMP, respectively. On average, 3T-PM consumes 23% less power compared to baseline PM. It can be seen from the figure that the core frequency level used by 3T-PM is (on average) around 7% lower than the frequency level used by the baseline technique. Note that in this example, 3T-PM is about 17% more power efficient compared to the baseline system. In addition to power minimization, our PM performs better in terms of performance compared to an improved version of the baseline which now employs closed loop DVFS as explained in section 4.4. In particular, we considered very high task arrival rates that pushed the CMP to its processing capacity limit, hence resulting in sizable task drop rate at the global queue of the CMP system. Under this scenario, our method shows an average of 18% lower task drop rate, with 7% lower power consumption. Note that the size of GQ was set to the same value in both cases. The reason lies in the separation of IHS and ILS tasks to run on different cores in our method, which prevents unnecessary wait of the IHS tasks for the ILS tasks in the GQ. Figure 9 shows this fact, which can also be interpreted as the higher quality of service (QoS) of the 3T-PM solution compared to the baseline one with feedback, under very high task arrival rate. Finally, in the experiments we performed for various core counts (up to 16) and workload configurations, the power and performance overheads of 3T-PM are negligible. More precisely, the 3T-PM runtime at each tier is negligible compared to the epoch length, i.e., it is less than 1%. Since the algorithm is software based, its power consumption overhead is linearly related to the ratio of execution time of PMU code to that of the applications; hence, the power dissipation overhead of 3T-PM is also insignificant, the same as its runtime overhead.
CONCLUSION
We formulated the problem of minimizing the power consumption of a chip multiprocessor system under an average throughput constraint. DVFS and core consolidation along with task assignment methods are employed as part of our solution framework. In particular, we introduced a hierarchical global power manager comprised of three tiers performing core consolidation and coarse-grain DVFS at top tier, assigning the tasks to available cores considering server and task affinities at mid-tier, and closed-loop feedback based per-core DVFS at the low-tier.
The proposed PM suffers from a number of limitations which can be summarized as follows: (i) it focuses on independent tasks and ignores communication between the tasks, and also parallel and multi-threaded tasks, which will be studied as the future work and (ii) relying on a centralized TDU limits the scalability of the proposed 3T-PM to large number of cores. The reason of using a centralized dispatch mechanism is to have better control on task assignment, while a distributed task fetch mechanism would give better scalability with cost of less controllability over optimality of task assignment. Furthermore it does not consider heterogeneous multi-core processors, which is again our future work. Comparison of this technique to a baseline one showed 23% power saving for our technique, which also resulted in some 18% lower task drop rate under stringent throughput constraints for the target CMP system. Considering the promising simulation results, we would like to implement 3T-PM algorithm into the kernel of an opensource operating system and evaluate its performance and power saving in a physical CMP. 2  18  34  50  66  82  98  114  130  146  162  178  194  210  226  242  258  274  290  306  322  338  354  370 Finally, a more sophisticated task assignment algorithm, based on the Limited Minimum Intervening (LMI) task scheduling policy of [29] , can be developed to further improve the power efficiency by considering cache affinity to reduce CMF. More precisely, we will build a weighted graph of tasks and cores, and define task-to-core and inter-task affinity factors. Next we will develop an algorithm, based on Fiduccia-Mattheyes heuristic solution to the VLSI CAD partitioning problem [30] , to optimally assign tasks to cores considering the given cache affinity factors.
