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ABSTRACT: We present a survey on recent results about Stir-
ling’s formula. More exactly, we reffer to a method using a form
of Cesaro-Stolz lemma firstly introduced in [C. Mortici Product ap-
proximations via asymptotic integration Amer. Math. Monthly 117
(5) (2010) 434-441]. As an example we improve a result obtained in
[C. Mortici A substantial improvement of the Stirling formula Appl.
Math. Lett. 24 (2011) no. 8 1351-1354]. Finally, some numerical
computations are made.
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INTRODUCTION
The factorial function n! = 1 · 2 · 3 · ... · n (defined for positive integers n),
and its extension gamma function
Γ(z) =
∫ ∞
0
tz−1e−tdt
1
(to the real and complex values z, excepting −1, −2, −3, ...) has a great
importance in pure mathematics, as in applied mathematics and other branches
of science.
The Stirling formula [1], [14]
n! ∼
√
2pin
(n
e
)n
:= σn
was discovered by James Stirling (1692-1770) and Abraham de Moivre (1667-
1754) and represents one of the most used formulas in approximating large
factorials.
Although this formula is satisfactory in other branches such as engineering,
statistics, economics, in pure mathematics more accurate formulas are required.
In consequence, in the recent past, many authors gave increasingly accurate
formulas, but a sacrifice of simplicity. As such formulas are implemented in
some computer programs, they should be of a simple form in order to avoid
error cumulation.
Such simple formulas were obtained by authors starting from Stirling for-
mula. The following estimate slightly better than Stirling formula,
n! ∼
√
2pi
(
n+ 1
2
e
)n+ 1
2
,
was discovered by W. Burnside, see [4].
R. W. Gosper [7] introduced a much better approximation with a simple
form
n! ∼
√
2pi
(
n+
1
6
)(n
e
)n
= γn.
Similar results with Gosper formula were obtained by Mortici [13]
√
2pie · e−ω
(
n+ ω
e
)n+ 1
2
< n! <
√
2pie · e−ζ
(
n+ ζ
e
)n+ 1
2
,
where ω = 3−
√
3
6
and ζ = 3+
√
3
6
. In fact, ω and ζ are the values of p which
provide the best possible approximations of the form
n! ∼
√
2pie · e−p
(
n+ p
e
)n+ 1
2
.
Mortici [12] considered the family of approximations
n! ∼
√
2pin
(n
e
+
a
n
)n
, a ∈ R (1)
and proved that the most accurate result is obtained for a = 1
12e
.
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As an illustration of this method, we propose in the next section the following
improvement of (1):
n! ∼
√
2pi
(
n+
239
181440n4
)(
n
e
+
1
12en
+
1
1440en3
)n
.
An example
We show in this section how the method using Cesaro-Stolz lemma works.
As an example, in the first part, we use the idea from [12] to improve Mortici
formula (1) to
n! ∼
√
2pin
(
n
e
+
1
12en
+
1
1440en3
)n
:= wn.
In this sense, let us introduce the family of approximations
n! ∼
√
2pin
(
n
e
+
a
n
+
b
n3
)n
:= wn (a, b) , (2)
depending on real parameters a, b.
The problem we rise here is what are the best parameters a and b which
provide the most accurate approximation n! ∼ wn (a, b) .
One method to measure the accuracy of an approximation formula of the
form (2) is to use the following
Lemma 2.1. If (xn)n≥1 is convergent to zero and
lim
n→∞
nk(xn − xn+1) = l ∈ [−∞,∞],
with k > 1, then
lim
n→∞
nk−1xn =
l
k − 1 .
This lemma is a powerfull tool for accelerating some convergences, or for con-
structing asymptotic series. See for proof and other details [2]-[13].
One way to measure the accuracy of an approximation of type (2) is to define
the sequence (zn)n≥1 by the relations
n! =
√
2pin
(
n
e
+
a
n
+
b
n3
)n
exp zn , n ≥ 1
and to consider an approximation of type (2) to be better as the sequence
(zn)n≥1 converges faster to zero. In fact, we have
zn = lnn!− ln
√
2pi − 1
2
lnn− n ln
(
n
e
+
a
n
+
b
n3
)
.
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In order to compute the speed of convergence of the sequence zn using Lemma
2.1, we consider the difference
zn − zn+1 = − ln (n+ 1)− 1
2
ln
n
n+ 1
−n ln
(
n
e
+
a
n
+
b
n3
)
+ (n+ 1) ln
(
n+ 1
e
+
a
n+ 1
+
b
(n+ 1)
3
)
.
By using a computer software such as Maple, we write zn − zn+1 as a power
series in n−1,
zn − zn+1 = 1
n2
(
−ae+ 1
12
)
+
1
n3
(
ae− 1
12
)
+
1
n4
(
−ae− 3eb+ 3
2
a2e2 +
3
40
)
(3)
+
1
n5
(
ae+ 6be− 3a2e2 − 1
15
)
+
1
n6
(
−ae− 10be+ 5abe2 + 5a2e2 − 5
3
a3e3 +
5
84
)
+O
(
1
n7
)
.
Now we are in a position to give the answer to the problem posed above. More
precisely, we formulate the following
Theorem 2.1. (i) If a 6= 1
12e
, then the rate of convergence of the sequence
(zn)n≥1 is n−1 , since:
lim
n→∞
nzn = −ae+ 1
12
6= 0.
(ii) If a = 1
12e
, and b 6= 1
1440e
then the rate of convergence of the sequence
(zn)n≥1 is n−3 , since:
lim
n→∞
n3zn =
1
1440
− be 6= 0.
(iii) If a = 1
12e
, and b = 1
1440e
then the rate of convergence of sequence (zn)n≥1
is n−5, since:
lim
n→∞
n5zn =
239
362880
.
As we explained before, the best approximation (2) is obtained in case (iii),
when the sequence zn is fastest possible, that is
n! ∼
√
2pin
(
n
e
+
1
12en
+
1
1440en3
)n
:= wn.
Proof of Theorem 2.1 follows by Lemma 2.1.
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(i) From (3) we get
lim
n→∞
n2 (zn − zn+1) = −ae+ 1
12
and by Lemma 2.1,
lim
n→∞
nzn = −ae+ 1
12
.
(ii) and (iii). If a = 1
12e
, relation (3) becomes
zn−zn+1 =
(
1
480
− 3be
)
1
n4
+
(
6be− 1
240
)
1
n5
+
(
361
36 288
− 115
12
be
)
1
n6
+O
(
1
n7
)
.
We have
lim
n→∞
n4 (wn − wn+1) = 1
480
− 3be
and
lim
n→∞
n3wn =
1
3
(
1
480
− 3be
)
=
1
1440
− be.
Finally, with b = 1
1440e
, we have
lim
n→∞
n6 (wn − wn+1) = 239
72576
, and lim
n→∞
n5wn =
239
362880
.
Such improvements can continue similarly. Another idea is to introduce a new
real parameter b and to consider the family of approximations
n! ∼
√
2pi
(
n+
b
n4
)(
n
e
+
1
12en
+
1
1440en3
)n
, b ∈ R
together with the corresponding error sequence tn defined by
n! ∼
√
2pi
(
n+
b
n4
)(
n
e
+
1
12en
+
1
1440en3
)n
exp tn , n ≥ 1.
As
tn = lnn!− ln
√
2pi − 1
2
ln
(
n+
b
n4
)
− n ln
(
n
e
+
1
12en
+
1
1440en3
)
,
we use again Maple software to get
tn − tn+1 =
(
−5
2
b+
239
72 576
)
1
n6
+
(
15
2
b − 239
24 192
)
1
n7
(4)
+
(
−35
2
b +
26 179
1382 400
)
1
n8
+O
(
1
n9
)
.
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The fastest sequence tn− tn+1 and consequently the fastest tn (see Lemma 2.1)
are obtained when the first coefficient in (4) vanishes, that is b = 239
181 440
. We
deduce
n! ∼
√
2pi
(
n+
239
181440n4
)(
n
e
+
1
12en
+
1
1440en3
)n
. (5)
Finally, we offer some computations which prove the superiority of formula
(5) over Mortici formula (1). Moreover, (5) is more accurate than Ramanujan
formula
n! ∼ √pi
(n
e
)n
6
√
8n3 + 4n2 + n+
1
30
.
The next table contains the relative errors
µn =
Γ (n+ 1)√
2pin
(
n
e
+ 1
12en
)n − 1
ρn =
Γ (n+ 1)
√
pi
(
n
e
)n
6
√
8n3 + 4n2 + n+ 1
30
− 1
τn =
Γ (n+ 1)√
2pi
(
n+ 239
181440n4
) (
n
e
+ 1
12en
+ 1
1440en3
)n − 1
n µn ρn τn
10 7. 003 9× 10−7 −8. 587 2× 10−8 −5. 795 4× 10−11
50 5. 557 5× 10−9 −1. 496 8× 10−10 −7. 519 1× 10−16
100 6. 945× 10−10 −9. 451 9× 10−12 −5. 876 8× 10−18
500 5. 555 6× 10−12 −1. 524 7× 10−14 −7. 524 0× 10−23
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