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Abstract
This article presents a systematic theoretical enquiry concerning the concep-
tual foundations and the nature of phonon-mediated electron-electron inter-
actions. Starting from the fundamental many-body Hamiltonian, we propose
a simple scheme to decouple the electrons and nuclei of a crystalline solid via
effective interactions. These effective interactions, which we express in terms
of linear response functions, are completely symmetric under the exchange of
electrons and nuclei. Correspondingly, we derive concrete formulae for both
the effective electron interaction mediated by phonons and the effective core
interaction mediated by electrons. In particular, we rederive from our fun-
damental ansatz the well-known general expressions of the effective electron-
electron interaction in terms of the elastic Green function and the phonon
dispersion relation. We further show that the effective core interaction coin-
cides in the instantaneous limit with the dynamical matrix as calculated in
electronic structure theory. If combined with the Kubo formalism, our gen-
eral formulae lend themselves to the calculation of effective interactions from
first principles. By showing the compatibility of our approach with the func-
tional integral formalism, this work also paves the way for the derivation of ab
initio initial interactions for functional renormalization group applications.
Keywords: electron-phonon coupling, effective interaction, many-body
theory, ab initio electronic structure, functional renormalization group
∗Corresponding author.
Email addresses: Ronald.Starke@physik.tu-freiberg.de (R. Starke),
G.Schober@thphys.uni-heidelberg.de (G.A.H. Schober)
Preprint submitted to n.n. April 12, 2018
Contents
1 Introduction 4
2 Electrons, nuclei and phonons 8
2.1 Many-body problem for electrons and nuclei . . . . . . . . . . 8
2.1.1 Fundamental Hamiltonian in first quantization . . . . . 8
2.1.2 Second-quantized electrons and first-quantized nuclei . 10
2.2 Static decoupling in electronic structure theory . . . . . . . . 13
2.2.1 Electronic sector . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Nuclear sector . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Dynamical displacement field and phonons . . . . . . . . . . . 16
2.3.1 Classical displacement field . . . . . . . . . . . . . . . 17
2.3.2 Quantized displacement field . . . . . . . . . . . . . . . 24
2.3.3 Dynamical matrix in electronic structure theory . . . . 27
3 Response Theory of effective interactions 28
3.1 Dynamical decoupling of electrons and nuclei . . . . . . . . . . 28
3.2 Total interaction kernels and screening . . . . . . . . . . . . . 32
3.3 Total interaction operators and Hartree potentials . . . . . . . 34
3.4 Instantaneous limit and interactions stricto sensu . . . . . . . 35
4 Effective electron interaction mediated by phonons 37
4.1 Rederivation of standard expressions . . . . . . . . . . . . . . 38
4.1.1 Expression in terms of elastic Green function . . . . . . 38
4.1.2 Expression in terms of phonon dispersion relation . . . 42
4.1.3 Expression in terms of phonon Green function . . . . . 45
4.1.4 Connection to second-order perturbation theory . . . . 48
4.1.5 Connection to Fro¨hlich Hamiltonian . . . . . . . . . . . 49
4.2 Justification from functional integral approach . . . . . . . . . 56
4.2.1 Displacement field in the continuum limit . . . . . . . 57
4.2.2 Classical Lagrangean and functional integral . . . . . . 62
5 Effective core interaction mediated by electrons 68
5.1 Second-order Hellmann–Feynman theorem . . . . . . . . . . . 68
5.2 Nuclear equilibrium positions . . . . . . . . . . . . . . . . . . 70
5.3 Expansion of the core Hamiltonian . . . . . . . . . . . . . . . 72
5.4 Connection to the dynamical matrix . . . . . . . . . . . . . . 73
6 Conclusion 77
2
A Notations and Conventions 79
A.1 Lattice Fourier transformation . . . . . . . . . . . . . . . . . . 80
A.2 Thermodynamic limit . . . . . . . . . . . . . . . . . . . . . . . 82
A.3 Continuum limit . . . . . . . . . . . . . . . . . . . . . . . . . 86
A.4 Combined limites and synopsis . . . . . . . . . . . . . . . . . . 89
A.5 Born–von-Karman boundary conditions . . . . . . . . . . . . . 94
B Quantized Schro¨dinger field 96
B.1 Fock space formalism . . . . . . . . . . . . . . . . . . . . . . . 96
B.2 Second quantization . . . . . . . . . . . . . . . . . . . . . . . 107
C Aspects of linear response theory 115
C.1 Response function and Kubo formalism . . . . . . . . . . . . . 116
C.2 Displacement field and electromagnetic response . . . . . . . . 122
C.3 Kubo formula for electromagnetic response of the cores . . . . 127
D Connection to elasticity theory 129
D.1 Dynamical matrix in the isotropic limit . . . . . . . . . . . . . 130
D.2 Elasticity tensor and macroscopic limit . . . . . . . . . . . . . 133
D.3 Macroscopic and isotropic limit . . . . . . . . . . . . . . . . . 134
D.4 Electromagnetic response in terms of elastic constants . . . . . 137
E Analogy to photon-mediated interactions 139
E.1 Short review of classical electrodynamics . . . . . . . . . . . . 140
E.2 Effective interaction in the functional integral formalism . . . 142
E.3 Non-local Lagrangeans and initial value problems . . . . . . . 146
E.4 Feynman–Wheeler electrodynamics . . . . . . . . . . . . . . . 147
E.5 Darwin Lagrangean . . . . . . . . . . . . . . . . . . . . . . . . 151
3
1. Introduction
Introduced by I. E. Tamm in 1929 [1] and renamed “phonons” almost en
passant by J. Frenkel in 1932 [2, p. 477], the“quanta of sound”are not as long
known as their electromagnetic counterparts, the “light quanta” viz. “pho-
tons”. Nevertheless, the electron-phonon coupling soon became a classic topic
in condensed matter physics, and yet it is also one of current interest (see
e.g. [3] for a classic textbook, and [4] for the most recent review). By con-
trast, traditional electronic structure theory [5–7] had for the longest time
been concerned with the quantum dynamics of the electron liquid [8] inter-
acting through the Coulomb potential in the external potential of an ionic
lattice. Although the ensuing purely electronic ab initio theory has delivered
quantitative predictions for an impressive variety of materials properties such
as the electronic band structure, the fundamental band-gap or the heat of
formation (see the review articles [9, 10]), it had been clear at least since
the development of the Bardeen–Cooper–Schrieffer (BCS) theory of super-
conductivity (see [11–16] for original articles, [17–20] for textbooks), that
the electron-phonon coupling may dominate the physical properties of a sys-
tem. A logical step to describe this within a purely electronic framework
was the introduction of a phonon-mediated electron-electron interaction (see
e.g. [21, Chap. 17]). In the early stages, however, such phonon-mediated
interactions were often ignored in the ab initio electronic structure commu-
nity, partly because the usual ansa¨tze for this interaction are not param-
eter free, partly because superconductivity had been out of the scope of
electronic structure theory.
Interest in the first-principles treatment of the electron-phonon coupling
was renewed though, as it became increasingly evident that in many situ-
ations it even influences typical observables within the scope of electronic
structure theory, such as the band structure, the band gap or the opti-
cal spectrum (see e.g. [22–32]). Furthermore, a density functional theory
(DFT) of superconductivity was developed [33–35]. Ultimately, it turned
out (see e.g. [36–38]) that phonon-mediated electron interactions quite nat-
urally fit into the Green function approach [39–41] to electronic structure
physics [42–44], which for independent reasons had already been established
as the most important post-DFT method (see e.g. [45]). Fittingly, it had
already been shown by L. Hedin and S. Lundqvist in their seminal work [46]
that a phonon-mediated interaction can be included in the standard Hedin–
Schwinger–Dyson equations. In particular, they have derived a closed system
4
of phono-electronic Green function equations [46, Eqs. (15.19)]. Presently,
the electron-phonon coupling and phonon-mediated electron interactions play
a key roˆle in electronic structure physics for the quantitative description and
state-of-the-art numerical simulation of many-body properties and correla-
tion effects in realistic material models [47–55]. In particular, for recent DFT-
and DPFT-related approaches we refer the interested reader to Refs. [56–
60]. While these works are mainly concerned with the formulation of self-
consistent Green function equations for the description of the coupled system
of electrons and phonons, the main purpose of the present article is to de-
couple the system of nuclei and electrons altogether by the introduction of
effective interaction Hamiltonians.
Parallel to these developments, the functional renormalization group (fRG)
has been developed into a versatile and unbiased method for investigating
correlated electron systems [61–63]. It requires an initial electron-electron
interaction to be given as an input, and then allows to predict the effective
low-energy interaction for the electrons near the Fermi surface. The latter de-
termines the leading Fermi liquid instabilities and the low-temperature phases
of the model under consideration. Within solid state physics, the fRG has
traditionally been applied to the Hubbard model with a repulsive [64–72] or
attractive [73] onsite interaction. More recently, its scope has been extended
to multiband systems [63, 74, 75]. For a realistic material description, the
band structure and the initial interaction are typically obtained from an ab
initio method such as DFT. This procedure has been successully applied to
models relevant for the high-temperature superconducting cuprates [76, 77]
and iron pnictides [78–83], as well as single- and multilayer graphene [84–89].
In the context of the fRG, phonon-mediated electron-electron interactions
have been employed as initial interactions for studies on superconductivity
and its competition with other ordering tendencies [90–97].
Astonishingly enough, the electron-phonon coupling has even attracted
interest in speculative high-energy physics. There, it was recognized that
a “probe” Dp-brane in a string theory background is “dual to a quark-like
flavor degrees of freedom coupled with a bulk gluon sector”, and this “may
be intuitively thought to be analogous to the electron systems (dual to the
probe brane) in a phonon bath (dual to the bulk supergravity)” [98]. Fur-
thermore, following the early prediction by W.G. Unruh of phonon emission
from sonic horizons [99], there have been attempts to realize this effect in
Bose–Einstein condensates of ultracold atoms [100, 101], and thus to observe
the self-amplifying Hawking radiation from a sonic black-hole laser [102]. It
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remains to see whether this reasoning will stand the test of time.
In this article, we resume the problem of the electron-phonon coupling
on the most elementary level. That means, we take the many-body Hamilto-
nian of electrons and nuclei as our starting point, and thoroughly discuss the
logic behind the replacement of this coupled Hamiltonian by two decoupled,
“effective” Hamiltonians for electrons and nuclei (or “phonons”) respectively.
Thereby, it will turn out that the decoupled Hamiltonians are ultimately
obtained by eliminating the coupling terms from the fundamental Hamilto-
nian by means of linear response theory. In particular, we will thus clarify
the connection between effective and screened interactions. Concretely, as a
main result of our efforts it will turn out that such effective interactions are
in fact screened interactions as a matter of principle, meaning that they can
be expressed in terms of linear response functions. Correspondingly, we call
the approach expounded in this article the Response Theory of the electron-
phonon coupling. Moreover, it will be clarified that screened interactions
have to be introduced if a coupled system (as e.g. electrons and nuclei) is
decoupled into formally non-interacting subsystems. The decoupling is then
compensated by the introduction of “effective interactions” in the respective
decoupled Hamiltonians. The crucial point is now that these “effective in-
teractions”, which are not present in the original many-body Hamiltonian,
precisely correspond to screened interaction kernels, such that each decou-
pled subsystem screens the fundamental (i.e. Coulomb) interaction of the
respective other subsystem.
While the first part of this work investigates this problem from a purely
quantum-mechanical point of view, the second part treats it within a func-
tional integral approach. In fact, within this latter formalism the notion of
effective interactions is already well established. Correspondingly, we will
show that the functional integral formalism, if applied to the system of elec-
trons and phonons, precisely reproduces the effective interactions introduced
in the first part of this article. In particular, this also implies that the Re-
sponse Theory of the electron-phonon coupling is suitable for the ab initio
calculation of phonon-mediated initial interactions for the subsequent use in
fRG calculations. As our most general expressions include all possible effects
of inhomogeneity and anisotropy, they may even be used for layered materials
such as the bulk Rashba semiconductor BiTeI (see [103–105], and [106–109]
for phonon effects in the bismuth tellurohalides). Combining the Response
Theory with the multiband fRG and mean-field approach proposed recently
in Ref. [75] would therefore allow for an unbiased, quantitative analysis of
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phonon-mediated superconductivity in BiTeI and related compounds.
Concretely, this article is organized as follows: The introductory Sec. 2 is
dedicated to a pedagogical review of the many-body problem of electrons and
nuclei as well as electronic structure theory. This section does not contain new
results; instead, it sets the stage, fixes the conventions and makes this docu-
ment completely self-contained. The Response Theory of the electron-phonon
coupling is then introduced in Sec. 3. In the crucial Sec. 3.1, we derive the
effective interactions from linear response theory applied to the fundamental
Hamiltonian of electrons and nuclei. Next, we show in Sec. 3.2 that the thus
obtained total interaction kernels can be interpreted as screened Coulomb in-
teractions. The following Sec. 3.3 discusses the somewhat intricate question
of how such effective interactions can be included in a decoupled Hamiltonian.
Finally, Sec. 3.4 investigates the problem of frequency-dependent interaction
kernels. After these conceptual considerations, the more practically oriented
Sec. 4 investigates the concrete form of the effective electron-electron inter-
action mediated by phonons. The main goal there lies in the confirmation
that the simple decoupling procedure proposed in Sec. 3.1 yields sensible re-
sults and recovers standard formulae if taken to suitable limiting cases. In
particular, we re-express in Sec. 4.1.1 the effective phonon-mediated electron
interaction in terms of the elastic Green function, whereby we ultimately
recover a result orginally obtained by Hedin and Lundqvist [46, Eq. (16.7)].
Furthermore, we express this effective interaction in terms of the phonon
dispersion relation and the phonon Green function, and we clarify its rela-
tion to second-order perturbation theory and to the Fro¨hlich Hamiltonian.
Finally, in Sec. 4.2 we prove that the concept of effective phonon-mediated
interactions as introduced in this article is in accord with its counterpart
derived in the functional integral formalism. The final Sec. 5 of the main
text investigates the nuclear analogon of the effective electron interaction
mediated by phonons: the effective core interaction mediated by electrons.
Concretely, after proving a useful generalization of the Hellmann–Feynman
theorem in Sec. 5.1 and reconsidering the nuclear equilibrium positions in
Sec. 5.2, we will derive the effective second-order nuclear Hamiltonian in
Sec. 5.3. Finally, we will prove in Sec. 5.4 a theorem which shows that in the
instantaneous limit, this effective Hamiltonian is equivalent to the standard
phonon Hamiltonian with the dynamical matrix calculated from ab initio
electronic structure physics.
The appendices to this article serve various purposes: First, App. A fixes
the conventions associated with the Fourier transformation in several re´-
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gimes. Next, App. B gives a short introduction to the quantized Schro¨dinger
field, and thus makes this article completely self-contained and readable even
for the layman in quantum field theory. The following App. C presents a
short summary of linear response theory, then goes on with the derivation
of the fundamental electromagnetic response tensor of the nuclei in terms
of the elastic Green function, and closes with a countercheck of the latter
result with the corresponding Kubo formula. The penultimate App. D re-
investigates these results in the isotropic limit and, in particular, establishes
the connection to the treatment of the nuclear subsystem by classical elas-
ticity theory. Finally, App. E compares the notion of the phonon-mediated
electron-electron interaction with its photon-mediated counterpart in (quan-
tum) electrodynamics, and it compares the Response Theory of the electron-
phonon coupling to Feynman–Wheeler electrodynamics.
2. Electrons, nuclei and phonons
2.1. Many-body problem for electrons and nuclei
2.1.1. Fundamental Hamiltonian in first quantization
The fundamental Hamiltonian for a system of N nuclei and ZN electrons
interacting through the Coulomb potential can be decomposed as follows
(see e.g. [3, Eq. (4.1)] or [110, Sec. 2.2.3]):
Hˆ = (Tˆn + Vˆn−n) + (Tˆe + Vˆe−e) + Vˆe−n . (2.1)
Concretely, this means
Hˆ = − ~
2
2M
N∑
k=1
∆yk +
Z2e2
2
∑
k 6=ℓ
v(yˆk, yˆℓ)
− ~
2
2m
ZN∑
i=1
∆xi +
e2
2
∑
i 6=j
v(xˆi, xˆj)− Ze2
N∑
k=1
ZN∑
i=1
v(yˆk, xˆi) .
(2.2)
In other words, Tˆ stands for the (nuclear or electronic) kinetic energy oper-
ators, while Vˆ denotes the various two-particle interaction operators deter-
mined by the Coulomb interaction kernel,
v(x,x′) ≡ v(x− x′) = 1
4πε0
1
|x− x′| . (2.3)
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The electronic and nuclear masses are respectively denoted by m and M ,
while e stands for the elementary charge and Z for the atomic number, such
that the electronic and nuclear charges are respectively given by qe = −e and
qn = Ze. The Hamiltonian Hˆ acts on the complex Hilbert space defined by
the square-integrable wave functions of the form
Ψ ≡ Ψ(x1, σ1 ; . . . ; xZN , σZN ; y1, τ1 ; . . . ; yN , τN) , (2.4)
where (xi, σi) denote the electronic (orbital and spin) coordinates, while
(yk, τk) denote the corresponding nuclear coordinates. The wave functions
(2.4) are antisymmetric with respect to the electronic coordinates, whereas
the symmetry with respect to the nuclear coordinates depends on the nu-
clear spin. In the following, we will suppress the spin indices in the notation,
because the fundamental Hamiltonian (2.1) is diagonal in the spinorial vari-
ables, and these can therefore be ignored for many conceptual matters.
In principle, the Hamiltonian (2.1) is completely symmetric with respect
to electrons and nuclei. The only differences lie in their respective masses,
charges, total particle numbers and possibly their spin (although the latter
has no bearing on the Hamiltonian (2.1)). Astonishingly though, these quan-
titative differences have a profound qualitative effect which could hardly be
deduced a priori, namely the extremely high degree of nuclear localization as
compared to the oftentimes rather delocalized electronic charge density.
In this article, we consider this strong nuclear localization as an empirical
fact, which we do not strive to justify from the fundamental Hamiltonian.
Instead, we use it as an additional input to the electron-nuclear many-body
problem, which justifies a completely asymmetric treatment of electrons and
nuclei. This asymmetry does, however, not concern the way in which the fun-
damental Hamiltonian (2.1) is decoupled, but the general formalism which
we apply to the electronic and nuclear subsystems: The electronic subsys-
tem will be treated by quantum field theoretical methods. This means, we
interpret the electronic many-body wave function as a state of the quantized
Schro¨dinger field ψˆ(x, t) (see e.g. [111–113] or App. B), in terms of which
we will rewrite all electronic operators. By contrast, we will not introduce
a quantized Schro¨dinger field for the nuclei, although this would be possi-
ble in principle. Instead, in the nuclear case we stick to the first-quantized
formalism. Nevertheless, quantum field theory will become necessary for the
treatment of the nuclei as soon as we perform the transition from the nuclear
coordinates to a quantized displacement field (see Sec. 2.3).
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2.1.2. Second-quantized electrons and first-quantized nuclei
Within the limits of electronic structure theory, the electronic quantum
field is given by the quantized Schro¨dinger field (see App. B),
ψˆ ≡ ψˆ(x) , (2.5)
which is an operator whose action on a (ZN)-particle electronic wave-func-
tion ΨZN(x1, . . . ,xZN) yields a wave function of (ZN − 1) electrons, which
is given explicitly by (cf. Eq. (B.62))(
ψˆ(x)ΨZN
)
(x2, . . . ,xZN) =
√
ZN ΨZN(x,x2, . . . ,xZN) . (2.6)
In terms of this field operator, the electronic charge density operator is de-
fined as
ρˆe(x) = (−e) ψˆ†(x)ψˆ(x) = (−e)nˆe(x) . (2.7)
Here, ψˆ†(x) denotes the hermitean adjoint of the field operator ψˆ(x), whereas
the electronic number density operator is given by (cf. Eq. (B.100))
nˆe(x) = ψˆ
†(x)ψˆ(x) . (2.8)
The restriction of ρˆe(x) to a subspace with fixed electron number (ZN) can
be equivalently expressed as (see e.g. [8, Eq. (3.120)])
ρˆe(x) = (−e)
ZN∑
i=1
δ3(x− xˆi) . (2.9)
Using the spectral decomposition,
δ3(x− xˆ) =
∫
d3x′ δ3(x− x′) |x′〉〈x′| , (2.10)
and the antisymmetry with respect to electronic coordinates, one verifies that
the expectation value of the charge-density in a state |ΨZN〉 with electron
number ZN ,
ρe(x) ≡
〈
ΨZN
∣∣ ρˆe(x)∣∣ΨZN〉 = −e 〈ΨZN ∣∣ nˆe(x)∣∣ΨZN〉 , (2.11)
yields
ρe(x) = (−e)ZN
∫
d3x2 . . .
∫
d3xZN
× (ΨZN)∗(x,x2, . . . ,xZN) ΨZN(x,x2, . . . ,xZN) .
(2.12)
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In particular, on account of the normalization condition on the many-body
wave function, the charge density integrates to the total charge∫
d3x ρe(x) = (−e)ZN . (2.13)
This is particularly transparent for the evaluation of the density operator in
a one-particle state |Ψ1〉 giving
ρe(x) = −e (Ψ1)∗(x) Ψ1(x) = −ene(x) . (2.14)
In fact, the second-quantized form of any one-particle operator (cf. [8, Sec.
1.4]) is formally identical to its expectation value in a one-particle state
under the replacements
Ψ1(x) 7→ ψˆ(x) , (2.15)
(Ψ1)∗(x) 7→ ψˆ†(x) . (2.16)
For example, the kinetic energy operator can also be expressed as
Tˆe =
∫
d3x ψˆ†(x)
(
− ~
2
2m
∆
)
ψˆ(x) . (2.17)
Similarly, the two-particle Coulomb interaction operator can be expressed in
second quantization as
Vˆe−e =
e2
2
∫
d3x
∫
d3x′ ψˆ†(x)ψˆ†(x′)v(x,x′)ψˆ(x′)ψˆ(x) . (2.18)
In particular, this operator yields automatically zero if applied to any one-
particle state. For later purposes, we note that the Coulomb interaction
operator can also be written as
Vˆe−e =
1
2
∫
d3x
∫
d3x′ ρˆe(x)v(x,x′) ρˆe(x′) , (2.19)
provided that a normal ordering prescription of the field operators (“annihi-
lators to the right”) is understood when the density operator (2.7) is plugged
into Eq. (2.19).
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As explained already in the previous subsection, we will stick to the first-
quantized formalism in the nuclear case. Nonetheless, we introduce a nuclear
charge operator by the definition
ρˆn(y) = Ze
∑
n
δ3(y − yˆn) , (2.20)
where n labels the nuclear positions, which we will later assume to form a
regular lattice. Again, one verifies easily that the expectation value of ρˆn(y)
in a nuclear N -particle state |ΦN 〉 reads
ρn(y) = e ZN
∫
d3y2 . . .
∫
d3yN
× (ΦN )∗(y,y2, . . . ,yN)(ΦN )(y,y2, . . . ,yN) .
(2.21)
With these definitions, we can write the interaction terms involving nuclear
coordinates analogously to the electronic case as
Vˆn−n =
1
2
∫
d3y
∫
d3y′ ρˆn(y)v(y,y′) ρˆn(y′) , (2.22)
Vˆe−n =
∫
d3y
∫
d3y′ ρˆe(y)v(y,y′) ρˆn(y′) . (2.23)
We note, however, that self-interaction terms in Eq. (2.22) have to be dis-
carded when the first-quantized expression (2.20) is plugged in. The same
problem does not arise in the second-quantized expression (2.19) for the elec-
trons, where the self-interaction is removed by the normal ordering prescrip-
tion. Anyway, expressing the Coulomb interactions in the form of Eqs. (2.19),
(2.22) and (2.23) (rather than the notation used in the fundamental Hamil-
tonian (2.1)) will prove crucial for the formulation of effective interactions,
because it allows for the decomposition of the densities into reference and
fluctuation parts (see Sec. 3.1).
Finally, we remark that also external potentials (which are one-particle
operators) can be written in their first- or second-quantized form as
Vˆext =
∫
d3x vext(x)nˆ(x) =
∫
d3x ϕext(x) ρˆ(x) , (2.24)
where the potential energy vext is generally related to the electrostatic po-
tential ϕext by
vext(x) = q ϕext(x) , (2.25)
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and where q denotes the respective charge of the particles on which the exter-
nal potential acts.
2.2. Static decoupling in electronic structure theory
The Hamiltonian (2.1) proves completely untractable for a true many-
body system, and therefore has to be replaced by a simplified Hamiltonian
in which electrons and nuclei are decoupled. In this subsection, we briefly
review how the standard electronic structure theory achieves this goal.
2.2.1. Electronic sector
At the outset, electronic structure theory treats the nuclei as classical
point particles located at fixed positions xn0. It is an empirical fact that
for many systems, these fixed positions roughly form a regular array, the so-
called (direct) Bravais lattice [114, 115]. This is of the form
xn0 = n1a1 + n2a2 + n3a3 , (2.26)
where a1,a2,a3 are fixed, linearly independent vectors (the unit vectors of
the Bravais lattice), and n = (n1, n2, n3) is a triple of integers in the range
0 ≤ ni < Ni , (2.27)
where N1N2N3 = N is the total number of nuclei. Hence, the crystal lattice
is given by
Γ =
{
xn0 ; n = (n1, n2, n3), 0 ≤ ni < Ni (i = 1, 2, 3)
}
. (2.28)
As this article is mainly about conceptual questions, we restrict ourselves to
the case where the basis of the lattice consists of only one nucleus, and all
nuclei are of the same nature and in particular have the same mass M and
charge Ze. Electronic structure theory now replaces the electronic part,
Hˆe = Tˆe + Vˆe−e + Vˆe−n , (2.29)
of the Hamiltonian (2.1), which still involves nuclear coordinates, by a purely
electronic Hamiltonian of the form
Hˆe0 = Tˆe + Vˆe−e + Vˆ next , (2.30)
where
Vˆ next =
∫
d3x
∫
d3y ρn0(y)v(y,x) ρˆe(x) =
∫
d3x ϕnext(x) ρˆe(x) , (2.31)
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and where
ϕnext(x) =
∫
d3y ρn0(y)v(y,x) (2.32)
is the external Coulomb potential generated by the nuclei through their clas-
sical charge density given by
ρn0(y) = Ze
∑
xn0∈Γ
δ3(y − xn0) . (2.33)
Thus, we obtain the explicit expression
Vˆ next = Ze
∑
xn0∈Γ
∫
d3x v(xn0, x) ρˆe(x) . (2.34)
Essentially, this whole approximation simply means that the replacement
ρˆn(x) 7→ ρn0(x) (2.35)
is performed in the fundamental interaction term (2.23). In the electronic
Hamiltonian (2.30), the crystal lattice is therefore a prescribed input assumed
to be known in advance.
It is now tempting to say that this external potential has the periodicity
of the lattice, i.e., for any vector a of the form (2.26) we have
ϕnext(x+ a) = ϕ
n
ext(x) , (2.36)
a relation which is frequently used in solid state physics. However, this is
not strictly true, because for any real material sample the nuclei form only a
finite lattice. It is plausible though, that deeply within the bulk of the solid
the lattice periodicity holds, with deviations only occurring in the vicinity
of the boundaries. For the description of bulk properties (i.e., those proper-
ties which do not involve surface or boundary effects and which are hence
independent of the probe geometry), it is therefore the right idealization to
assume Eq. (2.36) to hold everywhere. Mathematically, however, this would
require an infinite lattice and hence an infinite number of nuclei, while in the
Schro¨dinger equation the particle number should remain finite. In order to
reconcile these apparently contradicting requirements, one regards the lattice
integers ni as equivalence classes (see e.g. [116]),
ni ∈ ZNi ≡ Z/NiZ , (2.37)
which means that one identifies all lattice integers
{ . . . , ni − 2Ni, ni −Ni, ni, ni +Ni, ni + 2Ni, . . . } , (2.38)
and requires the Born–von-Karman boundary conditions [114, 115] for the
electronic wave function,
Ψ( . . . ,x, . . .) = Ψ( . . . ,x+Niai, . . .) . (2.39)
In the sense of this formalism, the crystal is both finite (particle number)
and infinite (no boundaries or surfaces). Strictly speaking, the imposition
of Born–von-Karman boundary conditions also modifies the fundamental
Hamiltonian (2.1), and hence one has to take the thermodynamic limit in
the end of all calculations. This is discussed briefly in App. A.5.
2.2.2. Nuclear sector
As the necessity of knowing the correct nuclear equilibrium positions in
advance is a rather dissatisfying state of affairs, electronic structure theory
has devised an ingenious way to circumvent this shortcoming. Instead of the
equilibrium positions, one first interprets the xn0 ∈ Γ as provisional reference
positions, only to consider small deviations from these written as
xn = xn0 + un , (2.40)
or equivalently,
xn[u] = xn0 + u(xn0) . (2.41)
One now investigates the total nuclear potential energy, which is written in
the form
Vn[u] = Vn−n[u] + Ee0[u] , (2.42)
as a functional of these deviations. Here, the first term is the internuclear
Coulomb interaction potential given explicitly by
Vn−n[u] =
1
2
Z2e2
∑
n 6=m
v(xn − xm) (2.43)
=
1
2
Z2e2
∑
n 6=m
v(xn0 − xm0 + un − um) , (2.44)
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while the second term,
Ee0[u] = 〈Ψ0[u]|Hˆe0[u]|Ψ0[u]〉 , (2.45)
denotes the electronic energy calculated in the external potential of the nuclei
with fixed positions as given by Eq. (2.41). This means that the electronic
Hamiltonian (2.30) is interpreted as a functional of the deviations,
Hˆe0[u] = Tˆe + Vˆe−e + Vˆ next[u] , (2.46)
where the operator of the external potential is given by (cf. Eq. (2.34))
Vˆ next[u] = Ze
∑
n
∫
d3x v(xn[u]− x) ρˆe(x) . (2.47)
Furthermore, |Ψ0[u]〉 is determined for each u as the electronic ground state
of Hˆe0[u]. The equilibrium positions of the nuclei are now defined as those
reference positions which minimize the total nuclear potential energy (2.42).
In Sec. 5.2, we will show that these equilibrium positions are in fact identical
to the classical equilibrium positions defined by the vanishing of the electro-
static forces. In practice, they can hence be calculated by starting from a
guess for the nuclear equilibrium positions and minimizing the total poten-
tial energy with respect to slight variations of these afterwards. Surprising as
it may be at first sight, the purely electronic structure theory can therefore
predict the lattice structure and in particular the lattice constants of solids
(see e.g. [117–120]).
2.3. Dynamical displacement field and phonons
The above considerations show that nuclear quantities are not completely
outside the scope of a purely electronic theory. While this is still intuitive for
static nuclear properties such as the lattice constant, it is by no means obvious
that electronic structure theory is also capable of incorporating the dynamics
of the nuclei. Fortunately though, even this turns out to be feasible. Here,
the nuclear localization is again decisive, as it allows for the introduction of
a displacement field, which we will now review both on the classical and on
the quantum level.
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2.3.1. Classical displacement field
Precisely as in classical continuum mechanics, the classical nuclear dis-
placement field,
u ≡ u(xn0, t) , (2.48)
is introduced such that the instantaneous nuclear positions are per defini-
tionem given by [121, Eq. (1.1)]
xn(t) = xn0 + u(xn0, t) . (2.49)
In other words, u(xn0, t) is the momentary elongation of the nucleus with
equilibrium position xn0 out of that very equilibrium position. For the dy-
namics of the displacement field, one writes down a classical equation of
motion,
M
∂2
∂t2
u(xn0, t) +
∑
m
↔
K(xn0,xm0)u(xm0, t) = 0 , (2.50)
where
↔
K denotes the dynamical matrix (see e.g. [3, Chap. 3, Sec. 1]). Gen-
erally, the dynamical matrix is invariant under lattice translations, i.e.
↔
K(xn0 + a, xm0 + a) =
↔
K(xn0, xm0) (2.51)
for every lattice vector a (of the form Eq. (2.26)), and can therefore be
written as
↔
K(xn0, xm0) =
↔
K(xn0 − xm0) . (2.52)
This means that the dynamical matrix can be interpreted as a function of
one difference lattice vector r only. In addition, the dynamical matrix is
assumed to be real valued,
Kij(rn0) = K
∗
ij(rn0) , (2.53)
and subject to the symmetry
Kij(rn0) = Kji(−rn0) . (2.54)
As a consequence, the harmonic equation of motion (2.50) for the displace-
ment field corresponds to a classical second-order Hamiltonian given by (cf.
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[122, Eq. (1.4.5)])
Hphon[u,pi] =
1
2M
∑
n
piT(xn0, t)pi(xn0, t)
+
1
2
∑
n,m
uT(xn0, t)
↔
K(xn0,xm0)u(xm0, t) ,
(2.55)
with the conjugate momentum
pi(xn0, t) =M∂tu(xn0, t) . (2.56)
Thus, Eq. (2.50) is equivalent to the Hamilton equations of motion
∂tui(xn0, t) =
{
ui(xn0, t), Hphon
}
=
δHphon
δπi(xn0, t)
, (2.57)
∂tπi(xn0, t) =
{
πi(xn0, t), Hphon
}
= − δHphon
δui(xn0, t)
. (2.58)
Here, we have introduced the Poisson brackets, which are defined for func-
tionals of the displacement field and its conjugate momentum as
{F,G}(t) = (2.59)∑
xn0∈Γ
3∑
i=1
(
δF [u,pi]
δui(xn0, t)
δG[u,pi]
δπi(xn0, t)
− δG[u,pi]
δui(xn0, t)
δF [u,pi]
δπi(xn0, t)
)
.
In particular, the fundamental variables obey the Poisson bracket relations{
ui(xn0, t), πj(xm0, t)
}
= δnmδij , (2.60){
ui(xn0, t), uj(xm0, t)
}
= 0 , (2.61){
πi(xn0, t), πj(xm0, t)
}
= 0 . (2.62)
In Fourier space, these can be written equivalently as{
ui(kn, t), πj(−km, t)
}
= δnmδij , (2.63){
ui(kn, t), uj(−km, t)
}
= 0 , (2.64){
πi(kn, t), πj(−km, t)
}
= 0 , (2.65)
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where kn,km ∈ Γ∗ are dual lattice vectors (see App. A.1 and [123, Sec. 2.1]
for our conventions). We note that the reality of uj(xm0, t) in real space
implies in Fourier space that
uj(−km, t) = u∗j(km, t) , (2.66)
and the analogous identity holds for the conjugate momentum. With all
these definitions, the Hamiltonian (2.55) is of the usual form,
Hphon = Tphon + Vphon , (2.67)
and hence the dynamical matrix can be identified with the second-derivative
tensor of a potential energy Vphon ≡ Vphon[u] with respect to the displace-
ment field, i.e.,
Kij(xn0,xm0) =
∂2Vphon[u]
∂ui(xn0)∂uj(xm0)
∣∣∣∣
u=0
. (2.68)
We now turn to the solutions of the equation of motion. First, we rewrite
Eq. (2.50) in Fourier space as(
−Mω2↔1 +
↔
K(km)
)
u(km, ω) = 0 . (2.69)
For brevity, we will in the following denote the dual lattice vectors by k ≡
km ∈ Γ∗, although it should be kept in mind that at this point they are still
discrete. They will become elements of the continuous Brillouin zone later
on when we take the thermodynamic limit; see App. A.2.
The symmetries (2.53)–(2.54) of the dynamical matrix read in Fourier
space
Kij(k) = K
∗
ij(−k) , (2.70)
and respectively,
Kij(k) = Kji(−k) . (2.71)
Together, these equations imply the hermiticity of the dynamical matrix,
Kij(k) = K
∗
ji(k) ≡ (K†)ij(k) . (2.72)
For each wavevector k, Eq. (2.69) can be interpreted as a hermitean eigen-
value equation. Consequently, for each k there are three linearly indepen-
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dent solutions, which we label by the index λ ∈ {1, 2, 3}. The corresponding
eigenfrequencies ωkλ are determined by the condition (cf. [124, Chap. 4, § 7])
det
(
−Mω2kλ
↔
1 +
↔
K(k)
)
= 0 , (2.73)
and the eigenvectors satisfy
↔
K(k) ekλ =Mω
2
kλekλ . (2.74)
We assume these eigenvectors to be orthonormal,
e
†
kλekλ′ ≡ e∗kλ · ekλ′ = δλλ′ , (2.75)
and complete,
3∑
λ=1
ekλe
†
kλ =
↔
1 . (2.76)
In particular, assuming that the dynamical matrix K(k) is positive definite,
there are always two eigenfrequencies ωkλ > 0 and −ωkλ < 0 for each k
and λ (or an even number if the eigenspaces of the dynamical matrix have fur-
ther degeneracies). These frequencies differ only by a sign but yield the same
eigenvalue of Eq. (2.74). Therefore, the most general solution of Eq. (2.69)
can be written as a linear superposition,
u(k, ω) =
√
2πc
3∑
λ=1
(
αkλ ekλ δ(ω − ωkλ) + βkλ ekλ δ(ω + ωkλ)
)
, (2.77)
with complex coefficients αkλ and βkλ . By an inverse Fourier transformation,
this is equivalent to
u(xn0, t) =
1√
N
∑
k,λ
(
αkλekλ e
−iωkλt+ik·xn0 + βkλekλeiωkλt+ik·xn0
)
, (2.78)
and this is the most general solution of the equation of motion (2.50). The
requirement that the displacement field is real valued, however, implies that
the coefficients αkλ and βkλ are not independent of each other. To derive the
corresponding condition on them, we first note that by taking the complex
conjugate of Eq. (2.74) and using Eq. (2.70), we obtain
↔
K(−k) e∗kλ =Mω2kλe∗kλ . (2.79)
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This shows that e∗kλ also solves the equation of motion with the same eigen-
value ω2kλ but with the inverse wavevector (−k). In particular, we can thus
label the solutions with the wavevector (−k) by the same index λ as the
solutions with the wavevector k, such that generally,
ω−kλ = ωkλ , (2.80)
and
e−kλ = e∗kλ . (2.81)
Now, by substituting k → −k in Eq. (2.78) and using the above conditions,
we get the equivalent expression
u(xn0, t) = (2.82)
1√
N
∑
k,λ
(
α−kλe∗kλ e
−iωkλt−ik·xn0 + β−kλe∗kλe
iωkλt−ik·xn0 ) .
Taking the complex conjugate further yields
u∗(xn0, t) = (2.83)
1√
N
∑
k,λ
(
α∗−kλekλ e
iωkλt+ik·xn0 + β∗−kλekλe
−iωkλt+ik·xn0 ) .
Comparing this with Eq. (2.78) shows that the reality condition u(xn0, t) =
u∗(xn0, t) is equivalent to the condition on the expansion coefficients,
αkλ = β
∗
−kλ , (2.84)
for all k and λ. With this, we can rewrite Eq. (2.78) as follows (after substi-
tuting k → −k in the second term):
u(xn0, t) =
1√
N
∑
k,λ
(
αkλekλ e
−iωkλt+ik·xn0 + α∗kλe
∗
kλe
iωkλt−ik·xn0) . (2.85)
This expression of the displacement field is manifestly real valued. Finally,
we introduce the mode expansion coefficients by
akλ :=
√
2Mωkλ
~
αkλ , (2.86)
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where ~ is the Planck constant divided by 2π. Then, the general solution of
the classical equation of motion (2.50) can be written as
u(xn0, t) = (2.87)
1√
N
∑
k,λ
√
~
2Mωkλ
(
akλekλ e
−iωkλt+ik·xn0 + a∗kλe
∗
kλe
iωkλt−ik·xn0) .
This is the mode expansion of the classical displacement field. One says that
each (k, λ) labels a “phonon”mode, with λ distinguishing between the three
different polarizations (directions of elongation) of the mode. Correspond-
ingly, the ωkλ are called the phonon frequencies, and the complex-valued
mode expansion coefficients akλ are called the respective phonon amplitudes.
Similarly, by Eq. (2.56) the conjugate momentum can be expressed as
pi(xn0, t) = (2.88)
1√
N
∑
k,λ
√
M~ωkλ
2
(−iakλekλe−iωkλt+ik·xn0 + ia∗kλe∗kλeiωkλt−ik·xn0 ) .
Classically, the amplitudes akλ are to be fixed by the initial conditions at
time t = t0 on the displacement field,
u(xn0, t0)
!
= u0(xn0) , (2.89)
pi(xn0, t0)
!
= pi0(xn0) . (2.90)
Concretely, choosing t0 = 0 for the sake of convenience, the Fourier trans-
forms of the initial conditions can be expressed as
u0(k) =
∑
λ
√
~
2Mωkλ
(akλ + a
∗
−kλ) ekλ , (2.91)
pi0(k) =
∑
λ
√
M~ωkλ
2
(−iakλ + ia∗−kλ) ekλ . (2.92)
Conversely, we obtain the following explicit expression for the determination
of the mode expansion coefficients,
akλ =
1√
2~
e∗kλ ·
(√
Mωkλ u0(k) +
i√
Mωkλ
pi0(k)
)
. (2.93)
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Furthermore, the classical Hamiltonian (2.55) evaluated at t = 0 can be ex-
pressed in terms of the Fourier-transformed initial conditions as
Hphon[u,pi] =
1
2M
∑
k
pi
†
0(k)pi0(k) +
1
2
∑
k
u
†
0(k)
↔
K(k)u0(k) , (2.94)
where
u
†
0(k) ≡ (uT0 )∗(k) = uT0 (−k) . (2.95)
By putting Eqs. (2.91)–(2.92) into Eq. (2.94), we obtain after a short calcu-
lation the classical Hamiltonian in terms of the phonon amplitudes:
Hphon =
∑
k,λ
~ωkλ
2
(
a∗kλakλ + a−kλa
∗
−kλ
)
=
∑
k,λ
~ωkλ a
∗
kλakλ . (2.96)
For this concise expression, the normalization of the mode expansion coeffi-
cients via Eq. (2.86) is crucial. The possibility to express the energy in terms
of the expansion coefficients akλ, a
∗
kλ has in fact a deeper meaning: On a
fundamental level, the general solution (2.87) has to be written as
u(xn0, t) (2.97)
=
1√
N
∑
k,λ
√
~
2Mωkλ
(
akλ(t) ekλ e
ik·xn0 + a∗kλ(t) e
∗
kλ e
−ik·xn0 ) ,
with the time-dependent coefficients
akλ(t) = akλ e
−iωkλt , (2.98)
a∗kλ(t) = a
∗
kλ e
iωkλt . (2.99)
The reason for this is that the general form (2.97) holds for kinetic reasons,
i.e., the displacement field can be written in this way independently of its
equation of motion. On the other hand, the time evolution (2.98)–(2.99) of
the expansion coefficients is determined by the dynamics of the system, i.e. by
the equation of motion. In other words, the expansion coefficients constitute
generalized coordinates and therefore correspond to the dynamical degrees of
freedom.
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It is straightforward to show that the Poisson bracket relations (2.60)–
(2.62) of the fundamental degrees of freedom are equivalent to the relations{
akλ(t), a
∗
k′λ′(t)
}
= (i~)−1δkk′ δλλ′ , (2.100){
a∗kλ(t), a
∗
k′λ′(t)
}
= 0 , (2.101){
akλ(t), ak′λ′(t)
}
= 0 , (2.102)
of these generalized coordinates. We stress again that all the above consid-
erations are completely classical.
2.3.2. Quantized displacement field
In order to retrieve a full-fledged quantum theory of the nuclear system,
one has to quantize the displacement field u(xn0, t). As always, quantization
consists in the replacement of the classical variables corresponding to the dy-
namical degrees of freedom with operators. This can be done on different lev-
els of sophistication. The most intuitive way is to step back and consider the
nuclei as an N -particle system with canonical coordinates xn and pin, which
is quantized by postulating the well-known canonical commutator relations,[
xˆn, pˆim
]
= i~ δnm
↔
1 , (2.103)[
xˆn, xˆm
]
= 0 , (2.104)[
pˆin, pˆim
]
= 0 . (2.105)
These replace the classical Poisson bracket relations (2.60)–(2.62). The com-
mutator relations can be realized by the operators
xn 7→ xˆn , (2.106)
pim 7→ pˆim = ~
i
∂
∂xm
, (2.107)
acting on N -particle nuclear wave functions
ΦN ≡ ΦN (xn1, . . . ,xnN ) , (2.108)
which possibly also depend on the electronic coordinates. Of course, all
of this is just standard quantum mechanics. It can be re-interpreted as a
quantum field theory though, if we write the nuclear positions in terms of
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the displacement field as in Eq. (2.41). Now, under quantization the equi-
librium positions xn0 remain ordinary numbers, whereas the displacements
become operators, i.e.,
xˆn = xn0 Iˆ + uˆ(xn0) , (2.109)
where Iˆ denotes the identity operator. With this, the canonical commutator
relations (2.103)–(2.105) translate into[
uˆ(xn0, t), M∂tuˆ(xm0, t)
]
= i~ δnm
↔
1 , (2.110)[
uˆ(xn0, t), uˆ(xm0, t)
]
= 0 , (2.111)[
∂tuˆ(xn0, t), ∂tuˆ(xm0, t)
]
= 0 . (2.112)
We conclude that standard quantum mechanics for the system of N nuclei is
equivalent to a quantum field theory for the displacement field on a lattice
with N points. From the quantum mechanical point of view, the quantization
implies the transition from classical trajectories xn(t) to a time-dependent
probability amplitude,
ΦNt (xn1, . . . ,xnN ) , (2.113)
for the particles to be at the positions xn1 , . . . ,xnN at time t. By contrast,
the same quantization procedure means from the quantum field theoretical
point of view the transition from the classical displacement field u(xn0, t) to
a time-dependent probability amplitude,
ΦNt [u(xn0)] , (2.114)
for the displacement field to be in the classical field configuration u(xn0) at
the time t. In particular (as is always the case) the term ‘quantum field the-
ory’ denotes none other than the quantum theory of fields, or put differently,
quantum field theory is related to classical field theory in precisely the same
way as quantum mechanics is related to classical mechanics.
We now come to the quantized Hamiltonian of the lattice oscillations. The
decisive fact here is that the field quantization (2.110)–(2.112) is equivalent
to the replacement of the classical mode expansion coefficients akλ and their
complex conjugates a∗kλ with operators aˆkλ and their hermitean adjoints aˆ
†
kλ
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fulfilling the commutation relations[
aˆkλ, aˆ
†
k′λ′
]
= δkk′ δλλ′ , (2.115)[
aˆkλ, aˆk′λ′
]
= 0 , (2.116)[
aˆ†kλ, aˆ
†
k′λ′
]
= 0 , (2.117)
which replace the classical Poisson bracket relations (2.100)–(2.102). The
displacement field (2.87) now becomes an operator-valued solution,
uˆ(xn0, t) = (2.118)
1√
N
∑
k,λ
√
~
2Mωkλ
(
aˆkλekλ e
−iωkλt+ik·xn0 + aˆ†kλe
∗
kλ e
iωkλt−ik·xn0
)
,
of the equation of motion (2.50). Correspondingly, the classical Hamiltonian
(2.96) translates into the Hamiltonian operator
Hˆphon =
∑
k,λ
~ωkλ aˆ
†
kλaˆkλ . (2.119)
This Hamiltonian is a sum of harmonic oscillator Hamiltonians (one for each
mode (k, λ)), the energy eigenstates of which can easily be constructed by
acting successively with the creation operators aˆ†kλ on the quantum field
theoretical “vacuum”. In our case, this “vacuum” simply corresponds to the
ground state |Φ0〉 of the N -particle nuclear system with the quantized Hamil-
tonian (2.55). A general energy eigenstate then has the form (cf. Eq. (B.50))
|n1 ; . . . ; nM 〉 = 1√
n1! . . . nM !
(aˆ†k1λ1)
n1 . . . (aˆ†kMλM )
nM |Φ0〉 , (2.120)
with the occupation numbers ni ≡ nkiλi . Hence, it is interpreted as a state
with (n1 + . . .+ nM) phonons and the total energy
〈n1; . . . ;nM |Hˆphon |n1; . . . nM 〉 =
M∑
i=1
ni ~ωkiλi . (2.121)
We conclude that the term ‘phonon’ by no means designates some kind of
“material entity”, let alone a (“quasi”) particle. Instead, the phonon concept
serves to enumerate the energy eigenstates of the free, quantized displacement
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field. In particular, if we encounter a state of nkλ phonons, then the energy is
necessarily “localized” in the mode (k, λ), but it is in no way localized at some
alleged positions of the phonons. Similarly, it makes no sense to speak of an
electron being “surrounded” by a polarization “cloud” consisting of phonons,
not to mention even more obscure allegories. In this article, we will strictly
abstain from such reifications.
2.3.3. Dynamical matrix in electronic structure theory
Thus far, we have obtained a decoupled theory consisting of a quantum
field theory for the electrons (in the form of the quantized Schro¨dinger field
ψˆ(x, t)) and a quantum field theory for the nuclei (in the form of the quan-
tized displacement field uˆ(xn0, t)). However, in the quantum theory of the
displacement field, the dynamical matrix and its ensuing “phonon” frequen-
cies are not specified.
Electronic structure theory now provides for a quantitative prediction (see
e.g. [125]) of the phonon frequencies and the dynamical matrix by giving
an explicit expression for the (yet undetermined) potential energy Vphon as
a functional of the nuclear positions, i.e. of the displacement field. This
expression is given by the sum of the nuclear Coulomb interaction energy Vn−n
and the electronic energy Ee0 in the ground state |Ψ0〉 (cf. [7, Chap. 19.1]).
In other words, in electronic structure theory one identifies
Vphon[u] ≡ Vn[u] , (2.122)
with the nuclear potential energy Vn[u] defined by Eq. (2.42). The dynamical
matrix (2.68) is then given explicitly by the second-order derivative
Kij(xn0,xm0) =
∂2Vn[u]
∂ui(xn0)∂uj(xm0)
∣∣∣∣
u=0
. (2.123)
We conclude that within the limits of standard electronic structure theory,
electrons and nuclei decouple in the following sense: in the calculation of the
electronic ground state, the nuclei are assumed to be fixed at x = x0 + u,
while in the calculation of the nuclear dynamics, one assumes a fixed Hamilto-
nian given in terms of the dynamical matrix (2.123). Thus, the fundamental
Hamiltonian (2.1) is replaced by the decoupled Hamiltonians
Hˆ 7→ Hˆe0 + Hˆphon , (2.124)
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where the first operator is given by Eq. (2.30), while the second operator
results from Eq. (2.55) by replacing the classical displacement field with its
quantized analogon. The latter operator is (up to normal ordering ambigui-
ties) equivalent to the Hamiltonian (2.119).
Unfortunately though, this approach is not capable of incorporating the
dynamical effects of the electron-phonon coupling. The reason for this is
that the electronic Hamiltonian (2.30) is always given in terms of a fixed
nuclear charge density ρn0 . The best approximation with a Hamiltonian of
this form is achieved if the input nuclear density corresponds to the exact
crystal lattice. By contrast, dynamical effects would arise if the dynamical
nuclear displacement field could act back on the electrons. We stress that
an exact description of such a dynamical electron-phonon coupling is clearly
not possible, simply because it would lead back to the original, fundamental
Hamiltonian (2.1) of electrons and nuclei. On the other hand, the ground
state of this fundamental Hamiltonian does not factorize into a product of
an electronic and a nuclear wave function, and can therefore not exactly be
described by decoupled electronic and nuclear Hamiltonians as in Eq. (2.124).
3. Response Theory of effective interactions
The idea of the Response Theory of the electron-nuclear coupling is to
go beyond the standard electronic structure Hamiltonian (2.30) by introduc-
ing effective interactions, i.e., an effective electron interaction mediated by
phonons and an effective core interaction (i.e. internuclear interaction) medi-
ated by electrons. These effective interactions are introduced in addition to
the ordinary electron-electron or internuclear Coulomb interactions, respec-
tively, and will allow for a dynamical decoupling of electrons and nuclei.
3.1. Dynamical decoupling of electrons and nuclei
In order to derive the effective interactions in their most general form, we
rewrite the non-local but instantaneous, electron-nuclear interaction Hamil-
tonian as
Vˆe−n(t) =
∫
d3x
∫
d3x′ ρˆe(x, t) v(x,x′) ρˆn(x′, t) (3.1)
=
∫
d3x
∫
d3x′
∫
c dt′ ρˆe(x, t) v(x, t;x′, t′) ρˆn(x′, t′) , (3.2)
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with the time-dependent, but instantaneous Coulomb interaction kernel
v(x, t;x′, t) ≡ v(x− x′)δ(ct− ct′) = 1
4πε0
δ(ct− ct′)
|x− x′| . (3.3)
Inspired by [46, Eq. (15.2)], we decompose the electronic and nuclear densities
into a reference part and a dynamical (or fluctuation) part:
ρe(x, t) = ρe0(x) + δρe(x, t) , (3.4)
ρn(x, t) = ρn0(x) + δρn(x, t) , (3.5)
where ρe0(x) is the electronic ground-state density given by
〈Ψ0| ρˆe(x)|Ψ0〉 = (−e)ZN
∫
d3x2 . . .d
3xZN (Ψ
∗
0Ψ0)(x,x2, . . . ,xZN) , (3.6)
corresponding to the electronic Hamiltonian (2.30), while the nuclear refer-
ence density ρn0 has been defined in Eq. (2.33). Under quantization, the
densities then turn into operators:
ρˆe(x, t) = ρe0(x)Iˆ + δρˆe(x, t) , (3.7)
ρˆn(x, t) = ρn0(x)Iˆ + δρˆn(x, t) . (3.8)
Putting these decompositions into the fundamental interaction Hamiltonian
(3.1) leads in an abridged notation to
Vˆe−n = ρˆe v ρˆn (3.9)
= ρˆe v ρn0 + ρe0 v ρˆn + δρˆe v δρˆn − ρe0 v ρn0 (3.10)
≡ Vˆ next + Vˆ eext + δ2Vˆe−n − V 0e−n . (3.11)
The first term,
Vˆ next = ρˆeϕ
n
ext with ϕ
n
ext = vρn0 , (3.12)
has already been defined in Eq. (2.31) and describes the electron dynamics
in the external potential of the fixed nuclear charge density ρn0 . Similarly,
the second term,
Vˆ eext = ρˆnϕ
e
ext with ϕ
e
ext = vρe0 , (3.13)
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describes the nuclear dynamics in the external potential of the fixed electronic
charge density ρe0 . By contrast, the third term,
δ2Vˆe−n = δρˆevδρˆn , (3.14)
couples the dynamical parts of the densities. Finally, the last term in Eq.
(3.11) is constant and has therefore no bearing on the dynamics. Thus, the
fundamental Hamiltonian (2.1) can be re-expressed as
Hˆ = Hˆe0 + Hˆn0 + δ
2Vˆe−n − V 0e−n , (3.15)
where Hˆe0 was defined in Eq. (2.30), while Hˆn0 is analogously defined as
Hˆn0 = Tˆn + Vˆn−n + Vˆ eext . (3.16)
In particular, at this level of decoupling, the theory is still symmetric under
the exchange of electrons and nuclei. For later purposes, we note that the
splitting of the interaction Hamiltonian can alternatively be written as
Vˆe−n = ρˆe v ρˆn (3.17)
= δρˆe v ρn0 + ρe0 v δρˆn + δρˆe v δρˆn + ρe0 v ρn0 (3.18)
≡ δVˆ next + δVˆ eext + δ2Vˆe−n + V 0e−n , (3.19)
where this last expression exclusively involves density fluctuation operators.
The purpose of introducing effective interactions is now to replace the
electron-nuclear coupling δ2Vˆe−n in the Hamiltonian (3.15) with two interac-
tion terms which involve exclusively electronic or nuclear operators, respec-
tively, thus leading to a decoupling of the electronic and nuclear degrees of
freedom. To put this idea into practice, the Response Theory of effective
interactions writes the classical interaction term as
δ2Ve−n = δρevδρn =
1
2
δρevδρn +
1
2
δρevδρn , (3.20)
and quantizes it, δρ 7→ δρˆ, after eliminating the nuclear density fluctuation
from the first term and the electronic density fluctuation from the second
term. This can be achieved by linear response theory, where the density
fluctuations in the presence of external potential variations are given in terms
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of the density response functions as (cf. App. C.1)
δρn(x, t) =
∫
d3x′
∫
c dt′ χn0(x, t;x′, t′) δϕext,n(x′, t′) , (3.21)
δρe(x, t) =
∫
d3x′
∫
c dt′ χe0(x, t;x′, t′) δϕext,e(x′, t′) . (3.22)
Here, χn0 and χe0 refer to nuclear and electronic reference density response
functions, respectively. To get rid of the external potentials exerted on the
nuclei and electrons, we interpret them in turn to be generated by the elec-
tronic or nuclear density fluctuations, respectively. This means, we set
δϕext,n = δϕ
e
ext , (3.23)
δϕext,e = δϕ
n
ext , (3.24)
where
δϕeext(x
′, t′) =
∫
d3x′′
∫
c dt′′ v(x′, t′;x′′, t′′) δρe(x′′, t′′) , (3.25)
δϕnext(x
′, t′) =
∫
d3x′′
∫
c dt′′ v(x′, t′;x′′, t′′) δρn(x′′, t′′) . (3.26)
In particular, if the nuclear density fluctuation in the last equation is in-
terpreted as being generated by the fluctuations of the nuclei around their
equilibrium positions, then δϕnext corresponds to a deformation potential (see
e.g. [126, Chap. 1.3]). With this, putting Eqs. (3.21)–(3.22) into Eq. (3.20),
we arrive at the expression
δ2Ve−n =
1
2
δρe v
eff
e−e δρe +
1
2
δρn v
eff
n−n δρn , (3.27)
where the effective electronic or core interaction kernels are given respec-
tively by
veffe−e = v χn0 v , (3.28)
veffn−n = v χe0 v . (3.29)
Here, we have used again an abridged notation, where vχ0v stands for
veff(x, t; x′, t′) = (3.30)∫
d3y
∫
c ds
∫
d3y′
∫
c ds′ v(x, t; y, s)χ0(y, s; y′, s′) v(y′, s′; x′, t′) .
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The above equations (3.28)–(3.29) constitute a central result of the Response
Theory of effective interactions. In their quantized form, these effective in-
teraction kernels give rise to the interaction Hamiltonians
δ2Vˆ effe−e(t) =
1
2
∫
d3x
∫
d3x′
∫
c dt′ δρˆe(x, t) v
eff
e−e(x, t;x
′, t′) δρˆe(x
′, t′) , (3.31)
δ2Vˆ effn−n(t) =
1
2
∫
d3x
∫
d3x′
∫
c dt′ δρˆn(x, t) veffn−n(x, t;x
′, t′) δρˆn(x′, t′). (3.32)
These expressions are analogous to the usual Coulomb interaction (3.2), but
with the Coulomb interaction kernel (3.3) replaced by the effective interaction
kernels (3.28) and (3.29), and the density operators replaced by the density
fluctuation operators defined by Eqs. (3.7) and (3.8). In the electronic case,
this general form of a phonon-mediated electron-electron interaction can al-
ready be found in the classical article of Hedin and Lundqvist [46, Eq. (15.3)]
and in the more recent important work of R. van Leeuwen [56, Eq. (92)].
In summary, the Response Theory of effective interactions replaces the
fundamental Hamiltonian (2.1) by a decoupled Hamiltonian
Hˆ 7→ Hˆeff = Hˆe + Hˆn − V 0e−n , (3.33)
where
Hˆe = Hˆe0 + δ
2Vˆ effe−e = Tˆe + Vˆe−e + Vˆ
n
ext + δ
2Vˆ effe−e , (3.34)
Hˆn = Hˆn0 + δ
2Vˆ effn−n = Tˆn + Vˆn−n + Vˆ
e
ext + δ
2Vˆ effn−n . (3.35)
Although by the above effective Hamiltonians the electronic and nuclear de-
grees of freedom completely decouple on the formal level, there is a price to
pay, namely the enlargement of the input data. While the electronic structure
Hamiltonian Hˆe0 only assumes the knowledge of a predetermined reference
density ρn0 , the effective Hamiltonians (3.34) and (3.35) also depend on un-
determined reference response functions χn0 and χe0 .
3.2. Total interaction kernels and screening
As opposed to the effective interaction kernels, the total (or “total effec-
tive”) interaction kernels take into account both the ordinary Coulomb in-
teraction and the effective interactions as derived in the previous subsection.
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Hence, for electrons or nuclei they are respectively defined as
vtote−e = v + vχn0v , (3.36)
vtotn−n = v + vχe0v . (3.37)
Both these total effective interaction kernels have the form of a Hedin-type
screened interaction (see e.g. [46, 127]). The latter is given by
W = v + vχv = v + v χ˜W , (3.38)
where the proper density response function χ˜ is related to the direct density
response function χ by (see Eq. (C.13))
χ = χ˜+ χ˜vχ . (3.39)
By further introducing the (longitudinal) electronic and nuclear dielectric
functions as in Eqs. (C.14)–(C.15), i.e.,
ε−1n0 = 1 + vχn0 , (3.40)
ε−1e0 = 1 + vχe0 , (3.41)
the total effective interaction kernels can now be rewritten compactly in the
following form:
vtote−e = ε
−1
n0 v , (3.42)
vtotn−n = ε
−1
e0 v . (3.43)
Therefore, we arrive at the following simple interpretation of the total inter-
action kernels: the electrons interact effectively with a Coulomb poten-
tial screened by the nuclei, whereas the nuclei interact effectively with a
Coulomb potential screened by the electrons. We remark that the form (3.36)
of the total electron-electron interaction can already be found in Ref. [46,
Eqs. (15.16)], while the rewritten form (3.42) can be found in Refs. [114,
Eq. (26.24)] or [18, Eq. (4.20)]. Furthermore, we remark that these consider-
ations show that the phonon-mediated interaction combines with the usual
Coulomb interaction into a total effective interaction which in fact is the
screened interaction of the electrons. Consequently, there is absolutely no
need to further screen the Coulomb kernel v entering the expression (3.42)
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for the effective electron-electron interaction by an “electronic dielectric con-
stant”, as it is usually done in the textbook literature following the ad hoc
argument that this “represent[s] the effect of the other electrons in screening
the interaction between a given pair” [114, p. 518]. As this would correspond
to an overscreening of the electron interaction, we abstain from this proce-
dure in this article, and in comparing our results to the textbook literature
we will always undo its effect.
3.3. Total interaction operators and Hartree potentials
In this subsection, we consider again the effective interaction Hamiltoni-
ans defined by Eqs. (3.31)–(3.32). As mentioned above, they differ from the
instantaneous Coulomb interaction in two respects: the interaction kernels
are different, and the density operators are replaced by the density fluctua-
tion operators. The latter is due to the fact that part of the electron-nuclear
interaction is already included in the respective external potentials Vˆ next and
Vˆ eext (see Eqs. (3.34)–(3.35)). As a consequence, one cannot directly merge the
Coulomb interaction and the effective interaction into a new total interaction
Hamiltonian with the interaction kernel vtot. To overcome this difficulty, we
use again the decompositions (3.7)–(3.8) to rewrite the Coulomb interaction
operator, e.g. in the electronic case, as follows:
Vˆe−e =
1
2
ρˆev ρˆe (3.44)
= ρe0v ρˆe +
1
2
δρˆevδρˆe − 1
2
ρe0vρe0 (3.45)
= Vˆ eH + δ
2Vˆe−e − V 0e−e . (3.46)
Here, the first term,
Vˆ eH =
∫
d3x ρˆe(x)ϕ
e
H(x) , (3.47)
is a Hartree-type operator given in terms of the reference density by
ϕeH(x) =
∫
d3x′ v(x,x′)ρe0(x
′) . (3.48)
The second term in Eq. (3.46) involves only density fluctuation operators and
can therefore be merged with the effective electron interaction into the total
interaction operator
δ2Vˆ tote−e =
1
2
δρˆe v δρˆe +
1
2
δρˆe v
eff
e−e δρˆe =
1
2
δρˆe v
tot
e−e δρˆe . (3.49)
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The last term in Eq. (3.46) is again constant and has therefore no effect on
the dynamics. For later purposes, we note that an alternative splitting of the
Coulomb interaction operator is
Vˆe−e = δVˆ eH + δ
2Vˆe−e + V 0e−e , (3.50)
where
δVˆ eH =
∫
d3x δρˆe(x)ϕ
e
H(x) , (3.51)
and hence this latter decomposition involves only density fluctuation opera-
tors. Proceeding analogously in the nuclear case, we can finally rewrite the
equations (3.34)–(3.35) as follows:
Hˆe = Tˆe + Vˆ
n
ext + Vˆ
e
H + δ
2Vˆ tote−e − V 0e−e , (3.52)
Hˆn = Tˆn + Vˆ
e
ext + Vˆ
n
H + δ
2Vˆ totn−n − V 0n−n . (3.53)
In conclusion, we stress that a total effective interaction Hamiltonian can
only be introduced if a Hartree contribution is split off from the Coulomb
interaction. In other words, it is not possible to treat the effective interaction
na¨ıvely as a first-quantized interaction kernel.
3.4. Instantaneous limit and interactions stricto sensu
As explained in Sec. 3.1, the effective interaction kernels will in general
not have the simple form of an instantaneous interaction, i.e.,
veff(x, t;x′, t′) 6= veff(x− x′)δ(ct− ct′) , (3.54)
as would be the case for the Coulomb interaction kernel (3.3). By conse-
quence, the effective interaction kernels do not lead to effective Hamiltonians
stricto sensu. This can be seen as follows: The purely electronic Hamilto-
nian Hˆe0 is given in second quantization as
Hˆe0 =
∫
d3x ψˆ†(x)
(
− ~
2
2m
∆+ vnext(x)
)
ψˆ(x)
+
e2
2
∫
d3x
∫
d3x′ ψˆ†(x)ψˆ†(x′)v(x,x′)ψˆ(x′)ψˆ(x) .
(3.55)
Defining the time dependence of the field operators in the Heisenberg picture,
ψˆ(x, t) = eitHˆe0/~ ψˆ(x) e−itHˆe0/~ , (3.56)
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and using that
Hˆe0 = e
itHˆe0/~ Hˆe0 e
−itHˆe0/~ , (3.57)
the electronic Hamiltonian can be written equivalently as
Hˆe0 =
∫
d3x ψˆ†(x, t)
(
− ~
2
2m
∆+ vnext(x)
)
ψˆ(x, t) (3.58)
+
e2
2
∫
d3x
∫
d3x′
∫
c dt′ ψˆ†(x, t)ψˆ†(x′, t′)v(x, t;x′, t′)ψˆ(x′, t′)ψˆ(x, t) ,
where v is the instantaneous Coulomb interaction kernel given by Eq. (3.3).
Although the time dependence of the field operators ψˆ(x, t) is determined by
the Hamiltonian Hˆe0 itself, this equation is still an explicit equation for that
very Hamiltonian. The reason for this is, again, that in Eq. (3.58) all time
dependencies from Eq. (3.56) cancel, and thus we simply end up with the orig-
inal form (3.55) which does not involve any time-dependent operator. This
situation changes, however, if the interaction kernel is not instantaneous, as in
the case of the effective electronic Hamiltonian, Hˆe = Hˆe0+ δ
2Vˆ effe−e . Now, we
cannot simply drop all the time dependencies. Instead, the time dependen-
cies of the field operators entering the effective Hamiltonian are themselves
to be determined by a suitable Hamiltonian operator. The corresponding
formula for the effective interaction would therefore at best yield an implicit
equation for the determination of that effective Hamiltonian, since Hˆe would
appear in a hidden form also in the time dependencies of the field operators.
In order to get an effective interaction stricto sensu, one therefore has
to take a suitable instantaneous limit, which is most easily done directly in
the interaction kernel. To put this into practice, we first observe that the
effective interaction can be written in terms of its Fourier transform as
veff(x,x′; t− t′) =
∫
dω
2πc
e−iω(t−t
′) veff(x,x′;ω) . (3.59)
By approximating the frequency-dependent effective interaction in the inte-
grand by its zero-frequency limit,
veff(x,x′;ω) 7→ veff(x,x′;ω = 0) , (3.60)
and using the Fourier representation of the Dirac delta distribution,
δ(ct− ct′) =
∫
dω
2πc
e−iω(t−t
′) , (3.61)
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we obtain the concise formula for the instantaneous limit,
veff(x,x′; t− t′) 7→ veff(x,x′;ω = 0) δ(ct− ct′) . (3.62)
This leads to an interaction Hamiltonian of the form
δ2Vˆ eff(t) =
1
2
∫
d3x
∫
d3x′ δρˆ(x, t) veff(x,x′;ω = 0) δρˆ(x′, t) , (3.63)
which in fact is instantaneous. In this approximation, the effective Hamil-
tonian Hˆe is a true many-body Hamiltonian and therefore appropriate for
phenomenological models, as they are typically used in the theory of super-
conductivity (see e.g. [17, 19, 110, 128]).
Before we now come to more detailed investigations of the effective elec-
tron and core interactions, let us summarize again the fundamental problems
of effective interactions in general: (i) they require the previous knowledge
of reference response functions, (ii) they act only on the density fluctua-
tions, not on the densities themselves, and (iii) they are in general frequency
dependent. In particular, the last two points make it clear that effective
interactions must not be employed na¨ıvely, i.e. analogously to the Coulomb
interaction in a first-quantized Hamiltonian. Furthermore, a description in
terms of effective interactions is inequivalent to the original coupled problem.
4. Effective electron interaction mediated by phonons
In the last section, we have derived the fundamental equations (3.28)–
(3.29) for the effective electron-electron und nucleus-nucleus interactions,
respectively. They followed from a heuristic application of linear response
theory to the fundamental Hamiltonian of electrons and nuclei. Quite as the
high degree of nuclear localization and the ensuing derivation of the purely
electronic structure Hamiltonian, this decoupling scheme is far from being
exact and, in particular, cannot be justified theoretically from first princi-
ples by present means. Instead, it has to be justified by its consequences.
Fortunately, the concept of phonon-mediated electron-electron interactions
is already well established in condensed matter physics and hence as such
does not have to be justified anew. In this section, we will therefore corrobo-
rate our basic ansatz, Eqs. (3.28)–(3.29), by a systematic reproduction of the
already existing standard expressions for the phonon-mediated interaction.
Essentially, there are five such standard expressions for phonon-mediated in-
teractions: (i) in terms of the elastic Green function, (ii) in terms of the
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phonon Green function, (iii) in terms of the longitudinal phonon dispersion
relation, (iv) in terms of second-order perturbation theory, and (v) in terms
of the Fro¨hlich Hamiltonian. Below, we will show that all of these can be
reproduced straightforwardly from the simple ansatz (3.28).
4.1. Rederivation of standard expressions
4.1.1. Expression in terms of elastic Green function
The fundamental formula (3.28) for the effective electron interaction me-
diated by the nuclear density has been derived without any assumptions
about the material. Hence it is generally valid and in particular takes into
account all possible effects of inhomogeneity and anisotropy. Any material-
specific property affects only the concrete form of the nuclear reference re-
sponse function. However, due to the high degree of localization of the nuclei
around the crystal lattice points, this general formula is not always suit-
able for practical purposes. Taking this fact into account, we will derive in
this subsection a simplified expression for the effective electron interaction in
terms of the elastic Green function (the reason for this name will become clear
in App. D). The elastic Green function is defined as a (3× 3) matrix-valued
distribution (see [46, Eq. (16.8)]),
−i~cDij(xn0, t; xm0, t′) = 〈Φ0 |T uˆi(xn0, t)uˆj(xm0, t′)|Φ0〉 , (4.1)
where uˆ = (uˆ1, uˆ2, uˆ3)
T denotes the quantized displacement field as defined in
Eq. (2.118). Furthermore, |Φ0〉 is the ground state of the nuclear subsystem
with the Hamiltonian Hˆphon , which is the quantized analogon of Eq. (2.55).
Finally, the action of the time-ordering operator T on the bosonic field op-
erators uˆi is given explicitly by
T uˆi(xn0, t)uˆj(xm0, t′) = (4.2)
Θ(t− t′) uˆi(xn0, t)uˆj(xm0, t′) +Θ(t′ − t) uˆj(xm0, t′)uˆi(xn0, t) ,
where Θ denotes the Heaviside step function. The elastic Green function
obeys the equation of motion (cf. [46, Eq. (B.23)])((
M∂2t +
↔
K
)↔
D
)
(xn0, t; xm0, t
′) = δ(ct− ct′) δnm
↔
1 , (4.3)
and is therefore indeed a Green function for the classical displacement field.
This can be shown by using the well-known relation
∂tΘ(t− t′) = δ(t− t′) , (4.4)
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the fact that the quantized displacement field uˆ(xn0, t) fulfills the classical
equation of motion (2.50), the equal-time commutation relations (2.110)–
(2.112), and the distributional identity (C.84).
We will now show that due to the high degree of nuclear localization, the
nuclear density response function can be expressed in terms of the elastic
Green function. For this purpose, we start from the classical expression for
the density of point particles,
ρn(x, t) = Ze
∑
n
δ3(x− xn(t)) , (4.5)
where for simplicity we have assumed again that the basis of the lattice
consists of only one nucleus. The first-order deviation from the equilibrium
density is then given by
δρn(x, t) = −Ze
∑
n, i
ui(xn0, t)
(
∂
∂xi
δ3(x− xn0)
)
(4.6)
in terms of the displacement field. This function turns into an operator under
the replacement ui(xn0, t) 7→ uˆi(xn0, t). Furthermore, the (time-ordered) nu-
clear density response function is given in a quantum field theoretical setting
by (see e.g. [21, Eq. (6.42)] or App. C.3)
χn0(x, t;x
′, t′) = − i
~c
〈Φ0 |T δρˆn(x, t)δρˆn(x′, t′)|Φ0〉 . (4.7)
By inserting Eq. (4.6) into this expression and using Eq. (4.1), the nuclear
density response function can be expressed in terms of the elastic Green
function as follows (cf. [129, Eq. (11.18)]):
χn0(x, t; x
′, t′) = (4.8)
−Z2e2
∑
n, i,m, j
(
∂
∂xi
δ3(x− xn0)
)
Dij(xn0, t;xm0, t
′)
(
∂
∂x′j
δ3(x′ − xm0)
)
.
Putting this result into the effective phonon-mediated interaction given by
Eq. (3.28) leads after partial integration to the representation
veffe−e(x, t; x
′, t′) = (4.9)
−Z2e2
∑
n, i,m, j
(
∂
∂xi
v(x− xn0)
)
Dij(xn0, t;xm0, t
′)
(
∂
∂x′j
v(xm0 − x′)
)
.
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We further introduce the Coulomb force kernel, E(r) ≡ E(x − x′), which is
defined in terms of the Coulomb interaction kernel by
E(r) = −∇v(r) = 1
4πε0
r
|r|3 , (4.10)
and whose Fourier transform is given by
E(k) =
∫
d3r E(r) e−ik·r = −ik v(k) = − 1
ε0
ik
|k|2 . (4.11)
With this, we can write the result (4.9) more compactly as
veffe−e(x, t; x
′, t′) = (4.12)
Z2e2
∑
n,m
E
T(x− xn0)
↔
D(xn0, t;xm0, t
′)E(xm0 − x′) .
This formula, which relates the effective electron-electron interaction to the
elastic Green function, represents the most general expression of a phonon-
mediated interaction in the linear re´gime. It includes all possible effects of
inhomogeneity and anisotropy, and it coincides with the expression given by
Hedin and Lundqvist in Ref. [46, Eq. (16.7)].
For later purposes, let us also rewrite Eq. (4.12) in the Fourier domain.
While the Coulomb force kernels transform as in Eq. (4.11), the effective
interaction kernel in the Fourier domain is given by
veffe−e(k,k
′;ω) =
1
(2π)3
∫
d3x
∫
d3x′ e−ik·x veffe−e(x,x
′; ω) eik
′·x′ . (4.13)
From this, we conclude that
veffe−e(k,k
′;ω) = (4.14)
− Z
2e2
(2π)3
∑
n,m
E
†(k)
(
e−ik·xn0
↔
D(xn0,xm0 ; ω) e
ik′·xm0
)
E(k′) ,
where we have used that
E
∗(k) = E(−k) = −E(k) . (4.15)
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While Eq. (4.14) is valid for arbitrary wavevectors k,k′ ∈ R3, the Fourier
transformation of the elastic Green function is only defined for dual lattice
vectors k,k′ ∈ Γ∗. In order to simplify the above expression, we therefore
have to take the thermodynamic limit as explained in App. A.2. In this limit,
any wavevector k can be decomposed as
k = k0 +G , (4.16)
where k0 ∈ B lies in the first Brillouin zone, and G is a reciprocal lattice
vector. Per definitionem, exp(iG·xn0) = 1 holds for any direct lattice vector
xn0, and hence we can write Eq. (4.14) in the thermodynamic limit as
veffe−e(k0 +G,k
′
0 +G
′; ω) = (4.17)
− Z
2e2
(2π)3
∑
n,m
E
†(k0 +G)
(
e−ik0·xn0
↔
D(xn0,xm0 ; ω) e
ik′
0
·xm0
)
E(k′0 +G
′) ,
which is equivalent to
veffe−e(k0 +G,k
′
0 +G
′; ω) = (4.18)
− Z
2e2N
V
E
†(k0 +G)
↔
D(k0,k
′
0 ; ω)E(k
′
0 +G
′) .
Here, the additional factor (2π)3N/V = |B| in the last line, which equals the
volume of the Brillouin zone B, stems from the definition of the Fourier trans-
form in the thermodynamic limit (see App. A.2, in particular Eqs. (A.34)–
(A.35)). Further using the continuum residue of the invariance of the elastic
Green function under lattice translations,
↔
D(k0,k
′
0 ; ω) =
↔
D(k0, ω) δ
3(k0 − k′0) , (4.19)
we finally obtain
veffe−e(k0 +G,k
′
0 +G
′;ω) = (veffe−e)
GG′(k0, ω) δ
3(k0 − k′0) , (4.20)
with
(veffe−e)
GG′(k0, ω) = −Z
2e2N
V
E
†(k0 +G)
↔
D(k0, ω)E(k0 +G
′) . (4.21)
In particular, we see that the effective interaction in Fourier space generally
depends on one wavevector k0 in the first Brillouin zone and two reciprocal
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lattice vectors G, G′. Usually, however, the effective interaction is assumed
to be a function of one Bloch wavevector only (see e.g. [19, Eq. (3.10)] or [130,
Eq. (4.7)]). In order to recover the usual expressions, we therefore have to
neglect all components except for G = G′ = 0, which results in the simpler
expression (valid for k ≡ k0 ∈ B),
veffe−e(k, ω) = −
Z2e2N
V
E
†(k)
↔
D(k, ω)E(k) . (4.22)
By the explicit expression (4.11) of the Coulomb force kernel, we finally
obtain the effective electron-electron interaction kernel in terms of the elastic
Green function as
veffe−e(k, ω) = −
Z2e2N
ε20V
kT
↔
D(k, ω)k
|k|4 . (4.23)
In the following, we will derive an even more concrete form of this effective
interaction by using an explicit expression of the elastic Green function in
terms of the phonon dispersion relation.
4.1.2. Expression in terms of phonon dispersion relation
In the preceding subsection, we have derived a general but rather abstract
expression for the phonon-mediated interaction. By contrast, in this subsec-
tion we will transform this expression into a form which displays a clearcut
analogy to the Coulomb interaction. In other words, we will show how to
complement the Coulomb kernel in the Fourier domain, v(k) = 1/(ε0 |k|2),
by approximate effective interaction kernels veff(k, ω) as they are frequently
used in tracts on superconductivity (see e.g. [17, 19, 110, 128]). Starting
from the elastic Green function, it will turn out that this can be done by
employing the phonon dispersion relation.
Our aim is to derive a concrete expression for the elastic Green function,
which in the wavevector-time domain reads
−i~cDij(k, t− t′) = 〈Φ0 |T uˆi(k, t)uˆj(−k, t′)|Φ0〉 , (4.24)
with k ≡ km ∈ Γ∗. For this purpose, we first express the spatial Fourier
transform of the displacement field (2.87) as follows (cf. [131, Eq. (2.129)]):
u(k, t) =
∑
λ
√
~
2Mωkλ
(
akλe
−iωkλt + a∗−kλe
iωkλt
)
ekλ . (4.25)
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By putting the corresponding quantized field,
uˆ(k, t) =
∑
λ
√
~
2Mωkλ
(
aˆkλe
−iωkλt + aˆ†−kλe
iωkλt
)
ekλ , (4.26)
into Eq. (4.24) and using that in the nuclear ground state,
〈Φ0 | aˆkλ aˆ†kλ′ |Φ0〉 = δλλ′ , (4.27)
we obtain the following expression for the elastic Green function:
Dij(k, t− t′) = i
c
3∑
λ=1
e−iωkλ |t−t
′|
2Mωkλ
[ekλ]i [ekλ]
∗
j . (4.28)
Here, we have used the symmetries (2.80)–(2.81) of the unit vectors ekλ and
the corresponding eigenfrequencies ωkλ. By a Fourier transformation with
respect to the time variable (cf. [123, Sec. 2.1]),
Dij(k, ω) =
∫
c dτ eiωτDij(k, τ) , (4.29)
we further obtain the explicit expression
Dij(k, ω) = − 1
M
3∑
λ=1
1
ω2 − ω2kλ + iη
[ekλ]i [ekλ]
∗
j , (4.30)
where the regularization infinitesimal iη ensures that the Green function is
time ordered. In the following, we will drop the regularization indicator iη
because we are only interested in the k dependence of the effective interaction.
As shown in App. A.2, Eq. (A.40), the above expression remains invariant
in the thermodynamic limit where k ranges in the first Brillouin zone. By
putting this into our result (4.23), we obtain
veffe−e(k, ω) =
Z2e2N
ε20MV
3∑
λ=1
|k · ekλ|2
|k|4
1
ω2 − ω2kλ
. (4.31)
This is the general expression for the phonon-mediated electron interaction in
terms of the phonon dispersion relation and the phonon polarization vectors.
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We now further assume that the solid is isotropic, such that the dynamical
matrix is given by (see App. D.1)
↔
K(k) = KL(k)
↔
PL(k) +KT(k)
↔
PT(k) , (4.32)
with the longitudinal and transverse projection operators PL and PT (see
[123, Sec. 2.1]). Hence, in this case the dynamical matrix is already diagonal
and we can directly read off the eigenvalues, which we write as
KL(k) =Mω
2
kL , (4.33)
KT(k) =Mω
2
kT . (4.34)
Correspondingly, there is one“longitudinal phonon”mode with an eigenvector
ekL parallel to k and two degenerate “transverse phonon”modes with eigen-
vectors ekT(1), ekT(2) perpendicular to the wavevector k. The elastic Green
function is therefore given by
↔
D(k, ω) = DL(k, ω)
↔
PL(k) +DT(k, ω)
↔
PT(k) (4.35)
= − 1
M
1
ω2 − ω2kL
↔
P L(k)− 1
M
1
ω2 − ω2kT
↔
PT(k) . (4.36)
From Eq. (4.31), we see directly that only the longitudinal phonon mode
contributes to the effective interaction, thus giving
veffe−e(k, ω) =
Z2e2N
ε20MV
1
|k|2
1
ω2 − ω2kL
. (4.37)
This expression of the effective electron-electron interaction in terms of the
longitudinal phonon dispersion relation ωkL coincides with the interaction
derived by G.Blatter in [132, Eq. (11.14)]. It is a special case of our more
general result (4.31), being valid in the isotropic limit. Finally, for the total
effective interaction kernel, we obtain from Eqs. (2.3) and (4.37) the following
expression:
vtote−e(k, ω) = v(k) + v
eff
e−e(k) (4.38)
=
1
ε0|k|2
(
1 +
Z2e2N
ε0MV
1
ω2 − ω2kL
)
. (4.39)
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Writing this in the form of Eq. (3.42) shows that the term in brackets,
ε−1n0 (k, ω) = 1 +
Z2e2N
ε0MV
1
ω2 − ω2kL
, (4.40)
represents a reference dielectric function of the undamped Lorentz–Drude
type (cf. [133, Chap. 2.2]) with one oscillator for each k mode. This cor-
roborates once more the interpretation that the effective phonon-mediated
electron-electron interaction is simply the original electronic Coulomb inter-
action screened by the nuclei.
4.1.3. Expression in terms of phonon Green function
In the preceding subsections, we have shown that the Response Theory is
consistent with standard expressions of the phonon-mediated electron inter-
action in terms of the elastic Green function. In many treatises though, the
formula (4.23) for the effective interaction is not used. Instead, one uses an
apparently different expression in terms of the phonon Green function and
the electron-phonon coupling strength (see e.g. [21, 130]). In this subsection,
we will show that this alternative form can as well be reproduced from the
Response Theory of the electron-phonon coupling.
To begin with, we rewrite the mode expansion (4.25) of the displacement
field in terms of a new set of time-dependent coefficients defined as
bkλ(t) = akλe
−iωkλt + a∗−kλe
iωkλt , (4.41)
where k ≡ km ∈ B. By Eq. (2.80), these coefficients have the property
bkλ(t) = b
∗
−kλ(t) . (4.42)
The (spatial) Fourier transform of the displacement field can then be written
concisely as
u(k, t) =
∑
λ
√
~
2Mωkλ
bkλ(t) ekλ . (4.43)
Since both u(k, t) and bkλ(t) have the same scaling behavior in the thermo-
dynamic limit (see App. A.2, Eqs. (A.33) and (A.43)), the above relation is
also valid in the thermodynamic limit, where k ∈ B. On the other hand, the
Fourier transform of the nuclear density fluctuation (4.6) can be expressed
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in this limit as
δρn(k, t) =
1√
(2π)3
∫
d3x e−ik·x δρn(x, t) (4.44)
= − Ze√
(2π)3
∑
n
ik · u(xn0, t) e−ik·xn0 (4.45)
= −Ze
√
N
V
ik · u(k, t) (4.46)
= −iZe
√
N
V
∑
λ
√
~
2Mωkλ
(k · ekλ) bkλ(t) . (4.47)
The above relation is valid for all k ∈ R3, provided that the quantities ωkλ,
ekλ and bkλ(t) are continued to periodic functions on R
3 (cf. the discussion in
the preceding section). Correspondingly, the electron-phonon coupling can
be written as
δ2Ve−n(t) =
∫
d3k δρn(k, t)v(k)δρe(k, t) (4.48)
=
∫
d3k
∑
λ
gλ(k)bkλ(t) δρe(k, t) , (4.49)
where we have introduced the electron-phonon coupling strength as
gλ(k) = −i
√
~N
2MωkλV
Ze
ε0
k · ekλ
|k|2 . (4.50)
We now define the phonon Green function in Fourier space as
−i~cDλλ′(k, t− t′) = 〈Φ0|T bˆkλ(t) bˆ†kλ′(t′)|Φ0〉 , (4.51)
where again k ≡ km ∈ Γ∗. The quantized analogon of Eq. (4.41) is given by
bˆkλ(t) = aˆkλe
−iωkλt + aˆ†−kλe
iωkλt , (4.52)
and has the property that
bˆ†kλ(t) = bˆ−kλ(t) . (4.53)
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The phonon Green function is diagonal per constructionem. Thus, following
the calculation in the previous subsection, we find its explicit expression in
terms of the phonon dispersion relation,
Dλλ′(k, ω) = −2
~
ωkλ
ω2 − ω2kλ + iη
δλλ′ . (4.54)
In particular, we can express the elastic Green function (4.30) in terms of the
phonon Green function as follows:
Dij(k, ω) =
~
2M
3∑
λ=1
1
ωkλ
Dλλ(k, ω) [ekλ]i [ekλ]
∗
j , (4.55)
which squares with [46, Eq. (16.9)]. By putting this expression into Eq. (4.23)
and further using Eq. (4.50), the phonon-mediated electron interaction can
finally be recast into the following form:
veffe−e(k, ω) = −
3∑
λ=1
|gλ(k)|2 Dλλ(k, ω) . (4.56)
This is the desired expression of the effective electron interaction in terms of
the phonon Green function and the electron-phonon coupling strength.
In the isotropic limit, where the longitudinal and transverse phonon modes
decouple, we have by Eq. (4.50),
gL(k) = −i
√
~N
2MωkLV
Ze
ε0|k| , (4.57)
while gT(k) = 0. Consequently, Eq. (4.56) reduces to the standard expression
(see e.g. [21, Eq. (17.16)] or [134, Eq. (8.105)])
veffe−e(k, ω) = −|gL(k)|2 DL(k, ω) ≡ g2L(k)DL(k, ω) . (4.58)
We particularly recognize in this context that this connection can already be
found in the profound work [46, Eq. (16.11)]. Finally, by putting Eq. (4.57)
and the explicit expression for the longitudinal phonon Green function,
DL(k, ω) = −2
~
ωkL
ω2 − ω2kL
, (4.59)
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into Eq. (4.58), we recover again the result (4.37) from the preceding sub-
section. In summary, we have re-expressed the effective phonon-mediated
interaction in terms of the phonon Green function and the phonon coupling
strength, and we have shown that the resulting formula (4.56) reduces in the
isotropic limit to the well-known equation (4.58).
4.1.4. Connection to second-order perturbation theory
In this subsection, we rederive yet another well-known expression for the
effective interaction, which is derived from second-order perturbation theory
(see e.g. [114, Eq. (26.38)]). The resulting expression is, however, only valid
in the instantaneous limit. Therefore, we restrict ourselves to the nuclear
subsystem and treat the electronic density ρe(x) as an external parameter
function. Let E0 ≡ E(0)n0 be the energy of the ground state of the nuclear sub-
system, where we first assume the electron-phonon coupling to be switched
off, i.e.,
E
(0)
n0 = 〈Φ0 |Hˆn0 |Φ0〉 , (4.60)
with Hˆn0 given by Eq. (3.16). We now consider the change of this energy
in second-order perturbation theory, where the perturbation is given by the
electron-phonon coupling,
δ2Vˆe−n = δρˆnv δρe . (4.61)
Applying standard perturbation theory (see e.g. [135, Sec. 11.1]), we obtain
up to second order in the perturbation,
En0 = E
(0)
n0 + E
(1)
n0 + E
(2)
n0 + . . . (4.62)
≡ E0 + 〈Φ0 |δ2Vˆe−n |Φ0〉+
∑
s>0
〈Φ0 |δ2Vˆe−n |Φs〉〈Φs |δ2Vˆe−n |Φ0〉
E0 − Es , (4.63)
where we have assumed an orthonormal and complete set of eigenfunctions
|Φs〉, s ∈ N0, of Hˆn0 with corresponding eigenenergies Es . Now, the first-
order term in Eq. (4.63) vanishes because the expectation value acts only the
nuclear degrees of freedom, and
〈Φ0 |δρˆn |Φ0〉 = 〈Φ0 | ρˆn |Φ0〉 − ρn0 = 0 (4.64)
48
by the definition of ρn0 . By contrast, the second-order perturbative correc-
tion to the energy of the nuclei reads explicitly
E
(2)
n0 =
∫
d3x
∫
d3x′
∫
d3y
∫
d3y′ (4.65)
× δρe(x) v(x,y)
(∑
s>0
〈Φ0 |δρˆn(y)|Φs〉〈Φs |δρˆn(y′)|Φ0〉
E0 − Es
)
v(y′,x′) δρe(x′) .
By the symmetry of the integrand under exchanging variables (x ↔ x′ and
y ↔ y′), only the real part of the term in brackets gives a non-zero con-
tribution. By Eq. (C.39), the latter equals half the (instantaneous) nuclear
density response function, and hence we can write the whole contribution as
E
(2)
n0 =
1
2
∫
d3x
∫
d3x′
∫
d3y
∫
d3y′
× δρe(x) v(x,y)χn0(y,y′) v(y′,x′) δρe(x′) .
(4.66)
From this, we directly read off the central statement of this subsection: the
instantaneous limit of the effective electron-electron interaction (3.28) can be
characterized as the functional derivative
veffe−e(x,x
′; ω = 0) =
δ2E
(2)
n0
δρe(x)δρe(x′)
. (4.67)
Equivalently, we find in Fourier space
E
(2)
n0 =
1
2
∫
d3k
∫
d3k′ δρ∗e(k) v(k)χn0(k,k
′) v(k′) δρe(k′) , (4.68)
and hence
veffe−e(k,k
′; ω = 0) = v(k)χn0(k,k′)v(k′) . (4.69)
This formula connects the instantaneous phonon-mediated electron-electron
interaction to second-order perturbation theory and reproduces the standard
result [114, Eq. (26.38)].
4.1.5. Connection to Fro¨hlich Hamiltonian
Finally, we come to yet another frequently encountered form of the phonon-
mediated electron-electron interaction, which is derived from the so-called
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Fro¨hlich Hamiltonian [12, 136, 137] (cf. also [138–140] for a variant of this
approach using continuous flow equations). For the convenience of the reader,
we begin by explaining how this Hamiltonian is obtained from the fundamen-
tal Hamiltonian of electrons and nuclei. For this purpose, one first neglects
the Coulomb interaction Ve−e of the electrons completely, but includes the
external potential V next of the nuclei exerted on the electrons. The resulting
electronic part of the Fro¨hlich Hamiltonian is then given by a one-particle
operator reading in second quantization,
Hˆe0 =
∫
V
d3x ψˆ†(x)
(
− ~
2
2m
∆+ vnext(x)
)
ψˆ(x) . (4.70)
Here, V denotes the volume of the system, for which we assume Born–von-
Karman boundary conditions (see App. A.5). We further choose a one-
particle basis of normalized Bloch functions [114, 115],
ψnk(x) = unk(x)e
ik·x , (4.71)
indexed by the Bloch momentum k and the band index n, where unk(x) has
the periodicity of the crystal lattice. The electronic field operator can then
be written as
ψˆ(x) =
∑
k∈Γ∗
∑
n
ψnk(x) cˆnk , (4.72)
where we denote by cˆnk and cˆ
†
nk the annihilation and creation operators of
the Bloch states (see [75, App. A.4], [116, App. B], [141, Chap. 1] and App. B
for short introductions). As these Bloch states diagonalize the one-particle
Hamiltonian, (
− ~
2
2m
∆+ vnext(x)
)
ψnk(x) = εnkψnk(x) , (4.73)
the free electronic Hamiltonian (4.70) can be written equivalently as
Hˆe0 =
∑
k∈Γ∗
∑
n
εnk cˆ
†
nk cˆnk . (4.74)
Next, one drops the band index n and considers the Bloch momentum k as
a bona fide Fourier wavevector, meaning that k ∈ R3. Hence, one interprets
cˆk and cˆ
†
k as annihilation and creation operators of plane waves,
ψk(x) =
1√
V
eik·x , (4.75)
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and writes the free electronic Hamiltonian as
Hˆe0 =
∑
k
εk cˆ
†
k cˆk . (4.76)
Furthermore, for the nuclei one performs the usual transition to the phononic
degrees of freedom and stipulates a harmonic Hamiltonian Hˆphon of the form
(2.119). Finally, for the electron-phonon coupling one invokes again the stan-
dard ansatz (4.48)–(4.49) where, however, the electronic density operator is
resubstituted for the density fluctuation operator. For this electronic density,
we find
ρˆe(x) = (−e)ψˆ†(x)ψˆ(x) (4.77)
= − e
V
∑
k,k′
ei(k−k
′)·x cˆ†k′ cˆk (4.78)
= − e
V
∑
k,q
eiq·x cˆ†k−q cˆk , (4.79)
and hence, by Fourier transformation (see App. A.5, Eq. (A.91)),
ρˆe(q) = − e√
V
∑
k
cˆ†k−q cˆk . (4.80)
For the electron-phonon coupling, one thus obtains
Hˆint =
∑
q,λ
gλ(q)
(
aˆqλ + aˆ
†
−qλ
)
ρˆe(q) (4.81)
= − e√
V
∑
q,k,λ
gλ(q)
(
aˆqλ + aˆ
†
−qλ
)
cˆ†k−q cˆk . (4.82)
We note that the integral in Eq. (4.49), which was derived in the thermody-
namic limit, is replaced by a discrete sum in Eq. (4.81), while all prefactors
remain the same. This is in accord with our conventions for the Born–von-
Karman boundary conditions as explained in App. A.5. Furthermore, the
result (4.82) concides precisely with [21, Eq. (3.41)].
Collecting all terms together, the Fro¨hlich Hamiltonian now reads as fol-
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lows (cf. [12, Eq. (2.15)] or [136, Eqs. (5.40)–(5.42)], [137, Eq. (6.1.1)]):
Hˆ ′ = Hˆe0 + Hˆphon + Hˆint (4.83)
=
∑
k
εk cˆ
†
k cˆk +
∑
q,λ
~ωqλ aˆ
†
qλaˆqλ
− e√
V
∑
q,k,λ
gλ(q)
(
aˆqλ + aˆ
†
−qλ
)
cˆ†k−q cˆk . (4.84)
We summarize again the approximations which lead from the fundamental
Hamiltonian of electrons and nuclei to the Fro¨hlich Hamiltonian: (i) The
electrons are treated as being free (see [12, Eqs. (2.9)–(2.10)]). (ii) For the
nuclei, the usual second-order Hamiltonian in terms of the displacement field
is employed where, however, the dynamical matrix remains unspecified. (In
the original work [12] the index λ is also dropped, thus leaving only a single
branch of the phonon dispersion.) (iii) The wavevector q of the phonons is
treated as a bona fide Fourier variable in analogy to the wavevector k of the
free electrons. In other words, q is not restriced to the first Brillouin zone,
and hence the displacement field is treated in the continuum limit (see [12,
Eq. (2.2)]). (iv) In the electron-phonon coupling, the displacement field is
assumed to couple to the electronic density (as opposed to the density fluctu-
ation). We note that in H. Fro¨hlich’s original publication, the displacement
field is even assumed to couple directly to the electronic density, i.e. without
mediation of the Coulomb interaction as in Eq. (4.48) (see [12, Eq. (2.11)]).
Already in the original work [12], the Fro¨hlich Hamiltonian served as the
starting point to derive an effective electron interaction mediated by phonons.
For this purpose, the “method of canonical transformation” (see [136, p. 229],
[137, p. 225]) is commonly employed, according to which the original Fro¨hlich
Hamiltonian is replaced by a new Hamiltonian written as
HˆF = e
−Sˆ Hˆ ′ eSˆ , (4.85)
such that “the second-order term in the transformed Hamiltonian is identi-
fied as the effective electron-electron interaction” [136, pp. 229f.]. Choosing
the undetermined operator Sˆ appropriately and neglecting terms which “ob-
viously do not give rise to electron-electron interactions”, one arrives at an
“effective electron-electron interaction” that “is mediated actually by virtual
phonons that do not correspond to real excitations”. The overall result is a
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standard two-particle interaction (see [16, Eq. (2.4)], [136, Eq. (5.49)], [137,
Eq. (6.5.4)], cf. also [114, Eq. (26.37)]),
Vˆ Fe−e =
e2
2V
∑
q,k,k′
vFe−e(q, k) cˆ
†
k−q cˆ
†
k′+q cˆk′ cˆk , (4.86)
whose interaction kernel is given by
vFe−e(q,k) =
∑
λ
|gλ(q)|2 2~ωqλ
(εk − εk−q)2 − (~ωqλ)2 . (4.87)
These formulae differ from the ones obtained until now as they (i) apparently
follow from a completely different philosophy, and (ii) yield a different overall
result. In the following, we will explain these differences, and thereafter show
that the above effective interaction can nonetheless be reproduced from the
Response Theory proposed in this article.
Regarding the first point, the main conceptual difference is that the ef-
fective interaction kernel derived by H. Fro¨hlich follows from a “canonical
transformation” of the original Hamiltonian. Strictly speaking, this can be
justified only if the corresponding transformation,
|Ψ〉 7→ e−Sˆ |Ψ〉 , (4.88)
is also performed on the physical states (cf. [142, Sec. 2.2]). Consequently,
the transformed Hamiltonian HF as such does not even represent an effective
interaction between ordinary electrons. In fact, this last point has been made
clear in the original work [12] by H. Fro¨hlich, who notes that the “physical
meaning of the quantities cˆk [. . . ] is different [from the original electronic
annihilation operators; notation adapted]”. These operators only satisfy the
same anticommutation relations, and hence, “it is not necessary to use a new
notation”. In particular, according to [12, Eq. (3.3)], the electronic density
can no longer be obtained from these operators by the standard expression
(4.80), but is instead determined by
ρˆe(q) = e
−Sˆ
(
− e√
V
∑
k
cˆ†k−q cˆk
)
eSˆ . (4.89)
On the other hand, the standard expression (4.80) now gives the density of
“particles described by plane waves with amplitudes cˆk [notation adapted]
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satisfying Fermi statistics. These particles are electrons, carrying with them
some lattice deformations” (cf. remarks in Sec. 2.3.2).
Regarding the second point, the main formal difference is that the Fro¨hlich
interaction kernel depends non-trivially on two wavevectors (instead of one
wavevector and one frequency). Strictly speaking, it is therefore in general
neither of the repulsive nor of the attractive type, because its inverse Fourier
transform is not a function of the distance |r| = |x − x′| alone. Note,
however, that “just such an attractive interaction is present [. . . ] whenever
|εk − εk−q| < ~ωk” [137, p. 225]. More precisely, “the phonon-mediated
electron-electron interaction can be attractive for electrons whose energies
fall in the shell |ε − εFermi| < ~ωD about the Fermi surface, where ε is the
energy of an electron and ωD the Debye frequency” [136, p. 229].
For a clearer comparison, recall that in Sec. 4.1.3 we have derived an
effective frequency-dependent interaction of the standard type with the in-
teraction kernel (see Eqs. (4.54) and (4.56))
veffe−e(q, ω) ≡ v(q)χn0(q, ω)v(q) =
∑
λ
|gλ(q)|2 2~ωqλ
(~ω)2 − (~ωqλ)2 . (4.90)
Curiously, this result coincides exactly with the one derived from the Fro¨hlich
Hamiltonian, Eq. (4.87), provided that the frequency is identified with the
energy differences determined by the free electron dispersion relation. In
particular, this means that we can write the Fro¨hlich interaction as
vFe−e(q,k) = v(q)χn0
(
q, (εk − εk−q)/~
)
v(q) (4.91)
≡ veffe−e
(
q, (εk − εk−q)/~
)
, (4.92)
in accord with our fundamental ansatz (3.28). On the other hand, performing
in our result (4.90) the instantaneous limit as explained in Sec. 3.4 would
yield a standard interaction of the density-density type reading in second
quantization,
Vˆ effe−e =
e2
2V
∑
q,k,k′
veffe−e(q) cˆ
†
k−q cˆ
†
k′+q cˆk′ cˆk . (4.93)
The kernel of this interaction is different from the one employed in the Fro¨h-
lich approach, Eq. (4.86), and in particular depends on only one wavevector.
Despite the aforementioned conceptual and formal differences, we will now
show that the Fro¨hlich interaction (4.87) can nonetheless also be reproduced
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from the Response Theory of the electron-phonon coupling. In order to do
this, we start again from the fundamental expression (3.31) for the effective
electron-electron interaction, i.e.,
Vˆ effe−e(t) =
1
2
∫
V
d3x
∫
V
d3x′
∫
c dt′ ρˆe(x, t) veffe−e(x− x′, t− t′) ρˆe(x′, t′) . (4.94)
Here, we have assumed a translation-invariant interaction kernel and—in
accordance with the approximation used by H. Fro¨hlich—resubstituted the
densities for the density fluctuations. By Fourier transforming the densities
and the interaction kernel with respect to the spatial variables, and partially
also with respect to the time variables, Eq. (4.94) is equivalent to
Vˆ effe−e(t) =
1
2
√
2π
∑
q
∫
dω
c
e−iωt ρˆe(−q, t) veffe−e(q, ω) ρˆe(q, ω) . (4.95)
As explained already in Sec. 3.4, such a formal interaction entails the problem
that one must get rid of the time dependencies (or frequency dependencies
in Fourier space) in order to get an interaction operator stricto sensu. As we
will now show, in the case of the Fro¨hlich approach one has to evaluate the
effective interaction V effe−e(t) at time t = 0, such that
Vˆ effe−e(t = 0) =
1
2
√
2π
∑
q
∫
dω
c
ρˆe(−q, t = 0) veffe−e(q, ω) ρˆe(q, ω) . (4.96)
Furthermore, one has to make an ansatz for the frequency dependence of
the second density operator, where—again in accordance with H. Fro¨hlich’s
approach—the simplest possibility is a free-electron approximation. In this
approximation, the time-dependent density reads (see Eq. (4.80))
ρˆe(q, t) = − e√
V
∑
k
cˆ†k−q(t) cˆk(t) (4.97)
= − e√
V
∑
k
e−it(εk−εk−q)/~ cˆ†k−q cˆk , (4.98)
and hence, by Fourier transformation, we find for the frequency-dependent
density operator the expression
ρˆe(q, ω) = −e
√
2π
V
∑
k
c δ
(
ω − (εk − εk−q)/~
)
cˆ†k−q cˆk . (4.99)
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By putting this into Eq. (4.96), we obtain
Vˆ effe−e(t = 0) =
e2
2V
∑
q,k,k′
veffe−e
(
q, ω = (εk − εk−q)/~
)
cˆ†k−q cˆ
†
k′+q cˆk′ cˆk , (4.100)
where, as always, the operators have been brought into normal order after
plugging in the expression for the density. Comparing the above result with
the direct instantaneous limit derived in Sec. 3.4, we see precisely the effect
of including the frequency dependence in the density operator: instead of
neglecting the frequency in the effective interaction kernel, it is now evaluated
at the energy difference of the one-electron levels. This corresponds exactly
to the difference between Eqs. (4.87) and (4.90), which we wanted to explain
within the Response Theory of the electron-phonon coupling.
In summary, we have shown that the effective electron-electron interaction
as originally derived from the Fro¨hlich Hamiltonian can also be reproduced
straightforwardly from the Response Theory proposed in this article.
4.2. Justification from functional integral approach
In the preceding subsections, we have shown that the simple and straight-
forward ansatz (3.28) reproduces all standard expressions for the effective
phonon-mediated interaction. In particular, we have rederived the effective
electron-electron interaction in terms of (i) the elastic Green function, (ii) the
phonon dispersion relation, (iii) the phonon Green function, (iv) second-order
perturbation theory, and (v) the Fro¨hlich Hamiltonian. Satisfying as these
results may be from a heuristic vantage point, they still have the drawback
of lacking a more rigorous justification from established physical principles.
The goal of this closing subsection therefore precisely lies in the physical un-
derpinning of the ad hoc procedure used in Sec. 3.1. For this purpose, we will
take recourse to quantum field theory, where the concept of effective interac-
tions is fortunately well established. In particular, this statement applies to
the functional integral approach, where such effective interactions for a given
subset of degrees of freedom are derived by integrating out the remaining
degrees freedom. We will show that this well-established notion of effective
interactions, if applied properly to the system of electrons and phonons, ex-
actly reproduces the Response Theory originally obtained by purely heuristic
considerations.
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4.2.1. Displacement field in the continuum limit
In order to apply the machinery of both classical and quantum field the-
ory to the elastic solid formed by the nuclei, we consider in this subsec-
tion the displacement field in the thermodynamic and continuum limit (see
Apps. A.2–A.4). Thus, we consider
u ≡ u(x, t) , (4.101)
with x ranging in the three-dimensional continuous space R3. This formu-
lation will simplify several formulae, although in principle, (quantum) field
theory can be formulated for a finite crystal as well. Classical field theory on
its side is best formulated in terms of a classical action,
Sn0 =
∫
dt Ln0(t) . (4.102)
In the case of an elastic solid, we assume the Lagrangrean to be given by the
difference of the kinetic and the potential energy,
Ln0(t) ≡ Ln0[u(t), ∂tu(t)] = Tn[∂tu(t)]− Vn[u(t)] , (4.103)
which is analogous to point-particle mechanics (see e.g. [143, Chap. 2]). Cor-
respondingly, the kinetic energy functional is given by (cf. [144, Sec. 11.1])
Tn[∂tu] =
ρ0
2
∫
d3x (∂tu)(x, t) · (∂tu)(x, t) , (4.104)
which is the direct continuum generalization of the kinetic energy of a finite
set of point particles. In particular,
ρ0 =
NM
V
(4.105)
denotes the reference mass density, which is related to the reference charge
density of the nuclear elastic solid by
ρn0 ≡ NZe
V
=
Ze
M
ρ0 . (4.106)
The dynamics of the system is determined by the extremization of the action,
dSn0
du(x, t)
!
= 0 , (4.107)
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where the total functional derivative is defined as
d
dui(x, t)
≡ δ
δui(x, t)
+
∑
j
∫
d3x′
∫
c dt′
δ(∂t′uj(x
′, t′))
δui(x, t)
δ
δ(∂t′uj(x′, t′))
.
(4.108)
By using the trivial identities
δ(∂t′uj(x
′, t′))
δui(x, t)
=
δ
δui(x, t)
∫
c ds δ(ct′ − cs) (∂suj)(x′, s) (4.109)
=
δ
δui(x, t)
∫
c ds
1
c
(∂t′δ)(t
′ − s) uj(x′, s) (4.110)
= δij δ
3(x− x′) 1
c
(∂t′δ)(t
′ − t) , (4.111)
putting this result into Eq. (4.108) and performing a partial integration, we
see that
d
dui(x, t)
≡ δ
δui(x, t)
− ∂
∂t
δ
δ(∂tui(x, t))
. (4.112)
Therefore, Eq. (4.107) is indeed equivalent to the Euler–Lagrange equations
(cf. Ref. [145, Eq. (11.1.1)]),
δLn0(t)
δu(x, t)
− ∂
∂t
δLn0(t)
δ(∂tu(x, t))
= 0 . (4.113)
These are the direct continuum analoga of the Euler–Lagrange equations for
point particles. By the explicit expressions (4.103)–(4.104), they lead to the
equation of motion for the displacement field,
ρ0
∂2
∂t2
u(x, t) = − δVn[u]
δu(x, t)
, (4.114)
which is the continuum version of the Newtonian equation of motion,
M
∂2
∂t2
xi(t) = − ∂
∂xi
V (x1, . . . ,xN)
∣∣∣∣
xj=xj(t) ∀j
, (4.115)
for N point-particles with mass M interacting through a potential V .
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In accordance with the microscopic Hamiltonian (2.55), we now write the
potential energy in Eq. (4.103) as
Vn[u] =
1
2
∫
d3x
∫
d3x′ uT(x, t)
↔
K(x− x′)u(x′, t) , (4.116)
or equivalently, in Fourier space,
Vn[u] =
1
2
∫
d3k u†(k, t)
↔
K(k)u(k, t) . (4.117)
Here, K(x − x′) is the dynamical matrix in the thermodynamic and con-
tinuum limit. The Euler–Lagrange equations then lead to the most general
linear, homogeneous, Newtonian equation of motion with a time-independent
wave-operator,
ρ0
∂2
∂t2
u(x, t) +
∫
d3x′
↔
K(x− x′)u(x′, t) = 0 , (4.118)
which can be rewritten in Fourier space as(
−ρ0 ω2
↔
1 +
↔
K(k)
)
u(k, ω) = 0 . (4.119)
These are the direct continuum analoga of Eqs. (2.50) and (2.69).
Up to now, linear terms have been neglected in the Lagrangean (4.103).
This was motivated by the expansion of the displacement field around the
nuclear equilibrium positions, where the restoring forces vanish (see Sec. 5.2).
However, this logic does not apply in the presence of external forces on the
solid. These can be included through the linear term [146, Eq. (1.52)],
Lint(t) =
∫
d3x u(x, t) · f (x, t) , (4.120)
where f (x, t) represents the spatially and temporally varying external force
field. By adding this term to the Lagrangean (4.103), we are led to the
inhomogeneous equation of motion
ρ0
∂2
∂t2
u(x, t) +
∫
d3x′
↔
K(x− x′)u(x′, t) = f (x, t) . (4.121)
The elastic Green function of this classical equation of motion is now intro-
duced by the defining equation (cf. [146, Sec. 1.5])
ρ0
∂2
∂t2
↔
D(x, t;x′, t′) +
∫
d3y
↔
K(x− y)
↔
D(y, t;x′, t′) =
↔
1 δ4(x− x′) , (4.122)
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where the four-dimensional Dirac delta reads explictly
δ4(x− x′) = δ3(x− x′) δ(ct− ct′) . (4.123)
The formula (4.122) is the continuum analogon of Eq. (4.3). Given an elastic
Green function satisfying this equation, a particular solution of the equation
of motion (4.121) can be written as
u(x, t) =
∫
d3x′
∫
c dt′
↔
D(x, t;x′, t′)f (x′, t′) . (4.124)
The elastic Green function itself is most easily constructed in Fourier space,
where its defining equation reads(
−ρ0ω2
↔
1 +
↔
K(k)
)↔
D(k, ω) =
↔
1 . (4.125)
Now, precisely as in the discrete case (see the discussion in Sec. 2.3.1), the
dynamical matrix in Fourier space is hermitean, and we are hence entitled to
introduce k-dependent polarization vectors,
↔
K(k)ekλ = ρ0 ω
2
kλekλ . (4.126)
In terms of these, the Green function can be written as
↔
D(k, ω) = − 1
ρ0
3∑
λ=1
ekλe
†
kλ
ω2 − ω2kλ
, (4.127)
which is the continuum analogon of Eq. (4.30). In real space, the elastic
Green function is then given by
↔
D(x−x′, t−t′) = − 1
ρ0
3∑
λ=1
∫
d3k
(2π)3
∫
dω
2πc
eik·(x−x
′)−iω(t−t′)
ω2 − ω2kλ
ekλ e
†
kλ . (4.128)
As always, this expression defines a whole class of Green functions due to the
undefined integration over the poles. In order to get a concrete solution, one
has to apply a suitable regularization procedure. Concretely, ω 7→ ω + iη or
ω 7→ ω− iη defines the retarded or the advanced Green function, respectively,
while ω 7→ ω + sign(ω)iη yields the time-ordered Green function.
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Finally, to employ quantum field theoretical methods, one has perform
the transition from a classical to a quantized displacement field,
u(x, t) 7→ uˆ(x, t) . (4.129)
This is done by postulating the canonical commutator relations,[
uˆ(x, t), ρ0∂tuˆ(x
′, t)
]
= i~ δ3(x− x′)↔1 , (4.130)[
uˆ(x, t), uˆ(x′, t)
]
= 0 , (4.131)[
∂tuˆ(x, t), ∂tuˆ(x
′, t)
]
= 0 , (4.132)
which are the continuum analoga of Eqs. (2.110)–(2.112). They turn the
classical displacement field into an operator field, while all other classical
relations remain the same. For example, the quantized displacement field is
an operator-valued solution of the classical equation of motion (4.118), and
the canonical momentum translates into the operator given by
pˆi(x, t) = ρ0∂t uˆ(x, t) . (4.133)
Hence, we can re-express Eq. (4.130) as[
uˆ(x, t), pˆi(x′, t)
]
= i~ δ3(x− x′)↔1 , (4.134)
which is the continuum analogon of the canonical commutator for point parti-
cles. Within the quantum field theoretical setting, we define the time-ordered
elastic Green function as follows (cf. Eq. (4.1) in the discrete case):
−i~cDij(x, t;x′, t′) = 〈Φ0 |T uˆi(x, t)uˆj(x′, t′)|Φ0〉 , (4.135)
where T is the time-ordering operator, and the expectation value 〈Φ0| · |Φ0〉
refers to a time-independent reference state (typically, the ground state or
a thermodynamic ensemble). Contrary to the quantized displacement field,
the Green function is not operator valued but an ordinary complex-valued
function (or distribution, to be more precise). In fact, one can show that—
quite as its name suggest—this quantum field theoretical Green function is a
Green function in the sense of Eq. (4.122) (cf. the remarks at the beginning
of Sec. 4.1.1).
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4.2.2. Classical Lagrangean and functional integral
We now come to the derivation of the effective interaction by quantum
field theoretical methods. We first give a very brief introduction to the func-
tional integral calculus as applied to the displacement field in the continuum
limit, and then go on to rederive the effective phonon-mediated electron-
electron interaction within this formalism. After that, we will show that this
phonon-mediated interaction can be derived even more directly by a classical
elimination procedure. The derivations in this section are completely analo-
gous to the corresponding derivations of the photon-mediated interaction in
quantum electrodynamics as explained in App. E.2.
Elastic Green function in the functional integral formalism.—In the quan-
tum field theoretical setting, the time-ordered elastic Green function can be
obtained from the functional integral with sources (see e.g. [116, 147]),
Z[J ] =
∫
Du exp
(
1
~
Sn0[u] +
1
~c
∫
d4x u(x) · J(x)
)
, (4.136)
where Sn0[u] denotes the classical action (4.102) for the displacement field,
as a second-order functional derivative,
1
~c
Dkℓ(x, x
′) =
1
Z0
δ2Z[J ]
δJk(x)δJℓ(x′)
∣∣∣∣
J≡0
, (4.137)
where Z0 = Z[J ≡ 0]. The proof of this representation is based on the evalua-
tion of Gaussian functional integrals, which will also be needed later in the
rederivation of the effective phonon-mediated interaction from the functional
integral formalism. For the convenience of the reader, we therefore provide
a brief heuristic proof of the above representation of the Green function. We
first rewrite the kinetic term of the Lagrangean (4.103) as
Tn =
ρ0
2
∫
d3x
∫
d3x′
∫
dt′ (∂tu)T(x, t) δ3(x− x′)δ(t− t′) (∂t′u)(x′, t′) ,
(4.138)
which by partial integration is equivalent to
Tn = −ρ0
2
∫
d3x
∫
d3x′
∫
dt′ uT(x, t) δ3(x− x′)(∂2t δ)(t− t′)u(x′, t′) .
(4.139)
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Similarly, the potential term (4.116) can be written as
Vn =
1
2
∫
d3x
∫
d3x′
∫
dt′ uT(x, t)
↔
K(x− x′)δ(t− t′)u(x′, t′) . (4.140)
The action (4.102), which is the time integral of the Lagrangean, can therefore
be expressed as
Sn0 = − 1
2c
∫
d4x
∫
d4x′ uT(x)
↔
D−1(x, x′)u(x′) , (4.141)
where
↔
D−1(x, x′) = ρ0
∂2
∂t2
δ3(x− x′)δ(ct− ct′)↔1 +
↔
K(x− x′) δ(ct− ct′) (4.142)
is the inverse of the elastic Green function defined by Eq. (4.122). This is
in fact a general relation (see e.g. [148, p. 216]): the classical Green func-
tion is the inverse of the operator in the free (bilinear) part of the classical
Lagrangean. In particular, we can now write the functional integral (4.136)
formally as
Z[J ] =
∫
Du exp
(
1
~c
(
−1
2
uT
↔
D−1u+ uTJ
))
. (4.143)
This is a Gaussian functional integral (see e.g. [116]), which can be evaluated
explicitly as follows: by completing the square in the exponent, we have
Z[J ] = exp
(
1
2~c
JT
↔
DJ
)
×
∫
Du exp
(
− 1
2~c
(u−
↔
DJ)T
↔
D−1 (u−
↔
DJ)
)
.
(4.144)
Note that for this formula to be valid, it is necessary that the Green function
is symmetric, DT = D, or more explicitly,
Dij(x, x
′) = Dji(x′, x) . (4.145)
This property holds indeed for time-ordered Green functions, to which the
functional integral formalism applies (as opposed to, say, retarded Green
functions). Coming back to Eq. (4.144), we can now substitute
u−
↔
DJ 7→ u (4.146)
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to obtain the concise result for the Gaussian integral,
Z[J ] = Z0 exp
(
1
2~c
JT
↔
DJ
)
. (4.147)
From this, we can further evaluate the functional derivatives in Eq. (4.137)
as follows: by expanding the exponential,
exp
(
1
2~c
JT
↔
DJ
)
= 1 +
1
2~c
JT
↔
DJ +O(J4) , (4.148)
and using that only the quadratic term gives a non-vanishing contribution to
the second derivative evaluated at J ≡ 0, we obtain
1
Z0
δ2Z[J ]
δJi(x)δJj(x′)
∣∣∣∣
J≡0
=
δ2
δJi(x)δJj(x′)
exp
(
1
2~c
JT
↔
DJ
)∣∣∣∣
J≡0
(4.149)
=
δ2
δJi(x)δJj(x′)
(
1
2~c
JT
↔
DJ
)
(4.150)
=
1
2~c
(
Dij(x, x
′) +Dji(x
′, x)
)
(4.151)
=
1
~c
Dij(x, x
′) , (4.152)
which was the assertion. Note that in the last step, we have used again the
symmetry (4.145) of the elastic Green function.
Phonon-mediated interaction in the functional integral formalism.—In order
to derive an effective electron interaction in the functional integral forma-
lism, we need a field theoretical Lagrangean for the electrons coupled to the
displacement field. Formally, we write this Lagrangean as
L[u, ψ] = Ln0[u] + Lint[u, ψ] + Le0[ψ] . (4.153)
Here, Ln0[u] and Le0[ψ] denote the purely nuclear or electronic parts of the
classical action, respectively. Concretely, Ln0[u] is given by Eq. (4.103), while
Le0[ψ] may refer to the classical Schro¨dinger field or, in principle, even to the
classical Dirac field (see App. E.1). In any case, the interaction Lagrangean
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Lint[u, ψ] is given by the negative of the classical Coulomb interaction energy,
Lint(t) ≡ −δ2Ve−n(t) (4.154)
= −
∫
d3x
∫
d3x′ δρn(x, t) v(x− x′) δρe(x′, t) , (4.155)
As we want to interpret all terms involving nuclear coordinates as functionals
of the displacement field, we write the nuclear charge density as the contin-
uum version of Eq. (4.6):
δρn(x, t) = −ρn0
∫
d3x′u(x′, t) · (∇δ3)(x− x′) (4.156)
= −ρn0 (∇ · u)(x, t) , (4.157)
which is a well-known formula [128, Eq. (45.3)]. By putting this into Eq.
(4.155) and performing a partial integration, the interaction Lagrangean can
be expressed in terms of the displacement field as
Lint(t) = −ρn0
∫
d3x
∫
d3x′u(x, t) · (∇v)(x− x′) δρe(x′, t) . (4.158)
This interaction Lagrangean is of the standard form (4.120) provided that
we identify the force density f with
f (x, t) = −ρn0
∫
d3x′ (∇v)(x− x′) δρe(x′, t) . (4.159)
For later purposes, we note that in terms of the electrostatic force kernel
(4.10) the force density can be written even more concisely as
f (x, t) = ρn0
∫
d3x′ E(x− x′) δρe(x′, t) . (4.160)
We now come back to the action of the coupled nuclear-electronic system,
which is given by the time integral of the Lagrangean (4.153), i.e.,
S[u, ψ] =
∫
dt L(t) = Sn0[u] + Sint[u, ψ] + Se0[ψ] . (4.161)
From the above form of the interaction Lagrangean, it follows that the inter-
action term to the classical action is given by
Sint[u, ψ] =
1
c
∫
d4x u(x) · f (x) . (4.162)
65
Combining this with Eq. (4.141) for the nuclear part, we can write the total
action formally as
S[u, ψ] = − 1
2c
uT
↔
D−1u+
1
c
uTf + Se0[ψ] . (4.163)
Now, within the functional integral approach, the effective action Seff [ψ] for
the electronic subsystem is defined by integrating out the nuclear degrees of
freedom (see e.g. [90, 147, 149, 150]), i.e., through the relation
exp
(
1
~
Seff [ψ]
)
=
1
Z0
∫
Du exp
(
1
~
S[u, ψ]
)
. (4.164)
By putting Eq. (4.163) into this equation and performing the Gaussian func-
tional integral as in Eqs. (4.143)–(4.147), we obtain immediately
Seff [ψ] = Se0[ψ] +
1
2c
fT
↔
Df ≡ Se0[ψ] + Seffe−e[ψ] . (4.165)
Hence, it follows that the effective electron-electron interaction is given by
Seffe−e =
∫
dt Leffe−e(t) , (4.166)
with
Leffe−e(t) =
1
2
∫
d3x
∫
d3x′
∫
c dt′ fT(x, t)
↔
D(x, t;x′, t′) f (x′, t′) . (4.167)
Here, the electronic field variables ψ(x) are hidden in the force vector fields.
In fact, rewriting the effective interaction Lagrangean in terms of the elec-
tronic density fluctuations by means of Eq. (4.160) yields
Leffe−e(t) = −
1
2
∫
d3x
∫
d3x′
∫
c dt′ δρe(x, t) veffe−e(x, t;x
′, t′) δρe(x′, t′) ,
(4.168)
where the effective interaction kernel is given by
veffe−e(x, t;x
′, t′) = ρ2n0
∫
d3y
∫
d3y′ ET(x− y)
↔
D(y, t;y′, t′)E(y′ − x′) .
(4.169)
By Fourier transformation, this is equivalent to
veffe−e(k, ω) = ρ
2
n0 E
†(k)
↔
D(k, ω)E(k) . (4.170)
66
This effective interaction kernel is the continuum analogon of Eq. (4.22).
Finally, with the representation of the nuclear current response function
through the elastic Green function, Eq. (C.74), and the relation (4.11) be-
tween the Coulomb force kernel E(k) and the Coulomb interaction kernel
v(k), the expression for the effective electron-electron interaction reverts to
veffe−e(k, ω) = v(k)χn0(k, ω) v(k) , (4.171)
which agrees indeed exactly with our central result (3.28).
Classical rederivation of phonon-mediated interaction.—Finally, we give a
field theoretical interpretation of the above findings. In fact, the result
(4.167) for the effective electron-electron interaction can be recovered even
more transparently by considerations which exclusively rely on classical La-
grangean field theory. For that purpose, we consider again the Lagrangean
of the displacement field in the form
Ln[u, f ] ≡ Ln0[u] + Lint[u] = −1
2
uT
↔
D−1u+ uTf . (4.172)
This leads via the Euler–Lagrange equations to the equation of motion
↔
D−1u = f . (4.173)
With this formula, the displacement field u can be formally eliminated from
the Lagrangean. This leaves us with the purely electronic Lagrangean,
Leff [ψ] ≡ Le0[ψ] + Leffe−e [f ] , (4.174)
where the interaction Lagrangean is obtained by expressing the displacement
field through the Green function,
Leffe−e [f ] ≡ Ln[u(f ), f ] = Ln[
↔
Df , f ] . (4.175)
Explicitly, we then retrieve directly the expression
Leffe−e [f ] = −
1
2
(
↔
Df )T
↔
D−1 (
↔
Df ) + (
↔
Df )Tf (4.176)
=
1
2
f T
↔
Df (4.177)
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for the effective interaction Lagrangean, which coincides exactly with the
result from the functional integral approach. Note that in Eq. (4.177) we
have used again the symmetry DT = D of the elastic Green function. Thus,
we have shown that on a formal level the effective electron-electron interac-
tion is simply obtained from the coupled Lagrangean (4.172) by eliminating
the dynamical displacement field by means of its response function (i.e. the
elastic Green function).
5. Effective core interaction mediated by electrons
In this final section, we investigate in detail the effective electron-mediated
core interaction. In stark contrast to its phonon-mediated counterpart, this
core interaction does not constitute a very widespread concept, to the ex-
tent that one may even doubt its actual usefulness. To counter this skep-
ticism, we will show in this section that our simple ansatz (3.28) for the
electron-mediated interaction is in fact already common practice, although
its fundamental form has apparently gone unnoticed so far. Concretely, we
will show that the standard treatment of the dynamical matrix in electronic
structure theory precisely corresponds to the introduction of the effective
electron-mediated core interaction in the instantaneous limit.
5.1. Second-order Hellmann–Feynman theorem
We begin this section by proving a useful lemma, which will be employed
later and which is a generalization of the well-known Hellmann–Feynman
theorem (see e.g. [7, pp. 56–59]). A slight variant of this generalization can
also be found in [151, Eqs. (10.34)–(10.35)].
Lemma. Consider a Hamiltonian Hˆ(λ) which depends smoothly on a set
of real parameters λ = (λj)j=1,...,J and which has an orthonormal basis of
eigenvectors {|Ψs(λ)〉, s ∈ N0} with corresponding eigenvalues Es(λ), i.e.,
Hˆ(λ) |Ψs(λ)〉 = Es(λ) |Ψs(λ)〉 . (5.1)
We assume for simplicity that these eigenvalues are non-degenerate. Then
the following identities hold:
∂j 〈Ψs |Hˆ |Ψs〉 = 〈Ψs |∂jHˆ |Ψs〉 , (5.2)
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and
∂i∂j 〈Ψs |Hˆ |Ψs〉 = 〈Ψs |∂i∂jHˆ |Ψs〉
+ 2Re
(∑
r 6=s
〈Ψs |∂iHˆ |Ψr〉〈Ψr |∂jHˆ |Ψs〉
Es − Er
)
,
(5.3)
where we have abbreviated ∂i = ∂/∂λi and suppressed the λ dependencies,
and where Re denotes the real part.
Proof. Equation (5.2) is the (first-order) Hellmann–Feynman theorem and
therefore does not need to be proven here. For the second derivative, we
obtain
∂i∂j 〈Ψs |Hˆ |Ψs〉 = ∂j 〈Ψs |∂iHˆ |Ψs〉 (5.4)
= 〈Ψs |∂i∂jHˆ |Ψs〉+ 〈∂jΨs |∂iHˆ |Ψs〉+ 〈Ψs |∂iHˆ |∂jΨs〉 (5.5)
= 〈Ψs |∂i∂jHˆ |Ψs〉+ 2Re〈Ψs |∂iHˆ |∂jΨs〉 . (5.6)
In the last step we have used that the operator Hˆ(λ) is hermitean for any λ,
and consequently (∂iHˆ)(λ) is hermitean as well. To evaluate the derivative
of the vector |Ψs(λ)〉, we write
Hˆ(λ+ dλj) = Hˆ(λ) +
∑
j
dλj (∂jHˆ)(λ) , (5.7)
and regard the second term as a perturbation to Hˆ(λ). By the usual Rayleigh-
Schro¨dinger perturbation theory [135, Sec. 11.1], this yields
|Ψs(λ+ dλj)〉
= |Ψs(λ)〉+
∑
j
dλj
∑
r 6=s
|Ψr(λ)〉〈Ψr(λ)|∂jHˆ(λ)|Ψs(λ)〉
Es − Er (5.8)
≡ |Ψs(λ)〉+
∑
j
dλj |∂jΨs(λ)〉 . (5.9)
Putting this result into Eq. (5.6) shows the assertion. ✷
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5.2. Nuclear equilibrium positions
The connection (4.6) between the displacement field and the density fluc-
tuation as well as the expression (3.50) for the Coulomb interaction in terms
of the fluctuation interaction and the Hartree potential allow for a rederiva-
tion of the nuclear equilibrium positions, which will become important later
and is hence to be explained in this subsection.
The equilibrium positions as calculated in electronic structure theory (see
Sec. 2.2.2) are defined such that they minimize the total potential energy Vn of
the nuclei. In terms of the deviations un, this implies the necessary condition
δVn[u]
δun
∣∣∣∣
u=0
= 0 , (5.10)
where Vn[u] = Vn−n[u] + Ee0[u] is given by Eqs. (2.42)–(2.47). To evaluate
this condition, we first rewrite the internuclear Coulomb interaction in terms
of a fluctuation interaction and a Hartree potential analogous to Eq. (3.50):
Vn−n = δV nH + δ
2Vn−n + V 0n−n , (5.11)
where
δV nH =
∫
d3x δρn(x)ϕ
n
H(x) , (5.12)
and the Hartree potential is given by
ϕnH(x) =
∫
d3x′ v(x− x′)ρn0(x′) . (5.13)
We further use the expression (4.6) for the nuclear density fluctuation in
terms of the displacement field, which can be written equivalently as
δρn(x) = −Ze
∑
m
um · (∇δ3)(x− xm0) . (5.14)
Now, only the first term on the right hand side of Eq. (5.11) enters the equi-
librium condition (5.10), because the second term is of order two, and the
third term is of order zero in the displacement field. Thus, we obtain
δVn−n[u]
δun
∣∣∣∣
u=0
= −Ze δ
δun
∫
d3x ϕnH(x)
∑
m
um · (∇δ3)(x− xm0) (5.15)
= −Ze
∫
d3x ϕnH(x) (∇δ3)(x− xn0) (5.16)
= Ze (∇ϕnH)(xn0) , (5.17)
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where we have used again partial integration. Next, we calculate the deriva-
tive of the electronic contribution to Vn[u], using the Hellmann–Feynman
theorem, as follows:
δEe0[u]
δun
=
δ
δun
〈
Ψ0[u]
∣∣Hˆe0[u]∣∣Ψ0[u]〉 (5.18)
=
〈
Ψ0[u]
∣∣∣∣ δHˆe0[u]δun
∣∣∣∣Ψ0[u]〉 . (5.19)
The electronic Hamiltonian Hˆe0 as defined by Eqs. (2.46)–(2.47) depends on
the displacement field only through the external potential. This yields
δHˆe0[u]
δun
∣∣∣∣
u=0
= Ze
δ
δun
∑
m
∫
d3x v(x− xm0 − um) ρˆe(x)
∣∣∣∣
u=0
(5.20)
= −Ze
∫
d3x (∇v)(x− xn0) ρˆe(x) , (5.21)
and consequently,
δEe0[u]
δun
∣∣∣∣
u=0
= −Ze
∫
d3x (∇v)(x− xn0) ρe0(x) (5.22)
= Ze (∇ϕeext)(xn0) , (5.23)
where ρe0(x) = 〈Ψ0 | ρˆe(x)|Ψ0〉, and the external potential is given by
ϕeext(x) =
∫
d3x′ v(x− x′) ρe0(x′) . (5.24)
In summary, we have thus shown that the equilibrium condition (5.10) is
equivalent to the equation
EnH(xn0) +E
e
ext(xn0) = 0 , (5.25)
where the Hartree and the external electric field are respectively defined by
EnH(x) = −∇ϕnH(x) = −∇
(∫
d3x′ v(x− x′)ρn0(x′)
)
, (5.26)
Eeext(x) = −∇ϕeext(x) = −∇
(∫
d3x′ v(x− x′)ρe0(x′)
)
. (5.27)
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These are none other than the Coulomb force fields generated respectively
by the nuclear and the electronic reference charge densities. We therefore ob-
tain the highly intuitive and satisfying result that the equilibrium positions
as calculated in electronic structure theory are identical to the classical equi-
librium positions defined by the vanishing of the electrostatic forces exerted
on the nuclei by the electrons and by the nuclei themselves.
5.3. Expansion of the core Hamiltonian
Quite as in the electronic case, the fundamental expression (3.37) for the
total effective core interaction may not be useful in practice due to the high
degree of the nuclear localization. Fortunately, however, we may use again
Eq. (4.5) to express the effective interaction in terms of the displacement
field. For this purpose, we start from the effective nuclear Hamiltonian given
by Eqs. (3.35) and (3.53), i.e.,
Hn = Tn + Vn−n + V eext + δ
2V effn−n (5.28)
= Tn + V
e
ext + V
n
H + δ
2V totn−n − V 0n−n , (5.29)
and perform a second-order expansion in terms of the displacement field.
We use again the decomposition ρn = ρn0 + δρn, but with the second-order
expansion of the density fluctuation,
δρn(x, t) = −Ze
∑
n, i
ui(xn0, t)
(
∂
∂xi
δ3(x− xn0)
)
+
1
2
Ze
∑
n, i, j
ui(xn0, t)
(
∂2
∂xi∂xj
δ3(x− xn0)
)
uj(xn0, t) .
(5.30)
For the term V eext = ρnϕ
e
ext = ρn0ϕ
e
ext+δV
e
ext , we then find up to second order
in the displacement field,
δV eext[u] = Ze
∑
n, i
ui(xn0, t)
∂ϕeext(x)
∂xi
∣∣∣∣
x=xn0
+
1
2
Ze
∑
n, i, j
ui(xn0, t) uj(xn0, t)
∂2ϕeext(x)
∂xi∂xj
∣∣∣∣
x=xn0
.
(5.31)
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The analogous expansion holds for the term V nH = ρnϕ
n
H . Furthermore, for
the term δ2V totn−n = δρnv
tot
n−nδρn (cf. the explicit expression (3.32)), we find
δ2V totn−n[u] = (5.32)
1
2
Z2e2
∑
n, i,m, j
∫
c dt′ ui(xn0, t)uj(xm0, t′)
∂2vtotn−n(x, t;x
′, t′)
∂xi∂x′j
∣∣∣∣
x=xn0
x′=xm0
.
Finally, the kinetic energy is already a second-order expression in the dis-
placement field given by
Tn[u] =
M
2
∑
n
|u˙(xn0, t)|2 . (5.33)
Thus, up to second order in the displacement field (and neglecting constant
terms), we obtain from Eq. (5.29) the effective nuclear Hamiltonian,
H(2)n [u] =
M
2
∑
n, i
u˙i(xn0, t) u˙i(xn0, t) (5.34)
+ Ze
∑
n, i
ui(xn0, t)
∂(ϕeext + ϕ
n
H)(x)
∂xi
∣∣∣∣
x=xn0
+
1
2
Ze
∑
n, i, j
ui(xn0, t)uj(xn0, t)
∂2(ϕeext + ϕ
n
H)(x)
∂xi∂xj
∣∣∣∣
x=xn0
+
1
2
Z2e2
∑
n, i,m, j
∫
c dt′ ui(xn0, t)uj(xm0, t′)
∂2vtotn−n(x,x
′; t− t′)
∂xi∂x′j
∣∣∣∣
x=xn0
x′=xm0
.
Now, since xn0 are the nuclear equilibrium positions, the u-linear contri-
bution to this Hamiltonian has to vanish (see Sec. 5.2, Eq. (5.25)). Hence,
taking the instantaneous limit of Eq. (5.34) leads to a true, second-order
Hamiltonian for the displacement field.
5.4. Connection to the dynamical matrix
In the preceding subsection, we have derived a second-order effective
Hamiltonian for the nuclear displacement field. On the other hand, such
a Hamiltonian is already known from the treatment of the quantized dis-
placement field in electronic structure theory (see Sec. 2.3, Eq. (2.55) with
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the dynamical matrix given by Eq. (2.123)). The question therefore arises:
how are these two Hamiltonians related? To answer this question, we first
rewrite Eq. (5.34) (disregarding the linear terms) as
H(2)n [u] = Tn[u] + (Vn−n + V
e
ext + δ
2V effn−n )
(2)[u] (5.35)
≡ Tn[u] + V (2)n−n[u] +
1
2
uT
↔
Mu . (5.36)
Here, V
(2)
n−n denotes second-order contribution to the internuclear Coulomb
interaction, and we have used the shorthand notation
uT
↔
Mu =
∑
n, i,m, j
∫
c dt′ ui(xn0, t)Mij(xn0,xm0 ; t− t′) uj(xm0, t′) , (5.37)
with the matrix M given explicitly by
Mij(xn0,xm0 ; t− t′) = Ze δnm δ(ct− ct′) ∂
2ϕeext(x)
∂xi∂xj
∣∣∣∣
x=xn0
+ Z2e2
∂2veffn−n(x,x
′; t− t′)
∂xi∂x
′
j
∣∣∣∣
x=xn0
x′=xm0
.
(5.38)
Note that we have used the splitting (5.28) instead of (5.29), and hence the
Hartree potential ϕnH does not appear in this expression. We will now prove
the following astonishing fact:
Theorem. The instantaneous limit of the total effective core Hamiltonian
(5.36) coincides with the standard phonon Hamiltonian Hphon defined by
Eqs. (2.55), (2.123) and (2.42)–(2.47), i.e., we have the identity
H(2)n [u](ω = 0) = Hphon[u] . (5.39)
In particular, this implies that the dynamical matrix from electronic structure
theory (see Sec. 2.3.3) already incorporates the effective electron-mediated
core interaction as derived in this article.
Proof. By comparing Eqs. (5.36) and (2.55), we first note that both terms
contain the kinetic contribution Tn[u], and hence our assertion is in fact
equivalent to
V
(2)
n−n[u] +
1
2
uT
↔
M(ω = 0)u =
1
2
uT
↔
K u . (5.40)
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Furthermore, by Eqs. (2.123) and (2.42), we can write
1
2
uT
↔
Ku = V (2)n [u] = V
(2)
n−n[u] + E
(2)
e0 [u] . (5.41)
Hence, both sides of Eq. (5.40) also contain the second-order contribution to
the internuclear Coulomb interaction, and it only remains to show that
1
2
uT
↔
M(ω = 0)u = E
(2)
e0 [u] , (5.42)
or equivalently,
Mij(xn0,xm0 ; ω = 0) =
∂2Ee0[u]
∂ui(xn0)∂uj(xm0)
∣∣∣∣
u=0
. (5.43)
To prove this equation, we employ the second-order Hellmann–Feynman the-
orem as stated in Sec. 5.1: using the defining equation (2.45) for Ee0 , we
obtain
∂2Ee0
∂ui(xn0)∂uj(xm0)
∣∣∣∣
u=0
=
〈
Ψ0
∣∣∣∣ ∂2Vˆ next∂ui(xn0)∂uj(xm0)
∣∣∣∣Ψ0〉∣∣∣∣
u=0
(5.44)
+ 2Re
(∑
s 6=0
1
E0 − Es
〈
Ψ0
∣∣∣∣ ∂Vˆ next∂ui(xn0)
∣∣∣∣Ψs〉〈Ψs ∣∣∣∣ ∂Vˆ next∂uj(xm0)
∣∣∣∣Ψ0〉) ∣∣∣∣
u=0
.
Here, we have used that the Hamiltonian Hˆe0 as defined by Eq. (2.46) depends
on u only through the external potential Vˆ next[u]. The latter can be expanded
to second order in u as
Vˆ next[u] = Ze
∑
n
∫
d3x′ ρˆe(x′)
(
v(x′ − xn0)−
∑
i
ui(xn0)
∂v(x′ − xn0)
∂x′i
+
1
2
∑
i, j
ui(xn0)uj(xn0)
∂2v(x′ − xn0)
∂x′i∂x
′
j
)
. (5.45)
Thus, we get for the first derivative (as in Sec. 5.2),
∂Vˆ next
∂ui(xn0)
∣∣∣∣
u=0
= Ze
∂
∂xi
∫
d3x′ v(x− x′) ρˆe(x′)
∣∣∣∣
x=xn0
, (5.46)
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and similarly, for the second derivative,
∂2Vˆ next
∂ui(xn0)∂uj(xm0)
∣∣∣∣
u=0
= Ze δnm
∂2
∂xi∂xj
∫
d3x′ v(x− x′) ρˆe(x′)
∣∣∣∣
x=xn0
.
(5.47)
By putting these results into Eq. (5.44), the first term yields
Ze δnm
∂2
∂xi∂xj
∫
d3x′ v(x− x′)〈Ψ0 | ρˆe(x′)|Ψ0〉
∣∣∣∣
x=xn0
(5.48)
= Ze δnm
∂2ϕeext(x)
∂xi∂xj
∣∣∣∣
x=xn0
, (5.49)
while the second term yields
Z2e2
∂2
∂xi∂x′j
∫
d3y
∫
d3y′ v(x− y) (5.50)
× 2Re
(∑
s 6=0
〈Ψ0 | ρˆe(y)|Ψs〉〈Ψs | ρˆe(y′)|Ψ0〉
E0 − Es
)
v(y′ − x′)
∣∣∣∣ x=xn0
x′=xm0
.
The term in brackets coincides with the zero-frequency limit of the electronic
density response function χe0 as given by the Kubo formula in the spectral
representation (see Eq. (C.39)). Hence, the second term in Eq. (5.44) equals
Z2e2
∂2
∂xi∂x
′
j
∫
d3y
∫
d3y′ v(x− y) (5.51)
× χe0(y,y′; ω = 0) v(y′ − x′)
∣∣∣∣ x=xn0
x′=xm0
= Z2e2
∂2veffn−n(x,x
′; ω = 0)
∂xi∂x′j
∣∣∣∣
x=xn0
x′=xm0
, (5.52)
where we have used again our central result (3.29). Thus, we have shown
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that Eq. (5.44) is equivalent to
∂2Ee0
∂ui(xn0)uj(xm0)
∣∣∣∣
u=0
(5.53)
= Ze δnm
∂2ϕeext(x)
∂xi∂xj
∣∣∣∣
x=xn0
+ Z2e2
∂2veffn−n(x,x
′ ; ω = 0)
∂xi∂x
′
j
∣∣∣∣
x=xn0
x′=xm0
.
This expression coincides precisely with Eq. (5.38) for Mij(ω = 0) and hence
yields Eq. (5.43). This concludes our proof of the theorem. ✷
Finally, we remark that the possibility of expressing the dynamical matrix
in terms of the effective core interaction ultimately hinges on the connection
of the former to the density response function. We therefore particularly ac-
knowledge the excellent textbook [129] by W. Scha¨fer and M.Wegener, where
this crucial insight can already be found (see [129, Eq. (11.25)]).
6. Conclusion
We have proposed a general method to derive effective phonon-mediated
and electron-mediated interactions, which consists in the elimination of the
phononic or electronic degrees of freedom by means of linear response theory.
This approach starts directly from the fundamental Hamiltonian of electrons
and nuclei and is hence suitable for first-principles calculations. In parti-
cular, it does not necessitate any approximation other than the decoupling
procedure itself. A key advantage of the Response Theory of effective inter-
actions lies in its conceptual simplicity: a plethora of different motivations
for effective interactions, ranging from functional integrals to second-order
perturbation theory, can be condensed into the simple, easily comprehensi-
ble ansatz (3.28)–(3.29). Apart from this, the most important conceptual
results of this approach can be summarized as follows:
1. Effective interactions serve as a heuristic tool to decouple a compound
system interacting through the Coulomb potential into two formally
independent subsystems. This is achieved by screening the interaction
of each subsystem with the respective response function of the other
subsystem. Thus, the total effective interactions can be expressed in
terms of screened interaction kernels (Secs. 3.1–3.2).
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2. Consequently, in addition to the usual phonon-mediated electron in-
teraction, one necessarily has to introduce an electron-mediated core
interaction (Sec. 3.1).
3. In their most abstract form, the expressions for these effective inter-
actions are completely symmetric under the exchange of electrons and
nuclei (Eqs. (3.28)–(3.29)).
4. The effective electron-electron and effective core interactions act on the
respective density fluctuations, not on the densities themselves. Hence,
they can be combined with the ordinary Coulomb interaction only if a
Hartree potential is split off from the latter (Sec. 3.3).
5. From the most abstract expressions, all well-known concrete exressions
for the phonon-mediated electron interaction can be recovered in suit-
able limiting cases, in particular the expressions in terms of the elastic
Green function and the phonon dispersion relation (Sec. 4.1).
6. The phonon-mediated interaction is consistent with the notion of effec-
tive interactions used in the functional integral approach (Sec. 4.2).
7. The standard expression of the dynamical matrix as used in electronic
structure theory corresponds to an electron-mediated effective core in-
teraction in the instantaneous limit (Sec. 5.4).
Our general formulae (3.28)–(3.29) for the phonon-mediated and electron-
mediated interactions in terms of the respective density response functions
are valid for any material. In particular, they include all possible effects of
inhomogeneity and anisotropy. If combined with the Kubo formalism for
the density response functions, they would therefore lend themselves to the
ab initio calculation of effective interactions. These may in turn be used
as initial interactions in subsequent fRG studies, and hence also allow for
an unbiased, first-principles prediction of superconducting order parameters
and transition temperatures in realistic material models.
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A. Notations and Conventions
In this appendix, we assemble a number of conventions mainly concerning
the Fourier transform taken to different limites. In the initial Sec. A.1, we
fix the formulae for the Fourier transform on a finite lattice. The latter
directly corresponds to the nuclear equilibrium positions of a real, i.e. finite
crystal. Next, in Sec. A.2 we consider the thermodynamic limit of infinitely
many lattice points. Its importance stems from theoretical materials physics:
Strictly speaking, no quantity calculated for a finite system corresponds to
a material property “as such”. Instead, it always depends on the concrete
system characterized by a finite particle numberN (or, alternatively, a certain
macroscopic length like L = Na, etc.). By contrast, a pure material property
such as the dielectric constant εr = 81 or the refractive index n = 1.3 [152,
Table 3.2] of water does not refer to the number of molecules in the water
probe or the latter’s linear dimension. Therefore, in order to describe pure
material properties, one always has to take the results to the thermodynamic
limit. Intuitively, in this limit the material would “homogeneously” fill out
the whole space. In the closing Secs. A.3 and A.4, we then consider the
continuum limit both in combination with and without the thermodynamic
limit. This limit is not so much of a conceptual, but of a practical importance.
In fact, in the continuum limit the lattice spacing goes to zero, and any
function originally defined on the lattice becomes an ordinary function of a
continuous variable. Thus, this limit corresponds to the treatment of the
displacement field as in “macroscopic” continuum mechanics. However, we
remark that the continuum limit is actually counterfactual, because there is
a cutoff wavelength for the displacement field in the Fourier domain, which
is determined by the Brillouin zone boundary and which may not simply be
removed. So, the importance of this limit lies rather in the fact that it allows
to employ the usual differential calculus, which simplifies certain calculations
that would otherwise become rather cumbersome. From this we have taken
benefit especially in Secs. 4.2 and C.2.
79
A.1. Lattice Fourier transformation
We first assemble the formulary of the lattice Fourier transformation,
which is essentially the discrete Fourier transformation in disguise. For this
purpose, we define the dual lattice Γ∗ as the set of possible discrete wavevec-
tors associated with the direct lattice Γ defined in Sec. 2.2.1. Per defini-
tionem, dual lattice vectors (or Bloch vectors) k ≡ km obey
xn0 · km = 2π
(
n1m1
N1
+
n2m2
N2
+
n3m3
N3
)
(A.1)
for any direct lattice vector xn0. The dual lattice vectors can be constructed
by means of the base vectors of the reciprocal lattice, which are defined by
the condition
ai · bj = 2π δij , (A.2)
and given explicitly by
bi = πǫijk
aj × ak
|a1 · (a2 × a3)| , (A.3)
where the ai (i = 1, 2, 3) are the base vectors of the direct lattice. Any dual
lattice vector is a linear combination of the form
km =
m1
N1
b1 +
m2
N2
b2 +
m3
N3
b3 , (A.4)
where the mi are integers obeying
0 ≤ mi < Ni . (A.5)
Hence, the dual lattice is defined as
Γ∗ =
{
km ; m = (m1, m2, m3), 0 ≤ mi < Ni (i = 1, 2, 3)
}
. (A.6)
In particular, there are N = N1N2N2 dual wavevectors, exactly as many
as there are direct lattice points. By contrast, the reciprocal lattice vectors
themselves are linear combinations of the form
Gm = m1b1 +m2b2 +m3b3 , (A.7)
with arbitrary integers mi ∈ Z. These span the reciprocal lattice, which
hence comprises infinitely many points.
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With these prerequisites, we now define the Fourier transform of a field
quantity u ≡ u(xn0), xn0 ∈ Γ, by the unitary transformation
u(km) =
1√
N
∑
xn0∈Γ
u(xn0) e
−ikm·xn0 , (A.8)
where km ∈ Γ∗. The inverse transformation reads
u(xn0) =
1√
N
∑
km∈Γ∗
u(km) e
ikm·xn0 , (A.9)
which can be shown using the identity
δnm ≡ δxn0,xm0 =
1
N
∑
k∈Γ∗
eik ·(xn0−xm0) . (A.10)
Similarly, the Fourier transformation of lattice integral kernels (such as the
dynamical matrix or the elastic Green function) is defined such that a relation
f (xn0) =
∑
m
↔
K(xn0,xm0)u(xm0) (A.11)
in the direct lattice is equivalent to
f (kn) =
∑
m
↔
K(kn,km)u(km) (A.12)
in the dual lattice. Explicitly, we thus obtain
↔
K(kn,km) =
1
N
∑
x∈Γ
∑
x′∈Γ
e−ikn·x
↔
K(x,x′) eikm·x
′
, (A.13)
↔
K(xn0,xm0) =
1
N
∑
k∈Γ∗
∑
k′∈Γ∗
eik ·xn0
↔
K(k,k′) e−ik
′·xm0 . (A.14)
Concretely, for a homogeneous kernel,
↔
K(xn0, xm0) =
↔
K(xn0 − xm0) , (A.15)
these definitions imply in Fourier space that
↔
K(kn, km) =
↔
K(kn) δnm . (A.16)
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The Fourier transformation then simplifies as follows:
↔
K(km) =
∑
n
↔
K(rn) e
−ikm·rn , (A.17)
↔
K(rn) =
1
N
∑
m
↔
K(km) e
ikm·rn , (A.18)
where rn denotes the difference between any two direct lattice vectors and
can itself be regarded as an element of Γ. The above relations are analogous to
Eqs. (A.8)–(A.9) up to the prefactors (cf. [123, Sec. 2.1]). Finally, we remark
that in the context of the lattice Fourier transformation, any dual lattice
vector km can be arbitrarily altered by a reciprocal lattice vector, km 7→
km + G. Thus, the dual lattice can also be chosen to lie more symmetric
around the origin. For example, we may replace Eq. (A.5) by
− Ni
2
≤ mi < Ni
2
, (A.19)
if Ni is assumed even. This choice has the advantage that with any wavevec-
tor km, its reflected counterpart −km lies also in the dual lattice, a fact
which has often been used in the main text.
A.2. Thermodynamic limit
Per definitionem, in the thermodynamic limit the number of lattice points
goes to infinity, N →∞, such that the direct lattice becomes
Γ→ {xn0 ; n = (n1, n2, n3), ni ∈ Z (i = 1, 2, 3)} . (A.20)
In Fourier space, the thermodynamic limit corresponds to a continuum limit
in the sense that the dual lattice turns into the primitive unit cell of the
reciprocal lattice (see [114, p. 73]),
Γ∗ → {k = µ1b1 + µ2b2 + µ3b3 ; 0 ≤ µi < 1 (i = 1, 2, 3)} . (A.21)
Again, by suitably adding reciprocal lattice vectors, the primitive unit cell of
the reciprocal lattice can be chosen to be more symmetric with respect to the
origin. For example, one may take −0.5 ≤ µi < 0.5 in Eq. (A.21). Here, we
will make yet another choice (which is standard in solid-state physics): we
replace Γ∗ by the (first) Brillouin zone B, which is the Wigner-Seitz cell of
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the reciprocal lattice (see e.g. [114, p. 73]), i.e., the region in k space which
is closer to the origin than to any other point of the reciprocal lattice. The
volume of the Brillouin zone is given by
|B| = |b1 · (b2 × b3)| = (2π)
3
V0
, (A.22)
where
V0 =
V
N
= |a1 · (a2 × a3)| (A.23)
is the volume of the primitive unit cell of the direct Bravais lattice.
Any summation over dual lattice vectors can now be interpreted as a
Riemann sum, which in the thermodynamic limit approaches an integral
over the Brillouin zone, i.e.,∑
km∈Γ∗
f(km)∆
3km →
∫
B
f(k) d3k . (A.24)
Here, the differential ∆3km corresponds to the Brillouin zone volume per
dual lattice vector,
∆3km =
|B|
N
=
(2π)3
V
. (A.25)
We thus find the replacement rule for summations over dual lattice vectors,∑
km∈Γ∗
7→ V
(2π)3
∫
B
d3k . (A.26)
Next, we consider the Kronecker delta for dual lattice vectors, which has the
property that for an arbitrary function f ,
f(km) =
∑
kn∈Γ∗
δmnf(kn) . (A.27)
On the other hand, the Dirac delta distribution in momentum space is defined
such that
f(k) =
∫
B
d3k′ δ3(k − k′)f(k′) . (A.28)
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By taking the thermodynamic limit of Eq. (A.27), f(km)→ f(k), using Eq.
(A.26) and comparing the result with Eq. (A.28), we obtain the replacement
rule for the Kronecker delta,
δkmkn 7→
(2π)3
V
δ3(k − k′) . (A.29)
We now come to the Fourier transformation. In the thermodynamic limit,
the Fourier transform of the displacement field is defined by
u(k) =
1√|B| ∑
xn0∈Γ
u(xn0) e
−ik ·xn0 , (A.30)
while the inverse transformation reads
u(xn0) =
1√|B|
∫
B
d3k u(k) eik ·xn0 , (A.31)
as can be shown by the identity
δnm =
1
|B|
∫
B
d3k eik ·(xn0−xm0) . (A.32)
By taking the thermodynamic limit of Eqs. (A.8)–(A.9)—keeping u(xn0) in
direct space fixed—and comparing the result with Eqs. (A.30)–(A.31), we
find that the Fourier transform of any field quantity should be replaced in
the thermodynamic limit as follows:
u(km) 7→
√
|B|
N
u(k) =
√
(2π)3
V
u(k) . (A.33)
Similarly, by defining the Fourier transformation of the dynamical matrix in
the thermodynamic limit as
↔
K(k,k′) =
1
|B|
∑
xn0∈Γ
∑
xm0∈Γ
e−ik ·xn0
↔
K(xn0,xm0) e
ik′·xm0 , (A.34)
↔
K(xn0,xm0) =
1
|B|
∫
B
d3k
∫
B
d3k′ eik ·xn0
↔
K(k,k′) e−ik
′·xm0 , (A.35)
and comparing these equations with Eqs. (A.13)–(A.14), we obtain the re-
placement rule for the dynamical matrix,
↔
K(km,kn) 7→ (2π)
3
V
↔
K(k,k′) . (A.36)
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By using the lattice translation invariance of the dynamical matrix, which
implies Eq. (A.16) and respectively,
↔
K(k,k′) =
↔
K(k) δ3(k − k′) , (A.37)
we further obtain (using Eqs. (A.29) and (A.36)) the rule
↔
K(km) 7→
↔
K(k) . (A.38)
This means, the reduced kernel of the dynamical matrix (depending on one
wavevector only) remains invariant in the thermodynamic limit. The same
applies to the elastic Green function defined by(−Mω2 + ↔K(k))↔D(k, ω) = ↔1 , (A.39)
i.e., in the thermodynamic limit,
↔
D(km, ω) 7→
↔
D(k, ω) . (A.40)
Finally, we consider the mode expansion coefficients. In the discrete case
they fulfill the Poisson bracket relations (2.100), i.e.,{
akmλ, a
∗
knλ′
}
= (i~)−1δkmkn δλλ′ , (A.41)
while in the thermodynamic limit they are supposed to obey{
akλ, a
∗
k′λ′
}
= (i~)−1δ3(k − k′)δλλ′ . (A.42)
Taking into account Eq. (A.29), we therefore find the relation
akmλ 7→
√
(2π)3
V
akλ . (A.43)
With all these replacement rules, the mode expansion of the displacement
field, Eq. (2.87), can be written in the thermodynamic limit as follows:
u(xn0, t) =
1√|B|
∫
B
d3k
3∑
λ=1
√
~
2Mωkλ
× (akλ(t) ekλ eik·xn0 + a∗kλ(t) e∗kλ e−ik·xn0 ) .
(A.44)
Similarly, from Eq. (2.88) one obtains the mode expansion of the conjugate
momentum pi(xn0, t) = M∂tu(xn0, t). The displacement field and its con-
jugate momentum obey the same Poisson bracket relations in real space,
Eqs. (2.60)–(2.62), as in the case of a finite lattice.
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A.3. Continuum limit
We first describe the continuum limit for a finite sample with volume V .
For this purpose, we define the new unit vectors (i = 1, 2, 3)
ari :=
1
r
ai (A.45)
for any positive integer r ∈ N, and let
xrn := n1a
r
1 + n2a
r
2 + n3a
r
3 . (A.46)
Thus, we define a new Bravais lattice with N r = r3N points as
Γr :=
{
xrn ; n = (n1, n2, n3), 0 ≤ ni < rNi (i = 1, 2, 3)
}
. (A.47)
Since the volume of the primitive cell becomes
V r0 = |ar1 · (ar2 × ar3)| =
1
r3
V0 , (A.48)
the volume of the whole sample remains constant for each r,
N rV r0 = NV0 ≡ V . (A.49)
The continuum limit is now defined by letting r → ∞. Then the discrete
Bravais lattice turns into a parallelepiped,
Γr → V := {x = ℓ1a1 + ℓ2a2 + ℓ3a3 ; ℓi ∈ [0, Ni) for i = 1, 2, 3} , (A.50)
with sidelengths Li = Niai and volume |V| = V . Furthermore, the unit
vectors of the reciprocal lattice are given for any finite r by
bri = rbi , (A.51)
and hence the dual lattice vectors are given by
km =
m1
rN1
br1 +
m2
rN2
br2 +
m3
rN3
br3 =
m1
N1
b1 +
m2
N2
b2 +
m3
N3
b3 , (A.52)
with
0 ≤ mi < rNi . (A.53)
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This shows that the dual lattice becomes larger with increasing r, but the
distances between the dual lattice vectors remain invariant. For r →∞, the
dual lattice becomes infinite,
(Γr)∗ → {km ; m = (m1, m2, m3), mi ∈ Z (i = 1, 2, 3)} . (A.54)
In the continuum limit, the displacement field becomes an ordinary continu-
ous vector field defined on the volume V, i.e.,
u(xn0, t) 7→ u(x, t) . (A.55)
Analogous to the thermodynamic limit, any summation over direct lattice
vectors can now be interpreted as a Riemann sum which in the continuum
limit approaches an integral over V, i.e.,∑
xn0∈Γ
f(xn0)∆
3xn0 →
∫
V
d3x f(x) . (A.56)
Here, the differential ∆3xn0 corresponds to the volume per lattice vector,
∆3xn0 =
V
N
= V0 . (A.57)
We thus find the replacement rule for summations over direct lattice vectors,∑
xn0∈Γ
7→ 1
V0
∫
V
d3x . (A.58)
Similarly, the Kronecker delta for direct lattice vectors turns into the Dirac
delta distribution in real space,
δxn0,xm0 7→ V0 δ3(x− x′) . (A.59)
Next, we come to the Fourier transformation. In the continuum limit, the
Fourier transform of a field quantity is defined by
u(km) =
1√
V
∫
V
d3x u(x) e−ikm·x , (A.60)
while the inverse transformation reads
u(x) =
1√
V
∑
km∈Γ∗
u(km) e
ikm·x , (A.61)
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as can be shown by the identity
δkmkn =
1
V
∫
V
d3x ei(km−kn) ·x . (A.62)
By comparing these equations with the corresponding discrete transforma-
tions, Eqs. (A.8)–(A.9), we see that the Fourier transform of the displacement
field should be replaced in the continuum limit as
u(km) 7→ 1√
V0
u(km) . (A.63)
We now turn to the dynamical matrix, which is defined in the continuum
limit such that
Vphon =
1
2
∫
V
d3x
∫
V
d3x′ uT(x)
↔
K(x,x′)u(x′) . (A.64)
Comparing this with Eq. (2.55) in the discrete case and using the replacement
rule (A.58) for the summations over lattice vectors, we find that
↔
K(xn0,xm0) 7→ V 20
↔
K(x,x′) . (A.65)
In Fourier space, this implies the replacement rule
↔
K(km,kn) 7→ V0
↔
K(km,kn) , (A.66)
or in the homogeneous case,
↔
K(km) 7→ V0
↔
K(km) . (A.67)
The elastic Green function defined by(−Mω2 + ↔K(km))↔D(km, ω) = ↔1 , (A.68)
therefore has to be replaced in the continuum limit by
↔
D(km, ω) 7→ 1
V0
↔
D(km, ω) . (A.69)
Finally, the Poisson bracket relations remain invariant in the continuum limit,{
akmλ, a
∗
knλ′
}
= (i~)−1δkmkn δλλ′ , (A.70)
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and so do the mode expansion coefficients. Therefore, the mode expansion
(2.87) can be written in the continuum limit as follows:
u(x, t) = (A.71)
1√
V
∑
k∈Γ∗
3∑
λ=1
√
~
2ρ0ωkλ
(
akλ(t) ekλ e
ik·x + a∗kλ(t) e
∗
kλ e
−ik·x) ,
where the reference mass density ρ0 has been defined in Eq. (4.105). The
continuous displacement field now obeys the Poisson bracket relation{
ui(x, t), πj(x
′, t)
}
= δij δ
3(x− x′) . (A.72)
By our convention that the displacement field in real space remains invari-
ant, u(xm, t) 7→ u(x, t), and by Eq. (A.59), it follows that the conjugate
momentum in real space has to be replaced by
pi(xm, t) 7→ V0 pi(x, t) , (A.73)
and is therefore given by
pi(x, t) =
M
V0
∂
∂t
u(x, t) = ρ0
∂
∂t
u(x, t) . (A.74)
The mode expansion of pi(x, t) can then be directly obtained.
A.4. Combined limites and synopsis
By taking the thermodynamic and the continuum limit at the same time,
both the direct and the dual lattice vectors turn into continuous variables,
xn → x , (A.75)
km → k , (A.76)
ranging in the whole three-dimensional space R3. Correspondingly, all sum-
mations should be replaced by integrals according to∑
xn0∈Γ
7→ 1
V0
∫
d3x , (A.77)
∑
km0∈Γ∗
7→ V
(2π)3
∫
d3k , (A.78)
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where V is the volume of the probe and V0 = V/N the volume of the primi-
tive cell. These two factors should in the end disappear from any relation
between physical quantities. Similarly, the Kronecker deltas are replaced by
Dirac delta distributions as in Eqs. (A.29) and (A.59). The Fourier transfor-
mation is defined in the combined limit by
u(k) =
1
(2π)3/2
∫
d3x u(x) e−ik·x , (A.79)
while the inverse transformation reads
u(x) =
1
(2π)3/2
∫
d3k u(x) eik·x , (A.80)
as can be shown by the identity
δ3(x− x′) = 1
(2π)3
∫
d3k eik·(x−x
′) . (A.81)
In particular, by requiring again that the displacement field in real space
remains invariant, u(xm) 7→ u(x), this implies the replacement rule of its
Fourier transform,
u(km) 7→
√
1
V0
√
(2π)3
V
u(k) =
√
(2π)3N
V 2
u(k) . (A.82)
Similar replacement rules can again be derived for the dynamical matrix and
the elastic Green function. Finally, the mode expansion coefficients transform
according to Eq. (A.43), and the mode expansion can be expressed in the
combined limit as
u(x, t) = (A.83)
1
(2π)3/2
∫
d3k
3∑
λ=1
√
~
2ρ0ωkλ
(
akλ(t) ekλ e
ik·x + a∗kλ(t) e
∗
kλ e
−ik·x) ,
with the mass density ρ0 given by Eq. (4.105). As expected, this formula
does not explicitly depend on the parameters V , N or M anymore (only
through ρ0). Finally, the continuous displacement field obeys again the
Poisson bracket relation (A.72) with the conjugate momentum defined as
in Eq. (A.74).
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Table 1 summarizes all the replacement rules derived in this appendix
for the thermodynamic limit, the continuum limit and the combined limites.
These rules can be used to unequivocally convert the exact microscopic for-
mulae for a finite lattice to the heuristic field theoretical expressions in the
thermodynamic and/or continuum limites, and vice versa. To illustrate this
once more, consider e.g. the equation of motion (4.3) for the elastic Green
function. Explicitly, this reads∑
xℓ0∈Γ
(
δxn0,xℓ0 M∂
2
t +
↔
K(xn0,xℓ0)
)↔
D(xℓ0, t; xm0, t
′)
= δ(ct− ct′) δxn0,xm0
↔
1 .
(A.84)
By replacing each quantity appearing in this equation according to Table 1,
we obtain the corresponding equation of motion in the combined thermody-
namic and continuum limit,∫
d3x
(
δ3(x− y)ρ0∂2t +
↔
K(x,y)
)↔
D(y, t; x′, t′)
= δ(ct− ct′) δ3(x− x′)↔1 ,
(A.85)
which again depends on V , N or M only through the mass density ρ0 . Simi-
larly, Table 2 summarizes the different versions of the mode expansion in the
thermodynamic and/or continuum limites, which can be deduced from the
exact Eqs. (2.87)–(2.88) by means of the replacement rules of Table 1.
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Table 1: Replacement rules.
Finite crystal Thermodynamic Continuum Combined
limit limit limites
xn0 xn0 x x
km k km k∑
xn0
∑
xn0
N
V
∫
V d
3x N
V
∫
d3x
δxn0,xm0 δxn0,xm0
V
N
δ3(x− x′) V
N
δ3(x− x′)∑
km
V
(2π)3
∫
B d
3k
∑
km
V
(2π)3
∫
d3k
δkm,kn
(2π)3
V
δ3(k − k′) δkm,kn (2π)
3
V
δ3(k − k′)
u(xn0) u(xn0) u(x) u(x)
u(km)
√
(2π)3
V
u(k)
√
N
V
u(km)
√
(2π)3N
V 2
u(k)
pi(xn0) pi(xn0)
V
N
pi(x) V
N
pi(x)
pi(km)
√
(2π)3
V
pi(k)
√
V
N
pi(km)
√
(2π)3
N
pi(k)
D(xn0,xm0) D(xn0,xm0) D(x,x
′) D(x,x′)
D(km,kn)
(2π)3
V
D(k,k′) N
V
D(km,kn)
(2π)3N
V 2
D(k,k′)
D(km) D(k)
N
V
D(km)
N
V
D(k)
K(xn0,xm0) K(xn0,xm0)
V 2
N2
K(x,x′) V
2
N2
K(x,x′)
K(km,kn)
(2π)3
V
K(k,k′) V
N
K(km,kn)
(2π)3
N
K(k,k′)
K(km) K(k)
V
N
K(km)
V
N
K(k)
akmλ
√
(2π)3
V
akλ akmλ
√
(2π)3
V
akλ
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Table 2: Mode expansions (with ρ0 = NM/V ).
Finite crystal u(xn0, t) =
1√
N
∑
k
∑
λ
√
~
2Mωkλ
(
akλ(t) ekλ e
ik·xn0 + c.c.
)
pi(xn0, t) =
1√
N
∑
k
∑
λ
√
M~ωkλ
2
(−iakλ(t) ekλ eik·xn0 + c.c.)
Thermodynamic limit u(xn0, t) =
√
V
(2π)3N
∫
B d
3k
∑
λ
√
~
2Mωkλ
(
akλ(t) ekλ e
ik·xn0 + c.c.
)
pi(xn0, t) =
√
V
(2π)3N
∫
B d
3k
∑
λ
√
M~ωkλ
2
(−iakλ(t) ekλ eik·xn0 + c.c.)
Continuum limit u(x, t) = 1√
V
∑
k
∑
λ
√
~
2ρ0ωkλ
(
akλ(t)ekλ e
ik·x + c.c.
)
pi(x, t) = 1√
V
∑
k
∑
λ
√
ρ0~ωkλ
2
(−iakλ(t)ekλ eik·x + c.c.)
Combined limites u(x, t) = 1√
(2π)3
∫
d3k
∑
λ
√
~
2ρ0ωkλ
(
akλ(t) ekλ e
ik·x + c.c.
)
pi(x, t) = 1√
(2π)3
∫
d3k
∑
λ
√
ρ0~ωkλ
2
(−iakλ(t) ekλ eik·x + c.c.)
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A.5. Born–von-Karman boundary conditions
As explained already in the main text (Sec. 2.2.1), the strict periodic-
ity of the external nuclear potential exerted on the electrons together with
the finite particle number require the stipulation of the Born–von-Karman
boundary conditions. Strictly speaking, however, this is not consistent with
the fundamental Hamiltonian of electrons and nuclei, because the applica-
tion of the Coulomb potential operator on a many-body wave function does
in general not respect these boundary conditions. This is particularly trans-
parent in Fourier space, where the Born–von-Karman boundary conditions
restrict the possible wavevectors of a one-particle wave function ψ(k) to the
form k = km (defined as in Eq. (A.4)) with mi ∈ Z (i = 1, 2, 3). By con-
trast, the Fourier transform of the Coulomb potential, v(k) = 1/(ε0|k|2), is
defined for all wavevectors k ∈ R3, which is also necessary for recovering
the expression v(x − x′) = 1/(4πε0 |x − x′|) in real space. This problem
can be dealt with by keeping the formal expression of the Coulomb potential
in Fourier space fixed, but restricting it to the admissible wavevectors. We
note, however, that in real space the resulting “Born–von-Karman Coulomb
potential” is not (and, in fact, must not be) of the usual form any more.
Let us examine more carefully the substitutions required by the Born–
von-Karman boundary conditions. For field quantities defined on R3, the
Fourier transformation is defined by
ρ(k) =
1
(2π)3/2
∫
d3x e−ik·xρ(x) , (A.86)
ρ(x) =
1
(2π)3/2
∫
d3k eik·xρ(k) , (A.87)
while for translation-invariant interaction kernels (cf. [123, Sec. 2.1])
v(k) =
∫
d3r e−ik·r v(r) , (A.88)
v(r) =
1
(2π)3
∫
d3k eik·r v(k) , (A.89)
where r = x − x′. On the other hand, for the corresponding quantities
defined on a finite volume V with Born–von-Karman boundary conditions,
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the Fourier transformations read
ρV (k) =
1√
V
∫
V
d3x e−ik·xρV (x) , (A.90)
ρV (x) =
1√
V
∑
k
eik·xρV (k) , (A.91)
and respectively,
vV (k) =
∫
V
d3r e−ik·r vV (r) , (A.92)
vV (r) =
1
V
∑
k
eik·r vV (k) . (A.93)
In particular, these equations imply that vV (r) 6= v(r), even if vV (k) coin-
cides with v(k) on the admissible wavevectors. However, if a real material
is localized within the macroscopic volume V , then we expect the real-space
density ρ(x) within V to roughly coincide with the density ρV (x) of a (hypo-
thetical) system satisfying the Born–von-Karman boundary conditions. More
precisely, this means
ρ(x) ≈ ρV (x) (A.94)
in the bulk, but not in the vicinity of the boundaries of V . Furthermore, we
have ρ(x) ≈ 0 outside the volume V where the material is localized, which
implies that the real-space integral in Eq. (A.86) is effectively restricted to
the volume V just as in Eq. (A.90). Consequently, for the Fourier transforms
of the densities we find the approximate equality
ρ(k) ≈
√
V
(2π)3
ρV (k) , (A.95)
at the admissible wavevectors. By a similar argument, the potential energy
of the real material localized in the volume V should roughly coincide with
the potential energy of the corresponding system with Born–von-Karman
boundary conditions, hence,∫
d3k ρ∗(k)v(k)ρ(k) ≈
∑
k
ρ∗V (k)vV (k)ρV (k) . (A.96)
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As we already know that we can set approximately∫
d3k
(2π)3
≈ 1
V
∑
k
, (A.97)
Eqs. (A.95) and (A.96) together imply that the interaction kernel scales triv-
ially in Fourier space, i.e.,
vV (k) ≈ v(k) , (A.98)
for the admissible wavevectors. Thus, no prefactor appears in this equation,
and we can indeed simply restrict the Coulomb potential in Fourier space
to the admissible wavevectors in order to account for the Born–von-Karman
boundary conditions. We stress again, however, that the resulting Hamilto-
nian differs from the fundamental Hamiltonian (2.1), because the“Born–von-
Karman Coulomb potential” vV (x − x′) given in real space by the discrete
sum (A.93) does not coincide with the usual Coulomb potential v(x − x′)
anymore (compare [114, Eq. (17.17)]). Strictly speaking, one therefore has
to take the thermodynamic limit V → ∞ in the end of all calculations. In
this limit, Eq. (A.93) indeed approaches the usual Coulomb potential.
B. Quantized Schro¨dinger field
In this appendix, we give a short introduction to quantum field theory as
applied to many-body theory. We shall be brief as details can be found in
the standard references like [8, 46, 110–113, 116]. While the first Subsec. B.1
introduces the Fock space formalism, the second Subsec. B.2 deals with the
all-important second quantization.
B.1. Fock space formalism
Many-particle quantum states.—Formally, a one-particle wave function
ψ(x, t) can be interpreted as a classical time-dependent field on the ordi-
nary three-dimensional space R3. By contrast, already a two-particle wave
function ψ(x1,x2; t) is a time-dependent function of two spatial variables
x1 and x2, and hence cannot be interpreted as a classical field on R
3. The
reason for this lies in the quantization procedure for multiparticle systems.
The quantization of a system of one particle with position degree of freedom
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x = (x1, x2, x3)
T and conjugate momentum p = (p1, p2, p3)
T is implemented
by postulating the canonical commutator relations (i, j = 1, 2, 3)
[xˆi , pˆj ] = i~ δij , (B.1)
[xˆi , xˆj ] = 0 , (B.2)
[ pˆi , pˆj ] = 0 . (B.3)
These commutator relations can be represented on wave functions on R3 by
(xˆiψ)(x) = xiψ(x) , (B.4)
(pˆiψ)(x) =
~
i
∂ψ(x)
∂xi
. (B.5)
If one deals instead with two particles, one gets two sets of such commutator
relations, one for each particle. Furthermore, the position and momentum
operators corresponding to different particles commute with each other. This
enforces the two-particle state to depend on two spatial variables.
Although a generic function of two variables is not a product of two
functions (each of one variable), a basis of one-particle orbitals {ϕi(x)} still
induces a basis in the two-particle state space given by
〈x1 ⊗ x2 |ϕi ⊗ ϕj〉 ≡ 〈x1,x2 |ϕi, ϕj〉 = ϕi(x1)ϕj(x2) . (B.6)
Using complex expansion coefficients cij , an arbitrary two-particle state can
now be written as
|Ψ2〉 =
∑
i, j
cij |ϕi ⊗ ϕj〉 , (B.7)
or more concretely, in the position-state basis, as
〈x1,x2 |Ψ2〉 ≡ Ψ2(x1,x2) =
∑
i, j
cij ϕi(x1)ϕj(x2) . (B.8)
The corresponding state space of the two-particle system is referred to as
the tensor product “⊗” of the respective one-particle state spaces. Formally,
if there are two systems with state spaces H1 and H2 separately, then the
combined system has the state space H1⊗H2 , i.e., the complex vector space
spanned by the formal basis ϕi ⊗ ψj , where the ϕi and ψj are respectively
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bases of H1 and H2 . Furthermore, the scalar product in the tensor product
space H1 ⊗H2 is induced by
〈ϕi1 ⊗ ψj1 |ϕi2 ⊗ ψj2〉H1⊗H2 = 〈ϕi1 |ϕi2〉H1〈ψj1 |ψj2〉H2 . (B.9)
In particular, if both particles have the same state space of square-integra-
ble, complex-valued functions on the three-dimensional space—which is de-
noted by H = L2(R3,C)—then the two-particle system has the state space
L2(R3,C)⊗ L2(R3,C) ∼= L2(R6,C) , (B.10)
which comprises the square-integrable, complex-valued functions on the six-
dimensional configuration space. This result is generalized to a system of N
particles (each with state space H) by defining the corresponding state space
as
HN = H⊗ . . .⊗H︸ ︷︷ ︸
N
≡ ⊗NH . (B.11)
This means, the N -particle state space is given by the square-integrable,
complex-valued functions of N position variables x1, . . . ,xN . For technical
purposes, one also introduces a zero-particle space H0, which is identified
with the complex numbers C (formally: complex-valued functions without
any argument).
All particle numbers can be treated simultaneously by introducing the
Fock space over the one-particle space H, denoted by F = F(H). This is
defined as the orthogonal sum of all N -particle spaces, i.e.,
F =
∞⊕
N=0
HN . (B.12)
Elements of F are infinite-dimensional vectors |Ψ〉 = (Ψ0,Ψ1,Ψ2, . . .)T,
where each entry ΨN denotes an N -particle wave function. In the position-
state basis, a Fock space vector can be written as
Ψ(x1;y1,y2; z1, z2, z3; . . .) =

Ψ0
Ψ1(x1)
Ψ2(y1,y2)
Ψ3(z1, z2, z3)
. . .
 . (B.13)
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The scalar product of two Fock space vectors is given by the infinite sum
〈Ψ|Φ〉F ≡
∞∑
N=0
〈ΨN |ΦN 〉HN , (B.14)
over the scalar products of the respective N -particle components,
〈ΨN |ΦN 〉HN =
∫
d3x1 . . .d
3xN Ψ
N∗(x1, . . . ,xN)ΦN (x1, . . . ,xN) . (B.15)
Finally, the Fock space vector
|0〉 = (1, 0, 0, . . .)T , (B.16)
which has only a zero-particle component of unity, is called the vacuum.
Obviously, the zero-particle state space is given by all complex multiples of
the above vacuum vector.
Bosons and fermions.—Up to now, we did not pay attention to the statis-
tics of the particles under consideration. By the Bose-Fermi alternative [153,
Sec. I.3.4], wave functions of indistinguishable particles have to be either com-
pletely symmetric or completely antisymmetric (such particles being called
bosons or fermions, respectively). Therefore, the states of N indistinguish-
able particles are actually restricted to a subspace of ⊗NH. These completely
symmetric or antisymmetric subspaces of ⊗NH will be denoted by ∨NH and
by ∧NH, respectively. The corresponding subspaces of F are called the
bosonic Fock space F+ and the fermionic Fock space F− . For technical pur-
poses, we introduce the symmetrizing operator
A+ : ⊗NH → ∨NH , (B.17)
and the antisymmetrizing operator
A− : ⊗NH → ∧NH , (B.18)
which act on N -particle product states as follows:
A+(ϕ1 ⊗ . . .⊗ ϕN) = ϕ1 ∨ . . . ∨ ϕN (B.19)
≡ 1
N !
∑
π∈SN
ϕπ(1) ⊗ . . .⊗ ϕπ(N) , (B.20)
A−(ϕ1 ⊗ . . .⊗ ϕN) = ϕ1 ∧ . . . ∧ ϕN (B.21)
≡ 1
N !
∑
π∈SN
(−1)πϕπ(1) ⊗ . . .⊗ ϕπ(N) . (B.22)
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Here, SN denotes the group of permutations of N elements, and (−1)π the
character of the respective permutation. In the position-state basis, the ac-
tion of the (anti)symmetrizing operator reads
〈x1, . . . ,xN |A±(ϕ1 ⊗ . . .⊗ ϕN)〉 (B.23)
=
1
N !
∑
π∈SN
(±1)πϕ1(xπ(1)) . . . ϕN(xπ(N)) .
For example, for a product of two orbitals, we get the well-known expressions
A±(ϕi(x1)ϕj(x2)) =
1
2
(ϕi(x1)ϕj(x2)± ϕi(x2)ϕj(x1)) . (B.24)
Mathematically, the operators A± are projectors on ∨NH or ∧NH, respec-
tively. By linearity, they can be extended to projectors on F+ and F− . In
particular, in their quality as projectors, these operators are hermitean and
idempotent, i.e.,
A
†
± = A± = A
2
± . (B.25)
The second property implies that A± has no effect on (anti)symmetric wave
functions, i.e., A±|Ψ〉 = |Ψ〉 if |Ψ〉 is already (anti)symmetric.
Scalar products of completely antisymmetrized products of orbitals can
be evaluated as
〈ψ1∧ . . . ∧ ψN |ϕ1∧ . . . ∧ ϕN〉 = 1
N !
det(〈ψi |ϕj〉) , (B.26)
where “det” denotes the determinant of the (N × N) matrix. Similarly, for
symmetrized products we find
〈ψ1∨ . . . ∨ ψN |ϕ1∨ . . . ∨ ϕN〉 = 1
N !
per(〈ψi |ϕj〉) , (B.27)
where “per” denotes the permanent (which is defined analogous to the de-
terminant, but with all minus signs replaced by plus signs). Now, if {ϕi}
denotes a complete, orthonormal system in the one-particle state space H,
then {ϕi1 ∨ . . .∨ ϕiN} is a complete, orthogonal system in the symmetric N -
particle space ∨NH, and {ϕi1 ∧ . . . ∧ ϕiN} is a complete, orthogonal system
in the antisymmetric N -particle space ∧NH. Concretely, one can calculate
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in the fermionic case,
〈ϕi1 ∧ . . . ∧ ϕiN |ϕj1 ∧ . . . ∧ ϕjN 〉 (B.28)
=
{
(−1)π/N ! , if {i1, . . . , iN} = {j1, . . . , jN} ,
0 , otherwise ,
where (−1)π denotes the character of the permutation which translates the
tupel (i1, . . . , iN) into (j1, . . . , jN ). On the other hand, in the bosonic case,
〈ϕi1∨ . . . ∨ ϕiN |ϕj1∨ . . . ∨ ϕjN 〉 (B.29)
=
{
n1! . . . nk!/N ! , if {i1, . . . , iN} = {j1, . . . , jN} ,
0 , otherwise .
In this equation, n1, . . . , nk are the occupation numbers of the respective or-
bitals ϕ1, . . . , ϕk entering into the symmetrized tensor product ϕi1∨ . . . ∨ϕiN .
These are all positive and sum up to n1 + . . .+ nk = N . By contrast, in the
fermionic case all occupation numbers are either zero or one, hence each or-
bital may appear at most once in the corresponding antisymmetrized product.
The above Eqs. (B.28) and (B.29) show that ϕi1 ∧ . . . ∧ ϕiN and ϕi1 ∨ . . .
∨ ϕiN are not normalized (which is clear because A± is a projector). One
therefore introduces the Slater determinants
SL−(ϕi1, . . . , ϕiN ) :=
√
N ! ϕi1 ∧ . . . ∧ ϕiN , (B.30)
and the Slater permanents
SL+(ϕi1 , . . . , ϕiN ) :=
√
N !
n1! . . . nk!
ϕi1 ∨ . . . ∨ ϕiN . (B.31)
In the position-state basis, they read as
〈x1, . . . ,xN | SL−(ϕi1, . . . , ϕiN )〉 (B.32)
=
1√
N !
det
ϕi1(x1) . . . ϕi1(xN)... ...
ϕiN (x1) . . . ϕiN (xN)
 ,
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and respectively,
〈x1, . . . ,xN | SL+(ϕi1 , . . . , ϕiN )〉 (B.33)
=
1√
N !n1! . . . nk!
per
ϕi1(x1) . . . ϕi1(xN)... ...
ϕiN (x1) . . . ϕiN (xN)
 .
By construction, the Slater determinants and permanents over a complete,
orthonormal system in the one-particle state space H also form a complete,
orthonormal system in the corresponding N -particle (anti)symmetric state
space ∨NH or ∧NH.
Creators and annihilators.—For any one-particle state ϕ ∈ H, we introduce
the creation and annihilation operators,
aˆ†(ϕ) : HN → HN+1 , (B.34)
aˆ(ϕ) : HN → HN−1 . (B.35)
For N ≥ 1, they are defined by
aˆ†(ϕ) (ϕ1 ⊗ . . .⊗ ϕN) =
√
N + 1 (ϕ⊗ ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕN) , (B.36)
aˆ(ϕ) (ϕ1 ⊗ . . .⊗ ϕN) =
√
N 〈ϕ|ϕ1〉 (ϕ2 ⊗ . . .⊗ ϕN ) , (B.37)
whereas their action on the vacuum (N = 0) is defined as
aˆ†(ϕ) |0〉 = |ϕ〉 , (B.38)
aˆ(ϕ) |0〉 = 0 . (B.39)
By linearity, these operators can be extended to the whole Fock space F .
As the notation suggests, creation and annihilation operators are adjoint to
each other. Furthermore, the maps ϕ 7→ aˆ†(ϕ) and ϕ 7→ aˆ(ϕ) are linear and
antilinear, respectively, meaning that for λ1, λ2 ∈ C,
aˆ†(λ1ϕ1 + λ2ϕ2) = λ1 aˆ†(ϕ1) + λ2 aˆ†(ϕ2) , (B.40)
aˆ(λ1ϕ1 + λ2ϕ2) = λ
∗
1 aˆ(ϕ1) + λ
∗
2 aˆ(ϕ2) . (B.41)
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Bosonic and fermionic creation and annihilation operators are respectively
defined by restricting the operators (B.34)–(B.35) to the bosonic and fermionic
Fock spaces, i.e.,
aˆ†±(ϕ) = A± aˆ
†(ϕ)A± , (B.42)
aˆ±(ϕ) = A± aˆ(ϕ)A± . (B.43)
In the following, we will explicitly write the subscripts “±”of the creators and
annihilators only if misunderstandings are to be avoided. Let {ϕi} denote
again an orthonormal basis in the one-particle space H. The action of the
fermionic creator on a Slater determinant is given by
aˆ†−(ϕ1) SL−(ϕi1, . . . , ϕiN ) =
{
SL−(ϕ1, ϕi1, . . . , ϕiN ) , if n1 = 0 ,
0 , if n1 = 1 ,
(B.44)
where n1 counts how often the orbital ϕ1 appears in the Slater determinant
SL−(ϕi1 , . . . , ϕiN ). The corresponding action of the fermionic annihilator
reads{
aˆ−(ϕ1) SL−(ϕi1, . . . , ϕiN ) = 0 , if n1 = 0 ,
aˆ−(ϕ1) SL−(ϕ1, ϕi2, . . . , ϕiN ) = SL−(ϕi2 , . . . , ϕiN ) , if n1 = 1 .
(B.45)
Here, we have assumed without loss of generality that if n1 = 1, the orbital
ϕ1 appears as the first argument of the Slater determinant. (If it appears
instead at another position, one may simply reorder the arguments using the
antisymmetry of the Slater determinant.) In the bosonic case, the creator
acts on a Slater permanent as
aˆ†+(ϕ1) SL+(ϕi1 , . . . , ϕiN ) =
√
n1 + 1 SL+(ϕ1, ϕi1, . . . , ϕiN ) , (B.46)
while the bosonic annihilator yields
aˆ+(ϕ1) SL+(ϕi1, . . . , ϕiN ) = 0 , if n1 = 0 , (B.47)
and
aˆ+(ϕ1) SL+(ϕ1, ϕ1, . . . , ϕ1︸ ︷︷ ︸
n1
, ϕi2, . . . , ϕiN ) (B.48)
=
√
n1 SL+(ϕ1, . . . , ϕ1︸ ︷︷ ︸
n1−1
, ϕi2, . . . , ϕiN ) , if n1 ≥ 1 .
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Again, we have assumed here that the n1 orbitals ϕ1 appear as the first argu-
ments of the Slater permanent. (By the symmetry of the Slater permanent,
this can always be achieved by simply permuting the arguments.) In par-
ticular, the above results imply the following representations of the Slater
determinants and permanents:
SL−(ϕi1 , . . . , ϕiN ) = aˆ
†
−(ϕi1) . . . aˆ
†
−(ϕiN ) |0〉 , (B.49)
SL+(ϕi1 , . . . , ϕiN ) =
1√
n1! . . . nk!
aˆ†+(ϕi1) . . . aˆ
†
+(ϕiN ) |0〉 . (B.50)
Finally, a direct calculation using the explicit expressions Eqs. (B.44)–(B.48)
and the (anti)linearity of the maps ϕ 7→ aˆ(ϕ) and ϕ 7→ aˆ†(ϕ) shows that the
bosonic or fermionic creation and annihilation operators respectively fulfill
the canonical (anti)commutation relations:[
aˆ±(ψ), aˆ
†
±(ϕ)
]
∓ = 〈ψ |ϕ〉 , (B.51)[
aˆ±(ψ), aˆ±(ϕ)
]
∓ = 0 , (B.52)[
aˆ†±(ψ), aˆ
†
±(ϕ)
]
∓ = 0 , (B.53)
where
[Aˆ, Bˆ ]− ≡ [Aˆ, Bˆ ] = AˆBˆ − BˆAˆ (B.54)
denotes the commutator, and
[Aˆ, Bˆ ]+ = AˆBˆ + BˆAˆ (B.55)
the anticommutator of two operators Aˆ and Bˆ.
Field operators.—After the introduction of general creators and annihilators,
we can finally introduce (bosonic or fermionic) field operators ψˆ†(x) and ψˆ(x)
(cf. Sec. 2.1.2 in the main text). For this purpose, we consider the generalized
basis of position eigenvectors |x〉 in the one-particle state space, and define
the (bosonic or fermionic) field operators as the corresponding creators and
annihilators:
ψˆ†±(x) = aˆ
†
±(|x〉) , (B.56)
ψˆ±(x) = aˆ±(|x〉) . (B.57)
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Using the relation
〈x |x′〉 =
∫
d3y δ3(y − x)δ3(y − x′) = δ3(x− x′) , (B.58)
we obtain the canonical (anti)commutation relations for the field operators:[
ψˆ±(x), ψˆ
†
±(x
′)
]
∓ = δ
3(x− x′) , (B.59)[
ψˆ±(x), ψˆ±(x
′)
]
∓ = 0 , (B.60)[
ψˆ†±(x), ψˆ
†
±(x
′)
]
∓ = 0 . (B.61)
In the Fock space formalism, these (anti)commutation relations are straight-
forward deductions from the underlying definitions of the field operators.
The action of the annihilator aˆ±(ϕ) on the N -particle state space HN
reads in the position basis,(
aˆ±(ϕ)ΨN
)
(x2, . . . ,xN) =
√
N
∫
d3x1 ϕ
∗(x1)ΨN(x1,x2, . . . ,xN) . (B.62)
From this we immediately recover the important formula (2.6) in the main
text, which holds both in the bosonic and in the fermionic case. By contrast,
the action of the creation operators depends on the statistics. In the position-
state basis, it reads(
aˆ†±(ϕ)Ψ
N−1)(x1, . . . ,xN) (B.63)
=
1√
N
N∑
j=1
(±1)j−1ϕ(xj)ΨN−1(x1, . . . , qxj, . . . ,xN) ,
where the notation qxj means that the argument xj is omitted. The creators
and annihilators of one-particle states can be reconstructed from the field
operators by means of the intuitive formulae
aˆ†(ϕ) =
∫
d3x ϕ(x)ψˆ†(x) , (B.64)
aˆ(ϕ) =
∫
d3x ϕ∗(x)ψˆ(x) . (B.65)
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Conversely, we can express the field operators through the creators and an-
nihilators of a complete orbital system {ϕi} in the one-particle space as
ψˆ†(x) =
∑
i
ϕ∗i (x) aˆ
†
i , (B.66)
ψˆ(x) =
∑
i
ϕi(x) aˆi , (B.67)
where aˆ†i ≡ aˆ†(ϕi) and aˆi ≡ aˆ(ϕi). We further note that by the help of the
field operators, a general (bosonic or fermionic) N -particle state |ΨN〉 can be
expressed through its real-space wave function as
|ΨN〉 = 1√
N !
∫
d3x1 . . .
∫
d3xN Ψ
N(x1, . . . ,xN) ψˆ
†(x1) . . . ψˆ†(xN)|0〉 ,
(B.68)
which can be shown from Eqs. (B.49) or (B.50). In particular, |ΨN〉 is nor-
malized if the first-quantized real-space wave function ΨN(x1, . . . ,xN) is.
Furthermore, for a one-particle state |Ψ1〉 we retrieve the well-known for-
mula
|Ψ1〉 =
∫
d3x′Ψ1(x′)ψˆ†(x′)|0〉 =
∫
d3x′Ψ1(x′)|x′〉 . (B.69)
Using that 〈x |x′〉 = δ3(x− x′), this further implies
Ψ1(x) =
∫
d3x′Ψ1(x′) 〈x |x′〉 = 〈0 |ψˆ(x)|Ψ1〉 . (B.70)
Similarly, from a general (bosonic or fermionic) Fock space vector |Ψ〉 =
(. . . ,ΨN , . . .) ∈ F±, one can gain back the N -particle component in the
position-space basis by means of
ΨN(x1, . . . ,xN) =
1√
N !
〈0 |ψˆ(xN) . . . ψˆ(x1)|ΨN 〉 . (B.71)
We note that this equation connects the (anti)symmetry of the wave function
to the (anti)commutativity of the field operators.
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B.2. Second quantization
Introduction.—There are two different notions of ‘second quantization’:
(i) The so-called second quantization of classical fields (such as the dis-
placement field or the Schro¨dinger field). In this sense, second quantiza-
tion has actually the same meaning as field quantization. In cases where
the field had been known prior to the advent of quantum mechanics, the
second quantization is actually the first (field) quantization. By contrast,
since the Schro¨dinger field had originally been discovered by quantizing a
classical point-particle theory, the (first) field quantization of the (classical)
Schro¨dinger field was then called a “second” quantization procedure. (ii)
The promotion of one-particle operators to many-particle operators, or—
equivalently—their expression in terms of field operators. It is this second
aspect which concerns us in this subsection.
As a heuristic introduction, we first consider a system of two non-inter-
acting particles in a factorizing state,
|Φ〉 = |ϕ1, ϕ2〉 ≡ |ϕ1 ⊗ ϕ2〉 . (B.72)
As the particles do not interact, the total Hamiltonian is given by the sum
of two one-particle Hamiltonians (assumed to be identical), and the total
energy therefore reads
E = 〈ϕ1 |Hˆ |ϕ1〉+ 〈ϕ2 |Hˆ |ϕ2〉 . (B.73)
We want to write this in the form
E = 〈Φ|Q(Hˆ)|Φ〉 , (B.74)
with an appropriate two-particle Hamiltonian Q(Hˆ) constructed from the
one-particle Hamiltonian Hˆ . This can be achieved by setting
Q(Hˆ) = Hˆ ⊗ Iˆ + Iˆ⊗ Hˆ , (B.75)
where Iˆ denotes the identity operator on each subspace. Equivalently, one
can write
Q(Hˆ) = Hˆ1 + Hˆ2 , (B.76)
where it is understood that Hˆi acts on the i-th coordinate of the two-particle
wave function. These formulae already encapsulate the essence of the second
quantization of operators, in that they show how many-particle observables
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are to be constructed from their one-particle counterparts. We just have to
generalize this now to arbitrary particle numbers.
Second quantization of hermitean and unitary operators.—First, for her-
mitean operators Aˆ on the one-particle state space H, the second quanti-
zation Q(Aˆ) is defined as a hermitean operator on the Fock space F(H)
given by
Q(Aˆ)

Ψ0
Ψ1
Ψ2
Ψ3
. . .
 =

0
AˆΨ1
(Aˆ⊗ Iˆ + Iˆ⊗ Aˆ) Ψ2
(Aˆ⊗ Iˆ⊗ Iˆ + Iˆ⊗ Aˆ⊗ Iˆ + Iˆ⊗ Iˆ⊗ Aˆ) Ψ3
. . .
 . (B.77)
That means, the second quantization of Aˆ is an infinite-dimensional diagonal
matrix,
Q(Aˆ) = diag(0 ; Aˆ1 ; Aˆ1 + Aˆ2 ; Aˆ1 + Aˆ2 + Aˆ3 ; . . . ) , (B.78)
where Aˆi is given by Aˆ in its action on the i-th coordinate of the N -particle
wave function ΨN(x1, . . . ,xi, . . . ,xN). By contrast, for unitary operators Uˆ
we define:
Q(Uˆ)

Ψ0
Ψ1
Ψ2
Ψ3
. . .
 =

Ψ0
Uˆ Ψ1
(Uˆ ⊗ Uˆ) Ψ2
(Uˆ ⊗ Uˆ ⊗ Uˆ) Ψ3
. . .
 , (B.79)
i.e., the second quantization of Uˆ is the infinite-dimensional diagonal matrix
Q(Uˆ) = diag( Iˆ ; Uˆ1 ; Uˆ1 Uˆ2 ; Uˆ1 Uˆ2 Uˆ3 ; . . . ) . (B.80)
The second quantization of hermitean and unitary operators is defined dif-
ferently in order to recover the relation between the Hamiltonian operator
(which is hermitean) and its corresponding time-evolution operator (which
is unitary). In fact, if Hˆ generates the time evolution
Uˆ(t− t′) = exp
(
− i
~
(t− t′)Hˆ
)
, (B.81)
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then the second-quantized time evolutionQ(Uˆ) is generated byQ(Hˆ) through
the analogous formula, i.e.,
Q(Uˆ(t− t′)) = exp
(
− i
~
(t− t′)Q(Hˆ)
)
. (B.82)
For hermitean operators, the second quantization is a linear mapping,
Q(λAˆ + µBˆ) = λQ(Aˆ) + µQ(Bˆ) , (B.83)
which preserves the (anti)commutator relations
[Aˆ, Bˆ ]∓ = Cˆ (B.84)
in the sense that
[Q(Aˆ),Q(Bˆ)]∓ = Q(Cˆ) . (B.85)
On the other hand, for unitary operators the general identity holds,
Q(Uˆ Vˆ ) = Q(Uˆ)Q(Vˆ ) . (B.86)
For both hermitean and unitary operators, the original one-particle operator
can be identified with its second quantization restricted to the one-particle
subspace,
Q(Uˆ)∣∣H = Uˆ . (B.87)
Moreover, for both hermitean and unitary operators we have
(Q(Uˆ))† = Q(Uˆ †) , (B.88)
implying that the second quantization of a hermitean operator is again her-
mitean, and the second quantization of a unitary operator is again unitary.
The restriction of Q(Uˆ) to the bosonic/fermionic Fock space is defined as
Q±(Uˆ) = A±Q(Uˆ)A± . (B.89)
This is an identity in the sense of
Q±(Uˆ) = Q(Uˆ)
∣∣
F± , (B.90)
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because Q(Uˆ) respects the (anti)symmetry of the wave function (on each
subspace with fixed particle number). For example, the standard expression
for an N -particle kinetic energy operator,
TˆN = − ~
2
2m
N∑
i=1
(
∂
∂xi
)2
, (B.91)
if applied to an (anti)symmetric wave function, automatically yields another
(anti)symmetric wave function.
Normal form.—The defining formulae for the second quantization of an oper-
ator are rather clumsy and therefore primarily of a conceptual value. Fortu-
nately though, it is possible to rewrite the second quantization of hermitean
operators in terms of the creation and annihilation operators introduced in
Sec. B.1. This is called the normal form of a second-quantized hermitean
operator. Concretely, given a complete orthonormal system {ϕi} of the one-
particle state space H, the normal form of Q±(Aˆ) is just the generalization
of the formula
Aˆ =
∑
i, j
|ϕi〉〈ϕi |Aˆ|ϕj〉〈ϕj| , (B.92)
valid on the one-particle space, to
Q±(Aˆ) =
∑
i, j
aˆ†i 〈ϕi |Aˆ|ϕj〉 aˆj , (B.93)
valid on the bosonic or fermionic Fock space. Hence, in this last equation
aˆ†i ≡ aˆ†±(ϕi) and aˆi ≡ aˆ±(ϕi) denote the (anti)symmetrized creation and
annihilation operators, respectively. This analogy between creators and ket
vectors, as well as annihilators and bra vectors, can be pushed further. For
example, let {ϕi} and {ψj} denote different orthogonal bases in the one-
particle space, which are related by
|ϕi〉 =
∑
j
|ψj〉〈ψj |ϕi〉 , (B.94)
〈ϕi| =
∑
j
〈ϕi |ψj〉〈ψj | . (B.95)
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The operators aˆi ≡ aˆ(ϕi) can then be expressed analogously through the
operators bˆj ≡ aˆ(ψj), and vice versa, by means of
aˆ†i =
∑
j
bˆ†j 〈ψj |ϕi〉 , (B.96)
aˆi =
∑
j
〈ϕi |ψj〉 bˆj . (B.97)
A particularly important operator in the Fock space is the particle number
operator. It can be defined as the second quantization of the identity operator
on the one-particle state space, i.e.,
Nˆ = Q( IˆH) . (B.98)
This gives the infinite-dimensional diagonal matrix
Nˆ = diag(0; 1; 2; 3; . . .) . (B.99)
Its eigenstates are given by those Fock space vectors which have only one non-
vanishing component. The N -particle state space can therefore be gained
back from the Fock space as the eigenspace of the particle number operator
with eigenvalue N . The normal form of the particle number operator reads
Nˆ =
∫
d3x nˆ(x) =
∫
d3x ψˆ†(x)ψˆ(x) =
∑
m
aˆ†m aˆm , (B.100)
where the subscript m may index any complete, orthonormal system in the
one-particle state space.
Similarly, we can also express the second quantization of the free (one-
particle) Hamiltonian Hˆ0 in terms of the field operators, whereby we retrieve
the formula (2.17) from the main text. Furthermore, in terms of a complete
orthonormal system of energy eigenstates of the one-partical Hamiltonian,
Hˆ0ϕm = ε0mϕm , (B.101)
the normal form of the second-quantized Hamiltonian reads
Q(Hˆ0) =
∑
m
ε0m aˆ
†
m aˆm (B.102)
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with aˆm = aˆ(ϕm) and aˆ
†
m = aˆ
†(ϕm), hence it is given by a sum of harmonic
oscillator Hamiltonians. This follows directly from Eq. (B.93). By contrast,
the second-quantized Coulomb potential (Eq. (2.18) in the main text) is not
the second quantization of any one-particle operator. Instead, it vanishes
identically on the one-particle state space.
Time-dependent field operators.—We now finally come to the time-dependent
field operators ψˆ(x, t). In principle, the time dependence of any operator is
defined (in the Heisenberg picture) by
Aˆ(t) = eitHˆ/~Aˆ e−itHˆ/~ . (B.103)
In the case of a field operator whose time dependence is induced by the
second-quantized one-particle Hamiltonian (B.102), this can be calculated
explicitly: First, from the defining equations (B.36)–(B.37), one shows easily
that for any one-particle unitary operator Uˆ we have
Q(Uˆ)−1 aˆ†(ϕ)Q(Uˆ) = aˆ†(Uˆ−1ϕ) , (B.104)
Q(Uˆ)−1 aˆ(ϕ)Q(Uˆ) = a(Uˆ−1ϕ) . (B.105)
In particular, by identifying Uˆ = Uˆ0(t) ≡ e−itHˆ0/~ with the time-evolution
operator, we find for the time-dependent creators and annihilators,
aˆ†(ϕ; t) = aˆ†(Uˆ−10 (t)ϕ) , (B.106)
aˆ(ϕ; t) = aˆ(Uˆ−10 (t)ϕ) . (B.107)
For an energy eigenstate ϕm, the (reverse) time evolution reads
Uˆ−10 (t)ϕm = Uˆ0(−t)ϕm = eitε0m/~ϕm = eiωmtϕm , (B.108)
where we have defined ωm ≡ ε0m/~. Using Eqs. (B.40)–(B.41), we obtain for
the time dependence of the corresponding creators and annihilators,
aˆ†m(t) = aˆ
†
m e
iωmt , (B.109)
aˆm(t) = aˆm e
−iωmt . (B.110)
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With this, using the expressions (B.66)–(B.67), we find the explicit formulae
for the time-dependent field operators,
ψˆ†(x, t) =
∑
m
aˆ†m e
iωmtϕ∗m(x) , (B.111)
ψˆ(x, t) =
∑
m
aˆm e
−iωmtϕm(x) . (B.112)
Their (anti)commutator can then be written as[
ψˆ(x, t), ψˆ†(x′, t′)
]
∓ = U0(x, t;x
′, t′) (B.113)
in terms of the propagator,
U0(x, t;x
′, t′) :=
〈
x
∣∣e−i(t−t′)Hˆ0/~ ∣∣x′〉 . (B.114)
Remarkably, Eq. (B.112) is analogous to the mode expansion,
ψ(x, t) =
∑
m
am e
−iωmtϕm(x) , (B.115)
corresponding to the classical field equation(
i~∂t − Hˆ0
)
ψ(x, t) = 0 . (B.116)
Therefore, Eq. (B.112) implies that the quantization of the Schro¨dinger field
can be interpreted as the substitution of the mode expansion coefficients
with operators obeying the creation and annihilation algebra. This is in fact
completely analogous to the quantization of the classical displacement field
(see Eqs. (2.115)–(2.117)). Correspondingly, it is straightforward to show
that for any wave function
ψ(x) =
∑
m
amϕm(x) , (B.117)
we have 〈0 | aˆm |ψ〉 = am , and hence, by Eqs. (B.112),
〈0 |ψˆ(x, t)|ψ〉 =
∑
m
am e
−iωmtϕm(x) = ψ(x, t) . (B.118)
With the usual identification
ψˆ†(x, t)|0〉 = |x, t〉 , (B.119)
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the result (B.118) obviously generalizes 〈x |ψ〉 = ψ(x) to
〈x, t|ψ〉 = ψ(x, t) . (B.120)
Finally, we comment on the interpretation of the time-dependent field oper-
ator ψˆ†(x, t). Using that
ψˆ†(x, t) = Uˆ−1(t) aˆ†(|x〉) Uˆ(t) = aˆ†(Uˆ(−t)|x〉) , (B.121)
we see that the operator ψˆ†(x, t) creates the state vector
|ϕ〉 := Uˆ(−t)|x〉 = eitHˆ/~ |x〉 , (B.122)
with the corresponding wave function in position space
ϕ(x′) = (eitHˆ/~ δ3)(x′ − x) . (B.123)
After a time lapse t, this wave function will take the form of a Dirac delta
concentrated at the point x, i.e.,
(e−itHˆ/~ϕ)(x′) = δ3(x′ − x) . (B.124)
Sloppily, one therefore says that ψˆ†(x, t) creates a particle at the space-time
point (x, t). This, however, does not mean that |x, t〉 is localized in time.
Instead, for all times t′ 6= t, the wave function will in general smear out, and
its concrete form then depends on the Hamiltonian Hˆ under consideration.
Spin in second quantization.—So far, we have never treated the spin expli-
citly, although it actually determines the statistics of the particles: half-
integer spin leads to fermions, integer spin to bosons (see e.g. [154, Sec. 3.3.3]).
On a non-relativistic level, the fact that, say, electrons carry spin one-half, im-
plies that the classical field equation is not the “scalar” Schro¨dinger equation
but the Pauli equation. In the free case, this reads (see e.g. [155, Chap. XX,
§ 29], [156, Sec. 1.4], or [157, App. C.2])
i~ ∂tψ(x, t) =
(σ · (−i~∇))2
2m
ψ(x, t) , (B.125)
where σ = (σ1, σ2, σ3)
T is the vector of Pauli matrices. Correspondingly,
the wave function ψ(x) ≡ (ψ1(x), ψ2(x))T now takes values in the two-
dimensional complex space C2, and the one-particle state space is given by
C
2 ⊗ L2(R3,C) ∼= L2(R3,C2) ∼= L2(R3,C)⊕ L2(R3,C) , (B.126)
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with the scalar product
〈ϕ|ψ〉 =
∫
d3x ϕ†(x)ψ(x) =
∫
d3x
(
ϕ∗1(x)ψ1(x) + ϕ
∗
2(x)ψ2(x)
)
. (B.127)
Therefore, the formulary worked out so far automatically carries over to sys-
tems with spin if we implicitly understand by the orbitals ϕi elements of
L2(R3,C2). When dealing with spin systems, however, it comes in handy to
write a spin index explicitly, i.e.,
ψˆ†s(x) ≡ ψˆ†(|x, s〉) . (B.128)
For s ∈ {↑, ↓}, this field operator creates the respective states
|x, ↑〉 =
(|x〉
0
)
, |x, ↓〉 =
(
0
|x〉
)
. (B.129)
The first-quantized spin observable,
Sˆ =
~
2
σ , (B.130)
then reads in second quantization,
Q(Sˆ) = ~
2
∫
d3x
∑
s,s′
ψˆ†s(x)σss′ ψˆs′(x) . (B.131)
Correspondingly, we introduce the spin density by the formula
Sˆ(x) =
~
2
∑
s,s′
ψˆ†s(x)σss′ ψˆs′(x) , (B.132)
such that the total spin operator in second quantization is given by the spa-
tial integral of the corresponding spin density operator. This expression is
particularly important for the definition of a spin contribution to the elec-
tromagnetic current density (see e.g. [157, Sec. 3.2.5]).
C. Aspects of linear response theory
In the first part of this appendix (Sec. C.1), we assemble for the conve-
nience of the reader a number of important results in linear response theory,
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which have already been used in the main text, namely: (i) the definition of
the density response function, (ii) the connection between its direct and its
proper version, (iii) their respective relation to the dielectric function, and
(iv) the spectral representation of the density response function as derived
from the Kubo formula. In the second part (Secs. C.2–C.3), we will investi-
gate concretely the electromagnetic response generated by the displacement
field of the charged nuclei.
C.1. Response function and Kubo formalism
Definition.—Typical experiments in solid state physics investigate the re-
sponse of a material probe to an external (e.g. electromagnetic) perturbation
[158, Chap. I, Sec. 1]. With any material probe, we can associate a micro-
scopic, internal charge density,
ρ ≡ ρint(x, t) , (C.1)
which is the charge density produced by the degrees of freedom which con-
stitute the material (typically: electrons and nuclei). In the presence of a
time-dependent external perturbation, such as an external potential,
ϕ ≡ ϕext(x, t) , (C.2)
the internal charge density becomes a functional of the perturbation,
ρint ≡ ρint[ϕext ] . (C.3)
The corresponding functional derivative,
χ(x, t;x′, t′) =
δρint(x, t)
δϕext(x′, t′)
, (C.4)
is called the density response function. With this, we can express the time
evolution of the internal charge density to first order in the perturbation as
ρint(x, t) = ρ0(x) +
∫
d3x′
∫
c dt′ χ(x, t;x′, t′)ϕext(x′, t′) , (C.5)
where we have assumed the charge density in the absence of the external
perturbation, ρ0 = ρint[ϕext ≡ 0], to be time independent. As in the main
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text, c denotes the speed of light, such that d3x c dt = d4x coincides with
the relativistic volume element. The difference,
ρind(x, t) = ρint(x, t)− ρ0(x) , (C.6)
is called the induced charge density. This is the charge density produced in
the system under the action of the external perturbation. To be concrete, in
the case of the electron-nuclear many-body system with the Hamiltonian Hˆ0
given by Eq. (2.1), the internal charge density is given by
ρint(x, t) = 〈Ψ0| ρˆn(x, t) + ρˆe(x, t)|Ψ0〉 , (C.7)
where |Ψ0〉 is the initial state of the many-body system under consideration
(e.g. the ground state of Hˆ0), while the charge density operators evolve with
the perturbed, time-dependent Hamiltonian
Hˆ(t) = Hˆ0 +
∫
d3x ( ρˆn(x) + ρˆe(x))ϕext(x, t) . (C.8)
By contrast, the reference density ρ0(x) is simply given by
ρ0(x) = 〈Ψ0| ρˆn(x) + ρˆe(x)|Ψ0〉 . (C.9)
Together with the induced charge density, we introduce an induced potential
ϕind(x, t) =
∫
d3x′
∫
c dt′ v(x, t;x′, t′)ρind(x′, t′) , (C.10)
where v denotes the instantaneous Coulomb interaction kernel as given by
Eq. (3.3). In addition, we define a total potential by
ϕtot = ϕext + ϕind . (C.11)
With these definitions, we introduce the proper density response function as
(cf. [123, Sec. 5.2])
χ˜(x, t;x′, t′) =
δρind(x, t)
δϕtot(x′, t′)
. (C.12)
By the functional chain rule,
δρind
δϕext
=
δρind
δϕtot
δϕtot
δϕext
=
δρind
δϕtot
+
δρind
δϕtot
δϕind
δρind
δρind
δϕext
, (C.13)
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we find its relation to the (ordinary or direct) density response function,
which is given by Eq. (3.39) in the main text. Note that the products in the
above relations refer to spatial and temporal integrations of integral kernels.
With these results, one shows easily the standard relations
εr = 1− v χ˜ , (C.14)
ε−1r = 1 + vχ , (C.15)
for the longitudinal dielectric function εr , which in turn is defined (by its
inverse) as
ε−1r ≡ ε−1r,L(x, t;x′, t′) ≡
δϕtot(x, t)
δϕext(x′, t′)
. (C.16)
Finally, we note that the description of the electromagnetic response by
means of the density function alone is actually insufficient, because a time-
dependent induced density is necessarily accompanied by an induced spatial
current fulfilling the continuity equation,
∂µ j
µ
ind(x) =
∂
∂t
ρind(x, t) +∇· jind(x, t) = 0 , (C.17)
where x ≡ xµ = (ct,x), ∂µ = ∂/∂xµ, and jµ = (cρ, j) is the four-current
density. Similarly, as a consequence of theMaxwell equations, time-dependent
external electric fields are usually accompanied by external magnetic fields.
To take into account these effects and to go beyond the description by means
of the density response function alone, one has to introduce the fundamental
response tensor defined by [123, 147, 159, 160]
χµν(x, t;x
′, t′) =
δjµind(x, t)
δAνext(x
′, t′)
, (C.18)
where Aν(x, t) = (ϕ/c,A) is the electromagnetic four-potential. In partic-
ular, we then recover the density response function as the 00-component of
this (4× 4) tensor, or more precisely, the relation
χ(x, x′) =
δρind(x)
δϕext(x′)
=
1
c2
χ00(x, x
′) . (C.19)
As a matter of principle, it can be shown [123] that all linear electromag-
netic response properties can be calculated analytically from the fundamental
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response tensor. Inter alia, this also leads to a new interpretation of elec-
trodynamics in media, the so-called Functional Approach, which has been
expounded by the authors of this article in Refs. [123, 157, 161–163]. In
Sec. C.2, we will calculate the fundamental response tensor of the oscillating
nuclei in terms of the elastic Green function.
Kubo formalism.—We now come to the problem of how the density response
function can, at least in principle, be calculated once we are given a micro-
scopic state of the matter degrees of freedom (e.g. an electron-nuclear ground
state). This problem is solved by the Kubo formalism. In general, this works
as follows (cf. [157, App. C.1] for an even more general framework): We
consider a Hamiltonian of the form
Hˆ(t) = Hˆ0 +
∑
j
fj(t)Bˆj , (C.20)
where Hˆ0 is the unperturbed Hamiltonian of the system under consideration
(e.g. the fundamental Hamiltonian (2.1)), while the operators Bˆj represent
the external perturbations and the functions fj(t) describe their respective
time dependencies. The system is assumed to be initially in some reference
state (say, again, the ground state |Ψ0〉), and the perturbation is assumed to
set in at the time t0, such that
fj(t) = 0 ∀j for t < t0 . (C.21)
The Kubo formalism considers the ensuing time dependence of the expecta-
tion values,
Bi(t) = 〈Ψ(t)|Bˆi |Ψ(t)〉 , (C.22)
where |Ψ(t)〉 is determined by the initial value problem defined by
i~ ∂t |Ψ(t)〉 = Hˆ(t)|Ψ(t)〉 (C.23)
and
|Ψ(t0)〉 = |Ψ0〉 . (C.24)
The solution of this initial value problem can formally be written as
|Ψ(t)〉 = Uˆ(t, t0)|Ψ0〉 ≡
(
T exp
(
− i
~
∫ t
t0
dt′ Hˆ(t′)
))
|Ψ0〉 , (C.25)
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where the time-ordered exponential is a short-hand notation for the so-called
Dyson series given by
Uˆ(t, t0) = Iˆ +
∞∑
n=1
1
n!
(
− i
~
)n ∫ t
t0
dt1 . . .
∫ t
t0
dtn T
(
Hˆ(t1) . . . Hˆ(tn)
)
. (C.26)
In particular, this implies that the time-dependent vector |Ψ(t)〉 as well as
the expectation values Bi(t) defined in Eq. (C.22) depend on the functions
fj(t
′) of the external perturbations, and hence they become functionals,
Bi(t) ≡ Bi(t)[ . . . , fj(t′), . . . ] . (C.27)
By Eq. (C.26), however, Bi(t) depends on fj(t
′) only for earlier times t′ < t.
The Kubo formula now expresses the corresponding functional derivatives of
Bi(t) with respect to fj(t
′) as follows:
χij(t, t
′) =
δBi(t)
δfj(t′)
∣∣∣∣
fk≡0 ∀k
(C.28)
= − i
~c
Θ(t− t′) 〈Ψ0 | [Bˆi(t), Bˆj(t′)]|Ψ0〉 , (C.29)
where Θ denotes the Heaviside step function, and where the time-dependen-
cies of the operators Bˆi(t) are determined in the interaction picture, i.e., by
the unperturbed Hamiltonian Hˆ0 :
Bˆj(t) ≡ eitHˆ0/~ Bˆj e−itHˆ0/~ . (C.30)
Within linear response theory, the perturbed expectation value (C.22) is then
given by
Bi(t) = Bi0 +
∫
c dt′
∑
j
χij(t, t
′)fj(t′) , (C.31)
where Bi0 ≡ Bi(t = t0) is the unperturbed expectation value.
We now apply the Kubo formalism to the density response function. Here,
the roˆle of the index j is played by the spatial variable x, and the perturbing
operator is the density ρˆ(x) itself:∑
j
fj(t)Bˆj 7→
∫
d3x ϕext(x, t) ρˆ(x) . (C.32)
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We thus find for the (retarded) density response function in the reference
state |Ψ0〉 the expression (see [157, Eq. (3.84)])
χ(x, t;x′, t′) = − i
~c
Θ(t− t′) 〈Ψ0 | [ ρˆ(x, t), ρˆ(x′, t′)]|Ψ0〉 . (C.33)
This is the fundamental Kubo formula for the density response function. In
this form, however, it is not always particularly useful. Rather, one uses
its spectral representation, which is obtained from the representation of the
identity operator
Iˆ =
∑
s
|Ψs〉〈Ψs| , (C.34)
where the |Ψs〉 form an orthonormal basis of eigenvectors of Hˆ0 with corre-
sponding energies Es , i.e.,
Hˆ0 |Ψs〉 = Es |Ψs〉 . (C.35)
By inserting the identity operator (C.34) between the density operators in
the Kubo formula (C.33), one obtains after a short calculation
χ(x,x′, τ) = (C.36)
− i
~c
Θ(τ)
∞∑
s=0
(
e−iτ(Es−E0)/~ 〈Ψ0 | ρˆ(x)|Ψs〉〈Ψs | ρˆ(x′)|Ψ0〉
− eiτ(Es−E0)/~ 〈Ψ0 | ρˆ(x′)|Ψs〉〈Ψs | ρˆ(x)|Ψ0〉
)
,
where τ = t− t′. In the frequency domain, this is equivalent to
χ(x,x′;ω) = (C.37)
∞∑
s=0
(〈Ψ0 | ρˆ(x)|Ψs〉〈Ψs | ρˆ(x′)|Ψ0〉
~ω − (Es − E0) + iη −
〈Ψ0 | ρˆ(x′)|Ψs〉〈Ψs | ρˆ(x)|Ψ0〉
~ω + (Es − E0) + iη
)
,
where η denotes a positive infinitesimal. We note that in the Kubo formula
(C.33), the density operators can be replaced without any effect by density
fluctuation operators,
δρˆ(x, t) = ρˆ(x, t)− 〈Ψ0 | ρˆ(x)|Ψ0〉 , (C.38)
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because the contribution from the reference densities would vanish in the
commutator. Correspondingly, the summation in the spectral representation
(C.37) can be restricted to s > 0. In particular, in the limit ω → 0 we get
for the instantaneous response function
χ(x,x′) = 2 Re
(∑
s>0
〈Ψ0 |δρˆ(x)|Ψs〉〈Ψs |δρˆ(x′)|Ψ0〉
E0 − Es
)
. (C.39)
This expression is reminiscent of second-order perturbation theory, and in-
deed a connection to it is established in Sec. 4.1.4.
C.2. Displacement field and electromagnetic response
We now consider concretely the electromagnetic response generated by
the displacement field of the charged nuclei. We will first define the elec-
tromagnetic four-current corresponding to an oscillating elastic solid, and
then consider the ensuing equation of motion in an external four-potential.
This will allow for the calculation of the entire fundamental electromagnetic
response tensor [147, 159, 164, 165], which is a (4 × 4) integral kernel con-
taining the complete information about all linear electromagnetic response
functions [123]. Finally, this will lead to analytical formulae expressing the
electromagnetic response of the oscillating solid in terms of the elastic Green
function.
In the following, we consider the displacement field in the combined ther-
modynamic and continuum limit as explained in Sec. 4.2.1. With the continu-
ous displacement field we associate the induced electromagnetic four-current
given by
ρind(x, t) = −ρn0∇ · u(x, t) , (C.40)
jind(x, t) = ρn0 ∂tu(x, t) . (C.41)
While the first equation has already been derived (see Eq. (4.157)) from
the classical expression (4.5) for the density of point particles, the second
equation can be derived analogously from the corresponding expression for
the classical current of point particles,
jn(x, t) = Ze
∑
n
(∂txn)(t) δ
3(x− xn(t)) (C.42)
= Ze
∑
n
(∂tu)(xn0, t) δ
3(x− xn0) +O(u2) , (C.43)
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where in the last step we have performed a first-order expansion in the dis-
placement field analogous to Eq. (4.6). In the thermodynamic and continnum
limit, this expression leads precisely to Eq. (C.41). Per constructionem, the
above four-current (C.40)–(C.41) fulfills the continuity equation:
∂tρind(x, t) +∇ · jind(x, t) = 0 . (C.44)
With this definition of the electromagnetic four-current, we couple the elas-
tic solid to an external four-potential by means of the standard interaction
Lagrangean,
Lint(t) =
∫
d3x
(−ρind(x, t)ϕext(x, t) + jind(x, t) ·Aext(x, t)) . (C.45)
Inserting the expressions (C.40)–(C.41) into this equation and performing a
partial integration in the first term yields
Lint(t) = ρn0
∫
d3x
(−u(x, t) · ∇ϕext(x, t) + u˙(x, t) ·Aext(x, t)) (C.46)
≡ Lint[u, u˙, t] , (C.47)
where in the last step we have interpreted the Lagrangean as a functional
in analogy to classical point-particle mechanics (see e.g. [143, Sec. 1.4]). We
now use the fact that one can add a total time derivative to the Lagrangean
without changing the equations of motion (see [143, Eq. (1.57′)]). Thus, we
may replace
Lint[u, u˙, t] 7→ Lint[u, u˙, t] + d
dt
F [u, t] , (C.48)
where the total time derivative is defined as
d
dt
F [u, t] =
∂F [u, t]
∂t
+
∫
d3x u˙(x, t) · δF [u, t]
δu(x, t)
. (C.49)
The proof that this replacement does not change the equations of motion is
precisely analogous to the corresponding proof in point-particle mechanics.
In our case, we choose the functional
F [u, t] = −ρn0
∫
d3x u(x, t) ·Aext(x, t) , (C.50)
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such that
d
dt
F [u, t] = −ρn0
∫
d3x
(
u(x, t) · A˙ext(x, t) + u˙(x, t) ·Aext(x, t)
)
. (C.51)
Adding this term to the Lagrangean (C.46) yields the equivalent Lagrangean
Lint(t) = ρn0
∫
d3x u(x, t) · (−∇ϕext − ∂tAext )(x, t) (C.52)
= ρn0
∫
d3x u(x, t) ·Eext(x, t) . (C.53)
This interaction Lagrangean is of the standard form (4.120) provided that
we identify the force with
f (x, t) = ρn0Eext(x, t) . (C.54)
In particular, the Euler–Lagrange equations then lead to the inhomogeneous
equation of motion,
ρ0∂
2
t u(x, t) +
∫
d3x′
↔
K(x− x′)u(x′, t) = ρn0Eext(x, t) . (C.55)
This shows that within our approximation (C.40)–(C.41) of the four-current,
the magnetic field does not couple explicitly to the displacement field (al-
though it does so implicitly, because a transverse electric field is in general
also accompanied by a magnetic field).
By combining the electromagnetic four-current (C.40)–(C.41) with the
formalism of the Functional Approach to electrodynamics of media [123, 157,
161–163], we are now in a position to express the core electromagnetic re-
sponse of the solid in terms of the elastic Green function. In fact, from the
very definition of the elastic Green function (see Eq. (4.124)) we obtain its
characterization as the functional derivative,
Dkℓ(x, t; x
′, t′) =
δuk(x, t)
δfℓ(x′, t′)
, (C.56)
of the displacement field with respect to the externally applied force. Inter-
preting this external force to be electromagnetic in its origin, such that f
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can be identified with the external electric field as in Eq. (C.54), the funda-
mental electromagnetic response tensor (C.18) can be obtained by means of
the functional chain rule,
χµν(x, x
′) =
∑
k,ℓ
∫
d4y
∫
d4y′
δjµind(x)
δuk(y)
δuk(y)
δfℓ(y′)
δfℓ(y
′)
δAνext(x
′)
. (C.57)
Now, from Eqs. (C.40)–(C.41) we obtain
δρ(x, t)
δuk(y, s)
= −ρn0 ∂
∂xk
δ3(x− y) δ(ct− cs) , (C.58)
δji(x, t)
δuk(y, s)
= ρn0 δik δ
3(x− y) ∂
∂t
δ(ct− cs) . (C.59)
Furthermore, the defining equation E = −∇ϕ− ∂tA implies that
δEℓ(y
′, s′)
δϕ(x′, t′)
= − ∂
∂y′ℓ
δ3(y′ − x′) δ(cs′ − ct′) , (C.60)
δEℓ(y
′, s′)
δAj(x′, t′)
= −δℓj δ3(y′ − x′) ∂
∂s′
δ(cs′ − ct′) . (C.61)
By putting these results into Eq. (C.57) and performing partial integrations,
we obtain the desired explicit expressions for the fundamental electromag-
netic response tensor in terms of the elastic Green function:
χ00(x, t;x
′, t′) = −c2ρ2n0
∑
k,ℓ
∂2
∂xk∂x′ℓ
Dkℓ(x, t;x
′, t′) , (C.62)
χ0j(x, t;x
′, t′) = −c2ρ2n0
∑
k
∂2
∂xk∂x′0
Dkj(x, t;x
′, t′) , (C.63)
χi0(x, t;x
′, t′) = c2ρ2n0
∑
ℓ
∂2
∂x0∂x′ℓ
Diℓ(x, t;x
′, t′) , (C.64)
χij(x, t;x
′, t′) = c2ρ2n0
∂2
∂x0∂x′0
Dij(x, t;x
′, t′) . (C.65)
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In Fourier space and for a homogeneous system, these equations simplify to
χ00(k, ω) = −c2ρ2n0
∑
k,ℓ
kkDkℓ(k, ω)kℓ , (C.66)
χ0j(k, ω) = c
2ρ2n0
∑
k
kkDkj(k, ω)
ω
c
, (C.67)
χi0(k, ω) = −c2ρ2n0
∑
ℓ
ω
c
Diℓ(k, ω)kℓ , (C.68)
χij(k, ω) = c
2ρ2n0
ω2
c2
Dij(k, ω) . (C.69)
Consequently, the fundamental response tensor can be written more com-
pactly in matrix notation as
χµν(k, ω) = ρ
2
n0
 −ckT↔D(k, ω)ck ωckT↔D(k, ω)
−ω
↔
D(k, ω)ck ω2
↔
D(k, ω)
 . (C.70)
In fact, this fundamental response tensor is in accord with the most general
form of a fundamental response tensor in the homogeneous limit (see [162,
Eq. (2.29)]), provided that the current response tensor (which is the spatial
part of the fundamental response tensor) is identified with
↔
χ(k, ω) = ρ2n0 ω
2
↔
D(k, ω) . (C.71)
In particular, we remark that by the concrete form (4.127) of the elastic
Green function, the above equality implies that the zero-frequency limit of
the current response tensor vanishes.
Given Eq. (C.71), we can now derive concrete expressions for all lin-
ear electromagnetic response functions. For example, the standard relation
between the current response tensor and the conductivity tensor (cf. [123,
Eq. (6.16)]),
↔
χ(k, ω) = iω
↔
σ(k, ω) , (C.72)
implies that the conductivity of the cores can be expressed in terms of the
elastic Green function as
↔
σ(k, ω) = −ρ2n0 iω
↔
D(k, ω) , (C.73)
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and hence also the zero-frequency limit of the conductivity vanishes. This
is physically reasonable because an elastic solid cannot support a constant
current. We stress, however, that this statement refers to the elastically
bound nuclei only, not to a possible electronic current. Furthermore, con-
crete expressions for the dielectric tensor and the magnetic susceptibility will
be derived in the isotropic limit in Sec. D.4. Finally, for the density re-
sponse function we obtain the simple expression in terms of the elastic Green
function,
χ(k, ω) ≡ δρind(k, ω)
δϕext(k, ω)
=
1
c2
χ00(k, ω) = −ρ2n0 kT
↔
D(k, ω)k . (C.74)
This result is precisely the continuum analogon of Eq. (4.8). It is used in
Sec. 4.2 for relating the Response Theory of effective interactions to the
functional integral approach (see Eqs. (4.170)–(4.171)).
C.3. Kubo formula for electromagnetic response of the cores
In this last subsection, we discuss the consistency of the relation (C.71),
which we have derived by purely classical considerations, with the quantum
field theoretical Kubo formula for the fundamental response tensor given by
(see e.g. [8, 21, 147, 166] or [157, Sec. 3.2.4 and App. C])
χµν(x, t;x
′, t′) =
i
~c
Θ(t− t′)〈Φ0 | [ δjˆµ(x, t), δjˆν(x′, t′)]|Φ0〉 (C.75)
− Ze
M
3∑
i=1
δµi δiν δ(ct− ct′) δ3(x− x′) 〈Φ0 | ρˆ(x)|Φ0〉 .
Here, the expectation values refer to the unperturbed state, e.g., the ground
state |Φ0〉 of the nuclear subsystem. Similarly, the time evolution refers to
the unperturbed core Hamiltonian. The second term on the right hand side
corresponds to the local response of the so-called diamagnetic current (see
e.g. [21, Eq. (1.98c)]). Its prefactor involves the nuclear charge Ze and mass
M . Further note that in the first term, we have replaced the current operators
by current fluctuation operators defined by
δjˆµ(x, t) = jˆµ(x, t)− 〈Φ0 | jˆµ(x)|Φ0〉 , (C.76)
which is analogous to the replacement (C.38). In particular, the 00-compo-
nent of Eq. (C.75) reproduces the Kubo formula for the density response
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function, Eq. (C.33), while the spatial part reads
↔
χ(x, t;x′, t′) =
i
~c
Θ(t− t′)〈Φ0 | [δjˆ(x, t), δjˆ(x′, t′)]|Φ0〉
− ρ
2
n0
ρ0 c
δ(t− t′) δ3(x− x′)↔1 ,
(C.77)
where we have used the fact that the expectation value of the charge den-
sity in the unperturbed state simply yields the constant reference density,
〈Φ0 | ρˆ(x)|Φ0〉 ≡ ρn0 . We also note that the contribution proportional to the
four-dimensional Dirac delta ensures the constraint relations (see [147, 167]
and [123, Sec. 5.1])
∂µχ
µ
ν(x, x
′) = 0 , ∂′νχµν(x, x
′) = 0 , (C.78)
respectively implying charge conservation and gauge invariance.
We now compare Eq. (C.77) with the central result (C.71) of the pre-
ceding subsection. For this purpose, we first identify the fluctuation current
operators (C.76) with the operators for the induced current. Hence, with
Eqs. (C.40)–(C.41) we obtain the expressions
δρˆ(x, t) = −ρn0∇ · uˆ(x, t) , (C.79)
δjˆ(x, t) = ρn0 ∂tuˆ(x, t) . (C.80)
We now show that Eq. (C.77) is equivalent to Eq. (C.71) under these identi-
fications. More precisely, we show that in real space,
↔
χ(x, t;x′, t′) = ρ2n0
∂2
∂t ∂t′
↔
Dret(x, t;x
′, t′) , (C.81)
where
−i~c
↔
Dret(x, t;x
′, t′) = Θ(t− t′)〈Φ0 | [uˆ(x, t), uˆ(x′, t′)]|Φ0〉 (C.82)
is the quantum field theoretical expression for the retarded Green function.
In fact, acting twice with the time derivative on this expression gives the
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following four contributions:
−i~c ∂t∂t′
↔
Dret(x, t;x
′, t′) = (C.83)
Θ(t− t′)〈Φ0 | [∂tuˆ(x, t), ∂t′uˆ(x′, t′)]|Φ0〉
+ δ(t− t′)〈Φ0 | [uˆ(x, t), ∂t′ uˆ(x′, t′)]|Φ0〉
− δ(t− t′)〈Φ0 | [∂tuˆ(x, t), uˆ(x′, t′)]|Φ0〉
− (∂tδ)(t− t′)〈Φ0 | [uˆ(x, t), uˆ(x′, t′)]|Φ0〉 .
Using the connection between the time-derivative of the displacement field
and the electromagnetic current density operator, Eq. (C.80), we see directly
that the first contribution reproduces the first term in Eq. (C.77). Then,
the second and the third contribution can be evaluated using the equal-time
commutator (4.130). The result yields two times the second contribution in
Eq. (C.77). Finally, by applying the fourth term to a test function ϕ(t′),
using partial integration and the fact that the displacement field commutes
with itself at equal times, we find the distributional identity
(∂tδ)(t− t′)〈Φ0 | [uˆ(x, t), uˆ(x′, t′)]|Φ0〉 (C.84)
= δ(t− t′)〈Φ0 | [uˆ(x, t), ∂t′ uˆ(x′, t′)]|Φ0〉 .
This shows that the fourth term in Eq. (C.83) equals the second or third one
up to a sign, and thus restores the correct prefactor of the second term in
Eq. (C.77). This concludes our proof of the equivalence between Eq. (C.71)
and Eq. (C.77).
D. Connection to elasticity theory
In this appendix, we take the previously obtained results to the isotropic
limit. This limit is of both practical and conceptual importance for the de-
scription of the displacement field. Conceptually, it describes the simplest
dynamical matrix which still has some realistic features to it. We have there-
fore used this limit already in the main text (see Sec. 4.1.2). Futhermore,
it allows for a particularly transparent connection to macroscopic elasticity
theory. Practically, the isotropic limit is appropriate for most materials any-
way because the microscopic anisotropy stemming from the crystal structure
is mostly averaged out on a macroscopic scale. In fact, in the macroscopic
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and isotropic limit, the elastic properties can be completely described by
only two material constants. On the other hand, in Sec. C.2 we have shown
that the electromagnetic material properties can be expressed in terms of the
elastic Green function. To put this into practice for the said macroscopic and
isotropic limit, we will connect the microscopic description of the displace-
ment field in terms of the dynamical matrix to the macroscopic description
in terms of the elasticity tensor. This will then allow for the expression of
the elastic Green function—and thus finally also of the nuclear contribution
to the electromagnetic response—in terms of the elastic constants.
D.1. Dynamical matrix in the isotropic limit
Per definitionem, the dynamical matrix is isotropic if it preserves its form
under arbitrary spatial rotations. As a matter of principle, under a rotation
R ∈ SO(3) the dynamical matrix in Fourier space transforms as
(
↔
K)′(k′) =
↔
R
↔
K(k)
↔
R−1 , (D.1)
where
k′ =
↔
Rk . (D.2)
The dynamical matrix being of the same form in all coordinate systems ro-
tated relatively to each other means that
(
↔
K)′(k′) =
↔
K(k′) , (D.3)
i.e. explicitly,
↔
R
↔
K(k)
↔
R−1 =
↔
K(
↔
Rk) . (D.4)
From this condition one arrives at far reaching results about the general form
of the dynamical matrix, which we formulate in the following lemma:
Lemma. In the isotropic limit, the dynamical matrix is of the general form
↔
K(k) = KL(k)
↔
PL(k) +KT(k)
↔
PT(k) , (D.5)
where the longitudinal and transverse parts KL(k) and KT(k) depend on the
modulus |k| of the wavevector only.
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Proof. We first consider a fixed wavevector k and restrict the condition
(D.4) to the subgroup of rotations around the axis parallel to k. For such
rotations, we have
↔
Rk = k , (D.6)
and hence the condition (D.4) yields
↔
K(k)
↔
R =
↔
R
↔
K(k) . (D.7)
This means, the matrix K(k) commutes with all matrices representing ro-
tations around the axis k. The latter form a subgroup Gk ⊂ SO(3) of the
three-dimensional rotation group. The natural representation of Gk on the
three-dimensional vector space R3 has two irreducible subspaces, i.e., sub-
spaces being invariant under all rotations around k. These are spanned by
all vectors being parallel and respectively orthogonal to k, hence they are
given by the longitudinal and transverse subspaces PL(k)R
3 and PT(k)R
3.
Now, let us define the following matrices:
↔
KLL(k) :=
↔
P L(k)
↔
K(k)
↔
P L(k) , (D.8)
↔
KTT(k) :=
↔
PT(k)
↔
K(k)
↔
PT(k) , (D.9)
↔
KLT(k) :=
↔
P L(k)
↔
K(k)
↔
PT(k) , (D.10)
↔
KTL(k) :=
↔
PT(k)
↔
K(k)
↔
P L(k) , (D.11)
and for R ∈ Gk also
↔
RLL(k) :=
↔
PL(k)
↔
R
↔
PL(k) , (D.12)
↔
RTT(k) :=
↔
PT(k)
↔
R
↔
PT(k) . (D.13)
Using that R itself commutes with the projection operators PL(k) and PT(k),
one can easily show that the condition (D.7) implies
↔
KLL(k)
↔
RLL(k) =
↔
RLL(k)
↔
KLL(k) , (D.14)
↔
KTT(k)
↔
RTT(k) =
↔
RTT(k)
↔
KTT(k) , (D.15)
↔
KLT(k)
↔
RTT(k) =
↔
RLL(k)
↔
KLT(k) , (D.16)
↔
KTL(k)
↔
RLL(k) =
↔
RTT(k)
↔
KTL(k) . (D.17)
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The first two Eqs. (D.14) and (D.15) mean that the projections of the matrix
K(k) on the longitudinal or transverse subspaces commute with all matrices
of the corresponding irreducible representations of Gk . By Schur’s lemma
(see e.g. [155, Appendix D. § 8]), it follows that these projections of K(k) are
multiples of the identity matrices on the respective subspaces, i.e.,
↔
KLL(k) = KL(k)
↔
PL(k) , (D.18)
↔
KTT(k) = KT(k)
↔
PT(k) , (D.19)
with k-dependent scalars KL(k) and KT(k). On the other hand, the last two
Eqs. (D.16)–(D.17) mean that the matrices KLT(k) and KTL(k) define homo-
morphic mappings between the two irreducible representations. Since these
two irreducible representations are inequivalent (as the corresponding sub-
spaces have different dimensions one and two, respectively), Schur’s lemma
also implies that
↔
KLT(k) =
↔
KTL(k) = 0 . (D.20)
Since any matrix
↔
K(k) can be decomposed as
↔
K(k) =
↔
KLL(k) +
↔
KTT(k) +
↔
KLT(k) +
↔
KTL(k) , (D.21)
we thus obtain the formula (D.5). Finally, using this form of the matrix
K(k), we can evaluate the condition (D.4) for arbitrary matrices R ∈ SO(3).
With the help of the identities
↔
R
↔
PL(k)
↔
R−1 =
↔
P L(
↔
Rk) , (D.22)
↔
R
↔
PT(k)
↔
R−1 =
↔
PT(
↔
Rk) , (D.23)
it follows that
KL(
↔
Rk) = KL(k) , (D.24)
KT(
↔
Rk) = KT(k) , (D.25)
hence these functions depend on the modulus |k| only. ✷
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D.2. Elasticity tensor and macroscopic limit
In this subsection, we draw the connection between the microscopic de-
scription of the displacement field in terms of the dynamical matrix and the
macroscopic approach used in classical elasticity theory (see [121, 144, 168],
or [110, Sec. 1.4], [146, Chap. 1] and [169, Chap. 3] for short introductions).
In fact, macroscopic elasticity theory assumes the potential energy to
be given up to second order in the displacement field by (see e.g. [110, Eq.
(1.180)]; compare this to the microscopic, non-local expression (4.116) in
terms of the dynamical matrix),
V [u] =
1
2
∫
d3x uij(x, t)λijkℓ ukℓ(x, t) , (D.26)
where λijkℓ is the elasticity tensor, while
uij(x, t) =
1
2
(
∂uj(x, t)
∂xi
+
∂ui(x, t)
∂xj
)
(D.27)
are the so-called strains. Here and in the following, we sum over all doubly
appearing indices. The general form (D.26) of the potential energy implies
that the elasticity tensor can be chosen to have the symmetries
λijkℓ = λjikℓ = λijℓk = λkℓij . (D.28)
Further introducing the so-called stresses by
σij(x, t) :=
δV [u]
δuij(x, t)
= λijkℓukℓ(x, t) , (D.29)
we find the equation of motion in the following form [121, Eq. (23.1)]
ρ0
∂2ui(x, t)
∂t2
= − δV [u]
δui(x, t)
=
∂σij(x, t)
∂xj
. (D.30)
Here, we have used the functional chain rule
δV [u]
δui(x, t)
=
∫
d3x′
δV [u]
δujk(x′, t)
δujk(x
′, t)
δui(x, t)
(D.31)
and the identity
δujk(x
′, t)
δui(x, t)
=
1
2
(
δij
∂
∂xk
+ δik
∂
∂xj
)
δ3(x− x′) , (D.32)
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which follows from the definition (D.27). By substituting back the definition
of the stress tensor in Eq. (D.30), we further obtain
ρ0
∂2ui(x, t)
∂t2
− λijkℓ ∂
2uℓ(x, t)
∂xj ∂xk
= 0 . (D.33)
At face value, this macroscopic equation of motion differs grossly from the
microscopic theory in terms of the dynamical matrix (see Eq. (4.118)). On
closer inspection, however, we see that the macroscopic theory is a special
case of its microscopic counterpart (cf. [114, pp. 443f.]). In fact, the former
can be reproduced from the latter by choosing the dynamical matrix in real
space to be of the form
Kij(x,x
′) = −λikℓj ∂
2
∂xk∂xℓ
δ3(x− x′) , (D.34)
which in Fourier space is equivalent to
Kij(k) = λikℓj kk kℓ . (D.35)
This relation can be inverted as
λijkℓ =
1
8
(
∂2Kiℓ(k)
∂kj ∂kk
+
∂2Kjℓ(k)
∂ki∂kk
+
∂2Kik(k)
∂kj ∂kℓ
+
∂2Kjk(k)
∂ki∂kℓ
)∣∣∣∣
k=0
, (D.36)
or equivalently (see [114, Eq. (22.79)]),
λijkℓ = (D.37)
− 1
8
∫
d3r
(
rjKiℓ(r)rk + riKjℓ(r)rk + rjKik(r)rℓ + riKjk(r)rℓ
)
,
where r = x− x′ . In particular, if Kij(k) is an arbitrary dynamical matrix
of a homogeneous system (not necessarily of the form (D.35)), one can use
Eq. (D.36) as a definition of the associated elasticity tensor. The symmetry
(2.71) of the dynamical matrix then guarantees that the symmetries (D.28)
of the elasticity tensor are fulfilled.
D.3. Macroscopic and isotropic limit
Using the results from the previous subsection, we now further express
the dynamical matrix in terms of the elastic constants of an isotropic system:
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In the isotropic limit, the elasticity tensor is given by the standard formula
(see e.g. [146, Eq. (1.23)]),
λijkℓ = µ(δikδjℓ + δiℓδjk) + λ δijδkℓ . (D.38)
with the Lame´ coefficient λ and the shear modulus µ. They are related to
the Poisson ratio ν, to Young’s modulus E and to the bulk modulus B (also
modulus of compression) via [146, Table 1.3]
ν =
λ
2(λ + µ)
, (D.39)
E = 2µ(1 + ν) , (D.40)
B = λ+
2µ
3
. (D.41)
One verifies directly that the isotropic elasticity tensor (D.38) corresponds
via Eq. (D.35) to the dynamical matrix in Fourier space
Kij(k) = (λ+ µ)kikj + µδij |k|2 , (D.42)
or in real space
Kij(x,x
′) = −(λ+ µ)(∂i∂j δ3)(x− x′)− µδij (∆δ3)(x− x′) . (D.43)
Comparing this with the general form (D.5) in the isotropic limit, we find for
the longitudinal and transverse parts of the dynamical matrix,
KL(k) = (λ+ 2µ)|k|2 , (D.44)
KT(k) = µ |k|2 . (D.45)
If we further compare these equations with the continuum version (see Ta-
ble 1) of Eqs. (4.33)–(4.34), i.e.,
KL(k) = ρ0 ω
2
kL , (D.46)
KT(k) = ρ0 ω
2
kT , (D.47)
we can read off the longitudinal and transverse dispersion relations as
ωkL = vL |k| , (D.48)
ωkT = vT |k| , (D.49)
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where the longitudinal and transverse speeds of sound are given in terms of
the elastic constants by
v2L = (λ+ 2µ)/ρ0 , (D.50)
v2T = µ/ρ0 . (D.51)
Furthermore, one can show that the elastic potential energy (D.26) takes the
particularly simple form
V [u] =
1
2
∫
d3x
(
(λ+ 2µ)|∇ · u(x, t)|2 + µ |∇ × u(x, t)|2) , (D.52)
and the equation of motion (D.33) reverts to
ρ0
∂2
∂t2
u(x, t)− (λ+ µ)∇(∇· u)(x, t)− µ∆u(x, t) = 0 . (D.53)
Using the expression of the Laplace operator in terms of the divergence and
the rotation,
∆u(x) = ∇(∇ · u)(x)−∇× (∇× u)(x) ≡ ∆uL(x) + ∆uT(x) , (D.54)
we can separate the longitudinal and transverse parts of the displacement
field, for which we then obtain the respective wave equations (cf. [110, Eqs.
(1.193)–(1.194)]), (
1
v2L
∂2
∂t2
−∆
)
uL(x, t) = 0 , (D.55)(
1
v2T
∂2
∂t2
−∆
)
uT(x, t) = 0 . (D.56)
These equations can also be derived directly from the decomposition (D.46)–
(D.47) of the dynamical matrix. Thus, in the macroscopic and isotropic
limit, the longitudinal and transverse oscillations of the elastic solid decouple
completely. Finally, in this limit the calculation of the elastic Green function
becomes particularly simple. Its defining equation then reads(
ρ0
∂2
∂t2
− (λ+ µ)∇∇T − µ∆
)↔
D(x, t;x′, t′) =
↔
1 δ4(x− x′) . (D.57)
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Using the continuum version of Eq. (4.36) and substituting Eqs. (D.48)–
(D.49), we obtain the explicit expression
↔
D(k, ω) = − 1
ρ0
1
ω2 − v2L |k|2
↔
P L(k)− 1
ρ0
1
ω2 − v2T |k|2
↔
PT(k) . (D.58)
This is precisely the frequency-dependent generalization of the result ob-
tained by H. Kleinert [146, Eq. (1.77)]. Furthermore, this shows that the
“elastic Green function” is indeed a Green function in the sense of linear
elasticity theory.
D.4. Electromagnetic response in terms of elastic constants
We finally come back to the electromagnetic response as produced by the
nuclear displacement field. In the previous subsections we have shown that
the macroscopic equation of motion (D.33) in terms of the elasticity tensor,
or Eq. (D.53) in terms of the Lame´ coefficient and the shear modulus, are
only special cases of the more general microscopic equation of motion (4.118)
in terms of the dynamical matrix. Consequently, the Green function of the
macroscopic equation of motion can be interpreted as an approximation for
the elastic Green function defined in Eq. (4.122). On the other hand, we have
shown in Sec. C.2 that all linear electromagnetic response properties can be
expressed in terms of this elastic Green function. Using for the latter the
expression (D.58) and Eqs. (D.50)–(D.51), thus describing the displacement
field in the macroscopic and isotropic limit, we see that all response properties
can be expressed in terms of the elastic constants. In this subsection, we
shortly discuss the corresponding explicit formulae.
Starting with the connection between the current response tensor and
the elastic Green function, Eq. (C.71), we find with the explicit expression
of the latter in the macroscopic and isotropic limit, Eq. (D.58), the following
formulae for the longitudinal and transverse current response functions:
χL(ω,k) = −ρ
2
n0
ρ0
ω2
ω2 − v2L |k|2
, (D.59)
χT(ω,k) = −ρ
2
n0
ρ0
ω2
ω2 − v2T |k|2
. (D.60)
From these equations we obtain directly
v2L
v2T
= lim
ω→0
χT(ω,k)
χL(ω,k)
. (D.61)
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This equality, which replaces the Lyddane-Sachs-Teller relation (see [114,
Eq. (27.67)] or [115, Chap. 10, Eq. (62)]), allows one to retrieve the longitu-
dinal and transverse speeds of sound from the respective response functions.
Next, for the generalized (wavevector- and frequency-dependent) mag-
netic susceptibility, we use the response relation [123, Eq. (7.38)] to obtain
χm(k, ω) = µ0
χT(k, ω)
|k|2 = −
µ0ρ
2
n0
ρ0
1
|k|2
ω2
ω2 − v2T |k|2
. (D.62)
In particular, this yields zero in the instantaneous limit ω → 0, showing
that the elastic solid is not susceptible to static magnetic fields. Further-
more, from the standard relation between the density response function χ
and the longitudinal current response function χL (see [123, Eq. (7.11)] or [8,
Eq. (3.175)]), we obtain
χ(k, ω) = −|k|
2
ω2
χL(k, ω) =
ρ2n0
ρ0
|k|2
ω2 − v2L|k|2
. (D.63)
Alternatively, this relation can be derived directly from Eqs. (C.74) and
(D.58). Finally, the dielectric tensor can be expressed in the isotropic limit
as [162, Eq. (2.79)]
(
↔
ε r)
−1(k, ω) =
↔
1 − 1
ε0ω2
χL(k, ω)
↔
PL(k) +D0(k, ω)χT(k, ω)
↔
P (k) , (D.64)
where
D0(k, ω) =
1
ε0 (−ω2 + c2|k|2) (D.65)
is the Green function of the d’Alembert operator [123, Eq. (3.9)]. In par-
ticular, for the longitudinal dielectric function we thus obtain the concise
result
ε−1r,L(k, ω) = 1 +
ρ2n0
ρ0ε0
1
ω2 − v2L|k|2
, (D.66)
which coincides precisely with Eq. (4.40) in the main text. The above for-
mulae express the electromagnetic material properties in terms of the elastic
properties of the oscillating nuclear lattice. Correspondingly, calculating with
the above result for the nuclear dielectric function, Eq. (D.66), the total ef-
fective electron-electron interaction via the fundamental ansatz (3.42), one
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recovers precisely the result (4.39), provided one re-expresses the “micro-
scopic” parameters M and e by their “macroscopic” counterparts ρ0 and ρn0 .
In concluding this appendix, we stress again that none of the above for-
mulae actually allows for a straightforward deduction of the real electromag-
netic material response from the elastic constants only. The reason for this
is that our formulae take into account only the contributions from the oscil-
lating nuclei, whereas the real electromagnetic response is more often than
not dominated by the electronic contributions. Furthermore, the whole for-
malism hinges on the association of an electromagnetic four-current with the
displacement field, which applies only in case that the nuclei are at least
partially ionized.
E. Analogy to photon-mediated interactions
In this appendix, we discuss in how far the effective phonon-mediated in-
teraction treated in this article is analogous to the so-called photon-mediated
interaction used in (quantum) electrodynamics. Beginning with a short re-
view of electrodynamics as a classical field theory (Sec. E.1), we will perform
the transition to the corresponding quantum field theory by taking recourse
to the functional integral formalism [116, 141, 170] to quantum electrody-
namics [148, 154, 171]. Thereby, we will point out the precise analogy be-
tween the continuous displacement field (as treated in Sec. 4.2.2) and the
electromagnetic four-potential. In particular, in Sec. E.2 we will rederive the
photon-mediated interaction within the functional integral approach, and
subsequently show that the ensuing standard result can also be obtained
classically by a straightforward elimination procedure, which is completely
analogous to the derivation of phonon-mediated interactions as proposed in
this article. We will then shortly explain the problems of the effective elec-
tronic theory (Sec. E.3) and, moreover, show that it coincides with the fa-
mous Feynman–Wheeler electrodynamics if applied to a classical four-current
generated by point-particles (Sec. E.4). Finally, we will prove that the in-
stantaneous limit of the effective photon-mediated electron-electron inter-
action reproduces the well-known Darwin Lagrangean, which can thus also
be interpreted as “static Feynman–Wheeler electrodynamics” (Sec. E.5). A
similar result has been derived apparently for the first time by T.C. Scott
and R.A. Moore [172] using an expansion of the Feynman–Wheeler action
in powers of the inverse speed of light.
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E.1. Short review of classical electrodynamics
We begin by reviewing some well-known concepts of electrodynamics,
using the same conventions as in Ref. [123]. In particular, we choose the
Minkowski metric
ηµν = η
µν = diag(−1, 1, 1, 1) , (E.1)
which is particularly useful for the comparison with non-relativistic results.
The classical Lagrangean density L ≡ L(x) of electrodynamics has the gen-
eral structure
L[A,ψ] = Lem0[A] + Lint[A,ψ] + Le0[ψ] , (E.2)
meaning that it is composed of a free part for the electromagnetic fields, a
free part for the “matter” degrees of freedom and an interaction term. More
concretely, the free electromagnetic part reads
Lem0(x) = − 1
4µ0
F µν(x)Fµν(x) , (E.3)
and the interaction part reads
Lint(x) = jµ(x)Aµ(x) . (E.4)
Here, we have defined the electromagnetic field-strength tensor
Fµν(x) = ∂µAν(x)− ∂νAµ(x) (E.5)
in terms of the four-potential Aµ = (ϕ/c,A), while jµ = (cρ, j) denotes
the four-current density. The term Le0[ψ] in Eq. (E.2) generally refers to the
charged matter. For concreteness, we identify it with the Lagrangean density
for the Dirac field,
Le0(x) = ψ¯(x)
(
i~γµ∂µ −mc
)
ψ(x) , (E.6)
in which case the electromagnetic four-current can be expressed in terms of
the electronic field as
jµ(x) = −e ψ¯(x)γµψ(x) . (E.7)
Here, the gamma matrices γµ are defined such that they satisfy the anticom-
mutation relations (cf. our metric convention (E.1)),[
γµ, γν
]
+
= −2ηµν , (E.8)
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and ψ¯(x) = ψ†(x)γ0 is the conjugate spinor field (see e.g. [148, 154, 173]).
The classical action of the coupled electromagnetic and electronic system is
given by the integral
S[A,ψ] =
1
c
∫
d4x L[A,ψ] = Sem0[A] + Sint[A,ψ] + Se0[ψ] . (E.9)
The Euler–Lagrange equations (cf. Sec. 4.2.1) for the electromagnetic field,
c
dS
dAµ(x)
≡ ∂L(x)
∂Aµ(x)
− ∂
∂xν
∂L(x)
∂(∂νAµ(x))
= 0 , (E.10)
then lead to the classical equation of motion,
(ηµν✷+ ∂
µ∂ν)A
ν(x) = µ0 j
µ(x) , (E.11)
with the d’Alembert operator
✷ = −∂µ∂µ = 1
c2
∂2
∂t2
−∆ . (E.12)
Equation (E.11) has a particular solution in terms of the electromagnetic
Green function,
Aµ(x) =
∫
d4x′ (D0)µν(x, x
′) jν(x′) + (∂µf)(x) , (E.13)
where ∂µf is a pure gauge which can be chosen arbitrarily. The tensorial
Green function D0 (see [123, Secs. 3.3–3.4]) can therefore be characterized as
the functional derivative
(D0)
µ
ν(x, x
′) =
δAµ(x)
δjν(x′)
, (E.14)
and hence corresponds to the response function of the four-potential. Finally,
the Euler–Lagrange equation for the Dirac field,
c
dS
dψ¯(x)
=
∂L(x)
∂ψ¯(x)
− ∂
∂xµ
∂L(x)
∂(∂µψ¯(x))
= 0 , (E.15)
reproduces the Dirac equation,(
γµ(i~∂µ − eAµ(x))−mc
)
ψ(x) = 0 , (E.16)
in the presence of the electromagnetic four-potential.
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E.2. Effective interaction in the functional integral formalism
In the main text, we have proposed a simple method for the derivation
of effective interactions, which consists in an elimination procedure for the
degrees of freedom whose influence is to be described by an effective inter-
action. This elimination procedure is based on linear response theory (see
Sec. 3.1). Furthermore, we have shown in Sec. 4.2 that this is consistent with
the functional integral approach, where the notion of effective interactions is
well established. On the other hand, in quantum electrodynamics the idea
of a photon-mediated electron-electron interaction is also well known. The
main goal of this subsection is therefore to show that these different notions
of effective phonon- and photon-mediated interactions are in fact completely
analogous.
Electromagnetic Green function in the functional integral formalism.—First,
we note that—apart from the problems associated with the gauge-freedom—
the electromagnetic Green function has an analogous representation in the
functional integral (or “path integral”) formalism as the elastic Green func-
tion (see Sec. 4.2.2). In fact, the (time-ordered) Green function D0 for the
electromagnetic four-potential in the, say, Lorenz gauge is defined in the
quantum field theoretical setting as (cf. [174, Chap. 5])
−i~c (D0)µν(x, x′) = 〈T Aˆµ(x)Aˆν(x′)〉 , (E.17)
which is analogous to Eq. (4.1). Here, Aˆµ(x) is the free quantized four-
potential in the Lorenz gauge obeying the equation of motion (cf. Eq. (E.11))
✷Aˆµ(x) = 0 , (E.18)
and the equal-time commutator[
Aˆµ(x, t), ∂tAˆ
ν(x′, t)
]
= i~c2µ0 η
µν δ3(x− x′) . (E.19)
The expectation value in Eq. (E.17) is usually taken with respect to the
non-interacting ground state (i.e., the non-interacting vacuum of quantum
electrodynamics). Analogously to Eq. (4.3), one shows that the Green func-
tion defined in Eq. (E.17) obeys the equation of motion (in the Lorenz gauge)
✷(D0)
µν(x, x′) = µ0 ηµν δ4(x− x′) . (E.20)
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Generally, time-ordered electromagnetic Green functions can be represented
from the functional integral with sources (see e.g. [175, 176]),
Z[J ] =
∫
DA exp
(
1
~
Sem0 [A] +
1
~c
∫
d4xAµ(x)J
µ(x)
)
, (E.21)
as the second-order functional derivative
1
~c
(D0)µν(x, x
′) =
1
Z0
δ2Z[J ]
δJµ(x)δJν(x′)
∣∣∣∣
J≡0
, (E.22)
where Z0 = Z[J ≡ 0]. This representation is analogous to the corresponding
representation (4.136)–(4.137) of the elastic Green function. We remark,
however, that the above electromagnetic path integral is actually ill-defined
due to the gauge freedom. This is a standard problem in gauge theory,
which is cured by the introduction of the Faddeev-Popov determinant (see
e.g. [148, 154, 171, 177]). Here, we do not go into these problems because
we use the path integral only as a heuristic tool, with the only relevant
property being the standard result for Gaussian integrals (i.e., the equivalence
of Eqs. (E.26) and (E.27) below). We also note that in the literature, the
path integral is often introduced with an additional factor i (imaginary unit)
in the exponent, which, however, is not necessary for our purposes.
To show Eq. (E.22), we proceed analogously as in Sec. 4.2.2 (see also [175,
Chap. 12]. We first rewrite the action as
cSem0 = − 1
4µ0
∫
d4x F µν(x)Fµν(x) (E.23)
= − 1
2µ0
∫
d4x Aµ(x) (η
µν
✷+ ∂µ∂ν)Aν(x) (E.24)
= −1
2
∫
d4x
∫
d4x′Aµ(x) (D−10 )
µν(x, x′)Aν(x′) , (E.25)
where in the second step we have performed partial integrations after using
Eq. (E.5). We remark again that, strictly speaking, the differential operator
in Eq. (E.24) is not invertible (cf. [177, p. 157]), and hence the precise def-
inition of the tensorial Green function (see the discussion in [123, Sec. 3.3])
and the meaning of the corresponding Gaussian integral require some care.
This is precisely the aforementioned problem in the definition of the elec-
tromagnetic functional integral (see also [178, Sec. 3.1] for a straightforward
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solution). In the context of this article, we may also identify the classical
Green function D0 in the above expression (E.25) with the gauge-fixed Green
function resulting from the quantum field theoretical definition, Eq. (E.17),
which in fact is invertible. (In this case, the spoiler term ∂µ∂νA
ν in the free
action can be dropped on grounds of the Lorenz gauge.) Ignoring—for the
sake of argument—these technical difficulties, the functional integral can be
written as
Z[J ] =
∫
DA exp
(
1
~c
(
−1
2
Aµ (D
−1
0 )
µνAν + AµJ
µ
))
. (E.26)
Formally, this is a Gaussian functional integral, which yields explicitly (cf.
the calculation for the displacement field in Eqs. (4.143)–(4.147))
Z[J ] = Z0 exp
(
1
2~c
JµD
µν
0 Jν
)
. (E.27)
Here, we have used again the symmetry of the Green function,
(D0)
µν(x, x′) = (D0)νµ(x′, x) , (E.28)
which follows from the symmetry of the corresponding differential operator
in Eq. (E.11) provided one chooses a time-ordered Green function. Finally,
applying the functional derivatives to Eq. (E.27) and evaluating the result at
vanishing sources yields the desired relation (E.22).
Photon-mediated interaction in the functional integral formalism.—Within
the functional integral approach, the effective action Seff [ψ] for the electronic
subsystem is defined by integrating out the electromagnetic degrees of free-
dom (cf. [179, Eq. (9.80)]), i.e. through
exp
(
1
~
Seff [ψ]
)
=
1
Z0
∫
DA exp
(
1
~
S[A,ψ]
)
. (E.29)
This definition is again analogous to the corresponding definition (4.164) of
the phonon-mediated interaction. Writing the total action formally as
S[A,ψ] = − 1
2c
Aµ (D
−1
0 )
µνAν +
1
c
Aµ j
µ + Se0[ψ] , (E.30)
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and performing the Gaussian functional integral over the electromagnetic
degrees of freedom as in Eqs. (E.26)–(E.27), we obtain the well-known result
(see e.g. [180, 181], or [176, Sec. I.5] and [179, Eq. (9.81)]),
Seff [ψ] = Se0[ψ] +
1
2c
jµD
µν
0 jν ≡ Se0[ψ] + Seffe−e[ψ] . (E.31)
Thus, in addition to the free part Se0 of the electronic action, we obtain an
effective, photon-mediated electron-electron interaction part given by
Seffe−e =
1
c
∫
d4x
∫
d4x′ Leffe−e(x, x′) , (E.32)
with the interaction Lagrangean
Leffe−e(x, x′) =
1
2
jµ(x) (D0)
µν(x, x′) jν(x′) . (E.33)
This is the photonic analogon of the expression (4.12) (or (4.169) in the
continuum limit). Thus, the effective photon-mediated electron-electron in-
teraction introduced in quantum electrodynamics is indeed fully analogous
to the effective phonon-mediated electron-electron interaction as introduced
in the Response Theory of the electron-phonon coupling.
Classical rederivation of photon-mediated interaction.—Finally, we will now
prove that the above effective photon-mediated interaction can also be ob-
tained directly from the classical Lagrangean field theory, which is again
analogous to our classical derivation of the phonon-mediated interaction at
the end of Sec. 4.2.2. Concretely, we will show that the effective action (E.31)
for the electronic field can be written as
Seff [ψ] = S[A[ψ], ψ] , (E.34)
where S[A,ψ] is the fundamental action given by Eq. (E.9), and Aµ[ψ] is
given by Eq. (E.13) with the four-current being defined through Eq. (E.7).
In other words, the effective photon-mediated interaction can also be derived
in purely classical terms by eliminating the electromagnetic four-potential
Aµ from the fundamental action (E.9) using its equation of motion (E.11).
To prove Eq. (E.34), we first note that both sides of the equation contain
the purely electronic term Se0[ψ], and hence it suffices to show that
Seffe−e[ψ] = Sint[A[ψ], ψ] + Sem0[A[ψ]] . (E.35)
145
For the interaction term Sint the result is straightforward: expressing A
µ via
Eq. (E.13) through its response function D0 yields
Sint =
1
c
∫
d4x jµ(x)A
µ(x) (E.36)
=
1
c
∫
d4x
∫
d4x′ jµ(x) (D0)µν(x, x′) jν(x′) . (E.37)
Next, we eliminate the four-potential from the purely electromagnetic term
Sem0 . For this purpose, we use again the expression (E.25), which upon
insertion of Aµ = (D0)
µν jν turns into
Sem0 = − 1
2c
∫
d4x
∫
d4x′ jµ(x) (D0)µν(x, x′) jν(x′) . (E.38)
Now the contributions (E.37) and (E.38) together yield
Sem0 + Sint =
1
2c
∫
d4x
∫
d4x′ jµ(x) (D0)µν(x, x′) jν(x′) ≡ Seffe−e , (E.39)
which exactly reproduces the effective action (E.32)–(E.33) and thus proves
the identity (E.34). We conclude that the well-known result (E.32)–(E.33) for
the effective action—originally obtained within the path integral formalism—
can be reproduced more directly by eliminating the electromagnetic four-
potential from the fundamental Lagrangean (E.2) via its Green function
(i.e. its response function). The effective photon-mediated electron interac-
tion is therefore exactly analogous to the effective phonon-mediated electron
interaction, which was obtained by eliminating the nuclear degrees of freedom
by their response functions. This corroborates again that the Response The-
ory of effective interactions is in accord with standard knowledge in quantum
electrodynamics.
E.3. Non-local Lagrangeans and initial value problems
As explained already, effective interactions are in general non-local in both
space and time. In principle, the formalism of Lagrangean field theory carries
over to non-local actions of the general form
S =
1
c
∫
d4x
∫
d4x′ L(x, x′) , (E.40)
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where the Lagrangean L(x, x′) depends on the space-time arguments through
the field, say ψ(x), provided that L(x, x′) is symmetric in x and x′. In this
case, we can calculate a derivative of the action with respect to the field as
c
δS
δψ(y)
=
∫
d4x′
∂L(y, x′)
∂ψ(y)
+
∫
d4x
∂L(x, y)
∂ψ(y)
= 2
∫
d4x′
∂L(y, x′)
∂ψ(y)
. (E.41)
Correspondingly, we then obtain the formal Euler–Lagrange equations
c
dS
dψ(x)
= 2
∫
d4x′
(
∂L(x, x′)
∂ψ(x)
− ∂
∂xµ
∂L(x, x′)
∂(∂µψ(x))
)
= 0 . (E.42)
Concretely, for the electronic effective action (E.31)–(E.33), these equations
lead to the Dirac equation (E.16) but with the four-potential expressed in
terms of the Dirac spinor through the explicit equation (E.13) and the defi-
nition of the four-current, Eq. (E.7). Thus, in this case the formal equation
of motion reads
0 = γµ (i~∂µ −mc)ψ(x)
+ e2γµψ(x)
∫
d4x′ (D0)µν(x, x′)ψ†(x′)γ0γνψ(x′) = 0 .
(E.43)
This shows that the effective interaction is not a true interaction, because for
a non-local action the Euler–Lagrange equations only hold on a formal level,
but do not lead to an initial value problem.
In fact, the above formal Euler–Lagrange equations involve the field at
all times through an integration d4x′ over the whole space-time. Concretely,
this can be seen from Eq. (E.43), where the time-derivative of the Dirac field
∂tψ(x, t) cannot be expressed exclusively by the field ψ(x
′, t) at the same
time t, but involves the field ψ(x′, t′) at all times t′. Hence, in the case of
a non-local action the Euler–Lagrange equations yield only a complicated
integro-differential equation. A further problem lies in the fact that the
time-ordered Green functions are in general not real valued (see [154, p. 35]),
which leads to problems for expressions assumed to be real by their very
nature (such as the interaction energy). These considerations show again
that effective interactions in general do not yield interactions stricto sensu.
E.4. Feynman–Wheeler electrodynamics
Broadly speaking, the impossibility of formulating an initial value prob-
lem for a non-local action is the reason why one actually has to introduce
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electromagnetic fields in the first place. This has been stressed already in
[182, Sec. 5.8]. In particular, even in the case of finitely many interacting
classical particles, one has to introduce infinitely many degrees of freedom—
namely the electromagnetic field—in order to get rid of the retardation effects
in the equations of motion: keeping the number of degrees of freedom fi-
nite would necessitate self-consistent integro-differential equations of motion
which involve the particle trajectories at all times.
Surprisingly, however, exactly such an approach to classical electrody-
namics has been put forward by R.P. Feynman and J.A. Wheeler. Their
famous absorber theory of radiation (see the original articles [183, 184], or
e.g. the textbook [185, Sec. 2.4]) has it that the dynamics of N relativistic,
interacting point particles of mass m and charge q is described by a non-
local action
SFW = Se0 + S
FW
e−e , (E.44)
composed of a free part
Se0 = −mc
N∑
i=1
∫
cdτi , (E.45)
and an interaction part given by
SFWe−e =
µ0q
2
8πc
∑
i 6=j
∫
c dτi
∫
c dτj u
µ
i (τi) δ
(
(xi(τi)− xj(τj))2
)
uj,µ(τj) . (E.46)
In these equations, xµi = x
µ
i (τi) denotes the four-dimensional trajectory of
the i-th particle in Minkowski space, which is parametrized by its respective
proper time
dτi = dt
√
1− |vi(t)|2/c2 , (E.47)
with vi(t) = dxi(t)/dt. Furthermore,
(xi − xj)2 = −c2(ti − tj)2 + |xi − xj|2 (E.48)
refers to the Minkowski scalar product. The relativistic four-velocity of the
i-th particle is given by
uµi (τi) ≡
dxµi (τi)
dτi
= γi(t)
(
c
vi(t)
)
, (E.49)
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where
γi(t) =
1√
1− |vi(t)|2/c2
. (E.50)
In particular, with these definitions, the relativistic action for free particles
(E.45) can be written explicitly as
Se0 = −mc2
N∑
i=1
∫
dt
√
1− |vi(t)|2/c2 . (E.51)
By the Euler–Lagrange equations, the Feynman–Wheeler action leads to the
relativistic standard equation of motion (for each particle i = 1, . . . , N),
m
d
dτi
uµi (τi) = qF
µν
i (xi(τi)) ui,ν(τi) , (E.52)
where the field-strength tensor is expressed explicitly in terms of the corre-
sponding four-potential by Eq. (E.5), while the four-potential is again given
by Eq. (E.13) with the definition of the current of classical point-particles,
jµi (x) = q
∑
j 6=i
∫
c dτj u
µ
j (τj) δ
4(x− xj(τj)) . (E.53)
Explicitly, the equation of motion therefore reads
m
d
dτi
uµi (τi) = q
(
∂µAνi − ∂νAµi
)
(xi(τi)) ui,ν(τi) , (E.54)
where
Aµi (x) =
µ0q
4π
∑
j 6=i
∫
c dτj δ((x− xj(τj))2 ) uµj (τj) . (E.55)
In this last formula, we have used the explicit expression of the Feynman
Green function (see [123, Sec. 3.4], or Eq. (E.59) below). In particular, the
above equation of motion implies that the time derivative of the i-th particle
position, d2xi(t)/dt
2, cannot be expressed exclusively by the positions xj(t)
of all other particles at the same time t, but instead involves their trajec-
tories at all times t′ (or at least on the light cone of the respective i-th
praticle). Quite as its field theoretical counterpart described in the previous
subsection, Feynman–Wheeler electrodynamics does therefore not allow for
an initial value problem.
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We will now show that the Feynman–Wheeler action (E.44) is just the
classical point-particle counterpart of the well-known effective action (E.31)–
(E.33). Remarks in this direction can already be found in the classic textbook
[186, pp. 120f.] by C.W. Misner, K. S. Thorne and J.A. Wheeler, and in the
equally classic textbook [187, pp. 250f.] by R.P. Feynman and A.R. Hibbs.
In fact, the proof for this is straightforward: one simply has to interpret the
electromagnetic four-current in Eq. (E.33) as being generated by classical
point-particles, and to specify the Green function D0 in the effective interac-
tion. In other words, one has to show that the interaction term SFWe−e in the
Feynman–Wheeler action is of the form of an effective interaction given by
Eq. (E.32)–(E.33).
To show this explicitly, we use the expression for the current of classical
relativistic point-particles given by Eq. (E.53). Furthermore, we introduce
the retarded scalar Green function D+0 and its advanced counterpart D
−
0
(cf. [123, Sec. 3.1]), which both fulfill the equation
✷D0(x− x′, t− t′) = µ0 δ3(x− x′) δ(ct− ct′) , (E.56)
with the d’Alembert operator defined in Eq. (E.12). These scalar Green
functions are given explicitly by
D
±
0 (x− x′, t− t′) =
µ0
4πc
1
|x− x′| δ
(
t− t′ ∓ |x− x
′|
c
)
, (E.57)
or equivalently by (cf. [154, Eq. (1.170)])
D
±
0 (x− x′) =
µ0
2π
Θ(±(t− t′)) δ((x− x′)2) , (E.58)
where Θ is the Heaviside step function. With these, we further introduce the
(tensorial) electromagnetic Feynman Green function (cf. [123, Sec. 3.4]) as
(D0)µν =
1
2
(D+0 +D
−
0 ) ηµν =
µ0
4π
δ((x− x′)2) ηµν . (E.59)
The latter is a Green for Eq. (E.11) in the Lorenz gauge ∂µA
µ = 0.
Now, with Eqs. (E.53) and (E.59) one shows directly that the Feynman–
Wheeler action (E.44) can be written as an effective interaction in the form
SFW = Se0 +
1
2c
∫
d4x
∫
d4x′ jµ(x) (D0)µν(x, x′) jν(x′) ≡ Seff , (E.60)
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where singular particle self-interaction terms have to be discarded. We have
thus shown that Feynman–Wheeler electrodynamics simply corresponds to
ordinary electrodynamics, where the electromagnetic fields have been elimi-
nated formally through an appropriate symmetric Green function, and where
the charge and current densities are assumed to be produced by classical
relativistic point-particles. As the electromagnetic Green function can be
interpreted as the response function of the electromagnetic four-potential, all
this is completely analogous to the Response Theory of the electron-phonon
coupling proposed in this article.
E.5. Darwin Lagrangean
As in the case of phonon-mediated interactions (see Eq. (3.62)), we now
consider the effective photon-mediated interaction in the instantaneous limit,
D0(x, t;x
′, t′) 7→ D0(x,x′; ω = 0) δ(ct− ct′) . (E.61)
This implies for the interaction Lagrangean (E.33),
Leffe−e(x, t;x′, t′) =
1
2
jµ(x, t) (D0)
µν(x,x′; ω = 0) jν(x′, t) δ(ct− ct′) , (E.62)
and hence for the corresponding action (E.32),
Seffe−e ≡
1
c
∫
d3x
∫
c dt
∫
d3x′
∫
c dt′ Leffe−e(x, t;x′, t′) =
∫
dt Leffe−e(t) ,
(E.63)
with
Leffe−e(t) =
1
2
∫
d3x
∫
d3x′ jµ(x, t) (D0)µν(x,x′; ω = 0) jν(x′, t) . (E.64)
We are now going to show that this instantaneous interaction Lagrangean
exactly reproduces the famous Darwin Lagrangean (see [188, Eq. (12.81)],
or the original article [189]). This assertion ist most easily proven in the
Coulomb gauge, which leads to the concrete expression for the electromag-
netic Green function (see [123, Eq. (3.52)]),
(D0)
µ
ν(k, ω) =
(
µ0/|k|2 0
0 D0(k, ω)
↔
PT(k)
)
, (E.65)
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where
D0(k, ω) =
µ0
−ω2/c2 + |k|2 (E.66)
is the scalar Green function in the Fourier domain (given also in Eq. (D.65)).
With this, the effective interaction Lagrangean (E.64) simplifies to
Leffe−e =
c2
2
∫
d3x
∫
d3x′ ρ(x) (D0)
00(x,x′; ω = 0) ρ(x′)
+
1
2
∫
d3x
∫
d3x′ jT(x)
↔
D0(x,x
′; ω = 0) j(x′) .
(E.67)
In particular, the 00-component of the Coulomb Green function equals the
Coulomb potential up to the prefactor. In real space, it is given by
(D0)
00(x, t;x′, t′) = −µ0
4π
δ(ct− ct′)
|x− x′| , (E.68)
and hence automatically yields an instantaneous interaction between the
charge densities, which in fact coincides with the ordinary Coulomb inter-
action (cf. [176, 180]). Approximating also the spatial part of the electro-
magnetic Green function by its zero-frequency limit, we obtain
(D0)ij(x− x′; ω = 0) =
∫
d3k
(2π)3
eik·(x−x
′) µ0
|k|2
(
δij − kikj|k|2
)
. (E.69)
The first term in this integral gives again the Coulomb potential up to the
prefactor. Further using the regularization (see [146, p. 765, Eq. (1.89)])∫
d3k
(2π)3
eik·(x−x
′) kikj
|k|4 =
1
8π
∂2
∂xi∂xj
|x− x′| , (E.70)
we obtain after a short calculation the overall result
(D0)ij(x− x′; ω = 0) = µ0
8π
(
δij
|x− x′| +
(xi − x′i)(xj − x′j)
|x− x′|3
)
. (E.71)
Collecting together all terms in Eq. (E.67), we arrive at the following expres-
sion for the effective interaction Lagrangean:
Leffe−e = −
1
8πε0
∫
d3x
∫
d3x′
ρ(x)ρ(x′)
|x− x′| (E.72)
+
µ0
16π
∫
d3x
∫
d3x′ jT(x)
(
1
|x− x′|
↔
1 +
(x− x′)(x− x′)T
|x− x′|3
)
j(x′) .
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We now assume a point-particle current produced by only two particles (i =
1, 2) with charges qi and spatial currents qivi , such that
ρ(x) =
2∑
i=1
qi δ
3(x− xi) , j(x) =
2∑
i=1
qivi δ
3(x− xi) . (E.73)
These expressions can be derived directly from Eq. (E.53). By putting them
into Eq. (E.72) and discarding the particle self-interactions, we obtain the
interaction Lagrangean
Leffe−e =
q1q2
4πε0 |x1 − x2|
×
(
−1 + 1
2
vT1
c
(
↔
1 +
(x1 − x2)(x1 − x2)T
|x1 − x2|2
)
v2
c
)
.
(E.74)
This result indeed coincides exactly with the Darwin Lagrangean [188, Eq.
(12.81)]. Thus, we have shown that the Darwin interaction Lagrangean cor-
responds to “static Feynman–Wheeler electrodynamics”, i.e., an electron-
electron interaction obtained from Feynman–Wheeler electrodynamics by
taking the instantaneous limit as explained in Sec. 3.4.
Our final remark regards the gauge independence of the effective inter-
action. In fact, in this subsection we have chosen the Green function in the
Coulomb gauge for our rederivation of the Darwin Lagrangean. By contrast,
in the previous subsection we used the Lorenz gauge. On the other hand,
in Ref. [123, Eq. (3.41)] we have shown that the most general form of the
electromagnetic Green function reads
(D0)
µ
ν(k) = D0(k)
(
ηµν +
ckµ
ω
fν(k) + g
µ(k)
ckν
ω
+
ckµ
ω
h(k)
ckν
ω
)
, (E.75)
where the functions fν , g
µ and h can be chosen arbitrarily up to the con-
straints of Minkowski-transversality,
fν(k) k
ν = kµ g
µ(k) = 0 . (E.76)
Now, the effective action reads in Fourier space
Seffe−e =
1
2c
∫
d4k (jµ)∗(k) (D0)µν(k) j
ν(k) . (E.77)
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Putting the general expression (E.75) into this formula, performing partial
integrations and using the continuity equation in the form
kµ j
µ(k) = 0 , (E.78)
leads to the expression
Seffe−e =
1
2c
∫
d4k (jµ)∗(k)D0(k) jµ(k) , (E.79)
which does not depend on the arbitrary functions f , g and h anymore. This
means that the effective interaction is independent of the choice of the tenso-
rial Green function D0 (cf. also [181]). In particular, it delivers the same ex-
pressions no matter whether we use the Green function in the Coulomb gauge
or in the Lorenz gauge. As the former induces an instantaneous Coulomb in-
teraction complemented by a retarded, tensorial current-current interaction,
while the latter implies a retarded Coulomb interaction for both charge and
current densities, the Response Theory also provides the simplest proof of the
fact that the instantaneous Coulomb interaction does not violate the principle
of causality. A direct proof of this fact can be rather complicated (see e.g.
[190, p. 66]). At the same time, these considerations show that the above-
mentioned technical difficulties with the definition of the electromagnetic
path integral can indeed by ignored in the derivation of the effective photon-
mediated interaction, because the ambiguities in the definition of the corre-
sponding Green function cancel out in the final result.
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