Abstract. In this paper we study some properties of the matrix representations of the symbol algebras of degree three. Moreover, we study some equations with coefficients in these algebras, we define the Fibonacci symbol elements and we obtain some of their properties.
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Preliminaries
Let n be an arbitrary positive integer, let K be a field whose char(K) does not divide n and contains ω, a primitive n-th root of the unity. Let K * = K\{0}, a, b ∈ K * and let S be the algebra over K generated by elements x and y where x n = a, y n = b, yx = ωxy.
This algebra is called a symbol algebra (also known as a power norm residue algebra) and it is denoted by a, b K,ω . J. Milnor, in [Mi; 71] , calls it "symbol algebra" because of its connection with the K-theory and with the Steinberg symbol. For n = 2, we obtain the quaternion algebra. For details about Steinberg symbol, the reader is referred to [La; 05] .
In the paper [Fla; 12] , using the associated trace form for a symbol algebra, the author studied some properties of such objects and gave some conditions for a symbol algebra to be with division or not. Starting from these results, we intend to find some examples of division symbol algebras. Since such an example is not easy to provide, we try to find first sets of invertible elements in a symbol algebra and study their algebraic properties and structure (see, for example, Proposition 4.4).
In the special cases of quaternion algebras, octonion algebras and symbol algebras, the definition of a division algebra is equivalent to the fact that all its nonzero elements are invertible (since these algebras admit a type of norm n
Introduction
In the following, we assume that K is a commutative field with charK = 2, 3 and A is a finite dimensional algebra over the field K. The center C(A) of an algebra A is the set of all elements c ∈ A which commute and associate with all elements x ∈ A. An algebra A is a simple algebra if A is not a zero algebra and {0} and A are the only ideals of A. The algebra A is called central simple if the algebra A F = F ⊗ K A is simple for every field extension F of K. Equivalently, a central simple algebra is a simple algebra with C(A) = K. We remark that each simple algebra is central simple over its center. If A is a central simple algebra, then dim A = n = m 2 , with m ∈ N. The degree of the central simple algebra A, denoted by DegA, is DegA = m.
If A is an algebra over the field K , a subfield of the algebra A is a subalgebra L of A such that L is a field. The subfield L is called a maximal subfield of the algebra A if there is not a subfield F of A such that L ⊂ F. If the algebra A is a central simple algebra, the subfield L of the algebra A is called a strictly Let L ⊂ M be a field extension. This extension is called a cyclic extension if it is a Galois extension and the Galois group G (M/L) is a cyclic group. A central simple algebra A is called a cyclic algebra if there is L, a strictly maximally subfield of the algebra A, such that L/K is a cyclic extension. Proposition 1.1. ([Pi; 82] , Proposition a, p. 277) Let K ⊂ L be a cyclic extension with the Galois cyclic group G = G (L/K) of order n and generated by the element σ. If A is a cyclic algebra and contains L as a strictly maximally subfield, then there is an element x ∈ A − {0} such that:
We will denote a cyclic algebra A with (L, σ, a) .
We remark that a symbol algebra is a central simple cyclic algebra of degree n. For details about central simple algebras and cyclic algebras, the reader is referred to [Pi; 82] . Definition 1.2. [Pi; 82] Let A be an algebra over the field K. If K ⊂ L is a finite field extension and n a natural number, then a K-algebra morphism ϕ : A → M n (L) is called a representation of the algebra A. The ϕ−characteristic polynomial of the element a ∈ A is P ϕ (X, a) = det(XI n − ϕ (a)), the ϕ−norm of the element a ∈ A is η ϕ (a) = det ϕ (a) and the ϕ−trace of the element a ∈ A is τ ϕ (a) = tr (ϕ (y)) . If A is a K− central simple algebra such that n = DegA, then the representation ϕ is called a splitting representation of the algebra A.
are two splitting representations of the K−algebra A, then P ϕ1 (X, a) = P ϕ2 (X, a) . It results that the ϕ 1 −characteristic polynomial is the same with the ϕ 2 −characteristic polynomial, ϕ 1 −norm is the same with ϕ 2 −norm, the ϕ 1 −trace is the same with ϕ 2 −trace and we will denote them by P (X, a) instead of P ϕ (X, a) , η A/K instead of η ϕ1 or simply η and τ instead of τ ϕ , when is no confusion in notation. In this case, the polynomial P (X, a) is called the characteristic polynomial, the norm η is called the reduced norm of the element a ∈ A and τ is called the trace of the element a ∈ A. 
Matrix representations for the symbol algebras of degree three
Let ω be a cubic root of unity, K be a field such that ω ∈ K and S = a, b K,ω be a symbol algebra over the field K generated by elements x and y where
In [Ti; 00], the author gave many properties of the left and right matrix representations for the real quaternion algebra. Since symbol algebras generalize the quaternion algebras, using some ideas from this paper, in the following, we will study the left and the right matrix representations for the symbol algebras of degree 3.
A basis in the algebra S is 
and Λ (z) ∈ M 9 (K) be the matrix with the coefficients in K which its columns are the coordinates of the elements {z ·1, zx, zx 2 , zy, zy 2 , zxy, zx 2 y 2 , zx 2 y, zxy 2 } in the basis B : 
Let α ij ∈ M 3 (K) be the matrix with 1 in position (i, j) and zero in the rest and By straightforward calculations, we obtain:
The morphism Λ is called the left matrix representation for the algebra S.
Definition 2.2. For Z ∈ S, we denote by
Remark 2.4. 1) We remark that an element z ∈ S is an invertible element in S if and only if det Λ (z) = 0.
2) The Λ−norm of the element z ∈ S is η Λ (z) = det Λ (z) = η 3 (z) and τ Λ (z) = 9trΛ (z) . Indeed, from Proposition 1.4, if A = S, K = L, m = 3, r = 9, ϕ = Λ, we obtain the above relation.
3) We have that τ Λ (z) = trΛ (z) = 9c 0 .
Proof. The left matrix representation for the element z ∈ S is Λ (z) =
and for the element z ω is
Denoting by D rs = d 
In the same way, we get that
Similar to the matrix Λ (z) , z ∈ S, we define Γ (z) ∈ M 9 (K) to be the matrix with the coefficients in K of the basis B for the elements {z · 1, xz, x 2 z, yz, y 2 z, xyz, x 2 y 2 z, x 2 yz, xy 2 z} in their columns. This matrix is 
Let α ij ∈ M 3 (K) be the matrix with 1 in position (i, j) and zero in the rest and 
By straightforward calculations, we obtain:
be a symbol algebra of degree three and
The following relation is true
3. Some equations with coefficients in a symbol algebra of degree three Using some properties of left and right matrix representations found in the above section, we solve some equations with coefficients in a symbol algebra of degree three.
Let S be an associative algebra of degree three. For z ∈ S, let P (X, z) be the characteristic polynomial for the element a
where τ is a linear form, π is a quadratic form and η a cubic form. 
for an associative algebra of degree three, we have:
In the following, we will solve some equations with coefficients in the symbol algebra of degree three S = a,b K,ω . For each element Z ∈ S relation (3.1) holds. First, we remark that if the element Z ∈ S has η (Z) = 0, then Z is an invertible element. Indeed, from (3.1.) , we have that ZZ * = η (Z) , therefore
. We consider the following equations: (3.5.) with A, B, C ∈ S.
Proposition 3.2. i) Equation (3.2) has non-zero solutions in the algebra S.
ii) If equation (3.3) has nonzero solutions Z in the algebra S such that η (Z) = 0, then τ (A) = τ (B) and η (A) = η (B) . 
, the subalgebra of S generated by the elements A and B, and have the form
Proof. First, we verify that X 1 and X 2 are solutions of the equation (3.3) . Now, we prove that X 1 and X 2 are linearly independent elements. If α 1 X 1 + α 2 X 2 = 0, it results that α 2 π (A 0 ) = 0, therefore α 2 = 0. We obtain that α 1 = 0. Obviously, each element of the form λ 1 X 1 +λ 2 X 2 , where λ 1 , λ 2 ∈ K is a solution of the equation (3.3) and since π (A 0 ) = 0 we have that A (A, B) = A (X 1 , X 2 ). Since each solution of the equation (3.3) belongs to algebra A (A, B) , it results that all solutions have the form λ 1 X 1 + λ 2 X 2 , where λ 1 , λ 2 ∈ K.
Fibonacci symbol elements
In this section we will introduce the Fibonacci symbol elements and we will compute the reduced norm of such an element. This relation helps us to find an infinite set of invertible elements. First of all, we recall and give some properties of Fibonacci numbers, properties which will be used in our proofs.
Fibonacci numbers are the following sequence of numbers 0, 1, 1, 2, 3, 5, 8, 13, 21, ...., with the nth term given by the formula:
where f 0 = 0, f 1 = 1. The expression for the nth term is 2 . Remark 4.1. Let (f n ) n≥0 be the Fibonacci sequence f 0 = 0, f 1 = 1,
Remark 4.2. Let (f n ) n≥0 be the Fibonacci sequence f 0 = 0, f 1 = 1, f n+2 = f n+1 + f n , (∀) n∈ N. Let ω be a primitive root of unity of order 3, let K = Q (ω) be the cyclotomic field and let S = a,b K,ω be the symbol algebra of degree 3. Thus, S has a K-basis x i y j |0 ≤ i, j < 3 such that x 3 = a∈K * , y 3 = b∈K * , yx = ωxy We define the n th Fibonacci symbol element to be the element
In [Ho, 61] A.F. Horadam generalized the Fibonacci numbers, giving by:
h 0 = p, h 1 = q, where p, q are arbitrary integers. From [Ho, 61] , relation 7, we have that these numbers satisfy the equality h n+1 = pf n + qf n+1 , (∀)n ∈ N. In the following will be easy for use to use instead of h n+1 the notation h p,q n+1 . It is obviously that h Let (f n ) n≥0 be the Fibonacci sequence f 0 = 0, f 1 = 1,
We define the nth generalized Fibonacci symbol element to be the element
What algebraic structure has the set of Fibonacci symbol elements or the set of generalized Fibonacci symbol? The answer will be found in the following proposition.
is a Z− module.
Proof. The proof is immediate if we remark that for n 1 , n 2 ∈N, p 1 , p 2 , α 1 , α 2 ∈Z, we have:
.
Therefore, we obtain that M is a Z− submodule of the symbol algebra S.
In the following we will compute the reduced norm for the nth Fibonacci symbol element. ]. (4.5.)
Proof. In this proof, we denote with E (x, y, z) = x 3 + y 3 + z 3 − 3xyz. We obtain:
Using Remark 4.1, Remark 4.2, Remark 4.3 (iii) and the recurrence of the Fibonacci sequence, we obtain:
2 n−1 . Then, we have:
Using Remark 4.3 (i,ii) and the definition of the generalized Fibonacci sequence it is easy to compute that:
Therefore, we obtain
(4.7.)
Replacing n → n − 1 in relation (4.6) and using Remark 4.3, (iii) and the recurrence of the Fibonacci sequence, we obtain:
(4.8.)
Now, we calculate E (f n , f n+1 , f n+2 ) .
(4.9.) Replacing n → n + 3 in relation (4.9.), using Remark 4.3 (iii) and the recurrence of the Fibonacci sequence we obtain:
(4.10.)
Replacing n → n+3 in relation (4.10), using Remark 4.3 (iii) and the recurrence of the Fibonacci sequence we obtain:
Adding equalities (4.8),(4.9),(4.10),(4.11), after straightforward calculation, we have:
2 n−1 . Using Remark 4.3 (i, ii), it is easy to compute that:
(4.12.)
Then, we obtained that:
Replacing n by n − 1 in relation (4.8), using Remark 4.3 (iii) and the recurrence of the Fibonacci sequence we obtain:
(4.14.)
Using Remark 4.3 (i,ii), the definition of the generalized Fibonacci sequence, we have:
By repeatedly using of Fibonacci sequence recurrence and Remark 4.3 (iii), we obtain:
In the same way, we have:
By repeatedly using of Fibonacci sequence recurrence and Remark 4.3 (iii), it is easy to compute that:
In the same way, we obtain: Adding (4.12) (4.19),(4.23), it results:
Using Remark 4.3 (i,ii) and the definition of the generalized Fibonacci numbers, it is easy to compute that: . Therefore, we obtain: .
Proof. From the relation (4.7), we know that
From the relation (4.15), we know that
Then, we obtain
(4.27.) Adding equalities (4.26) and (4.27) it is easy to compute that: .
In conclusion, even indices of the top of generalized Fibonacci numbers are very large, the expressions of the norm η(F n ) from Proposition 4.5 and from Corollary 4.6 are much shorten than the formula founded in [Pi; 82] and, in addition, the powers of Fibonacci numbers in these expressions are 1 or 2.
Let S = 1,1 Q,ω be a symbol algebra of degree 3. Using the norm form given in the Corollary 4.6, we obtain: > 0 for all n ∈ N.
We just proved the following result:
Theorem 4.7. Let S = 1,1 Q,ω be a symbol algebra of degree 3. All symbol Fibonacci elements are invertible elements.
Conclusions. In this paper, we studied some properties of the matrix representation of symbol algebras of degree 3. Using some properties of left matrix representations, we solved equations with coefficients in these algebras. The study of symbol algebras of degree three involves very complicated calculus and, usually, can be hard to find examples for some notions. We introduced the Fibonacci symbol elements , we gave an easier expression of reduced norm of Fibonacci symbol elements, and, from this formula, we found examples of many invertible elements, namely all Fibonacci symbol elements are invertible. Using some ideas from this paper, we expect to obtain some interesting new results in a further research and we hope that this kind of sets of invertible elements will help us to provide, in the future, examples of symbol division algebra of degree three or of degree greater than three. We think that this thing is possible, since in the case of quaternion algebras the set obtained by union of the set of Fibonacci quaternion elements with the set of Lucas quaternion elements and with the set of Mersenne quaternion elements is very close to being an algebra. This idea will be developped in our next researchs.
