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Abstract. This paper presents a set of tests using different machine learning al-
gorithms, which aim to classify user profiles, in a smart academic environment
(application scenario) for future implementations in real systems. The main
objective is to evaluate which algorithms and their categories, has the best ac-
curacy in the classification of user profiles and if there is a statistical difference
among these algorithms. For this evaluation was used WEKA data mining soft-
ware and RStudio for the Friedman and Nemenyi statistical tests. The results of
the evaluation showed that the J48 and Multi-Layer Perceptron algorithms were
the ones that obtained the best applicability in different situations, environments,
and characteristics according to parameters exercised in the academic scenario
Resumo. Este artigo apresenta testes de avaliac¸a˜o de diferentes algoritmos de
aprendizado de ma´quina, com vistas a classificar perfis evolutivos de usua´rios
em um ambiente inteligente acadeˆmico. Foram analisados os principais
algoritmos, com objetivo de identificar a melhor precisa˜o na classificac¸a˜o de
perfis de usua´rios, ale´m de identificar diferenc¸a estatı´stica entre os algoritmos.
No processo de avaliac¸a˜o foram empregados testes estatı´sticos de Friedman
e Nemenyi implementados por meio da ferramenta WEKA e a linguagem R.
Os resultados demonstraram que os algoritmos J48 e Multi Layer Perceptron
(MLP) foram os que obtiveram a melhor aplicabilidade em um cena´rio de
aplicac¸a˜o acadeˆmico.
Palavras-Chave: Inteligeˆncia Artificial, Internet das Coisas, Ambientes Inteli-
gentes.
1. Introduc¸a˜o
Com os avanc¸os da Internet das Coisas (Internet of Things - IoT) aprimorou-se o de-
senvolvimento de ambientes inteligentes. O conceito de IoT consiste em objetos fı´sicos
denominados coisas (things), incorporando componentes eletroˆnicos, software, sensores
de comunicac¸a˜o, entre outros, que permitem a coleta e troca de dados [Stolpe 2016]. Estes
objetos fı´sicos podem ser de tamanhos grandes (como carros e geladeiras) ou objetos de
tamanhos menores (como laˆmpadas, relo´gios, sensores) e esta˜o dispersos em ambientes
inteligentes que buscam melhorar o cotidiano do usua´rio.
Em tais cena´rios, a grande quantidade de dispositivos existentes, coletando dados
sem a intervenc¸a˜o do usua´rio, acaba proporcionando o surgimento de riscos relacionados
a` seguranc¸a e privacidade das informac¸o˜es [Friedewald and Raabe 2011]. Com isso, um
desafio existente relaciona-se a como proporcionar a privacidade e seguranc¸a dos dados
dos usua´rios de acordo com seu perfil em um ambiente inteligente que faz uso de IoT. Na
literatura podem ser encontradas diferentes propostas para gerenciamento de ambientes
inteligentes, pore´m nenhuma delas demonstra qual o melhor algoritmo para ser utilizado
em um sistema real para a classificac¸a˜o do perfil dos usua´rios considerando aspectos de
privacidade e seguranc¸a dos dados.
Dessa forma, o presente artigo apresenta uma avaliac¸a˜o de algoritmos para a
classificac¸a˜o de perfis evolutivos em ambientes inteligentes. Para tanto, sera˜o demonstra-
dos os resultados obtidos a partir de testes de algoritmos de aprendizagem de ma´quina su-
pervisionada que podem prever a classificac¸a˜o de perfis de usua´rios a partir das restric¸o˜es
previstas em um ambiente inteligente acadeˆmico, utilizado como cena´rio de aplicac¸a˜o.
Como contribuic¸o˜es do trabalho pode-se destacar a metodologia empregada nos testes e
os resultados que demonstram qual o melhor algoritmo a ser empregado em um sistema
real para classificac¸a˜o de perfis de usua´rios.
O trabalho esta´ estruturado da seguinte forma: na Sec¸a˜o 2 sa˜o apresentados os
trabalhos relacionados a IoT, ambientes inteligentes, comparac¸a˜o de algoritmos, as lite-
raturas pesquisadas e suas abordagens; a Sec¸a˜o 3 descreve a metodologia empregada nos
testes, os algoritmos analisados, seus paraˆmetros e a te´cnica de validac¸a˜o utilizada. Esta
sec¸a˜o foi dividida em subsec¸o˜es que relatam os atributos e seus valores do ambiente in-
teligente, assim como o cena´rio de aplicac¸a˜o acadeˆmico e suas restric¸o˜es empregadas; na
Sec¸a˜o 4 sa˜o apresentados os resultados dos testes de comparac¸a˜o entre os algoritmos e
os testes estatı´sticos de Friedman e Nemenyi; e por fim, na Sec¸a˜o 5, sa˜o apresentadas a
concluso˜es e trabalhos futuros.
2. Trabalhos Relacionados
No trabalho desenvolvido por [Valderi et al. 2016], e´ proposto um sistema para
identificac¸a˜o do tipo de acesso de usua´rios em um ambiente inteligente. Esta identificac¸a˜o
e´ realizada a partir de atributos especı´ficos pertencentes ao perfil do usua´rio. Apo´s a
identificac¸a˜o desses atributos e´ feito a combinac¸a˜o dos seus valores, gerando as possi-
bilidades de acesso no ambiente inteligente e identificando o tipo de acesso do usua´rio.
Dessa forma, os acessos sa˜o enta˜o divididos em nı´veis: bloqueado, convidado, avanc¸ado
e administrador. Com base nessas caracterı´sticas foi possı´vel realizar um estudo compa-
rativo entre as principais abordagens para o desenvolvimento deste trabalho. A Tabela 1
demonstra a divisa˜o das abordagens em treˆs grupos principais: (i) seguranc¸a, privacidade
e criptografia; (ii) dispositivo, ambiente e comunicac¸a˜o – abordando tipos de dispositivos
e sua comunicac¸a˜o e as caracterı´sticas de ambientes inteligentes; (iii) ontologia – onde
e´ abordado os principais conceitos de ontologia. As comparac¸o˜es das literaturas com as
abordagens sa˜o definidas como: Aborda (A): a literatura trata a abordagem; Na˜o Aborda
(NA): a literatura na˜o trata a abordagem;
Com base nos trabalhos relacionados, foram identificados diferentes algoritmos
empregados na seguranc¸a e privacidade de usua´rios em ambientes inteligentes. A pro´xima
sec¸a˜o busca demonstrar quais sa˜o esses algoritmos, quais sa˜o as suas categorias e tambe´m
testar se eles podem ser empregados para a classificac¸a˜o de perfis de usua´rios em um
cena´rio de aplicac¸a˜o acadeˆmico.
Tabela 1. Comparativo de literaturas relacionadas e suas abordagens```````````````Literaturas
Abordagens
Seguranc¸a Privacidade Criptografia Dispositivo Ambiente Comunicac¸a˜o Ontologia
[Morais and Ambro´sio 2007] NA NA NA NA NA NA A
[Friedewald and Raabe 2011] NA NA NA A A A NA
[Leithardt et al. 2012] NA NA NA A A A NA
[Cao and Sun 2013] NA NA NA NA NA A A
[Gubbi et al. 2013] A A A A A A NA
[Nunes 2013] NA NA NA A A A NA
[Souza 2013] NA NA NA A A A NA
[Leithardt et al. 2013] NA NA NA A A A NA
[Sicari et al. 2015] A A NA A NA A NA
[Timmeren et al. 2015] NA NA NA A A NA NA
[Rolim et al. 2016] NA NA NA A NA A NA
[Stolpe 2016] A A NA NA NA NA NA
[Valderi et al. 2016] A A NA NA NA NA NA
[Villarreal et al. 2017] A A NA NA NA NA NA
Este artigo NA NA NA A A NA NA
3. Algoritmos e Metodologia Aplicada nos Testes
Conforme descrito na sec¸a˜o anterior, a partir das literaturas foram identificados diferentes
algoritmos empregados na seguranc¸a e privacidade de usua´rios em ambientes inteligentes.
De acordo com a a´rea de aprendizagem de ma´quina, esses algoritmos foram categorizados
da seguinte forma: algoritmo Naı¨ve Bayes que pertence a categoria Bayesian Algorithm;
J48 que pertence a categoria Decision Tree Algorithms; IBK que pertence a categoria
Instance-based Algorithms; Decision Table que pertence a categoria Rules Algorithms;
Bagging que pertence a categoria Ensemble Algorithms; e Multi Layer Perceptron que
pertence a categoria Artificial Neural Network Algorithms.
Com o intuito de analisar se estes algoritmos podem ser empregados na
classificac¸a˜o de perfis de usua´rios em um ambiente inteligente acadeˆmico foi efetuado
um conjunto de testes para verificar a precisa˜o de cada algoritmo. Para isso, foi utilizado
o software Waikato Environment for Knowledge Analysis (WEKA), um software gratuito
onde e´ possı´vel minerar dados para transformac¸a˜o de conhecimento, contendo ferramen-
tas para pre´-processamento de dados, classificac¸a˜o, regressa˜o, agrupamento, regras de
associac¸a˜o e visualizac¸a˜o. Os testes foram implementados na IDE NetBeans utilizando
a API do WEKA, que disponibiliza todos os recursos padro˜es e seus principais compo-
nentes (carregamento de conjunto de dados, pre´-processamento, avaliac¸a˜o, etc), em Sis-
tema Operacional Windows 7 Ultimate, Processador Pentium (R) Dual-Core de 2.50Ghz,
Memo´ria RAM de 4 GB, 32-bit.
Devido a particularidade de cada algoritmo e os diferentes paraˆmetros que cada
um possui, foram necessa´rios ajustes em seus paraˆmetros com o objetivo de garantir uma
avaliac¸a˜o nos testes mais eficaz. Com isso, os paraˆmetros do algoritmo Naive Bayes na˜o
foram ajustados, portanto seus valores foram delimitados como default; para o algoritmo
J48 o u´nico paraˆmetro ajustado foi o de poda, que foi ajustado para na˜o fazer poda na
a´rvore criada no treinamento dos testes; o algoritmo IBK foi ajustado apenas o paraˆmetro
que refereˆncia a quantidade de vizinhos mais pro´ximos que ira´ utilizar para a classificac¸a˜o,
que e´ 5, pois quantidades acima de 10 diminuem a efica´cia do algoritmo; para o algoritmo
Decision Table e Bagging tambe´m na˜o foram ajustados seus paraˆmetros, mantendo seus
valores como default; e por fim, no Multi Layer Perceptron foi ajustado os paraˆmetros
Learning Rate para 0.2, Momentum para 0.7 e TrainingTime para 1000. Ale´m disso, no
MLP, a quantidade de neuroˆnios que mais se adequou na camada escondida foi a mesma
quantidade de atributos de entrada, portanto foram utilizados seis neuroˆnios. Paraˆmetros
que na˜o foram ajustados e que foram mantidos com valores default, na˜o apresentaram
uma precisa˜o melhor na classificac¸a˜o de perfis de usua´rios quando ajustados para outros
valores. Diversas avaliac¸o˜es e ajustes nos paraˆmetros foram realizadas para que fosse
mantido valores default em determinados algoritmos.
A te´cnica utilizada nos testes foi a de validac¸a˜o cruzada com o valor padra˜o de
10, assim treinando com o uso de 90% do conjunto de dados e os outros 10% restantes
usados para testes. Valores diferentes na˜o foram significativos para os resultados dos tes-
tes, permanecendo assim o valor padra˜o. Outras te´cnicas disponibilizadas pelo software
WEKA na˜o foram utilizadas, devido ao conjunto de dados utilizado na˜o ser de uma base
real, e sim combinato´ria, portanto a te´cnica de validac¸a˜o cruzada foi a mais adequada
e obteve uma melhor aplicabilidade nos testes realizados. Para cada algoritmo foram
executados 30 testes sucessivos, sendo que para cada teste e´ utilizado uma semente ge-
radora de randomizac¸a˜o diferente de outra, para que disponha uma maior aleatoriedade
na te´cnica de validac¸a˜o cruzada. Sendo assim o primeiro teste utiliza o valor 1 para se-
mente geradora, o segundo o valor 2 e assim por diante. Apo´s as execuc¸o˜es dos testes em
um determinado algoritmo, e´ feita a me´dia da precisa˜o de classificac¸a˜o para descobrir a
precisa˜o do algoritmo na classificac¸a˜o de perfis de usua´rios no cena´rio problema. Ale´m
da avaliac¸a˜o da me´dia de precisa˜o de cada algoritmo, foram avaliados tambe´m se ha´ uma
diferenc¸a entre os dados e algoritmos utilizados com o teste estatı´sticos de Friedman e
tambe´m com o teste de Nemenyi. Estes testes foram implementados na linguagem R,
usando a IDE RStudio, com apoio do software Excel. O Excel foi utilizado para arma-
zenar as preciso˜es dos algoritmos em cada valor da semente geradora de randomizac¸a˜o
com o objetivo de descobrir a me´dia de precisa˜o e o ranking correspondente a precisa˜o
na classificac¸a˜o de perfis, assim gerando um arquivo no formato CSV para importac¸a˜o no
software RStudio.
Para execuc¸a˜o dos testes no contexto de um ambiente inteligente acadeˆmico, fo-
ram definidos um conjunto de atributos e valores necessa´rios para classificar o perfil dos
usua´rios. Tais atributos e valores sera˜o descritos a seguir.
3.1. Atributos e Valores
Os atributos usados para classificar o perfil dos usua´rios esta˜o representados na Figura 1.
Eles foram divididos em dois tipos: (i) atributo simples – cujo valores atribuı´dos esta˜o
relacionados com o cena´rio, e; (ii) atributos classificadores – cujo valores sa˜o utilizados
com o propo´sito de classificar algo com base nos valores dos atributos simples. Para o
cena´rio de aplicac¸a˜o os atributos simples utilizados sa˜o: tipoDeUsuario, tipoDeAmbiente,
semestre, mes, semana e dia e o atributo classificador utilizado que e´ apenas um, definido
como tipoDePerfil, conforme a Figura 1, que apresenta os atributos e seus respectivos va-
lores no arquivo ARFF (Attribute-Relation File Format) para criar o cena´rio de aplicac¸a˜o.
Figura 1. Atributos e valores
Os atributos simples e classificador sa˜o atribuı´dos com diferentes tipos de valo-
res, podendo conter um ou mais deles. Logo, o atributo tipo de usua´rio e´ atribuı´do com
os valores: usuarioConvidado, usuarioBasico, usuarioAvancado, usuarioAdministrador;
existem quatro tipos de ambientes distintos que sa˜o atribuı´dos no atributo tipo de ambi-
ente, que sa˜o: publico, privado, restrito; o atributo semestre informando os meses que
o usua´rio frequentou os ambientes durante o semestre, utilizando treˆs valores: (i) semes-
treInfrequente, indica que presenciou quatro meses ou menos; (ii) semestreNormal, indica
que presenciou entre quatro a cinco meses; (iii) semestreFrequente, indica que presenciou
cinco meses ou mais; o meˆs informando as semanas que o usua´rio presenciou no meˆs,
utilizando treˆs valores: (i) mesInfrequente, indica que presenciou treˆs semanas ou menos;
(ii) mesNormal, indica que presenciou entre treˆs a quatro semanas; (iii) mesFrequente, in-
dica que presenciou quatro semanas ou mais; a semana, informando a quantidade de dias
que o usua´rio frequentou durante a semana, utilizando treˆs valores: (i) semanaInfrequente,
indica que presenciou treˆs dias ou menos; (ii) semanaNormal, indica que presenciou entre
treˆs a quatro dias; (iii) semanaFrequente, indica que presenciou quatro dias ou mais; e
a varia´vel dia informando as horas que um usua´rio presenciou num turno de oito horas,
utilizando treˆs valores: (i) diaInfrequente, indica que presenciou quatro horas ou menos;
(ii) diaNormal, indica que presenciou entre quatro e seis horas; (iii) diaFrequente, indica
que presenciou seis horas ou mais. Estes valores de atributos possuem uma relac¸a˜o direta
ou indireta com o cena´rio acadeˆmico. Para classificar os perfis dos usua´rios, e´ utilizado o
atributo tipo de perfil, que sa˜o: bloqueado, convidado, ba´sico, avanc¸ado ou administrador,
definidos por [Valderi et al. 2016].
3.2. Restric¸o˜es e Cena´rio de Aplicac¸a˜o
O cena´rio de aplicac¸a˜o foi criado usando como base as combinac¸o˜es dos valores dos
atributos. Portanto, os testes foram efetuados considerando um cena´rio com 972 pos-
sibilidades possı´veis para serem aplicadas a` algum usua´rio. Pore´m, existem restric¸o˜es
em alguns casos nessas combinac¸o˜es de valores de atributos, determinadas pelo cena´rio
de aplicac¸a˜o, tal que qualquer restric¸a˜o que na˜o for aceita sera´ classificada com o valor
’bloqueado’ do atributo classificador. Ha´ dois tipos de restric¸o˜es no cena´rio acadeˆmico,
sendo a primeira de acesso, que restringe o possı´vel acesso de um tipo de perfil de usua´rio
a um tipo de ambiente, e a segunda de frequeˆncia, que restringe entre a relac¸a˜o do tempo
frequentado do usua´rio num ambiente inteligente.
Em uma restric¸a˜o de acesso, utilizando os atributos simples tipoDeUsuario e ti-
poDeAmbiente e o atributo classificador tipoDePerfil, ha´ uma combinac¸a˜o entre seus
respectivos valores ‘Usua´rioConvidado’ e ‘restrito’ dos atributos simples e com o valor
‘convidado’ do atributo classificador, assim classificando que o usua´rio do tipo convi-
dado consegue acessar um ambiente restrito. Pore´m e´ definido pelo cena´rio de aplicac¸a˜o
acadeˆmico que na˜o e´ permitido o acesso de usua´rios do tipo convidado em ambientes
restritos, assim classificando o seus perfis como bloqueado. As restric¸o˜es de frequeˆncia
utilizam os atributos semestre, meˆs, semana e dia. Com isso, e´ aplicado uma restric¸a˜o de
perfil evolutivo de usua´rio, onde e´ proposto que um usua´rio com frequeˆncia de 0 a 75%,
seu perfil deve diminuir. No entanto, de 75% a 95% seu perfil deve permanecer o mesmo
e se for acima de 95% seu perfil deve aumentar. Estas medidas de frequeˆncia foram base-
adas nas frequeˆncias de presenc¸a do meio acadeˆmico. Nesse contexto de aplicac¸a˜o, se um
usua´rio, seja ele de qualquer tipo, frequentar entre quatro a cinco meses de um semestre,
seu perfil deve permanecer o mesmo, visto que permanece presente entre 75% a 95%.
Pore´m, e´ necessa´rio verificar quantas semanas ele frequentou durante estes meses. Logo,
se frequentou treˆs semanas ou menos, seu perfil deve diminuir. Se frequentou quatro se-
manas ou mais, seu perfil deve aumentar. Mas se frequentou entre treˆs a quatro semanas,
e´ necessa´rio verificar quantos dias dessas semanas o usua´rio frequentou para classificar o
seu perfil, e assim sucessivamente caso necessa´rio, utilizando os outros atributos simples
de relac¸a˜o com as restric¸o˜es de frequeˆncia.
4. Resultados Preliminares
O conjunto de dados gerado para a utilizac¸a˜o nos testes sa˜o fundamentados nas
combinac¸o˜es dos valores dos atributos e as restric¸o˜es determinadas pelo ambiente in-
teligente (cena´rio de aplicac¸a˜o). Logo, para todas as combinac¸o˜es possı´veis do cena´rio
e´ gerado um u´nico conjunto de dados num arquivo no formato ARFF, no qual sa˜o arma-
zenadas as instaˆncias dos dados que sa˜o formadas pela combinac¸a˜o dos valores dos atri-
butos. O conjunto de dados e´ testado com os algoritmos descritos na Sec¸a˜o 3. A me´dia
de preciso˜es resultantes dos testes esta˜o descritas na Tabela 2, assim como as me´dias
arredondadas de instaˆncias corretamente classificadas e instaˆncias incorretamente classi-
ficadas.






Naive Bayes 86,16% 857 115
J48 99,01% 962 10
Bagging 97,81% 951 21
IBK 5 97,78% 950 22
Decision Table 93,94% 913 59
Multi Layer Perceptron 98,94% 962 10
Conforme apresentado na Tabela 2, todos os algoritmos obtiveram uma precisa˜o
de classificac¸a˜o para perfis de usua´rios satisfato´rias, de pelo menos 80%. Esse valor
de acordo com [Abernethy 2010], e´ considerado como uma me´dia adequada para testes
no WEKA. Como o cena´rio de aplicac¸a˜o utiliza a frequeˆncia dos usua´rios no ambiente
acadeˆmico para a definic¸a˜o dos perfis os algoritmos devem ser capazes de lidar com essa
situac¸a˜o. Assim, quanto mais aproximado o valor de 100% na precisa˜o dos algoritmos,
maior sera´ a efica´cia na classificac¸a˜o de perfis. Com isso, o algoritmo e´ capaz de evoluir
corretamente os perfis de usua´rios e determinar o acesso deles a ambientes que possuem
prioridades maiores. Dentre todos os algoritmos, os que mais se destacaram no cena´rio-
problema foram os algoritmos J48 e Multi Layer Perceptron com preciso˜es equivalentes
entre si e acima dos demais algoritmos. As preciso˜es dos algoritmos Bagging e IBK
obtiveram uma diminuic¸a˜o significante comparados aos dois algoritmos anteriores. O
algoritmo Decision Table obteve uma precisa˜o pior que os algoritmos anteriores e melhor
que a do algoritmo Naı¨ve Bayes, que obteve a pior me´dia de precisa˜o na classificac¸a˜o de
perfis de usua´rios em um cena´rio acadeˆmico.
Apo´s a avaliac¸a˜o e descoberta da me´dia de precisa˜o dos algoritmos, foram rea-
lizados os testes estatı´sticos de Friedman e Nemenyi com o intuito de descobrir se ha´
diferenc¸a entre os dados e algoritmos utilizados nos testes de classificac¸a˜o de perfis para
usua´rios. Estes testes estatı´sticos condizem em avaliar atrave´s de um conjunto de dados
especı´fico se realmente um algoritmo e´ melhor que outro mesmo se a me´dia de precisa˜o
de classificac¸a˜o for superior ou inferior no cena´rio-problema analisado.
Os testes estatı´sticos foram realizados utilizando a linguagem R atrave´s da IDE
RStudio com um pacote externo chamado de “TStools for R” [Kourentzes 2014]. Esse
pacote conte´m uma colec¸a˜o de func¸o˜es estatı´sticas para ana´lises e modelagem de dados.
Para tanto, foi necessa´ria a utilizac¸a˜o do software Excel para gerar um arquivo no formato
CSV, contendo o ranking correspondente as me´dias de precisa˜o na classificac¸a˜o de perfis
entre os algoritmos em cada valor da semente de randomizac¸a˜o. Assim, o algoritmo com
a melhor precisa˜o sera´ colocado na primeira colocac¸a˜o, o segundo melhor na segunda
colocac¸a˜o, e assim por diante. Logo apo´s, o arquivo e´ importado para o RStudio, os testes
estatı´sticos sa˜o realizados e por fim, o gra´fico de ranking plotado.
O gra´fico apresentado na Figura 2 demonstra o ranking dos algoritmos, e os testes
de Friedman e Nemenyi. O ranking apresentou que o algoritmo Multi Layer Perceptron
obteve a primeira colocac¸a˜o por atingir a melhor me´dia de precisa˜o na classificac¸a˜o de
perfis de usua´rios no cena´rio-problema, e assim respectivamente os algoritmos J48, IBK,
Bagging, Decision Table. Na u´ltima colocac¸a˜o o algoritmo Naı¨ve Bayes que obteve a
pior me´dia de precisa˜o. Entretanto, e´ necessa´rio utilizar os testes estatı´sticos para obter
uma maior exatida˜o nessa conclusa˜o. O teste de Friedman indicou que ha´ diferenc¸a entre
os dados e algoritmos, no entanto e´ necessa´rio verificar se ha´ realmente uma diferenc¸a
estatı´stica.
O valor de CD (Critical Distance) conforme a Figura 2, corresponde se existe
diferenc¸a estatı´stica entre dois algoritmos quando utilizados em um determinado conjunto
de dados. Esta´ diferenc¸a e´ descoberta realizando a subtrac¸a˜o entre os valores da colocac¸a˜o
de dois algoritmos no ranking, se o resultado obtido for maior que a distaˆncia crı´tica, isto
corresponde que os algoritmos sa˜o diferentes estatisticamente e que um deles realmente
Figura 2. Ranking dos algoritmos
possui uma melhor efica´cia quando aplicado num cena´rio exercido. Nesse contexto, os
algoritmos Naı¨ve Bayes e Decision Table obtiveram os piores rankings e sa˜o diferentes
estatisticamente entre si e dentre os demais algoritmos. Os algoritmos Bagging e IBK
sa˜o iguais estatisticamente entre si e diferentes dentre os outros algoritmos, e por fim
os algoritmos J48 e Multi Layer Perceptron que obtiveram os melhores rankings e sa˜o
iguais estatisticamente entre si e diferentes entre os demais algoritmos. Portanto, para
este cena´rio-problema acadeˆmico, com os atributos e seus respectivos valores utilizados
nos testes, e´ possı´vel utilizar tanto o algoritmo Multi Layer Perceptron quanto o J48 pois
eles sa˜o iguais estatisticamente na classificac¸a˜o de perfis de usua´rios, mesmo que a me´dia
de precisa˜o de classificac¸a˜o de um seja superior a do outro.
5. Concluso˜es e Trabalhos Futuros
Este trabalho apresentou uma avaliac¸a˜o de algoritmos para a classificac¸a˜o de perfis evo-
lutivos em ambientes inteligentes. Para isso, foram realizados diferentes testes conside-
rando as restric¸o˜es previstas em um ambiente inteligente acadeˆmico usado como cena´rio
de aplicac¸a˜o.
Nos testes preliminares, pode-se destacar que todos os algoritmos analisados ob-
tiveram uma me´dia de precisa˜o satisfato´ria para o cena´rio de aplicac¸a˜o definido. Pore´m,
os que tiveram melhores resultados foi o J48 e o Multi Layer Perceptron. Para tornar
a avaliac¸a˜o mais precisa, foram aplicados os testes estatı´sticos de Friedman e Nemenyi
que demonstraram que tanto o J48 quanto o Multi Layer Perceptron podem ser usados
em sistemas reais para a classificac¸a˜o de perfis de usua´rios em um cena´rio acadeˆmico,
pois e´ comprovado estatisticamente que os dois sa˜o iguais. Os demais algoritmos foram
desconsiderados, por na˜o apresentarem uma efica´cia na seguranc¸a de acesso a ambientes
e na evoluc¸a˜o de perfis no cena´rio analisado. A partir dos testes de precisa˜o e dos testes
estatı´sticos, e´ correto afirmar que as categorias Decision Tree Algorithms e Artificial Neu-
ral Network Algorithms sa˜o as mais adequadas para a classificac¸a˜o de perfis de usua´rios
num cena´rio de aplicac¸a˜o acadeˆmico, utilizando como base os atributos e seus respectivos
valores apresentados neste trabalho.
Por fim, em trabalhos futuros aponta-se a ana´lise de outros algoritmos de dife-
rentes categorias e tambe´m a otimizac¸a˜o dos co´digos utilizados com vistas a melhor
a acura´cia das classificac¸o˜es. Ale´m disso, pretende-se implementar novas varia´veis e
suas combinac¸o˜es partindo da combinac¸a˜o utilizada no cena´rio de aplicac¸a˜o e tambe´m a
construc¸a˜o de uma ontologia no escopo do cena´rio estudado.
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