driven by semantic information, affects processing during encoding, particularly within sensory 108 regions associated with the maintenance and precision of feature-specific information. 109 110 One limitation of studies contrasting VSTM for simple features versus familiar objects is that it is 111 not possible to compare VSTM for familiar and unfamiliar stimuli without accounting for object 112 complexity (i.e., the number of perceptual features). That is, although familiar real-world objects 113 are remembered more accurately, they also tend to have greater complexity. Numerous studies 114
have demonstrated that object complexity tends to decrease memory performance, and 115 decreases the amount of storage-related delay-period activity in the superior intraparietal sulcus 116 and lateral occipital complex (LOC; Xu & Chun, 2006 ) reflecting increased storage 117 demands, which reach an asymptote at lower memory loads. Recently, Stojanoski & Cusack 118 (2014) developed a method of warping stimuli that, while reducing the available semantics 119 associated with an object, controlled the effect on the physical complexity of the stimulus as 120 processed by early visual areas. Using this warping method, Veldsman and colleagues 121 (Veldsman, Mitchell, & Cusack, 2017a ) demonstrated that less-warped versions of objects 122 exhibited more varied activity, rather than changes in the amount of activity, in a number of 123 regions associated with VSTM, suggesting richer neural representations for the better-124 remembered, intact objects. However, in the study by Veldsman and colleagues, participants 125
were required to compare different levels of warping within individual objects that were not 126 organized into superordinate classes (e.g., categories) across different levels of warping, 127
precluding the measurement of semantic representations. Without manipulating access to 128 semantic content both by grouping images into superordinate classes, while controlling the level 129 of warping across recognizable and unrecognizable objects, it remains unclear what role 130 semantics plays in improving VSTM and how that changes brain activity. 131 132
Consequently, the aim of the current experiment was to examine how semantics affected VSTM 133 precision and capacity and to assess neural representations during encoding and maintenance. 134 To do so, we probed VSTM performance by manipulating semantic information in two ways. 135 First, we used a set of objects that were organized at two levels: basic categories (e.g., cars, 136 food) and superordinate (e.g., animate and inanimate). Second, we controlled access to the 137 semantic content of the objects by maintaining the stimulus complexity (warping levels) constant 138 across objects. We hypothesized that access to semantic information will improve visual short-139 term memory by increasing both precision and accuracy. images that maintain a one-to-one mapping between the source and transformed space (see 168 Stojanoski & Cusack, 2014, for information about the warping algorithm). Therefore, in this 169 context, "low" warped (recognizable) objects were matched in their basic perceptual properties 170
to "high" warped versions but were deemed to be unrecognizable, which was determined based 171 on perceptual and semantic ratings by 415 participants who completed over 15,600 trials on 172
Amazon's crowdsourcing platform, Mechanical Turk ( Fig. 1 ). Mean warping levels at which all 173 objects per category were no longer recognizable was used to set the warping level threshold 174 for the "high" warp condition in the current neuroimaging experiment. Warping level for images 175 in the "low" warp condition was set to the maximum level that did not disrupt recognizability (see 176 Fig. 1 for sample images). In both the "high" and "low" warp conditions, 16 parametrically 177 varying versions of each item were created confined within the "high" and "low" warp space, 178
respectively. Distance between adjacent images in the set of 16 were mathematically equivalent 179 within and across warping conditions. That is, the distance between any two neighbouring 180 images in the high warp condition was the same as the distance between any two neighbouring 181 images in the low warp condition. 182 white fixation cross (~20°) was presented in the middle of a gray screen for 1, 6, or 11 seconds, 201 followed by the target item, presented in colour (500 x 500 pixels, 7.9°), which appeared 202 centrally on a gray background, for 3 seconds (Fig 1b) . The offset of the target marked the start 203 of the delay phase, extending 1-11 seconds where participants were instructed to remember the 204 target in as much detail as possible. At the end of the delay period, participants were presented 205 with the response wheel that contained the set of 16 parametrically varying version of the 206 images (image size was reduced to 45 x 45 pixels and were positioned 22.5° apart). With the 207 onset of the response wheel, a black rectangle framed one of the 16 images, at a random 208 location. Participants were instructed to identify the target item by moving the black square 209 (using a MRI compatible button box) until it framed the item that matched with the one in their 210 memory. Participants were given 12 seconds to identify the target; the image inside the frame at 211 the end of the allotted time was taken as their response. Participants completed 96 trials, 212 divided into three runs (32 trials/run) over two scanning sessions, at least 6 days apart. In each 213 session, trials were divided into two types: on half the trials participants saw high warp images 214 and the other half they saw low warp images, with each image presented in both high and low 215 warp conditions, once per session (randomly assigned and counterbalanced across 216 participants). This was designed to avoid perceptual biases a result of initial exposure to low 217 warp images. 218 Target:
Analysis 241
Behavioural Analysis 242
Behavioural performance on the working memory task was analyzed by first projecting 243 participant's responses onto a circular distribution ranging from -π < x < π radians with the 244 target at zero, for each trial. Using that information, we calculated the difference between the 245 target position and the response position producing a measure of the degree of error 246
represented as a distribution. The distribution of errors were fit with a probabilistic mixture-247 model using the MemToolbox Suchow, Brady, Fougnie, & Alvarez, (2013), to generate 248 maximum-likelihood estimates of precision and guessing rate (Zhang & Luck, 2011). Briefly, the 249 guessing rate is modeled as the height of a uniform distribution, reflecting random responses, 250
whereas precision is estimated as the inverse of the circular normal (Von Mises) distribution on 251 the remaining trials (i.e., those trials in which the target was correctly reported). Due to task-252 related constraints there were too few trials to fit the model for each participant; instead, we 253 pooled errors across participants to estimate precision and guessing rates across both warping 254 conditions. We also computed the root-mean square (RMS) error, that is the difference between 255 the target and the selected item, for high and low warped objects grouped by category, 256
animacy, and all objects independent of category. 257
Imaging Analysis 258
Functional imaging data was analyzed with SPM8 (Wellcome Institute of Cognitive 259
Neurology; http://www.fil.ion.ucl.ac.uk/spm/software/spm8/), by establishing an analysis pipeline 260
using the automatic analysis system, version 4 261 (www.github.com/rhodricusack/automaticanalysis). Preprocessing steps in the pipeline followed 262 these six steps: 1) all volumes were converted to Nifti format, 2) motion was corrected by 263 extracting six motion parameters: translation and rotation for three orthogonal axes, 3) brains 264
were normalized, using SPM8 segment-and-normalize procedure where the T1 (anatomical) 265 was segmented into gray and white matter and normalized to a pre-segmented volumetric 266 template in MNI space, 4) extracted normalization parameters were then applied to all function 267 (echo-planar) volumes, 5) data was smoothed using a Gaussian smoothing kernel of 10 mm 268 FWHM (for univariate analyses only; Peigneux et al., 2006), and 6) low frequency noise (e.g., 269 drift) was removed by high-pass filtering the data with a threshold of 1/128 Hz. Four dummy 270 scans at the start of each session were discarded to allow for T1 relaxation. 271
Univariate Analyses 272
We used univariate analyses to identify activation in brain regions, either during the 273 encoding, or maintenance phase of visual short-term memory that varied with level of 274 recognizability (high warp vs. low warp images) in general, between object categories, or 275 animacy. We did this by fitting a general linear model (GLM) to the functional imaging data with 276 separate regressors for high and low warped images for each category during the encoding and 277 maintenance stages of visual short-term memory. Regressors comprised the onsets and 278 durations of each event: during the encoding phase, onsets were defined as the time when the 279
images appeared on the screen, and duration was set to the time the image remained on the 280 screen (3 sec). The onset of the maintenance phase was marked by a white plus sign in the 281 middle of the screen, and duration was the period of time participants were asked to hold the 282 target item in memory (1 -11 seconds). These time courses were convolved with the canonical 283 hemodynamic response function supplied by SPM. The random jitter ITIs served as a baseline. 284
Contrasts were established to compare encoding and maintenance of high and low warp 285 images versus baseline, and to directly compare high versus low warp images during encoding 286 and maintenance. All results were corrected for multiple comparisons at p < 0.05 FWE. 287
Multivariate Analyses: Representational similarity analysis 288
In addition to examining whether the availability of semantic content (low warp images) 289
resulted in an increase of brain activity in certain brain regions, or recruited different brain 290 regions, we used multivoxel pattern analysis (MVPA) to determine whether representations in 291 visual and parietal regions differed during encoding and maintenance of high and low warped 292
images. We focused our multivariate analyses on four regions of interest ( changes as well as potential representational differences in regions most sensitive during 306 maintenance. All ROIs remained in normalized space, and all data was gray matter masked for 307 the multivariate analysis. Within these specific ROIs we used MVPA to examine the neural 308
representations of semantic content across our ROIs during the encoding and maintenance 309 phases of visual short-term memory. Specifically, we used representational similarity analysis 310
(RSA), a correlation-based approach that is insensitive to modulations in mean magnitude 311 activations. We fit the data with the same GLM with individual regressors for high and low warp 312 objects for all categories during encoding and maintenance as we used for the univariate 313 analysis. To mitigate the effects of comparisons across different temporal distributions, we 314 confined our comparisons across runs, and only during encoding and maintenance. Beta values 315
for each participant and all events were extracted for each voxel in our ROIs and were 316
Spearman correlated within and across runs. Correlations were normalized to ensure that each 317 run contributed equally. The result of averaging correlations across runs produced a 48 x 48 (12 318 conditions, 2 warping levels, 2 phases) similarity matrix which was contrasted by warping, 319 animacy, and category matrices for both encoding and maintenance using a GLM (figure for 320 result). 321
For the warping contrast, images were grouped together based on level of warping. This 322 contrast tested whether the patterns of activity produced by the same warping level (high or low) 323
were more similar to one another than repetitions of the opposite warping level -is the pattern of 324 activity produced by low warp images distinct from the patterns produced by high warp images. 325 We grouped images according to animacy (defined by Kriegeskorte et al., 2008) to run the 326 animacy contrast to test whether activity patterns within animate objects differed from activity 327 patterns produced by inanimate objects for both warping levels. Finally, we ran a category 328 contrast; images were collapsed into semantic categories and tested whether patterns of activity 329
were more similar within a category than activity across categories at both high and low warping 330 levels. Differences emerging in the latter two contrasts would suggest specific ROIs represent 331 either the lower-level properties of the image or their semantic properties. All results were 332 corrected for multiple comparisons using Bonferroni correction. 333 334
Results 335
Behavioural Results 336
As a first method to assess performance, we computed the root-mean square (RMS) error 337
between the target and selected item across each participant's responses. A two sample t-test 338
showed that for recognizable objects the errors were significantly less distant from the target 339 compared to unrecognizable objects (t(41) = 2.85; p = 0.007; Cohen's d = 0.44; BF10 = 5.61). 340
To test how memory was better, we fitted the response distributions using a probabilistic mixture 341 model, which gave separate estimates of guessing (i.e., item completely forgotten) and 342 precision (i.e., less accurate memory). The results are shown in Fig. 3 . Participants guessed 343 more in the high warp condition, using the Kolmogorov-Smirnov test non-parametric test to 344 compare prior probability distributions (KS = 0.96, p<0.0001) and showed lower precision (KS = 345 0.49, p < 0.0001). 346
We also compared memory performance (distance between target and response) for objects 347 grouped at the level of animacy and category. At the level of animacy, we ran a two-way 348
ANOVA ( tools, shoes, and clothes]), and found a main effect of Recognizability (F(1,41) = 8.49; p = 355 0.0006; n2 = 0.17; BF10 = 1.37), a main effect of category (F(1,41) = 5.76; p = 2.11e-5; n2 = 356 0.12; BF10 = 8503), and a Recognizability x Category interaction (F(1,41) = 5.18; p = 5.88e-5; 357 n2 = 0.11; BF10 = 772.38). These results indicate that overall participants better remembered 358 recognizable objects relative to unrecognizable objects across all categories, but certain 359 recognizable categories were more memorable than others (Fig. 3) . Together, we found that 360 semantic information helps in remembering objects in visual short-term memory, likely by 361 increasing both the number of visual features stored in visual short-term memory and the 362 precision of those memories. 363 activity during encoding of recognizable objects was associated with fronto-parietal network 376 ( 
392

Representational Similarity Analysis: ROI results 393
Perhaps the memory advantage for recognizable objects was due to differences in the 394 pattern of neural activity, rather than in the overall strength or distribution of neural activity. However, we did find evidence for representation of semantic content in the form of 413 animacy and category membership. We examined whether patterns of neural activity in each of 414
the ROIs matched a model that represented animacy (i.e., recognizable animate vs. inanimate 415 objects), the results of the RSA revealed that the fusiform gyrus (t = 2.85; p = 0.007) and the 416 LOC (t = 3.17; p = 0.003), but not the other ROIs, produced distinct neural representations for 417 animate and inanimate objects. We also found that the representations of animacy for 418 recognizable objects was significantly stronger than that for unrecognizable objects within both 419 the fusiform gyrus (t = 2.07; p = 0.045; Cohen's d = 0.32; BF10 = 1.15) and the LOC (t = 2.42; p 420 = 0.02; Cohen's d = 0.37; BF10 = 2.21). We found a similar pattern of results for category 421 information. That is, the pattern of neural activity matched a model representing category 422 membership in the LOC (t = 2.92; p = 0.006), but the model fit was not significant in the other 423
ROIs (after Bonferroni correction). This effect was also significantly stronger than patterns of 424 neural activity representing category information for unrecognizable objects in LOC (t = 2.35; p 425 = 0.024; Cohen's d = 0.37; BF10 = 1.94). Together these results suggest that semantic 426 information is extracted primarily in the fusiform gyrus and LOC, while this information cannot be 427 decoded in earlier visual areas or in the parietal cortex ( Fig. 5 ). 428 To assess whether semantic information about the objects is also present during maintenance 436 we conducted the same RSA analysis described above. Much like during encoding, we found 437 no evidence that patterns of neural activity differed between recognizable from unrecognizable 438 objects within any of the ROIs (t(Bonferroni corrected)< 2.27; p > 0.12). We also examined whether 439 neural representations for recognizable and unrecognizable objects differed between ROIs, but 440
we found no significant differences (F(4,164) = 1.06; p = 0.37; n2 < 0.03 ; BF10 = 0.07). 441
However, unlike during encoding, we found no evidence that semantic information was encoded 442 during maintenance. That is, we did not find distinct patterns of activity in any of the 2) = 3.35; p = 0.014; n2 < 0.08; BF10 = 6.77), reflecting the 448 fact that animacy for both recognizable and unrecognizable objects was encoded more strongly 449
in parietal cortex (and no other ROI) relative to category membership. In sum, semantic 450 information was not represented during maintenance despite this information being encoded 451 during the perception stage of the visual short-term memory task. 452
453
Discussion 454 455
The aim of the current study was to examine the role of semantic information about real-world 456 objects on neural measures of visual short-term memory. We used a novel warping method 457 (Stojanoski & Cusack, 2014 ) that distorts intact objects in a manner that preserves perceptual 458 features of objects while making them unrecognizable. In this way, we could tease out the 459 influence on semantic content on visual short-term memory performance, as well as the 460 underlying neural mechanisms, without affecting the low-level properties associated with those 461 stimuli. 462 463 We found that low-warped images, with intact semantic content, were remembered better than 464
high-warped objects that could not be recognized. By calculating target selection using a 465 continuous report paradigm and a mixture model we found the memory benefit for recognizable 466 objects was reflected in both more precise memory and a lower guessing rate. Moreover, we 467 also found this memory benefit for objects grouped by both animacy and category: both 468 recognizable animate and inanimate objects were remembered better than unrecognizable 469
animate and inanimate objects. Similarly, recognizable objects clustered into basic-level 470 categories were remembered with more precision than clustering of the same categories of 471 unrecognizable objects. These findings suggest that various forms of semantic information are 472 incorporated in visual short-term memory representations that help boost memory performance. 473 474
What are the neural mechanisms that support semantically driven improvement to visual short-475 term memory? To address this question, we examined changes in brain activity during the 476 encoding and maintenance periods of visual short-term memory. The results of our whole-brain 477 univariate analyses revealed that the encoding period was associated with activity in fronto-478 parietal network ( analysis to decode the semantic dimensions of visual stimuli. However, this activity was 500 primarily evident when the semantic (as opposed to visual or verbal) content of the image was 501 task-relevant. Thus, it's possible that because the task did not require participants to use the 502 semantic content in the task, this activity was absent from the delay period, consistent with 503 findings that VSTM representations can change across tasks (Vicente-Grabovetsky, Carlin, & 504 Cusack, 2014) . Nevertheless, the finding that performance was better for the low-warped 505 images suggests that the obligatory coding of semantic information during encoding confers a 506 memory advantage, even if semantic information is irrelevant to completing the task. 507 508
It is also possible that information about semantics continues to exist in ventral visual areas 509 during the delay period, but in an "activity silent" state. showing improved memory for image arrays containing semantically related interacting objects 528 (i.e., a key and a lock). Moreover, Veldsman, Mitchell, and Cusack, (2017) showed that the 529 precision of visual short-term memory improves when comparing memory performance for 530 recognizable versus unrecognizable objects. Extending their findings, we show that it is not only 531 the semantics associated with individual objects, but also semantic information about animacy 532 and category inclusion that increases visual short-term memory performance. 533 534
This introduces a potential paradox: real-world objects are more "complex" than simple features, 535 such as a colour patch, and complexity is typically associated with a decrease in working 536 memory capacity (Xu & Chun, 2006 ), yet, we found memory performance was better for 537 recognizable objects. The warping method used here allowed us to hold visual complexity 538
constant, while preserving semantic information only for the low-warp images. Thus, while real-539 world objects may contain more visual complexity than simple features, access to semantic 540 information to similarly complex objects boosts memory performance. One way semantic 541 information may help to reduce memory load is by allowing for objects to be encoded at an 542 abstracted level ( have shown that with short exposures, VSTM for own-race faces was better than for other-races 550
faces, suggesting that stimulus familiarity sped the rate of encoding for familiar own-race faces. 551
This idea is consistent with a couple of mechanisms underlying a semantically driven boost in 552 memory that have recently been proposed. For instance, O'Donnell, Clement, & Brockmole 553
(2018) and Curby, Glazek, & Gauthier (2009) have suggested that access to the semantic 554
properties of objects limits processing resources, allowing them to be more efficiently 555
represented, and thereby increasing working memory capacity. Whereas, Veldsman and 556 colleagues (2017) showed that a richer and wider range of neural representations supports 557 improved visual short-term memory for real-world objects. 558 559
What is common between these proposed mechanisms is that benefits to visual short-term 560 memory arise at encoding and not during maintenance, which is consistent with an encoding 561 account of visual short-term memory. Importantly, our results are also consistent with an 562 encoding mechanism, as no differences were observed during the maintenance period in either 563 the univariate analysis or the RSA analysis. In other words, although more information was 564 encoded about intact objects, maintaining that information did not require additional activity or 565 the recruitment of additional brain areas. This is in contrast to some past studies that have 566 demonstrated greater maintenance-related activity for real-word objects compared to simple 567
features (Brady et al., 2016 ; Galvez-Pol, Calvo-Merino, Capilla, & Forster, 2018; Wong, 568 Peterson, & Thompson, 2008). However, given that these past studies did not control for the 569 complexity of the stimuli, it is possible that it is the greater object complexity, rather than the 570 semantic information per se, that was driving this effect. Consequently, our finding underscores 571 the importance of having appropriately matched stimuli in order to properly dissociate the effects 572 of complexity from the contributions of semantic information to neural measures of VSTM. 573 574 575 576 577 578
