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Abstract
Motivated by vision based control of autonomous vehicles, we consider the problem of
controlling a known linear dynamical system for which partial state information, such as vehicle
position, can only be extracted from high-dimensional data, such as an image. Our approach
is to learn a perception map from high-dimensional data to partial-state observation and its
corresponding error profile, and then design a robust controller. We show that under suitable
smoothness assumptions on the perception map and generative model relating state to high-
dimensional data, an affine error model is sufficiently rich to capture all possible error profiles,
and can further be learned via a robust regression problem. We then show how to integrate
the learned perception map and error model into a novel robust control synthesis procedure,
and prove that the resulting perception and control loop has favorable generalization properties.
Finally, we illustrate the usefulness of our approach on a synthetic example and on the self-driving
car simulation platform CARLA.
Keywords. Robust control, learning theory, generalization, perception, robotics.
1 Introduction
Incorporating insights from rich, perceptual sensing modalities such as cameras remains a major
challenge in controlling complex autonomous systems. While such sensing systems clearly have the
potential to convey more information than simple, single output sensor devices, interpreting and
robustly acting upon the high-dimensional data streams remains difficult. For this type of sensing,
one can view the design space of algorithms available to practitioners as lying between two extremes:
at one extreme, there are purely data-driven approaches that attempt to learn an optimized map
from perceptual inputs directly to low-level control decisions. Such approaches have seen tremendous
success in accomplishing sophisticated tasks that were once thought to be well beyond the realm of
autonomous systems, although critical gaps in understanding their robustness and safety still remain
[35]. At the other extreme, there are methods rooted in classical system identification and robust
control, wherein an intricate and explicit model of the underlying system and its environment is
characterized, and subsequently used inside of a feedback control loop. Such methods have provided
strong and rigorous guarantees of robustness and safety in domains such as aerospace and process
control, but they have thus far had limited impact in domains with highly complex systems and
environments, such as agile robotics and autonomous vehicles.
In this paper, we attempt to bridge the gap between these two camps, proposing a methodology for
using perceptual information in complex control loops. Whereas much recent work has been devoted
to proving safety and performance guarantees for learning-based controllers applied to systems with
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unknown dynamics [1, 2, 4, 5, 11, 15, 20, 21, 30, 43, 57, 59, 61], we focus on the practical scenario
where the underlying dynamics of a system are well understood, and it is instead the interaction with
a perceptual sensor that is the limiting factor. Specifically, we consider controlling a known linear
dynamical system for which partial state information can only be extracted from high-dimensional
observations. Our approach is to design a virtual sensor by learning a perception map, i.e., a map
from high-dimensional observations to a subset of the state, and crucially to quantify its error profile.
We show that under suitable smoothness assumptions, a linear parameterization of the error profile
is valid within a neighborhood of the training data. This linear model of uncertainty is then used
to synthesize a robust controller that ensures that the system does not deviate too far from states
visited during training. Finally, we show that the resulting perception and robust control loop is
able to robustly generalize under adversarial noise models. To the best of our knowledge, this is the
first such guarantee for a vision based control system.
1.1 Related work
Vision based estimation, planning, and control There is a rich body of work, spanning
several research communities, that integrate high-dimensional sensors, specifically cameras, into
estimation, planning, and control loops. The robotics community has focussed mainly on integrating
camera measurements with inertial odometry via an Extended Kalman Filter (EKF) [29, 31, 32].
Similar approaches have also been used as part of Simultaneous Localization and Mapping (SLAM)
algorithms in both ground [39] and aerial [38] vehicles. We note that these works focus solely on
the estimation component, and do not consider downstream use of state estimates in control loops.
In contrast, the papers [36, 37, 56] all demonstrate techniques that use camera measurements to aid
inertial position estimates to enable aggressive control maneuvers in unmanned aerial vehicles.
The machine learning community has taken a more data-driven approach. The earliest such
example is likely [48], in which a 3-layer neural-network is trained to infer road direction from images.
Modern approaches to vision based planning, typically relying on deep neural networks, include
learning maps from image to trail direction [26], learning Q-functions for indoor navigation using 3D
CAD images [52], and using images to specify waypoints for indoor robotic navigation [10]. Moving
from planning to low-level control, end-to-end learning for vision based control has been achieved
through imitation learning from training data generated via human [14] and model predictive
control [46]. The resulting policies map raw image data directly to low-level control tasks. In
Codevilla et al. [17], higher level navigational commands, images, and other sensor measurements are
mapped to control actions via imitation learning. Similarly, Williams et al. [61] and related works,
image and inertial data is mapped to a cost landscape, that is then optimized via a path integral
based sampling algorithm. More closely related to our approach is Lambert et al. [34], where a deep
neural network is used to learn a map from image to system state – we note that this perception
module is naturally incorporated into our proposed pipeline. To the best of our knowledge, none of
the aforementioned results provide safety or performance guarantees.
Learning, robustness, and control Our theoretical contributions are similar in spirit to those
of the online learning community, in that we provide generalization guarantees under adversarial
noise models [6, 7, 28, 33, 62]. Similarly, Agarwal et al. [4] shows that adaptive disturbance feedback
control of a linear system under adversarial process noise achieves sublinear regret – we note that
this approach assumes full state information. We also draw inspiration from recent work that seeks
to bridge the gap between linear control and learning theory. These assume a linear time invariant
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system, and derive finite-time guarantees for system identification [20, 24, 25, 27, 45, 47, 53–55, 58],
and/or integrate learned models into control schemes with finite-time performance guarantees
[1–3, 18, 20, 21, 40, 44, 49, 51].
1.2 Notation
We use letters such as x and A to denote vectors and matrices, and boldface letters such as x and Φ
to denote infinite horizon signals and linear convolution operators. For y = Φx, we have by definition
that yk =
∑k
t=0 Φtxk−t. We write x0:t = {x0, x1, . . . , xt} for the history of signal x up to time t.
For a function xk 7→ fk(xk), we write f(x) to denote the signal {fk(xk)}∞k=0. We overload the norm
‖·‖ so that it applies equally to elements xk, signals x, and linear operators Φ, and assume that it
satisfies: (i) ‖x‖ ≤ supk‖xk‖, (ii) ‖xk‖ ≤ ‖yk‖+ ‖zk‖ =⇒ ‖x‖ ≤ α(‖y‖+ ‖z‖) for α > 0, and (iii)
‖Φ‖ = sup‖w‖≤1‖Φw‖. The triple (‖xk‖∞, ‖x‖∞, ‖Φ‖L1) satisfies these properties with α = 1, as
does the triple (‖xk‖2, ‖x‖pow, ‖Φ‖H∞) with α =
√
2 (see Section 2.1). As ‖Φ‖ is an induced norm,
it satisfies the sub-multiplicative property ‖ΦΨ‖ ≤ ‖Φ‖‖Ψ‖. We let [x]+ = max(x, 0).
2 Problem setting
Consider the LTI dynamical system
xk+1 = Axk +Buk +Hwk , (1)
with system state x ∈ Rn, control input u ∈ Rm, disturbance w ∈ Rw, and known matrices (A,B,H).
Without loss of generality, we assume that ‖H‖ = 1. Further assume that system (1) induces a
corresponding high-dimensional process
zk = q(xk) + ∆q,k(xk) + vk , (2)
where q is an unknown generative model, with time-varying nuisance variable components ∆q,k(xk)
and vk satisfying max‖x‖≤1‖∆q,k(x)‖ ≤ εq, and ‖vk‖ ≤ εv, respectively. We typically assume that
N  n. As an example, consider a camera affixed to the dashboard of a car tasked with driving
along a road. Here, the high-dimensional {zk} are the captured images and the map q generates
these images as a function of position and velocity. Nuisance variables such as lighting variations
and occlusions are captured both by ∆q,k(xk) and vk. Motivated by such a vision based control
system, our goal is to solve the following optimal control problem
minimize{γk} c(x,u)
subject to dynamics (1) and measurement (2), uk = γk(z0:k),
(3)
where here c(x,u) is a suitably chosen cost function (further discussed in Section 2.1), and γk
is a measurable function of the image history z0:k. This problem is made challenging by the
high-dimensional, nonlinear, time-varying, and unknown generative model (2).
Suppose instead that there exists a perception map p such that p(zk) = Cxk + ek for C ∈ R`×n a
known matrix, and ek ∈ R` an error term with known statistics. Here, the matrix C enforces that
only partial state information can be extracted from a single observation. In the autonomous driving
example, we might expect to predict position from a single image, but not velocity. Using this map,
we define a new measurement model in which the map p plays the role of a noisy sensor:
yk = p(zk) = Cxk + ek. (4)
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Figure 1: On the left, a diagram of the proposed perception-based control pipeline. On the
right, the conceptual rearrangement of the closed-loop system permitted through our perception
error characterization.
This allows us to reformulate problem (3) as a linear optimal control problem, where the measurements
are defined by (4) and the control law uk = K(y0:k) is a linear function of the outputs of past
measurements y0:k. As illustrated in Figure 1, guarantees of performance, safety, and robustness
require designing a controller which suitably responds to system disturbance w and sensor noise e.
For linear optimal control problems, a variety of cost functions and noise models have well-understood
solutions. Perhaps the most well known is the combination of Kalman filtering with static state
feedback, which arises as the solution to the linear quadratic Guassian (LQG) problem. However,
the perception errors ek do not necessarily obey assumptions made in traditional robust control, and
must be handled more carefully.
In light of this discussion, we approach our problem in the following way. First, collect training
data pairs {x0:T , z0:T } and learn a perception map p and corresponding error profile characterization
of ek such that the measurement model (4) is valid. Second, compute a robust controller that
mitigates the effects of the measurement error ek. We highlight that in contrast to standard
certainty equivalent approaches in which an extended or unscented Kalman Filter is used with a
state-feedback control law, we explicitly quantify perception and sensing error from data, and use this
error characterization to synthesize a robust controller. We will show that under suitable Lipschitz
assumptions on the generative model (2) and perception map p, we can successfully accomplish
these two tasks using linear error models and robust control.
Paper overview In Section 2.1, we present an overview of linear optimal control problems for
common control costs and noise costs. In Section 3, we propose the affine error characterization
ek = ∆C,kxk + ηk, where we constrain ‖∆C,k‖ ≤ εC , ‖ηk‖ ≤ εη for all times k. We also formulate a
method to learn εC and εη from data.
In Section 4, we use the learned εC and εη to design a novel robust controller. Our main result
connects the perception map and learned errors to the closed loop map between output and state,
Φxe. We show that if we impose a robustness constraint on the size of ‖Φxe‖, then we achieve
bounded generalization error within an invariant neighborhood of the training data. This error is
dependent on εC , εη, perception map p, and closed-loop response Φxe.
Finally in Section 5, we present synthetic and simulation based experiments, and conclude with
directions for future work in Section 6.
4
Name Disturbance class Cost function Use cases
LQR/H2 Eν = 0,Eν4 <∞, νk i.i.d. Eν
[
lim
T→∞
T∑
k=0
1
T
x>k Qxk + u
>
k Ruk
] Sensor noise,
aggregate behavior,
natural processes
H∞ ‖ν‖pow ≤ 1 sup
‖ν‖pow≤1
lim
T→∞
1
T
T∑
k=0
x>k Qxk + u
>
k Ruk
Modeling error,
energy/power
constraints
L1 ‖ν‖∞ ≤ 1 sup
‖ν‖∞≤1,k≥0
∥∥∥∥Q1/2xkR1/2uk
∥∥∥∥
∞
Real-time safety
constraints, actuator
saturation/limits
Table 1: Different noise model classes induce different cost functions, and can be used to
model different phenomenon, or combinations thereof. See [19, 64] for more details.
2.1 Background on linear optimal control
We first recall some basic concepts from linear optimal control in the partially observed setting. In
particular we consider the optimal control problem
minimizeK c(x,u)
subject to xk+1 = Axk +Buk +Hwk
yk = Cxk + ek
uk = K(y0:k),
(5)
for xk the state, uk the control input, wk the process noise, ek the sensor noise, K a linear-time-
invariant operator, and c(x,u) a suitable cost function.
Control design depends on how the disturbance w and measurement error e are modeled, as well
as performance objectives. In Table 1, we consider several common cost functions that arise from
different system desiderata and different classes of disturbances and measurement errors ν := (w, e).
By modeling the disturbance w and sensor noise e as being drawn from different signal spaces, and
by choosing correspondingly suitable cost functions, we can incorporate practical performance, safety,
and robustness considerations into the design process.
For example, the well-studied LQG control problem minimizes the cost function
c(x,u) = Ew,e
[
lim
T→∞
1
T
T∑
k=0
x>k Qxk + u
>
k Ruk
]
,
for some user-specified positive definite matrices Q and R, and wk
i.i.d.∼ N (0, I), ek i.i.d.∼ N (0, I). This
formulation best models sensor noise, aggregate behavior, and natural processes arising from statical-
mechanical systems. The resulting optimal estimation and control policy is to apply a static state
feedback controller with the Kalman filter state estimate.
Another well-studied example is the H∞ optimal control problem, which has a rich history in the
robust control literature [64]. Although most often defined as the `2 → `2 induced norm of a system,
it is more convenient for us to define it in terms of the power-norm – the connection between the
power-norm and H∞ control is well studied (see [63] and references therein). We recall that the
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power-norm1 is defined as:
‖x‖pow :=
√√√√ lim
T→∞
1
T
T∑
k=0
‖xk‖22,
and that it can be used to define the H∞, as described in Table 1.
As a final example, we recall the L1 optimal control problem, which seeks to minimize the
`∞ → `∞ induced norm of a system. In particular, the L1 control problem minimizes the cost
function
c(x,u) = sup
w,e
k≥0
∥∥∥∥Q1/2xkR1/2uk
∥∥∥∥
∞
for wk and ek such that ‖wk‖∞ ≤ 1, ‖ek‖∞ ≤ 1 for all k. This formulation best accommodates
real-time safety constraints and actuator saturation, and is robust to all bounded disturbance
sequences. The optimal controller for L1 control does not have a clear notion of an estimated state.
Certainty-equivalent approaches of performing state feedback control on a state estimate would then
not be optimal, or necessarily appropriate.
From Table 1, it is clear that the triple (‖xk‖∞, ‖x‖∞, ‖Φ‖L1) satisfies the norm conditions of
Section 1.2 with α = 1. Further, we have that if ‖xk‖2 ≤ ‖yk‖2 + ‖zk‖2, then
‖x‖2pow ≤ lim
T→∞
∞∑
t=0
(‖yk‖2 + ‖zk‖2)2 ≤ 2 lim
T→∞
∞∑
t=0
(‖yk‖22 + ‖zk‖22) = 2(‖y‖2pow + ‖z‖2pow).
Therefore the triple (‖xk‖2, ‖x‖pow, ‖Φ‖H∞) satisfies the norm conditions of Section 1.2 with α =
√
2.
In Appendix A, we provide further details on these optimal control problem formulations and
solutions. Returning to the goals of perception-based control, it becomes clear that the perception
errors ek will not follow a Guassian distribution. While this invalidates the optimality of the LQG
control strategy, the norm-bound assumptions giving rise to H∞ or L1 control may hold. In what
follows, we develop an affine error profile that generalizes these norm bound conditions.
3 Learning the error model of the virtual sensor
We now pose an affine error model for the measurement model (4) that, under suitable assumptions,
is completely general. We then build on this observation to formulate a novel training method that
simultaneously learns a perception map and its corresponding error model, and show that it robustly
generalizes in a way that depends on the smoothness of the underlying generative process.
Affine error model We assume that there exists an idealized perception map p? such that
p?(q(xk)) = Cxk, and that the maps p and q are Lp and Lq Lipschitz. We then rewrite
y = p(zk) = Cxk + ∆C,k(xk) + ηk, (6)
where
∆C,k(xk) := p(q(xk))− p?(q(xk)) + p(q(xk) + ∆q,k(xk) + vk)− p(q(xk) + vk)
ηk := p(q(xk) + vk)− p(q(xk)). (7)
1The power-norm is a semi-norm on `∞, as ‖x‖pow = 0 for all x ∈ `2, and consequently is a norm on the quotient
space `∞/`2 – this subtlety does not affect our analysis.
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Here we have used the generative model (2) and the idealized perception assumption. Note that
∆C,k is composed of two terms: the first captures the error in our perception map p with respect
to the idealized p?, whereas the second captures the effects of state-dependent nuisance variables
∆q,k(xk).
We now make two observations that will motivate our training procedure. First, notice that
without loss of generality we can take ∆C,k to be a time-varying linear operator: for any desired error
process {∆C,k(xk)} = {νk}, it suffices to set ∆C,k = νkx>k (x>k xk)−1. Second, under the Lipschitz
assumptions on the maps p, q, and ∆q,k, it follows immediately that: (1) ∆C,k is a uniformly
L∆-Lipschitz map, with L∆ ≤ Lp(Lq + εq) + ‖C‖, and (2) ηk is a norm bounded perturbation
satisfying ‖ηk‖ ≤ Lpεv. Thus, we parameterize our error model ek as being an affine function of the
state xk,
ek = ∆C,kxk + ηk, (8)
and seek to find the smallest perturbations ∆C,kxk and ηk such that the discrepancies of our
perception map on the training data is captured. This time-varying affine error model is central to
our main results; details of the generative model of z are important only insofar as they lead to this
error decomposition.
Learning the error model from data To learn a perception map and an error model, we
consider the supervised learning setting. We assume access to perfect measurements yk = Cxk, and
note that so long as the pair (A,C) is observable, these measurements allow for the state to be
computed exactly, albeit with a delay. Therefore, during training, we record state observation pairs
{xk, zk}. As will become clear in the next section, further details on the distribution or generation
of this data need only be specified in relation to the desired closed-loop behavior of the system.
Consider the case that the perception map p is provided, and thus our goal is reduced to fitting an
affine error model. We begin by observing that for any error model that is valid on the training data,
i.e., for any error model satisfying p(zk)−Cxk = ∆C,kxk + ηk for all sampled points, it immediately
follows that
‖p(zk)− Cxk‖ ≤
(
max
t
‖∆C,t‖
)
‖xk‖+ max
t
‖ηt‖ ∀k.
In particular, this observation means that in (‖x‖, ‖p(zk)−Cxk‖) space, all pointwise errors lie below
the line with slope εC and intercept εη, where εC and εη are such that ‖∆C,k‖ ≤ εC , ‖ηk‖ ≤ εη for
all times k. In fact, an error model (8) bounded by (εC , εη) exists for a perception map p if and
only if for all pairs (x, z) in the dataset, ‖p(z)− Cx‖ ≤ εC‖x‖+ εη. This claim is formalized in the
following proposition.
Proposition 3.1. For any (x, z), the following statements are equivalent.
1. There exists some ‖∆C‖ ≤ εC and ‖η‖ ≤ εη such that p(z)− Cx = ∆Cx+ η.
2. ‖p(z)− Cx‖ ≤ εC‖x‖+ εη.
Proof: That (1) =⇒ (2) follows immediately from triangle inequality and the definition of the
operator norm:
‖p(z)− Cx‖ ≤ ‖∆C‖‖x‖+ ‖η‖ .
7
We then show that (2) =⇒ (1) by construction. Let
∆C = εC
(p(z)− Cx)x>
‖p(z)− Cx‖‖x‖ , η = p(z)− Cx−∆Cx .
By the definition of η, these solutions clearly satisfy the equality condition. Further, we have
‖∆C‖ = εC . Thus, it remains only to check the norm bound on η. We see that
η = p(z)− Cx−∆Cx = (p(z)− Cx)
(‖p(z)− Cx‖ − εC‖x‖
‖p(z)− Cx‖
)
so ‖η‖ = ‖p(z)− Cx‖ − εC‖x‖. Using the condition (2), we see that ‖η‖ ≤ εη. 
With this discussion in mind, we propose fitting the error profile by solving:
minimizeεC ,εη εCM + εη
subject to ‖p(zk)− Cxk‖ ≤ εC‖xk‖+ εη ∀ k (9)
where with M := 1T
∑T
k=1‖xk‖. Thus we minimize an upper bound on the average perception error.
This formulation is equally applicable when the perception map must be learned from data. Here,
we add an additional minimization over p and augment the objective of optimization problem (9)
with a regularizer R(p) to enforce smoothness:
minimizeεC ,εη ,p εCM + εη + λR(p)
subject to ‖p(zk)− Cxk‖ ≤ εC‖xk‖+ εη ∀ k (10)
This optimization problem seeks to jointly find a small error profile and smooth perception map
that perfectly explain the training data. We illustrate these concepts on a simple linear model.
Example 3.1 (Linear generative model). Consider the linear time varying generative model
zk = (G0C + ∆G,k)xk + νk , (11)
with ‖G0C‖L1 = 1, and at each timestep k, ‖∆G,k‖L1 ≤ 0.5 and ‖νk‖∞ ≤ 0.05. Figure 2, shows the
error profiles for linear perception functions p(x) = Px trained using (10) with different regularization
parameters and R(p) = ‖P‖L1 . We use zk ∈ R500 and training and test trajectories of length T = 100
generated by the 2D double integrator system described in Section 5.
As we have assumed that the perception and generative maps are Lipschitz, we can immediately
bound the generalization error of a learned model within a neighborhood of the training data.
Lemma 3.2 (Closeness implies generalization). Let L∆ denote the Lipschitz constant of the true
state-dependent error term (7). Then for any new state and observation (x, z) and any training data
state xd
‖p(z)− Cx‖ ≤ εC‖x‖+ εη + (L∆ + εC)‖x− xd‖+ 2Lpεv.
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Figure 2: Plotting the perception errors ‖p(x)− Cx‖∞ as a function of the state norm ‖x‖∞
illustrates an affine error profile. Larger regularization parameter λ (right) leads to a smaller
gap between the train and test sets.
Proof: Fix an xd in the training set, and notice that for zk = q(xk)+∆q,k(xk)+vk, Cxk = p?(q(xk)),
zd = q(xd) + ∆q,d(xd) + vd, and Cxd = p?(q(xd)) we have
‖p(zk)− Cxk‖ ≤ ‖p(q(xk) + ∆q,k(xk) + vk)− p?(q(xk))−
[p(q(xd) + ∆q,d(xd) + vd)− p?(q(xd))] ‖+ ‖p(zd)− Cxd‖
≤ ‖p(q(xk))− p?(q(xk)) + p(q(xk) + ∆q,k(xk) + vk)− p(q(xk) + vk)−
[p(q(xd))− p?(q(xd)) + p(q(xd) + ∆q,d(xd) + vd)− p(q(xd) + vd)] ‖+
‖p(q(xk) + vk)− p(q(xk))‖+ ‖p(qd(xd) + vd)− p(qd(xd))‖+ ‖p(zd)− Cxd‖
≤ L∆‖x− xd‖+ 2Lpεv + εC‖xd‖+ εη,
where the first and second inequalities follow from the triangle inequality, and the final inequality
follows from the assumed Lipschitz properties of the map (7) and the learned perception map
p, the assumed norm bound on the nuisance variables v, and the fact that on the training data
‖p(zd)− Cxd‖ ≤ εC‖xd‖+ εη.
It then follows immediately that
‖p(z)− Cx‖ − εC‖x‖ − εη ≤ L∆‖x− xd‖+ 2Lpεv + εC(‖xd‖ − ‖x‖),
from which the result follows by applying the reverse triangle inequality to bound ‖xd‖ − ‖x‖ ≤
‖x− xd‖. 
Returning to our interpretation of the error model as a line in (‖x‖, ‖p(z)− Cx‖) space, Lemma
3.2 says that for unseen states x, it suffices to shift the y-intercept of the learned error model line up
by a term which depends on its distance from the training data. Figure 2 illustrates this idea on
simulated data. We emphasize that our approach is parameterization agnostic, and can also be used
to characterize error profiles for existing vision systems.
4 Analysis and synthesis of perception-based controllers
The local generalization result in Lemma 3.2 is useful only if the system remains close to states
visited during training. To this end, we show in Lemma 4.2 that we can remain close to training
data if the error model generalizes well. By then enforcing that the composition of the bounds
in Lemmas 3.2 and 4.2 is a contraction, a natural notion of controller robustness emerges that
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guarantees favorable behavior and generalization. To do so, we adopt an adversarial noise model
and exploit that we can design system behavior to bound how far the system deviates from states
visited during training. Our approach leverages a system level perspective on closed-loop systems
to characterize their sensitivity to noise signals. We therefore begin by outlining the System Level
Synthesis (SLS) framework.
4.1 System-level parametrization
The system level synthesis (SLS) framework, proposed by Wang et al. [60], provides a parametrization
of our problem that makes explicit the effects of errors e on system behavior. Namely, for any controller
that is a linear function of the history of system outputs, we can write the state and input as a con-
volution of the system noise and the closed-loop system responses {Φxw(k),Φxe(k),Φuw(k),Φue(k)},[
xk
uk
]
=
k∑
t=1
[
Φxw(t) Φxe(t)
Φuw(t) Φue(t)
] [
Hwk−t
ek−t
]
. (12)
We note that (12) is valid for any linear dynamic controller, i.e. any controller which is a linear
function of the system output and its history. The expression (12) is also linear in the system
response elements Φ; convex constraints on state and input thus translate to convex constraints on
the system response elements. Our dynamics (1) and measurement model (4) can then be written as[
Φxw(k + 1) Φxe(k + 1)
]
= A
[
Φxw(k) Φxe(k)
]
+B
[
Φuw(k) Φue(k)
]
,[
Φxw(k + 1)
Φuw(k + 1)
]
=
[
Φxw(k)
Φuw(k)
]
A+
[
Φxe(k + 1)
Φue(k + 1)
]
C
Φxw(1) = I.
(13)
Wang et al. [60] show that for any elements Φ constrained to obey (13) for all k ≥ 1, there exists a
feedback controller that achieves the desired system responses (12).
To lessen the notational burden of working with these system response elements, we will work
with their z transforms, Φ(z) =
∑∞
k=1 Φ(k)z
−k and slightly overloading notation x =
∑∞
k=1 xkz
−k.
The frequency domain variable z informally serves as a time-shift operator, i.e. z{xk, xk+1, ...} =
{xk+1, xk+2, ...}. This is a particularly useful convention when working with semi-infinite sequences,
as convolutions in the time-domain can now be represented as multiplications, i.e.[
x
u
]
=
[
Φxw Φxe
Φuw Φue
] [
Hw
e
]
. (14)
The affine realizability constraints can be rewritten as[
zI −A −B] [Φxw Φxe
Φuw Φue
]
=
[
I 0
]
,
[
Φxw Φxe
Φuw Φue
] [
zI −A
−C
]
=
[
I
0
]
, (15)
and the corresponding control law u = Ky is given by K = Φue −ΦuwΦ−1xwΦxe.
In this SLS framework, many control costs (including those in Table 1) can be written as system
norms, with
c(x,u) =
∥∥∥∥[Q1/2 R1/2
] [
Φxw Φxe
Φuw Φue
] [
εwH
εeI
]∥∥∥∥ , (16)
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where εw and εe respectively bound the norms of w and e.This follows from substituting the identity
in (14) into the signal norm expressions:
c(x,u) = sup
‖w‖≤εw
‖e‖≤εe
∥∥∥∥[Q1/2 R1/2
] [
Φxw Φxe
Φuw Φue
] [
Hw
e
]∥∥∥∥ = ∥∥∥∥[Q1/2 R1/2
] [
Φxw Φxe
Φuw Φue
] [
εwH
εeI
]∥∥∥∥ ,
where we use the norm properties outlined in Section 1.2, which apply for both H∞ and L1 control.
For LQG control, the control objective is equivalent to a system H2 norm [64].
A comment on finite-dimensional realizations Although the constraints (15) and objective
function (16) are in fact infinite dimensional, two finite-dimensional approximations have been
successfully applied. The first consists of selecting an approximation horizon T , and enforcing that
Φ(T ) = 0 for some appropriately large T , which is always possible for systems that are controllable
and observable. When this is not possible, one can instead enforce bounds on the norm of Φ(T )
and use robustness arguments similar to those in Proposition 4.1 to show that the sub-optimality
gap incurred by this finite dimensional approximation decays exponentially in the approximation
horizon T – see [8, 13, 20, 41] for more details. Finally, in the interest of clarity, we always present
the infinite horizon version of the optimization problems, with the understanding that in practice, a
finite horizon approximation will need to be used.
4.2 Robust Control for Generalization
Let (p, εC , εη) denote the optimal solution to the robust learning problem (10). For a state-observation
pair (x, z) define the generalization error as
δ := p(z)− Cx−∆Cx− η, (17)
where ∆C and η are set to minimize the norm of δ. For any (xd, zd) in the training data, we will
have δ = 0. Rewriting expression (17) as e = p(z) − Cx = ∆Cx + η + δ makes clear that we can
view the generalization error δ as introducing additional additive noise to the error model.
While the additive η and δ can handled with standard linear control methods, the state dependent
errors can be viewed as time varying perturbations ∆C,k to the sensing matrix C. We handle these
using a robust version of the SLS parametrization, which we state here.
Proposition 4.1 (Robust Equivalence from [13]). Suppose that designed system responses satisfy
[
zI −A −B] [Φ̂xw Φ̂xe
Φ̂uw Φ̂ue
]
=
[
I 0
]
,
[
Φ̂xw Φ̂xe
Φ̂uw Φ̂ue
] [
zI −A
−C
]
=
[
I
0
]
. (18)
Further suppose that the true system evolves according to
xk+1 = Axk +Buk + wk, yk = (C + ∆C,k)xk + ηk .
Then let ∆C denote the z transform of the time-varying perturbation ∆C,k and define
∆1 = Φ̂xe ∗∆C , ∆2 = Φ̂ue ∗∆C .
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Assume that (I +∆1)−1 exists and is in RH∞. Then the resulting controller is stabilizing when
applied to the true system and achieves the system responses
Φxw = (I +∆1)
−1Φ̂xw, Φxe = (I +∆1)−1Φ̂xe,
Φuw = Φ̂uw −∆2(I +∆1)−1Φ̂xw, Φue = Φ̂ue −∆2(I +∆1)−1Φ̂xe .
Proposition 4.1 allows us to characterize the system responses achieved by a controller designed
assuming a linear-time-invariant system described by matrices (A,B,C) on the time-varying system
described by (A,B,C + ∆C,k). This correspondence holds if (I +∆1)−1 exists, which we might
expect for small uncertainties ∆1 = Φ̂xe ∗∆C . Specifically, by the small gain theorem, it is sufficient
to enforce that
‖Φ̂xe‖ < 1
εC
. (19)
Note that this condition is immediate because we assume that ‖·‖ is an induced norm, and ∆C is a
memoryless operator: hence the ∆C,k terms can at most amplify inputs by εC .
We now show how such a robustly stabilizing controller can be used to bound deviations of states
seen at test time from those visited during training as a function of the generalization error norm
‖δ‖.
Lemma 4.2 (Generalization implies closeness). Let the perception map p and error bounds (εC , εη)
be the optimal solutions to the perception learning problem (10), let the additive disturbance η and
generalization error δ be as in (17), let the system responses {Φ̂xw, Φ̂xe, Φ̂uw, Φ̂ue} lie in the affine
space (15) defined by dynamics (A,B,C) and satisfy the robust stability constraint (19), and let K̂
be the associated controller. Then the state trajectory x achieved by the control law u = K̂p(z) and
driven by noise process w, satisfies
‖x− xd‖ ≤ ‖x̂− xd‖+ εC‖Φ̂xe‖‖xd‖+ ‖Φ̂xe‖‖δ‖
1− εC‖Φ̂xe‖
(20)
for xd a trajectory populated with states visiting during training, and x̂ = Φ̂xwHw+ Φ̂xeη the state
trajectory predicted by the designed system responses assuming no uncertainty in the sensing matrix
C (i.e., εC = 0).
Proof: Notice that over the course of a trajectory, we have system outputs
y = p(z) = Cx+ (p(z)− Cx) = (C +∆C)x+ (η + δ). (21)
Based on this observation, we then have by Proposition 4.1 that
x = (I +∆1)
−1
(
Φ̂xwHw + Φ̂xe(η + δ)
)
, (22)
for ∆1 = Φ̂xe ∗∆C . We note that due to the norm assumptions in Section 1.2 and the structure of
the operator ∆C , we have that ‖Φ̂xe ∗∆C‖ ≤ ‖Φ̂xe‖‖∆C‖ ≤ ‖Φ̂xe‖εC < 1.
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Then for any xd as defined in the lemma statement, it holds that
‖x− xd‖ = ‖(I +∆1)−1
(
Φ̂xwHw + Φ̂xe(η)
)
− xd + (I +∆1)−1Φ̂xeδ‖
≤ 1
1− εC‖Φ̂xe‖
(
‖Φ̂xwHw + Φ̂xeη − xd‖+ εC‖Φ̂xe‖‖xd‖+ ‖Φ̂xe‖‖δ‖
)
=
‖x̂− xd‖+ εC‖Φ̂xe‖‖xd‖+ ‖Φ̂xe‖‖δ‖
1− εC‖Φ̂xe‖
where the first inequality follows from the sub-multiplicative property of the norm, the triangle
inequality, and robustness condition (19) allowing us to write (I +∆1)−1 =
∑∞
k=0(−∆1,k)k. The
final equality follows from the definition of x̂. 
The terms in the numerator of the bound (20) capture different generalization properties. The
first, ‖x̂− xd‖, is a measure of nominal similarity of behavior between training and test time. If we
plan to visit states during operation that are similar to those seen during training, this term will be
small, and indeed in Propositions 4.5 and 4.6, we give explicit training and testing scenarios under
which this holds true. The third term, ‖Φ̂xe‖‖δ‖, is a measure of the robustness of our nominal
system to additional sensor error introduced by the generalization error δ. Finally, the middle term
εC‖Φ̂xe‖‖xd‖ and denominator capture the robustness of our system to mis-specifications in the
sensing matrix C.
We are now in a position to state the main result of the paper, which shows that under an
additional robustness condition, Lemmas 3.2 and 4.2 combine to define an invariant set around the
training neighborhood within which we can bound the generalization error δ.
Theorem 4.3. Let the assumptions of Lemmas 3.2 and 4.2 hold. Then as long as
‖Φ̂xe‖ < 1
εC + α(L∆ + εC)
, (23)
we have that all trajectories (x, z) remain close to training states:
‖x− xd‖ ≤ ‖x̂− xd‖+ (εC‖xd‖+ 2αLpεv)‖Φ̂xe‖
1− ‖Φ̂xe‖(εC + α(L∆ + εC))
(24)
and are well approximated by the learned perception map and error model:
min
‖∆C,k‖≤εC ,
‖ηk‖≤εη
‖p(z)− (Cx+∆C(x) + η)‖ ≤ ‖x̂− xd‖+ 2αLpεv + εC‖Φ̂xe‖(‖xd‖ − 2αLpεv)
1− ‖Φ̂xe‖(εC + α(L∆ + εC))
. (25)
Proof: Let δk := p(zk)−Cxk −∆C,kxk − ηk, for ‖∆C,k‖ ≤ εC , ‖ηk‖ ≤ εη chosen to minimize ‖δk‖.
Then by Lemma 3.2, we have that ‖δk‖ ≤ 2Lpεv + (L∆ + εC)‖xk −xd,k‖. We then immediately have
that
‖δ‖ ≤ 2αLpεv + α(L∆ + εC)‖x− xd‖,
by the α-element wise compatibility of the norm.
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From Lemma 4.2, we can then write
‖x− xd‖ ≤ ‖x̂− xd‖+ εC‖Φ̂xe‖‖xd‖+ ‖Φ̂xe‖‖δ‖
1− εC‖Φ̂xe‖
≤ ‖x̂− xd‖+ εC‖Φ̂xe‖‖xd‖
1− εC‖Φ̂xe‖
+
‖Φ̂xe‖ (2αLpεv + α(L∆ + εC)‖x− xd‖)
1− εC‖Φ̂xe‖
.
Rearranging gives bound (24). Bound (25) is obtained in a similar fashion. 
Theorem 4.3 shows that bound (23) should be used during controller synthesis to ensure
generalization. Feasibility depends on the controllability and observability of the nominal system
(A,B,C), which impose limits on how small ‖Φ̂xe‖ can be made to be, and on the size of the error
model, as captured by εC .
We can further use the SLS framework to analyze how the perception errors and generalization
errors affect the closed-loop performance.
Proposition 4.4. Let the assumptions of Theorem 4.3 hold. Further assume that the control cost
c(x,u) is defined by an induced norm as in (16). Then the performance of the controller K̂ defined
by the system responses {Φ̂xw, Φ̂xe, Φ̂uw, Φ̂ue} satisfying the SLS constraints (15) defined by the
matrices (A,B,C) achieves performance bounded by:
c(x,u) ≤ εw
∥∥∥∥∥
[
Q1/2Φ̂xw
R1/2Φ̂uw
]
H
∥∥∥∥∥+
(
εη + εG +
εC‖εwΦ̂xwH + (εη + εG)Φ̂xe‖
1− εC‖Φ̂xe‖
)∥∥∥∥∥
[
Q1/2Φ̂xe
R1/2Φ̂ue
]∥∥∥∥∥ .
For εG specified by the right-hand-side of bound (25).
Notice that the first term in this bound is the cost achieved by a system with perfect output
measurement. The second term is the additional cost incurred due to the imperfections in the sensing
model due to the perception map and the generalization error. We remark though this result does
not directly hold for the H2 cost since it is not an induced norm, an analogous expression can be
derived, where the main subtlety comes from the fact that the norm is not sub-multiplicative with
itself.
Proof: First, we simplify the expression for the actual system response in terms of the designed
variables using the result of Proposition 4.1[
Φxw Φxe
Φuw Φue
]
=
[
Φ̂xw Φ̂xe
Φ̂uw Φ̂ue
]
−
[
∆1
∆2
]
(I +∆1)
−1
[
Φ̂xw Φ̂xe
]
Next, we plug this expression into the cost c(x,u) as in (16), where the driving noise is given by w
and η + δ. Using the shorthand εη + εG = εy, and applying triangle inequality, we arrive at the
upper bound∥∥∥∥∥
[
Q1/2
R1/2
] [
Φ̂xw Φ̂xe
Φ̂uw Φ̂ue
] [
εwH
εyI
]∥∥∥∥∥+
∥∥∥∥[Q1/2 R1/2
] [
∆1
∆2
]
(I +∆1)
−1
[
Φ̂xw Φ̂xe
] [εwH
εyI
]∥∥∥∥
≤
∥∥∥∥∥
[
Q1/2
R1/2
] [
Φ̂xw Φ̂xe
Φ̂uw Φ̂ue
] [
εwH
εyI
]∥∥∥∥∥+ εC1 + εC‖Φ̂xe‖
∥∥∥∥∥
[
Q1/2Φ̂xe
R1/2Φ̂ue
]∥∥∥∥∥∥∥∥Φ̂xwεwH + εyΦ̂xe∥∥∥
Where the second line uses the sub-multiplicative property of the norm and the robustness condition
(19). The desired expression follows from an additional triangle inequality. 
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4.3 Training Strategies and Robust Synthesis
We now describe modes of system operation and corresponding training strategies that suggest
additional controller synthesis constraints.
Dense sampling We specialize to the `∞/L1 norms for this result only, but note that the argument
can be extended to the power norm at the expense of a
√
n factor.
Proposition 4.5 (Dense sampling). Suppose that the training data states Xd := {xd,k} form an
εd-net over the norm ball of radius R,2 such that
min
xd∈Xd
‖xd − x‖∞ ≤ εd ∀ ‖x‖∞ ≤ R. (26)
Then under the assumptions of Theorem 4.3, we achieve the bounds (24) and (25) with
‖x̂− xd‖ ≤
[
εw‖Φ̂xwH‖L1 + εη‖Φ̂xe‖L1 −R
]
+
+ εd. (27)
Proof: Let xk denote the kth entry of x̂ and define
xR,k := argmin
‖x‖∞≤R
‖xk − x‖∞.
Then
‖x̂− xd‖ = sup
k
‖xk − xd,k‖∞ ≤ sup
k
‖xk − xR,k‖∞ + ‖xR,k − xd‖∞
≤
[
sup
k
‖xk‖∞ −R
]
+
+ εd ≤
[
‖Φ̂xwHw‖L1 + εη‖Φ̂xe‖L1 −R
]
+
+ εd,
where the first equality follows from the definition of the `∞ norm, the first inequality follows
from the triangle inequality, the second from the definition of xR,k, and the third from the triangle
inequality, and that supk‖xk‖∞ = ‖x̂‖∞. 
A constraint on the term (27) is easily added to the synthesis problem, and therefore this
proposition states that so long as we operate within a well-sampled subset of the state-space, we
generalize well.
Imitation learning Next, we instead consider a scenario in which a collection of periodic tasks
is specified at training time. Each task has an associated reference trajectory specified by a
disturbance sequence driving the system, w(s)0:T−1 := {w(s)0 , . . . , w(s)T }, where w(s)0 = w(s)T , and the
bound ‖w(s)k ‖ ≤ εw describes the how rapidly the reference trajectory can vary (see Appendix A).
We may also define w(s)0:T−1 to include unknown but bounded process noise. Then we define
w(s) = {w(s)0:T−1, w(s)0:T−1, . . . }. With this imitation learning-like scenario in mind, our exploration
strategy is to fix a stabilizing controllerK and corresponding system response {Φxw,Φxe,Φuw,Φue},
and to drive the system with the disturbances w(s)0:T−1 to generate training trajectories {x(s)0:T , z(s)0:T }.
2It is standard that O(1/εnd ) such points suffice. This dependence can be reduced if a subset of the states are
known to remain within pre-specified ranges (e.g., if velocity is regulated around a constant value).
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Proposition 4.6 (Imitation learning). Let the training data be generated as describe above. Then
for any task specified by w, with task similarity ‖w(s) −w‖ ≤ εr for some w(s) in the training set,
controlling the system with K̂ satisfying the assumptions of Theorem 4.3 achieves the bounds (24)
and (25) with
‖x̂− xd‖ ≤ εr‖Φ̂xwH‖+ εw‖Φ̂xwH −ΦxwH‖+ εη‖Φ̂xe‖. (28)
Proof: Choosing xd = ΦxwHw(s), we have
‖Φ̂xwHw + Φ̂xeη − xd‖ = ‖Φ̂xwHw + Φ̂xeη −ΦxwHw(s)‖
= ‖Φ̂xwH(w −w(s)) + (Φ̂xwH −ΦxwH)w(s) + Φ̂xwη‖
≤ ‖Φ̂xwH‖εr + ‖Φ̂xwH −ΦxwH‖εw + ‖Φ̂xe‖εη

Thus we generalize well to periodic tasks similar to those performed during training if the
controller is similar to that used during training. This suggests using a training controller K that
induces a small ‖Φxe‖, such that it may (nearly) satisfy the constraint (23). Further, although the
training tasks are finite, their periodicity allows us to guarantee performance over an infinite time
horizon.
While the robustness constraint in (23) is enough to guarantee a finite cost, it does not guarantee
a small cost. To achieve this, we combine Theorem 4.4 with the previously described training settings
and arrive at the following robust synthesis procedure:
min
Φ,τ,γ
∥∥∥∥[Q1/2 R1/2
] [
Φxw Φxe
Φuw Φue
] [
εwH
(εη + εG)I
]∥∥∥∥+ εC(εwγ+(εη+εG)τ)1−εCτ
∥∥∥∥[Q1/2ΦxeR1/2Φue
]∥∥∥∥
subject to affine realizability constraints (15), ‖Φxe‖ ≤ τ, ‖ΦxwH‖ ≤ γ, (29)
τ <
1
εC + α(L∆ + εC)
, εG =
Gx + 2αLpεv + εCτ(‖xd‖ − 2αLpεv)
1− τ(εC + α(L∆ + εC)) .
Where in the dense sampling setting,
Gx = [εwγ + τεη −R]+ + εd,
or in the imitation learning case we add the constraint ‖ΦxwH −ΦdxwH‖ ≤ ρ and set
Gx = γεr + ρ+ τεη .
This procedure is a convex program for fixed (γ, τ), so the full problem can then be approximately
solved by gridding over (γ, τ). In the imitation learning setting, we may additionally grid over ρ.
Alternatively, it is common practice to use the certainty-equivalent cost, where εC and possibly εG
are set to 0. The resulting problem optimizes the nominal cost, but retains robustness constraints.
5 Experiments
All code needed to reproduce our experimental results can be accessed at https://github.com/
modestyachts/robust-control-from-vision.
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(a) (b)
Figure 3: In (a), visual inputs {zt} for the synthetic (left) and CARLA (right) examples. In
(b), (left) the `∞ bounded ball the synthetic circle must remain inside in the face of bounded
adversarial noise, (center) the nominal trajectory the synthetic circle is driven to follow, and
(right) and the nominal trajectory the simulated vehicle is driven to follow.
We demonstrate our theoretical results with examples of control from pixels, using both simple
synthetic images and complex graphics simulation. The synthetic example uses generated 64× 64
pixel images of a moving blurry white circle on a black background; the complex example uses
800× 600 pixel dashboard camera images from a vehicle simulated using the CARLA platform [22].
Figure 3a shows representative images seen by the controllers.
For both systems, we set the underlying dynamics to be two dimensional double integrators,
where the x and y dimensions move independently, i.e., for each dimension i = 1, 2, we set
x
(i)
k+1 =
[
1 0.1
0 1
]
x
(i)
k +
[
0
1
]
u
(i)
k ,
and the full state is then given by x>k = [(x
(1)
k )
> (x(2)k )
>]. For all examples, the sensing matrix C
extracts the position of the system, i.e., Cxk = [x
(1)
1,k, x
(2)
1,k].
We compare robust synthesis to the behavior of nominal controllers which do not take into
account sensitivity to the nonlinearity in the measurement model. In particular, we compare the
performance of naively synthesized LQG and L1 optimal controllers with the robust L1 and LQG
controllers designed with perception errors in mind. LQG is a standard control scheme that explicitly
separates state estimation (Kalman Filtering) from control (LQR control), and is emblematic of
much of standard control practice. L1 optimal control minimizes worst case state deviation and
control effort by modeling process and sensor errors as `∞ bounded adversarial processes. For further
discussion, refer to Section 2.1.
Disturbance rejection We first demonstrate our results in the densely sampled training scenario
for the synthetic example. Here, the control objective is disturbance rejection, in which we regulate
the system to stay within an `∞-ball of radius 0.25 (Figure 3b), in the face of of `∞ bounded process
noise (‖wk‖∞ ≤ εw = 0.5). For our experiments, we simulate the disturbance with wk = εwsign(Buk),
which is adversarial to our system specification.
Training {x(s)0:T , z(s)0:T }200s=1 and validation {x(v)0:T , z(v)0:T }200v=1 data is generated within our desired `∞
ball at a resolution of εd = 0.02. We use the training data to jointly learn a linear perception map
p(z) = Pz and error model using optimization problem (10) with regularization R(p) = ‖P‖∞. The
regularization parameter λ is set using the validation data. The left panel of Figure 4 shows the
learned error profile.
We then use the learned error model (εC , εη) to design an optimal controller that is additionally
constrained to satisfy equation (23). The full controller synthesis procedure is detailed in Appendix B.
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Figure 4: Error model fits in (‖x‖∞, ‖p(x)− Cx‖∞) space on train and test trajectories for
the (left) synthetic disturbance rejection problem, (center) synthetic reference tracking problem,
and (right) CARLA vehicle reference tracking example.
We show in Figure 5a that robustly synthesized LQG and L1 controllers satisfying constraint (23)
remain within a bounded neighborhood around the training data, whereas the nominal controllers
drive the systems far from the training data, at which point the perception and control loop fails.
The bottom panel demonstrates the degradation in accuracy of the perception map as the system
deviates from the training data.
Reference tracking Next, we demonstrate our results in the imitation learning training scenario
with a reference tracking problem for both the synthetic blurry circle and CARLA vehicle examples.
The control objective is to drive the system to follow a circle of radius 1; we show the circular tracks
for both the synthetic and CARLA examples in Figure 3b. Training and validation trajectories are
generated by driving the system with an optimal state feedback controller (i.e. where measurement
y = x) to track a desired reference trajectory w(s) = r + v(s), where r is a nominal reference,
and v(s) is a random norm bounded random perturbation satisfying ‖v(s)k ‖∞ ≤ 0.1. We choose the
nominal reference r to be a sequence of waypoints around the circular tracks in Figure 3b.
We jointly learn a linear perception map and error model for the synthetic example as described
for the disturbance rejection case. For the CARLA experiments, we use ORB SLAM 2 [42] as a
black box perception map yˆk := p(zk) that gives position estimates of the vehicle. As such, we
directly fit the training data to our error model using optimization problem (9). Figure 4 shows
the learned error profiles for the synthetic reference tracking example (center) and the graphics
simulated CARLA vehicle example (right).
For both examples, we use the learned error model (εC , εη) to design robust and optimal
controllers, as described in Appendix B. The top panels of Figures 5b and 5c show that, similar
to the disturbance rejection case, the robustly synthesized controllers remain within a bounded
neighborhood around the training data. On the other hand, the nominal controllers drive the system
away from the training data, leading to a failure of the perception and control loop. The bottom
panels of Figures 5b and 5c illustrate the corresponding degradation in accuracy of the perception
maps. We note that although the ORB SLAM 2 perception map used in the CARLA simulations
may not satisfy the assumptions of Theorem 4.3 when the feature detection and matching fails,
we nevertheless observe safe system behavior, suggesting that under our robust controller, no such
failures occur.
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Figure 5: Median, upper, and lower quartiles of `∞ tracking and estimation error for (a)
200 rollouts of the synthetic disturbance rejection example, (b) 200 rollouts of the synthetic
reference tracking problem, and (c) 100 rollouts of the CARLA reference tracking problem.
6 Conclusions
Though standard practice is to treat the output of a perception module as an ordinary signal, we
have demonstrated both in theory and experimentally that accounting for the inherent uncertainty
of perception based sensors can dramatically improve the performance of the resulting control
loop. Moreover, we have shown how to quantify and account for such uncertainties with tractable
data-driven safety guarantees. We hope to extend this study to the control of more complex systems,
and to apply this framework to standard model-predictive control pipelines which form the basis of
much of contemporary control practice.
We further hope to highlight the challenges involved in adapting learning-theoretic notions of
generalization to the setting of controller synthesis. First note that if we collect data using one
controller, and then use this data to build a new controller, there will be a distribution shift in the
observations seen between the two controllers. Any statistical generalization bounds on performance
must necessarily account for this shift. Second, from a more practical standpoint, most generalization
bounds require knowing instance specific quantities governing properties of the class of functions
we use to fit a predictor. Hence, they will include constants that are not measurable in practice.
This issue can perhaps be mitigated using some sort of bootstrap technique for post-hoc validation.
However, we note that the sort of bounds we aim to bootstrap are worst case, not average case.
Indeed, the bootstrap typically does not even provide a consistent estimate of the maximum of
independent random variables, see for instance [12], and Ch 9.3 in [16]. Other measures such as
conditional value at risk [50] require billions of samples to guarantee five 9s of reliability. We highlight
these issues simply to point out that adapting statistical generalization to robust control remains an
active area with many open challenges to be considered in future work.
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A Linear optimal control examples
A familiar example of partially observed linear optimal control is the well-studied Linear Quadratic
Gaussian (LQG) control problem.
Example A.1 (Linear Quadratic Gaussian Control). Consider the cost function is given by
c(x,u) = Eν
[
lim
T→∞
1
T
T∑
k=0
x>k Qxk + u
>
k Ruk
]
,
for some user-specified positive definite matrices Q and R, wk
i.i.d.∼ N (0, I), H = I. The measurement
is given by (4) for C such that the pair (A,C) is detectable, and that ek
i.i.d.∼ N (0, I). For stabilizable
(A,B), and detectable (A,Q), this problem has a linear closed-form solution given by
uLQRk = KLQRxˆk, (30)
where KLQR is based on the solution to the discrete algebraic Riccati equation (DARE) defined by
(A,B,Q,R), and xˆk is the Kalman filter state estimate at time k. This optimal output feedback con-
troller satisfies the separation principle, i.e. the optimal controller KLQR is computed independently
of the optimal Kalman filter state estimate xˆk [64].
This problem is widely known due to the elegance of its closed-form solution and the simplicity
of the optimal controller implementation. However, this optimality rests on stringent assumptions
about the distribution of the disturbance and the measurement noise. We now turn to an example
for which disturbances are adversarial and the separation principle fails.
Consider a waypoint tracking problem where it is known that both the distances between
waypoints rk and sensor errors ek are instantaneously `∞ bounded, and we want to ensure that the
system remains within a bounded distance of the waypoints. In this setup, the L1 optimal control
problem is most natural, and our cost function is then
c(x,u) = sup
‖rk+1−rk‖∞≤1,
‖ek‖∞≤1,k≥0
∥∥∥∥Q1/2(xk − rk)R1/2uk
∥∥∥∥
∞
,
for some user-specified positive definite matrices Q and R. Then if the optimal cost is less than 1,
we can guarantee bounded ‖xk − rk‖∞ and ‖uk‖∞ for all possible realizations of the waypoint and
sensor error processes. Considering the one-step lookahead case3, we can define the augmented state
ξk = [xk − rk; rk] and pose the problem with bounded disturbances wk = rk+1 − rk. We can then
formulate the following L1 optimal control problem
minimize{pi} sup‖ν‖∞≤1,k≥0
∥∥∥∥Q¯1/2ξkR1/2uk
∥∥∥∥
∞
subject to ξk+1 = A¯ξk + B¯uk + H¯wk , yk = C¯ξk + ηk
uk = pi(y0:k),
(31)
where
A¯ =
[
A 0
0 I
]
, B¯ =
[
B
0
]
, C¯ =
[
C 0
]
, H¯ =
[
0
I
]
This optimal control problem is then an instance of L1 robust control [19]. The optimal controller
does not obey the separation principle and does not have a clear notion of an estimated state.
3A similar formulation exists for any T -step lookahead of the reference trajectory.
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B Experimental details
B.1 Controller synthesis
The robust SLS procedure we propose and analyze requires solving a a finite dimensional ap-
proximation to an infinite dimensional optimization problem, as {Φxw,Φxe,Φuw,Φue} and the
corresponding constraints (15) and objective function are infinite dimensional objects. As an approx-
imation, we restrict the system responses {Φxw,Φxe,Φuw,Φue} to be finite impulse response (FIR)
transfer matrices of length T = 200, i.e., we enforce that Φ(T ) = 0. We then solve the resulting
optimization problem with MOSEK under an academic license [9]. More explicitly, we define
vec(F ) :=
[
F>0 . . . F>T−1
]> and vec(F ) := [F0 . . . FT−1], where Ft are the FIR coefficients of
the system responses. We further define
Z :=
[
Q1/2
R1/2
] [
Φxw Φxe
Φuw Φue
] [
H
(εη + εG)I
]
. (32)
The SLS constraints (15) and FIR condition are then enforced as
[
vec(Φxw) 0
]− [0 Avec(Φxw)] = [0 Bvec(Φuw) + vec(I)][
vec(Φxe) 0
]− [0 Avec(Φxe)] = [0 Bvec(Φue)][
vec(Φxw)
0
]
−
[
0
vec(Φxw)A
]
=
[
0
vec(Φxe)C + vec(I)
]
[
vec(Φuw)
0
]
−
[
0
vec(Φuw)A
]
=
[
0
vec(Φue)C)
]
Φxw(T ) = 0, Φuw(T ) = 0, Φxe(T ) = 0, Φue(T ) = 0.
(33)
We then solve the following optimization problem
minimize
Φ
cost(Z)
subject to (33), norm(Φxe) ≤ 1
εC + α(L∆ + εC)
,
where the cost(·) and norm(·) operators are problem dependent.
For the L1 robust problem, both the cost function and robust norm constraint reduce to the
`∞ → `∞ induced matrix norm for an FIR transfer response F with coefficients in Rn×m,
norm∞→∞(F ) = max
i=1,...,n
‖vec(F )i‖1,
where vec(F )i denotes the ith row of vec(F ).
For the robust LQG problem, the cost function reduces to the Frobenius norm for an FIR cost
transfer matrix Z, i.e.,
cost(Z) = ‖vec(Z)‖2F =
T∑
t=0
TrZ>t Zt.
The corresponding robustness constraint is the H∞ norm, which in addition to being defined as in
Table 1, can also be defined as the `2 → `2 induced norm. This constraint reduces to a compact
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semidefinite program (SDP) over the system response variables as in Theorem 5.8 of Dumitrescu [23]
– this is applied in the state feedback setting in Appendix G.3 of Dean et al. [21], and the output
feedback setting in Section 5.1 of Boczar et al. [13]. However, the computational complexity of
the resulting SDP scales as O(T 3), which limits the FIR horizon T for which a controller can be
computed. To circumvent this issue, we instead implement the norm constraint via an `1 → `1
induced matrix norm, which is equivalent to the `∞ → `∞ induced matrix norm as applied to the
transpose system:
norm1→1(F ) = max
i=1,...,n
‖vec(F>)i‖1.
One can check that ‖F ‖H∞ ≤
√
n‖F>‖L1 , and therefore we are enforcing an upper bound to
the desired robustness constraint. The resulting synthesis problem is then a linearly constrained
quadratic program, which in practice is much more efficient to solve.
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