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Abstract
It is conjectured that a class of n-fold integral transformations
{I(α)|α ∈ C} forms a mutually commutative family, namely, we have
I(α)I(β) = I(β)I(α) for ∀α, ∀β ∈ C. The commutativity of I(α)
for the two-fold integral case is proved by using several summation
and transformation formulas for the basic hypergeometric series. An
explicit formula for the complete system of the eigenfunctions for n = 3
is conjectured. In this formula and in a partial result for n = 4, it
is observed that all the eigenfunctions do not depend on the spectral
parameter α of I(α).
1 Introduction
It was pointed out in [1] that a certain class of n-fold integral transfor-
mations plays an essential role for a study of the vertex operator Φ(ζ) for
Baxter’s eight-vertex model [2, 3, 4]. (As for the definition of the inter-
twiner Φ(ζ), see [5, 6] and [1].) More precisely, in [1] the matrix elements
〈Φ(ζ1)Φ(ζ2) · · ·Φ(ζn)〉 were represented by applying the n-fold integral trans-
formation to a basic hypergeometric series. (See Eq. (47) of [1].) The aim
of the present paper is to investigate the structure of the integral transfor-
mation to obtain a better understanding of the eight-vertex vertex operator
Φ(ζ).
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Let us first recall the notations for the integral representation given in
[1]. Let h(ζ) and g(ζ) be the functions defined by
h(ζ) = (1− ζ)
(qt−1ζ ; q)∞
(tζ ; q)∞
, (1)
g(ζ) =
(q
1
2 t
1
2 ζ ; q)∞
(q
1
2 t−
1
2 ζ ; q)∞
. (2)
Here we have used the standard notation for the q-shifted factorial (9). Note
that we have slightly modified the definition of h(ζ) from the one given by
Eq.(4) in [1]. One finds this change in h(ζ) will simplify our discussion given
in what follows.
Let us introduce a space of formal power series of degree zero in variables
ζi (i = 1, 2, · · · , n) corresponding to the positive cone of the An−1 type root
lattice
Fn =

∞∑
i1,i2,···,in−1≥0
ci1,i2,···,in−1
(
ζ2
ζ1
)i1 (ζ3
ζ2
)i2
· · ·
(
ζn
ζn−1
)in−1 . (3)
Note that the matrix elements of the eight-vertex vertex operators belong
to this space, namely 〈Φ(ζ1)Φ(ζ2) · · ·Φ(ζn)〉 ∈ Fn. Our task in this paper
is to propose an integral operator which acts on Fn, and study some basic
properties of it. Applications will be considered in the continuations of the
present paper [7, 8].
The central object in the present article is given as an integral transfor-
mation acting on Fn.
Definition 1.1 Let (s1, s2, · · · , sn) ∈ C
n and α ∈ C be parameters. Let
q, t ∈ C be parameters satisfying the condition |qt−1| < 1. We will assume
that all these parameters are generic unless otherwise stated. The n-fold
integral transformation I(α) = I(α; s1, s2, · · · sn, q, t) is defined by
I(α)f(ζ1, · · · , ζn)
=
n∏
i=1
(
(qt−1; q)∞
(αs−1i qt
−1; q)∞
(q; q)∞
(α−1siq; q)∞
)
(4)
×
∏
i<j
h(ζj/ζi)
∮
C1
· · ·
∮
Cn
dξ1
2piiξ1
· · ·
dξn
2piiξn
n∏
i=1
Θq(αs
−1
i q
1
2 t−
1
2 ζi/ξi)
Θq(q
1
2 t−
1
2 ζi/ξi)
×
n∏
k=1
∏
i<k
g(ζk/ξi)
∏
j≥k
g(ξj/ζk)
 f(ξ1, · · · , ξn),
2
where the integration contours Ci are given by the conditions |ζi/ξi| = 1, and
the theta function Θq(ζ) is given by (12).
Then our main statement in this article is
Conjecture 1.2 For ∀α, ∀β ∈ C, the integral transformations I(α), I(β)
acting on the space Fn are mutually commutative
I(α)I(β) = I(β)I(α). (5)
Here the parameters (s1, s2, · · · , sn), q and t should be fixed, namely Eq.(5)
means
I(α; s1, · · · , sn, q, t)I(β; s1, · · · , sn, q, t)
= I(β; s1, · · · , sn, q, t)I(α; s1, · · · , sn, q, t).
In Section 2, we will prove the commutativity of the integral transforma-
tion I(α) for the case of n = 2 by using some summation and transformation
formulas for the basic hypergeometric series.
Theorem 1.3 For n = 2, we have
I(α)I(β) = I(β)I(α), (6)
on F2.
In Section 3, the complete system of the eigenfunctions for n = 3 will be
conjectured. This gives us a strong support for Conjecture 1.2 for n =
3, since no dependence on the spectral parameter α is observed in all the
eigenfunctions. Some evidence for the commutativity for n = 4 will also be
given.
Conjecture 1.2 means that there exists a quantum mechanical integrable
system whose Hamiltonian is given by the integral operator I(α). It is an
interesting problem to relate this quantum mechanical system with already
known one. This will be considered in the next paper [7]. A Macdonald-type
difference operator will be introduced and its commutativity with the action
of I(α) will be discussed.
The meaning of the commutativity [I(α), I(β)] = 0, however, still remains
unclear from the lattice model point of view. Firstly, we do not understand
the role of Eq.(5) for the characterization of the correlation functions of
3
the eight-vertex model, since the integral operator I(α) was heuristically
introduced through the investigation based on the free field representation
of Φ(ζ). Next, we lack an explanation for Eq.(5) based on the commutative
family generated by the row-to row transfer matrix of the eight-vertex model.
The plan of the paper is as follows. In Section 2, a proof of Theorem
1.3 is given. Several summation and transformation formulas for the basic
hypergeometric series will be used there. In Section 3, basic properties of the
eigenfunctions of I(α) are described. Explicit formulas for the eigenfunctions
for n = 3, 4 will be conjectured and shown that these are independent of
the spectral parameter α. For n = 3, it gives us the complete system of
the eigenfunctions. For n = 4, however, only several lower terms will be
obtained. Concluding remarks are given in Section 4.
Throughout the paper, we use the standard notations for the q-shifted
factorials
(a; q)n =
 1 (n = 0),(1− a)(1− aq) · · · (1− aqn−1) (n = 1, 2, · · ·), (7)
(a1, a2, · · · , am; q)n = (a1; q)n(a2; q)n · · · (am; q)n, (8)
(a; q)∞ =
∞∏
k=0
(1− aqk), (9)
(a; q)−n =
1
(1− aq−1)(1− aq−2) · · · (1− aq−n)
(n = 1, 2, · · ·),
(10)
and the basic hypergeometric series
r+1φr
(
a1, a2, · · · , ar+1
b1, b2, · · · , br
; q, z
)
=
∞∑
n=0
(a1, a2, · · · , ar+1; q)n
(b1, b2, · · · , br, q; q)n
zn. (11)
We also use the notation for the elliptic theta function as
Θq(z) = (z; q)∞(q/z; q)∞(q; q)∞. (12)
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2 Proof of Theorem 1.3
In this section, we prove Theorem 1.3. For the two-fold integral case, the
integral transformation reads
I(α)f(ζ1, ζ2)
=
2∏
i=1
(
(qt−1; q)∞
(αs−1i qt
−1; q)∞
(q; q)∞
(α−1siq; q)∞
)
h(ζ2/ζ1) (13)
×
∮ ∮
dξ1
2piiξ1
dξ2
2piiξ2
Θq(αs
−1
1 q
1
2 t−
1
2 ζ1/ξ1)
Θq(q
1
2 t−
1
2 ζi/ξi)
Θq(αs
−1
2 q
1
2 t−
1
2 ζ2/ξ2)
Θq(q
1
2 t−
1
2 ζi/ξi)
×g(ξ1/ζ1)g(ξ2/ζ1)g(ζ2/ξ1)g(ξ2/ζ2)f(ξ1, ξ2).
Let us prove the following theorem which is equivalent to Theorem 1.3.
Theorem 2.1 For the two-fold integral case, the operator I(α) has the eigen-
values and eigenvectors:
I(α)fj(ζ1, ζ2) = λj(α)fj(ζ1, ζ2), (14)
for j = 0, 1, 2, · · ·, where
λj(α) =
(αs−11 ; q)−j
(αs−11 qt
−1; q)−j
(αs−12 ; q)j
(αs−12 qt
−1; q)j
(15)
=
(α−1s1t; q)j
(α−1s1q; q)j
(αs−12 ; q)j
(αs−12 qt
−1; q)j
(
qt−1
)j
, (16)
and
fj(ζ1, ζ2)
= ζj × 4φ3
sq2jt−1, s 12 qj+1t− 12 ,−s 12 qj+1t− 12 , t−1
s
1
2 qjt−
1
2 ,−s
1
2 qjt−
1
2 , sq2j+1
; q, tζ
 (17)
= ζj(1− ζ)× 2φ1
(
qt−1, sq2j+1t−1,
sq2j+1
; q, tζ
)
. (18)
Here we have denoted ζ = ζ2/ζ1 and s = s1/s2 for short.
Since the eigenfunctions fj(ζ1, ζ2) do not depend on the parameter α and
our space of series F2 is spanned by {fj(ζ1, ζ2)|j = 0, 1, 2 · · ·}, we immediately
see that Theorem 2.1 is equivalent to Theorem 1.3.
Note that we have expressed the eigenfunctions fj(ζ1, ζ2) in two ways by
using
5
Lemma 2.2 We have
(1− z)2φ1
(
a, b
aqb−1
; q, zqb−1
)
= 4φ3
a 12 q 12 ,−a 12 q 12 , aq−1, bq−1
a
1
2 q−
1
2 ,−a
1
2 q−
1
2 , aqb−1
; q, zqb−1
 .(19)
Proof.
LHS = 1 +
∞∑
n=1
(a, b; q)n
(aqb−1, q; q)n
(qb−1)nzn −
∞∑
n=0
(a, b; q)n
(aqb−1, q; q)n
(qb−1)nzn+1
= 1 +
∞∑
n=1
(a, b; q)n
(aqb−1, q; q)n
(1− bq−1)(1− aq2n−1)
(1− aqn−1)(1− bqn−1)
(zqb−1)n = RHS.
We will see this identity will plays an important role in what follows.
2.1 monomial basis representation of I(α)
We represent the action of the integral transformation I(α) in terms of the
monomial basis {(ζ2/ζ1)
i|i = 0, 1, 2, · · ·} of F2. To this end, first we need the
Laurent series expansion of the function
g(ξ/ζ)
Θq(αq
1
2 t−
1
2 ζ/ξ)
Θq(q
1
2 t−
1
2 ζ/ξ)
. (20)
This is given by Ramanujan’s summation formula for the 1ψ1 series. (Eq.
(5.2.1) of Gasper and Rahman [9], hereafter referred to as GR).
Lemma 2.3 We have
g(ξ/ζ)
Θq(αq
1
2 t−
1
2 ζ/ξ)
Θq(q
1
2 t−
1
2 ζ/ξ)
(21)
=
(αqt−1; q)∞
(qt−1; q)∞
(α−1q; q)∞
(q; q)∞
∑
m∈Z
(α; q)m
(αqt−1; q)m
(
q
1
2 t−
1
2 ζ/ξ
)m
,
for |q
1
2 t−
1
2 | < |ζ/ξ| < |q−
1
2 t
1
2 |.
Let us represent the action of I(α) on a formal power series of the form
f(ζ1, ζ2) =
∞∑
j=0
fj(ζ2/ζ1)
j , (22)
in terms of the basic hypergeometric series 2φ1.
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Proposition 2.4 Let f(ζ1, ζ2) be as above. Then we have
I(α)f(ζ1, ζ2)
= (1− ζ)
(qt−1ζ ; q)∞
(tζ ; q)∞
(23)
×
∞∑
k=0
2φ1
(
α−1s1q
kt, t
α−1s1qk+1
; q, qt−1ζ
)
2φ1
(
αs−12 q
k, t
αs−12 q
k+1t−1
; q, qt−1ζ
)
× λk(α)fkζ
k,
where ζ = ζ2/ζ1.
Proof. By the q-binomial theorem (Eq. (1.3.2) of GR [9]), we have
g(ζ) =
∞∑
j=0
gjζ
j, gj =
(t; q)i
(q; q)i
(q
1
2 t−
1
2 )i. (24)
Thus
LHS
= h(ζ2/ζ1)
∮
dξ1
2piiξ1
∮
dξ2
2piiξ2
∑
m,n∈Z
(αs−11 ; q)m
(αs−11 qt
−1; q)m
(q
1
2 t−
1
2 ζ1/ξ1)
m
×
(αs−12 ; q)n
(αs−12 qt
−1; q)n
(q
1
2 t−
1
2 ζ2/ξ2)
n
×
∑
i,j,k≥0
gigjfk(ξ2/ζ1)
i(ζ2/ξ1)
j(ξ2/ξ1)
k
= h(ζ2/ζ1)
∑
i,j,k≥0
(αs−11 ; q)−j−k
(αs−11 qt
−1; q)−j−k
gj(q
1
2 t−
1
2 )−j(ζ2/ζ1)
j
×
(αs−12 ; q)i+k
(αs−12 qt
−1; q)i+k
gi(q
1
2 t−
1
2 )i(ζ2/ζ1)
i × fk(ζ2/ζ1)
k
= h(ζ2/ζ1)
∞∑
k=0
∞∑
j=0
(α−1s1q
kt, t; q)j
(α−1s1qk+1, q; q)j
(qt−1ζ2/ζ1)
j
×
∞∑
i=0
(αs−12 q
k, t; q)i
(αs−12 q
k+1t−1, qk; q)i
(qt−1ζ2/ζ1)
i
×
(α−1s1t, αs
−1
2 ; q)k
(α−1s1q, αs
−1
2 qt
−1; q)k
(qt−1ζ2/ζ1)
kfk
= RHS.
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To obtain a more useful series expression for I(α) from Proposition 2.4,
we need a lemma.
Lemma 2.5 We have
(zq/b; q)∞
(bz; q)∞
2φ1
(
a, b
aq/b
; q, zq/b
)
2φ1
(
c, b
cq/b
; q, zq/b
)
(25)
=
∞∑
k=0
(cq/b2; q)k(q/b; q)k
(cq/b; q)k(q; q)k
bkzk 4φ3
(
q−k, b, bq−k/c, a
bq−k, b2q−k/c, aq/b
; q, q
)
.
Proof. By using Heine’s transformation (Eq. (1.4.3) of GR [9])
LHS
= 2φ1
(
a, b
aq/b
; q, zq/b
)
2φ1
(
cq/b2, q/b
cq/b
; q, bz
)
=
∞∑
m,n=0
(a; q)m(b; q)m
(aq/b; q)m(q; q)m
(cq/b2; q)n(q/b; q)n
(cq/b; q)n(q; q)n
(zq/b)m(bz)n
=
∞∑
k=0
k∑
m=0
(a; q)m(b; q)m
(aq/b; q)m(q; q)m
(cq/b2; q)k−m(q/b; q)k−m
(cq/b; q)k−m(q; q)k−m
(zq/b)m(bz)k−m
=
∞∑
k=0
(cq/b2; q)k(q/b; q)k
(cq/b; q)k(q; q)k
(bz)k
×
k∑
m=0
(a; q)m(b; q)m
(aq/b; q)m(q; q)m
(bq−k/c; q)k(q
−k; q)k
(b2q−k/c; q)k(bq−k; q)k
qm
= RHS.
Using Lemma 2.5, we can express the action of the operator (1−ζ2/ζ1)
−1I(α)
by using a terminating and balanced 4φ3 series.
Proposition 2.6
1
1− ζ2/ζ1
I(α)f(ζ1, ζ2) =
∞∑
i=0
i∑
j=0
(ζ2/ζ1)
ieijfj , (26)
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where
eij =
(qt−1; q)i−j(α
−1s1q
j+1t−1; q)i−j
(q; q)i−j(α−1s1qj+1; q)i−j
ti−jλj(α) (27)
×4φ3
(
q−i+j, t, αs−11 q
−i, αs−12 q
j
q−i+jt, αs−11 q
−it, αs−12 q
j+1t−1
; q, q
)
.
Note that, if we work with the monomial basis {(ζ2/ζ1)
i|i = 0, 1, 2, · · ·}
and identifying (ζ2/ζ1)
k with the column unit vector t(0, · · · , 0, 1, 0, · · ·) hav-
ing 1 at the k-th place, we have an infinite lower triangular matrix represen-
tation of the integral operator I(α),
1
1− ζ2/ζ1
I(α) =

1
e10 1
e20 e21 1
e30 e31 e32 1
...
...
. . .
. . .
 . (28)
Because of this lower triangular nature, the action of I(α) on Fn is well
defined.
Proof.
LHS of Eq.(26)
=
(qt−1ζ ; q)∞
(tζ ; q)∞
∞∑
j=0
2φ1
(
α−1s1q
jt, t
α−1s1qj+1
; q, qt−1ζ
)
×2φ1
(
αs−12 q
j, t
αs−12 q
j+1t−1
; q, qt−1ζ
)
λj(α)fjζ
j
=
∞∑
j=0
∞∑
k=0
(qt−1; q)k(α
−1s1q
j+1t−1; q)k
(q; q)k(α−1s1qj+1; q)k
(tζ)kλj(α)fjζ
j
×4φ3
(
q−k, t, αs−11 q
−j+k, αs−12 q
j
q−kt, αs−11 q
−j+kt, αs−12 q
j+1t−1
; q, q
)
=
∞∑
i=0
i∑
j=0
(qt−1; q)i−j(α
−1s1q
j+1t−1; q)i−j
(q; q)i−j(α−1s1qj+1; q)i−j
ti−jλj(α)fjζ
i
×4φ3
(
q−i+j , t, αs−11 q
−i, αs−12 q
j
q−i+jt, αs−11 q
−it, αs−12 q
j+1t−1
; q, q
)
= RHS of Eq.(26).
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2.2 properties of the coefficients of the functions fj(ζ1, ζ2)
Nextly, we need to study some properties of the coefficients of the functions
fj(ζ1, ζ2) defined by Eq.(17) in some detail. the coefficients of fj(ζ1, ζ2)
fj(ζ1, ζ2) =
∞∑
i=0
cij(ζ2/ζ1)
i, (29)
are given by
cij =

(sq2jt−1, s
1
2 qj+1t−
1
2 ,−s
1
2 qj+1t−
1
2 , t−1; q)i−j
(sq2j+1, s
1
2 qjt−
1
2 ,−s
1
2 qjt−
1
2 , q; q)i−j
ti−j (i ≥ j),
0 (i < j),
(30)
where we have denoted s = s1/s2 for short. If we identify the functions
fj(ζ1, ζ2)’s with the column vectors
t(c0j , c1j, c2j , · · ·) and use {fj(ζ1, ζ2)|j =
0, 1, 2 · · ·} as our basis of F2, we may have another matrix representation of
I(α). With this basis, Theorem 2.1 is recast as
I(α)C = CΛ(α), (31)
where
C =

1
c10 1
c20 c21 1
c30 c31 c32 1
...
...
. . .
. . .
 , (32)
Λ(α) = diag(λ0(α), λ1(α), λ2(α), · · ·). (33)
We find that all the entries of C−1 can be factorized.
Proposition 2.7 The inverse of C is written as
C−1 =

1
d10 1
d20 d21 1
d30 d31 d32 1
...
...
. . .
. . .
 , (34)
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where
dij =

(sqi+j+1t−1, t; q)i−j
(sqi+j, q; q)i−j
(i ≥ j),
0 (i < j).
(35)
Proof. It suffices to show
i∑
k=j
dikckj = δi,j ,
for i ≥ j. Rewrite the left hand side as di,j
∑i−j
k=0
di,k+j
di,j
ck+j,j, and we realize
this summation is a terminating very-well-poised 6φ5 series, since
di,k+j
di,j
=
(q−i+j, sqi+j; q)k
(q−i+j+1t−1, sqi+j+1t−1; q)k
(qt−1)k,
ck+j,j =
(sq2jt−1, s
1
2 qj+1t−
1
2 ,−s
1
2 qj+1t−
1
2 , t−1; q)k
(sq2j+1, s
1
2 qjt−
1
2 ,−s
1
2 qjt−
1
2 , q; q)k
tk.
One then finds that this 6φ5 series can be summed by using Eq. (2.4.2) of
GR [9]. Thus we have
di,j
i−j∑
k=0
di,k+j
di,j
ck+j,j
= di,j 6φ5
 sq2jt−1, s 12 qj+1t− 12 ,−s 12 qj+1t− 12 , t−1, sqi+j, q−i+j
s
1
2 qjt−
1
2 ,−s
1
2 qjt−
1
2 , sq2j+1, q−i+j+1t−1, sqi+j+1t−1
; q, q

= di,j
(sq2j+1t−1, q−i+j+1; q)i−j
(sq2j+1, q−i+j+1t−1; q)i−j
= δi,j.
Our next task is to study the matrix CΛ(α)C−1 and compare it with the
coefficients given in Proposition 2.6. Since we havey realized (1−ζ2/ζ1)
−1I(α)
instead of I(α) itself, we need to modify the function fj(ζ1, ζ2) accordingly.
Let us set
fj(ζ1, ζ2) = (1− ζ2/ζ1)f˜j(ζ1, ζ2), (36)
11
where
f˜j(ζ1, ζ2) = (ζ2/ζ1)
j × 2φ1
(
q2j+1t−1, qt−1
q2j+1
; q, tζ2/ζ1
)
. (37)
Then Theorem 2.1 can be written as
1
1− ζ2/ζ1
I(α)fj(ζ1, ζ2) = λj(α)f˜j(ζ1, ζ2) (j = 0, 1, 2, · · ·). (38)
Setting
f˜j(ζ1, ζ2) =
∞∑
i=0
c˜ij(ζ2/ζ1)
i, (39)
we have a matrix equation
1
1− ζ2/ζ1
I(α) = C˜Λ(α)C−1, (40)
where
C˜ = (c˜ij)0≤i,j≤∞, (41)
c˜ij =

(sq2j+1t−1, qt−1; q)i−j
(sq2j+1, q; q)i−j
ti−j (i ≥ j),
0 (i < j),
(42)
and s = s1/s2.
Let us examine the matrix C˜C−1 before we start to calculate C˜Λ(α)C−1.
It is not necessary, but this way of calculating the matrix multiplication may
reduce our task a little.
Proposition 2.8 We have
C˜C−1 =

1
1 1
1 1 1
1 1 1 1
...
...
. . .
. . .
 . (43)
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Proof. By using
(t; q)i−j−l
(q; q)i−j−l
=
(t; q)i−j
(q; q)i−j
(q−i+j; q)l
(q−i+j+1t−1; q)l
(qt−1)l,
(sq2i−2l+1t−1; q)l(sq
i+j−l+1t−1; q)i−j−l = (sq
i+j−l+1t−1; q)i−j
= (sqi+j+1t−1; q)i−j
(s−1q−i−jt; q)l
(s−1q−2it; q)l
q−l(i−j),
(sq2i−2l+1; q)l(sq
i+j−l; q)i−j−l =
1− sq2i−l
1− sq2i−2l
(sqi+j−l; q)i−j
=
1− sq2i−l
1− sq2i−2l
(sqi+j ; q)i−j
(s−1q−i−j+1; q)l
(s−1q−2i+1; q)l
q−l(i−j),
and
1− sq2i−2l
1− sq2i−l
=
1− s−1q−2i+2l
1− s−1q−2i
1− s−1q−2i
1− s−1q−2i+l
q−l
=
(s−
1
2 q−i+1,−s−
1
2 q−i+1, s−1q−2i; q)l
(s−
1
2 q−i,−s−
1
2 q−i, s−1q−2i+1; q)l
q−l,
we have
i∑
k=j
c˜ikdkj =
i−j∑
l=0
c˜i,i−ldi−l,j
=
i−j∑
l=0
(sq2i−2l+1t−1, qt−1; q)l
(sq2i−2l+1, q; q)l
tl
(sqi+j−l+1t−1, t; q)i−j−l
(sqi+j−l, q; q)i−j−l
= dij 6φ5
s−1q−2i, s− 12 q−i+1,−s− 12 q−i+1, qt−1, s−1q−i−jt, q−i+j
s−
1
2 q−i,−s−
1
2 q−i, s−1q−2it, q−i+j+1t−1, s−1q−i−j+1
; q, 1

= dij
(s−1q−2i+1, q−i+j; q)i−j
(s−1q−2it, q−i+j+1t−1; q)i−j
= 1.
Here, we have used Eq. (2.4.2) of GR [9].
Now we proceed to studying the matrix elements of C˜Λ(α)C−1.
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Proposition 2.9 The nonzero entries for C˜Λ(α)C−1 are are given by
(C˜Λ(α)C−1)ij
= λi(α)dij (44)
× 8W7
(
s−1q−2i; qt−1, s−1q−i−jt, αs−11 q
−i, α−1s2q
−it, q−i+j; q, qt−1
)
,
for i ≥ j, and (C˜Λ(α)C−1)ij = 0 if i < j.
Note that here we have used the compact notation
8W7(a1; a4, a5, · · · , ar+1; q, z) (45)
= r+1φr
 a1, qa
1
2
1 ,−qa
1
2
1 , a4, · · · , ar+1
a
1
2
1 ,−a
1
2
1 , qa1/a4, · · · , qa1/ar+1
; q, z
 ,
for the very-well-poised r+1φr series.
Proof. From the identity
λi−l(α)
=
(αs−12 , α
−1s1t; q)i−l
(αs−12 qt
−1, α−1s1q; q)i−l
(qt−1)i−l
=
(αs−12 , α
−1s1t; q)i
(αs−12 qt
−1, α−1s1q; q)i
(qt−1)i
(α−1s2q
−it, αs−11 q
−i; q)l
(α−1s2q−i+1, αs
−1
1 q
−i+1t−1; q)l
(qt−1)l
= λi(α)
(α−1s2q
−it, αs−11 q
−i; q)l
(α−1s2q−i+1, αs
−1
1 q
−i+1t−1; q)l
(qt−1)l,
and the calculation given in the proof of Proposition 2.8, we have
LHS of Eq.(44) =
i∑
k=j
c˜ikλk(α)dkj =
i−j∑
l=0
c˜i,i−lλi−l(α)di−l,j
= RHS of Eq.(44).
Then, one can apply Watson’s formula (Eq. (2.5.1) of GR [9]) to trans-
form the above terminating 8W7 series into a terminating balanced 4φ3 series.
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Proposition 2.10 We have
(C˜Λ(α)C−1)ij = λi(α)dij
(s−1q−2i+1, qt−1; q)i−j
(α−1s2q−i+1, αs
−1
1 q
−i+1t−1; q)i−j
(46)
×4φ3
(
q−i+j, αs−11 q
−i, α−1s2q
−it, q−i+j
q−i+jt, q−i+j+1t−1, s−1q−2it
; q, q
)
,
for i ≥ j.
Finally, by using Sears’ transformation (Eq. (2.10.4) of GR [9]), we see
that the coefficients (C˜Λ(α)C−1)ij and eij are the same.
Proposition 2.11 We have
(C˜Λ(α)C−1)ij = eij (47)
for i ≥ j.
Proof. By using
(t; q)i−j
(q−i+j+1t−1; q)i−j
= (−1)i−jti−jq
(i−j)(i−j−1)
2 ,
(s−1q−2i+1; q)i−j
(sqi+j; q)i−j
= (−1)i−js−i+jq−(i+j)(i−j)q−
(i−j)(i−j−1)
2 ,
(sqi+j+1t−1; q)i−j
(s−1q−2it; q)i−j
= (−1)i−jsi−jt−i+jq(i+j+1)(i−j)q
(i−j)(i−j−1)
2 ,
(α−1s2q
−it; q)i−j
(α−1s2q−i+1; q)i−j
=
(αs−12 qt
−1; q)i
(αs−12 ; q)i
(αs−12 ; q)j
(αs−12 qt
−1; q)j
(qt−1)−i+j,
(α−1s1q
j+1; q)i−j
(αs−11 q
−i+1t−1; q)i−j
=
(α−1s1q; q)i
(α−1s1t; q)i
(α−1s1t; q)j
(α−1s1q; q)j
×(−1)−i+jα−i+jsi−j1 t
i−jq
i(i−1)
2
−
j(j−1)
2 ,
we have
(C˜Λ(α)C−1)ij
= λi(α)dij
(s−1q−2i+1, qt−1; q)i−j
(α−1s2q−i+1, αs
−1
1 q
−i+1t−1; q)i−j
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×
(α−1s2q
−it, α−1s1q
jt−1; q)i−j
(s−1q−2it, q−i+j+1t−1; q)i−j
(αs−11 q
−i)i−j
×4φ3
(
q−i+j, αs−11 q
−i, αs−12 q
j, t
q−i+jt, αs−11 q
−it, αs−12 q
j+1t−1
, ; q, q
)
=
(qt−1; q)i−j(α
−1s1q
j+1t−1; q)i−j
(q; q)i−j(α−1s1qj+1; q)i−j
ti−jλj(α)
×4φ3
(
q−i+j, t, αs−11 q
−i, αs−12 q
j
q−i+jt, αs−11 q
−it, αs−12 q
j+1t−1
; q, q
)
= eij .
We obtain Eq.(38) from Proposition 2.6 and Proposition 2.11. Hence we
have completed the proof of Theorem 2.1.
3 Properties of the Eigenfunctions
We examine some basic properties of the eigenfunctions of I(α) for general n.
An explicit formua for all the eigenfunctions of I(α) for n = 3 is conjectured,
and a partial result is given for the case of n = 4. In these explicit formulas,
no dependence on the spectral parameter α is observed. This supports our
Conjecture 1.2.
3.1 existence of the eigenfunctions
Let us study the existence of the eigenfunctions which form a basis of Fn.
Proposition 3.1 Let the parameters (s1, s2, · · · , sn), α, q and t be generic.
Let j1, j2, · · · , jn−1 be nonnegative integers. In the space Fn, there exist a
unique solution to the equation
I(α)fj1,j2,···,jn−1(ζ1, · · · , ζn) (48)
= λj1,j2,···,jn−1(α)fj1,j2,···,jn−1(ζ1, · · · , ζn),
with the conditions
fj1,j2,···,jn−1(ζ1, · · · , ζn) (49)
=
∞∑
i1≥j1,···,in−1≥jn−1
ci1,i2,···,in−1
(
ζ2
ζ1
)i1 (ζ3
ζ2
)i2
· · ·
(
ζn
ζn−1
)in−1
,
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and cj1,j2,···,jn−1 = 1, if and only if
λj1,j2,···,jn−1(α) =
n∏
i=1
(αs−1i ; q)ji−1−ji
(αs−1i qt
−1; q)ji−1−ji
, (50)
is satisfied. Here j0 = 0 and jn = 0 are assumed.
Proof. Working with the dominance order, or the lexicographic order in
the monomial basis
1 <
ζ2
ζ1
<
(
ζ2
ζ1
)2
< · · · <
ζ3
ζ2
<
ζ2
ζ1
ζ3
ζ2
<
(
ζ2
ζ1
)2
ζ3
ζ2
< · · · ,
we see the representation of the integral operation I(α) becomes infinite lower
triangular matrix. The explicit form of the action of I(α) on a monomial is
obtained by Lemma 2.3. It reads
I(α)
(
ζ2
ζ1
)j1 (ζ3
ζ2
)j2
· · ·
(
ζn
ζn−1
)jn−1
=
(
ζ2
ζ1
)j1 (ζ3
ζ2
)j2
· · ·
(
ζn
ζn−1
)jn−1 ∏
i<j
h(ζj/ζi)
×
∑
kl,m≥0
(1≤l 6=m≤n)
n∏
r=1
µ(αs−1r ; k1,r + · · ·+ kr−1,r − kr+1,r − · · · − kn,r + jr−1 − jr)
×
∏
l<m
gkl,m
(
ζm
ζl
)kl,m ∏
l>m
gkl,m
(
ζl
ζm
)kl,m
,
where we have used the notations Eq.(24) and
µ(α; k) =
(α; q)k
(αqt−1; q)k
(q
1
2 t−
1
2 )k.
Thus the lower triangularity is explicitly seen. It is easy to see that the
diagonal elements are given by Eq.(50), by setting kl,m = 0 and forgetting
the factor
∏
i<j h(ζj/ζi) in the above expression. Since all the diagonal entries
are distinct if the parameters are generic, there is no obstruction for the
construction of the eigenfunction.
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By noting that
µ(α; k + l) = µ(α; k)µ(αqk, l),
it can be easily seen that all the eigenfunctions are related by shifting the
parameters si suitably.
Proposition 3.2 The eigenfunctions of I(α) satisfy
fj1,j2,···,jn−1(ζ1, · · · , ζn) (51)
=
n∏
i=1
ζ
ji−1−ji
i (Tq,si)
−ji−1+ji · f0,0,···,0(ζ1, · · · , ζn).
Here, j0 = 0, jn = 0 are assumed, and the shift operator Tq,si is defined by
Tq,si · g(s1, · · · , sn) = g(s1, · · · , qsi, · · · sn). (52)
We have constructed the set of eigenfunctions {fj1,j2,···,jn−1(ζ1, · · · , ζn)}
which forms a basis of Fn. Note that, we have a good structure in the eigen-
functions associated to the An−1 root system. Namely, the relation between
the leading term and the shifts in the parameters si are nicely organized by
the An−1 roots α1 = (−1, 1, 0, 0, · · ·), α2 = (0,−1, 1, 0, · · ·) and so on.
3.2 conjecture for n = 3
Let us examine the eigenfunctions for n = 3 and argue that our Conjecture
1.2 seems true for n = 3. We have not obtained a good enough understand-
ing of I(α) to be able to derive the eigenfunctions for n ≥ 3 in a rigorous
manner. Fortunately, however, a conjectural form of the eigenfunctions can
be obtained for n = 3 by a brute force calculation up to certain degrees in
ζ-variables.
Conjecture 3.3 The first eigenfunction of the integral transformation I(α)
for n = 3 is given by
f0,0(ζ1, ζ2, ζ3)
=
∞∑
k=0
(qt−1, qt−1, t, t; q)k
(q, qs1/s2, qs2/s3, qs1/s3; q)k
(qs1/s3)
k(ζ3/ζ1)
k (53)
×
∏
1≤i<j≤3
(1− ζj/ζi) · 2φ1
(
qk+1t−1, qt−1si/sj ,
qk+1si/sj
; q, tζj/ζi
)
.
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Note that all the other eigenfunctions can be obtained by Proposition 3.2.
Since all the eigenfunctions given above clearly do not depend on the
parameter α, this strongly supports Conjecture 1.2 for n = 3.
3.3 partial result for n = 4
For n = 4, the study of the eigenfunctions becomes much more difficult, and
we have not completely understood the structure of them yet. So we give first
several terms of the eigenfunctions to state our observation that Conjecture
1.2 seems true for n = 4.
Proposition 3.4 The first eigenfunction f0,0,0(ζ1, ζ2, ζ3, ζ4) up to the powers(
ζ2
ζ1
)i1 (ζ3
ζ2
)i2 (ζ4
ζ3
)i3
(0 ≤ i1 ≤ 2, 0 ≤ i2 ≤ 2, 0 ≤ i3 ≤ 2), (54)
is given by the following expression.
f0,0,0(ζ1, ζ2, ζ3, ζ4) (55)
= y0,0,0 + y1,1,0 + y0,1,1 + y1,1,1
+ y2,2,0 + y1,2,1 + y0,2,2 + y2,2,1 + y1,2,2 + y2,2,2 + · · · ,
where
y0,0,0 = ϕ(0, 0, 0, 0, 0, 0), (56)
y1,1,0 =
ζ3
ζ1
(
q
s1
s3
)
(qt−1)1(qt
−1)1(t)1(t)1
(q)1(qs12)1(qs23)1(qs13)1
ϕ(1, 1, 0, 1, 0, 0), (57)
y0,1,1 =
ζ4
ζ2
(
q
s2
s4
)
(qt−1)1(qt
−1)1(t)1(t)1
(q)1(qs23)1(qs34)1(qs24)1
ϕ(0, 1, 1, 0, 1, 0), (58)
y1,1,1 (59)
=
ζ4
ζ1
(
q
s1
s4
)
(qt−1)1(qt
−1)1(t)1(t)1
(q)1(qs12)1(qs24)1(qs14)1
ϕ(1, 0, 0, 0, 1, 1)
+
ζ4
ζ1
(
q
s1
s4
)
(qt−1)1(qt
−1)1(t)1(t)1
(q)1(qs13)1(qs34)1(qs14)1
ϕ(0, 0, 1, 1, 0, 1)
+
ζ4
ζ1
(
−q
s1
s4
)
(qt−1)1(qt
−1)1(qt
−1)1(t)1(t)1(t)1(q
2 s1s2/s3s4)1
(q)1(qs12)1(qs23)1(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(1, 1, 1, 1, 1, 1),
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y2,2,0 =
ζ3ζ3
ζ1ζ1
(
q2
s1s1
s3s3
)
(qt−1)2(qt
−1)2(t)2(t)2
(q)2(qs12)2(qs23)2(qs13)2
ϕ(2, 2, 0, 2, 0, 0), (60)
y0,2,2 =
ζ4ζ4
ζ2ζ2
(
q2
s2s2
s4s4
)
(qt−1)2(qt
−1)2(t)2(t)2
(q)2(qs23)2(qs34)2(qs24)2
ϕ(0, 2, 2, 0, 2, 0), (61)
y1,2,1 (62)
=
ζ3ζ4
ζ1ζ2
(
−q
s1s2
s3s4
)
(qt−1)1(qt
−1)1(qt
−1)1(t)1(t)1(t)1(q
2 s1s3/s2s4)1
(q)1(qs12)1(qs23)1(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(1, 1, 1, 1, 1, 1)
+
ζ3ζ4
ζ1ζ2
(
q
s1s2
s3s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s14)1
(q)1(q)1(qs12)1(qs23)2(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(1, 2, 1, 1, 1, 1),
y2,2,1 (63)
=
ζ3ζ4
ζ1ζ1
(
−q
s1s1
s3s4
)
(qt−1)1(qt
−1)1(qt
−1)1(t)1(t)1(t)1(q
2 s2s3/s1s4)1
(q)1(qs12)1(qs23)1(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(1, 1, 1, 1, 1, 1)
+
ζ3ζ4
ζ1ζ1
(
q
s1s1
s3s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s34)1
(q)1(q)1(qs12)2(qs23)1(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(2, 1, 1, 1, 1, 1)
+
ζ3ζ4
ζ1ζ1
(
q
s1s1
s3s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s24)1
(q)1(q)1(qs12)1(qs23)1(qs34)1(qs13)2(qs24)1(qs14)1
×ϕ(1, 1, 1, 2, 1, 1)
+
ζ3ζ4
ζ1ζ1
(
−q
s1s1
s3s4
)
(qt−1)2(qt
−1)2(qt
−1)1(t)2(t)2(t)1(q
3s1s2/s3s4)1
(q)1(q)1(qs12)2(qs23)2(qs34)1(qs13)2(qs24)1(qs14)1
×ϕ(2, 2, 1, 2, 1, 1),
y1,2,2 (64)
=
ζ4ζ4
ζ1ζ2
(
−q
s1s2
s4s4
)
(qt−1)1(qt
−1)1(qt
−1)1(t)1(t)1(t)1(q
2 s1s4/s2s3)1
(q)1(qs12)1(qs23)1(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(1, 1, 1, 1, 1, 1)
+
ζ4ζ4
ζ1ζ2
(
q
s1s2
s4s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s12)1
(q)1(q)1(qs12)1(qs23)1(qs34)2(qs13)1(qs24)1(qs14)1
×ϕ(1, 1, 2, 1, 1, 1)
+
ζ4ζ4
ζ1ζ2
(
q
s1s2
s4s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s13)1
(q)1(q)1(qs12)1(qs23)1(qs34)1(qs13)1(qs24)2(qs14)1
20
×ϕ(1, 1, 1, 1, 2, 1)
+
ζ4ζ4
ζ1ζ2
(
−q
s1s2
s4s4
)
(qt−1)2(qt
−1)2(qt
−1)1(t)2(t)2(t)1(q
3s1s2/s3s4)1
(q)1(q)1(qs12)1(qs23)2(qs34)2(qs13)1(qs24)2(qs14)1
×ϕ(1, 2, 2, 1, 2, 1),
and
y2,2,2 (65)
=
ζ4ζ4
ζ1ζ1
(
q2
s1s1
s4s4
)
(qt−1)2(qt
−1)2(t)2(t)2
(q)2(qs12)2(qs24)2(qs14)2
ϕ(2, 0, 0, 0, 2, 2)
+
ζ4ζ4
ζ1ζ1
(
q2
s1s1
s4s4
)
(qt−1)2(qt
−1)2(t)2(t)2
(q)2(qs13)2(qs34)2(qs14)2
ϕ(0, 0, 2, 2, 0, 2)
+
ζ4ζ4
ζ1ζ1
(
q
s1s1
s4s4
)
(qt−1)2(qt
−1)2(qt
−1)2(t)2(t)2(t)2(q
3 s1s2/s3s4)2
(q)2(qs12)2(qs23)2(qs34)2(qs13)2(qs24)2(qs14)2
×ϕ(2, 2, 2, 2, 2, 2)
+
ζ4ζ4
ζ1ζ1
(
−q
s1s1
s4s4
)
(qt−1)1(qt
−1)1(qt
−1)1(t)1(t)1(t)1(q
2 s2s4/s1s3)1
(q)1(qs12)1(qs23)1(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(1, 1, 1, 1, 1, 1)
+
ζ4ζ4
ζ1ζ1
(
q
s1s1
s4s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s23)1
(q)1(q)1(qs12)1(qs23)1(qs34)1(qs13)1(qs24)1(qs14)2
×ϕ(1, 1, 1, 1, 1, 2)
+
ζ4ζ4
ζ1ζ1
(
q
s1s1
s4s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s21)1
(q)1(q)1(qs12)1(qs23)1(qs34)2(qs13)1(qs24)1(qs14)1
×ϕ(1, 1, 2, 1, 1, 1)
+
ζ4ζ4
ζ1ζ1
(
q
s1s1
s4s4
)
(qt−1)2(qt
−1)1(qt
−1)1(t)2(t)1(t)1(q
2 s43)1
(q)1(p
1
2 )1(qs12)2(p
1
2s23)1(qs34)1(qs13)1(qs24)1(qs14)1
×ϕ(2, 1, 1, 1, 1, 1)
+
ζ4ζ4
ζ1ζ1
(
−q
s1s1
s4s4
)
(qt−1)2(qt
−1)2(qt
−1)1(t)2(t)2(t)1(q
3 s1s2/s3s4)1
(q)1(q)1(qs12)1(qs23)1(qs34)2(qs13)2(qs24)1(qs14)2
×ϕ(1, 1, 2, 2, 1, 2)
+
ζ4ζ4
ζ1ζ1
(
−q
s1s1
s4s4
)
(qt−1)2(qt
−1)2(qt
−1)1(t)2(t)2(t)1(q
3 s1s2/s3s4)1
(q)1(q)1(qs12)2(qs23)1(qs34)1(qs13)1(qs24)2(qs14)2
×ϕ(2, 1, 1, 1, 2, 2)
+
ζ4ζ4
ζ1ζ1
(
−q
s1s1
s4s4
)
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×
(q)2(qt
−1)2(qt
−1)2(qt
−1)1(t)2(t)2(t)1
(q)1(q)1(q)1(q)1(qs12)2(qs23)1(qs34)2(qs13)1(qs24)1(qs14)1
×ϕ(2, 1, 2, 1, 1, 1).
Here, we have used the notations sij = si/sj, (a)k = (a; q)k and
ϕ(k12, k23, k34, k13, k24, k14) (66)
=
∏
1≤i<j≤4
(1− ζj/ζi) · 2φ1
(
qkij+1t−1, qt−1si/sj,
qkij+1si/sj
; q, tζj/ζi
)
.
We may convince ourselves that the above expression gives us an efficient
way to produce correct coefficients for the eigenfunction. Furthermore, even
the following can be observed.
Conjecture 3.5 The expression for the first eigenfunction given in Propo-
sition 3.4 gives correct coefficients for the powers (ζ2/ζ1)
i1(ζ3/ζ2)
i2(ζ4/ζ3)
i3
satisfying the conditions:
0 ≤ i1 <∞, 0 ≤ i2 ≤ 2, 0 ≤ i3 <∞, (67)
or 0 ≤ i1 ≤ 2, 0 ≤ i2 <∞, 0 ≤ i3 ≤ 2. (68)
The author has extended the formula given in Proposition 3.4 for a little
higher powers in ζi’s, and observed that there still exists a nice hypergeometric-
like structure. At this moment, however, it is not clear how to organize the
general terms, and we omit writing.
In the first several terms of the eigenfunctions given in Proposition 3.4,
we do not see any dependence on the parameter α. Thus, Conjecture 1.2 is
very likely true for n = 4.
4 Concluding Remarks
Let us summarize the results obtained in this paper. In Section 1, we have
introduced the integral transformation I(α), and it was conjectured that I(α)
generates a commutative family of operators acting on the space of formal
series Fn (Conjecture 1.2). In Section 2, a proof of the commutativity for
the case n = 2 was given (Theorem 2.1). In Section 3, the existence of the
eigenfunctions for general n was studied, when all the parameters are generic
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(Proposition 3.1). Explicit formulas for the eigenfunctions were examined for
n = 3, 4 (Conjecture 3.3 and Proposition 3.4). Since these eigenfunctions do
not depend on the spectral parameter α of the integral transformation I(α),
it is expected that Conjecture 1.2 is true for n = 3, 4.
Finally, let us make some comments to show the directions toward the
next papers [7, 8]. When we specialize the parameters as s1 = s2 = · · · =
sn, there exist several phenomena which are interesting both from the hy-
pergeometric series and the lattice model viewpoints. In [7], a class of
hypergeometric-type functions will be introduced, which is characterized by
a certain covariant transformation property with respect to the action of I(α)
together with an initial condition given by an infinite product expression. To
be more precise, by setting s1 = s2 = · · · = sn = 1, we will introduce a series
F (α) = F (ζ1, · · · , ζn;α, q, t) ∈ Fn characterized by the conditions
(I) I(αq−1t) · F (α) = F (αq−1t), (69)
(II) F (t1/2) =
∏
1≤i<j≤n
(1− ζj/ζi)
(qt−1/2ζj/ζi; q)∞
(t1/2ζj/ζi; q)∞
. (70)
This function F (α) will be called ‘quasi-eigenfunction’ for short. We are
interested in the function F (α) because of the following observations:
1. The explicit formula of F (α) for n = 2 can be easily derived [7]. Fur-
ther, we are able to have a conjectural expression of F (α) for n = 3:
F (ζ1, ζ2, ζ3;α, q, t) (71)
=
∞∑
k=0
(α−2t, qt−1, qt−1; q)k
(q, α−1q, α−1q; q)k
(qζ3/ζ1)
k
2φ1
(
α−1, q−k
αq−k+1
; q, αt
)
×
∏
1≤i<j≤3
(1− ζj/ζi) 2φ1
(
qk+1t−1, αqt−1
α−1qk+1
; q, α−1tζj/ζi
)
.
2. We may find a variety of infinite product expressions for F (α) when we
suitably specialize the parameter α. Simplest examples among these
are:
F (−t1/2) =
∏
1≤i<j≤n
(1− ζj/ζi)
(−qt−1/2ζj/ζi; q)∞
(−t1/2ζj/ζi; q)∞
, (72)
F (t) =
∏
1≤i<j≤n
step2
(1− ζj/ζi)
(qt−1ζj/ζi; q)∞
(tζj/ζi; q)∞
. (73)
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Here, we have used the notation
∏
1≤i<j≤n
step2
fij = f13f15 · · · f24f26 · · ·.
3. The highest-to-highest matrix elements of the eight-vertex vertex op-
erators can be realized as
〈Φ(ζ1)Φ(ζ2) · · ·Φ(ζn)〉 (74)
=
∏
1≤i<j≤n
ξ(ζ2j /ζ
2
i ; p, q)
1− ζj/ζi
· F (ζ1, · · · , ζn;−1, p
1/2, q),
where
ξ(z; p, q) =
(q2z; p, q4)∞(pq
2z; p, q4)∞
(q4z; p, q4)∞(pz; p, q4)∞
. (75)
One finds that the integral formulas of the matrix elements of the vertex
operators for the cases p1/2 = q3/2 and p1/2 = −q2 given in [1] can be easily
recovered from the above properties of F (α). Note, however, the case p1/2 =
q3 corresponds to another type of product formula for F (α) which is not
given here.
In the continuation of the present work [7, 8], basic properties of the
quasi-eigenfunction F (α) will be discussed.
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Baxter’s eight-vertex model, Int. J. Mod. Phys. A 19, 363-380 (2004).
[2] R.J. Baxter, Eight-Vertex Model in Lattice Statistics, Phys. Rev. Lett.
26 832-834 (1971).
[3] R.J. Baxter, Partition function of the Eight-Vertex Lattice Model, Ann.
Phys. 70, 193-228 (1972).
[4] R.J. Baxter, Exactly Solved Models in Statistical Mechanics, Academic
Press, London, (1982).
24
[5] O. Foda, K. Iohara, M. Jimbo, R. Kedem, T. Miwa and H. Yan, An
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