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Глава 1. Введение
Преступность — это социально-правовое негативное массовое явле-
ние, которое складывается из совокупности совершаемых в тот или иной
период в государстве преступлений*, характеризующихся количественны-
ми (состоянием, динамикой) и качественными (структурой и характером
преступности) показателями. Соответственно, подростковая преступность
— совокупность преступлений, совершенных несовершеннолетними. Целью
выпускной квалификационной работы является выявление и анализ наибо-
лее значимых факторов, влияющих на степень подростковой преступности
в регионах России, а также составление и проверка значимости многофак-
торной регрессионной модели.
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Анализ факторов поведения несовершеннолетних на протяжении мно-
гих десятилетий остается в областях научных исследований: юриспруден-
ции, психиатрии, социальных наук, медицине, педагогики и др. Современ-
ные знания о расстройствах личности позволяют сделать вывод, что они
представляют собой сложные формы поведения, на которые влияет систе-
ма взаимосвязанных факторов. Эти факторы можно разделить на биоло-
гические и социальные.
1.1 Факторы
Ввиду сложности интерпритации биологических факторов, в данной
работе исследуются только социальные ([1] - [5]):
1. Число разводов в регионе.
2. Уровень занятости населения в возрасте от 14 до 18 лет.
3. Уровень жизни в регионе.
4. Число организаций начального и среднего образования.
1*На протяжении всей работы будет использоваться именно понятие преступления как отдельной
группы правонарушений, нарушающих Уголовный кодекс.
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5. Число молодежных и спортивных центров.
6. Уровень безработицы в регионе.
7. Численность населения в регионе.
8. Численность подростков в регионе.
Давайте разберем их более подробно.
1. Разводы.
Одним из важнейших факторов, по мнению исследователей, является
развод родителей: ситуация развода не только увеличивает вероят-
ность асоциального поведения подростка, но и приводит к снижению
уровня родительского контроля, что повышает вероятность появле-
ния у подростков криминальных связей и криминального референт-
ного сообщества.
2. Уровень занятости населения в возрасте от 14 до 18 лет.
Социальная незанятость подростков также влияет на их противо-
правное поведение. Большинство подростков на момент совершения
преступления нигде не учатся и не работают.
3. Уровень жизни в регионе.
Низкий уровень жизни большой части населения, сильный контраст
распределения доходов в обществе. Среди малообеспеченных слоев
наиболее ярко выражен уровень наркотизации и алкоголизации, ко-
торые во многом являются причинами преступности и среди подрост-
ков.
4. Число организаций начального и среднего образования.
Именно в таких организациях ребенок обретает базовые знания, ко-
торые формируют мышление и способствуют его дальнейшему ин-
теллектуальному развитию. Также он учится вливаться в коллекти-
ве, определяя свою роль в социуме, получает нравственный опыт и
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осознание собственной ответственности. Здесь ребенок встречается с
четко сформированной системой моральных принципов, учится пони-
мать общие ценности и задачи, а также управлять своим поведением
в соответствии с ними. Принято считать, что именно в организаци-
ях начального и среднего образования во многом формируется его
личность.
5. Число молодежных и спортивных центров.
Слабая организация сети клубов, кружков, спортивных секций, от-
сутствие заботы о вовлечении и закреплении в них несовершеннолет-
них, находящихся в неблагоприятных условиях жизни и воспитания,
тоже пагубно влияют на мировоззрения подростков.
6. Уровень безработицы в регионе.
Много исследований показывает, что у большинства подростков, со-
вершивших преступление, родители либо не имели работу, либо име-
ли работу с низкой разаботной платой.
7. Численность населения и численность подростков в регионе.
Численность населения и численность подростков нужны ввиду того,
что в работе исследуются разные регионы с разной численностью.
1.2 Актуальность
Актуальность и значимость изучения причин девиантного поведения
подростков выражается в том, что состояние преступности среди несовер-
шеннолетних, ее особенности и тенденции – это прогноз будущего состо-
яния преступности в целом. Специалисты из разных областей: юристы,
педагоги, психологи, социологи высказывают тревогу по поводу перспек-
тив молодого поколения. Рост среди молодежи преступности, аморальных
проявлений, то есть девиантное поведение подростков, вызывают трево-
гу в социуме. В научных кругах, в обществе постоянно идет обсуждение
необходимости оказания социальной поддержки и помощи молодым лю-
дям, имеющим проблемы с законом, а не только применение репрессивных
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мер в отношении несовершеннолетних.
Сейчас официальные статистические данные показывают значимое
снижение преступности несовершеннолетних. Число преступлений, совер-
шенных несовершеннолетними (а также с их участием), сократилось с 195,4
тыс. в 2000 году, до 61,8 тыс. в 2015 году.
Однако другие факты следует трактовать как вызывающие беспокой-
ство. Во-первых, при оценке динамики преступности несовершеннолетних
необходимо учитывать сокращение численности данной демографической
группы, произошедшее за рассматриваемый промежуток времени, а также
высокую долю латентной преступности, не отраженной в официальной ста-
тистической информации. Во-вторых, происходят изменения в структуре
подростковой преступности. Основными видами преступлений, совершае-
мых несовершеннолетними, являются кражи и грабежи. После снижения
доли тяжких и особо тяжких преступлений в 2000-2008 годах произошел
их значительный рост в последние годы. По данным МВД, в 2016 году эта
доля составила 21,5% от всех преступлений несовершеннолетних.
Неоднозначность тенденций в сфере подростковой преступности тре-
бует анализа основных причин и факторов, лежащих в основе преступности
несовершеннолетних в современный период, и статистического анализа их
влияния на число совершаемых преступлений. Чему и будет посвящена моя
научная работа.
1.3 Обзор литературы
Преступления, совершаемые несовершеннолетними, занимают весьма
существенное место как на общефедеральном, так и региональном уровнях,
что говорит о том, что это важная тема для исследования. Для отбора фак-
торов, влияющих на уровень подростковой преступности, были прочитаны
следующие статьи по криминологии и психологии несовершеннолетних [1] -
[6]. Все данные взяты с официальных сайтов rosstat.gov.ru и fedstat.ru. Ви-
зуализация данных была проведена посредством сайта app.datawrapper.de.
В работе много внимания уделяется теоретической составляющей. Основ-
ными источниками для изучения регрессионного анализа были следующие
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учебники и методические пособия: [7] - [10]. Для изучения дополнитель-
ных вспомогательных характеристик регрессионного анализа были изуче-
ны следующие материалы [11] - [13]. Для успешной работы в Excel, где
производились основные вычисления и анализ, были прочитаны [9],[14]
1.4 Задачи
1. Изучить теоретические основы построения регрессионных моделей:
методы отбора параметров, оценка параметров регрессионного урав-
нения и способы оценки качества модели.
2. Собрать необходимые данные и сформировать выборку.
3. Визуализировать данные о подростковой преступности по регионам
России за 2018 год.
4. Провести факторный и регрессионный анализ, построить несколько
моделей.
5. Провести верификацию и сравнение построенных моделей.
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Глава 2. Теоретические основы построения регрессион-
ных моделей
2.1 Понятие и построение множественной регрессии
Регрессионный метод анализа можно применить к измерению свя-
зей между двумя признаками - парная регрессия, или к измерению связей
между тремя и большим числом факторов - множественная регрессия.
Множественнаая регрессионная модель имеет вид:
y = f(x1, x2, ..., xm) + ε,
где y− зависимая переменная (результативный признак), x1, x2, ..., xm−
независимые переменные (факторы), а ε - случайная ошибка.
Множественные регрессионные модели широко используются при ре-
шении проблем спроса и предложения, при описании потребительских и
производственных функций, для исследования многих макро- и микроэко-
номических проблем.
Общая постановка задачи множественной регрессии:
По имеющимся данным n наблюдений за изменением признака y в
зависимости от наборов значений факторов x1, x2, ..., xm выбрать экономи-
ческую модель y = f(x1, x2, ..., xm) + ε, оценить ее параметры и статисти-
чески обосновать, что факторы x1, x2, ..., xm существенны, а построенная
модель f(x1, x2, ..., xm) наиболее точно соответствует данным наблюдений.
2.2 Спецификация модели множественной регрессии
Спецификация модели множественной реграссии включает решение
двух задач:
1. Выбрать независимые переменные x1, x2, ..., xm;
2. Выбрать форму f(x1, x2, ..., xm) зависимости y от переменных x1, x2, ..., xm.
При выборе неависимых x1, x2, ..., xm, следует учесть, что они:
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1. Должны быть количественно измеримыми. Если возникает необхо-
димость включить в модель качественный признак, то ему придается
количественная форма.
2. Не должны коррелировать между собой и тем более не находиться в
функциональной связи.
Второй пункт определяет индивидуальное влияние отдельных регрес-
соров x1, x2, ..., xm на результат y, что является весьма актуальным для
осуществления прогнозов и принятия управляющих решений.
Отбор факторов, как правило, осуществляется в несколько этапов.
Сначала отбираются факторы, связанные с изучаемым явлением на осно-
ве данных теоретического исследования. Затем можно провести предвари-
тельную обработку данных, удалить выбросы. Далее отобранные и обра-
ботанные данные подвергаются проверке существенности их влияния на
изучаемый показатель с использованием методов математической стати-
стики, малозначимые факторы при этом исключаются из модели.
Один из методов отбора факторов базируется на анализе матрицы
парных коэффициентов корреляции, элементами которой являются линей-
ные коэффициенты парной корреляции факторов x1, x2, ..., xm, как в зави-
симости переменной y, так и между собой. Считается, что две переменные
явно коллинеарны, то есть находятся друг с другом в высокой линейной
зависимости, если коэффициент интеркорреляции (то есть парный коэф-
фициент корреляции) превышает 0.7. В таком случае одна из них исключа-
ется из модели. Предпочтение отдается тому фактору, который достаточно
тесно связан с результативным фактором, но имеет при этом наименьшую
тесноту связи с другими объясняющими факторами.
Отбор факторов, включаемых в регрессию, является одним из важ-
нейших этапов практического использования методов регрессии. Подходы
к отбору факторов на основе показателей корреляции могут быть разными.
Наиболее широкое распространение получили следующие методы постро-




Метод исключения заключается в том, что на первом шаге строится
уравнение регрессии с полным набором факторов, а затем после исключе-
ния коллинеарных факторов отбираются факторы, имеющие наибольшее
влияние на изменение результативного признака, менее значимые факторы
при этом исключаются.
Для отбора факторов, исключаемых из модели, применяется t-критерий
Стьюдента. Незначимыми коэффициентами считаются те, для которых
расчетное значение критерий Стьюдента ниже табличного или величина
p - значения (доверительной вероятности) превышает выбранный уровень
значимости (обычно он равен 0,05).
Процедуру исключения незначимых факторов продолжают до тех
пор, пока не будет получено значимое уравнение регрессии со значимыми
коэффициентами.
Рассмотрим модель множественной линейной регрессии:
y = a0 + a1x1 + a2x2 + . . . + amxm + ε
Ввиду отмеченной четкой интерпретации коэффициентов aj уравне-
ния линейные множественные модели широко представлены в экономет-
рическом анализе. Однако реальное соотношение между социально- эко-
номическими явлениями и процессами далеко не всегда можно выразить
линейными функциями.
В таком случае прибегают к нелинейным моделям, среди которых
наиболее часто применяются:
• степенная y = a0xa11 x
a2
2 . . . x
am
m ε
Здесь aj, j = 1, 2, . . . ,m, - коэффициенты эластичности, которые по-
казывают, на сколько процентов изменится в среднем результат y с
изменением фактора xj на 1% при неизменности действия других
факторов;
• экспоненциальная y = ea0+a1x1+a2x2+. . .+amxmε;
• гиперболическая y = a0 + a1x1 +
a2
x2
+ . . . + amxm + ε
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В данной работе будет рассматриваться линейная модель множествен-
ной регрессии y = a0 + a1x1 + a2x2 + . . . + amxm + ε
2.3 Ограничения и условия классической регрессион-
ной модели
Рассмотрим линейную множественную регрессию y = a0 + a1x1 +
a2x2 + . . . + anxn + ε.
Тогда в матричном виде модель наблюдений примет вид: y = Xa+ε, где y -
вектор результата, X - матрица наблюдений размерности [n,m], a - вектор
параметров, ε - случайный вектор возмущений.
Задача состоит в следующем: по имеющейся выборке значений X и Y по-
строить уравнение регрессии ŷ = â0 + â1x1 + â2x2 + . . . + ânxn, коэфици-
енты которой â0, â1, â2, . . . , ân являются оценками неизвестных параметров
регрессии a0, a1, a2, . . . , an. Желательно, чтобы эти оценки обладали свой-
ствами несмещенности, эффективности и состоятельности.
Оценка âi называется несмещенной, еслиM(âi) = ai, то есть среднее значе-
ние оценки âi равно оцениваемому параметру. В противном случае оценка
называется смещенной.
Оценка âi называется эффективной, если среди всех других несмещенных
оценок она имеет наименьшую дисперсию, то есть в меньшей степени от-
клонена от ai
Оценка âi называется состоятельной, если при увеличении объема выбор-
ки n вероятностью того, что оценка âi будет отличаться от ai на сколь
угодно малую величину ε̂ будет равна нулю.
Существует несколько методов вычисления коэффициентов a0, a1, ..., am.
На практике в большинстве случаев используется метод наименьших квад-
ратов (МНК).
Теорема Гаусса-Маркова. Если выполнены условия:
1. Математическое ожидание случайной величины εi равно нулю:M(εi) =
0;
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2. Дисперсия случайной величины εi постоянна для всех наблюдений:
D(εi) = σ
2 = const;
3. Отсутствует систематическая связь между значениями случайных ве-
личин: (εi, εj) = 0, ∀i 6= j,
тогда оценки âi метода наименьших квадратов являются наилучшими ли-
нейными несмещенными оценками.
При построении классических линейных множественных регрессион-
ных моделей необходимо выполнение и таких предположений, как:
1. Отсутствие мультиколлинеарности (нет зависимости между факто-
рами);
2. Число наблюдений существенно больше числа объясняющих перемен-
ных (по крайней мере, в три раза);
3. Отсутствуют ошибки спецификации.
2.4 Метод наименьших квадратов
Оценки неизвестных параметров â0, â1, . . . , âm линейной модели мно-
жественной регрессии находятся с помощью метода наименьших квадратов
из условия оптимизации функции:




то есть из условия: ∑n
i=1(yi − ŷi)2 → min
Для нахождения параметров â0, â1, . . . , âm на основании необходи-
мого условия экстремума приравниваются к нулю частные производные
функции S(â0, â1, . . . , âm) по переменным â0, â1, . . . , âm . В итоге получает-
ся система, содержащаяm+1 линейным уравнением (по числу параметров)





















































Здесь n - число наблюдений y1, y2, . . . , yn зависимой переменнной y, а
(xj)1, (xj)2, . . . , (xj)n - наблюдаемые значения j-ого фактора (j = 1, 2, . . . ,m).
Для решения системы может быть применен метод Крамера, метод
Гаусса, матричный метод или любой другой метод решения систем линей-
ных уравнений.
Введем величину ei = yi − ŷi, характеризующую отклонение выбо-
рочного значения yi от предсказанного ŷi . Эту величину назовем невязкой
(или остатком) регрессии в i-ой точке. Тогда измеренные значения yi мож-
но записать выражением:
yi = a0 + a1x1i + a2x2i + . . . + anxni + ei
Метод наименьших квадратов применительно к множественной ли-
нейной регрессионной модели дает хорошие результаты (несмещенные, эф-
фективные и состоятельные оценки параметров регрессии) при выполне-
нии определенных требований к случайной величине e (Теорема Гаусса-
Маркова).
Линейная модель, оценки параметров которой несмещенные, эффек-
тивные и состоятельные, называется классической линейной моделью мно-
жественной регрессии. Если же в дополнение выполняется предположение
о нормальном распределении случайной величины e , то классическая ли-
нейная модель называется нормальной.
Если игнорировать проверку выполнимости модельных предположе-
ний, то регрессионная модель может оказаться статистически незначимой,
а значит, прогнозы по ней будут подвергаться сомнению. В связи с этим и
возникает необходимость рассмотрения методов обнаружения и устранения
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нарушений предпосылок МНК. Проверка их является важным и неотъем-
лемым этапом верификации регрессионной модели.
2.4.1 Первая предпосылка
Первая предпосылка говорит о том, что во всех наблюдениях среднее
значение (математическое ожидание) случайного возмущения равно нулю.
Эта предпосылка отвечает за несмещенность параметров линейной модели
множественной регрессии.
Если в регрессионное уравнение включен свободный член, то условие 1 тео-
ремы Гаусса-Маркова никогда не нарушается. В тех же случаях, когда воз-
никает необходимость рассмотрения уравнения регрессии с нулевым сво-
бодным членом, первое модельное предположение может быть нарушено.
Поэтому для устранения проблем с первой предпосылкой в модель регрес-
сии следует включать свободный член.
Как известно, несмещенной оценкой математического ожидания случайной
величины является выборочное среднее. Поэтому для проверки предпо-
ложения о равенстве нулю математического ожидания случайной величи-
ны достаточно оценить величину среднего выборочного остатков регрессии




Если есть сомнения при оценке выборочного среднего, можно рассмотреть
статистический критерий о значении математического ожидания нормаль-
но распределенной генеральной совокупности.
В нашем случае дисперсия генеральной совокупности неизвестна, поэтому
рассмотрим алгоритм критерия о равенстве математического ожида-
ния нормально распределенной генеральной совокупности нулю при усло-
вии, что дисперсия неизвестна:
1. Выдвигаем нулевую H0 : a = 0 и альтернативную H1 : a 6= 0 гипоте-
зы.
2. Задаем уравень значимости α.












(ei − e)2 - стандартное отклонение.
4. Определяем критическую область, соответствующую гипотезе H1 :
a 6= 0. В данном случае рассматривается двусторонняя критическая
область: (−∞; tα
2 ,n−1) ∪ (t1−α2 ,n−1;∞), где tα2 ,n−1 и t1−α2 ,n−1 - квантили
уровней α2 и 1 −
α
2 распределения Стьюдента (однопараметрическое
семейство абсолютно непрерывных распределений) с n− 1 степенью
свободы. В силу симметрии плотности распределения Стьюдента име-
ет место равенство tα
2 ,n−1 = t1−
α
2 ,n−1 = tcr. Тогда, если численное зна-
чение статистики τ не попадает в критическую область,т.е. |τ | < tcr,
то нулевая гипотеза H0 принимается, в противном случае отвергает-
ся.
2.4.2 Вторая предпосылка
Вторая предпосылка теоремы требует, чтобы во всех наблюдениях
дисперсия случайного возмущения была одинаковой. Это свойство полу-
чило название свойства гомоскедастичности или однородности. В случае
невыполнения данного условия говорят, что случайные возмущения в урав-
нениях наблюдения гетероскедастичные или неоднородные. Если случай-
ные возмущения гетероскедастичные, то оценки параметров модели оста-
ются несмещенными, но теряется эффективность оценки дисперсий пара-
метров.
В настоящее время для оценки нарушения гомоскедастичности предло-
жено большое число тестов. Чаще всего используются графический ана-
лиз отклонений, тест ранговой корреляции Спирмена и тест Голдфелда-
Квандта. Наиболее простым и наглядным является графический метод,
основанный на графическом представлении отклонений. В этом случае по
оси абсцисс откладывается объясняющая переменная (либо линейная ком-
бинация объясняющих переменных), а по оси ординат — остатки ei либо
квадраты остатков e2i . В случае гомоскедастичности все остатки распо-
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ложены внутри некоторой полосы, параллельной оси абсцисс. Однако, во
многих случаях гетероскедастичность не столь очевидна визуально. Наибо-
лее популярным тестом обнаружения гетероскедастичности является тест
Голдфелда-Квандта. Тест применяется в том случае, если ошибки регрес-
сии можно считать нормально распределенными случайными величинами
и отсутствует автокорреляция возмущений (глава 2.4.3).
Тест состоит в следующем:
1. На основе выборочных данных строится линейная модель множе-
ственной регрессии с m объясняющими переменными x1, x2, ..., xm .
2. В модели множественной регрессии (например, на основе графическо-
го анализа) выбирается факторная переменная, от которой предпо-
ложительно могут зависеть остатки. Значения этой переменной ран-
жируются, располагаются по возрастанию и делятся на три части
объемами k, (n− 2k), k (обычно принимают k ≈ n3 ).
3. Для первой и третьей частей строятся две независимые модели ре-
грессии.
4. По каждой из построенных моделей рассчитывают суммы квадратов
остатков S1 и S3.
5. Осуществляется проверка основной гипотезы об отсутствии гетерос-










, если S1 > S3
6. Если Fobs > Fcr, то в основной модели присутствует гетероскеда-
стичность, зависящая от выбранной объясняющей переменной (чис-
ло степеней свободы определяется значениями k1 = k − m − 1 и
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k2 = k −m− 1).
Если нет уверенности относительно выбора объясняющей перемен-
ной, вызывающей гетероскедастичность, то тест осуществляется для каж-
дой из объясняющих переменных x1, x2, ..., xm.
При установлении гетероскедастичности возникает необходимость ее устра-
нения, для чего необходимо преобразование модели. На практике чаще все-
го значения дисперсий возмущений σ2i неизвестны, поэтому, прежде всего,
пытаются найти оценки этих дисперсий. После этого используется взве-
шенный метод наименьших квадратов, согласно которому для нахожде-









Тем самым наблюдениям с наименьшими дисперсиями придаются наиболь-
шие веса, а наблюдениям с наибольшими дисперсиями – наименьшие веса.
Главная проблема взвешенного метода наименьших квадратов со-
стоит в необходимости знания среднеквадратических отклонений σi слу-
чайных ошибок регрессии. На практике обычно дисперсии σ2i неизвест-
ны. В таком случае делаются реалистические предположения об их вели-
чине. В частности, принимаются предположения о том, что либо диспер-
сии σ2i отклонений, либо сами среднеквадратичные отклонения σi пропор-
циональны значениям переменной xi или значению линейной комбинации
xi, i = 1, ...,m.
2.4.3 Третья предпосылка
Третья предпосылка теоремы требует независимости случайных воз-
мущений. Другими словами, каким бы не оказалось значение случайного
возмущения в первом наблюдении, оно никак не сказывается на значениях
случайного возмущения в любом другом наблюдении. Это свойство полу-
чило название неавтокоррелируемости случайных возмущений. Если это
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свойство не выполняется, то говорят, что случайный член подвержен авто-
корреляции.
Автокорреляция обычно встречается в регрессионном анализе при исполь-
зовании данных временных рядов. Поэтому под автокорреляцией понима-
ется в основном корреляционная зависимость между наблюдаемыми пока-
зателями во времени.
Существуют различные методы определения автокорреляции. Наиболее
распространенными являются следующие два:
• Построение графика остатков в зависимости от их порядковых номе-
ров и визуальное определение наличия или отсутствия автокорреля-
ции. Считается, что автокорреляции нет, если остатки расположены
возле линии регрессии хаотично без видимой закономерности









2. Затем по таблицам критических точек Дарбина–Уотсона опре-
деляются пороговые значения d1 и d2 в зависимости от уровня
значимости, количества наблюдений и числа объясняющих пе-
ременных.
3. Далее наличие или отсутствие автокорреляции определяется тем,
на какой участок отрезка [0;4] попадает значение DW :
(a) если d2 < DW < (4− d2),то признается отсутствие автокор-
реляции;
(b) если 0 < DW < d1,то имеется положительная автокорреля-
ция;
(c) если (4− d1) < DW < 4,то существует отрицательная авто-
корреляция;
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(d) если d1 < DW < d2 или (4− d2) < DW < (4− d1), то имеет
место зона неопределенности, когда нельзя ни отклонить, ни
применить нулевую гипотезу об отсутствии автокорреляции.
Действия по устранению автокорреляции необходимо начинать с про-
верки спецификации модели, поскольку всегда существует вероятность то-
го, что обнаруженная автокорреляция связана с пропущенной переменной
или использованием неправильной функциональной формы уравнения. Ес-
ли ошибки спецификации устранены, то, возможно, это связано с внут-
ренними свойствами ряда отклонений. Тогда для устранения автокорреля-
ции можно воспользоваться обобщенным методом наименьших квадратов
(ОМНК).
2.4.4 Мультиколлинеарность
Мультиколлинеарность – это линейная зависимость между двумя или
несколькими факторными переменными в уравнении множественной ре-
грессии. Если такая зависимость является функциональной, то говорят о
полной мультиколлинеарности.
Для оценки наличия мультиколлинеарности в модели используется
определитель матрицы парных коэффициентов корреляции между фак-
торами (определитель матрицы межфакторной корреляции). Чем ближе
определитель матрицы межфакторной корреляции к 0, тем выше мульти-
коллинеарность, и наоборот, чем ближе определитель к 1, тем ниже муль-
тиколлинеарность.
Статистическая значимость мультиколлинеарности факторов определяет-
ся по следующему алгоритму:
1. Задается нулевая H0 : ∆r = 1 и альтернативная H0 : ∆r 6= 1 гипоте-
зы.
2. Задается уровень значимости α.
3. Вычисляется значение статистики: χ2obs = n− 1− 16(2m+ 5)lg∆r, где
n – число наблюдений, m – число факторов.
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4. Для заданного уровня значимости по таблице критических точек
распределения Пирсона определяется критическое значение χ2cr.
5. Если χ2obs > χ
2
cr, то гипотеза отклоняется и считается, что в модели
присутствует мультиколлинеарность факторов.
Простейшим методом устранения мультиколлинеарности является ис-
ключение из модели одной или ряда коррелированных переменных. В ря-
де случаев минимизировать либо совсем устранить мультиколлинеарность
можно с помощью преобразования факторных переменных.
2.5 Верификация модели
Проверка качества оцененной множественной регрессионной модели
проводится по следующим направлениям:
1. Оценка тесноты связи рассматриваемого набора факторов с исследу-








(yi−ŷi)2 - сумма квадратов остатков регрессии, SStot =
n∑
i=1
(yi − yi)2 - общая сумма квадратов.
Чем ближе к 1 индекс множественной корреляции, тем теснее связь
результативного признака со всем набором исследуемых факторов.
2. Проверка общего качества уравнения регрессии.
Одной из наиболее эффективных оценок общего качества множе-
ственной модели и характеристической силы является скорректиро-
ванный коэффициент детерминации R2 = 1 − n−1n−m−1(1 − R
2), где m
- число объясняющих переменных в модели, n - число наблюдений,
а R2 - коэффициент детерминации (квадрат коэффициента множе-
ственной корреляции).
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В отличие от R2 скорректированный коэффициент детерминации R2
может уменьшаться при введении в модель новых объясняющих пе-
ременных, не оказывающих существенного влияния на зависимую пе-
ременную.
Общее качество множественной модели также может быть оценено с







Величина стандартной ошибки регрессии характеризует среднюю ве-
личину рассеивания наблюдаемых значений переменной y относи-
тельно теоретических.
Для оценки адекватности уравнения регрессии может быть примене-









Ошибка аппроксимации не более 8–12% свидетельствует о хорошем
качестве модели.
3. Проверка выполнимости предпосылок МНК (Теорема Гаусса-Маркова).
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Глава 3. Визуализация данных
Визуализация данных была проведена посредством сайта
app.datawrapper.de
На карте представлены данные по уровню подростковой преступно-
сти в регионах России за 2018 год.
На карте видно, что наибольший уровень подростковой преступности
наблюдается в следующих регионах: Свердловская область, Челябинская
область, Кемеровская область, Иркутская область. Сделаем предположе-
ние, что данные наблюдения будут удалены как "выбросы"при предвари-
тельной обработке данных в Главе 4.2.
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Глава 4. Построение множественных регрессионных мо-
делей оценки уровня подростковой преступно-
сти
4.1 Работа с данными. Построение модели I
Для построения множественной регрессиионной модели была собра-
на информация о числе подростковых преступлений для каждого региона
России за 2018 год (CRIME) в зависимости от следующих факторов:
• Численность населения в регионе (POP).
• Число разводов в регионе (DIV).
• Численность подростков (POPTEEN).
• Уровень занятости населения в возрасте от 14 до 18 лет (EMPRATE).
• Уровень безработицы в регионе (UNEMP).
• Число спортивных центров (SPORT).
• Уровень жизни населения в регионе (STLIV).
• Число организаций начального и среднего образования (SCIENCE).
• Число молодежных центров (YCENTRE).
Все переменные оказались количественными (Приложение 1).
Для оценки коллинеарности факторов, включенных в модель, рассчитаем
коэффициент парной корреляции и построим корреляционную матрицу.
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Из расчетов видно, что между факторами POP и POPTEEN су-
ществует тесная корреляционная связь (коэффициент парной корреляции
между переменными равен 0,966). Это означает, что факторы коллинеар-
ны и один из них должен быть исключен из модели.
Коэфициент корреляции между переменными POP и CRIME равен 0,4835,
а между переменными POPTEEN и CRIME - 0,5723. Следовательно, фак-
тор POP должен быть исключен из регрессионной модели.
Далее, еще раз строим корреляционную матрицу и продолжаем аналогич-
ный процесс. В конечном итоге остаются только 4 фактора, между кото-
рыми нет тесной корреляционной связи: POPTEEN, DIV, UNEMP, STLIV.
Построим регрессионную модель:
Рисунок 2 показывает, что свободный член имеет P-значение 0,76,
то есть с вероятность 76% является статистически незначимым. Проведем
анализ данных, учитывая нулевое значение свободного члена.
Результат будет следующим:
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Анализ качества параметров модели выявил незначимый фактор -
уровень безработицы в регионе UNEMP. Результат регрессионного анализа
после удаления данного фактора:
Рисунок 3 показывает, что полученное уравнение регрессии имеет
вид:
YI = 212, 5DIV + 0, 009POPTEEN − 16, 3STLIV
Можно сделать вывод о том, что уровень подростковой преступности
в России в большей степени зависит от числа разводов, численности под-
ростков и уровня жизни.
Верификация модели:
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1. Коэффициент множественной корреляции R = 0, 71 говорит о том,
что исследуюмый признак достаточно тесно связан с рассматривае-
мым набором факторов.
2. Коэффициент детерминации R2 = 0, 5 и исправленный коэффициент
детерминации R2 = 0, 48 говорят о том, что построенное уравнение
регрессии объясняет 50% общей вариации результативного признака,
а другие 50% приходятся на другие факторы или причины.
3. Оценка адекватности уравнения регрессии A = 66% (что намного
выше 12%) говорит о том, что в среднем расчетных значений откло-
няются от фактических 66%.
2 и 3 пункты говорят о построеннии некачественной модели.
Посмотрим на гистограмму остатков:
Анализируя график, был сделан вывод о том, что в модели есть вы-
бросы, которые влияют на ее качество.
4.2 Работа с выбросами
Так как регрессионная модель имеет большую чувствительность к
выбросам, было принято решение удалить все наблюдения, которые выхо-
дят за 1.5 межквартильных размаха. Если подтвердится, что резко выде-
ляющееся значение действительно не может относиться к объектам дан-
ной группы и попало в записи вследствие ошибок внимания, следует такой
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выброс исключить из обработки. Построим таблицу базовых данных для
каждого фактора:
Q1, Q3 - первый и третий квартиль соответственно, IQR - межквар-
тильный диапазон (средние 50% значений данных), L BOUND, R BOUND -
нижняя и верхняя границы соответственно (минимальное и максимальное
значения диапазона данных) соответственно. В результативной таблице бу-
дем выводить ЛОЖЬ, если значение входит в диапазон (а значит не явля-
ется выбросом), и ИСТИНА, если значение не входит в диапазон (а значит
является выбросом). Уберем все выбросы из выборки (Приложение 2). Тем
самым остается 60 данных для исследования регрессии (Приложение 3)
4.3 Модель II
Снова составим корреляционную матрицу:
Выбедем те факторы, которые хорошо коррелируют с результирую-
щим и при этом коррелируют друг с другом с коэффициентом корреляции
менее 0,7. По таблице видно, что лучше всего с результирующим фактором
коррелируют POPTEEN (0.839) и SCIENCE (0.727), но при этом их нельзя
рассматривать в одной группе факторов, потому что коэфициент корреля-
ции между ними выше 0.7 (а именно 0.74). Поэтому рассмотри 2 группы
факторов:
• POPTEEN, DIV,UNEMP, SPORT, STLIV.
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• SCIENCE, SPORT, DIV, UNEMP, STLIV.
Рассмотрим сначала первую группу факторов и построим модель:
Полученное уравнение регрессии имеет вид:
YII = 82, 08 + 123, 33DIV + 0, 01POPTEEN−
−14, 29UNEMP − 0, 01SPORT − 12, 56STLIV
Исправленный коэффициент детерминации R2 = 0,82, то есть построенное
уравнение регрессии объясняет 82% общей вариации результатичного при-
знака, а другие 18% приходятся на другие факторы, не учтенные в модели.
Значения t-статистик показывают, что не все переменные, включенные в
модель, являются статистически значимыми при уровне значимости 0,05.
Так, например, переменная SPORT имеет P-значение 0,606, т.е. с вероят-
ностью 60,6% является статистически незначимой. Удалим ее из модели.
Параметры регрессии после исключения фактора SPORT представлены на
следующем рисунке:
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Рисунок показывает, что уравнение регрессии имеет вид:
YII = 75, 54+128, 53DIV+0, 01POPTEEN−14, 66UNEMP−13, 02STLIV
P-значение для свободного члена составил 0,54, что говорит о незна-
чимости данного фактора. Рассмотрим модель с константой-ноль:
После исключения свободного члена регрессионная модель приобрела
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вид:
YII = 141, 53DIV + 0, 01POPTEEN − 13, 55UNEMP − 12, 66STLIV
Исправленный коэффициент детерминации после удаления свободного чле-
на хоть и незначительно, но увеличился и составил 0,821.
Анализ качества параметров выявил еще один статистически незна-
чимый фактор - UNEMP. Исключим его из уравнения регрессии:
После исключения фактора UNEMP регрессионная модель приобре-
ла вид:
YII = 124, 87DIV + 0, 01POPTEEN − 12, 18STLIV
Коэффициент детерминации после удаления UNEMP члена хоть и незна-
чительно, но увеличился и составил 0,818.
Верификация модели:
1. Коэффициент множественной корреляции R = 0, 71 говорит о том,
что исследуюмый признак достаточно тесно связан с рассматривае-
мым набором факторов.
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2. Исправленный коэффициент детерминации R2 = 0, 82 говорят о том,
что построенное уравнение регрессии объясняет 82% общей вариа-
ции результативного признака, а другие 18% приходятся на другие
факторы или причины.
3. Оценка адекватности уравнения регрессии A = 12% говорит о том,
что в среднем расчетных значений отклоняются от фактических 12%.
Гистограмма остатков выглядит следующим образом:
Из рисунка видно, что в модели была проведена предварительная об-
работка данных (удалены выбросы). Так же видно ярковыраженное нор-
мальное распределение остатков. Верификая модели и гистограмма остат-
ком говорят о построении качественной модели.
4.4 Оценка параметров модели II. Построение модели
III
Проверим выполнимость предпосылком МНК для остатков модели:
1. Первая предпосылка - E(εi) = 0 Как было написано в главе 1: "Для
проверки предположения о равенстве нулю математического ожида-
ния случайной величины достаточно оценить величину среднего вы-








Среднее значение близко к нулю, но для убедительности проверим
гипотезу о равенстве нулю математического ожидания случайной ве-
личины ei с помощью t−статистики.
(a) Зададим нулевую H0 : E(ei) = 0 и альтернативную H1 : E(ei) 6=
0 гипотезы.








(ei − e)2 = 117, 04 , τ = e
√
n
s = 0, 03
(d) Найдем критическое значение статистики Стьюдента с числом
степеней свободы, равным n− 1 (Приложение 4):
tcr = 2, 001
(e) τ < tcr. Это значит, что нулевая гипотеза H0 : E(ei) = 0 прини-
мается.
2. Проверим вторую предпосылку -D(ei) = σ2 = const с помощью теста
Голдфелда-Квандта. Проведем тест для каждого фактора.
В процессе теста было выявлено, что в модели присутствует гетерос-
кедастичность, зависящая от переменной POPTEEN:
(a) Выборка, содержащая результирующую CRIME и фактор POPTEEN,
была упорядочена по возрастанию значений наблюдений факто-
ра POPTEEN.
(b) Затем разделена на три равные части (по 20 наблюдений в каж-
дой).
(c) Для первой и третьей частей были построены две независимые
модели регрессии.
(d) По каждой из построенных моделей были рассчитаны суммы
квадратов остатков S1 = 71921, 46 и S3 = 420668, 14.
(e) Высчитано наблюдаемое значение F -критерия: Fobs = 5, 85.
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(f) Найдено критическое значение Fcr = Fcr(α, k1 = 20− 3− 1, k2 =
20− 3− 1) = Fcr(0.05, 16, 16) = 2, 4 (Приложение 5).
(g) Так как Fobs > Fcr, то был слан вывод о том, что в модели
присутствует гетероскедастичность.
Для устранения гетероскедостичности был применен взвешенный ме-
тод наименьших квадратов. Все наблюдаемые значения были разде-
лены на корень из значения фактора POPTEEN. И построена новая
регрессионная модель с новыми переменными. В полученной модели
выполнены 1 (нулевое математическое ожидание случайной величи-
ны) и 2 (гомоскедастичность) условия. Сравнение модели II с исправ-
ленной моделью II (модель III):
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На первом графике явно выражена гетероскедастичность.
3. Проверим модель III на отсутствии автокорреляции двумя способами:
• Построение графика остатков в зависимости от их порядковых
номеров и визуальное определение наличия или отсутствия ав-
токорреляции.
Остатки расположены хаотично, без видимой закономерности,
из чего можно сделать вывод, что автокорреляции нет.
• Для статистического анализа автокорреляции восспользуемся кри-
терийем Дарбина-Уотсона.
– Рассчитаем величину DW = 1, 598.
– Определим пороговые значения (при уровне значимости α =
0, 05, количестве наблюдений n = 60 и числе объясняющих
переменных k = 3) d1 = 1, 48 и d2 = 1, 69 (Приложение 6).
– d2 < DW < 4− d2, значит автокорреляция отсутствует.
4. Определитель матрицы межфакторной корреляции ∆r = 0, 78, что
достаточно близко к 1, поэтому можно сделать вывод о ботсутствии
мультиколлинеарности в модели.
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В итоге, модель III имеет уравнение регрессии
YIII = 92, 71DIV + 0, 014POPTEEN − 9, 04STLIV,
коэффициенты которой являются несмещенными, эффективными и состо-
ятельными. Исправленный коэфициент детерминации R2 составил 0, 85,
средняя ошибка аппроксимации A = 12%.
Учитывая все вышесказанное, можно сделать вывод о том, что Мо-
дель III является классической нормальной линейной качественной моде-
лью, оценки параметров регрессии которой являются несмещенными, со-
стоятельными и эффективными.
Итог: Модели II и III также показывают, что уровень подростковой
преступности в России в большей степени зависит от числа разводов, чис-
ленности подростков и уровня жизни.
Другим методом избавления от гетероскедастичности является удаление
фактора, из-за которого гетероскедастичность присутствует. Поэтому да-
лее будет рассмотрена модель с факторами SCIENCE, SPORT, DIV, UNEMP,
STLIV (модель IV).
4.5 Модель IV
Рассмотрим модель, включающую следующие факторы: SCIENCE,
SPORT, DIV, UNEMP, STLIV. Построим множественную регрессию. Её
параметры представлены на следующем рисунке:
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Модель выявила 2 явно незначимых параметра - SPORT и свободный
член. Удалим их (поочереди) из модели и построим регрессию снова:
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Все факторы оказались значимыми. В итоге модель имеет вид:
YIV = 132, 54DIV − 24, 9UNEMP − 9, 92STLIV + 0, 99SCIENCE
Исправленный коэфициент детерминации R2 составил 0, 59, средняя
ошибка аппроксимации A = 49, 5% - эти значения говорят о построеннии
некачественной модели. Оценим параметры Модели IV.
4.6 Оценка параметров модели IV. Построение модели
V
1. Проверим гипотезу о равенстве нулю математического ожиданияE(ei)
с помощью t−статистики:
(a) Зададим нулевую H0 : E(ei) = 0 и альтернативную H1 : E(ei) 6=
0 гипотезы.








(ei − e)2 = 173, 82 , τ = e
√
n
s = −0, 1.
(d) Найдем критическое значение статистики Стьюдента с числом
степеней свободы, равным n− 1 (Приложение 4):
tcr = 2, 003.
(e) τ < tcr. Это значит, что нулевая гипотеза H0 : E(ei) = 0 прини-
мается.
2. Проверим вторую предпосылку: D(ei) = σ2 = const с помощью теста
Голдфелда-Квандта. Проведем тест для каждого фактора.
В процессе теста было выявлено, что в модели присутствует гетерос-
кедастичность, зависящая от переменной SCIENCE:
(a) Выборка, содержащая результирующую CRIME и фактор SCIENCE,
была упорядочена по возрастанию значений наблюдений факто-
ра SCIENCE.
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(b) Затем разделена на три равные части (по 20 наблюдений в каж-
дой).
(c) Для первой и третьей частей были построенны две независимые
модели регрессии.
(d) По каждой из построенных модели были расчитаны суммы квад-
ратов остатков S1 = 85328, 71 и S3 = 532451, 14.
(e) Высчитано наблюдаемое значение F -критерия: Fobs = 6, 24.
(f) Найдено критическое значение Fcr = Fcr(α, k1 = 20− 3− 1, k2 =
20− 3− 1) = Fcr(0.05, 16, 16) = 2, 4 (Приложение 5).
(g) Так как Fobs > Fcr, то был сделан вывод о том, что в модели
присутствует гетероскедастичность.
Для устранения гетероскедостичности был применен взвешенный ме-
тод наименьших квадратов. Все наблюдаемые значения были разде-
лены на корень из значения фактора SCIENCE (Приложение 7). В
полученной модели выполнены 1 (нулевое математическое ожидание
случайной величины) и 2 (гомоскедастичность) условия. Сравнение
модели IV с исправленной моделью IV (модель V):
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На первом графике явно выражена гетероскедастичность. На втором
заметно, что она отсутствует.
3. Далее модель V не проверяется, потому что исправленный коэффици-
ент детерминации R2 = 0, 28, оценки адекватности уравнения регрес-
сии A = 44, 6%, что говорит о построеннии некачественной модели.
Из полученных результатов Моделей IV и V можно сделать вывод
о том, что уровень подростковой преступности сильно зависит от числа
подростков.
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Глава 5. Верификация построенных моделей
Проверим качество построенных в главе 3 моделей на данных 2019
года. Для начала сделаем предварительную обработку данных 2019 года
(Приложение 7).
Далее, построим графики предсказанных и истинных значений для всех
четырех моделей:
1. Модель I имеет уравнение регрессии вида:
YI = 212, 5DIV + 0, 009POPTEEN − 16, 3STLIV
Видно, что модель не во всех местах повторяет динамику истинных
значений. В большинстве случаях предсказанные значения выше ис-
тинных (это особенно заметно в последних пяти наблюдениях).
2. Модель II имеет уравнение регрессии вида:
YII = 124, 87DIV + 0, 01POPTEEN − 12, 18STLIV
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Модель II точно повторяет динамику истиных значений, но в некото-
рых местах предсказанные значения выше истинных.
3. Модель III имеет уравнение регрессии вида:
YIII = 92, 71DIV + 0, 014POPTEEN − 9, 04STLIV
По графику видно, что это самая качественная модель. Она наиболее
точно прогнозирует уровень подростковой преступности за 2019 год.
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Глава 6. Заключение
Для статистического анализа уровня подростковой преступности в
регионах России были собраны необходимые данные и собрана выборка.
Проведена визуализация данных по числу подростковой преступности в ре-
гионах России за 2018 год. Для построения множественной регрессионной
модели был изучен и представлен необходимый теоретический материал и
собрана выборка из следующих факторы:
1. Число разводов в регионе.
2. Уровень занятости населения в возрасте от 14 до 18 лет.
3. Уровень жизни в регионе.
4. Число организаций начального и среднего образования.
5. Число молодежных и спортивных центров.
6. Уровень безработицы в регионе.
7. Численность населения в регионе.
8. Численность подростков в регионе.
По результатам анализа было выявлено, что наиболее значимыми факто-
рами, влияющими на уровень подростковой преступности, являются: число
разводов, уровень безработицы, уровень жизни в регионе.
Построены 5 моделей множественной регрессии. Первая модель была по-
строена на основе необработанных данных, что сказалось на её качестве.
Модель II была построена уже после отчистки данных от "выбросов". При
верификации в Модели II была выявлена гетероскедастичность, что по-
влекло за собой замену переменных и построение Модели III, которая удо-
влетворяла всем условиям качественной модели. Далее были рассмотрены
другие факторы (была исключена численность подростков и добавлены
число организаций начального и среднего образования и число спортив-
ных центров) и на основе них построена Модель IV, в которой также была
43
выявлена гетероскедастичность, что стало причиной построения Модели
V. Последние две модели оказались некачественными, что доказало, что
уровень подростковой преступности сильно зависит от числа подростков в
регионе. В итоге Модель I, Модель II и Модель III верифицировались на
новых данных (за 2019 год) и были представлены графически для визу-
ального анализа и сравнения.
Самой качественной моделью оказалась Модель III:
YIII = 92, 71DIV + 0, 014POPTEEN − 9, 04STLIV,
которая показала, что уровень подростковой преступности в регионах Рос-
сии в большей степени зависит от количества разводов, численности под-
ростков и уровня жизни в регионе.
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