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Abstract
An infinite-dimensional Evans function E(λ) and a stability index theorem are developed for the elliptic
eigenvalue problem in a bounded domain Ω ⊂ Rm. The number of zero points of the Evans function in a
bounded, simply connected complex domain D is shown to be equal to the number of eigenvalues of the
corresponding elliptic operator in D. When the domain Ω is star-shaped, an associated unstable bundle
E(D) based on D is constructed, and the first Chern number of E(D) also gives the number of eigenvalues
of the elliptic operator inside D.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this paper is to show the same technique as in [3] for defining Evans func-
tion and constructing a topological framework also works for the elliptic eigenvalue problem
in a bounded domain Ω ⊂ Rm instead of a channel. Here we consider an elliptic eigenvalue
problem
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m∑
i,j=1
∂
∂xi
(
aij (x)
∂u
∂xj
)
+ (ϕ(x),∇u)+ f (x)u− λu= 0, x ∈Ω, (1)
P
(
u|∂Ω, ∂u
∂n
∣∣∣∣
∂Ω
)
= 0, x ∈ ∂Ω, (2)
where Ω ⊂ Rm (m  2) is a bounded domain with smooth boundary and n is the outer
unit normal vector. We assume that aij , ϕ, f are real-valued functions, aij = aji ∈ C2(Ω¯),
i, j = 1,2, . . . ,m, and ϕ,f ∈ C1(Ω¯). Also we make the uniform ellipticity assumption, i.e.,∑m
i,j=1 aij (x)ξiξj  θ |ξ |2 for all x ∈ Ω¯ , ξ ∈ Rm, some θ > 0.
Description of P requires a little preparation. We choose the phase space H def= H 12 (∂Ω) ×
H− 12 (∂Ω), and to get a polarization of H , let
LH =
{(
u|∂Ω, ∂u
∂n
∣∣∣∣
∂Ω
) ∣∣∣− m∑
i,j=1
∂
∂xi
(
aij (x)
∂u
∂xj
)
= 0, u ∈H 1(Ω)
}
.
Fix LP ⊂ H so that LP ⊕LH = H . While LH is defined uniquely by A, one can have different
choices of LP , one such example is LDir
def= 0 × H− 12 (∂Ω). Let P be the projection so that the
range of P is R(P ) = LH , and its kernel N(P ) = LP . Thus the boundary condition (2) will be
satisfied if for a H 1 weak solution u of (1), (u|∂Ω, ∂u∂n |∂Ω) ∈H is in LP . The elliptic operator A
in (1) together with the boundary condition (2) will be denoted as AP . We also denote the main
part −∑mi,j=1 ∂∂xi (aij (x) ∂∂xj ) of the elliptic operator A as AM .
The study of this type of problems originated from the effort of understanding point spectrum
of general second order elliptic operators, see for example [6,10]. Recently it has been also
treated in the context of stability analysis of patterns (steady state solutions) or waves in reaction–
diffusion equations with convection terms in bounded domains [1,7]. Here we would like to take
an analytic-geometrical approach. For one spatial dimension (m = 1) without convection term,
this is just an object of standard Sturm–Liouville theory. If, however, a problem with a convection
term is considered, then gadgets from algebraic topology come into play. Since the problem with
a convection term is not self-adjoint, the eigenvalues are not necessarily real. Especially, ordering
of the eigenfunctions by the number of zero points—this essentially depends on the fact that the
first homology group of one-dimensional real projective space is isomorphic to Z—no more
holds.
To treat the non-self-adjoint case for the elliptic eigenvalue problems in one space dimension,
an analytic function is defined on a domain in complex plane which vanishes at the eigenvalues,
called Evans function, and through which the Chern number of a certain vector bundle over S2 is
shown in [8] to coincide with the number of eigenvalues in the domain. This theory depends on
the fact that the second homology group of the complex Graßmannian manifold is isomorphic
to Z.
On the other hand, the problem in higher space dimension has infinite-dimensional phase
space in contrast to two-dimensional phase space for the problem in one dimension, although it
retains self-adjointness if convection term is absent. In the case of the elliptic eigenvalue problem
in higher space dimension without convection terms posed on a bounded and star-shaped domain,
one of the authors [4] has utilized infinite-dimensional Fredholm–Lagrangian–Graßmannian the-
ory [13] to study the equivalence of Morse index of the self-adjoint elliptic operator to the Maslov
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version of Fredholm Lagrangian Grassmannian, developed in [9], has been utilized by Deng
and Jones [5] to further exploit the relation between the Morse index and the Maslov index.
The construction depends on the fact that the first homology group of the Fredholm Lagrangian
Graßmannian manifold is isomorphic to Z.
This paper unifies two viewpoints above by utilizing the same technique as in [3], i.e., we
define an Evans function E(λ) on a bounded, simply connected domain D ⊂ C with certain
property. Furthermore, in the case of the bounded domain Ω being star-shaped, we construct
an associated unstable line bundle E(D) over S2 for (1) with (2). Thus we have the following
theorems:
Theorem 1. Let λ0 be an eigenvalue of AP , then there exists a bounded, simply connected com-
plex domain D ⊂ C around λ0 such that an Evans function E(λ) is defined on D, and the
algebraic multiplicity of λ0 as an eigenvalue of AP coincides with the order of zero of E(λ)
at λ0.
Theorem 2. Let Ω be star-shaped, and D is an open disc in the complex domain with an Evans
function being defined on some neighbourhood of D¯ and with no eigenvalue on ∂D. Then the
first Chern number c1(E(D)) of the associated line bundle E(D) coincides with the number of
eigenvalues of AP in D.
Remark 1. The authors believe that Theorem 2 is generalized if more general Fredholm Graß-
mannian than in this paper is considered. However, they do not know any appropriate category
of Ω suitable for this generalization. Therefore only a star-shaped domain is treated.
Finally a few words about the notations. In this paper we adopt the notations as used in [3],
for example, for two Banach spaces X, Y , L(X,Y ) and C(X,Y ) will denote the set of linear
bounded transformations and linear compact transformations between X and Y , respectively.
For L ∈ L(X) := L(X,X), R(L) and N(L) will denote the range and kernel of L, respectively.
For a closed subspace H+ of a separable Hilbert space H , F(H+) will denote the Fredholm
Graßmannian based on H+.
2. Analyticity lemma
The approach we take is to regard (1) and (2) as an intersection problem of two subspaces
in H . One subspace corresponds to the solution set of (1), which depends on λ analytically,
and lies in the same Fredholm Graßmannian as λ varies. The other subspace is fixed as LP . To
achieve this we first fix some notations. Let H˜ def= H 1(Ω), and the polarization of H˜ is given by
H 10 (Ω)⊕ L˜H , where H 10 (Ω) consists of functions in H 1(Ω) with zero trace on ∂Ω , and
L˜H
def=
{
u ∈H 1(Ω)
∣∣∣− m∑
i,j=1
∂
∂xi
(
aij
∂u
∂xj
)
= 0
}
,
i.e., the set of generalized harmonic functions in Ω . For each z ∈ H 1(Ω), we have a unique
decomposition z = z1 + z2, where z1 ∈H 10 , z2 ∈ L˜H . This induces two projections
π1,π2 : H˜ → H˜ , π1(z) = z1, π2(z) = z2.
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unbounded closed map. Notice that LH is the image of L˜H under the trace map π0, but LP is
not necessarily the image of H 10 (Ω) under π0.
For u ∈ H˜ , let u= (u1, u2) where u1 = π1(u), u2 = π2(u). Also AM :H 10 (Ω) → (H 10 (Ω))∗ is
a positive elliptic operator, where (H 10 (Ω))
∗ is the dual space of H 10 (Ω), thus A
−1
M : (H
1
0 (Ω))
∗ →
H 10 (Ω) is well defined. Equation (1) can now be written as
u1 = F(λ)u, (3)
where F(λ) :H 1(Ω)→H 10 (Ω),
F(λ)u
def= (−AM)−1
[(
ϕ(x),∇u)+ f (x)u− λu]
belongs to C(H 1(Ω),H 10 (Ω)) and depends on λ analytically. Define
T :λ ∈ C → L(H˜ ), T (λ)u def= u− F(λ)u,
then we have
Lemma 1. u ∈ H˜ is a weak solution of (1) if and only if u ∈ T (λ)−1(R(π2)).
Proof. This follows from the equivalences below:
u ∈ H˜ is a weak solution of (1)
⇐⇒ u1 = F(λ)u
⇐⇒ u− F(λ)u = u2 = π2u
⇐⇒ u ∈ T (λ)−1(R(π2)). 
Also we have that
Lemma 2. A− λ : H˜ → (H 10 (Ω))∗ is onto for all λ ∈ C.
Proof. Suppose the contrary, then there exists v ∈ H 10 (Ω), v 
= 0, so that ((A − λ)u, v) =
(AMu,v)+ (Kλu, v)= 0 for all u ∈ H˜ , where
Kλu
def= (ϕ(x),∇u)+ f (x)u− λu.
Especially the equation above is true for all u ∈ H 10 (Ω). By Fredholm alternative, this means
that (AM +K∗λ)v = 0, where
K∗λu
def= −(ϕ(x),∇u)+ f (x)u− λ¯u− (∇ · ϕ)u, u ∈ H˜ .
Now for all u ∈ L˜H , we have
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= (u,K∗λv)
= (Kλu, v)
= ((AM +Kλ)u, v)
= 0,
which by Green’s formula gives
∫
∂Ω
u(y) ·
m∑
i,j=1
njaij
∂v
∂xi
(y) dy = 0,
for all u ∈ L˜H . Therefore ∑mi,j=1 aij (y)nj (y) ∂v∂xi (y) ∈ H− 12 (∂Ω) is zero, which implies that
∂v
∂n
(y) ∈H− 12 (∂Ω) is zero. But since v ∈H 10 (Ω), and also v satisfies (AM +K∗λ)v = 0, so by the
unique continuation property of elliptic operators (UCP) we have that v ≡ 0, which contradicts
v 
= 0. Thus we finish the proof. 
Under these, the following holds:
Lemma 3 (Transversality). T (λ)(H˜ )+ π2(H˜ )= H˜ for all λ ∈ C.
Proof. Fix λ ∈ C. From Lemma 2, for any z = (z1, z2) ∈ H˜ , there exists u ∈ H˜ so that
(A− λ)u=AMz1. (4)
Since we have π1 ◦T (λ)= (AM)−1 ◦ (A−λ), therefore applying (AM)−1 to both sides of (4) we
get u1 − Fu= z1. This is equivalent to T (λ)(H˜ )+ π2(H˜ )= H˜ . Thus we finish the proof. 
Letting
Wu(λ)
def= π0
(
T (λ)−1
(
R(π2)
))
,
for λ ∈ C, which is the set of boundary values and outer normal derivatives of weak solutions
for (1), we have that
Lemma 4. For each λ ∈ C, π0 :T (λ)−1(R(π2))→Wu is an isomorphism.
Proof. First due to standard estimate we have
‖u‖
H˜
C · ∥∥π0(u)∥∥H , (5)
for u ∈ T (λ)−1(R(π2)), some C > 0. Therefore π0 :T (λ)−1(R(π2)) → Wu is one-to-one, i.e.,
there exists no nontrivial solution u ∈H 1(Ω) for (1), so that (u|∂Ω, ∂u∂n |∂Ω)= 0. T (λ)−1(R(π2))
is a closed subspace of H˜ , due to Lemma 3, and since π0 : H˜ → H is closed operator, we
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of π−10 :Wu → T (λ)−1(R(π2)) and closedness of Wu then follows from estimate (5). Thus the
proof is complete. 
Due to the transversality Lemma 3, for each λ ∈ C
T (λ)−1
(
R(π2)
) ∈ F(L˜H ),
where F(L˜H ) is the Fredholm Graßmannian of L˜H . Then Lemma 4 implies that for each λ ∈ C,
Wu(λ) ∈ F(LH ), which can be geometrically interpreted as that the trace map of the kernel of
A − λ is a compact perturbation of the graph of the generalized Dirichlet–Neumann operator
induced by AM .
Collecting the results above, we have reduced the eigenvalue problem (1), (2) to the intersec-
tion problem of two subspaces Wu and N(P ), i.e., we have that
Lemma 5. λ ∈ C is an eigenvalue for (1), (2) if and only if
Wu(λ)∩N(P ) 
= {0}.
The following procedure is exactly like that in [3], thus we only sketch the construction.
Constructing the analytical maps Gu :λ ∈ C → L(LH ,H) so that Gu(LH ) = Wu(λ) by us-
ing Lemmas 8–10 and Corollary 2 in [3] and letting Gb :LP ↪→ H be the inclusion, we define
G: λ ∈ C → L(H) by G(λ)=Gu ◦ P +Gb ◦ (Id − P). Then we get the following:
Lemma 6 (Analyticity Lemma). For a small open, bounded domain D ⊂ C, there exists
G :λ ∈D → L(H,H) so that
• G(λ)= Id +K(λ), where K :λ ∈ C → C(H,H) depends on λ analytically.
• G(λ)(LH )=Wu(λ), G(λ)(LP )=N(P ) for each λ ∈D.
As a corollary we have
Corollary 1. λ ∈ C is an eigenvalue for (1), (2) if and only if the kernel of G(λ) is nontrivial.
Remark 2. “Only if” part of Lemma 8 in [3] is currently only proven for small D, thus the same
restriction is stated in the lemma. However, the following argument still applies for any D for
which Lemma 8 in [3] holds.
3. The Evans function
Let D ⊂ C be a bounded simply connected domain on which Lemma 6 holds, and assume that
the boundary ∂D does not contain eigenvalue. Then the number of eigenvalues inside D is finite
and therefore there is a finite-dimensional subspace V of H which is transversal to ImG(λ), i.e.,
V + ImG(λ) =H , for all λ ∈D.
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above. Let D be a line bundle over D whose fiber at λ ∈D is given by
(∧dimV
G(λ)−1V
)∗ ⊗∧dimV V .
This bundle is the pull back of what is called the determinant bundle over the space of Fred-
holm operators. (See [2,12].)
Take any section s ∈∧dimV G(λ)−1V , then the Evans function is a section of D defined by
E(λ)
def= s∗ ⊗G(λ)s ∈ (∧dimV G(λ)−1V )∗ ⊗∧dimV V,
where G(λ)s =G(λ)s1 ∧· · ·∧G(λ)sdimV for s = s1 ∧· · ·∧ sdimV and s∗ ∈ (∧dimV G(λ)−1V )∗
is such that s∗(s)= 1.
We comment about some properties of E(λ) defined as above. First, E(λ) does not depend on
the choice of s, and therefore can be defined globally in λ ∈ D. Moreover, it is analytic as G(λ)
is. Also it is easy to see that E(λ) vanishes if and only if the kernel of G(λ) is nontrivial.
Second, for two different bounded domains D1 ⊂ D2 in C, we might need to take different
choices of finite-dimensional space V1 ⊂ V2, respectively. But it turns out that the bundle D1
over D1 is a subbundle of D2 restricted to D1, and E(λ;V2)|D1 vanishes if and only if E(λ;V1)
vanishes.
For each λ and each s ∈∧dimV G(λ)−1V , a map
i(s) :
(∧dimV
G(λ)−1V
)∗ ⊗∧dimV V →∧dimV V
is defined by
i(s)(σ ⊗ω)= σ(s)ω, for σ ⊗ω ∈ (∧dimV G(λ)−1V )∗ ⊗∧dimV V .
Therefore, for a local analytic section s(λ) ∈∧dimV G(λ)−1V , i(s(λ))E(λ) becomes an analytic
section to the trivial bundle
∧dimV
V and thus can be identified with an analytic function.
Theorem 1 (Multiplicity lemma). Let λ0 be an eigenvalue of AP . Then, the algebraic multiplicity
of λ0 as an eigenvalue of AP coincides with the order of zero of E(λ) at λ0.
This theorem is proven in the same way as in [8]. Before proving this theorem, several nota-
tions need to be prepared. Let λ0 be an eigenvalue of AP , then α
def= min{a | Ker(AP − λ0)a =
Ker(AP − λ0)a+1} is called ascent of AP at λ= λ0, m def= dim Ker(AP − λ0) is called geometric
multiplicity of λ0, and p
def= dim Ker(AP − λ0)α is called algebraic multiplicity of λ0.
Next, a Jordan chain of generalized eigenvectors is defined. Let uα,1, . . . , uα,m(α) be functions
in Ker(AP − λ0)α which form a set of basis of a complementary subspace of Ker(AP − λ0)α−1
in Ker(AP − λ0)α , where m(a) denotes dim{Ker(AP − λ0)a/Ker(AP − λ0)a−1} for 1 a  α.
Then, let uα−1,i
def= (AP − λ0)uα,i for 1 i m(α) and uα−1,m(α)+1, . . . , uα−1,m(α−1) is chosen
so that uα−1,1, . . . , uα−1,m(α), uα−1,m(α)+1, . . . , uα−1,m(α−1) form a basis of a complementary
subspace of Ker(AP − λ0)α−2 in Ker(AP − λ0)α−1. In the same manner, ua,i for 1  i  m,
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(ua,i |∂Ω, ∂ua,i∂n |∂Ω).
Lemma 7. The vanishing order of E(λ) at λ= λ0 is not smaller than p.
Proof. Let {vi(λ),wj (λ)} (1  i  m, 1  j  dimV − m) be analytic families of vectors in
G(λ)−1V defined for λ near λ0 such that vi(λ0) ∈ KerG(λ0) holds and they form a basis of
G(λ)−1V . (See Lemma 16 of [3].) By replacing each vi(λ) with linear combinations of them, it is
assumed that Gu(λ0)PHvi(λ0)= h1,i and GbPP vi(λ0)= −h1,i hold, where PH = P :H → LH
and PP = Id − P :H → LP are projections.
If there is u2,i with u1,i = (A − λ0)u2,i , then let zi(λ) be a solution of (1) satisfying
(zi |∂Ω, ∂zi∂n |∂Ω)=G(λ)PHvi(λ).
By differentiating (1) by λ, it is seen that ∂zi
∂λ
(λ0) satisfies the following equation in Ω :
AMu+
(
ϕ(x),∇u)+ f (x)u= λ0u+ u1,i . (6)
By definition, u2,i satisfies the same equation. Therefore ∂zi∂λ (λ0) − u2,i satisfies (1) and thus
((
∂zi
∂λ
(λ0))|∂Ω, ∂∂n ( ∂zi∂λ (λ0))|∂Ω) − h2,i belongs to Wu(λ0). This means ∂∂λ |λ=λ0G(λ)vi(λ) be-
longs to ImG(λ0) as
∂
∂λ
∣∣∣∣
λ=λ0
G(λ)vi(λ)= ∂
∂λ
∣∣∣∣
λ=λ0
{
Gu(λ)PHvi(λ)+GbPP vi(λ)
}
=
(
∂zi
∂λ
(λ0)
∣∣∣∣
∂Ω
,
∂2zi
∂n∂λ
(λ0)
∣∣∣∣
∂Ω
)
− h2,i + h2,i +GbPP ∂vi
∂λ
(λ0)
and h2,i and GbPP ∂vi∂λ (λ0) belong to LP .
Therefore there are coefficients γi,j such that
∂
∂λ
∣∣∣∣
λ=λ0
G(λ)vi(λ)=
dimV−m∑
j=1
γi,jG(λ0)wj (λ0)
holds.
Let vˆi (λ) (1 i m) be defined by
vˆi (λ)
def= vi(λ)−
dimV−m∑
j=1
(λ− λ0)γi,jwj (λ),
then
vˆi (λ0)= vi(λ0)
and
∂
∂λ
∣∣∣∣
λ=λ0
G(λ)vˆi(λ)= 0 (7)
holds.
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∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)PH vˆi(λ)− h2,i ∈Wu(λ0).
This and (7) imply that there are coefficients δi,k such that
∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)PH vˆi(λ)− h2,i =
m∑
k=1
δi,kG
u(λ0)PHvk(λ0)
and
GbPP
∂vˆi
∂λ
(λ0)+ h2,i = −
m∑
k=1
δi,kG
bPP vk(λ0)
holds.
Let vˇi (λ) (1 i m) be defined by
vˇi (λ)
def= vˆi (λ)−
m∑
k=1
(λ− λ0)δi,kvk(λ),
then
vˇi (λ0)= vi(λ0)
and
∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)PH vˇi(λ)= h2,i , GbPP ∂vˆi
∂λ
(λ0)= −h2,i
hold.
Thus replace vi(λ) by vˇi (λ) and drop ˇ, and consider {vi(λ),wj (λ)} with new vi(λ).
If there is u3,i with u2,i = (L − λ0)u3,i , then by differentiating (1) two times it is seen that
1
2
∂2zi
∂λ2
(x;λ0) satisfies the following equation:
AMu+
(
ϕ(x),∇u)+ f (x)u= λ0u+ u2,i . (8)
By a similar argument, vˇi (λ) with
vˇi (λ0)= vi(λ0),
∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)PH vˇi(λ)= ∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)PHvi(λ)
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2
∂2
∂λ2
∣∣∣∣
λ=λ0
G(λ)PH vˇi(λ)= h3,i , GbPP 12
∂2vˇi
∂λ2
(λ0)= −h3,i
is obtained.
Inductively, vi(λ) is modified so that
1
k
∂k
∂λk
∣∣∣∣
λ=λ0
Gu(λ)PHvi(λ)= hk+1,i , GbPP 1
k
∂kvi
∂λk
(λ0)= −hk+1,i
for 0 k  ai − 1, and thus
∂k
∂λk
∣∣∣∣
λ=λ0
G(λ)vi(λ)= 0
holds for 0 k  ai − 1.
Here, the Evans function is reduced to the determinant taken in a finite-dimensional space
when evaluated by s(λ) def= (∧mi=1 vi(λ))∧ (∧dimV−mj=1 wj(λ)) ∈∧dimV G(λ)−1V :
i
(
s(λ)
)
E(λ)= det(G(λ)v1(λ) · · ·G(λ)vm(λ) G(λ)w1(λ) · · ·G(λ)wm′(λ)),
where m′ = dimV −m. Therefore, the argument above implies that
∂k
∂λk
∣∣∣∣
λ=λ0
i
(
s(λ)
)
E(λ)= 0
for 0 k  p − 1. This shows the lemma. 
Lemma 8. The vanishing order of E(λ) at λ= λ0 does not exceed p.
Proof. The proof of the previous proposition shows that
∂p
∂λp
∣∣∣∣
λ=λ0
i
(
s(λ)
)
E(λ)
= det
(
∂a1
∂λa1
∣∣∣∣
λ=λ0
G(λ)v1(λ) · · · ∂
am
∂λam
∣∣∣∣
λ=λ0
G(λ)vm(λ)G(λ0)w1(λ0) · · ·G(λ0)wm′(λ0)
)
,
as other terms vanish at λ = λ0.
Suppose that
∂p
∂λp
∣∣∣∣
λ=λ0
i
(
s(λ)
)
E(λ)= 0.
Then, similar argument as in the proof of Lemma 7 leads to a contradiction. (See [8].) Thus
the lemma holds. 
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In what follows, the domain Ω is assumed to be star-shaped. That is, there is a fixed point
x0 ∈ Ω such that for each x ∈ Ω different from x0 there are a unique y ∈ ∂Ω and 0 < ρ < 1
satisfying x = ρ(y − x0)+ x0. Without loss of generality, let x0 = 0.
Devise an inner product on H =H 12 (∂Ω)×H− 12 (∂Ω) which defines an equivalent norm but
makes LH and LP orthogonal.
For each ρ ∈ (0,1], let Ωρ def= {x ∈ Ω | x = ry, y ∈ ∂Ω, 0 r < ρ} and Hρ = H 12 (∂Ωρ)×
H− 12 (∂Ωρ). Then identify Hρ with H by the map
Φ˜ρ :Hρ →H, Φ˜ρ(v, v′)(y)=
(
v(ρy),ρ · v′(ρy)) for (v, v′) ∈Hρ and y ∈ ∂Ω.
In what follows, let D is an open disc in the complex domain with Evans function being
defined in some neighborhood of D¯ and there is no eigenvalue on ∂D.
Define the boundary value space for (1) for each ρ ∈ (0,1] and λ ∈ D¯:
Wuρ (λ)
def=
{
Φ˜ρ
(
uρ
∣∣
∂Ωρ
,
∂uρ
∂n
∣∣∣∣
∂Ωρ
) ∣∣∣ (A− λ)uρ = 0 in Ωρ
}
⊂H.
Note that Wu1 (λ) = Wu(λ). Moreover, Guρ :λ ∈ C → L(LH ,H) :Guρ(LH ) = Wuρ (λ) is con-
tinuous in 0 < ρ  1 and satisfies limρ↓0 Guρ(LH )= LH .
Let φ :D → D × C be a trivialization and π :D × C → C be the projection to the second
component.
In what follows, it is assumed that there is no eigenvalue on ∂D. Then π ◦ φ ◦E(∂D) defines
a cycle in H1(C \ {0})∼= Z.
Lemma 9. [π ◦ φ ◦E(∂D)] ∈ H1(C \ {0}) coincides with the number of eigenvalues in D when
it is regarded as an element of Z.
The proof is the same as that of Lemma 18 in [3].
The unstable bundle is now ready to be constructed. Let S2 = S0 ∪ S ∪ S1 where
S0
def= {0} × D¯,
S
def= (0,1)× ∂D,
S1
def= {1} × D¯.
Then the following map is continuous, as Wu1 (λ)=Wu(λ) and limρ↓0 Wuρ = LH :
G : S2 → F(LH ) : (ρ,λ) →
{
LH if (ρ,λ) ∈ S0 ∪ S1,
((1 − ρ)Id + ρP )Wuρ (λ) if (ρ,λ) ∈ S.
Definition 4. The unstable bundle E(D) over S2 is the line bundle obtained as the pull back of
Det by G:
E(D) def= G∗ Det,
where Det is the determinant bundle over F(LH ). (See [11].)
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Proof. If there is no eigenvalue in D, then E(D) can be extended to a bundle over a contractible
space [0,1] ×D in the obvious manner. Thus E(D) is trivial and c1(E(D)) = 0.
Suppose that λ0 is an eigenvalue and there is no other eigenvalue in D.
As Wu(λ0) ∈ F(LH ), LP ∩Wu(λ0) is finite-dimensional and PWu(λ0) is finite-codimensio-
nal in LH with dim(LP ∩ Wu(λ0)) = codimLH (PWu(λ0)). Take an orthonormal basis {ui}∞i=1
for PWu(λ0) and choose {vj }nj=1 so that {ui} ∪ {vj } is an orthonormal basis of LH . Also take
an orthonormal basis {wk}nk=1 for LP ∩Wu(λ0).
Let L′H
def= span〈ui,wk〉, and L′P def= L′⊥H . Then Wu(λ0) is expressed as the graph of a map
TL′H :L
′
H → L′P and the same holds true for λ sufficiently near λ0. If λ 
= λ0, on the other hand,
Wu(λ) is expressed as the graph of a map TLH :LH → LP because Wu(λ)∩LP = {0}.
Choose a smaller domain D′ ⊂ D such that Wu(λ) is expressed by the graphs both for TL′H
and TLH if λ ∈D′ \ {λ0}.
Let V def= span〈vj 〉, and let PL′H :H → L′H be the projection along L′P , then PL′HGu(λ) :
LH → L′H is isomorphic for λ ∈D′ \ {λ0}, and thus there is a linear transformation C(λ) on LH
such that
PL′HG
u(λ)C(λ)vj =wj and PL′HGu(λ)C(λ)ui = ui
for λ ∈D′ \ {λ0}. Then
PGu(λ)C(λ)vj ∈ V and PGu(λ)C(λ)ui − ui ∈ V,
and thus {PGu(λ)C(λ)ui,PGu(λ)C(λ)vj } form an admissible basis of LH . (See [11].)
Therefore, the identification map of the fiber of E(D′) over LH from the local trivialization
over S0 ∪ S ∪ {S1 \ (1, λ0)} to the one over S1 is given by
det
(
PVG
u(λ)C(λ)v1, . . . ,PVG
u(λ)C(λ)vn
)
,
where PV :H → V is the projection along (PWu(λ0))⊕LP and n= dimV . This is exactly the
Evans function expressed in terms of the section
s =
(
C(λ)v1
−w1
)
∧ · · · ∧
(
C(λ)vn
−wn
)
and ω = v1 ∧ · · · ∧ vn. Therefore the theorem holds by Lemma 9. 
The theorem for general D is obtained by dividing D into pieces on which the condition above
holds.
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