Artificial neural networks (ANNs) are applied to correlate and predict physico-chemical, transport and thermodynamic properties of seawater. Values of these properties are needed in the design, simulation and optimization of processes in which seawater is used, mainly in the mining industry.
INTRODUCTION
Water scarcity is nowadays one of the main challenging problems in industry in general, and is of especial relevance in water-consuming processes in the mining industry (mineral concentration, hydrometallurgy, refining processes). Also, mining operations are usually located where water is extremely scarce. In most mining processes part of the water used is treated, purified and recirculated, but fresh water, which is rarely available, is needed in high amounts. Considering this adverse situation, most new mining projects include the use of seawater or partially desalinated water to supply part of their operations (Singh ) .
Different types of salts present in seawater may affect processes in different forms, so in some cases one type of salt or another will have different effects on a given process. The overall concentration of salts in seawater varies between narrow ranges (34-37 g of salts per kilogram of solution), and partial or total desalination may be needed. During these desalination processes, temperature and salt concentration vary in a much larger range and properties also change. Therefore, it seems of especial importance to evaluate the properties of saline waters at different salt concentrations and temperatures (Valderrama et al. a) .
Highly accurate values of properties of seawater are needed in oceanographic studies, in which small differences in a property could lead to erroneous results and conclusions about certain phenomena occurring in the sea. properties of seawater and saline solutions. The hypothesis behind this work is that if accurate data is used to train an ANN, the network will be capable of predicting a property at any value of salinity and temperature normally used in processes that use seawater and saline solutions derived from it.
MODELS AND DATA FOR SEAWATER PROPERTIES
As described above, there are several models proposed in the literature for different properties at different ranges of temperature and salinity. Although properties vary in a regular, smooth form with these variables, the combined effect (of T and S) is different for different properties. This has given origin to the proposal of sophisticated algebraic expressions with high numbers of adjustable parameters, including high degree polynomials, potential functions, and logarithmic functions, among others. Table 1 presents selected models for several properties of seawater, as presented by Sharqawy et al. () . The best correlations recommended by these authors were used to generate data for saline solution properties in the ranges given by the authors for each property. These values are considered as pseudo-experimental data and are used to train the ANN. Table 1 summarizes the correlations used for each property expressing the temperature T in Kelvin and the salinity S in grams of salt per gram of solution. The conversions between these units and those used by Sharqawy et al. () are provided in Table 2. Table 3 gives the ranges of temperature and salinity for each property considered in the present study.
ANNs
An ANN is a computational tool that relates the values of a certain dependent function f(x 1 , x 2 , x 3 … x n ) with the values of the independent variables x 1 , x 2 , x 3 … x n . To find the relationship, the network is given a set of data F vs. x 1 , x 2 , x 3 … x n so that finding the relationship between the function and the variables is carried out by training. The form in which the network relates these functions and variables is inspired by the behavior of natural neurons (Bose & Liang ) . Imaginary units resembling neurons are organized in a certain manner, known as network architecture, formed by several layers, each including a certain number 
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of neurons. There is an input layer that receives the data F vs. x 1 , x 2 , x 3 … x n and makes a pre-processing of the data.
The effect of each variable on the property of interest is considered by giving the data of that variable a certain weight A series of requirements must be fulfilled for an ANN model to be capable of correlating data: the number of data, the type and number of independent variables associated with the dependent variable (the property of interest), and the network architecture. In this work, the properties of saline solutions depend on the temperature of the solution and on the salt content, expressed as salinity. The properties considered in this study are listed in Table 1 .
It has been demonstrated in several applications that ΔT ( accurate data, depending on the complexity of the relationship between the variables; (ii) it needs to know the variables x 1 , x 2 , x 3 … x n that most affect the value of the function f(x 1 , x 2 , x 3 … x n ); and (iii) the network can suffer from over fitting and overtraining (the network memorizes and does not learn). When the program is run, the first action taken is reading the values of the independent variables, T and S (line 9 in Table 4 ) and the dependent variable, the property being studied (line 11 in Table 4 ). Also, the network architecture of the ANN is defined (line 15 in Table 4) Table 4 ). The ANN model is stored in a file named density.m (line 35 in Table 4 ). This file is read in the testing section (line 42 in Table 4) Table 4 ). Table 5 shows the code for the predicting ANN model that uses the ANN model stored in the file density.m. In fact the code for predicting the property is very similar to the testing section of the main Matlab code presented in Table 4 ; however, for clarity and simplicity, this is presented in a separate file in this work. With this code the user can determine a value or several values of the property for temperatures and salinities listed in an Excel file named variables_density_for_prediction.xls (line 8 in Table 5 ).
These are new values of T and S not used during training or during testing. The results of these predictions are stored in a file named density_predicted.xls (line 16 in Table 5 ).
Our group has been working for several years on applications of ANN to property estimation and it seems that good data selection, good classification of data, a reasonable amount of data and the appropriate selection of the independent variables are the key factors for obtaining good correlating and predicting models. That is the reason why when modeling Table 4 | continued using ANN, a set of data must always be kept away for testing (and not used in training) . In this way the interpolating and predicting capabilities of the model can be evaluated.
RESULTS AND DISCUSSION
The 
The relative average deviation (%Δy) indicates how the data are dispersed around the experimental data. If deviations are well dispersed and distributed, the average deviation will be close to zero, independent of the magnitude of the deviations, because negative and positive deviations cancel each other. The average absolute deviation (|%Δy|) gives an indication of the magnitude of the deviations. If these are low, the average would be low, and most probably we have an acceptable model. However, the maximum absolute deviation (max|%Δy|) is important because it gives the maximum deviation to be expected when the model is used for predicting a value of a given property. The property 'y' is any of the properties of the saline solution of interest in this work, listed in Table 1 : density, specific heat, osmotic coefficient, surface tension, viscosity, thermal conductivity, enthalpy, entropy, vapor pressure, latent heat of vaporization, and boiling temperature elevation.
To define the structure of the network, information from the literature was considered and a four layer architecture with five neurons in the inner layer, 10 in each of the two hidden layers and one in the output layer was considered.
The accuracy of the chosen final network was checked by determining the relative and absolute deviations between the calculated values of the properties after training and data from the literature.
During training and testing, the absolute maximum deviations between correlated and literature values were below 3.1% for all properties. These maximum deviations are values considered to be acceptable for engineering calculations (Harg ) and indicate that the ANN learned in an appropriate way. This is expected, because the relationship between the properties and the independent variables, temperature and salinity, although it may be physically and chemically complex, is not from the mathematical point of view. In fact, the properties have all the characteristics of 'mathematically favorable' functions. Also, in all Table 6 . Also, Figures 2-4 show the maximum absolute deviations and ANNs, on the other hand, do not provide analytical expressions (as Sharqawy correlations or Padé models) but provide a weight and bias matrices that relate the properties with temperature and salinity. The relationships were found by training the network, acquiring certain predicting capabilities. In all models, however, extrapolations must be done with care, considering that in all cases the models were obtained using data in defined ranges of temperature and salinity.
CONCLUSIONS
An ANN model has been used to correlate and predict properties of seawater and saline solutions at a given temperature and salinity. The study and the results allow two main conclusions: (i) any of the properties studied can be obtained with good accuracy, giving absolute average deviations below 0.3%; and (ii) to facilitate the learning of the ANN, it is recommended to provide the network with data transformed in such a way that the relationship between the property and the independent variables is simpler (such as the more linear relationship of LnP sat vs. 1/T ).
