This paper is about a new efficient method for the implementation of convolvers and correlators using the Fermat Number Transform (FNT) and the inverse (IFNT). The latter present advantages compared to Inverse Fast Fourier Transform (IFFT). An efficient state space method for implementing the Inverse FNT (IFNT) over rectangular windows is proposed for the cases where there is a large overlap between the consecutive input signals. This is called Inverse Generalized Sliding Fermat Number Transform (IGSFNT) and is useful for reducing the computational complexity of finite ring convolvers and correlators. This algorithm uses the technique of Generalized Sliding associated to matricial calculation in the Galois Field. The computational complexity of this method is compared with that of standard IFNT. key words: sliding fast fourier transform, fermat number transform, sliding fermat number transform
Introduction
Fermat Number Transform (FNT) is developed for fast error-free computation of finite digital convolutions and correlations [1] , [2] . These transforms present the following advantages compared to Fast Fourier Transforms (FFT) [3] .
• They require few or no multiplications.
• They suppress the use of floating point complex numbers and allow error-free computation.
• All calculations are executed on a finite ring of integers, which is interesting for implementation into VLSI (Very-Large-Scale-Integration). Current technology allows placing of a complete convolver or correlator based on the Fermat number transform (FNT) [2] onto a fraction of the area available on an ASIC [4] . Hence, the use of FNT will reduce the delay features by minimizing the computational complexity.
An efficient state space method for implementing the fast FFT over rectangular windows is proposed for the cases where there is a large overlap among the consecutive input signals. This is called Generalized Sliding FFT (GSFFT) [5] , [6] .
The Generalized Sliding FNT (GSFNT) [7] , inspired by the GSFFT, is proposed with the purpose of reducing the complexity of FNT based convolvers and correlators and thus enlarging the application area for the FNT. This 
Generalized Sliding Fermat Number Transform
(GSFNT)
Principle of the Fermat Number Transform (FNT)
Discrete transforms based on the FNT concept have been developed for efficient and error-free computation of finite convolutions [1] . An FNT of a discrete time signal χ, and the inverse are given respectively by:
Where x (n) are the samples of the signal χ, and M is the transform length. M being a prime number, there exists an integer
is the tth
Fermat number, with t ∈ N, . F t stands for residue reduction modulo F t and α is a root of unity.
For an efficient implementation of FNT on a processor, the choice of parameters is important. If possible, the values M and α are chosen as a power of 2 to allow replacement of multiplications by bit shifts. The particular modulo equal to a Fermat number, F t = 2 Table 1 ).
Some tests have shown that an FNT-based convolution reduces the computation time by a factor of 3 to 5 compared to the FFT implementation [2] .
Algorithm of the GSFNT
The aim of the GSFNT is to reduce the number of Butterflies which must be calculated in the FNT for the cases when there is a large overlap among the consecutive input signals. An example of overlap is illustrated in Fig. 1 . It shows the consecutive input signals χ k of length M = 8 which differ by N = 2 samples from time k to time k + 1.
In a similar way to the GSFFT [5] , [6] , Fig. 2 shows an example considering the principle of the Butterfly implantation by the Generalized Sliding technique applied to the FNT. In this example, the dimension of the input sequence, at time k = 0 and k = 1 is taken with M = 8, which corresponds to F 2 = 2 4 + 1 for α = 2 (Table 1) . In this example, two new data samples (N = 2) have been collected between k = 0 and k = 1.
The use of F 2 is for illustrative purposes only in practical applications. In this figure, only the Butterflies which are marked by • must be computed. This example, where N = 2, shows that using the Generalized Sliding technique can significantly reduce the computational complexity. It's therefore necessary to define an algorithm for this technique.
The algorithm of the GSFNT is proposed in [7] , based on computing the value of the variables in the FNT structure that are not computed in previous iterations. It refers to the computation of the FNT as the sequence slides over a timelimited rectangular window N samples at a time. The main advantage is the reduction of complexity.
In the following, N = 2 n and M = N. L = 2 n+p are the number of new data samples and input signal length respectively.
We define the GSFNT input signal χ k as:
Where the time index
T , is the block of the new samples.
The GSFNT is based on the fact that in FNT a large part of the calculations is available from the previous iterations.
To determine an iterative calculation in the algorithm of the GSFNT, we define a state vector S k which represents the different nodes in the structure of the Butterfly. The vector is defined as: [5] , [7] In Fig. 3 , the variables at the nodes of the GSFNT structure which are marked by are equivalent to the components of the state vector in the state space equations. The state vector can be expressed in iterative form, when 0 ≤ i ≤ p − 1 as: and the operator ⊗ denoting the Kroneker product. The last element of the state vector is given by:
With the basis α equal to a power of 2. σ (r) is the bit reverse of r. Also when p ≤ i ≤ n + p − 1
and 0 ≤ c < M. The GSFNT of a discrete time signal χ k is given by the vector S i+1,k for i = n + p − 1:
The difference between the two transforms (FNT and GSFNT) lies in the complexity, which is lower in the case of GSFNT [5] .
Inverse GSFNT (IGSFNT)

Principle
The principle of the IGSFNT is inspired from the IGSFFT [5] , [6] , and adapted to computations modulo Fermat numbers. The approach is shown in Fig. 4 for M = 8, F 2 = 2 4 +1, α = 2 and N = 2 samples which have to be calculated. The output vector from the IGSFNT is staggered in a manner similar to the forward transform so that only N new output samples are computed per iteration of the IGSFNT.
The complexity of this procedure depends on the values of N and M. Although N can take any value from 1 to M, the most practical choice will for most applications be to let N be a power of 2. Under these conditions, the computational complexity of performing the IGSFNT after every N Fig. 4 Inverse of GSFNT over M = 8, N = 2 at time k = 1. new data samples, in terms of the number of butterflies to be calculated, is: [6] 
If the root of unity α is simple, i.e., α = √ 2 m = 2 m 2 F t , the butterfly structure requires two additions and onebit shifts, but if α is complex, i.e., α =
, the structure requires three additions and twobit shifts.
When N = 1, the IGSFNT is reduced to the ISFNT, whereas the case N = M corresponds to the ordinary IFNT (C IGS FNT is seen to vary from M − 1 for N = 1 to 
The Proposed Algorithm of the IGSFNT
This subsection presents a new algorithm to calculate the IFNT when its inputs hop over successive overlapping blocks of a data sequence. It is inspired from [5] , [6] and adapted to computations modulo Fermat numbers. This algorithm is called Inverse Generalized Sliding FNT (IGSFNT), and is obtained by proper manipulation of the GSFFT. Using the IGSFNT, it is clear that it is not necessary to calculate all the elements of the IFNT in order to reduce the computational complexity. Equation (7) implies for i = n + p − 1, . . . , p :
where [ ] −1 denotes the inverse of matrix. The inverse, mod-
0, is calculated by: [8]
where Δ = det (A) F t , Δ −1 is the inverse of Δ modulo F t and ad j (A) is the adjoint of A. We note that, since F t is a prime number, Δ −1 always exists. In our case, A −1 is given by:
and Eq. (10) becomes:
Also Eq. (5) implies for i = p − 1, . . . , 0 :
with
where, e p,s indicate the elements of the matrix H 2 i+1 , calculated by:
We replace Q and H by their value in Eq. (13), and we obtain: 
The block Y k of the new samples is calculated for i = 0 by:
Finally, the IGSFNT of a discrete time signal X k is given by:
To highlight, schematically, the efficiency of the new algorithm, we present a block diagram depicted in Fig. 6 . This block shows that the new algorithm of the IGSFNT reduces the computational complexity by recuperating only the new samples (step 4).
The proposed algorithm, using the matricial calculation in the Galois Field, allows us to obtain an interesting result: the fact that input signal χ k is deduced from It should be noted that the sliding technique may be extended to many other transforms, such as Discrete-Cosine Transform (DCT) and Discrete Hartley Transform (DHT), which are widely used in transform domain adaptive filters. These transforms, DCT and DHT, are exactly equivalent to a Fast Fourier Transform (FFT). The main distinctions from the FFT are that it transforms real inputs to real outputs.
Conclusion
This paper has proposed an algorithm called Inverse Generalized Sliding Fermat number transform (IGSFNT). Under where there is a large overlap among the consecutive input signals, this algorithm, which uses the matricial calculation in the Galois Field, only recuperates the new samples of the input signals χ k , at the time k. This method of calculation reduces the computational complexity of finite ring convolvers and correlators implantation on Digital Signal Processing (DSP), compared to the Inverse Fermat number transform (IFNT) and Inverse Fast Fourier Transform (IFFT). The algorithm proposed here can also be applied to other FNT's, when the transform length M is a power of 2.
