The BFGS quasi-Newton method is benchmarked on the noisy BBOB-2009 testbed. A multistart strategy is applied with a maximum number of function evaluations of about 10 4 times the search space dimension.
INTRODUCTION
The Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [1, 3, 4, 7] is a real-parameter unconstrained non-linear optimization method. The BFGS method belongs to the class of quasi-Newton methods which, by supposing that the objective function can be locally approximated by a quadratic function near its optimum, tries to approximate the Hessian matrix of this quadratic function. The BFGS method is tested here in its default setting on a testbed of noisy functions.
ALGORITHM PRESENTATION
Quasi-Newton methods address the problem of unconstrained black-box optimization by the determination of the stationary point of a function using a second-order approximation. The Hessian matrix is iteratively approximated by finding a search direction using the gradient of the current point and operating a line search to find the step size. For
EXPERIMENTAL PROCEDURE
The Matlab implementation of the BFGS method was used. It is accessible using the generic function fminunc (revision 1.1.6.3) that proposes, among others, the BFGS method for the update of the Hessian Matrix. The starting point is chosen uniformly in [−5, 5] D . The stopping criteria were chosen such that a restart occurs due to numerical errors. The multistart strategy was used with at most 100 restarts to reduce the duration of an experiment. For the same reason, a run is limited to at most 10 4 × D function evaluations. The entire experiment took roughly 7 hours. The algorithm used is presented in Figure 1 . No parameter tuning was done, the CrE [5] is computed to zero.
RESULTS AND DISCUSSION
Results from experiments according to [5] on the benchmarks functions given in [2, 6] are presented in Figures 2 and  3 and in Tables 1 and 2 . The proposed algorithm only solves 5, 3, 2, 2, 2 and 1 out of 30 functions in dimension 2, 3, 5, 10, 20 and 40 respectively. The functions solved use the Cauchy noise model only. The Rosenbrock function and Gallagher functions are solved in dimension 2. The sphere with the Cauchy noise is solved for all dimensions tested, though the algorithm scales comparatively worse than on the noiseless sphere. A more severe Cauchy noise model decreases the probability of success of the algorithm. No success was obtained on the multimodal functions with severe noise.
CPU TIMING EXPERIMENT
For the timing experiment, the proposed algorithm was run on f 8 and restarted until at least 30 seconds have passed (according to Figure 2 in [5] ). The experiments were conducted with an Intel Core 2 6700 processor (2.66GHz) with Matlab R2008a on Linux 2.6.24.7. The results were 6.0, 4.7, 3.7, 3.0, 2.9, 2.9 and 2.8 ×10 −4 seconds per function evaluations in dimension 2, 3, 5, 10, 20, 40 and 80 respectively.
CONCLUSION
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RT succ 10 2 9.8 e4 9.3 e4 1.0 e5 Table 1 : Shown are, for functions f 101 -f 120 and for a given target difference to the optimal function value ∆f : the number of successful trials (#); the expected running time to surpass f opt + ∆f (ERT, see Figure 2) ; the 10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of function evaluations in successful trials or, if none was successful, as last entry the median number of function evaluations to reach the best function value (RTsucc). If fopt + ∆f was never reached, figures in italics denote the best achieved ∆f -value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials, and mFE denotes the maximum of number of function evaluations executed in one trial. See Figure 2 for the names of functions. Table 2 : Shown are, for functions f 121 -f 130 and for a given target difference to the optimal function value ∆f : the number of successful trials (#); the expected running time to surpass fopt + ∆f (ERT, see Figure 2) ; the 10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of function evaluations in successful trials or, if none was successful, as last entry the median number of function evaluations to reach the best function value (RT succ ). If f opt + ∆f was never reached, figures in italics denote the best achieved ∆f -value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials, and mFE denotes the maximum of number of function evaluations executed in one trial. See Figure 2 for the names of functions.
