The $L^q$-spectrum for a class of self-similar measures with overlap by Hare, Kathryn E. et al.
ar
X
iv
:1
90
9.
08
94
1v
1 
 [m
ath
.C
A]
  1
9 S
ep
 20
19
THE Lq-SPECTRUM FOR A CLASS OF SELF-SIMILAR
MEASURES WITH OVERLAP
KATHRYN E. HARE, KEVIN G. HARE, AND WANCHUN SHEN
Abstract. It is known that the heuristic principle, referred to as the multi-
fractal formalism, need not hold for self-similar measures with overlap, such
as the 3-fold convolution of the Cantor measure and certain Bernoulli con-
volutions. In this paper we study an important function in the multifractal
theory, the Lq-spectrum, τ(q), for measures of finite type, a class of self-similar
measures that includes these examples. Corresponding to each measure, we in-
troduce finitely many variants on the Lq-spectrum which arise naturally from
the finite type structure and are often easier to understand than τ . We show
that τ is always bounded by the minimum of these variants and is equal to
the minimum variant for q ≥ 0. This particular variant coincides with the
Lq-spectrum of the measure µ restricted to appropriate subsets of its support.
If the IFS satisfies particular structural properties, which do hold for the above
examples, then τ is shown to be the minimum of these variants for all q. Under
certain assumptions on the local dimensions of µ, we prove that the minimum
variant for q ≪ 0 coincides with the straight line having slope equal to the
maximum local dimension of µ. Again, this is the case with the examples
above. More generally, bounds are given for τ and its variants in terms of
notions closely related to the local dimensions of µ.
1. Introduction
By the local dimension of a probability measure µ at a point x in its support we
mean the quantity
dimloc µ(x) = lim
r→0
logµ(B(x, r))
log r
.
It is natural to ask about the values that are attained as local dimensions of the
measure and the size of the sets Eα = {x : dimloc µ(x) = α}. For self-similar
measures that satisfy the open set condition, it is well known that the set of at-
tainable local dimensions is a closed interval and there are simple formulas for
the endpoints of this interval. The Hausdorff dimension of Eα is equal to the Le-
gendre transform of the Lq-spectrum of µ, τ(q), at α (see Definition 4.1) meaning,
dimEα = infq∈R(qα − τ(q)). In this case τ is a differentiable function on all of R.
This is known as the multifractal formalism. We refer the reader to [2] for proofs
of these facts.
The local behaviour of ‘overlapping’ self-similar measures is not as well under-
stood and the multifractal formalism need not hold. For instance, in [11] Hu and
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Lau discovered that the set of local dimensions of the 3-fold convolution of the clas-
sical middle-third Cantor measure consists of a closed interval and an isolated point
which is its maximum local dimension. Specifically, this maximum local dimension
occurs at the two endpoints of the support of the measure. This unexpected prop-
erty was later found to be true for more general overlapping regular Cantor-like
measures; see [1, 9, 16]. Lau and Ngai in [12] discovered that if the self-similar
measure arises from an IFS that satisfies only the weak separation property and its
Lq-spectrum is differentiable at q0 > 0, then dimEα is the Legendre transform of τ
at α if α = τ ′(q0). But there is no guarantee in their theorem that τ is differentiable
and no information about τ(q) for q < 0. In [13], Lau and Wang showed that the
Lq-spectrum of the 3-fold convolution of the Cantor measure has one point of non-
differentiability at q0 < 0. The L
q-spectrum is equal to the line with slope equal to
its maximum local dimension for q < q0 and coincides with the L
q-spectrum of the
measure restricted to a closed subinterval of the interior of its support for q ≥ q0.
A similar result was found for more general regular, Cantor-like measures in [16].
Another much studied class of overlapping measures are the uniform Bernoulli con-
volutions with contraction factor the inverse of a Pisot number ̺. In the case of ̺ =
golden mean, Feng [4] found that even though the set of local dimensions of this
measure is a closed interval, its Lq-spectrum is not differentiable at some q0 < 0
and coincides with the line with slope equal to the maximum local dimension for
q < q0.
These overlapping measures are all examples of self-similar measures of finite
type. The notion of finite type was introduced by Ngai and Wang in [14], and is es-
sentially weaker than the open set condition and stronger than the weak separation
property. In [3], Feng proved that the Lq-spectrum of any finite type measure is
differentiable for all q > 0. In [4, 5], he extensively studied the local dimension the-
ory of uniform Bernoulli convolutions with simple Pisot inverses as the contraction
factor. The local dimension theory was extended to general self-similar measures
of finite type in a series of papers by two of the authors with various coauthors,
[8, 9, 10].
In this note, we continue the study of the Lq-spectrum of measures of finite type.
Important structural building blocks for measures of finite type are combinatorial
objects known as loop classes. Our general strategy is to ‘decompose’ the support
of the measure into these loop classes, study the restriction of its Lq-spectrum to
each such a loop class L (denoted τL) and then try to recover information about
τ from the data collected for each loop class. As seen in [8, 9, 10], the set of local
dimensions corresponding to a given loop class is often a closed interval and hence
according to the multifractal philosophy, it is reasonable to expect τL to be better
behaved than τ .
We have that τ ≤ min τL where the minimum is taken over all maximal loop
classes L. We prove that equality holds under certain structural assumptions. In
particular, we give criteria which ensures there is a some q0 < 0 such that τ(q) = qd
for d = max{dimloc µ(x) : x} and all q < q0. The line y = qd arises because it is the
function τL(q) for a (suitable) singleton maximal loop class L. In Example 5.11 we
give an example showing that if these criteria are not met, it is possible for τ not
to have this property. In particular, this example has the property that τ(q)/q 6→ d
as q → −∞.
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In general, for q ≥ q0, the Lq-spectrum coincides with τL for L the special
maximal loop class known as the essential class. It also coincides with the Lq-
spectrum of the measure restricted to various proper subsets of its support which
are easily described in terms of the finite type data (and which in many examples
can be any proper closed subset of the interior of its support). A lower bound for q0
is given in terms of the finite type data. These structural assumptions are satisfied
in many examples, including regular Cantor-like measures and biased Bernoulli
convolutions with contraction factor the inverse of a simple Pisot number.
The proofs of most of these results, including a detailed discussion of what they
imply about finite type Cantor-like measures and Bernoulli convolutions, can be
found in Section 5.
In Section 3 we discuss the local dimensional behaviour of the measure on loop
classes and compare this with the (usual) local dimension of the measure. In Section
4 we introduce the notion of the loop class Lq-spectrum, τL, and establish basic
properties of these variants on the Lq-spectrum. In particular, we find bounds
on the functions τL, determine their asymptotic behaviour and prove that the L
q-
spectrum τ is dominated by the minimum of these τL. In Section 2, we recall the
definitions, notation and basic facts about finite type measures that are needed in
the paper.
In [6] (see also [5]), Feng and Lau showed that suitable restrictions of self-similar
measures having only the weak separation property satisfy the multifractal formal-
ism. However, the local dimensions of the original measure and its restrictions
will not, in general, coincide at all points in the support of the restricted mea-
sure. Moreover, in many examples, the Lq-spectrum of the original measure and
its restrictions only agree for large q.
2. Basic Definitions and Terminology
We begin by reviewing the notion of finite type and the related concepts and
terminology that will be used throughout the paper. These notes are basically
summarized from [3, 8, 10] where the facts which are stated here are either proved
or references given.
2.1. Iterated function systems and finite type. By an iterated function system
(IFS) we will mean a finite set of contractions,
(2.1) Sj(x) = ρjx+ dj : R→ R for j = 0, 1, . . . ,m,
where m ≥ 1 and 0 < |ρj | < 1. When all ρj are equal and positive, the IFS is
referred to as equicontractive. Each IFS generates a unique invariant, compact
set K, known as its associated self-similar set, satisfying K =
⋃m
j=0 Sj(K). By
rescaling the dj , if necessary, we can assume the convex hull of K is [0, 1].
Assume we are given probabilities pj > 0 satisfying
∑m
j=0 pj = 1. There is
a unique self-similar probability measure µ associated with the IFS {Sj}mj=0 and
probabilities {pj}mj=0, supported on the self-similar set associated with the IFS and
satisfying the rule
µ =
m∑
j=0
pjµ ◦ S
−1
j .
The measure is said to be equicontractive if the IFS is equicontractive.
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Given a finite word ω = (ω1, . . . , ωj), on the alphabet {0, 1, . . . ,m}, we will let
ω− = (ω1, . . . , ωj−1), Sω = Sω1 ◦ Sω2 ◦ · · · ◦ Sωj and ρω =
∏j
i=1 ρωi . Let
ρmin = min
j
|ρj |
and put
Λn = {finite words ω : |ρω| ≤ ρ
n
min and |ρω− | > ρ
n
min}.
The notion of finite type was introduced by Ngai andWang in [14]. The definition
we will use is slightly less general, but is simpler and seen to be equivalent to the
finite type definition given for equicontractive IFS in [3]. It includes all the examples
of finite type measures in R of which we are aware.
Definition 2.1. Assume {Sj} is an IFS as in equation (2.1). The words ω, τ ∈ Λn
are said to be neighbours if Sω(0, 1) ∩ Sτ (0, 1) 6= ∅. Denote by N (ω) the set of all
neighbours of ω. We say that ω ∈ Λn and τ ∈ Λm have the same neighbourhood
type if there is a map f(x) = ±ρn−mmin x+ c such that
{f ◦ Sη : η ∈ N (ω)} = {Sν : ν ∈ N (τ)} and f ◦ Sω = Sτ .
The IFS is said to be of finite type if there are only finitely many neighbourhood
types. Any associated self-similar measure is also said to be of finite type.
It was shown in [15] that an IFS of finite type satisfies the weak separation
property, but not necessarily the open set condition.
Here are two interesting and much studied classes of measures of finite type that
fail to satisfy the open set condition. We will refer to these often in the paper.
Example 2.2 (Bernoulli convolutions). Consider the IFS: S0(x) = ̺x, S1(x) =
̺x + 1 − ̺, where 1 < ̺ < 2 is the inverse of a Pisot number1 such as the golden
mean. If the two probabilities are equal (p0 = p1 = 1/2) we call the associated
self-similar measure a uniform Bernoulli convolution and otherwise it is said to be
biased. The self-similar set is [0, 1]. These measures are all of finite type.
Example 2.3 ((m, d)-Cantor measures). Consider the IFS:
Sj(x) =
x
d
+
j(d− 1)
dm
for j = 0, . . . ,m
with integers m ≥ d ≥ 2 and probabilities {pj}. The associated self-similar measures
are called (m, d)-Cantor measures and they have support [0, 1]. If we take pj =(
m
j
)
2−m, the resulting measure is the m-fold convolution of the uniform Cantor
measure on the Cantor set with ratio of dissection 1/d, rescaled to have support
[0, 1]. For example, if d = 3 = m and the probabilities are 1/8, 3/8, 3/8, 1/8, the
self-similar measure is the rescaled 3-fold convolution of the classical middle-third
Cantor measure. These measures are all of finite type.
2.2. Net intervals and characteristic vectors.
Definition 2.4. For each positive integer n, let h1, . . . , hsn be the collection of
elements of the set {Sω(0), Sω(1) : ω ∈ Λn}, listed in increasing order. Put
Fn = {[hj, hj+1] : 1 ≤ j ≤ sn − 1 and (hj , hj+1) ∩K 6= ∅}.
Elements of Fn are called net intervals of level n. The interval [0, 1] is under-
stood to be the (only) net interval of level 0.
1Recall that a Pisot number is an algebraic integer greater than 1, all of whose Galois conjugates
are < 1 in absolute value.
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For each IFS of finite type there is some c > 0 such that
cρnmin ≤ ℓ(∆) ≤ ρ
n
min.
for all net intervals ∆ of level n. Here ℓ(∆) is the length of a net interval ∆.
Given ∆ = [a, b] ∈ Fn, we let ℓn(∆) = ρ
−n
min(b− a). By the neighbour set of ∆
we mean the ordered tuple
(2.2) Vn(∆) = ((a1, L1), (a2, L2), . . . , (ajJ , LJ)),
where for each i there is some σi ∈ Λn such that Sσi(K) ∩ int∆ 6= ∅, ρ
−n
minρσi = Li
and ρ−nmin(a − Sσi(0)) = ai. (We will say σi is associated with (ai, Li) and ∆.)
We will order these tuples so that ai ≤ ai+1 and if ai = ai+1, then Li < Li+1. We
note that some Li could be negative if there are negative contraction factors.
For each ∆ ∈ Fn, n ≥ 1, there is a unique element ∆̂ ∈ Fn−1 which contains ∆,
called the parent of child ∆. Suppose ∆ ∈ Fn has parent ∆̂. If ∆̂ has J children
with the same normalized length and neighbourhood set as ∆, we order these from
left to right as ∆1,∆2, . . . ,∆J and denote by tn(∆) the integer t such that ∆t = ∆.
Definition 2.5. The characteristic vector of ∆ ∈ Fn is defined to be the triple
Cn(∆n) = (ℓn(∆), Vn(∆), tn(∆)).
We denote by γ0 the characteristic vector of [0, 1].
Each net interval ∆ ∈ Fn is uniquely identified by the (n+1)-tuple (γ0, γ1, . . . , γn),
called the symbolic representation of ∆, where γj = Cj(∆j), ∆0 = [0, 1],
∆n = ∆, and for each j = 1, . . . , n, ∆j−1 is the parent of ∆j . Similarly, for
each x ∈ [0, 1], the symbolic representation of x will be the (infinite) sequence
of characteristic vectors (C0(∆0), C1(∆1), . . . ) where x ∈ ∆n ∈ Fn for each n and
∆j−1 is the parent of ∆j . The symbolic representation uniquely determines x and
is unique unless x is the endpoint of some net interval, in which case there can be
two different symbolic representations (and two net intervals of level n containing
x). We will write ∆n(x) for any net interval of level n containing x. An impor-
tant fact is that the characteristic vector of a child is uniquely determined by the
characteristic vector of the parent, thus we can also speak of the parent/child of
characteristic vectors.
By an admissible path (χ1, χ2, . . . ) (or path, for short) we mean a (finite or
infinite) sequence of characteristic vectors where each χj+1 is the characteristic
vector of a child of χj . Note that a path need not start with γ0. We write |η| for
the length of the finite path η. We remark that if we write (χ1, χ2, . . . ) (finite or
infinite) for some characteristic vectors χi, it is implied that this is an admissible
path. When we write σ|n we mean the restriction of the path σ to its first n + 1
letters.
Since the characteristic vectors of the children of ∆ depend only on the character-
istic vector of ∆, we can construct a finite directed graph of characteristic vectors,
called the transition graph, where we have a directed edge from γ to β if there is
a net interval ∆ with characteristic vector γ and a child of ∆ with characteristic
vector β. The paths in the graph are the admissible paths.
Example 2.6. In the case of the Bernoulli convolution with contraction factor
the inverse of the golden mean, Feng [4, Section 4.1] has shown that there are 7
characteristic vectors, γ0, γ1, . . . , γ6. See Figure 5.2 for its transition graph. The
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symbolic representation of 0 is the sequence (γ0, γ1, γ1, . . . ), and (γ0, γ3, γ3, . . . ) is
the symbolic representation of 1.
Every IFS of finite type has only finitely many (distinct) characteristic vectors;
see [10]. We will denote this finite set of characteristic vectors by Ω.
Suppose ∆ and ∆′ are any net intervals at levels n and m respectively, with
the same characteristic vector. Assume their (common) neighbour set is V =
((aj , Lj))
J
j=1 . It is a consequence of the definitions that there is a constant d such
that if σi ∈ Λn is associated with (ai, Li) and ∆, and σ′i ∈ Λm is associated with
(ai, Li), but with respect to ∆
′, then Sσ′
i
= ρm−nmin Sσi + d.
As Sσi(K)∩int∆ is non-empty, there is some word λi ∈ ΛNi such that Sσiλi [0, 1] ⊆
∆. But then, also, Sσ′
i
λi [0, 1] ⊆ ∆
′. Since there are only finitely many characteristic
vectors and only finitely many paths of bounded length, this proves Part (i) below.
Part (ii) is proved similarly.
Lemma 2.7. There is a finite set of words W and N ∈ N with the following
properties:
(i) If ∆n ∈ Fn and Sσ[0, 1] ⊇ ∆n for some σ ∈ Λn, then there is some ν ∈ W
such that σν ∈ Λn+N and Sσν [0, 1] ⊆ ∆n.
(ii) If ∆n+N ⊆ ∆n belong to Fn+N and Fn respectively, and Sσ[0, 1] ⊇ ∆n for
σ ∈ Λn, then there is some v ∈ W such that σv ∈ Λn+N and Sσv[0, 1]
⋂
∆n+N
is empty.
2.3. Local dimensions and transition matrices.
Definition 2.8. Given a probability measure µ on R, by the lower local dimen-
sion of µ at x ∈ suppµ, we mean the number
dimlocµ(x) = lim inf
r→0+
logµ(x− r, x+ r)
log r
.
Replacing the lim inf by lim sup gives the upper local dimension, dimlocµ(x), and
if these two are equal, the common value is the local dimension of µ at x, denoted
dimloc µ(x).
If µ is a measure of finite type, the local dimensions of µ can be expressed in
terms of measures of net intervals. Indeed, as all net intervals of level n have lengths
comparable to ρnmin, it follows that
dimloc µ(x) = lim
n→∞
log(µ(∆n(x)) + µ(∆
+
n (x)) + µ(∆
−
n (x)))
n log ρmin
(2.3)
≤ lim
n→∞
log(µ(∆n(x))
n log ρmin
,
where ∆+n (x),∆
−
n (x) are the adjacent, n’th level net intervals on each side of ∆n(x).
A similar statement holds for the upper and lower local dimensions.
Definition 2.9. Let µ be a measure of finite type with the notation as in the pre-
vious subsection. Let ∆ = [a, b] ∈ Fn and ∆̂ = [c, d] ∈ Fn−1 be its parent. Assume
Vn(∆) = ((aj , Lj))
J
j=1 and Vn−1(∆̂) = ((ci,Mi))
I
i=1. The primitive transition
matrix, T (Cn−1(∆̂), Cn(∆)), is the I×J matrix (Tij) which encapuslates informa-
tion about the relationship between the (ci,Mi) ∈ Vn−1(∆̂) and (aj , Lj) ∈ Vn(∆). To
be precise, let σi ∈ Λn−1 be such that ρ
−n+1
min (c−Sσ(0)) = ci and ρ
−n+1
min ρσ = Mi. Let
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Ti,j be the set all ω such that σω ∈ Λn, ρ
−n
min(a− Sσiω(0)) = aj and ρ
−n
minρσiω = Lj.
Notice that Ti,j depends only Sσi (or equivalently on ci and Mi), and not on the
choice of σi. We define Ti,j =
∑
ω∈Ti,j
pω where the empty sum is taken to be 0.
Given a path (γ1, . . . , γn), we let
T (γ1, . . . , γn) = T (γ1, γ2)T (γ2, γ3) · · · T (γn−1, γn).
We call any such product a transition matrix.
As explained in [3, 10], there are positive constants c1, c2 such that whenever
∆ ∈ Fn has symbolic representation (γ0, γ1, . . . , γn), then
c1µ(∆n) ≤ ‖T (γ0, γ1, . . . , γn)‖ ≤ c2µ(∆n).
We say that µ(∆n) and ‖T (γ0, γ1, . . . , γn)‖ are comparable.
An important fact about transition matrices is that each column of any transition
matrix contains a non-zero entry. Here are two useful consequences of this. The
proofs are left as an exercise and follow from the definition of the matrix norm.
Note that we say a matrix is positive if all its entries are strictly positive.
Lemma 2.10. Let A,B,C be transition matrices with B positive.
(i) There are positive constants a1, a2, depending only on A, such that
a1 ‖C‖ ≤ ‖AC‖ ≤ ‖A‖ ‖C‖ ≤ a2 ‖C‖ .
(ii) There is a constant b = b(B) > 0 (independent of A,C) such that
‖ABC‖ ≥ b ‖A‖ ‖C‖ .
3. Local dimensional behaviour on Loop classes
From here on, unless we say otherwise µ will be a self-similar measure arising
from an IFS of finite type, with the notation as in the previous section.
3.1. Loop classes and the Essential class. A non-empty subset L of the set of
characteristic vectors Ω is called a loop class if whenever α, β ∈ L, then there is
an admissible path (γ1, . . . , γJ) of characteristic vectors γi ∈ L such that α = γ1
and β = γJ .
A loop class L is called an essential class if, in addition, whenever α ∈ L and
β ∈ Ω is a child of α, then β ∈ L. It was shown in [5, 10] that there is always a
unique essential class which we will denote by E. A loop class is called maximal
if it is not properly contained in any other loop class.
Given a set of characteristic vectors L containing a loop class, we will say that
the infinite path σ belongs to Le, and write σ ∈ Le, if σ = (σ1, σ2, . . . ) with σj ∈ L
eventually, i.e., there exists an index j0 such that γj ∈ L for all j ≥ j0. Of course,
every infinite path will belong to some maximal loop class L eventually. We will
say that the (finite or infinite) path σ ∈ La if all the letters of σ belong to L. If
the path σ begins with γ0, the characteristic vector of [0, 1], we will write σ ∈ L0e
or L0a, appropriately.
If x has a symbolic representation σ ∈ L0e, we will say that x ∈ KL. Of course,
x can belong to both KL1 and KL2 for different maximal loop classes L1, L2 only if
x is a boundary point of a net interval with symbolic representations coming from
both L1 and L2. When x ∈ KE we will say x is an essential point.
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Example 3.1. For both the Bernoulli convolution with contraction factor the in-
verse of the golden mean and the (m, d)-Cantor measures with m ≥ d, it is the case
that the set of essential points is (0, 1). For more details see Examples 5.8 and 5.9.
3.2. Local dimensional behaviour of paths. Motivated by the notion of the
local dimension at a point, we introduce a related notion for paths.
Notation 3.2. Given any infinite path σ, put
d(σ) = lim inf
n→∞
log ‖T (σ|n)‖
n log ρmin
and d(σ) = lim sup
n→∞
log ‖T (σ|n)‖
n log ρmin
.
We write d(σ) if d(σ) = d(σ).
Let L be any non-empty subset of Ω containing a loop class and set
dLmin = inf
σ∈L0e
d(σ) and dLmax = sup
σ∈L0e
d(σ).
Since ‖T (η, σ)‖ and ‖T (σ)‖ are comparable whenever η, σ are finite paths, with
constants of comparability depending only on η (see Lemma 2.10), d(σ) = d(σ′)
where σ′ omits the initial segment of σ that contains the letters not in L. A similar
statement holds for d. Thus
dLmin = inf
σ∈La
d(σ) and dLmax = sup
σ∈La
d(σ).
Lemma 3.3. We have
0 < dΩmin = min
L
dLmin and d
Ω
max = max
L
dLmax <∞
where the minimum and maximum are over all maximal loop classes L.
Proof. Lemma 2.7 (ii) implies that there is an index N and a finite set of words
W such that if ν is associated with an element of the neighbour set of ∆n(x),
then there is some ω ∈ W such that νω is not associated with any element of the
neighbour set of ∆n+N (x). Thus, if σ = (γ1, . . . , γN+1) is any path of length N+1,
then the sum of each row of the transition matrix T (σ) is at most 1 − ε, where
ε = min{pω : ω ∈ W}. (Think of γ1 as the characteristic vector of some ∆n(x) and
γN+1 as the characteristic vector of its descendent ∆n+N (x)).
If we let ‖T ‖r = maxi
∑
j |Tij | be the maximum row sum norm, then one can
easily verify that ‖T1T2‖r ≤ ‖T1‖r ‖T2‖r. Furthermore, ‖T ‖ ≤ C ‖T ‖r where C is
a bound on the number of rows of matrix T . If σ = (γ1, γ2, . . . ) is any infinite path,
then we can factor T (σ|n) as T (η1) · · ·T (ηJ )T (λ) where ηi = (γ(i−1)N+1, . . . , γiN+1)
are paths of length N + 1, J =
[
n−1
N
]
and λ = (γJN+1, . . . , γn) is a path of length
≤ N . As each ‖T (ηi)‖r ≤ 1 − ε, and there are only finitely many paths of length
at most N , the submultiplicativity of the r-norm implies
‖T (σ|n)‖ ≤ C ‖T (σ|n)‖r ≤ C(1 − ε)
J max
|λ|≤N
‖T (λ)‖ ≤ C′(1− ε)[
n−1
N ]
for a suitable constant C′. Hence
(3.1) d(σ) = lim inf
n→∞
log ‖T (σ|n)‖
n log ρmin
≥
log(1− ε)
N log ρmin
> 0 for all σ.
On the other hand, if N is the integer of Lemma 2.7 (i), then any ∆ ∈ Fn
contains Sν [0, 1] for some ν ∈ Λn+N . Hence
(3.2) µ(∆) ≥ (min pj)
s(n+N),
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where s is chosen such that any word in Λk is of length at most sk.
Equivalently, there is a constant C > 0 such that ‖T (σ|n)‖ ≥ C(min pj)s(n+N)
for all infinite paths σ. Thus
(3.3) d(σ) = lim sup
n→∞
log ‖T (σ|n)‖
n log ρmin
≤
s log(min pj)
log ρmin
<∞.
The bounds (3.1) and (3.3) obviously imply dLmin and d
L
max are bounded above and
below from 0. Since every infinite path σ belongs to L eventually for a unique
choice of maximal loop class L the proof is complete. 
3.3. Relationships between dLmin, d
L
max and local dimensions. If x ∈ KL has
symbolic representation σ ∈ L0e and ∆n(x) has symbolic representation σ|n, then
the comparability of µ(∆n) and ‖T (σ|n)‖ when σ|n is the symbolic representation
of ∆n, together with (2.3), shows
(3.4) d(σ) = lim inf
n→∞
logµ(∆n(x))
n log ρmin
≥ dimlocµ(x).
Similarly,
dimlocµ(x) ≤ d(σ).
In particular, if L contains a loop class, then
(3.5) dimlocµ(x) ≤ d
L
max for all x ∈ KL.
Definition 3.4. We will say that an infinite path σ is a periodic path with period
θ if σ = (η, θ−, θ−, . . . ) for some initial finite path η and cycle θ = (θ1, . . . , θk, θ1).
We call x a periodic point if it has a periodic symbolic representation.
An example of a periodic point is the boundary point of a net interval.
Notation 3.5. Denote by sp(M) the spectral radius of the square matrix M .
Example 3.6. If σ is a periodic path with period θ, then
(3.6) d(σ) = d(σ) = d(σ) = lim
k→∞
log
∥∥(T (θ))k∥∥
|θ−| k log ρmin
=
log sp(T (θ))
|θ−| log ρmin
.
Similarly, if x is a periodic point with a unique periodic symbolic representation
σ, then dimloc µ(x) = d(σ). If x has two different symbolic representations, σ, τ ,
then these are both necessarily periodic and
dimloc µ(x) = min(d(σ), d(τ)).
See [9, Prop. 2.7] for details. In Example 3.7 we show that it is possible to have
d(σ) 6= d(τ).
An equicontractive self-similar measure is said to be regular if p0 = pm = min pj
where the Sj are ordered so that d0 < d1 < · · · < dm. It was shown in [4, Thm.
3.2] (see also [8, Cor. 3.7]) that if µ is a regular, finite type measure, then the
µ-measures of adjacent net intervals are comparable and consequently (2.3) implies
(3.7) dimlocµ(x) = lim infn→∞
log(µ(∆n(x))
n log ρmin
= lim inf
n→∞
log ‖T (σ|n)‖
n log ρmin
= d(σ)
when x has symbolic representation σ, and similarly for the (upper) local dimension.
Consequently, under the regularity assumption
(3.8) dLmin = inf{dimlocµ(x) : x ∈ KL},
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and similarly for dLmax and the upper local dimensions. But without this assumption,
these statements need not be true. Here is one example.
Example 3.7. Consider the IFS with contractions Sj(x) = x/3 + dj for dj =
0, 1/9, 1/3, 1/2, 2/3 and probabilities pj = 4/17 for j = 0, 1, 3, 4 and p2 = 1/17.
This IFS is of finite type and has 19 characteristic vectors.
In particular, L = {γ4} is a singleton maximal loop class with KL = {1/2}. In
this case, the only infinite word in L0e is σ := (γ0, γ4, γ4, γ4, . . . ). It can be checked
that
d(σ) =
log sp(T (γ4, γ4))
log 3
=
log 17
log 3
.
But 1/2 is a boundary point of a net interval and has a second symbolic represen-
tation, τ = (γ0, γ5, γ12, γ12, γ12 . . . ), with τ /∈ L0e. As d(τ) = log(17/4)/ log 3, we
have
dimloc µ(1/2) = min(d(τ), d(σ)) = d(τ),
so
inf
x∈KL
{dimlocµ(x)} = sup
x∈KL
{dimlocµ(x)} = dimloc µ(1/2) < d(σ) = d
L
min = d
L
max.
We refer the reader to Example 5.11 for more details.
More can be said about the relationship between dLmin, d
L
max and local dimensions,
but first it is useful to establish that the convergence to the limiting local behaviour
is ‘uniform’ over σ ∈ La.
Lemma 3.8. Let L be any set of characteristic vectors containing a loop class. For
each ε > 0 there is an integer k0 such that if σ ∈ La and |σ| ≥ k ≥ k0, then
log ‖T (σ|k)‖
k log ρmin
≥ dLmin − ε,
equivalently,
sup
σ∈La
‖T (σ|k)‖1/k ≤ ρ
dLmin−ε
min .
Proof. Fix s < dLmin and let T be the following set of transition matrices:
T = {T (σ) : σ = (σ1, . . . , σn) ∈ La, ‖T (σ1, . . . , σj)‖
1/j
> ρsmin for j = 1, . . . , n− 1
and ‖T (σ1, . . . , σn)‖
1/n ≤ ρsmin}.
If T is an infinite set, as there are only finitely many characteristic vectors, there
must be infinitely many T (σ) ∈ T with all σ having the same first letter, say σ1.
Among these infinitely many T (σ), there must be infinitely many σ all having the
same second letter as well, say σ2. Repeating this process, we create an infinite
path σ = (σ1, σ2, . . . ) ∈ La with ‖T (σ1, . . . , σk)‖
1/k
> ρsmin for every k. But then
d(σ) ≤ s < dLmin and that is a contradiction. Consequently, T is finite.
Let N be the maximal length of any α with T (α) ∈ T . Given any finite path
σ ∈ La, we can factor T (σ) as a product
(
J∏
j=1
T (ηj)
)
T (α) where T (ηj) ∈ T and
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|α| ≤ N . There are only finitely many possible choices for T (α), hence there is a
constant C, independent of σ, such that
‖T (σ)‖ ≤ C
J∏
j=1
‖T (ηj)‖ .
As ‖T (ηj)‖ ≤ ρ
s|ηj |
min and |α| ≤ N , taking C1 = Cρ
−sN
min gives
‖T (σ)‖ ≤ Cρ
s
∑
|ηj |
min = Cρ
s(|σ|−|α|)
min ≤ C1ρ
s|σ|
min.
Hence for any ε > 0,
‖T (σ|k)‖ ≤ C1ρ
sk
min ≤ ρ
k(s−ε)
min
for sufficiently large k. As s < dLmin and ε > 0 are arbitrary choices, this completes
the proof. 
Next, we see that a similar result holds for dLmax if we assume L is a loop class.
Lemma 3.9. Suppose L is a loop class. For each ε > 0 there is an integer k0 such
that if σ ∈ La and |σ| ≥ k ≥ k0, then
log ‖T (σ|k)‖
k log ρmin
≤ dLmax + ε,
equivalently,
sup
σ∈La
‖T (σ|k)‖1/k ≥ ρ
(dLmax+ε)
min .
Proof. The proof is quite different. We will use the fact that as L is a loop class,
there is a finite set of paths S in La with the property that given any finite path
σ ∈ La, there is some path β ∈ S so that the path (σ
−, β) is a cycle. Let C =
maxβ∈S ‖T (β)‖.
Given σ ∈ La, put σk = (σ|k)−. Pick βk ∈ S so that (σk, βk) = θk is a cycle.
For all positive integers n we have
‖(T (σk, βk))
n‖1/n ≤ ‖T (σk, βk)‖ ≤ ‖T (σ|k)‖ ‖T (βk)‖ ≤ C ‖T (σ|k)‖
and hence
log ‖T (σ|k)‖
k log ρmin
≤
log 1/C + 1n log ‖(T (σk, βk))
n‖
k log ρmin
.
Let ωk ∈ L0e be an infinite periodic path with period θk. Then
dLmax ≥ d(ωk) =
log sp(T (θk))
(k + |βk|) log ρmin
= lim
n
log ‖(T (σk, βk))
n‖
n(k + |βk|) log ρmin
.
Since maxβ∈S |β| <∞, given ε > 0 there exists k0 = k0(ε) such that for all k ≥ k0,
log ‖T (σ|k)‖
k log ρmin
≤
log 1/C + log sp(T (θk))
k log ρmin
≤
log 1/C
k log ρmin
+ dLmax
(
k + |βk|
k
)
≤ dLmax + ε.

We remind the reader that in (3.4) we observed that dimlocµ(x)(x) ≤ d(σ)
whenever σ is a symbolic representation of x and thus infx∈KL{dimlocµ(x)} ≤ d
L
min.
More can be said, particularly when KL is relatively open.
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Proposition 3.10. Suppose L is a set of vectors containing a loop class. If x
belongs to the relative interior of KL, then dimlocµ(x) ≥ d
L
min. Moreover, if KL is
open (in the relative topology on K), then
dLmin = inf{dimlocµ(x) : x ∈ KL}.
Remark 3.11. Note that if KL is open, then we necessarily have that E ⊂ L.
Proof of Prop. 3.10. First, assume x ∈ intKL. ChooseN so large thatB(x, 2ρNmin)∩
K ⊆ KL and let n ≥ N . Then, for any n ≥ N , we have ∆n(x) and the adjacent
level n net intervals, ∆+n (x) and ∆
−
n (x), are contained in B(x, 2ρ
N
min) and thus have
symbolic representations of the form σ|n = (η−, λ) where |η| ≤ N and λ ∈ La.
Let C1 = max ‖T (η)‖ over the finitely many paths η of length at mostN . Lemma
3.8 guarantees that for n ≥ n(ε),
‖T (σ|n)‖ ≤ ‖T (η)‖ ‖T (λ)‖ ≤ C1ρ
n(dLmin−ε)
min
for all σ of this form. Combined with (2.3), this gives
dimlocµ(x) = lim inf
r→0
log (µ(∆n(x)) + µ(∆
+
n (x)) + µ(∆
−
n (x)))
n log ρmin
≥ lim inf
n→∞
log ρ
n(dLmin−ε)
min
n log ρmin
≥ dLmin − ε
Now assume that KL is open. Given any ε > 0, choose σ ∈ L0e with d(σ) ≤
dLmin + ε and take x ∈ KL with symbolic representation σ. Then
dLmin + ε ≥ d(σ) ≥ dimlocµ(x) ≥ d
L
min
and that proves dLmin = infx∈KL {dimlocµ(x)}. 
Corollary 3.12. dΩmin = inf{dimlocµ(x) : x ∈ K}.
Proof. This is the special case of L = Ω. 
Let L be a set of characteristic vectors containing a loop class. We will call a
finite path η = (γ1, . . . , γn) ∈ La (with n > 1) a boundary path if all γi, for i > 1,
are left-most children of γi−1, or all are right-most children. We call η an interior
path if it is not a boundary path. If L is a loop class and each characteristic vector
in L has a unique child in L, then all paths in L will be simple cycles. We will call
such a loop class simple. If L does not admit an interior path, then it is necessarily
simple (although the converse is not necessarily true).
Proposition 3.13. Suppose L is a loop class.
(i) If L admits an interior path, then
(3.9) dLmax = sup{dimlocµ(x) : x ∈ KL} = sup{dimloc µ(x) : x ∈ KL}.
(ii) Otherwise, L is simple and in this case
dLmax =
log sp(T (θ(L)))
|L| log ρmin
(with the notation θ(L) introduced above).
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Proof. Part (i). Any loop class which admits an interior path has interior paths (in
the loop class), which join any two members of the class. For each pair α, β ∈ L,
pick one such interior path in L and call this finite set of interior paths P .
Fix ε > 0 and choose σ ∈ La such that d(σ) ≥ dLmax − ε/2. Then select a
subsequence (nk) such that ‖T (σ|nk)‖ ≤ ρ
nk(d−ε)
min where d = d
L
max. Let σk = σ|nk
and choose a path λk ∈ P such that θk = (σ
−
k , λk) is a cycle. Let x be a periodic
point in KL with symbolic representation having period θk.
As λk is an interior path, this symbolic representation of x is unique. As per
Example 3.6, the local dimension at x exists and is given by
dimloc µ(x) =
log sp(T (θk))∣∣θ−k ∣∣ log ρmin .
For any n, the submultiplicativity of the norm implies
‖(T (θk))
n‖
1/n
≤ ‖T (σ|nk)‖ ‖T (λk)‖ ≤ Cρ
nk(d−ε)
min
where C = maxλ∈P ‖T (λ)‖. Thus if nk is sufficiently large, then
log sp(T (θk))∣∣θ−k ∣∣ log ρmin = limn→∞ log ‖(T (θk))
n‖1/n
(nk + |λk|) log ρmin
≥
logCρ
nk(d−ε)
min
nk log ρmin
≥ d− 2ε.
As ε > 0 was arbitrary, it follows that supx∈KL{dimloc µ(x)} ≥ d. Since we previ-
ously saw that supx∈KL{dimlocµ(x)} ≤ d
L
max when L is a loop class, this is enough
to establish both equalities in (3.9).
Part (ii). We have already noted that if L does not admit any interior paths,
then the transition graph is the simple cycle θ(L). Thus any σ ∈ L0e is periodic
with period θ(L) and d(σ) = log spT (θ(L))/ |L| log ρmin = dLmax. 
Here are some immediate corollaries.
Corollary 3.14. Let E be the essential class. Then dEmax = sup{dimloc µ(x) : x ∈
KE}.
Remark 3.15. We note that if L is a loop class and KL is relatively open in K
then L = E.
Proof of Cor. 3.14. The essential class admits an interior path since every child of
a characteristic vector in E is again in E. 
Another consequence of Proposition 3.13 is that
dΩmax = max
{
sup
x∈K
{dimloc µ(x)}, max
L simple, max loop class
{
log sp(T (θ(L)))
|L| log ρmin
}}
.
However, dΩmax > supx∈K{dimloc µ(x)} is possible, as the next example illustrates.
Example 3.16. Consider, again, the IFS of Example 3.7. We observed there that
dLmax = log 17/ log 3 for L = {γ4}. For each of the other singleton maximal loop
classes L, one can compute that dLmax = log(17/4)/ log 3, so d
Ω
max = log 17/ log 3.
With more work it can be shown that dimlocµ(x) ≤ log(17/2)/ log 3 for all x ∈ [0, 1].
See Example 5.11 for more details.
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4. Loop class spectrum
The Lq-spectrum can be defined for any measure.
Definition 4.1. The Lq-spectrum of the measure µ is defined to be the function
τ(µ, q) defined on R by
τ(µ, q) = lim inf
δ→0
log sup
∑
i (µ(B(xi, δ)))
q
log δ
,
where the supremum is over all countable collections of disjoint open balls, B(xi, δ),
with centres xi ∈ suppµ. We write τ(q) if the measure µ is clear.
Remark 4.2. This is also known in the literature as the lower Lq-spectrum. The
upper Lq-spectrum (and Lq-spectrum) could be similarly defined, but as these will
not be of interest to us, we will refer to τ as the Lq-spectrum, for short.
As proven in [12, Section 3], for any measure µ, we have τ(µ, ·) is an increasing
concave function. Further it does not take on either of the values ±∞ if and only
if
(4.1) lim inf
δ→0
log(infx∈suppµ µ(B(x, δ)))
log δ
<∞.
We show in Prop. 4.3 that this is indeed the case for measures of finite type.
For finite type measures µ, balls centred in the support of µ can be replaced by
net intervals in the definition of the Lq-spectrum. This was shown by Feng for
equicontractive finite type measures, [3, Prop. 5.6]. The proof for the general case
is similar and is included here for completeness.
Proposition 4.3. Suppose µ is a measure of finite type. The Lq-spectrum of µ
can be computed as
(4.2) τ(µ, q) = lim inf
n→∞
log
∑
∆∈Fn
(µ(∆))q
n log ρmin
= lim inf
n→∞
log
∑
|σ|=n,σ∈Ω0a
‖T (σ)‖q
n log ρmin
.
Moreover, τ(µ, q) is real-valued for all q.
Proof. We first remark that as µ(∆) is comparable to ‖T (σ)‖ when ∆ has symbolic
representation σ, the second equality of the display is clear.
Given 0 < δ < ρmin, choose the integer n such that ρ
n
min ≤ δ < ρ
n−1
min . Then,
for any x ∈ suppµ, B(x, δ) contains ∆n(x). Applying (3.2), it follows that there
are positive constants C, s such that µ(B(x, δ)) ≥ µ(∆n) ≥ C (min pj)
sn
. That
certainly implies the left side of (4.1) is finite and hence τ(q) is real valued.
Furthermore, if q < 0, then
(µ(B(x, δ)))
q ≤ µ(∆n)
q,
while if q ≥ 0, then
(µ(B(x, δ)))
q ≤
 ∑
level n net intervals ∆n
intersecting B(x,δ)
µ(∆n)

q
.
Moreover, the fact that δ < ρn−1min ensures that B(x, δ) is contained in the union of
the at most 2/(cρmin) = C0 net intervals of level n that intersect it. Since each net
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interval of level n can intersect at most two balls of radius δ, we have
(4.3)
∑
i
(µ(B(xi, δ)))
q ≤
{
2Cq0
∑
∆∈Fn
µ(∆)q if q ≥ 0∑
∆∈Fn
µ(∆)q if q < 0
.
It is easy to see from (4.3) that for either choice of q,
τ(q) ≥ lim inf
n→∞
log
∑
∆∈Fn
(µ(∆))q
n log ρmin
.
For the other inequality, we argue as follows. Choose N0 such that ρ
N0
min ≤ c/3.
Consider any level n net interval ∆ = [a, b] and its neighbour set ((aj , Lj))
J
j=1.
For each j, choose σj ∈ Λn associated with (aj , Lj) and ∆. Select the index
i ∈ {1, . . . , J} so that
∑
α:Sα=Sσj
pα is maximal for j = i.
Obtain an integer N ≥ N0 and finite set W , as in Lemma 2.7 (i), with the
property that there is some ν ∈ W with Sσiν [0, 1] ⊆ ∆ and σiν ∈ Λn+N . As the
length of this interval satisfies
ρn+N+1min ≤ ℓ(Sσiν [0, 1]) ≤ ℓ(∆)/3,
one of the two endpoints of the interval Sσiν [0, 1], say x∆, has distance at least
ℓ(Sσiν [0, 1]) to both a and b. Of course, x∆ belongs to K. Therefore
Sσiν [0, 1] ⊆ B(x∆, ℓ(Sσiν [0, 1])) ⊆ ∆.
If we let M be the maximum number of elements in any neighbour set, then the
maximality property in the choice of index i means that
µ(∆) ≥ µ(B(x∆, ℓ(Sσiν [0, 1]))) ≥
∑
ω:Sω=Sσiv
pω ≥ pν
∑
α:Sα=Sσi
pα ≥ pν
µ(∆)
M
.
As there are only finitely many such words v, there is some ε > 0 such that pv > ε
for all such v. Hence µ(B(x∆, ℓ(Sσiν [0, 1]))) ≥ µ(∆)ε/M for all ∆.
Since the balls B(x∆, ℓ(Sσiν [0, 1])
n+N
min ) are disjoint, centred inK and have radius
comparable to ρnmin, we can now conclude that for all q,
τ(q) ≤ lim inf
n→∞
log
∑
∆∈Fn
(µ(∆))q
n log ρmin
.

Motivated by this, we make the following definition for the loop class Lq-spectrum
of a measure µ of finite type.
Definition 4.4. Let µ be a measure of finite type and let L be a set of characteristic
vectors containing a loop class. We define the Lq-spectrum of µ on L as the
function τL(µ, q) defined at q ∈ R by
τL(µ, q) = lim inf
k→∞
log
∑
σ∈La,|σ|=k
‖T (σ)‖q
k log ρmin
.
Again, we suppress µ in the notation if the measure is clear.
We will first prove that τΩ(µ, q) = τ(µ, q) and τΩ is minimal over all τL.
Theorem 4.5. Let L ⊆ Ω be any set of characteristic vectors containing a loop
class. Then τ(µ, q) = τΩ(µ, q) ≤ τL(µ, q) for all q and hence
τ(µ, q) ≤ min{τL(µ, q) : L maximal loop class} for all q ∈ R.
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Proof. We first check that τ(µ, q) = τΩ(µ, q). Since∑
σ∈Ω0a,|σ|=k
‖T (σ)‖q ≤
∑
σ∈Ωa,|σ|=k
‖T (σ)‖q ,
it is immediate that τ(µ, q) ≥ τΩ(µ, q).
To prove the other inequality, we start by partitioning the right hand sum ac-
cording to the first letter of σ. Let Ω = {γ0, γ1, . . . , γ|Ω|−1} be the complete list of
characteristic vectors and for each i, choose ηi such that (γ0, ηi, γi) is an admissible
path where |ηi| = ni (and (η0, γ0) should be understood to be the empty word).
As ‖T (γi, χ)‖ is comparable to ‖T (γ0, ηi, γi, χ)‖, there is a constant Ci(q) such
that ∑
σ∈Ωa,|σ|=k
‖T (σ)‖q =
|Ω|−1∑
i=0
∑
|χ|=k−1
‖T (γi, χ)‖
q
≤
|Ω|−1∑
i=0
Ci
∑
|χ|=k−1
‖T (γ0, ηi, γi, χ)‖
q
≤
|Ω|−1∑
i=0
Ci
∑
|σ|=k+ni+1,σ∈Ω0a
‖T (σ)‖q .
The definition of τ(µ, q) implies that given any ε > 0 there is some k0 = k0(ε, q)
such that for all k ≥ k0 we have
log
∑
|σ|=k,σ∈Ω0a
‖T (σ)‖q
k log ρmin
≥ τ(µ, q) − ε.
Thus for k sufficiently large∑
|σ|=k+ni+1,σ∈Ω0a
‖T (σ)‖q ≤ ρ
(k+ni+1)(τ(q)−ε)
min .
We deduce that ∑
σ∈Ωa,|σ|=k
‖T (σ)‖q ≤
|Ω|−1∑
i=0
C′iρ
k(τ(q)−ε)
min ≤ Cρ
k(τ(q)−ε)
min
for suitable constants C′i, C depending on ε and q. It is immediate from this that
log
∑
σ∈Ωa,|σ|=k
‖T (σ)‖q
k log ρmin
≥
logC
k log ρmin
+ τ(µ, q) − ε
and letting k →∞, we see that τΩ(µ, q) ≥ τ(µ, q)− ε for all ε > 0. Thus τΩ(µ, q) =
τ(µ, q) for all q.
For any L ⊆ Ω, ∑
σ∈La,|σ|=k
‖T (σ)‖q ≤
∑
σ∈Ωa,|σ|=k
‖T (σ)‖q ,
hence τL(µ, q) ≥ τΩ(µ, q) for all q, completing the proof. 
We next obtain pointwise bounds for the functions τL. By the incidence matrix
of a set of characteristic vectors L = {χ1, . . . , χ|L|} we mean the |L| × |L| matrix
whose (i, j) entry is 1 if χi has χj as a child and equals 0 otherwise.
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Proposition 4.6. Let L be a set of characteristic vectors containing a loop class
and let IL denote its incidence matrix. Then
qdLmin ≥ τL(µ, q) ≥ qd
L
min −
log sp(IL)
|log ρmin|
if q ≥ 0.
If L is a loop class, then
qdLmax ≥ τL(µ, q) ≥ qd
L
max −
log sp(IL)
|log ρmin|
if q < 0.
Proof. Let ε > 0 and assume L = {χ1, . . . , χ|L|} is a loop class. By Lemma 3.9, for
sufficiently large k and σ ∈ La, |σ| = k, we have
‖T (σ)‖ ≥ ρ
(dLmax+ε)k
min .
Furthemore, we can choose an infinite path α ∈ La such that d(α) ≥ d
L
max − ε/2,
hence for infinitely many kj we have
(4.4) ‖T (α|kj)‖ ≤ ρ
kj(d
L
max−ε)
min .
Assume χi is the characteristic vector of a net interval ∆i of level ni. Every σ ∈
La with |σ| = k + 1 and beginning with letter χi, determines a unique descendent
of ∆i at level ni+k that has its characteristic vector in L. The number of such σ is
the sum of the entries on row i of the matrix (IL)
k. This is dominated by
∥∥(IL)k∥∥
and hence by (sp(IL) + ε)
k for large enough k depending on ε > 0.
Thus for q < 0 and large k,∑
σ∈La,|σ|=k
‖T (σ)‖q =
|L|∑
i=1
∑
|σ|=k−1
‖T (χi, σ)‖
q ≤ ρ
qk(dLmax+ε)
min (sp(IL) + ε)
k,
while for α as in (4.4) and infinitely many k, we have∑
σ∈La,|σ|=k
‖T (σ)‖q ≥ ‖T (α|k)‖q ≥ ρ
kq(dLmax−ε)
min .
Taking logarithms, dividing by k log ρmin and letting k →∞ gives
τL(q) = lim inf
k→∞
log
∑
σ∈La,|σ|=k
‖T (σ)‖q
k log ρmin
{
≥ q(dLmax + ε)−
log(sp(IL)+ε)
|log ρmin|
≤ q(dLmax − ε)
,
which proves the claim for q < 0.
The argument for q ≥ 0 is similar using Lemma 3.8, instead of Lemma 3.9, and
only requires L to contain a loop class. 
It was proven by Ngai and Wang in [14] that dimB K = log(sp(IΩ))/ |log ρmin|.
More generally, the following is true.
Lemma 4.7. Suppose L is a set of characteristic vectors containing a loop class
and let JL be the incidence matrix for the set of characteristic vectors that have a
descendent in L. The box dimension of KL exists and is equal to
dimB KL =
log sp(JL)
|log ρmin|
.
Remark 4.8. Note that JL above is not the incidence matrix of L. It may contain
characterstic vectors outside of L that have descendents in L. It is possible that
sp(JL) > sp(IL) as we show in Example 4.10.
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Proof. Given a matrix J , let ‖J‖i =
∑
j |Jij |, the sum of the modulos of the entries
of row i of J .
Without loss of generality, we can assume the entries of the first row of JL
are determined by the children of γ0 (with descendents in L). Then
∥∥∥(JL)k∥∥∥
1
is
the number of net intervals at level k that contain an element of KL. This is an
increasing function of k and is comparable to the number of disjoint balls of radius
cρkmin centred at points in KL.
Furthermore,
∥∥JkL∥∥i ≤ ∥∥∥Jk+miL ∥∥∥1 if the entries of row i of J are determined by
the children of γi where γi is a descendent of γ0 at level mi which has a descendent
in L. Thus if C is the number of rows of JL and M = maxmi, we have∥∥JkL∥∥1 ≤ ∥∥JkL∥∥ =∑
i
∥∥JkL∥∥i ≤ C ∥∥Jk+ML ∥∥1 .
This shows limk→∞
∥∥JkL∥∥1/k1 = limk ∥∥JkL∥∥1/k = sp(JL) and therefore
log sp(JL)
|log ρmin|
= lim
k→∞
log
∥∥JkL∥∥1
k |log ρmin|
= dimB KL.

Corollary 4.9. Let L be a set of characteristic vectors containing a loop class.
(i) Then
qdLmin ≥ τL(µ, q) ≥ qd
L
min − dimB KL ≥ qd
L
min − 1 if q ≥ 0.
(ii) Further, if L is a loop class, then
qdLmax ≥ τL(µ, q) ≥ qd
L
max − dimB KL ≥ qd
L
max − 1 if q < 0.
(iii) For any q ≥ 0,
qdΩmin ≥ τ(µ, q) ≥ qd
Ω
min − dimB K ≥ qd
Ω
min − 1.
(iv) If |L| = 1 then
qdLmin = qd
L
max = τL(µ, q) for all q.
Proof. Part (i) and (ii). Let JL be as in the Lemma. Then the incidence matrix of
L, IL, is a submatrix of JL and
∥∥IkL∥∥ ≤ ∥∥JkL∥∥ for all k, so sp(IL) ≤ sp(JL).
Part (iii) is the special case of L = Ω in Part (i).
Part (iv). Assume L = {γ}. We have
dLmin = d
L
max =
log sp(T (γ, γ))
log ρmin
and IL = [1], so sp(IL) = 1. 
We remark that it is possible to have sp(IL) < sp(JL). Here is an example.
Example 4.10. Consider the finite type IFS with maps Sj(x) = x/3 + dj where
dj = 0, 4/9, 5/9, 2/3, discussed in Example 3.10 of [9]. There are seven character-
istic vectors: γ0 with children γi, i = 0, 1, . . . , 5; γ1 with child γ0; γ2 with children
γ1, γ2, γ3; γ5 with children γ3, γ4, γ5; and γ3, γ4, γ6, γ7 all with children γ3, γ6, γ7.
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The singleton L = {γ5} is a maximal loop class. Here IL = [1] with sp(IL) = 1,
while
JL =

1 1 1 1
1 0 0 0
0 1 1 0
0 0 0 1

with sp(JL) = 2.
In [6, Thm. 1.2] it is shown that for any self-similar measure satisfying the weak
separation property, τ(q)/q → inf{dimlocµ(x) : x} as q → ∞. More generally, we
also can also immediately deduce the following by combining Propositions 3.10,
3.13 and 4.6.
Corollary 4.11. Let L be a set of characteristic vectors containing a loop class.
(i) We have τL(q)/q → dLmin as q →∞. If KL is relatively open, then
τL(q)/q → inf{dimlocµ(x) : x ∈ KL}as q →∞.
(ii) Further, if L is a loop class, then τL(q)/q → dLmax as q → −∞. If, in
addition, L admits an interior path, then
τL(q)/q → sup{dimloc µ(x) : x ∈ KL} as q → −∞.
Here are some other facts about loop class Lq-spectra which will be useful later
in the paper.
Proposition 4.12. Let E be the essential class and suppose ∆(j), j = 1, . . . , J , are
distinct net intervals of level N with characteristic vectors in E. Let µj = µ|∆(j) .
For any real number q,
τE(µ, q) = τ(µ1 + · · ·+ µJ , q).
Moreover,
τ(µ, q) = τE(µ, q) if q ≥ 0.
Proof. We first note that since the net intervals ∆(j) are disjoint, similar arguments
to the proof of Proposition 4.3 show that
τ(µ1 + · · ·+ µJ , q) = lim inf
k→∞
log
∑J
j=1
∑
∆⊆∆(j),∆∈Fk
(µj(∆))
q
k log ρmin
.
Suppose ∆(j) has symbolic representation δ(j), with last letter γj ∈ E. The
usual comparability arguments give
τ(µ1 + · · ·+ µJ , q) = lim inf
k→∞
log
∑J
j=1
∑
|σ|=k
∥∥T (δ(j), σ)∥∥
k log ρmin
q
(4.5)
= lim inf
k→∞
log
∑J
j=1
∑
|σ|=k ‖T (γj , σ)‖
q
k log ρmin
As γj ∈ E, the admissible paths σ appearing in the sum belong to Ea and therefore∑
|σ|=k
‖T (γj , σ)‖
q ≤
∑
|σ|=k+1,σ∈Ea
‖T (σ)‖q .
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It follows that
τ(µ1 + · · ·+ µJ , q) ≥ lim inf
k→∞
log
∑
|σ|=k,σ∈Ea
‖T (σ)‖q
k log ρmin
= τE(µ, q).
The proof that τE(µ, q) ≥ τ(µ1 + · · · + µJ , q) uses arguments similar to those
used in the proof of Theorem 4.5. Assume E = {χ1, . . . , χ|E|}. As every σ ∈ Ea
will begin with one of the χi, we can write∑
|σ|=k,σ∈Ea
‖T (σ)‖q =
|E|∑
i=1
∑
|σ|=k−1,σ∈Ea
‖T (χi, σ)‖
q
.
We continue to assume ∆(1) has symbolic representation δ(1) (with final letter
in E). For each i = 1, . . . , |E|, choose a path λi ∈ Ea linking δ
(1) with χi. Assume
|λi| = ni. The definition of τ(µ1) established in (4.5) implies that for each ε > 0
and all k ≥ k0(ε) we have∑
|σ|=k−1,σ∈Ea
‖T (χi, σ)‖
q ≤ Ci
∑
|σ|=k−1,σ∈Ea
∥∥∥T (δ(1), λi, χi, σ)∥∥∥q
≤ Ci
∑
|σ|=k+ni,σ∈Ea
∥∥∥T (δ(1), σ)∥∥∥q ≤ C′iρk(τ(µ1,q)−ε)min .
Consequently, τE(µ, q) ≥ τ(µ1, q).
It is easy to see that τ(µ1, q) ≥ τ(µ1 + · · ·+ µJ , q) and hence τE(µ, q) = τ(µ1 +
· · ·+ µJ , q) for all q.
Finally, we note that in [3, Lemma 5.3], Feng shows (in the equicontractive case,
but the same argument works in general) that for q ≥ 0, τ(µ, q) = τ(µ1, q). Hence
τ(µ, q) = τE(µ, q) for all q ≥ 0. 
Corollary 4.13. For q ≥ 0, the function τL(µ, q) is minimized over all maximal
loop classes L at L equal to the essential class E. Likewise, the minimum value of
dLmin is attained at L = E.
Proof. The previous work shows that for all q ≥ 0, τL(µ, q) ≥ τ(µ, q) = τE(µ, q)
and that τL(µ, q)/q → dLmin as q →∞ for any loop class L. 
5. The Lq-spectrum of finite type measures
5.1. Main Theorem. Throughout this section we continue to assume µ is a self-
similar measure of finite type. We conjecture that for all real q, that τ(µ, q) =
minL τL(µ, q), where the minimum is taken over all the maximal loop classes L.
Indeed, we have already seen in Theorem 4.5 that τ(q) ≤ minL τL(q).
In this section, we will prove the conjecture under additional assumptions, which
we will see later are satisfied by many examples, including the (uniform or biased)
Bernoulli convolutions with contraction factor the inverse of a simple Pisot number
and the (m, d)-Cantor measures with m ≥ d.
It is convenient to introduce further terminology: We will say that two maximal
loop classes, L1 and L2, are adjacent if there is a path from L1 to L2 that does not
pass through any other maximal loop class. To be more precise, we mean there is
a path χ1, . . . , χs with χ1 ∈ L1, χs ∈ L2 and χi not in a maximal loop class for
any i 6= 1, s. Any such path will be called a transition path from L1 to L2. The
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fact that there are only finitely many characteristic vectors ensures there are only
finitely many transition paths.
Recall that we write E for the essential class.
Theorem 5.1. Let µ be any self-similar measure of finite type. We have
τ(µ, q) = min
L
τL(µ, q) = τE(µ, q) for q ≥ 0,
where the minimum is over all maximal loop classes L (including E) and E denotes
the essential class.
If the transition matrices of all transition paths are positive matrices, then
τ(µ, q) = min
L
τL(µ, q) for q < 0.
Proof. In Theorem 4.5 and Corollary 4.13, we have already seen that τ(q) =
minL τL(q) = τE(q) for q ≥ 0 and that τ(q) ≤ minL τL(q) for all q. Thus we
need only prove the reverse inequality for q < 0 under the additional assumption,
and that requires finding upper bounds on
∑
|σ|=k,σ∈Ω0 ‖T (σ)‖
q. To do this, we
observe that each such σ can be factored as (β−1 , λ
−
1 , β
−
2 , λ
−
2 , . . . , λ
−
ℓ , βℓ+1) where
• β1 = β
(1)
1 . . . β
(j1)
1 is the path from γ0 to the first maximal loop class. Here
β
(j1)
1 is in the (first) maximal loop class associate with λ1. This may be a
singleton if γ0 is within the loop class associated with λ1.
• λi = λ
(1)
i . . . λ
(ki)
i is path contained within a single loop class.
• For i = 2, ..., ℓ, βi = β
(1)
i . . . β
(ji)
i is a transition path from the loop class
given by λi−1 to the loop class given by λi. Here β
(1)
i is in the loop class
associated with λi−1 and β
(ji)
i is in the loop class associated with λi.
• βℓ+1 = β
(1)
ℓ+1 . . . β
(jℓ+1)
ℓ1
is a prefix of a transition path from the loop class
given by λℓ. This may be a singleton if the last characteristic vector in σ
is in a loop class.
• We have β
(ji)
i = λ
(1)
i and λ
(ki)
i = β
(1)
i+1.
With this notation we have
T (σ) = T (β1)T (λ1) . . . T (βℓ)T (λℓ)T (βℓ+1).
Here we understand T (βi) or T (λi) to be 1 if they contained only one characteristic
vector.
We notice that if there is a transition path between two maximal loop classes,
then there is no path (transition or otherwise) going the other direction between
these loop classes. Hence, as there are only a finite number of maximal loop classes
we see that ℓ is bounded above by the number of maximal loop classes.
We notice that there are only a finite number of initial and transition paths,
and hence a finite number of βi. We further note that, by assumption, T (βi) is a
positive matrix for i = 2, . . . , ℓ. We always have that T (β1) is a positive matrix
with row dimension 1. Hence by Lemma 2.10 (ii) we get
‖T (σ)‖ ≥ ‖T (β1)T (λ1) . . . T (βℓ)T (λℓ)T (βℓ+1)‖
≥ C‖T (λ1)‖‖T (λ2)‖ . . . ‖T (λℓ−1)‖‖T (λℓ)T (βℓ+1)‖(5.1)
Recall βℓ+1 = β
(1)
ℓ+1 . . . β
(jℓ+1)
ℓ+1 is a prefix of a transition path. If βℓ+1 is a singleton,
then we obtain directly that ‖T (λℓ)T (βℓ+1)‖ = ‖T (λℓ)‖. Assume that it is not a
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singleton. Let β+ℓ+1 = β
(1)
ℓ+1 . . . β
(jℓ+1)
ℓ1
. . . β
(Jℓ+1)
ℓ1
be a transition path for which it is
a prefix. We see that
‖T (λℓ)T (βℓ+1)‖‖T (β
(jℓ+1)
ℓ+1 . . . β
(Jℓ+1)
ℓ+1 )‖ ≥ ‖T (λℓ)T (βℓ+1)T (β
(jℓ+1)
ℓ+1 . . . β
(Jℓ+1)
ℓ+1 )‖
≥ ‖T (λℓ)T (β
+
ℓ+1)‖
≥ b‖T (λℓ)‖
There are only finitely many such completions, hence ‖T (β
(jℓ+1)
ℓ+1 . . . β
(Jℓ+1)
ℓ+1 ‖ is bounded
from below. Combining this observation with equation (5.1) gives us that ‖T (σ)‖ ≥
C
∏ℓ
i=1 ‖T (λi)‖ for some (new) constant C, or equivalently
(5.2) ‖T (σ)‖q ≤ Cq
ℓ∏
i=1
‖T (λi)‖
q.
Let κ be the number of possible tuples (β1, β2, . . . , βℓ+1). We see that κ is finite
as there are a finite number of transition paths and ℓ is bounded above. Let C
be a renamed constant, the minimum value of Cq taken over all such tuples. Let
L1, . . . , LN be the complete set of loop classes (including the essential class).
With this notation we have∑
|σ|=n
‖T (σ)‖q ≤
∑
(β1,...,βℓ+1)
 ∑
|λ1|+···+|λℓ|≤n
‖T (β1)T (λ1) . . . T (λℓ)T (βℓ+1)‖
q

≤ C
∑
(β1,...,βℓ+1)
 ∑
i1+···+iN≤n
∑
|λ1|=i1
λ1∈L1
· · ·
∑
|λN |=iN
λN∈LN
‖T (λ1)‖
q . . . ‖T (λN)‖
q

≤ Cκ
∑
i1+···+iN≤n
 ∑
|λ1|=i1
λ1∈L1
‖T (λ1)‖
q
 . . .
 ∑
|λN |=iN
λN∈LN
‖T (λN )‖
q

Fix ε > 0 and let
θ(q) := min
L
τL(q).
By the definition of τL, there is some nL such that for all paths in L with length
at least n ≥ nL, ∑
λ∈La,|λ|=n
‖T (λ)‖q ≤ ρ
n(τL(q)−ε)
min ≤ ρ
n(θ(q)−ε)
min .
As there are only finitely many paths of length less than nL and only finitely many
maximal loop classes, there is some constant Cε such that∑
λ∈La,|λ|=n
‖T (λ)‖q ≤ Cερ
n(θ(q)−ε)
min
for all n and for all maximal loop classes L. Thus
∑
|σ|=n
‖T (σ)‖q ≤ Cκ
∑
i1+···+iN≤n
 ∑
|λ1|=i1
λ1∈L1
‖T (λ1)‖
q
 . . .
 ∑
|λN |=iN
λN∈LN
‖T (λN)‖
q

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≤ Cκ
∑
i1+···+iN≤n
(
Cǫρ
i1(θ(q)−ǫ)
min
)(
Cǫρ
i2(θ(q)−ǫ)
min
)
. . .
(
Cǫρ
iN (θ(q)−ǫ)
min
)
≤ CκCNǫ
∑
i1+···+iN≤n
ρ
n(θ(q)−ǫ)
min
≤ CκCNǫ n
Nρ
n(θ(q)−ǫ)
min
≤ C′ρ
n(θ(q)−2ǫ)
min
Recall here that θ(q) < 0 when q < 0.
Taking the logarithm, dividing by n log ρmin and letting n→∞, we deduce that
τ(q) = lim inf
n
log
∑
|σ|=n ‖T (σ)‖
q
n log ρmin
≥ θ(q)− ε.
As this holds for all ε > 0, we have τ(q) ≥ θ(q) = minL τL(q), as we desired to
show. 
Remark 5.2. We remark that while the values of the entries of the transition
matrices associated with transition paths are a function of the probabilities associ-
ated with the self-similar measure, the property of being positive matrices depends
only on the finite type structure of the IFS. Thus Theorem 5.1 will apply to every
self-similar measure associated with an IFS which satisfies the hypotheses.
5.2. Consequences of the Theorem. For this subsection, we will let
d = max{dLmax : L maximal loop class, L 6= E}.
Proposition 5.3. Let µ be any self-similar measure of finite type. Suppose that
every maximal loop class other than the essential class is a singleton and that the
primitive transition matrices associated with these singleton loop classes are scalars.
Then τ(µ, q) = minL τL(µ, q) for all q and consequently,
τ(µ, q) =
{
τE(µ, q) if q ≥ 0
min{qd, τE(µ, q)} if q < 0
.
Proof. If L is a singleton maximal loop class with primitive transition matrix a
scalar, then the transition matrix of any transition path beginning at L is a row
vector. As every column of a transition matrix has a non-zero entry, it follows that
such a transition matrix is positive.
There are no transition paths starting from the essential class. As all other
maximal loop classes are singletons with scalar transition matrices, we have that
all transition paths are positive. Thus the hypotheses of Theorem 5.1 are satisfied
and τ(µ, q) = minL τL(µ, q) for all q.
The remaining claims follow upon recalling that if L is a singleton loop class,
then τL(µ, q) = qd
L
max (and = qd
L
min) for all q; see Corollary 4.9 (iv). 
Remark 5.4. As with Theorem 5.1, the assumptions of this Proposition are struc-
tural properties of the underlying IFS and hence every self-similar measure associ-
ated with such an IFS will satisfy the Proposition.
For both the Bernoulli convolutions with simple Pisot inverses as contractions
and the (m, d)-Cantor measures, there are three maximal loop classes, the essential
class and two singletons (corresponding to the endpoints 0, 1) and the latter have
scalars as their primitive transition matrices. Hence the Proposition applies to
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these examples. We will discuss these classes of finite type measures in more detail
later in this subsection; see Examples 5.8 and 5.9.
In fact, these Bernoulli convolutions and Cantor-like measures are special exam-
ples of the following more general situation.
Lemma 5.5. Suppose the IFS is equicontractive and of finite type and that the
set of essential points is (0, 1). Then there are (precisely) two other maximal loop
classes. These are both singletons, corresponding to the points 0, 1 respectively, with
primitive transition matrices that are scalars.
Proof. Assume the IFS consists of similarities {Sj}mj=0, ordered in the natural way.
The left-most net interval at level 1 is either [0, S0(1)] or [0, S1(0)], depending on
which is smaller, S0(1) or S1(0). At level 2, it is the interval [0, a] where a =
min{SiSj(0), SiSj(1) : i, j}. It is straight forward to check that if S0(1) ≤ S1(0),
then the minimum value is S0S0(1) and then the net interval [0, a] has normalized
length 1, the same as the level 1 net interval [0, S0(1)]. Otherwise, the minimum
value is S0S1(0) and the net interval [0, a] has the same normalized length as the
level 1 net interval, [0, S1(0)]. In both cases, these level one and level two net
intervals have the same neighbour set, the singleton {(0, 0)}. Hence if χ0 is the
characteristic vector of the left-most interval at level one, χ0 is also its left-most
child, so {χ0} is a loop class and 0 has symbolic representation (γ0, χ0, χ0, . . . ). As
there is only one neighbour set, the primitive transition matrix is a scalar. As 0 is
not an essential point, χ0 is not in the essential class.
By symmetry the same is true for the right-most net intervals with 1 having
symbolic representation (γ0, χ1, χ1, . . . ).
The loop classes L0 = {χ0} and L1 = {χ1} are maximal because otherwise there
would be infinitely many points that are not essential points. There are no other
maximal loop classes (other than the essential class) for the same reason. 
Corollary 5.6. Suppose µ is an equicontractive, finite type measure and that the
set of essential points is (0, 1). Let ∆ be any finite union of net intervals of a fixed
level, with characteristic vectors in the essential class E.
(i) Then
τ(µ, q) =
{
τE(µ, q) = τ(µ|∆, q) if q ≥ 0
min{qd, τE(µ, q)} if q < 0
.
(ii) If dEmax < d, then there is a choice of q0 < 0 such that
(5.3) τ(µ, q) =
{
τE(µ, q) = τ(µ|∆, q) if q ≥ q0
qd if q < q0
.
We can take q0 ≥ −1/(d− dEmax) to be the unique solution to τE(q) = qd.
(iii) If dEmax ≥ d, then τ(µ, q) = τE(µ, q) = τ(µ|∆, q) for all q.
Proof. Part (i). This follows directly from the previous work.
For Part (ii), recall that we saw in Proposition 4.6 that if q < 0, then
qdEmax ≥ τE(q) ≥ qd
E
max − 1.
Thus if q1 = −1/(d−dEmax), then τE(q1) ≥ dq1. It is easy to see that τE(0) < 0. As
τE is concave, and hence continuous, there is some q0 ∈ [q1, 0) such that τE(q0) =
Lq-SPECTRUM FOR FINITE TYPE MEASURES 25
dq0. Using the fact that if f is a concave function and z ∈ (x1, x2) we have
f(x1)− f(z)
z − x1
≤
f(z)− f(x2)
x2 − z
,
it can be checked that there can only be one choice of q0 with τE(q0) = dq0. The
statements of (5.3) are clearly satisfied for this choice of q0 ≥ q1 = −1/(d− d0).
Part (iii). We simply note that if dEmax ≥ d and q < 0, then τE(q) ≤ qd
E
max ≤ qd
and hence min{qd, τE(µ, q)} = τE(µ, q). 
Corollary 5.7. Assume µ is associated with an equicontractive, finite type IFS.
Suppose KE = (0, 1) and that
sup{dimloc µ(x) : x ∈ KE} < max{dimloc µ(0), dimloc µ(1)}.
Then
d = max
j=0,1
dimloc µ(j) > d
E
max
If ∆ is any non-empty, closed subinterval of (0, 1), then
τ(µ, q) =
{
τ(µ|∆, q) if q ≥ q0
qd if q < q0
where q0 < 0 is the unique solution to τ(µ|∆, q) = qd .
Proof. As 0, 1 are the endpoints of the support of µ, they each have a unique peri-
odic symbolic representation. Hence dimloc µ(j) = d
Lj
max where Lj is the singleton
maximal loop class associated with j = 0, 1. Thus our hypothesis, together with
Corollary 3.14, implies dEmax < d and therefore Corollary 5.6 (ii) applies.
It is easy to see from the definition of the Lq-spectrum that if Y ⊆ X ⊆suppµ,
then τ(µ|X , q) ≤ τ(µ|Y , q) for all q. Since any ∆ described in the statement of the
Corollary will contain a net interval with a characteristic vector in the essential class
and is contained in a finite union of such net intervals, it follows that τE(µ, q) =
τ(µ|∆, q) for q ≥ q0. 
Example 5.8 ((m, d)-Cantor measures). Consider the equicontractive, finite type
IFS with contractions Sj(x) = x/3 + 2j/9 for j = 0, 1, 2, 3. Any associated self-
similar measure is a (3, 3)-Cantor measure. There are two singleton maximal loop
classes, L0 = {γ1} and L1 = {γ7}, corresponding to the endpoints 0, 1. The charac-
teristic vectors {γ2, γ3, γ5, γ6} comprise the essential class E, with the open interval
(0, 1) being the set of essential points. See Figure 5.1 for the transition graph. Thus
Corollary 5.6 (i) applies for any choice of probabilities.
If we take, for example, the probabilities 1/3, 3/8, 3/8, 1/8, the associated measure
is the rescaled 3-fold convolution of the classical Cantor measure. We have
d = dimloc µ(j) =
log 8
log 3
= dLjmax for j = 0, 1.
It is known that supx∈KE{dimloc µ(x)} < log 8/ log 3 = d and that the union of
the net intervals of level N with characteristic vectors in E is the closed interval
∆(N) = [2 · 3−N , 1− 2 · 3−N ] .
Similar statements are true for any choice of regular probabilities, hence we can
appeal to Corollary 5.6 (ii) in the regular case to conclude that for any N ,
τ(µ, q) =
{
τ(µ|∆(N), q) if q ≥ q0
qd if q < q0
26 KATHRYN E. HARE, KEVIN G. HARE, AND WANCHUN SHEN
γ0
γ4γ1 γ7
γ2 γ6
γ3 γ5
Figure 5.1. (3, 3)-Cantor measure
where q0 < 0 is the unique solution to τ(µ|∆(1), q) = qd.
More generally, similar statements hold for any (m, d)-Cantor measure with m ≥
d ≥ 2, with, again, the stronger conclusions if regular probabilities are chosen. In
this case, the union of the net intervals of level N with characteristic vectors in E
is the closed interval
∆(N) = [(d− 1)/(mdN), 1− (d− 1)/(mdN )].
Most of these results were previously found for the special cases of the 3 -fold
convolution of the Cantor measure in [7, Thm. 1.1, 1.3] and for m < 2d− 2 in [16,
Thm. 1.5]. The reader can refer to [8, Section 7] and [9, Section 5] for proofs of
the finite type structural properties of the (m, d)-Cantor measures and facts about
their local dimensions.
Example 5.9 (Bernoulli convolutions). Consider the IFS S0(x) = ̺x, S1(x) =
̺x + 1 − ̺ which generates the Bernoulli convolution with contraction factor ̺
the inverse of the golden mean. There are two singleton maximal loop classes,
L0 = {γ1} and L1 = {γ3}, corresponding to the endpoints 0, 1. The remaining
maximal loop class given by {γ2, γ4, γ5, γ6} form the essential class E, so again the
open interval (0, 1) is the set of essential points. See Figure 5.2.
If µ is the Bernoulli convolution arising from the probabilities p0, p1 = 1 − p0,
then
dLjmax = dimloc µ(j) =
log pj
log ̺
for j = 0, 1.
In the case that p0 < p1 (the biased case), it was shown in [9, Thm. 4.3] that
dEmax < d = d
L0
max. In contrast, it was shown in [4, Thm. 1.5] that in the uniform
case d = d
Lj
max = dEmax for j = 0, 1.
In either the uniform or biased case we have
τ(µ, q) =
{
τE(µ, q) = τ(µ|∆, q) if q ≥ 0
min{qd, τE(µ, q)} if q < 0
.
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Figure 5.2. Bernoulli convolution
where ∆ is any finite union of net intervals of a fixed level with characteristic
vectors in the essential class E. We can take as ∆ any interval of the form [̺N (1−
̺), 1 − ̺N (1 − ̺)], for example. In the biased case, τ(µ, q) is the straight line qd
for q < q0, as per Corollary 5.6 (ii), while in the uniform case, Corollary 5.6 (iii)
implies τE(µ, q) = τ(µ, q) for all q.
In [4, Thm. 4.12], Feng showed that in the uniform case τ(µ, q) is the line qd
for q ≤ q1 for a suitable choice of q1 < 0 and was not differentiable at that point.
Hence τE is not differentiable at q1.
Similar statements hold for the Bernoulli convolutions with contraction factor
the inverse of a simple Pisot number other than the golden mean. (A real number
is called a simple Pisot number if it is the (unique) positive root of a polynomial
xk − xk−1 · · · −x− 1 = 0 for some integer k ≥ 2.) In particular, in the biased case,
it was shown in [9, Section 4] that d > dEmax, so we have τ(µ, q) = qd for q < q0.
In the uniform case, again d = dEmax, so τE(µ, q) = τ(µ, q) for all q. Moreover,
Feng in [4, Theorem 5.8] proved that τ(µ, q) = qd− log x(q)/ log ̺ for an infinitely
differentiable function x and that always x(q) < 1. Thus, in contrast to the golden
mean case, here we have τE(µ, q) < qd for all q and the function τE is differentiable
everywhere.
Here is another example which satisfies the conditions of Proposition 5.3, but
the set of essential points is not the full open interval (0, 1).
Example 5.10. Consider the equicontractive IFS with Sj(x) = x/3 + dj for dj =
0, 1/5, 2/5, 2/3. One can verify that there are three maximal loop classes other than
the essential class. These are all singletons corresponding to the points x = 0, 1 and
x0 ∈ (0, 1) respectively, (so KE 6= (0, 1)) and all have scalar primitive transition
matrices. Consequently, Theorem 5.1 applies and thus τ(µ, q) = min τL(µ, q) for
all q and all associated self-similar measures.
As a particular example, take p3 = 1/156, p0 = 5/256, p2 = 25/156 and p1 =
125/156. Although we have not been able to prove this, computational work suggests
that dEmax ≤ 2.25 and d ≥ 4.5. If this is true, then the L
q-spectrum would be the
line y = qd for large negative q.
For our final example, we study the Lq-spectrum of the self-similar measure from
Example 3.7.
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Example 5.11. Take the IFS with Sj(x) = x/3 + dj for dj = 0, 1/9, 1/3, 1/2, 2/3
and probabilities pj = 4/17 for j = 0, 1, 3, 4 and p2 = 1/17, introduced in Example
3.7. We refer the reader to Figure 5.3 for the transition graph. There are 19
characteristic vectors and four singleton maximal loop classes, Li = {γi} for i =
1, 4, 7, 8, in addition to the essential class E with 9 characteristic vectors (whose
transitions are not detailed in the figure). The maximal loop classes L1 and L7
correspond to the points at 0 and 1. These points only have one representation,
hence these loop classes are not adjacent to any other loop class. The loop class
at L4 corresponds to a right most path, whose corresponding left most path is in
the essential class. The loop class at L8 also corresponds to a right most path,
whose corresponding left most path is in the essential class. The singleton maximal
loop classes L1, L4 (corresponding to the point 1/2) and L7 have scalar primitive
transition matrices, so the transition matrices of transition paths beginning with
these loop classes are all positive. However, the maximal loop class L8 has a 2× 2
lower triangular, primitive transition matrix. Furthermore, there are 10 transition
paths between L8 and the essential class, namely
γ8γ3γ12 γ8γ3γ13 γ8γ3γ14γ5γ9 γ8γ3γ14γ5γ10
γ8γ3γ14γ5γ11 γ8γ3γ14γ5γ12 γ8γ3γ14γ5γ13 γ8γ3γ14γ9
γ8γ3γ14γ10 γ8γ3γ14γ11
Some of the transition matrices for these transition paths (such as γ8γ3γ12) are not
positive. So Theorem 5.1 does not apply directly.
However, the transition matrix T (γ8γ8γ3) is positive and one can only exit L8
through γ3. Furthermore, one can only enter L8 from γ2. With this in mind, we
can modify our definitions slightly so that the proof of the Theorem will still apply.
(i) Include in the list of initial paths the paths starting with γ0γ2γ8γ3 . . . .
(ii) Include in the list of transition paths from L1 to E the paths starting with
γ1γ2γ8γ3 . . . .
(iii) Require transition paths from L8 to E to start with γ8γ8γ3 . . . .
(iv) Decompose σ using these modified transition paths.
With these modifications, there are still only finitely many initial and transition
paths and these are now all positive. There are also still only finitely many choices
for loop class components λi. From here the Theorem follows as before and we
again deduce that τ(µ, q) = minL τL(µ, q) for all q.
We have τLj (q) = qd
Lj
max with d
Lj
max = log(17/4)/ log 3 for j = 1, 4, 8 and d
Lj
max =
log 17/ log 3 for j = 7. Computational work, as explained in Appendix A, shows
that
max{dimloc µ(x) : x ∈ K} ≤ log(17/2)/ log 3.
In particular, dEmax < d
Ω
max = log 17/ log 3 = d and thus for a suitable choice of q0,
τ(µ, q) is the straight line τ(q) = qdΩmax for q ≤ q0. But {x : dimloc µ(x) = d
Ω
max} is
empty, contrary to the spirit of the multifractal formalism.
5.3. Open questions. We conclude with a short list of questions we have not been
able to answer.
(i) Does the equality τ(µ, q) = min{τL(µ, q) : L maximal loop class} hold for
all finite type measures µ? If not, in what generality does it hold?
(ii) In Example 5.9 we saw that the function τE(µ, q) can have a point of
non-differentiability. Under what assumptions are the functions τL(µ, q)
differentiable for all q? real analytic?
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Figure 5.3. Example 5.11
(iii) What more can be learned about the multifractal analysis of µ from the
functions τL and their Legendre transforms?
(iv) The finite type model can be thought of as an analog of the Markov chain
model where the probabilities are replaced by matrices with non-negative
entries. Can one develop an analogous theory? For instance, could one
define an analogue of the notion of an invariant measure and use this
measure to obtain information about the self-similar measure?
References
[1] C. Bruggeman, K. E. Hare and C. Mak, Multi-fractal spectrum of self-similar measures with
overlap, Nonlinearity 27 (2014), 227-256.
[2] K. Falconer, Techniques in fractal geometry, John Wiley and Sons, New York, 1997.
[3] D-J. Feng, Smoothness of the Lq-spectrum of self-similar measures with overlaps, J. London
Math. Soc. 68(2003), 102-118.
[4] D-J. Feng, The limited Rademacher functions and Bernoulli convolutions asociated with
Pisot numbers, Adv. in Math. 195(2005), 24-101.
[5] D-J. Feng, Lyapunov exponents for products of matrices and multifractal analysis. Part II:
General matrices, Isr. J. Math. 170(2009), 355-394.
[6] D-J. Feng and K-S. Lau, Multi-fractal formalism for self-similar measures with weak separa-
tion condition, J. Math. Pures Appl. 92(2009), 407-428.
[7] D-J. Feng, K-S. Lau and X-Y. Wang, Some exceptional phenomena in multi-fractal formal-
ism: Part II, Asian J. Math. 9 (2005), 473-488.
[8] K.E. Hare, K.G. Hare, K.R. Matthews, Local dimensions of measures of finite type, J. Fractal
Geometry 3(2016), 331-376.
30 KATHRYN E. HARE, KEVIN G. HARE, AND WANCHUN SHEN
[9] K.E. Hare, K.G. Hare and M.K-S. Ng, Local dimensions of measures of finite type II -
measures without full support and with non-regular probabilities, Can. J. Math. 70(2018),
824-867.
[10] K.E. Hare, K.G. Hare and G. Simms, Local dimensions of measures of finite type III -
measures that are not equicontractive, J. Math Anal. and Appl. 458(2018), 1653-1677.
[11] T-Y. Hu and K-S. Lau, Multi-fractal structure of convolution of the Cantor measure, Adv.
App. Math. 27(2001), 1-16.
[12] K-S. Lau and S.M. Ngai, Multifractal measures and a weak separation condition, Adv. Math.
141(1999), 45-96.
[13] K-S. Lau and X-Y. Wang, Some exceptional phenomena in multi-fractal formalism: Part I,
Asian J. Math 9(2005), 275-294.
[14] S.M. Ngai and Y. Wang, Hausdorff dimension of self-similar sets with overlaps, J. London
Math. Soc. 63(2001), 655-672.
[15] N.T. Nguyen, Iterated function systems of finite type and the weak separation property, Proc.
Amer. Math. Soc. 130 (2001), 483-487.
[16] P. Shmerkin, A modified multi-fractal formalism for a class of self-similar measures with
overlap, Asian J. Math 9 (2005), 323-348.
Appendix A. Details of Example 5.11
As was noted in the example, there are four loop classes outside of the essential
class and the points associated with these loop classes have local dimension bounded
above from log 17/4log 3 . Hence it suffices to bound the local dimension of points in the
essential class. One can check that the transition matrices within the essential class
are given by
T (γ9, γ15) =
1
17
 4 0 00 4 4
4 0 1
 T (γ9, γ16) = 1
17
 4 4 0 00 0 4 4
0 4 0 1

T (γ9, γ17) =
1
17
 0 4 4 01 0 0 4
4 0 4 0
 T (γ9, γ18) = 1
17
 0 4 41 0 0
4 0 4

T (γ9, γ10) =
1
17
 1 0 44 1 0
0 4 0
 T (γ9, γ11) = 1
17
 1 04 1
0 4

T (γ10, γ12) =
1
17
 4 04 1
4 4
 T (γ10, γ13) = 1
17
 4 4 00 4 1
0 4 4

T (γ10, γ9) =
1
17
 0 4 44 0 4
0 0 4
 T (γ11, γ10) = 1
17
[
1 0 4
0 4 0
]
T (γ11, γ11) =
1
17
[
1 0
0 4
]
T (γ12, γ12) =
1
17
[
4 0
4 1
]
T (γ12, γ13) =
1
17
[
4 4 0
0 4 1
]
T (γ12, γ9) =
1
17
[
0 4 4
4 0 4
]
T (γ13, γ10) =
1
17
 4 0 01 0 4
0 4 0
 T (γ13, γ13) = 1
17
 4 4 00 1 0
0 0 4

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T (γ15, γ15) =
1
17
 4 0 00 4 4
4 0 1
 T (γ15, γ16) = 1
17
 4 4 0 00 0 4 4
0 4 0 1

T (γ15, γ17) =
1
17
 0 4 4 01 0 0 4
4 0 4 0
 T (γ15, γ18) = 1
17
 0 4 41 0 0
4 0 4

T (γ16, γ10) =
1
17

4 0 0
1 0 4
4 1 0
0 4 0
 T (γ16, γ13) = 117

4 4 0
0 1 0
0 4 1
0 0 4

T (γ17, γ15) =
1
17

4 0 0
0 4 4
4 0 1
4 0 4
 T (γ17, γ16) = 117

4 4 0 0
0 0 4 4
0 4 0 1
0 4 0 4

T (γ17, γ17) =
1
17

0 4 4 0
1 0 0 4
4 0 4 0
0 0 4 0
 T (γ17, γ18) = 117

0 4 4
1 0 0
4 0 4
0 0 4

T (γ18, γ10) =
1
17
 1 0 44 1 0
0 4 0
 T (γ18, γ11) = 1
17
 1 04 1
0 4

Consider the following following Ki := Cone(Vi) = {
∑
ajvj : vj ∈ Vi,
∑
aj ≥
1, aj ≥ 0} where the Vi are given by
V9 = {[1, 1, 1], [4, 0, 0], [4, 4, 0], [8, 0, 8]}
V10 = {[0, 0, 4], [0, 4, 0], [1, 1, 1], [2, 0, 2], [2, 2, 1/2], [16, 4, 4]}
V11 = {[1, 1], [2, 0]}
V12 = {[0, 2], [1, 1]}
V13 = {[0, 0, 2], [0, 4, 3], [2, 0, 0], [2, 8, 0]}
V15 = {[0, 0, 2], [1, 1, 1], [10, 8, 8], [20, 0, 52], [9/2, 2, 6]}
V16 = {[0, 0, 4, 4], [1, 1, 1, 1], [2, 0, 8, 0], [10, 8, 8, 0], [20, 0, 52, 20], [9/2, 2, 6, 2]}
V17 = {[0, 4, 4, 0], [0, 8, 0, 8], [0, 52, 20, 16], [1, 1, 1, 1], [2, 6, 2, 5/2], [8, 8, 0, 10]}
V18 = {[1, 1, 1], [2, 0, 2], [4, 4, 0], [6, 2, 5/2], [8, 0, 10], [52, 20, 16]}
One can check that T (γi, γj)Vi ⊂
2
17Vj for all valid combinations of γi and γj . This
implies that a product ‖T (γi0γi1 . . . γin)‖ ≥
(
2
17
)n
which proves the desired result.
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