This paper describes our recent work on designing and developing a socially enhanced benchmarking system to be applied to AMS (Application Management Service) domain. Benchmarking allows an AMS client or account to understand where it stands in relative to others in terms of its operational performance, and helps it set a realistic target to reach. We elaborate the entire system process in the paper which consists of the following seven modules: account data collection, cleansing, sampling, mapping and normalization; account social data mining; benchmarking pool formation and data range selection; KPI (key performance indicator) design for account performance measurement; KPI implementation, evaluation and visualization; benchmarking outcome visualization; and finally, post-benchmarking analysis. So far, we have applied this benchmarking tool to a dozen of real AMS accounts, and have received some initial yet encouraging feedback.
INTRODUCTION
As the number and complexity of applications grow within an organization, application management, maintenance, and development tend to need more effort. In order to ensure availability, improve performance levels, and support mission-critical tasks, more and more businesses have recognized the importance of managing, integrating, and enhancing their application portfolios.
Effective management of application requires deep expertise, yet many companies do not find this within their core competency. Consequently, companies have turned to Application Management Service (AMS) providers for assistance. AMS providers typically assume full responsibility for many of the application management tasks including application development, enhancement, testing, production maintenance and support. Nevertheless, it is the maintenance-related activities that usually take up the majority of an organization's application budget (up to 80%) (Alexander & Marzullo, 2013) .
Maintenance-related activities are usually faithfully captured by application-based problem tickets (aka. service requests), which contain a wealth of information about application management processes such as how well an organization utilizes its resources and how well people are handling tickets. Consequently, analyzing ticket data becomes one of the most effective ways to gain insights on the quality of application management process and the efficiency and effectiveness of actions taken in the corrective maintenance.
So far, various analytics tools have been developed to measure and monitor the performance of AMS accounts (here, account refers to a client that has a relationship with an AMS service provider). For instance, the AMS Analytics Platform (AAP) (Li, Li, Liu, Yang & Lee, 2013) , which is developed by IBM Research, provides analytics to measure various operational key performance indicators (KPI) such as ticket volume, ticket resolution time and resource utilization (Li & Katircioglu, 2013) . It also offers investigative analytics and knowledge management tool to uncover ticket root causes and enable reusing resolution knowledge in form of interactive dialogs.
While it is important to monitor account performance, it is equally important to compare or benchmark accounts so as to let each account know where it stands in relative to others, e.g., does my account have too many high severity SAP tickets as compared to my peers? How is my resource productivity? Apparently, such benchmarking can help an account set a realistic goal that it wants to reach and focus on. Nevertheless, as far as we know, there is no such benchmarking tool specifically designed and developed for AMS applications which focuses on operational KPIs, even though a bountiful of literature can be found on benchmarking. Below, we will first give a general introduction to the benchmarking topic, along with a review of related work. We then present our solution.
include performance benchmarking, operational benchmarking, process benchmarking, strategic benchmarking, financial benchmarking, product benchmarking and metric benchmarking. In Camp (1989) , a 12-step benchmarking approach was developed which is composed of the followings: select subject, define the process, identify potential partners, identify data sources, collect data and select partners, determine the performance gap, establish process differences, target future performance, communicate benchmarking finding, adjust goal, implement, and review & recalibrate. Figure 1 shows such 12 steps which are further categorized into 4 phases including planning, analysis, outcome calibration, and integration & action. (Camp, 1989) There have been many research activities going on about various aspects of benchmarking. One extensive literature review was conducted by Dattakumar and Jagadeesh (2003) , who categorized prior work into the following four groups according to their specific research focuses: 1) general aspects or fundamentals of benchmarking; 2) specific applications and case studies on benchmarking; 3) innovations, extensions or new approaches on benchmarking; and 4) benchmarking that is applicable to education sector. For the work in the second group which is more related to ours, it has covered a large variety of applications, ranging from finance (banks, credit), to industries (food and drink, hotel, information technology, retail, sales, telecommunications, travel, healthcare), to manufacturing and human resources, and many more. Nevertheless, most of these papers have either studied how benchmarking has helped companies to identify and adopt improved operational practices (Voss & Blackmon, 1997) , or discussed about the importance of identifying nonfinancial performance measures (Eccles, 1991; Miller, 1992) , or reviewed the best practices in various industries and areas (Mann, 1998) . None of them however, has actually described a detailed benchmarking system that was specifically designed for Application Management Services, or with specific operational KPIs that could be suitable for service industry.
Papers in the third group mainly focused on new approaches that can be applied to improve the benchmarking process. For instance, Fuller (2000) proposed to use benefit curves to evaluate benchmarking processes, while Talluri and Sarkis (2001) utilized some geometrical equations to help better analyze the benchmarking data. To benchmarking small firms, NcNamee and Greenan (1999) applied a competitive analysis model which brought encouraging outcome.
It is to be noted that the focus of this work is not on inventing new benchmarking approaches, but rather on discovering the right type of information for benchmarking and subsequently implementing such method.
There have also been some benchmarking tools readily available. For instance, the IBM Institute for Business Value (IBV) provides a business process benchmarking service that can help clients to: 1) measure their current state using the open standard APQC PCF (American Productivity and Quality Center --Process Classification Framework); 2) assess their performance against external peer groups; and 3) learn from leading practices through data-driven comparisons and recommendations ("IBM Institute", 2015) . So far, this benchmarking service has been successfully applied to the areas of financial management, supply chain management, information technology, marketing & sale, etc. Nevertheless, the process classification offered by this tool does not apply to the AMS domain. Moreover, we are not interested in benchmarking an account's operational process, but rather its operational performance.
GOBENCH IQ is a database-aided program for performing real-time competitive analysis ("GoBench", 2015) . Specifically, it is a benchmarking tool tailored to a particular corporate structure and its products. The system accesses data within the company and allows the viewing of data in various ways such as product/process comparisons and cost analysis. In contrast, Combo Benchmark is a web application that organizations can use to compare their performance independently and periodically against a group ("Combo Benchmark", 2015) . It offers online data entry, validation and maintenance, supports both process and performance benchmarking, and provides online reporting. Nevertheless, neither of these two tools supports the operational KPIs that are specific and important to AMS clients.
Proposed Solution
Considering that an AMS account's operational performance can be captured by a set of KPIs, we thus propose to benchmark accounts based on such KPIs. More specifically, following the four phases as illustrated in Figure 1 , we propose to benchmark AMS accounts in the following seven steps, as illustrated in Figure 2. 1. Data preparation, which does data collection, cleansing, sampling, mapping and normalization for all accounts. 2. Account social data mining, which mines an account's communication traces to identify important discussion topics and concept keywords. Such information is then used to enrich the account's profile and subsequently helps users to identify relevant accounts for benchmarking. 3. Benchmarking pool formation and data range selection, which first guides users to select a set of relevant accounts that will be used for benchmarking based on various criteria, then identifies the optimal data range for the benchmarking analysis. 4. KPI design, which defines a set of operational KPIs to be measured for benchmarking analysis, guided by some key business questions. 5. KPI measurement and visualization, which computes the KPIs for all accounts in the benchmarking pool, as well as for the account to be benchmarked. It then visualizes them side by side. 6. Benchmarking outcome visualization, which presents the benchmarking statistics for available accounts all at once in form of a graph. Each node in the graph represents an account, and the distance between two nodes is proportional to their performance disparity. 7. Post benchmarking analysis, which tracks an account's benchmarking performance over time, recommends best action for it to take as well as suggesting future benchmarking dimensions.
To our best knowledge, this is the first work that attempts to leverage accounts' social data to identify insightful information for the benchmarking purpose. In this regard, it makes our work a pioneer. Moreover, the design of KPIs that are customized for AMS accounts and the tool for visualizing the benchmarking outcome, are also key contributions of this work.
The remainder of the paper is organized as follows. Section 2 first describes the kind of data that we collect and analyze, then it details the steps for data cleansing, sampling, mapping and normalization. In Section 3, we introduce the concept of account social data, and show how to mine them to enhance accounts' profiles. In Section 4, we discuss the methodology applied to form a benchmarking pool as well as the way to select optimal data range for subsequent analysis. In Section 5, we describe the process of designing KPIs, followed by the details on the measurement and visualization of three major KPIs in Section 6. In Section 7, we introduce a graph-based visualization tool to present the benchmarking statistics among all available accounts. In Section 8, we briefly discuss the post benchmarking analysis. Finally, we share the current status of this work and lay out future directions in Section 9. 
DATA PREPARATION
This section first introduces the data sources we currently use, then elaborate the data cleaning and normalization process which are critical to ensure a fair benchmarking.
Account Profile Data and Ticket Data
When a new account gets on board, we need first gather some basic information about it to form its profile. Examples of such profile data include the geography, country, sector, industry, account size (in terms of headcount), contract value, account type, etc.
Once the account is set up, we can start collecting its service request data which is our main data source. Service request data is usually recorded in a ticketing system. A service request is usually related to production support and maintenance (i.e. application support), application development, enhancement and testing. Sometimes, a service request is also conveniently referred to as a ticket.
A ticket consists of multiple attributes. The actual number of attributes varies with different accounts depending on the ticket management tool as well as the way ticket data is recorded. Nevertheless, the ticket data of an account almost always have the following attributes, which contain important information about each ticket.
 Ticket number, which is a unique serial number. the ticket is received and logged.  Ticket resolve time, which indicates the time when the ticket problem is resolved.  Ticket close time, which indicates the time when the ticket is closed. A ticket is closed after the problem has been resolved and the client has acknowledged the solution.  Ticket severity, such as critical, high, medium and low. Ticket severity determines how a ticket should be handled. Critical and high severity tickets usually have a higher handling priority.  Application, which indicates the specific application to which the problem is related.  Ticket category, which indicates specific modules within the application.  Assignee, which is the name (or the identification number) of the consultant who handles the ticket.  Assignment group, which indicates the team to which the assignee belongs.  The SLA (Service Level Agreement) met/breach status, which flags if the ticket has met or breached specific SLA requirement. Generally speaking, the SLA between an organization and its service provider defines stringent requirements on how tickets should be handled. For instance, it may require a Critical severity ticket to be resolved within 2 hours, and a Low severity ticket to be resolved within 8 business hours. Certain penalty will be applied to the service provider if it does not meet such requirements.
Besides the above attributes, there could be some other attributes that share additional information about the tickets, for instance, the assignees' geographical locations, detailed description of the problem, and resolution code. An example of a ticket is shown in Figure 3 . The USER xxx has a successful login into the hub after registration, but he is unable to access SAP. Every time he clicks on SAP work place, the screen goes blank! Resolution Code:
Access grant Resolution:
Fixed USER xxx permission to access SAP.
Figure 3. An example of a ticket with a number of typical attributes

Data Cleansing
Sometimes, due to inappropriate criteria used for extracting data from the ticketing tool, we may get incomplete data for certain periods. Figure 4 shows one such example for a particular account, where we see that the beginning data period, roughly from January 2008 to April 2012, contains very few and scattered tickets. Apparently, if we take such incomplete data period into account, our analysis could be biased.
We thus propose to automatically identify the primary data range, which will be subsequently recommended to use for benchmarking analysis. Two approaches can be applied here. Specifically, given a user-specified data duration (say, 1 year), the first approach identifies a one-year data window that has the largest total ticket volume (i.e., the most densely populated data period). This can be formulated as
where TV ij indicates the ticket volume of the j th month starting from month i.
In the second approach, we attempt to identify the oneyear data period that has the largest signal-to-noise ratio (SNR). Specifically, we formulate it as
where  i and  i indicate the mean and standard deviation of the monthly ticket volume of the i th 1-year period, respectively. Apparently, when a data period has continuous large ticket volumes, it will have a large SNR. 
Data Sampling, Mapping and Normalization
When an account contains many years of data, we may want to sample its data before a benchmarking is conducted. The reason is that outdated data may no longer reflect the account's latest status in terms of both its structure and performance. Moreover, which portion of data to keep or drop shall be determined based on benchmarking context and purpose as well. For instance, if we want to benchmark accounts in cosmetics industry, it will be important to include end-of-year data as this is the prime time for such accounts. On the other hand, for fast-growing accounts, we may want to only keep their most recent data.
Data mapping is a necessary step to standardize the languages used by different accounts, as they tend to use different terminologies even for the same thing. For instance, some accounts use severity to indicate the criticality or urgency of handling a ticket, while others may choose to use urgency, priority or other names. Consequently, it is important to standardize these terminologies so that we can conduct benchmarking w.r.t. the same ticket attributes. Note that for certain account-specific attributes, since they cannot be mapped across all accounts, we will not use them for benchmarking.
Finally, we need normalize the data or values for the mapped ticket attributes across accounts. The reason is that while two accounts (say, A and B) have the same attribute, they could have used different values to represent it. For instance, Account A may use "critical, high, medium and low" to indicate the ticket severity, while Account B could Figure 5 . An example of enhanced account profile with mined social knowledge and benchmarking history have used "1, 2, 3, 4 and 5" for severity. Consequently, it is very critical to ensure that all accounts use the same set of values to indicate ticket severity so that the benchmarking can be appropriately and accurately conducted.
We have thus developed a tool to assist the account admin in mapping the data attributes and normalizing their values. While it is desirable that we perform these operations completely automatically, we would like to involve the account admin for such task since he or she has the right domain knowledge and expertise. Moreover, such mapping and normalization only need to be done once when an account uploads its first data set. All subsequent data uploads will not need re-mapping or re-normalization.
ACCOUNT SOCIAL DATA MINING
We live in a social world, and a majority of enterprises have already adopted some sort of social networks to enable employees to connect and communicate with each other. Most of time, discussions among employees contain very insightful information about the account, for instance, they could be discussing some challenges that the account is currently facing, the specific areas that need particular help, actions that can be taken to remedy certain situations, or future plans about the company growth.
Consequently, we propose to mine such enterprisebounded social data to gain deeper knowledge and understanding about each individual account in various aspects.
Specifically, we aim to explore the following two types of social data.
1) The communications among people within the same account w.r.t. various aspects of the account performance, for instance, the account's specific pain points, SLA performance, major application We then apply certain text mining tools (Chee, Jagmohan, Khabiri & Radakonda, 2014) to analyze those account social data and extract various types of information including  The topic of the discussion, based on which we can classify each discussion into a set of predefined categories, e.g., account fact, issue, best practice, etc..  Specific concept keywords such as those related to AMS applications, technologies, etc..  Metadata about the discussion such as authors and timestamp.  Identification of the confidentiality of the discussion content, based on which we could tag the extracted information to be either sharable or private.
Once we mined insights from such social data, we populate them into the account's profile. Figure 5 shows such an enhanced profile which contains both basic account dimensions and the mined social information such as the topic keywords, category, concept keywords and author. To help readers better understand these social insights, we have also shown an example alongside. For instance, we see that this account is of small size yet growing very fast. Nevertheless, it has some problem with its resource utilizations. We also realize that SAP is one of its major applications.
Note that for information that is account confidential, they will not be populated into the profile.
BENCHMARKING POOL FORMATION AND DATA RANGE SELECTION
To benchmark an account (say, Account X), we need first define a set of accounts against which it will be benchmarked. These accounts subsequently form a benchmarking pool for X.
We propose to form the pool based on the following three types of account profiling data:
1) The basic account dimensions, that is, geography, country, sector and industry. For instance, assume that X is a US account in the Banking industry and we want to see where it stands in relative to other accounts in the same industry, we could use the following selection criteria, ``(sector = Financial Services) and (industry = Banking)'', to accomplish this.
2) The mined social knowledge, such as the account size, applications and technologies. For instance, assume that X is concerned about its operational performance on handling its SAP application, then it may want to form a pool of accounts whose major applications are also SAP. Consequently, we can specify a selection criterion as "application = SAP".
3) The benchmarking history. The historical benchmarking data is a very good source of information, as it tells us when and what types of benchmarking that Account X has conducted in the past, which accounts were compared against, and what were the outcomes. It may even contain the actions that Account X has taken after the benchmarking to improve certain aspects of its performance. As an example, we show such benchmarking history data in Figure 5 . Note that the benchmarking data could be in both structured and unstructured data formats. For instance, the benchmarking goal and the pool of accounts could be in structured format, while the benchmarking outcome and the post analysis are likely in free text format. Consequently, we would need to apply different approaches to extract information from them. Once such insights are extracted, they could also be populated to the account's profile, as shown in Figure 5 , so as to provide users a 360-degree view of the account. Now, we can leverage such benchmarking history data to guide users to identify accounts for the new round of benchmarking. For instance, if Account X wants to benchmark with some accounts again in terms of its process efficiency, it can achieve this by specifying a selection criterion as "(Benchmarking purpose = Process Efficiency) and (Previously benchmarked accounts = Yes)".
Once all selection criteria are finalized, they will be combined together through a web GUI to retrieve corresponding accounts from an account database. Subsequently, they form the benchmarking pool for Account X. Our next step is to allow users to specify a particular data range so that only the data within that range will be used for benchmarking. The selected data range will be applied to all accounts in the pool.
This step is necessary as accounts in the pool could have very different data ranges. Consequently, it would make sense to define a common primary data period. Specifically, given volume distributions of all benchmarking accounts over time, we use the approaches as formulated in Equations (1) or (2) to determine the starting and ending dates of such primary period. Figure 6 illustrates such process, where each curve indicates the volume distribution of a particular account. Note that it is also fine to use the entire data range for benchmarking without any filtering. Alternatively, the account can take a two-step approach. For instance, in the first step, it uses all available data for benchmarking; then based on the outcome, it can adjust the data range, and conduct another round of benchmarking in the second step. Figure 6 . Illustration of the data range selection process
KPI DESIGN
To determine the set of operational KPIs that will be used for account performance benchmarking, we shall take into account the key business questions that the benchmarking analysis is trying to answer. These questions shall ultimately guide our KPI design. We have thus hosted several brainstorming sessions with our AMS teams to discuss those questions that are important to accounts. We list some of the questions below as examples.
 These questions thus give us very good guidance on the type of KPIs that we should be focusing on. Accordingly, we have considered a set of KPIs that measure account's ticket volume, resolution time, backlog, resource utilization, SLA met/breach rate and staff turnover rate (Li, Liu, Sukaviriya, Li, Yang, Sandin & Lee, 2014) . When necessary, we further break them down by different dimensions such as severity and application. We discuss some of them in more details in the next section.
KPI MEASUREMENT AND VISUALIZATION
Now, let us look at some specific KPIs that we have measured and assessed for account benchmarking. Specifically, we will cover three KPIs that are related to account's ticket volume, resolution time and backlog.
KPI 1: Percentage of Ticket Volume by Severity
The first KPI is about measuring the ticket volume percentage breaking down by severity. This is for accounts to understand the ticket volume proportion of different severity, thus to have a better picture of how tickets are distributed, and subsequently assess if such distribution is reasonable. 
Account X Benchmarking Pool Severity
As an example, Table 1 shows an output of this KPI, where Account X indicates the account to be benchmarked. For each severity level, say, Critical, we measure the volume percentage of its tickets, along with a confidence limit. Specifically, denote the volume percentage by p i , where i={critical, high, medium, low}, we measure p i as
where TKV i indicates the total ticket volume of Severity i of Account X or all accounts in the pool.
To measure the confidence limit of each p i , we calculate its lower limit ll and upper limit ul as follows (Krishnamoorthy, 2006) 
where n is the sample size indicating the total number of tickets in the benchmarking pool or Account X.  is a constant which equals 1.64 if we desire a 90% confidence; otherwise, it is 1.96 for the 95% confidence. Generally speaking, the smaller the confidence limit, the more confidence we have on the percentage measurement. Figure 7 shows the visualization of benchmarking output based on KPI 1, where red and blue bars represent the volume percentages of Account X and benchmarking pool, respectively. The confidence limit information is shown as the narrower vertical column on the top of each bar. By presenting the KPI output this way, we can easily compare the performance of Account X against the pool. For instance, we can easily see from this figure that Account X has a much smaller portion of Critical tickets than the pool, which is a good sign since Critical tickets tend to have a much stricter SLA requirement. On the other hand, we see that Account X has a much larger portion of Medium severity tickets, which may lead the account team to assess its complication on the SLA fulfillment. We propose to apply a percentile analysis to measure account's ticket resolution performance. Specifically, given Account X, we first sort all of its tickets in the ascending order of their resolution time. Then for each percentile c, we designate its resolution time (RT c ) as the largest resolution time of all tickets within it (i.e,. the cap). Finally, we calculate the confidence limit of RT c . Note that such percentile analysis can be conducted either for an entire account (or the consolidated tickets in the pool), or a ticket bucket of a particular severity. Table 2 shows a KPI2 output where only Critical tickets have been used in the analysis for both Account X and the benchmarking pool. Figure 8 shows the visualization of benchmarking output based on KPI 2 using High severity tickets. The confidence limits are not shown here for clarity purpose. From the figure we see that the majority tickets (e.g., the top 60%) can be resolved within a short time frame, and it is really the bottom 10% that have taken a significant amount of resolution time.
Figure 8. Visualizing the benchmarking output based on KPI 2 for a particular AMS account
We now elaborate how we measure the confidence limits of RT c for each percentile c for Account X, in the following three steps (Clopper & Pearson, 1934) . 1) Sort all tickets in the ascending order of their resolution time. Denote the total number of tickets (i.e., the sample size) by n.
2) For each percentile c, set the lower limit of RT c as the resolution time of the (r+1) th ticket, where r is the largest k between 0 and n-1, such that 2 ) (
Here,  equals 0.1 for a 90% confidence limit and 0.05 for 95% confidence. b(k) is the cumulative distribution function for a Binomial distribution, and is calculated as
3) Set the upper limit of RT c as the resolution time of the (s+1) th ticket, where s is the smallest k between 0 and n, such that 2 1 ) (
Note that if s=n, then the upper limit will be .
Once we obtain the two data curves as shown in Figure  8 , we will further calculate an impression score to indicate if overall Account X outperforms the benchmarking accounts. It proceeds as follows.
1) Sort all tickets from Account X and the benchmarking accounts into one single ranked list in the ascending order of their resolution time. The top first ticket gets rank 1, the second ticket gets rank 2, etc.. Tie tickets get the average rank. 2) Denote the sample sizes of Account X and the benchmarking pool by N X and N B , respectively, we first calculate the following two parameters:
where R X and R B are the sum of the ranks of all tickets in Account X and the benchmarking pool, respectively.
3) The overall impression score  is then computed
where  is the standard normal distribution function. Based on  's value, we then conclude that if  > 0, Account X outperforms the benchmarking accounts; if  = 0, they have the same performance; otherwise, Account X has a worse performance.
Such overall impression score helps accounts quickly understand how it is doing as compared to the benchmarking pool without going through the detailed statistics. In our current implementation, we use a bar to represent the score, and use green or orange color to indicate better or worse performance. One example is shown in Figure 9 where we have measured a score for each ticket bucket of different severity. We see that an overall score of -0.6 was obtained for the Critical tickets, meaning that the benchmarking accounts are doing better in this category. Nevertheless, for the rest three severity categories, Account X has been outperforming.
Figure 9. Visualizing the overall impression scores measured for ticket buckets of four different severities for a particular AMS account
KPI 3: Backlog
This last KPI measures account performance in terms of ticket backlogs. By backlog, we mean the number of tickets that are placed in queues and have not been processed in time. Backlog is calculated as the difference between the total numbers of arriving tickets and resolved tickets within a specific time window (e.g., September 2013), plus the backlogs carried over from the previous time window (i.e., August 2013). Figure 10 shows an example of ticket backlog trend, along with the trend of ticket arrival and completion over a period of time for a particular account. As we can see, the backlog (indicated by the green curve) has been queuing up over the time, which indicates that the ticket completion has not been able to catch up with the ticket arrivals. This could be due to insufficient staffing or incapability of the staffs.
Figure 10. An example of ticket arrival, completion and backlog trend for a particular AMS account
We have used two different ways to measure account performance in terms of ticket backlog. The first approach is very much similar to the one used for measuring the first KPI, as formulated in Equation (3). The only difference is, instead of using the total ticket volume TKV i for Severity i, we use the sum of its monthly backlog. Specifically,
where BKG j indicates the backlog of month j for Severity i tickets. Figure 11 shows an example of visualizing the benchmarking output using this approach. At a high level, the two curves of Account X and benchmarking pool look similar, indicating that they have similar performance. Yet at a more detailed level, say, for Critical severity, we see that Account X has a much smaller portion of backlogs. This indicates that Account X has been handling critical tickets at a better rate than that of the benchmarking accounts. This is a good sign since SLA tends to have the most stringent requirement on Critical tickets. where BKG i and TKV i indicate the number of backlogs and the total ticket volume of month i, respectively. Note that such measurement can be applied to either the entire account, or a ticket bucket of a particular severity. Now, for all benchmarking accounts, once we have measured the BVR for each of them, we further calculate their mean ( BVR ) and standard deviation ( BVR ). Finally, we identify the rank of Account X among benchmarking accounts in terms of their BVR in an ascending order. Table 3 shows an output of this BVR-based KPI measurement, where we have calculated the BVR for each severity category. For instance, for Account X, 11% of high severity tickets were not handled in time and become backlogs. In contrast, for the benchmarking accounts, on average only 10% of their high severity tickets become backlogs. Nevertheless, Account X ranks the third in this case, meaning that only two benchmarking accounts have had a smaller BVR. The last row of table shows the average BVR of all four severity levels, weighted by their ticket volumes. To some extent, this row gives us the overall impression on Account X's backlog performance as compared to the benchmarking pool. Figure 12 shows an example of visualizing such benchmarking output, where we see that Account X is doing pretty good on Critical tickets with zero BVR value, although it has a good portion of backlogs in Low severity tickets.
Figure 12. Visualizing the benchmarking output based on BVR for a particular AMS account
BENCHMARKING OUTCOME VISUALIZATION
Through our communications with various account teams, we realize that it would be very desirable for an account to understand where it stands w.r.t. other individual accounts. While the KPI visualization as shown in Section 6 is helpful, it only shows the overall performance of the pool. In practice, it will be equally important for an account to compare its performance against specific accounts.
This motivates us to design a tool which will present the benchmarking statistics for available accounts all at once in form of a graph. Figure 13 shows the GUI of this tool, where each dot indicates an account with the account number being shown in the center. When a user logs onto the tool, the layout of the graph will be automatically adjusted so that the user's account will be placed at the center of the graph. Moreover, this account will be highlighted in red. For the rest of accounts, if it was benchmarked against this account before, then it is highlighted in yellow; otherwise, it is shown in green. The space or distance between every two accounts is proportional to the distance metric calculated from their KPIs. In another word, the more similar the performance of two accounts, the smaller the distance between them. Various approaches can be applied to compute such distance metric. Specifically, we have explored the following two measurements.
 KPI-based distance measurement. Here, we first measure the distance for each KPI between two accounts using a metric that is suitable for that particular KPI. Each KPI distance shall be subsequently normalized to [0, 1] . Then after we obtain all KPI distances between the two accounts, we fuse them together using some weighting mechanism. This gives us the final distance score between the two accounts.  Rank-based distance measurement. Here, for each KPI measurement, we first rank its values across all accounts and assign a ranking score to each account. As a result, each account will be represented by a vector of KPI ranking scores. Then, we measure the distance between every two accounts based on their ranking scores. Finally, we apply multidimensional scaling to assign a position to each account (Borg & Groenen, 2005) .
By default, the tool will automatically show the performance of the current account in terms of KPIs in the GUI as shown on the upper right hand side in Figure 13 . Now, if the user wants to see the performance of another account, he can simply click on that account to view the statistics. On the other hand, if he wants to compare his account against a specific account, say, Account 9, he can select both Accounts 6 and 9, and the comparison will be immediately detailed in form of a table as shown in the bottom right hand side of the figure.
Apparently, with the assistance of such tool, users can quickly find accounts that present similar performance, which can further guide them to select appropriate accounts for benchmarking. On the other hand, for accounts that are far away from my account with very different performance, the users can apply this tool to identify the contributing factors.
POST BENCHMARKING ANALYSIS
Once the benchmarking is done, some post benchmarking analysis can be conducted. Examples include:
 Calibrate the benchmarking outcome, and take the differences due to industry, application, account size, etc., into its interpretation.  Recommend actions for Account X to take, based on both observed performance gap and its targeted future performance. For instance, if the benchmarking shows that Account X has a severe backlog problem, yet its overall resolution time seems to be within normal limits, this would very likely indicate that the account has a serious staffing problem. Consequently, we could recommend the account to increase its headcount. On the other hand, if we observe that the account has both backlog and resolution time problems, then likely they are caused by the incapability of its people, thus crossskilling or up-skilling would be recommended.  Track the evolution of the account's benchmarking performance over the time, to see if an improvement has been achieved. Alarms should be raised if a decreasing trend is observed even though the account has been taking corrective actions. Figure  14 shows an example of such performance evolution in terms of the overall impression score for a particular account. As we can see, this account's performance has been gradually increasing from January 2013 to March 2013, then it was sort of stabilized for the rest of months.  Recommend other benchmarking dimensions.
Based on the existing benchmarking outcome, we can potentially recommend other benchmarking dimensions for the account to consider. For instance, if we suspect that the account consultants are not capable enough given that it has large backlogs and long resolution time, we can recommend the account to benchmark its resource productivity and utilization. A benchmarking on staff turnover rate could also shed some light. 
DISCUSSION AND FUTURE WORK
A socially enhanced benchmarking system for benchmarking the operational performance of AMS clients or accounts is proposed in this paper. Various key aspects of such system including the data cleansing and mapping, account social data mining, benchmarking pool formation, KPI design and implementation, benchmarking outcome visualization and post benchmarking analysis, are elaborated.
So far, we have applied this benchmarking analysis to a dozen of AMS accounts. While they are still in the initial stage of exploring this tool, we have already received some feedback which is summarized below.
 They liked the tool and considered it a good support and something that has been wanted for a long time.
The three KPIs that we are currently offering are indeed critical measurement of account performance.  They found it very convenient and intuitive to select accounts for benchmarking. The mined insights from account's social data and benchmarking history indeed make this process much easier.  They would like to see more KPIs to be offered such as the resource utilization, staff turnover rate and SLA met/breach rate as discussed earlier. For the three existing ones, extending them to also capture the trend of ticket volume, resolution time and backlog, would be very much desired.  The speed of calculating the resolution time KPI could be improved.  They would like the benchmarking output to be saved in an efficient yet account-customizable way. Moreover, they want to introduce different user roles to the benchmarking tool so that users of a particular role can only do certain things. For instance, an ordinary account user can only view the benchmarking outcome while the account admin can define the benchmarking data range, select the pool, adjust the confidence, etc..
We are continuously developing this benchmarking system, especially, in the following two aspects.
 Enhance the text mining on account's social data by both expanding the data sources and extracting deeper knowledge from them.  Further improve the benchmarking outcome visualization tool. Specifically, we plan to display an account's basic profile data such as sector and industry in the graph, so that the users can visually examine if accounts of similar or same sector/industry tend to present similar performance. Moreover, it would also be desirable to integrate this tool with the benchmarking pool formation module, as the information shown in this GUI can definitely assist users in forming more sensible benchmarking pools.
For our future work, we will keep improving the algorithm on measuring the resolution time KPI so as to speed up its calculation. Moreover, our proposed idea on post benchmarking analysis has been very well received, thus urging us to provide it as another feature. Finally, we would definitely want to include all key performance indicators that are critical to accounts, into the benchmarking analysis.
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