Abstract-This paper studies the output containment control of linear heterogeneous multi-agent systems, where the system dynamics and even the state dimensions can generally be different. Since the states can have different dimensions, standard results from state containment control do not apply. Therefore, the control objective is to guarantee the convergence of the output of each follower to the dynamic convex hull spanned by the outputs of leaders. This can be achieved by making certain output containment errors go to zero asymptotically. Based on this formulation, two different control protocols, namely, fullstate feedback and static output-feedback, are designed based on internal model principles. Sufficient local conditions for the existence of the proposed control protocols are developed in terms of stabilizing the local followers' dynamics and satisfying a certain H ∞ criterion. Unified design procedures to solve the proposed two control protocols are presented by formulation and solution of certain local state-feedback and static output-feedback problems, respectively. Numerical simulations are given to validate the proposed control protocols.
I. INTRODUCTION

D
ISTRIBUTED coordination of multi-agent systems (MASs) has gained great attention among researchers for the past decade due to its broad applications in physics, biology, social activity, and engineering. As a fundamental problem in the area of cooperative control of MAS, consensus and synchronization have drawn extensive attention in the last decade [1] - [10] . Consensus can be categorized into two classes, namely, leaderless consensus and leader-follower consensus for a single leader [1] - [10] . This body of work considered consensus for the homogeneous case, where all agents and the leader have the same dynamics. In a broad class of practical applications, however, the individual systems may have different dynamics, and in fact their states may have different dimensions. Therefore, recent work has studied consensus in a network of heterogeneous MAS, where the dynamics of the agents may be different. Because heterogeneous MAS can have different state dimensions, state consensus is meaningless for heterogeneous MAS, and output consensus is considered, where the outputs are assumed to have the same dimensions.
The output consensus problem of heterogeneous MAS with a single leader has been widely investigated in [11] - [22] . The agents dynamics considered in all of these works are heterogeneous in that they are general linear dynamical systems with different system matrices and possibly different state dimensions. The so-called "output regulator equations" are used to deal with these heterogeneous networks. There are generally two types of control protocols to solve the output consensus problem for linear heterogeneous MAS, namely, the feedforward approach and the internal model principle. The feedforward approach, studied in [11] - [17] , requires a feedback gain to make the closed-loop system matrix Hurwitz, and a feedforward gain to drive trajectories of the closed-loop system toward a subspace that renders the regulated output zero. The feedforward gain is a linear function of the solution to the output regulator equations. The internal model principle was employed in [18] - [22] as it is more robust against plant parameter variation. A dynamic compensator is designed for each agent, which incorporates a p-copy internal model of the leader's dynamics, with p the number of outputs of the agent.
For the case of multiple leaders, the output consensus is referred to as the containment control problem, where it is desired to drive each follower into the convex hull spanned by the multiple leaders. This is motivated by some natural phenomena and has vital applications in practice, such as to prevent a group of robots or autonomous vehicles from entering hazardous areas by assigning another group of agents as 2168-2267 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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leaders and making the followers move into the safe region spanned by the leaders.
In the past few years, the containment problem has been studied for homogeneous MAS, where all the agents have identical dynamics [23] - [31] . MAS having either single or double integrator dynamics were first studied. For such systems, the containment problem was studied in [23] and [24] , in the presence of both stationary and dynamic leaders under fixed and switching directed networks. Different types of control protocols have been adopted to solve the containment problem for integrator MAS, such as the finite-time approach [25] , [26] , adaptive sliding-mode protocols [27] , and observer-based protocols [28] . The same problem was investigated for nonlinear MAS such as rigid body attitude systems [29] , Lagrange systems [30] , and uncertain nonlinear MAS [31] .
The word "heterogeneous" has also been used in the containment control literature [32] , where its meaning is not the same as above in the output regulation literature. In [32] , heterogeneous means a mixture of agents having single-integrator dynamics and double-integrator dynamics.
Since most engineering systems can be described as general linear dynamics, the containment problem of MAS with general linear dynamics was investigated recently [33] - [35] . An adaptive static continuous controller is designed to solve the containment problem with multiple leaders of bounded inputs in [33] . A pinning control strategy is proposed in [34] to address the containment problem. A dynamic output feedback approach is presented in [35] to deal with the containment control problem of linear swarm systems. These references all consider the case of homogeneous MAS, where the dynamics of all agents are the same.
The containment control problem for heterogeneous systems, where the agents have general linear timeinvariant dynamics that can be different, has been studied in [36] and [37] . Haghshenas et al. [36] addressed the problem in cooperative output regulation framework using state feedback protocol. Chu et al. [37] solved the problem using both state feedback and output feedback protocols. In both works, the distributed feedforward approach is employed, based on solutions to certain linear matrix equations that depend on the system parameters. However, [36] and [37] only consider the followers with different system matrices, whereas the state dimensions of the followers are restricted to be the same as that of the leaders. Consequently, state containment control is considered in both works and Kronecker product is utilized in closed-loop dynamics.
In this paper, we consider the output containment problem for a class of networked linear heterogeneous MAS, where the followers may have different system matrices and different state dimensions. The approach from the existing works of homogeneous MAS cannot be directly applied to that of heterogeneous MAS due to the fact that the agents have different dynamics and state dimensions, and so the standard Kronecker product cannot be used. The upshot is that the closed-loop dynamics have the local controller design and the global graph properties intermingled in a very complex manner. Therefore, design of suitable local distributed protocols is consequently challenging.
Compared with the previous works, the contribution of this paper is at least fourfold. First, the heterogeneous MAS considered are composed of followers with different dynamical matrices and state dimensions. Second, the output containment problem for heterogeneous MAS is solved using two different control protocols, namely, full-state feedback and static output-feedback. Compared to the feedforward approach in [36] and [37] , our protocols do not require state information of leaders. Moreover, only relative output containment error information of each follower with respect to its neighbors is exchanged in the communication network. Third, since the feedforward approach in [36] and [37] requires a feedforward gain that depends on the system parameters, it cannot accommodate uncertainties. In contrast, by using the internal model principle, our protocols are more robust against parameter variation. Fourth, under certain assumptions, unified approaches to the design of the two proposed control protocols are provided by formulating as a certain state-feedback problem and a static output-feedback problem, respectively. These problems can be solved by local design procedures that guarantee the boundedness of local gains by a certain value depending on the global graph structure.
The remainder of this paper is organized as follows. In Section II, we give the preliminaries on the graph theory, and define two types of output containment control problems. In Section III, we present our main results. Sufficient local conditions to solve the aforementioned problems are presented. Local design procedures are addressed, respectively. In Section IV, a simulation case is given to illustrate our designs. Finally, in Section V we present our conclusions.
II. PRELIMINARIES
In this section, the preliminaries of graph theory are provided, the dynamics of the MAS are given, and the output containment control problems of heterogeneous MAS are defined.
A. Graph Theory
Suppose that the interaction among the followers is represented by a weighted digraph G = (V, E, A) with a nonempty finite set of n nodes V = {v 1 , v 2 , . . . , v n }, a set of edges E ⊂ V × V, and the associated adjacency matrix A = [a ij ] ∈ R n×n . Here, the digraph is assumed to be timeinvariant, i.e., A is constant. An edge rooted at node j and ended at node i is denoted by (v j , v i ), which means information can flow from nodes j to i. a ij is the weight of edge (v j , v i ), and a ij > 0 if (v j , v i ) ∈ E, otherwise a ij = 0. We assume there are no repeated edges and no self-loops, i.e., a ii = 0, ∀i. 
A group of n + m agents are considered in this paper, composed of n followers and m leaders. The leaders have no incoming edges and so exhibit autonomous behavior. The followers have incoming edges and receive direct information from the neighbors. The sets of followers and leaders are denoted by F = {1, . . . , n} and R = {n + 1, . . . , n + m},
∈ R n×n is the diagonal matrix of pinning gains from the kth leader to the ith follower, where i ∈ R. g k i > 0 if there is a link between the kth leader and the ith follower, otherwise g k i = 0. DigraphḠ = (V,Ē) shows the interaction among the followers and the leaders, which is obtained by attaching each leader and its outgoing edges to G.
B. Definitions and Notations
The distance from x ∈ R n to the set C ∈ R n in the sense of Euclidean norm is denoted by dist
(1)
Definition 1 [38] : A set C ⊆ R n is convex if (1 − λ)x + λy ∈ C, for any x, y ∈ C and any λ ∈ [0, 1]. The convex hull Co(X) of a finite set of points X = {x 1 , x 2 , . . . , x q } is the minimal convex set containing all points in X. That is, [18] : A pair of matrix ( , ) is said to incorporate the minimum p-copy internal model of matrix S, if and are given by
where v and v satisfy the following conditions. 1)
2) The minimal polynomial of S divides the characteristic polynomial of v . We use the following notations throughout this paper: ρ(A) is the spectrum radius of matrix A. I n ∈ R n×n is the identity matrix. 1 n ∈ R n is a vector with all entries of one. Kronecker product is denoted by ⊗. The operator diag{·} builds a block diagonal matrix from its argument.
C. Multi-Agent System Dynamics
The heterogeneous MAS considered in this paper are composed of n nonidentical followers with different system dynamics and m identical leaders. The dynamics of the ith follower are given by
where x i ∈ R n i is the state, u i ∈ R m i is the input, and y i ∈ R p is the output of the ith follower. The dynamics of the kth leader are given by
where S ∈ R q×q and R ∈ R p×q are constant matrices, ζ k (t) ∈ R q and y k (t) ∈ R p are the state and output of the kth leader. We make the following assumptions about the participating agents and the communication network topology.
Assumption 1: For each leader k ∈ R and each follower i ∈ F in the directed graphḠ, there exists a directed path from the kth leader to the ith follower.
Assumption 2:
The real parts of the eigenvalues of S are non-negative.
Assumption 4: For all λ ∈ σ (S), where σ (S) is the spectrum of S
Remark 1: Assumption 2 is made to avoid the trivial case of stable S. The modes associated with the eigenvalues of S with negative real parts will exponentially decay to zero and will in no way affect the asymptotic behavior of the closed-loop system. If the linear output containment problem is solved by any controller under Assumption 2, then, it is also solved by the same controller even if Assumption 2 is violated [18, Remark 1.3] . Assumptions 1, 3, and 4 are standard assumptions for the output containment problem and will be used in the main result.
D. Output Containment Control Problems Definition 3 (Output Containment Control Objective):
Consider the followers' dynamics (2) and the leaders' dynamics (3) on a fixed directed communication graphḠ. The output containment control objective is to design distributed control protocols u i in (2) for each follower such that for all initial states, the overall closed-loop system is globally stable and the outputs of all followers converge to the convex hull spanned by the outputs of the dynamic leaders, that is
To this end, define the local neighborhood output containment error of the ith follower as
Then, the global output containment error can be written as
where
The following technical result is needed. Lemma 1 [36] : Under Assumption 1, the matrices k and n+m k=n+1 k are positive-definite and nonsingular M-matrices. The following properties hold for both matrices.
1) Proof: e y in (7) can be reformulated as
which means that each row of the sum of the vectors ( (8) 
It is seen that, based on (1), (10) is equivalent to (5). Therefore, the output containment control objective is achieved if lim t→∞ e y (t) = 0. To achieve the output containment control objective of heterogeneous MAS, two output containment problems using different types of control protocols are designed as follows.
Problem 1: Given Assumptions 1-4, the output containment problem via the full-state feedback is to design distributed control protocols as
such that lim t→∞ e y (t) = 0. Problem 2: Given Assumptions 1-4, the output containment problem via the static output-feedback is to design distributed control protocols as
such that lim t→∞ e y (t) = 0. Remark 2: Problem 1 requires the full state information of each follower. However, in some practical applications, the state information may not be available. This issue is addressed in Problem 2 by using a static output-feedback design. In both control protocols proposed here, only the relative output containment error information of each follower and its neighbors is exchanged in the communication network.
We make the following Assumption 5 to solve Problem 1, and both Assumptions 5 and 6 are made to solve Problem 2.
Assumption 5: Let (F i , G i ) be the minimal p-copy internal model of S as defined in Definition 2.
Assumption 6:
Remark 3: Assumption 5 is needed to solve Problem 1. Assumptions 5 and 6 are both needed to solve Problem 2. This will be further clarified in Section III. Now, we can see that, for both Problems, F i ∈ R pq×pq , G i ∈ R pq×p , and H i ∈ R m i ×pq . Since Problem 1 uses full-state feedback design, K i ∈ R m i ×n i in (11) . Since Problem 2 uses static output-feedback design,
Remark 4: The internal model principle used here has also been widely investigated [18] - [22] for output regulation problem when there is only one leader. Compared to the feedforward approach used in [36] and [37] for containment problem, our control protocol requires no state information of the leaders, and is more robust against plant parameter variation. It is often required in practice that the containment control objective be achieved in the presence of uncertain norm-bounded parameter variations. Hence, our control protocol using the internal model principle is a more practical case to study.
III. MAIN RESULTS
In this section, local design procedures are presented to solve the proposed two different types of output containment problems, respectively.
A. Conditions for Solutions Using Full-State Feedback
Assume the graph is normalized so that
Then, e y i in (6) can be reformulated as 
Systems (2) under the full-state feedback controller (11) have the following closed-loop form:
The global form of the closed-loop dynamics can be written aṡ 
3) There exists a unique solution X i to the output regulator equations
Then, Problem 1 is solved.
Proof: Define the global containment error vectorε
By [39] , using the Kronecker product property,
Now, according to (19) , (21) can be written aṡ
Note that from (13), we can get that
Therefore
It is also noted that
Therefore, (22) can be reformulated aṡ
Note that e y in (7) can be rewritten as
Under Assumption 1, using Lemma 1, n+m k=n+1 k is a positive-definite and nonsingular M-matrix. Therefore, lim t→∞ e y (t) = 0 is guaranteed by making lim t→∞ η i (t) ≡C iεi (t) = 0, i ∈ F. Now, to achieve the output containment control objective, we need to stabilize the following closed-loop containment error dynamics: where
This situation is shown in Fig. 1 . Using the small-gain theorem [21] , [22] , [40] , [41] , systems (28) are L 2 -gain stable, ifĀ i is stable, and max
Therefore, if condition 3) holds, solving Problem 1 is equivalent to stabilizing the global closed-loop containment error dynamics in (28) . Then, if conditions 1) and 2) hold, systems (28) are stable. Hence, Problem 1 is solved. This completes the proof.
The following result addresses condition 3) in Theorem 1.
Lemma 3: Under Assumptions 3-5, there exists a unique solution X i to (19).
Proof:
By [18] , given Assumptions 3-5, (30) has unique solution pairs
T T is the unique solution to (19) . This completes the proof.
B. Local Design Procedures for Full-State Feedback
The following design procedures are given to address conditions 1) and 2) in Theorem 1.
The local form of (28) can be written as
This can be reformulated aṡ Fig. 2 . Global closed-loop system of (35).
Now, (31) can be written as
The global closed-loop system of (35) is shown in Fig. 2 , where [42] - [44] gave the necessary and sufficient conditions for static output-feedback control of linear time-invariant systems using H ∞ approach, in terms of solving one associated algebraic Riccati equation (ARE) and a coupled gain matrix condition. Note that, this also holds to solve state-feedback problem by letting L i = 0.
The following Theorem gives a local design procedure to guarantee that the sufficient local conditions in Theorem 1 are satisfied to solve Problem 1, by solving a state-feedback problem.
Theorem 2: Under Assumptions 1-5, select γ i < 1/ρ(A). Then, Problem 1 is solved if, for some positive-definite matrices R i and scalars α i > 0, there exist matricesK i such thatK
where P T i = P i > 0 is the solution to
Proof: Under Assumptions 1 and 2, using Theorem 1, Problem 1 is solved if conditions 1)-3) hold. Given Assumptions 3-5, using Lemma 3, condition 3) holds. From [42] - [44] , for state-feedback problem, the systems (35) are state-feedback stabilizable with L 2 -gain bounded by γ i < 1/ρ(A), if and only if, condition (36) holds with a feasible solution to (37) . This satisfies conditions 1) and 2). Therefore, the proof is completed.
The local design procedures using full-state feedback are summarized in Algorithm 1.
Algorithm 1 Design Procedures
, α i > 0, and R i . 2: for Each follower i ∈ F do 3: Solve the ARE (37) to obtain P i . 4 : if (37) is infeasible then select a smaller α i > 0 by try-and-error until there is a feasible solution P i to (37). 
C. Conditions and Local Design Procedures Using Static Output-Feedback
The systems (2) under the static output-feedback controller (12) have the following closed-loop form:
Definex i ,Ḡ i ,C i as after (15) , and redefinē
Then, the global closed-loop dynamics can be rewritten as (18) . Therefore, Theorem 1 also holds to solve Problem 2, with the redefined matricesĀ i in (39) . Given Assumptions 3-5, Lemma 3 also holds to solve Problem 2.
To obtain a local design procedure to guarantee the conditions in Theorem 1 to solve Problem 2, the following results are given.
The local closed-loop containment error dynamics can be constructed as (35) with redefined matrices
The following theorem gives a local design procedure to guarantee that the sufficient local conditions in Theorem 1 are satisfied to solve Problem 2, by solving a static outputfeedback problem. (42) is infeasible then select a smaller α i > 0 by try-and-error until there is a feasible solution P l i to (42). 5: end if 6: Evaluate the gainK i and update L i using ⎧ ⎨ 
Proof: Under Assumptions 1 and 2, using Theorem 1, Problem 2 if solved if conditions 1)-3) hold. Given Assumptions 3-5, using Lemma 3, condition 3) holds. From [42] - [44] , for static output-feedback problem, the systems (35) with redefined matrices in (40) are output-feedback stabilizable with L 2 -gain bounded by γ i < 1/ρ(A), if and only if, condition (41) holds with a feasible solution to (42) . This satisfies conditions 1) and 2) in Theorem 1. Therefore, the proof is completed.
Remark 6: According to [42] - [44] , necessary conditions for the existence of K i , L i , and P i in Theorem 3 are: (Â i ,B i ) are stabilizable, and (Â i ,C i ) and (Â i ,Ĉ i ) are detectable. Therefore, Assumption 6 is needed to solve Problem 2.
The local design procedures using the static output-feedback are summarized in Algorithm 2.
Next, we provide theoretical analysis of the convergence rate for the local systems.
Theorem 4: Each local system is asymptotically stable and exponentially converges with a convergence rate not less than exp(−β i t) for i ∈ F, where
The corresponding Hamiltonian is defined as
Then, dVε i /dt = 2ε T i P iεi , and its substitution in (45) gives
If matricesK i and L i are chosen as (41), then
Combining (42) and (49), we can get that Then, H(ε i , Vε i ,K i ,z i ) satisfies the following inequalities:
To prove the stability of the local closed-loop systems, let z i (t) = 0. Then
Note that (52) can be rewritten aṡ
Since β i is defined as (43) , it follows from (53) that:
Using the comparison Lemma [40] , we can get that
Thus, the local system is asymptotically stable and exponentially converges with a rate not less than exp(−β i t). This completes the proof.
IV. SIMULATION RESULTS
Consider a group of four followers and three leaders, with the communication graphḠ depicted in Fig. 3 . Then, ρ(A) = 0.5. Consider the followers' dynamics in (2), for i = 1, 2, 3, 4 and the leaders' dynamics in (3) for k = 5, 6, 7, with the systems matrices defined as Note that the leaders' dynamics have poles at s = ±j √ 2, so that they move in ellipses in the (y(1), y(2)) plane.
Design the full-state feedback control for followers 1 and 3, and static output-feedback control for followers 2 and 4. Select γ i = 1.9 < 1/ρ(A), and α i = 0.01 for i = 1, 2, 3, 4. The 2-copy internal model (F i , G i ) for i = 1, 2, 3, 4 are designed as
The control matricesK i = [ K i H i ] for i = 1, 2, 3, 4 found by solving (36) and (41) The output trajectories of the leaders and the followers are shown in Fig. 4 for t ∈ [0, 17]s, where y i = y i (1) y i (2) T .
The convex hulls formed by the leaders i = 5, 6, 7 move in ellipses, and they are shown for four different instants in Fig. 4 , with different markers. It is seen that the followers move into the convex hull formed by the leaders. Fig. 5 depicts the output trajectories of the leaders and the followers over time. It is seen that the followers' output trajectories stay in the envelope formed by the leaders' output trajectories. The output containment errors of followers are shown in Fig. 6 . It is seen that the output containment errors go to zero asymptotically.
From (43) in Theorem 4, we can see that the convergence rate of output containment for heterogeneous MAS depends on the design parameters γ i and α i , and design matricesḠ i and R i . As an illustrative example, we have investigated the convergence rate of Algorithms 1 and 2 using different design parameters; i.e., case 1: γ i = 1.9 and α i = 0.01, case 2: γ i = 1.9 and α i = 0.001, and case 3: γ i = 1.2 and α i = 0.01. Fig. 7 compares the output containment errors response of all three different cases. As seen, the convergence time can be adjusted by tuning design parameters.
V. CONCLUSION
This paper investigates the output containment problem of linear heterogeneous MAS using full-state feedback and static output-feedback design via internal model principles. Sufficient local conditions for the existence of the proposed controllers are developed in terms of stabilizing the local followers' dynamics and satisfying an H ∞ criterion. To satisfy the developed local sufficient conditions, a feasible solution to a game ARE, with a disturbance attenuation condition, depending on the global graph information of the followers, is required. The effectiveness of the two proposed control protocols has been verified by a simulated case study.
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