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ABSTRACT
DARK-BRIGHT SOLITONS AND VORTICES IN BOSE-EINSTEIN
CONDENSATES
MAY 2014
DONG YAN
B.S., ZHEJIANG UNIVERSITY, CHINA
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Panayotis G. Kevrekidis
This dissertation focuses on the properties of nonlinear waves in Bose-Einstein con-
densates (BECs). The fundamental model here is the nonlinear Schro¨dinger equation, the
so-called Gross-Pitaevskii (GP) equation, which is a mean-field description of BECs.
The systematic analysis begins by considering the dark-bright (DB)-soliton interac-
tions and multiple-dark-bright-soliton complexes in atomic two-component BECs. The
interaction between two DB solitons in a homogeneous condensate and at the presence of
the trap are both considered. Our analytical approximation relies in a Hamiltonian pertur-
bation theory, which leads to an equation of motion of the centers of DB-soliton interact-
ing pairs. Employing this equation, we demonstrate the existence of robust DB-soliton
vi
molecules, in the form of stationary two- and three-DB-soliton states. Also the equilib-
rium distance of the constituent solitons and the corresponding oscillation frequencies
are found semianalytically, where the latter corresponds to the characteristic anomalous
modes’ eigenfrequencies that we numerically computed via a so called Bogoliubov-de
Gennes (BdG) linearization analysis. Those studies are discussed in Chapter 2.
Then, we extend our studies to the dynamics of dark-bright (DB) solitons in binary
BECs at finite temperature using a system of two-coupled dissipative GPs. We show that
the effect of the bright soliton is to partially stabilize dark solitons against temperature-
induced dissipation, thus providing longer lifetimes in Chapter 3.
Furthermore, the dark-dark (DD) solitons as a prototypical coherent structure that
emerges in two-component BECs are studied and are connected to dark-bright (DB)
solitons via SO(2) rotation. We obtained their beating frequency and their frequency
of oscillation inside a parabolic trap. They are identified as exact periodic orbits in the
Manakov limit of equal inter- and intra- species nonlinearity strengths with and without
the trap and we showcase the persistence of such states upon weak deviations from this
limit. Also we investigated in detail the effect of the deviation from the Manakov case
by considering different from unity scattering length ratios in Chapter 4.
Next, we revisited Hamiltonian eigenvalue problems that typically arise in the lin-
earization around a stationary state of a Hamiltonian nonlinear PDE. Also we presented
a overview of the known facts for the eigenvalue counts of the corresponding unsta-
ble spectra. In particular, we focused on a straightforward plan to implement finite-
dimensional techniques for locating this spectrum via the singular points of the mero-
morphic Krein Matrix and illustrated the value of the approach by considering realistic
problems for recently observed experimentally multivortex and multisoliton solutions in
atomic Bose-Einstein condensates in Chapter 5.
In the two dimensional scenario, we also examine the stability and dynamics of vor-
vii
tices under the effect of dissipation used as a simplified model for the inclusion of the
effect of finite temperatures in atomic BECs, which enables an analytical prediction that
can be compared directly to numerical results in Chapter 6.
In all the above studies, our analytical prediction from the equation of motion are in
good agreement with the numerical results from the BdG analysis.
viii
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C H A P T E R 1
INTRODUCTION
1.1 Bose-Einstein Condensates
The phenomenon known as Bose-Einstein condensation is a quatum phase transition
first predicted by Albert Einstein in 1925 [1], based on the earlier work of the Indian
physicist Satyendra Nath Bose [2]. Einstein generalized Bose’s idea on the statistical
mechanics of (massless) photons to mass particles. The relevant prediction was that in
a system of bosons, i.e. particles obeying Bose-Einstein statistics, there should exist a
critical temperature below which a finite fraction of all the particles would condense into
the lowest accessible quantum state, resulting in a new form of matter, which has been
named the Bose-Einstein Condensate (BEC).
In 1938, soon after the discovery of superfluidity in liquid 4He below the λ point
2.17K, Fritz London considered that despite the strong interactions between the atoms,
BEC could be responsible for the superfluid properties of the helium atoms. A more
fundamental understanding of the relationship between superfluidity and BEC was de-
veloped subsequently in the following decades. However, it was not until 1995, seventy
years after the original prediction, that the first pure BEC was observed by Eric Cornell
and Carl Wieman’s teams at JILA lab in university of Colorado at Boulder. They suc-
ceeded in creating the BECs by cooling a dilute vapor consisting of 87Rb atoms [3] to
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below 170nK, using a combination of laser cooling and magnetic evaporative cooling.
In the same year, another independent success was reported by Wolfgang Ketterle’s team
in MIT using 23Na [4]. These experiments are recognized as a milestone in the history
of BEC and won the three scientists the 2001 Nobel prize in physics [5, 6]. Up to now,
BECs have been obtained in various species of alkali and alkaline earth atoms, and fi-
nally even with 4He. In the recent years, the remarkable progress in the experimental
and theoretical studies of BECs has sparked an intense study of the coherent nonlinear
structures arising in this setting [7, 8]. Such structures can be described by means of an
effective mean-field model, the Gross-Pitaevskii (GP) equation, which is a variant of the
nonlinear Schro¨dinger (NLS) equation [9] with the cubic nonlinearity originating from
interatomic interactions. The NLS equation is a fundamental model describing the evo-
lution of a complex field envelope in nonlinear dispersive media. It plays a key role in a
variety of physical contexts, ranging from nonlinear and atom optics to fluid and plasma
physics [10, 11, 12].
1.2 Dark soliton and dark-bright solitons
Over the past few years, the macroscopic nonlinear structures that can be supported
in atomic Bose-Einstein condensates (BECs) have been a topic of intense investigation
(see, e.g., Refs. [11, 13, 14, 15] for reviews on this topic). The first experimental efforts
to identify the predominant nonlinear structure in BECs with repulsive interatomic inter-
actions, namely the dark soliton, were initiated over a decade ago [16, 17, 18, 19, 20].
However, these efforts suffered from a number of instabilities arising due to dimension-
ality and/or temperature effects. More recently, a new generation of relevant experiments
has emerged, that has enabled the overcoming (or quantification) of some of the above
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limitations. The latter works have finally enabled the realization of oscillating, and even
interacting, robust dark solitons in atomic BECs. This has been achieved by means of
various techniques, including phase-imprinting/density engineering [21, 22, 23], matter-
wave interference [24, 25], or dragging localized defects through the BECs [26].
Atomic dark solitons may also exist in multi-component condensates, where they are
coupled with other nonlinear macroscopic structures [11, 13, 15]. Of particular interest
are dark-bright (DB) solitons that are supported in two-component [27] and spinor [28]
condensates. Such structures, are frequently called “symbiotic” solitons, as the bright-
soliton component (which is generically supported in BECs with attractive interactions
[14]) may only exist due to the inter-species interaction with the dark-soliton compo-
nent. DB solitons have also attracted much attention in other contexts, such as nonlinear
optics [29] and mathematical physics [30]. In fact, DB-soliton states were first observed
in optics experiments, where they were created in photorefractive crystals [31], while
their interactions were partially monitored in Ref. [32]. In the physics of BECs, robust
DB-solitons were first observed in the experiment of Ref. [21] by means of a phase-
imprinting method, and more recently in Refs. [33, 34, 35] by means of the counterflow
of the two BEC components. The above efforts led to a renewed interest in theoretical
aspects of this theme: this way, DB-soliton interactions were studied from the viewpoint
of the integrable systems theory in Ref. [36], DB-soliton dynamics were investigated
numerically in Ref. [37], while DB-solitons in discrete settings were recently analyzed
in Ref. [38]. Furthermore, higher-dimensional generalizations —namely, vortex-bright-
soliton structures— were recently studied as well [39].
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1.3 Thesis Overview
The goal is to study the dark-bright solitons and vortices of BECs.
Chapter 1 gives a brief introduction about the BECs and the DB soliton.
In chapter 2, we present a systematic theoretical analysis of DB-soliton interactions
and multiple-DB-soliton complexes in atomic two-component Bose-Einstein conden-
sates. Our analysis is based on an effective equation of motion, derived for the distance
between two dark-bright solitons. This equation provides equilibrium positions and char-
acteristic oscillation frequencies of the solitons, which are found to be in good agreement
with the eigenfrequencies of the anomalous mode of the system. Also we introduce the
linear stability analysis, known as the Bogoliubov-de Gennes (BdG) analysis, which will
employ in the following chapters.
Chapter 3 studies the dynamics of dark-bright solitons in harmonically confined Bose
gases. In particular, we adopt an effective mean-field description and analyze theoreti-
cally and numerically a system of two coupled dissipative GP equations, describing the
evolution of a binary quasi-one-dimensional BEC at finite temperature. This way, we
obtain an equation of motion for the DB soliton center, which includes an anti-damping
term accounting for finite temperature, provides a characteristic eigenvalue pair, which is
connected to the eigenvalue associated with the anomalous mode of the DB soliton. Per-
forming a BdG analysis, we show that the anomalous mode eigenvalue becomes complex
as the dissipation parameter is introduced, leading to an instability of the DB soliton pair.
Furthermore, those considerations are generalized in the case of a DB soliton ’molecule’,
composed by two-DB-solitons. In the latter setting, both configurations featuring in-
phase and out-of-phase bright components can be otained in the trap. We illustrate their
dynamical instabilities as a function of temperature and capture them analytically by
means of coupled nonlinear ODEs.
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Chapter 4 investigates the beating dark-dark (DD) solitons as a prototypical coherent
structure that emerges in two-component BECs. We show their connection to DB soli-
tons via SO(2) rotation. Also we have illustrated that such states persist in the presence
of the trap and oscillate with the frequency previously predicted for DB solitons. Us-
ing Floquet analysis, we have identified beating DD solitons as stable periodic orbits in
the Manakov limit with and without a trap. Moreover, the effect of deviation from the
Manakov case by considering different from unity scattering length ratios is investigated.
Chapter 5 reviews a general theory for constructing a meromorphic matrix-valued
function, the so-called Krein matrix, which has the property of not only locating the un-
stable eigenvalues, but also those with negative Krein signature. These eigenvalues are
realized as zeros of the determinant. The resulting finite dimensional problem obtained
by setting the determinant of the Krein matrix to zero presents a valuable simplification.
The usefulness of the technique is illustrated through prototypical examples of spec-
tral analysis of states that have arisen in recent experimental and theoretical studies of
atomic Bose-Einstein condensates. In particular, we consider one-dimensional settings
(the cigar trap) possessing real-valued multi-dark-soliton solutions, and two-dimensional
settings (the pancake trap) admitting complex multi-vortex stationary waveforms.
Chapter 6 systematically examines the stability and dynamics of vortices under the
effect of a dissipation used as a simplified model for the inclusion of the effect of finite
temperatures in atomic BECs. Then we extend considerations to a case of considerable
recent experimental interest, namely that of a vortex dipole and observe good qualitative
agreement between theory and computations in both the stability properties and dynam-
ical evolution of such configurations.
Finally, we summarize the findings and discuss possible directions of future work in
chapter 7.
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C H A P T E R 2
MULTIPLE DARK-BRIGHT SOLITONS IN ATOMIC
BOSE-EINSTEIN CONDENSATES
In this chapter, we present a systematic theoretical analysis of dark-bright (DB) -
soliton interactions and multiple-dark-bright-soliton complexes in atomic two-component
Bose-Einstein condensates (BECs). We study analytically the interactions between two
DB solitons in a homogeneous condensate and then extend our considerations to the
presence of the trap. Our analysis is based on an effective equation of motion, derived
for the distance between two DB solitons. This equation provides equilibrium positions
and characteristic oscillation frequencies of the solitons.
2.1 Experimental Motivation
Our aim is to study multiple-DB solitons in two-component BECs confined in a har-
monic trap, as motivated by the experimental results shown in Figs. 1. Figure 1 illus-
trates DB-soliton clustering occurring during the counterflow of two rubidium conden-
sate species, namely, the hyperfine states |1,−1〉 and |2,−2〉, confined in an elongated
optical dipole trap with measured trap frequencies of 2π{1.5, 140, 178} Hz; details on
the soliton generation scheme are provided in Refs. [33, 34, 35]. An intriguing obser-
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vation is the frequent formation of large gaps in one component (which constitutes the
component supporting the dark solitons) that are filled by bright solitons in the other
component. Interestingly, these gaps are structured by small, periodic density bumps,
indicating that these regions are composed of merged solitons. Some of these features
are marked by the boxed regions in Fig. 1, with corresponding cross sections shown as
insets. We clearly observe clusters of two and three merged solitons [see Fig. 1(a-c)], and
also have some indications of clusters composed of four to five solitons; see Fig. 1(d, e).
While our destructive imaging technique does not allow us to experimentally analyze the
dynamics and lifetime of the clusters in detail, the occurence of large DB-soliton clusters
strongly supports the theoretical part of our work that we will present below. We will
study analytically the interaction between two DB solitons, and we will demonstrate the
existence of stable two- and multiple-DB stationary states, resembling the ones observed
in the experiment.
2.2 Model and Theoretical Setup
2.2.1 Coupled Gross-Pitaevskii equations and dark-bright solitons
Following the experimental observations of the previous section, we consider a two-
component elongated (along the x-direction) BEC composed of two different hyperfine
states of rubidium. As is the case of the experiment, we consider a highly anisotropic
trap, with the longitudinal and transverse trapping frequencies such that ωx ≪ ω⊥. In
the framework of the mean-field theory, the dynamics of this two-component BEC can
be described by the following system of two coupled Gross-Pitaevskii equations (GPEs)
[11, 13, 15]:
i~∂tψj=
(
− ~
2
2m
∂2xψj + V (x)− µj +
2∑
k=1
gjk|ψk|2
)
ψj . (2.1)
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Figure 1: Experimental images indicating DB-soliton clustering in a two-component BEC. The
upper cloud in each image [and the red (gray) curve in the inset] shows atoms in the |2,−2〉 state,
while the lower cloud (black curve) shows atoms in the |1,−1〉 state. Prior to imaging, the two
components are overlapped in the trap for 5 s. Insets show integrated cross sections of the boxed
region.
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Here, ψj(x, t) (j = 1, 2) denote the mean-field wave functions of the two components
(normalized to the numbers of atoms Nj =
∫ +∞
−∞
|ψj |2dx), m is the atomic mass, µj are
the chemical potentials, and V (x) represents the external harmonic trapping potential,
V (x) = (1/2)mΩ2x2. In addition, gjk = 2~ω⊥ajk are the effective one-dimensional
(1D) coupling constants, where ajk denote the three s-wave scattering lengths (note that
a12 = a21) accounting for collisions between atoms belonging to the same (ajj) or dif-
ferent (ajk, j 6= k) species. In the case of the hyperfine states |1,−1〉 and |2,−2〉 of 87Rb
considered in the previous section, the scattering lengths take the values a11 = 100.4a0,
a12 = 98.98a0 and a22 = 98.98a0 (where a0 is the Bohr radius) [33, 34]. Thus, we
will hereafter use the approximation that all scattering lengths take the same value, say
aij ≈ a 1. To this end, measuring the densities |ψj |2, length, time and energy in units of
2a, a⊥ =
√
~/ω⊥, ω
−1
⊥ and ~ω⊥, respectively, we may reduce the system of Eqs. (2.1)
into the following dimensionless form,
i∂tψj = −1
2
∂2xψj + V (x)ψj + (|ψj|2 + |ψ3−j|2 − µj)ψj, j = 1, 2, (2.2)
where the external potential in Eqs. (2.2) is given by V (x) = (1/2)mΩ2x2 where Ω =
ωx/ω⊥ ≪ 1 is the normalized trap strength. Below, we will consider a situation where
the component characterized by the wavefunction ψ1 (ψ2) supports a single or a multiple
dark (bright) soliton state, and the respective chemical potentials will be such that µ1 >
µ2. As concerns the component ψ1, the dark-soliton state exists on top of a ground-
state could |ψGS|2, which for appropriately large values of µ1 can be approximated by
the Thomas-Fermi (TF) density |ψGS|2 ≈ |ψTF|2 = µ1 − V (x); thus, to describe the
dark-soliton wave function, we substitute the density |ψ1|2 in Eqs. (2.2) as |ψ1|2 →
|ψTF|2|ψ1|2. Furthermore, we introduce transformations t → µ1t, x → √µ1x, |ψ2|2 →
1Notice that the numerical results do not significantly change in the case of unequal a11; however, the
analytical calculations and formulas given herein are considerably more involved
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µ−11 |ψ2|2, and cast Eqs. (2.2) into the following form
i∂tψ1 +
1
2
∂2xψ1 − (|ψ1|2 + |ψ2|2 − 1)ψ1 = R1, (2.3)
i∂tψ2 +
1
2
∂2xψ2 − (|ψ1|2 + |ψ2|2 − µ˜)ψ2 = R2, (2.4)
where µ˜ = µ2/µ1, while
R1 ≡ (2µ21)−1
[
2(1− |ψ1|2)V (x)ψ1 + V ′(x)∂xψ1
]
,
R2 ≡ µ−21
[
(1− |ψ1|2)V (x)ψ2
]
, (2.5)
with V ′(x) ≡ dV/dx. Equations (2.3)-(2.4) can be viewed as a system of two coupled
perturbed nonlinear Schro¨dinger (NLS) equations, with perturbations given by Eq. (2.5).
In the absence of the trap (i.e., for Ω = 0), the perturbations vanish and Eqs. (2.3)-
(2.4) actually constitute the completely integrable Manakov system [40]. This system
conserves, among other quantities, the Hamiltonian (total energy),
E =
1
2
∫ +∞
−∞
Edx,
E = |∂xψ1|2 + |∂xψ2|2 + (|ψ1|2 + |ψ2|2 − 1)2
− 2(µ˜− 1)|ψ2|2, (2.6)
as well as the total number of atoms, N = N1 +N2 =
∑2
j=1
∫ +∞
−∞
|ψj |2dx; additionally,
the number of atoms of each component, N1 and N2, is separately conserved.
Considering the boundary conditions |ψ1|2 → 1 and |ψ2|2 → 0 as |x| → ∞, the NLS
Eqs. (2.3)-(2.4) possess an exact analytical single-DB soliton solution of the following
form (see, e.g., Ref. [27]):
ψ1(x, t) = cosφ tanh [D(x− x0(t)] + i sin φ, (2.7)
ψ2(x, t) = η sech [D(x− x0(t)] exp [ikx+ iθ(t)] , (2.8)
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where φ is the dark soliton’s phase angle, cosφ and η represent the amplitudes of the dark
and bright solitons, D and x0(t) denote the width and the center of the DB soliton, while
k = D tanφ = const. and θ(t) are the wavenumber and phase of the bright soliton,
respectively. The above parameters of the single DB-soliton are connected through the
following equations:
D2 = cos2 φ− η2, (2.9)
x˙0 = D tanφ, (2.10)
θ(t) =
1
2
(D2 − k2)t + (µ˜− 1)t, (2.11)
where x˙0 = dx0/dt is the DB soliton velocity. Below, we will mainly focus on sta-
tionary solutions, characterized by a dark soliton’s phase angle φ = 0 [in this case, the
bright soliton component is stationary as well; see Eq. (2.10)]; nevertheless, we will also
consider the near-equilibrium motion of DB solitons, characterized by φ ≈ 0.
To approximate a two-DB-soliton state (for Ω = 0) composed by a pair of two equal-
amplitude single DB solitons traveling in opposite directions, we will use the following
ansatz:
ψ1(x, t) = (cosφ tanhX− + i sinφ)
× (cosφ tanhX+ − i sinφ) , (2.12)
ψ2(x, t) = η sechX− e
i[+kx+θ(t)+(µ˜−1)t]
+ η sechX+ e
i[−kx+θ(t)+(µ˜−1)t] ei∆θ, (2.13)
whereX± = D (x± x0(t)), 2x0 is the relative distance between the two solitons, and ∆θ
is the relative phase between the two bright solitons, assumed to be constant (∆θ = 0 and
∆θ = π correspond to in-phase and out-of-phase bright solitons, respectively). Notice
that ansatz (2.12) is a symmetric form of two dark solitons on the common background
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that, provided that the separation distance 2x0 is sufficiently large, weakly interact with
each other; such an ansatz for the dark-soliton pair has been used for the study of the
intersoliton interaction [41]. Similarly, ansatz (2.13) is a superposition of two bright soli-
tons of equal amplitudes, placed at the locations of their respective dark-soliton siblings;
such a form of the bright-soliton pair is commonly used for the study of interactions
between bright solitons (see, e.g., Chap. 3.2.2 of [29]).
At this point it is useful to note that in either case of single or multiple DB solitons,
the number of atoms of the bright soliton N2 may be used to connect the amplitude η
of the bright soliton(s), the chemical potential µ1 of the dark-soliton component, and
the inverse width D of the DB soliton. In particular, in the case of a single DB soliton,
one finds that N2 = 2η2
√
µ1/D [for the variables appearing in Eqs. (2.2)], while for
the case of a two-DB-soliton state (with well-separated solitons) the relevant result is
approximately twice as large, namely,
N2 ≈
4η2
√
µ1
D
. (2.14)
2.2.2 Stationary states and their excitation spectrum
Apart from our analytical approximations, we will also use numerical methods to
obtain stationary DB-soliton states and determine their stability by means of the well-
known BdG analysis (see, e.g., Refs. [11, 13, 15])). Particularly, in our numerical com-
putations below, we will initially obtain, by means of a fixed-point algorithm, stationary
solutions of Eqs. (2.2) in the form ψ1(x, t) = u(x) and ψ2(x, t) = v(x), and then we will
consider their linear stability, upon introducing the following ansatz into Eqs. (2.2):
ψ1(x, t) = u(x) + ε
[
a(x)eλt + b∗(x)eλ
∗t
]
, (2.15)
ψ2(x, t) = v(x) + ε
[
c(x)eλt + d∗(x)eλ
∗t
]
. (2.16)
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where the asterisk denotes complex conjugation. The resulting equations are linearized
(keeping only terms of order of the small parameter ε), and the ensuing eigenvalue prob-
lem for eigenmodes {a(x), b(x), c(x), d(x)} and eigenvalues λ = λr+ iλi is numerically
solved. In the case of a single DB soliton, the excitation spectrum can be well understood
in both cases, corresponding to the absence and the presence of the harmonic trap, using
the following arguments.
First, in the absence of the trap, the system of Eqs. (2.2) features not only a U(1)
(phase) invariance in each of the components but also a translational invariance; thus, the
system has three pairs of eigenvalues (each associated with one of the above symmetries)
at the origin of the spectral plane (λr, λi). In this case, the phonon band (associated with
the continuous spectrum of the problem) covers the entire imaginary axis of the spectral
plane.
Second, in the presence of the trap, the single DB soliton “lives” on the background
of the confined ground state, i.e., {ψ1, ψ2} = {ψGS, 0} (as discussed above). It is well
known [11, 13] that the harmonic potential introduces a discrete (point) BdG spectrum
for this spatially confined ground state. In addition to that, the translational invariance
of the unconfined system is broken, and due to the presence of the DB soliton, a single
eigenvalue λ(AM) emerges. The respective (negative energy) eigenmode is the so-called
anomalous mode (AM), while the associated eigenvalue λ(AM) is directly connected with
the oscillation frequency of the DB soliton in the harmonic trap, similar to the case of a
dark soliton in one-component BECs [42]. In fact, the imaginary part of the eigenvalue
λ(AM) reads λ(AM)i = ωosc, where ωosc is the oscillation frequency of the single DB
soliton, given by [27]:
ω2osc = Ω
2
(
1
2
− χ
χo
)
, (2.17)
χ ≡ N2√
µ1
, χo ≡ 8
√
1 +
(χ
4
)2
(2.18)
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The above results are illustrated in Fig. 2, where a typical example of a stationary
single DB-soliton state is depicted (top panel); additionally, the eigenvalues λi charac-
terizing the numerically obtained excitation (BdG) spectra of such stationary states are
shown as functions of the chemical potentials µ1 and µ2 in the middle and bottom panels
of Fig. 2, respectively. As observed in these two bottom panels, there exist two types of
spectral lines, namely “slowly-varying” ones (analogous to ones that are present in the
spectrum of a dark soliton in one-component BECs [24]) and “fast-varying” ones due to
the presence of the second (bright-soliton) component. The latter, as was pointed out also
in the recent work of [35] may, in fact, collide with the internal anomalous mode of the
DB soliton and give rise to instability quartets which are barely discernible in Fig. 2 (see,
e.g., the bottom panel for µ2 > 1.4 where a merger of eigenvalues occurs). Generally,
however, it is found that the analytical prediction (red dashed-dotted line) is excellent in
capturing the relevant anomalous mode pertaining to the DB-soliton oscillation.
The above discussion sets the stage for the presentation of our results for multiple
DB-soliton states.
2.3 Interaction between two dark-bright solitons
We start with the case where the external trap is absent, i.e., for Ω = 0. To analyt-
ically study the interaction of two identical DB solitons, cf. Eqs. (2.12)-(2.13), we will
employ the adiabatic approximation of the perturbation theory for matter-wave solitons
(see, e.g., [13, 15]). In particular, we assume that the approximate two-DB-soliton state
features an adiabatic evolution due to a weak mutual interaction between the constituent
solitons, and thus, the DB soliton parameters become slowly-varying unknown functions
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Figure 2: The top panel depicts the stationary solution for a single DB-soliton for µ1 = 1.5,
µ2 = 1, and Ω = 0.1. The bright (dark) components are shown by the dashed green (solid blue)
lines. The middle (bottom) panel shows the normalized imaginary part λi/Ω of the eigenvalues
for the single DB-soliton as a function of µ1 (µ2) for µ2 = 1 (µ1 = 1.5). The red dashed-
dotted line depicts the analytical prediction of [27] for the DB-soliton oscillation frequency [cf.
Eq. (2.17)], providing an excellent approximation to the anomalous mode eigenfrequency.
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of time t. Thus, φ→ φ(t), D → D(t), and hence, Eqs. (2.9)-(2.10) become
D2(t) = cos2 φ(t)− 1
4
χD(t), (2.19)
x˙0(t) = D(t) tanφ(t), (2.20)
where we have used Eq. (2.14). The evolution of the parameters φ(t), D(t) and x0(t)
can then be found by means of the evolution of the DB-soliton energy as follows. First,
we substitute the ansatz (2.12)-(2.13) into Eq. (2.6) and perform the integrations under
the assumption that the soliton velocity is sufficiently small, such that cos(kx) ≈ 1 (and
sin(kx) ≈ 0). Then, we further simplify the result assuming that the solitons are well-
separated, i.e., their relative space is x0 ≫ 1. In this way, we find, by substitution of
the trial ansatz of Eqs. (2.12) and (2.13) into the total energy of the system given by
Eq. (2.6), that the latter assumes the form
E = 2E1 + EDD + EBB + 2EDB, (2.21)
where E1 is the energy of a single DB soliton, namely,
E1 =
4
3
D3 + η2
(
k2 − 2 (µ˜− 1)
D
+D
)
, (2.22)
while the remaining terms account for the interaction between the two DB solitons. In
particular, EDD, EBB, and EDB denote, respectively, the interaction energy between the
two dark solitons, the two bright ones, and the interaction energy between the dark soli-
ton of one component and the bright one in the other component. The above interaction
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energies are given by the following (approximate) expressions:
EDD = 16 cos
2 φ
[
1
3
D cos2 φ+D + 2(cos2 φ−D2)x0
− 3 + 4 cos
2 φ
3D
cos2 φ
]
e−4Dx0 , (2.23)
EBB = χ
[
2D
(
D (1−Dx0)− k2x0
)
+Dχ
]
× cos∆θe−2Dx0
+ χ
[
χD (2Dx0 − 1)
(
1 + 2 cos2∆θ
) ]
e−4Dx0 , (2.24)
EDB = −4χ cos2 φ cos∆θe−2Dx0
+ χ cos2 φ
[
16
3
cos2 φ− 16Dx0 + 8
]
e−4Dx0 , (2.25)
where terms of order O(e−6Dx0) and higher have been neglected (nevertheless, it has
been checked that their contribution does not alter the main results that will be presented
below).
Having determined the two-DB-soliton energy, we can find the evolution of the soli-
ton parameters from the energy conservation, dE/dt = 0. We focus on the case of
low-velocity, almost black solitons (with D˙(t) ≈ 0 and cos φ(t) ≈ 1), for which en-
ergy conservation leads to the following nonlinear evolution equation for the DB soliton
center:
x¨0 = Fint, (2.26)
Fint ≡ FDD + FBB + 2FDB. (2.27)
In the above equations, Fint is the interaction force between the two DB solitons (depend-
ing on the soliton coordinate x0), which contains the following three distinct contribu-
tions: the interaction forces FDD and FBB between the two dark and two bright solitons,
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respectively, as well as the interaction force FDB of the dark soliton of the one soliton
pair with the bright soliton of the other pair. These forces have the following form:
FDD =
1
χo
[
1
3
(544− 352D20) + 128D0
(
D20 − 1
)
x0
]
× e−4D0x0 , (2.28)
FBB =
χ
χo
[
− 6D0 + 4D20x0 − 2χ
]
× D20 cos∆θe−2D0x0
+
χ2
χo
[ (
1 + 2 cos2∆θ
)
(−8D0x0 + 6)
]
× D20e−4D0x0, (2.29)
FDB =
χ
χo
[
8D0 cos∆θ
]
e−2D0x0
+
χ
χ
o
[
− 208
3
+ 64D0x0
]
D0e
−4D0x0, (2.30)
where D(t) ≈ D0 since we are assuming that D˙(t) ≈ 0.
The equation of motion for the two-DB-soliton state [cf. Eq. (2.26)] provides a clear
physical picture for the interaction between the two DB solitons. In order to better un-
derstand this result, first we note that (to the leading order of approximation) the in-
teraction force between the bright-soliton components introduces a longer-range effect
than the interaction forces between the dark-soliton components, which in turn intro-
duces a shorter-range repulsion. This can been seen since FBB ∝ exp(−2D0x0) and
FDD ∝ exp(−4D0x0); note that the interaction between dark and bright solitons is also
to leading order FDB ∝ exp(−2D0x0). This result is in accordance with earlier pre-
dictions, where the same dependence of the force over the soliton separation was found
(see, e.g., Refs. [43] and [25, 41, 44] for bright and dark solitons, respectively).
Let us now consider the role of the bright-soliton component. In its absence, i.e., for
χ = 0 [cf. Eq. (2.19)], it is clear that FBB = FDB = 0 and Eq. (2.26) describes the
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interaction between two dark (almost black) solitons; in this case, taking into account
that D0 = 1, it can readily be found that the pertinent (repulsive) interaction potential is
∝ 2 exp(−4x0), which coincides with the result of [41] (see also [15, 25]). On the other
hand, when bright solitons are present (i.e., for χ 6= 0), the principal nature of the bright-
bright-soliton interaction, and also of part of the dark-bright-soliton interaction, depends
on the relative phase ∆θ between the two bright solitons through the factor cos∆θ; see
also Eqs.(2.29) and (2.30). In particular, if ∆θ = 0 (in-phase case), the interaction is
repulsive, while if ∆θ = π (out-of-phase case), the interaction is attractive.
According to the above, it is clear that the competition between repulsive (for dark
solitons) and attractive (for out-of-phase bright solitons) forces leads to the emergence
of fixed points in the equation of motion (2.26). In other words, in this case, there exists
a stationary DB-soliton ”molecule” composed of two DB solitons. Note that stationary
two DB solitons were also found numerically and experimentally in [32] in the context of
nonlinear optics, but their existence details and stability properties were not considered.
Additionally, although exact two-DB-soliton solutions (as well as N -DB-soliton solu-
tions) do exist in the Manakov system [36, 45], their complicated form does not allow
for a transparent physical picture, as provided above.
The fixed (equilibrium) points xeq of Eq. (2.26), which represent the equilibrium
distance between the constituent DB solitons forming the stationary molecule, can be
determined as solutions of the transcendental equation resulting form Eq. (2.26) for x¨0 =
0 in the out-of-phase case (∆θ = π). Once xeq are found, their stability can be studied
by introducing the ansatz x0(t) = xeq + δ(t) into Eq. (2.26) and linearizing with respect
to the small-amplitude perturbation δ(t); in this way, we derive the following equation:
δ¨ + ω20δ = 0, (2.31)
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where the oscillation frequency ω0 is given by:
ω20 = −
∂Fint
∂x0
∣∣∣∣
x0=xeq
, (2.32)
Physically speaking, the oscillation frequency ω0 represents the internal out-of-phase
motion of the two DB-solitons. Note that, as here we deal with the homogeneous case
(i.e., in the absence of the trap), the in-phase motion of the solitons is associated with
the neutral translation mode due to the translational invariance of the system (the corre-
sponding in-phase Goldstone mode has a vanishing frequency in that case).
The above analytical predictions have been compared with numerical simulations.
First, we have confirmed the existence of the stationary two-DB-soliton state (in the out-
of-phase case); a prototypical example of such a state is shown in the top panel of Fig. 3
(for µ1 = 3µ2/2 = 3/2). We have also determined the dependence of the equilibrium
soliton positions (denoted by x0 in the middle panel of Fig. 3) and the effective frequency
ω0 [cf. Eq. (2.32)] on the chemical potential µ2 of the bright soliton component. The
respective analytical and numerical results are shown in the middle and bottom panels of
Fig. 3. To obtain the numerical results, we have used a (least squares) fitting algorithm to
accurately identify the amplitude η, inverse width D, and equilibrium center of mass x0
of the bright component. The numerical findings for x0 and ω0 (the latter is obtained via
a BdG analysis, as the imaginary eigenvalue λi pertaining to the out-of-phase motion of
the stationary two-DB-soliton state) are directly compared with the semianalytical results
of Eqs. (2.26) and (2.32), respectively. We find that there is a very good quantitative
agreement between the analytical and numerical results (see middle and bottom panels
of Fig. 3). Notice that despite the motion of this eigenvalue through the continuous
spectrum, no instability is observed in the parametric window shown in Fig. 3.
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Figure 3: (top) A stationary DB-soliton pair: the solid blue line denotes the two-dark-soliton
state (recall that each dark soliton is associated with a zero crossing), while the dashed green
line denotes the respective two-bright-soliton state. The chemical potentials are µ1 = 3/2 and
µ2 = 1. (middle) The equilibrium center of mass x0 as a function of the chemical potential
µ2 (for µ1 = 3/2). Red stars denote the analytical prediction of Eq. (2.26), while blue circles
denote the numerically obtained soliton center x0. (bottom) The oscillation frequency for the
out-of-phase motion of the DB-soliton pair as a function of µ2 (for µ1 = 3/2). Red stars depict
the analytical result for ω0 (cf. Eq. (2.32)), while blue circles depict the numerically obtained
imaginary eigenvalue λi (for the out-of-phase soliton motion) of the excitation spectrum.
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2.4 Multiple dark-bright solitons in the trap
Next, let us consider the case of multiple DB-solitons in the presence of the harmonic
trap. In the presence of the trap, each of the multiple-DB-soliton structures is subject to
two forces: (a) the restoring force of the trap, Ftr [in the case of a single DB-soliton,
this force induces an in-trap oscillation with a frequency ωosc; see Eq. (2.17)] and (b)
the pairwise interaction force Fint [cf. Eq. (2.27)] from other dark-bright solitons. Thus,
taking into regard that Ftr = −ω2oscx0 [27], one may write the effective equation of
motion for the center x0 of a two-DB-soliton state as follows:
x¨0 = Ftr + Fint. (2.33)
One can thus straightforwardly generalize the above equation for N -interacting DB-
soliton states, similar to the case of multiple dark solitons in one-component BECs [24,
25, 46].
Importantly, the presence of the trap allows for the existence of stationary DB-soliton
molecules not only for out-of-phase bright solitons (as in the homogeneous case) but also
for in-phase bright solitons. In the latter case, the repulsion between both the dark- and
the bright-soliton components, is balanced by the trap-induced restoring force Ftr. In the
case of two-DB solitons placed at x = ±x0, the equilibrium points xeq can readily be
found (as before) as solutions of the transcendental equation resulting from Eq. (2.33) for
x¨0 = 0 in both the in- and out-of-phase cases. To study the stability of these equilibrium
points in the framework of Eq. (2.33), we may again use the ansatz x0(t) = xeq + δ(t),
and we obtain a linear equation for the small-amplitude perturbation δ(t), similar to that
of Eq. (2.31), namely, δ¨ + ω21δ = 0, where the frequency ω1 is given by
ω21 = ω
2
osc + ω
2
0, (2.34)
where ω0 is given by Eq. (2.32). Similar to the case of dark solitons in one-component
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Figure 4: The left and right columns correspond, respectively, to an in-phase and an out-of-phase
dark-bright soliton pair in a harmonic trap with Ω = 0.1. The top row of panels depicts the pro-
files of the DB-soliton pairs (solid blue lines and dashed green lines corresponding, respectively,
to the dark and bright components) and the trapping potential (dashed-dotted red line). The mid-
dle row of panels depicts the spectral plane (λr, λi) rescaled by the trap frequency Ω. The bottom
row of panels depicts the numerical (small red stars) and the analytical (blue circles) results for
the equilibrium distance between the solitons as a function of µ2; the theoretical prediction is
based on Eq. (2.33).
BECs [25] (see also [15]), by construction, this mode captures the out-of-phase motion
of the DB-soliton pair. Furthermore, by symmetry, the in-phase oscillation of the DB-
soliton pair in the trap will be performed with the frequency
ω2 = ωosc (2.35)
These two characteristic frequencies (ω1, ω2) coincide with the eigenfrequencies of two
anomalous modes of the BdG spectrum of the trapped DB-soliton pair.
We now turn to a systematic numerical investigation of the above features and of the
multiple-DB-soliton states. At first, we consider the two-DB-soliton state in the trap,
results for which are summarized in Figs. 4 and 5, both for the in-phase and the out-of-
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Figure 5: The left and right columns of panels correspond, respectively, to an in-phase and an
out-of-phase dark-bright soliton pair in a harmonic trap with Ω = 0.1. Shown are the imaginary
(top row of panels) and the real (bottom row of panels) parts of the eigenvalues as functions of
µ2. In the top panels, the theoretical predictions for the eigenfrequencies of the anomalous modes
of the system, pertaining to the in- and out-of-phase oscillations of the DB-solitons are depicted
by dashed-dotted red lines. Notice that collisions of modes (eigenvalue crossings) observed in
the top panels indicate the emergence of instability windows observed in the bottom panels. The
instabilities are of the Hamiltonian-Hopf type and result in the emergence of eigenvalue quartets.
phase configurations. In particular, the top left and right panels of Fig. 4 show examples
of an in-phase and an out-of-phase stationary DB-soliton pair, respectively (both for
µ1 = 1.5 and µ2 = 1). The two middle panels illustrate the corresponding spectral
planes, showcasing the linear stability of these configurations. The bottom panels of
Fig. 4 show the equilibrium positions of the soliton centers. In the in-phase case (bottom
left panel), it is observed that larger chemical potential (number of atoms) in the second
component leads to stronger repulsion and hence larger distance from the trap center.
In the out-of-phase case (bottom right panel), we observe a similar effect but in the
reverse direction (due to the attraction of the out-of-phase bright-soliton components) for
smaller values of the chemical potential. Notice that in both cases a good agreement is
observed between the numerically observed equilibrium separations and the theoretically
predicted ones from Eq. (2.33).
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Figure 6: The left and right columns of panels correspond, respectively, to an in-phase and
an out-of-phase three-DB-soliton configurations. The top row of panels depicts the respective
stationary states, for µ1 = 1.5 and µ2 = 1; solid blue lines depict the dark-soliton components,
dashed green lines the bright ones, while the dashed-dotted red line shows the harmonic trap.
The second row of panels depicts the spectral planes for the above stationary states, while the
third and fourth rows of panels are equivalent to those of Fig. 5, but for the three-DB-soliton
configurations.
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To study the validity of Eq. (2.34) —pertinent to small-amplitude oscillations around
the fixed points— we show in Fig. 5 the eigenvalues λ of the excitation spectrum [both
for the in-phase (left column) and for the out-of-phase (right column) cases] as functions
of µ2. The imaginary and real part, λi and λr, of the respective eigenvalues, normalized
over the trap strength Ω, are respectively shown in the top and bottom panels of Fig. 5.
In the top panels, it is straightforward to compare the analytical result of Eq. (2.34) with
the BdG result, namely the second anomalous mode of the spectrum, corresponding to
the out-of-phase oscillations of the DB-soliton pair. Once again, good agreement is ob-
served between the two; the differences may be partially attributed to the “interaction”
(i.e., collisions) of these modes with other modes of the BdG spectrum. It is clear from
the comparison of the corresponding columns that there exist narrow instability win-
dows, arising due to the crossing of the anomalous mode(s) of the DB-soliton pair with
eigenmodes of the background of the two-component system. These instabilities arise
in the form of Hamiltonian Hopf bifurcations [47] through the emergence of quartets of
complex eigenvalues resulting from the collision of two pairs. The growth rate of the
pertinent oscillatory instabilities is fairly small (i.e., the instabilities are weak) in both
the in- and out-of-phase cases; it should be noted, however, that in the latter case, the
formation of the quartets appears to be occurring in very narrow intervals.
Naturally, the above considerations can also be generalized to three- or more DB-
solitons, although the analytical calculations become increasingly more tedious; again, as
we will show below, in-phase or out-of-phase configurations are possible in the presence
of the trap. Pertinent examples, showing two different three-DB-soliton configurations,
are illustrated in Fig. 6. In particular, the first column in the figure corresponds to the in-
phase three-DB-soliton state, while the second column corresponds to the out-of-phase
variant thereof. In the case under consideration, there exist narrow parametric intervals
of dynamical instability, which are narrower for the out-of-phase case (as in the case of
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the two-DB-soliton states). We should mention, in passing, that the dynamics of two-
and three-DB soliton configurations was recently studied in [37]; our study complements
the latter by yielding analytical approximations and a numerical continuation/bifurcation
approach towards such states.
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C H A P T E R 3
DARK-BRIGHT SOLITONS IN BOSE-EINSTEIN
CONDENSATES AT FINITE TEMPERATURES
We now turn to the study the dynamics of dark-bright (DB) solitons in binary mix-
tures of Bose gases at finite temperature using a system of two coupled dissipative Gross-
Pitaevskii equations (GPEs). We develop a perturbation theory for the two-component
system to derive an equation of motion for the soliton centers and identify different
temperature-dependent damping regimes. We show that the effect of the bright (’fill-
ing’) soliton component is to partially stabilize ’bare’ dark solitons against temperature-
induced dissipation, thus providing longer lifetimes. We also study analytically thermal
effects on DB-soliton ’molecules’, showing that they undergo expanding oscillations
while interacting. Our analytical findings are in good agreement with results obtained
via Bogoliubov-de Gennes (BdG) analysis and direct numerical simulations.
3.1 The model and its basic properties
3.1.1 The system of dissipative Gross-Pitaevskii equations
In Chapter 2, we consider a two-component elongated (along the x-direction) repul-
sive Bose gas, composed of two different hyperfine states of the same alkali isotope, and
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confined in a highly anisotropic trap (Eq. 2.1 and relevant statements there in section
2.2.1). And now we consider the case where the two-component Bose gas under con-
sideration is at finite temperature. In particular, we assume that the thermal modes of
energies > ~ω⊥ are at equilibrium, accounting for a heat bath in contact with the axial
part of the gas, while the modes in the x-direction are highly occupied so that the clas-
sical field approximation is valid [48, 49]. Then extending considerations pertinent to
single-component Bose gases [48, 49, 50, 51] to the two-component case, we may use
the following system of two coupled 1D stochastic Gross-Pitaevskii equations (SGPEs)
to describe the axial modes of the system:
i~∂tψj = (1− iγj(x, t))
(
− ~
2
2m
∂2xψj + V (x)− µj + g
2∑
k=1
|ψk|2
)
ψj
+ ηj(x, t). (3.1)
For parameters, please refer to section 2.2.1. Furthermore, ηj(x, t) are complex Gaus-
sian noise terms with correlations of the form 〈η∗j (x, t)ηj(x′, t′)〉 = 2~γj(x, t)κBTδ(x−
x′)δ(t − t′), where brackets denote averaging over different realizations of the noise.
The strength of the latter can be calculated ab initio by the Keldysh self-energy [48]; for
thermal clouds close to equilibrium, the relevant integrals determining the dissipation
γi(x, t) can be expressed as follows:
γj(x) = π
2βg2
∫
dk1
2π
∫
dk2
2π
∫
dk3
2π
2πδ(k1 − k2 − k3)δ(ǫ(j)c + ǫ(j)1 − ǫ(j)2 − ǫ(j)3 )
× (N1(1 +N2)(1 +N3) + (1 +N1)N2N3), (3.2)
where β = 1/κBT , ǫ(j)c are the condensate energies, ǫ(j)n are the energies of the nth ex-
cited states,N (j)n = [exp(β(E(j)n +V (x)+2g
∑2
k=1〈|ψk|2〉−µj))−1]−1 are Bose-Einstein
distributions, while E(j)n and kn =
√
2mEn/~2 denote, respectively, the kinetic energies
and momenta of single particles in the nth excited state. Physically speaking, equation
(3.2) describes the exchange of atoms between the thermal clouds and the condensates
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due to elastic collisions; notice that in the above description we have taken into regard
exchanges up to the third excited state while, to leading order approximation, we have
omitted exchanges between the different hyperfine states.
Under the above assumptions, the dissipation term γj(x) may in principle be calcu-
lated numerically, for several temperatures, as was done in the case of a single-component
Bose gas in [52]. In this work, it was shown that, sufficiently close to the trap center,
the dissipation takes approximately constant values for a relatively wide range of tem-
peratures. Furthermore, as shown in [53, 54, 55] (see also the discussion in [52, 55] and,
more recently, in [56]), the value of γ, which determines the dark soliton’s life time,
scales with temperature like γ ∝ T α, with 1 < α < 4; note that the case γ ∝ T 4
corresponds to the regime κBT ≪ µ, while the case γ ∝ T corresponds to the regime
κBT ≫ µ (where µ is the chemical potential of the background Bose liquid).
Taking into regard the above findings, below we consider the situation where both
dissipative term γj are constant: such an assumption is consistent with our scope, i.e. to
analyze the dynamics of DB soliton near the center of the trap. Furthermore, based on
the fact that simulations investigating soliton dynamics in the framework of SGPE model
were found to be in fairly good agreement with analytical and numerical results relying
on the respective dissipative Gross-Pitaevskii equation (DGPE) model, below we will
omit the noise term ηj(x, t); this way, we will use the following system of two coupled
DGPEs to describe the DB soliton dynamics in the two-component Bose gas at finite
temperature:
(i− γj)~∂tψj =
(
− ~
2
2m
∂2xψj + V (x)− µj + g
2∑
k=1
|ψk|2
)
ψj (3.3)
where we have used the transformation t→ (1 + γ21)t and have assumed that γ2j ≪ 1.
Note that the above model was recently used in [57], where the quantum Kelvin-
Helmholtz instability of a two-component BEC was studied.
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The system of equations (3.3) can be expressed in dimensionless form using the
measurements in section 2.2.1 (comparing to Eq. 2.2) and becomes
(i− γd)∂tud = −1
2
∂2xud + V (x)ud + (|ud|2 + |ub|2 − µ)ud, (3.4)
(i− γb)∂tub = −1
2
∂2xub + V (x)ub + (|ub|2 + |ud|2 − µ−∆)ub, (3.5)
where we have used the notation ψ1 = ud and ψ2 = ub, indicating that the component 1
(2) is supposed to support a dark (bright) soliton, and the respective chemical potentials
are now µ1 = µd = µ and µ2 = µb = µ+∆; in our considerations below we assume that
µd > µb, i.e., ∆ = −|∆| < 0. The trap strength Ω and the thermally induced damping
parameters γd,b, are considered to be small parameters of the system (these will be treated
as formal perturbation parameters in our analytical approximation – see below).
3.1.2 Relaxation to the ground state of the system
Since our purpose is to study the dissipative dynamics of DB solitons in this setting,
it is natural to consider at first the dynamics of the pertinent background wave functions,
namely a Thomas-Fermi (TF) wave function for the ud component and a zero wave
function for the ub component. In particular, we will show that the coupled DGPEs
Eqs. (3.4)-(3.5), similarly to their one-component counterpart (see, e.g., discussion in
Ref. [58]), describe a relaxation process. Namely, as a result of the finite temperature,
the two components, starting (at t = 0) from suitable initial conditions, will evolve so
that at sufficiently large times ud will converge towards a TF cloud with the prescribed
(and assumed to be large) value of the chemical potential µ, while ub will vanish.
To show that this is indeed the case, we examine the peak amplitudes Ud,b(t) of the
wave functions ud,b(x = 0, t), corresponding to their (absolute) values at the center of the
trap (i.e., at x = 0, where V (x) = 0 as well) and assume respective phases θd,b(t). The
evolution equations for Ud,b(t) and θd,b(t), which can directly be obtained by introducing
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the ansatz ud,b = Ud,b(t) exp[−iθd,b(t)] into equations (3.4) and (3.5), are of the form:
U˙d,b + γd,bUd,bθ˙d,b = 0, (3.6)
γdU˙d − θ˙dUd + (U2d + U2b − µ)Ud = 0 (3.7)
γbU˙b − θ˙bUb + (U2b + U2d − µ−∆)Ub = 0, (3.8)
where overdots denote time derivatives. Next, utilizing equation (3.6), we obtain from
equations (3.7) and (3.8) the following system:
U˙d = −γ˜d
(
U2d + U
2
b − µ
)
Ud, (3.9)
U˙b = −γ˜b
(
U2d + U
2
b − µ−∆
)
Ub, (3.10)
where γ˜d,b ≡ γd,b/(1 + γ2d,b). It is clear that that the system of equations (3.9) and (3.10)
has a fixed point (Ud0, Ub0) = (
√
µ, 0) (a similar analysis can be done for the fixed
point (Ud0, Ub0) = (0,
√
µ+∆)). The evolution of small perturbations Ud1,b1 around
this fixed point can then readily be found introducing the ansatz Ud0(t) =
√
µ + Ud1(t)
and Ub0 = Ub1(t) into equations (3.9) and (3.10) and linearizing with respect to Ud1,b1;
this way, we can easily solve the equations for Ud1,b1 and finally obtain the following
approximate expressions for the peak amplitudes of the wave functions:
Ud(t) ≈ √µ+ (Ud(0)−√µ)e−2γ˜dµt, (3.11)
Ub(t) ≈ Ub(0)e−γ˜b|∆|t, (3.12)
where Ud,b(0) are initial conditions. Thus, at sufficiently large times, the peak amplitude
of ud will decay to the value
√
µ, while the one of ub will become zero. Accordingly,
during the relaxation to equilibrium process, one may expect the following type of evo-
lution towards relaxation. If the ud component is initially a Thomas-Fermi (TF) cloud of
amplitude Ud(0), its density will evolve as,
|ud(x, t)|2 ≈ U2d (t)− V (x). (3.13)
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Figure 7: Time evolution of a state characterized by the densities |ud(x, 0)|2 = U2d (0) −
(1/2)Ω2x2 and |ub(x, 0)|2 = U2b (0) exp
[−2(x/w)2], with parameter values Ud(0) = 0.86,
Ub(0) = 0.6, Ω = 0.05 and w = 10. The solid lines show the density of the dark (red) and bright
(green) component, while the dashed line shows the analytical result of Eq. (3.11). The other
parameter values used in Eqs. (3.4)-(3.5) are µ = 1.3, |∆| = 0.1 and γd = γb = 0.05.
On the other hand, if the ub component has initially the form of an arbitrary localized
function, e.g., a Gaussian, of amplitude Ub(0), it will asymptotically approach the trivial
stationary state.
The above predictions can be directly compared to numerical simulations. In par-
ticular, in Fig. 7 we show the evolution of a state characterized by the initial densities
|ud(x, 0)|2 = U2d (0)− (1/2)Ω2x2 and |ub(x, 0)|2 = U2b (0) exp [−2(x/d)2], with parame-
ter valuesUd(0) = 0.86, Ub(0) = 0.6, Ω = 0.05 and d = 10; as found by direct numerical
integration of equations (3.4) and (3.5), with µ = 1.3, |∆| = 0.1 and γd = γb = 0.05.
The figure clearly shows the validity of our analytical approximations: the ud component
develops into a TF cloud with chemical potential µ = 1.3, with the numerically found
density profile [solid (red) line] being in fairly good agreement with the analytical pre-
diction of Eq. (3.13) (dashed line); on the other hand, ub-component [solid (green) line]
vanishes at t ≈ 200, a time consistent with the slow time scale t∗ ≡ (γ˜b|∆|)−1 ≈ 200
suggested by Eq. (3.12).
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3.2 Dissipative Dynamics of a Single Dark-Bright Soliton
3.2.1 Analytical Results
Having studied the relaxation process described by Eqs. (3.4)-(3.5), we will now
proceed to investigate, in the same framework, the dissipative dynamics of DB solitons.
Similarly as the analysis in section 2.2.1, we obtain the equations as Eqs. (2.3) and (2.4)
with slightly different γd dependent Rd and γb dependent Rb
Rd ≡ (2µ2)−1[2(1− |ud)2)V (x)ud + V ′(x)∂xud] + γdµ−1∂tud, (3.14)
Rb ≡ µ−2[(1− |ud|2)V (x)ub + µγb∂tub]. (3.15)
In the absence of the perturbations, i.e., at zero temperature (γb = γd = 0) and for the
homogeneous system (V (x) = 0) subject to the boundary conditions |ud|2 → 1 and
|ub|2 → 0 as |x| → ∞, we obtain an exact analytical DB soliton solution as Eqs. (2.7)
and (2.8). The parameters of the DB-soliton are connected through equations Eqs.(2.9)
to (2.11). Notice that the amplitude η of the bright soliton, the chemical potential µ of the
dark soliton, as well as the (inverse) width parameter D of the DB soliton are connected
to the number of atoms of the bright soliton by means of the following equation:
Nb ≡
∫
R
|ub|2dx =
2
√
µη2
D
. (3.16)
Let us now employ the Hamiltonian approach of the perturbation theory for the
matter-wave solitons to study the dissipative dynamics of DB solitons. We start by con-
sidering the Hamiltonian (total energy) of the system of Eqs. (2.3) and (2.4), in the
absence of the perturbations (i.e., for Rb = Rd = 0), namely, Eq. (2.6) and the energy
of the system, when calculated for the DB soliton solution of equations (2.7) and (2.8),
takes the following form:
E =
4
3
D3 + χ
(
1
2
D2sec2φ− ∆
µ
)
, χ =
Nb√
µ
(3.17)
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We now consider an adiabatic evolution of the DB soliton and, particularly, we as-
sume that, in the presence of the perturbations of equations (3.14) and (3.15), the DB
soliton parameters become slowly varying unknown functions of time t. Thus, the DB
soliton parameters become φ → φ(t), D → D(t), and, as a result, equations (2.9) and
(2.10) similarly. The evolution of the parameters φ(t), D(t) and x0(t) can be found
by means of the evolution of the DB soliton energy. In particular, employing equation
(3.17), it is readily found that
dE
dt
= 4D˙D2 + χD sec2 φ(D˙ +Dφ˙tanφ). (3.18)
On the other hand, using similar equations as (2.3) and (2.4) and their complex conju-
gates, it can be found that the evolution of the DB soliton energy, due to the presence of
the perturbations, is given by:
dE
dt
= −2Re
∫
R
(R∗d∂tud +R
∗
b∂tub)dx, (3.19)
where asterisk denotes complex conjugation. Substituting Rd and Rb into Eq. (3.19) and
evaluating the integrals, we finally obtain from equations (3.18) and (3.19) the following
result:
4D˙D2 + χD sec2 φ(D˙ +Dφ˙tanφ) =
1
µ2
(
2 cos3 φ sinφ− χD sin φ cosφ)V ′(x0)
−8
3
γd
µ
D3 sin2 φ− 2
3
γb
µ
χD4tan2φ. (3.20)
Equation (3.20), together with equations (2.9), (2.10) and (3.16), constitute a system of
equations for the unknown soliton parameters φ(t), D(t) nad x0(t). Considering the case
of a DB soliton near the center of the trap with an almost “black” dark soliton component
(i.e., x0 ≈ 0 and cosφ ≈ 1), the above system has a fixed point x0,eq = 0 and φeq = 0,
and
Deq =
Nb
4
√
µ
√1 + (4√µ
Nb
)2
− 1
 . (3.21)
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Now considering small perturbations around the fixed points, namely x0 = 0 + x0,
φ = 0 + φ and D = Deq + D1, we linearize equations (2.9) and (2.10) and equation
(3.20), and obtain the following results:
D1 = ≡ −D˜φ2, D˜ = 1
2Deq +
χ
2
, (3.22)
φ˙ =
−2 + χDeq
Deq[−8DeqD˜ − χ(2D˜ −Deq)]
V ′(x0)
+
2
3µ
D3eq (4γd + χγbDeq)φ
Deq[−8DeqD˜ − χ(2D˜ −Deq)]
, (3.23)
x˙0 = Deqφ. (3.24)
Differentiating equation (3.24) with respect to time once, and using equations (3.23) and
(3.24), we then obtain some straightforward algebraic manipulations of the following
equation of motion for the DB soliton center x0:
x¨0 − ax˙0 + ω2oscx0 = 0 (3.25)
where the oscillation frequency ωosc is given by (2.17) and (2.18). The anti-damping
parameter a is given by:
a =
2
3
µ
(
γd − 1
8
χ2γb
)
+
4
3
χ
χ0
µ
(
γb − γd + 1
8
χ2γb
)
. (3.26)
It is clear that the nature of the soliton trajectories x0(t) as predicted by equation
(3.25) depend on whether the roots of the auxiliary equation s2 − as+ ω2osc = 0 are real
or complex. The roots are given by
s1,2 =
1
2
(
a±
√
a2 − a2cr
)
, acr ≡ 2ωosc, (3.27)
with the discriminantD ≡ a2− a2cr determining the type of the motion. In particular, we
identify different temperature-dependent damping regimes: the subcritical weak anti-
damping regime (D < 0, a < acr), the critical regime (D = 0, a = acr), and the
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super-critical strong antidamping regime (D > 0, a > acr). In the first regime the
soliton performs oscillations of growing amplitude, with x0(t) ∝ exp(at) cos(ωosct),
while in the latter two regimes the soliton follows an exponentially growing trajectory,
i.e., x0(t) ∝ exp(s1,2t) (with s1,2 ∈ R), and decays at the rims of the condensate cloud
(see also below).
3.2.2 Numerical results
We now turn to a numerical examination of the above findings. First, we will show
that our analytical predictions are supported by a linear stability analysis around the
stationary DB soliton, say u0 ≡ (u, v)T (see equations (2.7) and (2.8) for φ = 0 and
x0 = 0). For such a state, the right-hand sides of equations (3.4) and (3.5) still vanish
and thus stationary DB solitons are exact solutions of the problem with γd,b 6= 0. We
obtain this solution by means of a fixed point algorithm and then find the linearization
spectrum around the stationary DB soliton state as follows. We introduce the ansatz
u = u0 + ǫ[exp(λt)a(x) + exp(λ
∗t)b∗(x)], (3.28)
into the DGPE equations (3.4) and (3.5) (here {λ, (a, b)}) define an eigenvalue-eigenvector
pair, and ǫ is a formal small parameter), and then solve the ensuing BdG eigenvalue prob-
lem.
In Fig. 8, we observe a prototypical realization of a stationary DB soliton in a trap of
strength Ω = 0.1 (for simplicity, we consider the case with γd = γb = γ). Notice that
upon the variations of γ (and hence of temperature) considered in the figure, the solution
profile does not change, as mentioned above; however, the linearization problem and
its eigenvalues significantly depend on the value of γ, as is shown in the four bottom
panels of Fig. 8. In the zero-temperature (Hamiltonian) case of γ = 0, all eigenvalues
are imaginary. Furthermore, the oscillatory motion of a single DB soliton in the trap [27]
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Figure 8: The top panel depicts the stationary solution for a single DB-soliton for µ = 1.5,
|∆| = 0.6 and Ω = 0.1. The dark (bright) components are shown by the dashed green (solid
blue) lines. The middle and bottom panels are four spectral planes, corresponding to different
values of γ = γd = γb, for the single dark-bright soliton stationary states: in the middle left
panel γ = 0 (the zero-temperature Hamiltonian case), in the middle right γ = 0.05, in the
bottom left γ = 0.12, and in the bottom right γ = 0.17. The (red) stars highlight the anomalous
mode (in the Hamiltonian case) eigenvalues.
(see also recent work in [33, 35] is spectrally associated with the existence of a single
anomalous (alias negative Krein sign, “translational”) mode in the linearization around
the stationary soliton. In analogy to the case of dark solitons (see e.g. [42, 25, 59],
this anomalous mode possesses a frequency identical to the frequency of the DB soliton
oscillation, i.e., ωAM ≡ Im(λAM) = ωosc.
Our analytical approximation for ωosc is tested against the numerical results for
Im(λAM), both in the case examples of Fig. 8, as well as in the parametric dependence
results of Fig. 9. It is clear from the spectral plots (middle and bottom panels of Fig. 8)
that, as soon as γ 6= 0, the relevant anomalous eigenmode (indicated by red stars in
Fig. 9) becomes complex, leading to soliton oscillations of growing amplitude; this be-
havior, which corresponds to the “subcritical” regime mentioned above, is similar to the
case of dark solitons [52, 59] and in accordance with rigorous results pertaining to dissi-
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pative NLS systems [60]. If γ is increased beyond a critical point, namely γcr ≈ 0.141,
the relevant eigenvalue pair collides with the real axis, leading to the emergence of a pair
of real eigenvalues (cf. bottom right panel of Fig. 8 and Fig. 9). This corresponds to
the “super-critical” regime mentioned above (see also [52, 59]), where the divergence of
the soliton from its center equilibrium is purely exponential. Notice that the analytical
predictions for the relevant unstable eigenvalue (and the oscillatory or purely exponential
divergence from the equilibrium position) in Figs. 8 and 9 are generally fairly accurate,
although their accuracy is decreasing as γ gets larger; this can be understood by the fact
that our analytical approximation relies on the smallness of γ, which was treated as a
small parameter of the problem within our perturbation theory approach.
Last but not least, the role of the bright-soliton component in the dynamics should be
highlighted in connection to the case of a dark soliton in a single-component condensate
(where the bright soliton is absent). It can be directly seen from Eq. (3.26) that the
anti-damping effect is always weaker for the DB soliton in comparison to the dark one
(at least in the case γd = γb = γ we consider herein). Hence, the lifetime of the DB
soliton is always longer than that of the dark soliton and in fact it becomes larger as
the bright-soliton component ’filling’ of the dark one becomes stronger. This partial
stabilization of dark soliton evolution by means of its symbiotic second component is
clearly illustrated in figure 10, where it is clear that the whole bifurcation diagrams is
clear that the whole bifurcation diagram for the DB soliton is ’drifted’ towards larger
values of γ (e.g. γcr = 0.212 for the DB soliton and γcr = 0.155 for the dark soliton),
also acquiring smaller values of the instability growth rate λr as compared to the ones
found for dark soliton for the same values of the temperature parameter γ. This is a
clear indication that the ’filled’ dark soliton in a two-component BEC is more robust in
the presence of finite temperature that a ’bare’ dark soliton in a single-component BEC.
This is one of the principal findings of the present work.
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Figure 9: The real part (top) - instability growth rate- and imaginary part (bottom) -oscillation
frequency- of the unstable eigenmode of the linearization around a stationary DB soliton as a
function of the parameter γ (parameter values are as in Fig. 8). Solid (blue) lines indicate the
full numerical result, while dashed (red) ones the analytical results of Eq. (3.27). For γ < γcr ≈
0.141 (subcritical regime), the complex conjugate pair is responsible for soliton oscillations of
growing amplitude. For γ ≥ γcr (critical/super-critical regimes) the collision of the complex
conjugate pair of eigenvalues creates a real pair, and the dynamics involves purely exponential
growth.
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Figure 10: Comparison of the bifurcation diagrams λr(γ) for a stationary DB soliton [solid
(blue) line] and a ’bare’ dark soliton [dashed (black) line] as obtained by the BdG analysis. It
is clear that the presence of the bright (’filling’) component drifts γcr towards larger values, also
acquiring smaller values of the instability growth rate λr as compared to the ones found for the
dark soliton. The parameter values are Ω = 0.1, µ = 1.5 and |∆| = 0.1.
Our analytical predictions were also tested against direct numerical simulations illus-
trating the evolution of the single DB soliton, both for the sub-critical case of oscillatory
growth (see Fig. 11), and for the supercritical case of purely exponential growth (see
Fig. 12). In both cases it can be seen that the dashed line corresponding to the analytical
solution of the ODE (3.25) accurately tracks the evolution of the center of the DB soli-
ton, which progressively loses its contrast and eventually disappears in the condensate
background, with the system converging to its ground state.
It is worth noting that in the results of Figs. 11 and 12 we have used, as initial con-
dition, a TF cloud with a density at the trap center that is equal to the chemical potential
µ appearing in the DGPEs (3.4)-(3.5). Nevertheless, we have also briefly studied a case
where the density at x = 0 of the TF cloud was different from µ. Evolution in such a far
from equilibrium scenario is shown in Fig. 13, where parameters are as in the subcritical
case of Fig. 11, but with Ud(0) = 0.8. It is readily observed that apart from the transient
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Figure 11: Contour plot showing the space-time evolution of the density in the single DB soliton
case. The top panel represents the dark soliton and the bottom one the bright soliton, with γ =
0.02 (subcritical regime) and Ω = 0.1. The soliton is initially placed at x0(0) = 0.4. The dashed
line represents the analytical result of Eq. (3.25), namely x0(t) = x0(0) exp[(a/2)t] cos(ωosct).
The parameter values are µ = 1.5, |∆| = 0.6, and Ω = 0.1.
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Figure 12: Similar to Fig. 11, but now for the super-critical case of γ = 0.15, which
shows the exponential divergence of the soliton center. The soliton is initially placed at
x0(0) = 1. The dashed line represents the analytical result of Eq. (3.25), namely x0(t) =
x0(0)
s2−s1
[s2 exp(s1t)− s1 exp(s2t)].
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Figure 13: Same as the bottom panel of Fig. 11, but with an initial density of the TF cloud at the
trap center equal to Ud(0) = 0.8.
period towards equilibrium (i.e., when the density is rearranged so that it properly corre-
sponds to the relevant value of the chemical potential µ = 1.5), the agreement between
analytical and numerical results is fairly good. That is, the fast scale of the background
relaxation does not substantially affect the evolution of the DB wave on the slower time
scale of the oscillatory decay of the latter.
3.3 Two Dark-Bright Soliton States
We now focus on the study of DB soliton ’molecules’ composed by two-DB-soliton
states at finite temperature. Let us first consider the homogeneous case (Ω = 0), and
use the ansatz as Eqs. (2.12) and (2.13) to describe a two-DB-soliton state composed
by a pair of two equal-amplitude, oppositely located (at x = ±x0) single DB solitons.
Relevant parameters are defined in section 2.2.1. Note that, similar to the case of a
single-DB soliton, the number of atoms Nb of the bright-soliton component in the above
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Figure 14: The top panel depicts the stationary solution for an in-phase two-DB-soliton state
for µ = 1.5, |∆| = 0.6 and Ω = 0.1. The dark (bright) components are shown by the dashed
green (solid blue) lines. The middle and bottom panels are four spectral planes, corresponding
to different values of γ, for the two DB-solitons in an in-phase, stationary configuration: in the
middle left panel γ = 0 (the zero-temperature Hamiltonian case), in the middle right γ = 0.1, in
the bottom left γ = 0.2, and in the bottom right γ = 0.4.
two-DB-soliton state can be used to connect the DB-soliton parameters; in particular, if
the two DB solitons are well-separated thenNb is approximately twice as large compared
to the result of equation (3.16), namely, Nb ≈ 4η2√µ/D (same as (2.14)).
At zero temperature (i.e., γd = γb = 0), the evolution equation for the DB soliton
center (for Ω = 0) reads as Eqs. (2.26) and (2.27). FDD, FBB and FDB are in Eqs. (2.28)
to (2.30).
Next, let us consider the case of two-DB-solitons in the presence of the harmonic
trap. Then one may write the effective equation of motion for the center x0 of a two-DB-
soliton state as Eq. (2.33).
In order to complete the consideration of the case at hand, we will finally study the
finite-temperature effect on a two DB-soliton state in the trap. To do so, we will combine
the thermal effect on each DB soliton in the trap, represented by Eq. (3.25), and interac-
tion effects included in Eq. (2.26). This way, we may use the following approximation
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Figure 15: The real (top panel) and imaginary(bottom panel) part of the two anomalous mode
eigenvalues for a two in-phase DB solitons. Both modes have complex, for γ 6= 0, and both
pairs eventually collide and give rise to exponential instabilities through eigenvalues on the real
axis. Solid (blue) lines yield the numerical results, while the dashed (red) lines provide the
corresponding theoretical predictions of Eqs. (3.29)-(3.30).
to describe the motion of the centers of the two DB solitons:
x¨0 − ax˙0 − (Ftr + Fint) = 0. (3.29)
The equilibrium points xeq, can easily be found as solutions of the transcendental equa-
tion resulting from Eq. (3.29) letting x˙0 = x¨0 = 0 in both the in- and out-of-phase cases.
To study the stability of these equilibrium points in the framework of Eq. (3.29), we
use the ansatz x0(t) = xeq + δ(t), and obtain a linear equation for the small-amplitude
perturbation δ(t), namely: δ¨ − aδ˙ + ω21δ = 0, where the frequency ω1 is given by
ω21 = ω
2
osc + ω
2
0, ω
2
0 = −
∂Fint
∂x0
∣∣∣∣
x0=xeq
, (3.30)
where ω2osc and a are respectively given by Eq. (2.17) and Eq. (3.26).
We now test the relevant predictions against BdG simulations, first for the in-phase
case in Figs. 14-15 and then for the out-of-phase case in Figs. 16-17. As expected,
in the case of the in-phase configuration the BdG analysis reveals the existence of two
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anomalous modes: the one with the smaller (larger) eigenvalue—in the zero-temperature
case—corresponds to an in- (out-of-) phase motion of the two DB solitons, similar to the
case of a two-dark-soliton state in a single-component BEC [25, 59]. These two anoma-
lous mode pairs lead to complex eigenfrequencies for γ 6= 0, and the two-DB-soliton
state performs oscillations of growing amplitude. Similar to the case of the single DB
soliton, as γ is increased these pairs collide pairwise on the real axis in two critical points,
namely γ1 ≈ 0.153 and γ2 ≈ 0.38. Beyond the second critical point γ2, the growth of the
trajectory of the DB soliton center becomes purely exponential. The theoretical approx-
imation of the relevant complex (and subsequently real) eigenvalues depicted by dashed
line in Fig. 15 is again fairly accurate, becoming progressively worse as γ increases.
A similar phenomenology arises in the case of out-of-phase two-DB-soliton states, as
shown in figures 16 and 17. However, there exists a rather nontrivial twist in comparison
to the previous case. In particular, a third pair of complex eigenvalues emerges due to the
fact that a third anomalous mode exists for γ = 0. This mode is no longer a translational
one associated with the in-phase or out-of-phase motion of the two soliton centers (as
before and as shown in the bottom left and bottom right eigenmodes of figure 16). It is
instead a mode associated with the π relative phase of the peaks: if we add the eigenvec-
tor of this unstable (for γ 6= 0) mode to the two-DB-soliton out-of-phase solution, we
observe that while the center location of the state remains intact, the relative heights of
the two solitons are affected, leading to a symmetry breaking of the configuration. We
will not consider this unstable mode further since its induced instability is weaker than
those of the (in-phase and out-of-phase) translations. Nevertheless, we note that all three
pairs of modes eventually collide on the real axis, eventually leading to pairs of purely
real eigenvalues.
Finally, we turn to direct numerical simulations for both the in-phase two-DB-soliton
state in figure 18, and for the out-of-phase two-DB state in figure 19. In both cases, we
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Figure 16: The top panel depicts the stationary solution for two DB-solitons in an out-of-phase
configuration, with parameters µ = 1.5, |∆ = 0.6 and Ω = 0.1. The dark (bright) soliton
components are shown by the dashed green (solid blue) lines. The middle panels show three
spectral planes, corresponding to different values of γ, namely from left to right we have γ = 0
(the zero-temperature Hamiltonian case), γ = 0.02 and γ = 0.2 respectively. In the bottom
panel, we compare the bright soliton component’s stationary solution (solid blue line), against
the perturbed states (dashed red line) obtained by adding to the respective BdG eigenfunctions.
More specifically “A”, “B” and “C” correspond to the eigenfunctions of the three anomalous
modes’ eigenvalues in ascending order (see text).
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Figure 17: The real part (top panel) and imaginary (bottom panel) part of the two anomalous
mode eigenvalues (corresponding to “A” and “C” in the middle panel of Fig 16) for an out of
phase two DB soliton state. Both modes lead to Hopf bifurcations, for γ 6= 0, and both pairs
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theoretical predictions of Eqs. (3.29)-(3.30).
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Figure 18: Contour plot showing the space-time evolution of the density in the two dark-bright
soliton in-phase state. The top panel is dark soliton and the bottom is the bright soliton, with
γ = 0.01. The soliton is initially placed at x1 = 2.75 and x2 = −2.75. The dashed line
represents the result obtained by numerical solution of Eq. (3.29).
show only the low-γ, oscillatory growth (subcritical) regime. Despite the complexity of
the resulting system and of the DB soliton interactions, it can still be clearly observed
that the ODE (3.29) can be used to fairly accurately capture the relevant dynamics even
for the long time evolutions considered in these figures. Here, it should be mentioned
that the temperature-induced dissipation results in an interesting effect. Particularly, as
observed in figures 18 and 19, for short times, the individual DB solitons clearly behave
like repelling particles, which can always be characterized by two individual density
minima-even at the collision point. Nevertheless, for longer times, due to dissipation,
they gain kinetic energy overlapping at the collision point.
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Figure 19: Contour plot showing the space-time evolution of the density in the two dark-bright
soliton out-of-phase state. The top panel is dark soliton and the bottom is the bright soliton,
with γ = 0.01. The soliton is initially placed at x1 = 1.76 and x2 = −1.76. The dashed line
represents the result obtained by numerical solution of Eq. (3.29).
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C H A P T E R 4
BEATING DARK-DARK SOLITONS IN BOSE-EINSTEIN
CONDENSATES
Motivated by recent experimental results [33, 34, 35], we study beating dark-dark
(DD) solitons as a prototypical coherent structure that emerges in two-component Bose-
Einstein condensates (BECs). We showcase their connection to dark-bright solitons via
SO(2) rotation, and infer from it both their intrinsic beating frequency and their fre-
quency of oscillation inside a parabolic trap. We identify them as exact periodic orbits
in the Manakov limit of equal inter- and intra-species nonlinearity strengths with and
without the trap and showcase the persistence of such states upon weak deviations from
this limit. We also consider large deviations from the Manakov limit illustrating that this
breathing state may be broken apart into dark-antidark soliton states. Finally, we con-
sider the dynamics and interactions of two beating DD solitons in the absence and in the
presence of the trap, inferring their typically repulsive interaction.
4.1 Experimental Motivation
Dark-bright (DB) soliton are studied in section 2 and 3 [27, 28]. Experimental images
of DB solitons in a two-component BEC are presented in Fig. 20 marked as “DB”. And
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Figure 20: Prototypical experimental images of dark-bright and dark-dark solitons in a two-
component BEC. The two components are vertically offset for separate imaging. All dynamics
occur with vertically overlapped components before the imaging procedure. Clear examples of
dark-bright and dark-dark solitons are marked as DB and DD respectively. In the fourth panel, the
red (thick) line shows a radially integrated cross section of the upper component in the boxed re-
gion of the third panel, while the black (thin) line shows the cross section of the lower component.
The |F,mF 〉 hyperfine states used for these images are given to the right of each component.
recently, a “cousin” of these DB solitons, namely the dark-dark (DD) soliton — which
involves two dark solitons but with potentially a breathing oscillation between their den-
sities was also experimentally observed [34]. Pertinent examples are marked as “DD”
in Fig. 20. These solitons show interesting dynamics in which they periodically change
their form, from the one shown in the first panel to the one shown in the second panel,
and back (note the order of the hump/notch features in each of the DD’s component; see
also Fig. 24 below). Such “beating dark-dark solitons” are expected to emerge in the
integrable two-component (so-called Manakov) limit of the relevant mean-field theoretic
models [61] and were, in fact, earlier observed in numerical experiments involving the
dragging of defects through the binary condensates [62].
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4.2 DB and DD solitons: theoretical background
We consider a two-component elongated (along the x-direction) repulsive BEC, which
is already discussed in chapter 2.2.1 and Eqs. (2.1) and (2.2).
The dimensionless two component Gross-Pitaevskii equations Eq. (2.2) (where µ1 =
µ2 = µ). It is invariant under SU(2) rotations [61]. In particular, let us first recall that a
general matrix element of SU(2) takes the form
U =
 α −β∗
β α∗
 ,
where α and β are complex constants such that |α|2 + |β|2 = 1. Then, it can be shown
that if (u1, u2)T are solutions of Eq. (2.2), then, u′1
u′2
 ≡ U
 u1
u2
 =
 αu1 − β∗u2
βu1 + α
∗u2
 ,
are also solutions of Eq. (2.2). This suggests that we may start from the exact dark-
bright (DB) soliton solution (which exists in the absence of the potential) and, derive
the beating dark-dark (DD) soliton solution. More specifically, in the absence of the
external potential (V (x) = 0), and for the boundary conditions |u1|2 → µ and |u2|2 → 0
as |x| → ∞, Eq. (2.2) possess an exact analytical single DB soliton solution as Eqs.
(2.7) and (2.8). The parameters of the DB soliton are connected through equations Eqs.
(2.9) to (2.11). Thus, the DB soliton (2.7), (2.8) is characterized by three free parameters
(seven parameters µ, φ, η, k, D, x˙0, θ˙ and four constraints (2.9)-(2.11)). Notice that the
amplitude η of the bright soliton, the chemical potential µ of the dark soliton, as well as
the (inverse) width parameter D of the DB soliton are connected to the number of atoms
NB of the bright soliton by means of Eq. (3.16). According to the above arguments, one
may start from the DB soliton and construct SU(2) rotated solutions, in the following
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form:
u1(x, t) = α
√
µ{cosφ tanh ξ + i sin φ} − β∗η sech ξ exp{ikx+ iθ(t)}, (4.1)
u2(x, t) = β
√
µ{cosφ tanh ξ + i sin φ}+ α∗η sech ξ exp{ikx+ iθ(t)}. (4.2)
With the additional four parameters α, β ∈ C and the constraint |α|2 + |β|2 = 1, the
solution (4.1)-(4.2) is characterized by six free parameters. Introducing a new param-
eter c, the velocity of the background fluid, another solution can be constructed from
Eqs. (4.1)-(4.2) via a Galilean boost: exp[i(cx− c2t/2)]u1,2(x− ct, t). Thus, in the most
general case, this DD soliton solution is characterized by seven free parameters. One
natural set of parameters can be found from the far-field, |x| → ∞ behavior consisting
of two densities, an overall fluid velocity, and four phases.
Due to Galilean invariance and phase invariance, u′j(x, t) = eiϕjuj(x, t), we will
assume, without loss of generality, that the background is at rest (c = 0) and focus, more
specifically, on the case of the SO(2) rotated DB soliton. In this case, the corresponding
orthogonal matrix is given by:
U =
 cos(χ) − sin(χ)
sin(χ) cos(χ)
 , (4.3)
where χ is an arbitrary angle. This way, the relevant SO(2) rotated soliton solution takes
the form:
u1(x, t) = cos(χ)
√
µ{cosφ tanh(D(x− x0(t))) + i sin φ}
− sin(χ)η sech(D(x− x0(t))) exp{ikx+ iθ(t)}, (4.4)
u2(x, t) = sin(χ)
√
µ{cosφ tanh(D(x− x0(t))) + i sin φ}
+ cos(χ)η sech(D(x− x0(t))) exp{ikx+ iθ(t)}, (4.5)
Solutions (4.4)-(4.5) is a DD soliton solutions characterized by 4 free parameters. The
asymptotics of this solution are |u1|2 → µ cos2(χ) and |u2|2 → µ sin2(χ) as |x| → ∞.
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The densities of the above dark solitons read:
n1 ≡ |u1|2 = µ cos2(χ)− (µ cos2(χ) cos2 φ− η2 sin2(χ))sech2ξ −√µη sin(2χ)
× {sin φ sin[kx+ θ(t)] + cosφ cos[kx+ θ(t)] tanh ξ} sechξ, (4.6)
n2 ≡ |u2|2 = µ sin2(χ)− (µ sin2(χ) cos2 φ− η2 cos2(χ))sech2ξ +√µη sin(2χ)
× {sin φ sin[kx+ θ(t)] + cosφ cos[kx+ θ(t)] tanh ξ} sechξ, (4.7)
while the total density ntot of the DD soliton is given by:
ntot = n1 + n2 = µ−D2sech2ξ. (4.8)
Notice that the total density of the DD soliton is time-independent and has the form of a
dark soliton density of depth D2 on top of a background density µ. The above density is,
in fact, identical to the density of the DB soliton; this is due to the fact that under SO(2)
rotation the total density, as well as all other conserved quantities of the system, remain
unchanged. This will be particularly important when considering the motion of the DD
soliton in a trap — see below.
On the other hand, one may consider the individual dark soliton densities, n1 and n2,
across the trajectory of the DD soliton, i.e., for ξ = 0: in such a case, x = x0(t) = kt
and the densities read:
n1(ξ = 0) = µ cos
2(χ) sin2 φ+ η2 sin2(χ)
− √µη sin(2χ) sinφ sin
[
1
2
(k2 +D2)t
]
, (4.9)
n2(ξ = 0) = µ sin
2(χ) sin2 φ+ η2 cos2(χ)
+
√
µη sin(2χ) sinφ sin
[
1
2
(k2 +D2)t
]
. (4.10)
It is clear that n1,2(ξ = 0) are periodic functions of time; the relevant angular frequency
(which constitutes the internal beating frequency of the DD soliton) is given by:
ω0 =
1
2
(k2 +D2) =
1
2
(µ− η2 sec2 φ), (4.11)
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where we have also used Eq. (2.9). The frequency ω0 is bounded by two limiting values.
First, in the case η → 0, the beating DD soliton becomes a regular DD soliton, character-
ized by a width D = √µ cosφ and a velocity k = √µ sinφ; in this case, ω0 → (1/2)µ.
Second, in the limiting case D → 0, the beating DD soliton is reduced to a plane wave;
in this case, ω0 → (1/2)k2. In other words, the intrinsic oscillation frequency take values
in the range:
1
2
k2 < ω0 <
1
2
µ. (4.12)
4.3 Dark-Dark solitons as periodic orbits in the Manakov model
In this section, we analyze the existence, stability and dynamics of single beating
DD solitons in a trap of the form V (x) = 1
2
Ω2x2, considering them as periodic orbits.
In the presence of the trap, the dynamics of the center of mass x0(t) of the beating DD
soliton is still described by the dynamics of the original (unrotated) DB soliton center
x0. This is due to the fact that the GPEs (2.2) are invariant under SO(2) rotations even
in the presence of V (x), and so are all conserved quantities of the system, such as the
total energy. Since the derivation of the equation of motion for the DB soliton center
x0 in Ref. [27] was relying on the change of energy (due to the presence of the trap), it
is clear that the evolution of the beating DD soliton center follows the same dynamics:
it performs a harmonic oscillation in the trap according to the equation x¨0 + ω2oscx0 =
0, where the oscillation frequency ωosc is given by Eq. (2.17) and (2.18). In order
to compute the soliton profile and determine its stability, we consider the solution of
Eq. (2.2), with g11 = g22 = g12 = 1, as a Fourier series expansion of period ω0
u1(x, t) =
∞∑
k=−∞
zk(x)e
ikω0t, u2(x, t) =
∞∑
k=−∞
yk(x)e
ikωot, (4.13)
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with {zk}, {yk} ∈ R. Then, the dynamical equations are reduced to a set of coupled
equations:
[µ− kω0 − V (x)]zk + 1
2
∂2xzk =
∑
p
∑
q
(zpz
∗
q + ypy
∗
q)zk−p+q (4.14)
[µ− kω0 − V (x)]yk + 1
2
∂2xyk =
∑
p
∑
q
(zpz
∗
q + ypy
∗
q)yk−p+q (4.15)
where we have used the notation zk ≡ zk(x), yk ≡ yk(x). If the trap is absent, it is
straightforward to see that
z0(x) =
√
µ
2
tanh(
√
2ω0x) = y0(x), (4.16)
z1(x) = −
√
µ
2
− ω0 sech(
√
2ω0x) = −y1(x), (4.17)
zj(x) = yj(x) = 0, |j| > 1 or j = −1, (4.18)
is actually the solution (4.4)-(4.5) for χ = π/4, φ = k = 0, and ω0 = D2/2. In order to
numerically find a DD soliton solution in the system with the trap, the previous solution
(with the dark component {zk} multiplied by the Thomas-Fermi cloud) is introduced
as a seed for a fixed-point method in the system of Eqs. (4.14)-(4.15). Throughout this
section, we have considered —for convenience— a trap strength Ω = 0.2 in order to
consume less time in the numerical calculations. Figures 21 and 22 show the periodic
orbit for t = 0 without and with a trap potential, respectively. It is worth remarking that
solutions in the trap exist for µ > 2ω0, as predicted in the end of section 4.2.
Once a periodic solution is found, its (linear) orbital stability can be analyzed by
means of Floquet analysis. To this end, the time evolution of a small perturbation
ξ1(x, t), ξ2(x, t) to a periodic solution {u1,0(x, t), u2,0(x, t)} must be traced. These per-
turbations are introduced in the dynamical equations (2.2) as:
u1(x, t) = [u1,0(x, t) + δξ1(x, t)] , u2(x, t) = [u2,0(x, t) + δξ2(x, t)] , (4.19)
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Figure 21: Left panel: Profiles and densities of the beating dark-dark soliton solution with Ω = 0,
ω0 = 0.5 and µ = 1.5 at t = 0. Right panel: Floquet multipliers spectrum for the dark-dark
soliton displayed in the left panel.
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Figure 22: Same as Fig. 21 but in the trapped case with Ω = 0.2.
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and the resulting equation at order O(δ) reads:
i∂tξ1 = [−1
2
∂2x + 2|u1,0|2 + |u2,0|2 − µ+ V (x)]ξ1 + u21,0ξ∗1
+ u∗2,0u1,0ξ2 + u2,0u1,0ξ
∗
2 , (4.20)
i∂tξ2 = [−1
2
∂2x + |u1,0|2 + 2|u2,0|2 − µ+ V (x)]ξ2 + u22,0ξ∗2
+ u∗1,0u2,0ξ1 + u1,0u2,0ξ
∗
1 . (4.21)
Then, in the framework of Floquet analysis, the stability properties of periodic orbits
are resolved by diagonalizing the monodromy matrixM, which is defined as:
Re(ξ1(x, T ))
Im(ξ1(x, T ))
Re(ξ2(x, T ))
Im(ξ2(x, T ))

=M

Re(ξ1(x, 0))
Im(ξ1(x, 0))
Re(ξ2(x, 0))
Im(ξ2(x, 0))

. (4.22)
with T = 2π/ω0. As the system is symplectic and Hamiltonian, the linear stability of the
solutions requires that the monodromy eigenvalues, λ (also called Floquet multipliers)
must lie on the unit circle (see, e.g., [63, 64] for details). The Floquet multipliers can also
be written as λ = exp(iΘ), with Θ being denoted as the Floquet exponent. An internal
mode of the soliton corresponds to a spatially localized solution of Eqs. (4.20)- (4.21),
with its oscillation frequency related to the Floquet exponents as ωm = Θω0/(2π). Fig-
ures 21 and 22 show typical Floquet multiplier spectra, indicating stability of the periodic
orbits. All the analyzed solutions (i.e. with Ω = 0 and Ω = 0.2) are stable.
Some interesting results can be extracted by the analysis of the internal modes of the
periodic orbits. Figure 23 (left) shows the dependence of three internal modes of the
Floquet spectrum with respect to µ for ω0 = 0.5. The blue line is close to the frequency
predicted by Eq. (2.17) [depicted as a dashed red line]. Indeed, perturbing the beating
DD soliton with the corresponding eigenmode, we have confirmed that this perturbation
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leads to an oscillation of the soliton in the trap with a frequency equal to that of the
eigenmode (cf. left panel of Fig. 24). It can be observed that the agreement between the
numerical eigenfrequency and that predicted by Eq. (2.17) improves when µ increases,
as expected. The right panel of Figure 23 shows the dependence of the frequency of the
internal mode corresponding to the oscillation of the trap with respect to ω0 for fixed
µ = 5 and compares it with the frequency predicted by Eq. (2.17).
We note here, as an aside in the case Ω = 0, that the internal soliton modes are neutral
modes located at (1, 0) on the unit circle. In particular, the mode associated with the
oscillation of the DD soliton in the trap becomes in this case a neutral mode associated
with the translation of the soliton. The algebraic multiplicity of the multiplier at (1, 0)
in the case of Ω = 0 is 8, while in the trapped case (due to the lifting of translational
invariance) it is 6.
In order to observe the properties of other internal modes, we have perturbed the
beating DD soliton with the corresponding eigenmodes. In particular, a perturbation
along the direction of the localized mode depicted in black in the left panel of Fig. 23,
leads to a breathing in the width of the soliton — see left panel of Fig. 24. On the other
hand, a perturbation along the direction of the mode depicted in green in the left panel of
Fig. 23, leads to an oscillation of the condensate along the trap, leaving the beating DD
soliton unaffected (i.e., the soliton stays at the trap center) — see right panel of Fig. 24.
Finally, we make a remark about the way we have calculated the value NB that must
be introduced in Eq. (2.17). The procedure consists in performing an SO(2) rotation with
χ = −π/4 to the periodic DD soliton at t = 0. This solution is shown in the left panel
of Fig. 25, whereas the rotated solution is depicted in the right panel of the same figure.
Thus, NB is the norm of the bright component of the rotated solution. It can also be
inferred from the Fourier coefficients of the periodic orbit:
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Figure 23: (Left panel) Dependence of the eigenfrequencies of some internal modes (solid lines)
with respect to µ with fixed ω0 = 0.5 (The black, blue, green and red lines are the upper solid,
middle solid, lower solid and the dashed respectively). The right panel shows that dependence
with respect to ω0 with fixed µ = 5 for the mode in blue in the left panel. In both panels, the red
dashed line corresponds to the oscillation frequency (2.17) in a trap with Ω = 0.2.
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Figure 24: Contour plots showing the evolution of the densities of the DD soliton components
when perturbed by three different eigenmodes: the left panel corresponds to a soliton perturbed
along the blue mode and leads the soliton to harmonically oscillate around the trap centerto trap
oscillations; in the central panel, the perturbation (along the black mode) leads to a breathing of
the soliton width, whereas in the right panel (perturbation along the green mode), the outcome
corresponds to an oscillation of the whole condensate. In both cases, µ = 3, ω0 = 0.5 and
Ω = 0.2.
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Figure 25: (Left panel) Profiles and densities of a periodic orbit at t = 0 with µ = 3, ω0 = 0.5
and Ω = 0.2. The right panel shows the dark-bright soliton arising by rotating with χ = −pi/4
the dark-dark soliton of the left panel.
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4.4 Single beating dark-dark solitons near and far from the Man-
akov limit
We now turn to a numerical study of the properties of the beating DD soliton states.
Firstly, in the absence of a trap, we are going to compare the integrable case with equal
scattering lengths g11 : g12 : g22 = 1 : 1 : 1 to the non-integrable case g11 : g12 :
g22 = 1.03 : 1 : 0.97 (see Ref. [65]). From Fig. 26, we observe that both of the dark
components are oscillating with fixed frequencies and these two cases are very similar 1
(a feature that we have generically observed between the dynamical phenomenology of
these two cases).
To highlight the fact that substantial variations of the scattering length–which can
be imposed by virtue of a Feshbach resonance–may have a significant impact on the
1In what follows when the relevant interaction coefficients are not explicitly mentioned, it will be
implied that they assume the values g11 = g12 = g22 = 1.
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Figure 26: The comparison between the integrable case g11 : g12 : g22 = 1 : 1 : 1 (left column)
and the non-integrable case g11 : g12 : g22 = 1.03 : 1 : 0.97 (right column), is demonstrated.
The upper panels show the densities of the first dark component while the lower ones show the
second dark component. Here η = 0.6, χ = pi/4, θ = 0, k = 0, µ = 1. Based on the similarity
of the relevant dynamics, we will focus on the case of unit nonlinear coefficients.
robustness of the beating DD solitons, we consider scattering lengths in the set with
ratios g11 : g12 : g22 = g : 1 : 1. In particular, we take g = 1.1, 1.2, 1.6 in Fig. 27. When
g is not so large, i.e., g = 1.1, 1.2, the beating DD soliton oscillates and, as t increases,
the change in the scattering length results in mobility of the coherent structure. However,
more dramatic events can arise when g is relatively large, e.g., for g = 1.6. There, we can
see that the soliton is finally split into two fragments (upon growth of the intrinsic beating
oscillation which eventually induces the splitting) and results in two states that resemble
dark-antidark solitons [66] (see also Ref. [63]). In particular, each of the components
acquires a dark soliton coupled to a lump in the second component.
In Fig. 28, we show a particular example of the DD soliton in the trap, which oscil-
lates around its center; the parameter values are µ = 1, η = 0.6, initial soliton position
x0(t = 0) = 2.5, and trap strength Ω = 0.05. Note that for these runs, the initial profile
of the beating DD soliton in the trap is approximated by the numerically found (in trap)
ground state — i.e., the Thomas-Fermi cloud — multiplied by the beating DD solution
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Figure 27: The dynamics of the densities of a DD soliton in the absence of a trap but for g =
1.1, g = 1.2, g = 1.6 respectively (g ≡ g11). When g = 1.1 or g = 1.2, the soliton is set into
translational motion. However, for g = 1.6 the coherent structure executes a growing oscillation
which eventually results in its splitting into a pair of dark-antidark solitons (i.e., a dark soliton in
the one component coupled to a lump in the other). The parameters used here are the same as in
Fig. 26.
(without a trap) of Eqs. (4.4)-(4.5). Then via a time-stepping algorithm (a fourth-order
Runge-Kutta scheme), we obtain the time evolution of the densities of the oscillating
solitons in the upper two panels. Moreover, the left lower panel shows the center of mass
of the beating DD soliton in the trap. Using Fourier analysis, we can infer the numerical
frequency of in-trap oscillation, which can, in turn, be compared to the analytical one,
cf. Eq. (2.17). As shown in the bottom right panel of the figure, there is very good
agreement between the two.
Next, we consider the in-trap dynamics of a single beating DD soliton but for the
non-integrable cases. Again, when g11 : g12 : g22 = 1.03 : 1 : 0.97, we observe a nearly
identical phenomenology to that of unit gij’s. For the more significant deviations from
that case of the form g11 : g12 : g22 = g : 1 : 1 where g = 1.1, 1.2, 1.6, the results are
reported in Fig. 29. For lower values of g = 1.1, 1.2, the behavior of the DD is similar
to the case with g = 1, however, we progressively observe more significant radiative
emissions which also affect the oscillation frequency. However, once again the modifi-
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Figure 28: Motion of a dark-dark soliton in a trap of strength Ω = 0.05. Other parameters are
the same as in Fig. 26. The upper two panels show the oscillation of the wave initially centered
at x0 = 2.5 (the chemical potential is µ = 1). The lower left panel demonstrates the center of
mass of the DD in the upper panels. The analytical oscillation frequency, given by Eq. (2.17), is
0.03123, while the numerical frequency, calculated by Fourier transform, is 0.03238. The lower
right panel yields the comparison between the analytically calculated frequencies (red line) versus
the numerical obtained ones (the blue triangles), as r varies between 0.1 and 14.
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Figure 29: The comparison of the oscillation of the density of a DD soliton within a trap of trap
frequency Ω = 0.05 for different values of g. The soliton is initialized at x0 = 2.5; g is set to be
1.1 (top panels), 1.2 (middle panels), 1.6 (bottom panels) for the combination of the scattering
length g11 : g12 : g22 = g : 1 : 1. Other parameters are similar to Fig. 28.
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cations of the phenomenology are most dramatic in the case of g = 1.6 of the bottom
panels. There, the radiation emission is accompanied by growing intrinsic oscillations
which eventually result in the breakup and formation of a single dark-antidark solitary
wave.
4.5 Two dark-dark soliton states: dynamics and interactions
We now consider the interactions of two beating DD solitons. We once again start
from the untrapped case and use as an initial ansatz a two-DB soliton state of the form as
Eqs. (2.12) and (2.13). Once again taking advantage of the model invariance under the
SO(2) rotations, as we did for the single DD soliton case, we use the orthogonal matrix
(4.3) and obtain a two-beating-DD-soliton ansatz in the form:
u1 = cos(χ) (cosφ tanh ξ− + i sinφ) (cosφ tanh ξ+ − i sinφ)
− sin(χ) (η sech ξ−ei(kx+θ(t)) + ei∆θη sech ξ+ei(−kx+θ(t))) , (4.24)
u2 = sin(χ) (cosφ tanh ξ− + i sinφ) (cosφ tanh ξ+ − i sinφ)
+ cos(χ)
(
η sech ξ−e
i(kx+θ(t)) + ei∆θη sech ξ+e
i(−kx+θ(t))
)
. (4.25)
In our numerical study for the dynamics of the two-beating-DD-soliton state, we first
consider the integrable case, corresponding to g11 = g12 = g22 = 1, both for the in-
phase and out-of-phase cases. The results of the simulations, using initial conditions
corresponding to the above ansatz, are shown in Fig. 30. In the in-phase case, the re-
pulsion between the beating DD solitons is immediately evident resulting in the strong
separation of the two waves (which still perform their internal beating). On the other
hand, in the out-of-phase case, the competition between the repulsion of the dark com-
ponents and the attraction between the bright components of the progenitor DB solitons
(see chapter 2) can be discerned, as the configuration remains nearly stationary for a
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Figure 30: Space-time contour plots of two beating DD soliton densities in phase (left) and out
of phase (right) for g11 = g12 = g22 = 1 . Here χ = pi/4, η = 0.5, x0 = 1.5,D = 1.2.
lengthy evolution interval. Finally, however, the repulsive interaction prevails and the
solitons eventually separate.
Next, we consider the non-integrable case. Since for g11 : g12 : g22 = 1.03 : 1 : 0.97,
the phenomenology is again very similar to g11 = g12 = g22, we consider the significant
departure from this limit pertaining to g11 : g12 : g22 = 1.6 : 1 : 1. In Fig. 31, we observe
that in the in-phase case, the two beating DD solitons initially separate and move away
from each other, then they are reflected from the domain boundary and a new collision
occurs. After this collision, a highly nontrivial event is observed, namely one of the two
beating DD solitons is decomposed into a dark-antidark soliton pair, with each of these
solitons moving with different velocities. For the out-of-phase case, the separation arises
much faster than for the unit coefficients and, interestingly, results in an asymmetric
evolution with one of the DD solitons breaking up in a pair of dark-antidark solitons (as
in Fig. 27 of section 4.4). Notice that, as in the in-phase case, the other soliton is not
broken up in a similar way during the horizon of the simulation although it is likely that
such an event will also occur for that wave.
Next, we consider the two-beating-DD soliton in the trap, in the case of unit coeffi-
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Figure 31: Space-time contour plots of two DD soliton densities in phase (left) and out of phase
(right) for g = 1.6 in the set g11 : g12 : g22 = 1.6 : 1 : 1. Here χ = pi/4, η = 0.5, x0 = 1.5,D =
1.2.
cients. We set V (x) = 1
2
Ω2x2, with Ω = 0.05, and the chemical potential µ = 1. From
Fig. 32, we infer that the two beating DD solitons are now trapped and oscillate around
an equilibrium position. Notice that in the in-phase case, the solitons perform out-of-
phase oscillations and undergo quasi-elastic collisions. In the out-of-phase case, the
weak residual repulsion is counter balanced by the presence of the trap, and we observe
that the two beating DD solitons remain in a close distance to each other.
Finally, we consider two DD with g11 : g12 : g22 = 1.6 : 1 : 1 within the same
trap. In this case, we observe that despite the presence of the trap, it is not possible to
sustain a robust set of oscillations and interactions between the beating DD solitons. This
is especially true in the out-of-phase case, where the oscillatory growth of the beating
eventually results in the breakup of the DD soliton states into dark-antidark ones (which
generally appear more robust for such higher values of g).
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Figure 32: Space-time contour plots of two beating DD soliton densities in phase (left) and out
of phase (right) in the case of equal gij’s within a harmonic trap with trap frequency Ω = 0.05.
Here χ = pi/4, η = 0.5, x0 = 1.5,D = 1.2, µ = 1.
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Figure 33: Space-time contour plots of two beating DD soliton densities in phase (left) and out
of phase (right) for the case with g11 : g12 : g22 = 1.6 : 1 : 1 within a harmonic trap with trap
frequency Ω = 0.05. The parameters used are the same as for the previous figure.
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C H A P T E R 5
THE KREIN MATRIX: GENERAL THEORY AND
CONCRETE APPLICATIONS IN ATOMIC
BOSE-EINSTEIN CONDENSATES
Hamiltonian eigenvalue problems have a time-honored history, as they arise in nu-
merous applications stemming from fluid mechanics, celestial mechanics, optical and
atomic physics among many other disciplines; see for some recent examples the books [67,
68, 69]. Especially in higher dimensional settings these problems can rapidly become
fairly computationally intractable, at least as concerns providing the full diagonalization
of the relevant matrix (e.g., when it stems from the linearization around two-dimensional
vortex structures or three-dimensional vortex-rings [70]). It is therefore highly desirable
to be able to reduce the dimensionality of the calculation, by providing a technique that
can capture the main features of the linearization spectrum through suitable reductions
to a finite dimensional eigenvalue problem. It is the aim of the present work to provide a
general overview, as well as a systematic set of case examples of such a method. The ap-
proach that will be developed will be based on the so-called Krein matrix [71]. The Krein
matrix is a meromorphic matrix-valued function constructed via a Lyapunov-Schmidt
reduction, and consequently recasts the infinite-dimensional eigenvalues problem as a
finite-dimensional one. The construction is such that the eigenvalues are realized as
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points for which the Krein matrix is singular. The computation and visualization of the
determinant of this matrix can serve as a tool to identify the eigenvalues of the original
problem.
5.1 Hamiltonian spectral theory
Consider the Hamiltonian eigenvalue problem
JLu = λu, (5.1)
acting on a Hilbert space X with inner-product 〈·, ·〉. The operator J is skew-symmetric
bounded operator with a bounded inverse, and the operatorL : Y 7→ X is Hermitian with
a compact resolvent. The space Y ⊂ X is assumed to be dense. Under these assump-
tions it is well-known that the spectra of JL, namely σ(JL), is all point spectra, each
eigenvalue has finite multiplicity, and infinity is the only possible accumulation point
of the eigenvalues. If we further assume that each of the operators has zero imaginary
part, i.e., Im(J ) = Im(L) = 0, then the eigenvalues satisfy the quartet symmetry that if
λ ∈ σ(JL), then the set {±λ,±λ} ⊂ σ(JL). Furthermore, the algebraic multiplicities
of each of the eigenvalues in the quartet matches, e.g., ma(λ) = ma(λ).
5.1.1 The Hamiltonian-Krein index
The Hamiltonian-Krein index theory has a long history (see [72, 73, 74, 75, 76, 77]
and the references therein). The index theory is used to relate n(L), which is the total
number (including multiplicity) of negative eigenvalues of L, to the total number of
eigenvalues λ ∈ σ(JL) with positive real part. In general, for Hermitian operators H
we will denote the number of negative eigenvalues including multiplicity) by n(H).
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The details for the following discussion can be found in, e.g., [72], and an abbrevi-
ated version is included here for the sake of completeness. The eigenvalue problem (5.1)
arises from linearizing a particular Hamiltonian system about some type of steady state
solution (solitary wave, spatially periodic wave, etc.). The underlying system hasN sym-
metries, which means that dim[ker(L)] ≥ N , as each symmetry generates an element
of the kernel, and the kernel elements generated in this fashion are linearly independent.
We will henceforth assume that dim[ker(L)] = N , with ker(L) = span{φ1, . . . , φN}.
Now, the generalized kernel is found by solving Lu = J −1φ, where φ ∈ ker(L). Now,
the symmetries generate conserved quantities, and it turns out to be the case the man-
ner in which these quantities are generated allows us to solve Lu = J −1φj for each
j = 1, . . . , N : denote these solutions as ψj (see [78, 79]). Thus, mg(0) = N , and
ma(0) ≥ 2N . If we set D ∈ RN×N as
D ij = 〈ψi,Lψj〉, i, j = 1, . . . , n,
then by the Fredholm alternative it will be the case that ma(0) = 2N if and only if D is
nonsingular: this will henceforth be assumed.
In uλ is a solution to ( 5.1) for λ 6= 0, then by the Fredholm alternative it must be the
case that for any φ ∈ ker(L),
0 = −〈J −1uλ, φ〉 = 〈uλ,J −1φ〉 = 〈uλ,Lψ〉.
Consequently, the eigenvalue problem is not solved on all of Y , but is instead solved on
the N co-dimensional constrained space S⊥, where S = span{Lψ1, . . . ,LψN}. Thus, it
will be important not to calculate n(L), but instead n(LS⊥), where LS⊥ = PS⊥LPS⊥ :
S⊥ 7→ S⊥, and PS⊥ : X 7→ S⊥ is the orthogonal projection. It was most recently shown
in [80] that
n(LS⊥) = n(L)− n(D); (5.2)
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thus, the matrix D also plays a significant role in determining the number of negative
eigenvalues for the constrained operator.
We are now ready to state the main result regarding the number of eigenvalues for
JL which have positive real part. Let
• kr: the total number of positive real-valued eigenvalues (including algebraic mul-
tiplicity)
• kc: the total number of complex eigenvalues with positive real and imaginary part
(including algebraic multiplicity)
Our assumptions on J and L imply the four-fold eigenvalue symmetry {±λ,±λ}, so
there will be kr + 2kc eigenvalues with positive real part. There is one more set of
eigenvalues which we wish to count. First, for a self-adjoint operator T and a subspace
Z with basis {z1, . . . , zd}, let the Hermitian matrix TZ ∈ Cd×d be given by
(TZ)ij = 〈zi, T zj〉, i, j = 1, . . . , d.
With this notation, for each nonzero eigenvalue λ ∈ iR+ with associated eigenspace Eλ,
let
k−i (λ) := n(LEλ).
The quantity k−i (λ) is known as the negative Krein index of the eigenvalue, and if
k−i (λ) ≥ 1 the eigenvalue is said to have negative Krein signature. Counting only those
purely imaginary eigenvalues with positive imaginary part, we say the total negative
Krein index is given by
k−i =
∑
λ∈σ(JL)∩(iR+\{0})
k−i (λ).
Although we will not prove it here, it can easily be shown that k−i (λ) = k−i (λ) for
λ ∈ σ(JL) ∩ iR. Consequently, there will be 2k−i purely imaginary eigenvalues with
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negative Krein signature. The Hamiltonian-Krein index is the weighted sum of these
indices; namely;
KHam = kr + 2kc + 2k
−
i . (5.3)
The first two terms in the index count the total number of eigenvalues with positive real
part, and the last term counts all those purely imaginary eigenvalues with negative Krein
signature. The major result is that the Hamiltonian-Krein index is intimately related to
the number of negative eigenvalues of the constrained operator,
KHam = n(L)− n(D) (5.4)
[73, 76]. As a consequence of (5.4) we know that there is a finite and prescribed num-
ber of (potentially) unstable eigenvalues, which, as we will see in subsequent sections,
greatly assists in a numerical search for these eigenvalues.
Remark 1. Additional implications of (5.4) are:
1. if KHam is odd, then kr ≥ 1, so that the underlying wave is spectrally unstable
2. if KHam = 0, then it is generically the case that the wave is orbitally stable
3. ifKHam is even, then the wave may be spectrally stable with kr = kc = 0; however,
the orbital stability of the wave is generally not known
Remark 2. The Krein signature has important implications beyond what is present in
the Hamiltonian-Krein index. If two purely imaginary eigenvalues collide, then after
the collision they can attain a nonzero real part (this is the so-called Hamiltonian-Hopf
bifurcation) if and only if they have opposite signature. If the two eigenvalues have the
same signature, they will simply pass through each other. For a more detailed discussion
see [81, Chapter 7.1]. Consequently, we can think of eigenvalues having negative Krein
signature as being potentially unstable eigenvalues.
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Remark 3. If the eigenvalue problem is canonical, i.e., of the form
−L+u = λv, L−v = λu,
where L± are self-adjoint operators, then it is possible to derive a lower bound on kr.
For example, if dim[ker(L+)] = 1 and dim[ker(L−)] = 0, then it is true that if |n(L+)−
n(L−)| ≥ 2, then kr ≥ 1 [82, 83]. This result will be discussed in further detail in
section 5.3.
Before we can construct the Krein matrix associated with the general Hamiltonian
spectral problem (5.1), we must first find an equivalent self-adjoint pencil. In addition,
we must relate the Hamiltonian-Krein index for the original problem to that of the pencil
problem. First suppose that Reλ > 0. Upon setting v = J −1u, and defining
L+ = L, L− = −JLJ ,
it is not difficult to see that solving (5.1) is equivalent to solving the canonical system
L+u = λv, L−v = −λu. (5.5)
We continue by writing down an equivalent eigenvalue problem for which the operators
involved no longer have a nontrivial kernel. Regarding ker(L±) we have
ker(L+) = ker(L), ker(L−) = span{J −1φ1, . . . ,J −1φN} = J −1 ker(L) :
the discussion in the previous subsection allows us to say that ker(L+) ⊥ ker(L−). Upon
setting Π : X 7→ [ker(L+)⊕ker(L−)]⊥ to be the orthogonal projection, it is known from
[75, Section 3] that for nonzero eigenvalues (5.5) is equivalent to the system
−ΠL+Πu = λv, ΠL−Πv = λu. (5.6)
Each of the operators ΠL±Π are self-adjoint, and the assumption that D is nonsingular
implies that each is also nonsingular on the range of Π. This allows us to introduce the
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invertible self-adjoint operators
R := ΠL+Π, S−1 := ΠL−Π, (5.7)
and note that J ,Π being a bounded operators implies that from our original assumptions
on L we have R,S−1 : Y 7→ X . We can now rewrite (5.6) as the quadratic pencil
(R+ λ2S)u = 0, u ∈ Y.
In a similar fashion, if we initially assumed that λ ∈ iR+, the the equivalent pencil would
be
(R+ λ2S)[Im u] = 0, Reu = (Imλ)JS[Im u].
In conclusion, we have that solving the original eigenvalue problem (5.1) is equiva-
lent to solving the linear pencil
(R− zS)u = 0, z := −λ2 (−π/2 < arg λ ≤ π/2), (5.8)
which is precisely the spectral problem that was studied by [83]. The effect of the eigen-
value mapping is illustrated in Fig. (34). Eigenvalues with positive real part and nonzero
imaginary part are mapped in a one-to-one fashion to eigenvalues with nonzero imagi-
nary part, and the four-fold symmetry is reduced to the reflection symmetry {z, z}. The
system (5.6) has an unstable eigenvalue λ with positive real part if and only if the system
(5.8) has an eigenvalue z with z < 0 or with Im z 6= 0.
Let us conclude by computing the Hamiltonian-Krein index for the pencil (5.8). First
consider the purely imaginary eigenvalues. It is straightforward to show that
LEλ = 2REz ,
where z = −λ2 ∈ R+, and Ez = ImEλ. SinceE±λ = ReEλ±i ImEλ, it is consequently
the case that
k−i (z) = k
−
i (λ) + k
−
i (−λ) = 2k−i (λ),
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where for z ∈ R+ the Krein index is found by computing
k−i (z) = n(REz).
Thus, the total negative Krein index is the same for the pencil as it is for the original
problem. Now consider those eigenvalues for the original problem with nonzero real
part. Set kr(z) to be the multiplicity of the real-valued eigenvalue z ∈ R+, and let kc(z)
be the multiplicity of the eigenvalue for Im z 6= 0 (it is clearly the case that kc(z) =
kc(z)). Since
(R− (±λ)2S)u±λ = 0,
we clearly have that
kr(z) = 2kr(λ), kc(z) = 2kc(λ).
Here we are using the notation that kr(λ) is the multiplicity of the positive real-valued
eigenvalue for (5.1), and kc(λ) is the multiplicity of an eigenvalue with positive real and
imaginary parts. Upon summing over all of the eigenvalues, and using (5.14), we get the
new result that the Hamiltonian-Krein index for the original problem is related to that of
the pencil (5.8) in the following manner:
Lemma 1. Consider the linear pencil (5.8) as derived from the eigenvalue problem
(5.1). For the pencil let kr denote the total number of negative real-valued eigenvalues
(counting multiplicity), kc the total number of eigenvalues with positive imaginary part
(counting multiplicity), and k−i the total negative Krein index of all the positive real-
valued eigenvalues, where the index for a single eigenvalue z ∈ R+ with associated
eigenspace Ez is given by
k−i (z) = n(REz).
Then with the Hamiltonian-Krein index given as in (5.4), the eigenvalues for the pencil
satisfy
kr + 2kc + 2k
−
i = 2KHam.
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Remark 4. Abusing notation a bit, we will, e.g., denote kr(z) as the total number of neg-
ative real eigenvalues for the pencil, and kr(λ) the total number of positive real eigen-
values for the original eigenvalue problem. We can then summarize the above discussion
to say
kr(z) = 2kr(λ), kc(z) = 2kc(λ), k
−
i (z) = 2k
−
i (λ),
and that the indices are (
kr + 2kc + 2k
−
i
)
(λ) = KHam(
kr + 2kc + 2k
−
i
)
(z) = 2KHam
It will be convenient to relate the Hamiltonian-Krein index to n(S−1) = n(R) (the
equality follows from the fact thatJ has bounded inverse). As for the number of negative
directions for S−1, we have
n(S−1) = n(−(JLJ )ker(L)⊥) = n(L[J−1 ker(L)]⊥) = n(L)− n(D) = KHam. (5.9)
The first equality follows from the definition of S−1 and the fact that constrained operator
maps the subspace ker(L)⊥ to itself, the second equality follows from a simple change
of variables, the third equality follows from (5.15), and the fourth equality is from (5.4).
Thus, since the number of negative directions is invariant under inversion, with respect
to the pencil alone we can rewrite the conclusion of Lemma 1 as
(
kr + 2kc + 2k
−
i
)
(z) = 2n(S). (5.10)
It can be concluded that if the underlying wave is orbitally stable, then S is positive
definite; otherwise, the operator must be indefinite, although it will necessarily have
only a finite number of negative directions.
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Re λ
Im λ
Re z
Im z
z=−λ2
Figure 34: Six sets of eigenvalues and their images under the map. The (red) circles denote two
quads of complex eigenvalues under the four-fold symmetry {±λ,±λ} and their images, kc = 2.
The (green) crosses denote two pairs of real eigenvalues {±λ} and their images on the negative
real axis, kr = 2. The (blue) boxes denote two pairs of purely imaginary eigenvalues {±λ} and
their images on the positive real axis. The filled square has a positive Krein signature, while the
empty square has a negative Krein signature, so that k−i = 1.
5.1.2 The Krein matrix
We now turn to the problem of constructing a meromorphic matrix-valued function,
the Krein matrix, which has the property that it is singular precisely for those values of
z which correspond to nonzero eigenvalues for the pencil
(R− zS)u = 0 (5.11)
where R,S are defined in (5.7). The Krein matrix was introduced in [71], and the
interested reader should consult that work for the details associated with the following
discussion (also see [80, Section 3]). We construct the Krein matrix by projecting off the
finite-dimensional negative space of the operator S, which as we have already seen in
(5.9) has dimension KHam, and then using a Lyapunov-Schmidt reduction to compute an
equivalent eigenvalue problem.
Let N(S) denote the KHam-dimensional negative subspace of S, and let P : X 7→
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N(S)⊥ be the orthogonal projection. Define the constrained operators
R2 := PRP, S+ := PSP.
The operator S+ is positive definite and symmetric, whereas from the Index Theorem
[80, Theorem 2.1] the symmetric operator R2 satisfies
n(R2) = n(R)− n(R−1N(S)) = KHam − n(R−1N(S)).
Since S+ is positive definite we can define the conjugated operator
R˜ := S−1/2+ R2S−1/2+ ,
and note that the invertibility of S yields
n(R˜) = n(R2).
Upon writing a potential eigenfunction to the linear pencil as
u =
KHam∑
j=1
cjs
−
j + s
+, s+ ∈ N(S)⊥,
where {s1, . . . , sKHam} is an orthonormal spectral basis for N(S), and applying the pro-
jection P to (5.11), the pencil problem becomes
(R2 − zS2)s+ +
KHam∑
j=1
cjPRsj = 0.
On the other hand, upon applying Q = I −P to (5.11), where I is the identity operator,
and taking the inner product of the resulting equation with sℓ for ℓ = 1, . . . , KHam, yields
the system of equations
〈Rs+, sℓ〉+
KHam∑
j=1
cj〈Rsj , sℓ〉 = cℓzλℓ,
where Ssℓ = λℓsℓ. Solving the first equation for s+ and plugging this result into the
second equation yields the problem
K (z)c = 0 , K (z) := RN(S) − zSN(S) − (R˜ − z)−1
S
−1/2
+ PRN(S)
. (5.12)
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Here we are using the notation
S−1/2+ PRN(S) := {S−1/2+ PRs− : s− ∈ N(S)}.
The matrix K (z) is known as the Krein matrix.
We now relate the properties of the problem (5.12) to those for the original pencil
(5.11). By construction z is an eigenvalue for the pencil (5.8) with corresponding eigen-
function u if and only if K (z)c = 0 , where c = (c1, . . . , cKHam)T. If for a particular
eigenvalue z it is true that u /∈ N(S)⊥, then it is necessarily true that detK (z) = 0. On
the other hand, if u ∈ N(S)⊥, then c = 0 , so it can be the case that detK (z) 6= 0.
Now, if Im z 6= 0, then it will always be the case that z is an eigenvalue if and only
if detK (z) = 0. On the other hand, if z ∈ R− is an eigenvalue with detK (z) 6= 0,
then it is the case that for the Krein matrix constructed by projecting off of the negative
directions of R, say KR(z), we would necessarily have detKR(z) = 0. Finally, if
z ∈ R+ is an eigenvalue with detK (z) 6= 0, then the eigenvalue has positive Krein
signature. In this case the eigenvalue is realized as a removable singularity of the Krein
matrix, i.e., z = zp is a pole of the Krein matrix for which the residue is the zero ma-
trix. If the eigenvalue has negative Krein signature, it will necessarily be the case that
detK (z) = 0.
In conclusion, we can use detK (z) as a meromorphic function whose zeros cor-
respond to eigenvalues. The (potential) singularities of the Krein matrix arise through
(R˜ − z)−1
S
−1/2
+ PRN(S)
at the eigenvalues of the self-adjoint operator R˜. In order to use the
Krein matrix to say something about the Krein signature of a real positive eigenvalue,
it will be helpful to factor the determinant as a finite product. One can easily observe
that K (z) is symmetric for all z, i.e., K (z)T = K (z); in particular, it is Hermitian for
z ∈ R. This allows us for z ∈ R to extract the KHam eigenvalues of the Krein matrix,
rj(z), hereafter called the Krein eigenvalues, in a meromorphic fashion. Thus, instead
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of finding eigenvalues by looking for the zeros of the determinant of the Krein matrix,
we can look for the zeros of each individual Krein eigenvalue. There will be precisely
KHam of these Krein eigenvalues.
Remark 5. Although we will not pursue this line of thought herein, each Krein eigen-
value can be thought of as a real meromorphic analogue of the Evans function [84].
Both Krein eigenvalues and the Evans function detect eigenvalue for a linear eigenvalue
problem through the zeros. Until recently the Evans function was constructed solely via
a dynamical systems argument, which necessitated that the eigenvalue problem be es-
sentially in one space variable. Since the Krein matrix is constructed via a functional
analytic argument, the spatial dimension associated with the eigenvalue problem is not
relevant.
r1(z)
r2(z)
Figure 35: A cartoon of the graphs of the Krein eigenvalues for z ∈ R+ in the case that
KHam = 2. The Krein eigenvalue r1(z) is denoted by a thick (green) dashed curve, and its
vertical asymptotes are given by a thin (green) dashed curve. The Krein eigenvalue r2(z) is de-
noted by a thick (black) curve, and its vertical asymptotes are given by a thin (black) curve. The
eigenvalues for the pencil (5.11) with positive Krein index are denoted by (blue) squares, and
those with negative index are shown as (red) circles.
For real-valued z, the properties of the Krein eigenvalues are as follows. First,
lim
z→−∞
rj(z)
z
> 0,
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so that each Krein eigenvalue is negative for large negative z. This follows from the fact
that SN(S) is a negative definite matrix. Second, if zp is a pole of the the Krein eigenvalue
rj(z), it will then be the case that
lim
z→z±p
rj(z) = ±∞.
Furthermore, if z∗ is a simple eigenvalue of R˜, so that z∗ is a pole of the Krein matrix,
then it will be the case that z∗ is a simple pole for only one of the Krein eigenvalues. In
other words, for all but one of the Krein eigenvalues the pole z∗ of the Krein matrix is
a removable singularity. Finally, if z0 is a simple positive zero of the Krein eigenvalue
rj(z), then it is true that
k−i (z0) = − sgn[r′j(z0)];
in other words, the slope of the Krein eigenvalue at a zero gives definitive information
regarding the Krein index of the eigenvalue. This is the most useful of the properties of
the Krein eigenvalues, for it allows us graphically locate those eigenvalues which have
negative Krein signature. This discussion is summarized in Fig. (35).
Remark 6. If the zero of a Krein eigenvalue is not simple, then for the eigenvalue in
question there will be an associated Jordan chain which has length equal to the order
of the zero. Furthermore, this situation can only arise upon the collision of an (almost)
equal number of purely imaginary eigenvalues with positive and negative Krein signature
(see [71, Section 2.2] for the details).
5.1.3 Summarizing remarks
We know that for the original eigenvalue problem 5.1 the Hamiltonian-Krein index
is (
kr + 2kc + 2k
−
i
)
(λ) = KHam,
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while for the pencil 5.11 the index is
(
kr + 2kc + 2k
−
i
)
(z) = 2KHam.
The individual indices are related via
kr(z) = 2kr(λ), kc(z) = 2kc(λ), k
−
i (z) = 2k
−
i (λ).
For the original eigenvalue problem there will be an infinite number of purely imagi-
nary eigenvalues, all of which but a finite number will have positive Krein index. The
purely imaginary eigenvalues with negative Krein signature can be determined by first
constructing the Krein matrix of 5.12 for the pencil 5.11, and then plotting the resultant
Krein eigenvalues for z ∈ R. In particular, the eigenvalues with negative signature will
correspond to those values of z ∈ R such that for some 1 ≤ j ≤ KHam,
rj(z) = 0, r
′
j(z) > 0.
If the order of a zero of a Krein eigenvalue is two or higher, then a collision of eigenvalues
of opposite Krein signature has occurred.
Remark 7. The discussion in this section assumed that the original Hamiltonian eigen-
value problem is not in the canonical form of Remark 3. If the problem is in canonical
form, adjustments must be made: this is discussed in the application presented in section
5.3.
5.2 Application: spectral analysis for vortices of the GP equation
We now wish to use the Krein matrix to identify the eigenvalues of (5.1) which
have nonzero real part, or which are purely imaginary and have negative Krein sig-
nature. We intend to explore these spectral features and confirm them against a full
84
linear stability analysis for an example of significant interest to recent experimental ap-
plications, namely the study of a single vortex [85] and of a pair of vortices [86, 87]
in two-dimensional Bose-Einstein condensates as described by the GP Equation. The
Hamiltonian-Krein index of (5.10) tells us how many of these zeros for the pencil we
need to find in order to fully capture all of the (potentially) unstable eigenvalues. The
real eigenvalues for the linearized problem correspond to negative real eigenvalues for
the pencil, and the eigenvalues with nonzero real part correspond to eigenvalues with
nonzero imaginary part for the pencil. Regarding the eigenvalues with negative signa-
ture, from the discussion of the previous section this means that we need to identify the
real and positive eigenvalues for the pencil (5.8) for which a Krein eigenvalue has a zero,
and the slope of the curve at the zero is positive.
The model under consideration for the case of pancake-shaped Bose-Einstein con-
densates [11, 85, 87] is the (2+1)-dimensional Gross-Pitaevskii equation in the dimen-
sionless form
i∂tu = −1
2
∆u+ V (x, y)u+ |u|2u− µu. (5.13)
Here, u is the macroscopic wave function, V (x, y) = Ω2 (x2 + y2) /2 is the external
harmonic potential, Ω is the frequency of the trap, µ is the chemical potential, and ∆ is
the Laplace operator, i.e., ∆ = ∂xx + ∂yy. For the problem discussed herein, we assume
Ω = 0.2.
We begin by assuming that the steady-state problem is solved, and we will denote
that solution by u0(x, y) = U0(x, y) + iV0(x, y). Here U0, V0 are real-valued functions.
Writing
U0(x, y) + iV0(x, y) = ρ(r, θ)e
iφ(r,θ), tan θ = y/x,
where r2 = x2 + y2, the wave will have the property that ρ(r, θ) → 0 exponentially
fast as r → +∞. As for the associated eigenvalue problem, abusing notation a bit and
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writing
u 7→ U0 + iV0 + ǫ(u+ iv), 0 < ǫ≪ 1,
we see that at O(ǫ) we have the linear problem
∂tu = JLu , u = (u, v)T,
where
J =
 0 1
−1 0
 , L =
 −12∆− µ+ V (r) + 3U20 + V 20 2U0V0
2U0V0 −12∆− µ+ V (r) + U20 + 3V 20
 .
The eigenvalue problem of the form (5.1), i.e.,
JLu = λu , (5.14)
arises upon using the separation of variables ansatz u 7→ ueλt.
With respect to the standard inner-product on L2(R2) × L2(R2) the operator J is
boundedly invertible and skew-symmetric, while the operator L is self-adjoint. Further-
more, since the potential V (r) grows quadratically, and the magnitude of the solution
|u0(x, y)| = ρ(r, θ) decays exponentially fast as r → +∞, it is the case that L has a
compact resolvent. In order to construct the Krein matrix for the spectral problem we
first follow (5.5) and set
L+ = L, L− = −JLJ .
The construction of the Krein matrix requires that we consider the spectral problem on
the space perpendicular to the kernel of both operators. The fact that solutions to (5.13)
are invariant under u(x, y) 7→ u(x, y)eiφ and the spatial rotation u(x, y) 7→ u(x cos θ −
y sin θ, x sin θ+y cos θ) means that (generically) the kernel ofLwill be two-dimensional,
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so that (generically)
ker(L) = ker(L+) = span{
 −V0
U0
 ,
 (∂θρ) cosφ− (∂θφ)V0
(∂θρ) sinφ+ (∂θφ)U0
}
ker(−JLJ ) = ker(L−) = span{
 U0
V0
 ,
 (∂θρ) sin φ+ (∂θφ)U0
−(∂θρ) cosφ+ (∂θφ)V0
}.
(5.15)
If the solution has a radially symmetric density, i.e., ρ = ρ(r), then the dimension of
each kernel is (generically) one with
ker(L+) = span{
 −V0
U0
}, ker(L−) = span{
 U0
V0
}.
With this information at hand, and setting Π : L2(R2)×L2(R2) 7→ [ker(L+)⊕ker(L−)]⊥
to the the orthogonal projection, we can now compute the restricted operators
R = ΠL+Π, S−1 = ΠL−Π
to create the pencil
(R− zS)u = 0 , z = −λ2.
The Krein matrix K (z) ∈ Cn(S)×n(S) (see (5.12) will be created from this pencil using
the algorithm described in the previous section.
5.2.1 Single vortex state
Here we assume that the solution is a vortex of charge one. The solution is of the
form
u0(x, y) = ρ(r)e
iθ,
where the density profile satisfies ρ(0) = 0, and the phase rotates by 2π around the
vortex core, justifying the topological charge of the structure [11, 88]. The density and
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Figure 36: The single vortex state for a trap strength Ω = 0.2 and chemical potential µ = 3.
The left panel shows the contour plot of the density, and the right panel is the phase plot for the
wave function. In this case, the total number of grid points is n = 120, and the spatial step size
is ∆x = 0.25.
phase profiles for the single vortex state are shown in Fig. 36, and the corresponding
linearization spectrum is shown in Fig. 37. The absolute value of this configuration
is radially symmetric (a feature not shared by the vortex dipole state considered below),
while its decay for r →∞ is dictated by the underlying linear problem being exponential
for small µ [89] and resembling an inverted parabola for large µ [90] (the latter decay
features are also shared by the vortex dipoles below). The dependence of the relevant
eigenvalues as a function of the canonical parameter of the system, namely the chemical
potential µ associated with the number of atoms in the condensate, has been quantified
previously; see e.g. [88, 91]. We will confirm these findings via the Krein matrix, and
showcase particular examples for a few representative values of µ.
As we saw above, the kernels of the operators L± each have dimension one. For
small amplitude vortices where the nonlinear interactions are (almost) negligible it can
be shown via an analysis similar to that presented in [89] that the Hamiltonian-Krein
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Figure 37: The real and imaginary parts of the eigenfrequencies defined by ω = iλ for vortex
dipole state when n = 120 and ∆x = 0.25 as a function of the chemical potential µ. Since the
(red) dashed curve emanating from ω = 0.2 corresponds to an eigenvalue with negative Krein
signature, the fact that KHam = 2 means that there are no other eigenvalues with positive real
part (see 5.17). The wave is spectrally stable for all considered values of the chemical potential.
The eigenvalue which has negative Krein signature is highlighted as the (red) dashed line. Larger
(in magnitude) eigenvalues along the imaginary axis have a positive Krein signature and do not
lead to instabilities.
index satisfies KHam = 2. Following the discussion in section 5.1.3 we then know that
for the pencil (
kr + 2kc + 2k
−
i
)
(z) = 4, (5.16)
while for the original problem
(
kr + 2kc + 2k
−
i
)
(λ) = 2. (5.17)
Thus, if for the pencil there are two positive real zeros of the Krein eigenvalues which
correspond to an eigenvalue with negative Krein index, the rest of the spectrum for the
pencil must be positive and purely real. In other words, if for the original eigenvalue
problem there is a purely imaginary eigenvalue with negative Krein index, the rest of
the spectrum must be purely imaginary with positive Krein index. Consequently, once
we numerically find one purely imaginary eigenvalue with negative Krein signature, or
one set of eigenvalues with nonzero real part which satisfy the Hamiltonian eigenvalue
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symmetry, we need not search for any additional unstable eigenvalues. They simply do
not exist.
Regarding the numerical solution and analysis of the problem, we first discretize the
differential operator via a centered finite difference scheme using n data points and a spa-
tial interval of ∆x. The single vortex state - indeed, any stationary solution - is found by
applying Newton’s method to the discretized problem, treating it as a two-dimensional
boundary value problem and starting from a suitably proximal to it initial guess. As for
the spectral problem, the smallest (in norm) eigenvalues are computed using the MAT-
LAB function “eigs” on the discretized version of the operator JL; i.e., we construct the
linearization operator on the same domain as used for the fixed point iteration and uti-
lize standard routines (such as an implicitly restarted Arnoldi method within MATLAB)
to compute some of the smallest magnitude eigenvalues of the corresponding spectral
problem. This provides us with the linear stability results that will be compared with the
Krein matrix ones in the figures that follow. It is worth noting here that these spectral lin-
earization results can only be obtained by taking advantage of the sparse structure of the
underlying discretization matrix. Should the full eigenvalue spectrum of the linearization
problem be sought in this highly-demanding two-dimensional computation, MATLAB’s
routine “eig” would have been unable to produce the corresponding numerical results.
We now turn to a direct comparison of the numerical results for eigenvalues obtained
from the linear stability analysis (which has partially been presented in earlier publica-
tions, see e.g. [91]) and from the Krein matrix, presented for the first time for vortex
patterns of the GP equation herein. Here, we have confirmed the above findings with
µ = 0.45 in Fig. 38, and µ = 0.75 in Fig. 39. In both of these figures a spatial discretiza-
tion spacing of ∆x = 0.5 was used. Similar results were found with smaller values of
∆x. In the right panel of each figure the spectrum of JL was computed for both the
original formulation of 5.14 and the corresponding pencil formulation 5.8, and the re-
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Figure 38: (color online) The numerically generated spectral plot for n = 48, µ = 0.45, ∆x =
0.45. In the left panel the left plot is the numerically generated plot of the KHam = 2 Krein
eigenvalues. For this problem the Krein matrix is a meromorphic multiple of the identity; hence,
the two Krein eigenvalues coincide. The (red) crosses are the poles of the Krein matrix. If the
pole is removable (e.g., for z ∼ 0.155), then it corresponds to an eigenvalue with positive Krein
signature. Here we see two positive real zeros of the Krein eigenvalues for which the functions
have positive slope. Thus, for the pencil k−i (z) = 2 with kr(z) = kc(z) = 0, which means that
for the original problem ( 5.14) k−i (λ) = 1 with kr(λ) = kc(λ) = 0. The wave is spectrally
stable, but is not a (local) minimizer for the constrained Hamiltonian. In the right figure the
eigenvalues for JL are denoted by (blue) circles. The (green) crosses represent the poles of the
Krein matrix, and the (red) triangles are the eigenvalues of JL which are realized as zeros of the
Krein eigenvalues. The purely imaginary eigenvalue with negative Krein signature is shown as a
filled (red) triangle.
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sults of the two were found to agree within the accuracy of the eigenvalue solver. These
spectral results were then compared with the prediction of the Krein matrix in the right
panel. The agreement is excellent.
Unexpectedly, it turns out to be the case that for the problem at hand the Krein matrix
is a meromorphic multiple of the identity; hence, the two Krein eigenvalues coincide. In
both figures it is clear that there are then two zeros of the Krein eigenvalues at which the
slope of the curve is positive: this corresponds to an purely imaginary eigenvalue with
negative Krein signature. As stipulated by Hamiltonian-Krein index in ( 5.16), the rest
of the spectrum must be purely imaginary, and this is indeed seen to be the case.
For the spectrum there is not only the eigenvalue at λ = 0 which is due to the phase
U(1) gauge invariance of the model, there is also a double eigenvalue at λ = ±0.2i. The
latter frequency of double multiplicity is the so-called dipolar mode of the condensate
and pertains to a symmetry (oscillation of the entire condensate cloud in the x− or y−
direction with the trap frequency), and is hence invariant with respect to variations in µ.
One of these modes pertains to a pole of the Krein matrix, while the other is a zero of a
Krein eigenvalue. The eigenvalue with negative Krein signature always lies between the
origin and this double pair and is known to tend to the origin as the chemical potential
µ increases [88, 91]. Since the eigenvalue has negative signature, as predicted by the
theory it is realized as a zero of a Krein eigenvalue.
To showcase the relevance of this pole, the residues of the poles of the Krein matrix
are computed. If the numerically computed residue of the pole is of O(10−12), then we
say that the pole is removable, and hence it corresponds to an eigenvalue with positive
Krein signature. The residue is computed via the numerical integration
Res(K (z), zp) =
1
2πi
∮
C
K (z) dz ∼ 1
2πi
n∑
i=1
K (zp,i)∆zp,i.
Here zp is the relevant pole of the Krein matrix, n is the number of integration points
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Figure 39: The numerically generated spectral plot for n = 48, µ = 0.75, dx = 0.45. In the
left panel the left plot is the numerically generated plot of the KHam = 2 Krein eigenvalues. For
this problem the Krein matrix is a meromorphic multiple of the identity; hence, the two Krein
eigenvalues coincide. The (red) crosses are the poles of the Krein matrix, and the removable
singularities (e.g., z ∼ 0.08) correspond to eigenvalues with positive Krein signature. Here we
again see two positive real zeros of the Krein eigenvalues for which the functions have positive
slope. The wave is then spectrally stable with k−i (λ) = 1 for the problem ( 5.14). The notation
used in the right figure is similar to that in Fig. 38.
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on the simple positively oriented closed contour C which surrounds the pole (here the
contour is without loss of generality chosen to be a square centered on the pole), zp,i
is the point on the integration contour around the pole, and ∆zp,i is the segment on the
integration path.
When the chemical potential µ = 0.45 the first relevant pole we choose is located at
zp = 0.0021. For the increment of |∆zp,i| = 5 ∗ 10−6 it is seen that
∮
C
K (z) dz =
 −8.4 ∗ 10−12 − i2.1 ∗ 10−14 −4.5 ∗ 10−22 − i9.5 ∗ 10−20
−2.8 ∗ 10−21 − i1.1 ∗ 10−19 −8.4 ∗ 10−12 − i2.1 ∗ 10−14
 ,
so that |Res(K (z), 0.0021)| = O(10−12). The simple pole is removable, and corre-
sponds to a purely imaginary eigenvalue (the first red cross above zero in Fig. 38). The
fact that the singularity is removable is evidenced by the fact that neither of the Krein
eigenvalues has a singularity at the point. Now consider the pole at zp = 0.0478. It is
seen that
∮
C
K (z) dz =
 −i0.0057 −8.6 ∗ 10−18 − i3.0 ∗ 10−15
−5.5 ∗ 10−18 − i2.2 ∗ 10−15 −i0.0057
 ,
so that |Res(K (z), 0.0478)| = O(10−3), which is nonzero by our criterion. Alterna-
tively, we see that the pole is not removable because the Krein eigenvalues have a singu-
larity at that point. Since the singularity is not removable, this point does not correspond
to an eigenvalue.
5.2.2 Vortex dipole state
We now turn to a spectral analysis for the vortex dipole state, which is a stationary
vortex-antivortex state (see Fig. 40 for a typical example of its density and phase). When
Ω = 0.2 the vortex dipole state exists for µ > 0.68. It is interesting to note here that, as
shown in [91, 92], such states do not exist at the linear limit, but only bifurcate through
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Figure 40: The vortex dipole state for a trap strength Ω = 0.2 and chemical potential µ = 3.
The left panel shows the contour plot of the density, and the right panel is the phase plot for the
wave function. In this case, the total number of grid points is n = 120, and the spatial step size
is dx = 0.25.
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Figure 41: The real and imaginary parts of the eigenfrequencies defined by ω = iλ for vortex
dipole state when n = 480 and dx = 0.0625 as a function of the chemical potential µ. The wave
is spectrally unstable with kc(λ) = 1, (kc(z) = 2) when Imω > 0. When kc(λ) = 1 we know
by the Hamiltonian-Krein index for the wave that there are no other unstable eigenvalues. When
kc(λ) = kr(λ) = 0 in the figure, the eigenvalue associated with (red) circles has negative Krein
signature. By the Hamiltonian-Krein index we then know that there are no other non-plotted
eigenvalues with positive real part, so that in this case the wave is spectrally stable.
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Figure 42: The numerically generated spectral plot for the vortex dipole when Ω = 0.2 and
µ = 0.71. The left panel is the plot of the two Krein eigenvalues: the (red) crosses represent the
poles of the Krein matrix, and the removable singularities correspond to eigenvalues with positive
Krein signature. Note that k−i (z) = 2 for the pencil, and that as expected the zeros of the Krein
eigenvalues which correspond to eigenvalues with negative Krein signature coincide. In the right
panel the (blue) circles are the eigenvalues for JL, the (red) triangles are the eigenvalues which
correspond to zeros of the Krein eigenvalues, and the (green) crosses are the eigenvalues which
correspond to removable singularities of the Krein matrix - these eigenvalues have positive Krein
signature. The purely imaginary eigenvalue with negative Krein signature is shown as a filled
(red) triangle. The labeling of eigenvalues in the right panel is the same as for Fig. 38.
96
a supercritical pitchfork (symmetry-breaking) event at a critical point from the dark soli-
ton, which corresponds to the real-valued (first) excited state of the two-dimensional har-
monic oscillator. Since the density is not radially symmetric, it will (generically) be the
case that dim[ker(L±)] = 2. Furthermore, it is seen numerically that n(S) = KHam = 2,
so that by Lemma 1, we have the same index count for the pencil as (5.18); namely,
(
kr + 2kc + 2k
−
i
)
(z) = 4 ⇔ (kr + 2kc + 2k−i ) (λ) = 2. (5.18)
As in the previous example, there will be two Krein eigenvalues to be plotted. Unlike
the previous example, the Krein matrix will not be a meromorphic multiple of the iden-
tity; hence, the Krein eigenvalues will not generically overlap. If there are two positive
real zeros of the Krein eigenvalues for which the curves have positive slope, then the
spectrum for the pencil will be positive and purely real with k−i (z) = 2 (k−i (λ) = 1).
Otherwise the underlying wave will be unstable. As we will see, in our examples this
instability will arise when kc(z) = 2 (kc(λ) = 1). It is important to note here that for
the pencil it must be the case that if k−i (z) = 2, then each Krein eigenvalue has a pos-
itive zero at precisely the same point. This fact is a consequence of the relationship of
the spectrum between the original eigenvalue problem and the pencil; in particular, the
fact that the spectrum of the pencil “doubles up” the nonzero spectrum for the original
problem.
The spectrum once again features the twofold degenerate dipolar modes which are
associated with the oscillation with the trap frequency of the whole condensate in the x−
and y− directions. In addition to these modes, there exists a negative Krein signature
mode, which in this case collides with the mode departing from zero. This, in turn,
leads to the formation of an interval of µ-values where the spectrum possesses complex
eigenfrequencies associated with oscillatory instability. Therefore, when studying the
computation of the Krein matrix of the vortex dipole state and comparing its eigenvalues
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Figure 43: The numerically generated spectral plot for the vortex dipole when Ω = 0.2 and
µ = 0.80. The left panel is the plot of the two Krein eigenvalues: the (red) crosses represent
the poles of the Krein matrix, and the removable singularities correspond to eigenvalues with
positive Krein signature. Since there are no positive real zeros with positive slope, it must be the
case that for the pencil kc(z) = 2. In the right panel the (blue) circles are the eigenvalues for JL,
the (red) triangles are the eigenvalues which correspond to zeros of the Krein eigenvalues, and
the (green) crosses are the eigenvalues which correspond to removable singularities of the Krein
matrix - these eigenvalues have positive Krein signature. The labeling of eigenvalues in the right
panel is the same as for Fig. 38. The only difference is that the (blue) stars represent the complex
eigenvalues with nonzero real part as found by the zeros of the Krein eigenvalues.
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against the linearization analysis, we select two cases, namely µ = 0.71 and µ = 0.80.
As we see in Fig. 41, the former is before the collision of the two modes (i.e., kc(λ) = 0),
and the latter is after the collision has occurred (i.e., kc(λ) = 1). For larger values of µ
the complex-valued eigenvalues return to the imaginary axis.
When µ = 0.71 we show the computation of the Krein eigenvalues (left panel) and
the linearization spectrum (right panel) in Fig. 42. In the right panel it can be observed
that the zeros of the Krein eigenvalues are consistent with the eigenvalues found via the
linear stability analysis, except for the real eigenvalues, which are O(10−3) and are the
numerical approximation of the known zero eigenvalues. Regarding the left panel it is
seen from the inset that k−i (z) ≥ 2. From 5.18 we know that the Hamiltonian-Krein
index for the pencil is (
kr + 2kc + 2k
−
i
)
(z) = 4;
hence, for the pencil it is the case that k−i (z) = 2 with kr(z) = kc(z) = 0. For the
original problem it is then true that k−i (λ) = 1 with kr(λ) = kc(λ) = 0. The eigenvalue
with negative Krein signature is denoted by a (red) filled triangle in the right panel. As
a consequence of the index theory we know that all other eigenvalues must be purely
imaginary with positive Krein signature.
When µ = 0.80 we show the computation of the Krein eigenvalues (left panel) and
the linearization spectrum (right panel) in Fig. 43. Again, the zeros of the Krein eigen-
values are consistent with the eigenvalues found via the linear stability analysis except
for the real eigenvalues, which are O(10−3) and are the numerical approximation of the
known zero eigenvalues. From the right panel we see that kc(λ) ≥ 1. Upon using (5.18)
we then have that kc(λ) = 1 (kc(z) = 2) with kr(λ) = k−i (λ) = 0. As we see in the
left panel, as expected the Krein eigenvalues have no negative zeros, and no positive
zeros with positive slope; in other words, all of the zeros of the Krein eigenvalues cor-
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Figure 44: Phase plot for the Krein eigenvalues when µ = 0.80. The colors represent the
argument of the Krein eigenvalues, arg(λ(E1(z))) and arg(λ(E2(z))). The two white spots on
each of the two panels represent the complex eigenvalues, corresponding to z = 0.021 ± i0.09.
respond to purely imaginary eigenvalues with positive Krein signature. In conclusion,
as a consequence of the index theory we know that except for the one quartet of simple
eigenvalues with nonzero real and imaginary parts, all other eigenvalues must be purely
imaginary with positive Krein signature. The unstable eigenvalues cannot be detected
via the graph of the Krein eigenvalues in the left panel of Fig. 43. However, they can
be found by providing a phase plot for each Krein eigenvalue, which is done in Fig. 44
when µ = 0.80. The axes denote the complex z-plane, and the colorbar corresponds to
the phase of the eigenvalues of the Krein matrix. The points where the phase becomes
singular correspond to the location of the complex eigenvalues, and are labeled by the
white spots. It is clear from a standard winding number argument that each zero of the
Krein eigenvalue is simple, which is a verification of the fact that kc(z) = 2.
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5.3 Application: spectral analysis for multi-solitons of the GP equa-
tion
The model under consideration is the (1+1)-dimensional Gross-Pitaevskii equation
in the dimensionless form
i∂tu = −1
2
∂xxu+ V (x)u+ |u|2u− µu, (5.19)
where now V (x) = Ω2x2/2 is the external harmonic potential. When doing numerical
computations for this problem we assume Ω = 1. For this problem we are interested in
studying the spectrum associated with real-valued solutions. These will be denoted by
U0(x), and they will be realized as solutions of the ODE
−1
2
∂xxU0 + V (x)U0 + U
3
0 − µU0 = 0.
The solutions will have the property that U0(x)→ 0 exponentially fast as |x| → +∞.
The eigenvalue problem associated with the real-valued solution will be exactly that
as given in (5.14), except that now L will be diagonal, i.e., L = diag(L+,L−), with
L+ = −1
2
∂2x − µ+ V (x) + 3U20 , L− = −
1
2
∂2x − µ+ V (x) + U20 .
The fact that L is diagonal, i.e., the eigenvalue problem is in the canonical form
L+u = −λv, L−v = λu,
means that not only can more be said about the Hamiltonian-Krein index for the original
problem, but the index for the associated pencil will also change. This latter amendment
follows from the fact that the pencil can be formed directly without first passing to the
intermediate stage of “doubling-up” the eigenvalue problem.
Because the operators L±
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1. are Sturmian (e.g., see [81, Chapter 2.3])
2. contain the unbounded potential x2
3. contain a potential which decays exponentially fast as |x| → +∞,
the general properties of σ(L±) are well-understood:
1. σ(L±) ⊂ R is composed solely of point eigenvalues
2. each eigenvalue is geometrically and algebraically simple.
The operatorL+ will (generically) be invertible, whileL−U0 = 0 implies that dim[ker(L−)] =
1. If we let Π : X 7→ span{U0}⊥ denote the orthogonal (spectral) projection, and set
R = ΠL+Π, S−1 = ΠL−Π,
then the search for nonzero eigenvalues for the original problem is equivalent to finding
the spectrum of the pencil
(R− zS)u = 0, z = −λ2 ⇒ Ru = −λv, S−1v = λu.
The Hamiltonian-Krein index for the original eigenvalue problem is given by
KHam = n(R) + n(S)
(compare with (5.4)). Since Π is a spectral projection, it will be the case that n(S) =
n(L−). As for n(R), by using the Index Theorem in [71] it is the case that
n(R) = n(L+)− n(〈U0,L−1+ U0〉).
Upon using the fact that
L+(∂µU0) = U0 ⇒ 〈U0,L−1+ U0〉 =
1
2
∂µ〈U0, U0〉
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Figure 45: Linear stability analysis for the 3-dark-soliton states: left panel is Im(λ) versus µ,
while the right panel is the Re(λ) versus µ. The first critical value of µ where one pair of the
complex eigenvalues becomes purely imaginary is approximately µ = 4.46. The second critical
value where the other pair of complex eigenvalues becomes purely imaginary is approximately
µ = 10.29. The eigenvalue(s) which have negative Krein signature are shown as (red) dashed
lines.
we have the rewritten expression
n(R) = n(L+)− n(∂µ〈U0, U0〉).
In other words, the slope of the power curve P (µ) = 〈U0, U0〉 has a direct influence
on the number of negative directions of the operator L+ (this is the so-called Vakhitov-
kolokolov stability criterion for canonical Hamiltonian eigenvalue problems). In conclu-
sion, the Hamiltonian-Krein index for the canonical problem is
KHam = n(L+) + n(L−)− n(P ′(µ)), P (µ) = 〈U0, U0〉. (5.20)
There is also an instability criterion. The classical result of [82, 93] (recently re-
proven in [80] using the Krein matrix) allows us to say that a lower bound on kr(λ) is
caused by a difference in the number of negative directions of R and S. In other words,
kr(λ) ≥ |n(L−)− [n(L+)− n(P ′(µ))]|, (5.21)
which in particular implies the previously stated result that kr(λ) ≥ 1 if |n(L−) −
n(L+)| ≥ 2.
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Figure 46: (color online) The left panel shows the power P (µ) (see (5.20) versus the chemical
potential µ: the power plotted here is scaled by the max(P (µ)). The right panel demonstrates
the stationary solutions as µ varies. The solid blue, dashed green, and dash-dotted red curves
represent the cases of µ = 4.2, 4.6, 10.3 respectively. Here the grid size is n = 800 and the
spatial interval is ∆x = 0.025.
Regarding the Hamiltonian-Krein index for the pencil, the fact that the original sys-
tem no longer needs to be “doubled-up” in order to be put into canonical form means
that we just need to count eigenvalues with respect to the eigenvalue mapping z = −λ2
(see Fig. 34). In particular,
kr(λ) = kr(z), kc(λ) = kc(z), k
−
i (λ) = k
−
i (z),
which in the end means that the index for the pencil is precisely that for the original
problem, and is given in (5.20). Additionally, in the construction of the Krein matrix the
size no longer directly depends on KHam; instead, it will be of size n(S) = n(L−).
In the previous section we considered the spectral stability of solutions for which two
Krein eigenvalues could be used to locate the spectrum. We now consider an example
for which three Krein eigenvalues are needed. The steady-state solution U0 to be consid-
ered, hereafter called a 3-dark-soliton, is realized as a continuation of the Gauss-Hermite
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Figure 47: The spectral picture when µ = 4.2, for which kc(λ) = 2 and k−i (λ) = 1. In the
left panel is the plot of the three Krein eigenvalues. As predicted by the theory, there is only
one positive zero of a Krein eigenvalue for which the slope is positive. In the right panel the
eigenvalues for JL are denoted by (blue) circles. The (red) triangles are the eigenvalues of
JL which are realized as zeros of the Krein eigenvalues. The (blue) stars represent the complex
eigenvalues with nonzero real part as found by the zeros of the Krein eigenvalues. The eigenvalue
with negative Krein signature is marked with a (red) filled triangle. Note that this eigenvalue is
close to an eigenvalue with positive Krein signature, which implies that the system is close to a
Hamiltonian-Hopf bifurcation point.
105
function (8x3 − 12x)e−x2/2 from the chemical potential µ∗ = 3.5 (recall that we assume
Ω = 1). Let us first determine the Hamiltonian-Krein index associated with this solution.
A weakly nonlinear analysis along the lines of that presented in, e.g., [94], shows that
for |µ − µ∗| small, the power satisfies the relationship P ′(µ) > 0 (the details are left
for the interested reader). As we see from the numerics (see Fig. 46), this relationship
holds for all values of µ under consideration. Regarding the indices of the operators
L±, the combination of U0 having three zeros and Sturm-Liouville theory implies that
n(L−) = 3; consequently, in the Krein matrix analysis there will be three Krein eigen-
values to follow. Regarding the operator L+, it is the case that in the weakly nonlinear
limit n(L+) = 3: again, this relationship holds for all µ under consideration. Appealing
to (5.20) we see that KHam = 6; unfortunately, the lower bound of (5.21) on kr(λ) leads
to no definitive conclusion. Regarding the types of (potentially) unstable eigenvalues,
we have the following possibilities:
kr(λ) 0 0 0 0 2 2 2 4 4 6
kc(λ) 0 1 2 3 0 1 2 0 1 0
k−i (λ) 3 2 1 0 2 1 0 1 0 0
In Fig. 45 we show the location of the first few eigenvalues from the linear stability
analysis as a function of µ. It is always the case that kr(λ) = 0, while kc(λ) decreases
from two to one to zero. The decreasing of kc(λ) implies that k−i (λ) increases from one
to two to three. The critical values of µ for which kc(λ) decreases are approximately
µ ∼ 4.465 and µ ∼ 10.29. In Fig. 47 we show the plot of the Krein eigenvalues (left
panel) and full linearization spectrum (right panel) when µ = 4.2, when kc(λ) = 2 and
k−i (λ) = 1. The eigenvalue in the upper half-plane with negative Krein signature is
denoted with a (red) filled triangles. In Fig. 48 we show the plot of the Krein eigenvalues
(left panel) and full linearization spectrum (right panel) when µ = 4.46, when kc(λ) =
1 and k−i (λ) = 2. The two eigenvalues in the upper half-plane with negative Krein
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Figure 48: Similar to Fig. 47, except now µ = 4.46 and kc(λ) = 1 with k−i (λ) = 2.
signature are denoted with (red) filled triangles. Finally, in Fig. 49 we show the plot
of the Krein eigenvalues (left panel) and full linearization spectrum (right panel) when
µ = 10.30, when k−i (λ) = 3. The three eigenvalues in the upper half-plane with negative
Krein signature are denoted with (red) filled triangles.
Remark 8. In general, when considering N-dark-solitons to (5.19) it will be the case
that P ′(µ) > 0 with n(L+) = n(L−) = N . Consequently, when looking for the 2N
(potentially) unstable eigenvalues for the linearized problem it will be the case that N
Krein eigenvalues must be plotted.
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Figure 49: Similar to Fig. 47, except now µ = 10.30 and k−i (λ) = 3.
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C H A P T E R 6
EXPLORING VORTEX DYNAMICS IN THE PRESENCE
OF DISSIPATION: ANALYTICAL AND NUMERICAL
RESULTS
We systematically examine the stability and dynamics of vortices under the effect
of a phenomenological dissipation used as a simplified model for the inclusion of the
effect of finite temperatures in atomic Bose-Einstein condensates. An advantage of this
simplified model is that it enables an analytical prediction that can be compared directly
(and favorably) to numerical results. We then extend considerations to a case of con-
siderable recent experimental interest, namely that of a vortex dipole and observe good
agreement between theory and numerical computations in both the stability properties
(eigenvalues of the vortex dipole stationary states) and the dynamical evolution of such
configurations.
6.1 Single Vortex Solutions of the Dissipative Gross-Pitaevskii Equa-
tion
The dissipative GPE model can be expressed in the following dimensionless form
for a pancake shaped BEC (see e.g., Ref. [95] for the reductions that lead to such a
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quasi-two-dimensional description)
(i− γ)ut = −1
2
∆u+ V (r)u+ |u|2u− µu. (6.1)
Here, the dimensionless parameter γ is associated with the system’s temperature, and
physically relevant cases correspond to γ ≪ 1 [52, 96], although for illustration pur-
poses we will show also results even far from that regime. The field u represents the
quasi-two-dimensional BEC wavefunction, ∆ represents the Laplacian operator, the po-
tential V (r) = 1
2
Ω2r2 incorporates the effect of the external harmonic trap (Ω is the trap
frequency, r2 = x2 + y2), and µ stands for the chemical potential. The latter is directly
related to the number of atoms in the BEC, with the limit of large µ being suitable for
a particle-based description of coherent structures (in a semi-classical fashion; see e.g.,
Ref. [97]).
In the case of a single vortex, the stationary state is well-known to exist at the bot-
tom of the parabolic trap; in the Hamiltonian case of γ = 0, upon displacement from
the trap center, the vortex executes a circular precession around it [98] which has been
also very accurately quantified experimentally [99]. However, for γ 6= 0, the anomalous
(internal) mode of the vortex associated with the precessional motion becomes unstable.
This anomalous mode, as explained, e.g., in Ref. [95], is associated with the fact that the
vortex does not represent a ground state of the system. Nevertheless, it is a dynamically
stable entity in the absence of a dissipative channel, as it cannot shed energy away to
spontaneously turn into a ground state. Yet, as was rigorously proved in Ref. [60], the
existence of dissipation typically will render such anomalous modes (so-called negative
Krein sign modes) immediately unstable, as it will provide a channel enabling the ex-
pulsion of the coherent structure and the conversion of the system into its corresponding
ground state.
In Fig. 50, we depict the real and imaginary parts of the eigenfrequency associated
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with the anomalous mode of the vortex centered at the origin for different values of µ
as the dissipation is varied in 0 ≤ γ ≤ 3 for the DGPE (6.1). The mode has a positive
imaginary part of the eigenfrequency (i.e., a real part of the corresponding eigenvalue,
directly signaling the relevant instability) for any non-zero value of γ. In Fig. 51, we
show how the spectrum of the Hamiltonian case of γ = 0 gets modified by the presence
of the γ term, for the case of γ = 0.2; in addition, the “trajectory” of the relevant
eigenmodes of the spectrum is illustrated in the right panel, for different values of the
chemical potential µ.
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Figure 50: The left panel shows the non-vanishing imaginary part of the eigenfrequency asso-
ciated with the anomalous mode, as soon as the dissipative prefactor γ is non-zero for µ = 0.4
(solid blue line), µ = 0.8 (dashed red line), µ = 1 (dash-dotted green line) and µ = 1.6 (dotted
magenta line). The right panel is similar but now for the real part of the eigenfrequency. Here
Ω = 0.2.
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Figure 51: The left panel illustrates the linearization (so-called BdG) spectrum of the case γ = 0
(red crosses) and that of γ = 0.2 (blue circles) for µ = 1 and Ω = 0.2. The right panel shows
the spectrum for µ = 0.4 (blue circles), µ = 0.8 (red stars), µ = 1 (green crosses) and µ = 1.6
(magenta pluses) of γ = 0.2.
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Motivated by the above preliminary numerical results, we now develop a systematic
approach (based on the time evolution of the vortex energy) for accounting the effect
of the anti-damping term proportional to γ. In particular, we will seek to identify the
equations of motion for the center of a single vortex (x0, y0). In the case of γ = 0, the
energy [i.e., the Hamiltonian of Eq. (6.1)] reads
E =
∫∫
1
2
(|ux|2 + |uy|2)+ 1
2
(|u|2 − µ)2 + V |u|2dx dy. (6.2)
It is then straightforward to confirm by means of direct calculation that
dE
dt
= −2γ
∫∫
|ut|2dx dy. (6.3)
Let us now compute the left hand side of Eq. (6.3) for the case of a single vortex inside
the BEC. From the work of Ref. [100], we have that
E =
πρ0
2
((
1− r
2
0
R2TF
)
log
(
R2TF
ξ20
)
+
(
R2TF
r20
+ 1− 2 r
2
0
R2TF
)
log
(
1− r
2
0
R2TF
))
, (6.4)
where r0 =
√
x20 + y
2
0 and (x0, y0) is location of the vortex center, RTF = ( 2µΩ2 )
1
2 is the
Thomas-Fermi radius, ρ0 = µ and ξ0 = (2µ)−
1
2 are, respectively, the density and the
value of the healing length at the trap center. For small r0/RTF, i.e., vortices close to the
trap center, the first term in Eq. (6.4) dominates and thus:
E ≈ πρ0
2
(
1− r
2
0
R2TF
)
log
(
R2TF
ξ20
)
. (6.5)
Then, we have
dE
dt
≈ πρ0
2
(
log(
R2TF
ξ20
)(− 1
R2TF
)(2x0x˙0 + 2y0y˙0)
)
≈ −ωpr(2x0x˙0 + 2y0y˙0) (6.6)
where ωpr = πρ02 log(
R2
TF
ξ2
0
)( 1
R2
TF
) is an approximation to the vortex precession frequency.
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µ a1 a2 b1 b2
0.4 0.06698 0.01470 0.3795 0.03676
0.8 0.3676 0.05004 0.4961 0.0625
1 0.6021 0.0972 0.6215 0.0972
1.6 1.6359 0.4123 1.0121 0.2577
Table 1: Coefficients for the Pade´ approximation of a unitary charge vortex for different values
of the chemical potential µ for a trap strength of Ω = 0.2.
Now, we turn our attention to the right hand side of Eq. (6.3). Starting from Eq. (6.1)
with γ = 0 and substituting the following polar representation of a single vortex u(r, θ) =√
ρ(r) eiθ to Eq. (6.1), we obtain the familiar ODE for the radial vortex profile:
ρ′′ − ρ
′2
2ρ
+
ρ′
r
− 2ρ
r2
+ 4 (µ− ρ− V (r)) ρ = 0. (6.7)
The proposed form for ρ (from a Pade´ approximation; see e.g., Ref. [101]) is
ρ(r) =
r2(a1 + a2r
2)
1 + b1r2 + b2r4
e−Ω
2r2 (6.8)
where a2 = µb2. The coefficients a1, b1, and b2 computed by substitution for different
choices of chemical potential µ considered before and for a trap frequency of Ω = 0.2
are depicted in Table 1.
A subsequent substitution and direct evaluation for the right hand side of Eq. (6.3)
reads as follows:
− 2γ
∫∫
|ut|2dx dy
= −2γ
∫∫
|ut(x− x0(t), y − y0(t))|2dx dy
= −2γ
∫∫ (
∂v
∂ξ
(−x˙0) + ∂v
∂η
(−y˙0)
)
(
∂v∗
∂ξ
(−x˙0) + ∂v
∗
∂η
(−y˙0)
)
dξ dη
= −2γ (x˙02s+ y˙02s) (6.9)
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where
s =
∫∫
∂v
∂ξ
∂v∗
∂ξ
=
∫∫
∂v
∂η
∂v∗
∂η
, (6.10)
and Re(
∫∫
∂v
∂η
∂v∗
∂ξ
) = 0. Here, we have used the change of variables v(ξ, η) = u(x −
x0(t), y− y0(t)) where ξ = x− x0(t) and η = y− y0(t). The resulting integral constant
s can be directly evaluated using the above Pade´ approximation u = √ρ eiθ, finding that
s = 0.5864, 1.5977, 2.1003, 3.5911 for µ = 0.4, 0.8, 1, 1.6 respectively.
Using the above results at hand, one can combine the left and right hand side of
Eq. (6.3) and obtain
ωpr(x0x˙0 + y0y˙0) = sγ
(
x˙0
2 + y˙0
2
)
. (6.11)
From this, we can infer the equations of motion of the single vortex state. Looking for
equations of motion that correspond to rotation with anti-damping, we add a term pro-
portional to x˙0y˙0 to both sides of Eq. (6.11) and split it into the following two equations:
ωprx0 + y˙0 = sγx˙0, (6.12)
ωpry0 − x˙0 = sγy˙0. (6.13)
Then, the analytical expression for the complex eigenfrequency ω = ωr + i ωi is
ωi = Im(ω) =
ωprsγ
1 + (sγ)2
, (6.14)
ωr = Re(ω) =
ωpr
1 + (sγ)2
. (6.15)
At this level of approximation, the vortex (outward spiraling) trajectories can be given
explicitly as:
x = eωit (y0 sin (ωrt) + x0 cos (ωrt)) , (6.16)
y = eωit (y0 cos (ωrt)− x0 sin (ωrt)) . (6.17)
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This is a result which parallels the one derived for the case of the dark soliton (see,
e.g., Ref. [52]). We now provide a number of connections of this to earlier analytical
considerations.
It should be noted that our approach here is based on a particle picture that is most
suitable to use in the semi-classical or Thomas-Fermi limit of large µ. As discussed, e.g.,
in Ref. [46], this is the regime where it is relevant to consider the vortex as a “particle”
without internal structure, characterized solely by (x0, y0) (see also below for a numerical
quantification of this feature in the next section). On the other hand, earlier works such
as Refs. [102, 103] have explored both dissipative and stochastic effects on the motion of
the vortex, but in a different regime wherein the wavefunction can be approximated in a
Gaussian form. The latter is applicable closer to the linear regime of the system. In light
of these differences, we will not attempt a direct comparison of these predictions, but we
do note the close proximity of the final result of Eqs. (6.12)-(6.13) with, e.g., Eq. (25)
in Ref. [102]. Moreover, using the dimensional estimates presented therein, we evaluate
typical values of the parameter γ in the regime 0.00023 − 0.0023 for temperatures of
the order of 10 − 100nK. Nevertheless, in what follows here, we will consider larger
parameter intervals of γ (although some of our principal numerical illustrations will be
shown for these parameters). This will be partially because the anti-damping for these
temperatures represents a relatively weak effect for the time scales considered herein and
also because some of the interesting bifurcation phenomena explored below only arise at
larger (and thus somewhat less physical) values of γ.
An additional class of techniques for deriving such effective equations, also based on
conservation laws, has been developed from a rigorous perspective in Refs. [104, 105].
However, the latter work considers settings where the vortices evolve on a homogeneous
background in the absence of a trap. More recently, these rigorous methods have been
explored in the presence of a trap as well in Ref. [106]. We give in the Appendix an
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outline of how to utilize this class of methods in the current setting. This, in turn, leads
to a result similar to the one obtained above in Eqs. (6.12)-(6.13) and thus further cor-
roborates our theoretical predictions.
The above considerations can be generalized to the case of the vortex dipole follow-
ing a similar approximation as the one used in Ref. [107]. In particular, if we assume that
the effect of interaction of the “point vortices” (in our assumption of the large chemical
potential regime) is independent of the anti-damped motion of each single vortex, then
the equations of motion combining the two effects for the vortices constituting the dipole
state read:
x˙1 = −S1ωpr,1y1 − BS2y1 − y2
2ρ212
+ sγy˙1, (6.18)
y˙1 = S1ωpr,1x1 +BS2
x1 − x2
2ρ212
− sγx˙1, (6.19)
x˙2 = −S2ωpr,2y2 − BS1y2 − y1
2ρ212
− sγy˙2, (6.20)
y˙2 = S2ωpr,2x2 +BS1
x2 − x1
2ρ212
+ sγx˙2. (6.21)
where the centers of the vortices are (x1, y1) and (x2, y2), with respective charges S1 = 1
and S2 = −1, and s defined similarly as in the case of the single vortex case. For the rest
of our analysis, in order to capture the precessional frequency increase as we depart from
the BEC center and approach its outer rim, we will consider a slightly modified form for
the precession frequency for each vortex used by Ref. [107]:
ωpr,i =
ωpr
1− r2i
R2TF
, (6.22)
where ri =
√
x2i + y
2
i is the distance of each vortex to the trap center and ωpr =
Ω2
2µ
log Aµ
Ω
is the precession at the trap center and A = 8.88. Finally, the coefficient
B is a factor that takes into account the screening of the vortex interaction due to the
modulation of the density within the Thomas-Fermi background cloud in which the vor-
tices are seeded. In the case of a homogeneous background B = 2, but for modulated
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densities this value needs to be suitably modified; see, e.g., Ref. [108] for the form of
the interaction in the latter case. Here, we will adopt an approach similar to that of
Ref. [109], using an effective B = 1.35. This approach has been shown to yield accurate
results for multi-vortices in the case of γ = 0 [107].
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Figure 52: The upper four panels show the comparison of the imaginary (growth) part of the
vortex linearization eigenfrequency associated with the anomalous mode from the BdG numerical
analysis (solid blue) with the analytical results ωi [see Eq. (6.14)] (red dashed). The lower four
panels show the comparison of the real (oscillatory) part of the eigenfrequency associated with the
anomalous mode from the BdG numerical analysis (solid blue) with the analytical results ωr [see
Eq. (6.15)] (red dashed). From the left to the right, the cases shown are for µ = 0.4, 0.8, 1, 1.6,
respectively, and Ω = 0.2. Notice the progressively improving agreement as µ increases and the
Thomas-Fermi regime of vortex particle motion is reached.
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Figure 53: The figure shows the internal mode eigenfrequencies of the vortex dipole state associ-
ated with the anomalous mode from the BdG numerical analysis (dashed blue) as the dissipation
term γ varies from 0 to 3 for the chemical potential values of µ = 0.71, 0.80, 1, 1.6 versus the
analytical prediction (solid red). Here the trap frequency Ω = 0.2.
The effective equations of motion for two opposite charge vortices (6.18)–(6.21) ad-
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mit a steady state solution corresponding to a stationary VD [107]. The equilibrium
positions for the VD are (xeq, yeq) = (0,± B4ωpr+B/R2TF ). In the next section we investi-
gate the dynamics of single vortices and VDs in the presence of the phenomenological
dissipation and we compare them with predictions from the analytical results obtained
in this section.
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Figure 54: Anti-damped motion for a single vortex. The top row of panels corresponds to
the case of γ = 0 and the bottom to that of γ = 0.0023. The left set of panels in each case
depict snapshots of the density of a single vortex state at times t = 0, 20, 50, 80, 110, 150. The
right panels in each case present the dynamics of the single vortex state with the green iso-
surface stemming from the full PDE computation of Eq. (6.1) and the red crosses representing the
analytical result obtained from the vortex ODEs. Here the initial position is (x0, y0) = (0, 1.5),
the chemical potential µ = 1.6 and trap frequency Ω = 0.2.
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Figure 55: Anti-damped motion for a symmetric vortex dipole. Same layout as in Fig. 54. In
this case, the initial positions for the two vortices are (x1, y1) = (0, 1.75), (x2 , y2) = (0,−1.75),
while the chemical potential µ = 1.6 and the trap frequency Ω = 0.2.
6.2 Numerical Stability and Dynamics of Single Vortices and Vortex
Dipoles
We now turn to numerical computations to examine the validity of our analytical ap-
proximations. We examine the linearization (BdG) analysis around a single vortex in
Fig. 52, as well as around a stationary VD in Fig. 53. In the former, we observe the
good agreement of our theoretical prediction of Eqs. (6.12)-(6.13) in comparison with
the anomalous mode (complex) frequency associated with the single vortex spiraling
outward motion [the real part of the relevant eigenfrequency is associated with the pre-
cession around the center, while its imaginary part with the growing radius of the relevant
motion]. A noteworthy feature is how accurate the relevant prediction remains even for
quite large values of γ (a feature presumably associated with the non-perturbative nature
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Figure 56: Anti-damped motion for an asymmetric vortex dipole. Same layout as in Fig. 55 but
now for different initial positions of the vortex dipole, namely (x1, y1) = (0, 3.00), (x2 , y2) =
(0,−1.25), which do not possess the high symmetry of the previous figure. The rest of the
parameters are the same.
of our approach). On the other hand, it is also evident that the method is most accurate
in the case of large chemical potential, where the vortex can be characterized as a highly
localized “particle” (a nearly point vortex without internal structure), while it is notably
less successful very close to the linear limit of the problem (i.e. around µ = 0.4 shown
in the leftmost panel of the figure). Finally, another interesting observation is that the
relevant complex pair of eigenfrequencies corresponding to the former anomalous mode
never becomes real, i.e., the motion always remains a spiral one independently of the
strength of the anti-damping. This is different than what is known in one dimension
for the case of the dark soliton where for sufficiently large γ an over-damped regime of
exponential expulsion of the solitary wave emerges [52].
Interestingly, this last feature is also different than what can be observed in Fig. 53
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to take place in the case of the vortex dipole. In the latter, for sufficiently large γ indeed
there is a collision of the relevant vortex pair epicyclic internal mode eigenfrequencies.
This, in turn, results in the exponential expulsion of the VD constituents, a feature that
is never possible to observe for isolated vortices. Recall that in the case of the VD,
in accordance to what was shown in Ref. [109], there is a pair of internal modes of
the two-vortex bound state. One of these is a Goldstone mode of vanishing frequency
associated with the free rotation of the pair around the trap center. However, the second
mode refers to the epicyclic motion around the vortex dipole equilibrium observed in
Ref. [107]; this motion is also hinted at by the vortex dynamics of Ref. [110]. It is the
latter motion that leads to the instability (oscillatory or purely exponential, for small
or large γ, respectively) observed herein. Finally, it is reassuring to note that in the
dipole case, as in the single vortex case of Fig. 52, the theoretical approximation for the
eigenfrequency becomes more accurate as the chemical potential µ gets larger where the
vortices behave more like point particles.
We now turn to the dynamical evolution of both the single vortex and the counter-
rotating vortex pair. To that effect, we resort to direct numerical integration of Eq. (6.1)
for these states. In order to determine the position of the vortex as a function of time, we
compute the fluid velocity
vs = − i
2
u∗∇u− u∇u∗
|u|2 (6.23)
and the fluid vorticity is defined as ωvor = ∇×vs. Since the direction of the fluid vorticity
is always the z-direction, we can treat it as a scalar. We can determine the position of
the vortex via a local center of mass of the vorticity ωvor (around its maxima or minima).
However, in what follows, we will in fact represent the vorticity iso-contours, towards
exploring the full (2+1)-dimensional space-time motion (x, y, t) of the vortex.
Figure 54 compares the density profiles at different times and the full space-time
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vorticity dynamics of the single vortex for γ = 0 (i.e., the Hamiltonian case of pure con-
densate) with that of γ = 0.0023 (which represents the presence of a thermal component;
see also the relevant discussion of the previous section). In the right panels of the figure,
the vorticity isocontours are compared to the theoretical prediction based on our ODEs
of Eqs. (6.12)-(6.13) for the respective γ’s. Despite the obviously growing nature of the
exponential deviation for the spiraling case, we can still infer a good approximation of
both cases on the basis of our fully analytical results.
We now turn to the dynamics of the VD which are illustrated in the two characteristic
examples of Fig. 55 and Fig. 56. In each of these figures, we follow the same layout for
presenting the dynamics as above, i.e., we combine individual snapshots at different
times (of the left set of panels) with vorticity isocontour space-time evolutions compared
directly with our dynamical equations (6.18)–(6.21) on the right. In the first one of
these figures, we effectively excite the epicyclic precession mode of the vortex dipole as
represented for the pure condensate Hamiltonian case of the top panel for γ = 0. We note
that in the case of finite γ, the epicyclic trajectory will continue to expand outward until
the vortices essentially merge with the vanishing background of the cloud and disappear
thereafter. Similarly, in Fig. 56, and in a way reminiscent of Ref. [107], it can be seen
that in the Hamiltonian case of γ = 0, one of the vortices rotates closer to the trap center,
while the other one precesses further outside. On the other hand, in the presence of anti-
damping, the vortices rapidly spiral towards the Thomas-Fermi radius and cannot be
accurately tracked thereafter. Nevertheless, we observe that for the time scales simulated
herein, the particle-based ODEs qualitatively capture fairly accurately the dynamics of
the full PDE system.
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C H A P T E R 7
CONCLUSION
In this thesis, we have systematized the theoretical analysis of multiple dark-bright
solitons and their interactions at zero and finite temperature, dark-dark solitons inter-
actions in the two-component atomic Bose-Einstein condensates and vortices under the
effect of a phenomenological dissipation at finite temperature in atomic Bose-Einstein
condensates confined in a harmonic trap. Also we investigated the stability and dynam-
ics of those solutions using BdG analysis. It turns out that the numerical results are in
good agreement with the theoretical predictions.
Our theoretical analysis is based on the study of two coupled one-dimensional Gross-
Pitaevskii equations for the dark-bright and dark-dark solitons. For the dark-bright soli-
tons, we start from the case of a homogeneous condensate (in the absence of a trapping
potential). We have employed a Hamiltonian perturbation theory to analyze the inter-
action between two DB solitons, where we have found approximate expressions for the
interaction forces. Thus, we derived a classical equation of motion for the center of
mass of the DB-soliton pair and revealed the role of the phase difference between the
bright-soliton components. We also found that the equilibrium distance between the two
DB solitons that compose the stationary DB-soliton pair, with the semianalytical result
being in excellent agreement with the relevant numerical one. Moreover, we studied the
multiple DB solitons in the trap. In this case, we employed a simple physical picture,
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where the total force acting on the DB solitons was decomposed to an interaction force
(derived in the homogeneous case) and a restoring force induced by the trapping poten-
tial; the relevant characteristic frequency associated with the latter was the oscillation
frequency of a single DB soliton in the trap. While for the dark-bright soliton at finite
temperature, the analysis was similar to the dark-bright solitons at zero temperature and
we used the disspative Gross-Pitaevskii equation. The DB solions execute anti-damped
oscillations of growing amplitude for sufficiently low temperature, while if the relevant
parameter becomes sufficiently large, then the decay of the contrast of the solitons be-
comes exponential.
We also studied the stability and dynamics of beating dark-dark solitons in pseudo-
spinor Bose-Einstein consensates, where we illustrated the connection of these solitons
to the dark-bright solitons through SO(2) rotations. Such states persist in the presence of
the trap and oscillate with the frequency predicted for DB solitons. By Floquet analysis,
we identified beating DD solitons as stable periodic orbits in the integrable limit with
and without a trap. We have also investigated in detail the effect of the deviation from
the Manakov case by considering different from unity scattering length ratios. When
the deviation is small, the beating DD follows the integrable case; while for significant
deviation, the limit will eventually break up beating DD solitons in favour of dark-anti-
dark soliton entities. Also the discussion of DD solitons in this work has focused upon
those states that can be constructed, in the spatially extended Manakov case from the
SU(2) rotation of a DB soliton and confined states in the presence of a trapping potential.
Then we showcase a brief overview of the known facts for the eigenvalue counts of
the corresponding unstable spectra for the Hamiltonian eigenvalue problems. And we
implement the finite-dimensional techniques for locating the spectrum via the singular
points of the meromorphic Krein matrix. We believe that this approach can provide a
valuable alternative to the highly demanding computations that require a diagonalization
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of the linearization matrix, especially in two- and three- dimensional settings.
Next, we studied the energy-based, semi-analytical method for deriving the effective
dynamics of vortices in the presence of both an inhomogeneous background, and impor-
tantly, a damping term that accounts for the qualitative effect of the thermal cloud. In
the context of the simple, yet accurate at sufficiently low temperatures, dissipative Gross-
Pitaevskii equation, the single vortices were confirmed both analytically and numerically
to spiral outwards towards the rim of the condensate, disappearing in the corresponding
background. While the DGPE model is only valid far from the critical temperature,
this is nonetheless a relevant regime for numerous experiments given the excellent ex-
perimental control currently available. Starting from such a model, our considerations
provide an explicit analytical description of such spiraling enabling the quantification of
the relevant effect in the Thomas-Fermi regime where the vortex can be considered as a
’particle’. Also we have generalized such consideration to the case a vortex dipole and
we illustrated how the internal epicyclic motion of vortices is also converted into an out-
ward spiraling and how in the overdamped regime leading to an exponential expulsion
of the vortices from the cloud. In this setting, the analytical approximation provided a
faithful qualitative description of the corresponding dynamics.
These results may be a motivation for studies in a number of future directions. One
possibility is to extend the consideration of dark-bright solitons to the vortex-bright soli-
tons [39]. It would be relevant to identify whether the molecule states consisting of
two or three vortex-bright solitons can be constructed and whether the relative phases
of 0 and π between the bright solitons can still yield different stationary states. For the
beating dark-dark solitons, quantifying further the interactions between the beating DD
solitons, as well as studying in more detail the dark-anti-dark solitons that appear to
spontaneously arise from their breakup in the miscible regime are interesting extensions
of the work here in one-dimensional setting. Another direction is to generalize the dark-
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dark states into vortex-vortex states in two dimension and even to vortex ring-vortex ring
states in three dimensional settings. For the Krein matrix approach, it would also be rel-
evant to consider this approach for the case of solutions of other classes of Hamiltonian
problems such as the Korteweg-de Vries equations and their generalizations, or nonlin-
ear Klein-Gordon equations. Finally, for the dissipative vortices, one can consider more
complex two-dimensional settings including larger vortex clusters and co-rotating vortex
patterns. An additional direction that could be very relevant to explore would concern
the interplay of vortices with sound waves present in the system; this could become es-
pecially important in the context of the dipole, where the sound emitted from each of
the vortices could be affecting the motion of the other vortex within the pair, in a way
reminiscent of the recent analysis.
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