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Resumen
Para un álgebra R multi-filtrada se muestra que, bajo condiciones
favorables sobre el álgebra multi-graduada asociada G(R), es posible
levantar condiciones homológicas como la regularidad en el sentido de
Auslander o la propiedad de Cohen-Macaulay de G(R) a R. Como
aplicación, obtenemos que las C(q)–álgebras envolventes cuantizadas
Uq(C) definidas por DeConcini y Procesi en [4] son regulares Auslander
y Cohen-Macaulay. Para obtener estos resultados, se desarrolla una
técnica de multi-filtración para las llamadas extensiones acotadas y un
método de re-filtración, en combinación con resultados de McConnell
y Stafford ([13]) y DeConcini y Procesi (loc. cit.).
1. Propiedades de regularidad de álgebras no
conmutativas
Comienzo recordando, para conveniencia del lector, algunas nociones. Mis
referencias fundamentales aquí son [2] y [11].
Sea R un anillo noetheriano y M un módulo (por la izquierda o por la
derecha) finitamente generado sobre R. El número grado deM se define como
jA(M) = ı´nf{ i| Ext
i
R(M,R) 6= 0} ∈ N ∪ {+∞}
Diremos, por otra parte, que M satisface la condición de Auslander si
para todo i > 0 y todo submódulo N de ExtiR(M,R), se tiene que jR(N) >
i. Cuando la dimensión global homológica de R sea finita y todo módulo
finitamente generado satisfaga la condición de Auslander, diremos que R es
regular Auslander.
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Si ahora el anillo R es un álgebra finitamente generada sobre un cuerpo
k, podemos definir la dimensión de Gelfand-Kirillov de cada módulo (ver [10]
para un extenso estudio de esta dimensión). El álgebra R se llama Cohen-
Macaulay si
GKdim(M) + jR(M) = GKdim(R)
para todo R–módulo finitamente generado.
La propiedad Cohen-Macaulay, en conjunción con la regularidad, es in-
teresante porque, en su presencia, es posible estudiar la catenaridad de al-
gunas álgebras cuantizadas (ver [8]) o la estructura del último punto de la
resolución inyectiva minimal de los módulos regulares RR y RR (ver [7]).
Seguidamente, voy a refrescar algunos resultados básicos sobre ciertas
álgebras cuantizadas que nos serán de utilidad. Si Q = (qij) es una matriz
cuadrada de tamaño s× s multiplicativamente antisimétrica con coeficientes
en k, el espacio cuántico asociado OQ(ks) = kQ[x1, . . . , xs] está generado
como k–álgebra por variables x1, . . . , xs sujetas a las relaciones xjxi = qjixixj .
Un hecho fundamental es que este álgebra es una extensión iterada de Ore
OQ(k
s) = k[x1][x2; σ2] · · · [xs; σs],
donde σj(xi) = qjixi para 1 6 i < j 6 s.
Para nuestros propósitos nos interesarán algunas localizaciones sencillas
de los espacios cuánticos. Así, tomemos algunas de las variables que, por sim-
plicidad en la notación, suponemos ser x1, . . . xt con t 6 s. Como x1, . . . , xt
son elementos normales, el conjunto multiplicativo S que generan es un con-
junto de Ore (ver [10, Lemma 4.1]), podemos considerar la localización de
OQ(k
s) en este conjunto, que denotaremos por
kQ[x
±1
1 , . . . , x
±1
t , xt+1, . . . , xs]
El siguiente resultado es bien conocido en este área; no obstante, no he
encontrado una referencia cómoda, por lo que incluyo su enunciado y una
demostración.
Proposición 1.1. El álgebra A = kQ[x
±1
1 , . . . , x
±1
t , xt+1, . . . , xs] es regular
Auslander y Cohen-Macaulay.
Demostración. Es claro que A es una extensión iterada de Ore de un álgebra
de McConnell-Pettit, luego su dimensión global homológica es finita por [12,
3.1] y [5, Theorem 4.2]. Por otra parte el espacio afín cuántico
kQ[x1, . . . , xt, xt+1, . . . , xs]
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es regular Auslander y Cohen-Macaulay (ver, por ejemplo, [8, Theorem 3.5]).
Por [1, Proposition 2.1], A verifica la condición de Auslander. Como el con-
junto multiplicativo generado por x1, . . . , xt está formado por monomios que
son elementos normales locales en el espacio afín cuántico, entonces, por [1,
Theorem 2.4], nuestra álgebra A es asímismo Cohen-Macaulay.
2. Álgebras y módulos multi-filtrados
En este trabajo Nn denotará el monoide libre conmutativo con n generado-
res ǫ1, . . . , ǫn. Los elementos de Nn, que llamaremos usualmente multi-índices,
estarán representados por vectores α = (α1, . . . , αn) con componentes enteras
no negativas, siendo la operación del monoide la adición usual de vectores.
De esta forma, los generadores ǫ1, . . . , ǫn son los vectores de la base canóni-
ca. Aunque haremos uso de monoides de diferentes dimensiones, la notación
para sus generadores no variará, ya que el contexto no deja dudas en cada
caso. El soporte Sop(α) de un multi-índice α se define como el conjunto de
los índices i = 1, . . . , n tales que αi 6= 0.
Definición 2.1. Diremos que una relación de orden total  en Nn es un
orden admisible si
1. Si α  β, entonces α + γ  β + γ, para α, β, γ ∈ Nn.
2. 0  α para todo α ∈ Nn.
Usaremos la notación (Nn,) para representar esta situación.
Una observación fundamental es que, por el Lema de Dickson, todo orden
admisible hace de Nn un conjunto bien ordenado. Aunque el único orden
admisible sobre N es el usual, la abundancia de órdenes admisibles par n > 1
está garantizada por el hecho de que hay una cantidad no numerable de ellos.
A partir de este momento, K designará un anillo conmutativo y k un
cuerpo (conmutativo).
Definición 2.2. Una (Nn,)–filtración sobre una K–álgebra R es una fa-
milia de K–submódulos F (R) = {Fα(R) | α ∈ Nn} de R satisfaciendo los
siguientes axiomas:
1. Si α  β, entonces Fα(R) ⊆ Fβ(R).
2. Para cualesquiera γ, δ ∈ Nn, se tiene Fγ(R)Fδ(R) ⊆ Fγ+δ(R).
3.
⋃
α∈Nn Fα(R) = R.
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4. 1 ∈ F0(R).
Muchas veces relajaremos la notación F (R) y pondremos, simplemente, F .
Cuando n = 1, la anterior definición coincide, exactamente, con la de-
finición usual de filtración positiva. Al igual que en el caso de filtraciones,
tenemos la noción de módulos multi-filtrado.
Definición 2.3. Supongamos dada una (Nn,)–filtración F (R) sobre R y
sea M un R–módulo por la izquierda. Una (Nn,)–filtración F (M) sobre
M es una familia F (M) = {Fα(M) | α ∈ Nn} de K–submódulos de M
satisfaciendo las siguientes condiciones:
1. Si α  β, entonces Fα(M) ⊆ Fβ(M).
2. Para cualesquiera γ, δ ∈ Nn, se tiene que Fγ(R)Fδ(M) ⊆ Fγ+δ(M).
3.
⋃
α∈Nn Fα(M) = M .
La noción de álgebra y módulo graduado asociado a los respectivos ob-
jetos filtrados será fundamental para nosotros. La construcción es bastante
natural si escribimos para cada γ ∈ Nn,
F−γ (M) =
⋃
γ′≺γ
Fγ′(M)
para un módulo multi-filtrado M (entendemos que F−0 (M) = {0}). Conside-
remos el K–módulo
Gγ(M) =
Fγ(M)
F−γ (M)
y definamos el K–módulo Nn–graduado
G(M) = ⊕γ∈NnGγ(M)
Para r + F−γ (R) ∈ Gγ(R) y m+ F
−
δ (M) ∈ Gδ(M), definamos
(r + F−γ (R))(m+ F
−
δ (M)) = rm+ F
−
γ+δ(M)
Si M = R, entonces tenemos un producto en G(R) que lo hace un álgebra
N
n–graduada sobre K. Además, G(M) se convierte así en un G(R)–módulo
por la izquierda Nn–graduado. Llamaremos a G(R) (resp. a G(M)), álgebra
(resp. módulo) graduado asociado. Cuando sea necesario, subrayaremos la
dependencia de esta construcción con respecto de la multi-filtración usando
la notación GF (R) o GF (M).
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Íntimamente ligado a la noción de módulo graduado asociado se encuentra
el concepto de multi-grado de un elemento de M . Concretamente, dado m ∈
M , llamamos multi-grado de 0 6= m ∈ M , notación mdegF (m), al mínimo
(con respecto de ) de los multi-índices α ∈ Nn tales que m ∈ Fα(M). Es de
reseñar quem+F−mdegF (m)(M) es un elemento homogéneo de gradomdegF (m)
de G(M).
El primer resultado esperanzador sobre la utilidad del método de las
multi-filtraciones es el siguiente (ver [6, Theorem 1.5] para su (sencilla) de-
mostración).
Teorema 2.4. (Teorema de la Base de Hilbert) Sea R un anillo multi-filtrado
tal que G(R) es noetheriano por la izquierda. Entonces R es noetheriano por
la izquierda.
Otro resultado motivador para intentar dotar de multi-filtraciones a las
álgebras de manera que el álgebra multi-graduada asociada sea sencilla es el
siguiente (ver [6, Theorem 2.8]).
Teorema 2.5. Sea M un módulo por la izquierda multi-filtrado sobre un ál-
gebra multi-filtrada R. Supongamos que G(R) es un álgebra finitamente gene-
rada y que G(M) es un G(R)–módulo por la izquierda finitamente generado.
Entonces
GKdim(RM) > GKdim(G(R)G(M))
Si, además, las multi-filtraciones son finito-dimensionales, entonces
GKdim(RM) = GKdim(G(R)G(M))
Este último resultado es fundamental para obtener la exactitud de la di-
mensión de Gelfand-Kirillov en una amplia clase de álgebras (ver [6, Theorem
2.10]).
3. Multi-filtraciones y extensiones acotadas
Comenzamos estudiando un método de multi-filtración para ciertas ex-
tensiones de álgebras.
Dados elementos x1, . . . , xs de un anillo R y un multi-índice de com-
ponentes enteras no negativas γ = (γ1, . . . , γs) ∈ Ns, usaremos la nota-
ción xγ = xγ11 · · ·x
γs
s y llamaremos a estos elementos monomios estándar
en x1, . . . , xs.
Consideremos monoides ordenados (Nm,1), (Ns,2) y (Nn,), con 1
,2 y  órdenes admisibles, y morfismos de monoides ordenados ϕ : Nm →
Nn y ψ : Ns → Nn. Sea A ⊆ B una extensión de K–álgebras, para K un
anillo conmutativo verificando las siguientes condiciones:
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(EA1) LaK–álgebraA está dotada de una (Nm,1)–filtración F = {Fα(A) | α ∈
Nm}.
(EA2) La K–álgebra B está generada por A junto con una cantidad finita
de elementos x1, . . . , xs ∈ B.
(EA3) Para cada i = 1, . . . , s y cada α ∈ Nm se tiene que
xiFα(A) ⊆ Fα(A)xi +
∑
ϕ(γ1)+ψ(γ2)≺ϕ(α)+ψ(ǫi)
Fγ1(A)x
γ2
(EA4) Para cada 1 6 i < j 6 s existe qji ∈ F0(A) tal que
xjxi − qjixixj ∈
∑
ϕ(γ1)+ψ(γ2)≺ψ(ǫi+ǫj)
Fγ1(A)x
γ2
Definición 3.1. Diremos que la B es una extensión (ϕ, ψ)–acotada por la
izquierda del álgebra multi-filtrada A cuando las condiciones (EA1), (EA2),
(EA3) y (EA4) son satisfechas.
En la Definición 3.1 se admite el caso m = 0, entendiendo que N0 es el
semigrupo trivial y la filtración sobre A es trivial (si se quiere, A no se supone
en tal caso dotado de filtración alguna). En tal caso, ϕ = 0. Destacaremos
dos casos particulares de extensiones (ϕ, ψ)–acotadas por la izquierda.
Definición 3.2. Supongamos n = m + s en la Definición 3.1, y pongamos
ϕ : Nm → Nm+s y ψ : Ns → Nm+s definidas por ϕ(α) = (α, 0), ψ(β) = (0, β).
Si definimos  como
(α1, α2)  (β1, β2)⇔


α2 ≺2 β2
or
α2 = β2 and α1 1 β1
entonces las condiciones (EA3) y (EA4) se escriben entonces como
1. Para cada i = 1, . . . , n y cada α ∈ Nm se tiene que
xiFα(A) ⊆ Fα(A)xi +
∑
γ≺2ǫi
Axγ
2. Para cada 1 6 i < j 6 n existe qji ∈ A tal que
xjxi − qjixixj ∈
∑
γ≺2ǫi+ǫj
Axγ
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La extensión B se llamará una extensión –acotada por la izquierda de A. En
el caso de que qji ∈ U(A), el grupo de unidades de A, para todo 1 6 i < j 6 s,
diremos que B es una extensión cuántica –acotada de A. Observemos que
si A ⊆ Cen(B), el centro de B, (por ejemplo, si A = K), entonces la única
condición relevante es la segunda.
Definición 3.3. Si tomamos m = 0 y n = 1 en la Definición 3.1, entonces
ψ proporciona el vector w = (w1, . . . , ws) ∈ Ns dado por wi = ψ(ǫi) para
i = 1, . . . s. En tal caso, ϕ = 〈w,−〉, donde 〈−,−〉 denota el producto escalar
usual, y, para un monomio estándar xγ, ψ(γ) = 〈w, γ〉 = w1γ1 + · · ·+ wsγs
es su grado total w–ponderado. Las condiciones (EA3) y (EA4) se escriben
entonces como
1. Para cada i = 1, . . . , s se tiene que
xiA ⊆ Axi +
∑
〈w,γ〉<wi
Axγ
2. Para cada 1 6 i < j 6 s existe qji ∈ A tal que
xjxi − qjixixj ∈
∑
〈w,γ〉<wi+wj
Axγ
Observemos que el papel del orden 2 se torna, en este caso, un tanto irrele-
vante puesto que, dado cualquier w ∈ Ns, siempre podemos escoger 2=w
y ψ = 〈w,−〉. En este caso diremos que B es una extensión w–acotada por
la izquierda de A.
Nuestro primer objetivo es demostrar la siguiente proposición.
Proposición 3.4. Sea A ⊆ B una extensión (ϕ, ψ)–acotada. Para cada α ∈
Nn, definamos el K–submódulo de B
Fα(B) =
∑
ϕ(α1)+ψ(α2)α
Fα1(A)x
α2
Entonces F = {Fα(B) | α ∈ N
n} es una (Nn,)–filtración sobre B.
Demostración. De la misma definición de F se sigue que
Fα(B) ⊆ Fβ(B) si α  β (1)
Además, la inclusión F0(A) ⊆ F0(B) garantiza que 1 ∈ F0(B). Para comple-
tar una demostración de la Proposición 3.4, hemos de demostrar que
Fγ(B)Fδ(B) ⊆ Fγ+δ(B) (2)
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y que ⋃
α∈Nn
Fα(B) = B. (3)
Para demostrar (2) y (3) vamos a necesitar un lema técnico previo. In-
troducimos para ello el orden admisible ′ sobre Ns×Nn proporcionado por
la siguiente definición
(λ, ν) ′ (λ′, ν ′)⇔


ν ≺ ν ′
ν = ν ′ y λ 2 λ
′
(4)
para (λ, ν), (λ′, ν ′) ∈ Ns × Nn.
La notación aβ indicará un elemento de A que pertenece a Fβ(A), para
β ∈ Nm.
Lema 3.5. Dados (α1, α2), (β1, β2) ∈ N
m×Ns escribamos α = ϕ(α1)+ψ(α2)
y β = ϕ(β1) + ψ(β2). Para cualesquiera elementos
r = rα1xα2 +
∑
(µ2,ϕ(µ1)+ψ(µ2))≺′(α2,α)
rµ1xµ2
y
s = sβ1xβ2 +
∑
(ν2,ϕ(ν1)+ψ(ν2))≺′(β2,β)
sν1xν2
entonces
rs = tα1+β1xα2+β2 +
∑
(ω2,ϕ(ω1)+ψ(ω2))≺′(α2+β2,α+β)
tω1xω2 .
Demostración del lema. Antes que nada, introduzcamos una notación ade-
cuada: dado λ = ϕ(λ1) + ψ(λ2) para algún (λ1, λ2) ∈ Nm × Ns, el símbolo
o↓(λ2,λ) denotará un elemento de la forma
∑
(ρ2,ϕ(ρ1)+ψ(ρ2))≺′(λ2,λ)
uρ1xρ2 (en-
tendemos que o↓(0,0) = 0). Con esta notación, lo que pretendemos demostrar
es que
(rα1xα2 + o↓(α2,α))(s
β1xβ2 + o↓(β2,β)) = t
α1+β1xα2+β2 + o↓(α2+β2,α+β) (5)
Sea Γ el conjunto de los pares, (α1, α2), (β1, β2) ∈ Nm×Ns tales que existen
elementos r = rα1xα2 + o↓(α2,α) y s = s
β1xβ2 + o↓(β2,β) que no satisfacen
la igualdad (5). Por supuesto, queremos demostrar que Γ es un conjunto
vacío. Razonando por reducción al absurdo, supongamos que Γ fuese no vacío
y elijamos (α1, α2), (β1, β2) ∈ Γ tales que (α2, α) + (β2, β) es mínimo con
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respecto de ′, donde α = ϕ(α1) + ψ(α2) y β = ϕ(β1) + ψ(β2), y sean
r, s ∈ B elementos que no satisfacen (5). La contradicción que deduciremos
es que, después de todo, r, s sí satisfacen (5). Si (α2, α) + (β2, β) = (0, 0),
entonces
rs = (rα1 + o↓(0,0))(s
β1 + o↓(0,0)) = r
α1sβ1 = tα1+β1
por ser {Fγ(A) | γ ∈ Nm} una multi-filtración, lo que entra en contradicción
con la elección de (α1, α2), (β1, β2). Por tanto, (α2, α) + (β2, β) 6= (0, 0) y,
por minimalidad, tenemos que para cualesquiera (γ1, γ2), (δ1, δ2) ∈ Nm × Ns
tales que (γ2, γ) + (δ2, δ) ≺′ (α2, α) + (β2, β) con γ = ϕ(γ1) + ψ(γ2) y δ =
ϕ(δ1) + ψ(δ2) se tiene que
(rγ1xγ2 + o↓(γ2,γ))(s
δ1xδ2 + o↓(δ2,δ)) = t
γ1+γ2xγ2+δ2 + o↓(γ2+δ2,γ+δ) (6)
Afirmamos que, entonces, siempre que (γ2, γ)+ (δ2, δ) ′ (α2, α)+ (β2, β), se
tiene
o↓(γ2,γ)s
δ1xδ2 = o↓(γ2+δ2,γ+δ), (7)
rγ1xγ2o↓(δ2,δ) = o↓(γ2+δ2,γ+δ), (8)
o↓(γ2,γ)o↓(δ2,δ) = o↓(γ2+δ2,γ+δ). (9)
En efecto, demostremos (7). Por definición,
o↓(γ2,γ) =
∑
(λ2,ϕ(λ1)+ψ(λ2))≺′(γ2,γ)
aλ1xλ2 . (10)
Sea (µ2, µ) ∈ Ns×Nn el máximo, con respecto de ′ del conjunto finito cuyos
elementos son los de la forma (λ2, ϕ(λ1) + ψ(λ2)) con aλ1xλ2 6= 0. Entonces
la ecuación (10) se puede reescribir como
o↓(γ2,γ) =
∑
(λ2,ϕ(λ1)+ψ(λ2))=(µ2 ,µ)
aλ1xλ2 +
∑
(λ2,ϕ(λ1)+ψ(λ2))≺′(µ2,µ)
aλ1xλ2 (11)
El primer sumando del segundo miembro en (11) es de la forma
(
∑
ϕ(λ1)+ψ(µ2)=µ
aλ1)xµ2 ,
luego, tomando µ1 el máximo con respecto de 1 de los λ1 que aparecen en
dicha suma, tenemos que bµ1 =
∑
ϕ(λ1)+ψ(µ2)=µ
aλ1 ∈ Fµ1(A) y, por tanto,
o↓(γ2,γ) = b
µ1xµ2 + o↓(µ2,µ) (12)
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con (µ2, µ) ≺′ (γ2, γ). De aquí,
(µ2, µ) + (δ2, δ) ≺
′ (γ2, γ) + (δ2, δ) 
′ (α2, α) + (β2, β)
Por tanto, en vista de (6) y (12), tenemos
o↓(γ2,γ)s
δ1xδ2 = tµ1xµ2 + o↓(µ2+δ2,µ+δ) = o↓(γ2+δ2,γ+δ)
Las demostraciones de (8) y (9) se pueden construir análogamente.
De (7), (8) y (9) deducimos que
rs = (rα1xα2 + o↓(α2,α))(s
β1xβ2 + o↓(β2,β))
= rα1xα2sβ1xβ2 + rα1o↓(β2,β) + o↓(α2,α)s
β1xβ2 + o↓(α2,α)o↓(β2,β)
= rα1xα2sβ1xβ2 + o↓(α2+β2,α+β) + o↓(α2+β2,α+β) + o↓(α2+β2,α+β)
= rα1xα2sβ1xβ2 + o↓(α2+β2,α+β)
Esto muestra que para obtener que r, s satisfacen (5), podemos suponer sin
pérdida de generalidad que r = rα1xα2 y s = sβ1xβ2. Desde luego, si α2 = 0,
no tenemos nada que demostrar, así que supongamos que α2 6= 0. En este
caso, xα2 = xixα2−ǫi. Entonces
xα2sβ1 = xix
α2−ǫisβ1
= xi(t
β1xα2−ǫi + o↓(α2−ǫi,ϕ(β1)+ψ(α2−ǫi))) (por (6))
= xit
β1xα2−ǫi + xio↓(α2−ǫi,ϕ(β1)+ψ(α2−ǫi))
= xit
β1xα2−ǫi + o↓(α2,ϕ(β1)+ψ(α2)) (por (8))
= (qβ1xi + o↓(ǫi,ϕ(β1)+ψ(ǫi)))x
α2−ǫi + o↓(α2,ϕ(β1)+ψ(α2)) (por (EA3))
= qβ1xix
α2−ǫi + o↓(α2,ϕ(β1)+ψ(α2)) (por (7))
= qβ1xα2 + o↓(α2,ϕ(β1)+ψ(α2))
De esta forma,
rα1xα2sβ1xβ2 = rα1(qβ1xα2 + o↓(α2,ϕ(β1)+ψ(α2)))x
β2
= rα1qβ1xα2xβ2 + rα1(o↓(α2,ϕ(β1)+ψ(α2))x
β2)
= sα1+β1xα2xβ2 + rα1o↓(α2+β2,ϕ(β1)+ψ(α2+β2)) (por (7))
= sα1+β1xα2xβ2 + o↓(α2+β2,ϕ(α1+β1)+ψ(α2+β2)) (por (8))
Escribamos la igualdad recién obtenida para futura referencia
rα1xα2sβ1xβ2 = sα1+β1xα2xβ2 + o↓(α2+β2,ϕ(α1+β1)+ψ(α2+β2)) (13)
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El tramo final de esta demostración consiste en obtener una «representación
estándar» de xα2xβ2 , para lo que procedemos como sigue: Podemos suponer,
sin pérdida de generalidad, que tanto α2 como β2 son multi-índices no nulos,
entonces Sop(α2) y Sop(β2) son subconjuntos no vacíos de {1, . . . , n}, con-
junto éste que consideramos ordenado con el orden natural. Sea h (resp. i) el
mínimo de Sop(α2) (resp. Sop(β2)), y sea j (resp. k) el máximo de Sop(α2)
(resp. Sop(β2)). Vamos a distinguir tres casos.
Caso h ≤ i: Entonces
xα2xβ2 = xhx
α2−ǫhxβ
= xh(t
0xα2−ǫh+β2 + o↓(α2−ǫh+β2,ψ(α2−ǫh+β2))) (por (6))
= xht
0xα2−ǫh+β2 + o↓(α2+β2,ψ(α2+β2)) (por (8))
= (q0xh + o↓(ǫh,ψ(ǫh)))x
α2−ǫh+β2 + o↓(α2+β2,ψ(α2+β2)) (por (EA3))
= q0xhx
α2+β2 + o↓(α2+β2,ψ(α2+β2)) (por (7))
= q0xα2+β2 + o↓(α2+β2,ψ(α2+β2))
Caso j 6 k: Aquí,
xα2xβ2 = xα2xβ2−ǫkxk
= (t0xα2+β2−ǫk + o↓(α2+β2−ǫk,ψ(α2+β2−ǫk)))xk (por (6))
= t0xα2+β2−ǫkxk + o↓(α2+β2,ψ(α2+β2)) (por (7))
= toxα2+β2 + o↓(α2+β2,ψ(α2+β2))
Caso h > i y j > k: Observemos que, necesariamente, i < j. Procedemos
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como sigue:
xα2xβ2 = xα2−ǫjxjxix
β2−ǫi
= xα2−ǫj(qjixixj + o↓(ǫi+ǫj ,ψ(ǫi+ǫj)))x
β2−ǫi (por (EA4))
= xα2−ǫjqjixixjx
β2−ǫi + xα2−ǫjo↓(ǫi+ǫj ,ψ(ǫi+ǫj))x
β2−ǫi
= (q0xα2−ǫj + o↓(α2−ǫj ,ψ(α2−ǫj)))xixjx
β2−ǫi
+ xα2−ǫjo↓(ǫi+ǫj ,ψ(ǫi+ǫj))x
β2−ǫi (por (EA3))
= q0xα2−ǫjxixjx
β2−ǫi + o↓(α2−ǫj ,ψ(α2−ǫj))xixjx
β2−ǫi
+ o↓(αi+ǫi,ψ(αi+ǫi))x
β2−ǫi (por (8))
= q0xα2−ǫjxixjx
β2−ǫi + o↓(α2−ǫj ,ψ(α2−ǫj))xixjx
β2−ǫi
+ o↓(α2+β2,ψ(α2+β2)) (por (7))
= q0xα2−ǫjxixjx
β2−ǫi + o↓(α2−ǫj+ǫi,ψ(α2−ǫj+ǫi))xjx
β2−ǫi
+ o↓(α2+β2,ψ(α2+β2)) (por (7))
= q0xα2−ǫjxixjx
β2−ǫi + o↓(α2+ǫi,ψ(α2+ǫi))x
β2−ǫi
+ o↓(α2+β2,ψ(α2+β2)) (por (7))
= q0xα2−ǫjxixjx
β2−ǫi + o↓(α2+β2,ψ(α2+β2)) (por (7))
= q0(t0xα2−ǫj+ǫi + o↓(α2−ǫj+ǫi,ψ(α2−ǫj+ǫi)))xjx
β2−ǫi
+ o↓(α2+β2,ψ(α2+β2)) (por (6))
= u0xα2−ǫj+ǫixjx
β0−ǫi + q0o↓(α2+ǫi,ψ(α2+ǫi))x
β2−ǫi
+ o↓(α2+β2,ψ(α2+β2)) (por (7))
= u0xα2−ǫj+ǫixjx
β0−ǫi + o↓(α2+β2,ψ(α2+β2)) (por (8) y (7))
= u0xix
α2−ǫjxjx
β2−ǫi + o↓(α2+β2,ψ(α2+β2)) (ya que i < j)
= u0xix
α2xβ2−ǫi + o↓(α2+β2,ψ(α2+β2))
= u0xi(s
0xα2+β2−ǫi + o↓(α2+β2−ǫi,ψ(α2+β2−ǫi)))
+ o↓(α2+β2,ψ(α2+β2)) (por (6))
= u0xis
0xα2+β2−ǫi + o↓(α2+β2,ψ(α2+β2)) (por (8))
= u0(s0xi + o↓(ǫi,ψ(ǫi))) + o↓(α2+β2,ψ(α2+β2)) (por (EA3))
= u0s0xix
α2+β2−ǫi + o↓(α2+β2,ψ(α2+β2)) (por (7))
= v0xα2+β2 + o↓(α2+β2,ψ(α2+β2))
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Sustituyendo la igualdad obtenida en (13) tenemos
rα1xα2sβ1xβ2 = sα1+β1(v0xα2+β2 + o↓(α2+β2,ψ(α2+β2)))
+ o↓(α2+β2,ϕ(α1+β1)+ψ(α2+β2))
= sα1+β1v0xα2+β2 + o↓(α2+β2,ϕ(α1+β1)+ψ(α2+β2)) (por (8))
= tα1+β1xα2+β2 + o↓(α2+β2,ϕ(α1+β1)+ψ(α2+β2))
Con esto hemos deducido que los elementos r, s satisfacen (5), lo que concluye
la demostración del lema.
Ahora estamos en condiciones de terminar la demostración de la Propo-
sición 3.4. Comencemos por la inclusión (2). Dados r ∈ Fγ(B) y s ∈ Fδ(B),
tenemos que
r =
∑
ϕ(γ1)+ψ(γ2)γ
rγ1xγ2 , s =
∑
ϕ(δ1)+ψ(δ2)δ
sδ1xδ2
Sea
α = ma´x

{ϕ(γ1) + ψ(γ2) | r
γ1xγ1 6= 0}
y
β = ma´x

{ϕ(δ1) + ψ(δ2) | s
δ1xδ2 6= 0}
Claramente, α  γ y β  δ, de donde α + β  γ + δ. Dado que Fα+β(B) ⊆
Fγ+δ(B), bastará con demostrar que rs ∈ Fα+β(B) para obtener (2). Obvia-
mente, el conjunto de los γ2 ∈ Ns tales que ϕ(γ1) + ψ(γ2) = α y rγ1xγ2 6= 0
para algún γ1 ∈ Ns es finito. Sea α2 ∈ Ns su máximo con respecto de 2.
Entonces
r =
∑
ϕ(γ1)+ψ(α2)=α
rγ1xα2 +
∑
ϕ(γ1)+ψ(γ2)α
γ2≺2α2
rγ1xγ2 (14)
Tomando α1 ∈ Ns el máximo entre los γ1 tales que ϕ(γ1) + ψ(α2) = α y
rγ1xα2 6= 0, la igualdad (14) se escribe
r = rα1xα2 +
∑
(γ2,ϕ(γ1)+ψ(γ2))≺′(α2,α)
rγ1xγ2 (α = ϕ(α1) + ψ(α2)) (15)
Análogamente, tenemos una expresión
s = sβ1xβ2 +
∑
(δ2,ϕ(δ1)+ψ(δ2))≺′(β2,β)
sδ1xδ2 (β = ϕ(β1) + ψ(β2)) (16)
Las ecuaciones (15) y (16) muestran, en vista del Lema 3.5, que rs ∈ Fα+β(B),
de donde (2).
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Para concluir que F es una (Nn,)–filtración sobre B resta por comprobar
(3). Como B está generado como anillo por A y x1, . . . , xs, todo elemento de
B es una suma de «monomios» de la forma a1xi1a2xi2 · · ·xitat+1, con aj ∈ A.
Sean µ1, . . . , µt ∈ Ns tales que aj ∈ Fµj (A). Deducimos de (2), que ya hemos
demostrado, que
a1xi1a2xi2 · · ·xitat ∈ Fϕ(µ1+···+µt)+ψ(ǫi1+···ǫit)(B),
lo que proporciona (3) y, a la postre, la demostración de la Proposición
3.4.
Una vez dotada la K–álgebra B de la multi-filtración F, vamos a estudiar
la relación de su álgebra graduada asociada GF(B) con GF (A). Para ello,
supondremos que el homomorfismo de monoides ordenados ϕ : Nm → Nn
es una aplicación inyectiva. Esto permite demostrar que F−α (A) ⊆ F
−
ϕ(α)(B)
para todo α ∈ Nm. De aquí, la aplicación f : GF (A)→ GF(B) definida sobre
componentes homogéneas por
f(a+ F−α (A)) = a+ F
−
ϕ(α)(B) (a + F
−
α (A) ∈ G
F
α (R))
es un homomorfismo ϕ–graduado de K–álgebras. Por tanto, la imagen de
f es una subálgebra Nn–graduada de GF(B), que denotaremos por G(A),
donde, para cada β ∈ Nn, la componente β–homogénea viene dada por
Gβ(A) =


Fα(A)+F
−
β
(B)
F
−
β
(B)
si β = ϕ(α)
0 si β /∈ ϕ(Nm)
Con esta notación, tenemos
Teorema 3.6. La K–álgebra GF(B) está generada por G(A) y los elementos
homogéneos y1, . . . , ys, donde yi = xi + F
−
ψ(ǫi)
(B) para i = 1, . . . , s. Además,
se verifican los siguientes enunciados:
1. GFα(B) =
∑
ϕ(α1)+ψ(α2)=α
Gϕ(α1)(A)y
α2 (α ∈ Nn),
2. yiGϕ(γ)(A) ⊆ Gϕ(γ)(A)yi (γ ∈ N
m, i = 1, . . . , s),
3. yjyi = qjiyiyj (1 6 i < j 6 s).
Demostración. Antes que nada, observemos que, para cada β ∈ Ns, tenemos
que
yβ = xβ + F−
ψ(β)(B) (17)
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1. Dado (α1, α2) ∈ Nm × Ns, escribamos α = ϕ(α1) + ψ(α2) y tomemos
a + F−
ϕ(α1)
(B) ∈ Gϕ(α1)(A). Entonces, por (17),
(a+ F−
ϕ(α1)
(B))yα2 = axα2 + F−
ϕ(α1)+ψ(α2)
(B),
de donde
∑
ϕ(α1)+ψ(α2)
Gϕ(α1)(A)y
α2 ⊆ GFα(B). Para obtener la inclusión recí-
proca, tomemos h = g + F−α (B) ∈ G
F
α(B), donde g =
∑
ϕ(α1)+ψ(α2)=α
rα1xα2 .
Si h 6= 0, entonces podemos suponer que rα1xα2 /∈ F−α (B) para todos los
(α1, α2) ∈ N
m × Ns. Esto permite escribir
g =
∑
ϕ(α1)+ψ(α2)=α
(rα1xα2 + F−α (B))
=
∑
ϕ(α1)+ψ(α2)=α
(rα1 + F−
ϕ(α1)
(B))(xα2 + F−
ψ(α2)
(B))
=
∑
ϕ(α1)+ψ(α2)=α
(rα1 + F−
ϕ(α1)
(B))yα2 ,
de donde h ∈
∑
ϕ(α1)+ψ(α2)=α
Gϕ(α1)(A)y
α2 .
2. Usando (EA3), obtenemos
yi(r
γ + F−
ϕ(γ)(B)) = (xi + F
−
ψ(ǫi)
(B))(rγ + F−
ϕ(γ)(B))
= xir
γ + F−
ψ(ǫi)+ϕ(γ)
(B) = sγxi + F
−
ϕ(γ)+ψ(ǫi)
(B)
= (sγ + F−
ϕ(γ)(B))(xi + F
−
ψ(ǫi)
(B)) = (sγ + F−
ϕ(γ)(B))xi
3. Usando (EA4), tenemos
yjyi = (xj + F
−
ψ(ǫj)
(B))(xi + F
−
ψ(ǫi)
(B))
= xjxi + F
−
ψ(ǫi)ψ(ǫj)
(B) = qjixixj + F
−
ψ(ǫi)+ψ(ǫj )
(B)
= qji(xi + F
−
ψ(ǫi)
(B))(xj + F
−
ψ(ǫj)
(B)) = qjiyiyj
Lema 3.7. El homomorfismo f : GF (A) → GF(B) es inyectivo si y sólo si
para todo a ∈ A no existe ninguna expresión del tipo
a =
∑
ϕ(β1)+ψ(β2)≺ϕ(mdegF (a))
aβ1xβ2 (18)
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Demostración. Supongamos que existe una expresión como (18) para algún
a ∈ A y escribamos α = mdegF (a). Entonces a ∈ F
−
ϕ(α)(B), de donde f(a +
F−α (A)) = 0. Pero a + F
−
α (A) 6= 0. Recíprocamente, supongamos que f no
es inyectivo y sea a + F−mdegF (α)(A) un elemento homogéneo no nulo en el
núcleo de f . Eso significa que a ∈ F−
ϕ(mdegF (α))
(B), o sea, que existe β ≺
ϕ(mdegF (α)) tal que a ∈ Fβ(A). Esto da directamente una expresión de a
como (18).
Teorema 3.8. Sea B una extensión (ϕ, ψ)–acotada de A. Entonces AB es
libre con base {xα | α ∈ Ns} si, y sólo si, f : GF (A)→ GF(B) es inyectivo y
GF (A)G
F(B) es libre con base {yα | α ∈ Ns}.
Demostración. Supongamos que B es un A–módulo por la izquierda libre
con base {xα | α ∈ Ns}. Si f no fuese inyectivo entonces, por el Lema
3.7, se tendría una expresión como (18) para algún a ∈ A. En este caso, la
expresión ha de ser, necesariamente, de la forma a =
∑
ϕ(β1)≺ϕ(mdegF (a))
aβ1
de donde deducimos que a =
∑
β1≺1mdegF (a)
aβ1 ∈ F−mdegF (a)(A), lo que es una
contradicción. Por tanto, f es inyectiva. Por el Teorema 3.6, {yα | α ∈ Ns}
es un conjunto de generadores homogéneos de GF (A)GF(B). Para demostrar
que es linealmente independiente, es suficiente, en vista del Teorema 3.6, con
demostrar que en toda expresión de la forma∑
ϕ(α1)+ψ(α2)=α
rα1yα2 = 0 (rα1 ∈ GFα1(A)) (19)
se tiene necesariamente rα1 = 0 para todo α1. Escribiendo rα1 = aα1 +
F−α1(A) para cada α1, la ecuación (19) se escribe, en vista de (17), como∑
ϕ(α1)+ψ(α2)=α
aα1xα2 ∈ F−α (B). Por tanto, existe β ≺ α tal que∑
ϕ(α1)+ψ(α2)=α
aα1xα2 =
∑
ϕ(β1)+ψ(β2)β
bβ1xβ2 (20)
Como {xγ | γ ∈ Ns} es una base de AB, la igualdad (20) es solo posible si
para cada sumando no nulo aα1xα2 del miembro de la izquierda existe (β1, β2)
con ϕ(β1) + ψ(β2)  β tal que α2 = β2 y aα1 = bβ1 . Como
ϕ(β1) + ψ(α2) = ϕ(β1) + ψ(β2)  β ≺ α = ϕ(α1) + ψ(α2)
deducimos que ϕ(β1) ≺ ϕ(α1) y, por tanto, se tiene que β1 ≺1 α1. Por tanto,
aβ1 = bβ1 ∈ Fβ1(A) ⊆ F
−
α1
(A) para todo α1 y, de aquí, rα1 = aα1+F−α1(A) = 0
para todo α1. Esto demuestra que los yγ forman una base de GF (A)GF(B).
Supongamos recíprocamente que f es una aplicación inyectiva y que
{yγ | γ ∈ Ns} es una base de GF (A)GF(B). La Proposición 3.4 implica que
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{xγ | γ ∈ Ns} es un sistema de generadores de B en tanto que A–módulo
por la izquierda. Si no es una base, entonces existe una expresión del tipo∑
(α1,α2)∈F
rα1xα2 = 0 (21)
para algún subconjunto finito F ⊆ Nm × Ns, donde rα1 ∈ Fα1(A) \ F
−
α1
(A).
Sea α el máximo, con respecto de , de ϕ(α1) + ψ(α2) cuando (α1, α2) ∈ F .
Entonces, en GF(B), (21) da∑
ϕ(α1)+ψ(α2)=α
(rα1 + F−
ϕ(α1)
(B))yα2 = 0 (22)
Como {yγ | γ ∈ Ns} es una base de GF(B) visto como GF (A)–módulo por la
izquierda, tenemos que rα1 ∈ F−α1(B) para todos los α1 implicados en (22).
De esta forma, rα1 =
∑
ϕ(β1)+ψ(β2)β≺α
aβ1xβ2 lo que implica, por el Lema
3.7, que f no es una aplicación inyectiva. Esto concluye la demostración del
teorema.
Corolario 3.9. Supongamos A ⊆ B una extensión (ϕ, ψ)–acotada tal que
{xα | α ∈ Ns} es una base de AB. Entonces G
F(B) es una extensión iterada
de Ore
GF(B) = GF (A)[y1; σ1] · · · [ys; σs]
donde los endomorfismos σi (i = 1, . . . , s) verifican que σi(G
F
γ (A)) ⊆ G
F
γ (A)
para todo γ ∈ Nm y σj(yi) = qjiyi para 1 6 i < j 6 s.
Demostración. Es fácil demostrarlo por inducción, teniendo en cuenta el Teo-
rema 3.6 y [9, 2.1.(iii)].
4. Un Teorema de Re-filtración y regularidad
de los grupos cuánticos.
Nos disponemos ahora a demostrar un teorema que permite, para ani-
llos multi-filtrados con multi-graduados asociados adecuados, encontrar una
nueva filtración conservando el mismo anillo graduado asociado.
Teorema 4.1. Sea R una K–álgebra dotada de una (Nn,)–filtración
F = {Fα(R) | α ∈ N
n},
donde  es un orden admisible cualquiera sobre Nn. Supongamos que el ál-
gebra Nn–graduada asociada es una extensión iterada de Ore
GF (R) = Λ[y1; σ1] . . . [ys; σs]
donde y1, . . . , ys son elementos homogéneos. Supongamos, además, que
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(a) Λ = F0(R) es noetheriano por la izquierda;
(b) para cada 1 6 i < j 6 s existe qji ∈ Λ tal que yjyi = qjiyiyj;
(c) Fα(R) es un Λ–módulo por la izquierda finitamente generado para cada
α ∈ Nn.
Entonces R puede ser dotada de una N–filtración {Rn | n ∈ N} con Rn
verificando
1. R0 = Λ;
2. Rn es un Λ–módulo por la izquierda finitamente generado para todo
n ∈ N;
3. gr(R) ∼= Λ[y1; σ1] . . . [ys; σs].
Demostración. Para cada i = 1, . . . , s, denotemos por αi ∈ Nn el multi-
grado de yi. Es claro el conjunto {yγ | γ ∈ Ns} es una base de GF (R)
como Λ–módulo por la izquierda. Así, dado r ∈ R, el elemento homogéneo
r + F−mdeg(r)(R) ∈ G
F (R) tiene una representación como polinomio estándar
homogéneo en los elementos homogéneos y1, . . . , ys con coeficientes por la
izquierda en Λ. Así,
r + F−mdeg(r)(R) =
∑
γ1α1+···+γsαs=mdeg(r)
cγy
γ, (23)
donde los cγ pertenecen a Λ. Tomemos, para cada i = 1, . . . , s, un elemento
xi ∈ Fαi(R) tal que yi = xi+F
−
αi
(R) y denotemos porM la matriz de tamaño
s× n cuyas filas son α1, . . . , αs. La ecuación (23) se escribe
r + F−mdeg(r)(R) =
∑
γM=mdeg(r)
cγx
γ + F−mdeg(r)(R) (24)
Como consecuencia, podemos demostrar por inducción sobre mdeg(r) que
r =
∑
γMmdeg(r)
aγx
γ , (25)
donde aγ ∈ Λ. Para deducir que {xγ | γ ∈ Ns} es una base de R como Λ–
módulo por la izquierda, sólo hemos de comprobar la independencia lineal.
Supongamos una relación ∑
γMα
aγx
γ = 0, (26)
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y hagamos inducción sobre α. La relación (26) se puede escribir∑
γM=α
aγx
γ +
∑
γM≺α
aγx
γ = 0 (27)
lo que, en GF (R) da ∑
γM=α
aγy
γ = 0
Como los monomios yγ son Λ–linealmente independientes, tenemos que aγ =
0 para γM = α. El resto de los coeficientes son nulos por inducción en vista
de (27).
Sean ahora a ∈ Λ e i ∈ {1, . . . , s}. Como GF0 (R) = F0(R) = Λ, resulta
de yia = σi(a)yi que σi(a) es de grado 0, es decir, σi(a) ∈ Λ. Escribiremos
a(i) = σi(a). Entonces
0 = yia− a
(i)yi = (xia− a
(i)xi) + F
−
αi
(R) (28)
Como Λ es noetheriano por la izquierda y Fαi(R) es Λ–finitamente generado,
tenemos que F−αi(R) noetheriano como Λ–módulo por la izquierda. Por tanto
deducimos de (28), en concurrencia con (25), que
xia = a
(i)xi +
∑
γ∈Γi
aγx
γ , (29)
para ciertos aγ ∈ Λ, donde Γi es un subconjunto finito de Ns tal que γM ≺ αi
para todo γ ∈ Γi. Por otro lado, para 1 6 i < j 6 s, tenemos
0 = yjyi − qjiyiyj
= (xj + F
−
αj
(R))(xi + F
−
αi
(R))− qji(xi + F
−
αi
(R))(xj + F
−
αj
(R))
= (xjxi − qjixixj) + F
−
αi+αj
(R),
lo que, en vista de (25), nos da
xjxi − qjixixj =
∑
γ∈Γij
aγx
γ , (30)
donde Γij es un subconjunto finito de Ns tal que γM ≺ αi + αj para todo
γ ∈ Γij . Sea ′ el orden admisible sobre Ns definido por
γ ′ µ ⇐⇒
{
γM ≺ µM o
γM = µM y γ ≤lex µ
(31)
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Dado que αi = ǫiM para todo i = 1, . . . , s, las relaciones (29) y (30) se
escriben
xia− a
(i)xi =
∑
γ≺′ǫi
γ∈Γi
aγx
γ (32)
y
xjxi − qjixixj =
∑
γ≺′ǫi+ǫj
γ∈Γij
aγx
γ (33)
Sea C = {0} ∪
(⋃
1≤i≤sCi
)
∪
(⋃
1≤i<j≤sCij
)
, donde Ci = Γi − ǫi y Cij =
Γij − ǫi− ǫj . Es claro que C es un subconjunto finito de Zs cuyo máximo con
respecto de ′ es 0. Por [3, Corollary 2.2], existe w = (w1, . . . , ws) ∈ Nn+ tal
que 〈w, α〉 < 0 para todo α ∈ C. Esto implica que las relaciones (32) y (33)
se pueden escribir como
xia− a
(i)xi =
∑
〈w,γ〉<wi
aγx
γ (34)
y
xjxi − qjixixj =
∑
〈w,γ〉<wi+wj
aγx
γ (35)
Por la Proposición 3.4, tomando ϕ = 0 y ψ = 〈w,−〉 : Ns → N, podemos
dotar a R de la filtración {Rn | n ∈ N} dada por
Rn =
∑
〈w,γ〉6n
Λxγ (36)
Por el Corolario 3.9,
gr(R) ∼= Λ[y1; σ1] · · · [ys; σs]
Corolario 4.2. Supongamos que R está en las condiciones del Teorema 4.1.
Supongamos, además, que qji es una unidad para 1 6 i < j 6 s y que σi
es un automorfismo sobre Λ para i = 1, . . . , s. Si Λ es regular Auslander
entonces R es regular Auslander.
Demostración. Si Λ es regular Auslander, entonces, por [5, Theorem 4.2],
gr(R) ∼= Λ[y1; σ1] · · · [ys; σs] es regular Auslander. El resultado se sigue ahora
de [2, Theorem 3.9]
Teorema 4.3. Sea R un álgebra sobre un cuerpo k dotada de una (Nn,)–
filtración F = {Fα(R) | α ∈ N
n} verificando las hipótesis del Teorema 4.1.
Supongamos, además, que
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1. Los escalares qji son unidades y los endomorfismos σi : Λ → Λ son
automorfismos.
2. Λ está generado por elementos z1, . . . , zt tales que la filtración están-
dar Λn obtenida al asignar grado 1 a cada zi satisface que gr(Λ) =
⊕n>0Λn/Λn−1 es un álgebra finitamente presentada y noetheriana.
3. σi(Λ1) ⊆ Λ1, para i = 1, . . . , s.
4. gr(Λ) o bien Λ[y1; σ1] · · · [ys; σs] es un álgebra regular Auslander y Cohen-
Macaulay.
Entonces R es un álgebra regular Auslander y Cohen-Macaulay.
Demostración. Sea Rn la filtración sobre R proporcionada por el Teorema
4.1 con gr(R) = Λ[y1; σ1] · · · [ys; σs]. Como σi(Λ1) ⊆ Λ1 para todo i = 1, . . . , s
y la filtración sobre Λ es estándar, obtenemos que yiΛn ⊆ Λnyi para todo
i = 1, . . . , s y todo n > 0. Por tanto, Λ ⊆ Λ[y1; σ1] · · · [ys; σs] es una extensión
(ϕ, ψ)–acotada, donde ϕ : N→ N es la identidad y ψ : Ns → N está dado por
ψ(α) = 〈w, α〉, para w = (w1, . . . , ws) con wi = deg(yi), i = 1, . . . , s. Por la
Proposición 3.4, tenemos una filtración sobre gr(R) = Λ[y1, σ1] · · · [ys; σs] da-
da por gr(R)(n) =
∑
i+〈w,α〉6nΛiy
α, cuyo graduado asociado es, por el Corola-
rio 3.9, gr(gr(R)) ∼= gr(Λ)[y1; σ1] · · · [ys; σs]. Aquí, σi denota el automorfismo
graduado inducido en gr(Λ) por el homónimo automorfismo filtrado de Λ.
Como gr(Λ) es un álgebra noetheriana y finitamente presentada, deducimos
que gr(gr(R)) conserva estas mismas propiedades. Por tanto, la filtración Rn
está en las hipótesis de [13, Theorem 1.3]. Dado un R–módulo por la izquierda
M finitamente generado, lo dotamos de una filtración tal que gr(M) sea fini-
tamente generado. Por [13, Theorem 1.3], GKdim(M) = GKdim(gr(M)). En
particular, GKdim(R) = GKdim(gr(R)). Por otra parte, de la demostración
de [2, Theorem 3.9] obtenemos que jR(M) = jgr(R)(gr(M)). Si suponemos
que gr(R) = Λ[y1; σ1] · · · [ys; σs] es Cohen-Macaulay, obtenemos
GKdim(R) = GKdim(gr(R)) =
jgr(R)(gr(M)) + GKdim(gr(M)) = jR(M) + GKdim(M),
con lo que R resulta ser asímismo Cohen-Macaulay.
Por último, si suponemos que gr(Λ) es Cohen-Macaulay, entonces gr(gr(R))
está en las hipótesis de [14, Lemma], por lo que es Cohen-Macaulay. Da-
do que la filtración gr(R)(n) es finito-dimensional, obtenemos que gr(R) es
Cohen-Macaulay, con lo que el razonamiento anterior demuestra que R es
Cohen-Macaulay.
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Teorema 4.4. El álgebra envolvente cuantizada Uq(C) sobre C(q) de una
matriz de Cartan C es regular Auslander y Cohen-Macaulay.
Demostración. Según [4, Proposition 10.1], es posible dotar a U = Uq(C) de
una (Nn,)–filtración {Fα(U) | α ∈ Nn} para cierto n y  un orden lexico-
gráfico tal que el álgebra multi-graduada asociada GF (U) es un espacio afín
cuántico multi-paramétrico sobre C(q) con generadores semi-conmutativos
z1, . . . , zt, y1, . . . , ys con z1, . . . , zt invertidos. Por la Proposición 1.1, GF (U) es
regular Auslander y Cohen-Macaulay. Además, F0(U) = C(q)[z
±1
1 , . . . , z
±1
t ],
un anillo de polinomios conmutativos de Laurent. Si dotamos a F0(U) de
la filtración estándar obtenida al dar grado 1 a z±1i (i = 1, . . . , t), enton-
ces gr(F0(U)) es un factor del álgebra de polinomios en 2t variables con
coeficientes en C(q). Por tanto, es finitamente presentada y noetheriana. Así,
estamos en las hipótesis del Teorema 4.3, por lo que Uq(C) resulta ser regular
Auslander y Cohen-Macaulay.
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