Abstract. Let X be a Banach space, and X λ , λ ∈ Λ, be a family of subspaces of X. This family is called an absolutely representing family of subspaces in X if for every x ∈ X there exist x λ ∈ X λ , λ ∈ Λ, such that λ∈Λ x λ < ∞ and x = λ∈Λ x λ .
Introduction
Let X be a Banach space over a field K of real or complex numbers, and Λ be a nonempty set. Suppose that X λ is a subspace of X (by a subspace we mean a closed lineal), λ ∈ Λ. We denote this family of subspaces by S = (X; X λ | λ ∈ Λ). The family S is called an absolutely representing family of subspaces (ARFS) in X if for every x ∈ X there exist x λ ∈ X λ , λ ∈ Λ, such that λ∈Λ x λ < ∞ and x = λ∈Λ x λ . If Λ is countable, then the definition of an ARFS coincides with the definition of an absolutely representing system of subspaces (ARSS) in X (see, for example, [6] ).
The notion of an ARFS is closely related to the notion of an absolutely representing family (ARF) in X (see, for example, [7] ). Let us recall the corresponding definition. Let Ω be a nonempty set. Suppose that v ω is a nonzero element of X, ω ∈ Ω. We denote this family of elements by V = (X; v ω | ω ∈ Ω). The family V is called an ARF in X if for every x ∈ X there exist c ω ∈ K, ω ∈ Ω, such that ω∈Ω c ω v ω < ∞ and x = ω∈Ω c ω v ω . Let us show a connection between absolutely representing families of subspaces and absolutely representing systems (of elements). For a subspace Y ⊂ X, define B Y = {y ∈ Y | y = 1}. Clearly, S = (X; X λ | λ ∈ Λ) is an ARFS in X iff the family
is an ARF in X. For a nonzero element v ∈ X, denote by v the one-dimensional subspace spanned by v. Clearly, V = (X; v ω | ω ∈ Ω) is an ARF in X iff the family of one-dimensional subspaces S(V ) = (X; v ω | ω ∈ Ω)
is an ARFS in X.
1
One can give the definitions of an ARSS and an ARF for a wider class of spaces than the Banach spaces, e.g., for the complete Hausdorff locally convex spaces. ARSS and ARF in various classes of spaces were studied in numerous publications and have many applications, e.g., in complex analysis (the problem of representation of the functions analytic in a domain D ⊂ C by series of exponents) (see, for instance, [7] , [6] , [8] , [1] , [2] , [3] , [9] ).
ARF in Banach spaces were studied in [4, p. 209-210] , [12] , [13] ; ARF in Hilbert spaces were studied in [10] , [11] .
In this paper we study ARFS in Banach spaces. This paper is organized as follows.
In Section 2, we provide auxiliary notions and results which will be useful in the next sections.
In Section 3, we provide some natural examples of ARFS. We also give a method of construction of ARFS.
In Section 4, we obtain a criterion for a family of subspaces to be an ARFS in X. Using this criterion, we prove the stability of ARFS. More precisely, if S is an ARFS in X, and a family of subspaces S = (X, X λ | λ ∈ Λ) is such that for every λ ∈ Λ the subspace X λ is sufficiently close to X λ , then S is also an ARFS in X. As a measure of closeness of a subspace Y to a subspace Z we consider the quantity
In Section 5, we obtain a necessary condition for a family of subspaces to be an ARFS in X.
In Section 6, we get sufficient conditions for a family of subspaces to be an ARFS in X. Using this results, we obtain sufficient conditions for a subfamily of an ARFS in X to be an ARFS in X.
In Section 7, we study families of subspaces spanned by e −αt in C ∞ [0, ∞). Let us formulate the main problem studied in this section. Denote by C ∞ [0, ∞) the set of all continuous functions f :
. Define I n = {1, . . . , n}, n ∈ N. We also set I ∞ = {1, 2, . . .}. Let Λ be a nonempty set. Suppose that n(λ) ∈ N ∪ {∞}, λ ∈ Λ. Let α(λ, k), k ∈ I n(λ) , be pairwise distinct positive numbers, λ ∈ Λ. Define X λ to be the subspace of spanned by e −α(λ,k)t , k ∈ I n(λ) .
In Section 7 we study the following question: when the system of subspaces X λ , λ ∈ Λ, is an ARFS in C ∞ [0, ∞)? The answer depends on the family of numbers β(λ) = k∈I n(λ) 1/α(λ, k), λ ∈ Λ (see Section 7.2).
Auxiliary notions and results. Spaces
Let Z λ , λ ∈ Λ, be a family of Banach spaces.
Define ℓ 1 (Z λ | λ ∈ Λ) to be the linear space of elements ξ = (z λ | λ ∈ Λ) such that λ∈Λ z λ < ∞, endowed with the norm ξ 1 = λ∈Λ z λ . It is easy to check that
Define ℓ ∞ (Z λ | λ ∈ Λ) to be the linear space of elements ξ = (z λ | λ ∈ Λ) such that sup λ∈Λ z λ < ∞, endowed with the norm ξ ∞ = sup λ∈Λ z λ . It is easy to check that ℓ ∞ (Z λ | λ ∈ Λ) is a Banach space.
For a Banach space Z denote by Z * the linear space of all continuous linear mappings ϕ : Z → K, endowed with the norm ϕ = sup z∈B Z |ϕ(z)|.
In the sequel, we will use the following relation between the spaces ℓ 1 (Z λ | λ ∈ Λ) and
3. Natural examples of ARFS and a construction of ARFS 3.1. Natural examples of ARFS.
, and let · = · 1 , where x(t) 1 = T |x(t)| dt. For A ∈ F , define X A to be the set of x(t) ∈ X such that x(t) = 0 a.e. on T \ A. Clearly, X A is a subspace of X.
To prove this, define the sets
Example 3.3. Let X be a Banach space, and X λ , λ ∈ Λ, be a family of subspaces of X. Suppose λ∈Λ X λ is dense in X.
We claim that X λ , λ ∈ Λ, is an ARFS in X. Moreover, for any x ∈ X and ε > 0 there exists a family x λ ∈ X λ , λ ∈ Λ, such that λ∈Λ x λ x + ε and x = λ∈Λ x λ . Let us prove this. Fix x ∈ X and ε > 0. There exist λ(1) ∈ Λ and z 1 ∈ X λ(1) such that x − z 1 < ε/2 2 . Suppose z 1 , . . . , z m have already been defined. There exist λ(m + 1) ∈ Λ and z m+1 ∈ X λ(m+1) such that (x − m k=1 z k ) − z m+1 < ε/2 (m+2) . We thus obtain the sequences λ(m) ∈ Λ, m 1, and z m ∈ X λ(m) , m 1. By the construction of this sequences, we have x − z 1 − . . . − z m < ε/2 (m+1) for m 1. Hence,
m:λ(m)=λ z m (the empty sum is defined to be 0), λ ∈ Λ. Obviously, x λ ∈ X λ , λ ∈ Λ. We have x = λ∈Λ x λ and λ∈Λ x λ ∞ m=1 z m < x + ε.
3.2.
A construction of ARFS. For a subset M of a Banach space Y , define M to be the closure of M.
The following obvious proposition shows that if a family of subspaces S is an ARFS in X, then every surjective operator A : X → Y generates in a natural way an ARFS in Y .
Criterion for S to be an ARFS in X and its applications
Let X be a Banach space, and S = (X; X λ | λ ∈ Λ) be a family of subspaces of X.
4.1.
Criterion for S to be an ARFS in X. The following criterion for S to be an ARFS in X generalizes the well-known criteria for a family of vectors to be an ARF in X (see, e.g., [8 
Proof. Consider the continuous linear operator A :
This completes the proof.
Let us formulate a criterion for a family of subspaces to be an ARFS in geometric terms. Recall that as a measure of closeness of a subspace Y to a subspace Z we consider the quantity ρ 0 (Y, Z) defined by (1.1).
Theorem 4.2. S is an ARFS in X if and only if there exists an
Proof. We make the following key observation. Suppose that ϕ ∈ X * , ϕ = 1. For any subspace Z ⊂ X we have
Using Theorem 4.1, we get the required assertion.
(⇐) Consider any ϕ ∈ X * , ϕ = 1. Set Y = ker(ϕ). Using (4.2), we get sup λ∈Λ ϕ ↾ X λ ε. From Theorem 4.1 it follows that S is an ARFS in X. 
Theorem 4.3 is a consequence of the following lemma and Theorem 4.1.
Proof. Consider arbitrary ε 1 , r 1 such that r < r 1 < ε 1 < ε. Let ϕ ∈ X * , ϕ = 1. There exist λ ∈ Λ and x ∈ X λ , x = 1, such that |ϕ(x)| > ε 1 . Since ρ 0 (X λ , X λ ) r, we have d(x, X λ ) r. Hence, there exists x ∈ X λ such that x − x < r 1 . Then
Since ε 1 , r 1 were arbitrary, we get the needed assertion.
5.
A necessary condition for S to be an ARFS in X Let X be a Banach space, and S = (X; X λ | λ ∈ Λ) be a family of subspaces of X. If S is an ARFS in X, then a more stronger result than the inequality (4.1) holds. To formulate this result we need to introduce a few auxiliary notions. Let f : X → R be a mapping. Consider the following three conditions:
Note that, if f satisfies (ZZ) and (SA), then f 0 (we have f (x) + f (−x) 0, hence, max{f (x), f (−x)} 0). Let us provide some examples of mappings f which satisfy (ZZ), (CZ), and (SA).
Example 5.1. If f is a seminorm on X, and f is continuous with respect to · , then f satisfies (ZZ), (CZ), and (SA). 
Proof. We consider the case where Λ is infinite, a proof for the case |Λ| < ∞ is similar. Define the operator A :
Since S is an ARFS in X, we conclude that Im(A) = X. By the open mapping theorem, there exists M > 0 such that for any x ∈ X there exist x λ ∈ X λ , λ ∈ Λ, such that
Consider any f : X → R satisfying (ZZ), (CZ), (SA). Fix any x ∈ X. Let x λ ∈ X λ , λ ∈ Λ, satisfy (5.1). There exists a countable set {λ j | j 1} ⊂ Λ such that x λ = 0 for any λ / ∈ {λ j | j 1}. For any n ∈ N we have
Letting n → ∞ and using (CZ), we get
This proves the required assertion with ε = 1/M.
6. Sufficient conditions for S to be an ARFS in X and their applications Let X be a Banach space, and S = (X; X λ | λ ∈ Λ) be a family of subspaces of X.
6.1. Sufficient conditions for S to be an ARFS in X. By Theorem 4.1, S is an ARFS in X if and only if there exists an ε > 0 such that
for any ϕ ∈ X * . Let Y be a subspace of X. Denote by Y ⊥ the set of all ϕ ∈ X * such that ϕ ↾ Y = 0. Under some additional conditions we show that if the inequality (6.1) holds for ϕ ∈ Y ⊥ , then S is an ARFS in X.
Define L(X λ | λ ∈ Λ) to be the linear span of X λ , λ ∈ Λ. Recall that as a measure of closeness of a subspace Y to a subspace Z we consider the quantity ρ 0 (Y, Z) defined by (1.1).
Proof. Suppose that S is not an ARFS in X.
Take an arbitrary δ
Clearly, the family L, X λ , λ ∈ Λ, is not an ARFS in X. From Theorem 4.1 it follows that there exists ϕ ∈ X * , ϕ = 1, such that ϕ ↾ L < δ and ϕ ↾ X λ < δ for λ ∈ Λ.
Let us estimate from above ϕ ↾ Y . Take any y ∈ Y , y = 0. From ρ 0 (Y, L) < δ it follows that d(y, L) < δ y . Hence, there exists l ∈ L such that y − l δ y . Then l (1 + δ) y 2 y . We have
Hence, ϕ ↾ Y 3δ. By the Hahn-Banach theorem, there exists a ψ ∈ X * such that
for any λ ∈ Λ. Define η = η/ η . Then η ∈ Y ⊥ , η = 1, and η ↾ X λ 4δ/(1 − 3δ) for any λ ∈ Λ. Since δ was arbitrary, we get a contradiction. The proof is complete.
We note the following corollary of Theorem 6.1, which generalizes Theorem 3 of [11] .
is dense in X. If there exists an ε > 0 such that
then S is an ARFS in X.
Proof. Let us prove that for any δ > 0 there exists a subspace L ⊂ L(X λ | λ ∈ Λ) with ρ 0 (Y, L) < δ. Let y 1 , . . . , y m be a basis of Y with y j = 1 for j = 1, . . . , m. There exists c > 0 such that
Define L to be the subspace spanned by l 1 , . . . , l m . Let y ∈ Y . Then y = m k=1 t k y k for some t 1 , . . . , t m ∈ K. Define l = m k=1 t k l k . We have
Remark 1. Theorem 6.2 is not valid without the assumption that Y is finite dimensional. To see this, consider the following example. Let X be a Hilbert space. Then we can identify X * with X. Let Y be a subspace of X, dim Y = ∞. Let e i , i ∈ I, be an orthonormal basis of Y . We assume that 0 / ∈ I. Define X 0 = Y ⊥ , X i = e i (the one-dimensional subspace spanned by e i ), i ∈ I. Clearly, L(X 0 , X i | i ∈ I) is dense in X, and the inequality (6.2) holds (we can set ε = 1). But X 0 , X i , i ∈ I, is not an ARFS in X.
Remark 2. Clearly, Theorem 6.2 is not valid without the assumption that L(X
is dense in X.
6.2.
An application of Theorems 6.1, 6.2. On subfamilies of ARFS in X. Suppose S = (X; X λ | λ ∈ Λ) is an ARFS in X. Let Λ ′ be a subset of Λ. We delete the subspaces X λ , λ ∈ Λ ′ , from S. Hence, we get the family of subspaces X λ , λ ∈ Λ \ Λ ′ . We will give sufficient conditions for this family of subspaces to be an ARFS in X.
Denote by X λ | λ ∈ Λ ′ the subspace spanned by X λ , λ ∈ Λ ′ . Theorem 6.3. Let X λ , λ ∈ λ, be an ARFS in X, and Λ ′ be a subset of Λ.
Suppose that for any
Proof. To prove the required assertion, we will use Theorem 6.1.
By Theorem 4.1, there is an ε > 0 such that (6.1) holds for any ϕ ∈ X * . Consider any
From Theorem 6.1 it follows that X λ , λ ∈ Λ \ Λ ′ , is an ARFS in X.
Theorem 6.4. Let X λ , λ ∈ Λ, be an ARFS in X, and Λ ′ be a subset of Λ. Suppose that
Then the family
is an ARFS in X we will use Theorem 6.2.
Set Y = X λ | λ ∈ Λ ′ . Then Y is a finite dimensional subspace of X. By Theorem 4.1, there is an ε > 0 such that (6.1) holds for any ϕ ∈ X * . Consider any ϕ ∈ Y ⊥ . Then ϕ ↾ X λ = 0, λ ∈ Λ ′ . Using (6.1), we get
From Theorem 6.2 it follows that X λ , λ ∈ Λ \ Λ ′ , is an ARFS in X.
Families of subspaces spanned by
is a Banach space with respect to the norm · .
The system of elements e
−λt , λ > 0, is not an absolutely representing system in
Indeed, suppose that
(the series converges in · ). Define F (z) = ∞ j=1 a j e −λ j z , Re(z) 0. Clearly, F is analytic in Re(z) > 0 and continuous in Re(z) 0. Moreover, F (t) = f (t) for t ∈ [0, ∞).
Conclusion: if f ∈ C ∞ [0, ∞) can be represented in the form (7.1), then there exists a function F (z), Re(z) 0, such that (1) F is an extension of f , that is, F (t) = f (t), t ∈ [0, ∞); (2) F is analytic in Re(z) > 0 and continuous in Re(z) 0. But not every function f ∈ C ∞ [0, ∞) possesses this property. Hence, the system e −λt , λ > 0, is not an absolutely representing system in C ∞ [0, ∞).
Formulation of the problem and main results.
It is natural to study families of subspaces spanned by e −αt in C ∞ [0, ∞). Let us introduce some notation. Define I n = {1, . . . , n}, n ∈ N. We also set I ∞ = {1, 2, . . .}. Let n ∈ N ∪ {∞}, and let α k , k ∈ I n , be a sequence of pairwise distinct positive numbers. Define Exp(α k | k ∈ I n ) to be the subspace of
Let Λ be a nonempty set. Suppose that n(λ) ∈ N ∪ {∞}, λ ∈ Λ. Let α(λ, k), k ∈ I n(λ) , be pairwise distinct positive numbers, λ ∈ Λ. In what follows we assume that (1) if n(λ) ∈ N, then α(λ, 1) < . . . < α(λ, n(λ));
In this section we study the following question:
when the system of subspaces
To formulate our first result, we need a few auxiliary definitions. Define
In what follows we assume that β(λ) < ∞, λ ∈ Λ. The family of numbers β(λ), λ ∈ Λ, is said to be bounded if there is a C such that β(λ) C, λ ∈ Λ. Otherwise the family β(λ), λ ∈ Λ, is said to be unbounded.
Remark 4. Theorem 7.1 is not valid without the assumption that inf λ∈Λ α(λ, 1) > 0. To see this, we consider the following example. Set Λ = N and let n(λ) = 1, λ ∈ N. Let α(λ, 1) = 1/λ, λ ∈ N. Then β(λ) = λ is unbounded. However, X λ , λ ∈ N, is not an ARFS in C ∞ [0, ∞) (see Section 7.1).
We will prove a stronger result. Theorem 7.1 is a direct consequence of the following theorem (see Example 3.3).
To formulate our second result, we need a few auxiliary notions. Let n ∈ N ∪ {∞}, and let α k , k ∈ I n , be positive numbers. If n ∈ N, then we assume that α 1 < . . . < α n ; if n = ∞, then we assume that α 1 < α 2 < . . .. Let ∆ > 0. We will say that the sequence α k , k ∈ I n , satisfies the ∆-gap condition if the following holds:
Suppose that there exists a ∆ > 0 such that the sequence α(λ, k), k ∈ I n(λ) , satisfies the ∆-gap condition for any λ ∈ Λ. If the family β(λ), λ ∈ Λ, is bounded, then
From Theorem 4.1 it follows that X λ , λ ∈ Λ, is not an ARFS in C ∞ [0, ∞) iff there exists a sequence ϕ n ∈ (C ∞ [0, ∞)) * , n 1, such that (7.2) ϕ n = 1, n 1, and sup λ∈Λ ϕ n ↾ X λ → 0 as n → ∞.
Suppose
(1) there exists a ∆ > 0 such that the sequence α(λ, k), k ∈ I n(λ) , satisfies the ∆-gap condition for any λ ∈ Λ; (2) the family β(λ), λ ∈ Λ, is bounded.
We provide a "natural" sequence ϕ n , n 1, which satisfies (7.2). For t 0, define
* and p t = 1, t 0. We claim that
This is a direct consequence of the following result (see Corollary 7.1).
Theorem 7.3. Let n ∈ N ∪ {∞}, and let α k , k ∈ I n , be positive numbers. If n ∈ N, then we assume that α 1 < . . . < α n ; if n = ∞, then we assume that
where m = 1/M, c = c(∆, M). 
where e −α k t | k = 1, . . . , N is the subspace spanned by e −α k t , k = 1, . . . , N.
This lemma is a direct consequence of the beautiful argument of M. von Golitschek [5, p.175, E1, a] (use the substitution x = e −t ). For the convenience of the reader, we include its proof.
Proof of Lemma 7.1. Define f 0 (t) = e −αt and
By induction on k it is easy to show that f k (t) = e −αt + g k (t), where Proof. Using (7.3), we get
To estimate from above e −α k , we will use the inequality e −x 1/(ex), x > 0. Let us estimate from above e α k (b+1−t) . Since
e m(b+1−t) . Using (7.4), we have Proof. First, we will prove the required inequality for ∆ = 1. Define K 1 = {k | y k < x}, K 2 = {k | y k ∈ (x, 2x)}, and K 3 = {k | y k 2x}. Let us estimate k∈K 1 ν(x, y k ). For y ∈ [0, x) we have ν(x, y) = (x + y)/(x − y). Hence, ν(x, y) increases in y ∈ [0, x). Set m = [x]. We have Now we estimate k∈K 2 ν(x, y k ). For y > x, we have ν(x, y) = (y + x)/(y − x) = 1 + 2x/(y − x). Hence, ν(x, y) decreases in y ∈ (x, ∞). We have Finally, we estimate from above k∈K 3 ν(x, y k ). For y > x we have ν(x, y) = y + x y − x = 1 + 2x y − x exp 2x y − x .
Since 2x/(y − x) 4x/y for y 2x, we conclude that ν(x, y) exp(4x/y), y 2x. It follows that Using the obtained estimates for k∈K l ν(x, y k ), l = 1, 2, 3, we get Consider any k ∈ {1, . . . , N}. We have
hence,
Using Lemma 7.3, we get
