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Abstract
The purpose of the paper is twofold. First, we want to search for a more efﬁcient sample sort. Secondly, by analyzing a variant of
Samplesort, we want to settle an open problem: the average case analysis of Proportion Extend Sort (PEsort for short). An efﬁcient
variant of Samplesort given in the paper is called full sample sort. This algorithm is simple. It has a shorter object code and is
almost as fast as PEsort. Theoretically, we show that full sample sort with a linear sampling size performs at most n log n + O(n)
comparisons and O(n log n) exchanges on the average, but O(n log2 n) comparisons in the worst case. This is an improvement on
the original Samplesort by Frazer and McKellar, which requires n log n + O(n log log n) comparisons on the average and O(n2)
comparisons in the worst case. On the other hand, we use the same analyzing approach to show that PEsort, with any p> 0, performs
also at most n log n + O(n) comparisons on the average. Notice, Cole and Kandathil analyzed only the case p = 1 of PEsort. For
any p> 0, they did not. Namely, their approach is suitable only for a special case such as p = 1, while our approach is suitable for
the generalized case.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Proportion Extend Sort (PEsort for short) [4] was recently proposed a sorting algorithm with Quicksort ﬂavor.
Because it is simple and efﬁcient, and performs(n log n) comparisons in the worst case. Soon, Chen [5] made use of
it to develop the library sort function. Empirical results showed its library version is efﬁcient, and has weak adaptivity
and excellent caching behavior, and can compete with Bentley and McIlroy’s Quicksort (BM qsort for short) [1], which
is the fastest currently known derivative of Quicksort [14]. In [4], the average case analysis of PEsort was put forward
as an open problem. Based on empirical studies, Chen conjectured that PEsort requires n log n + O(n) comparisons
for any p > 0, where p is a performance parameter of PEsort. All the log-notations mentioned throughout this paper
are a logarithm that is taken over base two, unless otherwise mentioned.
Cole and Kandathil [7] used partition sort to present the average case analysis of PEsort with p = 1, and pointed out
that it performs at most n log n+ (−1.193)n+O(log n) (0 < 0.086) comparisons on the average. However, they
did not analyze the case of anyp > 0. In practice, a relatively efﬁcient case isp = 16, notp = 1. By careful observation,
we noted that their analysis approach is suitable only for a special case such as p = 1, not for the generalized case.
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In order to analyze the generalized case of PEsort, we introduce a variant of Samplesort for sorting a partially sorted
array. We show that the comparison cost of the variant Samplesort upper bounds that of PEsort. Using this and Roura’s
Master Theorem [24], we derive that the average case number of comparisons required by PEsort is at most
n log n +
((
(1 + p)(2 ln 2 − 1) log(1 + p)
p
+ 1
)
− 2 ln − 2 + 2
)
n + o(n)
where 01, 2 < 0.0861, 1/(p(1 + p)) < 1/p when p1, and 1/(1 + p) < 1 when 1 > p > 0.
When p = 1, the above formula is equal to n log n − Cn + o(n) (0.098C1.227), which coincides with Cole
and Kandathil’s result as shown above. One will see that our analysis approach is more rigorous than their analysis
approach.
Samplesort is used not only for analyzing the average case of PEsort, but also for developing an efﬁcient sort-
ing algorithm. Based on this feature, we devise a practical variant of Samplesort, which is christened full sample
sort. The basic principle of the algorithm is the same as Samplesort, but sorts each sample and each bucket recur-
sively. The theoretical analysis shows that when the sample size is ﬁxed, it makes (n2) comparisons at most and
Cn log n + O(n) comparisons on average, where C > 1. When the sample size is linear in n, it makes (n log2 n)
comparisons at most and n log n + O(n) comparisons on average. Notice, it has been shown that PEsort performs
(n log2 n) exchanges in the worst case [7]. Theoretically, full sample sort with linear-size samples is more ef-
ﬁcient than any known variant of Samplesort. In practice, some versions of it are efﬁcient. For example, when
sample size s = n/24, the algorithm is as fast as PEsort. In details, we show that the expected number of com-
parisons when s = n/24 is no more than n log n − 0.066n + o(n) approaching the information theoretic lower
bound for comparison-based sequential sorting algorithms, and the number of exchanges is not also large, less than
0.272n log n + O(n). Applying an equal-space sampling technique to it, we can easily avoid extreme slowdown
(((n log2 n)) time) on plausible inputs. Furthermore, by a preprocessing, we can get a optimized version with Rem-
adaptivity (its deﬁnition will appear below), which runs in O(n log n) time for random inputs, and in O(n) time for
nearly sorted inputs. The object code of the library function based on the algorithm is shorter than both Psort [5] and BM
qsort.
2. Prior work
At ﬁrst Samplesort was proposed as a sequential sorting algorithm by Frazer and McKellar [10]. Later it was widely
used in parallel sorting algorithms [2,9,12,25]. Moreover, there has been a success in the aspect of parallel algorithms.
Especially for larger data sets, it can outperform other parallel sorting algorithms. However, no successful example has
been seen in the aspect of sequential algorithms. In theory, Samplesort is efﬁcient on average. By Frazer and McKellar’s
analysis [10], it makes an expected n log n+ O(n log log n) number of comparisons. However, in practice, Samplesort
is not so efﬁcient since the implementation way of Frazer and McKellar is fairly complex. Also, in the worst case,
Samplesort can go quadratic time. Rajasekaran and Reif [23] made efforts to improve the expected time of Samplesort.
Theoretically, the expected number of comparisons can be bounded by n log n + O(n(n)) [23], for any function
(n) (say (n) = log log log n) that tends to inﬁnity. The improvement makes Rajasekaran and Reif’s algorithm
more complicated than Frazer and McKellar’s one. It is hard to efﬁciently implement it. Therefore, Rajasekaran and
Reif’s improvement is of only theoretical interest, not practical interest. For analysis purpose, Cole and Kandathil [7]
presented another Samplesort, called Partition sort, which is almost the same as Frazer and McKellar’s Samplesort,
except for using insertion sort to sort each subsequence of size m < C log n. They have shown in details that Partition
sort, with  = 2, makes (n log2 n) comparisons and (n log2 n) exchanges in the worst case, and n log n + O(n)
comparisons and (n log n) exchanges on the average. For other values of , the details of performance analysis are
unclear. However, they indicated that Partition sort, with  = 128, is in practice an efﬁcient version.
Quicksort due to Hoare [14] is efﬁcient on average, but goes easily quadratic time on reasonable inputs, such as
“almost sorted”. To avoid extreme slowdowns on plausible inputs, Bentley and McIlroy [1] presented a pseudo-median
of nine strategy which is a pseudo-median Tukey’s “ninther”, the median of the medians of three samples, each of three
elements. Their Quicksort is not only robust, but also among the fastest derivatives of Quicksort. The main drawback
of this algorithm is that it has no adaptivity and goes possibly quadratic time on some inputs [19].
Both Splaysort [21] and McIlroy’s mergesort [20] seems adaptive with respect to almost all accepted measures
of presortedness. However, they are not practical. This is because they have such weaknesses: the data structures
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are complex; O(n) extra work-spaces are required; and heavy computational overheads are incurred. Though, many
optimal concepts and measures for quantifying presortedness derived from the two algorithms are useful. In real data
applications, perhaps the most appealing measure is Rem, which is deﬁnes as the number of elements that must be
eliminated to leave a sorted sequence,
Rem(X) = n − max{k : X has an ordered subsequence of size k},
where X is some n-sequence to be sorted. The lower the value, the more ordered the sequence. Rem(X) = 0 implies
that the sequence X is an ascending or descending one. Let C(X) denote the number of comparisons needed to sort
the sequence X. According to the theory of optimal adaptivity [20–22], a sorting algorithm is Rem-optimal if
C(X) = O(n + m logm),
where m = Rem(X). Based on McIlroy’s analysis, his mergesort is Rem-optimal [20]. Psort [5], which is a library sort
function based on PEsort, has a bit Rem-optimal ﬂavor, while its improved version [6] is close to Rem-optimal. Other
measures of presortedness are not discussed here since the algorithms, which will appear below, seem not to be related
to them.
3. Full sample sort
Sample sort is actually a generalization of the bucket-sorting method. Its basic framework may be summarized as
follows:
(1) Choose a sample of size s from the input sequence.
(2) Sort it, getting y1 < y2 < · · · < ys . Consider y0 = −∞ and ys+1 = +∞.
(3) Partition the input sequence into s + 1 subsequences with the sample, such that every element in the ith partition
is greater than yi−1 and smaller than yi .
(4) Sort each subsequence.
This framework is easily parallelized. So it is adopted by many parallel sorting algorithms [2,9,12,25,26]. This frame-
work does not stipulate any way to sort the sample and each subsequence. However, in practice, whether parallel
algorithms or sequential algorithms, they are all based on Quicksort’s strategy. Samplesort introduced by Frazer and
Mckellar [10] is just a sorting algorithm based on Quicksort’s strategy. The paper introduces a new sample sorting
algorithm whose basic framework is the same as above, without depending on any other sorting algorithms. To sort the
sample and subsequences, it uses the same recursive mechanism as Proportion Split Sort [3]. That is, the sorting of the
sample and subsequences is recursively done. In general, Recursive ways require that the original task has the same
interface as each subtask. Therefore, unlike general sorting algorithms, the interface of the algorithm is envisioned as
follows. The input array X to sort is viewed as one with such a structure: a sorted subarray S followed by an unsorted
subarray U , i.e., X = SU. Initially, S =  and X = U . The following is a Pascal-like pseudo-code to sort SU by the
algorithm.
Procedure FullSampleSort(S,U )
if |SU |1 then return
if S = ∅ then
determine SP such that SP = , U = SPZ and Z = 
FullSampleSort(∅, SP )
regard sorted SP as new S, Z as new U
end if
let L, R and m be the left half, right half and median of S, respectively.
split U into two parts: V and W where V = {x : xm&x ∈ U}, W = {x : m < x&x ∈ U}
perform |mR| exchanges to transform mRV into V ′mR, where V ′ is a permutation of V .
Now SU becomes already into LV ′mRW
FullSampleSort(L,V ′)
FullSampleSort(R,W )
end Procedure
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S =     U =<8, 6, 11, 10, 13, 15, 12, 4, 2, 7, 5>
  SP = <8, 6, 11>  Z = <10, 13, 15, 12, 4, 2, 7, 5>
 sort (SP) = <6, 8, 11>       m = 8
L = <6>   V = <4, 2, 7, 5>
      m = 6
R = <11>    W = <10, 13, 15, 12>
              m  = 11
R =      W = <7>
m = 7
L =      V  = <10>
       m  = 10
L =    V = <4, 2, 5>
SP =<4>  Z = <2, 5>
       m = 4
L =    V=<2>
m = 2
R =    W= <5>
       m = 5
L =    V = <12>
m = 12
R =    W = <15>
       m =15
R =  W = <13, 15, 12>
 SP =<13>   Z = <15, 12>
           m  = 13
Fig. 1. An S-tree to denote the sorting process of full sample sort.
The above procedure presumes that S is a sorted subarray. In addition to pair S,U , both pair L,V and pair R,W
are required to be two adjacent subarrays. As long as S = ∅, the original problem SU can always be divided into
two sub-problems with the same structure as it: a sorted subarray followed by an unsorted subarray. The dividing can
ensure that the size of each sub-problem is strictly smaller than that of the original problem. Note, the median m of S
is not in any sub-problem, since it is already placed in its correct position. If S = ∅, we have to choose a non-empty
subsequence SP from U to create a new S. The subsequence SP corresponds actually to a sample in the conventional
Samplesort. Sorting the sample SP results in a new S. Here, whether sample SP , sub-problem LV or RW, we employ a
recursive way to sort it. At the end of the last two recursive calls, no merging is needed, since any element in the left LV
is smaller than or equal to any element in the right RW. If we set always the size of SP to one, the algorithm is actually
a Quicksort. One can see that each operation of the algorithm is performed in-place. Hence, this is an in-place sorting
algorithm.
Fig. 1 shows an example for sorting sequence 〈8, 6, 11, 10, 13, 15, 12, 4, 2, 7, 5〉 by full sample sort. In the paper,
the binary tree as shown in Fig. 1 is called a sketch tree of full sample sort (S-tree for short), which could be created
in a top-down way. Here, the order of elements inside each V and W is symbolic, not actual. The actual order depends
on the partition algorithm. Because we do not analyze directly the behavior of the sort of each sample, S-trees do not
expand the branches used for sorting a sample SP . In the example, we employed two kinds of sample sizes: three (e.g.,
SP = 〈8, 6, 11〉 at the root) and one (e.g., SP = 〈4〉 at the left node of the third tier). An interesting feature of S-trees
is that we can obtain a sorted sequence by performing an inorder traversal of the tree and collecting all values of m.
Notice, this is not an actual work way of the algorithm. The actual work way is a pre-order traversal. That is, it works
in the order in which the values of m are 8, 6, 4, 2, 5, 7, 11, 10, 13, 12 and 15.
4. Complexity analysis of full sample sort
As seen above, the basic framework of full sample sort is the same as Frazer and Mckellar’s Samplesort [10],
but its implementation mechanism is different. Therefore, in somewhere, we may directly take advantage of some
of their results on Samplesort. In order to quote conveniently some of their results, we deﬁne the following notation
as [10].
Let X = {x1, . . . , xn} be the set numbered such that xi < xi+1. Let Y = {y1, . . . , ys} be a subset (i.e., sample)
of X also numbered such that yi < yi+1. Assume that the set X − Y is partitioned into s + 1 subsets X0, . . . , Xs ,
48 J.-C. Chen / Theoretical Computer Science 369 (2006) 44–66
where
X0 = {x : x < y1},
Xi = {x : yi < x < yi+1}, 0 < i < s,
Xs = {x : ys < x}.
In the example shown in Fig. 1, Y = {6, 8, 11}, and the values of Xi’s are X0 = {4, 2, 5}, X1 = {7}, X2 = {10} and
X3 = {13, 15, 12}, respectively, as shown at the third tier of the S-tree.
Let pi(j) be the probability that |Xi | = j , where |Xi | is the number of elements in Xi , and 0 is. The following
lemma has been proven by Frazer and Mckellar [10].
Lemma 1 (Frazer and Mckellar [10]).
pi(j) =
(
n − j − 1
s − 1
)/(
n
s
)
. (1)
Because pi(j) is independent of i, in the sequel, it is written as p(j).
Let A(n, s(n)) be the expected number of comparisons required to sort n elements by full sample sort when the
size of sample SP is set to s(n) and initially S = ∅. Different algorithms can be obtained from full sample sort
by setting s(n) to different values. For example, Quicksort is obtained by s(n) = 1, and binary Insertionsort by
s(n) = n−1. Therefore, A(n, 1) and A(n, n−1) denote the expected number of comparisons by Quicksort and binary
Insertionsort, respectively. To ensure that the algorithm works correctly for any s(n), the paper assumes that when
s(n)n − 1, a binary Insertionsort is adopted, or, s(n) is compelled to set to n − 1. Under this assumption, we can
obtain A(n,m) = A(n, n − 1) for any mn − 1. Without confusion, s(n) is simpliﬁed as s. If s is a positive real
number, not integer, it can be regarded as 	s
. In general, we have the following theorem.
Theorem 1.
A(n, s) = A(s, s(s)) + (n − s)(log(s + 1) + ) + (s + 1)
n−s∑
j=0
p(j)A(j, s(j)), (2)
where  = 0 if s is of the form 2k − 1, and 0 < 0.0861 otherwise.
Proof. Let X = {x1, . . . , xn} (where xi < xi+1) be an input set, and Y = {y1, . . . , ys} (where yi < yi+1) be a subset of
X. Assume that we have constructed an S-tree as shown in Fig. 1 using X, and the sample SP at the root is a permutation
of Y . Depending on whether s is of the form s = 2k − 1 or not, we compute A(n, s). If s = 2k − 1, at the ith (0 is)
node of the (k + 1)th tier of the S-tree, no matter whether the sorted set is L or R, it is empty, and the unsorted set V
(or W ) corresponds to Xi . Obviously, to partition X − Y into X0, . . . , Xs , the algorithm requires (n − s) log(s + 1)
comparisons. Thus, the expected number of comparisons can be computed as
A(n, s) = A(s, s(s)) + (n − s) log(s + 1) +
s∑
i=0
Exi,
where Exi is the expected number of comparisons required to sort Xi . This can be written as
Exi =
n−s∑
j=0
p(j)A(j, s(j)).
Substitution of it yields
A(n, s) = A(s, s(s)) + (n − s) log(s + 1) +
s∑
i=0
n−s∑
j=0
p(j)A(j, s(j)).
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By a simple computation, we obtain,
A(n, s) = A(s, s(s)) + (n − s) log(s + 1) + (s + 1)
n−s∑
j=0
p(j)A(j, s(j)).
If s is not of the form 2k − 1, by Lemma 2 of [10], we have
(n − s) log(s + 1)E(C2) < (n − s)(0.0861 + log(s + 1)),
where C2 is the total number of comparisons required to partition X − SP into X0, . . . , Xs . Sorting sample SP and
each subset Xi is the same as the case s = 2k − 1. Hence, in the situation, (2) holds also. 
Depending on whether the size s of sample SP is ﬁxed or not, the algorithm has different time and space complexities.
Below we will discuss its complexities in view of various cases.
Let W(n, s) be the worst case number of comparisons required to sort n elements by full sample sort when the size
of sample SP is set to s and initially S = ∅. With respect to W(n, s), we present two theorems.
Theorem 2. If the size of sample SP is ﬁxed as a positive integer constant s, then
W(n, s) = 	log(s + 1)

2s
n2 + O(n). (3)
Proof. Let X be an input set. It is easily veriﬁed that the worst case occurs in such a case: each tier in the S-tree formed
by X has only one node. That is to say, in the worst case, only one subset Xi is not empty, and for all j = i, Xj is
empty. Therefore, |Xi | = n− s. Partitioning X− SP into X0, . . . , Xs requires at most (n− s) log(s + 1) comparisons.
Hence, we have
W(n, s) = W(s, s) + (n − s)	log(s + 1)
 + W(n − s, s).
Let n = ks + m, 0m < s. Solving the simple recurrence yields
W(n, s)= kW(s, s) + (n − s + m)(n − m)
2s
	log(s + 1)
 + W(m, s)
= 	log(s + 1)

2s
n2 + O(n).
Notice, in the above equation, W(s, s) and W(m, s) can be viewed as a constant since s is a constant. 
Taking s = 1, we get W(n, 1) = n2/2+O(n). This coincides with the usual analysis on the worst case of Quicksort.
In the subsequent theorems, we use ∼-notation to express some complexities of the algorithm. The notation
g(n) ∼ f (n) means the weakest non-trivial o-approximation g(n) = f (n) + o(f (n)).
Theorem 3. If the size s of sample SP is linear in n, or more exactly, s = n, 0 <  < 1, then
W(n, s) ∼ 0.5(− 1)( log + (1 − ) log(1 − ))n log2 n. (4)
Proof. Let F(n) = W(n, s). In an analysis similar to the proof of Theorem 2, we obtain
F(n) = F(s) + (n − s)	log(s + 1)
 + F(n − s).
Substituting s = n yields
F(n) = F(n) + (1 − )n[log(n + 1)] + F((1 − )n).
Furthermore, the recurrence can be rewritten as
F(n) = (1 − )n[log(n + 1)] + w1F(z1n) + w2F(z2n),
where w1 = w2 = 1, z1 = , z2 = 1 − .
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Deﬁne (x) = w1 · zx1 + w2 · zx2 , then 1 − (1) = 0.
Applying the DMT (Discrete Master Theorem, see Appendix A) [24], we have
F(n) ∼ (1 − )n log(n + 1) ln n/H′,
where
H′ = −(1 + 1)(w1 · z1 ln z1 + w2 · z2 ln z2).
A simple computation yields (4). 
LetHk be the kth harmonic number, i.e.,Hk = 1+ 12 +· · ·+1/k. With respect to the expected number of comparisons
by full sample sort, we have the following two theorems.
Theorem 4. If the size of sample SP is ﬁxed as a positive integer constant s, then
A(n, s) ∼ log(s + 1) + 
Hs+1 − 1 n ln n, (5)
where  = 0 if s is of the form 2k − 1, and 0 < 0.0861 otherwise.
Proof. From Theorem 1, we have
A(n, s) = A(s, s) + (n − s)(log(s + 1) + ) + (s + 1)
n−s∑
j=0
p(j)A(j, s),
where  = 0 if s is of the form 2k − 1, and 0 < 0.0861 otherwise.
The recurrence can be solved using the CMT (Continuous Master Theorem, see Appendix A) [24]. The toll function
(the non-recursive cost) tn is here deﬁned as
tn = n(log(s + 1) + ) + O(1).
The shape function w(s)(z) is actually a continuous approximation of the discrete weights wn,j (wn,j = (s + 1)p(j)
for 0jn − s, and wn,j = 0 for n − s < jn), which here is evaluated as
w(s)(z) = lim
n→∞ n · (s + 1)p(z · n) = (s + 1)s(1 − z)
s−1.
The limiting const-entropy
H = 1 −
∫ 1
0
z1w(s)(z) dz = 0.
Hence, applying the CMT, we obtain
A(n, s) ∼ tn ln n/H′,
where
H′ = −(0 + 1)
∫ 1
0
z1 ln z · w(s)(z) dz
=Hs+1 − H1.
Consequently, the theorem follows. 
Let Q(n) be the expected number of comparisons required by Quicksort to sort n elements. It has been shown [13]
that
Q(n)= 2(n + 1)(Hn+1 − 1) − 2n
= 2 ln 2n log n − 2.85n + 25. (6)
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This coincides with the result computed by (5), since the solution of (5) when s = 1 is A(n, 1) ∼ 2n ln n. Interested
readers can verify that when s = 3, the result given by (5) is close to the expected number of comparisons required by
the best-of-three version of Quicksort.
In order to compute the value of A(n, s) in the case of linear-size samples, we introduce a variant of full sample sort:
it sorts recursively each sample SP , but sort each subset Xi by Quicksort. We call the algorithm RQ. Let RQ(n, s(n))
be the expected number of comparisons required by RQ to sort n elements when the size of sample SP is set to s(n).
Substituting A(n, s), A(s, s(s)) and A(j, s(j)) with RQ(n, s), RQ(s, s(s)) and Q(j), respectively, Eq. (2) becomes
RQ(n, s) = RQ(s, s(s)) + (n − s)(log(s + 1) + ) + (s + 1)
n−s∑
j=0
p(j)Q(j), (7)
where  = 0 if s is of the form 2k − 1, and 0 < 0.0861 otherwise.
The following lemma will be used to compute RQ(n, s) with linear-size samples. Its proof can be found in the proof
of Theorem 1 of [10].
Lemma 2 (Frazer and Mckellar [10]).
(s + 1)
n−s∑
j=0
p(j)Q(j) = 2(n + 1)
n∑
i=s+1
1
i + 1 − 2(n − s). (8)
Using this lemma and Eq. (7), we have
Lemma 3. If the size s of sample SP is linear in n, or more exactly, s = n, 0 <  < 1, then
RQ(n, s) = n log n +
(
log − 2 ln 
1 −  − 2 + 
)
n + o(n), (9)
where 0 < 0.0861.
Proof. Substitution of (8) in (7) yields
RQ(n, s) = RQ(s, s(s)) + (n − s)(log(s + 1) + ) + 2(n + 1)
n∑
i=s+1
1
i + 1 − 2(n − s), (10)
where 0 < 0.0861.
Using the asymptotic expansion Hn = ln n + + o(1), where  = 0.577 . . . is Euler’s constant, we have
n∑
i=s+1
1
i + 1 = − ln + O
(
1
n
)
.
Using the above equality, (10) becomes
RQ(n, s) = RQ(s, s(s)) + (n − s)(log(s + 1) + ) − 2(n + 1)(ln − O(1/n)) − 2(n − s). (11)
Let F(n) = RQ(n, s), then the above recurrence can be written as
F(n) = w1 · F(z1 · n) + (1 − )n log n + O(n),
where w1 = 1, z1 = .
We apply the DMT [24] to solve the recurrence.H in the DMT is computed as
H = 1 − w1 · z11 = 1 −  > 0.
By the DMT, we have
F(n) ∼ (1 − )n log n/H = n log n.
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Setting F(n) = n log n + G(n), (11) can be expressed as
G(n)=G(n) + n log − 2n ln + (− 2)(1 − )n + o(n).
=G(n) + Cn + o(n),
where C = log − 2 ln + (1 − )(− 2).
Applying the DMT again, we obtain
G(n) ∼ Cn/H = Cn/(1 − ) = ((log − 2 ln )/(1 − ) − 2 + )n.
Thus, the lemma follows. 
Lemma 4. If 0 < s(n) < n, then
RQ(n, s)Q(n). (12)
Proof. Inequality (12) can be obtained by induction on n. For n1, Inequality (12) follows immediately since
RQ(n, s) = Q(n) = 0. Next we show that validity of the inequality for 0 < n < N implies validity for 0 < n = N .
Consider 0 < n = N . By the premise condition of the lemma, we have 0 < s(n) < N . Thus invoking the induction
hypothesis yields:
RQ(s, s(s))Q(s).
By Eqs. (7) and (8), we have
RQ(N, s)Q(s) + (N − s)(log(s + 1) + ) + 2(N + 1)
N∑
i=s+1
1
i + 1 − 2(N − s).
Using the identity Q(k) = 2(k + 1)(Hk+1 − 1) − 2k, we have, on substitution from the above inequality,
RQ(N, s)Q(N) + (N − s)(log(s + 1) + − 2(Hs+1 − 1)). (13)
From the proof of Frazer and Mckellar’s Lemma 2 [10], it is easily veriﬁed that
 = 0 when s = 1,
 = 53 − log 3 when s = 2, and
 < 0.0861 otherwise.
Therefore, we have
log(s + 1) + − 2(Hs+1 − 1)0 for all s > 0.
Making use of the inequality, (13) can be written as
RQ(N, s)Q(N),
and (12) is true for 0 < n = N , as required. 
Using Lemma 4, we can prove easily the following lemma.
Lemma 5. If 0 < s(n) < n, then
A(n, s)RQ(n, s). (14)
Proof. Inequality (14) is easily veriﬁed by induction on n. For n1, Inequality (14) follows immediately since
A(n, s) = RQ(n, s) = 0. Next we show that validity of the inequality for 0 < n < N implies validity for 0 < n = N .
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Suppose 0 < n = N . By the premise condition of the lemma, we have 0 < s(n) < N . By the induction hypothesis,
we have
A(s, s(s))RQ(s, s(s)),
and for 0 < j < N ,
A(j, s(j))RQ(j, s(j)).
Hence, by Eq. (2), we can obtain the following inequality
A(N, s)RQ(s, s(s)) + (N − s)(log(s + 1) + ) + (s + 1)
N−s∑
j=0
p(j)RQ(j, s(j)).
Using Inequality (12), the above inequality can be written as
A(N, s)RQ(s, s(s)) + (N − s)(log(s + 1) + ) + (s + 1)
N−s∑
j=0
p(j)Q(j).
By (7), we obtain, as required:
A(N, s)RQ(N, s). 
As a corollary of Lemmas 5 and 3, we have
Theorem 5. If the size s of sample SP is linear in n, or more exactly, s = n, 0 <  < 1, then
A(n, s)n log n + 	()n + o(n), (15)
where 	() = (log − 2 ln )/(1 − ) − 1.9139.
Based on this theorem, we compute easily that when s = 0.99n, A(n, s)n log n− 1.354n+ o(n) since 	(0.99) =
−1.354. To check validity of this theoretical upper bound, we carried out some experiments. Our empirical results
showed that A(n, 0.99n) = n log n − 1.380n + o(n). For other value sample sizes, we got also similar results: the
difference between the theoretical formula (15) and actual values is very small, in particular, when  is close to 1.
Therefore, Formula (15) is a better approximation for the value of A(n, n). It is easy to see that when  is close to 1,
A(n, n) is very close to log n! = n log n − 1.442695n + o(n), which is the information theoretic lower bound on the
expected number of comparisons.
In full sample sort, exchange operations occur in two places: partition and block swap. The partition routine is used
to split a sequence into a small-element set and a large-element set. The block swap routine is used to swap the right
half of the sorted set with the small-element set. For the implementation details of partition and block swap, the reader
is referred to the procedure Fsort and the routine Partition given in Section 6 (see Fig. 2). In a way similar to Quicksort,
we analyze the average number of exchanges required by a partition in full sample sort. Let 
(s, p, n) be the average
number of exchanges required to partition a sequence of size n − s when the pivot is the (p + 1)-element of a sample
of size s. Then we have
Lemma 6. If s = p + q + 1, p0, q0, then

(s, p, n) = (p + 1)(q + 1)(n − s − 1)
(s + 1)(s + 2) . (16)
Proof. Let X[1 . . . n] be an array to partition, and X[1 . . . s], the ﬁrst s elements of X[1 . . . n], be a sample. If the pivot
(i.e., the (p + 1)th element of X[1 . . . s]) z satisﬁes X[s . . . s + j ] < z < X[s + j + 1 . . . n] (0jn− s) at the end
of partitioning, and there are initially t elements > z in X[s + 1 . . . s + j ], then exactly t exchanges were required to
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bring the t elements to the right end. The probability of this case to happen is(
j
j − t
)(
n − s − j
t
)
(
n − s
j
) .
Thus,

(s, p, n) = ∑
0 jn−s
Pr(j, p, s)
∑
t
t
(
j
j − t
)(
n − s − j
t
)/(
n − s
j
)
, (17)
where Pr(j, p, s) is the probability that the pivot is the (j + p + 1)th element of X[1 . . . n] under the condition the
pivot is the (p + 1)th element of X[1 . . . s].
Using the “derivative” of Vandermonde’s convolution [11],
∑
t
t
(
b
c − t
)(
a
t
)
= a
(
a + b − 1
c − 1
)
.
(17) can be written as

(s, p, n) = ∑
0 jn−s
Pr(j, p, s) · j (n − s − j)
n − s .
Pr(j, p, s) is easily computed as
Pr(j, p, s) =
(
j + p
p
)(
n − 1 − (j + p)
q
)
(
n
s
) .
Thus

(s, p, n) = ∑
p in−1−q
(
i
p
)(
n − 1 − i
q
)
(i − p)(n − 1 − i − q)
n − s
/(
n
s
)
. (18)
Let xp = x(x − 1) . . . (x − p + 1). By Proposition 20 of [16], we have
B(p, q, n) = ∑
0 i<n
ip(n − 1 − i)q = p!q!
(
n
p + q + 1
)
.
Using the identity, (18) can be written as

(s, p, n) = B(p + 1, q + 1, n)
p!q!(n − s)
(
n
s
) .
A simple computation yields (16). 
Let M(n, s) be the expected number of exchanges required to sort n elements by full sample sort when the size of
sample SP is set to s and initially S = ∅. With respect to M(n, s), we have the following theorem.
Theorem 6. If the size s of sample SP is linear in n, or more exactly, s = n, 0 <  < 1, then
M(n, s)
(

2(1 − ) +
1
4
)
n log n + O(n). (19)
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Proof. Let X be an input set. Let Sij and Uij be the sample and unsorted set at the j th (j1) node of the ith (i1)
tier in the S-tree to which X corresponds, respectively. We denote the size of Sij by sij , the size of Sij ∪ Uij by nij .
At the root, we have s1,1 = s and n1,1 = n. At each non-leaf node, we perform two kinds of operations: partition and
block swap. By Lemma 6, the number of exchanges required to partition U1,1 at the root is

(s1,1, p, n1,1) = (p + 1)(q + 1)(n − s − 1)
(s + 1)(s + 2) ,
where p = (s − 1)/2 or s/2 − 1, and q = s − 1 − p. It is easily veriﬁed that

(s1,1, p, n1,1)(n − s)/4.
For simplicity, 
(sij , p, nij ) is written as 
(sij , nij ). The total number of exchanges required by all nodes of the ith
(1 < i log(s + 1)) tier can be computed as
∑
j

(sij , nij )
n − s
4
.
The total number of exchanges required to partition X − SP into X0, . . . , Xs by the partition routine can be expressed
as
log(s+1)∑
i=1
∑
j

(sij , nij )
n − s
4
log(s + 1),
where s is assumed to be of the form 2k − 1. If s is not of the form 2k − 1, the above relation is also a reasonable
approximation (see the proof of Lemma 2 in [10]).
For each non-leaf node (Sij , Uij ), we have to exchange the right half of Sij with the small element subset of Uij .
This requires sij /2 exchanges. Thus, the total number of exchanges required to partition X − SP into X0, . . . , Xs by
the partition and block swap routine is
log(s+1)∑
i=1
∑
j
( sij
2
+ 
(sij , nij )
)
= s log(s + 1)
2
+
log(s+1)∑
i=1
∑
j

(sij , nij ).
Hence, with respect to the upper bound MU(n, s) of M(n, s), we can obtain the following recurrence:
MU(n, s) = MU(s, s(s)) +
(
s
2
+ n − s
4
)
log(s + 1) + (s + 1)
n−s∑
j=0
p(j)MU(j, s(j)). (20)
Let MU(n, s) = (/(2(1 − )) + 1/4)F (n, s). Substitution of F(n, s) for MU(n, s) yields
F(n, s) = F(s, s(s)) + (n − s) log(s + 1) + (s + 1)
n−s∑
j=0
p(j)F (j, s(j)).
Neglecting , Eq. (2) is completely the same as this recurrence. Therefore, the solution to A(n, s) is also the solution
to F(n, s). By Theorem 5, we get
F(n, s) = n log n + O(n).
Thus MU(n, s) = (/(2(1 − )) + 1/4)n log n + O(n).
Therefore, the theorem is proven. 
We carried out a series of experiments to measure the number of exchanges. M(n, s) never exceeded the upper bound
shown in (19). Taking  = 0.1 and 0.9, we observed the following empirical results:
M(n, 0.1n) ≈ 0.281n log n ≈ (/(2(1 − )) + 0.226)n log n when  = 0.1
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and
M(n, 0.9n) ≈ 3.66n log n ≈ (/(2(1 − )) − 0.84)n log n when  = 0.9.
In general, the smaller the value of , M(n, s) is closer to the upper bound in (19).
Let D(n, s) be the maximum stack depth required to sort n elements by full sample sort when the size of sample SP
is set to s and initially S = ∅. We have
Theorem 7. If the size s of sample SP is set to s = n, where  is a constant with 0 <  < 12 , then
D(n, s) ∼ log
2 n
−2 log(1 − ) . (21)
Proof. Let X be an input set. It is easily veriﬁed that the worst case occurs in such a case: each tier in the S-tree to
which X corresponds has only one node. Furthermore, at the (	log(s + 1)
+ 1)th tier, only one node has such a status:
L = ∅ and V = X − SP or R = ∅ and W = X − SP .
Since |X−SP | = n− ss = |SP |, the branch for sorting X−SP is longer than that for sorting sample SP . Therefore,
the height of the S-tree is just the maximum stack depth. We can express the height of the S-tree by the recurrence:
D(n, s) = D(n − s, s(n − s)) + 	log(s + 1)
.
We apply the DMT [24] to obtain
D(n, s) ∼ log n ln n/(−2 ln(1 − )) = log2 n/(−2 log(1 − )). 
In this section, we have systematically analyzed not only the worst case behavior of full sample sort, but also the
average behavior, using Roura’s CMT and DMT [24]. The remarkable fruit is Theorem 5 (other theorems are mainly
used for understanding the nature of full sample sort). According to the theorem, we can conclude that the optimal
sample size to minimize the average cost should be linear in n. So far, many researchers, e.g. Martinez and Roura
[16–18], and Frazer and Mckellar [10], etc., have made an investigation on optimal samples sizes. Martinez and Roura
concluded that the optimal sample size of Quicksort is(n1/2), while Frazer and Mckellar concluded that the optimal
sample size of their Samplesort is n/ ln n. Though, the results are mainly of theoretical interest, not practical interest.
One important breakthrough of the paper is that we can build a practical algorithm (see next section) with the optimal
sample size. The theoretical ﬂaw of the paper is that we cannot thoroughly study the maximum stack depth, only
presenting partial results. Based on Theorem 7, we conjecture that D(n, s) is also O(log2 n) when s = n, where  is
a constant with 12 < 1. This will be left as an open problem.
5. PEsort and its average case analysis
We describe PEsort in a way slightly different from [4]. The description in [4] is compact, while the description here
is an expansion way. The task of the algorithm is to complete the sort of a partially sorted array (S, U), where S is
sorted and U is unsorted. The following is its pseudo code.
if |SU |1 then return
while p(1 + p)|S| |SU | do
Let U ′ be the leftmost subarray of size p|S| in U .
Sort array (S, U ′) recursively.
View SU ′ as a new S,U − U ′ as a new U .
end while
Partition U into UL and UR by the median m of S such that max(UL) < m < min(UR).
Sort array (SL, UL) recursively, where SL is the left half of S.
Sort array (SR, UR) recursively, where SR is the right half of S. Notice, S = SLmSR.
Using this algorithm, we can complete the sort of any array by setting S to the ﬁrst element and U to the remaining
elements.
J.-C. Chen / Theoretical Computer Science 369 (2006) 44–66 57
As seen above, we have introduced an algorithm called RQ. Here we introduce a variant of RQ, which we call PQ.
As PEsort, its task is to complete the sort of a partially sorted array (S, U ), where S is sorted. It uses the approach in
RQ to sort each bucket, but does not sort the sample S. The algorithm PQ proceeds as follows:
(1) Partition U into s + 1 (s = |S|) buckets by elements in S such that each element in the ith buckets is greater than
the (i−1)th element and smaller than the ith element of S. Notice, the 0th and (s+1)th element of S are imagined
as −∞ and +∞.
(2) Sort each of the s + 1 buckets by Quicksort.
If S is unsorted, this algorithm does not work well. However, if s = 1, it becomes a standard Quicksort.
We will use the following lemma to show that the average comparison cost of PEsort is smaller than that of the
algorithm PQ.
Lemma 7. For nm − 1 > 0,
2
n∑
i=m
1
i + 1 + logm +
2(m − 2logm)
m
− log(n + 1) − 2(n + 1 − 2
log(n+1))
n + 1 0.
Proof. Deﬁne
f (n) = 2
n∑
i=m
1
i + 1 + logm +
2(m − 2logm)
m
− log(n + 1) − 2(n + 1 − 2
log(n+1))
n + 1 .
We prove it by induction on n. Clearly, for n = m − 1, the claim holds, since f (m − 1) = 0. Now we show that for
nm − 1, f (n)0 implies f (n + 1)0. We divide two cases to prove that f (n + 1)f (n).
Case log(n + 2) = log(n + 1): This implies
f (n + 1) = f (n) + 2/(n + 2) − 2 × 2log(n+1)1/((n + 1)(n + 2))f (n).
Case log(n + 2) = log(n + 1) + 1: It follows that
log(n + 2) = log(n + 2).
Thus, a simple computation yields
f (n + 1) = f (n) + 2/(n + 2) − 1/(n + 1)f (n).
Therefore, applying the inductive hypothesis, we have
f (n + 1)0.
Consequently, the lemma follows. 
Let P(s, u) be the expected number of comparisons required by PEsort to sort a partially sorted array of size (s, u),
and PQ(s, u) the expected number of comparisons required by the algorithm PQ. Then, we have the following theorem.
Theorem 8. P(s, u)PQ(s, u).
Proof. We prove it by induction on s + u. Obviously, for s + u = 1, the claim is true. Below we show that validity of
the inequality for s + u < n implies validity for s + u = n.
Based on the principle of PEsort, we have
P(s, u) = P(s1, u1) + P(s2, u2) + · · · + P(sk, uk) + P(sL, uL) + P(sR, uR) + (uL + uR),
where s1 = s, sj = sj−1 +uj−1(j > 1), s1 +u1 +u2 +· · ·+uk = sL + sR +1 and u1 +u2 +· · ·+uk +uL +uR = u.
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Applying the inductive hypothesis, we have
P(s, u)  PQ(s1, u1) + PQ(s2, u2) + · · · + PQ(sk−1, uk) + PQ(sL, uL) + PQ(sR, uR) + (uL + uR)
= PQ(s1, u1) + PQ(s2, u2) + · · · + PQ(sk−1, uk) + PQ(sL + sL + 1, uL + uR), (22)
since both PEsort and PQ use the same binary partition routine.
Now we show that
PQ(s1, u1) + PQ(s2, u2)PQ(s1, u1 + u2).
Frazer and Mckellar [10] have shown that the expected number of comparisons required to partition u elements into
s+1 buckets is
u(log(s + 2) + 2(s + 1 − 2log(s+1))/(s + 1)).
Thus, by Lemma 2, we have
PQ(s1, u1) = u1
(
log(s1 + 1) + 2(s1 + 1 − 2
log(s1+1))
s1 + 1
)
+ 2(s1 + u1 + 1)
s1+u1∑
i=s1+1
1
i + 1 − 2u1,
PQ(s2, u2) = u2
(
log(s2 + 1) + 2(s2 + 1 − 2
log(s2+1))
s2 + 1
)
+ 2(s2 + u2 + 1)
s2+u2∑
i=s2+1
1
i + 1 − 2u2
and
PQ(s1, u1 + u2)= (u1 + u2)
(
log(s1 + 1) + 2(s1 + 1 − 2
log(s1+1))
s1 + 1
)
+2(s2 + u2 + 1)
s2+u2∑
i=s1+1
1
i + 1 − 2(u1 + u2).
Then, by Lemma 7, it follows that
PQ(s1, u1 + u2) − (PQ(s1, u1) + PQ(s2, u2))0.
So
PQ(s1, u1) + PQ(s2, u2)PQ(s1, u1 + u2).
Similarly, we can show
PQ(s1, u1 + u2) + PQ(s3, u3)PQ(s1, u1 + u2 + u3),
PQ(s1, u1 + u2 + u3) + PQ(s4, u4)PQ(s1, u1 + u2 + u3 + u4),
...
...
PQ(s1, u1 + u2 + · · · + uk−1) + PQ(sk, uk)PQ(s1, u1 + u2 + · · · + uk),
PQ(s1, u1 + u2 + · · · + uk) + PQ(sL + sL + 1, uL + uR)PQ(s, u).
Summing both sides of the inequalities above and a simple computation eventually leads to the inequality
PQ(s1, u1) + PQ(s2, u2) + · · · + PQ(sk−1, uk) + PQ(sL + sL + 1, uL + uR)PQ(s, u)
Applying Inequality (22) yields
P(s, u)PQ(s, u). 
Theorem 9. Let P(n) be the expected number of comparisons required by PEsort to sort n elements. Then for p1,
P(n)n log n +
((
(1 + p)(2 ln 2 − 1) log(1 + p)
p
+ 1
)
− 2 ln − 2 + 2
)
n + o(n), (23)
where 01, 2 < 0.0861 and 1/(p(1 + p)) < 1/p.
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Proof. PEsort completes the sort of n elements by sorting a series of partially sorted subarrays: (1, p), ((1+p), p(1+
p)), . . . , ((1 + p)k−1, p(1 + p)k−1), ((1 + p)k, n − (1 + p)k).
Therefore,
P(n) = P(1, p) + P((1 + p), p(1 + p)) + · · · + P((1 + p)k−1, p(1 + p)k−1) + P(m, n − m),
where m = (1 + p)k .
By Theorem 8, we have
P(n)  PQ(1, p) + PQ((1 + p), p(1 + p)) + · · · + PQ((1 + p)k−1, p(1 + p)k−1) + PQ(m, n − m),
= RQ(m,m/(1 + p)) + PQ(m, n − m), (24)
since the algorithm RQ sorts recursively each sample, and its procedure for sorting each bucket and partitioning is the
same as that of PQ.
By Lemma 3, we have
RQ
(
m,
m
1 + p
)
= m logm +
(
(1 + p)(2 ln 2 − 1) log(1 + p)
p
− 2 + 1
)
m + o(m),
where 01 < 0.0861.
By Lemma 2 and Eq. (2), we have
PQ(m, n − m) = (n − m)(log(m + 1) + u2) + 2(n + 1)
n∑
i=m+1
1
i + 1 − 2(n − m).
It is easy to show: n/pm > n/(p(1 + p)).
Let m = n. Then 1/p > 1/(p(1 + p)).
Thus
n∑
i=m+1
1
i + 1 = − ln + O
(
1
n
)
.
A simple computation yields
RQ
(
m,
m
1 + p
)
+ PQ(m,m − n)n log n
+
((
(1 + p)(2 ln 2 − 1) log(1 + p)
p
+ 1
)
− 2 ln − 2 + 2
)
n + o(n).
Applying Inequality (24), the theorem follows. 
This theorem tells us that PEsort, withp = 1, performs at most n log n−Cn+o(n) (0.098C1.227) comparisons
on the average, which is very close to Cole and Kandathil’s result: n log n − 1.107n + O(log n) [7]. If 0 < p < 1,
the algorithm PEsort given above does not work well. However, the modiﬁcation can be made as follows. The test
condition “p(1 +p)|S| |SU |” is replaced with (1 +p)|S| |SU |. This time, Inequality (23) holds still, but the value
of  ranges from 1/(1 + p) to 1, namely, 1/(1 + p) < 1.
6. Implementation details of full sample sort
Quicksort, PEsort and full sample sort have a common feature: they go easily to extreme slowdowns on particular
classes of inputs, such as “almost sorted”. To avoid extreme slowdowns on such plausible inputs, various useful
measures have been taken. For example, randomizing, pseudo-median of nine used in BM qsort [1], pivot-rechoosing
used in Psort (a library function of PEsort) [5], and so on. Randomizing has business side-effecting the random number
generator, and leads to a cost addition. The other existing approaches seem not suitable for our purpose. Here we will
employ a new approach: equal-space sampling, which plays a balanced role. Assume that X[s1 . . . n] is an array to
sort, and X[s1 . . . s2 − 1] (initially s1 = s2) is a subarray used for storing a sample. We create a sample in such a way:
choose the ﬁrst element at s1, the second element after jumping t/2 elements, and the rest of elements at an integer
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Fig. 2. Full sample sort with equal-space sampling.
multiple of t positions apart from s1 + t/2, where t is a sampling space, for instance, t = 1/ for s = n, and then place
them in X[s1 . . . s2 − 1]. This step can be easily implemented by swapping X[s1 + k] with X[s1 + t/2 + (k − 1)t],
for k = 1, 2, . . . , s2 − s1 − 1. The reason for adopting this asymmetry sampling strategy is that X[s2 . . . n] is not a
uniform distribution after moving the sample to the beginning of X for “nearly sorted” inputs. If the sample size is
one, the ﬁrst or middle element is used as a sample. For clarity, we use Pascal-like notations to describe full sample
sort with equal-space sampling in Fig. 2, which is called Fsort for short. In principle, Fsort is the same as full sample
sort. The difference between them is that Fsort adds a sampling process, which follows the then-branch of the second
if-statement.
In our pseudo-code, swap(X, i, j) is a procedure that interchanges the values in X[i] and X[j ]. The function of
the routine Partition in Fsort is the same as Quicksort’s Partition of, which is described widely in textbook. It divides
X[s2 . . . n] in-place into two subarrays X[s2 . . . i − 1] and X[i . . . n] with pivot X[m], and returns their boundary i.
At the end of this routine, X[s2 . . . i − 1] stores all elements X[m], and X[i . . . n] stores all elements X[m]. The
detailed pseudo-code of Partition is presented in Fig. 2.
Let AE(n, t) be the expected number of comparisons required to sort n elements by Fsort with sampling space t, and
ME(n, t) be the expected number of exchanges. Obviously,
AE(n, t) = A(n, n/t). (25)
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Compared to full sample sort, there is a sampling process too many in Fsort. Let L(n, s) be the expected number of
exchanges required by the sampling process when the sample size is set to s. We have
ME(n, t) = M(n, n/t) + L(n, n/t). (26)
When creating a sample of size s, Fsort performs s exchanges to move the sample to the beginning of X. In an analysis
similar to (2), we have
L(n, s) = L(s, s(s)) + s + (s + 1)
n−s∑
j=0
p(j)L(j, s(j)).
Suppose that s = n, 0 <  < 1. In an inductive argument similar to Lemma 4, it can be veriﬁed that L(n, s)Q(n).
Furthermore, in a derivation similar to Eq. (11), we can get
L(n, s)L(s, s(s)) + s − 2(n + 1)(ln − O(1/n)) − 2(n − s).
Solving the recurrence yields
L(n, s)(3− 2 ln − 2)n/(1 − ) + o(n).
Thus, (26) can be expressed as
ME(n, t) = M(n, n/t) + O(n) for t2. (27)
Fsort does not specify the speciﬁc value for the sampling space t. Thus, one has such a question: which is the optimal
value of t? Theorem 5 indicates that the smaller the value of t (where t = 1/), the cheaper the cost used for comparing
is. On the other hand, Theorem 6 shows that the larger the value of t (= 1/), the cheaper the cost used for exchanging
is. However, the impact degrees of t on the number of comparisons and the number of exchanges are different. In
Eq. (15), t only affects the linear term of the average number of comparisons, while in Eq. (19), what t affects is the
(n log n)-term of the average number of exchanges. In other words, the impact of t on the number of exchanges is
larger than on the number of comparisons. Therefore, we should choose as large t as possible. Based on our empirical
observation, the better value of t is 24. According to Theorems 5 and 6, and Eqs. (25) and (27), the expected number
of comparisons and the expected number of exchanges by Fsort with t = 24 are computed as follows:
AE(n, 24)n log n − 0.066n + o(n), (28)
ME(n, 24)0.272n log n + O(n). (29)
To get the adaptivity of presortedness, we can add a preprocess prior to invoking Fsort. The function of this preprocess
is to take out a sorted subsequence from an input sequence. For example, given that X = 〈1, 4, 5, 6, 3, 7, 8, 9, 2〉 is an
input. To sort X, we ﬁrst use a preprocess to converting the input into X′ = 〈1, 4, 5, 6, 7, 8, 9, 3, 2〉, and then invoke
Fsort(0, 7, 8, X′). Here the second parameter is set to 7. This is because in X′ the ﬁrst seven elements are already
sorted. Obviously, sorting the converted X′ is easier than sorting the original X. Recently, Chen [6] introduced a routine
called ExtractOrderedSeries, which extracts in-place a sorted subsequence from a given input sequence. Below we use
this routine to construct an adaptive sorting algorithm.
Procedure AdaptiveFsort (n,X)
{assume X[0 . . . n − 1] is an array to sort}
m = ExtractOrderedSeries(n,X)
if m < n/6 then m = 0
Fsort(0,m, n − 1, X)
end Procedure
ExtractOrderedSeries returns the size of the sorted subsequence extracted, which is saved in m. When m is small, say,
m < n/6, we give up the result of the preprocess. This is because according to our simulations, if the sorted subsequence
is short, the probability that using the result of the preprocess makes the performance poorer is high.
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7. Empirical studies
In our simulations, each sorting algorithm was coded by one of the following interfaces:
sort (void A, int n, int length, int(cmp)(const void∗, const void∗))
and
sort (void A, int s, int n, int length, int(cmp)(const void∗, const void∗)),
where A points to the ﬁrst byte of an array to be sorted; n is the number of elements (note, the parameter in Psort and
Fsort is the number of elements less one); length is the size in bytes of each element; s is the number of sorted elements
in the left of the array and cmp is a comparison function.
We carried out some experiments with Cole and Kandathil’s partition sort, and observed that their algorithm was
not fast than Fsort. Therefore, here we omitted the empirical results on their algorithm. To drop the running time, we
optimized Fsort as follows:
(1) Sort small arrays of less than seven elements by a trivial insertion sort used in both BM qsort [1] and Psort [5].
(2) Improve sorting over repeated keys by a fat partition used in Psort.
Even if the above improvement is added, Fsort is still simple, and its code is still short. We compiled several library
sort functions with Microsoft Visual C + +. According to our compiling result, the object code of the improved Fsort
is the shortest, occupying 1835 bytes; Psort is the longest, occupying 2369 bytes, BM qsort is in the middle, occupying
1983 bytes. In fact, one can estimate intuitively this result. All the experimental results given below are based on the
improved Fsort (not the original Fsort) with sampling space t = 24.
To measure the robustness, Bentley and McIlroy [1] presented a testbed shown in Fig. 3. This testbed contains
various plausible inputs and is of extensive representativeness. Moreover, in practice it is feasible. In view of these
facts, here we also used this testbed in our simulations. Table 1 shows the empirical results of ﬁve sorting algorithms
on the testbed. Adaptive Psort refers to an adaptive version of Psort introduced by Chen [6]. As can be seen in
Table 1, the average number of comparisons required by Fsort is more than Psort. However, in terms of robustness,
Fsort is better than Psort. The percent excess over 1.1n log n comparisons by Fsort is the fewest. When n50 000,
Fsort never exceeded 1.1 n log n. Even though n is small, Fsort also never exceeded 1.2n log n. So Fsort is quite
robust.
To measure Rem-adaptivity, repeated-key adaptivity and average performance, we selected some input data to carry
out experiments. Table 2 reﬂects such experimental results. The meaning of some notations in Tables 2–4 is similar
for ( m = 1; m < 2*n; m = 2*m ) 
            create the following five types of arrays:
               type 1 : for all i,    x[i] = imod m                // sawtooth 
               type 2 : for all i,    x[i] = rand()mod m 
               type 3 : for all i,    x[i] = (i*m + i)mod n    //stagger
               type 4 : for all i,    x[i] = min( i, m )            //flat 
               type 5 : j = 0, k = 1, for all i, if  rand() mod m = 0 then  x[i] =j,  j=j+2 
                           else x[i] =k,  k=k+2                            //shuffle  
for each type do  the following six tests:
                   test   copy(x);                          // test on a copy of x 
                   test   reverse( x, 0, n );       // on a reversed copy
                   test   reverse( x, 0, n/2 )       // front half reversed 
                   test   reverse( x, n/2, n );      // back half reversed 
                   test   sort(x)                          // an ordered copy
                   test   dither(x)    // for all i, x[i] = x[i] + i% 5 
Fig. 3. A performance certiﬁcation program in pseudocode.
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Table 1
Average performance comparison on the testbed shown in Fig. 3
n The number of comparisons % over 1.1n log n
Fsort Adaptive
Fsort
Psort Adaptive
Psort
BM qsort Fsort Adaptive
Fsort
Psort Adaptive
Psort
BM qsort
100 410 338 331 330 439 0.4 1.2 0.4 0.4 6.0
1023, 1024, 1025 6398 5331 4904 4650 6853 0.7 1.6 1.1 1.4 7.4
50 000 496 008 378 154 360 345 342 328 502 321 0 0.2 0.8 0.8 3.2
1 00 0000 12 726 577 9 601 205 9 166 348 8 607 743 12 711 413 0 0.6 1.7 1.4 3.7
Table 2
The average number of comparisons (n = 50 000)
Inputs Fsort Adaptive Fsort Psort Adaptive Psort BM qsort Pmergesort
12 . . . n 682 673 49 999 49 999 49 999 704 103 49 999
12 . . . nn . . . 21 715 464 377 172 436 256 436 911 790 783 100 004
n-distinct 770 067 770 586 795 556 789 097 806 974 724 978
n . . . 21E − 2000 727 410 49 999 100 001 49 999 908 680 69 549
12 . . . nRem − 50 727 539 52 990 532 643 57 549 803 345 52 908
12 . . . nRem − 2000 736 983 170 092 778 945 191 964 783 347 131 983
n . . . 21Rem − 50 730 806 52 993 565 624 58 715 813 995 52 888
n . . . 21Rem − 2000 732 352 169 940 770 458 194 447 783 186 132 014
n . . . 21Rem − 8000 731 932 577 906 799 865 557 988 774 806 303 727
mod-5000 597 987 598 506 615 270 608 494 629 066 723 849
mod-1000 471 251 471 769 477 961 474 078 496 515 670 923
mod-2 75 042 75 562 75 291 75 750 75 002 201 818
to [5]. They may be deﬁned in pseudocodes as follows:
Notations Pseudocodes
12 . . . n for all i, x[i] = i
n . . . 21E − k for all i, x[i] = n − i
randomly generate k indexes i1, i2, . . . , ik ,
for each j ∈ {i1, i2, . . . , ik} do x[j] = x[j + 1].
12 . . . nn . . . 21 for 0 i < n/2, x[i] = i
for n/2 i < n, x[i] = n − i
n-distinct n randomly permuted distinct elements
12 . . . nRem-k for all i, x[i] = i
randomly generate k indexes i1, i2, . . . , ik ,
for each j ∈ {i1, i2, . . . , ik} do x[j] = r,where r < j − 1 or r > j + 1.
n . . . 21Rem-k for all i, x[i] = n − i
update k elements as the same 12 . . . nRem-k
mod-k for all i, x[i] = rand() mod k;
Splaysort is adaptive, but over some measures (e.g. Rem-measure), it is poorer than McIlroy’s mergesort (Pmergesort
for short) [20]. We think that using Pmergesort as baseline is enough to reveal the adaptivity. Therefore, we eliminated
the experimental result of Splaysort. Experimental data were provided in such a way: for non-random inputs, e.g.
12 . . . n, we generated only one input set; for random inputs, we generated 40 input sets. All the algorithms shared the
same input sets. As seen in Table 2, in all aspects except Rem-adaptivity, Fsort is quite good. Among the experiments
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Table 3
The average number of exchanges (n = 50 000)
Inputs Fsort Adaptive Fsort Psort Adaptive Psort BM qsort
12 . . . n 53 432 0 0 0 16 382
n . . . 21E − 2000 199 314 25 000 25 002 25 000 77 045
12 . . . nRem − 50 97 621 174 089 65 856 178 198 73 906
12 . . . nRem − 2000 123 955 280 067 107 969 255 980 106 015
n . . . 21Rem − 50 199 276 198 479 87 271 202 783 93 064
n-distinct 218 194 218 194 213 385 211 976 209 881
mod-2 72 564 72 564 57 718 64 868 74 921
mod-5000 214 318 214 318 188 609 188 754 198 511
Table 4
Average run time (in ms) for various inputs (n = 50 000, Celeron 700 MHz)
Inputs Fsort Adaptive Fsort Psort Adaptive Psort BM qsort Pmergesort
n . . . 21E − 2000 25.83 5.92 4.97 5.92 27.15 78.80
12 . . . nRem − 50 24.06 8.60 16.98 7.95 25.12 50.24
12 . . . nRem − 2000 25.26 14.38 25.11 13.78 26.14 78.09
n . . . 21Rem − 50 26.27 11.92 17.28 11.55 25.61 52.47
n-distinct 33.72 33.94 33.63 33.72 34.91 122.31
mod-2 7.05 7.24 7.06 7.21 7.77 111.32
mod-5000 27.07 27.25 26.00 25.93 27.63 122.15
given in Table 2, the worst behavior of Fsort is such an input: n randomly permuted distinct elements, on which it
requires on average 770 067 comparisons. For n = 50 000, the main term of the right side formula of Inequality
(28): n log n–0.066n = 777 182, which ﬁts the experimental result well. On repeated key inputs such as mod-5000
and mod-1000, the average number of comparisons by Fsort is the fewest, and far fewer than Pmergesort. Fsort is
not Rem-adaptive, but the improved version, Adaptive Fsort has a stronger Rem-adaptivity. In all cases except for
n . . . 21Rem-8000, Adaptive Fsort takes fewer comparisons than Adaptive Psort [5] does. When Rem(X) is small, say
Rem(X) = 50, the adaptive behavior of Adaptive Fsort is almost the same as that of Pmergesort. This phenomenon
can be seen easily from Columns 12 . . . nRem − 50 and n . . . 21Rem − 50.
Another important factor to evaluate the performance of sorting algorithms is the number of exchanges. From
empirical results shown in Table 3, in terms of the number of exchanges, Fsort is not so poor. The number of exchanges
required by Fsort is more, but is still acceptable. In some cases such as n-distinct and mod-5000, it is only a little
more than Psort. As shown in Table 3, the worst behavior of Fsort is n-distinct. In this case, it took on average 218 194
exchanges, which approximates to 0.27n log n = 210 730 (see Inequality (29)). Compared with Table 2, the instance
given by Table 3 is fewer. The reason is that some inputs is not of representative, and does not look any signiﬁcantly
different in terms of the number of exchanges. We omitted such empirical results.
Some algorithms are theoretically efﬁcient, but practically not so efﬁcient, for example, Splaysort, Pmergesort, etc.
Fsort is not so. It is rather efﬁcient in both theory and practice. To test the efﬁcientness, we used Machine Celeron
700 MHz to carry out several experiments listed in Table 4. The experimental data are not so rich, but representative. As
shown in Table 4, on all instances except for n . . . 21Rem-50, Fsort is faster than BM qsort. On input n . . . 21Rem-50,
the reason why the speed of Fsort is slow is due to taking more exchange operations. Although on “nearly sorted”
inputs such as n . . . 21E-2000, 12 . . . nRem-50, etc., Fsort is signiﬁcantly slower than Psort, on random or repeated
key inputs, the difference in the running time between them is very small. This is because Fsort is not adaptive. Also,
compared to Pmergesort, one can easily see that the cost of auxiliary support operations of Fsort is cheap. Without
taking the adaptivity into account, Fsort is also a very practical algorithm. If the adaptivity is considered, Adaptive
Fsort is a competitive algorithm. As seen in Table 4, Adaptive Fsort is empirically rather efﬁcient, and almost as fast as
Adaptive Psort.
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8. Conclusions
Although the improved full sample sort, Fsort, requiresn log n+(n) comparisons on average, but it is not worst-case
optimal, expending O(n log2 n) comparisons. Though, if in the beginning of Fsort we add the following statements:
if s2 − s12 and 2t(s2 − s1)n − s2 then
Fsort(s1, s2, s2 + 2t(s2 − s1),X)
s2 := s2 + 2t (s2 − s1),
the worst case number of comparisons by Fsort appears to be capable of being reduced to O(n log n), since it is very
similar to Proportion Split Sort. Among several practical algorithms, Fsort is the most robust, and its object code is the
shortest. Moreover, its average running time is very close to the fastest. Although Fsort has no any adaptivity, it can be
easily improved to be adaptive. The empirical results reveal that the adaptive version of Fsort is efﬁcient and practical,
and can compete with the adaptive version of Psort [6].
The paper analyzed not only the comparison cost of Fsort, but also that of PEsort with any p > 0. Both algorithms
are almost the same, and requires at most n log n+O(n) comparisons on the average, which approaches the information
theoretic lower bound. It is difﬁcult to save further the comparison cost. Then, can the exchange cost be saved further
without increasing the space overhead? This is left as an open problem.
Appendix A
To make the paper self-contained, we brieﬂy outline here the DMT (Discrete Master Theorem) and the CMT
(Continuous Master Theorem). For detailed descriptions and proofs, the reader is referred to Roura’s paper [24].
Theorem A.1 (DMT). Let Fn be a recurrence of the form
Fn = tn + ∑
0dD
wdFzdn+sd,n ,
where tn is a toll function with tn ∼ Bna lnc n, for some constant B, a is an arbitrary constant, and c0, the quantities
wd0 are weights, 0 < zd<1, and
∑ |sd,n|/n = O(n−) for some  > 0. And let
(x) = ∑
1dD
wdz
x
d,
andH = 1 − (a). Then
1. ifH > 0, then Fn ∼ tn/H.
2. ifH < 0, then Fn = (n) where  is the unique real solution of (x) = 1.
3. ifH = 0, then Fn ∼ tn ln n/H′, whereH′ = −(c + 1)∑1dD wdzad ln zd .
Theorem A.2 (CMT). Let Fn be a recurrence of the form
Fn = tn + ∑
0 j<n
wn,jFj ,
where tn is a toll function with tn ∼ Kna logb n, for some constant K, a0, and b − 1, and the quantities wn,j 0
are weights. And let w(z) be a real function over [0,1] such that
∑
0 j<n
∣∣∣∣∣wn,j −
∫ (j+1)/n
j/n
w(z) dz
∣∣∣∣∣ = O(n−d)
for some constant d > 0. Deﬁne (x) = ∫ 10 zxw(z) dz andH = 1 − (a). Then
1. ifH > 0, then Fn ∼ tn/H.
2. ifH < 0, then Fn = (n) where  is the unique real solution of (x) = 1.
3. ifH = 0, then Fn ∼ tn ln n/H′, whereH′ = −(b + 1)
∫ 1
0 z
a ln z · w(z) dz.
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