The morphological attributes of retinal vessels, such as length, width, tortuosity and branching pattern and angles, play an important role in diagnosis, screening, treatment, and evaluation of various cardiovascular and ophthalmologic diseases such as diabetes, hypertension and arteriosclerosis. The crucial step before extracting these morphological characteristics of retinal vessels from retinal fundus images is vessel segmentation. In this work, we propose a method for retinal vessel segmentation based on fully convolutional networks. Thousands of patches are extracted from each retinal image and then fed into the network, and data argumentation is applied by rotating extracted patches. Two architectures of fully convolutional networks, U-Net and LadderNet, are used for vessel segmentation. The performance of our method is evaluated on three public datasets: DRIVE, STARE, and CHASE DB1. Experimental results of our method show superior performance compared to recent state-of-the-art methods.
Introduction
The morphological attributes of retinal vessels, such as length, width, tortuosity and branching pattern and angles, play an important role in diagnosis, screening, treatment, and evaluation of various cardiovascular and ophthalmologic diseases such as diabetes, hypertension and arteriosclerosis [3] . The crucial step before extracting these morphological characteristics of retinal vessels from retinal fundus images is vessel segmentation. However, manually segmenting vessels in retinal images is both error-prone and time-consuming, even for experienced physicians. Therefore, it is vital to develop accurate and automatic methods to segment blood vessels from retinal images.
Image segmentation, with the goal to assign semantic labels (vessel and background in the case of retina vessel segmentation) to every pixel in an image, is one of the fundamental topics in computer vision, especially in biomedical image processing [2, 22] . Deep convolutional neural networks can automatically learn an increasingly complex hierarchy of features directly from the input data, and show striking improvement over systems relying on hand-crafted features on many visual recognition tasks [2] , including biomedical image segmentation [7, 6, 8, 12] .
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Specifically, Ronneberger et al. [22] proposed U-Net architecture with a contracting path and a symmetric expansive path based on fully convolutional network [16] and used data augmentation by applying elastic deformations to the limited training biomedical images, which outperformed prior state-of-the-art models in several different biomedical segmentation challenges.
Deep convolutional neural networks have also been applied to retinal vessel segmentation tasks in recent work. Melinščak et al. [17] addressed vessel segmentation using a 10-layer CNN. Liskowski and Krawiec [15] used a structured prediction scheme to highlight context information, and tested a comprehensive set of architectures among which a 7-layer no-pooling CNN was the most successful. Fu et al. [4] combined a typical 7-layer CNN with a conditional random field, reformulated as a recurrent neural network, to model long-range pixel interactions. Oliveira et al. [19] proposed a novel architecture composed of an encoder and a decoder based on fully convolutional network [16] , while using rotation operations for data augmentation and feeding extra channels into the network through the SWT decomposition. Recently, a couple of advanced network architectures, including M2U-Net [13] , R2U-Net [1] and LadderNet [24] , have been applied to retinal vessel segmentation tasks, and achieved superior performance in experimental results.
In this work, we propose a method for retinal vessel segmentation based on fully convolutional networks. Thousands of patches are extracted from each retina image and then fed into the network, and data argumentation is applied by rotating extracted patches. Two architectures of fully convolutional networks, U-Net [22] and LadderNet [24] , are used for vessel segmentation. The performance of our method is evaluated on three public datasets: DRIVE [18] , STARE [10] , and CHASE DB1 [20] . We use accuracy and area under the ROC curve as major evaluation metrics. Experimental results of our method show superior performance compared to recent state-of-the-art methods.
The remaining sections are organized as follows. Section 2 describes our method and the fully convolutional networks used for retinal vessel segmentation. Experiments setup is described in Section 3. Our results are shown in Section 4. Finally, we come to the conclusion in Section 5.
Method
The goal of retinal vessel segmentation is to assign one of the two labels, i.e. vessel (1) and background (0), to each pixel of the retinal image, thus it is a binary classification problem. There are three main stages in our proposed method for retinal vessel segmentation: preprocessing on the retinal image, patch extraction and data augmentation, and classification via fully convolutional networks. In this Section, we first describe the datasets used for retinal vessel segmentation, and then illustrate the three stages of our method in detail below.
Dataset
3 public retinal vessel segmentation datasets are used to train and evaluate the proposed method: DRIVE [18] , STARE [10] , and CHASE DB1 [20] . Sample images from three datasets with their ground truth vessel segmentation masks and field of view (FOV) masks are shown in Fig. 1 The DRIVE dataset consists of 40 images, and each image has a resolution of 565 × 584. The STARE dataset provides 20 images for vessel segmentation tasks, where 10 images are diagnosed as normal while other 10 images are diagnosed as pathological. Each image has a resolution of 700 × 605. The CHASE DB1 dataset has 28 images, collected from two eyes of 14 children. Each image has a resolution of 999 × 960.
In the DRIVE dataset, the set of 40 images has already been divided into a training set and a test set, both containing 20 images, so the test set is directly used to evaluate our method. However, there is no division of training and test sets for STARE and CHASE DB1. Therefore, we used the stratified k-fold cross-validation method to evaluate our method, where the original dataset was partitioned into k equal-sized folds, and each fold is used as the test set while images in the remaining k − 1 folds are used for training. The evaluation process, including training and testing the model, was repeated k times for each fold used as testing set. The results were then averaged to get the final evaluation result of the model. For the STARE dataset, k is set to 5, where each fold has 4 images and 2 of them are normal while 2 of them are pathological. For the CHASE DB1 dataset, k is set to 4, where each fold has 7 images and 3 images are left/right eyes while 4 images are the other.
Preprocessing
The first stage of our method is preprocessing on the retinal images. There are four steps in the preprocessing of the original images: gray-scale conversion, Standardization, Contrast-limited adaptive histogram equalization (CLAHE) and Gamma adjustment. The result images after each step are shown in Fig. 2 . Standardization Z-score standardization is applied to every pixel of the grayscale images:
Gray-scale Conversion
where x i and x i denote the pixel's original and new value, while X and σ X denote the mean and standard deviation of pixel values from all of the gray-scale images. By applying Z-score standardization, the distribution of the pixel values is centralized, which will speed up the training phase and improve generalization [5] . CLAHE Adaptive histogram equalization (AHE) is a contrast enhancement method for both natural and medical images, which computes several histograms corresponding to distinct sections of the image and uses them to redistribute the lightness values of the image. However, AHE tends to over-amplify the contrast in near-constant regions of the image and over-enhances noise. Contrast Limited AHE (CLAHE) reduces the noise amplification problem by applying limitation on contrast amplification [21] . The result image of applying CLAHE is shown in Fig. 2 (d) .
Gamma adjustment Gamma adjustment is an exponential transform operating on pixels intensity that usually used for contrast adjustment:
where I denotes pixels original intensity and J denotes pixels intensity after adjustment. When γ > 1, contrast in low-intensity region is enhanced and contrast in high-intensity region is decreased; when γ < 1, contrast in low-intensity region is decreased and contrast in high-intensity region is enhanced. Here γ is set to larger than 1, in order to enhance the contrast in low-intensity region so that the vessels in dark regions will be more distinct. The result of gamma adjustment is shown in Fig. 2 (e). 
Patch Extraction and Data Augmentation
Since the number of images in each retinal vessel segmentation dataset is very limited (40 in DRIVE, 20 in STARE and 28 in CHASE DB1), we extracted a set of patches from preprocessed images, and fed these patches, instead of full images, into the network for training. During testing, images are also cut into patches for inference. During training, 2000 patches with size 48 × 48 are randomly extracted from each image. All the pixels in the patch are guaranteed inside the image, but not guaranteed inside field of view. Although patches may overlap with each other, this process tremendously enlarged the training dataset and made training of the fully convolutional network feasible and efficient.
During testing, images are cut into patches with size 48 × 48 and fed into the network for inference. The most straightforward way to cut images into patches is cutting seamlessly, i.e. there is no overlap between different patches. However, in this case some pixels that are originally inner pixels of the full image become borders of patches which will bring bias when combining segmentation maps of the patches into the segmentation mask for the full image. Specifically, in some case the output segmentation mask looks like it consists of patches, rather than a naturally full image segmentation. This problem will be described in more details in Section 4. In order to solve this problem and improve the performance, we applied another way that cut the images into patches by using a stride of N pixels (e.g. N = 5 or 10) in both height and width, so that one pixel can be predicted for multiply times. The final inference result is obtained by averaging multiple predictions. In addition, zero padding are applied to the original image to making its size become an integral multiple of the patch size in both ways. Besides patch extraction, we also applied data augmentation by rotating the patches, since data augmentation is essential to teach the network the desired invariance and robustness properties [22] . Each extracted patch was rotated by 90 • , 180 • and 270 • , thus the training set is quadrupled, i.e. 8000 patches are extracted from each image after data augmentation. At the end, all the patches, including original extracted and generated by rotation, are randomly shuffled and then fed into the network together with their corresponding ground truth segmentation mask patches. Sample inputs of the network are shown in Fig. 3 .
Network Architecture
Two architectures of fully convolutional networks, U-Net and LadderNet, are used for vessel segmentation. The architecture of these two networks are described in details below.
U-Net Our U-Net architecture is inspired by U-Net [22] and the fully convolutional network proposed by Oliveira et al. [19] , which combines features from both architectures. The network architecture is shown in Fig. 4 . The network is composed of an encoder (i.e. the contracting path at left side) and a decoder (i.e. the symmetric expansive path at right side).
The main idea of this encoder-decoder architecture is to combine information with different levels of abstraction. In the encoder, several pooling operators successively reduce the dimensions of the feature maps produced by each convolutional layer. This encoder structure summarizes neighboring features and creates high-level information maps, however, with low resolution. While these maps contain rich and compact features and are suitable for recognizing objects in images, detailed information related to localization is lost. Therefore, in the decoder, deep, low-resolution, high-level feature maps are reconstructed and combined with shallow, high-resolution, low-level information layers from the encoder through skip connections. The high-resolution, low-level information available in the shallow layers can help to recover the spatial information and improve localization performance. This is the main motivation for the decoder structure.
In our network, the input layer is a 1-channel patch extracted from preprocessed retinal images as described in previous sections, then follows a contracting path, i.e. encoder, and an expansive path, i.e. decoder. Every step in the contracting path consists of two consecutive 3 × 3 convolutions (with zero padding to remain the same size), followed by a 2 × 2 max pooling operation with stride 2 for downsampling. After each max pooling in the contracting path, the number of feature channels is doubled, from 32, to 64, and finally 128. Every step in the expansive path consists of a 2×2 upsampling of the feature map, followed by two consecutive 3 × 3 convolutions (with zero padding) and a concatenation with the corresponding feature map from the contracting path through skip connections. After each upsampling in the expanding path, the number of feature channels is halved. Therefore, the expansive path is symmetric to the contracting path, and yields a U-shaped architecture like U-Net [22] . Finally, a 1 × 1 convolution is used to output the segmentation maps (with 2 channels for 2 classes in this case) from the last 32-channel feature maps. Rectifier Linear Unit (ReLU) is used as the activation function after each convolutional layer, and a dropout rate of 0.2 is used between two consecutive convolutional layers to helps prevent overfitting [23] .
LadderNet LadderNet [24] is a multi-branch fully convolutional network (FCN), which can be viewed as a chain of U-Nets. Instead of only one pair of encoderdecoder branch in U-Net, LadderNet has multiple pairs of encoder-decoder branches, and has skip connections between each pair of adjacent decoder and decoder branches in each level. The architecture of LadderNet is shown in Fig. 5 . Different from U-Net where feature maps in the encoder branch are concatenated with feature maps in the decoder branches, feature maps are summed from two branches. LadderNet can also be viewed as an ensemble of multiple FCNs. LadderNet provides multiple paths of information flow, not only across the encoder-decoder branch in one U-Net, but also across multiple encoder-decoder branches from different U-Nets. Each path can be viewed as a variant of FCNs. LadderNet has much more information flow than U-Net, therefore has the potential to capture more complicated features.
However, multiply U-Nets and encoder-decoder branches will increase the number of parameters and the difficulty of training. To solve this problem, To solve this problem, shared-weights residual blocks are used in LadderNet (Fig. 6 ). Different from a standard residual convolutional block proposed by He [9] , the two convolutional layers in the same block share the same weights. A dropout layer is added between two convolutional layers to avoid overfitting. The sharedweights residual block combines the strength of skip connection, recurrent convolution, batch normalization and dropout, and has much fewer parameters that a standard residual block. Fig. 6 . The detailed structure of a shared-weights residual block.
Experiments

Experimental Setup
Training and testing of the proposed network was implemented by Keras 2 with TensorFlow 3 backend. The experiments are conducted on a MacBook Pro 2016 with a 2.7 GHz Intel Core i7 CPU and 16GB RAM, and running macOS Mojave 10.14.3. Because of the limitation of computation resource (this machine does not support GPU acceleration for TensorFlow), we downloaded a pretrained U-Net model from a GitHub repository 4 , which has already been trained for 150 epochs on DRIVE dataset, and then kept training all three datasets on this pretrained model. For LadderNet, we downloaded a pretrained model from the supporting GitHub repository of Zhuang [24] 5 .
Training
As described before, 2000 patches are randomly extracted from each image in the dataset and then rotated by 90 • , 180 • and 270 • for data augmentation. For DRIVE dataset, 160000 patches are obtained for training from the 20 images in the training set. For STARE dataset, 128000 patches are obtained for training, as the original image set was divided into a 16-image training set and a 4-image test set. For CHASE DB1 dataset, there are 168000 patches obtained for training, as the original image set was divided into a 21-image training set and a 7-image test set. In all experiments, 90% of these extracted patches are used for training while the remaining 10% are used for validation. All three datasets are training on the pretrained U-Net model for 10 epochs, with a mini-batch size of 32 patches. For LadderNet, DRIVE dataset is training on the pretrained model for 4 epochs, with a mini-batch size of 1024 patches.
Evaluation Metrics
We used several most commonly used metrics in the literature to evaluate the performance of our method: accuracy (Acc), sensitivity (Sn), specificity (Sp), and F1-score (F1). The formulas to compute these metrics are shown below: 
Discussion and Results
Discussion
In this section, we discussed how different methods of cutting images into patches in the inference stage, i.e. cutting images into seamless and non-overlap patches (Non-overlap) and cutting images into overlapping patches by using a stride (Stride), would affect the performance of segmentation. As describe in Section 2.3, in the first way, some pixels that are originally inner pixels of the full image become borders of patches, which will bring bias when combining segmentation maps of the patches into the segmentation mask for the full image. Specifically, in some case the output segmentation mask looks like it consists of patches, rather than a naturally full image segmentation. One example of this issue is shown in Fig. 7 (a) and (b). In order to alleviate this problem, we cut the images into overlapping patches by using a stride of N pixels (e.g. N = 5 or 10) in both height and width, and final inference results are obtained by averaging multiple predictions. In this way, one pixel can be predicted for multiply times, which can amortize the border effect and output better segmentation results ( Fig. 7  (c) and (d) ).
Besides generate more natural segmentation results for the full image, overlapping patches by using a stride N can further improve the performance of the segmentation and achieve a higher Acc. AUC and F1-score (as shown in Table 1 ). When using a smaller N , the performance will keep improved, however the inference time for one image will also increase. In the subsequent experiments, we used a stride of 5. In the real-world application, however, we can set a larger stride to reduce inference time if needed. 
Results
Because of the limitation of space, we only report our results of U-Net in detail, and briefly report our results of LadderNet. The segmentation results (including output probability map and binary segmentation) of our U-Net for images in the test set of DRIVE are shown in Fig. 8 and 9 . Samples of segmentation results of our U-Net for STARE and CHASE DB1 are shown in Fig. 10 and 11 respectively. The threshold used to generate the binary segmentation is 0.5. The performance of our method and other state-of-the-art deep learning based methods on DRIVE, STARE and CHASE DB1 are shown in Table 2 , 3 and 4 respectively. The results show that our method has superior performance compared to recent state-of-the-art methods. [13] 0.8006 --0.9703 0.9666 R2U-Net [1] 0.7928 0.7756 0.9820 0.9634 0.9815 LadderNet [24] 0.8031 0.7978 0.9818 0.9656 0.9839 This work, U-Net 0.7815 0.7240 0.9860 0.9600 0.9784
Conclusion
In this work, we presented a method for retinal vessel segmentation using patchbased fully convolutional networks. Patches are extracted from the retinal image and then fed into the networks, and data argumentation is applied by rotating extracted patches. We applied two network architectures for vessel segmentation: U-Net and LadderNet. Experimental results of our method show superior performance compared to recent state-of-the-art methods.
The limitation of our vessel segmentation method is the robustness and connectivity of the output vessel segmentation, as some thin vessels are in small, broken bits and not connected to the main vessel tree. The borders of the patch also have some side-effects when generating the segmentation mask for the full image. For future work, more advanced network architectures, such as DenseNet [11] or DeepLabv3+ [2] , can be used to further improve the performance and make the segmentation output more robust. Moreover, large-size patches, even full images, can be used as the input to the networks, to give the networks more information from the input and alleviate the size-effects of patches.
