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iRESUMEN
El propbsito de este trabajo es el desarrollo de la teoria de los operadores
proyecciones en espacios con producto interno, el cual es un concepto de
suma importancia en el estudio del Anelisis Funcional . Primeramente se
presentan los conceptos fundamentales sobre espacios con producto interno
como to son los conceptos de ortogonalidad, suma directa y bases
ortonormales que serer) utilizados para lograr nuestro objetivo.
Posteriormente se define el operador proyeccion en espacios normados y
espacios con producto interno, se estudian sus propiedades topolbgicas, asi
como aquellas propiedades referentes a operaciones con proyecciones
ortogonales . Tambien se caracteriza el operador proyeccion para algunos
subconjuntos especiales de espacios con producto interno . Finalmente
usando el problema de la mejor aproximacibn se definen los conceptos de
proyeccion metrica, los conjuntos proximales y los conjuntos de Chebyshev;
se demuestran sus propiedades topolbgicas y se utilizan estas para
caracterizar los subespacios cerrados de espacios con producto interno que
son complementados .
SUMMARY
The intention of this work is the development of the theory of the projections
operators in inner product spaces, which is a concept of extreme importance
in the study of the Functional Analysis . Firstly, the fundamental concepts
appear on inner product spaces such as the concepts of orthogonal, direct
sum and orthonormals bases that will be used to obtain our objective, are
presented . Later one we define the projection operator in normed spaces and
inner product spaces, their topological properties are studies, as well as those
referring properties to operations with orthogonal projections. Also, the
projection operator for some special sets of inner product spaces is
characterized. Finally, using the problem of the best approximation the
concepts of metric projection and proximal and Chebyshev sets are definided,
proving his topological properties and these are used to characterize the
closed subspaces of inner product spaces that are complemented .
2INTRODUCCION
Los operadores proyecciones, los cuales son un caso especial de los
operadores lineales acotados, juegan un papel preponderante dentro de la
teoria del Analisis Funcional. El estudio de este tipo de operadores es el
objetivo principal de este trabajo.
Ademas de las herramientas basicas de la Teoria de Operadores
utilizamos los resultados mas importantes de la Teoria de la Mejor
Aproximacion para estudiar algunas propiedades topolOgicas de los
operadores proyecciones y aplicamos estos resultados para resolver el
problema de la existencia del complementado de un subespacio cerrado de
un espacio con producto interno.
Para una mejor comprension de la teoria de las proyecciones
ortogonales hemos dividido este trabajo en tres capitulos desarrollados de la
siguiente manera.
En el primer capitulo se presentan los conceptos de ortogonalidad y
suma directa los cuales juegan un papel importante en el desarrollo de todo
el trabajo . Como veremos, estos conceptos nos permiten representar un
espacio de Hilbert como suma directa de un subespacio cerrado del espacio
y su complemento ortogonal . Ademas se estudian los conjuntos y bases
ortonormales y la correspondiente representaciOn de los elementos del
espacio con producto interno . La aplicaciOn de tales conjuntos forma una
parte sustancial de toda la teoria de espacios con producto interno.
El segundo capitulo se ocupa del estudio de los operadores
proyecciones . Se estudian sus propiedades topolOgicas y las que se refieren
3a las operaciones de suma, diferencia y producto de proyecciones
ortogonales . Ademas se calcula la inversa de la diferencia de proyecciones
ortogonales en espacios de Hilbert.
En el tercer capitulo se describe el problema general de la mejor
aproximaci6n, se da una caracterizacibn de esta en conjuntos convexos,
conos convexos y subespacios lineales . Cuando K es un conjunto de
Chebychev la aplicaciOn
x —> PK(x)
que asocia a cada x de un espacio con producto interno X una Unica mejor
aproximaci6n en K se llama la proyecci6n metrica sobre K, la cual como
veremos, tiene propiedades topolOgicas interesantes .
Capitulo I
PRELIMINARES
5El proposito de este capitulo es presentar los resultados mas
importantes sobre los espacios con producto interno que seran utilizados en
el desarrollo de la teoria de los operadores proyecciones . Sin embargo,
supondremos conocida toda la teoria relacionada con los espacios normados,
especialmente el teorema de Hahn-Banach, el teorema de la funciOn abierta,
el teorema del grafico cerrado, at igual que sus implicaciones.
1 .1 Ortogonalidad.
Iniciamos can la definiciOn del concepto de ortogonalidad, el cual juega
un papel preponderante en el desarrollo de este trabajo.
Definition 1 .1 : Sean X un espacio con producto interno, x, yeX . Decimos
que x, y son ortogonales si
(x, y)=0
y escribimos x l y.
Similarmente para subconjuntos A, B no vacios de X escribimos x IA
si x l a para todo a EA y A 1 B si alb para todo aEA y be B.
Denotamos por A l al conjunto
Al = {xEX / (x , y) = 0, para todo yEA}
Ilamado el ortogonal de A.
Teorema 1 .1 : Sean A y B subconjuntos no vacios de un espacio con
producto interno X . Entonces :
61). A' es un subespacio cerrado de X.
2). AcAl'
3). Si A c B entonces B' c A'.
4). A' = (Al'
5). A' = [A]' = [Al) donde [A] es el subespacio de X generado por A
Demostracion:
1) Como 0,y = 0 para todo yeA, entonces OEA'.
Por otro !ado, si x,yeY', a,13 son escalares y vEA, entonces
(ax + 3y , v) = a(x,v) + 3(y,v)
=0.
Asi ax + [3yeA' . Por lo tanto Al es un subespacio de X.
Demostremos que A' es cerrado . En efecto, sea {x n }:1 una sucesiOn
de elementos de A'tal que Iim x n = x . Luego para cada yeA,
n,.
x,y = lim x,y
=Iim .x,y ;•
n-+ ,
= O.
Asi xeA' y A' es un subespacio cerrado de X.
2) Sea xEA entonces x,y = 0 para todo yeA', por to tanto xE(A')' . De
esta manera AcA"
3) Sean xeB', yeA . Entonces, como AcB, se tiene que ye B . Por to tanto
x,y = 0
7Asi xeA'yBI cAl .
4) Como A c A, por (3) se tiene que
Al c Al.
Por otro lado, si XeA' y yE A, entonces existe una sucesion {y n	eY tal q e
hmy n =y . Luego
x,y = . x,lim Yn
= Iim x, y n
n—rm
=0
to que implica que xe(A)l. De esta forma
Al c(A) l .
Por to tanto
Al = (A )l .
5) Como A c [A] tenemos que
[A]' c Al
Por otro lado, sea xeA' y ye[A] . Entonces existen y1,y2, . . .,y„eA y
escalares al,a2, . . .,an tales que
n
i=1
Luego,
n
(x , y) = Ea1 (x, y)
=0.
Asi, xe[A]l y de aqui
8Al c [A]'.
Por consiguiente
Al = [A]' .
Finalmente de (4) y lo anterior se tiene que
1
Ai = [All = ([-Al
1 .2 Suma directa y suma ortogonal.
Definition 1 .2 : Sea X un espacio vectorial y Y, Z dos subespacios de X . X
es la suma directa de Y y Z si cada xeX se puede representar en forma
(mica como
x=y+z
con yEY, zEZ. En este caso escribimos X=YeZ y decimos que los
subespacios Y y Z son complementarios.
En el caso de que X es un espacio normado y Y, Z son subespacios
cerrados de X tales que X=Y$Z entonces decimos que Y y Z son
complementos topologicos uno del otro y que Y es un subespacio cerrado
complementado de X.
Observation : Dado un espacio vectorial X y un subespacio Y de X siempre
existe un subespacio complementario Z de Y en X ; esto es, tal que X=YOZ.
Sin embargo, dado un espacio normado X y un subespacio cerrado Y, no
9siempre existe un subespacio cerrado Z de X tal que X=YeZ ; o sea que no
todo subespacio cerrado de un espacio normado es complementado.
Uno de los objetivos de este trabajo es caracterizar los subespacios
cerrados que son complementados en un espacio con producto interno.
DefiniciOn 1 .3: Sea X un espacio con producto interno y A, B dos
subconjuntos no vacios de X . X es la suma ortogonal de A y B si cada xeX
se puede representar en forma unica como
x=a+b, aeA,beB,a1b.
En este caso escribimos X=A
Observaciones:
(1) Note que si Y, Z son dos subespacios distintos de R 2 (dos rectas que
pasan por el origen), dim(Y)=dim(Z)=1, entonces R2xYIZ si las rectas Y, Z
no son perpendiculares.
(2) Si A es un subespacio de X y X=AO+ Al, entonces X=A© Al .
1 .3 Complemento ortogonal en espacios de Hilbert.
En esta secciOn se prueba que en un espacio de Hilbert todo
subespacio cerrado posee complemento topolOgico, es decir, que es
complementado.
En un espacio normado X, la distancia d de un elemento )(EX a un
subconjunto no vacio M de X esta definida por
B0
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d(x, Y)=inf {d(x, y) : yeM}.
Es importante conocer si hay algun elemento yxeM tal que
d(x,Y) = d(x,yx) = x — y x i .
Esto es, intuitivamente hablando, el punto yeM mas cercano al x dado . Note
que esto es equivalente a encontrar un punto zxeM-x de norma minima . Este
problema de existencia y unicidad nos permite resolver el problema de la
existencia del complemento topolbgico de un subespacio cerrado de un
espacio de Hilbert y nos permite construir operadores proyecciones, el cual
es el objetivo de este trabajo.
A continuacibn demostraremos la principal herramienta de esta
section.
Teorema 1 .2 : Sean X un espacio con producto interno, M un subconjunto no
vacio y convexo de X y xeX . Si M es completo entonces existe un (wilco ye M
tal que
ix – yll = d(x, M) = inf {d(x, z)/ ze M}.
(Recordemos que M es convexo si y solo si para todo x, yeM y para todo
0 <_ ? <_ 1, a.x+(1-X)yeM).
Demostracien:
Existencia :
	
Escribamos S=d(x, M) . Entonces, por la definition de infimo,
para cada nelN existe un yeM tal que
S=d(x, M)lx–y,,i<b+ 1 .
Denotemos
11
6 n = ..x
	
Vn Yn —X.
Entonces
Ilvn ll = 6n y lim Sn = 6 para todo n, meiN.
n—c0
Ademas, para todo n, melN,
Ilvn +v mll = ll yn +y,n -24
=2 IIx_ 1zyn + 2Ym yJ
>-2S
ya que z y n + z y n , a M, por ser M convexo.
Por otro lado, por la ley del paralelogramo,
Yn Ym', 2 = (yn - x) -(Ym - x ) 2
— Il vn — VmII2
	
l
=2(
	
2
	
Vrn'd21—iVn+Vrn li t
n <2(6,+b,2n)-462
	
n,m m >ll.
Asi {yn LI, es una sucesiOn de Cauchy en M . Como M es completo, existe un
yeM tal que
hm Yn = Yn,
Como yeM, entonces
il x —YII >— 6 (')
Por otro lado
IlX — YII`IIX— YnII+IlYn — YII
= Sn + IIYn — Yll
	
6 .
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De esta forma
Il x — Y II < s (**)
Por to tanto, de (*) y (**) se tiene que
Ilx–YIl=ii=d(x, M).
Unicidad. Sean y, yo€M tal que
ll x — yll =b
	
Y
	
llx —Y0II =b.
Luego, por la ley del paralelogramo,
Y — Yo! z =,(Y–x)–(Yo —x) ,z
= 2(y —xlz +11y 0 —x , 2 ) — ;Icy —x)+(yo—X)z
=452
- 11 2x– (Y + Yo)I1 2
=4bz–4 'ix– QY + zYo)r
Como f y + Z y o E M , se tiene que
x
-~Y + zYo1 >_a.
Por consiguiente,
o<IIYyou112 45 2 -4S2 =0.
Asi pues Il y – y oll = 0 , to que implica que y = yo .
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Observation : El teorema anterior se cumple tambien en los casos
particulares de que M sea un subespacio completo de X, o que X sea un
espacio de Hilbert y M un subespacio cerrado de X.
Teorema 1 .3 . : Sean X un espacio con producto interno, Y un subespacio
completo de X, xeX fijo, yeY tal que d(x,Y)=IIx-y(I=S . Entonces z=x-y es
ortogonal a Y ; o sea, z=x-yeYl .
Demostracion:
Supongamos que zcYl , entonces existe un y,eY tal que
	
(z, Y,) =l
	
O.
Claramente y,0, puesto que de otro modo (z, y i ) = 0. Ademas para
cualquier escalar a,
IIz-aY,II 2 = ( z -ay, , z-ay,)
=(z,z)-a(z,Y,)-a[(Y,,z)-a(Y,,Y,)]
=(z,z)-a-a[R-a(Y,,Y,)].
La expresiOn en el parentesis es cero si escogemos
	R	
o (Y„ Y,)
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Del Teorema 1 .2 tenemos que
Ilzll = 11x-YII = S,
asi que nuestra ecuaciOn ahora da como resultado
Ilz -aY111 2 = IIz I1 2 -
	
IRIZ
	
<
6 2
(Y1,Y1)
pero esto es imposible porque tenemos que
z - ay i =x - y - ay 1 =x–y2
donde
	
y 2 =Y+ayi €Y, z–a
	
x
- y 21 ?d(x , Y) =S
Por consiguiente, zeYl .
En el siguiente teorema resolvemos el problema de la existencia del
complemento topolOgico para subespacios cerrados de espacios de Hilbert.
Teorema 1 .4 : Sea H un espacio de Hilbert y Y un subespacio cerrado de H.
Entonces Yl es un complemento topologico de Y en H ; o sea,
H=Y ED Yl
Demostracion:
Como H es completo y Y es cerrado entonces Y es completo . Como Y
es convexo, los Teoremas 1 .2 y 1 .3 implican que para cada x€H existe un
yeY tal que
15
x = y + z con zeYl .
Para probar la unicidad asumimos que
x = y+z = y 1 +z 1
donde y, y i eY y z, z1 eY1 . Entonces
y-y l =z-z 1 .
Como y-y i eY y z-zi eY1 vemos que
y-y 1 eYnY1 = {0}.
Esto implica que y=y 1 . De forma similar se tiene que z=z 1 .
Observation : Al subespacio Yl (el ortogonal de Y) se le llama el
complemento ortogonal de Yen H.
Una consecuencia importante del Teorema 1 .4 es el siguiente
resultado.
Corolario 1 .1 : Sea H un espacio de Hilbert y Y un subespacio cerrado de H.
Entonces
Y=Y11
Demostracidn:
Del Teorema 1 .1 (b) sabemos que
YcY11
Reciprocamente, sea xEY11. Como por el Teorema 1 .4
H=Ye Y1 .
Existen yEY, zeY1 tales que
x=y+z.
16
luego ye Y11 y
z=x - ye Yll
Por lo tanto, zeYl n Yn={0}. Asi,
z=0, x=yEY
to que implica que Y11cY.
De todo to anterior se tiene que Y=Y ll
Terminamos esta seccion demostrando una caracterizacion de los
subconjuntos en espacios de Hilbert cuyo generado es denso en el espacio.
Corolario 1 .2 : Sea H un espacio de Hilbert y M un subconjunto no vacio de
H . Entonces [M] es denso en H si y solo si M I = {0}.
Demostracion:
Por el Teorema 1 .1 (5)
M1= [M]' = ([M]`L
Luego, Ml={0} si y solo si r[M]) ={0} . Como [M]es un subespacio del
espacio de Hilbert H, por el Teorema 1 .4 se tiene que
)l
H =[M] O ([M]
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Asi pues,
M es denso en H c> [M] =H
<=>([—M] ={0}
<=> MI = {0}.
1 .4 Conjuntos ortonormales.
El concepto de ortogonalidad juega un papel importante en los
espacios con producto interno y los espacios de Hilbert, como acabamos de
ver en la seccien anterior . De particular interes son los conjuntos cuyos
elementos son ortogonales en pares . Por ejemplo, en R3, un conjunto de
esta clase es el conjunto de los tres vectores unitarios en las direcciones
positivas de los ejes de un sistema de coordenadas rectangulares, denotados
e1=(1,0,0), e2=(0,1,0), e3=(0,0,1) . Estos vectores forman una base para R 3 ,
asi que cada xe R3 tiene una (mica representacion de la forma
X = a1x1 + a2x2 + a3x3 .
Podemos facilmente determinar los coeficientes a l ,a2 y a 3 tomando producto
interno. Por ejemplo, obtenemos a 1 multiplicando la representacion de x por
e 1 , esto es,
(x , e1) = a 1(e 1 , el) + a2(e2 , et) + a3(ea , e 1) = a
y asi sucesivamente .
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En espacios con producto interno mas generates hay similares y otras
posibilidades para el use de estos tipos de conjuntos, como veremos mas
adelante. La aplicaciOn de tales conjuntos y sucesiones forman del todo una
parte sustancial de toda la teoria de espacios con producto interno y espacios
de Hilbert . Empezamos nuestro estudio introduciendo los conceptos
necesarios.
Definition 1 .4 : Sea X un espacio con producto interno y M un subconjunto
no vacto de X. M es un conjunto ortogonal si(x,y)=0 para todo x, yEM,
xxy.
M es un conjunto ortonormal si
six  y
x, y
1 six=y
Si un conjunto M ortogonal u ortonormal es enumerable podemos
ordenar sus elementos en una sucesiOn {xn}, Ilamada sucesiOn ortogonal u
ortonormal respectivamente.
En forma mas general, un conjunto o familia indizada {xa}acj se llama
ortogonal si xalxp para todo a.,(3EI, axp. La familia {xa}ae, se llama ortonormal
si es ortogonal y todo xa tiene norma 1 ; esto es, para todo a,pEl tenemos
sia
sia=13
Consideremos ahora algunas propiedades simples de los conjuntos
ortogonales y ortonormales .
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Teorema 1 .5 (Pitagoras) : Sea X un espacio con producto interno y
{x1,x2,
. .
.,xn} un conjunto ortogonal de X . Entonces
llxi+x2+ . . . +xn11 2 = 11X1112+ 11 x2112+ . .+ Ilxnll 2
Demostracion:
Como el conjunto {x1,x2, . . .,xn} es ortogonal se tiene que
(xi , xk ) = 0 si jk.
De esta forma
Ilx1 +x2+ +X n11 2 = (x1+x2+ . . .+xn , x1+x2+ . . .+xn)
n
	
n
	
n
= (x 1 EXk ) + (X2,1 )(k )+ . . .+(xn,E)(k )
k=1
	
k=1
	
k=1
n[ L` ( X71=1
	
k=1
n n
_
	
(x) , Xk)
j=1 k=1
n
_E (xl, XI)
j=1
n
DX j 2
j=1
Teorema 1 .6 : Sea X un espacio con producto interno y A un subconjunto
ortonormal de X . Entonces A es linealmente independiente.
Demostracion:
Sea {x 1 ,x2 , .,xn}cA y supongamos que
0 = a1x1 + a2X2 + . . . anXn.
Si 1 <j <n se tiene que
n
Xk )
0 = (0,xj)
20
= (aix1 + a2x2 + . . .+ anXn , x1)
= a 1 (x i , xi) + a.2(x2 , xi) + . +an(xn , xi)
= aj(xj , xx)
= a;
Por to tanto, A es linealmente independiente.
Una gran ventaja de las sucesiones ortonormales con respecto a las
sucesiones arbitrarias linealmente independientes es la siguiente . Si
conocemos que un elemento x de un espacio con producto interno X puede
ser representado como una combinacion lineal de algunos elementos de una
sucesion ortonormal, entonces la ortonormalidad hace muy facil la
determinaciOn de los coeficientes . En efecto, si {e l , e2 , .,en} es una sucesiOn
ortonormal en un espacio can producto interno X y xe[{e,, e 2	en}], entonces
existen escalares a 1 , a 2 , . . ., an tales que
n
x ' Ea ke k (')
k=1
y si tomamos el producto interno para un ej fijo obtenemos
n
(x , e1) = ( E c k; ,e 1)
k=1
n
= l ak (ek , el)
k=1
=a .
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Con esos coeficientes (*) se convierte en
Enx= (x,ek )ekk=1
Esto muestra que la determinaciOn de los coeficientes desconocidos en (*) es
simple .
Otra ventaja de la ortonormalidad radica en el hecho de que si
tenemos la necesidad de anadir otro termino an .len+ 1 en (*) o (**)
x = x + an+l en.1 E [{e1	 en, en+1 }]
entonces necesitamos calcular solo un coeficiente mas de x EX, ya que los
otros coeficientes permanecen iguales.
Por otro lado, si tomamos un elemento x€X, no necesariamente de
Yn=[el,e2, . . .,en], y definimos
n
y= E x,ek e k , z=x-yk=1
entonces z l y . En efecto, cada yEYn se puede escribir de la forma
n
y E, a k e k
k=1
donde, por to discutido anteriormente, a k = y,ek . Luego,
n
	
n
IIy11 2 = (E (x , ek)e k ,E (x,em)em )k=1
	
m=1
22
n
= EnI(x,ek)I 2.k=1
Usando esto podemos mostrar que z l y . En efecto
(z Y) = (x-Y, Y)
=(x,Y)-(Y,Y)
=(x, E(x , ek)ek)-IIYIIZk=1
n
=i(x,ek)(x,ek) - EI(x,ek )I Zk=1
	
k=1
=0
Asi pues, z=x-yly.
De aqui, por el Teorema de Pitagoras, obtenemos:
11 x 11 2 = IIY + z112
= IIYII 2 + II z 11 2
n
= EI(x,ek)I 2 + IIz 11 2k=1
nt(x,ek)I Zk=1
puesto que 11 z 11 2 ? 0 para todo n=1,2, . . . . De esta forma
23
nE1(x,ek)l 2
	
I1 x 11 2.
k=1
Esta suma tiene terminos no negativos, asi que ellos forman una sucesiOn
monotona creciente . Como la sucesiOn estfi acotada por 11x11 2 , ella converge.
Esta es la sucesiOn de sumas parciales de una serie infinita, la cual converge.
De esta forma se obtiene el siguiente teorema.
Teorema 1 .7: Sea X un espacio con producto interno y {e,,I r:= , una sucesiOn
ortonormal en X . Entonces para cada x€X
1I(x,ek)I2 < 11x11 2k=1
La desigualdad del Teorema 1 .7 se llama la desigualdad de Besse!.
Hasta el momento hemos visto que las sucesiones ortonormales son
muy convenientes para trabajar con ellas . La pregunta ahora es tcomo
obtener una sucesiOn ortonormal de una sucesiOn arbitraria dada que sea
linealmente independiente?
Esto se hace por medio de un procedimiento constructivo, el Proceso
de Gram-Schmidt para ortonormalizar una sucesiOn linealmente
independiente {xn} en un espacio con producto interno . La sucesiOn
ortonormal resultante {e l} tiene la propiedad que para cada n
[e1, . . .,en] = [xi	 xn].
El proceso es como sigue :
24
Primer paso : El primer elemento de {e l } es
1
e, = -- x,.
xi
Segundo paso : x2 puede ser escrito como
x2 = (x2, e,)e, + V2.
Entonces
V2 = x2- (x2, e1)e,
es un vector distinto de cero puesto que {xi} es linealmente independiente.
Tambien v21e 1 ya que (v2 , e,) = 0 ; asi que podemos tomar
1
e2 =
	
v 2 .
V 2
Tercer paso : El vector
V3 = x3 - (x3 , e, )e , - (x3 , e2)e2
Es un vector distinto de cero, y v 31e1 asi como v 31e2. Tomamos
1
e3= : v 3V 3
Continuando de esta manera, el vector
n-t
vn = xn - E (xn , ek )e k
k=1
es un vector distinto de cero y es ortogonal a e 1 , e 2	en_, . Asi obtenemos
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1
Esta es la formula general para el proceso de Gram-Schmidt.
Terminamos esta seccion con un ejemplo que muestra el proceso
antes descrito.
Ejemplo 1 .1
Aplique el proceso de ortonormalizaciOn antes descrito al conjunto de
vectores Iinealmente independientes
1, x, x 2 , x3 , . ..
en el espacio
X = /([-1,1], IR) = {f : [-1,1]->R / f es continua}
con el producto interno definido por
(p , q) = Lp(x)q(x)dx.
Solucion:
De la formula
2z! f=( f f(t) dt l
obtenemos que
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1 1 2 dx) 2 =
	
y
	
eo= 1
x u!
1
ii)
Asi
w
Iv,=x-x, 1
	
=x-
1
2
I
	
2
xdx)
2v=x 1(x
2 2 ) ,
=x.
=(J x2 dx) 2 = 3
	
y
	
e, = ~:,v,= Zx
v 2 = x2 — x2
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2
	
2
	
c2
=x 2
-
j-1J -~-x 2 dx2
	
- 1 - . 2
1
=x2 - -z - 3
Por lo tanto
~ i
	
1 l 2
	
`2
Iv2'I=
1
x2
-_
I
dx
,z
Y27
,
J' (x" -3x 2 +9)dx11
1
	
2
	
1 1 1
Xs
	
X3+x5
	
9
	
9 1 -'i
8
'; 45
1
	
e2 =
	
v2
V z
45 1 2 1
8 x 3
iv ) v3 = X 3 - X3 1 1^
	
X 3 .3x' 2
=x -
85rxz 3
) / J'
8 s
l
	
J-,
= xs
3 -
3
	
' 3
-X
	
X
3
=X - X.5
Luego
y28
2
	
\2
v3jj_
	
x3 -5xl dx 9
ri,(x6 56 x4 + 25 x 2 )
1
e 3 =
	
VV
3
Continuando de esta manera obtenemos la sucesiOn ortonormal
1 22x 85x 2 —31, $ ~x3 —5x1,
1 .5 Bases ortonormales.
Los conjuntos ortonormales en espacios con producto interno y
espacios de Hilbert verdaderamente interesantes son aquellos que constan
de muchos elementos, de modo que cada elemento en el espacio puede ser
representado o suficientemente aproximado con el use de esos conjuntos
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ortonormales . Estos conjuntos son los conjuntos ortonormales totales o
bases ortonormales y son el tema de estudio de esta secci6n.
Definicion 1 .5: Un conjunto total en un espacio normado X es un
subconjunto M de X cuyo generado es denso en X ; es decir,
M es total en X si, y solo si [M] = X .
Definition 1 .6: Sea X un espacio con producto interno y M un subconjunto
ortonormal de X. M es una base ortonormal (o conjunto ortonormal total) de
X si [M] = X.
El siguiente teorema muestra que un conjunto ortonormal total no
puede ser aumentado a un conjunto ortonormal mas amplio por la adjunciOn
de nuevos elementos.
Teorema 1 .8 : Sea M un subconjunto ortonormal en el espacio con producto
interno X. Entonces:
a) Si M es total en X entonces Ml = {0}; es decir no existe xs0 en X que sea
ortogonal a cada elemento de M
b) Si X es un espacio de Hilbert y Ml = {0} entonces M es total
Demostraci6n:
a) Sea xeMl. Probemos que x=0. En efecto, como xeX=[M] entonces
existe una sucesiOn {x,,
	
de elementos de [M] tal que lira x 0 = x .
llYm
Si
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m„
X,,
= ~
a k yko con y k EM
k=1
entonces
m„
( xn , x) = (E a k n y k„ , x)
k=1
=
	
(Yk„ , x)
k=1
= 0.
Asi, (x„ , x) = 0 para todo n>_1 . Luego como
xn ,x = ..x , x
n-~m
se tiene que
con to cual x = 0
b) Supongamos que X es un espacio de Hilbert y M l = {0}. Como [M] es un
subespacio cerrado de X entonces por el Teorema 1 .4
x= [M]®([M] )
Luego como
[Mi1 1 =[M]l =Ml = {0}
se tiene que
De esta manera
Es decir, M es total en X .
[M]1 1 = {0}.
X =[m]
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Observation: Si M es un subconjunto ortonormal de un espacio de Hilbert H,
entonces por la desigualdad de Bessel, para todo xeH el conjunto
Mx={eeM/ x,e 0} =U
n=1
2
eeM/x,e.2>-''-X_
n
es enumerable (o sea, vacio, finito o infinito enumerable) ; ademas para
cualquier ordenacion Mx = {e l , e2, . . .} de Mx se tiene que E x,ek ek convergek=1
en H y
y=E x,e e= E x,e e=E x,e k e k .
eeM
	
eeM„
	
k=1
En el caso de que Mx=., se toma y=0.
Otro criterio importante para la totalidad se obtiene de la desigualdad
de Bessel con el signo de igualdad
Er:;x,e ;l2= Es,x,e ; 2= EI(x,ek)l = 11 x 11 2
eeM
	
eeM,
	
k=1
la cual se conoce como la relation de Parseval.
Teorema 1 .9 : Sea H un espacio de Hilbert y M un subconjunto ortonormal de
X. M es total si y solo si la relaciOn de Parseval es v3lida para todo xeH,
donde {e k }k= es una sucesi6n ortonormal en M.
Demostracion:
Supongamos que M no es total en H . Luego por el Teorema 1 .8 (b)
existe un xE H no nulo tal que x1M . Como x1M, tenemos que
32
(x , e) =0 para todo eeM.
Por lo tanto,
2
x,e'' =
	
x e,: = t(x,ek)12 = 0
eeM
	
eeM
	
k=1
Asi 11 x 11 2 = 0, to cual es absurdo pues x 0. Por lo tanto si la relaciOn de
Parseval es valida para todo xEH entonces M es total en H.
Reciprocamente, supongamos que M es total en H . Consideremos
cualquier xEH y la sucesiOn
(x , e1), (x , e2),
donde Mx{e,, e2 , . . .} . Definamos ahora y por
(a )
	
Y = E ee=Ex,ee
eeM,
1 (x,ek )ek.k=1
Mostraremos que (x-y)1M. En efecto, usando la ortonormalidad, para cada
e rne M X tenemos que
(x-y , em) = (x , em) -(Y , em)
= (x , em) - (E (x,ek)e k ,em )
k=1
= (x , em) - 1(x, ek )(ek ,em )k=1
= (x , em) -(x , em)
= O.
Para cada veM no contenido en (a) tenemos (x , v) = 0, asi que
(x-y , v) _ (x , v) -
	
(x, ek)(e k ,v )
k=1
0
por to tanto
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(x-y)1 M
o equivalentemente
x-yE Ml.
Como M es total en H por el Corolario 1 .2 obtenemos M l = {0}. De esta
forma
x-y = 0
esto es
x = y=E . x,e k 'ek .
k=1
Por to tanto de (a) con x=y obtenemos que
Ilx ll 2 = (x , x)
=( E(x,ek)ek,E(x,em)em )k=1
	
k=1
E(x,ekX x,ek )k=1
= El(x , ek)Ik=1
lo cual completa la prueba.
En el siguiente teorema presentamos algunos criterios de totalidad.
Teorema 1 .10: Sea H un espacio de Hilbert y M un subconjunto ortonormal
de H . Los siguientes enunciados son equivalentes:
a)M es total en H
b)Para cada xcH,
2
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x=E,x,ee= Eix,e'e=E\x , en e n
eeM
	
eeM,
	
r-1
donde Mx = {e 1 , e 2 , . . .}.
c) Para cada x, yE H,
x,y= x ,e e,y,
eeM
d) Para cada xeH
x! Z =E : x e 2
eeM
e) M es maximal como conjunto ortonormal ; o sea que no existe un conjunto
ortonormal de H que contiene propiamente a M.
f) Ml = {0}
g)Si x,e = y,e para todo eeM, entonces x=y
Demostracibn
En los Teoremas 1 .8 y 1 .9 se probe) que
(a) p (f) y (a) c (d )
a = b) En la demostracibn del Teorema 1 .9 se probb que si M en total
entonces
x=y=Ex,e , e
eeM
b = c) Sean x, )(EH, entonces
x= E x , e e
	
y= E y,ele
eeM
	
eeM
Mx uMy ={el,e2, . . .}
Sea
entonces
35
x=l x,en :.en
	
y = Ey, en en .
n=,
	
n=,
Por to tanto
n
x,y = lim Ex,e, e,,lim E .y,e, e,n—. I—,
n
x,e,'e,,
1=,
=Iim Ex,e,n m U.
=
	
x,en ;
	
, en
=Ex,ee,y
eeM
c = d) Sea xEH y tomemos y=x. Entonces
z x,x
=
	
x,e e,x
eeM
_E x,e x,e
eeM
=E x,e z
eeM
De todo lo anterior se tiene que
(a) a (b)o(c)(d)(f)
d = e) Supongamos que M no es maximal, entonces existe un xEH-M tal
que Mu{x} es ortonormal. Luego xeMl={0} (ya que (d) c (f)) . Por to tanto
x=0, to que es una contradiccion. Asi pues, M es maximal como conjunto
ortonormal .
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e
	
f) Supongamos que Ml m {0}, entonces existe un xEM1 - {0}. Luego
MU { X L1
es un conjunto ortonormal que contiene propiamente a M, to que es
una contradiccidn . Asi M1={O}.
De lo anterior se tiene que
(a)a(b)a(c)a(d) ©(e)ra(f)
f g) Si x,e = . y,e para todo eeM, entonces x-yEM l={0} . Luego x=y.
g
	
e) Supongamos que M no es maximal, entonces existe un xEH tal que
Mu{x} es un conjunto ortonormal . Luego
x,e = O,e =0 para todo eeM
por lo tanto x=0, lo que es una contradicciOn . Asi M es maximal y
(a)ra(b)c~(c)rz(d)c>(e)ra(f)c>(g).
Observation : Si en lugar de un espacio de Hilbert se tiene un espacio con
producto interno entonces en el teorema anterior solo se cumple
(a) <=> (b)rr(c)c>(d)= (e)c>(f)ra(g).
Corolario 1 .3 : Sea X un espacio con producto interno, Y un subespacio
cerrado de X y M un conjunto ortonormal de Y. Considere los siguientes
enunciados
a) [M]= Y
b) Para todo xeY,
xx,e e
eeM
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c) Para todo x, yeY,
x,y =Ex,e e,y
eeM
d) Para todo )(eV
x Z Ex e 2
eeM
e)M es maximal en Y como subconjunto ortonormal.
f)YnMI ={0}
g) Sean x, yeY . Si x,e = y,e para todo eeM, entonces x=y
Entonces
(a)ra(b)ca(c)a(d)= (e)o(f)p(g).
Mas aun, si Yes completo, entonces
(a) a (b) ca (c) a (d) ca(e) ra (f) c~ (g).
Finalizamos este capitulo con los siguientes resultados de existencia
de conjuntos ortonormales maximales.
Teorema 1 .11 : Todo espacio con producto interno Xm{0} contiene un
conjunto ortonormal maximal.
Demostracion:
Sea 7- la familia de todos los subconjuntos ortonormales de X . Sea
xeX, x0. Como X I es un conjunto ortonormal, T4 . Definamos la
x
relaciOn de orden parcial -< en 7- por
F 1 -< F2 si y solo si F 1 c F2
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Sea t un subconjunto totalmente ordenado de T. Tomemos
0= UT.
Ter
Sean x, yEO. Como t es totalmente ordenado, existe un let tal que x, yeT.
Como T es ortonormal, se tiene que
x,y =
1 six=y
0 six~y
por consiguiente 0 es un conjunto ortonormal y OE T . Ademas, para toda
Tet se tiene que TcO . Esto es, 0 es una cots superior de t en T. Luego,
por el Lema de Zorn r contiene un elemento maximal M . Este conjunto M es
ortonormal, y es maximal como conjunto ortonormal.
Corolario 1 .4 : Todo espacio de Hilbert H={0} contiene un conjunto
ortonormal total.
Demostracidn:
Esto es consecuencia inmediata de los Teoremas 1 .10 y 1 .11 .
Capitulo II
OPERADORES PROYECCIONES EN ESPACIOS DE HILBERT
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Las funciones lineales juegan un papel preponderante en el estudio del
algebra lineal. En los espacios normados, las funciones lineales mas
interesantes son las funciones lineales continuas u operadores lineales
acotados . El objetivo de este trabajo es el estudio de un tipo particular de
operadores lineales acotados, Ilamados operadores proyecciones los cuales
son de gran importancia pues estan relacionados con el comportamiento
algebraico de los espacios y particularmente con la suma directa y el
problema de la mejor aproximaciOn.
2.1 Operadores proyecciones.
Definicion 2 .1 : Un operador lineal P : X-*X de un espacio vectorial en si
mismo es un operador proyeccibn (algebraico) sobre X si P es idempotente,
o sea que
p2 =PoP=P.
En el siguiente teorema relacionamos los aperadores proyecciones
con la suma directa de un espacio vectorial.
Teorema 2 .1 : Sea X un espacio vectorial
a) Dado un operador proyeccibn P : X—>X entonces
X = Im(P) a N(P)
donde N(P)={xeX : P(x)=O} es el nucleo de P y Im(P)={P(x) : xEX} es la
imagen de P.
b) Si X = M e N, donde M y N son subespacios de X, entonces la funcion
41
P: X-.X
P(x) = m
donde x=m+n, meM, neN, es un operador proyecci6n. Ademas N(P)=N,
Im(P)=M.
Demostraci6n:
a) Sea )(EX, entonces
x = x + (P(x) - P(x)) = P(x) + (x-P(x)).
Note que
P(x - P(x)) = P(x) –P2(x) = P(x) – P(x) = 0
luego P(x)elm(P), x-P(x)EN(P) . Por lo tanto
X = Im(P) + N(P).
Sea xelm(P)nN(P), entonces existe un yeX tal que x=P(y), xeN(P) . Por lo
tanto
0 = P(x) = P(P(y)) = P(y) = x.
Im(P)nN(P) = {0}
X = Im(P) O N(P)
b) Sean x, yeX, a€ R . Entonces existen m 1 , m2 eM, n 1 , n2EN tales que
x = mi+n,, Y = m2 + n2
x + y = (mt+m2) + (nt +n2), ml+m2e M, n 1 +n2EN
ax=amm+an i , am 1 eM, ani eN.
Asi pues,
Y
luego
Y
Por to tanto,
42
P(x+y) = ml + mz = P(x) + P(Y)
Y
P(ax) = am, = aP(x).
Asi pues P es un operador lineal.
Probemos que P es un operador idempotente . En efecto, es claro que
para todo meM,
P(m)=m.
Sea x=m+neX con meM, neN. Entonces
P2 (x) = P(P(x)) = P(m) = m = P(x)
Lo que implica que P2 = P; o sea que P es un operador proyecciOn.
Finalmente note que Im(P)=M y N(P)=N ya que X=M a N.
Teorema 2 .2 : Sea X un espacio vectorial y P : X-*X un operador lineal . P
es un operador proyeccion si y solo si I-P es un operador proyecciOn, donde
I : X-*X es el operador identidad sobre X.
Demostracion:
Como
(I - P)2 = (I - P) (I-P)=I-2P+P2
se tiene que (I - P) 2 = I - P si y solo si P2 = P . Asi pues I - P es un operador
proyecciOn si y solo si P es un operador proyecciOn.
Observation : Si P : X—>X es un operador proyecciOn entonces
Im(I - P) = N(P) y N(I - P) = Im(P)
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Definition 2 .2 : Sea X un espacio normado y P : X-*X un operador lineal . P
es un operador proyecciOn topol6gico sobre X si P es un operador
idempotente continuo; o sea que P es un operador proyecciOn continuo.
Teorema 2 .3 : Sea X un espacio normado y P : X-*X un operador proyecciOn
topol6gico . Entonces X=Im(P)eN(P) y N(P), Im(P) son subespacios
cerrados de X.
Demostraci6n:
Por el Teorema 2 .1(a) se tiene que
X = Im(P) O+ N(P).
Sea {x n L, una sucesiOn de elementos de N(P) tal que
limxn =x€X,
entonces P(xn)=0 para todo neIN . Luego, como P es continuo
P(x) = lira x n =0.
Asi pues xe N(P) y N(P) es un subespacio cerrado de X.
Por otro !ado, como por el Teorema 2 .2, I – P es un operador
proyecci6n continuo, se tiene que Im(P) = N(I - P) es un subespacio cerrado
de X.
Teorema 2 .4: Sea (X, ., ) un espacio de Banach y M, N subespacios cerrados
de X tales que X=M O+ N . Entonces el operador lineal P : X-*X definido por
P(x)=m
donde x=m+n, meM, neN, es un operador proyecciOn topol6gico .
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Demostracion:
En la parte (b) del Teorema 2 .1 se probe) que P es un operador
proyeccion algebraico . Solo nos resta probar que P es un operador lineal
acotado. En efecto, definamos la funcion
donde x=m+n, meM, neN.
Es claro que +,, es una norma sobre X. Probemos que (X,' ) es un
espacio de Banach . En efecto, sea {x k }k_, una sucesiOn de Cauchy en
(X, 3, entonces existen dos sucesiones {m k }k_, y {n k }k, tales que
Xk =mk+nk, mkEM, nk eN.
Como
mk
-m t `-''X k -x,,, nk - nt„  'iX k - x t
se tiene que {m k }k_, es una sucesion de Cauchy en M y {nk }k_, es una
sucesiOn de Cauchy en N. Como M y N son subespacios cerrados del
espacio de Banach
	
) se tiene que (M, ) y (Nd ) son espacios de
Banach . Por to tanto existen meM y neN tales que
m!-+0, nk -n -> 0.
k,.
	
k m
De to anterior se tiene que
xk -(m+n) l =hmk -m l +ink -nl -> 0.
k„m
Por consiguiente, la sucesiOn {x k }k_, es convergente en (X, .,
	
y (X, ) es
un espacio de Banach .
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Por otro !ado, si x =m+n, mEM, neN, entonces
p(xY _ mi. < m.  + n = x 1 .
Por lo tanto, P : (X,'l )~ (X,i,) es un operador lineal acotado.
Note que
x =',jm+n1:	m jl, +=x
para todo x=m+neX, meM, neN . Ast pues
	
y
	
son completos y
x . < x i para todo xeX.
Luego, por el Teorema de la FunciOn Abierta, se tiene que las normas
	
y
son equivalentes.
De to anterior se tiene que existe una constante a>0, tal que si
x=m+neX, meM, neN entonces
P(x)=im< m+ n=,)(,J,a x
lo que implica que la funcion
P :
	
)-+(X,)
es un operador lineal acotado . Por to tanto, P es un operador proyecciOn
topologico.
Observation : Dado un espacio normado X y un subespacio cerrado M de X,
si existe un subespacio cerrado N de X tal que X=M O+ N entonces se dice que
M es complementado en X y que N es un complemento topolOgico de M en X.
Como habiamos dicho anteriormente, no todo subespacio cerrado posee un
complemento topologico . En terminos de operadores proyecciones los
Teoremas 2 .3 y 2.4 nos dicen que un subespacio cerrado M de un espacio de
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Banach X es complementado en X si y solo si existe un operador proyecciOn
topolOgico P : X—>X tal que Im(P)=M.
Definicion 2 .3: Sea X un espacio con producto interno y P : X—>X un
operador proyecciOn (algebraico) . P es una proyecciOn ortogonal si
N(P) 1 lm(P).
El siguiente resultado caracteriza las proyecciones ortogonales.
Teorema 2 .5 : Sea X un espacio con producto interno y P : X-->X un operador
proyeccibn . P es una proyecciOn ortogonal si y solo si
x,P(y) = P(x), y
para todo x, yeX (o sea que P es autoadjunto).
Demostracinn:
Supongamos primeramente que P: X-*X es una proyecciOn ortogonal,
entonces por el Teorema 2A (a) y la Definicion 2 .3 se tiene que
X = Im(P) ® N(P) , Im(P)1 N(P).
Sea x, yeX, entonces existen m1, m2 Elm(P), n i , n2eN(P) tales que
x=m,+n,, y=m2+n2, P(x)=m,, P(y)=m2
luego
	
x , P(y ) =
	
+n„m 2 = m„ m 2
	P(x),y =
	
,m 2 +n 2 = (m„ m2 .
Por lo tanto x ,P(y) ; = P(x),y para todo x, yeX.
Reciprocamente, supongamos que
x , P(y ) = P(x),y
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para todo x, yeX. Sea xelm(P), yeN(P), entonces
P(x)=x y P(y)=0.
Por lo tanto,
x,y = P (x),y = x,P(y)= .x,0 =0.
Asi pues lm(P)1.N(P) y P es una proyecciOn ortogonal.
Teorema 2.6 : Sea X un espacio con producto interno y P : X—>X una
proyecciOn ortogonal . Entonces P es un operador lineal acotado ; es decir, P
es un operador proyeccion topolOgico . Ademas, si Px0 entonces iP,, =1.
Demostracion:
Como P es una proyecciOn ortogonal,
X=Im(P) e N(P), Im(P)LN(P).
Sea xeX, entonces existen melm(P), neN(P) tales que
x=m+n, P(x)=m, c, m,n =0.
Luego, por el Teorema de Pitagoras
	
2
='IP(x)+n,z =I'P(x)jz + :.n, 21 :
	
i
por tanto
'P(x)
	
x
para todo xeX. Asi pues, P es un operador lineal acotado y "P' 1.
Por otro lado, como para todo xE Im(P),
P(x)I = x
se tiene que +PI' = 1, si P=O .
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Corolario 2 .1 : Sea X un espacio con producto interno y P : X->X una
proyecci6n ortogonal . Entonces Im(P) y N(P) son subespacios cerrados de
X.
Demostraci6n:
Esto es consecuencia inmediata de los Teoremas 2 .3 y 2.6.
Teorema 2.7: Sea H un espacio de Hilbert y P : H-*H una proyecci6n
ortogonal . Entonces
N(P)=(Im(P))l, lm(P)=(N(P))l.
Demostraci6n:
Como P es una proyecci6n ortogonal, por el Teorema 2 .1 (a)
H=lm(P)O N(P), Im(P)IN(P).
Por lo tanto,
N(P) c lm(P)I .
Sea xelm(P)l, entonces existen melm(P), neN(P) tales que
x=m+n
m=x-nelm(P) 1
melm(P) n lm(P) 1 = {0}
m=0 y x=neN(P).
lm(P)1 c N(P)
luego,
por to tanto,
de donde
Asi pues,
Y
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N(P)=lm(P) 1
Finalmente, como por el Corolario 2 .1, Im(P) y N(P) son subespacios
cerrados de H y H es completo, por el Corolario 1 .1 se tiene que
N(P)1 = (Im(P))J1 = Im(P).
2.2 Operadores proyecciones en espacios de Hilbert.
Sabemos, del Teorema t4 que un espacio de Hilbert H puede ser
representado como la suma directa de un subespacio cerrado Y de H y su
complemento ortogonal Yl; esto es,
H=YeYl
Asi que para cada xeH existe un unico yeY tal que
(1)
	
x=y+z (zeYl).
De esta manera, la ecuaciOn (1) define una funcion
Py: H-*YcH
x-*y=Py(x)
donde
-Py (x)Iinf{Ix-yg :ye Y} ed(x,Y)
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Por el Teorema 2.4 P en un operador proyecciOn topolOgico . Ademas, como
lm(Py) =Y , N(P Y)=Yl, N(P) Im(P)
se tiene que P es una proyecciOn ortogonal ; es por eso que Py es Ilamada la
proyecciOn ortogonal o proyecci6n de H sobre Y.
De igual manera,
Py, : H-,Y lcH
x-*y= P., (x)
es una proyecci6n ortogonal de H sobre Yl, cuyas propiedades son
completamente similares a las propiedades de la proyecciOn Py.
Note que en (1) podemos escribir
x = Y+Z = Py(x) + Py, (x ) .
Luego
Py , = I - PY
donde I : X—>X es la funciOn identidad de X.
Si xeY, entonces Py(x)=x, ya que x es la mejor aproximaciOn a si
mismo por elementos de Y. Por consiguiente,
Py Y = IY
donde I Y: Y-*Y es la funcibn identidad de Y.
Por otro lado,
xeYl rz x = P. . (x) rz Py(x) = 0
Y1 = (xc H: x 1 y) = ()cc H : Py(x)=O} = N(Py) = Im(P Y , )
asi
Y
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Y = {xeH: P(x)=x} = lm(Py) = N(Py, )
A continuation resumimos las propiedades de los operadores
proyecciones Py y Py, , las cuales se deducen de los teoremas de la seccibn
anterior.
Propiedades : Sea Y en subespacio cerrado del espacio de Hilbert H.
Entonces:
a) Para todo )(EH,
x = Py(x) + Py, (x)
donde
x—Py (x) =inf{'duxyEY}=d(x,Y)
x–Py,(x)'=inf{';,x–z, :zEY1}=d(x,Y1).
Asi pues,
1=Py+Py ,
donde I : X- *X es la funcibn identidad de X.
b) Para todo xEH,
c) Para todo xeH,
Y
Py (x)'.
	
sl y solo si xeY
d) Py y Py , son operadores lineales acotados y Py 'hI =1 si YM{o}
11 x Il z = r Pv(x) 'tl z
	
Pr, (x)
2
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e) Py y Py son proyecciones ortogonales
O Py es autoadjunto ; es decir,
Py(x),Y = ; x , Py(Y)
para todo x, yeH.
g) Para todo xeH .
Py(x), x ' = Py(x) 2
h) Py es no negativa ; es decir,
Py (x),x 0
para todo xE H.
En el siguiente teorema determinaremos la proyecciOn ortogonal
asociada a subespacios de dimension finita de un espacio de Hilbert.
Teorema 2 .8 : Sea H un espacio de Hilbert, Y un subespacio de dimension
finita de H y {x 1 , x2 	xn} una base para Y. Entonces para cada xEH,
n
Py(x)= Ea ; x i
i=,
donde los escalares a i son la (mica soluciOn del sistema de ecuaciOn
n
Ea„=j= 1, 2, . . ., n
En particular, si {x 1 , x 2 	xn} una base ortonormal para Y, entonces
n
Py(X)
	
X X i X i
i=1
para todo x€X .
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DemostraciOn:
Como Y es de dimension finita, entonces Y es un subespacio cerrado
de H . Luego, por el Teorema 1 .4
H=YeY1 .
Sea xEH. Como Py(x)eY, existen escalares a,, a 2 , . . .,a,1 tales que
n
Py(x) _ Ea, x,.
Ahora bien, coma par el Teorema 1 .3 z = x - Py(x)eY l , se tiene que
x–P,,(x),xj =0 paraj=l, 2, . . .,n
de donde
n
x i ,
	
x s
	
j=1, 2, . . .,n
por to tanto
n
Ea ;
	
x'=
	
, j=1,2, . . .,
Denotemos
G(x„ x2, . . .,xn)=
x ,I x n ;
	
x2,xn :
	
. . .
	
xn,xn i
	
(G(x„ x2 , . . ., 0 ) es Ilamada la matriz de Gram de los vectores
	
x2, . . .,x„).
Como
0<_det(G(x„x2, . . .,xn)) <_'x 2y x2
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manteniendo la igualdad en la izquierda (respectivamente a la derecha) si
{x,, x2 , . . .,xn} es un conjunto linealmente independiente (respectivamente
ortogonal), se tiene que el sistema de ecuacion
G(x„x2, . . .,xn)(al,a2, . . .,an)`=(x„x,
	
x2, x ,, . . .
	
x,,,x,
tiene una (mica soluciOn.
En particular, si {x,, x2 , . . .,xn} es una base ortonormal de Y, entonces
1 0 0 ••• 0
G(x„ x 2 , . . ., x„) =
	
0 1 0 ••• 0
	
= In
de donde
(al, a2, . . .,an)= ( x , x , ::; .'x,x2 „ .
	
x,x n . ).
Asi pues
	
ai = x,xi	j=1, 2,. . .,n
Y
Py(x) = E x,x i x i .
El siguiente resultado es una extension del teorema anterior.
Teorema 2 .9 : Sea H un espacio de Hilbert, Y un subespacio cerrado de H y
M un subconjunto ortonormal total de Y . Entonces para todo xeH
Py(x) => x,e e= Ex,e ;e
	
eeM
	
ed.,
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Demostracidn:
Sea xeH . Como y=Py(x)eY y M es un subconjunto ortonormal total de Y, por
el Corolario 1 .3 (b)
y= E y,ee .
eeM
Por el Teorema 1 .3 z=x-y1Y. Luego,
x—y,e =0
para todo eEM. Por lo tanto
x,e = y,e
pars todo eeM. Asi pues
Py(x) = E x,e e .
eeM
Finalizamos esta secciOn con el siguiente ejemplo.
Ejemplo 2.1
Si a, b, celR con a>O y ac>b 2 ; para z = (x, y), w=(u, w) se define
z,w = (x
,y b c)(v)
tenemos que (z, w)—> z,w es un producto interno en IR 2 , y con esto IR2 es
un espacio de Hilbert.
Sea M={(x,0) :xeIR} entonces e, = (1, 0)eM y le,i = a . Luego
ra e , = 1- a, 0 =wM
es una base ortonormal para M . Por lo tanto, la proyecciOn ortogonal de IR 2
sobre M es
56
PM(z) = !z,wM )wM , para todo zeIR2
Ademas, Ml = {e1}I = N(PM) ; es decir,
a b,A1(x, Y)eM1
	
=(x,Y~ b c 0 = 0.
Por tanto,
Ml = {(x, y)eIR 2 : ax + by = 0}.
Recordando que z – PM(z)eMl para todo zeIR 2, luego, en particular, para
z=(0, 1)=e2,
bPM(e2) _ )e 2, W M)w M = a /e2, e 1 e 1 =~ e1 = b–,0 eM
, a
e2 - PM(e2) = – b ,1a EMI .
Y
Finalmente
d(e2, M) = I e2 –PM(e 2)11 = _(ca–b2 1a
2.3 Propiedades del operador proyeccion en espacios de Hilbert.
Los operadores proyecciones tienen propiedades relativamente
simples y claras como acabamos de ver. En esta section vamos a estudiar
otras propiedades referentes a operaciones con proyecciones.
El producto o composition de proyecciones ortogonales no
necesariamente es una proyecciOn ortogonal como to muestra el siguiente
ejemplo .
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Ejemplo 2 .2
Sean R=[(1,2)] y S=[(1,1)] dos subespacios de R2 . Luego Rl=[(2,-1)] y
Sl=[(1,-1)] . Sean
Entonces u 1 , u2, v 1 y v2 son vectores unitarios, y
R = [u1], S = [U 2], Rl = [v1] y Sl = [v2].
Probemos que el operador P=P R PS no es una proyeccion ortogonal . En
efecto,
PS((1,3))=auz
	
donde (1,3)=auz + pv2
= ( 1 , 3 ), u 2 u 2
=(2,2)
	
PR((2,2))=au 1
	
donde (2,2)=au 1 + [3v 1
= (2 , 2) u1`U1
' 6 12)
5 ' 5
De manera similar
	
PS 5, 15 =auz
	
donde
i
9 9
5 ' 5
Y
	
PR 5, 5)=au 1
	
donde ~5,5 / =au1 +(3v 1
=(1,2)
( 6 12
5 ' 5
=aU2 + 13 v2
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Por to tanto,
P 2((1,3)) = PP(1,3)
= P(PR(Ps(1,3)))
= P(PR((2,2))
= P (6 12
5 ' 5
6 2
= PR Ps1 5 15 J
)
PR 9 9~5 ' 5,
=(1,2)
Como P2((1,3)) = (1,2) x /6,129
	
P(1,3) se tiene
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que P no es
idempotente, por to tanto P no es una proyeccion ortogonal.
El siguiente teorema nos da condiciones para que el producto de dos
proyecciones ortogonales sea una proyeccion ortogonal.
Teorema 2 .10: Sea H un espacio de Hilbert y P 1 : H—>H, P2: H—*H operadores
proyeccion. Entonces:
a) P=P 1 P2 es una proyeccion ortogonal en H si y solo si las proyecciones
ortogonales P 1 y P2 conmutan, esto es, P 1 P 2= P2P 1 . En este caso P proyecta
H sobre Y=Y 1 nY2, donde Y 1=Im(P 1 ), Y2=lm(P2 ) ; es decir,
P1P2 = Py, .,yz
b) Dos subespacios cerrados Y y V de H son ortogonales si y solo si las
correspondientes proyecciones satisfacen PyPv=O, PvPy =0
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Demostracion.
a) Supongamos que P, y P2 conmutan. Probemos que P= P1 P2 es
autoadjunto e idempotente . En efecto, como P, y P 2 conmutan se tiene que
P2=(P 1 P2)( P1 P2) = P1 PZ = P1P2 = P
Por to tanto P es idempotente ; o sea que P es un operador proyecciOn.
Por otro [ado, por el Teorema 2 .5, para todo x, ye H
P (x),Y = (P,P2)(x),Y
= P2 (x ), P1(Y)
= x , P2P,(Y)
= x,(P,P2)(Y)
Asi pues P es un operador proyecciOn autoadjunto . Luego por el Teorema
2 .5 P es una proyecciOn ortogonal.
Reciprocamente, supongamos que P= P I P H—>H es una proyecciOn
ortogonal, luego por el Teorema 2 .5
P=P
donde P. es la adjunta de P. Por lo tanto,
P,P2=P=P'=( P 1 P2) = P;P, = P2P 1
ya que P 1 y P2 son autoadjuntos . Asi pues, P, y P2 conmutan.
Finalmente, como P= P i P2 = P2P1, para todo xeH se tiene que
P (x ) = P,(P(x)) = P2(P(x))
por to tanto,
P(x)elm(P I ) y P(x)elm(P2 )
o sea que
P(x)elm(P I) n lm(P2) = Y .
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yelm(P,) , yelm(P2 )
Pi(Y) = Y , P2(Y) = Y
P(Y)=(P1P2)(Y) = Pi(P2(Y)) = P1(Y) = y.
Asi pues P proyecta H sobre Y=Y,nY 2; es decir,
Im(P) = Im(P,) n lm(P 2 )
b) Supongamos primeramente que YIV, entonces
YnV={O} , VcYl, YcV1 .
Ademas
Im(Py)=Y, N ( Py)=Y1 , Im(Pv)=V , N ( Pv)=V1
por to tanto,
Vc N(Py) y Yc N(Pv).
Luego, pars todo xe H,
(PyPv)(x) = Py(Pv(x))=0, (PvPy)(x) = Pv(Py(x))=0.
Reciprocamente, supongamos que PyPv=O. Sean yeY , veV,
entonces,
Y,v = Py(Y), Pv(v) =( Py)(Y), v = '0,v = 0
por to tanto, YlV.
Definition 2 .4: Sea X un espacio con producto interno y P, Q dos
proyecciones ortogonales sobre X . P y Q son ortogonales si y solo si PQ=O;
o sea (PQ)(x) = 0 pars todo xeX.
Si yEY entonces
por lo tanto,
Y
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Observaciones:
(1) Si P y Q son proyecciones ortogonales sobre X, entonces
PQ = P*Q* = (QP)*
por lo tanto, PQ=O si y solo si QP=O
(2) Del Teorema 2 .10 (b) se tiene que P y Q son ortogonales si y solo si
Im(P) 1 Im(Q).
La suma de proyecciones ortogonales no necesariamente es una
proyeccibn ortogonal como to muestra el siguiente ejemplo.
Ejemplo 2.3
Sean R=[(1,2)] y S=[(1,1)] dos subespacios de R 2. Luego Rl=[(2,-1)] y
S'=[(1,-1)] . Sean
u, =
Entonces u,, U2, v, y v2 son vectores unitarios, y
R = [u i], S = [u2], R1= [v,] y Sl= [v2].
Luego, el operador P =PR+Ps no es una proyeccibn ortogonal . En
efecto,
PR((1,3))=au,
	
donde (1,3)=au, + 3v,
= ( 1 , 3),uu,
( 714\
5 ' 5,
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Y
Ps((1,3))=au 2	donde (1,3)=au2 + (3v2
= (1 , 3), u2 u 2
=(2,2)
De manera similar
PR('5 24 donde 17 ' 25 =au 1 + 3v1
13 26
15 ' 5
'1724 \
5 ' 5,
=au2 + (3v2P5 ( 15 54=au2
	
donde
Y
_ (41 41
(10 ' 10,
Por to tanto,
P2((1,3)) = P(P(1,3))
= P(PR( 1 ,3) + (Ps(1 , 3))
P[ 5 14 +(2,2)5 ' 5,
	
,
'17 24`
5 ' 5
=
PR (17 24 + Ps (17 24\
5 ' 5
	
5 ' 5,
'13 261 + 141 411
\ 5 ' 5)
	
10 ' 10)
__ (67 93
10 ' 10
p
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( 7 3
	
'7 24Como P 2((133)) = 10 ' 10)
	
1
5 , S = P(1,3) se tiene que P no es
idempotente, por to tanto P no es una proyeccion ortogonal.
En el siguiente teorema se dan condiciones para que la suma de dos
proyecciones ortogonales sea una proyecciOn ortogonal.
Teorema 2.11 : Sean P, y P2 proyecciones ortogonales en un espacio de
Hilbert H . Entonces:
a) La suma P=P 1 +P2 es una proyecciOn ortogonal en H si y solo si Y 1 =1m(P,)
y Y2=lm(P 2) son ortogonales, es decir, si P, y P 2 son ortogonales.
b) Si P = P 1 +P2 es una proyecciOn ortogonal entonces P proyecta H sobre
Y, © Y2, es decir,
PY,eY2®Y
Demostracion:
a) Si P = P 1 +P2 es una proyeccion ortogonal entonces P=P 2 Luego tenemos
que
Pi+P2 = ( Pi +P2) 2 = P 2 + P,P2+P2P,+PZ
Como P, y P 2 son proyecciones ortogonales entonces P 2 =P 1 y P2 =P2. De
esta forma
P1P2+ P2P1 = 0
	
(a )
Multiplicando (a) por P2 a izquierda obtenemos
P2P1P2 + P2P1 = 0
	
(13)
Multiplicando (p) por P 2 a derecha obtenemos
P2P1 PZ+ P2P1P2 = 0
de donde
o sea
Sustituyendo este resultado en (p) obtenemos
P2P 1 = O .
De igual forma se prueba que P 1 P2=0. Luego, por la parte (b) del
Teorema 2.10 obtenemos que Y, es ortogonal a Y2 .
Reciprocamente, supongamos que Y, es ortogonal a Y2, entonces, por
la parte (b) del Teorema 2 .10 se tiene que
P1P2 = P2P 1 = 0
por to tanto
P 1 P2 P2P1 = 0.
Sumando P, + P 2 en ambos miembros obtenemos
p 1 + P1P2+ P2P 1 + P2 = P1 + P2 .
Como P? = P, y P2 = P2 , se tiene que
P1 +P 1 P2 +P2PI + P2=PI +P2
to que significa que
(P 1 + P2)2 = P1 + P2 .
Asi P2=P; es decir, P es idempotente.
Por otro lado, para todo x, ye H
( P, + P2 )(x), y . = (P,(x)+P2(x),Y
= .(P1)(x),Y + ( P2 (x),Y
= x , P1(Y) + x,P2 (y)
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x , P1(Y) + P2 (Y)
= x , (PI + P2)(Y)
to que implica que P 1+P2 es autoadjunto.
Como P 1 +P2 es un operador proyeccibn autoadjunto, por el Teorema
2.5 P1 +P2 es una proyecciOn ortogonal.
b) Determinemos el subespacio cerrado YcH en el cual P proyecta H . Como
P=P 1 +P2, para cada x€H tenemos:
y = P(x ) = P1(x) + P2(x), P,(x ) EY,, P2(x) EY2,
por to tanto yeY, e Y2. Asi Yc Y, e Y2 .
Reciprocamente, sea veY,$Y2 . Entonces existen y,eY,, y 2 eY2 tales
que v = y,+y2 . Aplicando P a v obtenemos:
P(v) = P (Y, + Y2)
= P ,(Y1 + Y2) + P2(Y,+Y2)
= P,(Y,) + P,(Y2) + P2(Y,) + P2(Y2)
= P,(Y,) + P2(y2)
	
(pues Y 1 IY2 )
=Yi + Y2
=v
por consiguiente veY y asi YD Y, e Y2 . De esta forma
Y= Y, e Y2 Y P= Py,er,
El siguiente teorema generaliza el teorema anterior a n proyecciones
ortogonales .
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Teorema 2 .12: Sean P 1 ,P 2 	Pn proyecciones ortogonales en un espacio de
Hilbert H . Entonces
a) La suma P1+p2+ +Pn es una proyecciOn ortogonal en H si y solo si
Y 1 =1m(P,), Y2=lm(P2 ), . . ., Yn= Im(Pn) son ortogonales entre si ; es decir, Y;lYj
para ij
b) Si P=P1+P2+ . . .+Pn es una proyeccian ortogonal entonces, P proyecta H
sobre Y=Y 1 e Y 2 ® . . . e Yn, es decir,
P–P ®Y„
Demostracion:
a) Si Y;=P;(H), i=1,2, . . .n son ortogonales en pares entonces, por el Teorema
2 .11, PJ P k = PkPJ = O. Asi
PjPk + PkP; = 0 con jxk.
Demostremos por induccion que P=P1+P2+ . . .+Pn es una proyecciOn ortogonal
en H . En efecto, como vimos en el Teorema 2 .11 P= P 1 +P2 es una
proyeccion ortogonal en H . Supongamos que P1+P2+ . . .+Pn_1 es una
proyecciOn ortogonal en H (hipotesis de inducciOn) . Luego
p2 = (P 1 +P2+ . . Pn-1 +Pn)z
= I(P1+P2+ . . . +Pn_1 )+Pn]2
= (P1+P2+ . . .+Pn.1)2 +P~ + (P1+P2+ . . .+Pn-1)Pn
+ Pn(P1+P2+ . . .+Pn.1)
= P 1+P2+ . . . +Prr1 + P r , pues PiPk+PkPi=O con jzk
= P.
De esta forma P= P1+P2+ . . .+Pn es idempotente . Por otro lado, como
P1,P2, . . .,Pn son autoadjuntos tambien lo es su suma ; es decir P es
autoadjunto . Asi por el Teorema 2 .5 P es una proyeccion ortogonal .
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Reciprocamente, si P= P1+P2+ . . .+Pn es una proyeccion ortogonal
entonces
IIPx 11 2 = (P2x , x) = (Px , x)
	
y
	
IIP kx11 2 = (Pkx , x) .
De aqui, para todo x y para todo 11,k<_m ; jsk
II P ; x 11 2 + IIPkx 11 2 <_ IIP,XI1 2 + IIP2XII 2 + . . .+ IIPnx II2
_ (Ptx , x) + (P2x , x) + . .
.+(Pnx , x)
_ (Pix + P 2x + . . .+ Pnx , x)
= (Px , x)
= 11134 2
11X11 2.
Para cada x=PA y tenemos que
Pix= Piz Y =PA Y
y ademas
IIPAYII 2 + II P kPjY11 2 = I''Pj2y z +
2
Pk Pi Y
= IIPi x ll 2 + II P kx 11 2
11 x 11 2 = IIPAYII 2.
De esta forma
PkPAy = 0, y€H
esto es
P kPj = O.
De igual forma se prueba que PiPk=O . Luego, por la parte (b) del
Teorema 2.10 se tiene que
YA 1 Yk, jxk
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b) Determinemos el subespacio cerrado YcH en el cual P proyecta H . Como
P=P,+P 2 + . . . +P n para cada xeH tenemos:
y = Px = P,x + P2x +, . .+Pnx.
Aqui P,xeYl , j=1,2, . . .n ; por to tanto yeYI eY2 e . . .eYn. Asi que
YcYieY2® . . .eYn.
Ahora mostraremos que YDY, p+ Y 2 . . . p+ Y,, . En efecto, sea
veYI eY2 e . . .eYn. Entonces v=y1+y2+. . .+yn, donde y,eY ;, i=1,2, . . .n
Aplicando P a v obtenemos:
Pv = PI(Y,+Y2+ . . .+Yn) + P2(YI+Y2+ . . .+yn) + . . .+Pn(Y,+Y2+ . . .+Yn)
n
_ EPi(Y,+Y2+ . . .+Yn)
n
	
n
= 19(Y,)+1P,(Y2)
n
. .+ E9(Yn)
= P,(Y,) + P2(Y2)+ . . .+Pn(Yn) pues YlY~ ixj
=Y, + Y2 +. . .+yn
=v
por consiguiente vEY y asi YDY, e Y2 e . . .ED Yn. De esta forma
Y=Yl e Y2 e . . . e Yn.
Corolario 2 .2 : Sean P 1 ,P 2	Pn proyecciones ortogonales en un espacio de
Hilbert H . Si P=P 1 +P2+ +Pn es una proyecci6n ortogonal, entonces
2
	
2
< P1 (x)i + P2(x)Ii + . . .+ Pn (x)!
para todo )(EH.
Demostraci6n:
Como P es una proyecci6n ortogonal, por el Teorema 2 .12
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Im(P;)±lm(Pr) para ij
Luego, por el Teorema de Pitagoras
P(x) 2 = P1(x)+P2(x)+ . . .+Pr, (x) 2
= P1 (x) :, z + P2 (x) z + . . .+ P„(x) 2
Ademas,
P(x)'
	
iix
2
se tiene que
P1 (x) z + P2(x)'.2+ . . .+Pn(x)2 < x 2
para todo xeH.
Observation : El opuesto de un operador proyeccion no es un operador
proyeccion . En efecto si P(x) es un operador proyeccion entonces el
operador Q(x)=—P(x)no es una proyecciOn ortogonal puesto que
Q2(x)=P2(x)=P(x)Q(x) . Asi Q no es idempotente, si P$0.
El siguiente teorema se refiere a la relation de orden parcial en el
conjunto de todas las proyecciones ortogonales en un espacio de Hilbert,
definida por:
P 1 <--P2 si y solo si P1(x )i 2 = P1 (x), x s P2(x), x = ! P2 (x) 2 .
Teorema 2.13: Sean P 1 y P2 proyecciones ortogonales definidas en un
espacio de Hilbert H, Y 1 =1m(P,) y Y 2=Im(P 2) los subespacios en los cuales H
es proyectado por P 1 Y P 2 Y ,N(P I ) y)V(P 2) los nucleos de estas proyecciones
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ortogonales, respectivamente. Entonces las siguientes condiciones son
equivalentes:
(1) P2P1 = P
i P2 = P1
(2) Y 1cY 2
(3) )V(P 2) c,1V(P i )
(4) 0,1 4 <_ 11P2 XM para todo xe H
(5) P 1 <P2
Demostracion:
(1=4) Como P, es una proyecciOn ortogonal tenemos que IIP1 II <1 . Luego de
(1) se tiene que
= P1 P2 x , < P1 IiP2xj <_ :iP
	
xeH
(4=5) Como P, y P 2 son proyecciones ortogonales sobre H, para todo xeH
se tiene que
(P,x , x) = hP, x 11 2
por la parte (4)
= ( P 2x , x)
lo cual muestra que P i <P2
(5=3) Sea xc,N(P2 ), entonces P 2x=0. Luego
IIP+ x11 2 = (P 1 x , x)
s (P 2x , x)
	
por (5)
=(0, x)
=0
de esta forma P,x=O . Asi xe )V(P 1 ) Y ,N(P2) c,N(P,) .
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(3=2) Como ,N(P 1 ) y JV(P2) son los complementos ortogonales de Y 1 y Y2 ,
respectivamente, se tiene que
Yi = N( P2 ) cN(P1) =Yt
por to tanto
Y 1 cY2 .
(2=1) Como para cada xeH P 1 xeY1 , por (2), tenemos que P 1xeY2. De esta
manera tenemos que
P2(P1x) = P 1 x
o sea que P2 P 1 = P 1 , es decir, P2P1 es una proyeccibn ortogonal . Luego, por
la parte (a) del Teorema 2 .10
P1 = P2P1 = PIP2.
Como una aplicacibn del teorema anterior tenemos el siguiente
resultado en el que se trata la diferencia de proyecciones.
Teorema 2.14 : Sean P1 y P2 proyecciones ortogonales en un espacio de
Hilbert H . Entonces:
(a) La diferencia P = P 1 - P2 es una proyeccibn ortogonal en H si y solo si
Y 1 c Y2 donde Y 1=Im(P 1 ) y Y2=Im(P2 )
(b) Si P = P 1 - P2 es una proyeccibn ortogonal entonces, P proyecta H sobre
Y donde Y es el complemento ortogonal de Y 1 en Y2; es decir,
P = PY, nYz
Demostracibn:
(a) Supongamos que P=P2 – P 1 es una proyeccibn ortogonal, entonces
P2 – P1 =P
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= P2
(P2 P1) 2
= P2 - P2P 1 -PI P2+ P,2
=P2 -P2P,-P,P2 +P,
ya que P, y P 2 son proyecciones ortogonales . Luego
(a)
	
P+P2+ P2P1= 2P,
multiplicando (a) por P 2 , a izquierda y a derecha, obtenemos:
P2P1P2 + P2P1 = 2P 2P 1 y P1 P2 + P2P1P2 = 2P 1 P2
o sea
P2P 1 P2 = P2P 1 y P2P1P2 = PiP2.
Asi tenemos que
P2P1 P,P2
y por (a) obtenemos que
2P2PI =2 P,
o sea
(13)
	
P2 P1
= P,P2= P,.
Luego por el Teorema 2 .13 tenemos que Y 1 cY2 .
Reciprocamente, si Y 1 cY 2 , por el Teorema 2 .13 se produce ((3) lo cual
implica (a) y por consiguiente P es idempotente.
Por otro lado, como P i y P2 son proyecciones ortogonales, ellos son
autoadjuntos, por lo tanto tambien to es P=P2 - Pi . Asi, por el Teorema 2 .5 P
es una proyecciOn ortogonal.
(b) Note que Y=lm(P) consiste de todos los vectores de la forma
(S)
	
y = Px = P2x — P,x con xeH .
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Como por (a) Y,cY2 , por el Teorema 2.13 tenemos que P2P 1 = P,, con to cual
obtenemos de (8) aplicando P2
P2y = PZx-P2P,x
= P2x – P,x
Esto muestra que yEY2, y por to tanto, Im(P)cY2 .
Por otro lado, aplicando P, a (S) obtenemos
P,y=P,P 2x-P;x
= P,x – P,x
= 0.
Esto muestra que ye,N(P,) =Y 1 . Asi yEV donde V=Y 2 nY, . Como yeY fue
arbitrario, se tiene que YcV.
Mostraremos ahora que YDV. En efecto, como la proyecciOn ortogonal
de H en Y,- es I - P,, cada vEV es de la forma
v = (I – P,)Y2
	
(Y2EY2).
Usando nuevamente el hecho que P 2P 1 = P, obtenemos de la igualdad
anterior que
Pv=P(I—P,)y2
= (P2 — P1)( I — P ,)Y2
= (P2 – P2P1 — P, + P,2 )Y2
= (P2 – P ,)Y2
= P2Y2 – P,y2
= Y2 – P,y2
	
ya que y2eY2
= (I—P,)Y2
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= v.
Esto muestra que veY . Como v fue un elemento arbitrario de V se tiene que
YiV. De esta forma concluimos que
Y=Im(P)=V=Y2 nY; .
Corolario 2.3 : Sean R y K subespacios cerrados del espacio de Hilbert H y
sean P R Y P K las correspondientes proyecciones ortogonales sobre H de
estos subespacios . Entonces P= PR - PK es una proyecciOn ortogonal sobre
H si y solo si P R < PK.
Demostracibn:
Esto es consecuencia directa de los Teoremas 2 .13 y 2 .14.
De los Teoremas 2.13 y 2.14 podemos derivar un resultado basico
acerca de la convergencia de una sucesiOn monbtona creciente de
proyecciones ortogonales.
Teorema 2 .15 : Sea {Pn } n'= , una sucesion monbtona creciente de
proyecciones ortogonales definidas en un espacio de Hilbert H . Entonces:
(a) {Pn }n= , converge fuertemente a una proyeccibn ortogonal ; es decir,
Pnx --> Px pars cada x€H, y el operador limite es una proyecciOn ortogonal
definida en H.
(b) P proyecta H sobre Im(P) = Ulm(Pn )
n=1
( C ) 3V( P) = nr (Pn)
n=1
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Demostracion.
(a) Sea m<n luego, por hipotesis, Pm<_Pn de modo que, por el Teorema 2 .13
Im(Pm)clm(Pn) . Por el Teorema 2 .14 se tiene que Pm - Pn es una proyecciOn
ortogonal . Por consiguiente, para todo xEH,
-Pmx 2
= il(P0
-Pm )xil, 2
= ((Pn — P m) X , x)
(a)
	
= (PnX , x) - (PmX , x)
2
	
,2
= ',Pn X., —,Pmxi .
Como ' P,1 < 1 se tiene que Pn x <- ,x para todo neiN, por lo tanto {, Pn (x) }:
es una sucesiOn de numeros reales acotada . Por el Teorema 2 .13 {'Pn(x)!',}n_,
es tambien monotona, ya que la sucesion {Pn }:, es monotona . Por
consiguiente la sucesiOn { Pn (x)}LI converge en IR y asi por (a), la sucesion
{Pnxt_, es una sucesion de Cauchy en H . Como H es completo, la sucesiOn
{Pnx}cn= , converge en H ; es decir, existe y,EH tal que
lim Pn (x) = y x .
n—,m
Definamos la funciOn
P: H—>H
P(x)= lim Pn (x)
n—,m
Esta funcion tiene las siguientes propiedades:
1) P es lineal pues, para todo x, yEH, y a, 13cR
P(ax + (3y) = Iim Pn (ax+(3y)
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=Iim [aP.(x)+RPn (Y)]n—.m
=a Iim Pn (x) +R Iim Pn (x)
n—.ao
	
n—.w
= a p(x) + R P(x)
2) P(x) es autoadjunto . En efecto,
P(x),y = Iim P,,(x ),Yn,m
=1im P,,(x),Y
=1im x , Pn(Y)n—=
x, IimPn(Y)n—.m
3) P(x) es idempotente. En efecto,
P(x) = Iim Pn(x)
n—.m
= Iim P, (x)
n—.m
=Iim Pn (Pn (x))
n—.m
=Iim P,, (IimPn (x))
n oo
	
n—too
=Iim Pn (P(x))
n—.w
=P(P(x)
= p2 (x)
Como P es un operador lineal, autoadjunto e idempotente se concluye que P
es una proyecciOn ortogonal.
(b) Determinemos lm(P) . Sea m<n . Entonces Pm<Pn, esto es, P„- Pm>_0 y
(( Pn - Pm)X , x) ? 0 , xeH .
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Haciendo tender n al infinito obtenemos, por la continuidad del producto
interno, que
((P - Pm)x , x) 0
esto es, Pm<_P . Luego, por el Teorema 2 .13 concluimos que Im(Pm)clm(P)
pars cada m. De aqui
U Im(Pm ) c Im(P)
m=1
Ademas, para cada mEIN y para cada xEH tenemos que
PmxElm(Pm)c Ulm(Pm )
m=7
luego como
lim Pm (x) = P(x)
se tiene que
por consiguiente,
De esta forma
P(x)e Ulm(Pm )
Im(P) c Ulm(Pm ).
m=1
U Im(Pm ) c Im(P) c U Im(Pm ) .
m=1
	
m=1
Pero como Im(P) es un subespacio cerrado de H se tiene que
Im(P) =Ulm(Pm ).
m=7
(c) Como P es una proyeccion ortogonal, tenemos que
,V(P) = (Im(P))1 c Im(Pny
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para cada neIN, ya que Im(P) D Im(Pn) . Luego tenemos que
JV(P) C nlm(Pn ) ' = nN(Pn ).
n=1
	
n=1
Por otro !ado, si xe n,N(Pn ) entonces xe ,N(Pn) para cada neN, de modo que
n=1
Pnx=O. Como Pnx-*Px, esto implica que Px=O ; to que significa que xe ,N(P).
Por consiguiente
nr(Pn)c ;V(P).
n=1
De esta forma obtenemos que
0 V ( P ) = n 3 r ( Pn) .
n=,
Si la sucesion de proyecciones ortogonales {P n }n=1 en el espacio de
Hilbert no es monOtona creciente todavia se puede probar que su limite es
una proyeccion ortogonal, si se supone que la sucesion {Pn }n_ 1 converge al
operador lineal P en norma, to que precisamos en el siguiente teorema.
Teorema 2.16: Sea {Pr, }~=1 una sucesion de proyecciones ortogonales en el
espacio de Hilbert H y supongamos que la sucesion {P n }n=1 converge at
operador lineal acotado P : H—>H en norma ; o sea,
lim Pn -Plh=0.n--.m
Entonces P es una proyeccion ortogonal en H.
Demostracion.
Como para todo xeX
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I(Pn — P)(x)II <_ II Pn — PIIIIxII
se tiene que
lim Pn (x) = P(x) .
n—.w
Ahora bien, como cada P„ es una proyeccion ortogonal, se tiene que
(Pn(x),y)=(x,Pn(y)).
Aplicando limite cuando n--* o obtenemos que
(P(x),y)=(x,P(y)), x, yeH.
Por consiguiente P es autoadjunto.
Por otro lado, para todo xeH
Pn(x) = P, (x)
luego, como P es un operador lineal acotado
P2 (x) = P(P(x))
=P(lim Pn (x))
n-*c
= lim P(P,,(x))
n—.m
= lira Pn (Pn (x))
n—.m
=limPn(x)
n—.m
= lim Pn (x)
n—.m
= P(x)
Asi pues P es un operador proyeccion autoadjunto .
	
Luego, por el
Teorema 2 .5 P es una proyeccion ortogonal .
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Terminamos esta seccion con dos ejemplos, en los cuales se ilustrara
el concepto de proyecciOn ortogonal.
Ejemplo 2.4
Considere el espacio
X= / ([-1,1], R)={f : [-1, 1]—>R/ f es continua}
con el producto interno definido por
(f , g) = J f(t)g(t)dt.
Calcular la proyeccidn ortogonal PAZ sobre el espacio
J'z = { pEX/ p es un polinomio de grado a to sumo igual a 2}
evaluada en el vector q(x)=x 3 EX.
Solucidn:
En el Ejemplo 1 .1 del capitulo anterior se aplicO el proceso de Gramm-
Schmidt a la sucesion
1
n ly 0 = l((xn
m
l`~n }
	
r0
y se obtuvo la sucesion ortonormal {e n }n_ o , dada por
Luego,
	
x3 , e o =
1
x 3 dx = 0
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3 , e
	
x, 2x =
	
2x°x
	
dx = 5 .i2
x3 , e 2 45
	
l 3x2_ 1
	
= i45 J1 x 5 -x dx=0.$
	
3~
	
8
	
3
Y
Luego, resulta que
= [ 1 , x, x2] = [qo, qt, q2]=[eo, e,, e2]
Como {eo, e,, e 2} es una base ortonormal de .T2, resulta que la proyecciOn
ortogonal P,2 evaluada en el vector q(x)=x3 es
Paz (x3 )= 3 eo e o + x 3 , e, e, +x 3 , e 2 e 2
5
Ejemplo 2 .5
Calcular
inf{ J ' x3 -a-bx-cx2 2 dx : a,b,c E IR}
utilizando las proyecciones ortogonales
Solution:
Por definition
infjJ ' x3 -a-bx-cx 22 dx :a,b,cER =infl,x3 :pc2
=[d(x 3 , 22)]2
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donde el espacio con producto interno X y el espacio 1/2 est'n definidos en el
Ejemplo 2 .4 .
En efecto, sabemos que
d(X3, Jz)= X 3 -P3 (x3 )i.
Asi pues, el resultado pedido es
'!3
- P
a
(X3)2 = f' [X 3 -XfdXIX
	
2
1 11(X6
	
+25
9 x 2 )dx
= 1 x 7 _ 6 X 6 + 9 X 37
	
25
	
75
	
6 9
= (7 5 + 75) , 7 + 25 5)
8
175
2.4 La inversa de la diferencia de proyecciones ortogonales en espacios
de Hilbert.
En la seccion anterior (Corolario 2 .3) se probe' que si R y K son
subespacios cerrados del espacio de Hilbert H y P R, PK son las
correspondientes proyecciones ortogonales de estos subespacios, entonces
PR - PK es una proyeccion ortogonal sobre H si y solo si P RSPK to cual es
equivalente a RcK .
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En esta secciOn estudiaremos condiciones para que el operador lineal
acotado autoadjunto P R-PK sea invertible.
Teorema 2.17: Sean H un espacio de Hilbert, R y K subespacios cerrados de
H y P R, PK las proyecciones ortogonales sobre H de estos subespacios . Los
siguientes enunciados son equivalentes:
a) El operador lineal acotado P R - PK es invertible.
b) Existe un operador proyecci6n P : H-+H tal que
Im(P)=R y N(P)=K.
Demostracion:
Supongamos primero que existe un operador proyecci6n P : H-->H tal
Im(P)=R y N(P)=K.
Entonces por el Teorema 2 .1
H=R O K.
Ademas,
PPK = 0 y PR P = P.
Recordemos que I-P es un operador proyecciOn y
Im(I-P)=N(P)=K y N(I - P) = Im(P) = R
luego,
(1-P)PR =O Y PK(I-P)=I-P.
Si P. es el operador adjunto de P, entonces
(P + P * -I)(PR-PK) = PPR-PPK+P *PR-P .PK-PR+PK
= PPR + (I-P)PK-(I - P)PR - PPK
= P'PR+( I - PIP; - (I- P)PR -PPK
que
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= (PRP)* + [PK( l – P)1 - ( I – P)P R - PPK
_ [PRP + PK(I – P)1 - ( I – P)PR - PPK
= [P + (1— P)l'
=1.
Tomando la adjunta en ambos lados tenemos que
(PR — PK) (P +p -I)' =1
de donde
(PR – PK)(P+p -I)=1.
Asi el operador lineal acotado P R – PK es invertible y
(PR–PRY' =P+P -l.
Supongamos ahora que P R – PK es un operador lineal acotado
invertible . Entonces, como P R Y PK son idempotentes se tiene que
(PR — PK)PR = PR —PKPR
= PR -PKPR +PK - PK
_ (PR — PK) — PK(PR — PK)
= ( I — PK) (PR — PK)
Multiplicando a izquierda y a derecha la identidad anterior por (P R — PK)-',
obtenemos
PR( PR — PK) -1 = (PR — PK) ' ( I — PK).
Denotemos este operador lineal acotado por P . Como
se tiene que
y como
se tiene que
Por otro !ado, note que
Luego coma
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P = PR(PR – PK) -1
Im(P) = lm(PR) = R
P = (PR – PK) 1 ( 1–PO
N(P) = NO – PK) = Im(PK) = K.
P–1 =PR(PR –PK) 1
= PR(PR - PK) 1 - (PR - PK) (PR - PK) -1
= [PR -PR + PK] (PR -PK) -1
PK (PR - PK) 1 .
(I—PK)PK = 0
se tiene que
P2 —P=P(P—I)
= ( PR — P K ) 1 (I — PK)(P — I)
= (PR - PK) 1 (I - PK) PK ( PR - PK) -1
= (PR — P K ) 1 O (PR - PK) -1
= O .
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Por consiguiente,
p2 = P.
Asi pues, P: H-+H es un operador proyecciOn tal que
Im(P) = R y N(P) = K.
Observaciones:
(1) Del Teorema 2.17 se tiene que si PR - PK es invertible, entonces
(PR-PK)-'P+P
donde P : H-*H es un operador proyeccion tal que
Im(P) = R y N(P) = K.
(2) De los Teoremas 2 .1 y 2 .17 se deduce que el operador P R - PK es
invertible si y solo si H=Re K . En este caso I', PK PRI = IPR PK II <1 y existe un
operador proyeccion P : H->H tal que Im(P) = R y N(P) = K y
(PR - PK) -1 P + P
Teorema 2 .18 : Sean H un espacio de Hilbert, R y K subespacios cerrados de
H y PR , P K las proyecciones ortogonales sobre H de estos subespacios . Si
P: H-*H es un operador proyeccion topolbgico tal que
Im(P) = R y N(P) = K
entonces
I!PI!=
~1 PK PR h
Demostracibn:
Como P: H->H es un operador proyeccion, por el Teorema 2 .1
tenemos que
1
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H = Im(P) ED N(P) = Im(P) a Im(I - P) = Re K.
Luego, para todo xEH
x = P(x) + ( I - P)(x)
= P(x) + PK(I - P)(x).
Por to tanto, por el Teorema de Pitagoras se tiene que
2 = P(x)+PK(I-P)(x)2
= ( P(x) -PK (P(x)) + PK
(x)' 2
= (I-PK)(P(x))+PK(x)2
= (1-PK)(P(x X 2 + :: PK(x)2
ya que (I - PK)(P(x))EN(P K )= Kl y PK(x)EIm(P K)= K. Asi
(a)
	
x 2 > P(x)-PK(P(x))2.
Por otro !ado,
P(x), 2 = (P(x)-PK(P(x))+PK(P(x))I'2
= ' (I- PK )(P(x)) + PK (P(x))1 2
=(I-PK)(P(x))!,2 +! PK(P(x)),,2
de donde
(13)
	
P(x}''2-IPK(P(x))2= P(x ) PK(P(x))j 2
De (a) y (13) se tiene que
:1 2 > 1' P(x),2 - PK (P(x)y
='I P(x)'' 2 -I' PK (PR (P(x))) 2
	
ya que P(x)ER
> P(x)' 2 PK PR v 2 P(x) :
2
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= (1 PK
Asi pues
PK PR
de donde
1
	
-1-IpKPR ll2
Por otro !ado, como Im(P)=R y N(P)=K, para cada xEH se tiene que
PR(xe = NPR co!'
P(PR (x))- PPK PR(x)
< .. PI,I PR (x) - PKPR (x)I 2 .
i, PR(x),.,2 =li(PR(x)-PKPR(x))+PKPR(x) 2
(I-PK)(PR(x))+PK(PR(x)),2
= (I-PK )( PR (x))'i' 2 + PK (PR (x)) 2
xEH
(1)
Pero
de donde
por consiguiente
Y
~1 PR(x) -PK PR(x)°, 2
	
PR(x) ., 2- II PK PR(x), ;2
III PR (x)) I2 < ICI P,2 ( P(x)II2 -[PKPR (x)' 2 ]
11PK PR (x)il2 < PR(x)2-sPR (x)'1 2P ,
R1 21 pR(x),' 2
89
De (1) y (2) se tiene que
< (1— M P 7 -2 )N2.
PK PR 1112 <_1 — MI Pr
PII
2 51— I,I PKPR M
2
PM
	
1
	
(2)
1— hh PKPRII 2
1
—PK PRII 2
Finalizamos esta seccion con el siguiente corolario el cual es una
consecuencia inmediata del Teorema 2 .18
Corolario 2.4 : Sean H un espacio de Hilbert, R y K subespacios cerrados de
H y PR, PK las proyecciones ortogonales sobre H de estos subespacios . Si
existe un operador proyeccion topolOgico P : H—>H tal que
Im(P) = R y N(P) = K
entonces
PRPKII
	
P
	 -1
Capitulo III
LA PROYECCION METRICA
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El objetivo de este capitulo es definir la proyeccion metrica P K, usando
el problema de la mejor aproximacion en espacios con producto interno.
Posteriormente se utilizan las propiedades del operador P K para caracterizar
los subespacios de un espacio con producto interno que son
complementados . Tambien se prueba que, para ciertos subespacios de un
espacio con producto interno, P K es una proyeccion ortogonal.
3.1 El problema de la mejor aproximacion y la proyeccion metrica.
El problema de la mejor aproximacion en espacios con producto
interno consiste en determinar los elementos y del subconjunto P K(x) del
espacio con producto interno X que satisfacen
x—=inf {'x—zl', : z eK}=d(x,K)
donde x€X y K es un subconjunto no vaclo de X.
El conjunto P K(x) puede ser vacio, unitario o poseer mes de un
elemento . A los elementos de P K(x) se les llama Mejor Aproximacion a x
por Elementos de K. En cualquier caso, el conjunto K define una funcion
multivaluada
PK: X—* (K)
x-> PK(x)
de X en el conjunto de las partes de K. A PK se le llama la Proyeccion
Metrica sobre K .
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Observaciones:
(1) En el caso de que PK(x) sea un conjunto unitario y que yoEP K(x) entonces
escribimos yo=PK(x) en lugar de {yo)=PK(x) . En este sentido, si PK(x) es un
conjunto unitario, entonces
PK : X-*KcX
es una funcibn univaluada.
(2) Si X es un espacio con producto interno y K es un subconjunto convexo y
completo de X entonces, por el Teorema 2 .1 PK(x) es un conjunto unitario de
X, pars todo xeX.
(3) Si X es un espacio con producto interno y K es un subespacio completo
de X entonces, por los Teoremas 1 .2, 1 .3, 1 .4, PK(x) es un conjunto unitario
de X pars todo xEX, x - P K(x)EK' y
X=KeK'
(4) Si X es un espacio de Hilbert y K es un subespacio cerrado de H,
entonces por los Teoremas 1 .2, 1 .3, 1 .4, P K (x) es un conjunto unitario pars
todo xeX, x - P K(x)E Kl y
H=KB Kl
Teorema 3 .1 : Si X es un espacio con producto interno y K un subconjunto no
vacto y convexo de X . Entonces PK(x) contiene a to sumo un elemento, pars
todo xeX.
Demostracibn:
Sea xeX y supongamos que y 1 , y2EPK(x), y 1 sy2. Entonces, como K es
convexo se tiene que
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2y,+2y z eK
luego
d(x, K)= inf x - y !,. : y e K)
1'2(x-Y,)+2(x-Y2)~= '
2 (x
-Y,) + I Z(x - Yz)Il
2 d(x, K) + 2=
	
d(x, K)
= d(x, K)
Por consiguiente
1
x-Y,)+2(x-y2 1
	
.
x -Y,)I +''! 2(x -Y2)
Y
(x-Y,)+(x-Y2) 'L =(x-Y,)II+ .1(x-Y2) I
Esto implica que los vectores (x-y,) y (x-y 2) son linealmente independientes;
es decir, existe a>-0 tal que
x - yi = a(x-y2)
pero coma
x - Y, + = x - y xl = d (x , K)
se tiene que a=1 . Asi pues, y i =y2 y PK(x) contiene a to sumo un elemento .
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Definici6n 3 .1 : Sean X un espacio con producto interno, K un subconjunto no
vacio de X y )EX . Una sucesiOn {y„}~_, de elementos de K es Ilamada una
sucesi6n minimizante para x en K si
Ifm x— y= d(x,K)
n-w
Finalizamos esta secci&n con las siguientes observaciones.
Observaciones:
(1) Si K es un subconjunto no vacio del espacio con producto interno X,
entonces para todo xeX existe una sucesion minimizante { y„ }n_ 1 para x en K.
Ademas, como
YnLL`i y n —xll +x fl n-> d(x , y)+ x ll
se tiene que {y,,}n_ 1 es una sucesi6n acotada . Asi toda sucesion minimizante
es acotada.
(2) Si K es un subconjunto convexo y completo del espacio con producto
interno X, entonces la proyecci6n metrica P K: X-+KcX es una funciOn
univaluada.
(3) Si K es un subespacio completo del espacio con producto interno X,
entonces PK: X—>KcX es una funcibn univaluada . Mas aun, PK es una
proyecci6n ortogonal . Lo mismo ocurre si K es un subespacio cerrado y X es
un espacio de Hilbert.
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3.2 Conjuntos de Chebyshev.
En esta seccion determinamos condiciones sobre el conjunto K que
nos garantice que la proyeccion metrica sea una funcion univaluada, y
probaremos algunas propiedades algebraicas de la proyeccion metrica.
Definition 3 .2 : Sean X un espacio con producto interno y K un subconjunto
no vacio de X . K es un conjunto proximal si PK(x)4 para todo xeX. Si
PK(x) es un conjunto unitario pars todo xeX, entonces decimos que K es un
conjunto de Chebyshev.
Observation : De la Definition 3.2 se deduce que todo conjunto de
Chebyshev es un conjunto proximal . Mes aun, por el Teorema 3 .1 se tiene
que todo conjunto convexo y proximal es en conjunto de Chebyshev . Sin
embargo, existen conjuntos proximales que no son de Chebyshev como lo
muestra el siguiente ejemplo.
Ejemplo 3 .1
Sea X=1R 2 con el producto interno usual y
K={(x,y)eIR2 / x2 + y 2 =1}.
Entonces
x
	
y
PK((x,Y)=
CO+y 2 ' I x 2 +y 2
si (x,y) x (0,0)
PK(0,O)= {(x,y)eR2/ x 2 + y2 =1} =K.
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Por consiguiente K es un conjunto proximal que no es de Chebyshev.
Ejemplo 3.2:
Sea X un espacio con producto interno y K un subconjunto no vacio de
X .
1. Si K es un subconjunto convexo y completo de X, entonces K es un
conjunto de Chebyshev (ver Teorema 1 .2)
2. Si K es un subespacio completo de X, entonces K es un conjunto de
Chebyshev.
3. Si K es un subconjunto convexo y cerrado de X y X es completo, entonces
K es un conjunto de Chebyshev.
4. Si K es un subespacio cerrado de X y X es completo, entonces K es un
conjunto de Chebyshev.
En el siguiente teorema presentamos algunas propiedades algebraicas
de la proyecciOn metrica.
Teorema 3 .2 : Sea X un espacio con producto interno y K un subconjunto no
vacio de X. Entonces
1) Para todo x, yEX
d(x+y, K+y) = d(x , K)
PK+y(x+y) = PK(x) + y
d(ax, aK) = IaId(x, K)
2) Para todo x, yeX
3) Para todo x, yEX y aelR
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4) Para todo x, yeX y aelR
PaK(ax) = aPK (x)
Demostracion.
1 ) d(x+y, K+y) = inf {II(x+Y) – (z+Y)II : zeK)
= inf {Ilx - zll : zeK}
= d(x, K)
2)YoE PK+y(x+y) a d(yo, x+y) = d(x+y, K+y) y Yoe K+y
c d(yo, x+y) = d(x , K) y YoeK+y
c d(yo-y, x) = d(x , K) y yo-yeK
a yo - PK (x)
q YOE PK(x) + y
Por consiguiente
PK+y(x+y) = PK(x) + y
3) d(ax, aK) = inf {Max - ayll : yEK}
= inf {la' Ilx - yll : YeK}
Hal inf {Ilx - yll : ye K}
= lal d(x , K)
4)Si a=0 entonces ax =0 y aK={0} . Por to tanto,
{0} = PaK(ax) = aP K(x).
Supongamos que ax0, entonces
yoeP«K(ax) a d(yo, ax) = d(ax, aK), yoeaK
c al d(- y0 ,x) =d(x ,K), aYo eK
~f
	
1a d aYo,x =d(x,K), aYo EK
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p , yo e PK(x)a
p yo eaPK (x)
Por to tanto
PaK(ax) = aPK(x).
Corolario 3 .1 : Sea X un espacio con producto interno y K un subespacio de
X. Entonces
1) Para todo xeX, yeK
2) Para todo xeX, yeK
3) Para todo xeX y aelR
4) Para todo xeX y aelR
Demostracidn:
Esto es consecuencia inmediata del Teorema 3 .2 y de que K es un
subespacio de X.
Teorema 3 .3 : Sea X un espacio con producto interno y K un subconjunto no
vatic) de X. Entonces
1) K es proximal si y solo si K+y es proximal para cualquier yeX
2) K es de Chebyshev si y solo si K+y es de Chebyshev para cualquier yeX.
d(x+y, K) = d(x, K)
PK(x+y) = PK(x) + y
d(ax, K) = IaId(x, K)
PK(ax) = aPK(x)
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Demostraci6n:
1) K es proximal ,(=> PK(x) m4 para todo xeX
	
PK(x)+y
	
para todo x, yeX
.(=> P K+y(x+y) x~ para todo x, yeX
	
_ PK+y(z)
	
para todo z, yeX
K+y es proximal para todo yeX.
2) Es similar a la anterior.
Teorema 3 .4 : Sea X un espacio con producto interno y K un subconjunto no
vacio de X. Entonces:
1) K es proximal si y solo si aK es proximal para cualquier aeR-{O}
2) K es de Chebyshev si y solo si aK es de Chebyshev para cualquier
ae I R-{O}.
Demostraci6n:
1) K es proximal rr> PK(x)
	
para todo )(EX
a P4< (x) ~ cp para todo xeX, ae IR-{O}.
a
r~ PaK(x) s~ para todo )(EX, aeIR-{0}.
a aK es proximal para todo aeIR-{0}
2) Es similar a la anterior.
Teorema 3.5 : Sea X un espacio con producto interno y K un subconjunto
proximal de X. Entonces K es cerrado.
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Demostracidn:
Supongamos que K no es cerrado, entonces existe una sucesion
{xn }~_, de elementos de K tal que
limx n =x
	
x K,
n, co
luego,
0<_d(x,K)<-fx-x n 'll n~—0
por lo tanto,
d(x, K)=0
pero d(x, y)>0 para todo yeK . Esto implica que
PK(x)=(1)
to que contradice que K es proximal . Asi pues K es un subconjunto cerrado
de X .
La reciproca del Teorema 3 .5 es falsa, como to muestra el siguiente
ejemplo.
Ejemplo 3.1:
Sea
X= %'([-2,2] , IR) = {f : [-2,2] -* IR / f es continua}
en el espacio con producto interno definido por
f , g = j 2 f( t)g(t )dt.2
Considere el conjunto
K = jf e X : Joe f(t)dt = 01 .
io1
Es claro que K es un subespacio de X. Probemos que K es cerrado . En
efecto, sea {fn
	
una sucesi6n en K tal que
limfn =f
n-nw
Entoces por la desigualdad de Schwarz se tiene que
Jo f(t)dt =
Jo
f(t)dt- r fn (t)dt'
ra ''f(t) - fn (t)l dt
< 2J 2 f(t) - fn (t)i, dt
2
<[ Jz f(t)-fn(t), dt1 2 [ 2 ldt dt
=2f-fn -* 0
n-~m
Por consiguiente,
Ju f(t)dt = 0
de donde feK y K es un subespacio cerrado de X.
Probemos ahora que K no es proximal. En efecto, sea feX definida
f: [-2,2]-*R
f(t)=1
entonces para todo gEK se tiene que
f - j2
= J 2 f(t) - g( t) dt
= J2 i1-g(t)I2dt+ J2 1-g(t) 2 dt
2
por
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2
	
2
= JZ 1-g(t), dt+
Jo
(1-2g(t)+g z (t))dt
=JZ 11-g(t)'
z
dt+2+ Jo g2 (t)dt
> 2
y la igualdad se obtiene si
g(t)=1, -2ts0
g(t)=0, 0<_t2
pero no existe funciOn continua que satisfaga esta condicibn .
	
Por
consiguiente
f–g> 2 paratodageK.
Ahora para cada s, 0 < e < 1 definimos el elemento f EeK por
fa : [-2,2] -, R
1
	
-2<t<-- -E
fE (t) = –E -' t –E<–t<_0
0
	
0<—t<_2
Note que
f —fE ll z =
( 2 2
J-z
1- fE (t)I dt
= J° 0+E- 1 0 2 dt+ Jo dt
= J°dt +2E"'J° tdt+E-2J° tz dt+2
E
	
E
	
E
E 2
	
E 3
= E-- + 3Ez +2E
=2+ E3
Por to tanto,
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d(f, K) < f — f c
= U'2+3
para todo e, 0<$<1, de donde
d(f, K) < ,f2 .
Asi pues
d(f, K) = -!
para todo geK . De donde
Px(f)= (1) .
Esto prueba que K es un subespacio cerrado de X que no es proximal.
Teorema 3 .6 : Sean X un espacio con producto interno, K un subconjunto no
vacio de X y Y un subespacio de dimension finita de X.
1) Si K es un subconjunto cerrado de Y, entonces K es proximal en X
2) Si K es un subconjunto convexo y cerrado de Y, entonces K es de
Chebyshev en X.
3) Y es un subespacio de Chebyshev de X.
Demostracion:
1) Sea xeX, entonces existe una sucesiOn minimizante
	
a x en K, o
sea
d(x, K) =
!Tiom x—y ~6 y„eK.
Luego, {y,,}:, es una sucesiOn acotada en X . Como Y es un espacio de
dimension finita, existe una subsucesiOn {y 0 }: de que converge en
Y, es decir, existe un yoeY tal que
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1im Yo = Yok m
Como K es cerrado en Y, yoe K. Asi pues
-Yol = kin! x -Yn
=d(x, K)
Por consiguiente, yoe PK(x) y K es proximal.
2) Por (1) K es proximal . Luego, por el Teorema 3 .1 K es de Chebyshev.
3) Como Y es un subconjunto cerrado y convexo de Y, por (2) K es de
Chebyshev.
Ejemplo 3 .2:
Sea
X= / ([a,b] , IR) = {f: [a,b] -> IR / f es continua}
el espacio con producto interno definido por
,,f
,g' = fb f(t ) g ( t)dt.a
Sea nelN y
J'n = { peX / p es un polinomio de grado a to sumo igual a n}.
Note que f n es un subespacio de dimension finita de X . Ademas
K={peYn / p(t)>_0, te[a,b] }
es un subconjunto convexo y cerrado de Ph . Luego, por el Teorema 3 .6 (b),
K es un conjunto de Chebyshev de X .
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Finalizamos esta secciOn con el siguiente teorema de caracterizaciOn
de la proyecciOn metrica en espacios con producto interno reales.
Teorema 3 .7: Sean X un espacio con producto interno real, K un subconjunto
convexo de X, xeX y yoeK . Entonces yo=PK(x) sr y solo si ix— y o ,y —yo) 50
para todo yEK.
Demostracion:
Supongamos que
— Yo ' Y — Yo~  0
para todo yeK. Entonces, por la desigualdad de Schwarz
11 x —Y4 Z = —Yo,x—Yo)
+!x
—Yo,Y — Yoi
por consiguiente
x— Y0` x Y
para todo yeK. Asr pues, yo= PK(x), ya que P K(x) posee a lo sumo un
elemento.
Recrprocamente, supongamos que yo=PK(x) y que existe un yeK tal
que
!x—yo, y—y 0 >0
Para cada E, 0<6<1, definimos el elemento
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Yc = EY + (1 - E)Yo .
Como K es convexo, y cE K. Ademes,
-yc ,x-yE
= .x-ey-(t-E)Yo , x-Ey-(l
-
E )Yo
= x
-Yo- E (Y-Yo) , x -Yo- E (Y-Yo)
=", x— Yoi 2—2Ex— Yo,Y- yo + E2 I, y - Yo',; 2
=
x -
yo j2 - E[2 -Y0,Y-Y0 —E', Y-Yo l~ Z I
Para c>O suficientemente pequeno, la expresion en el parentesis es positiva.
Por consiguiente, pars estos e se tiene que
to que contradice que yo=PK (x) . Asi pues,
-YE,,2
	
x-Yo!!
x—Yo,Y—Yo <_
pars todo ye K.
3.3 Conos duales y la proyeccion metrics.
En esta section y la siguiente supondremos que los espacios can
producto interno son reales.
Definition 3 .3 : Sea X un espacio con producto interno y S un subconjunto no
vacio de X. El Cono Dual o polo negativo de S se denota por S° y se define
por
S° ={xeX : x,y .<_0 pars todo yeS} .
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Observation : De la Definition 3 .3 se deduce que
S 1 = S° (l (-S ° ) = {x e X :
	
= 0 pars todo y € S}
Corolario 3 .1 : Sean X un espacio con producto interno, K un subconjunto
convexo y no vaclo de X, xEX y yoeK . Entonces
yo= PK(x) si y solo si x-y° (K-y ° )°
Demostracion:
Es una consecuencia directs del Teorema 3.7 y la Definicien 3 .3.
Propiedades : Sea X un espacio con producto intemo y S un subconjunto no
vacio de X.
1. S°es un cono convexo cerrado de X ; es decir, que S° es cerrado y que
ax+(3ye S° pars todo x, ye S° y a, 6elR tales que a ? 0, (3 > O.
2. S°=(S)°
3. S°= [con(S)] = [con (S)] ° , donde con(S) es el menor cono convexo que
contiene al conjunto S .
	
J
4. conS c S°°
5. Si S es un subespacio de X, entonces
S° =S L
6.Si S es un conjunto de Chebyshev y un cono convexo, entonces
s°° =s
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7.Si S es un subespacio de Chebyshev de X, entonces
S°° =S 11 =S
8.Si X es completo, entonces
S°° =conS y
	
=S°
9.Si S es un cono convexo, entonces
(S-y)° =S° n{y}' pars todo yES
DemostraciOn:
Solo probaremos las propiedades (2) y (9) .
°(2) Como S c S entonces, por la DefiniciOn 3 .3 se tiene que S° ~(S
	
SI xe S° y ye S, entonces, existe una sucesi6n {y n	de el m tos de S tal
que
hm yn =y.
n .
Por to tanto
	
x,y =x,limy n =limx,Yn	0
n m
	
n *m
De to anterior se tiene que xe
	
y S° c (S) 0 . Asi pues
(9) Sea yeS y xe (S—y)°, entonces
x,z—y0 paratodozeS.
Tomando z=0 obtenemos que
x,—Y
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o sea que
(a)
Ahora bien, como S es un cono convexo, z=2yES y
(13)
	
x , y < o.
De (a) y ((3) se tiene que
x ,Yi =O
por to tanto xe{y} 1. Por otro lado, tomando z=u+y con uES se tiene que
x,u <0
	
para todo uES.
Esto implica que x e S° .
Asi pues
xE S° n {y} 1 y (S - y)° c S° n { y } 1
Rectprocamente, supongamos que xE S° n {y} l , entonces
x,z <0 para todo zES y x,y=0
luego
,x,z - x,Y  0
para todo zES, de donde
.x,z-y; <0
para todo zES . Por to tanto,
xe (S-y)° y S° n{y}1 c (S-y)°.
De todo to anterior se tiene que
(S-y)° =S° n {Y} 1
para todo yeS.
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Corolario 3 .2 : Sean X un espacio de Hilbert, K un cono convexo de X, xeX y
yoeK. Los siguientes enunciados son equivalentes
1) Yo=PK(x)
2) x-Yoe K° n {yo} 1
3) cx-yo ,Y)<-0 para todo yeKy ( x - yo,Yoi =O
Demostracion:
De la Definition 3 .3 se deduce que
(2) c=> (3) .
Por otro [ado, del Corolario 3 .1 y la propiedad (9) anterior se tiene que
Yo=P K(x ) cz> x-YoE ( K - Yo )° ra x-Yoe K° n {yo }l .
Finalmente, presentamos una caracterizacion de la proyecciOn metrica
de un subespacio.
Corolario 3 .3 : Sean X un espacio de Hilbert, K un subespacio de X, xeX y
yoeK. Entonces:
Yo= PK(x) si y solo si — y o , y) = 0 para todo ye K.
Demostracion:
Por el Corolario 3 .2 y la propiedad (5) anterior se tiene que
yo=PK(x) a x-YoeK°n {y o}1
c~ x-yoeK 1 n{y o } 1
a x
-YoEK'
c (x-y o ,y)=0 para todo yeK.
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3.4 Propiedades topologicas de la proyeccion metrica.
En esta section probamos las propiedades topologicas mas
sobresalientes de la proyecciOn metrica P K sobre conjuntos convexos de
Chebyshev . Recordemos que los espacios con producto internos
considerados en esta section son reales.
Teorema 3.8 : Sea X un espacio con producto interno Y K un conjunto
convexo y de Chebyshev de X. Entonces:
1) PK es idempotente
2) Para todo x, yeX,
x –Y, PK (x) –PK(Y))'–' PK(x) –PK(Y)I1
2
o sea que PK es firmemente no expansiva.
3) Para todo x, yeX,
–
Y, PK (x ) –PK(Y) ? 0
o sea que P K es monOtona.
4) Para todo x, yeX,
II x -YII 2 1I PK(x) —PK(Y)II2+ Il x—PK(x) (Y —PK(Y))II
2
o sea que PK es estrictamente no expansiva.
5) Para todo x, yeX,
PK(x) –PK(y)II–`I x-yll
o sea que PK es no expansiva.
6) PK es uniformemente continua .
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Demostracibn:
1) Como P(x)eK para todo xeK, se tiene que
P(P(x)) = P(x).
Asi pues P2=P.
2) Sean x, yeX, entonces
x Y, PK (x)- PK (Y)
	
(x-PK(x))+(PK(x)-PK(Y))+(PK(Y)-Y) PK(x ) - PK(Y)
X - PK (x) PK(x) - PK (Y) +PK(x) - PK(Y PK (x)- PK (Y)!
+ PK (Y)-Y , PK(x ) - PK(Y)
PK (x)- PK (y ) ; 2 + x - PK (x), PK (x) - PK(Y)
+ PK(Y)-Y, PK(x ) - PK(Y)
Pero por el Teorema 3 .7
x - PK (x), PK(x)-PK(Y) __ x - PK (x), PK(Y)- PK(x ) 0
Y
PK (Y)-Y, PK (x)- PK (Y)
	
Y- PK(Y), PK(x)-PK(Y)',i
Por consiguiente,
x
- Y, PK (x) - PK (Y) ; > PK (x) - PK (Y) 112
3) Es consecuencia inmediata de (2).
4) Sean x, yeX, entonces, por (2) se tiene que
Y 2 = (x-PK(x))+(PK(x)-PK(Y))+(PK(Y)-yY2
= IPK (x) —PK (Y) :i 2+ (x-PK(x))-(y-PK(Y))52
+ 2 PK (x)- PK(Y)(x - PK (x))- - PK(0).
PK (x)- PK (Y) 2+ x - PK (x)-(y- PK (Y)) i2
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+ 2 (PK(x)—PK(Y), x-
	
- 2 '~ PK (x) — PK (Y)II 2
PK (x ) —PK(Y)e 2+ I x—PK(x)-(Y - PK(Y))
5) Es consecuencia inmediata de (4).
6) Es consecuencia inmediata de (5).
Teorema 3.9: Sea X un espacio con producto interno y K un cono convexo y
de Chebyshev de X. Entonces:
1) K° es un cono convexo y de Chebyshev de X.
2) Para cada xeX
x= PK(x)+ PK , (x) y PK(x)1PK , (x)
Mas aun, esta representaci6n es (mica en el sentido de que si x=y+z para
algun yeK, zE K° con y 1 z, entonces y=P K(x) y z= PK . (x)
3) Para todo xEX,
xi,2 = PK (x)I 2 +
= [d(x, K)]2 + [d(x, K ° )]2
4) K°={xEX: PK(x)=0}
Y
K={xEX: PK . (x)=0} = { xEX: PK(X)=x}
5) Para todo xEX,
II PK (x)II
Mas aun,
PK(X) =
	
Si y solo si xeK
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6) K°° =K
7) PK es positivamente homogenea ; es decir,
PRx) = A. P(x)
para todo xeXyA.>0.
DemostraciOn:
1) Sea xEX y tomemos
z = x - PK(x)
luego, por el Corolario 3 .2
x — (x — z)E K° n {x-z}1
es decir,
z€ K0 y zlx-z.
Por otro lado, coma P K(x) K, para todo ye K° se tiene que
x — z, y _ PK (x), y 0
por lo tanto
x - zeK°° y x-zlz
es decir
x-ze (K° )° n {z} l
Asi por el Corolario 3 .2 aplicado a K° se tiene que
z= PK (x) .
2) En (1) se probe) que para todo )(EX, si z=x-P K(x) entonces z=PK0 (x) . Por
to tanto,
x= PK(x) + PK °(x ),
	
PK(x ) l PK 0(x),
para todo xeX .
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Por otro [ado, si
x=y+z,
	
ye K,zeK°, ylz
entonces para todo to K se tiene que
. x-Y,t = z,t,<0
Y
x-y,y .= z,y .=u.
Por to tanto
x-ye K°n {y} l
luego, por el Corolario 3.2 se tiene que
Y = PK(x ) .
De igual manera, para todo to K°
x-z,t = y,t <- 0
x-z,z =,y Z`=0
o sea que
x-ze K°° n {z}l .
Luego, por el Corolario 3 .2 se tiene que
Z-PKO (x) .
3) Como para todo xeX,
x= PK(x) + PK .(x),	P K(x ) l PK =(x),
por el Teorema de Pitagoras se tiene que
Zx 2 = PK (x ) +PK . (x ~
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=PiPK(x)^,2+ PK °(x).
= Id(x, K)] 2 + [d(x, K°)]2
4) Por (2) se tiene que
xEK°<=>PK(x)=x
Asi pues
De igual manera
a PK(X)=O.
K°={xeX: PK(x)=Oy
xE Ka PK (x) =x
PK (x)=0
por to tanto
K={xEX: PK o (x) =0) = { XEX : PK(x)=x}
5) De (3) se tiene que
II PK (X)I < x il
para todo xEX. Ademas
PK(X)i x aPK o(x) =0
a PK (X)=0
a PK (X) -X
a xeK
6) Aplicando (4) al cono convexo de Chebyshev K°, se tiene que
K°° ={xEX: PKo (x) =0} = K
7) Sean xEX y X ? O. Entonces
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x= PK(x ) + PK . (x) ,
	
PK(x) 1 PK. (x)
Y
	
Jut= APK(x) + APK . (x),
	
APK(x) 1 %PK . (x).
Como K y K° son conos convexos se tiene que XP K(x)EK y A.PK o(x)K°
Luego, por (2),
PK(X.x) = ?‘.PK(x ) y PK=(2x)) =XPK . (x).
Observation : Si K es un cono convexo de Chebyshev de un espacio con
producto interno X, entonces por el Teorema 3 .9 (2),
1= PK + PK o
donde I : X-*X es la funciOn identidad de X. Esta relaciOn implica que, la
determinaci6n de la proyecci6n metrica P K es equivalente a la determinaciOn
de la proyecciOn metrica PK0 . Lo anterior nos ofrece la oportunidad de
determinar la proyecci6n metrica mas facil entre P K y PKo , y luego usando la
identidad 1= P K + PK ., determinar la otra proyecciOn metrica.
Corolario 3.4 : Sea X un espacio con producto interno y K un subespacio de
Chebyshev de X . Entonces:
1) Kl es un subespacio de Chebyshev de X.
2) Para todo xEX
x = PK(x)+ PK^(x)= P K(x)+ PK, (x)
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Mas aun, esta representaciOn es (mica en el sentido de que si x=y+z con
ye K, ze K', entonces y=P K (x), z=PK,(x)=PK .(x)
3) Para todo xeX,
II x2 =
	
( x )1 2 + PK ( x )
2
4) K1={xeX: PK(x)=0}
Y
K={xeX : PK (X)=0} = { xeX : PK(x)=x}
d PK (x)V < 1 )4
PK (x )II =
	
si y solo si xeK
Demostracion:
Como K es un subespacio de Chebyshev de X, entonces
K° = Kl y K°° =K11 = K.
Luego, este Corolario se deduce del Teorema 3 .9.
Teorema 3 .10 : Sea X un espacio con producto interno y K un cono convexo
de X. Entonces K es de Chebychev si y solo si
X =K K°
Demostracion:
Si K es un cono convexo de Chebyshev de X entonces, por el Teorema 3.9
(2) se tiene que
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X =K n K°.
Reciprocamente, supongamos que
X =K o K°.
Sea xeX, entonces existen elementos unicos ye K, ze K° tal que
x=y+z, ylz
x - ye K° y x-yly
x-ye K°n {y} l .
Por el Corolario 3 .2 se tiene que
y=PK(x) .
Esto implica que K es un conjunto de Chebyshev.
El siguiente resultado resuelve el problema del complementado de un
subespacio de un espacio con producto interno.
Corolario 3 .5: Sea X un espacio con producto interno y K un subespacio de
X. Entonces K es de Chebyshev si y solo si
X =K K1
Demostracion:
Como K es un subespacio de X, se tiene que
K°= K1 .
Luego, este corolario se deduce del Corolario 3 .4 (2) y del Teorema 3 .10.
luego
de donde
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Observaciones:
(1) Del Teorema 3 .10 se deduce que si K es un cono convexo de Chebyshev
del espacio con producto interno X
X=K K° y x=y+z con yeK, ze K°0
entonces
y=PK(x), z=PK .(x)
(2) De igual forma, del Corolario 3.5 se deduce que si K es un subespacio de
Chebyshev de X y
x=y+z, yeK, ze K°=Kt
entonces
PK(x)=y, PK. (x ) = PK. (x) =z
(3) Del Corolario 3 .5 se deduce que si K es un subespacio de X y X =K e K',
entonces K es un subespacio cerrado de X
Teorema 3 .11 : Sea X un espacio con producto interno y K un subespacio de
Chebyshev de X . Entonces:
1) PK es un operador lineal acotado ; y PK!~=1 si K{0}.
2) PK es idempotente.
3) PK es autoadjunto.
4) Para todo xeX
( PK(x) , x) = PK (x )l1 2
5) Para todo xeX
(PK(x) , x) >_ 0 .
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Demostracion:
1) Sean x, yeX y a, 8e IR . Entonces, por el Corolario 3 .4
x - PK(x ) EK1 , y - PK(y) eK1
Como K l es un subespacio de X,
ax + Ry – [aPK(x ) + [3 PK(y)]e K1 .
Pero como
ax + py = PK(ax + 8y) + PK (ax + 3y )
Por la parte (2) del Corolario 3 .4, se tiene que
PK(ax + 1W) = aPK(x) + a PK(y) .
Asi pues P K es un operador lineal.
Por la parte (5) del Corolario 3 .4 y por (1), se tiene que P K es un
operador lineal acotado y PK 1 . Ahora bien, si M={O} y xeM, )(A, entonces
PK (x)'= X'.
Esto implica que j PK =1.
(2) Fue probado en el Teorema 3 .8 (1).
3) Sean x, yeX, entonces, por el Corolario 3 .4
PK(x)E K , y- PK(y) E K'
luego
PK (x), y - PK (y) =0 -
Esto implica que
PK 00, y _ PK(x), PK(y) .
De igual forma se tiene que
PK (y), x . = PK(y), PK(x) .
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Asi pues, como X es un espacio con producto interno real,
(PK (x ), y ) x, PK (y))
y PK es autoadjunto.
4) En (3) se probe) que
PK(x ),Y := PK (x), PK
para todo x, yeX . Tomando y=x obtenemos que
PK(x), x'_PK(x)l 2
5) Es consecuencia directa de (4).
Corolario 3 .6 : Sea X un espacio con producto interno y K un subespacio de
Chebyshev de X . Entonces PK es una proyecciOn ortogonal sobre X.
Demostracion:
Por el Teorema 3 .11, P K es un operador lineal acotado idempotente y
autoadjunto . Luego, por el Teorema 2 .5 PK es una proyeccion ortogonal
sobre X.
Observation : Debido al Corolario 3.6, es que las proyecciones metricas
sobre subespacios de Chebyshev son usualmente Ilamadas proyecciones
ortogonales.
Finalizamos esta secciOn can un ejemplo que ilustra el calculo de una
proyecciOn metrica sobre un cono convexo de Chebyshev .
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Ejemplo 3 .3:
Sea
X = Y {[a,b], R) = {f : [a,b]-+R/ f es continua}
con el producto interno definido por
(f , g)
= 1a f(t)g(t)dt .
Considere el conjunto
K = {fEX/ f(t) >-0 para todo tE[a,b]},
Es claro que K es un cono convexo de X y que
K° ={geX/g,f<-0
	
paratodagEK}
= {gEX / g(t) 0 para todo tE[a,b]}.
Probemos que K es un conjunto de Chebyshev de X y calculemos P K(x) para
todo XEX.
En efecto, sea gEX y foEK . Entonces, por el Corolario 3 .2
foE PK(g) ra g - foE K° n {f0 }l
ag-fo<-0 y g - fo,fo = 0
c g-fo - 0 Y J b (g - fo)( t) fo( t) dt=0a
rag-fo<_0 Y (g- fo)fo = 0
ya que (g - fo) foEX y fo 0 . Por consiguiente, como fo EK,
fo = Pk(g)	g -fo 0 y fo(t) =0 si g(t) - fo(t)<0
a fo(t) = max {g(t) , 0},
	
tE[a,b]
a fo(t) = g+(t),
	
tE[a,b] .
Asi pues,
Y
para toda geX. Esto implica que K es un conjunto de Chebyshev .
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