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Abstract
We apply boundary integral equations for the first time to the two-dimensional scattering of time-harmonic waves
from a smooth obstacle embedded in a continuously-graded unbounded medium. In the case we solve the square of
the wavenumber (refractive index) varies linearly in one coordinate, i.e. (∆+E+x2)u(x1, x2) = 0 where E is a constant;
this models quantum particles of fixed energy in a uniform gravitational field, and has broader applications to stratified
media in acoustics, optics and seismology. We evaluate the fundamental solution efficiently with exponential accuracy
via numerical saddle-point integration, using the truncated trapezoid rule with typically 102 nodes, with an effort that
is independent of the frequency parameter E. By combining with high-order Nystro¨m quadrature, we are able to solve
the scattering from obstacles 50 wavelengths across to 11 digits of accuracy in under a minute on a desktop or laptop.
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1. Introduction
Problems involving time-harmonic waves in media whose wave speed or refractive index varies continuously in a
layered fashion are common in both the natural and engineered worlds. In acoustics, underwater sound propagation
[1, 2], and environmental noise modeling in the presence of a thermal gradient [3] both involve continuously stratified
wave speeds. In electromagnetics, continuously stratified media occur in ionospheric propagation [4] and nano-scale
optical devices (see [5] and references within). In elastodynamics, similar models play important roles in seismol-
ogy since wave speed grows in a piecewise continuous fashion with with depth into the earth [6, Sec. 2.5.3], and in
designing functionally graded materials [7]. In quantum physics the same equations as in acoustics arise when grav-
itational or electric fields influence the motion of fixed energy particles [8]. In each case, when the varying medium
is acoustically large (many wavelengths across), or unbounded, accurate numerical solution of wave propagation and
scattering remains challenging.
We will solve the following scalar-wave exterior boundary value problem (BVP), where Ω ⊂ R2 is a given bounded
obstacle with smooth boundary ∂Ω, and f is smooth Dirichlet data on ∂Ω,(
∆ + k(x2)2
)
u(x1, x2) = 0 x := (x1, x2) ∈ R2\Ω , (1)
u = f on ∂Ω , (2)
where ∆ := ∂2/∂x21 + ∂
2/∂x22 is the Laplace operator, with the specific vertical wavenumber variation k(x2) given by
k(x2)2 = E + x2 , (3)
and outgoing radiation conditions for u. The latter, given in Definition 1, are required for uniqueness of the solution.
In applications the potential u represents pressure, wavefunction, or a component of electric or magnetic field.
The general relationship k = ω/c, where ω is frequency and c wave speed, means that in the frequency-domain
(fixed ω) case, k is proportional to the refractive index and inversely proportional to the wave speed. In (3) the inverse
square of wave speed (sometimes called sloth) is linear in the vertical (x2) coordinate, a model found in seismology [6,
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Figure 1: Geometry for the scattering problem embedded in a stratified medium. Wave speed decreases (refractive index increases) in the vertical
x2 direction.
Sec. 2.5.2.2]; in the electromagnetic case (3) corresponds to linear variation in permittivity [9, Sec. 2.5.1]. Recalling
that the Helmholtz equation (∆ + E)u = 0 models free-space quantum particles at energy E, we call (1) with (3)
the “gravity Helmholtz equation” because it is a non-dimensionalized1 model for quantum particles at energy E in a
uniform gravitational [8] or electric [10] field, i.e. a linear potential. Its one-dimensional (1D) solution is the Airy
function, and its application goes back at least to Hartree’s 1931 work on the ionosphere [4, Sec. 6]. The constant E
sets the square of the wavenumber at the height x2 = 0; the waves have evanescent (modified Helmholtz) character for
x2 < −E, changing to oscillatory (Helmholtz) character for x2 > −E. The asymptotic behavior of solutions to (1) is
radically different in the horizontal and vertical directions, with waves eventually “dragged” into a narrow upwards-
propagating beam; see Fig. 2(b). In the optical and acoustic setting, the imaginary refractive index for x2 < −E could
be relevant for graded metamaterials, although a more common application of the effficient PDE solver we present
might be to acoustic or electromagnetic propagation in subregions of the plane (a half-space, etc).
In the usual setting of scattering theory (see Fig. 1) an incident wave uinc satisfying (1) in the entire plane impinges
on the obstacle; the scattered wave is then u, the solution to the above exterior BVP with boundary data f = −uinc
on ∂Ω. The physical potential is then uinc + u. The Dirichlet case we study corresponds to sound-soft acoustics, or
z-invariant Maxwell’s equations with a perfect electric conductor in transverse-magnetic polarization. The Neumann
(sound-hard) case can be solved with similar tools [11]. We will also solve the interior Dirichlet BVP, with applications
to graded-index optics, and to transverse acoustic or optical modes in a bending waveguide in 3D approximated by an
“equivalent profile” in which the square of refractive index varies linearly [12].
We propose boundary integral equations (BIE) as an efficient and accurate numerical method to solve (1)–(2).
This demands being able to compute values and first derivatives of Φ(x, y), the fundamental solution to (1), where
x, y ∈ R2 are target and source points respectively. Recall the definition that, for a source point y ∈ R2, Φ(·, y) is the
radiative solution to the PDE
− (∆x + k(x2)2)Φ(x, y) = δ(x − y) , (4)
where δ is the Dirac delta distribution in R2. In contrast to the common situation, Φ is no longer an elementary or
special function of distance |x − y|; this is clear in Fig. 2. A large part of our contribution is an efficient numerical
method for evaluation of Φ, by applying quadrature to the Fourier transform of an analytical solution to the time-
dependent Schro¨dinger equation in a linear potential [13]. Unfortunately the integral is highly oscillatory, especially
as E grows, thus we use deformation of the contour into the complex plane, passing through the saddle (stationary
phase) points and using the trapezoid rule [15] to achieve exponential accuracy with effort independent of E. The
saddle points will have an elegant interpretion as the classical ray travel times. The cost of each evaluation of Φ is
only a few hundred complex exponential evaluations, hence we achieve typically 105 evaluations per second.
1.1. Relation to previous work on frequency domain wave propagation in layered media
Accurate numerical propagation of high frequency waves in a variable medium is numerically challenging: con-
ventional “volume” discretization methods such as finite differencing (FD) [16] and finite elements (FEM) require
several degrees of freedom per wavelength to achieve reasonable accuracy; moreover, in order to avoid “pollution
1We chose a unity constant in front of x2 without loss of generality since adjusting this constant is equivalent to rescaling the domain Ω.
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Figure 2: Real part of fundamental solution Φ(·, y) plotted in R2 for the case E = 5 and three choices of source location y: (a) y = (0, 10); (b)
y = (0, 0); (c) y = (0,−10). In (b) we also show parabolic classical ray trajectories emanating from the source y, which themselves all lie within
region A (a parabola with focus y), discussed in Sec. 2.1. Notice the color scale in (c) indicating the very small amplitude of the propagating beam.
errors” the degrees of freedom per wavelength must grow with frequency [17]. The resulting linear systems are so
huge that iterative solvers are almost always used, and yet preconditioning has mostly been unsuccessful for the high-
frequency Helmholtz equation, especially for high-order discretizations, and is a topic of current research [18]. The
radiation condition must still be approximated via artificial absorbing boundary conditions (e.g. perfectly matched
layers) [19] [9, Sec. 4.7].
At high frequencies, ray approximation is useful [6] and geometric diffraction theory can approximate the interac-
tion with simple obstacles. However, such approximations break down at turning points (such as at x2 = −E) and for
geometric details on the wavelength scale. Parabolic approximation (i.e. one-way wave equation) methods [20] handle
only a limited range of propagation directions, and cannot account for back reflections. Several of these methods are
reviewed in the underwater acoustic and elastic contexts in [21].
When the medium (PDE coefficient) is piecewise constant, reformulation as a boundary integral equation (BIE)
[22, Ch. 3] [23] [9, Ch. 8] is popular due to several advantages:
• the unknowns live on the boundary (or material interfaces) rather than the volume; this reduction in dimension
by one greatly reduces the number of unknowns N, especially at high frequencies, and simplifies the geometric
issues (meshing, etc);
• when a second-kind formulation is used, it remains well-conditioned (and hence iterative methods rapidly con-
vergent) independent of the number of discretization nodes used;
• radiation conditions are already built into the representation and need not be enforced, unlike in FD or FEM;
• fast algorithms such as the fast multipole method [24] or fast direct solvers [25, 26] can reduce the solution time
to O(N) for low frequencies;
• in the two-dimensional case, high-order quadratures on boundary curves are easy to implement [27, 28].
This has enabled the scattering from objects (in a uniform medium) thousands of wavelengths across to be solved
efficiently to many digits of accuracy (e.g. see [29]).
In contrast, we care about scattering in a continuously-varying medium. If this medium were constant outside a
bounded region, a Lippmann–Schwinger (volume integral) equation [22, Ch. 8] could be used, or coupling of direct
discretization methods to BIE [30, 31]. Tools also exist for BIE within media with a finite number of constant layers
[32]. The method of the present paper extends the above advantages of BIEs to a particular problem where the
stratified medium variation—and the resulting wave propagation—is smooth and unbounded in all directions. We are
not aware of previous applications of BIE to such a case. The only similar work we know of is that of Premat–Gabillet
in their environmental acoustics code Meteo-BEM [3], who use BIEs with the Green’s function for a linear wave speed
profile. However, they approximate the Green’s function using a discrete sum over 1D eigenfunctions, an approach
that works only when waves are trapped by a ground plane; this would fail in the case of unbounded propagation.
Also, since their BIE is of Fredholm first kind, the convergence rate of an iterative solver would be poor.
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Remark 1. Our approach to evaluate the Green’s function is reminiscent of the Sommerfeld integral (spectral repre-
sentation) commonly used for layered media [9, Ch. 2], [32]. Yet, although both methods exploit numerical quadrature
of a contour integral, they are distinct, with crucial differences. In the Sommerfeld approach the integration variable
is a transverse wavenumber, and a vertical ODE has to be solved for each contour quadrature node; for the profile (3)
this would demand Airy functions. The number of quadrature nodes needed grows linearly with wavenumber, for fixed
source-target separation. In addition, the decay of the Sommerfeld integrand is known to be very slow when the verti-
cal separation is small, demanding various windowing approximations [32]. In contrast, in our proposed scheme the
integration variable represents time, the integrand involves only exponentials, and by choosing appropriate complex
contours the number of nodes is independent of wavenumber. Of course, the Sommerfeld approach has the advantage
over our scheme that, assuming the ODEs can be solved fast enough, arbitrary profiles k(x2) could be handled.
1.2. Outline of the paper
We use the remainder of the introduction to state a radiation condition that allows a unique solution to our BVP
(this is proved in Appendix A). In Sec. 2 we present an integral formula for the fundamental solution (4) for the PDE
(1); here the radiation condition derives from causality in the time domain. We then use potential theory to reformulate
the BVP as an integral equation on ∂Ω in Sec. 3, and present its high-order numerical solution, which demands many
evaluations of the fundamental solution. Sec. 4 is the key part of the paper in which we present efficient new contour
quadrature algorithms for this task. In Sec. 5 we present numerical tests of convergence and speed for both the interior
and exterior BVPs. We draw some conclusions and discuss future work in Sec. 6.
1.3. The radiation condition for the BVP
Recall that for the constant-k Helmholtz equation (∆ + k2)u = 0 in R2, the Sommerfeld radiation condition [22,
(3.62)] is ∂u/∂r − iku = o(r−1/2), holding uniformly in angle, where r := |x|. This corresponds to outgoing waves at
infinity. It guarantees a unique solution to exterior BVPs [22, Sec. 3.2], for instance the case of Dirichlet data (2).
Radiation conditions are also known for stratified media that are eventually constant or tend to a constant in upper and
lower half-planes [33, 34], for variable media that tend towards a constant at large distances [35], and for scattering
from unbounded rough surfaces in a uniform medium [36]. For our exterior gravity Helmholtz equation there are
no trapped waveguide modes because the refractive index is monotonic in x2, simplifying the situation from that of
[33, 34]. And yet, we have not been able to find a radiation condition in the literature that applies in our case where
the wavenumber is unbounded in one direction.
Hence we propose the following new radiation condition, recalling the notation x = (x1, x2).
Definition 1 (Radiation condition). A solution u to (1) in the exterior of a bounded domain Ω ⊂ R2, with medium
defined by (3), is called radiative if
lim
x2→+∞
1
k(x2)
∫ ∞
−∞
∣∣∣∣∣ ∂u∂x2 − ik(x2)u
∣∣∣∣∣2 dx1 = 0 (5)
lim
x2→−∞
∫ ∞
−∞
|u|2 +
∣∣∣∣∣ ∂u∂x2
∣∣∣∣∣2 dx1 = 0 (6)
lim
L→∞ limx1→±∞
∫ L
−L
|u|2 +
∣∣∣∣∣ ∂u∂x1
∣∣∣∣∣2 dx2 = 0 (7)
The first condition states that the flux is eventually upwards-going on positive horizontal slices; the other two
guarantee enough decay that the flux tends to zero on the sides and bottom of a large rectangular box. Note that
these conditions could most likely be tightened; however, they are adequate for our purpose, namely to prove in
Appendix Appendix A the following uniqueness result, analogous to [22, Thm. 3.7] for the Helmholtz equation. This
places our BVP on a more rigorous footing.
Theorem 1. There is either zero or one radiative exterior solution to (1)–(3).
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2. The fundamental solution and its ray interpretation
In this section we derive an integral formula for the fundamental solution for our PDE (1) in R2, and give some
of its properties. In fact, since it requires no extra effort, we work in Rn and then specialize to n = 2. Let x = (x′, xn)
where x′ = (x1, . . . , xn−1) is the transverse coordinate and xn is the vertical one. The gravity Helmholtz equation in Rn
is (∆ + E + xn)u(x) = 0. Recall that the fundamental solution is defined by (4). We will exploit causality in the time
domain to obtain a solution with physically correct radiation conditions, so call this the “causal” fundamental solution
(although see Remark 3).
Lemma 1 (Bracher et al. [8]). The causal fundamental solution to the gravity Helmholtz equation (∆+E + xn)u(x) = 0
in Rn with source point y ∈ Rn is given by
Φ(x, y) =
i
(4pii)n/2
∫ ∞
0
1
tn/2
exp i
[ |x − y|2
4t
+
( xn + yn
2
+ E
)
t − 1
12
t3
]
dt . (8)
Its proof exploits the fact that the time-dependent Schro¨dinger equation has an analytically known fundamental
solution in a linear potential. We will show that the integral in (8) is in fact the Fourier transform from time t to energy
E; note that this is distinct from the more usual connection of frequency-domain fundamental solutions to the wave
equation, for instance in the Cagniard–de Hoop method [9, Sec. 4.2].
For convenience we simplify and rephrase the derivation of Bracher et al. [8] in a more mathematical language,
and in dimensionless units. Our definitions of the Fourier transform from time to energy will be, in terms of a general
function f , ∫ ∞
−∞
f˜ (t)eiEtdt = f (E) ,
1
2pi
∫ ∞
−∞
f (E)e−iEtdE = f˜ (t) .
Similarly, our definition for spatial Fourier transforms is∫
Rn
fˆ (k)eik·xdk = f (x) ,
1
(2pi)n
∫
Rn
f (x)e−ik·xdx = fˆ (k) .
We now prove the lemma.
Proof. We will isolate the last coordinate with the notation x = (x′, xn) and y = (y′, yn). Suppressing for now the y
dependence, but making the dependence on E explicit, the fundamental solution obeys
(∆ + E + xn)Φ(x′, xn; E) = −δ(x − y) .
The Fourier transform from E (energy) to t (time) turns this into
(∆ + i∂t + xn)Φ˜(x′, xn; t) = −δ(x − y)δ(t) (9)
which is the fundamental solution for the time-dependent Schro¨dinger equation in a linear potential. We may solve
this exactly by performing a Fourier transform in space, from coordinates (x′, xn) to wavevector (k′,K),[
−|k′|2 − K2 + i(∂t + ∂K)
] ˆ˜Φ(k′,K; t) = −(2pi)−ne−ik·yδ(t) .
The only derivatives are an advection term causing constant unit speed drift in wavevector in the positive xn direction,
so we shift to a frame moving in wavevector, substituting κ = K − t (in physics this is called a gauge change [8,
App. A]). To change from coordinates (k′,K; t) to (k′, κ; t) we then need
∂
∂t
∣∣∣∣∣
κ
=
∂
∂t
∣∣∣∣∣
K
+
∂
∂K
.
This gives the simple first-order ODE in time at each wavevector (k′, κ) ∈ Rn,[
−|k′|2 − (κ + t)2 + i∂t
] ˆ˜Φ(k′, κ; t) = −(2pi)−ne−i(k′·y′+κyn)δ(t) .
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For each (k′, κ) ∈ Rn we seek a causal solution with ˆ˜Φ(k′, κ; t) = 0 for all t < 0. The right-hand side is an impulsive
excitation at t = 0 which gives the ODE solution
ˆ˜Φ(k′, κ; t) =
ie−i(k′·y′+κyn)
(2pi)n
exp i
[
−|k′|2t − κ2t − κt2 − 1
3
t3
]
, t > 0 .
Changing back to the original wavevector coordinates via κ = K − t gives
ˆ˜Φ(k′,K; t) =
iei(ynt−
1
3 t
3)
(2pi)n
e−ik·y exp i
[
−|k′|2t − K2t + Kt2
]
, t > 0 .
The final exponential is an (imaginary) gaussian in Fourier space, whose inverse spatial Fourier transform is known
exactly. The middle exponential term causes a real space translation by y. This gives after simplification,
Φ˜(x, y; t) =
i
(4piit)n/2
exp i
[ |x − y|2
4t
+
xn + yn
2
t − 1
12
t3
]
, t > 0 . (10)
This is the fundamental solution to the time-dependent Schro¨dinger equation (9). An inverse Fourier transform in
time returns to the frequency-domain, giving the desired (8).
Remark 2 (plain Helmholtz equation). Applying the above technique to the constant-wavenumber Helmholtz equation
(∆ + E)u = 0 gives the fundamental solution representation
Φ(x, y) =
i
(4pii)n/2
∫ ∞
0
1
tn/2
exp i
[ |x − y|2
4t
+ Et
]
dt ,
which is the same as (8) absent two terms. In the case n = 2, by changing variable to s = (2i
√
E/r)t, where
r = |x−y|, we see that the above is the little-known Schla¨fli integral representation [37, (4) Sec. 6.21] for the radiative
fundamental solution (i/4)H(1)0 (
√
Er), where H(1)0 is the outgoing Hankel function of order zero.
Remark 3. We leave for future work a proof that the causal fundamental solution (8) satisifies our radiation condition
in Definition 1, although physical intuition, the Helmholtz case, and numerical evidence strongly suggest that this is
the case. A proof seems to demand stationary phase estimates beyond the scope of this work. A rigorous existence
proof for the BVP (1)–(3) would follow, in an analogous fashion to [22, Thm. 3.9].
The importance of (8) is that quadrature of this integral will provide us with an accurate numerical algorithm to
evaluate the fundamental solution for n = 2 (Section 4).
Finally we recall a property of Φ special to n = 2. Since the PDE has coefficients which vary as analytic functions
of x1 and x2, the fundamental solution must have the form [38, Ch. 5]
Φ(x, y) = A(x, y)
1
2pi
log
1
|x − y| + B(x, y) , (11)
where A and B are analytic in both coordinates of both variables, and A(x, x) = 1 for all x ∈ R2. Thus, as with the
Laplace and Helmholtz equations, there is a (positive sign) logarithmic singularity at the source point.
2.1. Connection to ray dynamics, propagating and forbidden regions
In Fig. 2 we plot the fundamental solution, showing the different behaviors resulting by varying the height of
the source location y at fixed energy E. In panel (a) the radiation from the source point is visible, as is interference
between upwards and downwards propagating waves. In panel (b) the source is closer to the turning height x2 = −E,
and ray trajectories have been superimposed showing the connection to classical dynamics. We now review this
connection (see e.g. [39, Sec. 9-10], [40, Sec. 4.5], [6, Sec. 5.1] [41]). Consider the general variable-coefficient
Helmholtz equation
(∆ + k(x)2)u = 0 .
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When k is locally large, inserting Keller’s traveling wave ansatz u(x) = a(x)eiφ(x) into the PDE gives to leading order
the eikonal equation |∇φ| = k(x), whose characteristics are rays given by evolving Hamilton’s equations (here a dot
indicates a time derivative),
x˙ = ∇pH , p˙ = −∇xH , (12)
with the Hamiltonian H(x,p) = |p|2 + V(x) and potential V(x) = −k(x)2 + E, with (conserved) total energy H = E,
where E is any constant. (Here the kinetic energy term corresponds to a particle of mass 12 .) Another way to express
this is via quantization, or “quantum-classical correspondence”, which associates the operator i∇ with the momentum
variable p. This rigorous connection is the topic of semiclassical analysis [42].
Returning to our case of stratified k, and the constant E, given by (3), then V(x) = −x2, we see that rays evolve
under a constant “gravitational” force field −∇V(x) = (0, 1) in the vertical direction, i.e. Hamilton’s equations are
x˙ = 2p and p˙ = (0, 1). To model the fundamental solution Φ(·, y), rays are launched from the source y, with initial
momentum ρ = (ρ1, ρ2), hence have the Galilean solution
x1(t) = y1 + 2ρ1t , x2(t) = y2 + 2ρ2t + t2 . (13)
Fig. 2 suggests that such rays predict the wavefronts and caustics of Φ, and that Φ is small in the “classically forbidden”
region, which we call region F, defined in the following.
Proposition 1. Rays obeying (12) with Hamiltonian H(x,p) = |p|2 − x2 launched from y with total energy E cannot
reach the forbidden region F, which is defined by x = (x1, x2) such that
|x − y|
2
>
x2 + y2
2
+ E , (14)
whose boundary is the parabola with focus y and directrix x2 = −y2−2E. Rays can reach any point in the complement
of the region, which we will label region A, for “classically allowed”.
We provide a proof, simplifying that of Bracher et al. [8], that introduces the concept of travel time, crucial to the
later numerical evaluation.
Proof. We substitute the formulae for ρ1 and ρ2 from (13) into the expression ρ21 + ρ
2
2 = E + y2 expressing that the
initial total energy H(y, ρ) = E, to get the quadratic equation in t2,
t4
4
− bt2 + a = 0 (15)
where for later simplicity we define
a :=
|x − y|2
4
, b :=
x2 + y2
2
+ E . (16)
The positive solutions to (15) give possible ray travel times from y to x at fixed E, being
t± = +
√
2
(
b ±
√
b2 − a) . (17)
No real solutions are possible precisely when
√
a > b, which gives (14). The boundary, written 2
√
a = 2b, states that
the distance from y to x equals the distance from x to the directrix line x2 = −y2 − 2E, defining a parabola.
At the parabolic boundary the two travel times coalesce, i.e. t− = t+, causing a caustic (singularity in density)
for the rays, which manifests itself as large amplitudes in the fundamental solution; see Fig. 2(a)–(b). We show in
Fig. 2(c) a case where the source itself lies in the forbidden region. Here there are no classical rays and the wave
leakage into the propagating region is exponentially small, occurring only in a single upwards direction.
Finally we emphasize that time evolution appears in two different settings in this section: in the time-dependent
Schro¨dinger equation to give t in the integral (8), and the time variable t in the classical dynamics. We have chosen
the dimensionless units (i.e. particle mass 12 ) so that they correspond.
7
3. Conversion to a boundary integral equation, and its numerical solution
We will reformulate the exterior Dirichlet BVP (1)–(3) as a Fredholm second-kind integral equation on ∂Ω. Since
it provides us a useful numerical test case, we also do the same for the interior BVP. Recall that by standard elliptic
PDE theory, given a compact domain Ω, the interior Dirichlet BVP has a unique solution for all E except at a countable
set (the Dirichlet eigenvalues of the operator −∆ − x2) that accumulates only at infinity [43, Thms. 4.10, 4.12].
Given the fundamental solution Φ(x, y), and a “density” function τ on the boundary curve ∂Ω, we define the
standard single- and double-layer potential representations,
(Sτ)(x) :=
∫
∂Ω
Φ(x, y)τ(y) dsy (Dτ)(x) :=
∫
∂Ω
∂Φ(x, y)
∂ny
τ(y) dsy , (18)
where n(y) is the outward-pointing unit normal vector at the point y ∈ ∂Ω, and ds the usual arc length element. One
may interpret y as a source point and x as a target. Since limits of such potentials on the curve itself may depend on
from which side it is approached, we define
v±(x) := lim
h→0+
v(x ± hn(x)) .
Letting S : C(∂Ω) → C(∂Ω) be the boundary integral operator with kernel Φ(x, y), and D : C(∂Ω) → C(∂Ω) be the
boundary integral operator with kernel ∂Φ(x, y)/∂n(y) taken in the principal value sense, we have jump relations,
(Dτ)±(x) = (Dτ ± 12τ)(x) , (19)
(Sτ)±(x) = (S τ)(x) , (20)
which are identical to the Laplace and Helmholtz cases [22, Thm. 3.1 and p.66]. For the proof we need the variable-
coefficient elliptic PDE case [43, Thm. 6.11 and (7.5)].
The indirect BIE is constructed by making the “combined field integral equation” (CFIE) ansatz
u = (D− iηS)τ (21)
and substituting this into the boundary condition (2), using the exterior jump relations to get the BIE for the unknown
density τ,
( 12 I + D − iηS )τ = f exterior BIE , (22)
where I is the identity. This mixture of double- and single-layer prevents a spurious resonance problem (for η = 0
the operator would be singular at interior Neumann eigenvalues), making the BIE a robust method for the BVP. The
choice of constant η is not crucial but is commonly scaled with the wavenumber [27]; our wavenumber varies in space,
and we choose at typical value η =
√
E. Note that the correct sign of η is crucial for rapid convergence of iterative
solvers at high frequency.
For the interior BVP, the CFIE is not (usually) needed, so we set η = 0 and get
(− 12 I + D)τ = f interior BIE . (23)
Note that the operator S is compact, and when ∂Ω is smooth the operator D is compact, making the above BIEs
of Fredholm second kind. This has the well-known advantages over first-kind BIEs of stability under discretization,
and a benign spectrum leading to rapid convergence for the iterative solution of the resulting linear system.
3.1. Numerical solution: Nystro¨m method and quadrature
We first parametrize the smooth closed curve ∂Ω by a 2pi-periodic function z : [0, 2pi) → R2 such that z(t) ∈ ∂Ω
and |z′(t)| , 0, for all t ∈ R. Changing variable to the parameter t turns (22) into a integral equation on the periodic
interval [0, 2pi),
1
2τ(t) +
∫ 2pi
0
(
∂Φ(z(t), z(s))
∂nz(s)
− iηΦ(z(t), z(s))
)
|z′(s)| τ(s)ds = f (t), ∀t ∈ [0, 2pi) (24)
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The reparametrization of (23) is similar. We can write both of these integral equations in the standard form
τ(t) +
∫ 2pi
0
K(t, s)τ(s)ds = g(t), ∀t ∈ [0, 2pi) (25)
In the exterior case, we see from the presence of Φ and from (11) that K has a logarithmically singular kernel, i.e.
K(s, t) ∼ log |s − t|; in the interior case the kernel of K is continuous at the diagonal but has a weaker singularity of
the form |s − t|2 log |s − t|, as with the Helmholtz equation [22, Sec. 3.5]. To achieve high-order convergence in either
case when the data g is smooth we will need to use a quadrature scheme accurate for kernels containing a periodized
log singularity of the form
K(t, s) = K1(t, s) log
(
4 sin2
s − t
2
)
+ K2(t, s) (26)
where K1 and K2 are smooth and 2pi-periodic in both of their arguments.
We apply the Nystro¨m method [44, Sec. 12.3] to approximate the solution of (25) by that of a linear system, based
upon an underlying quadrature rule. For this we use periodic trapezoid rule quadrature,∫ 2pi
0
φ(t)dt ≈ 2pi
N
N∑
j=1
φ(s j), where s j = 2pi j/N (27)
whose approximation error for a 2pi-periodic φ ∈ C∞(R) is super-algebraic, i.e. O(N−m) for each m > 0 [44, Cor. 9.27].
The first step in the Nystro¨m method is to enforce (25) only at the nodes {si}, giving
τ(si) +
∫ 2pi
0
K(si, s)τ(s)ds = g(si), ∀i = 1, . . . ,N (28)
Were K to possess a smooth kernel (i.e. K1 ≡ 0), superalgebraic convergence would be achieved by applying (27) to
the above integral, to give the square N-by-N linear system,
τi +
N∑
j=1
Ai jτ j = gi, ∀i = 1, . . . ,N (29)
with elements of the matrix given by
Ai j =
2pi
N
K(si, s j) , (30)
and where τ j approximates τ(s j) and the right-hand side vector has elements g j = g(s j).
However, for general singular kernels of the form (26), the formula (30) fails to be accurate, and diagonal entries
would be infinite. Yet it is still possible to design a set of quadrature nodes to approximate the integral in (28) to high
accuracy for kernels of the form (26). This is done by replacing a few of the trapezoid nodes s j near the singularity si
by a new set of auxiliary nodes and weights; we choose 16th-order Alpert end-correction nodes [45], of which 30 are
required (15 either side of the singularity). The auxiliary node nearest the target point is at a distance of around 10−3δ
from this target point, where δ ≈ (2pi/N)|z′(si)| is the local underlying node spacing. The values of τ at these auxiliary
nodes is related to the neighboring few elements of the vector {τ j}Nj=1 using local Lagrange interpolation. The net
effect is that the matrix A takes the form (30) away from the diagonal, but with corrected entries near the diagonal.
The full formulae are presented in [28, Sec. 4]. This gives for kernels of the form (26) a high-order convergence of
the error between τ j and the true solution samples τ(s j) of O(N−16 log N), for either the exterior or interior BIEs of
interest. For the convergence theory see [45, Cor. 3.8] for the end-correction scheme, and Kress [46, Ch. 12].
Once the linear system (29) has been solved, the vector τ = {τ j}Nj=1 may be used to reconstruct the scattered
potential at any target location sufficiently far from ∂Ω, by substituting the same trapezoid rule into the integrals (18)
in the representation (21), to get
u(x) =
N∑
j=1
(
∂Φ(x, z(s j))
∂nz(s j)
− iηΦ(x, z(s j))
)
|z′(s j)| τ j (31)
A rule of thumb is that this quadrature rule is accurate for all points at least 5δ from the boundary [47, Remark 6]. As
before, for the interior case we set η = 0.
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Figure 3: Contour integration for the fundamental solution at E = 20, y = 0. (a) Re Φ(x, y) in the physical domain of x, showing the two ray
paths to reach x = (20, 10), and the classically allowed (A), forbidden (F), and deep forbidden (D) regions. (b) integrand of (34) on the real s axis,
with the two stationary phase points s± = log t±. (c) real part of the same integrand in the complex s plane, saddle points (white dots), and the 79
quadrature nodes used lying on the contour γ. In (a) and (c) the color scale is blue (negative) through green (zero) to red (positive); in (c) the color
range covers [−1, 1].
4. Evaluation of the fundamental solution
Filling the Nystro¨m matrix A of the previous section, and evaluating the solution u via (31), both demand a large
number of evaluations of Φ(x, y), from source points y that are either periodic trapezoid nodes z(s j) or auxiliary nodes.
When filling A the target points x are also the nodes z(si), thus for a small number of cases (O(N) of them), the distance
|x − y| will be very small (e.g. 10−3δ).
As promised, we base our evaluation of the fundamental solution on the n = 2 dimensional case of (8),
Φ(x, y) =
1
4pi
∫ ∞
0
1
t
exp i
[ |x − y|2
4t
+
( xn + yn
2
+ E
)
t − 1
12
t3
]
ds =
1
4pi
∫ ∞
0
1
t
eiψ(t)dt (32)
where, recalling (16), the phase function ψ(t) = ψa,b(t) is defined by
ψ(t) :=
a
t
+ bt − 1
12
t3 . (33)
To remove the pole at the origin, and place small and large t on an equal footing, we change variable via t = es to get
Φ(x, y) =
1
4pi
∫ ∞
−∞
exp iψ(es) ds . (34)
This integrand is shown in Fig. 3(b), for E = 20 and the source y and target x shown in Fig. 3(a). It is clearly highly
oscillatory—and it becomes more so with increasing E—thus accurate integration along the real s axis would be
prohibitively expensive. However, φ(es), and hence the integrand, is analytic in the entire complex s plane. We thus
use numerical saddle point integration [14, Sec. 5.5] [48] (related to, but simpler than, “numerical steepest descent”
[49]), along a contour passing through the stationary phase (saddle) points and asymptotically tending to the correct
regions of the plane. We have the following by direct differentiation of (33).
Proposition 2. Given a source y, target x, and energy E, the stationary phase points, that is, the solutions to ψ′(t) = 0,
are precisely the classical ray travel times t± already given by (16)-(17).
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Figure 4: Real part of integrands plotted in the complex s plane, for source y = 0, with saddle points (white dots) and numerical integration
contours (grey) and nodes (black). (a) Region A (allowed) but source close to target, E = 20, x = (0.1, 0.2). (c) Region F (forbidden), E = 10,
x = (1,−11). (b) and (d) Zoom in on coalescing saddle points: at E = 103, with x = (2E − 1, 0) in (b) (just allowed), and x = (2E + 0.2, 0) in (d)
(just forbidden). (e) Region D (deep forbidden), E = 1, x = (1,−5). (f) Region D but source close to target, E = −10, x = (0.1, 0.2).
This connection between waves and rays is key to our efficient numerical evaluation of the integral (34).
Remark 4. There is a beautiful and deep physical reason lying behind Prop. 2, i.e. ψ′(t±) = 0. The phase function
(term in square brackets) in the time-dependent Schro¨dinger propagator (10) is the classical action S (x, y; t), defined
as the time integral over [0, t] of the Lagrangian along the unique classical path from y to x taking precisely time
t [8, Sec. 2] [41, Ch. 10]. (Note that for a general potential function V(x), this is only approximately true in the
semi-classical or high-frequency limit; its exactness here reflects exact formulae for the propagation of the Gaussian
when the potential is at most quadratic in the coordinates [13].)
Inserting this into the last step in the proof of Lemma 1, we see that Φ(x, y) =
∫ ∞
0 exp i
[
S (x, y; t) + Et
]
dt, thus the
phase function (33) is ψ(t) = S (x, y; t) + Et. A less well-known result from classical mechanics is ∂S (x, y; t)/∂t|x,y =
−Ex,y(t), where Ex,y(t) is the energy required to complete the path in time t. [41, Ex. 10.4(c)]. Thus ψ′(t) = 0 precisely
when Ex,y(t) = E, that is, at the travel times for a ray at the particular energy E to pass from y to x.
An example contour passing through the (real-valued) saddle points and ending in the correct regions of the plane
is shown in Fig. 3(c). On such a contour the integral may be approximated to exponential accuracy using the trapezoid
rule [15] (with respect to the variable parametrizing the contour), and the sum may be truncated once values are
sufficiently small.
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4.1. Choice of saddle point contour
Since the integrand in (34) is entire, mathematically the choice of contour is irrelevant as long as its ends connect
−∞ to +∞. However, for practical numerical evaluation the contour choice is crucial. Observe in Fig. 3(c) that the
integrand is exponentially small in some regions, exponentially large in others, and that the borders between them are
quite well defined. One may deform the limits of the contour to lie below the real axis, as long as one stays within
the exponentially small regions adjoining the real axis (lower-left and lower-right in Fig. 3(c)). It must connect these
limits, but to prevent catastrophic cancellation it must avoid large regions, passing between small regions only via
saddle points, and passing through these saddle points at an angle not too far from the steepest descent direction. In
addition, an analytic contour shape is desirable, since the trapezoid rule is then exponentially convergent. See Fig. 3(c)
and Fig. 4 for examples.
The task remains to choose, for any parameters a and b, a good contour, and rules for choosing the trapezoid
node spacing and truncation intervals. Our rules will depend on the existence and types of classical rays. Recall the
definition that the set x, y and E is classically allowed (region A) if there is one or two rays connecting y to x at energy
E in (real-valued) time, otherwise forbidden (region F).
4.1.1. Classically allowed (region A): b2 ≥ a
In this case, as in Fig. 3, there are two real saddle points, with steepest descent angles pi/4 for s− = log t− (the root
with smaller real part), and −pi/4 for s+ = log t+. We parametrize contours by their real part α ∈ R, thus
s = γ(α) := α + ig(α), hence γ′(α) = 1 + ig′(α),
where the function g : R→ R depends on the usual parameters a and b (16). The following analytic function g makes
the contour pass through the two saddle points at angles not too far from ±pi/4,
g(α) =
[(1
pi
+
1
2
)
tan−1
(
2(α − Re s− + c−)) − (pi4 − 12
)]
·
[(1
pi
+
1
6
)
tan−1
(−4(α − Re s+ − c+)) − ( pi12 − 12
)]
(35)
with the constants c− := 12 tan(
pi2−2pi
4+2pi ) and c+ :=
1
4 tan(
pi2−6pi
12+2pi ). We do not claim it is optimal, but it serves our purpose
well. Examples from this family are shown in Fig. 3(c) and Fig. 4(a).
The leftward limit limα→−∞ g(α) = −pi/2 is designed to lie in the middle of the exponentially-small region to the
left. This region has height pi due to the 2pi vertically periodic nature of the function e−s which dominates as Re s
becomes highly negative. To the right the period becomes three times smaller, since e3s is dominant, thus we chose
limα→∞ g(α) = −pi/6. Note that it is essential to enter and exit through the correct periodic images on the left and right
sides.
When the saddle points coalesce (t− = t+ at the classical turning point, or boundary of A and F), the angles through
the saddle points become flatter, as is needed to traverse smoothly through the small region; see the zoom Fig. 4(b).
However, when saddles are close to coalescing at high E, it is advantageous for accuracy to shift the contour down
enough to avoid being close to the rapid oscillations on the real axis, whilst keeping the integrand not too large. Hence,
when |s+ − s−| < 0.1 we add the constant
cshift := −i min
[
0.7√
E
, 0.1
]
(36)
to γ. The resulting shift is visible in the figure.
4.1.2. Classically forbidden (region F): b2 < a
Things get simpler when no real rays are possible: the saddle points s± split away from the real s axis, and only
the one with negative imaginary part is relevant. Let us call this point s0. There are a couple of regimes to consider;
see Fig. 4(c)–(f). We use the following contour when Im s0 > −pi/3,
g(α) = Im s0 +
( tan−1(α − Re s0) − pi
3
− Im s0
)(
1 − e−(α−Re s0)2) .
This has the same limits as (35), is designed to pass through s0 horizontally (i.e. g′(Re s0) = 0), and is shown in
Fig. 4(c). The need for horizontal passage is to stay below the real axis when saddles are close to coalescing at high
E. As above, we also apply the shift (36) when saddle points are close. This is shown in the zoom Fig. 4(d).
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Figure 5: (a) Magnitude of summand in (38) along the parametrized contour, showing three types of behavior. For case (i) the intervals I1
and I2 containing the saddle points (large dots) are shown at the top. (b) Convergence of absolute error in Φ, with respect to the quadra-
ture spacing h0, also scaling hmax = 0.13 h0 and nmin = 15/h0. The source is y = 0, and targets are a set of 104 points randomly dis-
tributed uniformly in angle and uniformly in the logarithm of distance from the origin, |x| ∈ [10−4, 104]. For each target the set of E tested is
[−100,−30,−10,−3,−1, 1, 3, 10, 30, 100, 300, 103, 3 × 103, 104]. The maximum, mean, and median error is taken over the 1.5 × 105 evaluations.
When Im s− < −pi/3, we are deep into the forbidden region (thus we call the region D ⊂ F). It lies below the
hyperbola b = −√a/2 in the x plane, as shown in Fig. 3(a). In region D we use the simple contour
g(α) =
tan−1(α − Re s0) − pi
3
.
This lies above all saddle points, has the same limits as (35), and is shown in Fig. 4(e).
When b < −√a, as occurs in region D with negative E and close source-target distances, the saddle points finally
merge again onto the line Im s = −ipi/2. In this case we take s0 to be the point with more negative real part, and use
the above contour. This is shown in Fig. 4(f).
4.2. Truncation of the integration domain
With contour shapes now defined for all cases of a and b, we need rules to truncate the integral to a finite domain
I ⊂ R, that is,
Φ(x, y) =
1
4pi
∫ ∞
−∞
exp iψ(es) ds =
1
4pi
∫ ∞
−∞
exp iψ(eγ(α)) γ′(α)dα ≈ 1
4pi
∫
I
exp iψ(eγ(α)) γ′(α)dα . (37)
For efficiency, we wish I to enclose only the parts ofRwhere the integrand is significant, which we define as exceeding
a convergence parameter ε, which we set to 10−14. We exploit the fact that, along the contour, the integrand decays
exponentially away from saddle points.
There are three types of behavior: (i) I comprises two intervals I1 and I2 that may be integrated independently,
(ii) there are two saddle points but the integrand does not die to ε between them, so it must be handled as a single
integration interval, and (iii) there is one saddle point hence only a single “bump” and a single interval. For case (i),
for high E the size of the intervals can be much smaller than their separation, so integrating them separately is crucial.
All three cases are shown in Fig. 5(a). In region A, (i) and (ii) may occur; in regions F and D only (iii) occurs.
The recipe for regions F and D, with one saddle s0, is to initialize distances d1 = d2 = |Re s0|/2 which define an
interval [Re s0 − d1,Re s0 + d2]. If |ψ(eγ(Re s0−d1))| > ε then we set d1 to βd1, where β is a “jump factor” constant, and
repeat until the left end of the interval has integrand no larger than ε. The same is done for d2 on the right end. We
find that β = 1.3 is a good compromise between making jumps that don’t produce an overly large interval, yet don’t
require too many extra integrand evaluations.
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Figure 6: Efficiency of the numerical steepest descent algorithm as a function of frequency parameter E. (a) Mean number of quadrature nodes
used, and (b) mean number of evaluations per second. In both graphs, + signs indicate E > 0 while  signs indicate E < 0. Solid lines are for
evaluation of Φ alone while dashed lines are for evaluation of Φ and its first partials. The source is y = 0, and averaging is done over 104 targets
randomly distributed uniformly in angle and uniformly in the logarithm of distance from the origin. For the darker (blue) lines |x| ∈ [10−1, 104],
while for the lighter (green) lines only “near” distances |x| ∈ [10−4, 10−1] are used.
The recipe for region A, with saddle points s±, is to use a crude minimization of |ψ(eγ(α))| in [Re s−,Re s+], and if
the minimum value exceeds ε, to use a single interval [Re s− − d1,Re s+ + d2], which is initialized and expanded as
before. Otherwise two intervals I1 and I2 are used centered at s− and s+ respectively, and each is expanded separately,
as before. An example result is shown at the top of Fig. 5.
4.3. Choice of quadrature node spacing
For each interval I′ (= I, I1 or I2), we need rules to choose h, the quadrature node spacing in the trapezoid rule
approximation to (34),
1
4pi
∫
I′
exp iψ(eγ(α)) γ′(α)dα ≈ h
4pi
∑
h j∈I′
exp iψ(eγ(h j)) γ′(h j) . (38)
A general rule is to scale h in proportion to the minimum width of any saddle points contained in I′. Let s0 be such a
saddle point, then we define its width as
σ(s0) :=
∣∣∣∣∣∣ d2ds2ψ(es)|s=s0
∣∣∣∣∣∣−1/2 .
Setting a convergence parameter h0, we use a node spacing of
h = min
[
hmax,
|I′|
nmin
, σh0
]
where σ = σ(s0) for the case of one saddle, or σ = min[σ(s−), σ(s+)] in the case of two. The new numerical
parameters here are hmax, the maximum allowed node spacing, and nmin, the minimum allowed number of nodes over
the interval length |I′|. Both are needed to prevent h from become too large, since σ can be arbitrarily large, e.g. when
saddles coalesce or when |x − y| is very small.
4.4. Derivatives of Φ
The formula for entries of the matrix approximation to the double-layer operator D in Sections 3 and (3.1) requires
first derivatives of Φ(x, y) with respect to moving the source y. These are simple to evaluate from (33)–(34) by passing
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the derivative through the integral to give,
∂Φ(x, y)
∂y1
=
1
4pi
∫ ∞
−∞
−i(x1 − y1)e−s
2
exp iψ(es) ds (39)
∂Φ(x, y)
∂y2
=
1
4pi
∫ ∞
−∞
−i((x2 − y2)e−s − es)
2
exp iψ(es) ds (40)
These may be evaluated with minimal extra effort along with Φ by including extra factors in (38). Although these
factors can grow exponentially in size, they do not affect the super-exponential decay away from saddle points of the
integrand. We take care to include these factors when testing for decay of the integrand to ε in Sec. 4.2.
4.5. Convergence and speed tests
We now test the convergence of the above scheme for Φ and its derivatives. For true convergence, h0 must shrink
while hmax also shrinks and nmin grows; in Fig. 5(b) we perform this test, over the large range of E and x parameters used
in Fig. 5(b), 150000 in total. The upper graph shows that a worst-case absolute error around 3 × 10−11 for h0 = 0.35,
hmax = 0.05 and nmin = 43, which we thus find acceptable and fix as our standard choices. In fact, the lower graphs
show that typical accuracies are much better, being 13 to 15 digits.
Remark 5. It is known that 24 nodes is sufficient to integrate the Gaussian via the trapezoid rule to double precision
accuracy, e.g. [50, Remark 2]. Nearly twice this is needed to guarantee accuracy in our setting, we believe due to
distortion around the saddle from an exactly quadratic phase function, and the overshoot in interval size due to β
exceeding 1.
Note that we test absolute not relative errors in Φ: we believe that this is what is relevant for solution of BIEs, and
support this claim in the next section. Since Φ is exponentially small in the forbidden region, demanding high relative
error would require more effort, and is unnecessary.
In Fig. 6(a) we test the mean number of nodes n used for the contour integral over the test set, splitting the data for
near distances |x−y| < 0.1, and for |x−y| ≥ 0.1. For the latter, only around 100 nodes is needed, with a slight decrease
at large E. For near distances (hence a is small), the saddle point s− moves leftwards, and the width of the significant
region around it grows as shown in Fig. 4(a) and (f). We observe that here n grows like log 1/|x − y|. This explains n
in the 200–600 range for near distances. The peak at E = 10 is due to I being a single large interval containing two
saddles, one of which has a small width which demands a small h.
We implemented the code in C with OpenMP and a MEX interface (constructed via Mwrap) to MATLAB (version
2012b), and tested its speed on a desktop workstation with two quad-core Intel Xeon E5-2643 CPUs at 3.3 GHz.2
Fig. 6(b) shows that at most E values we achieve a mean rate exceeding 105 evaluations per second (where we count
Φ and its two derivatives as a single evaluation). For near distances this drops to around 60% of that. Dips at various
E ranges are explained by the increased n. The CPU time is believed to be dominated by calls to the complex
exponential, and arctangent, functions; memory usage is very small.
5. Performance of the boundary value solver
5.1. Convergence for interior Dirichlet BVP
To solve the interior BVP corresponding to (1)–(3), firstly the parametrization of the curve ∂Ω, and a number N
of boundary nodes, is chosen. Then the data vector gi = −2 f (si), i = 1, . . . ,N is filled, and the Nystro¨m matrix A is
filled using (30) for entries away from the diagonal and the Alpert correction of Sec. 3.1 close to the diagonal, with
kernel K(t, s) = −2 (∂Φ(z(t), z(s))/∂nz(s)) |z′(s)|, appropriate for the BIE (23). The dense linear system (29) is solved
by direct Gaussian elimination to get the density {τ j}Nj=1, and the solution evaluated by direct summation (31).
We test convergence using Dirichlet data f = u|∂Ω coming from the analytic separation of variables solution
u(x) = cos(
√
Ex1)Ai(−x2) , (41)
2We also tested our codes on a laptop with a quad-core Intel i7-3720QM at 2.6 GHz and found speeds 70%-100% of those reported.
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Figure 7: (a) Plot of interior Dirichlet solution u as evaluated by (31) given the density from solving the BIE, with N = 260 (boundary nodes si
shown as dots). (b) Convergence of interior BVP solution: maximum absolute error ( signs) over 100 interior points chosen randomly to lie inside
a copy of ∂Ω scaled by 0.8, so points are not too close to ∂Ω; boundary error ‖S (∂u/∂n)− − (D + 12 I)u−‖l2 (+ signs) for the Green’s representation
formula with the analytically known data ∂u/∂n and u on ∂Ω. See Sec. 5.1.
where Ai is the Airy function of the first kind, for E = 10, with ∂Ω a smooth “trefoil” domain given by the polar
function r(θ) = 5 + 1.5 cos(3θ), about 5 wavelengths across. Fig. 7(a) shows the domain, boundary nodes, and
resulting BIE solution constructed via (31). In Fig. 7(b) we observe exponential convergence of the absolute solution
error at interior points; we believe this rate is limited by the distance of the nearest points to ∂Ω rather than the
convergence of the density. At N = 260 we reach 11-digit accuracy (the solution u has maximum size around 0.5).
Filling A took 5 seconds, and the evaluation of u at 32841 interior points used to plot Fig. 7(a) took 70 seconds.
As an independent check of the discretization of the operators S and D on the boundary, by Green’s representation
formula [22, (2.5)] [43, Thm. 6.10],
u = S(∂u/∂n)− −Du− , in Ω ,
and thus taking the evaluation point to ∂Ω from inside and applying (19)–(20), the boundary function S (∂u/∂n)− −
(D + 12 I)u
− should vanish. We show convergence of its norm in Fig. 7(b); it is consistent with the high order of the
Alpert scheme, and reaches 11-digit accuracy (each term, e.g. (D + 12 I)u
−, has norm 1.5).
N A fill time (s) dense solve time (s) evaluation time per target (s) error
200 3.8 0.004 0.0012 4.1e-05
300 5.3 0.007 0.0018 6.3e-08
400 7.9 0.019 0.0024 2.9e-10
500 10.0 0.023 0.0030 2.6e-12
600 12.6 0.028 0.0036 —
Table 1: Convergence and timing for the small scattering problem shown in Fig. 8 and described in Sec. 5.2. Evaluation time is for the solution u
via (31), and is the mean value over a coarse grid covering the region shown. Error is the maximum absolute error over 100 points lying uniformly
on a circle of radius 12 (i.e. a closest distance of 1 from ∂Ω), estimated by comparing to the converged values for N = 600.
5.2. Convergence and timing for scattering problems
For a scattering problem with given incident wave uinc, as explained in the introduction, the exterior BVP (1)–(2)
is solved with f = −uinc. We solve the combined-field BIE (22) similarly to the interior case summarized in Sec. 5.1,
except with data gi = 2 f (si), i = 1, . . . ,N and kernel K(t, s) = 2
[
∂Φ(z(t), z(s))/∂nz(s) − iηΦ(z(t), z(s))] |z′(s)|. We test
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Figure 8: Real part of total wave u + uinc for a Dirichlet scattering problem at E = 20, with uinc(x) = Φ(x, xs) with xs = (−20,−10). Around 11 digit
accuracy relative to the typical solution size is achieved at N = 500; see Sec. 5.2.
N A fill time (s) dense solve time (s) evaluation time per target (s) error
1200 26 0.09 0.008 5.7e-08
1600 37 0.20 0.011 2.1e-10
2000 46 0.31 0.013 2.9e-12
2400 58 0.42 0.016 —
Table 2: Convergence and timing for the large scattering problem shown in Fig. 9 and described in Sec. 5.2. Error is the maximum absolute error
over 100 points lying uniformly on a circle of radius 19 (i.e. a closest distance of 1 from ∂Ω), estimated by comparing to the converged values for
N = 2400.
with two smooth scatterers which are chosen to be large enough (diameter of order E) that the wavelength has sizeable
vertical variation across the object.
We first test a small example, at E = 20, with shape given by the polar function r(θ) = 9 + 2 sin(5θ), which is
about 15 wavelengths across at the typical wavenumber
√
E. The incident wave is due to a single nearby source at
xs. The convergence in Table 1 is consistent with exponential. The solution time is entirely dominated by evaluations
of Φ, and is consistent with 105 evaluations per second. The fill time has not yet reached its asymptotic O(N2), since
the O(30N) Alpert correction entries are expensive due to their small source-target distances. The dense linear system
solve is O(N3), but insignificant in comparison. A strict O(N2) overall scaling is recovered via using an iterative
solver; we applied GMRES [51] and found that 43 iterations were required for a residual of 10−12. The total wave
solution, shown in Fig. 8, took 4 minutes to evaluate at 84089 grid points, i.e. around 350 target points per second.
Notice that the waves bend, and do not propagate below x2 = −E = −20.
Finally, we test a similar but more challenging case, at E = 65, with shape r(θ) = 15 + 3 cos(10 θ), about 50
wavelengths across. The convergence and timing is in Table 2 and the total wave solution is shown in Fig. 9.3 Again,
11 digits of accuracy is achieved at N = 2000 (relative to the typical size of u, which is of order 0.1). For GMRES, 59
iterations were needed to reach a residual of 10−12, showing scarcely any growth from the lower-frequency example.
The plot in Fig. 9 took around 50 minutes for 226000 target points, i.e. about 80 target points per second. The parabolic
turning point for the source is clearly visible, as well as waves of lower amplitude that have been scattered and hence
escape this parabola.
3Curiously, fill times on the laptop were slightly faster than for the desktop, but evaluation times were only 70% as fast.
17
  
−40 −30 −20 −10 0 10 20 30 40
−80
−60
−40
−20
0
20
40
−0.04
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
Figure 9: Real part of total wave u + uinc for a Dirichlet scattering problem at E = 65, with uinc(x) = Φ(x, xs) with xs = (−30,−15). Around 11 digit
accuracy relative to the typical solution size is achieved at N = 2000; see Sec. 5.2.
18
6. Conclusion and discussion
We have presented an efficient scheme for high-frequency scattering from smooth objects embedded in a stratified
medium in which the inverse square of wave speed varies linearly in the vertical coordinate (the “gravity Helmholtz
equation”). Our high efficiency and accuracy comes from combining numerical saddle point integration for an integral
representation of the fundamental solution Φ, with a boundary integral formulation and high-order quadrature rules
for the singular kernels, allowing a problem 50 wavelengths in diameter to be solved to 11 digit accuracy in less
than a minute on a desktop or laptop. Our detailed study of the saddle points (and their connection to classical ray
dynamics) allows around 105 evaluations of Φ per second, independent of the wavenumber. Solution cost is dominated
by evaluations of Φ, which is trivially parallelizable, and, once the matrix is filled, multiple incident waves at the same
E can be solved with negligible extra cost. The scheme is strictly O(N2) when an iterative solver (such as GMRES) is
used; here convergence is rapid due to the second-kind formulation.
In addition we placed the boundary value problem in the unbounded stratified medium on a more rigorous footing
by deriving radiation conditions (Definition 1) such that the solution is unique. It remains to prove the conjecture that
these are indeed satisfied by our causal Φ; this would give an existence proof for the BVP (Remark 3).
In terms of future research, the sound-hard and transmission problems [22] are straightforward variants, as is the
restriction to a half-space (reflected rays would need to be considered). The BIE operators we have constructed are
also ideal for applying our medium’s radiation boundary conditions to finite-element solvers. When the obstacle is no
more than around 100 wavelengths across, much acceleration is possible: a kernel-independent fast multipole method
(FMM) [52] could be used to apply A in each GMRES iteration, or a fast direct solver [26]; both would evaluate
only O(N) as opposed to O(N2) matrix elements. The former would also be much faster than direct summation
for evaluation of u. We hope that our numerical saddle point integration techniques might prove useful for other
(special) functions. The generalization to 3D will be easy, since Φ may be expressed directly using Airy functions
[8]. A generalization to quadratic variation of the inverse square wave speed is also possible since the time-dependent
Schro¨dinger Green’s function is still known analytically [13]; this could be used for modeling guiding channels in
underwater acoustics.
Documented C/OpenMP and MATLAB/MEX codes, with which all tests were performed, are freely available at
http://math.dartmouth.edu/∼ahb/software/lhelmfs.tgz
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Appendix A. Proof of Theorem 1: uniqueness of radiative solutions
We adapt the radial methods of proof of [22, Thm 3.7] to handle the very different asymptotic behaviors in
horizontal and vertical directions. First we need the following Cartesian version of Rellich’s far field decay condition
[22, Lemma 2.11].
Lemma 2 (Cartesian Rellich). Let u satisfy (1), with medium (3), in the complement of a bounded domain Ω, and
lim
x2→+∞
k(x2)
∫ ∞
−∞
|u(x1, x2)|2dx1 = 0 . (A.1)
Then u = 0 in R2\Ω.
Proof. For sufficiently large x2, using the horizontal Fourier transform uˆ(ξ, x2) = 12pi
∫ ∞
−∞ u(x1, x2)e
iξx1 dx1, the PDE
becomes, for each ξ ∈ R, an ODE in x2,
∂2x2 uˆ(ξ, x2) + (x2 + E − ξ2)uˆ(ξ, x2) = 0 .
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This is a shifted Airy’s equation, thus, in terms of Airy functions Ai and Bi,
uˆ(ξ, x2) = α(ξ) Ai(−x2 − E + ξ2) + β(ξ) Bi(−x2 − E + ξ2)
By unitarity of the Fourier transform, (A.1) implies
lim
x2→+∞
k(x2)
∫ ∞
−∞
|uˆ(ξ, x2)|2dξ = 0 (A.2)
By the asymptotics Ai(−z) ∼ pi−1/2z−1/4 cos(2z3/2/3−pi/4) and Bi(−z) ∼ −pi−1/2z−1/4 sin(2z3/2/3−pi/4), as z→ +∞ [53,
(9.7.9), (9.7.11)], and k(x2) ∼ √x2, it follows that if α(ξ) or β(ξ) were nonzero on any open subset of R, then the limit
(A.2) would be positive. Thus α and β are zero except possibly at a set of measure zero. Taking the inverse Fourier
transform, u(x1, x2) = 0 for all x2 sufficiently large. Since (1) has analytic coefficients, its solutions are analytic in
both variables. By unique continuation, u = 0 in all of R2\Ω.
Next we need flux conservation, which states that, for any bounded region D ⊂ R2 with boundary ∂D in which u
satisfies (1) with k(x2)2 real,
− Im
∫
∂D
uun ds = 0 , (A.3)
where un = ∂u/∂n is the outward-pointing normal derivative. The left-hand side may be interpreted as the wave energy
flux exiting the domain D. This follows simply from taking the imaginary part of Green’s first identity∫
∂D
uun ds =
∫
D
u∆u + |∇u|2 dx
after inserting ∆u = −k(x2)2u from the PDE.
We now prove a result analogous to [22, Thm. 2.12].
Theorem 2 (Non-negative incoming flux). Let Ω ⊂ R2 be a bounded domain. Let u solve (1) with medium (3) in
R2\Ω, be radiative according to Definition 1, and have non-negative incoming flux, i.e.,
Im
∫
∂Ω
uun ds ≥ 0 .
Then u = 0 in R2\Ω.
Proof. Expanding the square in (5) gives
lim
x2→+∞
lim
M→∞
∫ M
−M
1
k(x2)
∣∣∣∣∣ ∂u∂x2
∣∣∣∣∣2 + k(x2)|u|2 dx1 + 2 Im ∫ M−M u ∂u∂x2 dx1 = 0 .
Applying (A.3) to the punctured rectangle (−M,M) × (−x2, x2)\Ω, by the decay conditions (6)–(7) and Cauchy-
Schwarz the flux contributions from the bottom, left, and right sides vanish, giving
lim
x2→+∞
lim
M→∞
∫ M
−M
1
k(x2)
∣∣∣∣∣ ∂u∂x2
∣∣∣∣∣2 + k(x2)|u|2 dx1 = −2 Im ∫
∂D
uun ds
analogous to [22, (2.10)]. By the assumption of the theorem, the right-hand side is non-positive, so (A.1) holds, and
Lemma 2 completes the proof.
Finally, to prove the uniqueness of the radiative solution to the Dirichlet BVP (1)–(2), we need only that if u = 0
on ∂Ω, and u is a radiative solution, then u = 0 in R2\Ω. Given the remark in the proof [22, Thm 3.7] about the
convergence of the normal derivative, the incoming flux is zero and the result follows from Theorem 2. We suspect
that the above generalizes easily to more general profiles k(x2).
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