The paper describes an intelligent ant system-based algorithm for automatic generation of optimal sequence of machining operations required to produce a part, based on minimising the number of tool changes and set-up changes subject to satisfying all precedence constraints during manufacturing. The MATLAB programme for the algorithm uses a list of machining operations, tool approach directions, and the precedence constraints between the operations as inputs. It generates only feasible sequences of operations and finds out an optimal sequence among them. The concept of specific selection of a starting node at the beginning of each ant cycle and introducing a precedence check in the transition rules reduces the computation time significantly. A comparative study shows that for a demonstration run, the proposed ant system-based approach performed faster than previously developed methodologies for ant colony optimisation as well as a genetic algorithm-based optimisation techniques.
Introduction
Computer-aided process planning (CAPP) is the use of computer technology to aid in the process planning of a part in manufacturing. It is a crucial link between computer-aided design (CAD) and computer-aided manufacturing (CAM). It involves taking the part design specifications as input, interpreting the design data to identify the machining features present in the part design, and selecting operations required to manufacture the part, machines, cutting tools, the set-ups, sequence of the machining operations, cutting parameters, etc. The output is the process plan containing detailed steps of manufacturing.
Operation sequencing, i.e., selection of the sequence in which machining operations are to be performed, is a crucial part in process planning and has gained much attention (Xu et al., 2011; Singh and Singh, 2012) . A good process plan for a part depends on the selection of optimum sequence of the operations to manufacture the part (Salehi and Bahreininejad, 2011) . One of the major challenges for optimisation here lies in minimising the overall manufacturing cost. Several researchers have approached the problem of minimising the cost by minimising changes in parameters like machine changes, tool changes, and set-up changes (Ma et al., 2000; Krishna and Rao, 2006; Kumar and Deb, 2012) . We have adopted a similar approach by assuming that, in a particular industry and while operating a particular machine, the manufacturing cost increases with increase in the machining time for a part, provided other factors like machine set-up time, number of operators, etc., are held constant. Based on this assumption, manufacturing cost can be minimised by minimising the machining time of a part. In order to manufacture a part, the same set of operations when performed in a certain sequence may require much less machining time owing to a smaller number of inter-operation cutting tool changes and machine set-up changes. Therefore, problem of minimising cost/time may be considered equivalent to minimising number of set-up changes and tool changes while manufacturing a part. However, while deciding the operation sequence, the precedence constraints must not be violated.
In this paper, an ant system-based algorithm has been adopted to automatically generate an optimal operation sequence to minimise the manufacturing cost by minimising the number of tool changes and the number of set-up changes subject to various precedence constraints. A programme implementing the algorithm in MATLAB 7.10 takes input files containing the list of features, their machining operations, tool approach directions and the precedence constraints among the various machining operations. The programme uses ant system proposed by Dorigo et al. (1996) as a search heuristic and provides the best known sequence from all the feasible sequences of machining operations generated by the algorithm. In this paper, we use the term 'optimal' for the best found solution during the run of the programme. Thus, here an optimal sequence refers to the best found sequence among the feasible sequences generated by the algorithm. However, in practice there may be more than one optimal solution for a part and situations may arise when another feasible sequence with a cost lower than or equal to the one found by the algorithm exists, but such instances are very unlikely. Krishna and Rao (2006) have also addressed a similar problem of operation sequencing in CAPP using an ant colony-based algorithm. The paper presents a critical analysis and performance comparison of both the algorithms which shows that the algorithm presented by us performs much faster and better.
The rest of the paper is organised as follows: Section 2 describes previous research works in operation sequence optimisation using evolutionary computation techniques. Section 3 gives a brief description of ant system proposed by Dorigo et al. (1996) and some of its popular variations. Section 4 describes our approach and algorithm to solve the problem at hand. Section 5 presents the results and discussions of implementing our algorithm on two parts taken as examples for illustration as well as a comparative study with algorithm by Krishna and Rao (2006) and an equivalent genetic algorithm (GA) approach. Section 6 presents the conclusions and future recommendations.
Review of previous research
Several researchers have used evolutionary computation algorithms for solving optimisation problems related to various aspects of process planning such as operation sequence optimisation, set-up planning, process parameter optimisation, etc. as well as various aspects of production planning and control such as scheduling, facility layout planning, etc. A summary of the previous research work is presented below.
Since Goldberg (1989) first proposed the idea to use GAs for optimisation, many researchers have used GA-based approach for operation sequence optimisation but each had their own optimisation criteria and constraints. For example, Dereli and Filiz (1999) used the criteria of minimising the number of tool changes and tool travel distances; Reddy et al. (1999) used minimisation of machining parameter change, tool change, set-up change, and machine change; while Li et al. (2005) used a fitness function for optimisation based on minimising processing time and production cost. Further, Hua et al. (2007) used the criterion of minimising the machining cost, while Salehi and Tavakkoli-Moghaddam (2009) extended their optimisation criteria to include minimisation of machine cost, tool cost, machine change cost, tool change cost, set-up change cost, etc. The choice of optimisation criteria is crucial and depends on the problem at hand. It is equally important to include constraints that must be satisfied in order to machine a particular part. Choice of constraints again depends on the problem and the availability of machining data. For example, Qiao et al. (2000) used various process planning rules including precedence rules, clustering rules, adjacent order rules, and so on; Kumar and Deb (2012) have attempted to optimise operation sequences in set-up planning based on minimising the number of set-up changes and tool changes, subject to various machining precedence constraints. GAs have also been used for solving optimisation problems in production planning and control such as process route optimisation (Bo et al., 2006) , multi-objective scheduling (Azadeh et al., 2010) and facility layout planning (Kundu and Dan, 2012) .
More recently, other evolutionary computation algorithms like particle swarm optimisation (PSO), simulated annealing (SA), tabu search (TS) and ant colony optimisation (ACO) have also gained popularity and have been applied to solve the problems of optimisation in process planning and production planning and control. PSO methods have been explored by Guo et al. (2006) for operation sequence optimisation based on minimisation of machining time, number of machine changes, set-up changes, tool changes and the set-up time. Recently, Rao et al. (2010) have used artificial bee colony, harmony search, and PSO algorithms to give an optimal combination of process variables of ultrasonic machining (USM) process. The optimisation criteria used is maximisation of material removal rate in USM subject to constraints of minimum surface roughness. PSO has also been used Pawar et al. (2010) to find the optimal combination of grinding process parameters (wheel speed, work-piece speed, depth of dressing and lead of dressing) with multiple objectives of minimisation of production cost, maximisation of production rate and minimisation of surface roughness subject to constraints of thermal damage, wheel wear, and machine tool stiffness. Ma et al. (2000) have used SA-based approach for operation sequencing optimisation based on minimisation of tool change and set-up change costs. Rahim and Shakil (2011) recently used an integrated model of economic production quantity to obtain total expected cost of a single-item manufacturing process in terms of production planning, quality control, and preventive maintenance, in which they used a TS algorithm to find the optimal values of quality control parameters, for different preventive maintenance levels, based on minimising the expected total cost and quality control cost.
ACO techniques with appropriate variations have also been used for solving optimisation problems in process planning and production planning and control. Krishna and Rao (2006) proposed ant colony system to solve operation sequence optimisation based on minimisation of machine change, set-up change, tool change, and machining parameter change. Although the algorithm performed better than other algorithms like GA, it has only been applied to simple problems with less than 20 operations. Researchers have also studied variations of ACO and in some cases found them to perform better than the original ant system algorithm. For example, Gagne et al. (2002) have introduced a look-ahead information (about the potential of current partial solution) in the transition rules that has been found to perform better on some of the single machine scheduling problems with sequence dependent set-up times. However, significant increase in the computation time is one of the shortcomings faced by the algorithm. Iredi et al. (2001) have used multi-colony ant algorithm for a single machine total tardiness problem with changeover costs, but a non-dominant solution front is found only after 300 generations which makes it very time consuming for complex problems. It has been found from the literature review that the ACO methodologies perform comparatively better than some other evolutionary algorithms but ACO algorithms employ random search thus, even if the convergence of solution space is guaranteed, the convergence rate may decrease with increase in the problem complexity. Therefore, research is required to further enhance the application ant colony-based methodology.
Some researchers have used combination of different evolutionary computation approaches. For example, Li et al. (2002) have used both GA and SA for operation sequence optimisation, Hua et al. (2007) have used fuzzy logic-neural network for determining fitness criteria and GA for final optimisation. Rameshkumar et al. (2011) have attempted to solve the permutation flowshop scheduling problem, with the objective of minimising the completion-time variance of jobs, using PSO algorithm that is inspired from the solution construction procedures that are used in ACO algorithms. Azizi et al. (2009) proposed an algorithm for flow shop scheduling where SA acts as the main driver and has two short-term memories (to simultaneously prevent cycling and to further explore the area surrounding good solutions) and an evolution-based long term memory for diversification used together with a GA crossover operator. Another hybrid algorithm based on SA and TS is recently employed to improve the solution quality of the complex multi-depot vehicle routing problem which uses extended rules to accommodate large-scale orders by splitting the delivery (Dharmapriya et al., 2012) .
Ant system
The ants are almost blind but can still find out the shortest route from their colony to the feeding sources and back. The research work revealed that the medium used to communicate information among individual ants regarding paths and used to decide where to go consists of pheromone trails (Dorigo et al., 1996) . A moving ant lays some pheromone in varying quantities on the ground, thus marking the path by a trail of this substance. While an isolated ant moves essentially at random, but on encountering a previously laid trail can detect it and decide with high probability to follow it, thus reinforcing the trail with its own pheromone. The collective behaviour that emerges is a form of autocatalytic behaviour where the more the ants following a trail, the more attractive that trail becomes for being followed. The process is thus, characterised by a positive feedback loop, where the probability with which an ant chooses a path increases with the number of ants that previously chose the same path (Dorigo et al., 1996) .
The above mentioned properties of ants have resulted in the development of many ACO algorithms to provide an effective search technique for combinatorial optimisation problems. The approach put forward in the paper considers the ant system proposed by Dorigo et al. (1996) , one of the earliest algorithms in the family of ACO. This algorithm incorporates the characteristics behind the ant's behaviour in finding the shortest path from a source to a destination. However, in this algorithm the artificial 'ants' have some major differences with a real (natural) ones. They have some memory, they are not completely blind, and they live in an environment where time is discrete.
Due to its flexibility of application into a variety of optimisation problems many popular variations of ACO algorithms have emerged. In Elitist ant system, at every cycle the ant having the best tour deposits additional pheromone thereby increasing the value of the trail on edges belonging to its tour (Dorigo et al., 1996) . This is to ensure that the best solution is not lost. The max-min ant system (MMAS) adds maximum and minimum pheromone amounts and restricts the pheromone deposit by only global best or iteration best tour. All edges are initialised to a maximum pheromone amount at the start of the algorithm and then reinitialised to the maximum pheromone amount when approaching stagnation (Stützle and Hoos, 2000) . The ant colony system is developed by Dorigo and Gambardella (1997) with the view of application to the travelling salesman problem (TSP) and the asymmetric travelling salesman problem (ATSP). It differs from the ant system in that it uses a state transition rule and local pheromone updating rule to guide the search. The global updating rule (as used in the original ant system) is only applied to the edges belonging to the best ant tour. In the rank-based ant system by Bullnheimer et al. (1999) all solutions are ranked according to the length of the path covered in each solution. The amount of pheromone deposited is in inverse proportion to the length. The most recent addition to the ACO family, the hyper cube ACO by Blum and Dorigo (2004) limits the pheromone values to the interval [0, 1] by introducing changes in the pheromone update rule.
Proposed methodology for optimisation of machining operation sequence by ant system
The approach used to solve the problem at hand is analogous to solving a TSP but with some differences. This approach is discussed in Section 4.1. An algorithm is then developed based on the discussed approach to solve the problem at hand while using ant system as a search heuristics. The algorithm is further improved to ensure that it generates operation sequences which satisfy all precedence constraints. Section 4.2 discusses the algorithm in detail.
Problem description
The problem of finding an optimal sequence of, machining operations required to manufacture a part, such that the total manufacturing cost is minimised and all precedence constraints are satisfied is analogous to the well-known TSP. The analogy of the problem at hand with the TSP is as follows:
• towns correspond to operations that must be performed to make a part feature
• distance travelled in going from one town to the other corresponds to the cost of performing the second operation after the first • a tour corresponds to a sequence of operations
• optimal tour corresponds to the sequence of operations that has minimum total cost.
As already discussed in the introduction our rationale is that cost can be minimised by minimising the number of cutting tool and set-up changes for a single machine environment. To implement this we introduce four matrices namely, cost matrix, tool change matrix, set-up change matrix, and default matrix. Every element of the cost matrix gives the value of cost incurred in performing an operation (corresponding to the column number) after another (corresponding to the row number). Let us call the process of selecting or performing one operation after another an 'operation transition' or simply 'transition'. Then each element of the cost matrix is calculated as a weighted sum of tool change cost, set-up change cost and a default cost corresponding to that transition. A set-up change takes more time than a tool change hence the set-up change is given a higher weightage or 'cost factor' when calculating the cost for an operation transition [see equation (4)].
For demonstration we have chosen a default cost factor of 5 units for performing an operation transition, an additional tool change cost factor of 40 units if the transition is accompanied by a tool change, and an additional set-up change cost factor of 100 units if it is accompanied by a set-up change. It is important to note here that if no default cost is assigned to perform a transition, then minimum total cost would be zero for a part that can be produced with no set-up and no tool change [see equation (4)]. In such a case the presented algorithm would face a divide by zero error [see equation (7) and Section 4.2]; therefore a non-zero default cost is required. We multiply the cost factor by 1 or 0 depending upon whether or not there is a change in the corresponding parameter. The total cost in performing a transition is the sum of tool changes and set-up changes (1: if there is a change; 0: if there is no change) multiplied with their corresponding cost factors plus a default cost.
Let D, C, T and S denote the default, the cost, the tool change and the set-up change matrices respectively. Also let d ij , t ij and s ij denote the (i, j) th element of the matrices D, T and S respectively. The algorithm generates the tool change, the set-up change and the default matrices directly from the input data and uses it to calculate the cost matrix using equations (1) to (4).
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Using equations (1) to (4), if we have two operations A and B and let B requires the same cutting tool but a different set-up than A. So the cost in performing B after A would be 5 + 40 × 0 + 100 × 1, i.e., 105 units. So, the (A, B) th element of the cost matrix will have the value 105. Thus, the problem at hand reduces to taking list of machining operations, tool approach directions and the precedence constraints as inputs. Calculating the matrices D, T, S, and C, and using the ant system as a metaheuristic to generate sequences and minimise the total cost of the sequences generated. From the inputs, a tool change and a set-up change is determined by a difference in the type of operation and the tool approach direction respectively. The total cost of a sequence is obtained by adding the cost elements of every transition in the sequence, without adding the cost of returning to the starting element (unlike a TSP). For example, for a sequence 1 -4 -3 -2, total cost C = c 14 + c 43 + c 32 where c ij is the (i, j) th element of the cost matrix C, i.e., the cost of performing operation j after i.
Algorithm
The ant system by Dorigo et al. (1996) is adapted to suit the problem at hand and is described as follows:
Let n be the total number of operations required to machine the part and N be the set of n operations. Also, let m be the total number of ants. τ ij (t) represents the intensity of trail on the path of an ant in (i, j) th operation transition at time t. Thus, it indicates how many ants in the past have chosen the transition (i, j). Each ant at time t chooses the next operation, where it will be at time t + 1. Therefore, if we call an iteration of the algorithm the m moves carried out by the m ants in the interval (t, t + 1), then after every n iterations of the algorithm or a 'cycle' each ant has completed an operation sequence. At this point, the trail intensity is updated according to equations (5) to (6) adapted from Dorigo et al. (1996) . Here, ρ is a coefficient such that (1 -ρ) represents the evaporation of trail between time t and t + n.
Equation (7) [adapted from Dorigo et al. (1996) 
The coefficient ρ must be set to a value greater than 1 to avoid unlimited accumulation of trail. Δτ ij (0) is set to a small positive constant c. In order to have a feasible sequence an ant must choose all n operations exactly once. Thus, each ant is associated with a data structure called the tabu list that saves the operations that are already a part of the current sequence up to time t and, forbids the ant to choose them again before n iterations (a sequence) is complete. When a sequence is complete, the tabu list is used to compute the ant's current sequence and the total cost of that sequence. The tabu list is then emptied and the ant is free again to choose. TABU k is a dynamically growing vector which contains the tabu list of the k th ant, tabu k is the set obtained from elements of TABU k and tabu k (s), the s th element of the list (s th operation visited by k th ant in the current sequence).
The visibility η ij is the quantity 1 / c ij , where c ij is the cost incurred in going from operation i to j. It emphasises that the lesser the cost incurred the more desirable that operation is. This quantity is not modified during the run of the algorithm. The transition probability from operation i to j for the k th ant as adapted from Dorigo et al. (1996) , is:
where allowed k = {N -tabu k } and α and β are parameters that control the relative importance of trail versus visibility. Hence, transition probability is a trade-off between visibility (which says that operation transitions with less cost should be chosen with high probability, thus implementing a greedy constructive heuristic) and trail intensity at time t [that says that if a lot of ants have chosen transition (i, j) in the previous cycles, then it is highly desirable; thus implementing the autocatalytic process]. At time zero an initialisation phase takes place during which ants select a starting operation and initial values τ ij (0) is associated with each transition. The first element of each ant's tabu list is set to be equal to its starting operation. Thereafter, every ant chooses to make (i, j) th transition with a probability given by equation (8) from Dorigo et al. (1996) . After n iterations all ants have completed a sequence, and their tabu lists will be full; at this point for each ant k the value of C k is computed and the τ ij (t) values are updated according to equations (5) to (7).
The optimal sequence for the cycle, found by the ants (i.e., min C k , k = 1,…,m) is saved and all tabu lists are emptied. This process is iterated until the cycles' counter reaches the maximum (user-defined) number of cycles NC MAX , or all ants generate the same sequence (i.e., when the average node branching (ANB) becomes less than a pre-defined value ANB min ). The latter is stagnation behaviour because it denotes a situation in which the algorithm stops searching for alternative solutions.
A unique feature of our approach to solve the problem at hand is the implementation of a separate algorithm to read the precedence data into a precedence matrix P given by equation (9) where p ij denotes the (i, j) th element of P. When calculating the probability of performing operation j after i, all operations that must precede j are stored in a separate row vector Pre_j. This is done by extracting the row numbers of all the elements in j th column with a value of 1. From Pre_j we check if all its elements are already present in the performed operations or not. If at least one of the elements is missing (means there is at least one operation that must be performed before j and has not yet been performed) then the probability of going to operation j becomes zero. This ensures that every sequence generated is a feasible one.
1; if operation must precede 0; otherwise
In order to avoid an infeasible sequence, it is equally important that an ant starts with an operation that has no precedence constraint. Thus, another innovation in our algorithm is the use of vector Starts that stores the operations numbers which have no precedence constraints. This is done by extracting the row numbers of all the rows in P in which every element is zero. At the first iteration of every cycle, the algorithm places an ant in a starting operation randomly but only from the elements in Starts. Thus, our algorithm is: The parameter values are set as: NC MAX = 5000; n = m; ANB min = 2; α = 1; β = 5; ρ = 0.5; Q =10 (Dorigo et al., 1996) .
Results and discussions
Two parts: part 1 and part 2 (see Figure 1 and Figure 5 ) are used as examples to illustrate the performance of our algorithm. The results obtained by application of our algorithm on optimisation of the operation sequences for the two parts are shown in the Sections 5.1 and 5.2, which is then followed by discussions in Section 5.3.
Results for part 1
Part 1 is a prismatic part that has 21 identifiable features which require a total of 28 machining operations to manufacture the part. Figure 1 shows part 1 for which the optimal sequence of machining operations have to be determined. Here, each operation requires one out of the six available tool approach directions. The six tool approach directions are defined as the directions normal to each of the six face planes (numbered 1 to 6 in Figure 2 ) and pointing outwards. Table 1 lists the features, machining operations required to produce the part, and the corresponding face plane numbers for part 1. The precedence constraints between machining operations for the part 1 are shown in Table 2 . Tables 1 and 2 constitute the input for our algorithm. Here any transition that requires a change in the operation type and/or the face plane number will require a change in the cutting tool and a change in the set-up respectively. The MATLAB programme for the algorithm, described in Section 4.2, ran till the 19th cycle at which a stagnation period was reached, i.e., the average node branching became less than 2 (see Figure 4) , thus accounting for a total computation time of 11 seconds. Figure 3 shows the history of the best cost, i.e., the cost for the best sequence among all the m sequences covered by the ants in a particular cycle. It also shows the history of the global best cost, i.e., the cost for the best sequence found from the start till the current cycle. An optimal sequence (global best) occurred multiple times with the first occurrence in the fifth ant cycle within 3 seconds. Table 3 shows a global best operation sequence found at the cycle number 5. From Table 3 , we see that in the optimal sequence, the number of tool changes = 11 and the number of set-up changes = 5. The cost associated with it from equation (4) = 5 × 27 + 40 × 11 + 100 × 5 = 1,075 units. Table 3 Global best solution, i.e., the optimal sequence among all feasible operation sequences generated during run of the algorithm for part 1 Table 4 , is taken from the case study 2 presented in Krishna and Rao (2006) as also in Irani et al. (1995) . Before comparing the results we present a brief summary of the similarities and the differences between both approaches. Firstly, the algorithm used by us is based on ant system while the algorithm used by Krishna and Rao (2006) is based on the ant colony system. Thus, both the algorithms share the basic similarities and differences of ant system and ant colony system (refer to Dorigo et al., 1996; Dorigo and Gambardella, 1997) . In addition both the algorithms have different parameter settings (α = ρ = 0.1; β = 2 for Krishna and Rao, 2006 ). However, a major structural difference lies in the method adopted to generate a feasible sequence. The algorithm proposed by Krishna and Rao (2006) assigns a very high cost to every operation transition that violates a precedence constraint, so that the probability of obtaining an infeasible sequence is reduced but is never zero. However, the algorithm proposed by us never generates any infeasible sequence as the precedence rules are checked at every iteration and the probability of an infeasible transition is made zero (refer to Section 4.2). This feature enables the algorithm to search for an optimal solution in much fewer iterations and much less computation time than the previous algorithm. To complement this, our algorithm chooses the starting node for every ant only from operations with no precedence restrictions. Krishna and Rao (2006) have considered relative costs for machine parameter change (similar to default cost in our case), tool change, set-up change and an additional machine change cost which are denoted by x1, x2, x3 and x4 in Table 4 . Our algorithm can be adapted to the same with a mere addition of an extra term for machine change cost in the cost matrix calculation [equations (1) to (4)]. We have used the cost matrix for part 2 provided in Krishna and Rao (2006) to run our algorithm. Notes: A1 -rough plain milling; A2 -finish plain milling; B1 -milling the boss; B2 -drilling; B3 -boring; B4 -reaming; B5 -finish reaming; C1 -drilling; C2 -milling; D1, E1, F1, G -drilling; D2, E2, F2 -tapping.
Table 4
The cost matrix for part 2
A1 A2 B1 B2 B3 B4 B5 C1 C2 D1 D2 E1 E2 F1 F2 G
A1 -x1 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 A2 x4 -x3 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 B1 x4 x4 -x2 x4 x4 x4 x2 x4 x4 x4 x4 x4 x4 x4 x2 B2 x4 x4 x4 -x2 x4 x4 x2 x4 x4 x4 x4 x4 x4 x4 x2 B3 x4 x4 x4 x4 -x2 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 B4 x4 x4 x4 x4 x4 -x1 x4 x4 x4 x4 x4 x4 x4 x4 x4 B5 x4 x4 x4 x4 x4 x4 -x2 x4 x2 x1 x2 x4 x4 x4 x2 C1 x4 x4 x2 x2 x4 x4 x4 -x2 x2 x4 x4 x4 x4 x4 x2 C2 x4 x4 x4 x4 x4 x4 x4 x4 -x2 x4 x4 x4 x4 x4 x2 D1 x4 x4 x4 x4 x4 x4 x4 x2 x4 -x2 x2 x4 x4 x4 x2 D2 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 -x2 x2 x2 x4 x4 E1 x4 x4 x4 x4 x4 x4 x4 x4 x4 x2 x4 -x2 x2 x4 x4 E2 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x2 x4 -x2 x2 x2 F1 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x2 x2 x2 -x2 x2 F2 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x4 x2 x2 x4 -x2 G x4 x4 x2 x2 x4 x4 x4 x2 x2 x2 x4 x4 x4 x2 x2 -An important observation on running the algorithm was that during most of the runs a stagnation period was reached at the very first or the second cycle. This may be explained from the fact that part 2 has a small number of feasible solutions which is also indicated from the precedence graph in Figure 6 . Using this average node branching; ANB, i.e., the average of the possible number of exit routes from each node/operation is calculated below. Here, NB i is the node branching or the maximum possible exit routes from operation i. Thus, by the definition of average node branching for the ant system by Dorigo et al. (1996) the likelihood of minimum average node branching to reach below the limit of 2 is high, therefore to allow the algorithm to search for more sequences it was modified to check for a minimum number of cycle completions before termination. For demonstration we choose minimum number of five cycles before the programme starts checking for stagnation behaviour. With this modification, the MATLAB programme ran till the ninth cycle at which a stagnation was reached, i.e., the average node branching became less than 2 (see Figure 8) , thus accounting for a total computation time of only 2 seconds. Figure 7 shows the comparison of the history of the 'best cost' and the 'global best cost' in every cycle. An optimal sequence (global best) occurred at the third cycle and is given as:
having a cost of 36 units. On the other hand ACO-based algorithm by Krishna and Rao (2006) took 20 iterations and a computation time of 18 seconds to get an optimal sequence with same total cost of 36 units. When GA is used with a population size of 40, crossover probability 0.9, and mutation probability 0.1; the execution time is 50 seconds (Krishna and Rao, 2006) . 
Discussions
It is observed that for simpler parts having lower values of node branching (less than or equal to 2) the search space of possible feasible sequences is less. In such cases on introducing a minimum number of cycles the algorithm proposed in the paper performs extremely fast. A comparison of results for part 2 shows that the programme performed nine times faster than previous methodology for ACO and 25 times faster than a GA search technique. Even for a slightly more complex part 1 with 28 operations the performance remains very good and the total computation time for a demonstration run of the algorithm was 11 seconds, and the first global best solution occurred at fifth ant cycle. Our interpretation of previous ant colony-based algorithm by Krishna and Rao (2006) is that the concept of assigning a high cost to an infeasible operation transition does not exclude any infeasible sequences from the solution search space and hence such an algorithm may generate high cost solutions, that are practically infeasible, at the beginning before converging towards the feasible ones, thereby unnecessarily increasing the computations. Since the algorithm proposed in this paper uses precedence checks at the transition rules therefore the solution search space is reduced as it now includes only feasible solutions. The logical validity of our approach is also evident from the fact that if we consider a part that is not feasible to make considering the precedence constraints, then the algorithm developed by previous researchers would still generate a sequence which would be infeasible. However, our proposed method would lead to the generation of an error message indicating that such a part can never be manufactured. Therefore, from the result and discussions, it can be said with considerable confidence that the proposed approach is an improvement over the previously existing techniques.
In addition the method is flexible and can be used for any type of manufacturing part like, rotational, prismatic, etc. In addition, the optimisation criteria can be modified easily by adding parameters like machine change, tool travel distance data or removing parameters like tool change or set-up change data, in order to suit different manufacturing conditions in a CAPP system. Cost calculation can also be modified according to the chosen optimisation criteria and using the actual cost factors for a particular plant. Similarly, list of constraints can be extended to include clustering rules, adjacent order rules and so on, by adding the corresponding input data and augmenting more checks at every transition.
Conclusions
This paper demonstrates an algorithm that uses ant system as a metaheuristic for solving the problem of automatically finding the optimum machining operation sequence in CAPP to minimise the total manufacturing cost. The comparison of the algorithm with the existing evolutionary computing techniques shows that proposed algorithm performs nearly nine times faster and 25 times faster respectively than previous methodologies based on ant colony and genetic algorithm. This is probably due to the unique features of the algorithm, i.e., the concept of specific selection of a starting node at the beginning of each ant cycle and introducing a precedence check in the transition rules, which prevent ant from making infeasible sequences. The specific selection of the starting node restricts each ant to start a sequence directly from the machining operation with no precedence constraint (like datum surface of a part). The precedence check sets the probability of any transition that will generate infeasible sequence as zero.
Although the paper illustrates application of algorithm to optimisation of operation sequences based on minimising the number of tool changes and set-up changes, the algorithm can also use other optimisation criteria, like minimisation of machine changes and tool travel distances, or optimisation of multiple objectives. Furthermore, depending on the problem at hand, the constraints can be extended to include clustering rules, adjacent order rules, and other machining rules in addition to the precedence rules. Considering the significantly reduced computation times and flexibility of its application, the proposed adaptation of ant system is clearly an improvement over the previous approaches to operation sequencing.
Being developed based on the ant system, the algorithm suffers from the same basic limitation as the other ant colony algorithms, i.e., it employs random search thus, although the convergence of solution space is guaranteed, the convergence rate may decrease with increase in the problem complexity. Therefore, it is important to test this algorithm on higher order problems say, with more than 50 operations. Future research is also required to verify that modifications in the transition rules to accommodate constraints, like those implemented in this paper, may lead to significant improvement in computations of ant colony algorithms.
