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Abstract:
This thesis reports on experimental studies exploring few and many-body physics of ultracold
Bose and Fermi gases with reduced dimensionality. These experiments illustrate the versatility
and great amount of control over the particle number, the interaction and other degrees of
freedom, like the spin, that these generic quantum systems offer. In the first part of this
thesis, we use quasi one-dimensional few-particle systems of one to ten fermionic atoms to
investigate the crossover from few to many-body physics. This is achieved by measuring the
interaction energy between a single impurity atom in a state |↓〉 which repulsively interacts
with an increasing number of majority atoms in a state |↑〉. We find that the system quickly
approaches the results from the many-body theory, which describes the behavior of a single
impurity immersed in a Fermi sea of an infinite number of majority particles. The second
part of this thesis presents studies of the time evolution of a bosonic F=1 spinor BEC of 87Rb
atoms. In this system, we investigate the emergence and coarsening of ferromagnetic spin
textures from initially unmagnetized samples. While the ferromagnetic domains grow, we
observe the development of a spin space anisotropy which is in agreement with the predicted
phase-diagram. The last part of this thesis presents our first steps towards the investigation
of phase coherence of quasi two-dimensional quantum gases in the crossover from bosonic
molecules to fermionic atoms.
Zusammenfassung:
Diese Arbeit beschreibt Experimente, die Wenig- und Vielteilchenphysik mit ultrakalten
Bose- und Fermigasen in reduzierten Dimensionen untersuchen. Die Experimente zeigen die
Flexibilität und Kontrolle, die diese generischen Quantensysteme über die Teilchenzahl, die
Wechselwirkung und andere Freiheitsgrade, wie den Spin, bieten. Im ersten Teil dieser Ar-
beit verwenden wir quasi-eindimensionale Wenigteilchensysteme, bestehend aus ein bis zehn
fermionischen Atomen, um den Übergang zwischen Wenig- und Vielteilchenphysik zu unter-
suchen. Hierfür messen wir die Wechselwirkungsenergie eines repulsiv wechselwirkenden Sys-
tems, welches aus einem Minoritätsteilchen im Zustand |↓〉 und einer wachsenden Anzahl von
Majoritätsteilchen im Zustand |↑〉 besteht. Die Ergebnisse zeigen, dass sich das System schnell
den Vorhersagen der Vielteilchentheorie nähert, die das Verhalten eines einzelnen Minorität-
satoms beschreibt, welches sich in einem Fermisee von unendlich vielen Majoritätsteilchen
befindet. Der zweite Teil dieser Arbeit stellt unsere Untersuchungen über die zeitliche En-
twicklung eines bosonischen F=1 Spinor Bose-Einstein Kondensats aus 87Rb-Atomen vor.
Mit einem solchen System untersuchen wir, wie aus anfangs nicht magnetizierten Systemen
ferromagnetische Spinbezirke entstehen und sich verbinden. Während des Wachstums der
ferromagnetischen Bereiche beobachten wir die Bildung einer Anisotropie in der Ausrich-
tung der Magnetisierung. Diese Beobachtung steht in Übereinstimmung mit dem vorherge-
sagten Phasendiagramm. Im letzten Teil dieser Arbeit präsentieren wir erste Schritte auf
dem Weg zur Untersuchung von Phasenkohärenz in quasi-zweidimensionalen Quantengasen
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The Short History of Ultracold Quantum Gases
The first achievement of Bose-Einstein condensation with dilute atomic vapors in 1995
[And95, Dav95] marks the birth of the field of ultracold quantum gases. These seminal
experiments, which led to the Nobel prize in physics for E.A. Cornell, W. Ketterle and
C. E. Wieman in 2001, were made possible through advances in cooling and trapping of
atoms with lasers and magnetic fields [Met99]. They introduced a new way to access,
prepare and investigate quantum matter in laboratories [Ket99]. These systems are
comparatively simple, well-controlled and easy to model for theorists [Dal98, Dal99].
The first in-depth studies were still performed in magnetic traps and investigated the
mean-field regime and excitations of Bose-Einstein condensates (BECs) [Mat98, Sta99].
The results were very well-described by mean-field theories like the Gross-Pitaevskii
equation (GPE). These experiments showed for example the phase coherence of con-
densed atoms [And97, Hal98] and superfluid behavior like the formation of quantized
vortices for rotating systems [Mat99, Mad00, Sha01]. The success of relatively sim-
ple Hamiltonians for the description of these quantum many-body systems can be
attributed to several elementary facts. First, due to their creation inside ultra-high
vacuum chambers, ultracold atom clouds are extremely well isolated and decoupled
from the environment. Second, the interactions of ultracold gases can be easily mod-
eled. The interaction term in ultracold atom Hamiltonians is completely described by
a two-body interaction and in most cases depends only on a single parameter, the s-
wave scattering length a. Additionally, this term is well approximated by a δ-function
pseudo potential of zero range [Dal98, Dal99, Wei99].
The next milestone in the field of ultracold quantum gases was the possibility to
trap ultracold atom clouds in optical dipole traps (ODTs) [Sta98a, Gri00]. Using such
optical potentials allowed to trap atoms independent of their spin state and at various
magnetic offset fields. Thus, it became possible to perform experiments where the spin
is an additional degree of freedom (see chapter 5 and references therein). Furthermore,
applying magnetic offset fields enabled researchers to access so-called Feshbach reso-
nances [Ino98, Chi10]. These scattering resonances permit to tune the single interaction
parameter a of ultracold systems to arbitrary positive and negative values. This means
one could then change the interactions of the cloud from repulsive to attractive and
even produce both resonantly interacting as well as non-interacting systems.
The first realization of a degenerate Fermi gas of ultracold atoms was achieved in
1999 [DeM99]. This paved the way to study a whole new class of systems which obey
the Fermi-Dirac statistics [Gio08, Ket08]. While bosonic quantum gases become very
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unstable close to the newly available Feshbach resonances, i.e. for strong interactions,
two-component Fermi gases remain unexpectedly stable [Joc03a, Reg03, Pet04, Pet05].
This allows to create strongly interacting Fermi gases and molecular BECs (mBECs) of
diatomic bosonic molecules that consist of two fermionic atoms [Joc03b, Gre03, Zwi04].
By investigating these systems close to a Feshbach resonance, experimentalists were able
to study the BEC-BCS crossover, which connects bosonic superfluidity of molecules to
the fermionic superfluidity of cooper pairs [Bar04, Chi04, Zwi05, Gre05, Gio08]. In
between these two limits, one reaches the unitary limit where the scattering length
diverges and the diatomic pairs are strongly correlated [Sch08b]. At the time, there
were only theoretical speculations about this connection between bosonic and fermionic
superfluidity [Eag69, Leg80] but in no previous system, one could so beautifully connect
and investigate all regimes of this crossover.
For bosonic systems, the instability of the system for large scattering lengths inhib-
ited to access the strongly interacting regime. However, using the interference of several
retroreflected far-detuned laser beams one can create periodic trapping potentials. In
these systems, the atoms are confined to the interference maxima (for red-detuned
trapping beams) and this leads to an effective discretization of the three-dimensional
space. These so-called optical lattices, which were first proposed in [Jak98], were ex-
perimentally realized with ultracold bosonic systems in 2002 [Gre02]. In these spatially
discretized systems, one could then reach the regime of strong interactions without be-
ing limited by the strong losses associated with large scattering lengths in bulk bosonic
systems.
After each of these groundbreaking experiments, an initial fear that the pace of
new achievements in the field of ultracold atoms would slow down turned out to be
unfounded. With the large number of different bosonic and fermionic ultracold atom
experiments around the globe, the impact and influence of research with cold gases
for different fields of physics even continued to increase. This raises the question what
drives this growing interest of both theorists and experimentalists to work with ultracold
atoms.
Ultracold Gases: A Generic Quantum System
The just presented seminal achievements in the field of ultracold atoms show that the
fascination and appeal of this area is to model and investigate simple Hamiltonians in
a very pure form. The Hamilton operator used to describe most physical systems has
the form
Hˆ = Kˆ + Vˆtrap + Vˆint, (1.1)
where Kˆ is an operator describing the kinetic energy, Vˆtrap is the term that describes
some sort of trapping potential and Vˆint describes the interparticle interactions. For
general systems, for example in condensed matter physics, this Hamiltonian is often
only an effective description which neglects many unwanted effects. The interaction
term, for instance, can become inhibitively difficult to write down and solve.
2
1 Introduction
The success of the field of cold atoms can be attributed to several facts. First,
for ultracold atoms this effective Hamiltonian describes the systems almost perfectly.
Additionally, for cold gases most of the terms are remarkably simple and thus often
allow calculations of the ground state, low-lying excited states and sometimes even
the dynamics of the systems. But that is not all: What really makes these systems
outstanding is that unlike most other systems ultracold atoms allow to add, remove and
control almost all terms and parts of this Hamiltonian. The experiments therefore allow
to ”emulate” quantum mechanical behaviors and phenomena that can be described by
these Hamiltonians. The versatility and simplicity of these systems can be attributed
to a limited number of main ingredients that make ultracold atoms so well-suited for
these kinds of investigations:
1. The control over the internal degree of freedom of the atoms enables to prepare
bosonic and fermionic gases with a controllable number of states and atoms. This
controls and determines the wave function, its symmetry and the statistics that
the particles obey.
2. The control over the trapping potential by means of optical and magnetic fields
allows to realized various trapping geometries and potentials. In this way, one can
prepare quasi two-dimensional (2D) systems, quasi one-dimensional (1D) systems
or optical lattice systems. This means that we can tailor the external potential
term Vˆtrap in the Hamiltonian. For discrete systems, e.g. optical lattices, this also
influences the way in which the many-body wave functions are constructed.
3. Through the application of a homogeneous offset field one can precisely tune
and control the interactions of the systems by means of scattering resonances.
Furthermore, the description of the interactions of these systems is theoretically
easy to model. This knob grants full control over the interaction term of the
Hamiltonian.
New Directions
With this vast amount of new possibilities at hand, the development of ultracold quan-
tum gases in recent years can be roughly divided in three main trends.
One major direction of the current research with ultracold atoms is to investigate
lower dimensional systems (e.g. [Kin04, Had06, Cla09, Hal09, Hal10a, Krü10, Tun10,
Mar10b, Fel11, Frö12, Vog12, Kos12, Som12, Zür12b]). The change in the Hamiltonian
for these systems is very subtle and fewer dimensions should in principle simplify the
description of a system. However, it turns out that in lower dimensions fluctuations
play a greater role [Pet03]. Thus, as laid out in [Mer66, Hoh67], long-range order
cannot be established in these systems for any finite temperature. As a consequence,
Bose-Einstein condensation does not occur in reduced dimensions. There are however
other, more complicated superfluid phases for these systems at ultralow temperatures
[Had06].
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A second trend for the research with ultracold atoms is to use systems with full
control over the spin states and in extreme cases to control the number and state of
the atoms on the single particle level. One can for example study multi-component
Fermi gases or mixtures of different bosonic and fermionic species (e.g.[Had02, Sim03,
Sta04, Wil08, Ott08, Huc09, Voi09, Sol11, Pas13]) or investigate imbalanced and highly
polarized Fermi gases (e.g.[Shi06, Zwi06c, Par06, Zwi06b, Sch07, Nas09, Lia10, Ku12,
Sch09, Kos12]). It also becomes possible to control and measure the behavior of systems
on the single particle level using optical lattices (e.g.[Bak09, Wil10, Bak10, Wei11]) or
single small volume optical dipole traps (e.g.[Sch01, Grü10, Ser11b, Kau12]).
The third major field of research with ultracold atoms, which recently developed, is
to study non-equilibrium physics and thermalization of ultracold systems (e.g. [Rig08]).
These studies investigate the evolution and the dynamics when systems are perturbed or
driven out of equilibrium. Often these measurements are performed in lower dimensions
[Ott04, Hof07, Kin06, Sch12b, Gri12] or they investigate the spin of the system [Sad06b,
Som11, Guz11].
Clearly, the boundaries between these different directions of research with ultracold
quantum gases are blurred and many experiments combine different settings, techniques
and phenomena which can be assigned to several of these main topics.
Outline
In this thesis, the contributions to the development of the field of ultracold atoms
made by the investigations with three different systems and experimental setups are
presented. The measurements study the behavior, the interactions, the dynamics, the
equilibration and the fluctuations of fermionic and bosonic cold atom systems. This
shows that ultracold bosonic and fermionic systems can be used to study a multitude
of interesting phenomena, particularly in reduced dimensions.
In chapter 2, we introduce the theoretical description of ultracold bosonic and fermionic
systems, their interaction and describe the role of the dimensionality of the system. Af-
terwards, we present the different experimental setups and techniques used to produce
ultracold quantum gases in chapter 3. We then investigate few-fermion systems of 6Li
atoms in a quasi one-dimensional setting in chapter 4. Here, we focus on the crossover
from few to many-body physics by studying quantum impurity systems where a single
atom in a state |↓〉 repulsively interacts with a growing number of atoms in a different
state |↑〉. In chapter 5, we then investigate the dynamics of a spinor BEC of 87Rb with
a system which is quasi two-dimensional for the spin degree of freedom. Finally, chap-
ter 6, summarizes our ongoing efforts to study the crossover between diatomic bosonic
molecules and fermions in a quasi two-dimensional system of 6Li atoms.
4
2 Ultracold Quantum Gases
In this chapter, we will establish the theoretical framework used to describe ultracold
bosonic and fermionic quantum gases. The specific details for the description of the
investigated systems are given in the respective chapters. Thus, we will here only give
a broad overview on the theoretical methods.
We start with a general introduction to quantum statistics, quantum many-body
systems and the second quantization framework of bosons and fermions. Then we
derive the bosonic and the fermionic distribution functions from the grand canonical
potential. Subsequently, we use the distribution functions to calculate the density
distributions and properties of ultracold Fermi and Bose gases. For a large part of
these derivations we will follow the reasoning and notation used in [Fet03, Zwi06a,
Wil11, Wei09]. Then we investigate how ultracold atoms interact and how we can
tune these interactions. This will be done according to standard cold atoms literature
(e.g. [Dal98, Ket99, Pit03, Pet02, Gio08, Ket08, Chi10]). At the end of the chapter
we show how changing the dimensionality of a system affects the interactions and thus
the physics in ultracold systems.
2.1 Quantum Statistics and Thermodynamics
In the macroscopic world, all particles and bodies are considered to be distinguishable
from each other. This means we can label and keep track of the movement and behavior
of each individual particle. Such systems are described by classical mechanics which has
proven to be a very powerful tool for calculating the equations of motion of macroscopic
particles and systems. It has, however, been shown that as soon as one enters the realm
of quantum mechanics the classical description breaks down and it needs to be replaced
by a quantum mechanical framework.
This transition from the classical to the quantum world occurs when the description
of particles as point-like objects breaks down because the wave functions of different
particles start to overlap. We know that due to the wave-particle duality, a wavelength
λdB = h/p [Bro23] can be associated to each particle, where h is Planck’s constant and
p is the momentum of the particle. By relating the momentum of the particle in a gas





where m is the mass of the particle, kB is Boltzmann’s constant and T is the temper-
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ature of the gas. We now need to compare this quantity to the interparticle spacing
d = 1/(n)1/3, where n is the density of the system. For regular classical systems the
de Broglie wavelength is minuscule compared to the interparticle distance. Therefore,
quantum effects can be neglected for most macroscopic systems that we experience in
everyday life. In order to observe phenomena related to quantum statistics one needs
to drastically increase the density or decrease the temperature of the gas. The field of
ultracold gases makes use of the second approach and cools atomic and molecular gases
down to the mK to nK regime1. In this temperature regime the wave functions of the
individual particles start to overlap. Hence, the particles become indistinguishable and
non-classical behavior emerges.
The indistinguishability has far-reaching consequences because if one cannot distin-
guish two systems where we interchanged two identical particles, then all observables
should remain unchanged. Consequently, that the probability density, i.e. the modulus
square of the wave function |Ψ|2 has to stay invariant under the following transforma-
tion which exchanges two particles located at xi and xj
|Ψ(x1, . . . , xi, . . . , xj, . . . , xN)|2 = |Ψ(x1, . . . , xj, . . . , xi, . . . , xN)|2. (2.2)
Here Ψ(x1, . . . , xN) is the many-body wave function ofN indistinguishable particles and
xi represents the spatial coordinate and discrete quantum numbers like the z component
of the spin [Fet03]. There are two possibilities for the many-particle wave function Ψ
to fulfill equation 2.2: Either Ψ has to transform symmetrically or antisymmetrically
under the aforementioned exchange of two particles. According to the spin statistics
theorem (see e.g. [Fie39, Pau40]) this property divides all particles into two types:
fermions and bosons.
Fermions All particles with a spin of a half-integer times the reduced Planck’s con-
stant ~ 2 transform antisymmetrically under the exchange of two particles, i.e.
Ψ(. . . , xi, . . . , xj, . . . ) = −Ψ(. . . , xj, . . . , xi, . . . ). (2.3)
These particles are called fermions and if two particles occupy the same quantum state
we obtain Ψ(. . . , xi, . . . , xi, . . . ) = −Ψ(. . . , xi, . . . , xi, . . . ). This is only possible for a
vanishing wave function Ψ(. . . , xi, . . . , xi, . . . ) = 0. We thus recover the Pauli exclusion
principle [Pau25] which states that identical fermions cannot occupy the single-particle
level Ei. If we want to construct a fermionic many-particle wave function, we have to
completely antisymmetrize it. This is generally ensured by defining Ψ using the Slater
determinant of single-particle wave functions ψEi(xi). Here, Ei denotes a complete
set of single-particle quantum numbers like the momentum p in a system of spinless
1There are also various other systems where these quantum effects play a crucial role, e.g. the
electrons in a conductor or the nucleons in an atomic nucleus.
2When we will use half-integer or integer spin in the following we will not always explicitely mention
~ but it is implicitly included.
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particles in a box. Due to the characteristic properties of the determinant, the many-
body wave function constructed in such a way then automatically fulfills the necessary
antisymmetry.
Bosons Particles that carry an integer spin are called bosons. They behave symmet-
rically under the exchange of two particles
Ψ(. . . , xi, . . . , xj, . . . ) = +Ψ(. . . , xj, . . . , xi, . . . ). (2.4)
Due to the symmetric wave function, there is no restriction on the number of bosonic
particles occupying the same single-particle state. We will see in the next section
that this has strong implications for the difference in structure of the ground state for
harmonically trapped bosonic and fermionic ensembles.
Generally, all elementary matter particles like electrons, quarks and neutrinos have half-
integer spin and are thus fermions. All force carriers on the other hand like for example
photons, W and Z particles and the graviton are bosons. For composite particles the
distinction into those two classes still holds and the total angular momentum is obtained
by the sum of the angular momenta of the constituents. Every composite particle with
half integer spin or angular momentum will be a fermion and every particle with integer
spin or angular momentum will be a boson. Thus a proton (odd number of quarks)
is also a fermion whereas all mesons (even number of quarks) are bosons. This is also
true for larger and more complicated structures like neutral atoms: A 6Li atom consists
of an odd number of fermions (3 neutrons, 3 protons and 3 electrons) and is therefore
a fermion. 87Rb consists of 37 protons, 50 neutrons and 37 electrons which results in a
total number of 124 fermions. Therefore, it is a boson.
Due to the extremely low energies scales in ultracold gas experiments, the inner
structure of the atoms will never be resolved in any of our experiments. We can
therefore treat all atoms as a single particle in a certain quantum state. Hence, we do
not have to consider their composite nature except to determine if they are bosons or
fermions.
2.1.1 Second Quantization Description
It is useful to represent many-particle systems using the occupation number represen-
tation. In this framework the system is described by the number ni of particles in the
orthogonal single-particle states ψEi denoted by the quantum numbers Ei. The desired
basis states can be written as the direct product of the single-particle eigenstates of
the number operator
|n1n2 . . . nN〉 = |n1〉 |n2〉 . . . |nN〉. (2.5)
Starting from the vacuum state |0〉 it is convenient to construct and change occupation
number states using creation aˆi and annihilation aˆi operators for each single-particle
7
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mode Ei [Fet03].












where the commutator is defined by [A,B] ≡ AB−BA. These operators are defined by
raising and lowering the occupation number in the single-particle state i in the following
way aˆi|ni〉 = √ni|ni− 1〉, aˆi |ni〉 =
√
ni + 1|ni + 1〉 with the limiting case aˆi|0〉 = 0. We
can define the number operator nˆi ≡ aˆi aˆi whose eigenvalue is the number of atoms in
the single-particle state with the quantum number Ei.
We noted earlier that for fermions the occupation number ni is limited to 0 and 1
due to the antisymmetric wave function. This is taken into account if the fermionic
















where the anticommutator is defined by {A,B} ≡ AB + BA. The following relations
are the same as for the bosonic case bˆi |0〉 = |1〉, bˆi|1〉 = |0〉 and bˆi|0〉 = 0. However, due
to the limited occupation number we also obtain bˆi bˆ

i |0〉 = bˆi |1〉 = 0, which is another
way to formulate the Pauli exclusion principle.
2.1.2 Bosonic and Fermionic Ground State in a Harmonic
Oscillator
With the formalism introduced above it becomes now rather simple to obtain the T = 0
ground state of a non-interacting many-body system both for bosons and for fermions
in a harmonic oscillator.
For Bosons we construct the many-body wave function in occupation number basis.
For N non-interacting bosons without spin, the energy of the system is minimized when
all particles are created in the lowest possible single-particle state ψE0 . This state is
the single-particle ground state of the harmonic oscillator and we obtain the following
many-body wave function




)N |0, 0, . . . , 0〉. (2.8)
This means that all particles occupy the lowest accessible single-particle state and we
will later see that this many-body state constitutes a Bose-Einstein condensate (BEC)3.
3When we later investigate BECs in this thesis, we will notice that the interesting phenomena asso-
ciated with Bose-Einstein condensation is not the macroscopic occupation of the ground state but
rather the constant phase and macroscopic wave function ψ of the condensate.
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For Fermions the occupation number of each single-particle state is limited to 1.
Therefore, the many-body ground state of a non-interacting fermionic system with
T = 0 in a harmonic oscillator potential is given by the following many-body wave
function
|Φfermions〉 = |
N times︷ ︸︸ ︷
1, . . . 1, 0, . . . , 0〉 = ∏
{i}Ei<EF
bˆi |0, . . . , 0〉. (2.9)
Here, the quantum number i denotes the i-th single-particle level of the harmonic
oscillator potential. It runs from the ground state i = 0 to the (N − 1)-th excited
harmonic oscillator state with the energy EN−1. This is the highest occupied single-
particle level and we call its energy the Fermi energy EF .
Figure 2.1: Ground state of non-interacting bosons (a) and non-interacting fermions (b)
at T = 0 in a harmonic trapping potential. While the bosons accumulate in
the ground state and form a Bose-Einstein condensate (BEC), the fermions
occupy all single-particle levels up to the Fermi energy EF with a single
particle per state.
Figure 2.1 shows how these systems arrange inside the harmonic oscillator potential.
The bosons all accumulate in the ground state and form a so-called BEC while the
fermions build a Fermi sea by filling the single-particle levels up to the Fermi energy
with one fermion per state.
2.1.3 Field Operators and the Hamiltonian
For the systems that we experimentally investigate, the general Hamilton operator in











where Tˆ (xi) is the kinetic energy operator, Vˆtrap(xi) is the operator that describes the
trapping potential and Vˆint(xi, xj) denotes the two-body interaction operator. There
are also interaction terms involving more than two particles but most of them can be
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approximated by a combination of two-body interactions or are not relevant for the
systems we investigate.
Using the second quantization formalism we can rewrite the many-body Hamilton
operator given in equation 2.10 in terms of the creation cˆi and annihilation cˆi operators4




cˆi 〈i|T |j〉 cˆj +
N∑
i,j







j 〈ij|Vint|kl〉 cˆlcˆk, (2.11)
where the states |i〉 are the occupation number states with the energy Ei. One can










With this definition one can write the matrix elements 〈i|T |j〉 = ∫ dxψ∗Ei(x)T (x)ψEj(x),
where one should note that these matrix elements which are defined by this integral
are simply complex numbers.
Rewriting the Hamilton operator 2.11 using the field operators we obtain
Hˆ =
∫





dx dx′ ψˆ(x) ψˆ(x′)Vint(x, x′) ψˆ(x′) ψˆ(x). (2.13)
Note that in this description ψˆ and ψˆ are operators and not wave functions and the
potential and kinetic energies are just complex coefficients, not operators.
This Hamiltonian will be used on several occasions throughout this thesis and it is
useful to also define how other operators are described in this framework. A general
operator that has the following form in first quantization J = ∑Ni=1 J(xi) becomes the




〈i|J |j〉 cˆi cˆj =
∫
dx ψˆ(x)J(x)ψˆ(x). (2.14)
This leads for example to a very useful notation for the number-density operator which
in its second quantized form can be written as nˆ(x) = ψˆ(x) ψˆ(x). As a result, the total
number operator becomes Nˆ = ∑i nˆi = ∫ dx ψˆ(x)ψˆ(x).
4We use a general notation cˆ for the operators since the following equations hold for both bosonic
(aˆ) and fermionic (bˆ) operators.
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2.1.4 Thermodynamic Quantities and the Distribution Functions
After introducing the second quantization description of many-particle bosonic and
fermionic systems we will now turn to statistical mechanics and thermodynamic rela-
tions to obtain information about systems in the thermodynamic limit. This is done
since in most cases systems of ultracold atoms have large particle numbers and finite
temperatures and therefore a quantum statistical description of their properties is use-
ful. Generally, one uses the grand canonical ensemble to describe ultracold systems.
The macroscopic variables of the grand canonical ensemble are the volume V , the
chemical potential µ, which is the energy necessary to add a particle to the system,
and the temperature T , which is often implicitly defined by the Lagrange multiplier
β ≡ 1/(kB T ), where kB is the Boltzmann constant.
We know from statistical mechanics (see e.g. [Fet03, Sch00, Lan96]) that the grand






where Hˆ0 is the non-interacting part of the Hamiltonian defined in equation 2.11. We
can now use the previously introduced occupation number states |ni〉, where Ei is
the eigenenergy of the single-particle states and Etotal ≡ ∑iEi is the total energy of
the many-body state |n1 . . . nN〉. These states are eigenstates of both the Hamilton

















We can now evaluate the sum over n which for bosons runs over all integers and for













From the derivative of the grand canonical potential with respect to µ, the mean number











where Ω(T, V, µ) = −kBT lnZG is the grand canonical potential. Using the logarithm
of equation 2.17 and the derivation with respect to µ we obtain the Bose-Einstein and
Fermi-Dirac distribution functions
fB ≡ 〈ni〉bosons = 1
eβ(Ei−µ) − 1 and fF ≡ 〈ni〉fermions =
1
eβ(Ei−µ) + 1 . (2.19)
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These functions 〈ni〉 = fB/F give the expected mean occupation number of a non-
interacting system in the i-th state. One can now use them to derive various interesting
observables like the density distribution in a harmonic trap.
In the same way that we obtained the mean number of particles and the distribution
functions from the grand canonical potential Ω we can also derive other macroscopic
variables like the mean entropy per particle or the pressure of the system.
Boltzmann Distribution Function For high temperatures or low densities, quantum
statistical effects become negligible and thus one should recover the classical distribu-
tion function. This means the particles should obey the Maxwell-Boltzmann statistics.
In this limit, one can show that eβ(Ei−µ)  1 and therefore the additional 1 in the
denominator of both the Fermi-Dirac and the Bose-Einstein distribution function is
negligible. For both bosonic and fermionic systems one then obtains the Boltzmann
distribution function
fcl = e−β(Ei−µ). (2.20)
2.1.5 Density Distributions in a Harmonic Trap
We will now consider non-interacting bosonic, fermionic and classical gases in a three-
dimensional harmonic trapping potential, which is experimentally for example created
by an optical dipole trap. To describe these systems we will use three-dimensional
vectors like r with the components x, y and z for the spatial coordinate, the vector
p = ~k for the momentum coordinate and the vector k for the wave vector. The






2 + ω2yy2 + ω2zz2
)
, (2.21)
where the trapping frequencies ωi range from a couple of Hz to a couple of kHz de-
pending on the setup and the measurement. According to [Lan81, Wil11] the energies
of the single-particle levels in such a system is given by










where α = x, y, z.
If the thermal energy kBT is significantly larger than the energy spacing ~ωi be-
tween the levels5, the sum over the discrete levels of the harmonic oscillator can be
approximated by an integral over the phase space. For the following derivations we
will use a semi-classical approach. This approach includes on one hand the quantum
statistically derived distribution functions. But on the other hand the energies of the
single-particle levels Ei in the partition function are described by the classical Hamil-
tonian H = ~2k22m +Vtrap(r). In this semi-classical approximation, which is usually called
5We will later see that for the finite systems described in chapter 4, this is not a good approximation.
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Using these functions and a density of states of 1/(2pi~)3 per unit volume in the six-
dimensional phase space {r,p} we define the following normalization condition for the
number of particles N which implicitly defines the chemical potential µ
N = 1(2pi~)3
∫
dr dk f(r,k). (2.24)
The real-space density distribution for bosonic (without the condensed part), fermionic




Carrying out this integration for the classical Boltzmann distribution fcl(r,k) one ob-











i ), where σ2i =
kBT
mω2i
; (i = x, y, z). (2.26)
Recording this density distribution is the most common way to extract information from
the ultracold atomic sample. Often we also record the momentum distribution ncl(p)
by switching off the trap and letting the atoms expand for a time-of-flight (tof). This
distribution can be obtained is a similar way by integrating over the position coordinate
instead of the integration over the wave vector (see e.g. [Sta00]). Usually, when using
absorption imaging, the shadow cast on a CCD camera by the cloud is proportional to
the integrated column density n(col)cl (x, y) =
∫
ncl(r) dz. By fitting Gaussian functions
to these images we can extract the number of particles N and the temperature of the
systems T . This technique, however, only gives reliable results for non-degenerate, non-
interacting systems. Therefore, we now will try to extract the density distributions for
degenerate fermionic and bosonic systems at non-zero temperature and afterwards we
will give some basic ideas how to include interactions.
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The Polylogarithmic Function Liν(z)
To simplify the definition of the density distributions it is useful to define the polylog-













where Γ(ν) is the Gamma function. This polylogarithm can be used to easily define
















Liν+1(z) = Liν(z). (2.29)
This greatly simplifies the derivation of the singly or doubly integrated column densities
n(col)(x) and n(col)(x, y) which are obtained in the experiments using the absorption
imaging technique (see chapter 3).
2.2 Degenerate Fermi Gases
We will now investigate the properties and characteristics of ultracold fermionic clouds
by using the Fermi-Dirac distribution function and the Thomas-Fermi approximation
introduced earlier. We will consider the fermions trapped in a harmonic trapping
potential defined by equation 2.21 and it is useful to introduce the mean trapping
frequency ω¯ = (ωxωyωz)1/3. In this case, we can rewrite equation 2.24 for fermions in
terms of the energy (see e.g. [Wei09]) and obtain
N = 1(2pi~)3
∫






exp [(E − µ)/(kBT )] + 1dE. (2.30)
For the limit of T → 0 the Fermi-Dirac distribution function becomes unity for states
with an energy smaller than EF and vanishes for states with an energy larger than EF .
We can then carry out the integration in equation 2.30 and obtain a definition of the
Fermi energy EF that is more accessible in experiments
EF = (6N)1/3 ~ω¯ ≡ µ(T = 0, N). (2.31)
6This form is only well defined for |z| < 1.
7This relation holds for all real x and ν.
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It makes sense to use the Fermi energy as a natural scale of the system and define other
characteristic quantities like the Fermi temperature TF , the Fermi momentum pF , the
Fermi wave vector kF and the Fermi radii xi,F by the following formula











To obtain the real-space density distribution for fermions in a harmonic trap we can
integrate the first part of equation 2.30 over the wave vector k. Using the chemical
potential µ(T = 0, N) = EF and the just defined Fermi radii, we obtain








The density cannot become negative and therefore nF (r, T = 0) = 0 for the region
where V (r) > EF . In the same way we can also obtain the momentum distribution of
such a system by integrating equation 2.30 over r [Wen08].
2.2.1 Fermi Gases for Non-Zero Temperature
For Fermi gases with non-zero temperature we cannot give an explicit expression for
the chemical potential µ. Therefore, we use the polylogarithmic functions to give the
density distribution in that case [Wei09]. Starting from equation 2.25 and using the
definition of the polylogarithm in equation 2.28 we obtain





























We can now express N in terms of the Fermi temperature TF using equations 2.31 and
2.32 and thus obtain the following implicit definition of the chemical potential in terms











This equation can now be numerically solved for arbitrary values of T/TF , which is
done for example in [Wei09, Wen08]. For T/TF  1, i.e. small temperatures we can
approximate the chemical potential using the Sommerfeld expansion. For T/TF  1,
i.e. large temperatures, one can use the classical value for the chemical potential.
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With the chemical potential µ(T/TF ) one can now calculate the density distribution of
a Fermi gas in a harmonic trapping potential (see figure 2.2).
One should note that there is no drastic change in the density distribution when the
temperature is lowered below TF . This means that for a fermionic system the phase
space density grows continuously and there is a smooth transition from a Gaussian
density distribution to a Fermi density distribution as defined in equation 2.34. Due
to the complexity of the polylogarithmic functions we usually use Gaussian functions
to determine N and T/TF for such non-interacting Fermi gases with T/TF & 0.5. In
figure 2.2 and [Wen09], it is shown that the results obtained by a Gaussian fit still give
reasonable results down to T/TF ≈ 0.5 (see figures 2.2(a) and (b)). For T/TF  0.5
one has to use a more sophisticated fitting routine using the Fermi function. Due to
the finite resolution of the imaging system, however, it becomes increasingly difficult
to distinguish samples with degeneracies lower than T/TF . 0.1 (see figure 2.2(c)).
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Figure 2.2: Simulated doubly integrated density distribution of a non-interacting Fermi
gas with T/TF = 0.8 (a), T/TF = 0.4 (b) and T/TF = 0.005 (c) as black
points. Additionally we fitted the simulated data with a Gaussian (dashed
red line) and a Fermi fit (solid green line). There is no drastic change in
the density distribution for degenerate Fermi gases. Down to approximately
T/TF ≈ 0.5 the Gaussian fit obtains reasonable results.
2.2.2 Interacting Fermi Gases
We just showed that it is quite complex to calculate the expected density distribution
for a non-interacting Fermi gas with T 6= 0. It is even more complicated to incorporate
interactions in such a description. We will therefore refrain from doing this in detail at
this point. Still, one should note that, due to Pauli blocking the scattering cross section
between identical fermions vanishes for T → 0. Therefore, a one-component Fermi
16
2 Ultracold Quantum Gases
gas is a very good realization of a non-interacting system for ultracold temperatures
(T . 1µK).
For the preparation of degenerate fermionic systems we need collisions between the
atoms in the cloud to ensure thermalization during the evaporative cooling stage.
Therefore, we use two-component Fermi gases that consist of atoms in two different
Zeeman sublevels. Atoms in these states are then distinguishable and can scatter even
at low temperatures. In this regime, complex many-body phenomena like can super-
fluidity occur. These effects are very interesting, but they also make the description
of interacting two-component Fermi gases very complex. It therefore took until 1957
[Bar57] to establish a theory for such superfluid two-component systems for weak at-
tractive interactions. In section 2.5.3, we will qualitatively explain what happens in
such interacting two-component fermionic systems.
2.3 Degenerate Bose Gases
There are significant differences in the behavior of ultracold bosonic and fermionic
clouds. In particular, describing a weakly interacting Bose gas is considerably simpler
than describing a weakly interacting Fermi gas. After introducing the density dis-
tribution of non-interacting Bose gases we will thus study weakly interacting bosonic
systems.
2.3.1 Non-Interacting Bose Gas
The Bose-Einstein distribution function as a function of the energy was derived to be
fB(Ei) =
1
eβ(Ei−µ) − 1 . (2.37)
We can set the energy of the lowest single-particle ground state E0 to zero without
loss of generality. It would be unphysical for the distribution function fB to become
negative. This implies that Ei − µ > 0 for all i and therefore the chemical potential
must be µ ≤ 0. We know from earlier considerations that for T = 0 the ground state is
macroscopically occupied and this phenomenon is called Bose-Einstein condensation.
Due to this exceptional weight of the macroscopically occupied single-particle ground
state level, it makes sense to treat it separately from the rest of the sum (i ≥ 1) for
which we still perform the transition to an integral. For bosons trapped in a three-
dimensional harmonic oscillator potential and with the appropriate density of states
g(E) = E22(~ω¯)3 we obtain the following equation for the total number of particles N
minus the ones in the macroscopically occupied ground state which we will label Nc
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This then constitutes the bosonic version of equation 2.35. Setting the chemical poten-
tial µ and the number of particles in the condensate Nc to zero we obtain the critical






≈ 0.94 (~ω¯)N1/3, (2.39)
where we used that Li3(1) ≈ 1.202. With this result and equation 2.38, we obtain the









Using the polylogarithm, we can similar to the fermionic case, write down the density
distribution of the thermal (uncondensed) part











This means that the density distribution of ultracold bosonic gases above Tc is slightly
more peaked at the center than a Gaussian distribution. According to [Sta00], this
effect can be understood by the bosonic enhancement at low momenta.
The maximum reachable density before condensation sets in is given when the
chemical potential approaches 0 and it can be obtained from equation 2.41 to be
nmaxB,th = 1λ3
th
Li3/2(1) ≈ 2.6/λ3th. This confirms the qualitative argument given in the
beginning of this chapter that quantum effects become visible and relevant when the
interparticle spacing d = (1/nmaxB,th)1/3 becomes similar to the size of the thermal de
Broglie wavelength λth. This phase transition shows that there is an abrupt change
in behavior when bosonic gases reach quantum degeneracy. This is fundamentally dif-
ferent from the fermionic behavior where the transition into the quantum degenerate
regime occurs smoothly.
2.3.2 Weakly Interacting Bose Gas
So far, we have only considered non-interacting systems. Opposed to the fermionic case
where the incorporation of interaction is theoretically challenging it is a lot simpler for
the bosonic case. This is mainly due to the fact that in a Bose-Einstein condensate all
atoms are in the same single-particle state. This significantly simplifies the theoretical
treatment of the interactions. Let us consider the Hamitonian given in equation 2.13
Hˆ =
∫
dr ψˆ(r) [T (r) + Vtrap(r)] ψˆ(r)
+12
∫
dr dr′ ψˆ(r) ψˆ(r′)Vint(r, r′) ψˆ(r′) ψˆ(r), (2.42)
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where T (r) = −~2∇22m is the kinetic energy, Vtrap(r) is the harmonic trapping potential
and Vint(r, r′) is the two-particle interaction potential. To simplify the description we
use a point-like pseudo interaction potential of the following form




where g3D is the three-dimensional coupling strength and a is the three-dimensional
scattering length which will be introduced in section 2.4.1. We will limit our consid-
erations to repulsive interactions (g3D > 0) because attractively interacting BECs can
become unstable and because we will not investigate such systems in this thesis.
If we assume that the macroscopic occupation of the single-particle ground state ψ(r)
still persist even with weak interactions, we can follow [Bog47, Zwi06a] and write the
field operator in the following way ψˆ(r) = ψ(r) + δψˆ(r). Here, ψ(r) is the thermal
average of 〈ψˆ(r)〉th and δψˆ(r) describes the fluctuations around the mean field. When
we now neglect these fluctuation and use the Hamiltonian given in equation 2.42 we
obtain the time-dependent Gross-Pitaevskii equation for the macroscopically occupied












This has the form of a non-linear Schrödinger equation for the wave function ψ(r, t).
Therefore, this quantity is sometimes called ”condensate wave function”8 and it plays
the role of the order parameter for the BEC phase transition. All atoms described
by this function ψ(r) are in the ground state (with E0 = 0) and its time evolution




2m + Vtrap(r) + g |ψ(r)|
2 − µ
)
ψ(r) = 0. (2.45)
In the regime where the interaction term (≈ g |ψ(r)|2) is significantly larger than the
kinetic term, we can neglect the kinetic contribution9. It is then easy to obtain the

















8This name is somewhat misleading since ψ(r, t) is an approximation to the field operator not a
regular wave function in the first quantization framework.
9This approach is called Thomas-Fermi approximation.
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Fermi radii and nc,0 = µg is the central condensate density. This equation is only valid
for (µ− V (r)) ≥ 0. In the case of (µ− V (r)) < 0, we set nc(r) = 0. This result is very
similar to the result obtained for fermionic systems with T = 0 in equation 2.33.















~/(mω¯) is the harmonic oscillator length of the mean trapping frequency
ω¯ (see e.g. [Zwi06a]).
Interacting Bose Gases at Non-Zero Temperatures
We can now combine our knowledge of the thermal phase above the critical temperature
Tc and the Bose-Einstein condensate which emerges for T ≤ Tc to obtain the complete
density distribution of a weakly interacting Bose gas. At T = Tc the condensate forms
and for even lower temperatures the condensate fraction Nc/N grows according to
equation 2.40. In such a partly condensed system, the thermal part is described by
the polylogarithmic density distribution given in equation 2.41 and the condensed part
can be approximated by the parabolic density distribution given in equation 2.46. We
thus obtain a bimodal density distribution ntot which consists of a denser and smaller
central part, the condensate, and a thermal cloud with significantly lower density that
is larger in size
ntot(r, T ) = nB,th(r, T ) + nc(r). (2.48)
By fitting such a density distribution to images of partly condensed clouds, one can now
determine the condensate fraction Nc/N , the temperature T and other quantities (e.g.
according to [Sta00]). Such a bimodal fit to experimentally obtained partly condensed
clouds can be found in figure 2.3.
For weakly interacting systems the interactions in the thermal cloud and their effect
on the condensate can be neglected since the density of the thermal part is relatively
low [Zwi06a]. Therefore, such a description works very well for the relatively weakly
interacting bosonic systems, which are described in chapter 5 where ultracold clouds of
87Rb are studied. One can describe the excitations of the Bose condensate by adding
the fluctuations of the field operators according to [Bog47]. This is often done using
the Bogoliubov transformation which greatly simplifies the derivation of the excitation
spectrum of the weakly interacting Bose gas. From the structure of this excitation
spectrum one can then show that the BEC is in a superfluid state which has been
confirmed e.g. by the observation of quantized vortices in rotating BECs [Pet02, Pit03].
For stronger interactions, the condensate has a strong effect on the thermal cloud
due to its larger density and pushes the thermal part out of the center of the trap
[Joc04]. This means that one should then use a self-consistent mean-field treatment to
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Figure 2.3: Bimodal doubly-integrated density distribution obtained from an absorp-
tion image of a partly Bose-condensed molecular cloud of 6Li. For higher
temperature (a) the condensate fraction is smaller than for lower tempera-
ture (b). The fit (solid line) consists of the thermal part which is indicated
by the dashed line and a parabola for the condensate.
obtain the complete density distribution (see e.g. [Wil11]). In this regime, it becomes
considerably more challenging to observe a bimodal distribution because the strong
repulsion enlarges the size of the condensate part and thus it becomes similar in size
to the thermal part.
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2.4 Interactions in Ultracold Gases
Interactions strongly affect the characteristics and properties of ultracold gases. They
are not only crucial for the preparation of degenerate gases but also determine the
phases, shapes and dynamics of such systems. In this section, we will therefore in-
troduce how one usually describes and models interactions in ultracold gases in more
detail. We will show that for most ultracold systems the interactions can be described
by a single parameter, the s-wave scattering length a. One peculiar property that makes
ultracold gases such a great generic quantum system is that this single interaction pa-
rameter can be tuned over a large range using so-called Feshbach resonances. At the
end of this section, we will then investigate the behavior of a two-component Fermi gas
in the vicinity of such a Feshbach resonance. For these considerations we will follow
basic cold atom scattering theory as presented for example in [Sak94b, Dal98, Gio08].
2.4.1 Elastic Collisions of Ultracold Atoms
To derive the properties of interacting ultracold gases we first have to examine the
collisions between ultracold atoms. Due to the diluteness of ultracold systems it is
sufficient for most cases to only consider binary (two-body) collisions10.
Using fundamental quantum mechanics (see e.g. [Lan81, Gio08]), the elastic two-
body scattering process is described by the stationary Schrödinger equation for the




ψk = 0. (2.49)
Here r = r1−r2 is the relative distance between the particles at r1 and r2, mr = m1m2m1+m2
is the reduced mass, Ek = ~2k2/(2mr) > 0 is the energy of the eigenstate of the
Hamiltonian with a well-defined wave vector k and Vint(r) is the two-particle interaction
potential with a finite range r0 that vanishes for r ≡ |r|  r0. In such a potential we
obtain the following asymptotic wave function at large distances (r  r0)




which consists of an incoming plane wave eikz, an outgoing spherical wave eikr
r
and a
factor fk(θ) that is called the scattering amplitude and depends on the angle θ between
10We will give some information about higher order collision terms when necessary but for most of our
investigations these types of collisions are usually unwanted since they are inelastic and therefore
limit the lifetime of the studied systems.
11In this description we neglect relativistic spin interactions [Gio08].
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z and r. Using this wave function one obtains the differential and total cross section
dσk
dΩ = |fk(θ)|
2 and σk,tot =
∫
Ω
|fk(θ)|2 dΩ, where 0 ≤ θ < pi. (2.51)
Effect of quantum statistics
Earlier we showed that the wave function of identical bosons (fermions) have to be
totally (anti-)symmetric under particle exchange. This also applies to the scattering
problem that we are studying and therefore the wave function given in equation 2.50 has
to be correctly symmetrized. One thus obtains the following differential cross section











= |fk(θ)− fk(pi − θ)|2 ,
(2.52)
where 0 ≤ θ < pi/2.
Partial Wave Expansion and Low Energy Behavior
We will now assume that the interparticle potential only depends on the interparticle
distance and is spherically symmetric. In this case it is helpful to expand the wave
function into partial waves with different angular momenta l and a radial wave function
χk,l(r) that only depends on the radius. For each of these angular momentum states











χk,l(r) = 0. (2.53)
The term EC = ~2l(l+1)/(2mrr2) originates from the spherical part of the ∇2 operator
and can be interpreted as a centrifugal barrier. For vanishing scattering energies (k →
0) this barrier inhibits scattering for all states with l > 0. For 6Li atoms this centrifugal
barrier is EC ∼ kB 7mK [Jul92]. Therefore, collisions in systems with T  7mK can
only occur via the isotropic s-wave (l = 0) channel. We also notice by examining the
asymptotic behavior of the incident and outgoing wave at large radial distance r  r0
that the only effect that an elastic collision has on the wave function is to add a phase
shift δl to each spherical wave. Due to this fact one can write the scattering amplitude









(2l + 1)(sin(δl))2, with δl ∝ k2l+1. (2.54)
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For low momenta (k → 0) only the s-wave term contributes due to the reasons men-
tioned above12 and therefore the scattering amplitude can be approximated by the
s-wave term





where one should note that this scattering amplitude is independent of the angle θ. It
then makes sense to define the so-called s-wave scattering length a by





which allows us to rewrite the scattering amplitude in terms of a [Zwi06a]. We thus
obtain the following result for the total cross section
σk,tot =
4pia2
1 + k2a2 (2.57)
for distinguishable particles. This means that in the limit ka 1 the scattering cross
section is energy independent and
σk,tot = 4pia2. (2.58)





This regime is called the unitarity limit.
We already mentioned that for identical bosons and fermions we need to symmetrize
the wave function according to quantum statistics. For indistinguishable particles there
are two different scattering processes that cannot be distinguished (see e.g. [Dal98]).
These two contribution lead to an interference in the scattering amplitude (see equation
2.52). Thus, one obtains the following total cross sections for the collisions of identical
bosons and identical fermions in the limit of ka 1
σk,tot,bosons = 8pia2 and σk,tot,fermions = 0. (2.60)
This shows that identical fermions do not scatter at ultracold temperatures [DeM99]
and they are therefore well described by an ideal Fermi gas.
Pseudo-Potential Description and Mean Field Interaction Energy
For everything that was derived so far the only conditions for the interaction potential
Vint(r) was that it only depends on the relative distance of the two particles, that it has
12This is true in the absence of scattering resonances in the other channels (l > 0).
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a finite range r0 and that it is spherically symmetric. The interactions between neutral
atoms is usually described by a van-der-Waals interaction whose interparticle potential
fulfills all of the aforementioned criteria, it has for example a finite range rvdW .
When the energy of the colliding particles is so small that the de Broglie wavelength
λdB = 2pi/k is much larger than the range of the interaction potential r0 = rvdW , the
details of the interparticle potential are not resolved in the scattering process. In this
case the description can be significantly simplified by assuming a contact interaction
potential that correctly reproduces the s-wave scattering length a. Using the first
Born approximation [Sak94a, Zwi06a] one can show that this is achieved by a pseudo-
potential of the following form




This delta potential, however, produces divergences for three dimensional systems and
therefore one usually regularizes it. This means that the delta function δ(r) is replaced
by δ(r)∂rr [Hua87, Bus98, Wil11] which eliminates the divergences at short distances
r [Gio08]. This pseudo potential approach is employed in most theoretical models
describing ultracold atoms. The corrections to this approximation are suppressed by
a factor rvdW/a and are thus in most cases negligible. We will later also use such a
pseudo potential to describe the interactions of the quasi one-dimensional few-fermion
systems discussed in chapter 4.
Using this pseudo-potential it is easy to obtain the mean-field interaction energy for
a weakly interacting system with na3  1. According to [Joc04], one needs to consider
N particles in a volume V at a density n = N
V
. By summing the contributions of the
interaction between a certain atom and all other particles, one can derive the mean-field












We obtain the same result for Eint,mf if we replace the interaction potential in the
Hamiltonian given in equation 2.42 by the just introduced zero-range pseudo-potential
and make use of the Bogoliubov approximation. A closer look at the definition of the
mean-field energy also shows that the sign of the scattering length determines whether
the mean-field energy is positive or negative. For a > 0, the mean-field energy is
positive (Eint,mf > 0) which increases the total energy of the system. In this case
the mean field repels the single test particle and we call such a system repulsively
interacting. For a < 0, the mean-field energy is negative and lowers the total energy
of the system. This means that the mean field attracts the test particle and we obtain
an attractive mean-field interaction. One should bear in mind though that this does
not mean that the microscopic interparticle interaction is repulsive for a > 0. It just
tells us what happens to the interaction energy of the complete system interacting
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with such a scattering length. The microscopic scattering event which is described by
a van-der-Waals interaction is always attractive, no matter which sign the scattering
length has.
2.4.2 From Weakly to Strongly Interacting Systems
Following [Wil11], we can determine the regime of the interactions for a given system
by comparing the size of the interaction energy |Eint| ≈ |Eint,mf| = |g|n to the density-
dependent kinetic energy Ekin ≈ h2n2/3/(2m) [Zwe03, Wil11]. Using these quantities




For γ  1, the system is weakly interacting and for bosonic systems the Gross-
Pitaevskii equation gives an appropriate description of the relevant physical properties.
For γ ≥ 1, the system becomes strongly interacting and one obtains a strongly corre-
lated many-body system. Here, simple mean-field approaches like the Gross-Pitaeksii
equation break down and more involved theoretical techniques have to be employed to
describe such systems.
Note that for degenerate Fermi systems γ can be written as kFa, where kF is the
Fermi wave vector. This is an important quantity to describe the interaction strength
of fermionic systems and it will later be extensively used. We will later see that such
a dimensionless interaction scale γ also exists for one and two-dimensional systems.
2.4.3 Universality
Universality is a concept that commonly used in physics. It describes the fact that
certain physical behavior is independent of the exact details of the particular system
(see e.g. [Bra06, Wen08, Lom11]). This concept was initially introduced to classify the
critical behavior of systems at phase transitions. Universal behavior usually originates
from the separation between different scales (in our case long- and short-range physics)
of a physical system. One can use effective parameters to describe the macroscopic
properties independently from the details of the short-range physics if this separation
between the scales is sufficiently large. All quantities that are solely dependent on this
effective description are called universal. We already introduced the scattering between
ultracold atoms which constitutes a great example for universality. For such systems
the de Broglie wavelength λdB is much larger than the range of the interaction potential
r0 = rvdW . Thus, the scattering is independent of the exact details of the short-range
potential and the only important quantity, necessary to describe the interactions, is the
s-wave scattering length a. This implies that quantities like the critical temperature
for the Bose-Einstein condensation or the mean field energy per particle only depend
on the scattering length and are thus universal.
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If the scattering length is significantly larger that r0, we obtain even more universal
behavior. One can generally show that a large and positive scattering length is always
associated with a weakly bound dimer state whose binding energy is given by EB = ~
2
ma2
(see e.g. [Lan81]). This universality is not limited to the two-body sector but can even
be extended to the three-body sector where universal three-body bound states, called
Efimov trimers [Efi70, Bra06, Fer11], emerge at diverging scattering lengths. Until
recently it was thought that the description of these Efimov states needs an additional
non-universal three-body parameter but the comparison of recent experiments suggests
that this might not even be necessary [Fer11].
In the unitary regime (a → ∞), the diverging scattering length can no longer serve
as a relevant scale of the system since this would lead to unphysical divergences, e.g. in
the scattering cross section. The only remaining length scale is then the interparticle
spacing which, for a fermionic system, is proportional to the inverse Fermi wave vector
kF and the only remaining energy scale is then the Fermi energy EF . Thus, the system
can be fully described by these quantities rescaled with numerical factors [Car03, Ku12].
This means that all fermionic systems in the unitary regime can be mapped onto each
other and the underlying short-range physics becomes irrelevant. Consequently, results
obtained with an ultracold, unitary interacting Fermi gas can be translated to various
other unitary fermionic systems at completely different scales like in a neutron star or
in high-Tc superconductors. This is particularly interesting since ultracold gases offer
a very controlled environment and there is a simple way to reach the unitary regime by
tuning the s-wave scattering length using magnetic Feshbach resonances. In the next
section we will therefore introduce the concept of such resonances and then show how
we can tune the scattering length a for a Fermi gas of 6Li atoms.
2.5 Tuning the Interactions
We will now show how we can change the scattering length and thus the interaction
strength using Feshbach resonances. Afterwards, we will present the resonances that
occur for systems consisting of 6Li atoms in different Zeeman sublevels. At the end
of this section we will investigate the consequences on the many-body physics of a
two-component Fermi gas in the vicinity of such a Feshbach resonance.
2.5.1 Feshbach Resonances
As mentioned before, we know from low-energy scattering theory that the scattering
length and thus the cross section is resonantly enhanced if a bound state of the inter-
particle potential is close to the continuum. Generally, a weakly bound dimer state
leads to a large and positive scattering length [Lan81] that diverges when the bound
state reaches the continuum threshold. If we could change the interparticle potential
such that the energy of the bound state would cross the continuum, then the scattering
length would change sign and become negative and large in absolute value |a| when
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the bound state is slightly above the continuum threshold. This is pretty easy to see
from the definition of the scattering length given in equation 2.56 which is proportional
to ∝ tan(δ0). This accidental fine tuning to a strongly interacting system occurs for











interatomic distance r 
























Figure 2.4: (a) Illustration of the open and closed channel in a scattering event close to
a magnetic Feshbach resonance. If a bound state in the closed channel co-
incides with the continuum of the scattering/open channel and if there is a
coupling between the two channels, the scattering length diverges as shown
in (b). This coupling leads to an avoided crossing between the molecular
state and the free scattering state and thus the scattering state is adiabat-
ically connected to the molecular state (c). Taken from [Wen08].
There is another way to use the same principle but in a more controlled and tunable
manner called magnetic Feshbach resonance. This concept has already been extensively
investigated in both theoretical [Fes58, Moe95, Pet02, Pit03] and experimental publi-
cations [Ino98, Chi10]. We will therefore follow their reasoning and give a qualitative
description of this effect. It relies on the fact that the structure of neutral atoms is usu-
ally more complex and there are different scattering channels with different hyperfine
configurations. Imagine a low-energy scattering event in a certain channel (called open
channel, see figure 2.4(a)), where the atoms have an incident energy slightly above the
continuum threshold. If there is another scattering channel for example in a different
hyperfine state that has a higher continuum threshold, then one calls this a closed
channel. Due to the different magnetic moments of the channels, one can tune their
relative energy ∆E by applying a magnetic offset field. At a certain magnetic offset
field the closed channel is tuned such that one of its bound states exactly coincides
with the continuum threshold of the open channel. A hyperfine coupling between the
two channels can now lead to the possibility that the scattering atoms virtually enter
the closed channel during the scattering event. This leads to a resonant enhancement
of the scattering length and thus of the scattering cross section. These scattering reso-
nances are called Feshbach resonances [Fes58]. A more careful analysis as for example
performed in [Moe95] shows that the scattering length a as a function of the magnetic
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where abg is the background scattering length, ∆ is the width of the resonance and
B0 is the magnetic field value where the resonance occurs. A plot of a(B) is shown in
figure 2.4(b). As explained above, each Feshbach resonance is associated with a bound
state which is slightly below the continuum for a > 0 and crosses the continuum for
a → ∞. This bound state has a universal binding energy EB = ~2/(ma2) for a  r0
and a sketch of this binding energy is shown in figure 2.4(c).
In this thesis we will extensively use the Feshbach resonances occurring in systems
of 6Li atoms to tune the scattering length and thus the interaction of such ultracold
systems. Therefore, we will now introduce the hyperfine states and the Feshbach reso-
nances in the different scattering channels for this particular system.
2.5.2 Hyperfine States and Feshbach Resonances for 6Li
Fermionic 6Li has an electron spin S = 1/2 and a nuclear spin I = 1 which lead to
a total spin of F = 1/2 or F = 3/2. These two hyperfine states are separated by
h×228MHz at zero magnetic offset field [Geh03]. The Zeeman energy for the different
states can be found in figure 2.5. For magnetic fields much larger than 30Gauss we
enter the high-field regime and the electron and nuclear spin decouple. This leads to
two triplets (one with S = 1/2 and one with S = −1/2) that only differ by their nuclear
spin. For the sake of simplicity we label the Zeeman sublevels |1〉 to |6〉 according to
their energy in a magnetic offset field (see figure 2.5).
0 1 0 0 2 0 0 3 0 0 4 0 0
- 6 0 0
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F = 1 / 2
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Figure 2.5: Magnetic field dependence of the energy of the Zeeman sublevels of the
electronic ground state of 6Li. The states are labeled |1〉 to |6〉 according
to their energy from lowest to highest. The three lowest Zeeman sublevels
are used for most of the experiments we perform with 6Li.
Earlier we explained that identical ultracold fermions do not interact with each
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other due to their antisymmetric wave function. We therefore usually evaporate a
two-component Fermi gas consisting of atoms in states |1〉 and |2〉. Most of our exper-
iments are performed with binary mixtures of atoms in two different spin states of the
lower triplet |1〉, |2〉 and |3〉. The scattering between atoms in these different Zeeman
sublevels is described by the s-wave scattering lengths a12, a13 and a23 for the scattering
channels |1〉|2〉, |1〉|3〉 and |2〉|3〉.
The broad Feshbach resonances for the different scattering channels of 6Li are shown
in figure 2.6. The exact positions and widths of the resonances are given in table 2.1.
They are determined by a combination of very precise radio-frequency spectroscopy
of the bound states responsible for the Feshbach resonances and a complex coupled
channel calculation that optimizes the exact potential shape to reproduce the measured
spectroscopy data (more details in section 4.4.3).
Figure 2.6: Scattering lengths for the different interaction channels in Bohr radii as
a function of the magnetic field. The resonance positions and widths are
given in table 2.1. The data for this plot is taken from [Zür13a].
The reason the scattering lengths a12, a13 and a23 in figure 2.6 are not symmetric
around the position of the Feshbach resonance is a change of the background scattering
length in the region of the resonances. The open or scattering channel changes from a
superposition of a triplet and singlet state at low fields to an almost complete triplet
scattering process at magnetic fields larger than 600Gauss. Therefore, the background
scattering lengths change from very small values for low magnetic fields to large and
negative values of about −2000 a0 above the resonance. This means that there is no
zero crossing in the region above the Feshbach resonances (at least in the magnetic field
range accessible with our magnetic field coils). We will see that this unfortunate fact
has two major implications. Due to the collisional behavior close to the resonances,
we can only create non-interacting Fermi gases after an evaporation at low magnetic
30
2 Ultracold Quantum Gases
fields of abound 300Gauss [Lom11]. Second, there is a range of intermediate negative
scattering lengths that can not be accessed with 6Li gases which ranges from about
−1000 a0 to −2000 a0.
The large width of the three resonances shown in figure 2.6 make it comparatively
simple to control the scattering length on a precise level. To be able to tune the
scattering lengths over the full accessible range, we need magnetic offset fields ranging
up to about 1400Gauss. This is challenging but possible using the magnetic field coils
described in section 3.3.1.




Table 2.1: Broad Feshbach resonances in the three lowest scattering channels of 6Li
with the resonance position and the corresponding width [Zür13a].
2.5.3 BEC-BCS Crossover
We will now briefly discuss the many-body physics occurring for strongly interacting
two-component Fermi gases in the vicinity of such a Feshbach resonance. We will see
that for such a system two limiting cases of fermionic superfluidity are continuously
connected through the unitary regime in the so-called BEC-BCS crossover. First, we
will discuss both limiting cases and then show how these two regimes can be connected
by a resonantly interacting superfluid. We will discuss this topic more qualitatively
since it has already been extensively studied and analyzed in various review articles
[Ket08, Gio08], books [Pet02, Pit03, Zwe11] and theses [Joc04, Zwi06a]. For more
details and the exact derivation of the important quantities, we will thus refer to these
publications.
The Molecular BEC limit
In the previous section we showed that there is a weakly bound two-body bound state
on the repulsive side (a > 0) of the Feshbach resonance. If the temperature is on
the order or lower than the binding energy of the dimer state that consists of one
atoms in each of the two components, then molecules are formed through three-body
recombination [Joc03a, Reg03, Pet04]. Close to the Feshbach resonance these molecules
are relatively stable with lifetimes exceeding several seconds. It was shown that the
molecules interact with a scattering length amol = 0.6 a, i.e. a fixed fraction of the
scattering length for two interacting atoms [Pet04]. These molecules consist of two
fermionic atoms and are thus bosonic (have an interger spin). Hence, they can form
a Bose-Einstein condensate of molecules, also called molecular BEC (mBEC) if the
temperature is low enough.
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In the limit of weak repulsive interaction (kFa → 0+), these diatomic molecules
behave exactly like bosons and we thus obtain the well-known BEC description as it
was discussed earlier in section 2.3. This means all formulas like the critical temperature
or the condensate fraction derived then can be applied. The only change is that the
mass of the diatomic molecules is twice the mass of a free atom (mmol = 2m). In this
limit, the system can be described with the Gross-Pitaevskii equation (2.44 and 2.45)
and the condensate is superfluid for non-zero interaction.
The BCS limit
For attractively interacting two-component Fermi gases, there is no dimer state avail-
able. There is however another way to form diatomic pairs, which then also form a
superfluid.
We consider a two-component Fermi gas at zero temperature with a weak attractive
interaction (kFa → 0−). In the 1950s Bardeen, Cooper and Schrieffer showed [Bar57]
that such a system is unstable towards the formation of so-called Cooper-pairs. These
pairs consist of two particles of opposite momentum and spin. The pairing mechanism,
which occurs in momentum space, leads to an energy gap in the excitation spectrum










This quantity is the so-called zero temperature gap [Gio08] and the gapped excita-
tion spectrum leads to superfluid behavior. This theory named after Bardeen, Cooper
and Schrieffer (BCS) was originally derived to explain superconductivity in metals. In
these systems, a two-component electron gas attractively interacts through the medi-
ated phonon interaction which leads to the formation of Cooper-pairs and superfluid
behavior. It was shown in [Gio08], that the critical temperature for superfluidity of









where eγ ≈ 1.78 with γ the Euler constant. A more careful analysis shows that the
critical temperature for Cooper-pair formation T ∗ and the onset of superfluidity Tc
coincide at infinitely weak attractive interaction.
One should note that for the just discussed systems the pairing mechanism funda-
mentally differs from the one in the BEC limit. While in the BEC limit the pairing
is a simple two-body phenomenon, it is more complicated in the BCS regime. Here,
13One should note that the result obtained by standard BCS theory is different by a numerical factor
of about ∼ 2 since it does not include screening effects in the medium. The correct prefactor which
is given here, was first derived by [Gor61].
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one usually calls the Cooper pairs many-body pairs since the filled Fermi sea below the
Fermi surface is necessary for these pairs to form. It is therefore not the attraction to
the other particle of opposite spin and momentum that generates the pair but rather
the collective interaction with all particles around the Fermi surface. A hand-waving
explanation for the existence of such a bound state induced by the many-body system is
to consider the two-dimensional Fermi surface as the place where the two constituents
of the Cooper pair exist [Ket08]. In a two-dimensional system there is always a bound
state even if the attractive interaction is infinitesimally weak14. This argument shows
that a filled Fermi sphere is necessary for these Cooper pairs to exist.
The Crossover and the Unitary Fermi Gas
These two seemingly independent limits of superfluid systems are connected through
a unitary interacting two-component Fermi gas. The theoretical description of this
crossover was pioneered by the works of Eagles [Eag69] and Leggett [Leg80] and ex-
perimentally investigated shortly after the first realization of molecular BECs (e.g.
[Bar04, Chi04, Zwi05, Gre05]).
In the unitary limit, which is reached close to the Feshbach resonance for kF |a|  1,
the scattering length is larger than the interparticle spacing and we obtain a system
which is at the same time dilute and strongly interacting. This raises the question
whether the system is stable or if it collapses due to strong attraction15. Since there is
no analytic solution to the many-body system in this regime, one uses approximative
or numerical solutions to describe such systems. The most regularly used description
extends the standard BCS theory to the unitary regime and the obtained results are
not exact but the qualitative description they provide are mostly correct. These the-
oretical consideration and the experiments both find that the system is indeed stable
(at least for a two-component Fermi gas) and that below a critical temperature a su-
perfluid is formed (see figure 2.7 and [Gio08]). We know from scattering theory that
when a diverges, the two-particle cross section reaches the unitary limit and becomes
independent of the scattering length (see equation 2.59). Since the scattering length is
no longer a reasonable length scale of the system, it drops out of the description and
the interparticle spacing ∼ 1/kF remains the only relevant length scale. Therefore, all
thermodynamic quantities only depend on the Fermi energy EF and the degeneracy
T/TF . From this, one can derive the energy of a Fermi gas at unitarity Eu for T → 0
to be
Eu = µu(T = 0) = ξ EF,non-int. = (1 + β)EF,non-int., (2.67)
where β is a universal parameter and ξ = 1 + β is the so-called Bertsch parameter
(see e.g. [Gio08]). This numerical factor is expected to be universal for all unitary
Fermi gases (see section 2.4.3) and was recently experimentally determined to be ξ =
14This is not the case for a three-dimensional system, where the interparticle potential is required to
have a certain minimal depth in order to support a bound state for attractive interactions.
15This collapse occurs for bosonic systems if the attractive interaction becomes too large.
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Figure 2.7: (a) Phase diagram of a strongly interacting two-component Fermi gas in
the BEC-BCS crossover. The dashed line indicates the pair formation tem-
perature T ∗ and the solid line indicates the critical temperature Tc for the
formation of a superfluid. Taken from [Ket08]. (b) The observation of vor-
tex lattices for rotated strongly interacting Fermi gases across the Feshbach
resonance indicates the occurrence of superfluidity in the whole crossover
region. It therefore also shows that a unitary Fermi gas realizes a strongly
interacting superfluid. Taken from [Zwi05].
0.370(5)(8) [Ku12, Zür13a]. In this measurement of the equation-of-state of a unitary
interacting Fermi gas, the critical temperature for superfluidity could also be extracted
and the obtained value is Tc = 0.167(13)TF .
To obtain a more tangible idea of the crossover, it makes sense to examine the pairs
of two fermions across the crossover region. We know that in the BEC limit the pairs
are deeply bound diatomic molecules with a size that is smaller than the interparticle
spacing. In the BCS limit, the Cooper pairs are significantly larger than the interpar-
ticle spacing and pair two fermions on opposite side of the Fermi sphere. A reasonable
extrapolation between these two limits is to assume that the size and character of the
pair continuously connects these two limiting cases. This assumption was backed by
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early theoretical considerations and was later confirmed in experiments which mea-
sured the size of the pairs in the crossover region [Sch08b]. This crossover from tightly
bound diatomic molecules on the BEC side to many-body induced Cooper pairs in the
BCS limit is illustrated in figure 2.8. It shows that the two limits are connected by
strongly correlated pairs of the size of the interparticle spacing at unitarity. These
measurements give further evidence for the validity of an earlier developed projection
technique [Reg04, Zwi04, Per05]. This technique uses a quick non-adiabatic magnetic
field ramp to the BEC regime which thus projects the strongly correlated pairs onto
tightly bound molecules. Then one can obtain an estimate for the condensed and hence
superfluid fraction from a bimodal fit to the data after the quick ramp. In this way,
one can easily obtain an estimate for the superfluid fraction for the complete crossover
region.
Figure 2.8: The continuous evolution between diatomic molecules and Cooper pairs
across the BEC-BCS crossover. In the unitary regime (kFa ≥ 1) the
strongly correlated two-fermion pairs are of the size of the interparticle
spacing. Taken from [Gub13].
While experiments can observe superfluid behavior close to the Feshbach resonance
(for large kFa ≥ 1), it is in most cases not possible to reach the weakly interacting BEC
and BCS limit (kFa → 0). This is due to the fact that on the BEC side the diatomic
molecules become collisionally unstable for small interaction strengths (kFa ≈ 0) which
inhibits reaching the weakly interacting BEC limit. On the BCS side, the critical
temperature Tc depends exponentially on the scattering length (see equation 2.66 and
figure 2.7 (a)) and therefore the system is usually too warm 16 to observe a superfluid
for weak attractive interactions. This illustrates one of the reasons for the interest in
these strongly interacting superfluids: One expects new insight in the understanding
16When we say ”too warm” we mean the relative degeneracy temperature T/TF . Although the systems
studied here are a lot colder than most condensed matter systems the critical temperature Tc in
terms of the Fermi temperature is still among the highest ever observed.
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and description of high-Tc superconductors (for example cuprates or iron pnictides).
These systems are also expected to be strongly correlated and due to universality,
there is hope to be able to transfer observations and concepts from cold gases to these
interesting condensed matter systems.
2.6 The Influence of Dimensionality
Another characteristic property of high-temperature superconductors that is expected
to strongly influence their physical behavior is their anisotropy. It is suggested that,
additionally to the strong correlations between the pairs, another reason for their rela-
tively high Tc/TF is their reduced dimensionality in the direction perpendicular to the
superconductive layers (see e.g. [Sch91]). This example shows that the dimensionality
of a systems strongly influences its physical properties.
Using particularly shaped optical dipole traps17, created for example by the interfer-
ence of several beams, allows to explore different dimensionalities with ultracold gases.
The quasi-2D or quasi-1D regime is usually achieved by separating the scales of con-
finement in different directions. Let us consider an elongated cigar-shaped potential
with large aspect ratio η = ωr/ωz, where ωr is the radial and ωz is the axial trapping
frequency. In such a system, one reaches the quasi-1D regime when all energy scales
E, which includes the chemical potential µ, the thermal, the interaction and kinetic
energy, are significantly smaller than the first excitation in the radial direction (~ωr).
Then there is only negligible influence of the radial excitations and thus the system
can be well-described by one-dimensional theory. To reach the quasi two-dimensional
regime, only one trapping frequency (e.g. ωz) is large enough for all energy scales of
the system to fulfill E  ~ωz.
In the course of this thesis we will work with fermionic and bosonic systems in various
geometries. For example the finite Fermi systems investigated in chapter 4 are most
of the times quasi one-dimensional, the bosonic 87Rb systems described in chapter 5
are quasi two-dimensional with respect to the spin degree of freedom and finally the
composite bosonic dimers of 6Li investigated in chapter 6 are trapped in a quasi two-
dimensional geometry. Therefore we will give a brief comparison and overview on the
implications of different dimensionalities on ultracold systems.
2.6.1 Effects of the Dimensionality on the Two-Body Parameters
We will now show how the dimensionality affects important physical quantities and
characteristics of ultracold gases. First, we note that the Hamiltonian defined in equa-
tion 2.13 basically remains unchanged besides the fact that the coordinate and momen-
tum vectors have a lower dimensionality. Second, one has to examine what happens
to an ultracold scattering event in quasi one and quasi two-dimensional systems. It
17One can also use magnetic traps to confine ultracold samples with reduced dimensionality. Since
these are, however, not utilized in this thesis we will not further discuss them here.
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was shown that then the definition of the scattering length a, given in equation 2.56, is
altered. Following [Bus98], the definition of the scattering lengths (a3D, a2D and a1D)
is done such that three facts remain unchanged for 3D, 2D and 1D systems
1. cot(θ) increases for increasing scattering length a (see table 2.2),
2. the two-body bound state occurs for a > 0,
3. the binding energy of that bound state is EB = ~
2
ma2 .
Similar to the case of three dimensions, we will still use a zero-range delta function
pseudo potential for the description of the interactions in lower dimensional systems and
hence Vint = g δ(r) 18. It is shown in table 2.2, that we obtain a different dependence
of the coupling strength g on the scattering length a for different dimensionalities:
g3D ∝ a3D (see section 2.61), g1D ∝ −1/a1D [Ast04, Ols98] and g2D ∝ −1/ ln(k a2D)
[Frö12, Blo75]. One can see that the two-dimensional case has a peculiar property since,
unlike in the 1D and 3D case, the scattering process does not become independent of the
wave vector k. This means that even in the low-energy limit, the interaction strength
still depends on the scattering energy.
The dependence between the coupling strength and the scattering length also has
implications on the existence of the two-body bound state since its binding energy is
defined by the respective scattering length. In three and one-dimensional systems, the
bound state only occurs for either a repulsive (g3D > 0) or attractive (g1D > 0) mean-
field interaction (see table 2.2). For two-dimensional systems, however, there is always
a bound state.
We can now also generalize the dimensionless coupling strength γ defined in section
2.4.2. Since we will use this parameter mostly for the description of two-component
degenerate Fermi gases, we replace the general wave vector k by the Fermi wave vector
kF . For the three dimensional case it makes sense to define γ3D = kF a3D as the scale
of the interaction strength. For γ3D  1 the system is considered strongly interacting.
In one-dimensional systems, this definition is slightly altered because the scattering





. In the literature this quantity is often referred to as the Lieb-Liniger
parameter [Ols03]. For two-dimensional systems, one uses γ2D = 1ln(kF a2D) ∼ g2D as the
dimensionless interaction parameter since it is proportional to the coupling strength.
2.6.2 Implications for Many-Body Physics
The changes in the two-body observables like the scattering length, the coupling strength
and the two-body bound state also have strong impact on the many-body physics of
lower dimensional systems. For example, it leads to the occurrence of a different type
of quantum degenerate phase, which is not a BEC, for a two-dimensional system of
18Note that in the three-dimensional case one should use the regularized delta function in order to
avoid unwanted divergences (see section 2.4.1).
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3D 1D 2D
phase shift cot(θ) ∝ −(ka3D)−1 cot(θ) ∝ (ka1D) cot(θ) ∝ 2pi ln(ka2D)









bound state repulsive mean-field int. attractive mean-field int. always
occurrence g3D > 0 g1D < 0 all g2D
γ γ3D = kFa3D ∼ kFg3D γ1D = 1kF a1D ∼
g1D
kF
γ2D = 1ln(kF a2D) ∼ g2D
Table 2.2: Dependence of the scattering phase shift θ, the coupling strength g, the
occurrence of the two-body bound state and the dimensionless interaction
parameter γ for a two-component degenerate Fermi gas for different dimen-
sionalities.
bosons. This phase is called the Berezinsky–Kosterlitz–Thouless or BKT phase. In
this case the ”condensate” does not have a constant phase over the whole cloud but the
phase coherence decays algebraically as a function of the distance. Consequences like
these can be rather complex and we will discuss them when necessary in the respective
chapters.
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In this chapter we will provide a brief overview of the experimental setups we use to
create and investigate ultracold atoms. The measurements performed and described in
this thesis were done using the following three different experimental setups:
The few-fermion machine, also called ”old” experiment was the first apparatus
that was set up in our group in Heidelberg starting in 2007 at the Max-Planck-Institute
for Nuclear Physics. This setup was designed for experiments with few fermionic 6Li
atoms and the measurements performed with this setup are described in chapter 4.
After the completion of the optical dipole trap, however, we performed experiments on
universal few-body physics with a three-component Fermi gas of 6Li [Ott08, Wen09,
Lom10a, Lom10b]. Since we wanted to proceed towards our goal to deterministically
prepare few-fermion samples, we felt that it made sense to build a new experimental
setup dedicated to further pursue the measurements with three-component Fermi gases
particularly in an optical lattice.
The fermionic-lattice machine, also called ”new” experiment was therefore planned
and set up in Heidelberg starting in fall 2009. It also uses 6Li atoms and its structure
and design very closely follows the few-fermion machine with only minor changes to
the vacuum chamber and the initial stages of the experiments. This setup is used for
the investigations of quasi two-dimensional Fermi gases that are presented in chapter
6.
The Spinor-BEC machine, where the measurements described in chapter 5 were per-
formed, was built in the group of Prof D.M. Stamper-Kurn at UC Berkeley. It uses
bosonic 87Rb atoms and was the update on an existing Spinor machine that was de-
commissioned in the beginning of 2009 soon before I joined their research group for one
year and 3 months as a visiting scholar.
Since the structure and the idea behind all three machines is very similar, this chapter
will start with the description of a generic sequence to obtain cold atoms and the design
goals of the cold gases machines. Afterwards, we will describe the cooling and trapping
techniques, the ways we manipulate the cold atomic clouds with static or oscillatory
fields and finally we will briefly introduce the different imaging techniques.
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The unique features of each of these machines is then presented and discussed in
detail in the respective chapter.
3.1 Design Goals and Structure
When planning cold atom experiments, the aim is to build a machine that fulfills several
simple design goals. These kind of experiments normally operate in a sequential pro-
cess of loading, cooling, manipulating and measuring cold atomic or molecular clouds.
Therefore, the setup should be stable over long periods of time and reproducible from
shot to shot. To allow the preparation and guarantee sufficient lifetimes of the ultra-
cold samples, the samples have to be very well-isolated from the environment. The
stability is generally further improved by having short experimental cycle times. This
additionally allows for better adjustments and it minimizes the time needed to measure
a large range of different parameters. All of the above mentioned goals should be met
while keeping the setup as simple as possible since this facilitates trouble shooting,
debugging and maintaining. Furthermore, this shortens the time needed to set up the
experiment.
In general, there are a few essential steps and requirements to prepare a sample of
ultracold atoms. These steps are very similar for almost all ultracold atom experiments
including the three different setups used in this thesis:
• Vacuum chamber: In order to isolate the cold samples from the environment
one needs an ultra-high vacuum chamber. Usually, the pressures are in the range
of 10−11 mbar in the main chamber where the experiments are performed.
• Oven: To cool and trap atoms inside the UHV chamber, atomic vapor needs to
be brought to the main chamber. This is achieved for example by an oven loaded
with the desired atomic species, which are most of the time alkali or alkaline
earth elements. Another possibility is to use dispensers or desorption to obtain
the atomic vapor source inside the UHV chamber.
• Dissipative precooling stage: In this stage, the hot atomic vapor coming
from the oven is laser cooled in a Zeeman slower or in a 2D magneto-optical trap.
Subsequently, these decelerated atoms are then trapped and further cooled in
a magneto-optical trap (MOT). The minimal temperature that can be reached
in this stage depends on the exact setup, the wavelength of the transition and
the polarization of the light. It is however fundamentally limited by the photon
recoil energy. In the experiments discussed in this thesis, the lowest temperatures
reached in the MOT are about 400µK for the lithium machines and about 150−
200µK in the rubidium machine. The achievable phase-space density in these
MOTs is about 10−6, which is far too low to reach the quantum degenerate regime
where the phase-space density is on the order of 1.
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• Evaporative cooling in conservative potential: In order to further increase
the phase-space density, the atoms are then usually transferred into a conservative
trapping potential provided by an optical dipole trap or by magnetic traps. Here,
the atomic clouds are further cooled by forced evaporative cooling and one can
reach the quantum degenerate regime.
• Manipulation of the ultracold sample: In the magnetic and optical traps
of variable geometries, the actual measurements are then performed. The atoms
can for example be manipulated using radio-frequency (RF) or microwave (MW)
pulses or by applying magnetic fields.
• Detection: After the manipulation we have to detect the atoms using one of
several available imaging techniques. One can for example count the number of
fluorescent photons emitted by the ultracold sample. Another possibility is to
record the shadow cast onto a CCD camera while shining a resonant laser beam
onto the atomic sample. It is also possible to obtain information about the atomic
density without destroying the sample for example by measuring the change in
the phase of a non-resonant laser beam that passes through the ultracold cloud.
• Computer control: All of the just mentioned steps need to be reproducibly
repeated over and over again with sub-millisecond time resolution in order to ob-
tain reliable results. Therefore, a computer control is necessary that sequentially
processes such a timing sequence by controlling all needed devices like lasers,
power supplies and switches using digital and analog channels.
In the remainder of this chapter we will now give a few details on how some of these
steps are realized in the setups used for measurements in this thesis.
3.2 Creation of a Cloud of Ultracold Atoms
To illustrate the details of an ultracold atoms setup, we will now go through the pro-
duction sequence of a degenerate quantum gas in the fermion lattice experiment. The
details of this procedure are already described in various diploma and master theses
[Rie10, Sim10, Boh12, Nei13] and therefore we will limit ourselves to a brief summary
of the main steps.
3.2.1 Vacuum Chamber
All experiments take place inside a UHV chamber to ensure sufficient lifetimes of the
ultracold samples. This is necessary because a collision with a room temperature
particle results in a large momentum transfer onto an ultracold atom which is thus
kicked out of the trap. The UHV chamber is shown in figure 3.1 and it consists of two
main parts: the main chamber and the oven section. In the oven section the vacuum
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Figure 3.1: The vacuum chamber of the ”new experiment”. After leaving the oven
section (right part) the atoms are trapped and cooled in the main chamber.
The Zeeman slower and MOT coils are shown in red, the Feshbach coils in
green and the red arrows depict the six MOT beams.
is about 3× 10−11 mbar due to the outgassing of the heated oven. Since we want lower
pressures in the main chamber we separate it from the oven section by a differential
pumping stage. Additionally, the walls of the octagon, which is the heart of the main
chamber, are coated with a non-evaporable getter coating that is activated during the
bake out [NEG] and further improves the vacuum. Using an ion pump (Varian StarCell
75 or 45) and a titanium sublimation pump in each section, we reach pressures lower
than 10−11 mbar in the main chamber. This is sufficient to not limit the envisioned
experiments by the collisions of ultracold atoms with the background gas particles.
3.2.2 Oven
As an atom source we use a simple heated stainless steal cup which acts as an oven
and evaporates 6Li atoms. The oven is heated to 350 ◦C to obtain sufficient flux in
the atomic beam which is collimated at an aperture before entering the Zeeman slower
drift tube. More details on the oven and its characteristics are given in [Ser07].
3.2.3 Zeeman Slower
When the evaporated atoms leave the oven they travel at an average speed of about
1500 ms . In order to catch a significant fraction of the atoms in the main chamber,
the atoms need to be slowed down. This is achieved with a Zeeman slower where a
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combination of a counterpropagating laser beam and a spatially varying magnetic field
decelerates the atoms. Such Zeeman slowers are very commonly used in cold atom ex-
periments and a detailed description can be found in standard atom physics literature
[Met99]. Their working principle is to use the momentum transfer of counterpropa-
gating photons to slow down the atoms. Due to the motion of the atoms, the atomic
transition is Doppler shifted and one applies a magnetic field to compensate for this
shift. After scattering some photons from the laser beam, the atoms slow down and
therefore their Doppler shift decreases. In order to be able to continue the deceleration
of the atoms, the magnetic field that compensates the Doppler shift with the Zeeman
effect needs to be readjusted. One can calculate that the position-dependent magnetic
field should scale with the square root of the position [Met99, Sim10].
In our experiments we use a decreasing field slower where the final part of the mag-
netic field for the Zeeman slower is provided by the MOT coils. This allows a compact
setup and leads to a very small distance between the end of the Zeeman slower and
the capture range of the MOT. This is beneficial for a high loading rate of the MOT
because then few atoms, that are slowed in the Zeeman slower, are not caught in the
MOT. After the Zeeman slower, the decelerated atoms have a velocity of about 50 ms
and we expect a flux of about 1010 atoms/s. A detailed characterization of this Zeeman
slower can be found in [Sim10].
3.2.4 Magneto-Optical Trap (MOT)
After leaving the Zeeman slower the atoms are trapped in a magneto-optical trap
which consists of a magnetic quadrupole field and six intersecting laser beams from
all directions (see e.g. [Met99]). In the MOT, the spontaneous light force is used to
trap the atoms and the slightly red-detuned laser beams dissipatively cool the atoms
to about 400µK.
In our MOT, we obtain loading rates of about 3×108 atomss when the oven is heated to
Toven = 350 ◦C [Rie10]. The maximum number of atoms we can trap in the MOT at this
oven temperature is about 1.2×109. In a typical cycle we need to load about 3−5×108
atoms to proceed with the preparation of an ultracold gas without being limited by
the number of atoms in the MOT. Therefore, the MOT loading is usually performed
for about 2 seconds when the oven is run at Toven = 350 ◦C. This rather low oven
temperature should result in a long oven lifetime of about 20, 000 hours. We measured
the one-body loss rate of atoms from the MOT, which is caused by collisions with the
background gas and obtain a vacuum lifetime of about 23 minutes in the MOT. This
indicates a very low background pressure and thus will not limit future experiments.
The details of the MOT and the just mentioned measurements are described in [Rie10].
The achievable phase-space density in such a MOT is about 10−6. This is still six
orders of magnitude away from quantum degeneracy. Even with subdoppler cooling
techniques, which are challenging to implement with 6Li, we are still not able to get
anywhere near the quantum degenerate regime. Therefore, we need to transfer the
atoms into a conservative potential where they can be cooled further using forced
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evaporative cooling.
3.2.5 Dipole Trap and Evaporative Cooling
After cooling the atoms in the MOT they are transferred to the optical dipole trap
(ODT) created by the intersection of two elliptical laser beams with a wavelength of
1064 nm [Boh12]. An ODT uses the dipole force caused by a far-detuned laser beam.
It is a second order process where the oscillating electric field of the trapping beam
induces an atomic dipole moment which in turn interacts with the light field via a
dipole potential. Similar to a magnetic dipole in an inhomogeneous magnetic field
the induced electric dipole of the atoms feels a force towards higher fields for a red-
detuned trapping beam (towards lower fields for blue-detuned laser light). Because this
is a second order process, the depth of the optical dipole potential is proportional to
the square of the electric field, hence the intensity of the trapping beam. In order to
minimize non-resonant scattering of atoms from the trapping photons we choose a large
detuning of ∆ODT = 1064 nm−671 nm = 393 nm. This comes at the price that we need
very high laser powers in order to trap the atoms directly from the MOT because the
depth of an ODT scales ∝ I/∆ODT. We therefore use a 200W continuous-wave fiber
laser from IPG photonics (YLR-200-LP-WC) to provide the necessary intensities at a
reasonable trap volume.
We transfer about 106 atoms from the MOT into the ODT. Due to the way we
ramp down the intensities of the MOT beams the atoms in the ODT are in the two
lowest Zeeman sublevels of the hyperfine state |F = 1/2〉 of the electronic ground
state. As defined in section 2.5.2 these states are labeled |1〉 and |2〉. After the transfer
to the ODT, we continue to cool the atomic sample using forced evaporation. Here
one decreases the depth of the trap to let the hottest atoms escape. Due to elastic
scattering between the remaining atoms the sample rethermalizes and its temperature
is decreased. If one has sufficiently high scattering rates the rethermalization process
is so quick that one can continuously decrease the trap depth and therefore cool the
atomic cloud. In such a way we can quickly cool the atoms from several hundred µK
to the nK temperature regime at the price that we lose a large fraction of the atoms.
Elastic collisions are essential for this method to work and therefore for reaching
low temperatures and high phase-space densities. Identical fermions have a vanishing
cross section at ultracold temperatures therefore a one-component Fermi gas can not
rethermalize during the evaporation. Since we already load a mixture of two distin-
guishable fermions (|1〉 and |2〉) into the ODT this does not limit our experiments.
Furthermore, we can make use of the broad Feshbach resonance between these two
states at 832G: Close to the resonance the scattering length is very large and therefore
thermalization occurs quickly which enables us to perform efficient evaporative cooling.
If the evaporation is done at large positive scattering length (e.g. 795G) we will form
diatomic molecules and these will eventually condense into a molecular BEC (mBEC)
if we continue to cool further. When the evaporation is done at negative scattering
length there is no molecular state accessible and we produce a degenerate Fermi gas
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(DFG). The details of the optical setup, the parameters of the ODT, the loading and
the evaporation procedure can be found in [Boh12].
These degenerate samples normally contain about 50, 000 to 100, 000 atoms in each
spin state and their temperature is on the order of 100 nK. Such systems represent the
starting point for the experiments described in this thesis.
3.2.6 Computer Control and the Sequence
In order to precisely time and control all necessary equipment and parameters we use
a real-time computer control system (ADwin Pro II). It can control 64 digital channels
with a minimal time step of 1µs. Additionally, it has 16 analog outputs and 8 analog
inputs which can be updated every 10µs. These analog channels are used to set and
control parameters like the laser power in the optical traps or the magnetic offset fields.
A digital PID-feedback loop is implemented in the real-time computer system. This
feedback has a bandwidth of up to 100 kHz and is commonly used in our experiments
to stabilize optical trap depths and magnetic fields to a high accuracy. It has the great
advantage that one can change the PID parameters and switch between open and
closed loop control with very little effort even during one experimental run [Zür09].
The timing tables for this system is generated by a LabView code written in our group
by T. Lompe [Lom08].
In order to illustrate how a quantum degenerate 6Li sample is created, we show a
simplified sketch of a timing graph of the most important analog and digital channels
for a typical experimental sequence in figure 3.2.
3.3 Manipulation Tools
After explaining how we prepare an ultracold sample, we can now start the experiments
by manipulating the internal or external degrees of freedom of the system.
3.3.1 Homogeneous Magnetic Offset Fields and Feshbach Coils
As explained in chapter 2, we can use magnetic Feshbach resonances to change the
strength and the sign of the interaction between the particles (see section 2.5.2). De-
pending on the magnetic offset field during the evaporation, we can decide if we want
to create diatomic bosonic molecules or keep fermionic atoms. As we will later see, this
is of fundamental importance for almost all performed measurements.
The magnetic offset field necessary to reach the Feshbach resonance is generated by
a pair of magnetic field coils, which we call Feshbach coils. A few properties were
important to us when we designed these coils. First, we want to be able to quickly
change the magnetic field. Furthermore, we need to reach fields up to about 1400G
in order to tune the scattering length over the full range. Additionally, we wanted to

































Figure 3.2: Illustration of the sequence to produce an ultracold gas. Shown is a timing
graph of a selection of analog and digital channels. Taken from [Nei13].
we planned and built relatively small coils that are located close to the atoms. Using
30 windings of 7mm×0.6mm Kapton-insulated copper wire, we need about 200A to
reach 1400G. We can therefore use an off-the-shelf 3.3 kW power supply from Delta
Electronika (SM 30-200). Since the inductance of these Feshbach coils is rather small
and because of the comparatively small field volume and energy, we are able to quickly
change the magnetic offset fields. While being controlled by the digital PID loop we
can change the field by about 300G in 1ms. Without feedback we can ramp about
200G in 100µs. On long timescales of several days our magnetic offset field is stable to
less than 5mG. Comparing this to the offset field of about 800G one obtains a relative
stability of 6 × 10−6. On short timescales, we obtain field stabilities of about 1mG
which correspond to a relative stability of 1× 10−6.
The used Feshbach coil design has some drawbacks: To get the coils close enough
to the atoms, they are recessed around the upper and lower high numerical aperture
window (coils are depicted in green, the reentrant viewport in light blue in figure 3.3).
Due to the limited space we could not use copper wire with an internal cooling water
channel but we rather had to glue the whole coil onto a suitable heat sink that does
not diminish the optical access (copper part in figure 3.3). The main challenge was
that the amount of heat produced by the coils is very large. Therefore, it is crucial to
provide good thermal contact between the coils and the heat sink. This was achieved
by lathing the top of the coil in order to get it sufficiently even and then gluing the bare
copper of the coil onto the bare copper of the heat sink with good thermal conductivity
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Figure 3.3: (a) Main chamber with octagon (gray), reentrant viewport (light blue),
MOT coils and their heat sink (dark blue and copper), Feshbach coils and
their heat sink (green and copper) and MOT beams (red arrows). (b)
Simulated magnetic offset field Bz,y=0,x=0(z) created by the Feshbach coils
with 30 windings at a current of 200A.
but without any electrical contact. For this we used a special diamond filled epoxy and
an involved production procedure. An old version of this procedure can be found in
[Zür09], it has however been further modified and revised since then.
The coils are mounted onto the outer part of the reentrant viewport. The mounts are
constructed such that one can adjust and lock the vertical position of each coil using a
set of screws and nuts. In order to obtain a field that is as homogeneous as possible the
position and the distance of the coils were optimized by measuring the magnetic fields
acting on an atomic cloud. In order to provide the atomic cloud with a small magnetic
confinement in the horizontal plane where the optical confinement is weakest, the coils
are placed a bit further apart than Helmholtz configuration. This leads to a weak
antitrapping in the vertical and a small trapping potential in the horizontal direction.
A simulation of the magnetic field in the vertical direction as a function of the vertical
position is shown in figure 3.3 (b). In order to make the field in the horizontal direction
as spherically symmetric and homogeneous as possible, we furthermore placed small
pieces of ferrite steel onto the heat sink of the coils. These steel pieces locally increase
the field with their permeability. By adjusting their size and position we minimize or
cancel magnetic field inhomogeneities and anisotropies at the position of the atoms. We
will later see that this cancellation of residual magnetic field gradients and curvatures
is very important because these inhomogeneities lead to dephasing and decoherence
of the cloud when radio-frequency (RF) or microwave (MW) pulses are applied. This
broadens the transition and therefore leads to a larger uncertainty in spectroscopic
measurements.
The Feshbach coil setup used in the few-fermion experiments is very similar to the
one just described. The only difference is that in this setup the used copper wire had
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a cross section of 5mm×1mm and therefore the coils only have 15 windings. This
approximately doubles the current and halves the voltage necessary to reach similar
field strengths.
3.3.2 Magnetic Quadrupole Fields and Gradients
For some measurements it is necessary to not only apply a homogeneous magnetic
offset field but also a magnetic field gradient. In our case these are applied by a set
of coils in Anti-Helmholtz configuration. Due to the magnetic moment of the atoms, a
linear gradient leads to linear potential hence a constant force onto the atoms. We use
such a gradient in both setups in Heidelberg to compensate for the effect of gravity by
applying a gradient in the upward direction.
As we will later see, such a linear field gradient is also essential in the deterministic
preparation of few-fermion samples (see chapter 4) and for the preparation of quasi
two-dimensional systems in the lattice setup (see chapter 6). In both cases the gra-
dient is used to deform the optical trapping potential such that the number of atoms
is controlled by the number of remaining states in the trapping potential that is a
combination of the optical trap and the magnetic field gradient. Furthermore, a linear
gradient is used in the tomographic measurements to resolve the single sheets of the
quasi two-dimensional traps used in chapter 6. In most cases these magnetic field gra-
dients are provided by the MOT coils, sometimes we also invert the current through
one of the Feshbach coils and thus use these to apply a magnetic field gradient.
For the experiments performed in Berkeley, magnetic field gradients are an unwanted
effect since in our experiments with spinor gases we need the field to be as homogeneous
as possible. We therefore invested a lot of time to cancel the existing gradients by using
various compensation coils. More details on this can be found in chapter 5.
3.3.3 Radio-Frequency and Microwave Pulses
Another common tool for preparing, manipulating and measuring ultracold samples
is the application of oscillating radio-frequency (RF) or microwave (MW) fields to
change the internal state of the atoms. The transition between Zeeman sublevels is
well described by a two-level system and we can thus drive Rabi oscillations between
the states. The linewidth of these transition is very narrow and therefore this technique
is well suited for precise calibrations and energy measurements (see for example [Gup03,
Chi05, Zür13a]).
We already introduced the different Zeeman sublevels and hyperfine states of 6Li
(see section 2.5.2). Most of the time we drive RF transitions between two adjacent
states of the three lowest Zeeman sublevels (|1〉, |2〉 and |3〉). These transitions occur
at a frequency of about 80MHz for magnetic fields above about 100G. Figure 3.4 (a)
shows the loss of atoms from state |2〉 when the atoms are transferred to state |3〉
with a radio-frequency pulse. From such a measurement we can deduce the transition
frequency with a relative accuracy of 11Hz/84.614732MHz = 1.30 × 10−7. At this
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Figure 3.4: (a) Determination of the |2〉-|3〉 transition frequency. From a Lorentzian fit
we can determine the transition frequency to be 84.61473MHz±11Hz with
a FWHM of 195Hz. According to the Breit-Rabi formula this corresponds
to a magnetic field of 526.692G. (b) Rabi oscillations between state |2〉 and
|3〉. We observe Rabi oscillations with a Rabi frequency of Ω = 2pi 875Hz
and a coherence time τ = 17.7± 1.9ms. Taken and adapted from [Nei13].
frequency, we can measure the population in state |2〉 as a function of the duration of
the RF pulse (see 3.4 (b)) and observe clear Rabi oscillations. These oscillations have
a coherence time of almost 20ms which is most likely limited by the dephasing through
magnetic field inhomogeneities. By adjusting the length of such a RF pulse one can
transfer population from one state to another using e.g. pi or pi/2 pulses. A different
way to transfer atoms between states is to do adiabatic Landau-Zener passages. Here,
the applied frequency is slowly ramped over the atomic transition and the atoms are
adiabatically transferred into the other state. The advantage of this technique is that
small drifts in the magnetic offset fields do not influence the transition probability and
therefore they are more stable than pi-pulses [Wen08].
The antennas that are used to apply these pulses consist of a single copper wire
loop and a small matching circuit. This circuit consists of a few of capacitors which
resonantly enhance the antenna at the desired frequency and match the impedance of
the antenna to the driving amplifier (see figure 3.5 (b) and (c)). One particular feature
of the ”new” setup is that the RF antenna is placed inside the vacuum chamber.
Therefore, the distance between the atoms and the antenna is very short and thus the
signal is not attenuated by the stainless steal vacuum chamber. We hoped that this
would significantly increase the achievable Rabi frequencies. It turned out that the way
the antenna has to be mounted through the vacuum feedthrough makes it more difficult
to resonantly enhance and match the impedance of the antenna. This in turn leads
to less current through the copper wire which limits the maximal Rabi frequencies. In
the end, the Rabi frequencies with the internal antenna are extrapolated to be about
































Figure 3.5: (a) Schematic of the RF setup. (b) Picture of the impedance and frequency
matching box used for the antenna inside the vacuum chamber (taken from
[Heu11]). (c) Antenna used in the ”old” setup outside of the vacuum cham-
ber. Its matching circuit is inside the metal box and to minimize stray fields
the twisted pair line is enclosed by a metal mesh (from [Lom11]).
larger but of the same magnitude to the ones reached in the old experiment with an
antenna outside of the vacuum chamber (Ω23 = 2pi 7 kHz [Lom11]). More details on
the RF setup in the ”new” experiment can be found in [Heu11] and on the ”old” setup
in [Lom11].
In our setups the RF and MW fields are generated by a waveform generator (either a
DDS from Analog Devices (AD9854) or an Agilent (E4421B)). To protect the antenna
and the feedthrough from overheating the signal passes through an interlock box which
turns the signal off if the generated heat in the antenna is too high [Heu11]. Subse-
quently, the RF signal is amplified, passes the matching circuit and is then applied to
the atoms by the antenna (see figure 3.5 (a) and (b)).
For some measurements we want to drive MW transitions from one of the lower three
states to the states |4〉, |5〉 or |6〉1. The frequency for such a transition is on the order
of 1GHz.
3.4 Imaging Techniques
The final step of each experimental cycle is to image the atom cloud to obtain in-
formation about the properties of the cloud. In this way one can distinguish the
state the samples are in, determine the number of atoms, their temperature and their
1Such a transition flips the electron spin. Therefore, the coupling is stronger compared to a RF
transition where the nuclear spin of the 6Li atoms is flipped.
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density. There are several standard imaging techniques used in cold gases (see e.g.
[Hig05b, Ser11a, Ser11b, Guz12]) and we will introduce the ones that we will use in
this thesis.
3.4.1 Absorption Imaging
The idea behind absorption imaging is simple2. One shines a resonant laser beam onto
the atoms and records the shadow that is created by the ultracold cloud with a CCD or
CMOS camera. We take three consecutive images: one with the atoms (Iabs) and the
imaging light, a second one without the atoms but with the imaging beam (Iref) and
the final picture without atoms and without imaging light (Ibg). From these images,
one obtains the two-dimensional optical density of the sample
ρod(x, y) = − ln T (x, y) = − ln Iabs(x, y)− Ibg(x, y)
Iref(x, y)− Ibg(x, y) , (3.1)
where T (x, y) is the relative transmission. Here, we assume that the imaging beam
propagates along the z-axis and is resonant with the atomic transition (detuning ∆ =
0). By dividing the first image by the reference image, we suppress the inhomogeneities
on the imaging beam like for example interference fringes. By subtracting the dark
image from both the actual image and the reference image we eliminate the effects of
the dark signal from the camera.
If the intensity of the imaging light is much smaller than the saturation intensity
of the imaging transition the scattering cross-section between the light and the atoms
becomes constant. In the case that we image on a closed transition with σ-polarized
light the cross-section along the magnetic field axis is given by σ0 = 3λ
2
2pi . For different
polarizations or imaging along the axis perpendicular to the magnetic field axis the
cross-section is reduced by a numerical factor because we have to consider the particular
Clebsch-Gordon coefficient.
The transmission of light through the sample in the low intensity regime (I  Isat)
is given by Lambert-Beer’s law
I(x, y) = I0(x, y)
∫
e−σ0 n(x,y,z)dz, (3.2)
where n(x, y, z) is the three-dimensional density of the atomic cloud. Using equation
3.2 and T (x, y) = I(x, y)/I0(x, y), we obtain the two-dimensional column density
n(x, y) =
∫
n(x, y, z) dz = ρod(x, y)
σ0
. (3.3)
Knowing the magnification M of the imaging system and the area A of one camera
2More details on absorption imaging, the derivation of the optical density and other relevant quan-
tities can be found in [Ott10].
51
3.4 Imaging Techniques





This means that by using absorption imaging we cannot only extract the atom num-
ber but also spatial information about the cloud if our imaging resolution is sufficiently
good. During each experimental cycle we integrate the two-dimensional optical density
along the x or the y-direction and obtain the doubly integrated optical densities. These
are fitted with a Gaussian distribution and we obtain the number of atoms and the
temperature of the gas3.
Figure 3.6: Absorption image of a ultracold cloud of 6Li atoms in the crossed beam
optical dipole trap.
Due to the absorption of photons from the imaging beam the atomic cloud heats up
very quickly which destroys the ultracold sample. As a result, we have to prepare a
new ultracold atom cloud after each imaging cycle. The images are usually taken either
while the atoms are trapped in an optical dipole or magnetic trap or after switching
off the trap and letting them escape for a time-of-flight (tof).
There are several things that we need to be careful about when we want to extract
information from absorption imaging. First, the frequency of the imaging light needs
to be resonant with the atomic transition. Second, we have to adjust the intensity
and duration of the imaging pulse. If the duration of the imaging pulse is too long
the atoms start moving during the image due to the photon recoil. This alters the
measured density distribution. We usually use pulse durations of ≤ 10µs in which
the motion of the atoms is in most cases negligible. The intensity has to be chosen
such that it is well below the saturation intensity and that the optical density of the
atomic cloud is on the order of one. If the optical density is too high or too low, the
signal to noise ratio is poor and it becomes difficult to extract meaningful information.
3Note that the obtained results are only reliable if the sample is thermal since the density distributions
of a DFG or a mBEC differ from Gaussian distribution. In these cases, a more detailed analysis is
necessary to determine the number of atoms, the temperature and the influence of the interaction
between the atoms.
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We will later see in chapter 6 that one underestimates the number of atoms if one
images at intensities which are not small compared to the saturation intensity. A more
detailed description and evaluation of these limitations can be found in [Ott10]. To
guarantee that the imaging beam is resonant with the atomic transition, we have to
precisely control the frequency of the imaging laser. The S1/2-P3/2 transition that we
use for laser cooling and imaging has a natural linewidth Γ of about 5.8MHz and a
wavelength of about 671 nm (4.47× 1014 Hz) [Geh03]. Thus the laser frequency needs
to be controlled with a relative precision of better than 10−8. We achieve this by
actively stabilizing a tunable external diode laser (Toptica DL 100) using Doppler-free
saturation spectroscopy (see e.g. in [Peh13]). All cooling and imaging lasers of both
experimental setups in Heidelberg are locked to this so-called spectroscopy laser using
beat offset locks [Sch99]. The obtained linewidth of the locked lasers are . 1MHz and
thus well below the natural linewidth. A typical absorption image of an ultracold cloud
can be seen in figure 3.6.
3.4.2 Fluorescence Imaging
In fluorescence imaging the photons scattered from the atoms are collected with a lens
and projected onto a camera. Since the photons are scattered uniformly into the full
solid angle, the signal obtained by collecting fluorescent photons with an imaging system
depends on its numerical aperture. If the intensity of the beam that excites the atoms
is significantly larger than the saturation intensity, the scattering rate between atoms
and photons becomes half the natural linewidth γ/2 = pi Γ = 18.45MHz. Additionally
to the fraction of scattered photons reaching the detector due to the finite solid angle,
we also have to take the transfer efficiency of the camera into account. This calibration
number κ can be measured by shining a laser beam of well-defined intensity and the
correct wavelength onto the camera and recording the number of obtained counts.
Given a certain exposure time we can now deduce the number of atoms in a atomic cloud
from the number of counts obtained by a camera that records the cloud’s fluorescence.
By choosing a longer exposure time, the number of collected photons increases and
therefore the signal-to-noise ratio becomes larger. This fact makes fluorescence imaging
very powerful for the detection of small atomic samples where the signal-to-noise ratio
of absorption imaging inhibits reliable results. We therefore use fluorescence imaging
to determine the number of atoms in the few-fermion samples produced in the ”old”
experiment.
To be able to use long exposure times we need to make sure that the atoms are
not lost from the sample while scattering photons. We therefore load the sample back
into the MOT. There the atoms can scatter a large number of photons without being
lost. This however leads to a loss of the spatial distribution the atoms had before.
With MOT lifetimes of up to 250 s we are able to use exposure times of up to 500ms
without significantly lowering the efficiency of the detection. We decrease the amount
of stray light that reaches the camera by making the MOT beams smaller and by
compressing the MOT with a large magnetic field gradient of about 250G/cm. Then
53
3.4 Imaging Techniques
flourescence signal [a.u.]pixel position on CCD [a.u.]
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Figure 3.7: Fluorescence signal of few fermions in the microMOT. By integrating the
signal inside the region of interest which is indicated by the yellow lines,
one can clearly count single atoms. Taken from [Zür12a].
we can count single atoms with very high fidelity in this so-called microMOT [Ser11b].
As an example, fluorescence signals for 1 to 8 atoms recorded with the few-fermion
experiment can be seen in figure 3.7. A more detailed analysis, the exact calibration
factors and the estimated uncertainties can be found in [Ser11b, Ser11a].
3.4.3 Phase-Contrast Imaging
Figure 3.8: Schematic setup of phase-contrast imaging. The light that is scattered
from the atoms (gray) obtains a small phase shift while passing through
the cloud and is then imaged in the imaging plane. There it interferes with
the unscattered light from the detuned imaging beam (red) which obtained
a phase shift of about pi/2 from the phase dot in the Fourier plane.
Another technique to extract information from an ultracold sample is called phase-
contrast imaging. Opposed to the imaging techniques explained earlier, it is a non-
destructive imaging method since it does not rely on absorption and scattering but
on the phase imprinted on the imaging beam by the sample. The signal is obtained
by interfering a beam which obtained a small phase shift φatoms while passing through
the atoms with a beam that passed through a known dielectric medium. This idea is
rather old and was originally developed by F. Zernike in the 1940s [Zer42]. In figure
3.8, the schematic idea of an imaging system for phase-contrast imaging of cold atomic
samples is shown. The imaging beam used to illuminate the sample is significantly
larger than the sample. Therefore, one can separate the incident imaging light into
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a part that is scattered from the atoms (gray) and a part that is not scattered (red).
Due to the spatially varying refractive index of the sample the scattered light spreads
and therefore the two parts of the beam have different opening angles. By adding an
imaging lens, this difference in opening angle is translated in different focal positions.
The focus of the unscattered imaging beam that was collimated before the imaging lens
is in the Fourier plane. If we now add a dielectric medium of the correct thickness and
refractive index, the phase of the unscattered beam is shifted by pi/2 with negligible
effect on the scattered beam. The interference of both parts of the beam can then
be imaged on a camera in the imaging plane. Under the assumption that the phase
shift from the phase dot is φPD = pi/2 and that the atoms only lead to a small phase
shift of the probe light (φatoms  1), one can easily show (see e.g. [Guz12]) that the
phase-contrast signal obtained on the camera is given by
|Efinal|2 / |Ein|2 ' 1 + 2φatoms. (3.5)
This means that by adding the phase dot to the setup we obtain a phase-contrast signal
which is linearly proportional to the phase imprinted on the beam by the atoms. This
is ideal to measure the properties of cold gases.
m=-1 m=0 m=+1
m=-1 m=0 m=+1 m=+2m=-2(a) (b)
1 2 3
Figure 3.9: Magnetization sensitive phase-contrast imaging. (a) Level scheme of the
relevant 87Rb levels and their relative strength for σ+-polarized light. (b)
Phase-contrast images of the same 87Rb BEC with all spins of the cloud
pointing antiparallel (1), perpendicular (2) and parallel (3) to the imaging
beam.
One can show [Hig05b] that φatoms and therefore the phase-contrast signal depends
on the density of the sample and the magnetization of the atoms if one uses polarized
imaging light. In the experiments described in chapter 5 we usually used σ+-polarized
light blue detuned (δ = −400MHz) from the F = 1 → F ′ = 2 transition. As can be
seen in figure 3.9 the coupling between the circularly polarized light and the atoms in
F = 1 strongly depends on which substate the atoms are in. For atoms in the spin
state antiparallel to the probe light (m = +1) the interaction strength is a factor of six
larger than for atoms in the spin state parallel to the probe light (m = −1). As can be
seen in figure 3.9 (b) one can measure the projection of the magnetization along the
imaging axis of a Spinor gas using phase-contrast imaging. We will later show how we
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can use several of these projection measurements to determine the three-dimensional
vector magnetization using Larmor precession or spin-echo imaging (see chapter 5).
Using phase-contrast imaging also has some drawbacks. The biggest issue is that
the signal strength is not as pronounced as it is in absorption imaging. This is usually
due to several problems. The density needed to obtain a good phase-contrast signal is
rather high, furthermore one needs to be very careful to align the 250µm size phase dot
to the correct position. Therefore, we later implemented polarization-contrast imaging
which does not rely on the use of a phase dot. In this imaging technique the signal
is generated by the rotation of the polarization of the probe light. This is achieved
by illuminating the sample with linearly polarized light. The linearly polarized light
can be decomposed into a σ+ and a σ−-component which acquire different phase shifts
when passing through the atoms. One can then measure the rotation of the probe light
by placing a polarizer rotated by 45◦ compared to the polarization of the incident probe
beam. The obtained signal is then only dependent on the spin of the sample. Opposed
to phase-contrast imaging there is no spin independent term in polarization-contrast
imaging.
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with Finite Fermi Systems
”These few grains of sand do not constitute a heap, and the addition of a
single grain never makes what is not yet a heap into a heap: so no matter
how many single grains one adds it never becomes a heap”
According to Eubulides of Miletus,
the sorites paradox [sor13]
Yet we know that heaps of sand exist and they consist of an accumulation of single
grains. This paradox illustrates the difficulties in finding the point where the description
of a system through its individual constituents can be replaced by a description of an
effective entity. In this case, the individual constituents are the grains of sand and the
effective entity is the heap. One can also put it in simpler terms and ask, ”How many
are many?”
A related question arises when investigating the theoretical description of physical
systems. This is due to the fact that for physical systems a similar transition from
the description of the single microscopic constituents to an effective description using
macroscopic quantities is usually made. This is particularly interesting because in
both limiting cases, the few and the many-particle limit, the theoretical treatment
can be greatly simplified. In the few-body limit, the complete equations of motion
that govern the behavior of each individual particle can be written down and solved.
In the opposing limit, the many-body regime which is reached for a large number
of particles, the approach of describing each single particle usually fails due to its
growing complexity. Then a transition from a discrete to a continuous description of
the system can be made. This significantly simplifies the theoretical considerations and
many examples prove that such many-body approaches are extremely successful in the
description of the macroscopic properties of large systems. The question that is related
to the initially posed paradox and that even today still remains largely unanswered is:
”How large does a system have to be in order to be well described by the many-body
solution?” One key reason why the answer to this question remains so elusive is that
in most cases the few-body approach becomes prohibitively complex to solve before its
results approach the many-body limit.
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Using Helium droplets or in the context of nuclear physics this crossover from few to
many-body physics has been experimentally investigated by measuring the emergence
of superfluidity for an increasing number of particles [Mig59, Gre98]. Our approach to
study this crossover is to use ultracold few-atom systems with tunable interactions and
with control over the particle number N on the single particle level [Ser11b]. The idea
behind our measurements is to investigate the influence of a growing number of identical
fermions onto a single impurity particle. Hence, the impurity acts as a test particle that
probes the influence of the majority particles. In our experiments, the impurity and
the majority component are two distinguishable spin states of ultracold fermionic 6Li
atoms. Therefore, the many-body limit (N → ∞) constitutes the fermionic quantum
impurity problem, where one single fermionic atom in state |↓〉 interacts with a Fermi
sea of majority atoms in state |↑〉 (see figure 4.1(c)).
Figure 4.1: From few to many. A single impurity (blue) interacting with one, few and
many fermions (green) in a harmonic trapping potential. In the many-body
case, the majority component can be described as a Fermi sea with a Fermi
energy EF. Figure and caption taken from [Wen13].
In this chapter, we will present that we can deterministically prepare few-fermion
systems that consist of a single atom in one state and a growing number N↑ of majority
atoms in state |↑〉. Starting from the two-particle system (N = 2) that consists of one
majority (N↑ = 1) and one impurity atom (N↓ = 1, see figure 4.1(a)), we investigate
systems of up to 5 majority particles. We use RF spectroscopy to measure the influence
of the repulsive interaction between the single impurity and the majority component
as a function of the number of majority atoms.
Due to the low energy scales and the elongated shape of our trapping potential, our
systems can be well-described using a one-dimensional framework [Ber03, Idz06]. For
one-dimensional systems, there are analytical predictions both for the two-particle case
[Bus98] of a single majority atom and for the many-particle limit of an infinite number
of majority atoms [McG65]. We can thus compare the measured interaction energies
to these theories. We start with a system of one majority atom and then increase
the number of majority particles one by one. In this way, we study the convergence
towards the many-body prediction of McGuire [McG65]. This means we can observe
the formation of a Fermi sea atom by atom. These measurements in the crossover
between few and many-body physics for a finite one-dimensional fermionic impurity
system are published in [Wen13].
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Outline
All the experiments described in this chapter were performed in the few-fermion ma-
chine (”old” experimental setup) in Heidelberg. We will start this chapter with an
introduction to the theoretical background of one-dimensional systems in section 4.1.
In particular, we present the theoretical predictions for one-dimensional two, few and
many-particle systems and relate the obtained results to polaronic physics. In section
4.2, we describe how we deterministically prepare and observe few-fermion samples
[Ser11b]. After introducing the measurement techniques, we present our studies of var-
ious few-fermion systems [Zür12b, Zür13a, Zür13b]. In section 4.5, we then demonstrate
how we use RF spectroscopy in the resolved sideband regime to study the crossover
from few to many-body physics with a finite fermionic impurity system [Wen13]. Some
techniques and results presented in this chapter were already published and described
elsewhere [Ser11b, Ser11a, Zür12b, Zür12a, Zür13a, Zür13b, Sal13b, Wen13]. We will
still summarize and outline these results and follow the previous notation and argu-
ments wherever it is helpful to comprehend the line of reasoning.
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4.1 Theoretical Description of Few-Particle Systems
In this section, we will introduce the theoretical framework to describe fermionic few-
particle systems. In our measurements we will investigate systems with N = 1 to 10
fermionic atoms in two distinguishable spin states. We will label these states |↑〉 and
|↓〉 and the number of atoms in each state will be denoted by N↑ or N↓. This means
the total number of atoms is given by N = N↑ + N↓. In our experiments, these spin
states are given by any two of the three lowest Zeeman sublevels |1〉, |2〉 and |3〉 of the
electronic ground state of 6Li (see figure 2.5). While fermionic atoms in the same state
are identical and thus non-interacting, atoms in different states are distinguishable and
can thus interact.
The just introduced systems are usually described by the following stationary many-
particle Schrödinger equation [Arm11](
Kˆ + Vˆtrap + Vˆint
)
Ψ(x1, . . . , xN) = EΨ(x1, . . . , xN), (4.1)







energy operator, Vˆtrap describes the trapping potential and Vˆint is the operator that
describes the interaction between the particles. This Hamiltonian is very similar to
the ones derived in chapter 2. However, in this chapter we will not use the second
quantization framework.
As explained in detail in section 2.4.1, we will again approximate the van der Waals
interaction potential by a δ function pseudo potential which reproduces the correct
scattering phase shift. This approximation will not limit any of the performed mea-
surements because the corrections due to the finite range of the interaction (rvdW ) are
usually negligible. Most of the time, we will approximate the trapping potential by a
harmonic potential. In this case, the Hamiltonian decouples into a center-of-mass term
and a term that only depends on the relative distances between the particles. Because
the interaction potential only depends on this relative distance, one can easily solve
the center-of-mass term which is not affected by the interparticle interaction. This
decoupling simplifies the solution of equations like the one given above (equation 4.1),
especially for the case of two particles. The harmonic approximation of our trapping
potential is usually very good but for some measurements we have to consider the small
anharmonicities of our trap. As shown in [Sal13b], this anharmonicity can lead to a
coupling between the center-of-mass and the relative motion.
In section 4.2, we will show that our trap is cigar-shaped and well-described by
a harmonic potential. We label the harmonic trapping frequencies ωr for the radial
direction and ωz for the axial direction1. Often we will also need the harmonic oscillator
lengths ai =
√
~/(mωi), which can be obtained from the trapping frequencies ωr and
ωz. The aspect ratio η of our trap is about 10 : 1 (η = ωr/ωz ≈ 10). Due to this
1In some calculations we will use ωax or ω‖ instead of ωz. For the radial direction we will also use
ω⊥ instead of ωr
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large aspect ratio, we can actually use the one-dimensional framework to describe our
few-particle systems if all energy scales (potential, kinetic and interaction energies) are
small compared to ~ωr. For our systems, this is usually fulfilled because we only occupy
the lowest axial states in the trap and the interaction energy is generally on the order
of . ~ωz.
We will now introduce the one-dimensional description of ultracold atoms and deduce
the one-dimensional coupling strength g1D. Then we will investigate the interacting
two-particle system which consists of one spin up (|↑〉) and one spin down particle
(|↓〉). Afterwards, we will try to describe systems with more than two particles and
finally investigate the case of an infinite number of spin up particles that interact with a
single impurity particle (|↓〉). At the end of this section, we will then relate and compare
the obtained results to polaronic physics in two and three-dimensional systems.
4.1.1 From 3D to 1D Interaction
The few-particle systems we produce and investigate in this chapter are quasi one-
dimensional. This influences the scattering processes between atoms and hence the
interactions in these systems. We will therefore follow the reasoning laid out in [Ols98,
Ber03, Idz06] and derive the one-dimensional coupling strength for a quasi one-dimensional
system from the three-dimensional scattering length a3D2.
For a zero-range interaction potential and for a harmonic trap, it was shown in





1− C a3D/ar , (4.2)
where C = −ζ(1/2) = 1.46 . . . , ζ(x) is the Riemann zeta function, a3D is the three-
dimensional scattering length, ar =
√
~/(mrωr) is the harmonic oscillator length and
mr = m(6Li)/2 is the reduced mass. From equation 4.2, it is easy to see that g1D diverges
for ar = C a3D. This scattering resonance is usually referred to as a confinement-
induced resonance (CIR) and occurs when the scattering length a3D is of the order of
the harmonic oscillator length ar in the tightly-confined radial direction.
For 6Li atoms and the parameters of our confining potential, the CIRs occur between
660G and 780G dependent of the states involved. The behavior of the one-dimensional
coupling strength as a function of the magnetic field for all scattering channels is shown
in figure 4.2. Similar to the three-dimensional case, the scattering resonances allow us
to freely tune the interaction strength of the system to almost arbitrary values by ap-
plying a magnetic offset field. Such confinement-induced resonances have already been
studied using ultracold gases. Most of the time these measurements were performed
with bosonic systems [Kin04, Hal09, Hal10a, Hal10b], but there were also some investi-
gations using fermions [Mor05, Lia10]. We usually prepare non-interacting few-fermion
2In order to avoid confusion, we will explicitly state if we are considering the one or three-dimensional
quantities.
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systems in the motional ground state of the trap at the zero crossings of the coupling
strength which occur between about 500G and 600G. The repulsive interactions are
then introduced by increasing the magnetic field towards the CIRs.
Figure 4.2: Magnetic field dependence of the one-dimensional coupling strength for
a quasi one-dimensional system of 6Li atoms in our trapping potential.
All possible scattering channels (|1〉-|2〉,|1〉-|3〉 and |2〉-|3〉) exhibit a broad
confinement-induced resonance (CIR). The resonance positions are given in
the graph. To obtain g1D we used equation 4.2 with ar = 0.49µm and the
scattering lengths as given in [Sca].
It is very instructive to analyze a one-dimensional system of two distinguishable
particles (N↑ = N↓ = 1, see figure 4.3) in a harmonic trap across a CIR when the atoms
are in the motional ground state. This kind of system can be solved analytically and one
can calculate the wave function and the energy for arbitrary interaction strengths g1D
[Bus98, Idz06]. As we will later see, this relatively simple system qualitatively shows
most of the relevant effects and phenomena necessary to gain a deep understanding of
one-dimensional few and many-body systems.
4.1.2 The Two-Particle System
Let us consider a one-dimensional system consisting of two distinguishable particles
(N↑ = N↓ = 1, see figure 4.3) interacting through a δ-function contact interaction in
a harmonic trap. Following the notation of [Idz06], the Hamilton operator for such a
system has the following form
















+ g1D δ(z1 − z2), (4.3)
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Figure 4.3: Two-particle system consisting of one particle in state |↑〉 and one particle
in state |↓〉 without interaction.
where z1 (z2) is the position of the first (second) particle. The first term describes
the kinetic energy, the second one describes the potential energy in the harmonic trap
and the last term denotes the zero-range contact interaction with the coupling strength
g1D. Because the interaction term only depends on the relative distance between the
two particles we can separate the Hamiltonian into a center-of-mass (COM) and a
relative motion term. The COM coordinate is given by R = (z1 + z2)/2 and the
relative coordinate by z = z1 − z2. The COM part of the Hamiltonian looks like
a single non-interacting particle of mass M = 2m in a harmonic potential and can
therefore be solved easily. If we prepare non-interacting particles in the ground state
of the trap, then the COM wave function will be described by a Gaussian. Even if we
introduce interparticle interactions, this part will not be affected. This means that in
the following we only have to consider the part of the Hamiltonian which depends on
the relative distance between the particles. This part is given by








2 + g1D δ(z), (4.4)
where mr = m/2 is the reduced mass.
It is useful to continue the calculations in dimensionless variables and therefore we
write all energies in terms of ~ωz and all lengths in terms of az =
√
~/(mrωz). By
expanding the wave function into a complete set of orthogonal harmonic oscillator
functions (see [Bus98, Idz06]), one can find an implicit relation for the relative energy





Γ(−E/2 + 1/2) , (4.5)
with E ≡ ∆E = E − E0, where E is the total energy of the relative motion, E0 is the
energy of the zero-point motion and Γ(x) is the Euler gamma function.
Figure 4.4 shows the resulting energies of the lowest eigenstates as a function of
the one-dimensional coupling strength g1D (solid blue lines). For g1D > 0 the ground
state is given by the repulsive branch and for g1D < 0 by the attractive branch. The
CIR is located at 1/g1D = 0. The binding energy of the two-body bound state for
g1D < 0 (attractive branch) increases for more attraction and diverges at the CIR. It
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Figure 4.4: Relative energy ∆E = E of the eigenstates of the two-particle system in
a harmonic trapping potential. For a true one-dimensional system (solid
blue line), the energy of the eigenstates is calculated according to equation
4.5 [Bus98]. The relative eigenstate energy for a three-dimensional system
with an aspect ratio η = 10 is calculated according to [Idz06] and is shown
as a dashed red line.
is important to note that in the true one-dimensional case this molecular state never
crosses the CIR and is only defined for g1D < 0 (see also section 2.6.1). We are going
to perform most of our experiments on the repulsive branch and in the following we
will therefore investigate it in more detail. First however, we are going to compare
the results we just obtained using the 1D framework with a quasi 1D calculation of a
three-dimensional harmonic trapping potential with an aspect ratio of η = 10.
Two Interacting Particles: 1D vs. 3D
It is also possible to calculate the eigenenergies of a three-dimensional system3 trapped
in a harmonic oscillator potential with an aspect ratio η = 10. This calculation is
explained and performed in [Idz05, Idz06, Zür12a]. Using the relation between the
three-dimensional scattering length and the one-dimensional coupling strength given
in equation 4.2, we can also obtain the relative energy as a function of g1D. The
resulting eigenenergies for this anisotropic 3D system are shown in figure 4.4 as red
dashed lines.
One observes that the difference between the 1D theory and the anisotropic 3D
description is relatively small. The attractive branch of the 3D theory is only well
described by the 1D calculation if the binding energy is small, i.e. smaller than ~ωz.
3For the 3D case, the δ function in the interaction term needs to be regularized in order to avoid
divergences (see section 2.4.1).
64
4 From Few to Many: Experiments with Finite Fermi Systems
For large attractive interactions g1D → −∞, the molecular state is very deeply bound
and the influence of the tight confinement in the radial direction decreases. In the
limit of very large binding energies, one recovers the isotropic 3D solution and thus
the one-dimensional theory is not a good approximation anymore. For the repulsive
branch, the 1D theory agrees very well with the 3D model and the relative difference
between both theories is below 1%4. This means that for experiments involving the
repulsive branch we can simply describe our experimentally realized systems by the 1D
theory. We will now present the predictions made by the one-dimensional framework
and later we will use these results to describe and interpret our experimental data.
The Repulsive Branch of a 1D Two-Particle System and Fermionization
Figure 4.5: (a) Relative wave function of two interacting fermions (blue) and two iden-
tical fermions (green) in a 1D harmonic potential. For diverging cou-
pling strength (g1D → ∞), the probability to find the two distinguishable
fermions at the same position vanishes. In this case, the square modulus of
the spatial wave function of two distinguishable fermions becomes the same
as for two identical fermions. (b) The blue line shows the energy of the
lowest repulsive branch of two interacting fermions in state |↑↓〉 as a func-
tion of the coupling strength g1D. The green line shows the energy of two
identical fermions in state |↑↑〉 and it crosses the energy for two interacting
particles at the CIR. Figure and caption taken and adapted from [Zür12b].
For increasing repulsive interaction, the energy of the repulsive branch increases and
for diverging coupling strength 1/g1D → 0+, the gain in relative energy is exactly ~ωz
4For higher excited states, the agreement decreases and the largest deviations are observed right at
the CIR.
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(see figure 4.5(b)). This means that at this point the energy of the two distinguishable
interacting particles (in our case |↑↓〉) is equal to the energy of a system that consists
of two identical fermions (|↑↑〉, see figure 4.5). This limit is called fermionization and
was introduced several decades ago by Girardeau [Gir60] for the description of one-
dimensional strongly repulsive bosons. Girardeau found that for 1D systems one can
map a strongly interacting gas of bosons onto a system of non-interacting identical
fermions5. For two distinguishable fermions, this mapping is not only correct for the
energy of the system but is also true for the modulus square of the wave function (see
figure 4.5). The wave function of the relative motion for this interacting two-particle
system can be analytically calculated. Following [Gir10], one obtains
ψrel(z) = DE(z), (4.6)
where ψrel is the wave function of the relative motion, E is the relative energy used in
equation 4.5 and DE are the parabolic cylinder functions. The relative wave function
for a non-interacting system of distinguishable fermions is simply given by the lowest
harmonic oscillator eigenstate. If we introduce a repulsive interaction (g1D > 0), the
particles start to repel each other. As a consequence, the probability of finding both
particles at the same location (z = 0) decreases. This can be seen by the cusp that
develops in the relative wave function shown in figure 4.5(a) as a blue line for g1D >
0. At the CIR, the probability to find both particles at the same position vanishes
(ψrel(z = 0) = 0) and the modulus square of the wave function becomes identical to
the one for two identical fermions (green line in figure 4.5(a)).
The repulsive branch does not end at the CIR but crosses it and becomes an excited
state of the system. This regime above CIR is called the super-Tonks regime [Hal09]
and the interaction is often referred to as super-repulsive since the state is a continu-
ation of the repulsive branch but is located on the attractive side of the CIR. As can
be seen in figure 4.5(b), the system gains 2~ωz of interaction energy if one follows the
repulsive branch deep into the super-Tonks regime g1D → 0−. There, the wave func-
tion of the relative motion becomes identical to the second excited harmonic oscillator
wave function (see figure 4.5(a)). In this regime, the energy of this super-repulsively
interacting system is twice as large as the energy of a system of identical fermions
(|↑↑〉).
4.1.3 Few-Particle Systems
We will now consider few-fermion systems with more than two particles. The systems
we investigate are still harmonically trapped, quasi one-dimensional and the interac-
tions between atoms in different spin states are well-described by a zero-range pseudo
potential. For N > 2, more than one atom will be in the same spin state and the
5In principle, this mapping between bosons and fermions for one-dimensional systems also works for
intermediate coupling strengths. There however, the mapping does not significantly simplify the
description of the system.
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non-interacting ground state of the system is formed considering the Pauli exclusion
principle for the identical fermions. This means that, for vanishing interactions, iden-
tical fermions will be located on different harmonic oscillator levels (see for example
figure 4.6). Using the one-dimensional description, these kind of N -particle systems
are described by the following Hamilton operator















δ(zi − zj), (4.7)
where zi are the spatial coordinates of the particles. For more than two particles there
is no analytic solution for this Hamiltonian for arbitrary interaction strength g1D. How-
ever, in recent years a strong effort was made to theoretically investigate these few-
fermion systems using a vast amount of different approaches, like exact diagonalization
or basis set expansion approaches [Mor04, Kes07, Gha12, Gha13, Sow13, Vol13, D’A13,
Deu13, Cui13], Quantum Monte-Carlo techniques (QMC) [Bug13, Ast13], multiconfig-
urational time-dependent Hartree methods (MCTDH) for fermions [Bro13], analyti-
cal approximations and semi-analytical methods [Gir10, Ron12, Bro12, Bro13, Lin13].
These studies focused on various different subjects: the repulsive branch, fermion-
ization of distinguishable fermions for more than 2 particles, spin correlations in the
super-repulsive regime, differences between 1D and anisotropic 3D models, comparisons
between numerical and analytical models, tunneling dynamics of few-fermion systems
and attractively interacting systems.
The Three-Particle System
We will now start the description of few-fermion systems with N > 2 by considering
the simplest non-trivial of these systems: the three-particle system with N↑ = 2 and
N↓ = 1.
Figure 4.6: Three-particle system consisting of two identical fermions in state |↑〉 and
one atom in state |↓〉 without interaction.
This particular system, which is sketched in figure 4.6, has already been thoroughly
investigated by theorists (see for example [Mor04, Kes07, Gha12, Bro13, Gha13, Bug13,
Lin13, Vol13, D’A13]). The eigenenergies calculated using various different approaches
as a function of the one-dimensional coupling strength g1D between the distinguishable
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particles6 are shown in figure 4.7.
Figure 4.7: Comparison of the eigenenergies of the three-particle system calculated with
various methods ([Gha12, Blu12, Bro13, Bug13]). For three particles the
gain in energy when going from the non-interacting system to diverging
coupling strength on the repulsive branch is 2~ωz. In the super-Tonks
regime, the repulsive branch maximally reaches 4~ωz for g1D → 0−. The
agreement between 1D and anisotropic 3D theory is again very good. One
should note the large number of states, which include a two-body bound
state, whose binding energies diverge for 1/g1D → 0−. These states cross
the repulsive branch slightly above the CIR.
Due to our preparation scheme we are interested in the state with minimum energy
for g1D → 0+. The gray data points in figure 4.7 are the eigenenergies of the systems
with odd parity and they were calculated using a basis set expansion approach [Gha12].
The structure of the eigenenergy spectrum is qualitatively similar to the two-particle
case. There is a repulsive branch with energy ∆E = 0 for g1D = 0. The energy of this
state increases for increasing repulsive interaction. At the CIR the energy of this state
reaches 2~ωz and thus the energy of the system is equal to the energy of a systems of
three identical fermions (all in state |↑〉) for a true one-dimensional system. This means
that for N > 2 the concept of fermionization persists at least with respect to the energy
of the system. The repulsive branch, calculated with the 1D theory (gray points), is
again in very good agreement with the calculations for an anisotropic 3D system with
an aspect ratio of η = 10 (red line in 4.7). The relative deviations between both
6The identical particles only obey the Fermi-Dirac statistic and do not interact at ultralow temper-
atures.
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approaches is . 2%. The finite-range theory developed by D. Blume [Blu12] (shown
as the light blue dash-dotted line) and the MCTDH calculation [Bro13] (dashed green
line) are also in good agreement with the 1D theory. The eigenenergies calculated with
the variational quantum Monte Carlo approach (vQMC) qualitatively follow the same
behavior but these calculations show some deviations from the other models.
Similar to the two-particle case, there is also an attractive branch. For small attrac-
tive interaction, the agreement between 1D theory (gray points) and anisotropic 3D
model is again reasonable. Additionally, there is a multitude of states which include a
two-particle bound state. In [Gha13], these states are referred to as ” ’diving states,’ re-
flecting the fact that the 1D δ function potential with negative g1D supports a two-body
bound state.” It is important to note that for the anisotropic 3D theory and thus also
for our experimental systems these states are not restricted to attractive interactions
but also extend onto the other side of the CIR, where g1D > 0. These states, which
accumulate in the vicinity of the CIR, open inelastic loss channels because the particles
can access lower-lying bound states by three-body recombination. This process releases
so much kinetic energy that the atoms leave the trap. These inelastic three-body events
were not possible in a two-particle system. In our experimental studies, we notice that,
in agreement with this theoretical few-particle prediction, the inelastic loss probability
close to the CIR increases strongly for increasing N .
There is also another type of states that has no equivalent in the two-particle system.
The eigenenergies of these states have a similar dependence on the coupling strength
g1D as the repulsive branch. However, for g1D → 0+ their energy ∆E does not ap-
proach 0. For more than two particles, there are different ways to adjust the symmetry
between the different particles. For the two-particle system, there is only the totally
antisymmetric or the totally symmetric spatial wave function. For N > 2, there are
also states with mixed spatial symmetry. These states influence the wave function of
the system at the CIR because at this point all states, no matter which exact symme-
try they have, are degenerate in energy. Therefore, the state which is reached when
adiabatically increasing the interaction strength and following the repulsive branch all
the way to the CIR is not the fully ”fermionized” one7, which was predicted in [Gir10].
It is actually a combination of the different orthogonal states that are degenerate for
g1D → ∞ [Gha13, Vol13]. This also explains why the fermionized wave function is
indeed an eigenstate of the problem at the CIR. It is however not the wave function
that is reached when gradually increasing the interaction strength on the repulsive
branch [Gha13]. The energy of all these systems, independent of their symmetry, is
still fermionized, i.e. it becomes equal to the energy of a state consisting of N identical
fermions. The reason why the fermionized wave function works for the two-particle
system is that for only two particles all states have either a totally symmetric or a
totally antisymmetric spatial wave function.
7More details about this and the definition of the fermionized wave function can be found in [Gha13].
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More Than Three Particles
There are different classes of few-fermion systems with more than three particles. These
different types are shown in figure 4.8 and depending on the total number of particles
and the number in each spin state, one can obtain impurity, balanced or imbalanced
systems.
Figure 4.8: Few-particle system with N ≥ 3. There are different types of few-fermion
systems for N > 3. (a) Impurity system: For N↓ = 1 the systems consist of
a single impurity particle in state |↓〉 and N − 1 majority particles in state
|↑〉. (b) Balanced system: For an even number of particles the system can
have the same number of atoms in both states N↑ = N↓ = N/2. (c) Other
imbalanced systems: For N↓ > 1 and N↑ 6= N↓, the system is neither an
impurity system nor a balanced system.
Some of these configurations have already been theoretically investigated (for exam-
ple in [Bro12, Gha13, Bro13, Bug13, Vol13, Lin13, Sow13]). The obtained eigenener-
gies of these systems exhibit a structure which is qualitatively similar to the one of the
three-particle system. There is again an attractive branch and an even larger amount
of states which include a bound state whose binding energy diverges close to the CIR.
Therefore, the stability of the experimental realization of these systems is expected to
become even smaller for growing N . There is also a repulsive branch and for g1D →∞
the energy of this state again fermionizes to the energy of N identical fermions. For
N > 3, there are even more states that become degenerate at the CIR and which have
different symmetries [Gha13, Vol13].
For the measurements presented in this thesis, we are most interested in the repul-
sively interacting impurity systems (see figure 4.8(a)) and later we will compare our
experimentally observed data to the calculated eigenenergies of these systems.
4.1.4 The Many-Body System
We will now consider the many-body limit, where a single impurity atom (N↓ = 1)
interacts with an infinite number of majority atoms (N↑ →∞). We will slightly adjust
our notation and define N = N↑. This means the total number of atoms in our system
will now be (N + 1). This is done in order to be able to use the same notation as
70
4 From Few to Many: Experiments with Finite Fermi Systems
in [Ast13, Wen13]. For a one-dimensional system in a harmonic trap, this system is



















δ(zi − z0), (4.8)
where z0 is the position of the single impurity atom, z1 to zN are the spatial coordinates
of the N majority atoms, ωz is the harmonic trapping frequency and g1D is the one-
dimensional interaction strength.
The Homogeneous Case
This problem can be analytically solved for a one-dimensional homogeneous system,
i.e. ωz → 0. Using the Bethe ansatz, J. McGuire was able to obtain an analytical
solution for repulsive and attractive interactions in his seminal publications in the
1960s [McG64, McG65, McG66]8.
Using the line density ρ = kF/pi, where kF is the Fermi wave vector of the majority










Following the derivations of [McG65] and rewriting his results using γ, we obtain the
following analytical form for the rescaled interaction energy of the (N + 1)-particle
system
















where EF = ~2k2F/(2m) is the Fermi energy of the majority component.
This equation is valid both for attractive (γ < 0) and for repulsive (γ > 0) interac-
tions and the resulting normalized interaction energy ∆E/EF is shown in figure 4.9 as
a function of γ. One again obtains a repulsive (orange line) and an attractive branch
(green line) similar to the few-body cases. The attractive branch tends to −∞ for large
attractive interactions (1/γ → 0−). The repulsive branch again increases in energy for
increasing repulsions between the atoms. For diverging coupling strength (1/γ → 0+),
the energy reaches the Fermi energy of the majority component, which means that the
energy of the system is the same as for a system of (N + 1) identical fermions. This
means that even in the many-body limit for an infinite number of majority particles
the concept of fermionization for the energy still persists. This was already understood
by McGuire, who notes in [McG65]: ”This result would be anticipated from the work
of Girardeau [Gir60], who showed that particles interacting with infinite strength delta
8We will now, however, not use the notation used in [McG65], but follow the notation and definitions
used in [Ast13, Wen13].
9This quantity is often called Lieb-Liniger parameter.
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Figure 4.9: Normalized interaction energy as a function of the interaction parameter γ
as predicted by McGuire [McG65].
function potentials in one dimension have a Fermi-like ground state independent of
statistics.”
The expression for the interaction energy, derived by McGuire and given in equation
4.10 only describes the ground state of the system. Therefore, it does not provide us
directly with a solution of the repulsive branch in the super-Tonks regime. In [McG65],
he does, however, also derive the effective mass m∗ of the impurity particle and with


























The effective mass m∗ describes the fact that due to the interaction with the medium
the impurity becomes dressed with excitations of the surrounding particles. Thus, the
impurity and its interactions can be described as an effective free particle of mass m∗.
The effective mass divided by the bare mass of one fermion as a function of the repulsive
interaction strength γ is shown in figure 4.10. As expected, the effective mass m∗ is
equal to the bare mass m for weak interactions. For increasing repulsion, the effective
mass grows and diverges for diverging coupling strength γ → +∞.
There are also other calculations that reproduce the analytic results of McGuire
using different methods. In [Gir09], they use an ”approximate method developed in
the three-dimensional case, where the Hilbert space for the excited states of the N
fermions is restricted to have at most two particle-hole pairs” and recover the pre-
dictions by McGuire. The calculations of [Gir09] were performed to investigate the
validity of their approximative method for the three-dimensional case. In three dimen-
sions, the system consisting of one impurity immersed in a sea of fermions is generally
treated in the quasiparticle picture of a Fermi polaron. Although one does not ex-
pect a well-defined quasiparticle operator for a one-dimensional system [Gua13], it is
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Figure 4.10: Effective mass m∗ divided by the bare mass m as a function of the dimen-
sionless interaction parameter γ as given in equation 4.11.
still interesting and instructive to relate the one-dimensional Fermi impurity problem
[McG65, McG66] to the polaronic physics in two and three-dimensional systems (for
example [Pro08a, Pro08b, Sch12a, Mas13]). This is particularly relevant since only
recently Fermi polarons (both attractive and repulsive) were experimentally observed
in two and three-dimensional systems [Sch09, Koh12, Kos12]. In the next section, we
will therefore investigate this relationship and try to work out the similarities and the
differences between one and higher-dimensional systems.
4.1.5 Connections to Polaronic Physics and Higher Dimensions
In the many-body case, where a single impurity is immersed in a Fermi sea of majority
atoms we have only considered the one-dimensional theory so far. Due to the integra-
bility of this one-dimensional problem, an analytical solution can be found [McG65].
For two and three-dimensional systems, such an analytical solution does not exist. Still,
these fermionic impurity systems are of high interest in several fields of physics since
the scattering on impurities and imperfections can strongly influence the behavior of
solid state and condensed matter systems. Landau [Lan33] and Pekar [Pek46] already
proposed that quasiparticles called polarons could be used to explain the properties
of electrons inside a dielectric medium [Mas13]. Such a polaron can be thought of as
an impurity which is dressed by the collective excitations of the surrounding medium.
The description of impurity systems with polaronic quasiparticles was later extended
to the fermionic quantum gases [Pro08a, Pro08b]. Since the first observation of Fermi
polaron-like behavior in highly-imbalanced Fermi gases [Sch09], a large amount of both
theoretical [Mas11, Sch12a, Mas13] and experimental work [Kos12, Koh12] has been
dedicated to investigate such fermionic quantum impurity systems in two and three
dimensions.
As shown in figure 4.11, the polaronic quasiparticles exist for both attractive and
repulsive interactions. The energy of the repulsive polaron increases for increasing
interaction strength. This repulsive polaron (shown in figure 4.12(a) as a red band and
in (b) as a solid red line) is the higher dimensional equivalent of the repulsive branch
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Figure 4.11: Possible states in a two or three-dimensional system of an impurity im-
mersed in a Fermi gas. Figure and caption taken and adapted from
[Mas13].
that we discussed earlier for one-dimensional systems. In the attractive case, one
observes an attractive polaron up to a critical strength of the interparticle interaction.
Then the impurity chooses to form a molecule with one of the majority particles. As
shown in figure 4.12, a system which includes such a molecule and holes in the Fermi sea
is located between the repulsive and attractive branch. This molecule-hole continuum
leads to a finite lifetime of the repulsive polaron. Besides the interaction energy and the
lifetime, there are also other characteristic quantities of the polaron, like the effective
mass and the quasiparticle residue. The polaronic quasiparticle behaves like a free
particle with mass m∗. According to [Sch10], the quasiparticle residue is related to the
effective mass and quantifies the fraction of the bare impurity which is contained in the
quasiparticle at momentum k .
b

















Figure 4.12: (a) Spectral function versus the interaction strength for a two-dimensional
Fermi impurity system. Taken from [Sch12a]. (b) Excitation spectrum of
a three-dimensional system of fermionic 40K impurities in a bath of 6Li
atoms. Taken from [Mas13].
There is however a significant difference between the just described two and three-
dimensional polaronic systems and the quantum impurity system in one dimension.
While, for both 2D and 3D, these systems are described using Landau’s Fermi liquid
theory, this description breaks down for a one-dimensional system [Voi95]. Therefore,
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there is no well-defined quasiparticle operator [Gua13, Mas13] for a homogeneous one-
dimensional system. Still, for weak attractive and repulsive interactions even in the 1D
case, the dispersion relation of the interacting impurity particle can be described by a
free particle with an effective mass m∗ (see figure 4.10). This shows that at least some
polaron-like behavior persists even in one-dimensional systems.
4.2 Deterministic Preparation of Few-Fermion Systems
In this section we will present our ability to deterministically prepare samples consisting
of few fermionic 6Li atoms with full control over their motional quantum state.
As illustrated in figure 4.13 (a), the idea behind our preparation scheme is to control
the number of atoms by controlling the number of states present in a small volume
optical dipole trap which we call the microtrap. This is possible because according to
the Pauli exclusion principle only one fermionic atom per spin state can occupy each
level of the microtrap.
Following [Ser11b, Ser11a, Zür12b, Zür12a], we will now go through the individual
steps and introduce the techniques we use to prepare few-fermion samples with a very
high reproducibility. To measure the success of our preparation technique, we define
the preparation fidelity f as the number of realizations with the planned outcome Np
divided by the total number of prepared systems Nt. The goal is to obtain a fidelity
f = Np
Nt
as close to unity as possible.
Figure 4.13: (a) In our preparation scheme, we control the number of particles by con-
trolling the number of bound states in our microtrap. (b) In order to have
no unoccupied states in the lower levels of the microtrap, the energy E of
the fermionic systems must be significantly smaller than the Fermi energy
EF . This is achieved by using a highly degenerate Fermi gas where the oc-
cupation probability of the low-energy region tends to unity for T/TF → 0.
Taken from [Zür12a].
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4.2.1 The Cold Atoms Reservoir Trap
In order to load atoms into the microtrap we need a reservoir of cold atoms. These
fermionic atoms obey the Fermi-Dirac statistics. Hence, the occupation probability
P (E) of the trap levels both in the reservoir and in the microtrap is given by the
corresponding distribution function for fermions (see figure 4.13 (b) and equation 2.19).
For a state with E  EF the Fermi-Dirac distribution function and thus the occupation
probability approaches 1 for T  TF . We do not want unoccupied trap levels far below
the Fermi energy for our final sample inside the microtrap because this would limit
the fidelity f for the preparation of few-fermion systems. Therefore, the reservoir has
to be sufficiently cold in order not to be limited by these thermal excitations. We
will later show that for this, it is sufficient for the reservoir to have a degeneracy of
about T/TF ≈ 0.5. Furthermore, the sample should be large enough so that it is not
significantly disturbed by the presence of the small volume microtrap. We achieve these
requirements by using a large volume optical dipole trap created by the intersection of
two focused laser beams red-detuned from the atomic transition.
In chapter 3, we explained how we produce an ultracold sample in such a crossed-
beam optical dipole trap and the reservoir used to fill the microtrap is created in a
very similar fashion10. The waist of the trapping beams is 40µm, they intersect at
a crossing angle of about 15◦, the trapping laser has a wavelength of 1070 nm and
therefore the final trap is cigar-shaped and the long axis lies in the horizontal plane.
Using a sequence similar to the one shown in figure 3.2 with the final optical evaporation
at 300G, we obtain a two-component degenerate Fermi gas consisting of atoms in
state |1〉 and |2〉 with about 20 000 atoms per spin state. At the final trap depth
the trapping frequencies are ωr = 2pi 370Hz and ωz = 2pi 34Hz in radial and axial
direction, respectively. The temperature of the atoms in the reservoir is T . 250 nK
which corresponds to T/TF ≈ 0.5.
4.2.2 The Microtrap
The next step in the preparation of a few-fermion system is the transfer of a small
fraction of atoms from the reservoir trap to the microtrap.
Design Criteria
In order for our preparation scheme (see figure 4.13(a)) to work, it is necessary to
control the depth of the microtrap with significantly higher precision than the level
spacing in the microtrap. The precision with which we can control the trap depth is
given by the relative intensity stability of the microtrap beam. Using a well adjusted
PID loop [Ser11a, Zür12a], we can reach relative intensity stabilities of about 10−3. A
10The main difference is that the reservoir is created by the intersection of two round laser beams and
not by elliptical ones as described in chapter 3. More details on the initial cooling and trapping
stages used in the ”old” experiment can be found in [Ser11a, Ser11b, Zür12a].
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deterministic preparation therefore only becomes possible when the level spacing of the
microtrap is sufficiently large. Therefore, we need to understand how the level spacing
changes with the size of the focus. For a single beam optical dipole trap like ours, the





) of the trapping beam. According to [Gri00, Zür12a], such an optical trap can











where V is the trap depth and m is the mass of a 6Li atom. It is now easy to see that
the level spacing ~ω increases for smaller waists w0. This means that it is beneficial
for the preparation fidelity to have a focal waist which is as small as possible.
The Microtrap Setup
When designing an optical setup one has to bear in mind that a smaller focus requires
a more elaborate design, a more precise manufacturing procedure and a more careful
alignment of the focusing objective. Therefore, we chose a setup which is able to create
a focus with a waist w0 ≈ 1.8µm and this represents a reasonable compromise between
price, effort and achievable spot size. Figure 4.14 shows the objective with a numerical
aperture (NA) of about 0.36 which created the microtrap that was used to record the
data described in this thesis11. A detailed description of the design, construction and
characterization of this objective can be found in [Ser11a]. It consists of an aspheric
lens (f = 40mm from Thorlabs) and a meniscus lens (f = 800mm from JML Optical),
which compensates for the fused silica vacuum window with a thickness of about 6mm.
As illustrated in figure 4.14, the long axis of the microtrap is in vertical direction
since we use the high NA reentrant viewport on the upper side of the main chamber.
Therefore, the microtrap is perpendicular to the large volume reservoir trap whose long
axis lies in the horizontal plane.
Loading of the Microtrap
We adiabatically ramp on the microtrap potential to transfer the atoms from the reser-
voir trap to the microtrap. To minimize the induced heating by the change of the
potential shape we use a quadratic increase of the microtrap depth as a function of
time. The timescale for this ramp τ is chosen such that it is significantly longer than
the inverse trapping frequency (τ  1/ω) and usually the complete ramp to full power
takes about 120ms. More information about and a quantitative analysis of the adia-
baticity criterion can be found in [Ser11a]. During this intensity ramp the magnetic
11After the data presented in this thesis had been taken, the setup moved into the new labs at the
University of Heidelberg and subsequently we implemented a new microtrap setup with an even
smaller spot size [Ber13].
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Figure 4.14: Schematic setup of the microtrap which is created by the focus of a single
infrared laser beam using an objective with a numerical aperture NA≈
0.36. Both the reservoir trap (dark red dashed line) and the microtrap
(solid dark green ellipse) have an aspect ratio η = ωr/ωz ≈ 10. Their
orientation is indicated in the picture, the sizes and aspect ratios shown
are not to scale. Adapted from [Ser11b].
offset field is held at 300G where the scattering length in the |1〉-|2〉 channel is about
−290 a0. This leads to thermalization in the combined potential through elastic scat-
tering events. Additionally, we hold the cloud for another 20ms at this magnetic field
to be sure that the sample has completely thermalized.
The degeneracy T/TF of the system in the combined trapping potential of the reser-
voir trap and the microtrap is significantly lowered due to the increase of the Fermi
energy at nearly constant temperature which occurs when we turn on the microtrap.
This effect is often called the dimple trick (see for example [Sta98b, Ser11a]). When
we assume that the temperature of the atoms is not increased during the transfer
then the gas in the combined trap is still at T . 250 nK. Before the transfer, the
Fermi energy of the gas was determined by the depth of the reservoir trap Vres, in
the combined trap however it is almost completely determined by the depth of the
microtrap VMT (see figure 4.15(a)). The gain in Fermi energy can thus be estimated
to be VMT/Vres = 3.3µK/0.5µK= 6.6. This means that we obtain T/TF ≈ 0.08 in the
microtrap when we start with a degeneracy of T/TF ≈ 0.5 in the reservoir. Therefore,
the calculated occupation probability of the lowest state in the microtrap is 0.9999
[Ser11b, Ser11a] and hence the unoccupied states due to the finite temperature should
not constrain our preparation fidelity.
After the additional 20ms of equilibration time, the magnetic offset field is ramped to
523G which is close to the zero crossing of the scattering length. Then the interaction
between the atoms is negligible12 and we can turn off the reservoir trap without affecting
12For this magnetic field value, the scattering length is a = −14 a0.
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Figure 4.15: Illustration of the different stages of the deterministic preparation of few-
fermion samples. After loading the microtrap from the reservoir (a),(b)
we use a magnetic field gradient to deform the trapping potential (c) such
that only about 20 atoms are left in the microtrap. We then change the
depth of the microtrap potential to deterministically prepare few atom
samples (d),(e) which are then counted by recording the fluorescence of
the atoms in a MOT (f). Taken and adapted from [Zür12a].
the atoms in the microtrap. We are then left with about 600 non-interacting atoms in
two different spin states (|1〉 and |2〉) in the microtrap (see figure 4.15(b)).
The Microtrap Potential
We noted earlier that the confinement in the radial direction is determined by the focal
waist of the trapping beam w0 and the axial confinement is determined by the Rayleigh
length zR. Close to the maximum of the intensity we can approximate13 the optical
potential of the microtrap by the following form
VMT,opt(x, y, z) ≈ Vr(x) + Vr(y) + Vz(z), (4.13)
where the radial part (Vr) and axial part (Vz) of the potential are given by
Vr(xi) = V0r
1− e− 2x2iw20s
 and Vz(z) = V0
(
1− 11 + (z/zR)2
)
. (4.14)
13In principle, the optical potential can not be written as a sum of independent parts, but since
we will later mostly only consider the axial direction, the error we make is on the order of the
anharmonicity correction which is on the percent level.
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Using precise measurements of the level spacings and WKB calculations (more details
in [Ser11a, Zür12a] and in section 4.3.1) we obtain that our optical potential is well




and w0 ≈ 1.838µm. Using a harmonic approx-
imation, we obtain an aspect ratio of the trapping frequencies of η = ωr/ωz ≈ 10.
This means that the energetically lowest ten states are in the radial ground state and
we only need to consider radial excitations above these levels. This will later become
an important fact since it will allow us to describe all systems which never populate
radially excited states in a quasi one-dimensional framework (see section 2.6).
4.2.3 The Spilling Process
To further decrease the number of atoms in the microtrap in a controlled way, we apply
a linear magnetic field gradient in the z-direction (along the long axis of the microtrap).
This is done by generating a magnetic quadrupole field using the MOT coils. Due to
their high inductance, it takes about 150ms until the current through these coils reaches
its final value and the final field strength is measured to be 18.9(2)G/cm [Ser11b]. The
linear gradient, which is acting on the almost non-interacting two-component Fermi
gas at 523G, deforms the trapping potential as shown in figure 4.15(c). After the
gradient has reached its final value we wait for another 20ms to ensure that all now
untrapped atoms have enough time to leave the region of the microtrap. At the end of
this procedure only the lowest 10 states are still bound in the trapping potential and
the number of atoms is about 20. The reason why we perform this spilling with a non-
interacting sample is that we want to avoid interaction effects like correlated tunneling.
After the magnetic field gradient has reached its final value, the combined potential of
the optical microtrap and the magnetic field gradient has the following form14
VMT(z) = Vax(z) + Vmag = p V0
(
1− 11 + (z/zR)2
)
− µB′ z, (4.15)
where V0/kB ≈ 3µK is the depth of the optical potential, p is the fraction of the total




is the Rayleigh length with w0 ≈ 1.838µm, µ is the magnetic moment
of the atoms and B′ = 18.9(2)G/cm is the magnetic field gradient.
The second step in the spilling process, which fine tunes the atom number, is per-
formed by lowering the fraction of the total power p of the optical microtrap potential.
In this way, we can create samples where only the lowest state of the trap is still oc-
cupied (see figure 4.15(d)). The optical power is linearly ramped down from the initial
value of p = 1, which corresponds to 291(5)µW, to about 65% to 85% of the original
depth (p ≈ 0.65-0.85). This ramp takes 8ms and after reaching the final trap depth
we wait for another 25ms to make sure that the unwanted atoms escape. Afterwards,
we increase the power back to its initial value (p = 1) within 8ms in a second linear
14Since all atoms left in the trap are only in the radial ground state we will from now on only consider
the potential in the axial direction and neglect the radial part of the potential.
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ramp. Now we have created a few-fermion sample and to deduce the fidelity of this
preparation scheme, we need a reliable way to measure very small atom numbers. This
single atom detection uses the fluorescence imaging technique introduced in chapter 3
and we will now present it in more detail.
4.2.4 High-Fidelity Single Atom Detection
In order to analyze the prepared few-fermion systems we need a very efficient and
reliable way to measure the small number of atoms in the microtrap. We achieve this
by catching the atoms in a magneto-optical trap (MOT) and recording their fluorescence
signal (see section 3.4.2 and [Hu94, Ser11b]) after releasing them from the microtrap
potential (see figure 4.15(f)). The fluorescence signal is recorded on a CCD camera and
given sufficiently long exposure times we can distinguish the number of particles with
single particle precision.
Figure 4.16: Histogram of the rescaled fluorescence signal obtained in the experimental
run shown in figure 4.17, where we record the number of atoms as a func-
tion of the final optical trap depth p. The distinct peaks correspond to
integer atom numbers and they can be fitted by Gaussians (black lines).
The peaks are separated by about 6σ and all data within the 2σ region
of a peak is binned to the corresponding integer number (red). All counts
outside this region (dark gray) are rejected. From this kind of measure-
ment one can deduce a detection fidelity of at least 98(1)%. Taken and
adapted from [Ser11b].
There are several important issues that one has to consider for this scheme to work
properly. First, in order to be able to use long exposure times, the lifetime of the
sample in the MOT needs to be large compared to the exposure time. For our MOT,
we have lifetimes of about 250 s and thus we are limited to an exposure time of texp ≤
500ms in order to achieve a lifetime limited detection fidelity larger than 99%. We also
need to increase the MOT light scattering rate to record sufficient photons to be able
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to distinguish the fluorescence signal of single atoms. This is achieved by operating
the MOT at high intensities close to the saturation intensity and additionally the
detuning of the MOT light from the atomic resonance is chosen to be comparatively
small. A second issue is stray light that reaches the camera and thus inhibits a reliable
determination of the atom number. Therefore, the amount of stray light that reaches
the camera needs to be minimized. This is achieved by decreasing the size of the MOT
beams (diameter ≈ 4mm) and applying a relatively large quadrupol field (250G/cm).
This decreases the volume of the MOT and therefore lowers the accumulated stray light
at the position of the atoms on the camera. Finally, the intensity and the detuning of
the MOT beams slowly vary on a few percent level over the timescale of several minutes.
This effect would lead to a slow change in the normalization from fluorescence counts
to number of atoms and would thus make it difficult to compare data taken over long
periods of time. This drift is compensated by using a running average over an adequate
number of previous and following experimental realizations15. More details on the
precise parameters and techniques and a more quantitative analysis of the properties
of the detection MOT are given in [Ser11a] or in the supporting material of [Ser11b].
For a given series of measurements, we can bin the obtained fluorescence signals into
a histogram like the one shown in figure 4.16. For this particular run, we recorded
the fluorescence signal as a function of the fraction of the optical trap depth p. One
clearly observes distinct peaks which correspond to integer atom numbers and these
can be fitted by Gaussians. The separation between the peaks is about 6σ and we
bin the values within 2σ of an integer peak to the respective atom number. The
remaining realizations which account for roughly 5% (gray bars in figure 4.16) are
rejected. Because the preparation and the detection are independent, this does not
affect the final outcome of the experiments. The reason why even atom numbers occur
more often in the histogram is related to the fact that the measured trap depths where
not equally spaced and we measured more values that led to even numbers in the trap.
Additionally, each trap level is occupied by two atoms (one in each spin state) and this
further increases the probability to measure even atom numbers more often.
The overall detection fidelity we obtain using the just described technique is 98(1)%
per particle. We will now use this technique to determine the fidelity with which we
can prepare the desired few-fermion systems using the spilling scheme described before.
4.2.5 The Preparation Fidelity
As illustrated in figure 4.15(c)-(f), the number of particles that remain trapped in
the microtrap after the spilling process depends on the fraction p of the optical trap
depth. We can now utilize the just introduced single atom detection method and
measure the mean number of atoms as a function of the trap depth p. The result
of such a measurement is shown in figure 4.17. For each trap depth p, we averaged
15In almost all cases, the running average over 10 previous and 10 following measurements seems to
be sufficient.
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about 190 measurements and the variance of these measurements is shown as green
squares in figure 4.17. One observes that the mean atom number decreases for smaller
trap depths p. Furthermore, one notes that there are plateaus for even atom numbers
which are caused by the double occupancy of each trap level. At these trap depths the
variance and thus the atom number fluctuation is strongly suppressed. A comparison
to a system obeying Poissonian statistics shows that we measure a suppression of the
number fluctuation of 18 dB of variance over mean [Ser11b].
Figure 4.17: Dependence of the mean number of atoms on the fractional trap depth p.
Each point is the average of 190 measurements. For even atom numbers
we observe a strong decrease of the number fluctuation which is shown by
the suppression of the variance at these trap depths. Taken and adapted
from [Ser11b].
We can now also bin the observed fluorescence signals for a fixed p into a histogram.
For the fractional trap depth which produces mostly two atoms in the ground state of
the trap (indicated by the red arrow in figure 4.17) this histogram is shown in figure
4.18(a). It shows that the preparation fidelity f for such a system is almost unity
(96%) and only in 2% of the measurements we prepare either 1 or 3 atoms. If we
choose a fractional trap depth of about p = 0.8 which mostly leaves 8 atoms in the
trap, we still observe a preparation fidelity of 87% (see figure 4.18(b)). By combining a
second spilling process and a combinatorial model we can deduce that the probability of
producing the two (eight) atom system in the ground state is 93(2)% (84(2)%) [Ser11b].
If we delay the second spilling process by a variable hold time, we can also show that
the 1/e-lifetime of the two atoms in the ground state of the trap is about 60 s.
4.2.6 Imbalanced Samples
So far we have shown that we are able to prepare an even number of fermions with a
very high fidelity in the ground state. By using the magnetic field dependence of the
magnetic moment µ for the fermionic atoms we can also prepare imbalanced samples.
Figure 4.19(a) shows that the difference in magnetic moments for atoms in state |1〉 and
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Figure 4.18: Histogram for the determination of the fidelity for a two (a) and eight (b)
atom system. Taken and adapted from [Ser11b].
|2〉 is less than one per cent for magnetic fields larger than about 550G. In the low-field
regime however the magnetic moments differ significantly. The magnetic moment of
atoms in state |2〉 vanishes for a magnetic offset field of about 27G (vertical green line
in figure 4.19(a)). Hence, at this magnetic field value the atoms in that state do not
feel a force due to the magnetic field gradient. If we now perform an additional spilling
process close to this magnetic field, only the atoms in state |1〉 are spilled from the trap
and the ones in state |2〉 remain unaffected (see figure 4.19(b)). Using Landau-Zener
sweeps or pi-pulses after the spin selective spilling process, we can invert the population
imbalance or transfer one of the spin populations to a different hyperfine state.
Figure 4.19: (a) Magnetic field dependence of the Zeeman energy for state |1〉 and |2〉.
At about 27G the magnetic moment µ of atoms in state |2〉 vanishes (indi-
cated by dashed green line). (b) We can produce imbalanced few-fermion
systems when the spilling process is performed close to this magnetic field
value. There, the atoms in state |2〉 do not feel the force due to the mag-
netic field gradient and only the atoms in state |1〉 are spilled. Taken and
adapted from [Ser11b, Zür12a].
84
4 From Few to Many: Experiments with Finite Fermi Systems
Such a spin selective spilling process can further be used to perform state selective
detection. We obtain the number of atoms in state |2〉 by counting the number of
atoms left after removing all atoms in state |1〉 with a state selective spilling process.
By comparing this result to the total number of atoms without the additional spin
selective spilling process we can also determine the number of atoms that initially
were in state |1〉. This scheme can again be generalized to all three Zeeman states by
performing appropriate Landau-Zener sweeps or radio-frequency pi-pulses.
4.3 Measuring the Energy of Few-Fermion Systems
In the next step, we are going to characterize the potential of the microtrap by mea-
suring the single particle trap levels for non-interacting systems using sinusoidal mod-
ulations of the trap depth and trap position. The parameters we obtain from these
measurements are essential for the determination of the interaction strength and thus
the interaction energy of our systems. Afterwards, we will show that we can use the
tunneling through a well-defined potential barrier to determine the interaction energy
of few-fermion systems. For distinguishable fermions with repulsive interactions, we
reach the fermionization limit and can even enter the Super-Tonks regime. The results
presented in this section were published in [Zür12b, Sal13b, Zür12a].
4.3.1 Trap Modulation Spectroscopy
Figure 4.20: Definition of the trap levels and the transition frequencies between them
in the slightly anharmonic microtrap.
The microtrap is created by the focus of a Gaussian beam. Therefore, the optical
part of the microtrap potential is not perfectly harmonic. This means that the trap
levels are not equally spaced as in a perfectly harmonic potential but their energy
difference becomes smaller for higher energies (See figure 4.20). This effect is further
enhanced by the addition of the magnetic field gradient. Consequently, the energy
difference ~ωz,02 between the axial levels 0 and 2 is larger than the energy difference
~ωz,24 between the axial levels 2 and 4. The difference between these two transitions
is on the order of 3%. Hence, this effect is too large to be ignored for some of the
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experiments we want to perform. We therefore experimentally measure the spacing
between certain trap levels and combine the obtained information with theoretical
considerations to precisely determine the shape of the potential. In order to obtain the
unperturbed single particle trap levels these measurements are either performed with
non-interacting systems or with systems that only consist of a single atom.
transition transition frequency uncertainty
ω [kHz] (FWHM) [Hz]
ωz,01 2pi 1.486 11
ωz,02 2pi 2.985 10
ωz,24 2pi 2.897 20
ωr,01,x 2pi 13.96 80
ωr,01,y 2pi 14.82 90
ωr,02,x 2pi 26.43 -
ωr,02,y 2pi 28.26 250
Table 4.1: Transition frequencies between different trap levels for a fractional trap depth
of p = 1. The transition frequency between the axial levels i and f is de-
noted ωz,if . Due to the imperfect radial symmetry there are two orthogonal
radial directions x and y. The radial transition frequencies ωr,ij in these two
directions are slightly different. This is caused by a small anisotropy of the
trap.
The transition frequency between states of equal parity can be measured using trap
depth modulation spectroscopy. In this technique one couples states, for example
level 0 and level 2, by sinusoidally varying the optical trap depth. We can coherently
drive these kind of transitions and thus precisely determine ωz,02 and ωz,24 using for
example Ramsey-type experiments. The coherence time for this kind of coupling is
larger than 50ms [Ser11a]. To measure the excitation frequency between states of
opposite parity (e.g. ωz,01), we sinusoidally translate the position of the microtrap in
space. This is achieved by slightly moving the microtrap beam before it enters the
objective. Both methods can also be used to determine the transition frequencies in
the radial direction ωr,if . More details on these techniques and the measurements are
given in [Ser11a, Zür12a]. The measured values for the transition frequencies in axial
(ωz,if ) and radial (ωr,if ) direction can be found in table 4.1.
We can now optimize the axial trap parameters of the theoretical model for the
potential (trap depth V0, focal waist w0, magnetic field gradient strength B′) such that
we reproduce the experimentally determined transition frequencies. This is done by
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using the WKB method16 and the obtained trap parameters are
V0 = kB × 3.326µK, (4.16)
w0 = 1.838µm and (4.17)
B′ = 18.92G/cm. (4.18)
We can furthermore combine all axial measurements and deduce a more precise value
for the axial trapping frequency and obtain ωz = 2pi (1.488± 0.014) kHz. Similar con-
siderations can be done for the radial trap parameters which can be found in [Zür12a].
For the experiments described in this thesis, the only radial parameter which we need
is the effective radial trap frequency ωr = 2pi (14.22 ± 0.35) kHz. This parameter is
especially important since it determines the position of the resonance in the coupling
strength of the quasi one-dimensional system.
In principle this technique of driving transitions between different trap levels can also
be used to precisely control the motional state of a few-fermion sample. Due to the
coherent nature of the trap depth modulation technique, we can even create coherent
superpositions of different motional states. We have so far only used this technique for
non-interacting samples (or systems only consisting of single atoms) but it can also be
used for interacting systems. We determined the interaction energy of two repulsively
interacting atoms using this method [Zür12a]. However, the analysis of the observed
spectra for interacting systems, especially for systems with more than two particles,
can become quite challenging. This is due to the large amount of possible excitations
and due to the anharmonicity of the trap. Therefore, the precision with which one can
deduce the interaction energy is limited. In the following, we will show that there are
other methods that are easier to interpret and lead to more precise results.
4.3.2 Tunneling Measurements and Fermionization
Another method we use to determine the energy of few-fermion systems is related to
the spilling technique we introduced earlier for the preparation. The idea behind this
technique is shown in figure 4.21. It relies on the fact that atoms can tunnel out of the
microtrap potential when the magnetic field gradient and the optical trap depth are
chosen appropriately. When the tunneling barrier remains unchanged the tunneling
time constant then depends exponentially on the energy of the particle in the trap. We
use this method to determine the interaction energy of two distinguishable fermions
which interact repulsively (see figure 4.21).
We choose the tunneling barrier such that, for the system of identical fermions (see
figure 4.21(a)), the atom with higher energy (on level 1 in figure 4.20) tunnels out on
a timescale of about 70ms. As shown in chapter 2 identical fermions do not scatter
at ultracold temperatures, hence the system consisting of identical fermions is non-
interacting. The tunneling dynamics for such a system is shown in figure 4.22 as green
16The detailed description of the method and the calculations are given in [Ser11a, Zür12a].
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Figure 4.21: We prepare a system of two identical (a) or two distinguishable fermions
(d) in the ground state without interaction. We then increase the energy of
the distinguishable fermions by introducing a repulsive interaction between
the atoms. This energy can be measured by investigating the tunneling
dynamics through the barrier (e) and we can directly compare it to the
system of identical fermions (b). For a suitable barrier height it is very
likely that after a certain time, one particle left the trap (c,f) while the
probability of the other particle to leave the trap is negligible.
points. The mean number of atoms Nmean in the trap at a given time t is very well
described by an exponential decay
Nmean(t) = Ntunnele−t/τ +Nremain, (4.19)
where Ntunnel is the mean number of tunneled atoms, Nremain is the mean number
of remaining atoms and τ is the tunneling time constant. In principle, one expects
Nremain ≈ Ntunnel ≈ 1, but due to the finite preparation fidelity both obtained values
are slightly smaller than 1. We fit the observed tunneling process with this model (e.g.
green line) and obtain the tunneling time constant for the non-interacting system.
We then repeat the same measurement for two distinguishable atoms. By tuning the
magnetic field to the vicinity of the confinement induced resonance (CIR) we can record
the decrease of the mean atom number due to tunneling through the barrier as a
function of the interaction energy. We observe that the tunneling time constant τ is
significantly larger for small interaction energies (U < ~ω) than for the two identical
particles (see figure 4.22 and 4.23(a)). For large interaction energies (U > ~ω) the
observed tunneling process happens a lot faster than for the identical non-interacting
particles. In the region where U ≈ ~ω we observe very similar tunneling time constants
for both systems. This happens at magnetic fields of about 782G.
In figure 4.23(a) we show the tunneling time constants τ for the interacting distin-
guishable particles (blue) and for the non-interacting identical particles (green) as a
function of the magnetic field. We can furthermore use the radial trapping frequency
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Figure 4.22: The mean number of particles remaining in the trap is exponentially de-
creased by the tunneling process as a function of the hold time. Depending
on the magnetic field and thus the interaction energy the tunneling time
constant varies from a couple of 100ms to about 10ms. The solid lines are
exponential fits to the observed decay. Taken and adapted from [Zür12b].
determined by the trap modulation spectroscopy and the 3D scattering length a3D to
determine the one-dimensional coupling strength g1D [Ols98]. The result of this cal-
culation as a function of the magnetic field is shown in 4.23(b). The position of the
CIR for the tilted trap used for the tunneling measurement is 783.1 ± 0.5G. Within
our experimental uncertainties, this value coincides with the crossing point between the
tunneling time constants for the non-interacting identical and the interacting distin-
guishable particles. Using a WKB method, we can determine the energy of the system
from the tunneling time constants. The result of this calculation is shown in 4.23(c).
Since the tunneling times are equal at diverging coupling strength the energies also co-
incide. For our one-dimensional two-particle system, there is a unique solution for the
square modulus of the wave function |ψ(z1, z2)|2 for a given energy. Therefore, systems
with the same energy also have an identical square modulus of the wave function. This
means that one can map a system of resonantly interacting distinguishable particles
onto a system of non-interacting identical fermions (see section 4.1.2). This concept
of fermionization was initially developed by Girardeau [Gir60] for bosonic systems and
later adapted to a system of distinguishable fermions [Gir10].
A one-dimensional system of two particles which interact via a delta function po-
tential in a harmonic trap is one of the few quantum mechanical systems that can
be solved analytically for arbitrary interaction (see section 4.1.2 and [Bus98]). This
analytic prediction is shown in figure 4.23(c) as a blue solid line17. Below and at the
CIR this prediction agrees well with the experimentally determined interaction energy.
Above the CIR one enters the so-called super-Tonks regime where the system is in a
highly correlated metastable state. Here the theoretical prediction is systematically
17For this calculation, we used the level spacing of the two lowest single particle levels in the tilted
trap as the harmonic oscillator frequency.
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Figure 4.23: Tunneling time constant τ , coupling strength g1D and the interaction en-
ergy U as a function of the magnetic field. At the CIR (783.4 ± 0.4G)
where the coupling strength diverges (b) we observe that the tunneling
times (a) and hence the energy of the two systems (c) coincide. This is
the point of fermionization where a resonantly interacting system of distin-
guishable particles can be mapped onto non-interacting identical fermions
[Gir10]. Taken and adapted from [Zür12b].
higher than the measurements. This discrepancy can be explained by the strong an-
harmonicity of our tilted trap. A more elaborate calculation using a quasiparticle wave
function approach and perturbation theory, which does take the anharmonicity into ac-
count, was performed in [Ron12]. This calculation also agrees well with the measured
data in the region above the CIR.
90
4 From Few to Many: Experiments with Finite Fermi Systems
Tunneling for Systems with N>2
We also investigated the tunneling dynamics of repulsively interacting systems con-
sisting of more than two particles. For these systems one expects that for diverging
coupling strength g1D → ∞ the energy becomes equal to the energy of a system of
identical non-interacting fermions [Gir10, Bro12, Blu10]. This means that the energy
of the interacting system reaches the Fermi energy of a system of identical fermions.
This fermionization of the energy persists for any combination of spin up and spin down
particles. The many-body wave function on the other hand which was originally derived
by [Gir10] using the Bose-Fermi mapping does not seem to be the complete solution
of the many-particle problem at the CIR. Recent calculations [Gha13, Vol13] suggest
that the many-particle wave function close to the CIR becomes more complicated than
initially predicted by [Gir10] (see also section 4.1).
For these systems with more than two particles, the super-Tonks regime is especially
interesting. In this regime the interaction energy of the system exceeds the Fermi en-
ergy and thus one expects that ferromagnetic spin correlations lower the total energy.
It is however not straightforward to determine the spin correlations of the investigated
systems from tunneling measurements and therefore this data is still being analyzed.
Nevertheless, there have however been quite a few theoretical publications that inves-
tigate this regime [Bug13, Gha13, Vol13, Cui13, Deu13] and hopefully we will soon be
able to use this knowledge to extract meaningful results from our data.
Tunneling Spectroscopy for Attractively Interacting Systems
In [Zür13b], we used tunneling spectroscopy to also measure the interaction energy of
attractively interacting systems. In this case, the lifetime of the atoms in the tilted trap
is enhanced by the attractive interactions since these lower the energy of the trapped
atoms.
The main results of these measurements are shown in figure 4.24. We observe that the
attraction between particles, that occupy the same trap level at vanishing interaction
strength, is stronger than for particles that start out in different trap levels before the
interaction strength is increased. This effect is related to the intershell versus intrashell
pairing and thus it is connected to the odd-even effect known from nuclear physics
[Bri05].We observe a strong difference in single-particle separation energies between
balanced systems (N↑ = N↓) and systems where there is one additional atom in one of
the spin states (N↑ = N↓ + 1).
The last method we regularly use to determine the energy of ultracold few-fermion
systems is radio-frequency spectroscopy. This method allows us to obtain very precise
values of the interaction or binding energy of a system. It also works with high precision
for systems with larger particle numbers. Since we will extensively use this technique in
different regimes, we will present it in more detail both theoretically and experimentally
in the following section.
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Figure 4.24: Single particle separation energies deduced from tunneling measurements
for systems with up to 6 particles at a interaction strength g1D ≈
−0.6 aref ~ωref. The arrows indicate the contributions to the interaction
energy from intrashell and intershell interaction. Eij denotes the inter-
action energy between a particle in level i interacting with a particle of
opposite spin in level j. Taken and adapted from [Zür13b].
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4.4 RF Spectroscopy in Finite Systems
In this section, we will introduce a commonly used technique to determine the in-
teraction energy of ultracold atoms. We showed in section 3.3.3 that one can use
radio frequency pulses to change the Zeeman sublevel of ultracold atoms. For a non-
interacting system, this RF transition occurs at a frequency which is determined by
the Breit-Rabi formula and thus solely depends on the magnetic offset field (see figure
4.25(a)). Such a transition is often called a bare or a free-free transition. If the atom
we want to transfer to another hyperfine state is however bound in a molecule or in-
teracting with other atoms, the transition frequency is shifted. In this case, the RF
photon also has to supply the energy difference between the initial |i〉 and final state
|f〉 of the transition. By comparing the transition frequency between the interacting
and the free-free transition, one can therefore determine the energy difference between
the initial and the final state. If for example the final state is non-interacting then the
transition frequency is given by
νRF = νff + Eint/h (+Ekin/h) , (4.20)
where νff is the free-free transition frequency, Eint is the interacting energy in the

















Figure 4.25: Illustration of radio-frequency transitions between different Zeeman sub-
levels of 6Li in a trapping potential. The colors indicate the states defined
in figure 2.5. (a) For a non-interacting system, the transfer occurs at the
bare free-free transition frequency νff . (b) For an attractively interacting
system, the RF photon also has to supply the interaction or binding en-
ergy Eint. (c) There are also other transitions which involve a change in
kinetic energy Ekin. In the case of a trapped system, this means that the
final state is then an excited state of the relative motion.
RF spectroscopy has been successfully used for example to determine the bind-
ing energy of weakly bound dimers [Reg03, Bar05]. These measurements can be
used to precisely calculate the ultracold collision parameters like the s-wave scattering
18This term is not always relevant but we will later see that it will have consequences especially for
small systems in the microtrap.
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length. Furthermore, RF spectroscopy was used to investigate the BEC-BCS crossover
[Chi04, Sch08a, Sch08b], the influence of lower dimensionalities [Frö11, Fel11, Som12],
imbalanced Fermi systems or polaronic physics [Sch09, Kos12, Koh12] and Efimov
trimers [Lom10b, Nak11].
We will now briefly present the theoretical framework to describe RF transitions and
spectroscopy. For this, we will follow the reasoning and notation of [Chi05], which
describes RF transitions for ultracold systems in detail. This knowledge is then used
to investigate how the RF spectrum evolves when the system size changes from large
and continuous systems to small systems with discrete levels. The discreteness of our
system allows us to perform RF spectroscopy with an increased accuracy. Therefore,
we are able to measure the binding energy of the weakly bound dimer state with
unprecedented precision and hence the accuracy of the ultracold scattering parameters
is significantly increased.
4.4.1 Basic Principles of RF spectroscopy
Experimentally, RF transitions are driven by applying an oscillatory magnetic field
to the atoms. This field couples to the magnetic moment of the atoms and drives a
magnetic dipole transition between an initial state |Ψi〉 and a final state |Ψf〉. The
frequency of the RF photon must satisfy equation 4.20 and thus supply the difference
in energy (hyperfine energy, interaction energy and kinetic energy) between the initial





∣∣∣〈Ψf ∣∣∣MˆRF ∣∣∣Ψi〉∣∣∣2 , (4.21)
where Γif is the transition rate and MˆRF = ~Ωˆ2 is the operator that describes the RF
interaction with a Rabi frequency Ω. The total wave function |Ψj〉 can be written as a
direct product of an external and an internal degree of freedom. The external degree
of freedom is given by the spatial wave function |ψj〉 and the hyperfine or spin wave
function |hfj〉 constitutes the internal degree of freedom of the atom. The energy of the
RF photon is in the MHz regime and therefore the momentum transfer of the photon
on the atoms is negligible. This means that the RF transition matrix element does not





∣∣∣MˆRF ∣∣∣Ψi〉 = 〈hff |MˆRF |hfi〉 〈ψf |ψi〉. (4.22)
This shows that, for a particular transition, for example between the Zeeman sublevels
|1〉 and |2〉 (as defined in figure 2.5), the relative strength is determined by the Franck-
Condon overlap of the initial and final spatial wave functions.
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Bound-Free Transitions
We will later use RF spectroscopy to determine the binding energy of weakly-bound
diatomic molecules which can be obtained by dissociating the dimers into free particles.
To derive the transition rate we will consider a bound-free transition of a stationary
dimer into free atoms19 [Chi05]. In this case the initial wave function is given by the
universal wave function of a weakly-bound dimer





where a is the 3D scattering length. The final state of free particles is described by a
plane wave with energy K = ~2k2/(2mr)
|ψf〉 = |ψK(r)〉 ∝ 1√
k
sin(kr). (4.24)
Since the final state is continuous in energyK, the transition rate will also be a function
of the total energy. As a result, the observed spectrum will consist of a sharp rise at
low RF frequencies which occurs as soon as the energy of the RF photon is sufficient to
change the hyperfine state of the atoms and dissociate the dimer. For higher frequencies
the transition rate has a tail which is due to the transfer of kinetic energy to the free
atoms. A sketch of such an asymmetric spectral line shape can be found in figure
4.26(a). These kinds of molecule dissociation spectra were experimentally observed in
various measurements [Chi04, Bar05, Sch08b].
Bound-Bound Transitions
When the initial and final states are bound molecular states, both states of the tran-
sition have a discrete energy. This means that the kinetic energy of the final state K
is fixed and is given by the binding energy of the final molecular state E ′B [Chi05].
Consequently, the transition is only possible when the RF photon fulfills
νRF = νff + EB/h− E ′B/h, (4.25)
where EB(E ′B) is the binding of the initial (final) molecular state. Due to the ex-
tremely long lifetimes of the hyperfine states, which significantly exceed the experi-
mental timescales, the bound-bound transitions are expected to be very narrow. The
width is in our case limited by the finite stability of the magnetic offset field. Thus,
the expected line shape and width are similar to the free-free transition: a very narrow
symmetric line shape which is described by a Lorentzian or Gaussian. Since our mag-
netic field stability is about 1mG, the minimal full width at half maximum (FWHM)
19Since there is no momentum transfer with RF photons, there is no center-of-mass motion of the
free atoms after their dissociation. Consequently, we only need to consider changes in the relative
motion between the particles.
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we are usually able to observe is on the order of 100-200Hz for these bound-bound
transitions.
4.4.2 From Continuous to Discrete Systems
In cold atom experiments, the atoms are usually trapped in harmonic traps. Therefore,
all states in this trapping potential have a discrete energy. In most measurements
that involved RF spectroscopy in the past, the level spacing ~ωtrap = hνtrap of the
trap was small compared to the resolution of the RF spectroscopy νres which can for
example be defined by the FWHM of the free-free transition. The resolution is usually
determined by the stability of the magnetic offset field, the length of the RF pulse, the
temperature and the anharmonicity of the trap. For νres > νtrap one cannot resolve the
single trap levels and thus the trapped system can be well approximated by a system
with continuous energies. As a consequence, one observes the asymmetric line shape
introduced earlier and shown in figure 4.26(a) when one dissociates a weakly-bound
molecule into free atoms (see for example [Bar05, Chi04]).
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Figure 4.26: Different regimes of the RF spectroscopy of weakly bound dimers in a
trapped system. Taken and adapted from [Wen13].
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When the resolution of the RF spectroscopy is better than the level spacing (νres <
νtrap), then each RF transition occurs between two states of discrete energy. Thus,
one expects a spectrum that consists of several symmetric sharp peaks which can be
associated to certain final motional states with discrete energies (see figure 4.26(c)).
These lines are called trap sidebands and therefore this regime is often referred to as
the resolved trap sideband regime. If the initial state is again a weakly bound dimer
state and the final state is a non-interacting harmonic oscillator state Φi(r), then due
to the symmetry of the wave function the lowest accessible trap sideband is the second
excited state. This state is separated by 2νtrap from the transition which leaves the
motional state of the system unchanged. The relative height between the sidebands is
given by the Franck-Condon overlap of the initial and final spatial wave function.
In the intermediate regime where the RF resolution is on the order of the trapping
frequency (νres ∼ νtrap), the trap sidebands are only partially resolved. As illustrated
in figure 4.26(b) the measured spectrum can then become rather complicated and is
obtained by the sum of the overlapping symmetric spectral lines broadened by the RF
resolution.
Influence of the Driving Power and Pulse Duration
For the molecule dissociation spectroscopy, the binding energy of the molecular state
can be obtained from the frequency necessary to dissociate the weakly-bound dimers.
As indicated in figure 4.26, this frequency is given by the sharp rise in the spectral
function in the continuously described regime. Due to its asymmetry the precise peak
shape depends on saturation effects and thus on the driving power and pulse duration.
Therefore, the experimentally determined dissociation frequency can also be affected by
these effects and thus one has to be careful when analyzing such spectra. In the resolved
sideband regime, the transitions are symmetric and thus saturation effects usually only
influence the width and shape of the peak without affecting its center position. As
a result, it is much simpler to precisely determine the dissociation frequency from
measurements with resolved sidebands.
We will now show how we could significantly improve the precision of the ultracold
6Li scattering parameters by performing RF spectroscopy in the partially resolved trap
sideband regime.
4.4.3 Precise Determination of the Lithium-6 Scattering
Parameters
The most common method to determine the position of a Feshbach resonance is to
perform RF dissociation spectroscopy on the weakly bound dimer states that are as-
sociated to the respective Feshbach resonance [Reg03, Bar05]. For large 3D scattering
lengths a, the binding energy of these dimers is given by EB = ~2/(ma2) and thus
these universal dimers become unbound exactly at the Feshbach resonance. From the
measured binding energy of the molecule, one can thus obtain the resonance position
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and, with more elaborate theoretical considerations, the complete dependence of the
scattering length on the magnetic field a(B).
We are going to measure the binding energy of molecules in the |1〉-|2〉 channel
of 6Li-atoms close to the Feshbach resonance at about 830 G. This extremely broad
resonance with a width on the order of 200-300G has been extensively used e.g. to
investigate the BEC-BCS crossover or unitary Fermi gases [O’H02, Bar04, Zwi05]. The
previous determination of this resonance position had an uncertainty of 1.5G and was
performed in the group of R. Grimm [Bar05]. We will now present how we can improve
the precision of this resonance position to an uncertainty of only about 80mG. This is
achieved by performing the spectroscopic measurement in the partially resolved trap
sideband regime which is made possible by using low density samples of only about 30
weakly-bound molecules in a large volume optical dipole trap. These measurements,
the results and the calculated magnetic field dependence of the scattering length that
we will present in the following are published in [Zür13a].
Preparation of the Low Density Samples
To obtain a sample of ultracold |1〉-|2〉 molecules in our reservoir, we evaporate a
mixture of atoms in state |1〉 and |2〉 in the large volume optical dipole trap as explained
in chapter 3. To form molecules the evaporation is performed at 760G which is on the
repulsive side of the Feshbach resonance. At the end of the evaporation process, we
obtain about 105 molecules and about 1 000 of the molecules are then transferred into
the microtrap. Using the spilling technique, we decrease the number of molecules to
about 30. The shot-to-shot fluctuation of the number of molecules is ±2. Due to a
technical problem at the time of this measurement20, the calibration of the absolute
number of molecules had a large uncertainty of about ±15 molecules. The relative shot-
to-shot fluctuations are however not affected by this overall calibration factor. To create
a non-degenerate gas of molecules and to lower the density of the system, we transfer
the molecules from the microtrap back into the large volume ODT. This transfer is
performed by suddenly switching off the microtrap and due to this non-adiabatic change
in the trapping potential, the molecules obtain a mean kinetic energy of ≥ 0.4µK per
molecule. This ensures that the sample in the large volume ODT is non-degenerate
and the peak density of the molecular cloud obtained in such a way is n0 ≤ 109 1cm3 .
The trap frequencies of the large volume ODT are νr = ωr/2pi = 349(3)Hz in radial
direction and νz = ωz/2pi = 35(1)Hz in axial direction [Zür13a]. This means the aspect
ratio of the trap is about η = νr/νz = 10.
The RF Spectroscopy Measurement
To measure the binding energy at different magnetic fields and thus different scattering
lengths, we linearly ramp from the preparation field (760G) to the magnetic field
of interest in 10ms. The spectroscopic measurement is performed at 721G, 781G,
20The oven shutter was not functional at the time.
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801G and 811G. After ramping to one of these fields, we wait for another 5ms. Then
the magnetic field has stabilized to an uncertainty of about 1mG. Subsequently, we
apply the RF pulse for a duration of 10ms to transfer the particles to a different
hyperfine state. We perform a reference measurement of the free-free transition, i.e.
without interaction, once before and once after each of the actual molecule dissociation
measurement. Figure 4.27 shows one of these measurements at 811G as red points.
Using the Breit-Rabi formula, we can determine the magnetic offset field with very
high precision21. Between the two reference measurements we measure the dissociation
spectrum of |1〉-|2〉 molecules into a free atom in state |1〉 and a free atom in state |3〉
and obtain a spectrum as shown in figure 4.27 in blue. When driving these transitions
we usually adjust the RF power such that we do not transfer more than half of the
atoms because we want to limit the effects of saturation on the shape of the transition.
Figure 4.27: Free-free (red) and bound-free (blue) spectrum at a magnetic offset field
of 811G. The free-free transition can be fitted by a Lorentzian (red line).
In the bound-free spectrum one clearly observes a peak structure which
can be attributed to the radial trap sidebands. Taken and adapted from
[Zür13a].
In figure 4.27, one can clearly see several distinct peaks in the bound-free spectrum.
A more careful analysis shows that they are exactly spaced by twice the radial trapping
frequency 2νr = 2×349Hz ≈ 700Hz. As illustrated in figure 4.28(a), the ODT is cigar-
shaped and has an aspect ratio of about η = νr/νz ≈ 10. This means that the axial
sidebands are only spaced by about 70Hz and we do not resolve them. This however is
not surprising since the resolution of our RF spectroscopy is about νres ≈ 120Hz. Figure
4.28(b) shows that the total line shape of the bound-free transition can be obtained by
the sum over all radial (blue) and axial (gray) transitions which are weighted by the
21The reference measurements are performed with a spin polarized Fermi gas in state |2〉 which is
transferred to state |3〉 by the RF pulse.
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Franck-Condon overlap between the initial molecular state and the final state of free
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Figure 4.28: (a) Illustration of the cigar shaped ODT with an aspect ratio of η ≈ 10.
(b) The bound-free transition spectrum can be obtained from the sum over
all accessible trap sidebands in radial and axial direction. The width of
the sidebands is determined by the uncertainty of the magnetic offset field
and their weight can be obtained by the Franck-Condon overlap between
the initial and final state wave functions.
Theoretical Model
We will now develop a simple theoretical model that allows us to extract the molecule
dissociation frequency νdiss = νbf−νff , where νbf is the bound-free transition frequency
and νff is the free-free transition frequency. We fit the free-free transition spectra with
Lorentzians and obtain νff from the weighted mean of these two reference measure-
ments22. In order to determine νbf , we will numerically calculate the transition rates
to all accessible trap sidebands and fit the measured spectra with the sum over all
trap sidebands. The initial state is well described by the universal wave function of a






where a is the 3D scattering length and r is the relative distance between the atoms.
One expects that this wave function is slightly altered by the confinement especially
for large interparticle distances r. Due to its small relative weight, this part of the
molecular wave function is not relevant for the determination of the overlap. For the
sake of simplicity we will therefore neglect this effect. The large volume ODT is well
approximated by a harmonic potential. Therefore, the final state of two free atoms
|ψf (r)〉 can be approximated by the product of harmonic oscillator wave functions for
each coordinate |φnx(x)φny(y)φnz(z)〉. Each one of these harmonic oscillator states
22The errors are determined by the weighted addition of the errors of the two measurements. The
determination of these errors can be found in the supplementary material of [Zür13a].
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Figure 4.29: Bound-free dissociation spectra for different magnetic offset fields. Due to
the magnetic field dependence of the 3D scattering length a, the width of
molecular wave function changes for different offset fields. This leads to
an altered overlap to the final state and thus for smaller (larger) fields we
observe an overall rising (falling) shape of the total spectrum. The line
shows the fit using the theoretical model described in the text. The solid
part of the lines indicate the data included in the fit. Taken from [Zür13a].
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is given by the well-known Hermite polynomials. Since the initial molecular state is
symmetric, the overlap to all antisymmetric trap states vanishes and we only have
to consider symmetric harmonic oscillator states for the final state. We calculate the
Franck-Condon factor for a given 3D scattering length a as
Ca,nx,ny ,nz = |〈ψi(a, r)|ψf (r)〉|2 =
∣∣∣∣∫ ∞−∞ ψ∗i (a, r)φnx(x)φny(y)φnz(z) dx dy dz
∣∣∣∣2 , (4.27)
where nx, ny and nz are the quantum numbers of the trap states in the respective
directions and these quantum numbers assume all possible combinations of non-negative
even integers. The difference in motional energy state between the initial state and
each final state is given by Ef (nx, ny, nz) = h ((nx + ny) νr + nz νz). This determines
the frequency at which a particular sideband can be driven. In the calculation, we
assume all sideband transitions to be infinitesimally narrow and the weight of each
δ function is given by the overlap. In order to be able to compare the model to
the experimentally obtained spectra, we need to include the finite resolution of the
RF spectroscopy. We thus convolute each transition, weighted by its Franck-Condon
overlap Ca,nx,ny ,nz , with a Lorentzian of a FWHM of 122Hz. By summing all weighted
Lorentzian trap sidebands with an energy smaller than Ef ≈ 2.5 × h νr, i.e. nz ≤ 25,
nx,y < 3, we obtain the low-energy part of the spectrum which can be used as a fit
function for the measured bound-free spectra. The free parameters of the fit are the
bound-free transition frequency νbf , the overall amplitude and a small offset in the
number of dissociated atoms due to collisional dissociation of molecules [Zür13a]. To
determine νbf , we fit the obtained model to the data in the region of the lowest radial
trap sideband. The fitting region is indicated by the solid line in figure 4.29 and is
in good agreement with the experimental data in the fitted region. For higher trap
sidebands, the agreement between the model (dashed line) and the data decreases but
the qualitative behavior is still reasonably described. A possible explanation for the
observed discrepancies are saturation effects which have a particularly strong influence
on trap sidebands with completely different weights. This would explain why the
agreement between theory and measurement for lower magnetic fields (720.965G and
781.057G) is better than for higher magnetic fields (801.115G and 811.139G). Other
possible reasons for the difference between the model and the experiment are a small
anisotropy of the trap (νr,x 6= νr,y), the anharmonicity of the trap and small changes
to the initial and final state wave functions due to the confinement. The measured
free-free and bound-free transition frequencies, the determined magnetic fields and the
dissociation frequencies are listed in table 4.2.
Obtaining the Binding Energy and the Scattering Parameters
In order to determine the binding energy of the |1〉-|2〉 molecules from the dissociation
frequency we still have to take some corrections into account. We want to determine
the scattering parameters for an untrapped, hence homogeneous system and thus we
need to correct for the effects of the confinement. The largest contribution to this
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Magnetic field Free-free transition Bound-free transition Dissociation frequency
B (stat.) νff (stat.) νbf (stat.)(sys.) νbf − νff (stat.)(sys.)
[G] [MHz] [MHz] [kHz]
811.139 (1) 81. 830 115 (3) 81. 832 271 (7)(8) 2.156 (8)(16)
801.115 (5) 81. 891 539 (33) 81. 896 236 (3)(8) 4.697 (33)(16)
781.057 (1) 82. 019 823 (1) 82. 034 336 (6)(8) 14.513 (6)(16)
720.965 (1) 82. 452 482 (2) 82. 579 943 (13)(8) 127.461 (13)(16)
Table 4.2: Measured free-free and bound-free transition frequencies and the obtained
dissociation frequencies at different magnetic fields. The dissociation fre-
quency νdiss is given by the difference νbf − νff . A detailed discussion of the
statistical and systematic errors can be found in the Supplemental Material
of [Zür13a].
correction is the zero-point energy of the relative motion of the dissociated particles in




2νz) = h 367(4)Hz. Additionally,
we must also consider the effect of the trapping potential on the energy of the two
particles in the trap. This correction νi can be calculated using the formulas derived
in [Idz06]. By combining both terms, we obtain the corrections due to the trapping
potential which is given by νcs. The binding energy of the molecules for a homogeneous
system is then given by EB = h(νdiss − νcs) and the obtained values are shown in table
4.3. More details on their derivation and the performed calculations can be found in
[Zür12a, Zür13a].
Magnetic field Confinement shift Binding energy/h
B (stat.) νcs = ν0(sys.) + νi(sys.) νEB (stat.)(sys.)
[G] [kHz] [kHz]
811.139 (1) 0.367(3)− 0.014(1) 1.803 (8)(17)
801.115 (5) 0.367(3)− 0.011(1) 4.341 (33)(17)
781.057 (1) 0.367(3)− 0.011(1) 14.157 (7)(17)
720.965 (1) 0.367(3)− 0.021(1) 127.115 (14)(17)
Table 4.3: We obtain the binding energy EB = hνB of the molecule for a homogeneous
system from the dissociation frequency νdiss and the correction due to the
confining potential νcs. Values taken from [Zür13a].
These results can now be used as input parameters for coupled-channel calculations.
Using the methods described in [Zür13a], J. Hudson and P. Julienne performed these
calculations using the binding energies shown in table 4.3. They obtain the magnetic
field dependence of the 3D scattering length a for the relevant scattering channels (|1〉-
|2〉, |1〉-|3〉, |2〉-|3〉) of ultracold 6Li (a table for a(B) can be found online [Sca]). Due to
the increased experimental resolution, the positions of the Feshbach resonances are also
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Scattering channel Pole [G] ∆ [G] abg [a0]
|1〉-|2〉 832.18(8) −262.3(3) −1582(1)
|1〉-|3〉 689.68(8) −166.6(3) −1770(5)
|2〉-|3〉 809.76(5) −200.2(5) −1642(5)
Table 4.4: Position of the Feshbach resonance, width of the resonance ∆ and back-
ground scattering length abg for the different scattering channels obtained
from coupled-channel calculations [Zür13a].
determined with improved accuracy (see table 4.4). The former value for the resonance
position in the |1〉-|2〉 channel was 834.15±1.5G [Bar05]. This means that the resonance
position changed by almost 2G. Furthermore, the uncertainty in the position decreased
by almost a factor of 20. This large improvement became possible due to several facts.
First, by resolving the trap sidebands we are able to determine the bound-free transition
frequency with a significantly improved accuracy. Second, in order to avoid systematic
errors one has to perform the spectroscopy in a regime where the interparticle spacing
is a lot larger than the scattering length, hence n1/3a  1. Due to the extremely low
densities in our experiments of only n0 ≤ 109 1cm3 , we can measure the binding energy
for larger scattering lengths without being limited by density dependent shifts. In the
previous measurements, the densities were on the order of n ≈ 1013 1
cm3 and thus only
binding energies larger than EB ≈ h×100 kHz could be measured. With our decreased
density, we can measure binding energies down to about EB ≈ h×2 kHz which therefore
constitutes an approximatively 50-fold improvement compared to [Bar05].
Implications for Many-Body Physics
In recent year, two-component Fermi gases of ultracold 6Li atoms have become very
commonly used for the investigation of unitary Fermi gases. Recently, the equation of
state of these unitary Fermi gas could be determined with such a high accuracy [Ku12,
Nas10] that the uncertainty of the resonance position is one of the leading sources of
error. One of the main findings presented in this publication is the precise determination
of the Bertsch parameter ξ [Bak01] which relates all extensive quantities of a unitary
Fermi gas to a non-interacting Fermi gas rescaled by this universal numerical number
ξ. In [Ku12], they obtain ξ = 0.376± 0.004 for the Bertsch parameter. However, their
measurement was still performed at the resonance position (834.15G) determined in
[Bar05]. Comparing this to the actual position of the Feshbach resonance (832.18G)
shows that Ku et al.[Ku12] did in fact not measure at diverging scattering length
but rather at a large and negative value. Using our new measurements one obtains
a(834.15G) = −2.124(80) × 105 a0. We can now use the universal Tan contact C(a)
[Tan08, Ku12] to relate the measurement performed at finite scattering length to a
resonantly interacting system. From these considerations we obtain a corrected value
for the Bertsch parameter which is ξ = 0.370(5)stat(8)sys [Ku13, Zür13a].
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This measurement and its implications on the behavior of unitary Fermi gases beauti-
fully illustrate how a deep and precise understanding of few-particle physics is necessary
to make good predictions of many-body observables like the Bertsch parameter.
4.4.4 The Resolved Sideband Regime
In the previous section, we showed how resolving the trap sidebands in RF spectroscopy
with small samples can significantly increase the precision of the RF measurement.
Although we used the microtrap for the preparation of the molecular samples, the
measurements were performed in the large volume ODT. We will now go back to mea-
surements in the microtrap and show that in the microtrap potential we can actually
reach the resolved trap sideband regime. We will later see that this fact will allow us
































Figure 4.30: RF transitions in the resolved sideband regime in the microtrap. We can
use a single non-interacting atom and measure the free-free transition as
illustrated in (a) and shown as black points in (d). For the attractively
interacting system (g1D,|1〉−|3〉 = −0.27 az~ωz), we can either drive a tran-
sition without adding kinetic energy, i.e. a trap sideband (b and blue
squares in d), or we can transfer to the lowest possible excited trap state
(b and red points in d). Taken and adapted from [Wen13].
To show that we can reach the resolved sideband regime as depicted in figure 4.26(c)
we will now present a spectroscopic RF measurement performed with two attractively
interacting atoms prepared in the ground state of the trap. We initially prepare a two
atom sample consisting of one atom in state |1〉 and one in state |3〉 in the ground
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state of the trap. The spilling is in this case performed at 568G where the 1D coupling
strength23 in the |1〉-|3〉 channel vanishes (g1D,|1〉−|3〉 = 0). We then ramp to 527G
where the atoms attractively interact with g1D,|1〉−|3〉 = −0.27 az~ωz. At this field we
apply a RF pulse and transfer the atom in state |3〉 to state |2〉. We therefore end
up with one atom in state |2〉 and one in state |1〉. This system is non-interacting
since g1D,|1〉−|2〉 = 0 at 527G. As a result, we dissociate the attractively interacting
system into a non-interacting system as shown in figure 4.30(b,c). Depending on the
frequency of the RF pulse we can now either drive a transition to a final state on the
same trap level (figure 4.30(b) and blue squares in (d)) or access the first excited trap
sideband (figure 4.30(c) and red points in (d)) by increasing the frequency of the RF
pulse by twice the axial trap frequency (2νz). In order to observe this higher sideband
we need to significantly increase the Rabi frequency of the transition which is achieved
by increasing the power of the RF pulse by 16 dB and by extending the duration of the
RF pulse by a factor of 10. We fit the obtained spectra with Gaussians and the obtained
distance between the peak positions of the two sidebands is 2973.8 ± 13.7Hz. Within
the uncertainties, this agrees with the value of 2νz = 2ωz2pi = 2985±10Hz (see table 4.1)
determined by trap modulation spectroscopy and WKB optimization. Furthermore, as
evident in figure 4.30(d), the sidebands are clearly separated because the widths of the
single peaks are significantly smaller (FWHM∼ 70− 110Hz) than the spacing between
the trap sidebands which is on the order of about 3000Hz.
RF spectroscopy measurements in the resolved sideband regime also work for repul-
sively interacting systems. The only difference is that the RF photon needs to provide
less instead of more energy as in the case of attractively interacting systems.
23Since we are performing our experiments in the lowest states of the microtrap, we have to go back
to a description in the quasi one-dimensional framework.
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4.5 From Few to Many: Experiments with a Single
Impurity Atom
We will now use RF spectroscopy in the resolved trap sideband regime to investigate
the interaction between a single impurity atom and a growing number of atoms in a
different state. In this measurement, the impurity atom, which we will also refer to as
the atom with spin down (|↓〉), can be considered to be a test particle which measures
the influence of a growing number of majority atoms (also referred to as spin up |↑〉).
The systems we are going to investigate are repulsively interacting, i.e. g1D ≥ 0, and
consist of a single impurity and up to five majority particles.
Figure 4.31: Initially prepared non-interacting (N + 1)-particle systems used as the
starting point for the RF measurements. These samples are prepared
according to the methods presented in section 4.2. Taken and adapted
from [Wen13].
As a starting point, we prepare non-interacting (N + 1)-particle systems with N ma-
jority atoms24 and one single impurity atom in the non-interacting many-body ground
state (see figure 4.31). The minority atom is located on the lowest trap level and the
majority atoms fill the trap with one particle per state up to the Fermi energy EF . We
then introduce a repulsive interaction between the impurity and the majority atoms25
and perform a RF spectroscopy measurement on the impurity particle. The RF spec-
troscopy is performed as a function of the number of majority atoms and measured
for systems with weak (g1D = 0.36 az~ωz), intermediate (g1D = 1.14 az~ωz) and strong
(g1D = 2.80 az~ωz) interactions. The one-dimensional coupling strength g1D will in
this section always be given in units of az~ωz, where az =
√
~/(mωz) is the harmonic
oscillator length in the axial z-direction of the microtrap26. Therefore, we will from
now on refrain from writing these units.
24Note that we use the definition introduced in section 4.1.4 in order to have a notation which is
consistent with [Wen13].
25There is no interaction between the majority atoms because they are identical fermions.
26In the previous sections of this chapter, we used the reduced mass for the definition of the harmonic
oscillator length. Thus, all numerical values of g1D given in units of az ~ωz in this section become




4.5 From Few to Many: Experiments with a Single Impurity Atom
4.5.1 Preparation of the (N+1)-Particle Samples
In the present section, we will explain the preparation procedure and estimate the
preparation fidelity for the (N+1)-particle systems. This is done following the reasoning
laid out in the supporting material of [Wen13].
We prepare balanced systems with an even total number of atoms ranging from 2
to 10 according to the scheme presented in section 4.2. These samples have the same
number of atoms in state |1〉 and state |2〉 and are prepared with a fidelity of f & 88%.
We then perform a second spilling process at low magnetic field (∼ 40G) which only
affects the atoms in state |1〉 (see section 4.2.6). For this spilling process we choose
the barrier height such that all but one atom in state |1〉 are removed from the trap.
This means we end up with systems consisting of N particles in the state |2〉 and a
single impurity in state |1〉 (see figure 4.31). In most of the measurements that we
will describe in the following, we want the impurity atom to be in state |1〉 and the
majority component to consist of atoms in state |3〉. Therefore, we perform a Landau-
Zener passage and transfer the N majority atoms from state |2〉 to state |3〉. This
passage has an efficiency of 95% per atom. Thus, we obtain a fidelity of & 68% for the
preparation of these non-interacting |1〉-|3〉 systems with 5 majority particles.
In the next step we introduce a repulsive interaction by ramping to a magnetic field
with g1D > 0. Due to relaxation to states with lower energy we observe atom loss which
is largest for strong interactions and large particle numbers. We obtain an upper bound
of 29% on the probability for atom loss by investigating a system with N = 6 for the
strongest interaction strength investigated here. Combining the fidelities of the different
stages of the preparation yields a lower bound on the preparation fidelity of interacting
(N+1)-particle systems of & 48%. As shown in [Wen13], the finite preparation fidelities
for systems with N ≤ 5 still allows us to extract reliable and meaningful results from
the spectroscopic measurement. This is due to the fact that our RF spectroscopy is
performed in the resolved sideband regime. Thus, most of the incorrectly prepared
systems are either clearly separated from the relevant RF transition or just lead to
a constant background which does not influence the measurement of the interaction
energy. For even larger systems (N > 5), the fidelity quickly drops as a function of
growing N . Hence, obtaining precise results for the RF spectroscopy measurement
becomes challenging27. More details on the preparation fidelities and their influence on
the obtained results can be found in the supplementary material of [Wen13].
4.5.2 The RF Spectroscopy Method
To probe the interacting (N + 1)-particle systems we change the state of the minority
atom from the initial state |↓i〉 to a final state |↓f〉. When the final system is non-
interacting, the interaction energy can be obtained by the frequency shift from the free-
27Furthermore, we do not want to populate more than 5 trap levels because in this case the influence
of the first excited radial levels becomes significant and thus the system would leave the quasi
one-dimensional regime.
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Figure 4.32: (a,b) Illustrations of the two-step process to determine the interaction
energy of repulsively interacting few-particle systems. To reach a non-
interacting final state we use an intermediate step for the measurement at
strong (g1D = 2.80) and intermediate (g1D = 1.14) interaction strength.
The majority component is indicated by the state with several atoms. (c)
Magnetic field dependence of the one-dimensional coupling strength g1D
for all used hyperfine combinations. The vertical lines indicate the RF
transitions used for the determination of the interaction energies. Taken
and adapted from [Wen13].
free transition which is obtained for systems with no majority atoms (N=0). For weak
interactions (g1D = 0.36), we perform this measurement at 589.69G where the final
state, which consists of a |2〉-|3〉 mixture, is non-interacting. For strong (g1D = 2.80)
and medium (g1D = 1.14) interaction strengths, there is no magnetic field where the
final state is non-interacting. Therefore, we use a two step process which is illustrated in
figure 4.32. This technique relies on the fact that the RF measurement determines the
interaction energy difference between the initial and the final system. We can now use a
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second measurement (most of the time with a different spin mixture) and independently
measure the interaction energy of the final system. By adding the two contributions
one obtains the total interaction energy of the strongly interacting initial state. The
magnetic field values, the initial and final states and their interaction strengths are
summarized in table 4.5.
B [G] g1D,i g1D,f |↑〉 |↓i〉 |↓f 〉
weak 589.69 0.36 0.01 |3〉 |1〉 |2〉
intermed. first 568.30 0.17 0.00 |1〉 |2〉 |3〉
intermed. second 614.03 1.14 0.17 |3〉 |1〉 |2〉
strong first 589.69 0.36 0.01 |3〉 |1〉 |2〉
strong second 634.51 2.80 0.36 |3〉 |1〉 |2〉
Table 4.5: List of all used RF transitions. Given are the magnetic field values, coupling
strengths in the initial and final system as well as the hyperfine states of the
atoms in the initial and final system. Table and caption taken and adapted
from [Wen13].
4.5.3 The RF Spectra and the Interaction Energies


























Figure 4.33: (a) Measured RF spectrum of the strongly interacting system (g1D = 2.80)
for one impurity atom and N majority atoms. For N = 0, there is no
majority atom present and we therefore obtain the free-free transition
frequency. (b) Interaction energies for all three interaction strengths as
a function of the number of majority particles. They are obtained by
Gaussian fits (solid lines) to the measured RF spectra. Taken and adapted
from [Wen13].
Using the just described method we obtain RF spectra for all three interaction
strengths as a function of the number of majority atoms N . Figure 4.33(a) shows
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the spectrum for strong interactions (g1D = 2.80). As previously explained, we are
in the resolved sideband regime and therefore we observe symmetric line shapes. We
fit the peaks for different numbers of majority atoms with Gaussians. From the peak
position we obtain the interaction energy ∆E as a function of the number of major-
ity atoms. This quantity is shown in figure 4.33(b) for all three measured interaction
strengths. The errors in the interaction energies are obtained by the uncertainty in the
fits of the spectral peaks.
The number of atoms, with which the impurity can interact, increases when we
add more majority atoms. It is therefore not surprising that the interaction energy
increases with growing N . The absolute gain in interaction energy per additional
majority particle however decreases in size if there are already more majority particles
present. This behavior can be observed by the decrease of the slope of ∆E(N) for
growing N . For weak interactions, it was shown in [Ast13] that the interaction energy
should increase proportional to
√
N .
4.5.4 Natural Scales and Corrections due to Anharmonicity and
the Finite Aspect Ratio
For a growing number of majority particles, the interaction energy shift ∆E is expected
to diverge for N → ∞. In order to compare the measurements for different N and to
avoid this divergence, we rescale the interaction energy by the natural energy scale of
the system, the Fermi energy EF . We thus obtain a dimensionless interaction energy
E = ∆E/FF . In a trapped system, the Fermi energy is given by the lowest trap
level that is not occupied by a majority atom. Since we are only interested in the
gain of interaction energy, we set the energy offset28 such that in a harmonic trap the
Fermi energy is given by EF,harm = N~ωz. Due to the anharmonicity of our microtrap
(see section 4.3.1), the Fermi energy in our trap EF,trap is slightly lower. From trap
modulation measurements and WKB calculations we can precisely calculate the energy
of the trap levels and hence derive the Fermi energy for our system. The corrections to
the harmonic case are smaller than 2.5% and the obtained Fermi energies as a function
of N are given in table 4.6.
The addition of majority particles changes the density of the investigated system.
Therefore, it is useful to rescale the interaction strength g1D with the line density of the
majority component ρ(z). We approximate the spatially varying density by its peak
value29 ρ = kF,trap/pi which is given by the Fermi wave vector kF,trap =
√
2mEF,trap/~.







28This means that we define our energy offset such that there is no zero-point motion of 12~ωz.29This peak density approximation was shown to be very accurate for our system [Ast13].
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N 1 2 3 4 5
EF,harm[~ωz] 1 2 3 4 5
EF,trap[~ωz] 1.01 2 2.97 3.93 4.88
Table 4.6: Comparison between the Fermi energies in a harmonic trap EF,harm and in
our slightly anharmonic trap EF,trap for different numbers of majority atoms.
We use the measured level spacing between the ground state and the second
excited state of the trap as the reference for our harmonic approximation,
since this is the most precisely determined level spacing of our trap [Zür12b].
Table and caption taken from [Wen13].
This quantity is often referred to as the Lieb-Liniger parameter (see section 2.6.1). We
can therefore compare our data to the predictions made for a homogeneous system.
Because we want to compare our experimental results to theories calculated for a true
one-dimensional system [Bus98, McG65], we also have to consider the effects resulting
from the finite aspect ratio of the microtrap (η = 10). They are largest for strong
interactions and for large particle numbers. The largest correction is on the order
of 2% and we estimate it from the comparison between true one-dimensional [Bus98,
Gha12, McG65] and quasi one-dimensional calculations [Idz05, Gha12, Blu12]. For the
data taken at weak interactions (g1D = 0.36), the relative correction is on the order
of 2× 10−3 which is smaller than the resolution of our measurement. Thus we neglect
this contribution. For intermediate and strong interactions however the corrections
need to be considered. The correction factors which rescale the interaction energies of
a quasi 1D system onto those for a true 1D system are given in table 4.7. For strong
interactions (g1D = 2.80), we have theoretical predictions both for the true and quasi
one-dimensional case for up to N = 3 majority particles. We can therefore calculate the
correction factor by the ratio between these two values. For N ≥ 4, we approximate
the correction factor by the value for N = 3. For intermediate interaction strength
(g1D = 1.14), we only have calculations up to N = 2 and approximate the correction
for N ≥ 3 with the factor calculated for N = 2.
4.5.5 Comparison to Theoretical Predictions
With these corrections we can now compare our experimental data to theoretical pre-
dictions made for a true one-dimensional, homogeneous system. In section 4.1, we
introduced the analytically determined interaction energies for the two-particle sys-
tem (N = 1) [Bus98] and the many-particle system (N → ∞) [McG65] with repul-
sive interactions. The interaction energies for these two cases are shown in figure
4.34(a) as solid lines. The many-body prediction for the interaction energy E∞, as
determined in [McG65], in orange and the two-particle solution (E2) in blue. Both
predictions coincide for the two limiting cases of the dimensionless interaction param-
eter γ. For vanishing interaction strength γ = 0, the systems are non-interacting and
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N 1 [Bus98, Idz05] 2 [Gha12] 3 [Blu12] 4 5
g1D = 0.36 1 1 1 1 1
g1D = 1.14 1.0051 1.0072 1.0072 1.0072 1.0072
g1D = 2.80 1.0106 1.0176 1.0206 1.0206 1.0206
Table 4.7: Correction factor for the finite aspect ratio of our trap. By multiplying our
experimentally determined interaction energies for a quasi one-dimensional
system with this number we can compare them to the theory derived for
a true one-dimensional system [Bus98, Gha12, McG65]. The correction for
the data at weak interaction is smaller than the resolution of our RF mea-
surement and we thus neglect it. For intermediate and strong interactions
we do not have precise theoretical predictions for large majority numbers
(N ≥ 3). We approximate these correction factors by the values obtained for
the largest number of majority atoms available for this interaction strength.
Table taken from [Wen13].
thus the interaction energy vanishes. Fermionization is reached in the opposed limit
of diverging interaction strength γ → ∞. There, the interaction energy of a system
consisting of one impurity atom and N atoms in the majority component becomes
equal to the energy of a system of N + 1 identical fermions. We already discussed
the concept of fermionization for the two-particle system (see section 4.3.2). It was
shown that, at least for the energy, this prediction still persists even for a larger num-
ber of particles31 [Gir60, McG65, Gir10, Bro12, Gha12, Vol13, Ast13]. Lately, it was
shown that the initially predicted ”fermionized” wave function [Gir60, Gir10] is not
the complete solution for the many-body wave function for diverging coupling strength
[Gha12, Gha13, Vol13]. In between the limits of fermionization and vanishing interac-
tion strength both theories have a similar functional form and only differ by a couple
of percent. We can now add our experimental data32 (colored points in figure 4.34)
and compare them to the theoretical predictions. Due to the small difference between
the two and many-particle solution it is useful to subtract the interaction energy of
the two-particle system E2 from all interaction energies. In this way, one can see the
differences between systems with different number of majority particles in more detail
(see figure 4.34(b)).
The data for the two particle system (N = 1, blue dots) agrees well with the the-
oretical prediction (blue line) from [Bus98]. For N = 2, i.e. two majority atoms and
the impurity atom, there is no analytic prediction but several state-of-the-art numeri-
cal calculations [Gha12, Bro12, Bug13, D’A13]. We compare our data for this system
(green points) to the predictions made in [Gha12] and also obtain good agreement. For
larger numbers of majority atoms one observes a quick convergence of the measured
31This statement is true for the balanced case (N↑ = N↓) and for all imbalanced cases (N↑ 6= N↓).
32This is the data after correction for the anharmonicity, the finite aspect ratio of the microtrap and
using the peak density approximation.
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Figure 4.34: (a)Comparison between theoretical predictions for the normalized inter-
action energy for the two-particle system [Bus98] (blue line), the many-
particle system [McG65] (orange line) and the experimental data (colored
points). The colors of the data points indicate the number of majority
atoms from N = 1 . . . 5 (blue to orange). (b) Difference between the
normalized interaction energies and the theoretical prediction for the two-
particle system (N = 1). The numerical prediction for the normalized
interaction energy for N = 2 [Gha12] is shown as a green line. One ob-
serves that the measured interaction energies for the two-particle system
agree well with the theoretical prediction. For N ≥ 4 the normalized inter-
action energy converges towards the many-body limit which is indicated
by the orange line. Taken from [Wen13].
interaction energy towards the analytic many-body prediction given in equation 4.10
[McG65]. For strong interaction strengths, the data follows the shape of the theoretical
model but lies slightly below the prediction. This small deviation might be due to the
peak density approximation or uncertainties in the corrections for anharmonicity and
finite aspect ratio of the trap. For weak and intermediate interaction, already four
majority particles seem to be sufficient to reach a system which is well-described by
the theory for N → ∞. This shows that one of the most important properties of the
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investigated systems, namely the interaction energy, is already well-described by the
many-particle theory for as few as 4 majority particles.
4.6 Conclusion and Outlook
The amount of theoretical predictions with different state-of-the-art numerical and an-
alytical approaches for the description these kind of few-fermion systems is steadily
increasing (e.g. [Gir60, McG64, McG65, McG66, Bus98, Mor04, Kes07, Gir09, Gir10,
Liu10, Bro12, Gha12, Ron12, Ast13, Bro13, Bug13, Cui13, D’A13, Deu13, Gha13,
Gua13, Lin13, Sow13, Vol13]). This shows the importance of experimental studies
with these mesoscopic systems as a benchmark for the evaluation of various different
techniques and models.
It is truly remarkable that only about four majority atoms are necessary for the en-
ergy of the impurity system to be well-described by the many-body prediction [McG65].
Additionally, this quick convergence of the interaction energy raises several intriguing
questions for future theoretical and experimental studies. For example, one wonders
how quickly the few-particle wave function converges towards the infinite particle limit.
Additionally, one could also measure the effective mass of the system as a function of the
number of majority atoms and compare it to the predictions by McGuire (see equation
4.11 and figure 4.10). This could be achieved by measuring the excited trap sidebands
as shown in figure 4.30. In this way, one would obtain the excitation spectrum and
thus the effective mass of the system. Measuring the excitation spectrum as a function
of the number of majority atoms would also lead to further insights to the polaron-like
disperson relation that persists for weak interactions even for a one-dimensional sys-
tem (see section 4.1.5). We already mentioned that the quasiparticle operator becomes
ill-defined for a homogeneous one-dimensional system [Gua13, Mas13]. In our experi-
ments, we are only quasi one-dimensional and trapped in a harmonic potential. How
the impurity system behaves in this case is so far not clear and would be an interest-
ing topic for future research. One could then investigate the emergence of polaronic
properties when the system leaves the quasi one-dimensional regime and radial excita-
tions become allowed. Studying this behavior as a function of the number of majority
particles could help to gain a deeper understanding of the fermionic quantum impurity
problem.
Another interesting question when expanding such an impurity system to higher
dimensions would be to investigate the point of diverging coupling strength. Although
the lifetime of a strongly interacting repulsive fermionic quantum impurity system is
expected to be very short, the repulsive polaron state itself is still well-defined. For
the one-dimensional case we know that ∆E/EF → 1 for g1D → +∞. For the three-
dimensional system one expects that the Fermi energy EF remains the only energy
scale of the system if the interaction strengths diverges. Hence, any universal energy in
the unitary regime should be described by a numerical universal constant ζ times the
Fermi energy EF . In this case, one would obtain the following limit for the repulsive
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polaron branch: ∆E3D/EF → ζ for kFa → +∞. This 3D fermionization parameter ζ
can be thought of as a quantity which is similar to the Bertsch parameter ξ, just for a
repulsive system with a single impurity.
An entirely different topic that can also be investigated, especially in one-dimensional
systems, is the emergence of ferromagnetic correlations between the particles in the
super-Tonks regime. We already performed some investigations in this regime but up
to now they are not fully understood. There are however several theoretical publica-
tions [Liu10, Gha13, Vol13, Bug13, Deu13, Cui13] that consider the question whether
ferromagnetic correlations are obtained for these super-repulsive systems.
All these considerations and future research opportunities show that there is still a lot
to learn about the system where one impurity atom interacts with a larger number of
other fermions. The control over the number of particles and the interaction strength as
well as the possibilities to change the trapping geometry and hence the dimensionality
of a system make ultracold few-particle systems a perfect candidate to further explore
these kinds of questions.
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Spinor BEC of Rb-87
In this chapter we discuss experiments on the equilibration of F=1 spinor BECs of 87Rb
performed during my stay (May 2009 to July 2010) at the University of California,
Berkeley in the group of Prof. D. M. Stamper-Kurn. A spinor BEC is a condensate
that, due to its additional spin degree of freedom, is no longer described by a scalar field
but instead by a three-dimensional spinor [Ho98]. This property significantly influences
the phase diagram of such systems since the vector magnetization plays a crucial role
in the determination of the ground state structure and the dynamics of such systems.
By combining phase or polarization-contrast imaging with spin-echo techniques we
observe the evolution of the vector magnetization for such a spinor system. We in-
vestigate the spin dynamics of different initial spin mixtures and observe that small
spin textures (∼ 10µm) coarsen to larger ferromagnetic domains for long evolution
times of up to 4 seconds. The system therefore approaches the expected mean-field
phase. The system, however, only reaches a steady state for small quadratic Zeeman
shifts (|q| . q0). Furthermore, we observe the emergence of a spin space anisotropy
with predominantly easy-axis or easy-plane magnetization depending on the sign of
the quadratic shift. The main findings and techniques presented in this chapter are
published in [Guz11] and further details are described in [Guz12]. We will thus in most
cases follow their notation and line of reasoning.
To illustrate and understand the performed measurements, this chapter starts with
a brief introduction on Bose-Einstein condensation and spinor BECs. We will then
discuss the properties and techniques used in this particular experiment setup. After
a basic introduction into the theoretical description of spinor gases we will introduce
the utilized imaging techniques before finally presenting the actual measurements and
results.
5.1 Introduction and Motivation
The possibility to trap BECs in optical dipole traps [Sta98a] enabled trapping of several
spin states at the same time with negligible differences in the trapping potential for
the different states. Consequently, researchers could then investigate systems with
an additional spin degree of freedom. The theoretical framework to describe such
”spinor” or multi-component Bose condensates was established in 1998 [Ho98, Ohm98].
This name was chosen because contrary to a single-component BEC, where the order
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parameter ψ(r) is a scalar, the order parameter in a BEC with a spin degree of freedom
is a vector quantity and transforms like a vector under spin space rotations. Soon
afterwards the formation of spin domains in a BEC could be observed. This was
achieved with a spinor BEC of 23Na in the F = 1 manifold which consists of the three
states with mF = +1, 0,−1 [Ste98].
A wide range of new quantum phenomena are predicted for these spinor Bose-Einstein
condensates. Due to the vector character of the magnetization, one expects: a change
in structure of the ground state [Sad06b], the emergence of spin textures [Ven08], topo-
logical and energetic instabilities, the occurrence of special modes of spin waves, a
change in spin dynamics through coherent spin changing collisions and the existence of
skyrmions [Kha01, Cho12a, Cho12b] to just name a few. Studying these phenomena
opens up a new playground for research with ultracold atoms. In this chapter, our con-
tribution towards the ongoing effort to understand such systems is described. We will
focus on our investigations on the dynamics of initially unmagnetized spinor systems.
After condensing, these systems show small scale (order of a few microns) spin textures
that slowly grow in size and evolve towards the expected ferromagnetic ground state.
5.2 Experimental Setup
The structure of the vacuum chamber of the Berkeley setup is very similar to the
chambers used in Heidelberg and most of its parts and their properties were already
discussed in chapter 3. Therefore, these standard parts and techniques are only briefly
presented, whereas the particular features of this setup which allow the studies of
spinor BECs are described in more detail. For a more extensive description of this
experimental setup we will refer to [Guz12].
5.2.1 Preparation of a BEC and the Vacuum Chamber
A drawing of the vacuum chamber of the spinor machine can be found in figure 5.1.
The setup consists of three major parts: the oven chamber, the MOT chamber and
the science chamber. We will now present the different steps for the preparation of a
Bose-Einstein condensate with this particular experimental setup.
The Oven Chamber
The purpose and the idea behind the design is to provide an atomic beam of suffi-
cient flux while maintaining a low vacuum pressure in the MOT and science chamber.
However, the higher vapor pressure of rubidium at room temperature leads to some
design differences compared to the lithium oven presented in chapter 3. This has sev-
eral implications. First, the oven does not have to be heated that much. Therefore,
the oven in Berkeley was usually only heated to 115◦C 1. A second consequence is that
1In the case of lithium the oven is usually operated at 350◦C to 400◦C.
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Figure 5.1: Vacuum chamber of the 87Rb spinor BEC machine. The chamber consists
of three main parts. The oven chamber where the rubidium is vaporized,
the MOT chamber where the atoms are caught in a MOT and precooled
in a magnetic quadrupole trap and the science chamber where the optical
dipole trap is located and where the actual experiments take place. Taken
and adapted from [Guz12].
even at room temperature the vapor pressure of rubidium is non negligible. Thus, one
has to be more careful where the atoms end up that are not cooled and trapped in
the Zeeman slower and the MOT. For this reason, the oven chamber has an additional
copper piece with a small aperture in the direction of the Zeeman slower tube which
is called cold catcher. Using a thermo-electric cooler (TEC), the cold catcher is cooled
to temperatures of about −15◦C to −10◦C which means that the majority of rubidium
atoms that do not travel directly towards the slower are caught by it. In order to save
rubidium in the oven reservoir, we use a special exit nozzle which creates a large flux of
atoms in the direction of the Zeeman slower with a low transverse momentum spread.
Since this nozzle is constantly heated to 200◦C, the atoms that cannot travel through
it are recirculated back into the reservoir. To further reduce the pressure in the MOT
and science chamber, there is an atomic beam shutter that dumps the beam inside
the cold catcher when necessary. In order to allow for easy maintenance of the oven
chamber, e.g. for refilling the reservoir, a gate valve is placed between the oven section
and the Zeeman slower tube.
The MOT and the Magnetic Transport
After leaving the oven chamber the atomic beam is decelerated in the Zeeman slower,
which is built in an increasing field configuration and is described in detail in [Mar10a].
When the atoms reach the MOT they are already decelerated to about 20m/s after
initially leaving the oven with about 300m/s. In the MOT the atoms are further
cooled and trapped using cooling light that is red detuned by about 18MHz from the
D2 F=2 to F’=3 transition (see figure 5.2). The six MOT beams have a diameter of
about 38mm and the total power in all beams is about 130 − 150mW. Additionally,
we use repump light which is resonant to the D2 F=1 to F’=2 transition with a total
power of about 2.5mW. With these parameters it takes about 4 s to load approximately
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8× 109 atoms into the MOT and they have a temperature of about 150− 200µK.
Figure 5.2: Level scheme of 87Rb. Laser cooling and absorption imaging is usually
performed using the D2 transition (see cooler and repumper). For phase-
contrast imaging we use a laser with a wavelength of about 795 nm which
is blue detuned from the D1 line.
Before transferring the atoms into the magnetic quadrupole trap, the MOT is com-
pressed by increasing the magnetic quadrupole field of the MOT while decreasing the
intensity of the MOT beams. Afterwards all MOT beams and magnetic fields are
turned off for about 2ms for optical pumping, before the atoms are trapped in the
magnetic quadrupole trap. From there, the cloud is magnetically transported to the
science chamber with three additional sets of overlapping quadrupole coils. During this
6 s long transport, the atoms are heated to about 600 − 900µK. More details on the
transport parameters and optimization are given in [Guz12]. The reason for magneti-
cally transporting the atoms into the glass cell is that the vacuum limited lifetime in
the science chamber is significantly better than in the MOT chamber. Additionally, the
glass cell offers more optical access which is important for the high-resolution imaging
system and for the planned optical lattice setup. Furthermore, using a glass cell also
increases the amplitude of RF and MW fields that can reach the trapped atoms since
a metal chamber usually absorbs and reflects parts of the fields.
Evaporation in the Science Chamber
The science chamber consists of a glass cell that is connected to the MOT chamber (see
figure 5.3). The dimensions of the glass cell are about 25mm×25mm×75mm and the
walls have a thickness of about 2.5mm. The last of the three magnetic transport coils is
independently mounted and cooled (black part in figure 5.3) and was initially designed
to produce homogeneous offset fields to be able to access magnetic Feshbach resonances
at fields up to about 1000G. For all the experiments described here, however, we only
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Figure 5.3: Cut through the main part of the vacuum setup with the MOT cham-
ber (gray), the glass cell (clear) and the used coordinate system (left).
The atoms are moved into the glass cell using the magnetic transport coils
(black). After MW evaporation they are transferred into the optical dipole
trap which is aligned in the z-direction. Here the atomic cloud (bright
red) is further evaporated into degeneracy. The magnetic field cage (green)
is used to apply and compensate magnetic fields and gradients in various
directions.
used it as the final magnetic quadrupole trap where the atoms are further cooled by
MW evaporation. This evaporation starts with about 2×109 atoms in the magnetically
trappable state F=1, mF = −1 (|1,−1〉). By applying a circularly polarized microwave
field slightly detuned from the |1,−1〉 to |2,−2〉 transition, the trapped atoms with the
highest temperature and energy are transferred to state |2,−2〉. Atoms in this state
are not trapped and thus lost from the trap. By sweeping the MW frequency closer to
resonance the atomic sample is evaporatively cooled and after 10 s of this MW knife
evaporation we obtain samples with about 1 × 108 atoms at a temperature of about
30µK. Already during the last stages of this MW evaporation the ODT is turned on and
after finishing the MW evaporation about 1×107 atoms are transferred into the optical
trap. By exponentially lowering the intensity of the ODT beam over 2.4 s we further
evaporate until we reach the critical temperature for Bose-Einstein condensation. At
the critical temperature Tc the sample consists of about 3.5× 106 atoms. After further
evaporation we can obtain BECs consisting of about 2 × 106 atoms with negligible
thermal fraction. Table 5.4 summarizes the temperature, the atom number and the
phase space density of the atomic cloud in the different stages of the experiment.
5.2.2 The Optical Dipole Trap
The laser light for the single beam ODT is provided by a fiber laser (IPG Photonics) at
a wavelength of 1064 nm and a maximum power of 20W. Thus the light of the dipole
trap is red detuned from the atomic transitions of 87Rb at 780 nm and 795 nm. Due to
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Figure 5.4: Number of atoms, their temperature and phase-space density during the
different stages of the experiment. Taken from [Guz12].
this large detuning, the photon scattering rate is negligible and therefore does not limit
the lifetime of atoms in the sample. For the active intensity stabilization the ODT beam
passes through an acousto-optical modulator before it is magnified in two perpendicular
cylindrical telescopes. These generate an elliptical beam where the vertical size is about
10 times larger than the horizontal one. This beam is then focused into the glass cell
along the z-direction (see figure 5.3) and leads to a ”surfboard” shaped trap with an
aspect ratio of ωy ≈ 10ωx ≈ 50ωz. This means that the tightest confinement is in the
vertical y-direction and the weakest in the z-direction. During the transfer from the
magnetic trap the power of the ODT beam is about 4.5W which corresponds to a trap
depth of about 0.3mK which is sufficiently larger than the temperature of the atoms
at that stage (30µK). After the evaporation, the final trap depth is about 1µK which
corresponds to about 30mW of power in the ODT beam. The Thomas-Fermi radii
of the finally achieved BEC are about rz ≈ 80µm, rx ≈ 20µm and ry ≈ 2µm. The
reason we choose such a trap geometry is that in our system the spin healing length
ξspin is similar in size to the condensate in vertical direction. Therefore, the condensate
is quasi two-dimensional with respect to the spin degree of freedom [Ven08]. This will
make it easier to image the spin in-situ since the change of the spin along the imaging
direction is then negligible2.
5.2.3 Static Magnetic Fields
It is obvious that applying static magnetic fields is a very important tool when working
with the spin of a system. Through the Zeeman effect the energy and the structure
of the system is determined by magnetic fields. It makes sense to distinguish between
different field configurations: static offset fields, static magnetic field gradients and
oscillatory fields. In our setup both types of static fields are provided by different
sets of coils mounted in a cage made of plastic (Delrin, see green part in figure 5.7(a)).
Additionally, two pairs of coils along the long axis of the optical dipole trap (z-direction)
were added later.
2This is not true for the healing length ξ, therefore the sample is a 3D BEC with respect to the
density but quasi 2D with respect to spin.
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Magnetic Offset Fields
The offset fields are provided using pairs of coils that are approximately in Helmholtz
configuration which is done to achieve as homogeneous fields as possible. In order to be
able to provide an offset field along any necessary direction we use three different sets of
coils which are named according to the orientation: the up-down coils, the north-south
coils and the z coils. Two sets of coils (up-down and north-south) are mounted inside
the magnetic field cage. The z coils were added later and are attached to the outside
of the heat sink of the magnetic quadrupole trap coils. This was necessary since the
east-west coil pair in the Delrin mount was found to be electrically shorted to the main
chamber and the optical table.
Using RF transitions from state |F=1,mF=−1〉 to the states |F=1,mF=0 or 1〉 the
offset fields created by each pair of coils were calibrated. A small program was then
created to calculates the control voltages for each coil given a desired field strength and
direction. This program significantly simplified the field calibration procedure because
the field coils are neither perpendicular to each other nor necessarily along the axis of
the condensates. This means that one usually needs a combination of current through
several sets of coils to produce an offset field in a certain direction.
The magnetic offset field value we usually use during the experiments is 0.267G which
corresponds to an RF transition frequency of about 187 kHz. In most cases the field
is directed along the intermediate axis of the cloud which is also called the x-direction
(for a definition of the directions, see figure 5.3).
Magnetic Field Gradients
In order to minimize the inhomogeneities of the magnetic fields we use magnetic gra-
dient coils to actively cancel existing gradients. To create these gradients we use sets
of coils in anti-Helmholtz configuration. This leads to a vanishing offset field in the
center of the two coils. The magnetic field on the center axis of the coil pair depends
linearly on the distance from the center.
Due to the small extent of the condensate in the up-down or y-direction (rTF,y =
2µm), magnetic field gradients along this direction can be neglected. The gradients
we therefore need to cancel are along the long (z-direction) and intermediate axes
(x-direction) of the condensate, namely dBz/dz, dBz/dx = dBx/dz and dBx/dx. At
an offset field of 267mG the uncorrected field gradients were about 20 − 40 kHz/cm
depending on the particular direction. To minimize these gradients we use three sets
of coils. They are named according to their orientation: the z-gradient coils, the
up-down gradient coils and the north-shim gradient coils. We use Larmor precession
imaging to measure the gradient that is applied to the atoms by observing the local
phase of the precession of transversely magnetized clouds (see section 5.4.2). Then the
current through each of the three coils is adjusted to minimize the size of the magnetic
field gradients. By gradually increasing the evolution time after which we measure
the gradient, we can increase the sensitivity of our gradient measurement. Precession
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could be observed up to 3 s of evolution time and in the end the measurement was
limited by the lifetime of the condensate. We can deduce that for this configuration, the
inhomogeneities of the magnetic fields are less than 1µG over the size of the condensate.
This corresponds to an absolute field inhomogeneity of about 6µG/mm. Compared to
the offset field of 267mG this leads to an inhomogeneity of about 2 × 10−5 over one
mm. More details and images of the cloud with and without a gradient can be found
in section 5.4.2.
5.2.4 RF and MW Pulses and Magnetic Field Stability
As introduced in chapter 3, the populations of different hyperfine states and their
Zeeman sublevels can be manipulated using radio-frequency (RF) or microwave (MW)
pulses. Here, this technique is employed to prepare the desired spin mixture and later
to probe the spinor samples. As previously explained, we also use these transitions to
calibrate our magnetic fields since the transition frequency between the states depends
on the applied magnetic offset field through the Breit-Rabi formula.
Radio-Frequency Fields and Magnetic Field Stability
The RF fields necessary for driving the transition between the states of the F = 1
manifold are on the order of several hundred kHz. In our setup these fields are generated
with a function generator (Stanford Research System DS345) which can provide RF
signals of up to 30MHz. After the generator, the signal passes a RF switch before it
is amplified and applied to the atoms using a RF antenna, which consists of a single
copper winding placed right above the glass cell.
While calibrating the magnetic offset fields, we observed a transfer of atoms into
different states for smaller magnetic fields, even when the RF signal is turned off. This
effect can be attributed to RF noise from different sources in the lab, for example
switching power supplies, DC/DC converters or other noise on the power line. A more
careful investigation reveals a broad noise background up to about 100 kHz and several
noise peaks in the region up to 130 kHz. This limits the magnetic offset fields available
for our studies of the spinor condensates because the noise would strongly affect our
measurements. For this reason, we choose a field of 267mG which corresponds to an
RF transition frequency of 187 kHz which is in a region without measurable RF noise.
In addition to this RF noise we also noticed that the resonance frequency of the
RF transitions fluctuate by about 10 kHz over the course of a day. This rather large
effect makes it difficult to drive several RF pi or RF pi/2-pulses which are necessary for
some of our measurements and imaging techniques. Therefore, we decided to monitor
the magnetic field in our laboratory. For this we used a magnetometer (Honeywell
HMC2003), which can precisely measure magnetic fields in a range from 40µG to 2G
in three orthogonal directions. The signal from this sensor was then measured using
highly precise voltmeters (Agilent 34410 Digital Multimeter). Using a self-written
Labview code, we were able to log the magnetic field in our laboratory over a couple of
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Figure 5.5: (a) Magnetic field in the laboratory measured with the three-axis magne-
tometer. The field fluctuations are caused by the elevator across the hall
from the laboratory. One can clearly see at which times the elevator was
used and in which floor it was at a given time. (b) Populations after 4 se-
quential pi-pulses in the different hyperfine states of the F=1 manifold with
and without careful optimization of the RF pulse amplitude. The images
were taken using Stern-Gerlach time-of-flight absorption imaging. Figure
adapted from [Guz12].
days. The result of such a measurement can be found in figure 5.5(a). We observed a
correlation between the activity of the elevator and the measured fields and therefore
concluded that these strong magnetic field fluctuations are caused by the elevator with
its large iron counterweight.
There are several possible ways to circumvent this problem of changing magnetic
fields due to the elevator. They range from simpler solutions of deactivating the el-
evator for the course of important measurements to more sophisticated solutions like
implementing a feed forward on the magnetic field or frequency of the RF pulse. We
opted for a simple method of shortening the pulse duration, so that the frequency width
of the RF pulses are increased. In order to still transfer all of the atoms one has to
increase the amplitude of the RF field at the same time. In this way, we increased the
Rabi frequency to about 25 kHz which is sufficient to not be limited by the shot-to-shot
fluctuations of the magnetic field anymore.
For the spin-echo imaging technique it is crucial to be able to drive several sequential
RF pi-pulses with high fidelity. We therefore determine the transition frequency which
is not extremely critical due to the large frequency width of the applied pulse (see
above). Then we optimize the applied amplitude by checking the optimal transfer
of atoms between the different hyperfine states after several pi-pulses. Figure 5.5 (b)
shows that by optimizing the signal after 4 sequential RF pi-pulses we can significantly
improve the fidelity of RF pi-pulses.
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Microwave Fields for Evaporation and for Quadratic Zeeman Shift
The spinor experiment has two different setups to generate and apply MW pulses. The
first one is used for the MW evaporation in the magnetic trap and was already briefly
described earlier. We will therefore focus on the second MW setup which is of more
interest for the performed experiments. It is used to tune the quadratic Zeeman energy
of the sample. We will later see that this quadratic Zeeman energy plays a crucial
role in the determination of the ground state of the 87Rb spinor system in the F = 1
manifold.
We apply a MW field which is detuned from the |1, 0〉 to |2, 0〉 transition by δ =
±2pi 40 kHz. This changes the energy of the |1, 0〉 state with respect to the |1,±1〉
states. We will later see that this is the quadratic Zeeman energy and that it scales
proportionally to the square of the resonant Rabi frequency and inversely proportional
to the detuning δ [Les08]. Therefore, we can modify the quadratic Zeeman shift pro-
vided by the MW fields qMW by changing the power of the microwaves at a fixed
detuning. We choose the detuning large enough so that the population transfer into
the |2, 0〉 state is negligible but not so large that the states |1,±1〉 are significantly
shifted.
Figure 5.6: (a) Rabi oscillations between the states |1, 0〉 and |2, 0〉 at a control voltage
of 2V at the modulation input of the SRS waveform generator. (b) Cali-
bration between Rabi oscillations and the control voltage. Figures adapted
from [Guz12].
The setup consists of a MW source which provides a signal at 3.4GHz. This signal
is then frequency-doubled and mixed together with a signal at a frequency of about
20MHz created by a SRS DS340 waveform generator. After an amplifier (20W) the
signal is impedance-matched with a stub tuner (Maury Microwave 1819D) to a linear
MWwaveguide which applies the linearly polarized MW field to the atoms. By scanning
the frequency of the SRS sideband, we can find the resonance frequency of the |1, 0〉-
|2, 0〉 transition and then measure the Rabi oscillation between these two states as
a function of the applied RF power in the sideband (see figure 5.6(a)). With this
calibration we know the Rabi frequency as a function of the amplitude of the SRS
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(figure 5.6(b)) and therefore we can calculate the applied quadratic shift using this
Rabi frequency and the detuning of δ = 2pi 40 kHz. With these parameters, we are
able to reach quadratic Zeeman energies of up to qMW ≈ h× 500Hz, both positive and
negative depending on the sign of the detuning. This is significantly larger than the
quadratic Zeeman energy provided by the offset field of 267mG which is on the order
of qB = h× 5Hz. Hence, we can access all relevant regimes in the F = 1 spinor phase
diagram.
5.2.5 The High-Resolution Imaging Setup
In our experiments we are interested in small scale structures of the size of the spin
healing length ξspin, which in our system is on the order of ≈ 1.5µm [Guz12]. Therefore,
we need an imaging system that has at least a resolution of the same order of magnitude.
Since it is too complicated to place flexible imaging optics inside the vacuum, we have
to image our sample through the glass cell. In order to obtain the information we
are interested in, the high-resolution objective is used in the vertical (y-direction) and
mounted in the center of the cooling body for the magnetic quadrupole field coils (see
figure 5.7). Due to the size of the glass cell, the working distance of the objective has
to be ≥ 13mm and the field of view should be large so that the whole cloud can be





Figure 5.7: (a) Vertical cut through the science chamber. The high-resolution objec-
tive (dark red) consisting of an asphere (lower light blue) and a meniscus
(upper light blue) is placed inside the bottom part of the magnetic field
cage (green). The field cage houses several sets of coils in various directions
which provide magnetic gradient and compensation fields (narrow black




The idea during the design phase the objective was to use one large aspheric lens
(Thorlabs AL3026-B, focal length f = 26.0mm, NA= 0.52, working distance ∼ 20mm)
which is diffraction-limited when used without a glass cell. Furthermore, we planned
to use a second meniscus lens that compensates for the effects of the 2.5mm thick glass
cell. The optical design software OSLO was used to find the parameters of a suitable
meniscus lens by optimizing the obtained spot size and wave front error function. The
resulting requirements were met by a BK7 meniscus lens from JML optical (CMN11258)
with a focal length of f = 1000mm. A vertical cut through the objective assembly
consisting of the two lenses (light blue) inside their custom-built mount (dark red) can
be found in figure 5.7(a).
The High-Resolution Imaging Setup
We want to use the high-resolution setup to take in-situ phase or polarization-contrast
images of our spinor condensates. As explained before we use a laser that is blue-
detuned from the D1 line by about 400-500MHz for phase-contrast imaging. The laser
light for this is provided by a Vortex II laser from New Focus which is locked to the
D1 line of a 87Rb vapor cell using a Doppler free FM-spectroscopy lock. The light is
then frequency shifted by passing twice through a 250MHz acousto-optical modulator
(IntraAction) before it is coupled into a polarization maintaining single mode optical
fiber. In this fiber, the light is then delivered to the experiment table. Figure 5.7(b)
shows the schematic setup of the imaging path from the fiber to the CCD camera
used to image the atoms with phase-contrast imaging. After cleaning the polarization
and adjusting the intensity of the beam using a combination of a half-wave plate and
a polarizing beam splitter, the light passes through a quarter-wave plate to obtain a
σ+- polarization which is necessary for magnetization sensitive phase-contrast imaging
(see section 3.4.3). After passing through the atoms, the light is collected by the
objective which has an effective focal length of about 30mm. The collimated image
is then focused using a f = 300mm lens which creates an intermediate focal plane
that is magnified by a factor of about 10. The phase dot is placed in the beam at the
position where the imaging beam has a focus and it is mounted in a 3 axis translation
stage to facilitate its alignment. In the intermediate imaging plane, where the image
of the atoms is again in focus, we place a mask that crops the image so that only a
slice, which is slightly broader than the atomic cloud, reaches the camera. After the
mask the image is again magnified3 by a factor of 2 before it is imaged using a CCD
camera (Princeton Instruments Max with a pixel size of 12.9µm×12.9µm). The mask
is necessary to only illuminate the CCD chip where the atomic cloud is located. Then
we can use the frame transfer mode of the camera which allows us to take up to 20
images of the same cloud with a time delay of only about 100µs between the images.
3This secondary magnification stage can actually be replaced by a system with less magnification
which is beneficial for imaging larger clouds.
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This time is needed to shift about 100 already exposed pixels into the masked region.
We will later see that taking several images of the same cloud is necessary to be able to
extract the vector magnetization for example using Larmor precession imaging [Hig05b]
or spin-echo imaging (see section 5.4.5).
External Resolution Tests
In order to determine whether all parts of the imaging system work as planned and
expected, we built a test setup to measure the achievable resolution of the imaging
system outside of the actual experimental setup. More details on the exact procedures
can be found in [Guz12].
In a first test we used a 1951 USAF resolution test pattern that consists of groups
of lines of different sizes and spacings. By illuminating the test pattern and imaging it
onto a CCD camera, one can extract the modulation transfer function (MTF) of the
objective. This is done by fitting each group of lines to a two-dimensional sine wave
and recording its contrast. The MTF measures the response of an imaging system
to a sinusiodally varying signal as a function of the wavelength of the signal. The
MTF is measured for three different setups in order to check each piece of the imaging
objective. With only the aspheric lens (without the glass cell), we obtain a NA of
about 0.5 which is in agreement with the specifications of the lens. When the lens was
placed in the custom built mount the obtained NA was only about 0.43. This is due
to the retaining ring which holds the lens in place and limits the NA by reducing the
aperture of the lens. When we add the glass cell and the meniscus lens we again obtain
a NA of about 0.43 which shows that the meniscus nicely compensates the effect of the
glass cell. When we compare the results for the vertical and horizontal lines we obtain
very similar contrasts and therefore we conclude that the astigmatism of the imaging
system is negligible.
The test pattern limits the minimal size of objects with which we can test the ob-
jective to the smallest available line spacing. In order to obtain further information
about the imaging objective we thus perform a second test by imaging a pinhole using
the objective. If the pinhole is significantly smaller than the imaging resolution one ob-
tains the point-spread function (PSF) from such a measurement. The image can then
be fitted using an airy disc. From such a measurement one can extract the diffraction
limited resolution. The used pinhole from Data Optics, however, was more than two
times larger than specified and STM images show that it was also not completely round
[Guz12]. A fit to a simulated signal for such an asymmetric object yields a diffraction
limited resolution of about 1.33µm which corresponds to a NA of about ≈ 0.37. Due
to the approximations made, this is a reasonable agreement to the determination of
the MTF performed with the test pattern. By moving the pinhole with respect to the
imaging objective we can observe how the size of the out-of-focus object increases. By
comparing the obtained sizes for the horizontal and vertical direction, one can extract
information about a possible astigmatism. As with the test pattern, the signals are




The tests performed on the bench gave us a good indication of the quality and the crit-
icality of the alignment of the objective. However, to really show the resolution of the
complete imaging setup we have to measure the resolution in the actual experimental
setup using the atoms.
After aligning the entire imaging path as shown in figure 5.7 (b) we used repump
light to create a beam that is fed into the imaging path in opposite direction using a
pellicle beamsplitter which has a focus in the intermediate imaging plane. This focus
is imaged onto the atoms through the objective. The repumped atoms are then in the
F=2 manifold and hence they are not visible using phase-contrast imaging on the D1
line. Therefore, we observe a small hole in the imaged condensates. This beam can
be used to check whether all lenses and mirrors are correctly aligned. Furthermore, by
scanning the focus of this ”poke” beam against the position of the imaging objective,
one can try to minimize the observed hole to precisely find the minimal focus. A
picture of a condensate with a hole taken in such a way is shown in figure 5.7 (b) as
an insert. The stability of this method, however, was not very good and probably due
to movements of the pellicle or other parts of the poke beam setup, the ”poke” beam
would significantly move (sometimes more than the horizontal size of the cloud) from
shot to shot. This inhibited a reliable measurement of the size of the created hole and
therefore we had to find a better method to characterize the imaging setup in-situ.
The method that turned out to be ideally suited for the task of measuring the MTF,
and therefore the resolution of our imaging system, was using helical spin textures. In
this method, we create spin helices by applying a magnetic field gradient to a trans-
versely magnetized condensate. Depending on the duration of this gradient pulse, the
wavelength of the spin structure decreases. This generates a sinusoidal test pattern
from which one can easily extract the contrast and therefore the MTF. By applying
the offset field in different directions we are furthermore able to create this test pat-
tern in arbitrary directions which is a suitable test for the astigmatism of the imaging
system. So far we have neither introduced the details of the preparation nor described
how we image the magnetization. Thus we will present the results of this in-situ test of
the resolution in section 5.4.4. For the sake of this section’s completeness, however, we
will still present the results obtained with this in-situ technique. Using this sinusoidal
atomic test pattern method we can test lengths scales from about 50µm, limited by
the size of the cloud, to about 4µm. We obtain an experimentally determined value
for the NA of the imaging setup by fitting the data with a diffraction limited theory.
From such a fit, we obtain a NA of ≈ 0.31. This is significantly smaller than the values
obtained for the resolution tests on the bench. We believe that the reason for this
discrepancy can be found in the orientation of the glass cell. Since the glass cell is
attached to a non rotatable flange the glass cell is tilted by about 10◦ with respect to
the vertical direction. We try to compensate this by aligning the objective parallel to
the surface of the glass cell. But due to the limited space inside the heat sink of the
quadrupole coils, we are not able to completely compensate this and a residual angle
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of about 1◦ to 3◦ remains between the glass cell and the objective.
5.3 Basics of a F=1 Spinor Condensate
In this section, we will give a short introduction to the theoretical description of spinor
condensates. We will follow the reasoning and notations of several prior publications
[Ho98, Hig05a, Guz12, Sad06a] and use the Hamiltonian derived for weakly interacting
Bose gases in section 2.3.
5.3.1 The Hamiltonian
The description of multi-component BECs is significantly simplified when we write
the bosonic field operator ψˆ (see section 2.1.3) as a multi-component vector. Each
component of this so-called spinor describes one of the magnetic mF Zeeman sublevels.







where r is the position in real space and the subscript index stands for the mF quantum
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Ψˆ(r), (5.2)
where m is the atomic mass and V (r) is the optical trapping potential. To describe the
systems we want to study, we need to add the ultracold atom s-wave interaction term
to this non-interacting Hamiltonian. When we consider two F = 1 atoms colliding
with each other, we notice that there are only two possibilities for the total angular
momentum Ftot of the colliding bosons. Either the spins of the particles are parallel,
which leads to Ftot = 2, or they are antiparallel, which leads to Ftot = 0. With this
knowledge at hand, we can adopt a clever notation for the interaction part of the
















where F are the 3× 3 spin-1 matrices and c0 (c2) are the interaction coefficients for the
spin independent (spin dependent) part of the contact interaction. These interaction
coefficients can be derived from the Ftot = 0 and Ftot = 2 scattering lengths a0 and a2
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in the following way
c0 =
4pi~2
3m (a0 + 2a2) , c2 =
4pi~2
3m (a2 − a0) . (5.4)
From [Kem02] we know that for the case of 87Rb
a0 = 101.8 aB and a2 = 100.4 aB, (5.5)
where aB is Bohr’s radius. This means that for 87Rb the spin dependent part of the
contact interaction is negative c2 < 0 because a0 > a2. Furthermore, this shows that
for 87Rb, the spin-dependent contact interaction energy is more than 100 times smaller
than the spin-independent contact interaction energy.
5.3.2 Mean-Field Theory and the Ground State
In order to derive the structure of the ground state of the system, it is useful to use
the Bogoliubov approximation (see section 2.3.2 and [Bog47, Ho98]) and to replace the
field operators by complex valued functions. This means that the above defined spinor
takes the following form










where n(r) is the density of the sample and ψ(r) is a three dimensional complex valued
function with the normalization ψ(r) ψ(r) = 1.
Following [Ho98], we need to minimize the energy at a fixed particle number in order
to find the ground state of the system. Using the above mentioned approximation we














where µ is the chemical potential, 〈F〉 ≡ ψ(r) F˜ψ(r) is the local vector magnetization
and F˜i are the 3× 3 spin-1 Pauli matrices.
Since the ground state is determined by the minimization of E [Ψ(r)], the sign of
c2 becomes important for the structure of the ground state since it is the only spin
dependent part of the Hamiltonian. We can now distinguish two cases:
The Polar State (c2 > 0) If c2 > 0 the energy of the system is minimized by 〈F〉 = 0.
There is a whole class of vector magnetizations that fulfill this requirement. They are
all related to each other by a gauge transformation (eiθ) and a spin rotation U(α, β, γ)
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with the Euler angles α, β, γ and have thus the following structure












Such a state is for example realized with an F = 1 23Na spinor BEC as for this system
c2 is positive [Ho98].
The Ferromagnetic State (c2 < 0) In this case the energy functional given in equa-
tion (5.7) is minimized by 〈F〉2 = 1. The spinor for such a ferromagnetic state is given
by











Such a ferromagnetic state is for example realized with a F = 1 spinor BEC of 87Rb
because here c2 < 0 [Kem02].
5.3.3 Adding Magnetic Fields and Spin Mixing Dynamics
In the last paragraph, we have shown that we expect a ferromagnetic state for our
F = 1 rubidium condensate. One important aspect of the experiments that has been
neglected up to this point is the presence of magnetic fields. This is incorporated by
extending the Hamiltonian Htotal = H0+Hint by an additional term which describes the
interaction of the system with external magnetic fields. It is clear that the addition of
such fields will significantly alter the behavior of the spins. Already for a field of about
10µG, the Zeeman energy of a system like ours becomes comparable to the energy
related to the spin dependent part of the contact interaction [Sad06a]. This shows that
the zero-field regime is extremely difficult to reach with magnetic shielding. We will
therefore now derive the energies associated with presence of a magnetic field along the
z-direction.
Spin Mixing We said earlier that due to the symmetry of the system only collisions
with Ftot = 0 or 2 are allowed. Additionally, the conservation of angular momentum
will lead to the fact that only collisions of the following form are allowed
|1, 0〉+ |1, 0〉 |1,−1〉+ |1,+1〉. (5.10)
In these spin mixing collisions, two atoms in state mF = 0 collide and change into
one atom in a state with mF = −1 and the other one in mF = +1. This process is
reversible and was shown to be coherent [Cha05]. For our experimental investigations,
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this means that the only way the spin configuration can change is through these spin
changing collisions.
Zeeman Shifts There are several contributions to the energy of the systems due to the
Zeeman effect. A magnetic field gradient leads to the addition of a space dependent
energy shift Egrad = gFµBB′ z〈Fz〉, where gF is the Landé g-factor, µB is the Bohr
magneton and B′ is the strength of the magnetic field gradient. Such an inhomogeneity
will strongly influence our experiments since it will cause a spatial separation of the
different spin components. This effect would reduce the spatial overlap between the
spin components thus inhibiting spin changing collisions. Therefore, we must minimize
the strength of such gradients (B′) in order to not be limited by this effect (see section
5.4.3). The linear Zeeman shift is given by Elin = gFµBB0〈Fz〉 but we do not need to
consider this effect due to the conservation of angular momentum[Les08].
Quadratic Zeeman Shift The next term we need to consider is the quadratic Zeeman
shift. Its energy is given by Eq = q 〈Fz〉, with q = (72hB2)Hz/G2. We will later see
that such a quadratic shift is not only created by a magnetic field but can also be created
using MW fields. Therefore, we define the quadratic shift in a more general way as the
difference between the mean energy of the |1,+1〉 and |1,−1〉 states compared to the
energy of the |1, 0〉 state. Using the definition of the Zeeman energy as shown in figure
5.8, we obtain
q = E+1 + E−12 − E0 (5.11)
for the quadratic Zeeman energy q. If such a shift is generated by a magnetic field,
we will label it qB and in this case qB ∝ B2. For 87Rb, the quadratic Zeeman shift
generated by a magnetic field qB is positive and about qB ≈ h× 5Hz for an offset field
of 267mG.
5.3.4 Mean Field Phase Diagram
To obtain the phase diagram for a system like ours, we need to examine the spin-
dependent part of the energy functional given in equation 5.7 including the just derived
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where q is the total quadratic Zeeman shift. From this equation it becomes obvious that
the term due to the quadratic shift competes with the term due to the spin-dependent
contact interaction. This competition drives and determines the spin mixing dynamics
and the ground state of the system.
Earlier we noted that c2 < 0 for 87Rb. Therefore, the system tends towards a
ferromagnetic state for vanishing magnetic fields. For non-zero fields we can again
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distinguish several regimes. For a negative quadratic shift q < 0, the complete energy
functional is still minimized by 〈F〉2 = 1 and the system tends towards a ferromagnetic
state. If we analyze figure 5.8 more closely, we can find a handwaving argument for this:
A negative quadratic shift leads to an increase of the energy of the mF = 0 state with
respect to the mF = ±1 states. Therefore, the spin mixing dynamics tends towards the
accumulation of more atoms in the mF = ±1 states and hence a magnetized system.
For very large positive quadratic shifts q  n(r) |c2| the same consideration shows
that the energy of the mF = 0 state is significantly lower than the average energy
of the mF = ±1 states. Therefore, the system tends towards a polar state. It was
shown in [Sad06b, Muk07, Lam07], that these regimes are separated by a second-order
quantum phase transition, which occurs at a critical value of the quadratic shift of
q0 = 2|c2|n. At this point, the system changes from an unmagnetized polar state to
a magnetized state. A more careful theoretical analysis [Muk07] shows that the state
for 0 < q < q0 is a linear combination of the polar state and a ferromagnetic state
with transverse magnetization F⊥(r) ≡ Fx(r) + iFy(r) with Fi ≡ ψ(r) F˜i ψ(r). For
negative quadratic shift q < 0, the system is thought to have a magnetization along
the field direction F‖ = Fz which is sometimes also referred to as an easy axis magnet
[Muk07, Kjä09, Guz11].
U(1)









Figure 5.8: (a) Energy levels of the F = 1 manifold, including the linear Zeeman shift
and the quadratic Zeeman shift q. (b) Mean-field phase diagram for the
ground state of a F = 1 spinor condensate. The lower half (c < 0) applies
for the just discussed case of 87Rb. In the phase diagram F stands for
a ferromagnetic and P stands for a polar phase. Adapted from [Muk07,
Kjä09]
5.3.5 Observing the Phase Transition
In first experiments, researchers measured the time evolution of the populations in
the different mF states after quenching into the expected ferromagnetic phase with
all atoms of the condensate only in the mF = 0 state [Sad06a]. After long evolution
times the system would reach a steady state where the populations in the mF = ±1
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state would be ρ+1 = ρ−1 = 1/2 and in the mF = 0 state ρ0 = 1/
√
2. Unfortunately,
there are several spinors which could lead to this population distribution both with
ferromagnetic and polar wave functions. This tells us that it is not sufficient to measure
the populations in the mF states. Additionally, to determine in which state the system
is in, we also need information about the vector magnetization F. This is achieved
by using magnetization sensitive phase or polarization-contrast imaging. With this
imaging technique it was then possible to observe the quench through the polar-to-
ferromagnetic quantum phase transition discussed above [Sad06b]. Figure 5.9 shows
how ferromagnetic domains are formed in the condensate after a quench of the quadratic
shift from values larger than q0 to values smaller than q0.
Figure 5.9: In-situ images of the transverse magnetization using phase-contrast Lar-
mor precession imaging. With this imaging technique one can observe
the growth of magnetization (clouds become brighter for longer evolution
times). The color indicates the local phase of the transverse magnetization
and one can clearly observe small spin domains. Taken from [Sad06b].
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5.4 Imaging the Magnetization of a Spinor BEC
We will now discuss the different techniques that are available to obtain information
about spinor condensates and then show how we can use these methods to determine
magnetic field gradients and the resolution of the imaging system. These techniques
were already extensively explained and discussed in several other publications [Hig05b,
Sad06b, Guz11] and theses [Hig05a, Sad06a, Les08, Guz12] from the Berkeley group.
Therefore, I will only outline the most important facts that are necessary to understand
their concept and further explain these methods using a specific examples.
5.4.1 Stern-Gerlach Time-of-Flight Measurements
The simplest method to extract information from a spinor BEC is to make use of the
magnetic moments of the populations in the different Zeeman substates. It uses regular
time-of-flight absorption imaging with the addition that, shortly (about 6−10ms) after
letting the atoms freely expand, a magnetic field gradient (about 20G/cm) is turned
on for about 10ms. This leads to a spatial separation of the atoms in the three Zeeman
substates as shown in figure 5.10. By counting the populations we gain insight into the
spin mixing dynamics and the possible equilibration of the sample. Without knowing
the magnetization of the sample, however, this is not enough to be able to decide if a
sample is ferromagnetic or polar.






Figure 5.10: Absorption images of a BEC with small thermal fraction after time-of-
flight without (upper) and with (lower) applied gradient pulse. The mag-
netic field gradient acts along the horizontal axis of the image and sepa-
rates the atoms in different Zeeman sublevels. Using this technique, we
can determine the number of atoms in each state Ni.
5.4.2 Larmor Precession Imaging
In order to measure the vector magnetization of a sample we need an imaging technique
that does not only measure the populations of the levels but the full three-dimensional
magnetization vector. We will not be able to extract a three-dimensional quantity from
a single two-dimensional image. Therefore, in order to properly reconstruct the mag-
netization vector F, we have to take several shots of the same sample. One technique
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that is capable of doing this is Larmor precession imaging. It relies on the fact that
the transverse magnetization (in the plane perpendicular to the magnetic field direc-
tion) precesses around the direction of the magnetic field with the Larmor frequency
ωL = gfµBB/~. This leads to a sinusoidal oscillation of the local phase-contrast signal.
The amplitude of this signal is proportional to the magnitude of the transverse magne-
tization. The phase of the oscillation contains information about the local orientation
of the transverse magnetization. Therefore, one can reconstruct the local transverse
magnetization F⊥(r) of a sample by fitting a sine function to the Larmor precession
of a series of phase-contrast images of the same sample. To measure the longitudinal
magnetization F‖ one applies a RF pi/2-pulse after about half of the phase-contrast
shots. In the following images the projection of the longitudinal magnetization will
then create an oscillating phase-contrast signal along the imaging axis. From these two
series of images one can reconstruct the magnetization vector F.
Figure 5.11: (a) Series of Larmor precession images of a uniform transversely magne-
tized condensate. (b) Phase and amplitude map for a uniformly mag-
netized condensate like the one shown in (a). Taken and adapted from
[Ven08].
In our experimental setup, the magnetic offset field is usually applied along the x-
direction which is the intermediate axis of the condensate (see figure 5.3). The imaging
is done along the y-direction. Therefore, the transverse magnetization is in the z-y-
plane. To better understand this technique we investigate a completely transversely
magnetized sample which is precessing around the magnetic field direction. For this
we prepare a condensate, where all spins are aligned along the magnetic field direction.
This is achieved by preparing a BEC of atoms in mF = −1 with the field in x-direction.
We then apply a RF pi/2-pulse which leads to a precession of the magnetization of the
whole cloud in the z-y-plane. As a result, the sequentially taken shots of the cloud
oscillate between fully bright (all atoms antiparallel to the imaging axis) and fully
dark (all atoms parallel to the y-axis). The phase-contrast images of a precessing
spatially homogeneous condensate can be found in figure 5.11 (a). From such a series
of pictures we are able to extract the amplitude and the phase of the local transverse
magnetization. The resulting phase and amplitude map for a uniform magnetization
can be found in figure 5.11(b). In these pictures, the brightness represents the amplitude
of the magnetization and the local phase of the magnetization is given by the hue.
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Several known issues of Larmor precession imaging exist. At a magnetic field of
267mG the precession frequency is ωL = 2pi 187 kHz. This is about a factor of 10 larger
than the possible sampling rate of the camera which is about 20 kHz. Therefore, we
cannot observe the precession directly but we have to measure at an alias frequency. As
a result, this imaging technique is extremely vulnerable to changes of the magnetic offset
field. It is then possible that one always samples all spins pointing up. This makes the
sinusoidal fits to the precession difficult, numerically unstable and the results obtained
from such a measurement are therefore unreliable. Furthermore, the numerical analysis
of the Larmor precession images is complex and time consuming due to the sinusoidal
fit for each pixel over a set of pictures. In the raw images, it is often challenging to see
if the alias frequency was in a regime where meaningful results for the magnetization
can be deduced. To avoid these problems, we developed a new imaging technique called
spin-echo imaging that does not suffer from the just mentioned problems. More details
about spin-echo imaging can be found in section 5.4.5.
5.4.3 Gradient Cancellation
We noted earlier that it is essential for our measurements to have very homogeneous
magnetic fields. We therefore actively cancel the magnetic field gradients using special
gradient coils. Hence, the field gradients have to be precisely measured. We accomplish
this by using Larmor precession imaging. The magnetic field gradient leads to a spa-
tially varying magnetic field and hence the Larmor precession frequency changes if the
sample is evolving in such an inhomogeneous field. It can be easily understood that a
linear gradient leads to a linear phase change of the transverse magnetization and this
results in a helical spin texture of the sample. The pitch of this helix is proportional
to the magnitude and the duration of the applied gradient. An example for an initially
uniform sample that was exposed to a magnetic field gradient can be seen in figure
5.12.
Figure 5.12: (a) Larmor precession images of spin helix produced by exposing a uni-
formly magnetized condensate to a linear field gradient. (b) Phase and
amplitude map for a spin helix (adapted from [Ven08]).
By extending the evolution time of the sample in the gradient, we can increase the
sensitivity of our gradient measurement. Thus, we can iteratively cancel the present
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gradients with increasing precision. In the end, we observe a uniformly precessing
clouds, even after about 3 s. From this we can determine that the magnetic field
inhomogeneity over the size of the cloud must be smaller than 1µG.
5.4.4 In-Situ MTF measurement
Figure 5.13: (a) Polarization-contrast images of the created spin helices for different
gradient pulse durations τ . (b) Wavelength of the obtained sinusoidal
signal as a function of τ (adapted from [Guz12]).
The helical spin textures produced by applying a gradient pulse to a condensate
are ideally suited to test the resolution of the high-resolution imaging setup. These
structures have sinusoidal modulations with tunable wavelengths which are perfect to
extract the MTF of the imaging system.
We therefore apply a magnetic offset field and magnetic field gradient along the z-
direction. The gradient has a strength of about 140mG/cm and the duration of the
gradient pulse τ varies between 1ms and 30ms. This short but strong gradient pulse
is used to ensure that the spin helix does not break up into small spin domains as
described in [Ven08]. The structures created by the gradient pulse have wavelengths
from about 50µm for the shortest to about 4µm for the longest gradient pulse durations
(see figure 5.13).
To extract the MTF, we integrate the polarization-contrast images along the short
axis and obtain a one-dimensional signal which we fit by a sine function multiplied with
a Gaussian envelope times an amplitude A. Such a spin helix and its integral including
the just described fit can be found in 5.14(a,b). The contrast which is given by the
amplitude A can then be plotted as a function of the inverse wavelength 1/λ. We can
now compare the obtained data to a theoretical diffraction limited MTF and obtain
good agreement using a NA of about 0.31. This is about a factor of 0.3 lower than
expected from the measurements on the bench. We attribute this decreased resolution
to the already discussed tilt of the glass cell (see 5.2.5). Unfortunately, we are not able
to create spin helices with wavelengths smaller than about 4µm. We are not entirely
sure why this is the case. One possible explanation for this is that the spin helices
dissolve and form ferromagnetic domains. Such a behavior was previously observed in
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Figure 5.14: (a) Polarization gradient image and its integral along the x-axis (b). The
contrast is given by the amplitude of a sine function multiplied with a
Gaussian envelope. (c) Obtained MTF for the imaging system by plotting
the contrast as a function of the inverse wavelength of the modulation
(adapted from [Guz12]).
[Ven08]. Another reason for this could be a slight misalignment of the imaging system
which leads to a reduced contrast and thus a smaller NA.
So far we have only explored the resolution along the long axis of the condensate
(z-direction) but in order to investigate a possible astigmatism we make use of the fact
that we can rotate the magnetic offset field freely in the z-x-plane.
To compare the obtained helices with different symmetry axis, we perform the spatial
Fourier transform of the polarization gradient images (see figure 5.15(a)). We can
then compare the spectral weights of the magnitude of the Fourier transformation for
different orientations of the spin helix and plot the obtained results as a function of
the angle. As can be seen in figure 5.15(c), the obtained spectral weights depend very
weakly on the orientation which suggests that the existing astigmatism is smaller than
our measurement accuracy.
As we will see later, we wanted to test whether the spin domains observed in [Ven10]
actually had a crystalline structure or if the structure was only observed due to imaging
aberrations. Therefore, we need to know how the ferromagnetic domains appear if the
high-resolution objective is not completely in focus. We therefore deliberately moved
the objective position away from the optimal focal position. For such a misaligned
setup, we then remeasure the MTF in the same way as shown in figure 5.14. Already
for a distance of 300µm from the optimal focal position, we observe strong deviations
from the MTF obtained with a well aligned objective. For the ”misplaced” position,
the observed contrast for certain wave vectors is significantly reduced while for other
wave vectors the contrast is enhanced with respect to the in-focus MTF. Furthermore,
we investigated the astigmatism for such a misaligned objective and found significant
angular dependence of the observed contrast. These findings raise the question whether
the crystalline structure observed in [Ven10] is due to dipolar interactions or just caused
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Figure 5.15: (a) Polarization gradient image of a spin helix and the amplitude of its
spatial Fourier transform. (b) Fourier power spectra for spin helices with
different orientations. (c) The integrated spectral weight of the relevant
part of the Fourier transformations as a function of the symmetry angle
of the spin helix (adapted from [Guz12]). The weak dependence of the




Spin-echo imaging is a new imaging technique we adapted for the measurement of
the vector magnetization in ultracold gas experiments. With this technique we can
extract the vector magnetization in just three shots by using spin-echo pulses between
the images to increase the time between images so that the camera is able to image
two consecutive images with orthogonal magnetization without severe dephasing of the
sample.
The spin-echo sequence starts with the first polarization gradient image. In this
frame we measure the projection of the transverse magnetization along the imaging
axis. We will call this projected magnetization M˜x and it is given by M˜i = gFµBn˜ Fi,
where n˜ is the integrated column density. After a certain time τ0 we apply a radio-
frequency pi pulse which leads to a reversal of the Larmor precession. If we now wait
for another time τ1 = τ0 after the pi pulse, we will obtain another image of M˜x. By
waiting an additional quarter of the Larmor precession time (τ1 = τ0 + τL/4), we will
obtain a different projection of the transverse magnetization M˜y which is orthogonal to
the initial projection M˜x. Thus, we measured the complete transverse magnetization.
We can test this technique by using a spin helix and comparing the relative phases
between the first and the second frame as a function of ∆τ = τ1 − τ0. Hence, we can
optimize ∆τ such that the first and second frame yield orthogonal magnetizations.
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Figure 5.16: Test of the observed coherence in a Ramsey type experiment without (a)
and with (b) the spin-echo pi pulse. Using a first pi/2 pulse, we create a
homogeneously precessing cloud. After an evolution time of τ we apply a
second pi/2 pulse either with or without a spin-echo pi pulse in between.
Finally, we record the population in mF = ±1 and only with the spin-
echo pulse the system shows the expected Ramsey fringes (adapted from
[Guz12]).
In principle, the same sequence can also be done without the spin-echo pi pulse.
But due to the quick Larmor precession which is significantly shorter than the possible
imaging intervals (limited by the shift speed of the camera), the system dephases which
will inhibit a reliable extraction of the transverse magnetization. The dephasing is
most likely due to magnetic field fluctuations and inhomogeneities. We investigate the
coherence of the system by recording the populations in the Zeeman substatesmF = ±1
after a Ramsey-like experiment performed with a completely transversely magnetized
precessing sample. Figure 5.16(a) shows that the obtained population does not show
typical Ramsey fringes after evolution times of about τ = 70 − 78µs. However, if
we add a spin-echo pi pulse between the two pi/2 pulses, the dephasing is significantly
reduced and one can observe clear Ramsey fringes (see 5.16(b)).
Figure 5.17: Schematic view of the spin-echo sequence described in the text.
We already explained above how one can extract the transverse magnetization (M˜x
and M˜y) from recording two imaging frames and a spin-echo pi pulse in-between. In
order to now also obtain the longitudinal magnetization M˜z we have to perform another
spin rotation. This is achieved by applying a pi/2 radio-frequency pulse after the two
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imaging pulses and two spin-echo pulses (see figure 5.17). After this pi/2 pulse, the
longitudinal magnetization M˜z and one of the initial transverse magnetization then
precess around the magnetic offset field. By adjusting the moment of the pi/2 pulse we
can choose to exactly image M˜z. We can again test and optimize this part of the spin-
echo sequence by creating a longitudinally magnetized BEC in state mF = −1. The
first two images of the transverse magnetization therefore occur perpendicular to the
aligned spins. We then scan the time τ3 of the pi/2 pulse; and after another spin-echo
pulse, we record another image. The signal shows sinusoidal oscillations as a function
of τ3 with a minimal signal when we image the component of the former transverse
magnetization and a maximal signal when we image M˜z. Thus, we have recorded all
three projections of the vector magnetization. This means we can construct amplitude
and phase maps of the transverse and longitudinal magnetization.
Spin-echo imaging has several clear advantages in comparison to the other ways of
extracting the vector magnetization. First, it does not rely on aliasing the Larmor
precession, which led to the fact that some of the Larmor precession data had to
be discarded when one could not fit the precession properly. Additionally, spin-echo
imaging only needs three imaging frames to obtain the vector magnetization F. Larmor
precession imaging on the other hand needed almost 20 images to do so. This means
that using spin-echo imaging we can record the vector magnetization multiple times
for a given sample. This allows us to study the time evolution of a single sample in
the future. Therefore, we could use this technique to observe how vortices and domain
walls evolve in time.
There are however also some drawbacks to spin-echo imaging. Most importantly,
this new imaging technique is very vulnerable to interference fringes on the images.
These fringes emerge due to a combination of mechanical movement or dirt on the
optical components in the imaging path on one side and the coherence of the imaging
laser beam on the other side. By using a fringe removal algorithm that uses the spatial
Fourier transform of an image, where the atoms are masked, we can significantly reduce
the fringes and hence the fringes do not limit the envisioned experiments significantly.
5.5 Long Timescale Dynamics in a F=1 Spinor BEC
We will now describe the measurements we performed to investigate how an unmagne-
tized 87Rb sample in the F=1 manifold evolves when cooled into degeneracy. This is
evaluated for several different initial spin populations and as a function of the quadratic
Zeeman shift. For our analysis, we use Stern-Gerlach time-of-flight imaging to examine
the spin mixing dynamics and spin-echo polarization contrast imaging to extract the
vector magnetization. We published the obtained results in [Guz11] and the arguments
presented here will therefore follow the same line of reasoning4.
4Further details can also be found in the thesis of J. Guzman [Guz12].
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5.5.1 Goal and Motivation
The experiments described here are the continuation of measurements performed in
the same group with the previous experimental setup [Ven08, Ven10]. They observed
that a spin helix dissolved into a myriad of small ferromagnetic domains after a certain
evolution time [Ven08]. Similar patterns emerged when they cooled unmagnetized
samples into degeneracy [Ven10].
Figure 5.18: (a) Time evolution of a spin helix (from [Ven08]). The helix dissolved into
ferromagnetic spin domains after evolution times T & 50ms. The upper
right panel shows the correlation function G(x, z) and the lower right panel
shows the power spectrum of the Fourier transform for the samples at
T = 250ms. (b) Evolution of Spin textures from unmagnetized sample for
different temperatures, the obtained correlation function and the power
spectrum of the Fourier transformation (from[Ven10]).
The observed ferromagnetic domains seem to arrange in a structure that resembles a
checkerboard pattern with fixed orientation. It was proposed that these structures are
formed due to dipolar interactions between the atoms. Because of the relatively short
lifetimes (τ . 1000ms) of the ultracold samples in the old version of the spinor setup
used in [Ven08, Ven10], it was not possible to investigate the dynamics and evolution
for longer times. Additionally, the evolution of samples with different initial spin dis-
tributions did not reach a common final state after the accessible observation times.
This raised the question whether the small ferromagnetic domains are equilibrated or
if the sample is still changing.
To shed light on the evolution for long timescales, we continued their effort to gain
more understanding of the dynamics, the equilibration times and the phases relevant
for F = 1 87Rb spinor condensates. As already explained before, we took great care in
properly focusing the high-resolution objective in order to be sure that no particular
structure is enhanced due to imaging aberrations. Furthermore, we examined the
evolution of the samples for times up to 4 s, which is almost an order of magnitude
larger than in the previous experiments. Our goal is therefore to determine whether
the previously observed periodic spin textures are the ground state of the system or
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if the system continues to evolve, for example, towards the mean field phase diagram
shown in figure 5.8 or in figure 5.19(a).
5.5.2 Mapping Out the Phase Diagram
Figure 5.19: (a)Possible mean field phase diagram as suggested by [Muk07, Kjä09]. (b)
Illustration of the generation of a quadratic Zeeman shift using detuned
microwave fields.
To obtain information about the realized phases and the equilibration timescales, we
cool different unmagnetized spin mixtures into degeneracy. The thermal spin mixtures
are prepared during the evaporation in the optical trap before we reach the quantum
degenerate regime, i.e. before Bose-Einstein condensation. They have zero vector mag-
netization both in the transverse direction (no coherences between the mF states) and
in the longitudinal direction (N+1 = N−1). We start from these different spin compo-
sitions to test whether all of them reach a common state after a certain equilibration
time which should be related to the mean field phase diagram shown in figure 5.19(a).
The last stage of evaporative cooling into degeneracy is performed at various different
quadratic Zeeman shifts and thus we can map out the complete phase diagram.
In the following, we will define the used spin mixtures and show how the quadratic
Zeeman shift is applied.
The Initial Spin Mixtures
In our measurements we study the evolution of three different thermal spin composi-
tions. They are characterized by their fractional population of the Zeeman sublevels




−1 ), where ζi ≡ NiNtotal , Ni is the number of atoms in the state
mF = i and Ntotal is the total number of atoms. Sometimes we will also label the
samples with a parameter η defined as η ≡ ζ0 − ζ+1. To test the preparation of these
different spin compositions, we measure the populations in each state using Stern-
Gerlach time-of-flight absorption imaging. We also test the vanishing magnetization
using polarization-contrast imaging.
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The ζ(th) = (1/3, 1/3, 1/3) or η = 0 mixture. In this case, the initial population in
all three states is the same. This is also one of the mixtures investigated in [Ven10].
Figure 5.18 (b) shows how such a mixture behaves as it is cooled into degeneracy.
Due to the same populations the condensation occurs in all components at the same
time5. This system is produced by about 10 radio-frequency pi/2 pulses during which
a magnetic field gradient is applied in order to lead to the decoherence of the sample.
Due to the large number of RF pulses, the whole Bloch sphere is randomly sampled
which leads to the same population in all Zeeman sublevels.
The ζ(th) = (1/4, 1/2, 1/4) or η = 1/4 mixture. In this mixture, the number in the
mF = 0 state is twice as large as N±1. This spin mixture is created with a single
pi/2 pulse. To destroy the coherence of the sample a subsequent magnetic gradient
field pulse is applied for about 400ms. Due to the larger population in the mF = 0
state, this component will condense slightly before the other ones. Therefore, there is a
larger initial coherent part of the sample right after condensation and hence we expect
the spin mixing dynamics to be quicker than in the η = 0 case. This is the second
mixture that was also studied in [Ven10]. There, at least for temperature closer to Tc,
this particular mixture did not show small ferromagnetic (like the ones shown in figure
5.18) domains but larger textures.
The ζ(th) = (0, 1, 0) or η = 1 mixture. Here, all atoms are in the mF = 0 state.
We create such a system by a single pi/2 pulse followed by a very strong magnetic field
gradient pulse (about 30G/cm) which pulls the atoms in the mF = ±1 states out of
the optical trap.
Applying a Quadratic Zeeman Shift
In order to explore the full range of the phase diagram we need to be able to apply
various positive and negative total quadratic Zeeman shifts. To change the quadratic
shift only with the magnetic offset field is very challenging. First, it is difficult to apply
a negative qB. Additionally, one would have to cancel the magnetic field gradients for
each new offset field; and at low fields RF noise inhibits reliable measurements. To
avoid these problems, we work at a single magnetic offset field and use detuned MW
fields to generate quadratic Zeeman shifts.
In section 5.2.4 we explained how we apply such a shift by shining in a linearly
polarized microwave field which is detuned from the |F=1,mF=0〉-|2, 0〉 transition by
40 kHz (see also figure 5.19(b)). It was shown in [Les08] that in our parameter regime
5In this case ”condense” means that a bimodal distribution appears after time-of-flight. Due to
the myriad of ferromagnetic domains, the expected long-range order of a BEC is not realized.
Therefore, some people refer to such a state as a quasi-condensate. We will however not make this
distinction in the following.
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the quadratic Zeeman shift generated by a detuned MW field is given by
qMW = − ~Ω
2
R
4 δ , (5.13)
where ΩR is the resonant Rabi frequency of the applied MW field and δ = 2pi(νMW−ν0)
is the detuning between the applied MW frequency νMW and the |1, 0〉-|2, 0〉 transition
frequency ν0. As already shown in section 5.2.4 this means we can tune qMW by
changing the power of the microwave fields at a fixed detuning of 40 kHz after calibrating
the resonant Rabi frequency ΩR.
The total quadratic shift q = qB + qMW is the sum of the quadratic shifts generated
by the MW fields qMW and the magnetic offset field which is usually on the order of
about qB ≈ h× 5Hz for our field values. By changing the sign of the detuning δ of the
MW field, we can access positive and negative quadratic Zeeman shifts since we can
reach |qMW| ≈ 500Hz for detunings of δ = 40 kHz with our experimental setup. Even
for these large shifts, the detuning is large enough so that the population in the |2, 0〉
state is still below 3%.
By changing the total quadratic Zeeman shift over such a wide range, we can precisely
tune the spin dependent part of the spinor BEC Hamiltonian (as given in equation 5.12)
and thus access all relevant regions of the phase diagram.
5.5.3 Experimental Parameters and Sequence
Figure 5.20: Schematic cooling, evolution and measurement sequence used for the ex-
periments.
The atoms are in the |1,−1〉 state when we transfer them from the magnetic quadrupole
trap into the optical dipole trap (ODT). We then begin the optical evaporation while
the offset field is pointing in the x-direction at a value of 267mG. At this field, the
gradients are canceled as explained in section 5.4.3, which means that the magnetic
field inhomogeneity is smaller than about 1µG over the size of the cloud. Still during
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the evaporation in the optical trap and before we reach the critical temperature for
Bose-Einstein condensation, we prepare the three different spin mixtures as can be
seen in figure 5.20. During the evaporation we already apply the MW fields that lead
to different quadratic Zeeman shifts and these fields stay on for the remainder of the
experiment. The quadratic shift due to the MW fields can be varied by changing the
power and the sign of the detuning. The quadratic shift due to the magnetic offset
field is about qB = h × 5Hz for our offset field value of 267mG. We continue the
evaporation and hence reach the quantum degenerate regime at the critical tempera-
ture Tc. The system then condenses into a BEC which we detect by the emergence
of a bimodal distribution after time-of-flight. After a total optical evaporation time
of 2.4 s we reach a final optical trap depth Vfinal. We define the moment when we
reach the final trap depth as the zero of our evolution time t and then investigate the
samples for evolution times up to 4 s. At the final trap depth (t = 0) the sample con-
sists of 3 × 106 atoms with a thermal fraction of 30% and the peak density is about
n0 = 2.6×10−14 cm−3. After 4 s of evolution time 1.2×106 atoms are left and the peak
density is then 1.8 × 10−14 cm−3. At the final trap depth, the trapping frequencies of
the ODT are (ωx, ωy, ωz)= 2pi(25, 380, 7.3)Hz. For the initial parameters at an evolu-
tion time of t = 0, we expect the ferromagnetic to polar phase transition to occur at
q0 = 2|c2|n0 = h× 10Hz.
One should note that for these measurements our offset field is aligned in the x-
direction and hence the axes for the theoretical predictions made in section 5.3 have
to be renamed. In particular, the x-axis now gives the direction of the field and thus
of quantization. This means that in the following measurements the transverse magne-
tization will be in the y-z-plane and the longitudinal magnetization will be along the
x-axis.
5.5.4 Time-Of-Flight Measurements
In order to evaluate the possible equilibration of our three different spin mixtures
we first use Stern-Gerlach time-of-flight imaging. With this technique we can count
the number of condensed atoms N (c)i in each spin component mF = i. This is done
for various quadratic shifts and as a function of the evolution time t for all different
mixtures. For these measurements a useful quantity is the temporal evolution of the






quantity is plotted for the (1/3, 1/3, 1/3) or η = 0 mixture and the (1/4, 1/2, 1/4) or
η = 1/4 mixture as a function of the quadratic Zeeman shift and for different evolution
times in figure 5.21 (a) and (b).
For short evolution times (t . 200ms), the spin distribution is still very similar to
the initial thermal spin distribution which is indicated by the horizontal dashed lines.
These initial values are ζ(c)±1 ≈ 1/3 for the η = 0 mixture and ζ(c)±1 = 1/4 for the η = 1/4
mixture. For longer evolution times t, the system changes due to the spin mixing
dynamics and shows a behavior that strongly depends on the quadratic shift. The
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Figure 5.21: Fraction of atoms ζ(c)±1 in the mF = ±1 state for a (1/3, 1/3, 1/3) or η = 0
mixture (a) and a (1/4, 1/2, 1/4) or η = 1/4 mixture (b) at different
quadratic Zeeman shifts q after evolution times t = 200ms, 1000ms and
3000ms. A common spin distribution is only reached for a narrow regime
of the quadratic shift q . h 10Hz after long evolution times of several
seconds. Adapted from [Guz11].
thermal energy scale of the system is given by Etherm ≈ kB 50 nK= h 1 kHz [Guz11].
The observed changes of the spin mixing dynamics shown in figure 5.21 happen on a
scale of about q = h 10Hz, thus two orders of magnitude lower than the thermal scale.
This suggests that the influence of the thermal component on the spin mixing dynamics
is very small and spin-mixing collisions occur predominantly in the condensate.
For negative quadratic shifts, the sample seems to evolve towards ζ(c)±1 = 0.5. At q = 0
we observe ζ(c)±1 = 1/3 and for positive q ζ
(c)
±1 tends towards 0. Comparing the results
for the two mixtures, one observes that they seem to reach a common spin distribution
only for small absolute values of the quadratic shift |q|/h . 10Hz. For larger absolute
values of the quadratic shift |q|/h & 10Hz however the spin distribution of the systems
barely changes at all. Further evidence for an equilibration of the system only for small
absolute values of q is given by investigating the fraction ζ(c)±1 for all three different
initial mixture after an evolution time of 2 s (see figure 5.22).
Here one clearly observes that all mixtures (red triangles: η = 0, green dots η = 1/4
and blue squares η = 1) show a similar behavior for small absolute values of the
quadratic shift which is indicated by the gray region.
Comparison to the Mean-Field Prediction
We compare the behavior observed in figure 5.22 to the mean field predictions for such
a 87Rb F=1 spinor condensate [Ste98, Guz11]. Since in our experiments the spin state
populations are only changed by the spin mixing collisions6 of the form
|1, 0〉+ |1, 0〉 |1,−1〉+ |1,+1〉, (5.14)
6This is true if one neglects dipolar relaxation.
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Figure 5.22: Fraction of condensed atoms ζ(c)±1 in the mF = ±1 state for all three initial
thermal mixtures (η = 0 red triangles, η = 1/4 green dots and η = 1
blue squares) after an evolution time of 2 s as a function of the quadratic
Zeeman shift. The gray area depicts the region of small quadratic shifts
|q| . h× 10Hz where all systems reach a common state spin distribution.
The black solid line indicates the mean field solution (further details in
the text). Adapted from [Guz11].
the total magnetization in the direction of the magnetic field 〈Fx〉 is conserved. There-
fore, for q < 0 one expects the system to consist of domains oriented only along
the x or −x-direction. This would lead to a fraction ζ(c)±1 = 0.5. We see in figure
5.22 that for all three spin states the systems seems to develop towards this limit for
−10Hz. q/h < 0Hz. For q/h < −10Hz, the dynamic of the system slows down consid-
erably and especially the η = 1 sample remains close to its initial value of ζ(c)±1 = 0. For
large quadratic shift q > q0 ≈ h×(8−10)Hz, the system should be in a polar state and
the mF = 0 state is energetically favored. We again observe a trend towards this state
but for q & h×20Hz all mixtures again remain close to their initial distribution over the
different states. The intermediate region is given by 0 < q < q0 = 2|c2|n¯y ≈ h × 8Hz,
where n¯y = 1.85 × 1014 cm−3 is the density averaged in y-direction after an evolution
time t = 2 s. Here one can calculate that ζ(c)±1 should scale linearly from 0.25 at small q
to 0 at q0 (see [Guz11, Guz12]). This is in qualitative agreement with the data for the
η = 1 mixture (black solid line and blue squares in figure 5.22). The other mixtures
still seem to be closer to their initial distribution but are developing towards the correct
limit. For vanishing quadratic shift q = 0 one expects a system of magnetized domains
in all spin directions and hence ζ(c)±1 = 1/3 which is in good agreement for all three spin
mixtures.
The fact that the spin mixing is strongly suppressed for large values of the quadratic
shift |q| > h× 20Hz is consistent with the measurements of the spin mixing dynamics
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in the single mode regime, which was studied in [Cha05, Kro06]. This effect seems to
occur as soon as the energy difference between the average of E+1 and E−1 and the
energy of the mF = 0 state E0 is larger than the spin mixing interaction energy scale
q0 = 2|c2|n.
One expects a strong influence of the spin domains and domain walls on the dynamics
and the local vector magnetization of spinor system and thus on the equilibration of
the system. This issue cannot be addressed with these Stern-Gerlach time-of-flight
measurements. Therefore, we will now investigate the local magnetization of the system
inside the optical trap using the spin-echo polarization-contrast imaging technique.
5.5.5 In-Situ Measurements
Figure 5.23: Polarization-contrast images of the transverse (M˜y,z, top) and longitudi-
nal (M˜x, bottom) magnetization density for a η = 0 mixture as a function
of the evolution time at vanishing quadratic Zeeman shift q/h = 0Hz.
For short evolution times the systems show a corrugated pattern of spin
domains which for longer times t develop towards larger and stronger mag-
netized spin domains. Adapted from [Guz12].
We will now obtain detailed information about the structure of the vector magne-
tization and the spin domains using the already described in-situ spin-echo technique
(see section 5.4.5). From the time-of-flight measurements we know that equilibration
happens only for |q| . h × 10Hz and we will therefore focus on this region of the
quadratic shift.
The spin-echo images are taken using a 200−300 ns long imaging pulse detuned from
the F=1 to F’=2 D1 transition by δ = 400MHz. Due to these short pulses (shorter
than 0.25 τL), the Larmor precession of the atoms does not lead to a change of the
magnetization during a single imaging pulse. We image along the vertical y-direction,
which is the narrow direction of the sample. Since the vertical size of the condensate
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is on the order of the spin healing length, there is no change in the magnetization
in the imaging direction. We apply the precisely timed spin-echo pulse sequence (see
figure 5.17) and thus in each shot we obtain a different component of the magnetization
density vector M˜ = gFµBn¯F [Guz12, Guz11, Hig05b], where n¯ is the integrated column
density.
We will first investigate a η = 0 (ζ(th) = (1/3, 1/3, 1/3)) mixture at vanishing
quadratic Zeeman shift q = 0. Figure 5.23 shows typical images of the transverse
(upper row) and the longitudinal (lower row) magnetization as a function of time. The
magnitude of the magnetization which is shown through the brightness of the signal
increases significantly from short to long evolution times. Furthermore, one notices
that the number of spin domains decreases (the spin domains are given by regions of
same color) while the average size of the domain becomes larger. For relatively short
evolution times of t . 500ms, we observe domains with sizes of about 8−10µm similar
to the ones observed in [Ven08, Ven10]. For longer times however the domains continue
to grow and merge and the strength of the magnetization continues to increase.
Figure 5.24: Transverse (upper row) and longitudinal (lower row) magnetization for dif-
ferent values of the quadratic shift and as a function of the evolution time.
After longer evolution times t & 1 s, one observes that for q/h = −5Hz
(q/h = +5Hz) the magnetization occurs predominantly in the longitudi-
nal (transverse) direction. At q/h = 0Hz the magnetization seems to be
similar for both orientations. Adapted from [Guz11].
We can now also study the evolution of such a η = 0 mixture for different quadratic
shifts. Figure 5.24 shows the magnetization density for q/h = −5Hz and q/h = +5Hz
as a function of time. For a better comparison we also show M˜ for q/h = 0Hz.
Comparing the brightness, hence the magnitude of the magnetization of the images for
the longest evolution times, one clearly observes a spin space anisotropy. For negative
quadratic shift (q/h = −5Hz), the longitudinal magnetization M˜x is brighter, hence
more magnetized as the transverse magnetization M˜y,z. This behavior is inverted at
q/h = +5Hz where the transverse magnetization is stronger than the longitudinal
one. For vanishing quadratic shifts, the magnetization seems to have a similar strength
for M˜y,z and M˜x. For all quadratic shifts we again observe growing and merging of
spin domains of increasing size and the timescale for this coarsening seems to be the
153
5.5 Long Timescale Dynamics in a F=1 Spinor BEC
same independent of the fact if q is small and positive q/h = +5Hz or small and
negative q/h = −5Hz. In order to evaluate these changes in more detail and in a more
quantitative way, we will now introduce the magnetization correlation function.
The Magnetization Correlation Function




r M˜i(r) · M˜i(r+ δr)
(gFµB)2
∑
r n¯(r) · n¯(r+ δr)
, (5.15)
where n¯(r) is again the integrated column density and M˜i(r) is the respective compo-
nent of the magnetization density vector. Using this quantity allows us to quantitatively
evaluate the domain coarsening and the observed spin space anisotropy.
The Variance of the Magnetization For δr = 0 the correlation function defines the
variance of the magnetization. As defined in [Guz11], the variance of the longitudinal
magnetization is defined by G‖(0) = Gx(0) and the variance of the transverse magneti-
zation by G⊥(0) = 12 (Gy(0) +Gz(0)). For a completely magnetized sample we expect∑
iGi(0) = G‖(0) + 2G⊥(0) = 1. To obtain meaningful results for the variance of the
magnetization, there are several issues we have to consider. First, in order to minimize
the effect of noise on the results we do not only consider δr = 0 but rather evalu-
ate δr over an area of 3.5µm×3.5µm centered at δr = 0. To minimize the amount
of noise resulting from the thermal cloud, we only evaluate the correlation function
inside a 35µm×85µm area of the condensate. Additionally, we have to take special
care to normalize the correlation function. This is done with a combination of exper-
imental and theoretical considerations which are further described in [Guz12]. They
include the loss of atoms due to the finite lifetime, the depletion of atoms due to the
polarization-contrast pulse and the resulting decline in the polarization-contrast signal.
Figure 5.25 shows how the anisotropy in the spin directions evolves for different
values of the quadratic shift for a sample initialized as a η = 0 mixture. After an initial
time where the magnetization variance develops evenly distributed between longitudinal
and transversal direction, we observe thatG(0) increases predominantly in longitudinal
(transverse) direction for q/h = −5Hz (q/h = 5Hz). The spin distribution remains
evenly distributed for q/h = 0Hz even after long evolution times. The spin anisotropy
can also be observed if we plot the variance of the magnetization after t = 2 s as a
function of the quadratic shift (see figure 5.26).
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Figure 5.25: Variance of the magnetization for different values of the quadratic shift
as a function of time for a sample initialized with η = 0. After an initial
isotropic growth of the magnetization variance a spin space anisotropy
emerges. It leads to more magnetization along the longitudinal (trans-
verse) direction for a negative (positive) quadratic Zeeman shift. For
q/h = 0Hz, the magnetization variance stays isotropic. The data is an
average over 6 measurements and the error bars are given by the standard
deviation. Figure and caption taken and adapted from [Guz11].
Figure 5.26: Variance of the magnetization after t = 2 s evolution time as a function of
the quadratic shift. Shown is an average of six experimental realizations
and the errors are the standard deviation. One can distinguish three differ-
ent regimes: For q < 0 the variance of the magnetization is predominantly
in the longitudinal direction, for 0 < q/h < q0 ≈ h× 10Hz the variance of
the magnetization is mostly in the transverse direction and for q/h > q0
the system is in a polar state. The error bars are given by the standard
deviation of 6 measurements. Figure and caption taken and adapted from
[Guz11].
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Domain Coarsening We can also use the correlation function defined in equation 5.15
to extract an average domain size of the observed spin textures. As shown in figure 5.27
we calculate the corresponding correlation map from M˜i(r). From this we can obtain
the characteristic length of the domains l =
√
4A/pi, where A is the area of the central
region with positive correlation (see white area in the domain map in figure 5.27(a)).
Figure 5.27(b) shows the domain length as a function of time at vanishing quadratic
shift for a sample that was initially prepared with η = 0. The length of the domains
are at the beginning about 10µm and then increase until the domain length seems to
saturate at about 40µm. The observation of domain coarsening reveals that our system
is, at least for short evolution times, not in an equilibrated state. Usually, the dynamics
of domain coarsening is described by a self-similar growth of the characteristic length
scale of the systems and its temporal evolution is described by a power law behavior:
l(t) ∼ tb [Guz11]. The exponent b depends on the order parameter of the system which
is in our case given by the magnetization [Muk07].
Figure 5.27: (a) Extraction of the domain size from the correlation map. Shown is one
realization of a phase and amplitude map for an intermediate evolution
time and the respective correlation and domain map. From the correlation
map we extract the characteristic domain size by measuring the area of
the central region of positive correlation. (b) Temporal evolution of the
domain size. Adapted from [Guz11, Guz12].
In principle, we can extract the observed coarsening exponent using a fit to the data
shown in figure 5.27(b). To be able to obtain reasonable results for this quantity, finite
size effects should be negligible. This means that the domain size should be orders of
magnitude smaller than the total size of the sample which is not fulfilled in our case. We
still perform such an analysis and the obtained exponent for q/h = 0Hz (q/h = −5Hz)
is b = 0.27 ± 0.02 (b = 0.27 ± 0.03)7. These results are in remarkable agreement with
the theoretical predictions for the domain coarsening for such a spinor system which
predicts an exponent of 1/4 (1/3) for q/h = 0Hz (q/h = −5Hz) [Guz11, Guz12]. The
validity of these results is however difficult to estimate due to the finite size of the
system.
7The details of this analysis can be found in [Guz12]
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The Power Spectrum of the Fourier Transform
Another way to extract information about the length scales, the correlations and
characteristic symmetry axes of the system is to use the power spectrum of the two-
dimensional Fourier transformation. It is defined by the absolute modulus square of
the two-dimensional Fourier transformation
P (ki, kj) =
∣∣∣M˜(ki, kj)∣∣∣2 = ∣∣∣F (M˜(i, j))∣∣∣2 , (5.16)
where (ki, kj) is the wave vector associated to the imaging plane (i, j) (see e.g. [Ven10]).
Examples for this quantity were already shown in figure 5.18 where results obtained
with the previous experimental setup are summarized. These power spectra were also
used in section 5.4.4 to extract the MTF of the imaging setup. Figure 5.28 shows the
power spectra of the transverse and longitudinal magnetization averaged over about 6
realizations at a quadratic shift of q/h = +5Hz.
Figure 5.28: Averaged power spectrum of the transverse and longitudinal magnetization
at a quadratic shift of q/h = +5Hz. The power spectrum increases for
longer evolution times. This growth is more pronounced for the transverse
magnetization which is due to the already discussed spin space anisotropy.
Adapted from [Guz12].
For our analysis, it seemed easier and more stable to extract a characteristic length
scale from the correlation function and not from the power spectrum. However, we are
still able to obtain some information from the power spectra. One can again observe the
spin space anisotropy since the power spectrum of the transverse magnetization seems
significantly stronger than for the longitudinal magnetization. This is in agreement
with our previous results using the correlation function. Furthermore, we can use
these power spectra to compare our results to the ones obtained in [Ven08, Ven10].
Comparing our power spectra to the ones shown in 5.18, one notes that we do not
observe one unchanged symmetry axis for different evolution times and we also do not




To conclude, we have studied the time evolution of a F = 1 spinor Bose-Einstein
condensate of 87Rb. We measured the redistribution of spin populations using Stern-
Gerlach time-of-flight imaging which showed that an equilibrated state is only reached
for small absolute values of the quadratic Zeeman shift (|q|/h . 10Hz). This process
has a timescale of 1−2 s, which is shown by the fact that the system reaches a common
spin distribution independent of the initial spin composition. Recently, a measurement
with a F = 1 spinor BEC of sodium [Jac12] observed similar equilibration timescales
on the order of seconds. For large absolute values of the quadratic shift (|q|/h > 10Hz),
the dynamics of the systems slows down further and even after evolution times of about
4 s the system never leaves its initial configuration.
Furthermore, we also investigated the vector magnetization of the sample in the
trap using a newly developed imaging technique called polarization contrast spin-echo
imaging. With this technique, we observe three main features. First, we measure
an increasing magnetization after cooling an unmagnetized sample into the quantum
degenerate regime. Second, the dominant direction of the magnetization depends on the
quadratic Zeeman shift. This spin space anisotropy is in agreement with the mean-field
phase diagram [Muk07, Kjä09, Kaw10] since we observe a predominantly longitudinally
(transversally) magnetized system for q/h < 0Hz (0 ≤ q < q0). The final observation is
that the size of the spin domains grow as a function of time and the obtained exponents
seem in agreement with theoretical predictions.
Our results for both the time-of-flight and the in-situ observations agree with the
mean-field phase diagram. We did not reproduce the two wave vector ”crystalline”
magnetization with fixed orientation observed in [Ven08, Ven10]. The analysis of out-
of-focus images described in section 5.4.4 or in [Guz12] suggests that they are most
likely due to imaging aberrations. Furthermore, we could show that the 8 − 10µm
spin textures observed before are only an intermediate state which further develops
towards a system which is in agreement with the mean field phase diagram. This
makes it unlikely that the previously observed corrugated spin textures [Ven08, Ven10]
are in equilibrium and caused by dipolar interactions of the atoms. Our experimental
observation is further backed by theoretical considerations which predict that dipolar
interactions would lead to a long wavelength modulation of the magnetization with a
size of 30− 40µm [Kaw10].
5.6 Outlook
There are still various open questions that could be addressed in future studies both
experimentally and theoretically. The exact mechanism that sets the seconds long equi-
libration timescale is still not known. Related to this question is what happens at large
quadratic shifts where the system’s dynamics slow down even further. One could also
use our novel imaging technique to measure the time evolution of one single realization
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of a spinor BEC to study the dynamics of spin vortices and domain formation.
For now, the experiments in Berkeley have taken a different route since an optical
kagome lattice was added to the setup after I left the group in 2010 [Jo12]. This lattice
geometry is known for its high degree of frustration due to the particular geometry of
the system. The plan is then to study this frustration by accessing the flat s-orbital
band of the kagome lattice. This offers particularly interesting physics if one uses
fermionic atoms like for example 6Li. According to [Jo12], one expects interesting
phenomena like flat-band ferromagnetism [Tas92] or enhanced Cooper pairing [Ima00]
for such a system. This is particularly interesting since the vacuum chamber was built




6 An Ultracold Fermi Gas in
Two-Dimensions
Changing the dimensionality of an ultracold atom system has strong implications on
its expected behavior. As we already laid out in section 2.6, lowering the dimen-
sionality of a system does not only affect the two-particle properties, like the scatter-
ing process, of an ultracold Fermi gas. It also strongly influences the many-body
physics. In recent years the interest in quasi two-dimensional ultracold fermionic
systems has increased strongly. After the observation of the Berezinskii-Kosterlitz-
Thouless (BKT) transition from a normal to a superfluid phase with ultracold bosonic
atoms in two dimensions [Had06], efforts were made to also investigate two-dimensional
fermionic systems [Mar10b, Frö11, Dyk11, Fel11, Frö12, Vog12, Kos12, Som12]. In
these studies, the evolution of systems in the crossover from 3D to 2D were investi-
gated [Dyk11, Som12] and spectroscopic methods were adapted to 2D systems (e.g. RF
[Frö11] and Arpes spectroscopy [Frö12]). These methods were then used to investigate
the pairing [Fel11, Som12], the interactions [Frö12], polaronic physics [Kos12] and the
excitations [Vog12] in ultracold two-dimensional Fermi gases. So far however, unlike in
the bosonic case [Des12], superfluid behavior and the BKT phase could not be observed
with fermionic systems. This regime of fermionic superfluidity for a strongly correlated
two-dimensional system is particularly relevant because it is expected to be related to
the mechanisms occurring in high-Tc superconductors. Furthermore, these phenomena
can possibly influence the understanding of two-dimensional electron gases and quasi
two-dimensional thin films of fermionic 3He.
In this chapter, we are going to present our efforts towards realizing a strongly
interacting Fermi gas of 6Li in a quasi two-dimensional setting. Our studies investigate
the phase fluctuations when loading a mBEC into the 2D confinement. After presenting
preliminary results deep in the mBEC regime we extend our studies towards strongly
correlated systems where the fermionic nature of the atoms starts to play an important
role. All studies presented in this chapter were carried out using the fermionic-lattice
machine which is also called ”new” experiment in Heidelberg in the group of Prof.
Jochim. Since these investigations have not been finalized yet, the preliminary results
are presented in chronological order.
We will start with a quick introduction on how we create a standing wave optical
dipole trap for the 2D confinement1. After the characterization of the resulting stack
1The interferometer setup and initial tests and measurements where previously discussed in [Boh12,
Sta12, Nei13]. In these parts, we will summarize the results and follow their arguments.
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of oblate, pancake-shaped optical traps, we show how we can load a mBEC in a single
slice of the stack of traps. We will then briefly introduce the theoretical description of
ultracold two-dimensional systems. Subsequently, we will investigate phase coherences
of a molecular Bose gas in this single pancake-shaped trap. Finally, we show how these
measurements could in the future be used to obtain information about the state of the
system.
6.1 Creation of a 2D Confining Potential
In chapter 3, we explained how an ultracold degenerate Fermi gas or a molecular Bose-
Einstein condensate is prepared in the fermion lattice experiment. We will now explain
the production, the setup and the loading of a stack of quasi two-dimensional optical
dipole traps.
To reach the quasi two-dimensional regime with fermions it is crucial to have a trap
with a very large aspect ratio, hence with strong confinement in the z direction and
weak confinement in the radial directions (x and y). Only then it is possible to load a
reasonable amount of atoms into the trap without populating the excited states in the z-
direction. We achieve this by using a standing wave created by the interference between
two coherent laser beams. By choosing an adequate diameter of the trapping beams, we
can create an interference pattern where the interference maxima are approximatively
round in the horizontal direction. Due to their oblate, pancake-like shape, we will refer
to a single maximum of the interference pattern as a pancake or a pancake-shaped
optical trap and to the whole standing wave as the stack of pancakes.
One needs to consider several crucial points when planning and building such a setup:
• We want to have a long lifetime in the 2D confinement and heat the atoms as
little as possible. Therefore, the wavelength of the trapping light should be very
far detuned from the atomic transition and the intensity noise of the trapping
light in regime of the trap frequencies must be small.
• The pancake-shaped optical potentials need to be deep enough to trap the rela-
tively light 6Li atoms.
• Because we do not want coupling or tunneling between adjacent pancakes, the
distance between them should be sufficiently large.
• To be able to address the atoms in one single pancake, the spacing between
adjacent pancakes should be large enough.
• To guarantee that one always loads into the same pancakes, the position of the
pancakes should be stable and not change even over the timescale of several days.
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6.1.1 Creating the Trapping Light for the Pancake Traps
We use a Mephisto laser from Innolight as a source of laser light for our two-dimensional
optical trap. This single frequency laser runs at a wavelength of 1064 nm which is
sufficiently far detuned from the atomic transition of 6Li atoms (λ = 671 nm). The
intensity noise of this laser is very low and we measured a relative intensity noise
(RIN) below −130 dBm/Hz [Nei13]. The output power of this laser is only 500mW
and thus not sufficient for the trapping of the atoms. Therefore, we use the Mephisto
as a seed for a 50W, 1064 nm fiber amplifier from Nufern (Sub-1174-22). In our setup,
the amplifier generates about 40W of laser light at a wavelength of 1064 nm. The light
from the amplifier is split into several beams, each of which passes an acousto-optical
modulator (AOM) for intensity stabilization and is subsequently coupled into a high-
power optical fiber2. Each of these fibers delivers up to about 8W of intensity stabilized
single-frequency laser light at a wavelength 1064 nm to the experimental table. We also
analyzed the intensity noise of the trapping light after the fiber amplifier and observe
a significant increase of the RIN due to the amplifier. A more detailed analysis of
the intensity noise is described in [Nei13]. It shows that, although the intensity noise
is higher after the fiber amplifier, it will still not limit the envisioned experiments.
Therefore, the just described setup fulfills the earlier set requirements of providing a
low noise, single frequency laser beam of sufficient power.
6.1.2 The Setup
To obtain a standing wave pattern where the positions of the individual pancakes is
stable over days and weeks, we choose an integrated design for the interferometer (see
figure 6.1(a)). It basically consists of a large piece of aluminum; and all necessary
optical components are directly attached to it.
The laser beam enters the interferometer from the bottom right before it is split at
a non-polarizing beam splitter cube (light blue). Then both beams are reflected on
dielectric mirrors and leave the interferometer such that they intersect in the middle
of the main chamber under an angle of 14◦ (see figure 6.1(c)). This results in an
interference pattern in vertical direction. The spacing between the maxima of the
standing wave is about 4µm. We choose the diameter of the trapping beams to be
about 1.3mm. This leads to pancakes which are approximately round in the horizontal
(x-y) plane (see figure 6.1 (b),(c)). For such a system, we calculate an expected aspect
ratio between the trap frequencies of η = ωz/ωx,y ≈ 300.
The spacing of 4µm is enough to suppress tunneling between adjacent pancakes at the
trap depths that we usually operate at. The integrated design makes the setup very
robust and stable. One additional reason which leads to a good long-term stability
is that both paths of the interferometer have the same length3. We will later show
2The other beams are used for two additional optical lattice beams. A sketch of the optical setup on
the so-called ”Nufern breadboard” can be found in [Nei13].
3One can calculate that for a path length difference of about 20 cm the change of air pressure due
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Figure 6.1: (a) Interferometer to create the stack of pancake-shaped traps. (c) The
beams leave the interferometer such that they intersect in the center of the
main chamber under an angle of 14◦. (b) The interference pattern leads
to a stack of traps with an aspect ratio of about η = ωz/ωr ≈ 300. The
individual pancakes are spaced by 4µm.
that we can investigate the stability of the pancake positions using a tomographic RF
spectroscopy method (section 6.2.2). With such a measurement, we were able to show
that the position of the pancakes moves by less than 0.5µm over the course of a week
[Nei13]. This small change of less than an eighth of the pancake spacing will allow us
to reproducibly load and address single pancakes.
6.1.3 Transfer into the Pancake Trap
We fill the quasi two-dimensional stack of optical traps by transferring ultracold clouds
from the dipole trap into the pancakes. The optical dipole trap (ODT) in the fermionic
lattice setup is created by two intersecting laser beams. These have orthogonal po-
larization and thus they do not interfere. The beams are elliptical (aspect ratio of
about 6:1) before they are focused into the main chamber. Thus, the resulting trap
is not cigar-shaped but flattened in the vertical direction (”surfboard”-shaped). This
geometry helps us to load only few pancakes since it reduces the size of the cloud in
the vertical direction.
After the last stage of the optical evaporation, we are usually left with about 1.5×105
particles. Depending on the magnetic field value of the final stages of the evaporation
we either obtain fermionic atoms or bosonic molecules. We usually only want to transfer
a fraction of the cloud into the pancakes. Therefore, we have to further decrease the
number of atoms. There are two different methods with which we achieve this. We can
either turn on a magnetic field gradient. This leads to a force on the atoms and thus
they are spilled from the ODT. This method is similar to the one presented in chapter 4
for the preparation of few-fermion samples. The other method is to slowly decrease the
to a sudden change in weather could already be enough to move the interference pattern by half a
wavelength. Such a change would inhibit the reproducible loading of a single pancake.
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depth of the ODT by lowering the intensity of the trapping light. With both methods4
we can prepare samples with numbers down to about 104. After this additional spilling
process, we again increase the depth of the ODT slowly. This leads to an adiabatic
compression of the ultracold cloud which reduces the cloud size, particularly in the
vertical direction. We then slowly turn on the pancake-shaped trap by increasing the
intensity in this particular trapping beam. During this transfer we make sure that
there is sufficient scattering between the particles to allow them to thermalize into the
stack of pancakes. After an additional thermalization time of about 100-200ms, we
then decrease the depth of the optical dipole trap until it is completely off. Figure 6.2
shows absorption images of the atomic clouds before the transfer, that is in the ODT
in the upper row. Images after the transfer, where the atoms are trapped in the stack
of pancake-shaped traps, are shown in the lower row.
















Figure 6.2: Sketch and absorption images of the ultracold clouds before the transfer
(upper row) and after the transfer to the stack of quasi-two dimensional
traps. In this case the atoms are transferred in about 5 adjacent pancakes.
Adapted from [Nei13].
The images in the vertical direction (middle column) clearly indicate that the cloud
is transferred from the narrow surfboard-shaped trap into the round stack of pancakes.
The picture of atoms in the ODT taken along the horizontal direction (top right panel)
shows the anisotropy between the two tighter confined directions (x and z). For these
pictures, the vertical size of the cloud in the ODT is ∼ 20µm. This is significantly
larger than the vertical size of one pancake of 4µm. Thus we transfer into about 5
adjacent pancakes. Due to the tight confinement along the vertical (z) direction in
the individual pancakes, the cloud is squeezed and thus significantly expands along the
x-direction (compare upper right and lower right panel).
4In this setup, the decrease of the optical trap depth seems to work with a higher accuracy than the
spilling with a magnetic field gradient.
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6.2 Characterization of the Potential
As we can see in the bottom right panel of figure 6.2, we cannot resolve the individual
pancakes when imaging the pancakes from the side, i.e. in the horizontal direction. The
main reason that inhibits a direct optical observation of single pancakes is their large
size in the horizontal direction. In order to resolve the individual pancakes, we would
need an imaging setup with a resolution of about 2µm. The depth of focus of an imaging
setup can be estimated by the Rayleigh range and one obtains pi×(2µm)2/(1064 nm) ≈
11.8µm. The size of the cloud in a pancake in the horizontal is about 100-200µm. This
is almost an order of magnitude larger than the focal depth. Hence, it is not possible
to optically resolve the single pancakes from the side.
There are however other methods that can be employed in order to indirectly make
the pancake-shaped traps visible. We will now present the two approaches we use to
characterize our trapping potential without having to optically resolve the individual
pancakes.
6.2.1 Kapitza-Dirac Scattering
In the first method, we use the diffraction of the atoms from the standing wave to
measure the depth and the spacing of the pancakes. This process is regularly used
to evaluate periodic potentials. It can be thought of as the analogue of the classical
diffraction of light on a grating. Only that in our case, the roles between atoms and
light are reversed [Nei13]. The standing wave leads to a discrete momentum transfer
onto the atoms in the ultracold cloud. From the distances of the diffraction orders we
can determine the spacing between pancakes and the relative number of atoms in the
different diffraction orders gives us information about the depth of the standing wave.
In order to observe the diffraction pattern, we produce a mBEC of about 104 atoms
by evaporation of a two-component Fermi gas (|1〉-|2〉 mixture) on the BEC side of the
broad Feshbach resonance (see section 2.5.2). At an offset field of 795G, the scattering
length is very large and positive (a3D,12 ≈ 9600 a0). This leads to a very fast expansion
of the cloud when the ODT is turned off5. The fast expansion in the vertical direction
would prevent us from observing the different diffraction orders since the momentum
transfer due to the standing wave is rather small (~ktrap = ~2pi/λtrap). To limit the
expansion of the condensate in the vertical direction, we do not immediately switch off
the power in the dipole trap. We rather ramp it down and thus slowly release the atoms
from the trap. We further reduce the expansion of the cloud by ramping the magnetic
field to about 650G while we turn off the ODT. Here, the scattering length is only
about 800 a0 and thus the interaction energy of the sample is significantly lowered.
At this magnetic field and after the optical dipole trap is already switched off, the
standing-wave beam is turned on for a short period of time. The duration of that pulse
lies between 11 and 101µs and the length is controlled using the AOM in the standing-
5Due to the anisotropic trap the expansion occurs predominantly in the vertical direction.
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wave beam path. After the pulse, we let the different orders separate and the atoms
expand for a time-of-flight (ttof ) of about 10ms and then take an absorption image.
For this image, we ramp the magnetic field back to 770G. This has to be done because
at 650G the molecules are so deeply bound that the signal obtained with absorption
imaging is very weak.
Due to the very short pulses of the standing-wave, we cannot actively control the
intensity in the beam. Thus, the beam intensity fluctuates by about 20% from shot-
to-shot. Since these fluctuations would not allow us to extract meaningful results, we
record the integrated pulse area on a photodiode. According to these values, we then
bin all pulses into intervals and average all obtained absorption images that fall within
one of these intervals. The resulting, averaged images for no pulse of the standing-wave
and for a total pulse area that corresponds to 193mV on the photodiode are shown
in figure 6.3(a,b). To analyze the images, we integrate along the horizontal axis and
obtain doubly integrated line profiles (black data in (a) and (b)). Several of these
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Figure 6.3: (a,b) Averaged absorption images after Kapitza-Dirac diffraction of a mBEC
on the standing wave of the pancake traps. (c) By integrating the images in
horizontal direction we obtain a one-dimensional column density which is
shown in black for different integrated pulse areas. The blue solid lines indi-
cate the fit according to the theoretical model for Kapitza-Dirac diffraction.
Adapted from [Nei13].
We can now use a theoretical model [Ovc99, Nei13] to describe the line profiles in
the Raman-Nath regime. It basically weights the relative number of atoms in the n-th
diffraction order with Jn(β/2), where Jn are Bessel functions of the first kind and β
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is the total pulse area in units of ~ (for a more detailed description see [Nei13]). The
position of the n-th diffraction order is simply given by ∆zn = nttof~ktrap/(2mLi). Fits
to the experimental data using this theoretical prediction are shown in figure 6.3(c) as
blue lines. The agreement between the theoretical prediction and the data is reasonable.
For the spacing between the pancakes we obtain dPC = (3.6 ± 0.36)µm [Nei13]. The
error of these measurements is dominated by the uncertainty in the magnification of the
imaging setup which we estimate to be 10%. This is in agreement with the calculated
spacing of dPC,theo = 3.9µm. The obtained trap depths are approximately a factor
of 2 smaller than the theoretical estimates. They are however consistent with the
trap depths obtained from a trap frequency measurement similar to the one presented
later in this section. Although the obtained depth does not agree with the theoretical
prediction, we can still use the diffraction technique to compare relative depths of the
standing wave. In fact, we performed several iterations of this measurement to optimize























Figure 6.4: RF tomography of a mBEC and a DFG in the pancake-shaped trap. The
amount of pancakes that are filled during the transfer from the optical
dipole trap depends on the initial size of the sample. With a magnetic field
gradient the transition frequency changes as a function of the z-position
and thus we can tomographically resolve the populated pancakes.
We will now show how we use tomographic RF spectroscopy to measure the atom
distribution in the pancakes and test the long-term stability of the standing-wave trap.
The idea of the RF tomography method is simple and is illustrated in figure 6.4. By
applying a magnetic field gradient in the vertical direction, the local magnetic field
depends linearly on the vertical position. If the difference in magnetic fields between two
adjacent pancakes (distance ∼ 4µm) is larger than the width of our RF spectroscopy,
then we can resolve the individual pancakes with an RF pulse which transfers atoms
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from an initial to a final state. By imaging the number of atoms that were transferred
into the final state, we obtain the density distribution of atoms over the pancakes
convoluted with the width of the RF measurement.
As shown in figure 6.4, the distribution of the atoms over the pancakes strongly
depends on the size and position of the atom cloud before the transfer. Due to the
Pauli pressure the size of a degenerate Fermi gas is significantly larger than the size of
a molecular Bose-Einstein condensate. Therefore one expects to load more pancakes
when starting with a DFG.
Although the method is comparatively simple to understand, there are quite a few
details that one has to consider when performing such a measurement. Therefore, we
will now list the occurring challenges and issues and explain how we will deal with each
one of them:
Point 1: The signal of the transferred atoms is very weak since we usually only transfer
a couple of hundred to a couple of thousand atoms (see figure 6.5).
Solution: Optimize the initial parameters for fits to the absorption images. Most of
the time, we average several images before we extract the number of atoms with
a Gaussian fit.
Point 2: The applied magnetic field gradient exerts a force on the atoms. If the gra-
dient is too large, the atoms get spilled from the pancakes.
Solution: By increasing the depth of the pancake traps we can weaken this effect.
However, due to the finite power that is available in the trapping beam, this will
fundamentally limit the size of the gradient and the maximum number of atoms
that are left after applying the gradient.
Point 3: The interactions between particles lead to a broadening and shift of the RF
transition.
Solution: Remove all atoms in one of the states (usually |1〉). The remaining one-
component Fermi gas in state |2〉 is non-interacting. For a Fermi gas this is
done with a non-interacting mixture and thus we do not significantly disturb
the remaining atoms. If we load a mBEC, the removal of one component is
more complicated and leads to substantial heating of the remaining atoms. This
however, does not affect in which pancake or in how many pancakes the atoms
are trapped.
Problem 4: Due to the large magnetic field gradient, the atoms quickly dephase during
the RF pulse.
Solution: This problem cannot be solved because the available RF power is limited.
Therefore, we have to accept that we can only drive incoherent pulses. This
means we can at most transfer half of the atoms.
169
6.2 Characterization of the Potential















Figure 6.5: Integrated line density from the average of about 50 absorption images
taken after transferring atoms in one pancake using a tomographic RF pulse
(green points). Due to the low resolution of the imaging systems, we cannot
resolve individual pancakes. The center of the Gaussian fit (solid line) to the
absorption imaging data can however indicate the position of the transferred
pancake. The inset shows the average over 50 absorption images. For better
comparison, the size of the pancakes is indicated by the sketch. Adapted
from [Nei13].
First Tomographic Measurements with a Fermi gas
We will now explain the RF tomography sequence for an ultracold Fermi gas. The two-
component Fermi gas (|1〉-|2〉 mixture) is transferred into the pancakes at a magnetic
field of about 300G. The interaction between the components ensures that the atoms
thermalize into the pancakes. After we turn off the dipole trap, the magnetic field is
increased to 527G. Here, the two components are non-interacting and we remove all
atoms in state |1〉 with a resonant light pulse of about 10µs. Afterwards, we ramp to
the magnetic field value where we want to perform the tomography measurement. We
then use the MOT coils to apply a magnetic field gradient and wait until the gradient
has stabilized6. While the gradient field increases, we also increase the power in the
beam which creates the pancake traps. This limits the number of atoms that are spilled
from the trap due to the force exerted by the gradient. Next, we apply the RF pulse
which transfers a part of the atoms at a certain position from state |2〉 to state |3〉.
The RF pulse duration is longer than 12ms, so the transition is not broadened due to
the Fourier limit.
The result of such a tomographic RF measurement is presented in figure 6.6. Plotted
are the number of transferred atoms and the center position of the fits as a function
of the applied frequency of the pulse. Furthermore, figure 6.6(c) shows a histogram of
the occurring fit centers. In figure 6.6(a) one can clearly observe the position of the
individual pancakes. Due to the small magnetic field gradient of only about 40G/cm
and due to the finite resolution of the RF transition of about 100Hz, the pancakes are
6Due to the large inductance of the MOT coils, this takes several hundred milliseconds.
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Figure 6.6: RF tomography of a Fermi gas before the optimization. Shown are the
number of transferred atoms (a) and the centers of the Gaussian fits (b) as
a function of the frequency of the RF pulse. A histogram of all occurring
fit centers is shown in (c). Taken and adapted from [Nei13].
however not completely separated7.
Stability of the Pancake Position















Figure 6.7: Comparison of the fit center histogram for two tomography measurements
performed on October 17 and October 23, 2012. A detailed analysis shows
a change of less than ∆φ . pi/5 between both measurements. Adapted
from [Nei13].
By independently analyzing parts of the just presented RF tomography measurement
[Nei13], we can show that the short term stability of the pancake position is very
good. The phase change of the standing wave is ∆φ ≤ pi/12. In an external stability
measurement, where we used a microscope objective and a CCD camera to measure the
stability of the interference fringes, we obtained a short term stability of ∆φ . pi/30
[Sta12]. These values are more than sufficient to not limit the repeated loading of
7The resolution of our RF spectroscopy was in this measurement limited by the stability of the
magnetic field.
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a particular pancake. We mentioned however that we also want a good long-term
stability. This was tested by repeating the tomography measurement presented above
about a week later. A comparison of the histogram of the centers of the fits is shown
in figure 6.7. From the comparison of these two measurements we obtain a long-term
stability of ∆φ ≤ pi/8. This means that over the course of six days, the position of the
pancakes changes by less than 500 nm8. This is significantly less than the spacing of
4µm between the pancakes and thus the stability of the spatial position of the pancakes
does not limit our experiments.
All of the measurements presented so far were still performed before the move to the
new laboratories at the University of Heidelberg. Since then, several parts of the setup
were optimized to be able to perform more precise tomography measurements. Before
we will present these changes to the setup, we will first explain how we perform such a
measurement for a mBEC.
Tomography of a mBEC
If we transfer a molecular BEC into the pancake traps, the atoms are bound into di-
atomic molecules. Therefore, we cannot remove one of the components with a resonant
light pulse without strongly affecting the other component that we want to keep in the
trap. In order to minimize the heating and loss during the removal process, we ramp to
very high magnetic field (> 1000G). Here, the atoms are not bound into molecules9 and
we remove the atoms in state |1〉 with a resonant light pulse. This heats the remaining
atoms but according to our measurements, they still cannot hop into the next pancake.
The remaining one-component Fermi gas is then ramped to the magnetic offset field
where we want to perform the tomography which is usually either 527G or 795G. The
actual RF transition and the application of the magnetic field gradient is done exactly
as for the fermionic case. As illustrated in figure 6.4, the atoms are usually distributed
over less pancakes when they were transferred from a mBEC. This is owed to the fact
that due to the Fermi pressure, a Fermi gas is larger in size than a mBEC with a similar
number of atoms.
Optimizing the Stability of the Experiment
As we showed earlier, we could so far not clearly address one single pancake. This was
mostly due to fluctuations of the magnetic offset field. Before the optimization, the
long-term stability of the magnetic offset field was only about 40mG for an offset field of
about 800G. Therefore, we took great care to improve the magnetic field stability after
moving the experimental setup to the new laboratories at the Physikalisches Institut.
8This stability is only achieved if the experiment is completely thermalized. This thermalization
process usually takes on the order of a few of hours.
9For a quasi two-dimensional system there is a bound state for all values of the interparticle inter-
action. At this field however, the binding energy is E2D,B  kB1 nK and thus the atoms are not
bound.
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Furthermore, we replaced the power supply of the MOT coils in order to be able to
increase the magnetic field gradient further. We will now list all the upgrades and
changes made in order to increase the stability of the tomographic RF measurement
and to be able to load all atoms into as few pancakes as possible:
• We realigned the foci of the optical dipole trap beams. Now, the foci are exactly
at the position where the two beams intersect. This increases the confinement
in the vertical direction and leads to smaller cloud sizes in the vertical direction.
This allows us to load the gas into fewer pancakes.
• Additionally, we lowered the fan speed of the flow box used to control the tem-
perature of the optical table. The vibrations and the strong draft of the air were
causing shot-to-shot fluctuations of the position of the optical dipole trap. Over
the course of a tomography measurement this would broaden the atom distribu-
tion over more pancakes.
• With the new power supply we are able to increase the applied magnetic field
gradient from about 40G/cm before the move to about 60-65G/cm.
• For the tomographic measurement, we also independently optimized the PID
parameters to create a very stable magnetic offset fields and magnetic field gra-
dients.
• We changed the voltage control input of the Feshbach coils power supply from
0 − 5V to 0 − 10V. This increases the precision of the set value from the PID
controller by a factor of 2.
• The ADWIN signal which controls the Feshbach coils was internally increased by
a factor 3. After the ADWIN we divide the signal again by exactly the same
factor using a voltage divider. This decreases the minimal possible step size of
the control voltage by a factor of 3.
• We increased the precision of the control input which measures the current in the
Feshbach coils for our digital PID controller. This is achieved by subtracting an
offset and subsequently multiplying the signal by a factor of 20. This is done in
a box produced by the electronic workshop of the institute. This high precision
input is only used when we want to perform a tomography measurement.
After taking all these measures we reevaluated the magnetic field stability and obtained
a long-term stability of about 5mG at an offset field of 800G. This constitutes an
eight-fold improvement and the magnetic field stability is now as good as in the ”old”/
few-fermion machine.
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Current RF Tomography
With all the above mentioned improvements, we retook the RF tomography measure-
ments. Figure 6.8 shows the results of these measurements both for the transfer of a
degenerate Fermi gas (a) and for the transfer of a molecular BEC (b) into the pancake-
shaped optical trap.









































Figure 6.8: Tomographic RF spectroscopy measurement for the transfer of a degenerate
Fermi gas (a) and a molecular mBEC (b) into the standing-wave trap. Due
to the Fermi pressure, the Fermi gas is larger before the transfer into the
pancakes and thus the atoms populate three adjacent pancakes. For the
transfer of a mBEC, we can transfer almost all atoms into a single pancake.
As shown in figure 6.8(a), the Fermi gas is now only distributed over about 3 pan-
cakes. For the mBEC, we are even able to load most of the atoms (& 95%) into a single
pancake. The relative number that we obtain in such a tomography measurement un-
derestimates the fraction of atoms loaded into the center pancake. This is owed to
the fact that the magnetic field gradient, which is applied for the tomography, spills
atoms from the pancakes. The fraction of atoms spilled from a pancake is larger if
there are more atoms in this particular pancake. This means that the gradient removes
a larger fraction of atoms from the center pancake than from the adjacent one. Hence,
the obtained relative number between the pancakes is even better when no gradient is
applied.
When loading into only few pancakes it becomes important to adjust the position
of the cloud before we transfer it into the pancakes. This is achieved by moving the
position of the atoms in the ODT before the transfer to the pancakes. As shown in
figure 6.9, we can control the position of the atoms by applying a force with a magnetic
field gradient. By scanning the size of the gradient and performing a tomography
measurement for each value, we can optimize the position such that we predominantly
load everything into one single pancake. For this optimization however it is helpful to
populate more pancakes since this facilitates finding the optimal value for the transfer.
Such an optimization of the dipole trap position was already done for the measurement
shown in figure 6.8(b). Using this technique we can also populate two pancakes with
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the same number of atoms. This could for example be used as a starting point for an
interference experiment similar to the one presented in [Had06].
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Figure 6.9: RF tomography of a mBEC for different positions of the optical dipole trap
before the transfer into the pancakes. Vc is the voltage that controls the
strength of the gradient that moves the cloud in the ODT.
Using MW Fields to Empty Single Pancakes
With the improved stability and the larger gradient, the individual pancakes are now
almost completely separated. This should allow us to address the pancakes individually,
for example using MW fields. We already performed such a tomography measurement
with an additional MW pulse which transfers the atoms in state |2〉 to state |5〉 (see
figure 2.5). The measurement is shown in figure 6.10, but unfortunately it was done
before all the improvements on the stability of the setup were finished. Therefore, in
this measurement the pancakes are not as clearly separated as now possible. Still, the
measurement nicely shows how such a manipulation works in principle.




















Figure 6.10: RF tomography with and without a MW pulse that transfers most atoms
of the center pancake from state |2〉 to state |5〉. When the atoms are in
state |5〉 the RF pulse cannot transfer the atoms to state |3〉. Hence, we
observe less transferred atoms at the position of the center pancake.
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6.2.3 Trap Frequencies
Another parameter that is very important for the characterization of our pancake-
shaped traps is the trap frequency. These frequencies tell us the spacing between
the different trap levels. Therefore, we need them to determine how many atoms we
can load into our trap while staying quasi two-dimensional. Furthermore, the trap
frequency in the tight, vertical axis of the trap, ωz = 2piνz, also strongly influences the
interaction strength in the quasi two-dimensional regime.
To record the trap frequencies, we load a mBEC into the pancakes and then remove
the atoms in state |1〉 with a resonant light pulse10. The remaining one-component
Fermi gas of atoms in state |2〉 is thus non-interacting. We then jump from a certain
trap depth Vc = Utrap/2 to twice the control voltage Vc = Utrap. This quickly compresses
the cloud and after a variable wait time we release the atoms from the trap for a short
time-of-flight (ttof ≈ 2ms). During the wait time the size of the atomic cloud oscillates
and during the free expansion in the time-of-flight this oscillation is amplified. We then
record the cloud using absorption imaging and determine the size of the cloud in all
directions as a function of the wait time. We can then extract the trap frequency from
damped sinusoidal fits to the size of the cloud11. The resulting trap frequencies for all
three directions are shown in figure 6.11.









































Figure 6.11: Trap frequencies νi as a function of the trap depth in the pancakes. We
measure the trap frequencies by observing the breathing mode of a non-
interacting one-component Fermi gas after a sudden change in the trap
depth.
The measured trap frequencies follow the expected scaling with the square root of
the trap depth (solid lines). For the vertical direction it becomes difficult to observe
the oscillations for shallow trap depths with Vcon ≤ 1.5V. This explains the increased
discrepancies between the prediction and the measurement for these values. One should
note that in the horizontal direction the atoms are not only trapped by the optical
potential created by the standing wave. Due to the shape of the magnetic offset field, we
10This is done according to the procedure described earlier for the RF tomography of a mBEC.
11In case of the breathing mode, the cloud size oscillates at twice the trap frequency.
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also have a confining magnetic potential (see section 3.3.1). This magnetic confinement
tunes with the magnetic offset field. At the offset field of 795G, where this measurement
was performed, we obtain a magnetic trap frequency of ωx,m = ωy,m = 2pi 8.36Hz. From
this measurement we can also determine the aspect ratio between the vertical and the
horizontal trap frequencies η = ωz/ωr = 321± 8, where ωr = √ωx ωy is the mean trap
frequency in the horizontal directions12. This is very close to the projected value of
about 300.
6.3 Theoretical Description of Quasi-2D Fermi Gases
In section 2.6, we already presented that the scattering cross section is affected by the
dimensionality of the system. In particular, for a two-dimensional Fermi gas there is
always a bound state, even for an arbitrarily weak attraction between the particles
[Ket08]. The binding energy EB,2D of this confinement induced molecular state is





Therefore, one can use this binding energy EB,2D as a parameter for the description of
the interaction strength of the system. According to [Pet01, Blo08, Kos12], EB,2D can















~/(mωz) is the harmonic oscillator length and a3D is the three-dimensional
scattering length. The resulting binding energy for the two-dimensional molecular state,
obtained for a trap frequency of ωz = 2pi 5.5 kHz, is shown as a function of the magnetic
field in figure 6.12.
At a magnetic field of 690G the binding energy EB,2D is significantly larger than
~ωz. This means that in the quasi two-dimensional regime the diatomic molecules are
so deeply bound that the fact that they consist of two fermionic atoms does not matter.
Only when EB,2D becomes similar to the Fermi energy EF of the system13, the fermionic
nature of the constituents of the molecule will start to become relevant and influence
the behavior of the system. For measurements at 690G, the system can thus be simply
treated like a quasi 2D Bose gas of dimers. Therefore, we will now discuss the low
temperature phases of two-dimensional Bose gases. For these systems, it is shown in
[Mer66, Hoh67, Had11] that the fluctuations destroy the long-range order of the system
12We only included the measurements for Vc ≥ 2V in this determination.
13For quasi two-dimensional Fermi systems the Fermi energy must be smaller than ~ωz.
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Figure 6.12: Binding energy of the 2D and 3D molecules as a function of the mag-
netic offset field for a |1〉-|2〉 mixture of 6Li atoms. While in the three-
dimensional case the molecular state crosses the continuum at the Fesh-
bach resonance (832.17G, gray dashed line), the confinement induced 2D
molecule remains bound. EB,2D was calculated for a vertical trap frequency
of ωz = 2pi 5.5 kHz.
for any finite temperature T > 0. Therefore, a Bose-Einstein condensate does not exist
for a homogeneous two-dimensional system. For low temperatures, there is still a phase
transition to a superfluid ”quasi condensate”. This transition is described by the BKT
theory [Ber72, Kos73] and is associated with the emergence of topological order. The
superfluid phase below this transition is commonly referred to as a BKT superfluid, or
the BKT phase. In [Had06], such a transition was observed using an ultracold bosonic
gas confined to a quasi two-dimensional geometry. Only recently, it was possible to
directly observe the pairing of vortices with opposite circulation, which is associated
with the BKT transition [Cho13].
For the description of these bosonic systems [Pet00, Hun11a, Cho13], one usually




. In previous measurements,
this coupling parameter, which compares the strength of the confinement with the
strength of the interaction, was usually small compared to one (g˜  1). In our case,
we need to consider the diatomic bosonic molecules. Therefore, the harmonic oscillator
length is given by az =
√
~/(2m6Li ωz) ≈ 390 nm for a vertical trap frequency of
ωz = 2pi 5.5 kHz. At 690G where we perform most of our experiments, the molecules
interact with a3D,mol = 0.6 a3D ≈ 44 nm14. We thus obtain g˜(690G) ≈ 0.56. This value
is not small compared to 1 which tells us that the systems we are going to investigate
are far from being weakly interacting.
14Here we used that the scattering length between diatomic molecules is given by 0.6 times the
scattering length for the free fermionic atoms [Pet05].
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6.4 Phase Coherence and Fluctuations of a Quasi-2D
Molecular Bose Gas?
We will now describe the initial stages of our efforts to investigate the phase coherence
in a quasi two-dimensional molecular Bose gas. One should note that the studies
presented here are not yet concluded. Therefore, all the measurements we will now
present are preliminary and especially the first measurement turned out to still have
certain issues that need to be addressed in future studies.
One of the first measurements was to transfer a mBEC into one of the pancake-
shaped traps. For these measurements, the trap frequencies were ωz = 2pi 5.5 kHz and
ωr = 2pi 29.6Hz. From a Gaussian fit to the data we obtained a number of atoms of
about 30×103. These measurements were conducted at a magnetic offset field of 690G.
In the previous section we saw that, for this value of the magnetic field, the binding
energy of the two-dimensional confinement induced molecule is still a lot larger than
the Fermi energy EF of the sample. This means that the measurement should not be
influenced by the fact that the diatomic molecules consist of fermionic atoms.
We noticed that we observe a clear bimodal distribution after letting the atoms
expand for a time-of-flight,. From a fit we obtain a ”condensate” fraction of up to
about 40%. Figure 6.13(b) shows one of these images taken after a time-of-flight of 8ms,
together with the bimodal fit (solid line). The thermal part of the fit is indicated by the
dashed line. For these measurements we did not suddenly switch off the optical trap.
This would lead to a very fast expansion in the vertical direction which would make it
difficult to extract meaningful information from the images of these highly elongated
clouds. In order to alleviate this issue, we ramped the intensity of the pancake trap
beam down over a time of 100-200µs. This time is short compared to the timescale set
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Figure 6.13: (a) Typical single-shot in-situ image of a molecular cloud in one pancake.
(b) After releasing the cloud from the trap and letting it expand for 8ms,
we observe a bimodal distribution with a ”condensed” fraction of 0.39. (c)
In the absorption image after the time-of-flight we observe strong density
fluctuation. (d) After subtracting a 2D bimodal fit from the data, only
the fluctuations are left. The black dash-dotted line indicates the radius
of the ”quasi-condensed part”.
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Figure 6.13(c) shows an absorption image after the 200µs release and an additional
8ms of time-of-flight. One can clearly observe strong density fluctuations in the center
of the cloud. The black dash-dotted line indicates the radius of the ”condensed” part
of the cloud. This radius is obtained from a bimodal fit similar to the one shown in
figure 6.13(b). The strong fluctuations become even better visible (see figure 6.13(d))
when we subtract a two-dimensional bimodal fit from the cloud. Then only the fluc-
tuations around the smooth average density remains. In this image, the radius of the
”condensed” part is again indicated by the black dash-dotted line. We attribute these
density fluctuations which emerge after a short time-of-flight to phase fluctuations in
the initial sample. The size of the individual parts of equal phase are on the order of
about ∼ 20µm. This indicates a phase coherence that is large compared to the one
expected for a thermal system. From measurements with bosonic systems we know
that one expects an algebraically decaying phase coherence when the atoms are below
the Berezinskii-Kosterlitz-Thouless (BKT) transition [Had06, Had11]. However, to de-
termine whether we are already in that quasi-condensed phase, we need to quantify
and evaluate the observed phase coherence and fluctuations.
6.4.1 Quantifying the Fluctuations
We tried several different methods to quantify the observed fluctuation. We will now
present these methods and for a better comparison, we will apply all three techniques
to the same absorption image (shown in figure 6.13(c)) taken after ttof = 8ms at a
magnetic field of 690G.
The Fourier Power Spectrum The first technique uses the two-dimensional Fourier
transformation and investigates the obtained two-dimensional power spectrum. This is
the same technique we already used to investigate the spinor systems in section 5.5.5.
Figure 6.14(a) shows such a Fourier power spectrum for the absorption image shown
in figure 6.13(c). This method was already used in [Cho12c] for a similar measurement
with a quasi two-dimensional Bose gas of 87Rb atoms. As pointed out in [Lan13], in
this kind of analysis one has to be very careful about the focus of the imaging setup.
When we average several of these power spectra we do not observe fluctuations at
only certain wavelengths (as described in [Cho12c]). We rather observe a homogeneous
signal of fluctuations for almost the whole region we investigate (see figure 6.14(b)15).
This is possibly due to the fact that the stability of the experimental setup was not yet
optimized when we took that data. Hence, the position, temperature and atom number
strongly fluctuated from shot to shot. This could maybe explain the homogeneous
fluctuation spectrum. The reason why the average over several spectra results in a
rhombus shape is so far unclear. This behavior could be caused by imaging aberrations.
15The large red signal in the center is due to the overall size of the cloud.
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(a) (b)
Figure 6.14: (a) Two-dimensional power spectrum of the Fourier transform of the ab-
sorption image shown in 6.13(c). (b) Average of 30 power spectra.
Variance Over Mean The second method we used was to analyze the variance over
mean for each pixel inside the possibly ”quasi condensed” part of the cloud. For this,
we compare a large set of a few hundred images and calculate the variance of N over
the mean number of atoms for each single pixel (Var(N(r))/N¯(r)). This method was
already successfully employed in [Hun11b, Hun11a] for the analysis of a quasi two-
dimensional Bose gas of 133Cs atoms. For a quantitative application of this analysis
technique, one has to calibrate the imaging system to be able to subtract the photon
shot noise. This calibration is not yet finished. But even without subtracting the
imaging shot noise, the plots of Var(N)/N¯ as a function of the radial distance look
promising (see figure 6.16).
Two-Particle Correlation Function The last technique we used to quantify the ob-





δn(r) · δn(r+ δr)
n¯(r) · n¯(r+ δr) , (6.3)
where r is a two-dimensional vector, #δr is the number of summands for a given δr,
δn(r) = n(r)− n¯(r) and n¯(r) is the average density which is usually determined by the
average over several shots16. In these average images the fluctuations smoothen out.
This indicates that the observed fluctuations are not produced by imaging aberrations.
6.4.2 Crossover to the Fermionic Limit
We stated earlier that we want to expand our measurements towards the fermionic
limit. The fermionic nature of the particles begins to play a role as soon as the binding
energy EB,2D becomes of the order of the Fermi energy EF . For our system, this occurs
for magnetic offset fields & 800G (see figure 6.12).
When we let the clouds expand at these fields, we do not observe density fluctuations
after a time-of-flight. This is most likely due to the fact that in this regime, the
interaction of the system becomes even stronger (g˜ → 1) and thus the expansion of
16One can also determine the average density n¯(r) from a two-dimensional bimodal fit to the image.
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Figure 6.15: (a)Two-dimensional two-point correlation function G(δr) of the absorption
image shown in 6.13(c) and its radial average (b). (c,d) Average over
several two-dimensional correlation functions and its radial average.
the atoms after releasing them from the trap is not ballistic anymore. This means that
the individual particles continue to scatter while they are already expanding. These
scattering events scramble the phase relation between the particles and thus the density

















Figure 6.16: Radial average of variance over mean (Var(N)/N¯) as a function of the
magnetic field before a quick magnetic field quench to 690G. One can
observe the fluctuations which decrease for larger magnetic fields.
To avoid this, we use a rapid ramping technique. Here, we quickly quench the
magnetic field from the values where we want to investigate our sample to a value where
the samples expand ballistically (in our case 690G). A similar method [Reg04, Zwi04]
was already used to investigate strongly interacting fermionic systems close to Feshbach
resonances. By performing a reference measurement we can show that it takes our
systems approximately 5ms to reach an equilibrated state after a quick quench of the
magnetic field from about 800G to 690G. The time for our rapid projection ramp is
usually about 100µs. This is significantly shorter than the equilibration timescale and
ensures that we are indeed probing the properties of the system before the quench. With
this method, we can observe bimodal distributions and some density fluctuations even
for higher magnetic fields. As an example for the rapid ramping technique, figure 6.16
shows the obtained radially averaged variance-over-mean values for different magnetic
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fields. One clearly observes that the phase fluctuations weaken but persist for fields up
to about 830G.
Due to the already mentioned large shot-to-shot fluctuations in the position of the
cloud, the atom number and the temperature, we were so far not able to extract
quantitative and conclusive results from these measurements. Therefore, we optimized
the whole evaporation stage and investigated the causes leading to the shot-to-shot
fluctuations. During this time we tried to determine the temperature of the investigated
clouds.
6.4.3 Temperature Determination
In order to see if the observed phase coherences are possibly due to the formation
of a BKT-like quasi condensate, we then tried to determine the temperature of our
system. For this, we recorded in-situ density distributions, both deeply in the bosonic
(690G) and deeply in the fermionic regime (1400G). At 1400G the binding energy
EB,2D  kB × 1 nK and thus the atoms are not bound to molecules anymore. This
means that at this magnetic field value, we can investigate an attractively interacting
two-component Fermi gas. Figure 6.17 shows an average over 120 images in-situ images
at 690G (a) and 1400G (b) and the radial averages for both fields (c). From the
Gaussian fit we obtain a number of atoms of about N ≈ 50 000 atoms per state. In
figure 6.17(a,b), one can nicely observe the effect of quantum statistics. Due to the
Pauli pressure, the maximum density of the fermionic cloud is lower but the radius of
the distribution is larger. For the bosonic case at 690G, one observes a more peaked
density distribution with a smaller width.
(a) (b) (c)
Figure 6.17: Average of about 120 in-situ absorption images in the bosonic limit (a) and
the fermionic limit (b). The radial averages for both magnetic field values
are shown in (c). One can clearly see that the Pauli pressure between
the fermions leads to a larger, less dense sample. The bosonic cloud of
molecules is significantly smaller.
When we tried to fit the density distribution with the prediction for non-interacting
fermions, we noticed that the cloud is significantly too large for an atom number of
183
6.4 Phase Coherence and Fluctuations of a Quasi-2D Molecular Bose Gas?
50 000. A more detailed analysis showed that we underestimated the number of atoms
in the pancakes. This effect is due to two reasons. First, the atoms start to move
due to the absorption of imaging photons during the imaging pulse of 8-10µs. Due
to the Doppler effect, their transition frequency changes and therefore we record a
smaller optical density. The second reason is that the intensity we use to image is
not significantly smaller than the saturation intensity. Thus, the approximations made
when deriving the optical density fail (see equation 3.2) and the results need to be
modified. This effect also leads to an underestimation of the number of atoms.
The consequence of this underestimation of the number of atoms in these systems
is that most of the performed measurements were not as deeply in the quasi two-
dimensional regime as initially thought. This means that a fraction of the atoms were
in vertically excited states. As a consequence, some of the results obtained earlier need



















Figure 6.18: Fit to the in-situ density distribution obtained at 1400G with the predic-
tion for a non-interacting two-dimensional Fermi gas. To account for the
underestimation of the atom number, we rescale the obtained densities
and number of atoms by a factor of 1.3. Due to known issues like the
occupation of vertically excited states, the interactions of the system and
the uncertainty in the determination of the number of atoms, the obtained
degeneracy temperature of T/TF = 0.27 is just an estimate.
We can still try to determine a temperature from these images. For this, we take a
radially averaged in-situ absorption image which was recorded in the fermionic limit
at 1400G. We account for the underestimation of the density and thus the number
of atoms in this measurement by scaling these quantities with a factor of 1.3. Figure
6.18 shows the fit to such a rescaled image with the prediction for a two-dimensional
non-interacting Fermi gas 17. From this fit, we obtain a degeneracy temperature of
T/TF = 0.27. Furthermore, one can observe that the prediction for higher (T/TF =
0.5) and lower temperature (T/TF = 0.15) do not agree with the experimental data.
17For the fit, we only consider the data points for r > 50µm.
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However, due to known issues, the determination of the temperature from these images
is not very reliable. First, we expect the occupation of vertically excited states to
influence the density distribution. Second, the effect that the interactions have on the
density profile are difficult to predict. Finally, the exact value we have to use to rescale
the number of atoms and the density can so far only be estimated and a more precise
determination of these effects needs to be made in the future. Still, one can see that
the system is in the quantum degenerate regime and it may be possible to reach the
temperature predicted for the formation of a BKT-like superfluid which is expected to
occur at about TBKT/TF ≈ 0.1 [Pet03]. We are confident that with the optimizations of
the sequence and the stability of the setup, we can produce significantly colder samples
and therefore reach this regime.
6.4.4 Finding the Quasi-2D Regime
























(a) (b) 2 pancakes1 pancake
Figure 6.19: Vertical cloud size after 3ms (4ms) time-of-flight for one (two) filled
pancake-shaped traps. The dashed lines are guides to the eye. For one
filled pancake trap (a) the size saturates below ∼ 15 000 atoms. For two
pancakes (b) below ∼ 30 000. The number of atoms in this measurement
is still not corrected.
To make sure that we are in fact in the quasi two-dimensional regime in future
measurements we investigate the size of the cloud as a function of the number of atoms.
This measurement was performed according to [Dyk11], which studies how the size of a
weakly interacting Fermi gas changes when the system becomes quasi two-dimensional.
One expects that the size in the vertical (tightly confined) axis after a time-of-flight
saturates at a finite value even if one loads less atoms into the trap. Figure 6.19(a)
shows such a measurement when we fill only a single pancake. Below about 15 000
atoms18, the size after 3ms time-of-flight stays roughly constant. It is however difficult
to observe so few atoms. Therefore, we repeated the measurement but loaded an equal
18Note that this is still the uncorrected number of atoms. The actual number of atoms is therefore
higher.
185
6.5 Conclusion and Outlook
amount of atoms into two adjacent pancake-shaped traps (see 6.19(b)). In this case,
the size saturated below about 30 000 atoms. Due to the larger signal of about twice
the number of atoms the kink in the size is better visible.
6.5 Conclusion and Outlook
To conclude, we realized a stack of oblate pancake-shaped optical traps with an aspect
ratio of η = ωz/ωr ≈ 300. We showed that we can measure the distribution of atoms
over the pancake-shaped traps using RF tomography. When we begin with a mBEC in
the optical dipole trap we can load almost all molecules into one single pancake. For
such systems, we started to investigate phase coherence and fluctuations of a system
close to the quasi two-dimensional regime. We presented preliminary results and in-
troduced the different analysis methods we want to use to quantify the fluctuations.
Using the method described in [Dyk11], we can furthermore determine how many atoms
we can load into one pancake without leaving the quasi two-dimensional regime (see
section 6.4.4). With the improvements of the stability of the setup that we presented
in this chapter, we should be now able to perform quantitative measurements of the
fluctuations (section 6.4.1) without and with the fast magnetic ramping technique (see
section 6.4.2). As a consequence, the next step of our efforts will therefore be to pre-
cisely quantify the phase coherences of the systems as a function of the temperature
and of the interactions of the system.
ms
m






























































à à à à à à à à à à à à
t=8 ms
a=1 Μm
















Figure 6.20: Radial average of the two-point correlation function g2 for a bosonic sys-
tem of 6Li-dimers after an expansion time of t = 8ms. The parameter
a describes the interparticle interaction and τ indicates the temperature.
τ varies from 1 to 0 as the temperature is decreased from TBKT to 0.
Obtained from [Mat13, Sin13]
With the help of theoretical predictions, we hope to be able to clarify if we can reach
a quasi-condensed BKT-like phase with our setup. Currently, the group of L. Mathey
in Hamburg is theoretically investigating the two-point correlation functions expected
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for systems above and below the BKT transition. Figure 6.20 shows the calculated
correlation function for a system of 6Li-dimers. A comparison to figure 6.15(d), which
displays a similarly defined correlation function, shows striking similarities to the cal-
culated behavior. However, further measurements and evaluations are needed to draw
clear conclusions.
6.5.1 Towards a Two-Dimensional Optical Lattice
While we were performing these investigations, we also set up two retroreflected optical
lattice beams in the horizontal direction [Bec13]. The interference of these lattice beams
lead together with the quasi two-dimensional pancake trap to a two-dimensional optical
lattice (see 6.21(b)). Our plans are to use this setup to study fermionic quantum gases
in an optical lattice. The optical lattice setup was evaluated and optimized using
the same Kapitza-Dirac technique we presented in section 6.2.1 and an image of the
diffraction of a mBEC on the optical lattice is shown in figure 6.21(a).
Furthermore, a high-resolution objective was tested and prepared for the addition
to the existing experimental setup [Kri13]. This objective will allow us to take high-
resolution images of the quasi two-dimensional systems or to investigate systems trapped







Figure 6.21: (a) Kapitza-Dirac diffraction pattern of a mBEC on the optical lattice
standing wave. Taken from [Bec13]. (b) When we transfer the clouds
from the optical dipole trap to a single pancake and then turn on the
optical lattice beams, we realize a two-dimensional optical lattice. (c)
High-resolution objective and trapping beams. The red arrows indicate
the optical lattice beams and the yellow ones depict the beams used for
the creation of the pancake-shaped optical traps.
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7 Conclusion and Outlook
In the course of this thesis ultracold gases have been used to address open questions
in quantum many-body physics. These studies ranged from observing a crossover from
few to many-body physics, over investigations of the equilibration of bosonic spinor
systems to the exploration of quasi long-range order in a two-dimensional Fermi gas.
For all three topics, we will summarize the main findings and outline the possibilities
for further studies and experiments.
In chapter 4, we presented our ability to prepare few-particle systems with full control
over the number of atoms, the motional state and their interactions. We used these
systems to access the regime of mesoscopic physics which is located at the interface
between few and many-particle systems. Physical systems in this regime are ubiquitous
in nature. The most prominent examples for such systems are electrons in the shell
of an atom and nucleons in the atomic nuclei. Given the progress of semiconductor
technology, the number of doping atoms in the smallest transistors and devices used
for computation will also soon reach the mesoscopic scale. This gives these mesoscopic
quantum systems an additional technological relevance. In particular, it is interesting
to study how many-body properties and behaviors emerge. With the experiments
presented in this thesis, we showed that quantitative measurements in this transitional
regime between few and many-body physics can now be performed. This paves the way
for future studies with these finite ultracold systems. One possible route would be to
study how the physics of phase transitions emerges when the size of such a system grows.
This could be investigated by measuring the excitation spectrum of ultracold systems in
the mesoscopic regime. Additionally, these studies of finite strongly correlated fermions
also offer the possibility to mimic phenomena from nuclear physics [Zin08, Zür13b], from
high-energy physics [Rap07, Wil07] or from attosecond physics [Kel65, Kra09, Sal13a].
In the latter case, a time-dependent magnetic field gradient can simulate the effects of
the oscillating electric field of a short laser pulse [Sal13a].
In chapter 5, we described experiments with bosonic spinor BECs and we could show
how one can use spin-echo techniques to determine the three-dimensional vector mag-
netization. Additionally, we presented how one can calibrate and test high-resolution
imaging setups in-situ using the atomic cloud. By measuring the time evolution of ini-
tially unmagnetized samples in different initial configurations we could determine the
timescale for the equilibration and show the formation and coarsening of ferromagnetic
domains. The mechanisms that allow these systems to reach a steady state and that
determine the timescale for the equilibration are still far from being understood. These
processes and their interplay with the increased role that fluctuations play in lower
dimensions would be an interesting route for new studies. By combining these spinor
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systems with optical lattices and possibly with the full control over the number and state
of the atoms (e.g. as shown in chapter 4 or in [Bak09, Bak10, She10, Wei11, Ser11b]),
one could use these systems to realize fundamental spin Hamiltonians and study quan-
tum magnetism. This could be especially interesting if one added long-range spin
dependent interactions, for example by using particles with a large magnetic or electric
dipole moment [Gio02, Gri05, Ni08].
For the quasi two-dimensional Fermi gases presented in chapter 6, we could show
that we observe phase coherences for a system close to the expected phase transition
to superfluid behavior. It would be interesting to observe this phase transition and de-
termine the dependence of the critical temperature from the limit of bosonic molecules
to fermions. In particular, it would be compelling to study the role of the fluctuations
in this crossover from bosons to fermions by comparing it to the three-dimensional
analogue, the BEC-BCS crossover. Such a system, in particular with an optical lattice,
would be ideally suited to emulate simplified versions of high-Tc superconductors or
other quasi two-dimensional structures of solid state physics like graphene [Ueh13].
All these experiments, considerations and new directions that are currently emerging
show that ultracold quantum gases are a great generic quantum system to test and
evaluate theories and approaches. In the 20 years since its beginning, this young field
was able to take many textbook examples for quantum systems and realize them in a
very pure and clean form in laboratories. Purely academic models and studies could
thus be scrutinized using experimental many-body systems and this development is
still far from being over. All of the recent advances show that the kind of Hamiltonians
that can be emulated with cold atoms is steadily growing; and with the single particle
control that is now available, the possibilities to mimic physical systems at different
scales and from different fields will increase even more.
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