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STEADY STATE ANALYSIS OF NONLINEAR CIRCUITS 
WITH PERIODIC INPUTS
ABSTRACT
A very important problem in the computer-aided design of nonlinear 
circuits is the steady state analysis of lightly damped nonlinear circuits 
such as harmonic multipliers and oscillators. Presently one searches for 
the periodic response by simply integrating the system equations from a 
given initial state until the response becomes periodic. In lightly 
damped systems this integration could extend over many periods making the 
computation costly. In this paper a Newton algorithm is defined which 
converges rapidly to the steady state response. The algorithm is applied 
to several nonlinear circuits. The results show a considerable reduction 
in the amount of time necessary to compute the steady state response. In 
addition, the initial iterates give information on the transient response of 
the system.
1INTRODUCTION
A very important problem in the computer-aided design of nonlinear 
circuits, yet unsolved, is the steady state analysis of lightly damped 
nonlinear circuits, such as harmonic multipliers and oscillators. In these 
lightly damped systems even new stiff differential equation algorithms may 
require large amounts of computing time, since the transient response may 
be significant for a hundred cycles or more. This gives rise to expensive 
and perhaps inaccurate results. Several authors [1,2] have attempted to 
solve this problem by harmonic balance techniques in which they assume that 
the response contains a fundamental component of a known frequency, plus 
several harmonics which they believe are dominant. This assumed solution 
is substituted into the differential equation and an optimization algorithm 
is used to adjust the amplitude and phase of the harmonics such that a mean- 
square-error function is minimized. This method has not been widely 
accepted for several reasons. Firstly, the assumed solution may be 
grossly in error with respect to the physical situation, e.g., the assumed 
solution may be unstable, or some important harmonic or subharmonic 
components might have been neglected. The error function will probably 
give no indication of these difficulties. Secondly, optimization techniques 
tend to have serious convergence problems and computation becomes excessive, 
particularly in higher order systems. For example, suppose that the 
fundamental frequency plus two harmonics are dominant. This gives us six 
unknowns (amplitude and phase of each harmonic) for each state variable.
If the system of equations contains five state variables then we have 30 
variables which must be optimized, and this is not a very high order
2problem! Thirdly, this technique is not very useful for oscillator 
problems, since the exact period of the oscillation is usually not known. 
Finally, the harmonic balance algorithm is only useful for steady state 
analysis, whereas the algorithm presented herein uses any numerical method 
for the transient analysis of circuits. It finds a portion of the 
transient response which is used to predict the steady state response, or 
the complete response can be determined if so desired. The examples show 
that the computational time is reduced significantly with this algorithm 
if only a portion of the transient response is found in addition to the 
steady state response.
THE PROBLEM
Firstly, let us consider the nonautonomous system
x = f (xst) (1)
where x and f are n-vectors; f is periodic in t of period T, is continuous 
in t, x, has a continuous first partial derivative with respect to x for 
all x and < t < ®. Henceforth we will assume that (1) has a periodic 
solution w(t) of period T and that this solution is asymptotically stable.
Our goal is to determine the periodic point w(0) such that 
integrating (1) from the initial state w(0) over the interval [0,T] we 
obtain the periodic solution w(t) of period T. This is essentially a two- 
point boundary value problem in which the solution to (1) in the interval 
[0,T] must satisfy the boundary condition
3x (0) = x(T). ( 2 )
Since
T
x(T) = J  f(x,T)dT + x(0)j 
0
we can express the above problem in terms of the mapping
(3)
x = T(x ) (4a)
where
x = x(0), T(x ) = J f(x,T)dT + (4b)
0
and x(t) satisfies (1) for 0 < t < T.
One approach to the solution of (4) is the contraction mapping 
technique, i . e .,
X, = T ( x >  (5)
However, since f(x,t) is periodic in t with period T, then
X^+1 = x[(i+l)T] = J f(x,T)dT + x
(i+l)T
( 6 )
Note that this says that we simply integrate (1) for a sufficient number 
of periods until the transient response becomes negligible« This is 
precisely the method currently used with the computer to arrive at the 
steady state response. It is this method that we are seeking to improve 
as the convergence can be expensively slow, particularly in lightly damped 
systems. For example, consider the case when (1) is linear, i.e.,
x = A(t)x + £(t) (7)
where A(t) and £(t) are periodic in t with period T. The state transition 
matrix for this system has the form $(t,0) = P(t)e^t where P(t) = P(t+T),
4and P(0) = I . One can show thatn
(8)
Hence, the iterates converge to the periodic solution w(t) provided that
to saying that the eigenvalues of Q have negative real parts or that the 
system is asymptotically stable. Note that if the eigenvalues of Q are 
close to the imaginary axis, but in the left half plane, then the conver­
gence can be quite slow. These results can be extended to the nonlinear 
system (1). If (1) has an asymptotically stable periodic solution w(t) 
of period T, then there exists a ball with radius 6 such that if 
ilxo “ w (0)|| < 6, then (5) will converge to the periodic point w(0).
is shown to be computationally feasible, and examples are given which 
illustrate its advantage over the continuous integration or contraction 
mapping approach.
OTthe eigenvalues of e all have magnitude less than one which is equivalent
In the next several sections a Newton algorithm is derived which
A NEWTON ALGORITHM FOR NONLINEAR CIRCUITS
The Newton iteration of (4) is defined by the equation [3,4,5]
x (9)
which can be put into the form
( 10)
5trajectory x^t), 0 < t < T, exists which is a solution to (1). Recall 
that x L(T) = T(x^), therefore
T'(a£)
dx(T9xQ)
ôx LX—o
But
dxCT,^)
ÔX—o
_ d_
ÔX—o
J i(x(T).T)dT + XQ
«T Sf 3x (t )
I + I ' -r--- dT
0 ô* 3£o 
J  Sf PT 3f(T)
1 +  J  S  dT +  J0 dx I
bf (X) dx(X)
n bx ôx 0 — —o
dX dT
(ID
( 12)
This expansion can be continued and the resulting series defines a square 
matrix called a matrizant [6]. It represents the state transition matrix 
for the time-varying system
df
- " 3x xL(t)
(13)
dfwhere t— ox is the Jacobian of f evaluated along the trajectory x (t),
xL(t)
0 < t < T. Thus, we denote
T'(xL) = §(T,0; xL) (14)
where $(T,0, x^) is the state transition matrix of (13). The basic steps 
in the algorithm are summarized below.
Step 1: For the given initial state x^ compute the solution
^ ( t ; ^ ) ,  0 < t < T, of equation (1)
The desired periodic response satisfies the equations
6w(t:) = J f(w(T),T)dT + w(0) , 0 < t < T 
0
w(T) = w(0) .
(15a)
(15b)
Let us expand f(w(t),t) in a Taylor series about the trajectory xL(t;xL)— —o
f(w(t),t) = f(xX(t),t) + |= ± (w(t) - xL(t)) + R2 (w ) (16)
~  W  = X (t)
where R2(w) contains the higher order terms which are nonlinear. Let us 
drop these terms and define
• t t
¿ L ( t )  = J* f ( x 1 (T ) ,T ) d T  +  J  F ( t  j x 1) (z 1 (t  ) - x 1 (T ))d T  +  y 1 ( 0 ) ;
0 0
0 < t < T, (17)
where F(t;xL) is the Jacobian of f evaluated at xX(t) and yL(0) is yet to 
be defined. We can write (17) as
t
zX(t) = J* F(T;x1)z1(T)dT + zX(0) , 0 < t < T, (18)
0
where zL(t) = yX(t) -xL(t). Note that zX(t) is the solution of the 
differential equation
zL = Fitjx1)^1. (19)
The solution to (19) is
zX(t) = $(t50;x1)z1(0) (20)— — 0 —
where §(t,0;xX) is the state transition matrix for (19). Now set 
y (T) = Z (0) and if [i - §(T,0;x^)]  ^ exists, then
ZL(0) = Cl - ^ (TjOjx1)]"1^ 1^) - $(T,0;x L)x L]~o — —O “O
= [$“1(T,0;x1) -l]"1[^(T,0,x1)xi(T) -x1].o o o ( 21)
7The above equations are equivalent to equations (9) and (10). Hence
iStep 2: Compute the state transition matrix §(T,0;xo) of
equation (19).
X xStep 3: Let x q = yQ which is obtained from equation (21).
Step 4: Return to step 1 with x^+  ^unless \\xL (T) ~x^|| <
Step 5: Stop.
The convergence of this algorithm is discussed in Appendix A.
The reader should note at this point that in the linear case 
defined previously
x = A(t)x + £(t) (7)
the periodic solution satisfies the equations
-i
w ( t )  = * ( t , 0 ) w ( 0 )  + J * ( t , 0 ) *  i ( T 30)£ ( T ) dT
0
w(T) = w(0)
where the constraint w(T) = w(0) yields
w(0) = [i - $(T90)]“1[x (T) - $(T,0)xo]
(22a)
(22b)
(23)
Thus, if the matrix [l-$(T,0)] is nonsingular, that is the equation
x = A(t)x (24)
does not possess a periodic solution with period T except for the trivial 
solution x = 0, then there exists a periodic solution of period T to 
equation (7) whose periodic point is given by (23) . It is obvious that the 
Newton iteration converges in one iterate in this case as one would expect, 
whereas the contraction mapping technique is highly dependent on the 
characteristic multipliers of the state transition matrix.
8The numerical calculations of xL(T) and §(T,0;x^) and some 
examples are discussed in the following sections.
NUMERICAL COMPUTATIONS
Electronic circuit analysis problems generally have widely 
separated eigenvalues and hence are said to be stiff. Recent research 
[8“11] has shown that implicit integration methods are the most efficient 
multistep methods for obtaining the solution of a system of stiff ordinary 
differential equations. If the function f is nonlinears the application 
of these implicit integration methods results in a set of nonlinear 
algebraic equations which must be solved at each step. It has been shown 
that Newton's method is the most effective way to solve these equations. 
Hence, the Jacobian of f must be determined at each step. In this section 
we will show that with the above method the state transition matrix 
$(T,0;x^) can be easily computed as it is related to the Jacobian of f 
along the trajectory of xL• For simplicity the backward Euler formula 
with a fixed step size will be used to demonstrate a numerical method for 
approximating x(T) and §(T,0) where the superscript i which denotes the 
iteration number has been deleted to avoid confusion with the iterates 
which will be necessary to solve the implicit equations. The following 
results can easily be extended to higher order methods with variable step 
size.
Applying the backward Euler formula to (1) we obtain
x(jh) = x ((j-l)h) + hf(x(jh),jh) (25)
9where h = T/k is the step size and j = 1,2,...,k. Equation (25) is solved 
for x(jh) by Newton's method.
i+1x J’"rJ" ( jh )  - x1 (jh) - [i - hF(x:L(jh))] i[x1(jh) - x((j-l)h) - hf (xL(jh))]“lr*i
(26)
where F(x) is the Jacobian of f and x(kh) »  x(T).
If we apply the backward Euler formula to (19), then
z(h) = z(0) +  hF(x(h)) z/h) (27)
z, (h) = [i - hF(x(h) ) ] 1 z(0) (27)
and  ^ k -j
z(T) «  z(kh) = tt [l -hF(x((k-i+l)h))] z(0).i=l — ” (28)
Again we have dropped the subscript which denoted the number of the iterate
Thus,
§(T,0) »  J [i -hF(x((k-i+l)h))]"1 (29)
or -1 k$ (T,0) «  tt [i - hF(x(ih))] i=l (30)
where x(ih) was computed above. Thus, the algorithm is very simple to 
implement.
Several examples follow which illustrate the power of this method 
in computing the steady state response of weakly damped systems.
EXAMPLES
The first example is an equivalent power supply circuit given in
Figure 1. The state equations for this circuit are
10
where
x. = —^ 7  (t C-x - - x~ + 1 0  sin 60(2rr)t] - i,} i. ]_0 ^ ^ I z d
¿2 = — {^ -[-x^  - x2 +10 sin 50(2rr)t] - x^}
10
L_ r . 4 •
-3 x3 " 1000"
r 40 X-.
10“6[e X -l].
The steady state solution, for this circuit, was obtained by two methods, 
one by continuous integration (contraction mapping), and the other by use 
of the steady state (Newton) algorithm described in this paper. The 
numerical integration part of both methods used a variable step size 
prediction with Adam's second order corrector. The corrector was solved 
by Newton's method. All computations were performed on a Control Data 
1604 digital computer.
Both methods were started with the initial state vector x(0) = 0. 
The period T was set equal to the period of the forcing functions, i.e.,
T = 1/60 seconds. The final value of the periodic point by both methods 
was w^(0) = -9.0743, w2 (0) = 9.0555, w^(0) = .0090285, and w^(0) = 9.1015. 
The results of the two computer runs, for the variables X2 and x^ are 
summarized in Table 1.
A second example, shown in Figure 2a, was constructed and analyzed 
in the same manner as the first circuit. The circuit shown in Figure 2a 
is a frequency doubler; the 21 megahertz input is doubled to 43 megahertz 
output by the nonlinearity of the transistor. For analysis purposes the 
transistor was modeled by the circuit shown in Figure 2b.
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The initial starting point for both methods was
£
x? = .00001 i = 1,2,...,13, with T = 1/21x10 . The final value obtained 
for the periodic point w(0) was:
w-(0) = 6.50599
w2(0) = -.0211365
w3(0) = 19.5057
w4 (0) = 21.7147
w5(0) = -.00235698
w.(0) = -.0308890 6
w7(0) = -.000561457
wg(0) = .00848798
wg (0) -.0874810
wio(0) = -.0653297
wn (0) = 11.7904
w 12(0) = 11.9352
w13(°) = -.00948132.
The results of the two computer runs for this second example are 
summarized in Figure 3. In Figure 3 the norm of the error ||x(nT) -w(0)|| 
for the continuous integration and the norm of the error ||x (T) -w(0)|| for 
the steady state Newton algorithm are plotted vs. the computer execution 
time. The Euclidean norm was used. The figure indicates a considerable 
savings in computer time in using the steady state Newton algorithm.
It should be noted that the results of the two examples were 
obtained on a relatively slow computer and no attempt was made to use the 
most efficient numerical methods. Thus, the times given in Table 1 and 
Figure 3 can be greatly improved, however the ratio of continuous integra­
tion time to steady state Newton algorithm time is problem dependent and 
should remain relatively constant for a given problem.
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D.C. ANALYSIS
It is interesting to note that the steady state algorithm has all 
the necessary machinery to perform D.C. analysis. To perform D.C. analysis 
the period T is reduced to such a value as to allow the algorithm to 
numerically integrate only one step, and all input signals are assigned
constant values.
This can be seen to yield the
(9), T(x^) = x'L(hjX^). if the numerica
Euler (equation (25)) then this implies
the D.C. point w(0).
A D.C. analysis was performed
v. = 100 and the initial conditions as in
X]L( 0 ) = .00001
x2(0) = .5
Xg(0) =
x^(0) = -. 6 
x5 (0) = -1 
x6(0) = .5
D.C. solution since by equation 
. integration method is backward 
that f(x1+^(h)) = 0, which yields
upon the circuit in Figure 2a with 
follows:
x7(0) = .5 
xg(0) = .3 
x9(0) = -.9 
x1Q(0) = .3 
xn(°) = -5
X12(0) = ’5 
x13(0) = .5.
The algorithm converged in 3 iterations to the following two place rounded
values ;
13
xx(0) = 12
x2(0) = 56X10
x3(0) = 12
x^(0) = 16x10 
x5 (0) = 12x10 
x,(0) = 50x10D
x? (0) = 70x10 
xg (0) = 35X10 
x^(0) = 96X10
X10(0) = 95x10 
xi;L(0) = 12
x13(0) = 100.
If the iterates do not converge one can always integrate (1) for 
several steps of length h (h may be variable) and then apply the Newton 
algorithm again. If the bias point is globally stable, this process will 
eventually yield the solution.
OSCILLATIONS IN AUTONOMOUS SYSTEMS
Let us assume that the autonomous system
x = f(x) (31)
has a periodic solution w(t) = w(t+T). This solution defines some closed 
curve C in Rn . On this closed curve C the system (31) has the following 
properties [15]:
(a) w(t) is a solution of the equation of first variation, and
(b) w(t+c) is a solution of (31) for any constant C.
Unfortunately, property (a) implies that the fundamental matrix §(T,0;w )—o
of the equation of first variation on C has an eigenvalue at unity. Thus, 
the matrix [i -§(1,0;^)] is singular, and the iteration as defined by 
(21) fails as the curve C is approached. A modification of this iterative 
technique for the autonomous system is proposed below which circumvents 
this difficulty.
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Firstly, we must realize that the circuit designer does not
know the period T precisely, but usually has a good approximation. Hence,
itreat the period T as one of the unknowns and let T denote the period of 
the ith iterate. From (20) we can write
:i) = x1^ 1 
and the Newton iterate for T is
l(T  (T ) + *(T ,0,x^)[x^ - ^ 1
i Byy(T) «  y(T ) + . (T - T1) .
(32)
(33)
Equation (.33) can be written as
y(T1+1) - x h l 1) + -*(T,0;xh(y - ¿ )  + f (/(T1) ) (T1+1 - T1) .i V ,mi+l „1.o o ~o (34)
Again, we set y('T^+ )^ = and define the nxn matrix
Y1 = I - $(T,0;x^)
then (34) becomes
i l+l Y y **-o x1 (T1) “ X^ + Y1 x^ + f(xi(T1))(T1+1 “ T1) (35)
Equation (35) can be written as
[Y1': -f(x1(T1))]
i+1y
= xCT1) -x* + [Y1; " f (^(T1))]
lXQ
"i+1
~o
iT T
(36)
On the curve C the matrix Y(T,0;w q) has at least one eigenvalue of zero.
If we assume that the periodic solution w(t) is asymptotically orbitally
stable, then the matrix has one and only one eigenvalue of zero.
Furthermore, it can be shown that the matrix [Y: = f(w )] has rank n.— o
Hence, if the kth component of f.(wQ) is nonzero, then we can delete the
15
kth column of ¥ to form a new matrix Y and it can be shown that the nxn 
matrix [$: -j] is nonsingular. Let us define the vectors
K> o I
I r-1o
>>1_1 “ * yok-l9 yok+l9** 1T• y Jon
A
X =—o Cxol’•** Xok-l9 Xok+l9“-• y J •on
Then (36) becomes
i—
i i f(x1(T1))]
a i+l 
TI+I
= x (TL ) - X 1 + [?L- _ —0 - f(xL(T1))]
A lX—o 
T1
(37)
(38)
and
A i+l A 1
x Xo —, — o_
“I+l iT T
+  W 1 : - K x h T 1 ))]'1 [xCT1 ) - X 1] . (39)
Thus, at step three in the algorithm we compute = x^+~*~ and T^+ .^
i+1From property (b) of the autonomous system the scalar x ^ can be set
i i+lequal to x Of course, this method of selecting x^^ will not be
satisfactory if there does not exist a vector x q such that the vector
[x ,,...jX1, ,...,x ]T lies on the curve C. ol9 9 ok9 9 on
The above method has been used to compute the periodic response 
of the van der Pol oscillator. Convergence has been rapid in the 
neighborhood of the limit cycle. A convergence proof similar to that 
given in Appendix A can be derived for the autonomous case.
FUTURE WORK
A Newton algorithm has been presented for the computation of 
the steady state periodic response of asymptotically stable systems. The 
algorithm has been shown to be very effective in reducing the amount of
16
computation necessary for the analysis of nonlinear circuits. In the 
design of frequency multipliers, power supplies, oscillators and other 
nonlinear circuits which have a periodic response of period T the engineer 
can reasonably anticipate the Newton algorithm to yield the steady state 
response in significantly less time than continuous integration, particu­
larly if the system is lightly damped. In spite of these initial 
successes considerable work needs to be done in order to develop a 
practical algorithm suitable for general use. Some of the areas for 
future research are cited below.
Firstly, the convergence of the algorithm needs further 
investigation for a variety of practical electronic, circuit problems.
If the initial state is not sufficiently close to the periodic point in 
the nonautonomous system or the closed trajectory C in the autonomous 
system, then the iterates may not converge. Two alternatives are 
available. One may choose a new initial state and iterate, or one 
could integrate the state equations for several periods. The latter 
method seems preferable, since if an asymptotically (orbitally) stable 
periodic solution of period T exists for this given initial state, then 
continuous integration will bring us closer to the periodic solution.
The practical question is - over how many periods should one integrate 
before applying the Newton algorithm? The CDC 1604 computer along with 
the graphics display terminal in CSL will be used to develop a practical 
algorithm for electronic circuits. Note that frequently the circuit 
designer has an initial periodic solution and is interested in the effect 
of small parameter perturbations on this periodic solution. In such cases 
the Newton algorithm should work quite well.
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Secondly, we should note that the convergence proof in Appendix A 
does not necessarily require the existence of an asymptotically (orbitally) 
stable periodic solution. Thus, the algorithm could converge to an 
unstable periodic solution, just as in the case of the d-c bias problem 
in which the Newton iterates can converge to a solution which is dynamically 
unstable. The stability of the solution can be checked by finding the 
eigenvalues of the equation of first variation or by perturbing the 
periodic solution and observing the response after several periods. The 
latter approach seems more practical, but further research is needed.
Thirdly, the formulation of the problem in this paper required 
that the equations of the system be in normal form. Such a condition 
seems too restrictive in view of the recent approaches to circuit analysis 
which do not require the normal form [18,19]. The application of this 
method to a set of differential-algebraic equations should be investigated.
Finally, the Newton algorithm described herein should be 
compared with the algorithm of Urabe [17]. It appears that the algorithm 
in this report may be computationally simpler, but the question of the 
speed of the convergence of both algorithms needs to be considered.
18
Appendix A
CONVERGENCE OF NEWTON ITERATES
Consider the differential equation
x - f(x,t) (1A)
where x and £ are n-vectors, and assume that
(a) ^(x,t+T) = f(x,t) for all x 3t; T > 0,
(b) f(x,t) is continuous in t for all
(x,t)eR = [||x|| < oo, t < t < t + t } ,
df(c) is continuous and uniformly bounded by M < 00 for all 
(x,t)eR, and
(d) there exists a periodic solution w(t) to (1A) of period T 
which satisfies the Lyapunov asymptotic stability condition, 
i.e., the largest magnitude of the eigenvalues of
§ (tQ +T,to ;wQ) = 3 < 1 [7].
Conditions (b) and (c) above imply that there exists a unique
continuous solution x(t;x ,t ) which satisfies (1A) and is continuous in— —o o
x [15]. Let us define —o
3f
dx
- (t:5o ’to)
- A(t,x ) (2A)
then from hypothesis (c) it follows that the nxn matrix A(t,x ) is bounded~o
and continuous in x , thus the sum —o
t +T o t -FT o
§(tQ +T,to ;xQ) = I + J A(X,xQ)dX + J A ^ , ^ )  J A(5,xo>d?dX + (3A)
o o o
is uniformly and absolutely convergent [6]. Since the partial sums of 
(3A) are continuous in x and as shown previously converge uniformly to
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$(t +T.t ;x ), this implies that §(t +T,t ;x ) is continuous with respect N o 0 —0 O 0 —0
to x [16] .—o
From hypothesis (d) it follows that [i - §(to+r,tQ ;w q)]  ^exists, 
therefore define
8 = ||[l-i(to+T,to ;wo)]'1||. (4A)
Since §(t -KC,t ;x ) is continuous in x , then for each e > 0 there exists o o —o —o
an open ball S with center w and radius r„ such that r e —o s
||El -§ (t +T,t ;w )] - [i (t +T,t ;x )]|| < e (5A)o O —o o o o
for all x eS . If e is chosen such that e& < 1, then from the perturba- —o e
tion lemma [13] [i - § (t +T,t ;x )] exists for all x eS ando o —o — o e
IICx -i(t0+I,to ,xo)]'1|| < YTi s  < P < “ • (6A)
Because of the smoothness conditions assumed on f(x,t) it t +T
follows that [xo “T(xq)] = J f(x>T)dT, xCtQ) = 2iQ is Frechet differentiable
to[13] at the point w , i.e., for each cr > 0 there is a ball S^ . with center
w and radius v such that for all x eS_—o cr —o cr
||[x - T(x )] - [w - T(w )] - [i - §(t +T,t ,w )]
(2£0-wo)|| < cj||x o - w q || - (7A)
Next we will show that the Newton iterates converge for a point x q 
sufficiently close to w q .
Theorem: Consider the system (1A) with solution w(t),w(tQ+T) = w(tQ).
The point w = w(t ) is a solution of x = T(x ) and is a point of r —o — o —o —n
attraction of the mapping
x = G(x )—o —o (8A)
20
where G(x ) = x - [i - T'(x )] ^[x “ T(x )], i.e.s there exists a ball S —o — O —O ”O -o
i i+1with center w and radius r such that for all x eS the point x eS where —o —o —o
i+1 ,x = G(x ) and —o —o
lim xL = w .. _ “o —oi —♦ oo
Proof: Choose cr, e and the ball S such that P(ct + e) < 1, e6 < 1, and
SCs^, and SCZS . We can write
c e
||g (x q) -G(w q)|| = ||xo - [i - § (to+T,to;xo)] 1[xQ -T(x q)] - wq ||. (9A)
Let Q = [i - §(to+T,tQ ;xo)] 1 where ||q || < P for all XQeS. The following 
equation is equivalent to (9A).
||g (x q) - G(w q)|| = llQQ 1(xq - w o) " Q[xo -T(x q)] +Q[i " $(to+T,to ;wo)](xo~wo)
- q [i - $ (t +T,t ;w )](x -w ) +Q[w - T(w  )]||. (10A)o o o —o —o o —o
Thus, grouping the 2nd, 3rd, and 5th terms together and likewise the 1st 
and 4th we obtain
I|g (xq) " G(w q)|| < P(a +e)||x q -wjl (HA)
where P(a + e) < 1 for all XQeS. Since P(<7 + e) < 1 and
Ibo*1"1 -wjl = IIg (Xq ) -G(w q)|| < P(cj + e)|| x^ -WQ||, (12A)
i i+1then x eS implies that x eS, furthermore —o —o
lim x1 = w .. ~~o —ol -*00
This completes the proof of convergence in the neighborhood of w .—o
One should note that one of the assumptions was that the periodic 
point w q be asymptotically stable. This was a sufficient condition for the
21
existence of the inverse of [i -$(t +T,t ;x )]. However, it is possibleo o —o
for the Newton algorithm to converge to a periodic point which is not 
asymptotically stable. All that is necessary is the the matrix 
[i -§(t +T,t ;x )] be invertible at each step and that the initial state 
x° be sufficiently close to the unstable periodic point wq . This is 
analogous to the d-c circuit bias problem in which the Newton algorithm 
can converge to an operating point which is dynamically unstable. To 
determine the stability of the periodic point w q one can always perturb 
w and integrate (1A) for several periods.
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Appendix B
EFFECT OF TRUNCATION ERRORS ON THE PERIODIC POINT
Let w(t) be the true periodic solution to Eq. (1) with period T 
cand define w (t) as the computed value. For simplicity assume that the
cbackward Euler formula is used to compute w (t), then
•1
e.,, =w. - w.—i+l —l+l —i+l
, df 1 - h -=dx cW. ,- 1+1
[e. + T. - R.]—i —i —i (IB)
where T. is the truncation error and R„ the roundoff error. Assume that—i —i
IL = 0, and let n = T/h an integer, then
e = w(T) - wC(T) = M . . .M, e + M . . .M- T —n — — n 1 — o n 1 —o
+ M . . .M0 T- + n 2 —1 + M T . n —n-1 (2B)
where M. = i
, 3f I -h r=bx cw. — 1
-1
and M .. .M- $(t +T,t ;w ) . Let e = e - 6,n 1 o o —o —n —o
then e = [i - $(t +T,t ,w )]_1[6 +M . . .M T + • • • + M T J. -o o o —o n 1. —o n —n-1
If we assume that «  1 for i = 1,2,...n, then
\ k j  < ||[I -i(to+rJto;wo)]-1|| Ti_1 + All.
(3B)
(4B)
If the Newton algorithm converges _6 is generally quite small, e.g., 
c -88. «  w (0) X 10 on the CDC 1604 which is a 48 bit machine. The error
could become quite large if one or more of the characteristic multipliers
of the state transition matrix §(t +T,t ;w ) are close to unity.o o - o  J
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Power Supply Example
Newton Algorithm Continuous Integration
i
iterate of 
steady 
state 
algorithm
computation 
time (sec) 
to obtain
x^(0) and
i-1/mvx (T)
|x 2'1(T)-w 2 (0)| 
w2(0) =9.0555
1x^ 1(T)-w 3 (0)| 
w3 (0) = .0090285
*nth
period from
continuous
integration
from x°(0)
computation 
time to 
obtain 
x(nT) 
(sec)
|x2(nT)-w2 (0)1 
w2 (0) =9.0555
1*3 (nT)-w3 (0)1 
w (0)=.0090285
1 59 7.1034 .35803 2 54 5.7045 .010214
2 88 1.6497 .049609 4 88 2.8450 .13704
3 114 .2531 .0064540 6 120 .5141 .0535873
4 140 .0155 .0003689 7 136 1.5532 .0341340
5 165 .0001 .0000018 9 167 .4584 .0604030
6 190 0 . 0 . 10 182 .7791 .0005393
- - - - 25 408 .0008 .0107812
- - - - 50 781 .0075 .0004909
- - - - 75 1154 .0008 .0000312
Table 1
n was chosen in the first six cases so as to have approximately the same continuous integration 
computation time as does the ith iterate of the steady state analysis algorithm.
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Figure 1: Power supply circuit.
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Figure 2a: Frequency doubler circuit.
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Figure 2b: Transistor model for computer analysis.
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Figure 3: Comparison between continuous integration and the Newton
algorithm for finding the periodic point of the frequency 
doubler circuit.
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