Micromagnetic simulations based on the stochastic Landau-Lifshitz-Gilbert equation are used to calculate dynamic magnetic hysteresis loops relevant to magnetic hyperthermia. With the goal to effectively simulate room-temperature loops for large iron-oxide-based systems at relatively slow sweep rates on the order of 1 Oe/ns or less, a previously derived renormalization group approach for coarse-graining (Grinstein and Koch, Phys. Rev. Lett. 20, 207201, 2003) is modified and applied to calculating loops for a magnetite nanorod. The nanorod modelled is the building block for larger nanoparticles that were employed in preclinical studies (Dennis et al., Nanotechnology 20, 395103, 2009). The scaling algorithm is shown to produce nearly identical loops over several decades in the model grain size. Sweep-rate scaling involving the Gilbert damping parameter is also demonstrated to allow orders of magnitude speed-up of the loop calculations. arXiv:1912.00310v1 [cond-mat.mtrl-sci] 1 Dec 2019
I. INTRODUCTION
The fundamental premise of micromagnetics is that the physics of interest can be modeled by a macrospin representing a collection of atomic spins, thereby defining the useful cell size. Usually this infers that the atomic spins all point roughly along the same axis due to relatively strong exchange interactions and the cell, or grain, dimension is normally defined to be about the size of the exchange length 1 . These concepts have proven useful at temperatures well below the Curie point, where thermodynamic processes are not dominant. For simulations based on the stochastic Landau-Lifshitz-Gilbert (LLG) equations 2 of systems of nanometer scale dimensions and larger, employing a larger cell size becomes computationally attractive. The simulation of hysteretic magnetization-magnetic field (MH) loops at room temperature and at kHz frequencies relevant for magnetic hyperthermia applications offers a challenging area of study for coarse graining.
Examples of earlier coarse-graining studies include considerations of cell-size effects on scaling the exchange interaction, based on surface contact-area analysis 3 , as well as the Curie temperature 4 . Scaling of the Gilbert damping constant with simulation cell size was also examined in this latter work. Other studies suggest scaling of the magnetization, exchange constant and anisotropy energy density based on the saturation magnetization 5,6 . Scaling of atomic-level systems also appears within the realm of phase transitions and critical phenomena, driven by thermodynamic considerations, resulting in the powerful renormalization group (RG) approach based on the correlation length. In the present study, the renormalization group approach of Grinstein and Koch 7 , which includes exchange, anisotropy, field and temperature effects is adopted and modified. To the best of our knowledge, the scaling of magnetic parameters for dynamic studies of MH loops has not been reported.
In the current study the impact of scaling grain size on MH loops at hyperthermia-relevant conditions for fre-quency and maximum field [giving the sweep rate (SR)] is explored with micromagnetic simulations using OOMMF software 8 . The goal is to provide a framework for the numerically efficient study of magnetic hyperthermia using larger systems composed of numerous nanoparticles. The starting point is based on the nanorod objects which provide the internal structure of the nanoparticles in the experimental study of Dennis et al. 9 , depicted in Fig. 1 . Parameters are guided by those of magnetite (with additional shape anisotropy) and a smallest grain size equivalent to its unit cell volume. The RG study of Grinstein and Koch 7 provides the basis for the formulation of a useful scaling algorithm that yields nearly overlapping dynamic room-temperature MH loops over a two-decades range in grain sizes. In addition, the scaling relation between the micromagnetic Gilbert damping factor α and the SR is demonstrated. The impact of simulation time step is also explored and found to be important in these dynamical simulations.
A significant interest in the use of magnetic nanoparticles in medicine involves thermotherapy based on exploiting the higher sensitivity of cancerous tissues to heat compared to normal tissues [10] [11] [12] [13] . Due to the particular tissue structure of tumors, cell death begins at temperatures of 42-43 • C. Magnetic nanoparticle (MNP) hyperthermia is a thermotherapy that uses MNPs for generating heat in tumour tissue. MNPs are delivered to the tumour, either through the blood stream or by direct injection. Heat is generated by subjecting the nanoparticles to an alternating magnetic field (AMF). MNP hyperthermia is highly promising for its potential precise control of dose and tissue specificity. In general, the heat generated by a magnetic material is determined by the power loss in its MH hysteresis loop when they are exposed to AMFs 12 . The specific loss power (SLP), depends on the MNP properties, such as their size, shape, anisotropy and saturation magnetization, as well as the frequency (f ) and amplitude (H max ) of the applied field 11, 14 .
In cancer therapy with MNPs, choosing an efficient magnetic material that is biocompatible is a primary con-cern. Among magnetic materials, Co and Ni have large magnetic moments but also can form toxic compounds. In contrast, an average human adult carries 3.5-4 g of iron which is an essential element for red blood cells. Accordingly, iron oxide nanoparticles, in particular magnetite (Fe 3 O 4 ) and maghemite (γ-Fe 2 O 3 ), are commonly used owing to lower toxicity and the presence of iron with different valences in their crystal structure 11 .
The challenge is to provide a sufficient magnetic material and applying a suitable AMF for a safe and efficient treatment with minimal side effects. A large concern is the possibility of inducing damage in healthy surrounding tissue from eddy current heating. This places constraints on the amplitude and frequency of the AMF. Experimental studies 15 report a tolerable nonselective heating from eddy currents in healthy and tumor tissues when f H max < C = 5 × 10 9 A/m.s. Along with keeping f H max < C, using a frequency of at least 100 kHz restricts the Brownian motion of nanoparticles 13 . Homogeneous heat generation within the cancerous tumor is required as insufficient temperature increase in parts of the tumor can trigger multiplication of surviving tumor cells 15 . Therefore, understanding of the primary effectual parameters in heat production of magnetic nanoparticles is necessary for developing an optimized hyperthermia treatment.
A variety of experimental studies have been reported in applying magnetic iron oxide nanoparticles (MIONs) in hyperthermia 9, 10, [16] [17] [18] [19] [20] [21] [22] . In the work by Shi et al. 21 , the dependence of SLP on the magnetic field direction, amplitude and frequency using MIONs of both γ-Fe 2 O 3 , Fe 3 O 4 as well as a type of commercially available MNP called Resovist (γ-Fe 2 O 3 nanoparticles with core size 5-10 nm diameter) was studied. Their results on the SLP difference for hard and easy axis of Fe 3 O 4 indicate an effective uniaxial anisotropy besides its cubic crystalline anisotropy 23 . Techniques employed in the synthesis of nominal magnetite or maghemite often result in a product that contains some percentage of both forms of these MIONs (see, e.g., supplementary material from Dennis et al. 9 ). The effective anisotropy of the magnetic system used in hyperthermia plays a very important role in determining the MH hysteresis loop area, which is closely linked to SLP. This has been demonstrated in a number of works 19, 24, 25 comparing heating efficiency of magnetite nanoparticles with different shapes and sizes, with remarkably larger hysteresis associated with elongated particles.
A large number of micromagnetics-based simulation results have been reported that address many key aspects of MNP hyperthermia. These include studies of the impact of anisotropy and particle size and distributions on hysteresis loops and SLP [26] [27] [28] [29] , as well as associated particle shape effects 19, 30 . In addition, at high concentrations of MNPs, dipole-dipole interactions can provoke particle clustering which impacts SLP 13, 14, 25, [30] [31] [32] . Extensions of usual micromagnetics to study MNP hyperthermia over a wider dynamical range have employed Ki-netic Monte Carlo techniques 33, 34 . A usual limitation of these and many other types of stochastic numerical simulations is on the number of smallest units, cells, that can be included within feasible computer run times. Coarsegraining offers a potential solution to this problem.
The remainder of this paper is organized as follows. In Sect. II, details of the model and the simulations are given, and a preliminary MH loop at hyperthermiarelevant conditions based on the Stoner-Wohlfarth model is presented. In Sect. III, the RG scaling of Grinstein and Koch 7 is summarized and applied to the calculation of MH loops for the rod-like objects shown in Fig. 2 . In Sect. IV, results demonstrating the importance of choosing a sufficiently small time step are presented. Section V shows results on the scaling of the Gilbert damping with SR. Our conclusions are given in Sect. VI.
II. THE MODEL
The focus of this study is the iron oxide nanorods that are the building blocks of the nanoparticles used in the experimental research on hyperthermia reported by Dennis et al. 9 (see Fig. 2 therein). The magnetite (Fe 3 O 4 ) rods have nominal dimension 6.7 nm × 20 nm × 47 nm (see Fig. 1 ), and may contain significant amounts of maghemite (γ-Fe 2 O 3 ). The authors reported promising results on suppressing mouse tumours when an AC field of 700 Oe with frequency 150 kHz was applied for 10 min. To restrict the uncontrolled heat generated by eddy currents, the amplitude × frequency of the AC magnetic field should be less than a threshold that limits the sweep rate of the applied AC field to SR=4H max f < 0.25 Oe/ns 13, 15 . (We note that other studies have reported higher safe thresholds for specific types of cancers 10 .) The goal of this study is to find a way of coarse-graining simulations so that calculating MH loops for these nanorods at relevant sweep rates becomes computationally tractable, and hence make feasible a quantitative, theoretical investigation of the heating efficiency of magnetic nanoparticles for application in hyperthermia.
The unit cell of magnetite is cubic with side length a 0 = 0.839 nm, and contains 8 formula units of Fe 3 O 4 . The magnetism of magnetite is determined by a ferrimagnetic arrangement of 24 Fe spins. The crystal structure of Fe 3 O 4 is an inverse spinel with octahedral and tetrahedral bases. Ferromagnetic order of Fe 3+ and Fe 2+ cations on octahedral sites, via double exchange, plus antiferromagnetic arrangement of Fe 3+ cations on octahedral and tetrahedral sites, through oxygen atoms with superexchange, makes magnetite a ferrimagnet with effective magnetization of eight Fe 2+ cations per unit cell. Because of its cubic structure, magnetite lacks uniaxial anisotropy at the level of the unit cell, and instead possesses cubic anisotropy, which has a much weaker tendency to produce hysteresis. However, the large aspect ratio of the rod will confer a degree of uniaxial shape anisotropy 19, 28 .
Maghemite (γ-Fe 2 O 3 ) is another common iron oxide used in hyperthermia. It has the same crystal structure as magnetite, but with Fe 2+ sites vacant. The magnetocrystaline anisotropy of maghemite is uniaxial. Any maghemite contained within the rods will produce uniaxial anisotropy within the rods.
The Landau-Lifshitz-Gilbert (LLG) equation is commonly used to describe the dynamics of magnetic moments representing a group of atomic spins within a finite volume, or cell, of a magnetic material 2, 35, 36 . The magnetization within a cell (M), modelled by a vector of fixed magnitude M s (the saturation magnetization), follows,
where t is time, γ 1 = µ 0 γ e /(1 + α 2 ), γ e = eg e /2m e = 1.76×10 11 rad/(s.T) is the gyromagnetic ratio of an electron, given in terms of its mass m e , g-factor g e and charge magnitude e, µ 0 is the vacuum permeability, the damping constant α models the loss of magnetic energy to lattice motion 35 , and H eff is the sum of local magnetic and thermal fields. The local field is the sum of an external applied field, crystallographic anisotropic effects, exchange interactions and classical magnetostatics. As discussed below, we do not include explicit magnetostatic interactions in the present study. Based on Brown's work 36 , thermal effects are added to the calculations with a random effective field, with spatial components drawn from a normal distribution with standard deviation 37 ,
where V is the switching volume, i.e. the volume of a micromagnetic cell, T is the absolute temperature, k B is Boltzmann's constant, and ∆t is the time step of the simulations. Eq. 2 implies that thermal fluctuations are more pronounced for smaller simulation cells. This is one reason why simulation results strongly depend on cell size 7, 38, 39 . With the addition of the stochastic thermal field, the LLG equation is referred to as the stochastic Landau-Lifshitz-Gilbert (sLLG) equation. We perform our simulations using OOMMF (Object Oriented Micromagnetic Framework) software 8 . In particular, we include the Theta Evolve module 40 required for simulations at finite T . We set M s = 480 kA/m 13, 28, 41 , the bulk value for magnetite. We set the exchange stiffness constant to A 0 = 0.98×10 −11 J/m, which for cell length a 0 yields an effective exchange constant between neighbouring cells of J eff = a 0 A 0 = 8.222 × 10 −21 J and, as we describe below, yields a critical temperature of T c = 858 K. This value of the exchange constant is in reasonable agreement with experimental values, most frequently cited to be approximately 1.3 × 10 −11 J/m and ranges from 0.96×10 −11 J/m to 1.75×10 −11 J/m in the literature [41] [42] [43] [44] [45] [46] [47] . We note that the exchange parameter supplied to OOMMF is A OOMMF = A 0 /2 = 0.49 × 10 −11 J/m. As the dominant interaction between cells is due to simple exchange, magnetostatic (or dipole) effects are not explicitly included in our simulations. However, we model the magnetostatically-induced shape anisotropy with an effective uniaxial anisotropy. Our calculations of this effect for the rod, based on the work of Fukushima et al. 48 , which neglects temperature and finite size effects, yield an effective uniaxial anisotropy of 26.5 kJ/m 3 . The cubic crystaline anisotropy of magnetite possesses an energy density of 10 kJ/m 321,23,28,49-51 , and a similar uniaxial energy density on the order of 10 kJ/m 3 exists in maghemite 21, 23, 52 , which varies based on composition and shape of particles. For the purposes of the present study, we apply only uniaxial anisotropy, with strength K 0 = 10 kJ/m 3 . For simulations for which we do not report rotationally average quantities, the anisotropy directions for different cells are given by random angles from the z-axis drawn from a normal distribution with a standard deviation of 5 • , i.e., anisotropy is along the z-axis but with a small dispersion to mimic lattice disorder 23 . Estimates of α for magnetite films range from 0.03 to 0.2 depending on thickness 53 . For convenience we set α = 0.1 as a baseline, a choice consistent with previous studies 23, 27 .
As a test, we simulate bulk magnetite for several T at H = 0 using 20 × 20 × 20 =8000 cubic cells of length a 0 with periodic boundary conditions for the exchange interactions, and using values M s and A 0 as given above, but without magnetocrystaline anisotropy. We obtain M (T ), the magnetization as a function of T , as well as the magnetic susceptibility, and from them estimate a critical temperature T c ≈ 858 K 47, 54, 55 , which is in agreement with the result of k B T c = 1.44J eff = 1.44a 0 A 0 for the Heisenberg model 4 (with Hamiltonian −J eff i<j s i · s j ). Adding and varying K does not have a significant effect on T c unless values of 100 × K 0 or greater are used. We verify that varying α between 0.1 and 1 does not affect M (T ) or T c . In the small-K regime, larger cell sizes yield the same T c so long as A is adjusted to keep the product aA fixed, although if the number of cells is small, finitesize effects become more prominent.
The nanorod that we simulate has dimensions 8a 0 × 24a 0 × 56a 0 (with volume V rod = 6350.0 nm 3 ), with its longest edge along the z axis. We simulate the rod using cubic cells of length ba 0 , with b taking on values 1, 2, 4 and 8. See Fig. 2 . For the smallest cell length a 0 , 10752 cells make up the rod. For b = 2, there are 10752/2 3 = 1344 cells. Additionally, we simulate the rod as a single cell -a single rectangular prism, or block. The volume of the rod is fixed for all simulations.
In calculating hysteresis loops, we apply an external magnetic field along the z axis of H = H max sin (2πf t).
Initially, magnetic moments are randomized and the average component along the external field of a magnetization unit vector m H =M z /M s is approximately zero. For the first quarter period, H goes from 0 to H max , and we report results for the subsequent period averaged over 78 to 100 independent simulations. The averaging is done over magnetizations for a given time (average m H for a given field value).
As a prelude to the principal coarse-graining study, we compare the MH loop for the Stoner-Wohlfarth (SW) model (noninteracting single domain magnetic particles with randomly oriented uniaxial anisotropy 57 ) with a model of the rod to demonstrate the impact of hyperthermia-relevant SR and T . In Fig. 3a we show loops for the T = 0 case, where a very slow sweep rate is modelled by allowing the magnetization to converge at every field value. The dashed red curve shows the result for the SW particle with V = a 3 0 = 0.839 3 nm 3 . At T = 0, varying V does not affect the loop. The blue curve shows the loop for a rod composed of 168 cells, each of which has V = (4a 0 ) 3 = 3.356 3 nm 3 and experiences uniaxial anisotropy of strength K 0 , interacting through exchange of strength A 0 . For the blue curve, the 5 • dispersion in anisotropy direction slightly reduces the coercive field from the ideal value of H K = 2K/µ 0 M s = 416.7 Oe. In Fig. 3b , the simulations are done at T = 310 K and SR= 0.25 Oe/ns, and demostrate the feasibility of modelling the nanorod as a single block when exchange is sufficiently strong. The coercivity of the rod is reduced to less than half of its value at T = 0, even though a finite sweep rate will tend to increase loop area. The rest of the curves are for the SW model (red curve) and modified SW models that have anisotropy only along the z-axis, at three volumes. At this temperature, the volume of the SW model must be significantly larger than that given by the exchange length l ex = 2A/µ 0 M 2 s = 8.22 nm 1 in order to show hysteresis (the strength of thermal noise decreases while anisotropy energy K 0 V increases for increasing cell size). The rather good agreement between the simple SW model with the same volume as the rod, and the model with smaller interacting cells is encouraging. However, as we shall see, the loop areas are too large.
In this paper we use a renormalizaton scheme suggested by Grinstein and Koch 7 , with a phenomenological modification based on the T dependence of the magnetization of our model nanorod, to determine how the exchange constant A and anisotropy energy density K should change, and how the field and resulting magnetization should be scaled, as cell size increases, in order to preserve MH loop area and shape. We also determine a relationship between SR and α that leaves loops invariant.
III. RENORMALIZATION
Various studies address ways of scaling magnetic properties with the simulation cell size [4] [5] [6] [7] . For instance, Feng and Visscher 4 proposed that α should scale (weakly) with cell size. They argued that using larger cells is analogous to having more degrees of freedom for energy absorption, justifying the need for using a higher α. Kirschner et al. 5, 6 suggested an approximate scaling of M s based on the average magnetization of blocks of spins in atomistic Monte Carlo simulations, and subsequently scaling the exchange and uniaxial anisotropy constants by preserving the exchange length and anisotropy field, respectively.
The method we test and employ here is based on the work of Grinstein and Koch 7 , who used a renormalization group approach for scaling magnetic parameters with simulation cell size at T . Their approach was based on mapping a Fourier space RG analysis of the non-linear sigma model to ferromagnets.
In our micromagnetic simulations, the smallest cell size that we use represents a magnetite cubic unit cell of side length a 0 (0.839 nm), with the effectively eight atomic spins within the unit cell represented by a single magnetization vector. To determine the appropriate value of A and K to used when the cell size increases to a = ba 0 , Grinstein and Koch introduced a reduced temperature T * , which for a three dimensional system is given by,
where Λ = 2π/ba 0 is a high wave-number cut-off that reflects the level of coarse-graining. It is noteworthy that Eq. 3 implies a lower reduced T for a larger simulation cell assuming fixed A. Similarly, the reduced parameters for field and anisotropy constant are defined, respectively, as,
with H given in Oe. Introducing the parameter l = ln(b), they gave the following set of equations for calculating the reduced parameters as functions of cell size,
where
Additionally, the magnetization of the coarse-grained system is scaled via,
where ζ(l) = e − l 0 F (T * (l ),h(l ),g(l ))dl (8)
For our system, g, h 1 for our range of H, and so F T /2π, which makes the numerical solution of Eq. 5 practically indistinguishable from the analytic solution, which is given by,
where,
and where A 0 , K 0 , H 0 and M 0 are the quantities for simulations using cell size a 0 . We note that in the model used by Grinstein and Koch, T * c = 2π, which implies that a value of A 0 = k B T c /a 0 = 1.41227 × 10 −11 J/m should be used in the numerical solution for T c = 858 K.
We first calculate a reference hysteresis loop by running simulations using A 0 and K 0 for the exchange and uniaxial anisotropy parameters, i.e., at b = 1, with results given by the red curve in Fig. 4a . The value of the field used in the simulation is H 0 , shown on the horizontal axis, and the z component of the magnetization returned by the program is M 0 , which is shown on the vertical axis after dividing by M s . This red curve is the same in all panels of Fig. 4 . We then carry out loop simulations with cell sizes ba 0 , for b = 2, 4, 8 and 22 = (8 × 24 × 56) 1/3 , using unrenormalized exchange and anisotropy parameters A(b) = A 0 and K(b) = K 0 . The value of the field within the simulations is H(b) and the simulations yield values of M (b), which we normalize by M s when plotting. The results of Fig. 4a show that both the coercivity and the remanence increase with increasing b, when A and K are fixed. The increasing loop area is consistent with the stronger exchange coupling (J eff = ba 0 A 0 ) between magnetization vectors of adjacent cells resulting from this simple approach. For b ≥ 4, it appears that the exchange is strong enough for the cells to be nearly uniformly magnetized and so the coercivity remains largely unchanged for increasing b beyond 4 since K is constant. This is consistent with the results in Fig. 3b . Conversely, this means that for b = 1, for our rod size and temperature, exchange is not strong enough to be able to treat the nanorod as a single macrospin in a trivial way.
The error bars shown for the coercive field represent one standard error in H c above and below its mean valuē H c , obtained by considering the standard deviation in H c over the approximately 100 independent simulations used for each loop calculation. We note that the value of H c (values of H are averaged) is slightly different from Fig. 4a , for decreasing field, H c = 174 ± 16 Oe, while for the increasing side of the loop,H c = 155±20 Oe. Thus, the asymmetry in the loop is within statistical uncertainty, and we expect to be able to report loop area, and hence SLP, to within approximately 10% uncertainty, assuming area is proportional to H c . In Fig. 4b , we repeat the loop calculations for b > 1 from Fig. 4a using values of A(b) and K(b) from Eqs. 10 and 12, respectively. Remanence magnetization still increases with increasing b, although more weakly in comparison to Fig. 4a since effective exchange between magnetization vectors grows more weakly with increasing b.
However, coercivity decreases as K(b) decreases with b. In Fig. 4c , we complete the prescription provided by Grinstein and Koch by rescaling magnetization according to Eq. 9, and the field values according to Eq. 11. While rescaling of the field provides a good collapse of the data along the H axis, the rescaling of the magnetization is unsatisfactory; the correction from the coarsegrained values of M back to those corresponding to the original system is too large (the remanance is too small). In Fig. 4d , we apply a correction to Eq. 9 and obtain much better agreement between the reference and coarsegrained loops. At T = 310 K, t = 0.3613, ζ(2) = 0.8193, ζ(4) = 0.7290, ζ(8) = 0.6839, and ζ(22) = 0.6551.
To motivate our correction to the rescaling of magnetization, we begin by noting that the same value of T * in Eq. 3 can be achieved by either having a rescaled temperature T (b) or having a rescaled A(b). Combining this idea with Eq. 10 yields,
which together with Eq. 9 [after solving for M (b)] predicts an overly simple, linear relation between M and T , parametrically through b, as plotted in Fig. 5a . T 0 is the temperature corresponding to b = 1. Also plotted are the Heisenberg-model results obtained from simulations for a bulk system with the same magnetic parameters as for the nanorod simulations, except with no anisotropy. The line is constructed to pass through the data point at T 0 = 310 K, where M 0 /M s = 0.86. To obtain a model that better matches the data, we introduce a phenomenolgical correction to Eq. 9, one in which M 0 is a weighted average of M (b) and the RG expression for M 0 , Fig. 5b shows that this model better recovers M (T ) for the Heisenberg model, especially at lower T . The value of δ = 0.3876 is obtained by solving for δ in M (b) = 1 in the limit as b → ∞, the limit corresponding to T = 0. Also shown in Fig. 5b is the magnetization as a function of T for the (finite, non-periodic) nanorod, using parameters a 0 , A 0 and K 0 . The magnetization is generally lower than for the periodic system. At T = 310 K (T /T c = 0.361), M 0 /M s = 0.802, resulting in δ = 0.5481. Finally, noting that since we are not necessarily interested in matching the M (T ) down to T = 0, we use δ as a free parameter to fit the M (T ) data for the nanorod. This yields a value of δ = 0.511, which we use in rescaling m H in Fig. 4d . The fit reasonably recovers M (T ) in the T range corresponding to values of b between 1 and 22. At b = 22 the nanorod is modelled as a single block. The collapse of the data in Fig. 4d is remarkable, with the biggest discrepancy arising between b = 1, corresponding to the most microscopic simulation, and b = 2, the first step in coarse-graining. The difference lies most noticeably in the shoulder region where magnetization begins to change, where the microscopic details of the dynamics likely matter most. While loss of some detail is expected with coarse-graining and consistent with previous studies involving atomic-level magnetization switching in a grain 58 , the trend is not likely statistically significant, given the slight asymmetry of the b = 1 loop (the agreement between the loops appears to be better when the field is increasing), and the uncertainty in the coercivity. The magnetization in the shoulder area at positive m H appears to diminish with increasing b, although there is little difference between b = 4 and b = 8. The behavior of b = 22 runs counter to this trend, but at this level of coarse-graining, there is only a single particle and therefore exchange no longer plays a role. It is significant, however, that scaling seems to hold even in this limit. The loop areas for b = 1, 2 , 4, 8 and block simulations are 489, 488, 443, 432 and 472 Oe, respec-tively. The smallest loop area (for b = 8) is 12% smaller than the area for b = 1, so again we see an uncertainty of approximately 10%.
IV. TIME STEP DEPENDENCE ON SIMULATION CELL SIZE
A larger ∆t can be chosen for larger simulation cells 38, 59 . Therefore, when coarse-graining, not only are simulations faster on account of employing fewer cells, but also on account of being able to use a larger ∆t. In Fig. 6 we plot hysteresis loops for nanorods composed of cells with different volumes, given by V = (ba 0 ) 3 , calculated using different values of ∆t. For these simulations, we use the RG-scaled exchange and anisotropy constants A(b) and K(b) as given by Eqs. 10 curves indicate that results are independent of step size, and therefore indicate when ∆t is "small enough". For b = 1, a small ∆t of approximately 1 to 1.5 fs are required, and the optimal ∆t increases to approximately 5 fs for b = 2, 50 fs for b = 4 and, remarkably, 200 fs for b = 8. Values of ∆t larger than the optimum yield significantly smaller loop areas.
OOMMF uses an Eulerian solver for simulations at finite T , and so the contribution to the changes in magnetization from the thermal field in a single step of the algorithm, given Eq. 2, is proportional to ∆t/V , which implies that ∆t ∝ b 3 . This proportionality provides a simple way of understanding the increase in optimal ∆t that we observe. It should be cautioned, however, that care must always be taken to check that a sufficiently small ∆t is used.
V. SWEEP RATE OF AC FIELD VS. DAMPING FACTOR
At the heart of the LLG equation is α, which is responsible for describing the loss of energy from the macroscopic motions of the local magnetization to microscopic thermal motion 35 . This occurs through spin-lattice and spin-spin interactions 60 . These interactions include magnetization coupling to spin waves, eddy currents, and lattice vibrations. To the best of our knowledge, there is no known report that identifies the dominant mechanism among the various interactions 35 .
A larger value of α signifies a faster loss of energy and a shorter relaxation time for alignment of the magnetic moments to the field, and results in a smaller hysteresis loop. Likewise, a slower sweep rate is equivalent to a longer measurement time that allows for higher alignment of the magnetization with the field, and consequently a smaller hysteresis loop.
To help us understand the relationship between α and SR, we recall Sharrock's equation for the coercivity as a function of T 61 , derived for non-interacting particles with uniaxial anisotropy aligned along the field axis,
Sharrock derived this equation by calculating the time required for half of the magnetization vectors in the system, which are initially anti-aligned with the field, to overcome an energy barrier that grows with KV and align with a field of strength H c . In this context, τ is the relaxation time. In the context of hysteresis loops, H c is the field required to flip half of the magentization vectors in an observation time τ , which is related to SR via, τ ∝ 1/SR. f 0 describes how frequently a magnetization vector will attempt to overcome the energy barrier, i.e., the so-called attempt frequency, for which Brown 36 expression in the high-barrier limit,
At small α, f 0 ∝ α, and so the product f 0 τ ∝ α/SR, implying that so long as SR/α = constant, H c should remain the same, all other parameters being equal.
To test the constancy of H c at fixed SR/α, we calculate hysteresis loops over a range of T , for non-interacting particles with uniaxial anisotropy aligned with the field axis. In Fig. 7 we plot H c (T ) for several sets of SR and α values, finding convincing overlap of H c (T ) curves with the same value of SR/α, even, surprisingly, for large values of α.
To investigate the generality of the above result, we calculate hysteresis loops for nanorods at fixed SR/α = 25 using both b = 1 and b = 4, with results plotted in Fig. 8(a) and Fig. 8(b) , respectively. In all cases we see good collapse of the data for different SR-α pairs, so long as ∆t is chosen to be appropriately small. In particular, despite the larger cell size for b = 4, a smaller time step is required for both small and large values of α. All simulations in Fig. 8 use renormalized magnetic parameters A(b) and K(b).
In Fig. 8(c) , we show loops for SR/α = 2.5, the ratio obtained using a clinically relevant SR = 0.25 Oe/ns and a reasonable estimate of α = 0.1. Data for b = 4 and 8 and for various values of SR show good agreement. At this relatively slow target SR, simulations using b = 1 are prohibitively long, taking several months on available computing resources. The results shown here combine the RG approach to reduce the number of cells, the ability to use a larger time step for larger cells, and the SR/α scaling to employ a faster SR, all to dramatically reduce simulation time -by a factor of 4 3 to 8 3 for reducing the number of cells, a factor of at least 5 for the time step, and a factor of up to 1000 when using the fastest SR.
The results of Fig. 8 (c) allow us to estimate the SLP for the nanorod. For clarity, we restate the parameters and conditions used to model the MH loop for our 6.7 × 20 × 47 nm 3 nanorod: saturation magnetization M s = 480 kA/m, uniaxial anisotropy constant K 0 = 10 kJ/m 3 , exchange constant A 0 = 0.98 × 10 −11 J/m, damping constant α = 0.1, maximum external field magnitude H max = 500 Oe, AC frequency f = 0.125 MHz (resulting in SR = 0.25 Oe/ns), and with field, anisotropy and nanorod long axis all aligned. We calculate the average enclosed area of the five loops for b = 4 in Fig. 8(c) to be S = 171.3 ± 2.8 Oe (standard error), with the loop area for b = 8 being slightly lower at 149.4 Oe. This statistical uncertainty in S is less than the 10% estimated from the uncertainty in H c , and so we take the higher estimate. The value of S translates to an SLP = f µ 0 1000 4π M s S/ρ = 207 W/g (± 10%), where we take the mass density of magnetite to be ρ = 5.17 g/cm 3 .
VI. CONCLUSIONS
Micromagnetic simulations employ the approximation that all of the spins represented by a single magnetization vector are uniformly aligned via the exchange interaction. To use larger cells, spin decorrelation must effectively be taken into account. We show here that the RG approach of Grinstein and Koch 7 yields a scaling of exchange and anisotropy parameters that, with some modification for the rescaling of the resulting magnetization, yields finite temperature nanorod hysteresis loops that are, to approximately 10%, invariant with cell size. The larger cell size allows the use of a larger ∆t when solving the equations of motion.
Surprisingly to us, scaling results hold even to the point where the nanorod is represented by a single magnetization vector that experiences anisotropy only. Whether this limit holds for systems with weaker exchange remains to be studied. This reduction to an effective SW model should facilitate comparison with experiments on nanorods, since an analytic solution to the SW model at finite T and SR exists 27 , and should simplify computational studies of nanoparticles (nanorod composites) and collections of nanoparticles.
In addition to the computational speedup resulting from the use of fewer micromagnetic cells, the invariance of loops when SR/α is fixed provides another avenue for computational speedup by allowing one to use a larger SR than the target value. We caution, however, that the theoretical motivation for this invariance stems from considering the Sharrock equation (Eq. 16) for only small α. While both SR and α set time scales, we have not provided any detailed reasoning for why the invariance should hold as well as it does for larger α. For the time being, however, the numerical results are encouraging.
For the 6.7 × 20 × 47 nm 3 magnetite rod modelled in this study, we obtain an SLP of approximately 207 W/g at f = 0.125 MHz and H max = 500 Oe. This value depends crucially on the effective uniaxial anisotropy constant, and even for the fairly modest aspect ratio of our nanorod, shape anisotropy is predicted to be approximately 2.5 times higher than what we use in this study. However, given that the nanorods are bundled together to form more spherical nanoparticles, magnetostatic interactions could significantly reduce the effective anisotropy of a rod. The present coarse-graining approach could be used as a basis for numerically investigating such effects.
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