The dimensions of sets of matrices of various types, with specified eigenvalue multiplicities, are determined. The dimensions of the sets of matrices with given Jordan form and with given singular value multiplicities are also found. Each corresponding codimension is the number of conditions which a matrix of the given type must satisfy in order to have the specified multiplicities.
Introduction
We shall determine the dimensions of the sets of diagonalizable, normal, Hermitian, unitary, and real symmetric matrices having one eigenvalue of multiplicity k 1 , another of multiplicity k 2 , etc. We shall also find the dimensions of the set of square matrices having a specified Jordan form, and of the set of real rectangular matrices having largest singular value of multiplicity k 1 , next largest of multiplicity k 2 , etc. In each case the codimension of the specified set gives the number of conditions which the elements of the matrix must satisfy in order to be in that set.
For example, the elements of a real symmetric matrix must satisfy two conditions in order to have a double eigenvalue, which is a result of von Neuman and Wigner [1] .
To determine these dimensions, we first find the set of all matrices which transform a given matrix into its specified diagonal form, Jordan canonical form, or singular value form. Then we calculate the dimensions of these sets of transforming matrices, and use them to obtain the desired results.
Our main results are listed in Table 2 . The dimensions of some common sets of matrices are given in Table 1 .
This work was stimulated by a lecture of Beresford Parlett, based upon [2] , which is related to the work of Lax [3] . Overton and Womersley [4] obtained results like some of those in the present paper.
Diagonalizable Matrices in C nn
Let C nn be the set of complex square matrices of order n. In C nn a matrix A is similar to J By using Lemma 1, we can calculate the dimension of the set of A which are similar to J.
This dimension is just the dimension of the set of invertible T minus the dimension of the set of invertible S satisfying (2.1). Thus we have
The complex dimension of the set of invertible T in C nn is n 2 , and its real dimension is 2n 2 .
We shall now find the set of S which commute with J when J = Λ is diagonal. We assume
Here I i is the identity matrix of order k i . We partition S into blocks S ij , of order k i by k j , so that S is conformable with Λ. By setting J = Λ, and using (2.3) and this partition of S in (2.1), we get
Since the λ i are distinct, it follows that S ij = 0 for i = j. Thus S is block diagonal with the block S ii square of order k i , and it is unrestricted by (2.4). Therefore the complex dimension of the set of S ii is k 2 i , and the complex dimension of the set of S is the sum of the k 2 i . We summarize this result as follows:
Now we use (2.5) in (2.2) to get
This theorem gives the dimension of the set of diagonalizable A with specified eigenvalues and eigenvalue multiplicities. To obtain the dimension of the set of diagonalizable A with specified multiplicities, we add to the right side of (2.6) the dimension I of the set of eigenvalues:
The complex codimension of the set of diagonalizable A with the specified eigenvalue multiplicities is just n 2 , the dimension of C nn , minus the dimension given in in (2.7):
As an application of Corollary 1.2, we consider diagonalizable A with one k-fold eigenvalue and all others simple. Then This condition follows from the definition S = T 
We now use in (2.2) both (3.1) and the fact that T = U is unitary. Since the real dimension of the set of U is n 2 , we obtain Theorem 2.
Upon adding to (3.2) the real dimension of the set of Λ, which is 2I, we get the dimension of the set of normal A in C nn with specified multiplicities:
Corollary 2.1.
The dimension of the set of normal matrices is the maximum value of the right side of (3.3).
This is achieved when I = n and each k i = 1, which gives
Upon subtracting the dimension in (3.3) from the real dimension (3.4) of the set of normal matrices, we get Corollary 2.2.
When A is normal, with one k-fold eigenvalue and all the others simple, (3.5) yields
Hermitian matrices
A matrix A in C nn is Hermitian if it equals its adjoint, A = A * , so A is also normal. Therefore the results of section 3 up to and including Theorem 2 apply to Hermitian matrices. The eigenvalues of an Hermitian matrix are real, so the dimension of the set of λ i is I. Upon adding I to (3.2) we get the dimension of the set of Hermitian A with multiplicities k 1 , · · · , k I :
This result was given by von Neuman and Wigner [1] .
Upon subtracting the dimension (4.1) from n 2 , the dimension of the set of Hermitian matrices of order n, we get Theorem 3. In the set of Hermitian matrices of order n, the real codimension of the subset of those having I distinct eigenvalues with multiplicities k 1 , · · · , k I , where
When k 1 = k and the right side of (4.2) is minimized over the other k i , the result is
This is the number of real conditions on the elements of an Hermitian matrix for it to have a k-fold eigenvalue:
Then iA is Hermitian, so the results of this section yield corresponding results for skew-Hermitian matrices.
Unitary matrices
A matrix A in C nn is unitary if AA * = I, so A is also normal. Therefore the results of section 3 through Theorem 2 apply to unitary matrices. Since the eigenvalues of a unitary matrix have absolute value one, the dimension of the set of λ i is I. This is the same as the dimension of the set of λ i for Hermitian matrices, so the dimension of the set of unitary A with multiplicities k 1 , · · · , k I is also given by the right side of (4.1):
When all k i = 1, (5.1) yields n 2 , which is the dimension of the set of unitary matrices.
Therefore the results for unitary matrices, analogous to (4.2) and (4.3), are Theorem 4. In the set of unitary matrices of order n, the real codimension of the subset of those having I distinct eigenvalues with multiplicities k 1 , · · · , k I , where
The number of conditions on the elements of a unitary matrix for it to have a k-fold eigenvalue, is given by Corollary 4.1.
6 Real symmetric matrices The dimension of the set of orthogonal matrices of order k i is k i (k i −1)/2. Thus the dimension of the set of orthogonal S that commute with Λ, when the multiplicity of Λ is (
Lemma 5.
By using (6.1) in the result (2.2), we have
Furthermore, the number of distinct eigenvalues in Λ is I. Therefore by adding I to the dimension in (6.2), we get the real dimension of the set of real symmetric A with multiplicities k 1 , k 2 , · · · , k I :
Next we subtract the dimension given in (6.3) from the dimension of the space of real symmetric matrices of order n, which is n(n + 1)/2, and we state the result as Corollary 5.2. In the space of real symmetric matrices A of order n, the real codimension of the set of matrices having eigenvalue multiplicities
This is the number of conditions which must be satisfied by the elements of a real symmetric n-th order matrix in order for it to have eigenvalues with the specified multiplicities.
From (6.4) we can calculate the number of conditions which A must satisfy to have one eigenvalue of multiplicity k. We set k 1 = k and minimize (6.4) with respect to the other k i , which requires k 2 = · · · = k I = 1. Thus we get
This codimension is independent of n. When k = 2 it yields the value 2, obtained by von Neuman and Wigner [1] .
Jordan Canonical Form
We shall now use Lemma 2 to determine the dimension of the set of A in C nn which have the Jordan canonical form J. To find the set of S which satisfy (2.1), we let J have the block diagonal form
Here J i , I i and H i are square matrices of order k i . We write S = (S ij ) where the block S ij is
Upon using the definition (7.1) of J i in (7.2) we get
Next we use the definition of H i in (7.3), and we write the st element of S ij as S 
Thus for λ i = λ j , S ij has the first form in (7.7) for k i ≤ k j and the second form in (7.7) for
This form of the S ij was found by Gantmacher [5, p. 221 ].
The complex dimension of the set of S ij satisfying (7.6) is complex dim S ij satisfying (7.6) =
Thus the dimension of the set of all S satisfying (2.1) is
(7.9)
We can write the sum in (7.9) more explicitly by specifying that there are p distinct eigenvalues λ a , and that λ a occurs in N a blocks. We write their orders k a1 ≥ k a2 ≥ · · · ≥ k aNa , and set k aj = 0 for j > N a . Then k a1 + · · · + k aNa = n a , where n a is the multiplicity of λ a . Now we set λ 1 = λ j = λ a in (7.9), replace k i and k j by k ai and k aj , and sum over a. Thus we get
(7.10)
Here N * = max a N a is the maximum number of blocks with a given eigenvalue. The final interchange of the order of summation is valid because k aj = 0 for j > N a .
The sum of the k aj in (7.10) is just the degree m j of the j-th invariant polynomial of J, and therefore also of any A which is similar to J. Therefore (7.10) can be rewritten in the following form (Gantmacher [5, p. 222, Theorem 2]):
Upon using (7.11) in (2.2), and recalling that complex dim {T } = n 2 , we have Theorem 6. The complex dimension of the set of A ∈ C nn with the Jordan form J is
The complex dimension of the set of p distinct eigenvalues is p. Upon adding p to (7.12) we get the complex dimension of the set of A with the structure of J, but with any p distinct eigenvalues. We can state this result as follows:
Theorem 7. Let A ∈ C nn have p distinct eigenvalues λ a with multiplicities n a , a = 1, · · · , p such that n 1 + n 2 + · · · + n p = n. Suppose that λ a occurs in N a blocks of the Jordan canonical form of A, with the blocks of orders k a1 ≥ k a2 · · · ≥ k aNa , with k a1 + k a2 + · · · + k aNa = n a . The complex dimension of the set of A with these properties, and any values of the λ a , is
When all the eigenvalues of A are simple, then p = n, n a = N a = N * = k aj = 1 and (7.13) yields complex dim {A} = n 2 . When A has one n-fold eigenvalue and just one block in its Jordan form, then p = 1, n 1 = n, N * = N 1 = 1, k 11 = n and (7.13) yields
When A has one n-fold eigenvalue and n blocks in its Jordan form, then p = 1, n 1 = n, N * = N 1 = n, k 11 = 1 and (7.13) yields complex dim {A | p = 1, n 1 = n, N 1 = n, k 11 = 1} = 1. (7.15)
Singular value decomposition
Every A ∈ R nm , the space of real n by m matrices, has a singular value decomposition
Here U ∈ R nn and V ∈ R mm are orthogonal. Σ ∈ R nm is diagonal with r ≤ min(n, m) nonzero From (8.1) and this conclusion we obtain the following lemma:
Lemma 5. The real dimension of the set of A ∈ R nm with the singular value matrix Σ is
The real dimensions of the sets of orthogonal U and V are n(n−1)/2 and m(m−1)/2 respectively.
Therefore to use the lemma we shall determine the set of pairs Q, P and its dimension.
We begin by writing the elements Σ ij of Σ in the form
Here the first k 1 of the σ ′ i are equal to σ 1 , the next k 2 of the σ ′ i equal σ 2 , etc. Then we find that
Now we use (8.4) and (8.5) in (8.2) to find
Since the σ ′ i = 0, we obtain from (8.6)
From (8.7) and the orthogonality of Q and P , one can prove Theorem 8. The orthogonal matrices Q and P satisfying (8.2) are block diagonal, each with J + 1 square blocks Q 1 , · · · , Q J+1 and P 1 , · · · , P J+1 . Each block is an orthogonal matrix. For j = 1, · · · , J the blocks Q j and P j are of order k j and they are equal:
Q J+1 is of order n − r and P J+1 is of order m − r.
This theorem is given by Horn and Johnson [6, p. 147, (3.
From Theorem 8 we obtain
Corollary 8.1.
Theorem 9. The real dimension of the set of A ∈ R nm with the singular values The codimension in R nm is just nm minus the right side of (8.10).
As an example, if all the σ j are simple then J = r and each k j = 1, so (8.10) yields dim {A | A ∈ R nm , mult (1, · · · , 1)} = (n + m − r)r. Table 1 Set of Complex Real Matrices in C Table 2 Set of matrices in C 
