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Software performance and evaluation have four basic needs: (1) well-defined per-
formance testing strategy, requirements, and focuses, (2) correct and effective performance 
evaluation models, (3) well-defined performance metrics, and (4) cost-effective performance 
testing and evaluation tools and techniques. This chapter first introduced a performance test 
process and discusses the performance testing objectives and focus areas. Then, it summa-
rized the basic challenges and issues on performance testing and evaluation of component 
based programs and components. Next, this chapter presented different types of performance 
metrics for software components and systems, including processing speed, utilization, 
throughput, reliability, availability, and scalability metrics. Most of the performance metrics 
covered here can be considered as the application of existing metrics to software components. 
New performance metrics are needed to support the performance evaluation of component 
based programs. 
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n timp, multe metrici privind performanţa 
au fost concepute pentru a măsura perfor-
manţa componentelor software sau a sisteme-
lor software, astfel se poate face clasificare a 
acestora astfel: clasa metricilor de evaluare 
privind viteza de procesare şi timpul de răs-
puns; clasa metricilor ce studiază fluxurile de 
transfer din sistem şi între componentele sale, 
cum ar fi rata de procesare a mesajelor intra-
te, a cererilor şi a tranzacţiilor; următoarea 
clasă se referă la metricile referitoare sigu-
ranţa sistemelor, urmată de clasa metricilor 
privind disponibilitatea sistemelor şi în final 
clasa metricilor de scalabilitate, folosite în 
analiza şi prognozarea îmbunătăţirilor în sen-
sul asigurării performanţelor privind viteza 
de procesare.  
 
Metrici de utilizare 
Metricile privind utilizarea sunt concepute să 
măsoare utilizarea resurselor hardware de că-
tre o componentă de sistem (sau un sistem). 
Aplicaţiile software utilizează o mare varieta-
te de tipuri de resurse de sistem, de obicei 
atenţia concentrându-se asupra lăţimii de 
bandă a reţelei, viteza procesorului, memorie 
cache sau memoria fizică pe disc. 
Figura 1. a) prezintă rezultatele testării per-
formanţei pentru utilizarea reţelei privind 
managementul transferurilor electronice on-
line cu clienţii, sistem ale cărui tranzacţii 
sunt într-un număr situat sub 7500. În acest 
caz, metrica utilizării reţelei este definită de 
raportul dintre traficul reţelei în Kbps şi nu-
mărul de agenţi între care se desfăşoară tran-
zacţiile, pe parcursul unui interval de timp 
pentru efectuarea testului de performanţă, 
urmărindu-se protocoalele folosite pentru 
tranzacţii. 
În figura 2. b) este prezentată utilizarea sis-
temului pentru un server single-threaded în 
termenii utilizării hard-diskului, procesor, 
memorie RAM şi cererile de date pentru dife-
rite procese. Utilizarea pentru o staţie de tip 
client poate fi analizată folosind acelaşi set 
de metrici.     
 
Metrici privind viteza de procesare 
Pentru a măsura viteza de procesare a unei 
componente sau a unui sistem, se pot defini o 
varietate de metrici legate de viteză. Una din 
cele mai utilizate metrici este timpul de răs-
puns al sistemului la comenzile utilizatorului. 
Această metrică poate fi utilizată în măsura-
rea mediei, minimului şi maximului timpului 
de răspuns pentru diferite grupuri de utiliza-
tori din sistem. Figura 2. a) reprezintă timpu-
rile de răspuns pentru patru grupuri de utili-
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zatori într-un sistem de management al trans-
ferurilor electronice on-line cu clienţii, bazat 
pe acces concurent al utilizatorilor.  
Figura 2. b) urmăreşte timpul de răspuns la 
diferite comenzi ale sistemului în corelaţie cu 
numărul de utilizatorilor cu acces concurent.  
 









Rata comenzilor  
(nr.mediu/secundă)
(a)        (b)   
Fig.1. Exemple privind utilizarea sistemelor: 
a) pentru o reţea cu mai puţin de 7500 tranzacţii; b) pentru un server single-threaded 
 
Pentru componente şi sisteme care utilizează 
funcţii cu mesaje de comunicaţii, se vor ana-
liza timpii de procesare ale diferitelor tipuri 
de mesaje. Pentru componente şi sisteme cu 
acces la baze de date, se vor studia timpul de 
răspuns pentru diferite interogări ale bazelor 
de date, ţinând cont şi de timpii de conectare 
la bazele de date. Rezultatele obţinute referi-
toare la interogarea bazelor de date sunt utile 
în asigurarea performanţei pentru a îmbună-
tăţirea vitezei de citire a datelor prin optimi-
zarea interogărilor.  
Figura 2. d) oferă un exemplu în care timpul 
de răspuns al interogării este măsurat în con-
cordanţă cu rata de cererilor efectuate.  
 






























Fig.2. Exemplificări privind viteza unui sistem şi a timpului de răspuns:  
a) timp de răspuns al unui sistem utilizator; b) timp de răspuns al unui sistem bazat pe co-
menzi; c) timp de procesare a apelurilor (nr. apeluri 5000/min.) şi d) timpi de răspuns pentru 




Măsurarea vitezei pentru un domeniu specific 
este necesară definirea unor metrici speciale 
pentru fiecare funcţie a domeniului. De 
exemplu, un apel de procesare este o  funcţie 
specifică domeniului pentru un apel al serve-
rului într-un sistem al managementului relaţi-
ilor cu clienţii. Pentru a măsura viteza de 
procesare pentru diferite tipuri de apeluri, 
trebuie calculat timpul de procesare pentru 
fiecare apel pe baza numărului de agenţi dis-
ponibili care primesc un tip apel specific (Fi-
gura. 2. c.).  
Un alt tip de metrici pentru măsurarea vitezei 
sunt metricile de latenţă, care măsoară timpii 
de aşteptare sau de întârziere pentru un sis-
tem sau o componentă. 
 
Metrici de disponibilitate 
Disponibilitatea componentelor sau a unui 
sistem este o preocupare generală în cadrul 
evaluării performanţelor, iar prin intermediul 
metricilor de disponibilitate a sistemului sau 
componentelor, acest lucru poate fi studiat 
prin raportarea timpului în care sistemul este 
disponibil la timpul total de evaluare a siste-
mului, ce cuprinde atât timpii în care siste-
mul este solicitat, cât şi timpii în care siste-
mul este disponibil. Bazându-ne pe această 
metrică, indisponibilitatea sistemului se cal-
culează ca fiind 1 – disponibilitate. Disponi-





unde timp_sistem_disponibil se referă la tim-
pii în care sistemul este capabil să furnizeze 
funcţii şi servicii către utilizatori pe toată pe-
rioada evaluării.  
Ideea de bază poate fi aplicată pentru măsu-
rarea disponibilităţii sistemului atâta timp 
componentele software sunt considerate „cu-
tii negre”. Metrica de disponibilitate are două 
neajunsuri: primul, că nu este prezentă nici o 
relaţie între disponibilitatea componentelor şi 
funcţiile suportate de componente, iar cel de-
al doilea, nu poate fi aplicată componentelor 
care au o disponibilitate foarte mare, cum ar 
fi cele de tratarea erorilor. 
 
Disponibilitatea componentelor bazate pe 
funcţii 
Aceste metrici sunt concepute pentru a măsu-
ra disponibilitatea componentelor care înglo-
bează funcţii.  
Disponibilitatea bazată pe funcţii a unei 
componente Ck dintr-un sistem S se calculea-
ză prin raportarea timpului total de disponibi-
litate TD (Ck, Fj) a funcţiei Fj în timpul TP al 
evaluării performanţei. TP include timpii în 
care componenta Ck este disponibilă şi timpii 
de indisponibilitate pentru apelul funcţiei Fj. 
Formal, disponibilitatea componentei Ck poa-
te fi descrisă prin următoarea relaţie: 
Disponibilitate_F _Componenta (Ck, S, TP) = 
TD(Ck, Fj) / TP 
Atâta timp cât această metrică prezintă relaţia 
directă între disponibilitatea componentei şi 
funcţiile suportate, măsurarea disponibilităţii 
componentei poate fi măsurată prin testarea 
tuturor funcţiilor componentei pe timpul eva-
luării performanţei.   
Pentru o componentă care suportă un număr 
de m funcţii diferite, atunci disponibilitatea ei 
poate fi calculată astfel: 
Disponibilitatea_Componentei =  m T S C Componenta F itate Disponibil
m
j




Disponibilitatea extinsă a componentelor 
Pentru a testa componentele cu cerinţe pentru 
o disponibilitate mare, trebuie înţeles ce re-
prezintă o componentă cu disponibilitate ex-
tinsă.  
O componentă cu disponibilitate extinsă este 
formată N clustere formate din N componen-
te de redundanţă. Ele sunt active în acelaşi 
timp pentru a suporta şi a furniza acelaşi set 
de caracteristici ca o „cutie neagră”. 
Se consideră CDE= {C0, C1, …, CN} este un 
cluster cu N componente de redundanţă. Dis-
ponibilitatea unei N-cluster componente CDE 
dintr-un sistem S este cunoscută ca fiind dis-
ponibilitate extinsă a componentei. Cuantifi-
carea ei se va face astfel: 
Disponibilitate_Extinsa_Componenta = (CDE, S, TP) = 
Disp_Ext – timp(CDE) / [Disp_Ext – timp(CDE) + Indisp_Ext – timp(CDE)], Revista Informatica Economică nr.3(39)/2006 
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unde Disp_Ext – timp(CDE) reprezintă valoa-
rea de timp în care componenta CDE  este dis-
ponibilă, Indisp_Ext – timp(CDE) este timpul 
în care CDE nu este disponibilă, iar TP repre-
zintă perioada de timp pentru evaluarea per-
formanţei.  
Disp_Ext – timp(CDE) se calculează astfel: 






) ( , 
unde T1 (DE), T2 (DE), … şi Tm (DE) sunt intervale 
de timp de disponibilitate din timpul total Tp. 
În timpul fiecărui interval de timp de dispo-
nibilitate, cel puţin o componentă din CDE es-
te activă şi disponibilă pentru a pune la dis-
poziţie toate funcţiile componentei. Similar 
se calculează şi Indisp_Ext – timp(CDE): 








unde T′1 (DE), T′2 (DE), … şi T′m (DE) sunt inter-
valele de indisponibilitate din TP.  
În timpul fiecărui interval de timp, toate ele-
mentele componentei CDE nu sunt disponibile 
să ofere toate funcţiile. Figura 3 reprezintă un 
exemplu de trei clustere a unei componente 









Fig.3. Componentă cu disponibilitate extinsă (CDE) cu trei componente şi timpii de disponibi-
litate şi indisponibilitate  
 
Metrici de siguranţă 
Pentru evaluarea siguranţei în funcţionare a 
sistemului se studiază siguranţa serviciilor, 
folosindu-se funcţia  R(t) ce returnează pro-
babilitatea ca un serviciu să funcţioneze într-
un interval de timp t.  
Siguranţa serviciilor este des caracterizată 
prin specificarea timpului mediu de defecţiuni 
(TMD) sau a timpului mediu între defecţiuni 
(TMID). În calculul TMD sau TMID se ia în 
considerare faptul că distribuţia exponenţială 
descrie cel mai bine posibilele apariţii ale de-
fectelor serviciilor.  
Siguranţa în funcţionare a unei componente 
Ck din sistemul S se referă la raportul dintre 
timpul total de funcţionare al componentei şi 
timpul total de evaluare Tp′ , care include atât 
timpii de funcţionare, cât şi timpii de nefunc-
ţionare. 
Plecând de la această definiţie, siguranţa în 
funcţionarea componentelor poate fi uşor 
evaluată dacă se aplică o componentă de ur-
mărire şi înregistrarea a timpilor de funcţio-
nare şi de nefuncţionare.  
Dacă se presupune că Ck este o componentă 
care nu are o disponibilitate extinsă, atunci 
siguranţa în funcţionare pe perioada Tp poate 
fi calculată astfel: 
Sigur_CompTp (Ck) = timp_func(Ck) / ⏐Tp⏐ 
unde ⏐Tp⏐ reprezintă timpul total de evaluare 
a performanţei, timp_func(Ck) este timpul de 
funcţionare a componentei Ck, iar 
timp_nfunc(Ck) cumulează timpii de nefunc-
















Pentru componentele cu disponibilitate extin-
să, cum ar fi componentele de tip N-cluster, 
este nevoie de o altă metrică de evaluarea si-
guranţei în funcţionare.   
Se va studia mai întâi cazul în care se ia în 
considerare  criteriul bazat pe apariţia unei 
singure defecţiuni. Conform acestui criteriu, 
componenta CDE  este considerată  nefuncţio-
nală dacă un singur element al acestei com-
ponente are o defecţiune în orice interval de 
timp pe parcursul perioadei de evaluare.  
Bazându-ne pe această idee, siguranţa în 
funcţionare a componente CDE poate fi cuan-
tificată prin intermediul relaţiei: 
 Sigur_CompTp(CDE) =  timp_func(CDE) / 
timp_func(CDE) + timp_nfunc(CDE) / ⏐Tp⏐, 
unde, timp_func(CDE) este timpul de funcţio-
nare a componentei CDE, iar timp_nfunc(CDE) 
cumulează timpii de nefuncţionare şi reparare 
a componentei. 
Pentru a măsura  timp_nfunc(CDE), se va pre-
supune că C DE = {CHA1, …, CHAn} este o 
componentă de tip N-cluster. În conformitate 
cu acest criteriu al unei singure defecţiuni, 
timpul de nefuncţionare al CDE poate fi calcu-
lat astfel: 







unde Tj este un interval de timp din TP’  şi cel 
puţin una din componentele CDE este nefunc-
ţională un timp Tj. 
Timpul de funcţionare al CDE este calculat 
prin diferenţă din timpul total: 
timp_func(CDE) = ⏐Tp⏐- [timp_nfunc(CDE)]. 
Celălalt criteriu evaluează siguranţa în func-
ţionare a componentei CDE bazată pe dispo-
nibilitatea pentru serviciile funcţionale. Prin 
această abordare, o defecţiune a serviciilor 
componentei CDE pe timpul unui interval de 
timp presupune că toate componentele re-
dundante ale CDE au eşuat în furnizarea ser-
viciilor lor. Astfel, se utilizează o cale diferi-
tă de a calcula timpul de funcţionare al com-
ponentei CDE. Pentru o componentă de tip N-
cluster CDE = {CHA1, …, CHAn}, 
timp_func(CDE) se va calcula astfel: 







unde Tj este un interval de timp din TP’  şi cel 
puţin una din componentele CDE este funcţi-
onală şi poate furniza servicii funcţionale în 
timpul Tj. 
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Fig.4. Comparaţia între cele două criterii privind siguranţa în funcţionare 
 
Metrici privind rezultatele 
Acest tip de metrici este conceput pentru a 
măsura rata de succes a unei componente sof-
tware în procesarea evenimentelor, mesajelor 
şi cererilor de tranzacţii pe parcursul unei pe-
rioade de timp în care se face evaluarea.  
Rezultatul tranzacţiei a unei componente Ck 
pentru o tranzacţie tip TR se referă la numă-
rul total al cererilor de tranzacţii procesate cu 
succes în timpul perioadei de evaluare Tp’ : 
rez_tranz(Ck, Tp, TR) = m Revista Informatica Economică nr.3(39)/2006 
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unde  m  este numărul total al cererilor de 
tranzacţii procesate cu succes. 
Pe parcursul perioadei de testare şi evaluare, 
se pot aplica o serie de teste pentru determi-
narea maximului, minimului şi mediei pentru 
rezultatele tranzacţiilor la fiecare tip de tran-
zacţie. 
Bazându-ne pe metrica de rezultat se poate 
defini rata rezultatului tranzacţiei a unei 
componente Ck ca fiind raportul dintre numă-
rul total de cereri de tranzacţii efectuate cu 
succes şi numărul total de cereri de tranzacţii 
primite pe perioada de evaluare Tp’ : 
rata_rez  (Ck, Tp, TR) = m / n 
unde  m  este numărul total al cererilor de 
tranzacţii TR procesate cu succes în timpul 
Tp’ , iar n este numărul total al cererilor de 
tranzacţii TR primite în aceeaşi perioadă de 
timp.  
Cu cât rata de rezultat se apropie de valoarea 
1, componenta Ck dispune de o rată de succes 
maximă în procesarea cererilor de tranzacţii 
de categoria TR.  
 
Metrici de scalabilitate 
Un sistem sau componentă se consideră 
scalabilă dacă poate fi dezvoltată astfel încât 
să furnizeze eficient funcţii şi servicii într-un 
domeniul predefinit de şabloane. Validarea 
scalabilităţii  şi evaluarea unui sistem şi a 
componentelor sale se face pentru studiul: 
-  limitelor componentelor sau sistemului în 
procesare prin prisma dimensiunii probleme-
lor, volumului de date şi a numărului de utili-
zatori cu acces concurent; 
-  creşterii performanţelor şi degradărilor în 
cazul diferitelor configuraţii şi setări. 
Funcţia marginală a unei componente 
Pentru a măsura limitele performanţei unei 
componente (Ck) trebuie observate cantitativ 
modificările performanţei în execuţie pentru 
o funcţie de dimensiune fixă în cazul creşterii 
firelor de execuţie concurente din Ck . 
Aplicând teorema Amdahl privind perfor-
manţa componentelor software şi anume că 
viteza întregului sistem este influenţată de 
cea mai lentă componentă, se va defini tim-
pul de execuţie al unei funcţii FJ din cadrul 
unei componente Ck astfel: 
T(Ck, FJ, n) = Tserial + Tconc / n 
unde timpul de execuţie T(Ck, FJ, n) este îm-
părţit în două: timpul consumat de elemente-
le seriale din Ck, notat cu Tserial şi timpul de 
execuţie al n diferite fire de execuţie concu-
rente, notat cu Tconc. Pe măsură ce numărul 
de fire de execuţie concurente creşte, cu atât 
valoarea timpului total de execuţie de apropie 
de valoarea Tserial. În practică, timpul total de 
execuţie tinde către valoarea maximă (numit 
punct de prag) pe măsură ce sunt apar fire de 
execuţie concurente în apelurile componentei 
Ck. Apariţia de noi fire concurente, va solici-
ta şi mai mult sistemul prin suprasolicitare, 
ceea ce va influenţa şi timpul de execuţie al 
componentelor seriale, în sensul creşterii. 
Se observă că această metrică poate fi folosi-
tă în măsurarea acceleraţiei pentru timpul de 
execuţie al funcţiei Fj când numărul firelor de 
execuţie concurente al componentei Ck creşte 
de la n la m: 
Taccel 
Fj (n,m)
 = T(Ck, FJ, n) - T(Ck, FJ, m) 
Valorile negative ale acceleraţiei, desigur, 
indică o încetinire a execuţiei, valorile pozi-
tive reprezentând o execuţie mai rapidă. 
De asemenea, metrica poate fi folosită în de-
terminarea numărului optim de fire concuren-
te pentru a obţine o viteză de execuţie maxi-
mă, însă cu trei limitări: 
Limitele rezultatelor unei tranzacţii  şi îm-
bunătăţirea clusterelor componentei 
Pentru a creşte capacitatea unui sistem de 
aplicaţie, de obicei se utilizează componente 
de timp N-cluster (care reprezintă o grupare 
de componente identice) care suportă un set 
specific de funcţii. Astfel evaluarea modifi-
cărilor privind rezultatele unei procesări pen-
tru o tranzacţie se face prin determinarea pla-
jelor de valori între care se situează nivelul 
rezultatelor şi a punctelor de prag la modifi-
carea numărului de componente ale compo-
nentei de tip N-cluster.  
Se va folosi o metrică simplă pentru observa-
rea modificărilor rezultatelor sistemului pen-
tru tranzacţii de tip TR pe măsură ce se modi-
fică numărul componentelor redundante din 
componenta cluster. Astfel se va măsura re-
zultatul sistemului în urma unui test fixat Tset 
într-o perioadă dată de timp Tp: 
Rezultatsistem (Tset, n, TR, Tp) = Numărul total 




unde  n este numărul componentelor redun-
dante în componenta cluster. 
Se deduce că rezultatele sistemului sunt in-
fluenţate de variaţia lui n, astfel se pot cuanti-
fica îmbunătăţirile aplicate clusterelor com-
ponentei: 
Rezultatsistem_imb(n, m) = Rezultatsistem (Tset, m, 
TR, Tp) - Rezultatsistem (Tset, n, TR, Tp)  
unde Rezultatsistem_imb(n, m) reprezintă îmbu-
nătăţirea rezultatelor atunci când numărul 
componentelor identice de tip cluster creşte 
de la n la m. 
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