We study an infinite-horizon discrete-time optimal stopping problem under non-exponential discounting. A new method, which we call the iterative approach, is developed to find subgame perfect Nash equilibria. When the discount function induces decreasing impatience, we establish the existence of an equilibrium through fixed-point iterations. Moreover, we show that there exists a unique optimal equilibrium, which generates larger values than any other equilibrium does at all times. To the best of our knowledge, this is the first time a dominating subgame perfect Nash equilibrium is shown to exist in the literature of time-inconsistency. MSC (2010): 49K21, 60J05, 91A13, 93E20.
Introduction
When faced with time-inconsistency in an optimal control or stopping problem, if the agent cannot precommit his future behavior, Strotz [27] suggested the strategy of consistent planning. First, one should figure out the strategies that he will actually follow over time. These strategies are formulated as subgame perfect Nash equilibria in subsequent literature, and constantly called equilibrium strategies. Next, in Strotz' own words, one should "choose the best plan among those he will actually follow". Mathematically, consistent planning gives rise to two problems:
(a) How do we find equilibrium strategies?
(b) How do we select the optimal equilibrium strategy? In particular, how do we formulate optimality for equilibrium strategies?
In a discrete-time model with a finite time horizon, backward sequential optimization gives simple answers to (a) and (b). As detailed in Pollak [23] , given an N -period model with time points t = 0, 1, ..., N , one first determines an optimal strategy at t = N − 1 for the last period [N − 1, N ]. Then, at each t = N − 2, N − 3, ..., 0, one chooses an optimal strategy for the period [t, t + 1], in response to his future selves' given strategy on [t + 1, N ]. It is well-known that the resulting strategy on [0, N ] is the unique equilibrium; see e.g. the introductions of [15] and [2] , and also Corollary 2.1 below for a similar result. When the time horizon is infinite, (a) and (b) become much more involved. First, the above backward construction breaks down, as there is no fixed terminal time to start the procedure. While one can still manage to apply the backward idea to infinite-horizon problems, as shown in [22] , [21] , and [9] , among others, the methods employed are normally ad hoc and the main purpose is to demonstrate existence of at least a few specific equilibria. In short, a general systematic approach for finding equilibrium strategies is lacking. More importantly, there can be multiple equilibrium strategies under infinite horizon, as observed in [22] , [2] and [15] . How to select the appropriate equilibrium is then a genuine problem. The main approach in the literature is to impose additional delicate assumptions, besides subgame perfection, on how an agent makes decisions. These assumptions, such as "reconsideration-proofness" in [15] and "revision-proofness" in [2] , lead to a refined collection of equilibrium strategies, which can be much smaller than the whole set of equilibrium strategies. The hope is that every refined equilibrium might generate the same value, and thus resolves (b) in a trivial way. Despite some positive progress in this direction, refined equilibrium strategies are not always unique in value. It is still unclear in general how to select the appropriate equilibrium, even though we have a smaller set of candidates.
In this paper, we investigate a general infinite-horizon stopping problem in which an agent maximizes his expected payoff, under non-exponential discounting, by choosing an appropriate time to stop a discrete-time Markov process X valued in some Polish space X. Under current context, a stopping rule for the agent can be represented by the corresponding stopping region in X. To tackle (a), a new method, which we call the iterative approach, is developed. Specifically, we formulate equilibrium stopping regions (or equilibria for short) as fixed points of an operator Θ, defined precisely in (2.5) below. To find equilibria, we simply carry out fixed-point iterations: for any stopping region S ⊆ X, we show that
is indeed an equilibrium (i.e. Θ(S ∞ ) = S ∞ ), as long as Θ(S) ⊆ S holds in the first iteration; see Theorem 3.1 for details. Note that the traditional backward sequential optimization and our iterative approach both treat an time-inconsistent problem as an intra-personal game between current and future selves. The key difference is that the former uses a sequential-game point of view, whereas the latter takes up a simultaneous-game perspective. This new perspective gets rid of structural limitations of a sequential game, which allows the iterative approach to be very flexible: it can be applied with ease to discrete-time infinite-horizon problems (as in the present paper), as well as continuous-time problems (as in Huang and Nguyen-Huu [12] and Huang, Nguyen-Huu, and Zhou [13] ); see the detailed discussion below Remark 2.5.
The iterative approach has novel consequences for (b). We show that there exists a unique equilibrium that always dominates other equilibria: it generates larger value to the agent than any other equilibrium does, at any state x ∈ X of the process X; see Theorems 4.1 and 4.2. This particular equilibrium is certainly "the best plan among those the agent will actually follow" as Strotz [27] prescribed, and thus we call it the optimal equilibrium. To the best of our knowledge, this is the first time a dominating subgame perfect Nash equilibrium is shown to exist in the literature of time-inconsistency. Theorems 4.1 and 4.2 hinge on two crucial conditions. First, we require the payoff function of the agent to be either lower or upper semicontinuous, and the transition kernel of the Markov process X to be lower semicontinuous under the weak star topology. Second, the discount function is required to be log sub-additive, i.e. satisfy (3.2) below. This condition corresponds to decreasing impatience, a widely-observed feature of empirical discounting in Behavioral Economics and Finance; see the discussion below (3.2) for details. Furthermore, we demonstrate in Example 3.1 that if (3.2) is not satisfied, an equilibrium may not even exist. We can thus consider (3.2) as a necessary condition for all the game-theoretic derivations to resolve time-inconsistency.
It is worth noting that over the past decade, Ekeland and Lazrak [6] have aroused vibrant research on time-inconsistency in Mathematical Finance. This includes [8] , [7] , [11] , [29] , [5] , and [4] , among others, which all focus on continuous-time models. They work on formulating continuoustime definitions of equilibrium strategies, and characterizing equilibrium strategies through delicate systems of differential equations. How to deal with multiple equilibria, nonetheless, has not yet been addressed. It is then of interest to investigate if an optimal equilibrium can exist in continuous time, as in our current discrete-time setup. We will take this as a separate research project.
The paper is organized as follows. Section 2 introduces our time-inconsistent stopping problem, and proposes the iterative approach to finding equilibria. The approach is made rigorous in Section 3, where the convergence of the fixed-point iteration (1.1) is proved. Section 4 establishes the existence of a unique optimal equilibrium. Section 5 studies a practical stopping problem, which illustrates our theoretic results explicitly. Section 6 concludes the paper.
The Iterative Approach
Consider a probability space (Ω, F, P) that supports a time-homogeneous Markov process X = (X t ) t=0,1,... taking values in some Polish space X. Let B(X) be the family of Borel sets in X, and Q the transition kernel of X. Specifically, for any x ∈ X and A ∈ B(X),
Let F = (F t ) t∈N be the filtration generated by X, and T be the collection of all F-stopping times.
For each x ∈ X, if X 0 = x, we will constantly write X as X x to emphasize the initial point, and denote by E x [·] the expectation conditional on X 0 = x. For any x ∈ X and τ ∈ T , consider the objective function
Here, f : X → R is a payoff (or, profit) function, assumed to be non-negative, bounded, and Borel measurable; δ : N ∪ {0} → [0, 1] is a discount function, assumed to be a strictly decreasing with δ(0) = 1 and lim k→∞ δ(k) = 0. For any ω ∈ Ω, if τ (ω) = ∞, we set δ(τ )f (X x τ ) (ω) := 0 for all x ∈ X, which is consistent with lim k→∞ δ(k) = 0 and the boundedness of f .
Given current state x ∈ X, an agent intends to maximize his expected discounted payoff (or, profit) by choosing an appropriate stopping time, i.e. Under fairly general conditions, an optimal stopping time for (2.3), denoted by τ x ∈ T , exists for each x ∈ X. A natural question is then whether optimal stopping times obtained at different moments, for instance τ x and τ X x It is well-known that the problem (2.3) is time-consistent with δ(s) := 1 (1+β) s , for any given β > 0, but time-inconsistent in general for an arbitrary discount function δ. Since one may reevaluate and change his choice of stopping times over time under time-inconsistency, his stopping strategy is not a single stopping time, but a stopping policy defined below. Definition 2.2. A Borel measurable function τ : X → {0, 1} is called a stopping policy.
The intuition behind is as follows. Given current state x ∈ X, a stopping policy τ governs when the agent stops: he stops at the first time τ (X x s ) yields the value 0. Remark 2.1. Definition 2.2 can be equivalently formulated using "stopping regions". By definition, τ : X → {0, 1} is a stopping policy ⇐⇒ τ (x) = 1 S c (x) for some S ∈ B(X).
Obviously, S = {x ∈ X : τ (x) = 0}, and we call it the stopping region of the policy τ .
To resolve time-inconsistency, the agent should first figure out "the strategies that he will actually follow" as Strotz [27] proposed. To this end, he needs to take into account his future selves' behavior, and find the best response to that. Specifically, suppose that the agent initially planned to take S ∈ B(X) as the stopping region. Now, at any state x ∈ X, the agent carries out the game-theoretic reasoning: "assuming that all my future selves will take S ∈ B(X) as the stopping region, what is the best stopping strategy today in response to that?" The agent today actually has only two possible actions: stopping and continuation. If he stops, he gets f (x) immediately. If he continues, given that all his future selves will follow S ∈ B(X), he will eventually stop at the moment ρ(x, S) := inf{t ≥ 1 :
This leads to the expected payoff J(x, ρ(x, S)). Thus, by comparing the two payoffs f (x) and J(x, ρ(x, S)), we obtain the best stopping strategy for today, whose stopping region is given by
Remark 2.2. For any S ∈ B(X), Θ(S) is nonempty. In fact,
, and thus x ∈ Θ(S). Hence, E ⊆ Θ(S).
Definition 2.3. We call S ∈ B(X) an equilibrium stopping region (or equilibrium for short) if Θ(S) = S. We denote by E the set of all equilibria.
Remark 2.3. By definition, S ∈ E if and only if
Remark 2.4. If an equilibrium exists, it must contain the nonempty set E defined in (2.6). Indeed, if S ∈ B(X) is an equilibrium, then S = Θ(S) ⊇ E = ∅, where the inclusion follows from Remark 2.2.
In view of (2.5), we can consider Θ as an operator mapping B(X) to itself. An equilibrium is then a fixed point of Θ. To find an equilibrium, we carry out fixed-point iterations: for any initial stopping region S ∈ B(X), we expect S ∞ , defined as in (1.1), to be an equilibrium. To make this iterative approach rigorous, we need to show that (i) the limit in (1.1) converges, so that S ∞ is well-defined, and (ii) S ∞ is indeed an equilibrium, i.e. Θ(S ∞ ) = S ∞ . These will be analyzed in detail in Section 3 below.
Comparison with Backward Sequential Optimization
In this subsection, we will show that in the finite-horizon case, our iterative approach and the traditional backward sequential optimization yield the same result. Consider a finite horizon N ∈ N and let T := {0, 1, ..., N − 1}. The objective function (2.2) becomes
Here, T t denotes the set of stopping times τ ∈ T with t ≤ τ ≤ N a.s. and E t,x is the expectation conditional on X t = x. The stopping problem (2.3) now takes the form
We now formulate stopping policies and equilibrium stopping regions as in Definitions 2.2 and 2.3.
Definition 2.4. Under current finite-horizon setting, a Borel measurable function τ : T × X → {0, 1} is called a stopping policy (here, we use the discrete topology for T). Moreover, we say S ∈ B(T × X) is an equilibrium stopping region (or equilibrium for short) if Θ(S) = S, where
Since the agent will stop at the terminal time N if he has not stopped before then, the iteration (1.1) has a fairly simple structure. In the proofs below, for any S ∈ B(T × X), we will use the notation S n := Θ n (S) for all n ∈ N ∪ {0}.
Lemma 2.1. Under current finite-horizon setting, fix S ∈ B(T × X). For any t ∈ T, we have (i) the t-section of S n coincides with the t-section of S N −t , for all n ≥ N − t. That is,
(ii) S N −t ∩ ({t} × X) is independent of the choice of S ∈ B(T × X).
Proof. We will prove (i) and (ii) by showing that S n ∩ ({t} × X) is independent of n ≥ N − t and S ∈ B(T × X). For any fixed t ∈ T, by (2.8) and the definition of S n , we have
For t = N − 1, since the agent will stop at the terminal time N if he has not stopped before then, we must have ρ(N − 1, x, S ′ ) = N for any x ∈ X and S ′ ∈ B(T × X). It follows that
This shows that S n ∩({N −1}×X) is independent of n ≥ 1 and S ∈ B(T×X).
is independent of n ≥ 2 and S ∈ B(T × X), we conclude that for each x ∈ X,
is independent of n ≥ 2 and S ∈ B(T × X). It follows that
is independent of n ≥ 2 and S ∈ B(T × X). A straightforward induction gives the desired result.
Corollary 2.1. Under current finite-horizon setting, (i) for any S ∈ B(T × X), S ∞ = S N is an equilibrium;
(ii) for any S, S ′ ∈ B(T × X), we have S ∞ = S ′ ∞ .
Hence, there exists a unique equilibrium.
Proof. To prove (i), note that Lemma 2.1 (i) immediately implies that for any n ≥ N ,
That is, S n = S N for all n ≥ N . It follows that S ∞ = S N , and S N is an equilibrium (as
Remark 2.5. The proof of Lemma 2.1 indicates that each additional iteration of Θ corresponds to a further round of backward optimization in Pollak [23] . Indeed, the first iteration of Θ determines the (N − 1)-section of S ∞ , which is precisely the backward optimization in [23] for the period
Similarly, the n th iteration of Θ, n = 2, 3, ..., N , determines the (N − n)-section of S ∞ , which amounts to backward optimization for the period [N − n, N − n + 1]. Therefore, under finite horizon, the unique equilibrium S ∞ obtained through the iterative approach is the same as the equilibrium generated by backward sequential optimization.
Although giving the same result under finite horizon, backward sequential optimization and our iterative approach are quite different in nature. Let us call the agent at time t "Player t", for all t ∈ T. The standard backward approach views the time-inconsistent problem as a sequential game. Player (N − 1) chooses his action first; Player (N − 2) does so later, given Player (N − 1)'s choice of action; similarly, for all t < N − 2, Player t makes a decision, given the actions of all his future selves. Note that the sequential game structure entails (i) identifying a specific player who acts first (the "first player"), and (ii) at most countably many players.
By contrast, our iterative approach materializes the traditional wisdom, "take into account future selves' actions", in a simultaneous game. All players choose their actions simultaneously, without prior knowledge of others' choices. Each player decides his best strategy based on his initial belief on how the others will behave. Expecting that other players are reasoning in the same way, each player pursues recursive reasoning ("I think that you think that I think..."), which is characterized by the fixed-point iteration of Θ in (1.1). Specifically, suppose that an agent initially planned to take S ∈ B(X) as the stopping region. At time 0, with current state x 0 ∈ X, the agent carries out the game-theoretic thinking as depicted below Remark 2.1, and finds that it is better to take Θ(S) as the stopping region. Any of his future selves, at a possibly different state y ∈ X, can reason in the same way and conclude that Θ(S) is a better choice, too. Thus, this first round of game-theoretic thinking, performed simultaneously by all players (indexed by x ∈ X), changes the choice of stopping regions from S to Θ(S). Given this, all players (indexed by x ∈ X) can carry out the same game-theoretic thinking again simultaneously, and conclude that Θ 2 (S) is a better choice than Θ(S). This procedure continues until one reaches the equilibrium S ∞ , which cannot be improved further by the game-theoretic thinking, i.e. applying Θ.
Note that this gets rid of structural limitations of a sequential game, making the iterative approach very flexible: it can be applied easily to (i) infinite discrete time, where the "first player" cannot be identified (as in the present paper), and (ii) continuous time, where there are uncountably many players (as in Huang and Nguyen-Huu [12] and Huang, Nguyen-Huu, and Zhou [13] ).
Existence of an equilibrium
In this section, we will derive the main convergence result for our iterative approach in Theorem 3.1, which immediately leads to the existence of an equilibrium in Corollary 3.1.
First, observe that unlike the finite-horizon case where there is a unique equilibrium (see Corollary 2.1), an equilibrium may fail to exist under infinite horizon.
Example 3.1. Consider X = {1, 2}, f (x) = x, and let
, and we will choose δ(k), k = 2, 3, . . . , later. Suppose there exists an equilibrium S ∈ B(X). Since J(2, ρ(2, S)) = E 2 [δ(ρ(2, S))X ρ(2,S) ] = 2δ(1) = 3/2 < 2, by Remark 2.3 we have 2 ∈ S. On the other hand, a similar argument shows 1 / ∈ S. Indeed, if 1 ∈ S, then
a contradiction to Remark 2.3. However, with 1 / ∈ S, we have
By choosing δ(k) decaying fast enough as k increases, we can make J(1, ρ(1, S)) < 1, which again contradicts Remark 2.3. In short, we have shown that when the discount function δ(k) decays fast enough, there exists no equilibrium in this example.
To ensure the existence of an equilibrium, we will assume that the discount function δ satisfies
This condition is closely related to decreasing impatience (DI) in Behavioral Economics. It is wellknown in empirical studies (see Remark 3.1 below) that people admits DI: when choosing between two rewards, people are more willing to wait for the larger reward (more patient) when these two rewards are further away in time. For instance, in the two scenarios (i) getting $100 today or $110 tomorrow, and (ii) getting $100 in 100 days or $110 in 101 days, people tend to choose $100 in (i), but $110 in (ii). Following [24, Definition 1] and [20] , the discount function δ induces DI if
Observe that (3. 1) ). Note that all these discount functions induce decreasing impatience, and thus satisfy (3.2). Non-exponential discounting beyond "decreasing impatience" has been studied much less. To the best of our knowledge, [10] is the only work that seriously investigates discounting with "increasing impatience". It however suffers the criticism of lacking empirical relevance; see e.g. [19] .
Remark 3.2 (Market-implied v.s. innate discounting). Classically, one can use the price of a zero coupon bond as the discount factor. In this case, (3.2) will imply that the forward rate should never exceed the spot rate, as long as the length of the corresponding time period is the same. This seems to be a strong assumption, as the forward rate is forged by market participants' expectations for future prices and need not have specific relations with the spot rate.
The discounting discussed above is however market-implied, distinct from the context of this paper: we focus on an individual's innate time preference, regardless of other market participants, or whether there is a market to start with. This is the standard setup in Behavioral Economics, and a widespread finding is that individuals discount more intensely in near, than distant, future. Condition (3.2) serves to summarize this feature of innate discounting. Also, we stress that the payoff we discuss may not be monetary: the function f may describe an agent's utility, level of health or happiness, etc. The connection to zero coupon bonds breaks down for non-monetary payoffs.
In particular, this implies Θ 2 (S) ⊆ Θ(S).
Proof. By contradiction, suppose that (3.4) does not hold. Then
Choose y ∈ X such that J(y, ρ(y, S)) − J(y, ρ(y, Θ(S))) > δ(1)α. Consider the event A := A 1 ∩ A 2 , where A 1 := {ω ∈ Ω : ρ(y, S)(ω) < ∞} and A 2 := ω ∈ Ω : X y ρ(y,S) (ω) ∈ S \ Θ(S) . On the event (A 1 ) c , Θ(S) ⊆ S implies that ρ(y, Θ(S)) ≥ ρ(y, S) = ∞. In view of the discussion below (2.2), we have δ(ρ(y, S))f X ρ(y,S) = δ(ρ(y, Θ(S)))f X ρ(y,Θ(S)) = 0. On the event A 1 ∩ (A 2 ) c , ρ(y, S) < ∞ and Θ(S) ⊆ S implies that X y ρ(y,S) ∈ Θ(S). It follows that ρ(y, Θ(S)) = ρ(y, S), and thus δ(ρ(y, S))f X ρ(y,S) = δ(ρ(y, Θ(S)))f X ρ(y,Θ(S)) . As a result, we have 6) where the inequality follows from (3.2) and the nonnegativity of f . Thanks to the strong Markov property of X, it holds a.s. that
This, together with (3.6), gives
From the definition of Θ, we have f (x) < J(x, ρ(x, S)) for all x / ∈ Θ(S). Thus, from the definition of A, the above inequality implies
This however contradicts (3.5). Hence, (3.4) is established. By Remark 2.2, Θ(S) = ∅. For any x / ∈ Θ(S), the definition of Θ and (3.4) yield f (x) < J(x, ρ(x, S)) ≤ J (x, ρ(x, Θ(S))), which implies x / ∈ Θ 2 (S). It follows that Θ 2 (S) ⊆ Θ(S).
We are ready to present the main convergence result for our iterative approach.
Theorem 3.1. Suppose (3.2) holds. For any nonempty S ∈ B(X) such that Θ(S) ⊆ S,
is an equilibrium.
Proof. Note that S ∈ B(X) implies Θ(S) ∈ B(X), which in turn yields Θ n (S) ∈ B(X) for all n ∈ N. Therefore, S ∞ ∈ B(X) by definition. We claim that for all x ∈ X and ω ∈ Ω,
Fix x ∈ X and ω ∈ Ω. By Lemma 3.1, {Θ n (S)} n∈N is a nonincreasing sequence of nonempty Borel sets, and thus ρ(x, Θ n (S))(ω) is by definition nondecreasing in n. The limit on the right hand side of (3.8) is therefore well-defined, and
If β(ω) = ∞, then (3.8) trivially holds. If β(ω) ∈ N, then there exists N ∈ N large enough such that ρ(x, Θ n (S))(ω) = β(ω) for all n ≥ N . This implies, by (2.4), that X x β (ω) ∈ Θ n (S) for all n ≥ N . Hence, X x β (ω) ∈ ∞ n=1 Θ n (S) = S ∞ . It follows that ρ(x, S ∞ )(ω) ≤ β(ω). We thus conclude that (3.8) holds. By Remark 2.2, Θ n (S) ⊇ E for all n ∈ N, with E = ∅ defined in (2.6). Thus, S ∞ ⊇ E by definition, and is thus nonempty. For any x ∈ S ∞ , since x ∈ Θ n (S) for all n ∈ N, we have f (x) ≥ J x, ρ(x, Θ n−1 (S)) for all n ∈ N. As n → ∞,
where the third line follows from the dominated convergence theorem and (3.8). Thus, x ∈ Θ(S ∞ ), and we conclude that S ∞ ⊆ Θ(S ∞ ). On the other hand, for x / ∈ S ∞ , there exists N ∈ N such that x / ∈ Θ n (S) for all n ≥ N . This implies f (x) < J x, ρ(x, Θ n−1 (S)) for all n ≥ N . It follows that
where the second inequality is due to (3.4) and the last equality follows again from the dominated convergence theorem and (3.8). This implies x / ∈ Θ(S ∞ ), and we thus conclude that Θ(S ∞ ) ⊆ S ∞ . Hence, we have obtained Θ(S ∞ ) = S ∞ , i.e. S ∞ is an equilibrium.
Remark 3.3. The iterative approach embodies the hierarchy of strategic reasoning in Game Theory, introduced in [25] and [26] . For any S ∈ B(X), each application of Θ to S represents an additional level of strategic reasoning. Specifically, Θ n (S) corresponds to level-n strategic reasoning in [26] , and S ∞ = n∈N Θ n (S) reflects full rationality of "smart ∞ " players in [25] . Proof. Since X trivially satisfies Θ(X) ⊆ X, the result follows from Theorem 3.1 directly.
In general, the uniqueness of equilibria does not hold, as the next example demonstrates. Example 3.2. Consider X = {1, 2}, f (x) = x, and let the transition probabilities be given as in (3.1). For any ε > 0, take
It can be easily verified that (3.2) is satisfied. When ε > 0 is small enough, we claim that S := {2} and X = {1, 2} are both equilibria. Indeed, by similar calculations in Example 3.1,
As ε ↓ 0, J(1, ρ(1, S)) approaches 7/6 and thus strictly larger than 1. Hence, by Remark 2.3, S = {2} is an equilibrium as ε > 0 small enough. On the other hand,
Thus, by Remark 2.3, X = {1, 2} is an equilibrium for any ε > 0.
The Optimal Equilibrium
Since there may be multiple equilibria under infinite horizon (see Example 3.2), how to select the appropriate one is a crucial, unsettled question. In this section, we will first define optimality of an equilibrium: an equilibrium is optimal if it generates larger value than any other equilibrium does at all times. While this seems to be a rather strong condition, we show that a unique optimal equilibrium does exist in Theorems 4.1 and 4.2, under appropriate continuity assumptions. For any S ∈ E, the associated value function is defined by
By Remark 2.3, we immediately have
This in turn implies that V can be expressed as
Definition 4.1 (Optimal Equilibrium). We say S * ∈ E is an optimal equilibrium if for any S ∈ E,
The next result shows that if an optimal equilibrium exists, it must be unique.
Proposition 4.1. If S * ∈ E is an optimal equilibrium, then S * = S∈E S.
Proof. We only need to show S * ⊆ S∈E S, as the other inclusion is trivial. By contradiction, suppose there exists S ∈ E such that S * ⊆ S. For any x ∈ S * \ S, we deduce from (4.1) and Remark 2.3 that
which contradicts the optimality of S * .
Lemma 4.1. Suppose (3.2) holds. For any S, T ∈ E,
In particular, this implies Θ(S ∩ T ) ⊂ S ∩ T .
Remark 4.1. This lemma provides a way to construct a "better" equilibrium from old equilibria. For any S, T ∈ E, Remark 2.4 and Lemma 4.1 imply that S ∩ T = ∅ and Θ(S ∩ T ) ⊆ S ∩ T . Thus, we can apply Theorem 3.1 to get a new equilibrium (S ∩ T ) ∞ through the iterative approach. This new equilibrium is better than S and T in the sense that
which is a consequence of (4.3) and (3.4).
Proof of Lemma 4.1. Fix x ∈ X. Throughout this proof, for simplicity of notation, we define, for all n = 0, 1, . . . , the following:
2. τ 0 := 0, τ 2n+1 := ρ(y 2n , T ), τ 2n+2 := ρ(y 2n+1 , S);
3.
A n := {ω ∈ Ω : τ n (ω) < ∞ and y n (ω) / ∈ S ∩ T };
5. J(x, S ′ ) := J(x, ρ(x, S ′ )), for any S ′ ∈ B(X).
By the definition of A 1 , we have
where the inequality follows from (3.2) and f being nonnegative. The strong Markov property of X implies that
Moreover, note that on the event A 1 , we have y 1 / ∈ S. Then Remark 2.3 implies that
With (4.5) and (4.6), (4.4) yields
In the following, we will carry out the above argument recursively. First, repeating the argument above (4.7) for J(
This, together with (4.7), implies
Next, repeating the argument above (4.7) for J(y 2 , S ∩T )−J(y 2 , T ), instead of J(x, S ∩T )−J(x, T ), and using (4.8), we obtain
Continuing this procedure, we get
Since f is bounded, there exists C > 0 such that |J(y, S ′ )| ≤ C for all y ∈ X and S ′ ∈ B(X). Then,
where the convergence follows from δ(1) < 1. We then conclude from (4.9) that
By simply switching the roles of S and T in the proof above, we can also obtain
It follows that (4.3) is established. By Remark 2.4, S ∩ T = ∅. For any x / ∈ S ∩ T , if x / ∈ S, then f (x) < J(x, S) ≤ J(x, S ∩ T ), which implies x / ∈ Θ(S ∩ T ); if x / ∈ T , the same argument shows x / ∈ Θ(S ∩ T ). Thus, we conclude that Θ(S ∩ T ) ⊆ S ∩ T . Under (3.2), we have a partial converse of Proposition 4.1. Proof. Let T be an arbitrary equilibrium. By Lemma 4.1,
for all x ∈ X. Hence, S * is optimal.
The next result establishes the existence of the optimal equilibrium. Under appropriate continuity conditions, it is shown that S * := S∈E S, the candidate from Propositions 4.1 and 4.2, is indeed the optimal equilibrium. Theorem 4.1. Suppose that (3.2) holds and f is upper semicontinuous. In addition, assume that the transition kernel Q in (2.1) is lower semicontinuous under the weak star topology, i.e. for any bounded Borel measurable g : X → R and {x n } n∈N in X with x n → x,
(4.10)
Then, S * := S∈E S is the optimal equilibrium.
Proof. For any S ∈ B(X), observe that J(x, ρ(x, S)) can be expressed as
where
and ρ * (y, S) is defined as in (4.2). Thus, under (4.10), J(x, ρ(x, S)) is lower semicontinuous in x. Now, if S is additionally an equilibrium, then
is a closed subset of X, thanks to the upper semicontinuity of f and the lower semicontinuity of J(·, ρ(·, S)). Hence, S * := S∈E S is also closed and thus Borel measurable. Since S is closed and thus 1 S is upper semicontinuous for all S ∈ E, Proposition 4.1 in [3] asserts the existence of a countable subset (S n ) n∈N of E such that
It follows that S * = n∈N S n . Now, let T 1 := S 1 . By the same argument in Remark 4.1,
Repeating this procedure, we get (T n ) n∈N in E such that T n+1 ⊆ T n ∩ S n+1 and J(x, ρ(x, T n+1 )) ≥ J(x, ρ(x, T n )) for all n ∈ N. As a result,
which implies S * = n∈N T n . Then, by following the same arguments in the proof of Theorem 3.1, with Θ n (S) replaced by T n , we can show that S * is an equilibrium. It is thus the optimal equilibrium thanks to Proposition 4.2.
When f is instead lower semicontinuous, the existence of the optimal equilibrium still holds.
Theorem 4.2. Suppose that (3.2) holds, f is lower semicontinuous, and the transition kernel Q in (2.1) is lower semicontinuous under the weak star topology, as stated in (4.10). Then, S * := S∈E S is the optimal equilibrium.
Proof. As shown in the proof of Theorem 4.1, (4.10) implies that J(x, ρ(x, S)) is lower semicontinuous in x for any S ∈ B(X). Thus, V (x, S) = f (x) ∨ J(x, ρ(x, S)) is lower semicontinuous in x for any S ∈ E. By Proposition 4.1 in [3] , there exist (S n ) n∈N in E such that
Let T 0 := X and T 1 := S 1 . By the same argument in Remark 4.1,
is an equilibrium with J(x, ρ(x, T 3 )) ≥ J(x, ρ(x, , T 2 )) for all x ∈ X. Repeating this procedure, we get (T n ) n∈N in E such that T n ⊆ T n−1 ∩ S n and J(x, ρ(x, T n+1 )) ≥ J(x, ρ(x, T n )) for all n ∈ N. Now, by following the same arguments in the proof of Theorem 3.1, with Θ n (S) replaced by T n , we can show that T * := n∈N T n is an equilibrium and J(x, ρ(x, T * )) ≥ J(x, ρ(x, T n )) for all x ∈ X and n ∈ N. Recalling T n ⊆ T n−1 ∩ S n and (4.3), for each x ∈ X we have
This implies V (x, T * ) ≥ V (x, S n ) for all x ∈ X and n ∈ N. We therefore conclude from (4.12) that
That is, T * is an optimal equilibrium. By Proposition 4.1, T * = S∈E S = S * .
Remark 4.2. If X is a finite or countable set, both the semicontinuity of f and (4.10) are satisfied trivially, under the discrete topology of X. The discrete topology, however, cannot be used anymore when X is uncountable. This is because the metric space induced by the discrete topology is not separable when X is uncountable, and thus forbids the use of Proposition 4.1 in [3] , a key step in the proof of Theorem 4.1.
We provide below a sufficient condition for (4.10).
Remark 4.3. Assume that, for any x ∈ X, the transition kernel Q(x, ·) admits a probability density function. That is, Q(x, dy) = q(x, y)dy.
If x → q(x, y) is lower semicontinuous for each y ∈ X, then Q is continuous under the weak star topology, i.e. for any bounded Borel measurable g : X → R and {x n } n∈N in X with x n → x,
Indeed, for any Borel measurable g : X → R with C := sup x∈X |g(x)| < ∞, Fatou's lemma gives
This implies that
and thus (4.13) follows.
An Example
To illustrate our theoretic results, we focus on a practical stopping problem in this section. Our goal is to characterize explicitly the optimal equilibrium. Consider an asset price process X in a discrete-time binomial model. Specifically, let u > 1 and assume that X takes values in X := {u i : i = 0, ±1, ±2, . . . }. Suppose that there exsits p ∈ (0, 1) such that p = P(X t+1 /X t = u) and 1 − p = P(X t+1 /X t = u −1 ), ∀t = 0, 1, 2, ...
We assume additionally that X is a submartingale, which corresponds to the condition p ≥ 1 u+1 . Let the payoff (or, profit) function be f (x) := (K − x) + on X, where K > 0 is a given constant. Also, consider the hyperbolic discount function δ(t) := 1 1+βt for t ∈ N ∪ {0}, where β > 0 is a given constant. It can be easily verified that (3.2) is satisfied. The objective function (2.2) then becomes
The current setting relates to pricing of a perpetual American put option, under hyperbolic discounting. Alternatively, it can be viewed as a real options problem where the management of a company considers an investment plan, which has constant revenue K and stochastic cost evolving as X, and would like to decide when to carry it out. To find the optimal equilibrium S * = S∈E S, we need to first characterize the collection E of all equilibria. Recall from Corollary 3.1 that E is nonempty.
Lemma 5.1. For any S ∈ E, S = (0, y] ∩ X for some y ∈ (0, K).
Proof. Fix S ∈ E. We will first prove that S ⊆ (0, K) ∩ X. By Remark 2.4, S = ∅. Note that
for all x ∈ X ∩ (0, K), which contradicts the fact that S ∈ E. Now, assume to the contrary that
This implies that x 0 / ∈ S, a contradiction. Now, to prove the desired result, suppose by contradiction that there exists S ∈ E such that S = (0, y] ∩ X for any y ∈ (0, K). Then, there must exist x ∈ X \ S such that (x, ∞) ∩ S = ∅. Set w := max{(0, x) ∩ S} and z := min{(x, ∞) ∩ S}. Then we have w < x < z < K, where the last inequality follows from S ⊆ (0, K) ∩ X established above. Since X is a submartingale,
This, however, contradicts x / ∈ S and S ∈ E.
A natural question ensuing Lemma 5.1 is for which values of y ∈ (0, K) the set S = (0, y] ∩ X is an equilibrium. To answer this, we need a careful analysis involving random walks. Specifically, let Y be a random walk defined on some probability space (Ω,F , P ) such that
and define
where E n denotes the expectation under P conditional on Y 0 = n. Note that α n , n ∈ N, and α ′ can all be computed explicitly. For example,
The next result establishes an upper bound of y for equilibria of the form (0, y] ∩ X.
Lemma 5.2. If S = (0, y] ∩ X belongs to E for some y ∈ S ∩ (0, K), we must have y ≤ U · K, where
Proof. In view of S ∈ E and y ∈ S ∩ (0, K), we have
where α ′ is defined as in (5.1). Solving the above inequality for y yields the desired result.
The next result establishes a lower bound of y for equilibria of the form (0, y] ∩ X.
Lemma 5.3. If S = (0, y] ∩ X belongs to E for some y ∈ S ∩ (0, K), we must have y > L · K, where
Proof. Since L < 1 u by definition, the desired result holds trivially for y ≥ K/u. In the following, we assume that y < K/u. Since u > 1, we have y < yu < K, which particularly implies yu / ∈ S. It follows that 6) where the inequality follows from yu / ∈ S and S ∈ E. Noting that ρ(yu, S) = inf{t ≥ 1 : X yu t = y}, we realize the expectation on the right hand side above can be reduced to an expectation involving the random walk Y , i.e.
Combining (5.6) and (5.7) yields y >
We intend to show that the upper and lower bounds, U and L in (5.3) and (5.5), are in fact sharp, which induces a complete characterization of E. To this end, we need the following estimate.
Proof. Let {F Y t } t≥0 be the natural filtration generated by Y . For any n ∈ N, consider σ := inf{k ≥ 0 : Y k = n − 1}. Then we have
The desired result then follows from an induction argument.
A complete characterization of E can now be stated, which in turn gives an explicit formula for the optimal equilibrium. Proposition 5.1. S ∈ E if and only if S = (0, y] ∩ X for some y ∈ (L · K, U · K] ∩ X, where U and L are given in (5.3) and (5.5). Consequently, S * = (0, y * ] ∩ X is the optimal equilibrium, with y * := min{(L · K, ∞) ∩ X}.
Proof. The sufficiency follows from Lemmas 5.1, 5.2 and 5.3. For the necessity, consider S = (0, y] ∩ X for some y ∈ (LK, U K] ∩ X, and we intend to prove that S ∈ E. Fix x ∈ S. If x < y, since y ≤ U · K < K, by the fact that X is a submartingale and using the optional sampling theorem, f (x) = K − x > E x K − X ρ(x,S) 1 + βρ(x, S) = J(x, ρ(x, S)).
On the other hand, if x = y, the same argument in (5.4) gives
where the inequality is due to y ≤ U · K. Thus, we conclude that f (x) ≥ J(x, ρ(x, S)) for all x ∈ S. Now, fix x ∈ X \ S. If x ≥ K, obviously f (x) = (K − x) + = 0 < E x (K − X ρ(x,S) ) + 1 + βρ(x, S) = J(x, ρ(x, S)).
If x < K, since x > y, there must exist n ∈ N such that yu n−1 < x = yu n . Since y > L · K and u > 1, y > L · K · 1 + α 1 + (α 1 ) 2 + ... + (α 1 ) n−1 u n−1 + u n−2 α 1 + u n−3 (α 1 ) 2 + ... + (α 1 ) n−1 = 1 − (α 1 ) n u n − (α 1 ) n K.
(5.8)
Recall α n in (5.1), and observe that J(x, ρ(x, S)) = E
where the first inequality follows from Lemma 5.4 and the second inequality is due to (5.8). Thus, we conclude that f (x) < J(x, ρ(x, S)) for all x / ∈ S. This readily shows that S ∈ E. The second assertion of this proposition follows from either Theorem 4.1 or Theorem 4.2. 
Conclusion
For a time-inconsistent problem in discrete time, questions (a) and (b) proposed in Section 1 are nontrivial, when the time horizon is infinite. In this paper, we focus on an infinite-horizon stopping problem under non-exponential discounting, and develop the iterative approach to resolve both (a) and (b). The iterative approach is motivated by the continuous-time framework in Huang and NguyenHuu [12] . The current discrete-time setup, however, gives rise to fundamental differences. First, when rephrased using the notation in the present paper, [12, Proposition 3.2] states that n∈N Θ n (S) is an equilibrium, as long as S ⊆ Θ(S) holds in the first iteration. While the condition S ⊆ Θ(S) is easily satisfied in continuous time (as explained in [12, Remark 3.5]), it is not true in general in discrete time. In response to this, we develop the fixed-point iteration in the opposite way: Theorem 3.1 shows that n∈N Θ n (S) is an equilibrium, as long as Θ(S) ⊆ S holds in the first iteration. This in particular leads to the existence of an optimal equilibrium (Theorems 4.1 and 4.2), a result that has not been established in continuous time. Note that the proofs in the present paper hinge on the discrete-time structure, and cannot be extended to continuous time in an obvious way. It is therefore of interest to investigate, as a future research project, whether an optimal equilibrium exists in continuous time.
