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The Bin Packing Problem (BPP) is an important optimization problem with
many applications. Given a set of items with a certain weight and a set of bins
with fixed capacity, the classical BPP seeks to pack the items into the minimum
number of bins. In this thesis a variant of the BPP, the Bin Packing Problem with
Fragile Objects (BPPFO), is studied. The BPPFO originates in telecommunication
systems where cellphone calls are assigned to towers based on the noise level of
calls and the tolerance level of each call in the channel.In this case, the calls are
represented as objects that are characterized by a weight and a fragility parameter.
The fragility parameter corresponds to the noise tolerance level of each call, and the
weight corresponds to the noise produced by a call. As calls are assigned, the total
noise produced within a channel can not exceed the lowest tolerance level among
the calls. The less the tolerance level, the more fragile the line becomes. Hence, the
capacity of the bin depends on the smallest fragility of any item packed in it. In
this thesis, two new formulations are proposed. The first is based on the classical
BPP formulation to which a Lagrangian relaxation is applied. Several heuristics
are developed to find upper bounds, including a greedy heuristic. The second is
a graph-based formulation that is solved directly. A standard data set is used for
testing. It is found that the new formulation based on the classical BPP is more
efficient in getting a Lagrangian lower bound and the greedy heuristic outperforms
other heuristics in finding good quality upper bounds in very short computational
times, especially with very large data instances.
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The bin-packing problem is a common problem encountered in many applications.
The most common application is probably in freight transportation. There are a
number of parcels to be delivered, and there are a number of available containers.
Trying to fit all the parcels in the least number of containers could be modelled as
bin-packing problem. Another application is the layout of a digital circuit on a chip,
where different rectangular cells are to be placed on a rectangular shaped chip. The
bin-packing problem represents a group of problems like the ones discussed above.
It is also being categorized based on certain characteristics of the problem. For
example, the freight example is a 3-dimensional bin-packing problem whereas the
layout of a chip is a 2-dimensional problem. In the layout problem, the cells may
have different purposes and need to be placed in a certain order; this would be the
bin-packing problem with priority. In this thesis, we will discuss a particular variant
of the bin packing problem, which is the bin-packing problem with fragile objects.
Given a set of items characterized by a weight parameter, and large number of bins
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with fixed capacity, packing the items into minimum number of bins is called the
bin-packing problem, BPP in short. The one particular variant we are interested
in is the bin-packing problem with fragile objects. In telecommunication systems,
calls need to be assigned to a channel with certain frequency bandwidth. Each
call has a certain level of noise, and the quality of a call is related to the tolerance
of a channel towards total noises produced by all calls in the channel. Therefore,
calls need to be assigned in a way such that the total noise in the channel does not
exceed the smallest tolerance of any call in this channel. In this case, the calls are
represented as objects that are characterized by a weight and a fragility parameter.
The fragility parameter corresponds to the noise tolerance level of each call, and
the weight corresponds to the noise produced by a call. As calls are assigned,
the total weight produced by all calls within a channel can not exceed the lowest
fragility level among the calls. The lower the tolerance level, the more fragile the
line becomes. Hence, the capacity of the bin depends on the smallest fragility of
any item packed in it.This leads to the Bin Packing Problem with Fragile Objects
(BPPFO), where the objects to be packed are characterized by a weight and a
fragility parameter. The total weight of the items in a bin cannot exceed the lowest
fragility of an object in the bin. Figure 1.1 is an example of the problem. [7] The
length of the white portion of the bar represents weight, and the total length of the
bar is fragility. An optimal solution is given.
In this thesis, Lagrangian relaxation is applied to two integer linear program-
ming formulations. One is a compact model developed by Clautiaux et al. [7],
and another is a new model developed based on the classical BPP model. The
differences in the subproblems of the two formulations are identified, and the latter
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Figure 1.1: An example of the BPPFO
is proven to be more efficient as it only requires the solution of one subproblem,
instead of multiple subproblems for the compact model.
A greedy heuristic is also developed to find a feasible solution efficiently. The
greedy heuristic is shown to find good quality solutions and even reach optimality
in a very short amount of time compared to other heuristics or algorithms. A brand
new formulation to model the BPPFO is also presented. A graph is used to model
the problem, where items are represented as nodes, and solving for paths through
the graph would give the packing of the bins.
The rest of the thesis is outlined as follows: Chapter 2 is a survey of past works
on BPP and other variants of it including BPPFO. Chapter 3 details the Lagrangian
relaxation on the two different models. Chapter 4 lists the different heuristics used
to find upper bounds. Chapter 5 illustrates the graphical approach to the problem.
Chapter 6 gives details of the numerical testing and summaries of the numerical
results. Finally, Chapter 7 provides a conclusion. The detailed testing results are
3




A survey of past sample work on the Bin Packing Problem, its variants and applica-
tions including Bin Packing with Fragile Objects will be presented in this chapter.
2.1 Bin Packing Problems and Applications
The Bin Packing Problem is one of the most studied problems in combinatorial
optimization. Goodman, Tetelbaum, and Kureichik [12] classified the BPP into
three categories, 1 dimensional (1-D), 2 dimensional (2-D), and 3 dimensional (3-
D) bin packing, where the dimensions of items and bins differ. This section will
review the three categories of the BPP.
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2.1.1 The 1-D Bin Packing Problem
The 1-D BPP addresses only one property of the packing. It is used to optimize
over one single bin parameter. The 1-D BPP does not model many applications,
as in practice, most of the BPP are in 2-D or 3-D. However, it serves as means to
develop algorithms to tackle such NP-hard problem, and lays foundation for further
studies on more practical applications. It is also used to study other constrained
BPP, which have additional practical constraints based on application.
For instance, Berky [3] presented a massive parallel computing method that uses
multiprocessor to solve the 1-D BPP. Later, Berky and Wang [4] further developed
a systolic parallel approximation algorithm for the 1-D BPP and made improve-
ment on the results. Boutevin [5] relates the bin packing problem to an industrial
line balancing problem, and solved it with a generalized next-fit and immediate-
update-first-fit algorithms. Quiroz-Castellanos et al. [20] proposed a method called
Grouping Genetic Algorithms with Controlled Genes Transmission for BPP that
improves over the standard genetic algorithms.
There are other variants for the 1-D BPP. M. Baldi et al. [1] studied the variable
cost and size BPP with optional items. The items are characterized by volume and
profit, and the bins are of different types characterized by volume and cost. The
objective is to minimize the cost of bins while maximizing the total profit of items.
An exact approach, branch-and-price, and a heuristic, beam search, are presented.
6
2.1.2 The 2-D Bin Packing Problem
The 2-D bin packing problem has a wider range of applications. Hong et al. [13]
proposed a hybrid heuristic in solving a 2-D variable sized BPP. The hybrid heuristic
based on simulated annealing and binary search is used to improve the result of a
backtracking algorithm, which utilizes a mixed bin packing algorithm that solves
a single bin. The results are proven to outperform other existing algorithms for
this problem. Esbensen [10] presented an algorithm based on genetic algorithms
and simulated annealing to solve the placement of macro-cell in very-large-scale-
integration layout. The problem involves placing rectangular cells on the layout
without overlapping and subject to side constraints. The optimization algorithm
executes the genetic algorithm or the simulated annealing, or a mixture of both
depending on the control parameter. It was proven that the algorithm is very
adaptive and yields better results than pure genetic algorithm.
Not only rectangular cases were considered, but also packing circular shaped
objects, pipes, polygonal shaped objects into rectangular bins were studied. George
et al [11] developed an algorithm to pack different sized circles into a rectangular
container. He modelled the problem as a non-linear mixed integer problem and
developed various heuristics to solve it. He found that a quasi random technique
and genetic algorithm performed best for circle packing problems. Jakobs [15]
studied placing polygons in rectangular bin using deterministic packing algorithms.
It was found that genetic algorithm can improve any deterministic algorithm and
help escape local minima.
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2.1.3 The 3-D Bin Packing Problem
The 3-D bin packing problem considers all three dimensions namely length, width
and height of items and bins, and has many practical applications.
Hifi et al. [14] proposed two integer linear programming heuristics to solve the
3-D single bin packing problem. The integer linear program is first decomposed
into several 3-D knapsack problems. One of the heuristics executes in two phases
to pack the bins, while the other extended a local reoptimization phase on top of
the first heuristic. Both heuristics are proven to produce good results compared
to other literatures. Martello et al. [18] studied the problem to pack a set of
rectangular boxes orthogonally into minimum number of 3 dimensional bins. He
presented an exact branch-and-bound algorithm for packing a single bin. It solved
problems with up to 90 items where many are solved to optimality within reasonable
time. Karmakar et al. [16] used a 3-D bin packing model to solve test schedule
problem for a System-on-Chip. The test windows are selected with particle swarm
optimization, and the 3-D bin packing problem is used to solve for scheduling the
test windows.
2.2 Variants of The Bin Packing Problem
There are lots of variants to the bin packing problem. They are studied to address
extensions of the bin packing problem for different applications.
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2.2.1 The Bin Packing Problem with Conflicts
Another popular variant of the BPP is the Bin Packing Problem with Conflicts
(BPC). It is a bin packing problem where conflicting items cannot be placed in the
same bin.
Elhedhli et al. [9] proposed a branch-and-price algorithm where the subprob-
lems are knapsack problems with conflicts. Sadykov et al. [21] presents a generic
branch-and-price algorithms using different pricing technique to solve the BPC.
A dynamic algorithm is developed for when the conflict graph is in interval, and
a depth first search pricing for no special structure graph. The solution method
updated the benchmark results for this problem with reasonable runtime. Vari-
ants of the BPP can also be in higher dimensional case. Khanafer [17] presented
a tree-decomposition heuristic to solve a 2-D BPC. The heuristic decomposes the
2-D BPC into subproblems and solves them independently.
2.2.2 The Bin Packing Problem with Precedence Constraints
Another variant that received more attention in recent years is the Bin Packing
Problem with Precedence Constraints (BPP-P). Its objective is to minimize the
number of bins used to pack items in an order such that certain precedences are sat-
isfied. It has particular applications in assembly and scheduling issues. Dell’Amico
et al. [8] first address the BPP-P with an exact solution approach. The approach
consists of large number of lower bounds, upper bound from variable neighbourhood
search, and a branch-and-bound algorithm. The approach is found to be effective
compared to other integer linear programming techniques.
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2.3 The Bin Packing Problem with Fragile Ob-
jects
In previous work done by Clautiaux et al. [7] and Martinez et al. [19], different
lower bounding and upper bounding techniques were explored. These include simple
combinatorial lower bounds, column generation; and various heuristics for upper
bound. Exact solution methods were also sought.
A simple lower bound proposed by Clautiaux et al. [7] is obtained by simply
relaxing the fragility constraint, thus converting the problem into a classical bin
packing problem with fixed capacity. The capacity of the bin is set to be the








where wj, j = 1, . . . , n are item weights and fmax is the maximum fragility over all








A better combinatorial lower bound L2 is presented by Bansal el al. [2] that uses
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the idea of fractional lower bound. It packs the items in non-decreasing fragility
order, and only pack a portion of an item when it does not fit in a bin entirely. The
remaining portion is then packed in a newly opened bin.
Clautiaux et al. [7] proposed a complex lower bound based on column gener-
ation. As for upper bound, a large set of greedy heuristics were derived from the
BPP and the Vertex Coloring literature to fit the BPPFO constraints. A Variable
Neighbourhood Search was also developed to find an upper bound. It is found to
outperform the other heuristics, especially for lager set of items.
As for exact method for the problem, Martinez et al. [19] proposed a branch-
and-bound and several branch-and-price algorithms, which utilize lower bounds and




In this chapter, Lagrangian relaxation is applied to two different formulations. The
first is the one proposed by Clautiaux et al. [7], and the second is a new formulation.
The difference of the subproblems will be looked at, and the bound quality will be
compared.
3.1 Problem formulation and Lagrangian Relax-
ation
In this section, we present the compact model proposed by Clautiaux et al.[7] and
perform Lagrangian relaxation on one of the constraints to obtain a lower bound.
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3.1.1 Problem Formulation
Clautiaux et al. [7] model the problem as an integer program. They use the term
“witness” to refer to the item with the smallest fragility in a bin. A binary variable
yi, i = 1, . . . , n is defined to take value 1 if item i is a witness, and 0 otherwise.
Binary variables xij, i = 1, . . . , n, j = i+ 1, . . . , n are defined to take value 1 if item
j is assigned to the bin with item i as the witness, and 0 otherwise. As all items are
ordered in non-decreasing order by fragility, only variable xij where j = i+ 1, ..., n








xij = 1 j = 1, . . . , n (3.2)
n∑
j=i+1
wjxij ≤ (fi − wi)yi i = 1, . . . , n (3.3)
xij ≤ yi i = 1, . . . , n, j = i+ 1, . . . , n (3.4)
yi ∈ {0, 1} i = 1, . . . , n (3.5)
xij ∈ {0, 1} i = 1, . . . , n, j = i+ 1, . . . , n (3.6)
The objective (3.1) minimizes the number of witnesses, which is equivalent to
minimizing the number of bins used. Constraints (3.2) restrict each item to be
packed exactly once, either as a witness or packed in any bin. Constraints (3.3)
ensure that the sum of weights in the bin does not exceed the fragility of the witness
and constraints (3.4) tighten the linear relaxation. Constraints (3.2) will be relaxed
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in a Lagrangian fashion.
3.1.2 Lagrangian Relaxation

















wixji ≤ (fi − wi)yi i = 1, . . . , n
xij ≤ yi i = 1 . . . n, j = i+ 1, i+ 2, . . . , n
yi ∈ {0, 1}
xij ∈ {0, 1}
(3.7)
which can be decomposed into n 0-1 knapsack problems with fragile objects:









wixji ≤ (fi − wi)yi i = 1, . . . , n
xij ≤ yi i = 1 . . . n, j = i+ 1, i+ 2, . . . , n
yi ∈ {0, 1}
x ∈ {0, 1}
(3.8)





























xhij)λi ≤ yhi ∀i, h
h = 1, . . . , H
(3.9)
where h is the index of feasible solution xhji, y
h
i to the subproblem. The dual of















i )αhi = 1 i = 1, . . . , n
H∑
h=1
αhi = 1 i = 1, . . . , n
αhi ≥ 0, h = 1 . . . H, i = 1 . . . , n.
(3.10)
3.2 A New Formulation
In this section, we provide a new formulation to the problem that is more closely
related to the BPP. We will also show the advantage of this model over the model
of Clautiaux et al. [7]
3.2.1 Problem Formulation
Another way to model the BPPFO is to closely relate it to the BPP. Given n items
i = 1, . . . , n each with weight wi and fragility fi, and n bins j = 1, . . . , n, we define
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binary variable zj that takes value 1 if bin j is used and 0 otherwise. We also define
a binary variable xji for i = 1, . . . , n and j = i, . . . , n that takes value 1 if item i
is packed in bin j, 0 otherwise. Note that xji is not defined for j > i because the









xji = 1 ∀i (3.12)
n∑
i=ī
wixji ≤ fīxjī + M(1− xjī) j = 1, ..., ī, ī, ..., n (3.13)
xji ≤ zj i = 1, . . . , n, j = 1, . . . , i (3.14)
xji, zj ∈ {0, 1} i = 1, ..., n, , j = 1, ..., i (3.15)
The objective (3.11) minimizes the number of bins used. Constraints (3.12)
restrict each item to be packed exactly once. Constraints (3.13) says when xji = 1,
for every item packed in a bin, the sum of weights in the bin should not exceed its
fragility; when xji = 0, constraints (3.13) becomes redundant. M is a big number.




wixji + [wī + M− fī]xjī ≤ M (3.16)
where M is set to be the maximum fragility. Constraint (3.14) ensures what only
open bins are used.
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3.2.2 Lagrangian Relaxation

















wixji ≤ fīxjī +M(1− xjī) j = 1, ..., ī, ī = 1, ..., n
xji ≤ zj i = 1, ..., n, j = i, ..., n
xji, zj ∈ {0, 1} i = 1, ..., n, j = i, ..., n
(3.17)
which decomposes into n identical 0-1 knapsack problems with fragile objects,
independent of the bin index j:







wixi ≤ fīxī +M(1− xī) ī = 1, ..., n
xi ≤ z i = 1, ..., n
xi, z ∈ {0, 1} i = 1, ..., n
(3.18)





















xhi λi ≤ zh ∀h (3.20)
h = 1, . . . , H (3.21)
where h is the index of feasible solution xhi , z
h to subproblem [KP2]. Considering








xhi λi ≤ 1 ∀h
θ ≤ 0
h = 1, . . . , H
(3.22)








xhi αh = 1 i = 1, ..., n (3.24)
H∑
h=1
αh ≤ n (3.25)
αh ≥ 0, h = 1, ..., H. (3.26)
Constraint (3.25) is redundant since n is always greater than or equal to 1,
18
therefore it can be removed. Taking the dual of the Dantzig-Wolfe master problem








xhi λi ≤ 1 ∀h
h = 1, . . . , H
(3.27)
3.3 Conclusion
As seen above, relaxing the assignment constraint in [P2] leads to n identical knap-
sack subproblems, which only needs to be solved once. Whereas relaxing the as-
signment constraint in [P1] leads to multiple knapsack subproblems that need to
be solved multiple times. In practice, this would save a lot of computing time.
In both models, the same constraint is relaxed, the assignment constraint, which




In this chapter, we present several heuristics to compute the upper bound. The
first heuristic is derived from the subproblem of the Lagrangian algorithm of prob-
lem formulation 1. The second utilizes the concept of fixing the witness, and uses
Cplex to solve the knapsack problem that follows. The third is a tabu search heuris-
tic, which aims to find a certain sequence of the items, in which they can be packed.
4.1 A Lagrangian Heuristic
The solution obtained by solving [KP1] is often infeasible to the original BPPFO.
To get a feasible solution, the subproblem solution, xhij and y
h
j are modified to force
feasibility to the original BPPFO. The incumbent is updated if the heuristic finds
a better solution.
20
The basic idea of the heuristic is to use what the current subproblem solution
provides, detect what is not feasible in the solution and modify it so that it becomes
feasible. The steps of the heuristic are:
1. Check for feasibility. If feasible, exit, update incumbent accordingly; if not,
continue;
2. Keep a list of witnesses from the solution, and a list of unpacked objects;
3. Copy feasible bins from the solution one by one starting from the ones with
witness having smaller fragility. Feasible bin means the bin capacity is not
exceeded, and the bin does not contain any objects that are already packed
in other bins that are copied over previously. Update the witness list and
unpacked list accordingly (i.e. take out the objects that are packed from the
lists);
4. Iterate through the bins that are already open, which are the ones with yi = 1,
and fill them up by picking the next unpacked item if possible;
5. Iterate through the witness list from the smallest witness and fill up with any
unpacked objects.
6. If there are still unpacked items, open a bin and fill it up.
7. Once all items are packed, update the incumbent accordingly.
8. Repeat the above steps at every iteration of the Lagrangian algorithm when
a subproblem solution is obtained.
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4.2 Greedy Heuristic
This section describes a greedy heuristic that finds an upper bound for the problem.
The items are presorted by fragility in non-decreasing order. The basic idea of the
heuristic is to pick an item to be the witness of an empty bin, filling this bin up
with other suitable items. This process is repeated until all items are packed. The
key here is to first pick the right witness; and second is how to pick the items to
fill an open bin.
Consider the fragility constraint (3.13). It implies that the item with smallest
fragility must be a witness. Furthermore, for any subset of items yet to be packed,
the one with smallest fragility must be a witness. Therefore, the witness is the item
with smallest fragility picked from all items left to be packed.
Once a witness is decided, the remaining capacity is then filled. When choosing
the item to be packed, two aspects are considered: first use up as much available
capacity as possible; and second, pack items with smaller fragility so that the next
witness has larger capacity. This selection process can be modelled as an integer
program. Given the witness ī, we want to identify a set of xi for i = 1, . . . , n, taking












wixi + s = fī − wī i ∈ U (4.2)
xi ∈ {0, 1} i ∈ U (4.3)
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The objective function maximizes ratio of weight to fragility, thus the items
with minimum ratio of fragility to capacity would tend to be picked. Constraint
(4.2) ensures the fragility constraint is met. U is the set of items left to be packed.
An example is illustrated below. In this example, first, item 1 is chosen as
witness. Based on its weight and fragility, solving [GH2] gives the solution item 5
alone. Once item 5 is packed with item 1, the next item with minimum fragility
is 2 (in case of ties, break the tie with the item of smaller number), and solving
again gives items 3 and 4. The process is repeated until all items are packed. The
optimal solution is given in the last column.
Figure 4.1: An illustration of the greedy heuristic
4.3 Tabu Search
Tabu search has been proven to be efficient in solving sequencing problems. Here,
we intend to model the BPPFO as a sequence of objects, and starting from the
first object as the witness, fill it up with subsequent objects in the sequence and so
on. Then, the next available object will be used as the next witness. The way to
find the optimal assignment of objects would essentially turn into the problem of
23
sequencing the objects.
The scheme involves the neighbourhood of a solution, the tabu list, the fitness
evaluation, and the stopping criteria.
Neighbourhood: The neighbours are defined by placing an item into the second
place in sequence, and shifting everything else except for the first object,
which is never moved as it is the item with smallest fragility, or, the witness.
Tabu list: The tabu list consists of solutions that were used to update the incum-
bent. The first solution in the list, which is the solution that was appended
the earliest, is removed from the tabu list first.
Fitness evaluation: The sequence is examined and the number of bins used to
pack according to such sequence is calculated.
Stopping criteria: The algorithm will stop if a lower bound is met or a maximum
number of iteration is reached.
The initial solution is a sequence from 1 up to number of items. While the
stopping criteria is not met, explore the neighbours of a solution and evaluate their
fitness. The current best solution is updated when a better or equally good solution
is found. Once the solution is updated, it is appended to the tabu list. The process
halts when the stopping criterion is met.
24
4.4 Conclusion
Several heuristics are proposed in this section. Other than the Lagrangian heuristic,
which is embedded within the Lagrangian approach, the rest are standalone.
25
Chapter 5
A Graph Based Model and
Solution Approach
In this chapter we present a brand new formulation to the problem. We model the
problem based on a graph, and solve for the minimum number of paths to find the
minimum number of bins needed.
The items are represented as nodes on a graph. Two dummy nodes are added to
represent an origin and a destination. The packing of items in a bin is represented
by a path from the origin to the destination. The nodes on this path would be the
items to be packed in one bin. The first node that connects with the origin is the
witness of the bin. Details are discussed below.
26
Figure 5.1: An illustration of the graph-based approach
5.1 An Illustration
In this example, there are 8 items to be packed. The optimal solution is shown in
figure 5.1. The origin connects to items 1, 2, and 6, which are labelled as witnesses.
The rule for the path is that the weights of the items accumulated along this path
shall not exceed the fragility of the path, which is to remain the same throughout
the path. The nodes after the witness also have to have greater fragility than the
witness. For example, in this case, item 1 has a weight of 2 and fragility of 5, item
5 has weight 3 and fragility of 8. Item 1 is chosen to be the witness. At this point,
the weight accumulated on this path is 2, and fragility is 5. Item 5 is chosen to be
appended to this path, resulting in an increase of the weight accumulated to be 5.
This does not violate the fragility of this path. The bin is full now. Once the bin
is filled up, the path would end at the destination. Counting the number of arcs




The formulation for this graphical approach is presented in this section. Two new
variables are introduced, accumulated weight wc and minimum fragility f c. wc will
accumulate item weights as it is appended to the path, whereas f c will remain as
the fragility of the witness along the entire path. xij is a binary decision variable;
it takes value 1 if arc(ij) is in the solution and 0 otherwise; i and j ∈ o, 1, 3...n, d,
where o is origin, d is destination, and 1, ..., n are the items. wci and f
c
i are the
accumulated weight and minimum fragility at each node respectively, for i = 1, .., n.
Another variable K is defined as the number of arcs going out from the origin or
going into the destination node.
28




xoj −K = 0 j = 1 . . . , n (5.2)
n∑
i=1
xid −K = 0 i = 1, . . . , n (5.3)
n∑
i=o
xij = 1 j = 1, . . . , n (5.4)
d∑
j=1
xij = 1 i = 1, . . . , n (5.5)
fi ≤ fj −M(1− xij) i = 1, . . . , n, j = 1, . . . , n (5.6)
wci ≤ f ci i = 1, . . . , n (5.7)
wcj ≥ wci + wj +M(xij − 1) i = 1, . . . , n, j = 1, . . . , n (5.8)
f cj ≤ f ci +M(1− xij) i = 1, . . . , n, j = 1, . . . , n (5.9)
f cj ≤ fj +M(1− xoj) j = 1, . . . , n (5.10)











xij ≤ n+K xij ∈ 0, 1 i = o, 1, . . . , n, j = 1, . . . , n, d(5.13)
K ≥ 0 (5.14)
The objective (5.1) minimizes the number of paths in the graph. Constraints
(5.2) and (5.3) ensures that the number of arcs going out from the origin and into the
destination is the number of paths. Constraints (5.4) and (5.5) limit the arcs going
into and out from a node each to be 1 exactly. Constraint (5.6) makes sure arcs
29
are going from lower fragility item to higher fragility item. Constraint (5.7) ensures
that at each node, the accumulated weight does not exceed the minimum fragility.
Constraint (5.8) sets the accumulated weight at each node. Constraint (5.9) sets the
minimum fragility at each node. Constraint (5.10) relates the witness’ fragility with
the variable accumulated fragility. Constraint (5.11) relates the witness’ weight with
the variable accumulated weight. Constraint (5.12) ensures that witnesses selected
provide enough total capacity for all items to be packed. Constraint (5.13) tightens
the search space by having the total number of arcs in graph to be the sum of items
and the number of paths used.
5.3 Implementation
The model is implemented in Matlab R2014a and solved with Cplex 12.6 mixed
integer solver. It was found that without an initial solution to the solver to start
from, the solver would not be able to find an optimal solution within one hour of
computational time. Providing the greedy heuristic solution as an initial solution
and adding an upper bound on K, the solver is able to provide an optimal solution




The data instances were contributed by Clautiaux et al.[7]. The weight and fragility
of items are generated according to certain correlations. The most difficult cases
are recorded and are available at http://www.or.unimore.it/resources.htm.
Five classes of uncorrelated and weakly correlated data are chosen to represent
some of the difficult instances. Each class is characterized by 2 parameters, which
determine how the weights and fragilities are generated:
Class 1: uncorrelated with parameters 1 and 3;
Class 2: uncorrelated with parameters 1 and 5;
Class 3: weakly correlated with parameters 1 and 5;
Class 4: weakly correlated with parameters 3 and 3;
Class 5: weakly correlated with parameters 3 and 4.
31
There are 135 instances in each class, consisting of 45 instances with 50 items to
be packed, 45 with 100 items and 45 with 200 items. Details of the data instances
can be found in Clautiaux et al. [7].
6.1 Numerical Results
Table 6.1 summarizes the numerical results. It lists the average lower bounds of
each class obtained from Lagrangian relaxation of the compact model (LBlag1), the
new model (LBlag2), and the fractional lower bound (LBf ) described by Bansal et
al.[2]. The upper bounds listed are from the Lagrangian heuristic (UBLH), greedy
heuristic (UBGH), and Tabu search (UBTS). The data are presented by class (cl) 1
to 5; each is an average over 45 instances of the 50-item dataset. Larger data sets
were not completed due to very long runtimes.
Table 6.1: Numeric Result of Lower and Upper Bounds
n cl LBlag1 LBlag2 LBf UBLH UBGH UBTS
50
1 13.18 13.18 12.96 14.36 13.38 13.9
2 8.93 8.93 8.89 10 9.09 9.4
3 11.49 11.49 11.38 12.47 13.4 12.4
4 11.49 11.49 11.42 12.31 13.2 12.4
5 10.31 10.31 10.27 11.36 12.36 11.1
100
1 25.64 25.64 25.38 28.44 25.89 27.76
2 17.60 17.60 17.58 22.22 17.84 18.69
3 23.80 23.80 23.64 27.38 24.16 25.82
4 23.09 23.09 22.91 26.47 23.53 25.36
5 19.96 19.96 19.80 24.07 20.40 21.80
We can see from the table above that the two Lagrangian lower bounds are
32
the same. This is intuitive as Lagrangian relaxation was applied on the same
assignment constraint to both models. The fractional lower bound provides a lower
bound with slightly less quality. However, as can be seen from the detailed tables
in the Appendix, it has a runtime in the order of milliseconds for instances up to
200 items, while the Lagrangian lower bound takes up to 1000 seconds for the 100
items, and Matlab runs out of memory for 200 items. Therefore, the fractional
lower bound is highly recommended to give a lower bound quickly when the quality
of bound is not crucial.
It also shows that the greedy heuristic outperforms the other two upper bound-
ing heuristics in every class for larger instances. In the next section, we will be
comparing the performance of the greedy heuristic against best known benchmarks
in the literature.
6.2 Lagrangian Lower Bounds
The table below shows the runtimes of the two Lagrangian lower bounds. Although
they provide the same bounds, there is a major difference in the runtime. As
discussed in chapter 3, the advantage of the new formulation is that it only solves
one subproblem, whereas the compact model solves multiple subproblems to be
solved. This significantly decreases the runtime of the algorithm.
33
Table 6.2: Comparison of Lagrangian Lower Bounds
n cl LBlag1 LBlag2
Sec Gap Sec Gap
50 1 71.6 1.3% 21.8 1.3%
2 289.8 1.8% 37.9 1.8%
3 48.2 8.9% 26.4 8.9%
4 990.2 7.6% 29.9 7.6%
5 392.2 10.4% 34.7 10.4%
100 1 834.8 0.3% 224.9 0.3%
2 1163.4 0.1% 434.7 0.1%
3 828.4 0.4% 231.1 0.4%
4 759.6 2.3% 294.6 2.3%
5 950.0 1.2% 329.3 1.2%
Overall avg. 632.8 3.4% 166.5 3.4%
6.3 Performance of Greedy Heuristic Against Best
Benchmarks
We compare the performance of the greedy heuristic against results from Martinez
et al. [19]. The gap is calculated using a lower bound based on branch-and-price,
and an upper bound based on Variable Neighbourhood Search. [7] Opt is the
number of instances that are solved to optimality, and Sec is CPU time in seconds.
The gaps for UBGH n50 and n100 instances are calculated using lower bounds from
LBLag1; whereas n200 are using lower bounds from Martinex et al. [19] branch-
and-price.
We can see from the table, that even with the largest instances, the greedy
heuristic still has a very competitive runtime. If we look at the number of optimal
solutions reached, we find that for the larger instances, the greedy heuristic can
34
Table 6.3: Comparison of Upper Bound Quality
n cl Martinez el al. [19] UBGH
Gap Opt Sec Gap Opt Sec
50 1 0.00% 45 58.62 1.50% 36 0.13
2 0.00% 45 10.43 2.20% 36 0.10
3 0.00% 45 47.67 2.09% 34 0.15
4 0.00% 45 45.25 2.08% 34 0.16
5 0.00% 45 17.18 0.85% 39 0.17
Avg/tot 0.00% 225 35.83 1.74% 179 0.14
100 1 0.72% 37 927.53 2.88% 36 0.45
2 0.36% 42 306.83 4.17% 34 0.35
3 0.29% 42 418.63 3.42% 29 0.53
4 0.22% 43 385.22 3.98% 25 0.65
5 0.55% 40 621.10 4.34% 30 0.47
Avg/tot 0.43% 204 531.86 3.76% 154 0.49
200 1 1.03% 22 1922.27 1.29% 23 1.91
2 1.37% 24 1712.02 0.99% 24 2.54
3 0.87% 27 1587.09 1.59% 16 3.27
4 1.24% 20 2134.94 1.46% 17 3.25
5 1.12% 25 1806.98 0.95% 25 2.84
Avg/tot 1.13% 118 1832.66 1.26% 105 2.76
Overall 0.52% 547 800.12 2.25% 438 1.13




We explored various methods to solve the bin packing problem with fragile ob-
jects. We used a Lagrangian approach to find a lower bound using both a compact
model presented by Clautiaux et al.[7] and a new formulation. While the two lower
bounds obtained are exactly the same, the new formulation requires significantly
less runtime as it only needs to solve one subproblem. We then attempted several
methods to obtain a feasible solution and upper bound for the problem. It was
found that the greedy heuristic outperforms other heuristics not only in terms of
quality of the bound, which is closer to optimal, but also in terms of runtime. It is
also comparable to the best benchmark in the literature. We found that the greedy
heuristic performs especially well for larger data instances. For most of the time,
it provides a reasonable bound within very short runtime. Lastly, we presented a
whole new solution approach to the problem. We modeled the problem using a
graph where finding paths on the graph lead to optimal packing of the bins. The
direct solution of the model was not able to give a feasible solution within reason-
36
able time, except when an initial solution is given. Therefore, further research can




Table A.1: Legends for Tables
n: number of items in instance
cl: class of instance
VNS: Variable Neighbour Search [7]
CM: compact model [7]
UB 0, UB: upper bound using VNS [7]
LB: lower bound from solving CM [7]
LBlag1: Lagrangian lower bound of [P1]
LBlag2: Lagrangian lower bound of [P2]
LBf : fractional lower bound
UBLH : Lagrangian heuristic upper bound
UBGH : greedy heuristic upper bound
UBTS: tabu search upper bound
Sec: CPU time in second
Gap: gap of bounds
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