Abstract-This paper presents an algorithm that detects faces and facial features (eyes, nose and mouth) on images captured by CCTV system under various imaging conditions, such as variation in poses, scale, illumination and occlusion. The system detects face, nose and mouth using three different classifiers, which were created based on the Viola-Jones method [1] and the eyes were detected using an Eye Detection method that consists of resolution reduction, identification of the eye candidates using eye filter [2] and eyes localization based on mean comparison. Experimented on 500 images, the algorithm produced 98.4% accuracy for face, 98.8% for nose, 95.6% for mouth and 94.8% for eyes.
INTRODUCTION
The research on facial component detection has received great attention from the scholars since 1990s, and it has been widely explored. The methods used for the facial components detection can be classified into four categories, namely intensity-based methods [2, 3] , feature-based methods [4, 5] , appearance-based methods [6, 7, 8] and hybrid-based methods [9, 10, 11] . The Intensity-based methods utilize the intensity distribution or the value of the pixels in the images. Ren, J et al. [2] introduced a method that identified the location of the eyes based on the pixel values. The main idea is based on the fact that the pixels of the eye are darker than the surroundings pixels.
The feature-based methods are based on facial features, texture, skin color and multiple features. The goal of these methods is to find structural features that exist even when the pose, viewpoint and lighting conditions are varied. This method operates much faster than the intensity-based system but requires good quality images and the computation is expensive [4, 5] .
The appearance-based methods describe the relevant characteristics of facial components non-facial components using techniques from statistical analysis and machine learning. Some of the famously used appearance-based methods are Support Vector Machine (SVM) [6] , Adaboost [7] , Probabilistic Model [8] and so on. The hybrid-based methods are produced by combining several methods, and they have shown to give the highest accuracy of detection. As an example, Khan, I et al. [10] showed that the accuracy of the facial components detection was increased by using a technique that consists of a combination of Viola-Jones method, skin color pixel detection method and physical location approximation method.
The organization of this paper is as follows. Section 2 discussed the algorithm used for detecting the face, nose and mouth. Section 3 discussed the algorithm used for detecting the eyes. The experiment results are presented and discussed in Section 4. Finally, conclusions and future further works are discussed in Section 5.
II. FACE, NOSE AND MOUTH DETECTION METHOD
In this work, the face, nose and mouth are detected using three different types of classifiers, which are developed based on the Viola-Jones method that classifies images based on the value of simple features, which is known as Haar features [1] . The features are formed by two or three rectangles and are typically presented by 24x24 pixels subwindow. However, the total number of features in each subwindow is more than 15,000 [13] . Hence, Viola and Jones introduced methods that can be used to accelerate the computation and selection of the features, as explained in the following sections.
A. Integral Image
Viola and Jones introduced an intermediate image representation called integral image, which accelerated the computation of rectangle feature [1] . The integral image is described as the sum of the pixel values above and to the left of (x,y):
where is the integral image, ( , ) is the pixel value of the original image as shown in Figure 1 (a). The sum of any rectangular is calculated in four memory references, as an example, the sum of pixels within rectangle ABCD as shown in Figure 1 
B. Learning Method using Adaboost
AdaBoost or adaptive boosting procedure is a feature selection procedure that is used to discard a large number of unnecessary features and select a small number of important features. AdaBoost learning algorithm acts as a classification performance builder that selects a set of possible weak classifiers with the lowest weighted error and combines these classifiers to form a stronger classifier [1, 12] . The equation of a weak classifier is defined as { (2) where is a pixel sub window of an image, a feature , a threshold and a polarity . A final strong classifier is produced from the weighted combination of the weak classifiers, which is defined as 
C. Cascade of Classifiers
A cascade of classifiers is functioned to quickly discard negative images such as non-facial features. The classifiers are trained using positive and negative images. The positive images are the images of the faces and facial features, such as nose and mouth and the negative images are the nonfacial features, such as background. Theoretically, for a cascade of independent classifiers, the resulting detection rate, , and the false positive rate, , of the cascade are given by the rates produced by the classifiers in each stage [1] . The equations are defined as follows.
In our work, the developed classifiers are trained using 3400, 2903 and 2763 positive images of face, nose and mouth, respectively, whereas the total number of negative images used for training is 5100. The images are captured by CCTV system under various imaging conditions, which are obtained from our developed database, known as Large Variability Surveillance Camera Face Database [13] . The database is available for researchers and the request can be sent to marsyita@upm.edu.my, to get access to the database. The examples of the faces detected by the Viola and Jones method are shown in Figure 2 . 
III. EYE DETECTION ALGORITHM
The proposed algorithm is applied to the detected faces and consists of three stages, namely resolution reduction, identification of the eye candidates and eyes localization. In the first stage, the first step to reduce the resolution of the images is to convert the detected face region to gray-scale. Then, the noise in the images is reduced and the brightness is adjusted using Gaussian blur and normalization. After that, the region of interest or eye region selection is located based on the knowledge that the eyes are always at the second quarter of the face from the top [15] and finally, the region of interest is up-sampled. The main reason of reducing the resolution of the eye region is to highlight the difference between the pixels. Thus, it is much easier to identity the eye candidates. The process of resolution reduction is shown in Figure 3 . Then, the identification of the eyes candidates are executed using an eye filter [2] . The filter consists of 8 individual filters, which are created based on the model shown in Figure 4 and defined as follows.
={ (7)
where and is defined as , and are the estimated height and width of the model. Equation (7) indicates that pixels are chosen as eye candidates as long as they are darker than the surrounding pixels. Thus, images that are under poor illumination can also be detected. Based on our observation, and are set to where is the threshold and is the number of the individual filters. should be slightly smaller than to tolerate those pixels that are not darker than surroundings pixels in some direction [2] . In this case, is set as 7. Figure 5 shows the results of applying the 8 individual filters. Then, we performed erosion in order to eliminate noise produced by the 8 individual filters. The results are shown in Figure 6 . Finally, the location of the eyes are searched using a mean comparison concept. In the mean comparison, the detected eye region is divided into 4 regions, as shown in Figure 7 . This is because, based on our observation, the eye candidates are located randomly in these four regions (A, B, C and D), which is due to the variation of different face poses. The comparison is based on the assumptions as follows. 
IV. EXPERIMENT RESULTS
The facial components detection algorithm is then tested using 500 images, which are obtained from the Large Variability Surveillance Camera Face Database. The images are under various imaging conditions such as variation in poses, scale, illumination and occlusion. The images used in the testing are different from the images used in the training and evaluation. The results are shown in Table I . Based on the results, the system produced detection rate ranging from 94.8% to 98.8% for true positive, 3.4% to 15.6% for false positive and 1.2% to 5.2% for false negative. From these results, the eyes have the lowest detection rate and this is due to the occlusion. Figures 9 and  10 show the examples of faces with detected facial components at different poses and scales, respectively. In addition, the system was able to detect the facial components that have been occluded by different objects, such as such glasses, hat or cap and under various illuminations. Figures 11 and 12 show the examples of the detection perform on the images under various occlusions and illuminations, respectively. 
V. CONCLUSIONS
In conclusions, the proposed algorithm performs well for images captured by CCTV system, under various imaging conditions and produces high accuracy, ranging from 94.8% to 98.8% for true positive. In future, the problems of overdetection and missed detection will be tackled by introducing a texture-based method in the algorithm.
