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Introducción 
 
En este trabajo, de naturaleza elemental como corresponde a un trabajo de grado, hemos 
intentado responder a las preguntas siguientes: 
Si K es un cuerpo de característica distinta de dos. ¿Es cierto que tanto las K-álgebras 
de dimensión dos, como las cuádricas en la recta proyectiva y las cuádricas reales (es 
decir con algún punto no singular) irreducibles en el espacio proyectivo de dimensión 
tres sobre K, son las clases de elementos de K módulo producto por cuadrados de 
K\{0}? ¿Existe alguna razón geométrica que justifique este hecho? 
Para responder a las preguntas hemos estudiado la estructura general de las K-álgebras 
finitas y la de la recta proyectiva sobre una K-algebra finita, que es el elemento 
unificador que responde a la segunda pregunta. 
También se exploran brevemente las K-álgebras de dimensión tres para comprender 
mejor las limitaciones que tenemos para poder generalizar nuestros resultados a 
dimensiones superiores. 
En nuestro trabajo hemos usado técnicas y resultados de algebra conmutativa y de 
geometría proyectiva y lo hemos hecho autocontenido, salvo algunos resultados como el 
teorema del elemento primitivo, el lema de Nakayama, y los teoremas de 
descomposición y simplificación de Witt. 
La utilización de ambos enfoques, algebraico y geométrico, nos muestra una vez más la 
estrecha relación entre ambas ramas y el potencial de su combinación.  
Hemos procedido siempre pasando de lo particular (ejemplos) a los resultados generales 
y si bien en algunos casos se podría haber ahorrado alguna demostración no lo hemos 
hecho por insistencia del director del trabajo que nos ha forzado, como ejercicio, a hacer 
dichas demostraciones. 
1. K-a´lgebras de dimensio´n finita
En todo el trabajo K sera´ un cuerpo de caracter´ıstica distinta de
dos y usaremos K-a´lgebras conmutativas con unidad (elemento neu-
tro para el producto). Cuando manejemos una estructura cociente
y no haya posibilidad de confusio´n usaremos x¯ para indicar la clase
de un elemento x.
Definicio´n 1.1.– V es un a´lgebra sobre el cuerpo K si cumple:
1) V es anillo conmutativo con unidad.
2) V es K-espacio vectorial.
3) ∀α ∈ K y ∀ a,b ∈ V α(ab) = (αa)b = a(αb).
Definicio´n 1.2.– Si K es un cuerpo llamamos K-a´lgebra de dimen-
sio´n finita a toda a´lgebra que tenga dimensio´n finita como K-espacio
vectorial. A dicha dimensio´n la llamaremos dimensio´n del a´lgebra y
la representaremos dimKA.
Ejemplo.- Sea K un cuerpo, x una indeterminada y f(x) ∈
K[x] un polinomio de grado g entonces A = K[x]upslope(f(x)) es una
K−a´lgebra de dimensio´n g.
En efecto, A es obviamente una K-a´lgebra y llamando P (x) =
P (x) + (f(x)) ∀P (x) ∈ K[x],es inmediato, como consecuencia de la
divisio´n entera de polinomios que:{
1, x¯, ..., x¯g−1
}
es una base de A como K-espacio vectorial.
En particular, si α es algebraico sobre K, entonces K(α) es una
K-a´lgebra finita. Podemos probar rec´ıprocamente que:
Proposicio´n 1.3.– Si V es una K-a´lgebra finita, todos los ele-
mentos de V son algebraicos sobre K.
Demostracio´n:
Si dimKV = r y α ∈ V tenemos que 1, α, ..., αr son necesariamen-
te dependientes, luego ∃f(x) ∈ K[x] con f(x) = a0+a1x+...+arxr 6=
0 tal que P (α) = 0.
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Ejemplo.- No es cierto que todas las K-a´lgebras finitas sean del
tipo K[x]upslope(f(x)). A = K[x]upslope(x, y)2 es un ejemplo de ello. Como
(x, y)2 es un ideal, A es un a´lgebra. En este caso x¯2 = y¯2 = xy = 0.
As´ı que {1, x¯, y¯} es base de A, por lo que A tiene dimensio´n 3.
Si A fuera isomorfo a K[x]upslopef(x) entonces f(x) tendr´ıa grado 3 y
el isomorfismo Φ deber´ıa enviar la base {1, x¯, x¯2} en una base de A.
As´ı que Φ(1) = 1, Φ(x¯) = a+ bx¯+ cy¯, y Φ(x¯)2 = a2 + 2abx¯+ 2acy¯ =
2a(a+ bx¯+ cy¯)− a2 = 2aΦ(x¯)− a2Φ(1), deber´ıan formar una base
de A, pero eso no es posible al ser linealmente dependientes.
Podemos construir nuevas a´lgebras finitas como producto finito de
a´lgebras ya conocidas, y al mismo tiempo podemos probar a des-
componer a´lgebras finitas en producto de a´lgebras elementales para
as´ı dar un teorema de estructura de a´lgebras finitas.
Proposicio´n 1.4.– Si A1, ..., Ar son K-a´lgebras entonces A =
A1 × ... × Ar es una K-a´lgebra y las proyecciones pii : A → Ai
son homomorfismos de K-a´lgebras que llevan la unidad de A 1A en
las unidades (1i) de las Ai. Adema´s ∃ei ∈ A con 1 6 i 6 r que
cumplen que:
i) ei es elemento idempotente de A ∀i.
ii) eiej = 0 ∀i 6= j
iii) pii(ei) = 1i
iv)
r∑
i=1
ei = 1
Demostracio´n:
Las operaciones de A son las usuales de las estructuras producto:
(a1, ..., ar) + (b1, ..., br) = (a1 + b1, ..., ar + br)
(a1, ..., ar)(b1, ..., br) = (a1b1, ..., arbr)
h(a1, ..., ar) = (ha1, ..., har) ∀h ∈ K
Con ellas A es una K- a´lgebra. Si las Ai son finitas, A lo es tambie´n
y su dimensio´n es la suma de las dimensiones de los factores.
Las proyecciones son claramente homomorfismos de K-a´lgebras
y llevan el uno de la multiplicacio´n de A, que es 1A = (11, ..., 1r), en
los unos de los factores. Si llamamos ei al elemento que tiene 1i en
su i-e´sima coordenada y las dema´s nulas, entonces los ei cumplen
las propiedades enunciadas.
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Veamos como son los ideales primos y maximales de un producto
de anillos.
Proposicio´n 1.5.– Sea I un ideal propio de A = A1 × ... × Ar
y F = {e1, ..., en} la familia de elementos idempotentes ortogonales
descrita anteriormente, entonces F * I. Si P es primo entonces ∃!
i tal que ei /∈ P y F{ei} ⊆ P.
Demostracio´n:
F ⊆ I ⇒ 1 = ∑ri=1 ei ∈ I ⇒ I = A, luego se verifica la primera
afirmacio´n.
Sea P un ideal primo propio de A, como P es un ideal, hay un i
con ei /∈ P y como eiej = 0 ∈ P ∀j 6= i ⇒ ej ∈ P ∀j 6= i al ser P
primo.
Consecuencia 1.6.–
1. Si P es un ideal primo de A y ei /∈ P , entonces:
x ∈ pii(P )⇒ pi−1i (x) ⊂ P
2. Los ideales primos de A = A1 × ... × Ar son los de la forma
pi−1i (J) siendo pii : A → Ai la proyeccio´n i-e´sima y J un ideal
primo de Ai.
Demostracio´n:
Por la proposicio´n anterior:
ei /∈ P ⇒ ej ∈ P, ∀j 6= i
entonces x ∈ pii(P )⇒ ∃z ∈ P, pii(z) = x luego:
∀y ∈ pi−1i (x), y = z +
∑
j 6=i
pij(y − z)ej ∈ P
Si J es ideal primo de Ai entonces pi
−1
i (J) es ideal primo de A
porque
ab ∈ pi−1i (J)⇔ pii(ab) ∈ J ⇔ pii(a)pii(b) ∈ J
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y como J es primo pii(a) ∈ J o pii(b) ∈ J ⇔ a ∈ pi−1i (J) o b ∈ pi−1i (J).
Rec´ıprocamente si P es un ideal primo de A = A1x...xAr entonces
pii(P ) es un ideal de Ai, porque pii es un homomorfismo sobre.
Adema´s ∃!i tal que ei /∈ P y ej ∈ P ∀j 6= i y por la primera
afirmacio´n P = pi−1i (pii(P )) y pii(P ) es primo porque si:
∀x, y ∈ Ai, x.y ∈ pii(P )⇒ xyei ∈ P ⇒
⇒ xei ∈ P, o, yei ∈ P ⇒ x ∈ pii(P ), o, y ∈ pii(P )
Teniendo en cuenta que las proyecciones son homomorfismos so-
bre y por el mismo razonamiento se prueba que:
Consecuencia 1.7.– Los ideales maximales de A = A1 × ...× Ar
son los pi−1i (M) siendo M ideal maximal de Ai.
El resultado rec´ıproco del de la proposicio´n 1,4 tambie´n es cierto:
Proposicio´n 1.8.– Si A es una K-a´lgebra tal que ∃ {e1, ..., en} ⊆ A
con
i) e2i = ei ∀i.
ii) eiej = 0 ∀i 6= j.
iii)
r∑
i=1
ei = 1.
iv) ei 6= 0, ∀i.
Entonces A ' A1 × ...× Ar donde los Ai son K-a´lgebras no nulas.
Demostracio´n:
Ai = Aei ⊆ A es una suba´lgebra no unitaria de A (es decir cuyo
uno no coincide con el de A), cuya unidad es ei, ya que Ai es un
ideal y por tanto es cerrado para la diferencia y el producto por
elementos de A (y por tanto de K), adema´s ∀aei ∈ Aei tenemos que
aeiei = ae
2
i = aei.
Definimos la aplicacio´n:
ϕ : A −→ A1 × ...× An, a 7→ (ae1, ..., aen)
Que claramente es homomorfismo de a´lgebras y veamos que es
isomorfismo.
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i) ϕ es inyectiva porque ϕ(a) = ϕ(b) ⇒ aei = bei ∀i ⇒ a =
a
∑n
i=1 ei =
∑n
i=1 aei =
∑n
i=1 bei = b
∑n
i=1 ei = b.
ii) ϕ es sobre porque si (ae1, ..., aen) ∈ A1x...xAn entonces llama-
mos a =
∑n
i=1 aiei y tenemos que:
ϕ(a) = (
n∑
i=1
aieie1, ...,
n∑
i=1
aieien) = (a1e1, ..., anen)
por la ortogonalidad y la idempotencia de los ei.
Vamos a probar ahora un teorema de descomposicio´n de las K-
a´lgebras finitas en suma directa de a´lgebras mas simples. Previamen-
te daremos un ejemplo gu´ıa de la construccio´n que vamos a efectuar.
Proposicio´n 1.9.– Si f(x), g(x) ∈ K[x] son polinomios primos
entre si:
K[x]/(f(x)g(x)) ' K[x]/(f(x))×K[x]/(g(x))
Demostracio´n:
La identidad de Bezout garantiza la existencia de h(x), q(x) ∈
P [x] con 1 = h(x)f(x) + q(x)g(x), as´ı que h(x)f(x) + q(x)g(x) = 1.
Adema´s:
h(x)f(x) · q(x)g(x) = h(x)f(x)q(x)g(x) = 0
y
h(x)f(x) = h(x)f(x)(h(x)f(x) + q(x)g(x)) =
= h(x)2f(x)2 + q(x)g(x)h(x)f(x) = h(x)2f(x)2
del mismo modo comprobamos la idempotencia de q(x)g(x). Si h(x)f(x)
fuera nulo entonces:
1 = q(x)g(x)⇒ ∃m(x) ∈ P [x], 1 = q(x)g(x) +m(x)f(x)g(x)
Entonces
1 = q(x)g(x) +m(x)f(x)g(x) = 0
en K[x]/(g(x)) y eso no es posible. El mismo razonamiento nos
sirve para q(x)g(x). As´ı que
{
h(x)f(x), q(x)g(x)
}
es un conjunto
de idempotentes ortogonales no nulos con suma 1 y en consecuencia
K[x]/(f(x)g(x)) ' h(x)f(x)K[x]/(f(x)g(x))×q(x)g(x)K[x]/(f(x)g(x))
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por la proposicio´n 1.8
Adema´s la aplicacio´n:
ϕ : K[x] −→ K[x]/(f(x)g(x)), ϕ(P (x)) = P (x)h(x)f(x)+(f(x)g(x))
es un homomorfismo deK-a´lgebras cuya imagen es h(x)f(x)K[x]/(f(x)g(x))
y cuyo nu´cleo es el ideal generado por g(x), luego
h(x)f(x)K[x]/(f(x)g(x)) ' K[x]/(g(x))
y lo mismo sucede con el otro factor.
Consecuencia 1.10.– Si la descomposicio´n en factores primos de
un polinomio f(x) ∈ K[x] es:
f(x) = p1(x)
n1 ....pr(x)
nr
Entonces:
K[x]/(f(x)) ' K[x]/(p1(x)n1)× ....×K[x]/(pr(x)nr)
Demostracio´n:
Es consecuencia de aplicar iteradamente la proposicio´n anterior,
pero tambie´n podemos construir expl´ıcitamente el isomorfismo de
la forma siguiente.
Definimos el homomorfismo de a´lgebras:
ϕ : A −→ K[x]/(p1(x)n1)× ....×K[x]/(pr(x)nr)
ϕ(Q(x) + (f(x))) = (Q(x) + P1(x)n1 , ..., Q(x) + Pr(x)nr)
Es inyectivo porque si:
ϕ(Q(x) + f(x)) = (0 + P1(x)n1 , ..., 0 + Pr(x)nr)
entonces Q(x) es mu´ltiplo de Pi(x)ni , ∀i = 1, ..., r que son primos
entre s´ı, por tanto, Q(x) es mu´ltiplo de f(x) y en consecuenciaQ(x) =
0. Y como:
dimK(K[x]upslopePi(x)ni) = grado(Pi(x)ni)
y
dimK(K[x]upslopef(x)) = grado(f(x)) =
r∑
i=1
grado(Pi(x)
ni)
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tenemos que la dimensio´n de A coincide con la de
K[x]upslopeP1(x)n1 × ...×K[x]upslopePr(x)nr
luego ϕ(x) tambie´n es sobre. As´ı que estamos ante un isomorfismo
de a´lgebras.
Definicio´n 1.11.– Un anillo se llama local si tiene un u´nico ideal
maximal.
Proposicio´n 1.12.– A es anillo local ⇔ los elementos no inverti-
bles de A forman un ideal. (Adema´s sera´ el ideal maximal de A.)
Demostracio´n:
⇒) Sea M el maximal de A, como M es ideal propio no tiene
elementos invertibles, falta ver que todos los no invertibles esta´n
en M, o lo que es lo mismo que todos los que no estan en M son
inversibles. Sea a /∈ M ⇒ aA * M ⇒ aA = A (Ya que todo ideal
propio esta´ contenido en un maximal) ⇒ a invertible.
⇐) Sea H = {a ∈ A no invertibles} un ideal ⇒ ∀J ideal propio de
A tenemos que J ⊆ H (Ya que en J so´lo hay no invertibles). As´ı que
H es ideal maximal y es el u´nico maximal.
Proposicio´n 1.13.–
1.-. Sea A = K[x]upslope(P (x)) con P (x) ∈ K[x] irreducible, entonces A
es un cuerpo.
2.- Sea A = K[x]upslope(P (x)n) con P (x) ∈ K[x] irreducible, entonces
A es local y su ideal maximal esta generado por P (x).
3.- Si A = K[x]/(f(x)), A es suma directa de una familia finita de
K-a´lgebras locales.
Demostracio´n:
Si Q(x) ∈ K[x] no es mu´ltiplo de P(x), entonces es primo con e´l
y la identidad de Bezout nos garantiza la existencia de polinomios
H(x) y J(x) tales que H(x)P(x) + J(x)Q(x) = 1, lo que significa que
H(x)P (x) + J(x)Q(x) = J(x)Q(x) = 1
Es decir, ∀Q(x) ∈ A no nulo ∃J(x) elemento inverso. Como corola-
rio obtenemos que (P(x)) es ideal maximal de K[x].
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Por lo anterior sabemos que las clases de los polinomios primos
con (P (x)n) son inversibles y por lo tanto los ideales que conten-
gan a alguna de estas clases son el total. As´ı que los ideales propios
de A son los engendrados por divisores de (P (x)n), o equivalente-
mente divisores multiplicados por elementos inversibles del anillo.
As´ı que los ideales propios son los (P (x)r) con 1 ≤ r ≤ n y esta´n
todos contenidos en (P(x)), as´ı que (P(x)) es el u´nico ideal maxi-
mal. Rec´ıprocamente si A = K[x]upslope(P (x)) con al menos 2 divisores
irreducibles R(x) y T(x) de P(x) tenemos que (R(x)) y (T(x)) son
ideales maximales de K[x] y por tanto de A, as´ı que A no ser´ıa un
anillo local.
La tercera afirmacio´n se sigue de la consecuencia 1.10
Proposicio´n 1.14.– Toda K-a´lgebra finita A es noetheriana y ar-
tiniana.
Demostracio´n:
Como los ideales sonK-espacios vectoriales y L1 ⊂ L2 ⇒ dim(L1) <
dim(L2) tenemos que las cadenas de ideales, sean estrictamente as-
cendentes o descendentes tienen una longitud ma´xima de dimKA,
luego son finitas.
Proposicio´n 1.15.– Si A es anillo artiniano entonces A es local
si y so´lo si 0 y 1 son los u´nicos idempotentes de A.
Demostracio´n:
⇒) Sea M el maximal de A y sea a = a2 entonces a− a2 = 0 ⇒
a(1− a) = 0 ∈M ⇒ a ∈M y 1− a /∈M o bien a /∈M y 1− a ∈M
ya que 1 /∈M . En el primer caso 1 - a es invertible y como a(1 - a)
= 0 tenemos a = 0. En el segundo caso, por el mismo razonamiento,
1 - a = 0 ⇒ a = 1.
⇐) Sea M un ideal maximal y a /∈ M . Entonces aA ⊇ a2A ⊇ ... ⊇
arA ⊇ ... es una cadena descendente de ideales, al ser A artiniano ∃
r tal que ar+1A = arA⇒ ∃λ ∈ A tal que ar+1λ = ar ⇒ ar(aλ−1) =
0 ∈ M ⇒ aλ − 1 ∈ M . Multiplicamos por
r−1∑
i=0
(aλ)i y por λr y nos
queda (aλ)r((aλ)r − 1) = 0 ⇒ (aλ)r es idempotente. Si (aλ)r = 0 ∈
M ⇒ (aλ) ∈M ⇒ 1 ∈M que es absurdo. As´ı que (aλ)r = 1⇒ a es
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invertible. Con lo cual M es el conjunto de elementos no invertibles
de A por lo que es el u´nico maximal y por tanto A es local.
Nota: So´lo ha sido necesario que A sea artiniano para probar la
segunda implicacio´n.
Teorema 1.16.– Toda K-a´lgebra finita es suma directa de K-a´lge-
bras finitas locales.
Demostracio´n:
Sea A K-a´lgebra con dimkA = n ∈ N. Si A no es local entonces
∃e ∈ A idempotente distinto de 0 y 1. Como (1−e)2 = 1−2e+e2 =
1 − e tenemos {e, 1− e} una familia de idempotentes ortogonales
de suma 1. Por la proposicio´n 1.8 A ' A1 x A2 con A1 y A2 no
nulos. As´ı que dimkA1 = m < n y dimkA2 = n−m < n. Iteramos el
proceso con cada a´lgebra hasta que sean locales o bajen a dimensio´n
1 (en ese caso el a´lgebra ser´ıa cuerpo y por tanto tambie´n local).
Vamos a ver que la descomposicio´n anterior es u´nica:
Proposicio´n 1.17.– Sea A una K-a´lgebra expresada como suma
directa de r K-a´lgebras locales (A1, ..., Ar) con ideales maximales
respectivos M1, ...,Mr, los ideales maximales de A son los pi
−1
i (Mi).
Rec´ıprocamente si A es una K-algebra finita y tiene r ideales maxi-
males P1..., Pr, se va a descomponer en suma de r K-a´lgebras locales.
Demostracio´n:
La primera afirmacio´n es una consecuencia inmediata de la con-
secuencia 1.7 y la segunda se sigue del teorema anterior, ya que A
se descompone en producto de K-a´lgebras locales A ' B1× ...×Bs.
Entonces por la primera parte de la proposicio´n, r = s y, ordenan-
do adecuadamente los factores, si Qi es el ideal maximal de Bi, es
Pi = pi
−1
i (Qi),∀i.
Proposicio´n 1.18.– Sea A una K-a´lgebra expresada como suma
directa de r K-a´lgebras locales (A1, ..., Ar) con ideales maximales
respectivos M1, ...,Mr, y sean Ni = pi
−1
i (Mi) los ideales maximales
de A entonces cada Ai es isomorfa al localizado de A respecto al ideal
maximal Ni. En consecuencia la descomposicio´n de 1.16 es u´nica.
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Demostracio´n:
Si x ∈ A, x /∈ Ni entonces pii(x) /∈ Mi luego es inversible en
Ai.Por tanto podemos definir la correspondencia:
ϕ : ANi −→ Ai, ϕ
(
x
y
)
= pii(x).pii(y)
−1
ϕ es aplicacio´n, porque:
x
y
=
z
t
⇔ ∃u /∈ Ni, u(xt−zy) = 0⇒ pii(u)(pii(x)pii(t)−pii(z)pii(y)) = 0
y como pii(u) ∈ Ai es inversible:
pii(x)pii(t)− pii(z)pii(y) = 0⇒ pii(x)pii(y)−1 = pii(z)pii(t)−1
ϕ es homomorfismo sobre por serlo pii y es inyectivo porque:
pii(x)pii(y)
−1 = pii(z)pii(t)−1 ⇒ pii(x)pii(t)−pii(z)pii(y) = 0⇒ ei(xt−yz) = 0
y como ei /∈ Ni es x/y = z/t.
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2. K-a´lgebras locales de dimensio´n
finita
En este cap´ıtulo vamos a dar un teorema de estructura de las
a´lgebras locales finitas. Con ese teorema, teniendo en cuenta el re-
sultado de la seccio´n anterior, podemos conocer todas las K-a´lgebras
finitas. Probaremos en primer lugar que el ideal maximal de una K-
a`lgebra local finita es nilpotente. Para ello usaremos el resultado
siguiente cuya demostracio´n esta´ por ejemplo en el texto de Atiyah
- Mc Donald.
Lema de Nakayama 2.1.– Sea J un A-mo´dulo con generacio´n
finita, y H un ideal de A contenido en el radical de Jacobson de A,
entonces
HJ = J ⇒ J = 0
Si A es un anillo local, su radical de Jacobson es su ideal maximal,
por tanto si I es un ideal finito generado de A y M es su ideal
maximal:
M · I = I ⇒ I = 0
Proposicio´n 2.2.– Si A es una K-a´lgebra local finita de ideal ma-
ximal M y de dimensio´n d como K-espacio vectorial existe un r ≤ d
tal que M r = 0.
Demostracio´n:
Como 1 /∈ M , la dimension de M como K- espacio vectorial es
menor o igual que d−1, entonces la cadena de subespacios vectoriales
de M :
M ⊇M2 ⊇ ... ⊇Mn ⊇ ...
no puede tener mas de d contenidos estrictos, luego teniendo en
cuenta que al ser los M j K-espacios de dimensio´n finita, son tambie´n
ideales finito generados de A: ∃r ≤ d, M r+1 = M.M r = M r ⇒
M r = 0
Definicio´n 2.3.– Llamamos polinomio mı´nimo de z ∈ V al poli-
nomio mo´nico de menor grado P(x) tal que P(z)=0.
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Proposicio´n 2.4.– Si A es una K - algebra local finita de ideal
maximal M , el polinomio mı´nimo de todo elemento α ∈M es de la
forma P (x) = xn, con n ≤ dimK(A).
Demostracio´n:
Por el teorema de divisio´n entera de polinomios el polinomio mı´ni-
mo de un elemento α divide a todos los polinomios de K[x] que se
anulan en α. Como α ∈ M y M r = 0, es αr = 0 y r ≤ d, luego se
sigue el resultado.
Ejemplo.- No es cierto que:
αr = 0, ∀α ∈M ⇒M r = 0
En efecto: Si K = Z/(2) y A = K[x, y]/(x2, y2), A es una K-a´lgebra
de dimensio´n 4, con base {1, x, y, xy}, una base del ideal maximal
M es {x, y, xy} y:
α ∈M ⇒ α = ax+ by + cxy ⇒ α2 = 0
sin embargo xy ∈M2 y en consecuencia M2 6= 0.
Ejemplo.- No es cierto que si A es una K-a´lgebra local de ideal
maximal M , sea A/M ' K, por ejemplo A = C[x]/(x2) es una
R-algebra local de dimensio´n 4, con base {1, i, x, ix}, pero su ideal
maximal M esta´ generado por {x, ix} y A/M ' C
Proposicio´n 2.5.– Si A es una K - algebra local finita de ideal
maximal M , el cuerpo A/M es una extensio´n finita de K. Es ob-
vio porque A/M es una K-a´lgebra, es un cuerpo (con las mismas
operaciones) y su dimensio´n como K- espacio es finita.
Observemos que al ser M un subespacio de A como K-espacio
vectorial:
dimK(A/M) = dimK(A)− dimK(M)⇒ A 'M
⊕
A/M
pero en principio es un isomorfismo (no cano´nico, depende de la elec-
cio´n de una base en M) de K espacios vectoriales y no de a´lgebras.
Ejemplo.- A = C[x]upslope(x2) es isomorfo a xA×C como C-espacios
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vectoriales con el isomorfismo:
ϕ : A −→ xA× C, ϕ(wx+ z) = (wx, z)
que no es isomorfismos de a´lgebras, ya que por ejemplo 1 · x = x
mientras ϕ(1) · ϕ(x) = (0, 1)(1, 0) = (0, 0) 6= ϕ(x).
Ejemplo.- El localizado de R[x] respecto del ideal primo gene-
rado por x2 + 1, A = R[x](x2+1), es una R-a´lgebra local pero no es
de dimensio´n finita como R-espacio vectorial ya que contiene a R[x].
Su ideal maximal es (x2 + 1)A y su cuerpo residual:
A/(x2 + 1)A ' R[x]/(x2 + 1) ' C
Sin embargo A no contiene ningu´n subcuerpo isomorfo a C, ya que
no contiene ningu´n elemento de cuadrado menos uno. En efecto:
p(x)
q(x)
∈ A, p(x)
q(x)
2
= −1⇒ p(x)2 + q(x)2 = 0 en R[x]
y comparando los te´rminos de mayor grado se comprueba que esta
igualdad es imposible
Vamos a probar ahora el resultado insinuado por los ejemplos,
esto es, que toda K algebra local, A, de dimensio´n finita, contiene
un subcuerpo isomorfo a su cuerpo residual. Para ello usaremos el
conocido:
Teorema del elemento primitivo 2.6.– Sea E extensio´n sepa-
rable finita del cuerpo K, entonces E = K(z) para algu´n z ∈ E.
Tambie´n introduciremos un concepto nuevo:
Definicio´n 2.7.– Sea B anillo local de ideal maximal MB y K =
BupslopeMB, B se llama henseliano si para todo polinomio mo´nico
G(x) = a0 + a1x+ ...+ x
s ∈ B[x]
y para todo H ∈ B/MB que es ra´ız simple de
Gˆ(x) = a0 +MB + (a1 +MB)x+ ...+ (1 +MB)x
s ∈ BupslopeMB[x]
∃h ∈ B con G(h) = 0 y H = h+MB.
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Proposicio´n 2.8.– Si A es una K-a´lgebra local finita entonces A
es henseliana.
Demostracio´n:
Construiremos h a partir de H por un proceso de recurrencia.
Sea
G(x) = a0 + a1x+ ...+ x
s ∈ A[x]
y sea
Gˆ(x) = a0 +MA + (a1 +MA)x+ ...+ (1 +MA)x
s ∈ AupslopeMA[x]
Sea H ∈ AupslopeMA una ra´ız simple de Gˆ, tomando un representante
arbitrario de H, podemos escribir H = h0 +MA y:
Gˆ(H) = 0⇒ G(h0) ∈MA
Como H es ra´ız simple, no es ra´ız del polinomio derivado. Es decir,
usando la notacio´n habitual para la derivada:
Gˆ′(H) 6= 0⇒ G(h0) /∈MA
As´ı que G′(h0) es inversible en el anillo local A, y podemos construir
h1 = h0 − G(h0)
G′(h0)
Claramente
h1 − h0 ∈MA ⇒ H = h1 +MA
Poniendo el polinomio G(x) en forma de Taylor, podemos escri-
bir:
G(x) = G(h0) +G
′(h0)(x− h0) + ...+ G
(s)(h0)
s!
(x− h0)s
, as´ı que
G(h1) = G(h0) +G
′(h0)(h1 − h0) + ...+ G
(s)(h0)
s!
(h1 − h0)s
Como G(h0) +G
′(h0)(h1 − h0) = 0 y :
h1 − h0 = −G(h0)
G′(h0)
∈MA ⇒ (h1 − h0)r ∈M ra ⊂M2A ∀r ≥ 2
G(h1) ∈M2A
Ahora G′(h1) /∈MA ya que sustituyendo en la derivada h1−h0 =
− G(h0)
G′(h0)
:
G′(h1) = G′(h0) +G′′(h0)(h1 − h0) + ...+ G
(s)(h0)
s− 1! (h1 − h0)
s−1
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con G′(h0) /∈MA y los dema´s sumandos s´ı.
As´ı que podemos definir h2 = h1− G(h1)G′(h1) y aplicar nuevamente el
proceso hasta construir hr con H = hr + MA y G(hr) ∈ M2rA = 0,
por ser nilpotente el ideal maximal de A.
Ejemplo.- A = R[x]upslope(x2 +1)2 es un a´lgebra finita local de ideal
maximal generado por (x2 + 1), con x = x + (x2 + 1)2. Su cuerpo
residual es L = Aupslope(x2 + 1)A ' R[x]upslope(x2 + 1) ' C. Veamos que A
contiene un subcuerpo isomorfo a C.
Para ello hay que probar que existe un z ∈ A con z2 = −1, A tiene
como base {1, x, x2, x3} , y buscar z por coeficientes indeterminados
es largo y tedioso. Pero en esta caso podemos emplear el algoritmo
de la proposicio´n porque la ecuacio´n y2 + 1 = 0 tiene en C ' A/MA
la ra´ız simple Z = x+ (x2 + 1)2, entonces:
z0 = x, z
2
0 + 1 ∈MA
z1 = z0 − z
2
0 + 1
2z0
= x− x
2 + 1
2x
, z21 + 1 ∈M2A = 0
Pero:
(x2 + 1)2 = 0⇒ x(−x3 − 2x) = 1
Luego:
z1 = x− (x
2 + 1)(−x3 − 2x)
2
=
x3 + 3x
2
Entonces la aplicacio´n
C −→ A, a+ ib 7→ a+ bz1
es el isomorfismo buscado
Teorema 2.9.– Si A es una K-a´lgebra local finita, tal que A/MA
es una extensio´n separable de K, existe una extensio´n finita L de K
tal que A es una L-a´lgebra, L ⊂ A y A = L + MA donde MA es el
ideal maximal de A y la suma es directa como suma de L -espacios
vectoriales.
Demostracio´n:
Como ya hemos visto L = AupslopeMA es un cuerpo extensio´n finita
de K, si w es un elemento primitivo de la extensio´n y G(x) ∈ K[x] es
su polinomio mı´nimo, A/MA ' K[x]/(G(x)), y adema´s la ecuacio´n
Gˆ(x) = G(x) = 0 tiene solucio´n simple en A/MA, y como A es
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henseliano, tiene solucio´n en A, sea esta solucio´n Z. Entonces la
aplicacio´n:
K[x] −→ A, F (x) 7→ F (Z)
es un homomorfismo de anillos con nu´cleo generado por G(x), luego
induce un homomorfismo inyectivo A/MA −→ A su imagen L es un
subcuerpo de A, extensio´n finita de K.
Obviamente L∩MA = {0} y dimK(L) +dimK(MA) = dimK(A),
y como L ⊂ A, MA es L-espacio vectorial. Por tanto se verifica el
teorema.
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3. K-a´lgebras de dimensiones 2 y
3
En este cap´ıtulo escribiremos todas lasK algebras de dimensiones
2 y 3 y clasificaremos las de dimensio´n dos. Previamente observemos
que de los resultados del cap´ıtulo anterior se sigue que:
Si A es una K-a´lgebra finita, por el teorema 1,16 A = A1 ⊕
...⊕ Ar con las Ai K- a´lgebras finitas locales.
Por el teorema 2,9 Ai = Li⊕mi con Li extensio´n algebraica de
K y Li ⊆ Ai,
Como mi es un Li espacio vectorial, si el grado de la extensio´n
Li/K es ri y la dimensio´n de mi es di, dimK(Ai) = ri(di + 1)
Los ideales mi son nilpotentes.
La u´nica K-a´lgebra de dimensio´n 1 es K
Con estos datos es fa´cil escribir las K-a´lgebras de baja dimensio´n
Clasificacio´n de las a´lgebras bidimensionales
Comencemos con ejemplos muy conocidos de a´lgebras bidimen-
sionales sobre R.
Definicio´n 3.1.– SeaM = {a+ bj : a, b ∈ R j2 = 1} ' R[x]upslope(x2−
1). Esta R-algebra recibe el nombre de algebra de los nu´meros para-
complejos.
Como x2 − 1 no es irreducible M no es un cuerpo, esto se pone
tambie´n de manifiesto por la presencia de divisores de cero.
Sean z, w ∈ A, entonces
zw = 0⇔ (a+ bj)(c+ dj) = ac+ bd+ j(bc+ ad) = 0⇔
⇔
{
ac+ bd = 0
bc+ ad = 0
}
⇔
{
ac = −bd
−bc = ad
}
⇔
{
ac2 = −bcd
−bcd = ad2
}
⇔
⇔ ac2 = ad2 ⇔ a(c2 − d2) = 0
Si a = 0 entonces b = 0 o´ c = 0 y d = 0; si a 6= 0 entonces
a(c2 − d2) = 0⇔ c2 = d2 ⇔ c = ±d
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As´ı que o c y d son nulos o se da una de estas condiciones:
c = d y a = −b
c = −d y a = b
En cualquier caso hemos probado que los divisores de cero son de la
forma a(1 + j) o c(1− j) con a, c ∈ R.
Es decir si representamos, tal como se hace con los complejos, los
elementos deM como puntos del plano real, de modo que a+bj se re-
presenta como el punto (a, b), los divisores de cero son los elementos
cuyos afijos esta´n situados sobre las rectas y + x = 0, y − x = 0.
Al igual que en los complejos, la aplicacio´n de conjugacio´n:
σ : M −→M, σ(a+ bj) = a− bj
es un automorfismo, y si llamamos norma de un elemento a :
||a+ bj|| = (a+ bj)(a− bj) = a2 − b2
Observamos que los divisores de cero son los elementos de norma
cero, y el plano queda dividido en las regiones de norma positiva y
negativa, limitadas por las dos rectas de divisores de cero.
Definicio´n 3.2.– Sea D = {a+ bk : a, b ∈ R k2 = 0} ' R[x]upslope(x2).
Esta R-a´lgebra recibe el nombre de a´lgebra de los nu´meros duales.
Observemos que en D, k juega el papel de un infinite´simo, de
cuadrado despreciable. En este caso D tampoco es un cuerpo.
Estudiaremos tambie´n sus divisores de cero:
Sean z, w ∈ A, entonces
zw = 0⇔ (a+ bk)(c+ dk) = ac+ k(bc+ da) = 0⇔
{
ac = 0
bc = −da
}
lo que equivale a que se cumpla al menos una de estas tres condi-
ciones:
a = 0 y c = 0
a = 0 y b = 0
d = 0 y c = 0
As´ı que los divisores de cero en este anillo son de la forma ak con
a ∈ R.Si hacemos la misma representacio´n del caso anterior sobre el
plano real, los divisores de cero son los elementos de D cuyos afijos
esta´n sobre el eje de ordenadas. En este caso podemos definir tam-
bie´n una norma que es positiva fuera del eje de los divisores de cero.
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Ejemplo.- Las R-a´lgebras de dimensio´n dos M,D y C no son
isomorfas, ya que C es un cuerpo y por tanto no tiene divisores de
cero a diferencia de M y D. Por otro lado k2 = 0 mientras que en
M solo el cero tiene cuadrado nulo. Observemos tambie´n, y no es
casual, que las cuadricas proyectivas reales irreducibles en el espacio
proyectivo de dimensio´n tres son la cuadrica de puntos, la cuadrica
de rectas y el cono real, el plano tangente a la cuadrica de puntos, la
corta en un u´nico punto, el plano tangente a la cuadrica hiperbo´lica
la corta en dos rectas y el plano tangente al cono en un punto regu-
lar lo corta en una recta
En general las K-a´lgebras bidimensionales o bien son suma de
dos a´lgebras locales de dimensio´n uno, o son ellas mismas a´lgebras
locales de dimensio´n dos .
En caso de que A no sea local se descompone como producto de
a´lgebras locales, pero como dimKA = 2 so´lo puede ser A = K ⊕K.
Si A es local sea MA su ideal maximal, entonces A ' L ×MA
como L-espacio vectorial, con L extensio´n de K. Entonces hay dos
opciones:
L/K es una extension de grado dos. Entonces A = L es un
cuerpo extensio´n de grado dos de K, y en consecuencia A '
K[x]upslope(f(x)) con f(x) polinomio irreducible en K[x]
L = K entonces dimK(MA) = 1. Sea x ∈ MA no nulo, como
M2A = 0 por la proposicio´n 2.2 tenemos x
2 = 0 y {1, x} es base
de A, as´ı que A ' K[x]upslope(x2)
Tal como hemos probado en el cap´ıtulo 1, si f(x) ∈ K[x] polinomio
de segundo grado tiene dos ra´ıces distintas: K ⊕K ' K[x]upslope(f(x))
por tanto las K-a´lgebras de dimensio´n dos son todas de la forma
K[x]upslope(f(x)) . Mas precisamente si para un polinomio de segundo
grado f(x) = x2 +ax+ b, llamamos df = a
2−4b a su discriminante.
Todas las algebras K[x]upslope(f(x)) con f(x) = (x − a)2, es decir
df = 0 son isomorfas a K[x]upslope(x2)
Todas las algebras K[x]upslope(f(x)) con f(x) = (x−r)(x−s), r 6=
s, es decir df ∈ K∗2 son isomorfas a K[x]upslope(x2 − 1)
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Las extensiones algebraicas de grado dos de K, K[x]upslope(f(x))
con df /∈ K2
Nos queda ahora clasificar las a´lgebras del tercer tipo:
Ejemplo.- Tomamos el cuerpo Q y sus extensiones Q(
√
2) '
Q[x]upslope(x2 − 2) y Q(i) ' Q[x]upslope(x2 + 1). Estos cuerpos no son iso-
morfos ya que Q(
√
2) ⊂ R no posee ninguna ra´ız cuadrada de −1.
Por tanto las extensiones del tercer tipo no son toda isomorfas
El criterio del discriminante es el que nos ayudara´ a clasificar las
a´lgebras del tercer tipo.
Proposicio´n 3.3.– Sea K un cuerpo y f(x) = x2+hx+m y g(x) =
x2 +px+q irreducibles en K[x] entonces los cuerpos K[x]upslope(f(x)) y
K[x]]upslope(g(x)) son isomorfos si y so´lo si se cumple
√
h2−4m
p2−4q ∈ K. O
equivalentemente, si y so´lo s´ı ∃λ ∈ K∗ con h2 − 4m = λ2(p2 − 4q).
Demostracio´n:
Las ra´ıces de f(x) son −h±
√
h2−4m
2
y por ser irreducible en K sabe-
mos que α =
√
h2 − 4m /∈ K y del mismo modo β = √p2 − 4q /∈ K.
Los isomorfismos de cuerpos son tambie´n isomorfismos de espa-
cios vectoriales, veamos lo que le hace falta a un isomorfismo de
espacios vectoriales para ser isomorfismo de cuerpos:
ϕ : K(α)→ K(β) cumple siempre que ϕ(1) = 1 y
ϕ(α) = a+ bβ
con b 6= 0 ya que si no ϕ(α− a) = 0 siendo α 6= a ∈ K.
La condicio´n necesaria y suficiente para que sea isomorfismo de cuer-
pos es que ϕ(α)2 = ϕ(α2).
Obviamente es necesaria. Y es suficiente porque
∀(c+ dα), (e+ rα) ∈ K(α)
ϕ((c+ dα)(e+ rα)) = ϕ(ce+ α(cr + de) + drα2) =
= ce+ ϕ(α)(cr + de) + drϕ(α2) = ce+ ϕ(α)(cr + de) + drϕ(α)2 =
= (c+ dϕ(α))(e+ rϕ(α)) = ϕ(c+ dα)ϕ(e+ rα)
cuando ϕ(α2) = ϕ(α)2.
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Ahora bien
ϕ(α2) = ϕ(h2 − 4m) = h2 − 4m
y
ϕ(α)2 = (a+ bβ)2 = a2 + b2β2 + 2abβ = a2 + b2(p2 − 4q) + 2abβ
as´ı que 2abβ = 0⇒ a = 0 y
a2 +b2(p2−4q) = h2−4m⇒
√
h2 − 4m
p2 − 4q = b ∈ K
∗ ⇔ h
2 − 4m
p2 − 4q = b
2
con
b ∈ K∗ ⇔ h2 − 4m = b2(p2 − 4q)
con b ∈ K∗.
Definimos en K la relacio´n de equivalencia a ∼ b ⇔ ∃λ ∈ K∗
con a = bλ2, hay tantas K-a´lgebras como clases de equivalencia en
Kupslope ∼. Puede verse que KxK es la clase del 1 y K[x]upslope(x2) es la
clase del 0 ya que la ra´ız cuadrada del discriminante de f(x) esta´ en
K∗ si y so´lo si f(x) tiene dos soluciones distintas a, b ∈ K y eso
equivale a que
A = K[x]upslope(x− a)⊕K[x]upslope(x− b) = K ⊕K
y el discriminante (y equivalentemente su ra´ız cuadrada) es nulo si
y so´lo si f(x) = (x− a)2 con a ∈ K. En este caso tenemos un u´nico
ideal maximal (x− a) y no es nulo, por lo que A ' K[x]upslope(x2).
Consecuencia 3.4.– Todas las R-a´lgebras de dimensio´n dos son
isomorfas a M,D o C. Adema´s M ' R⊕ R.
Demostracio´n:
Basta ver que C ' R[x]upslope(x2 + 1) es la u´nica extensio´n de grado
dos de R. Sea R[x]upslope(f(x)) con f(x) irreducible, sea m el discrimi-
nante de f(x), entonces m es negativo. Como m−4 es positivo su ra´ız
es real no nula. Adema´s R ⊕ R es una R-a´lgebra de dimensio´n dos
con divisores de cero y so´lo (0,0) cero tiene cuadrado nulo, por lo
que no es isomorfa a C ni a D. Tambie´n podemos construir directa-
mente el isomorfismo
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ϕ : M→ R⊕ R
1 7→ (1, 1)
j 7→ (1,−1)
Consecuencia 3.5.– Si K es algebraicamente cerrado, entonces
hay dos K-a´lgebras bidimensionales. En particular hay dos C-a´lge-
bras bidimensionales.
Demostracio´n:
Obviamente K[x]upslope(x2) y KxK son las u´nicas ya que no hay
polinomios irreducibles en K[x].
Clasificacio´n de las a´lgebras tridimensionales
En general las K-a´lgebras tridimensionales o bien son suma de
tres a´lgebras locales de dimensio´n uno, de una de dimensio´n uno y
otra de dimensio´n dos, o son ellas mismas a´lgebras locales de dimen-
sio´n tres.
En caso de que A se descomponga como producto de tres a´lge-
bras locales de dimensio´n uno, es A ' K ⊕K ⊕K
En caso en que A se descomponga como producto de dos a´lge-
bras locales de dimensiones uno y dos hay dos posibilidades:
• A ' K ⊕ L con L extension de grado dos de K
• A ' K ⊕K[x]upslope(x2)
Si A es local de dimensio´n tres debe ser una de dos posibilida-
des:
• L = K y dimK(MA) = 2
• A = L extensio´n de grado tres de K
En el u´nico caso por detallar L = K y dimK(MA) = 2 sabemos
que ∃r ≤ 3 con M r = 0, lo que nos permite dividir el caso en dos
nuevos casos:
El caso M2A = 0 implica que si tomamos una base de MA como
Kespacio vectorial {j, k} entonces j2 = k2 = jk = 0 as´ı que
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el a´lgebra es isomorfa a K[x, y]upslope(x, y)2 con el isomorfismo que
env´ıa 1, j, k a 1, x, y respectivamente
En el caso M3A = 0 con M
2
A 6= 0, tomamos una base {j, k} de
MA y si j
2 = 0 = k2 entonces jk 6= 0 pues en caso contrario
M2A = 0. Entonces (j + k)
2 = j2 + k2 + 2jk = 2jk 6= 0, as´ı que
∃h ∈MA, h2 6= 0.
Ahora veamos que {h, h2} son linealmente independientes, h2 =
dh ⇒ h3 = dh2 = d2h pero h3 ∈ M3 = 0 ⇒ d = 0 ⇒ h2 = 0
que sabemos que no ocurre. Por u´ltimo 1 es base de K as´ı que
{1, h, h2} es base de A con h3 = 0 as´ı que A ' K[x]upslope(x3).
Por tanto las K-a´lgebras de dimensio´n tres no son todas de la
forma K[x]upslope(f(x)) con f(x) polinomio de grado tres ya que son:
K[x, y]upslope(x, y)2
K[x]upslope(f(x)) donde f(x) ∈ K[x] es un polinomio de grado tres
y en este caso hay los tipos siguientes:
• f(x) tiene en K tres ra´ıces distintas
• f(x) tiene en K dos ra´ıces distintas una de ellas doble
• f(x) tiene en K una ra´ız triple
• f(x) tiene una ra´ız en k
• f(x) es irreducible.
Hemos buscado las a´lgebras tridimensionales, solo para compro-
bar que la fuerte relacio´n existente entre las cuadricas y las algebras
bidimensionales no se extiende a las de dimensio´n tres.
Cua´dricas sobre P1K
Proposicio´n 3.6.– Toda cua´drica [Q] no nula sobre P1K con forma
cuadra´tica asociada Q admite una matriz de la forma
(
1 0
0 c
)
.
Demostracio´n:
Como Q es sime´trica, si su matriz en una referencia es M , sa-
bemos que ∃P matriz 2 × 2 inversible con D = PMP t =
(
a 0
0 b
)
.
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Como la matriz M no es nula sabemos que a o b son distintos de
cero. Si a fuese nulo podr´ıamos realizar la siguiente transformacio´n(
0 1
1 0
)(
a 0
0 b
)(
0 1
1 0
)
=
(
b 0
0 a
)
con
(
0 1
1 0
)
=
(
0 1
1 0
)t
=
(
0 1
1 0
)−1
As´ı que podemos suponer sin pe´rdida de generalidad que a 6= 0 y
como la matriz de una cuadrica proyectiva se puede multiplicar por
cualquier nu´mero, se puede suponer a = 1 y se sigue el resultado.
Proposicio´n 3.7.– Dos cua´dricas [Q] y [J ] con matrices respecti-
vas A =
(
1 0
0 r
)
y B =
(
1 0
0 s
)
son proyectivamente equivalentes
si y so´lo si ∃λ ∈ K∗ con r = sλ2.
Demostracio´n:
Las cuadricas son proyectivamente equivalentes si existen un ρ ∈
K∗ y una matriz:
M =
(
a b
c d
)
, ρA = MBM t ⇔ ρM−1A = BM t
Si ∆ = det(M):
M−1 = (1/∆)
(
d −b
−c a
)
Y la igualdad anterior es:
(
ρ
∆
)
(
d −br
−c ar
)
=
(
a c
sb cd
)
Operando: se obtiene, llamando u = (ρ/∆):{
u2br = bs
u2ar = as
}
Y como es a 6= 0 o b 6= 0 r y s difieren en un cuadrado. El rec´ıproco
es trivial.
Por tanto los tipos de cuadricas en la recta proyectiva sobre el
cuerpo K esta´n en correspondencia con las K-a´lgebras de dimensio´n
dos.
Pero hay au´n algo mas.
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Teorema de descomposicio´n de Witt 3.8.– Si Q es una forma
cuadra´tica en un espacio vectorial V , el espacio cuadra´tico (V,Q) se
descompone en suma directa de planos hiperbo´licos y un subespacio
L tal que Q|L no tiene vectores iso´tropos.
Definicio´n 3.9.– Llamamos cua´dricas reales a aquellas que con-
tienen algu´n punto no singular (es decir, que no sea el ve´rtice).
Si tomamos una cua´drica real [Q] en P3K sabemos por el teorema
de Witt que existe al menos un plano hiperbo´lico para Q, es decir
se da una de las siguientes posibilidades:
K4 = H1 ⊥ H2
K4 = H1 ⊥ L y Q|L = 0
K4 = H1 ⊥ L y Q|L no tiene vectores iso´tropos
Por otra parte el teorema de simplificacio´n de Witt establece que
dos cuadricas reales en P3K son proyectivamente equivalentes si lo son
las cuadricas P1K resultantes de suprimirles un plano hiperbo´lico. Es
decir de nuevo hay tantas cuadricas irreducibles (que no contienen
planos) en P3K como K-a´lgebras de dimensio´n dos.
Es claro tambie´n que por cuestio´n de numero es imposible obte-
ner un resultado similar para las a´lgebras tridimensionales
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4. Rectas proyectivas sobre K-a´lge-
bras finitas
El elemento unificador que justifica los resultados anteriores es la
recta proyectiva sobre una K- a´lgebra finita.
Sea A una K-a´lgebra de dimensio´n finita, en todo lo que sigue de-
signaremos con V al A-mo´dulo libre de rango 2, A2, a los elementos
de V los representaremos como:
a = (a1, a2)
y consideraremos en V el producto exterior:
a ∧ b = (a1, a2) ∧ (b1, b2) = a1b2 − a2b1 =
∣∣∣∣a1 b1a2 b2
∣∣∣∣
Obviamente el producto exterior es bilineal y alternado, es decir
∀a, b, c ∈ V :
a ∧ b = −b ∧ a
a ∧ a = 0
a ∧ (b + c) = a ∧ b + a ∧ c
(a + (b) ∧ c) = a ∧ c + b ∧ c
Proposicio´n 4.1.– Todos los elementos de una K-a´lgebra de di-
mensio´n finita A son o bien inversibles o bien divisores de cero (en-
tendemos que el cero es un divisor de cero)
Demostracio´n:
Si A es local de ideal maximal MA y a ∈ A, o bien a /∈ MA y es
inversible, o bien a ∈MA y como MA es nilpotente, a es nilpotente.
Si A no es local, A es producto directo de K -a´lgebras locales finitas,
A = A1 × ...× Ar. Entonces si (a1, ..., ar) ∈ A hay dos opciones:
O bien todas las ai son inversibles y
(a1, ..., ar).(a
−1
1 , ..., a
−1
r ) = (1, ..., 1)
luego (a1, ..., ar) es inversible
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O bien existe un i con ai nilpotente, es decir para un s >
1, asi = 0, a
s−1
i 6= 0, entonces:
(a1, ..., ai, ..., ar)(0, ..., a
s−1
i , ..., 0) = (0, ..., 0), (0, ..., a
s−1
i , ..., 0) 6= (0, ..., 0)
y (a1, ..., ar) es divisor de cero.
Proposicio´n 4.2.–
Si a, b ∈ V :
1. a ∧ b es inversible si y solo si {a,b} es una base de V
2. a∧b es divisor de cero si y solo si existen λ, µ ∈ A con (λ, µ) 6=
(0, 0) tales que:
λa + µb = 0
Demostracio´n:
Si a ∧ b = ∆ es inversible:(
1 0
0 1
)
=
1
∆
(
b2 −b1
−a2 a1
)(
a1 b1
a2 b2
)
Luego: {
(1, 0) = b2
∆
a − b1
∆
b
(0, 1) = −a2
∆
a +a1
∆
b
}
Para la segunda afirmacio´n, si λa + µb = 0 y suponemos λ 6= 0
multiplicando por b es λa ∧ b = 0, luego a ∧ b es divisor de cero.
Rec´ıprocamente, si suponemos en primer lugar que a = 0 o b = 0
el resultado es trivial. Si ambos vectores son distintos de cero y
a ∧ b = a1b2 − a2b1 = 0
entonces: {
b2a − a2b = 0
b1a − a1b = 0
}
y alguna de las igualdades tiene un coeficiente distinto de cero.
Si a ∧ b = t divisor de cero existe s con st = 0 entonces:
(sa) ∧ b = st = 0
y estamos en el caso anterior.
Consecuencia 4.3.– Si A es una K-a´lgebra de dimensio´n finita
y B = {a, b} ⊂ V o bien B es una base de V , o bien {a, b} son
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linealmente dependientes. Es decir dos vectores independientes son
una base.
Demostracio´n:
Obvio porque al ser A una K-a´lgebra de dimensio´n finita a ∧ b
es inversible o divisor de cero, en el primer caso {a, b} es una base
y en el segundo son dependientes.
Ejemplo.- La condicio´n de K-a´lgebra finita es imprescindible,
por ejemplo: Si A = K[x], A es una K-a´lgebra, pero no de dimen-
sio´n finita, y por {(x, 0), (0, x)} no son ni linealmente dependientes
ni forman una base de K[x]2
Definicio´n 4.4.– Una base de V ,{a, b} se llama pura si a∧b = 1,
un elemento a ∈ V se llama complementable si forma parte de una
base de V
Proposicio´n 4.5.– Si a ∈ V son equivalentes:
1. a es complementable
2. Existe b ∈ V con a ∧ b inversible
3. Existe b ∈ V con a ∧ b = 1
Demostracio´n:
Trivial
Proposicio´n 4.6.– Si a,b, c son elementos de V
(a ∧ b)c + (c ∧ a)b + (b ∧ c)a = 0
Demostracio´n:
Por ca´lculo directo:
(a ∧ b)c + (c ∧ a)b + (b ∧ c)a =
= (a1b2−a2b1)(c1, c2)+(c1a2−c2a1)(b1, b2)+(b1c2−b2c1)(a1, a2) = (0, 0)
Consecuencia 4.7.– Si {a, b} es una base pura de V :
∀c ∈ V, c = (c ∧ b)a + (a ∧ c)b
28
Demostracio´n:
Como a ∧ b = 1 sustituyendo en la fo´rmula anterior:
c + (c ∧ a)b + (b ∧ c)a = 0⇒ c = −(c ∧ a)b− (b ∧ c)a⇒
⇒ c = (c ∧ b)a + (a ∧ c)b
Consecuencia 4.8.– Si c ∈ V es complementable y a ∈ V :
1. c ∧ a = 0⇔ a = λc, λ ∈ A
2. Si a es tambie´n complementable : c∧ a = 0⇔ a = λc y λ ∈ A
es inversible
3. c ∧ a es un divisor de cero si y solo si µa = λc, λ, µ ∈ A, µ
divisor de cero
Demostracio´n:
1. Si c ∈ V es complementable lo extendemos a una base pura
{c,d} de V , y por la proposicio´n anterior:
a = (a ∧ d)c + (c ∧ a)d = (a ∧ d)c
El rec´ıproco es trivial
2. Aplicando 1 dos veces:
a = λc, c = µa
y como ambos son complementables λµ = 1
3. Si c ∧ a = t divisor de cero existe s con st = 0 entonces:
c ∧ (sa) = st = 0
y por 1, sa = µc, el rec´ıproco es trivial
Consecuencia 4.9.– c ∈ V es no complementable si y solo si
∀a ∈ V, c∧a es un divisor de cero, en particular si c = (c1, c2) ∈ V
es no complementable, c1 y c2 son divisores de cero.
Demostracio´n:
Basta observar que : c1 = c ∧ (0, 1), c2 = (1, 0) ∧ c
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Ejemplo.- El rec´ıproco de la afirmacio´n anterior no es cierto. Si
A = R[x]/(x2−1), (x+1, x−1) tiene las dos componentes divisores
de cero pero {(x+ 1, x− 1), (1, 1)} es una base de A2.
Sin embargo si A es un a´lgebra local finita como los divisores de
cero forman el ideal maximal de A, si c1 y c2 son divisores de cero,
esta´n en el maximal MA, luego:
∀a ∈ V, c ∧ a = a2c1 − a1c2 ∈MA
y es divisor de cero. Por tanto si si A es un a´lgebra local finita,
c = (c1, c2) ∈ V es no complementable si y solo si c1 y c2 son
divisores de cero
Proposicio´n 4.10.– La relacio´n definida en V por:
∀a,b ∈ V, a ∼ b⇔ ∃λ ∈ A inversible a = λb
es una relacio´n de igualdad.
Demostracio´n:
Propiedad reflexiva: a = 1a⇒ a ∼ a.
Propiedad sime´trica: a ∼ b ⇒ a = λb y λ inversible. Luego b =
λ−1a y λ−1 inversible, luego b ∼ a
Propiedad transitiva{
a ∼ b ⇒ a = λb
b ∼ c ⇒ b = µc
}
⇒ a = λµc
y como λ, µ son inversibles, λµ lo es tambie´n.
Si ahora consideramos el conjunto V/ ∼, hay una clase con solo
un elemento, la {(0, 0)} y si a es complementable, su clase esta´ com-
puesta por elementos complementables y si es no complementable,
los elementos de su clase tampoco lo son. Podemos suprimir las cla-
se de elementos no complementables, como se hace en los textos
de proyectiva sobre anillos, pero como nuestros anillos son muy se-
mejantes a cuerpos, nos limitaremos a suprimir la clase del cero, y
consideraremos dos tipos de puntos distintos.
Definicio´n 4.11.– Llamaremos recta proyectiva asociada a la K-
a´lgebra de dimensio´n finita A a
P1A = P(V ) =
V \ {(0, 0)}
∼
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Y llamaremos punto a cada clase de dicho conjunto, es decir los
puntos son los conjuntos:
[a] = {λa | λ ∈ A inversible}
Si a es complementable diremos que el punto es regular y si no lo es
que es singular.
Ejemplo.- Si [a] y [b] son puntos regulares
[a] = [b]⇔ [a ∧ b] = 0
Pero eso no sucede si uno de los dos son singulares, ya que si uno
es regular y el otro singular no pueden ser iguales y si ambos son
singulares el ejemplo siguiente prueba que la afirmacio´n no es cierta:
Sea A = R[x, y]/(x2, y2) entonces [(x, y)] 6= [(y, x)] y
(x, y) ∧ (y, x) = x2 − y2 = 0
Tambie´n puede ser que siendo [a] y [b] puntos regulares
[a] 6= [b] y [a ∧ b] divisor de cero
por ejemplo si A = K[x]/(x2), [(x, 1)] 6= [(x, 2)] pero (x, 1)∧(x, 2) =
x que es divisor de cero.
Ahora daremos una definicio´n de sistema de referencias en estas
rectas proyectivas para poder manejar los elementos con coordena-
das.
Definicio´n 4.12.– Sean [a] = [a0, a1], [b] = [b0, b1] ∈ P1A dos puntos
regulares, diremos que son un par de puntos independientes si∣∣∣∣a0 a1b0 b1
∣∣∣∣ = a ∧ b
es un elemento inversible de A. Y diremos que son dependientes en
caso contrario
La definicio´n anterior es independiente del representante elegido,
ya que el cambio de representante supone solamente el producto por
un elemento inversible. Adema´s los puntos [a], [b] son independien-
tes si y solo si dos cualesquiera de sus representantes lo son y son
dependientes si lo son dos cualesquiera de sus representantes:
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Proposicio´n 4.13.–
Dados tres puntos [a], [b], [c] ∈ P1A son equivalentes:
1. Son dos a dos independientes.
2. Existe B = {u,v} ⊂ V tal que:
a) B es una base de V
b) [a] = [u], [b] = [v]
c) [c] = [u + v]
Demostracio´n:
(1)⇒ (2) Como [a], [b] son independientes {a,b} es base de V ,
si ∆ = a∧b y a′ = (1/∆)a, {a′,b} es una base pura de V , entonces:
c = (c ∧ b)a′ + (a′ ∧ c)b
y como todos los vectores son complementables c ∧ b y a′ ∧ c son
inversibles, llamando:
u = (c ∧ b)a′, v = (a′ ∧ c)b
se sigue el resultado.
(2)⇒ (1) Como [a] = [u], [b] = [v] y {u,v} es una base [a], [b]
son independientes. Como [c] = [u + v] es c = λu + λv con λ
inversible, luego u ∧ c = λu ∧ v y v ∧ c = −λu ∧ v son inversibles
y por tanto se cumple (1)
Definicio´n 4.14.– Diremos que tres puntos [a], [b], [c] ∈ P1A forman
una referencia si cumplen una de las condiciones equivalentes de la
proposicio´n anterior.
La base B = {u,v} de dicha proposicio´n se llama base normalizada
asociada a la referencia, y dado un punto [d] el conjunto de matrices:
[d0, d1] = {d0u + d1v ∈ [d]}
se llaman coordenadas de d en la referencia {[a], [b]; [c]}
Proposicio´n 4.15.– Dada una referencia {[a], [b]; [c]} de P1A:
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1. Si B1 = {u0,u1} y B2 = {v0,v1} son bases normalizadas aso-
ciadas a ella:
∃λ ∈ A inversible, u0 = λv0, u1 = λv1
2. Las coordenadas de un punto en la referencia no dependen de
la base normalizada que se use para construirlas.
Demostracio´n:
Por hipo´tesis: [u0] = [v0] ⇒ u0 = αv0[u1] = [v1] ⇒ u1 = βv1[u0 + u1] = [v0 + v1] ⇒ u0 + u1 = λ(v0 + v1)

Luego:
αv0 + βv1 = λ(v0 + v1)⇒ (λ− α)v0 + (λ− β)v1 = 0
Como {v0,v1} es base λ = α, λ = β y se sigue el resultado.
La segunda afirmacio´n es consecuencia trivial de la primera.
Definicio´n 4.16.– Dados cuatro puntos [a1], [a2], [a3], [a4] ∈ P1A
llamamos razo´n doble de los cuatro puntos a la familia de matrices:
[[a1], [a2], [a3], [a4]] = {((u1 ∧ u3)(u2 ∧ u4), (u1 ∧ u4)(u2 ∧ u3))}
donde los ui var´ıan de todos los modos posibles con [ai] = [ui], ∀i, 1 ≤
i ≤ 4
Proposicio´n 4.17.– Si R = {[a1], [a2], [a3]} es una referencia en
P1A, para todo punto [a4] ∈ P1A, [a1], [a2], [a3], [a4] coincide con las
coordenadas de [a4] en R
Demostracio´n:
Elegimos como representantes de [a1], [a2], [a3], u1,u2,u1 + u2,
siendo {u1,u2} una base normalizada asociada a la referencia {[a1], [a2], [a3]},
entonces:
((u1 ∧ u2)(u2 ∧ a4), (u1 ∧ a4)(u2 ∧ u1)) =
= (u2 ∧ u1)(a4 ∧ u2,u1 ∧ a4)
Como el segundo miembro es el vector de coordenadas de a4 en
la base normalizada multiplicado por el inversible −(u1 ∧ u2)2, y
33
tanto las coordenadas de un punto como la razo´n doble se obtienen
multiplicando un representante por todos los elementos inversibles
del anillo se sigue el resultado.
Proyectividades en P1A y razo´n doble
SeaM una matriz 2x2 de elementos deA,M define una aplicacio´n
lineal:
ψM : V −→ V, ψM(x0, x1) = (y0, y1)⇔
(
x0
x1
)
=
(
y0
y1
)
M
La aplicacio´n ψM es un isomorfismo si y solo si M es inversible.
Proposicio´n 4.18.– ψM(a) ∧ ψM(b) = det(M)(a ∧ b)
Demostracio´n:
Por definicion:
ψM(a) ∧ ψM(b) = det
((
a0 b0
a1 b1
)
M
)
= det(M)(a ∧ b)
Cuando M es inversible, el isomorfismo ψM induce una corres-
pondencia:
[ψM ] : P1A −→ P1A, [ψM ]([a]) = [ψM(a)]
A esa correspondencia le llamaremos proyectividad asociada a
M .
Proposicio´n 4.19.– La correspondencia ψM es una aplicacio´n bi-
un´ıvoca, conserva la dependencia lineal, transforma referencias en
referencias, y dos matrices inversibles definen la misma correspon-
dencia si y solo si difieren en el producto por un elemento inversible.
Demostracio´n:
[ψM ] es aplicacio´n porque ψM es lineal, es biun´ıvoca porque [ψM−1 ]
es su inversa. Por ser ψM isomorfismo transforma puntos dependien-
tes en dependientes y puntos independientes en independientes y en
consecuencia transforma referencias en referencias.
Por u´ltimo si {a,b} es una base de V y M y N son matrices
inversibles 2 × 2, con M = λN , siendo λ un elemento inversible de
A. Entonces ∀[x] ∈ P1A:
M = λN ⇒ ψM(x) = λψN(x)⇒ [ψM ][x] = [ψN ][x]⇒ [ψM ] = [ψN ]
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Rec´ıprocamente, si [ψM ] = [ψN ] entonces:
 [ψM ]([a]) = [ψN ]([a]) ⇒ ψM(a) = αψN(a)[ψM ]([b]) = [ψN ]([b]) ⇒ ψM(b) = βψN(b)[ψM ]([a + b]) = [ψN ]([a + b]) ⇒ ψM(a + b) = λψN(a + b)

Y el mismo razonamiento de mas arriba termina la prueba
Proposicio´n 4.20.– Dadas dos referencias R = {[a1], [a2]; [a3]},
S = {[b1], [b2]; [b3]} existe una u´nica proyectividad [ϕ] tal que:
[ϕ][ai] = [ϕ][bi], i = 1, 2, 3
Demostracio´n:
Si tomamos bases normalizadas asociadas a las referencias {u1,u2},
{v1,v2} existe un automorfismo de V ϕ tal que ϕ(u1) = v1, ϕ(u2) =
v2. Entonces [ϕ] cumple los requisitos de la proposicio´n. La unicidad
es consecuencia del mismo razonamiento de la proposicio´n anterior.
Proposicio´n 4.21.– Las proyectividades conservan la razo´n doble.
Demostracio´n:
En efecto. Para cuatro puntos [a1], [a2], [a3], [a4] ∈ P1A
(ψM(a1)∧ψM(a3))(ψM(a2)∧ψM(a4)), (ψM(a1)∧ψM(a4))(ψM(a2)∧ψM(a3)) =
= det(M)2((a1 ∧ a3)(a2 ∧ a4), (a1 ∧ a4)(a2 ∧ a3))
Como dos de sus representantes difieren en producto por un elemen-
to inversible, ambas razones dobles son iguales.
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5. Proyeccio´n estereogra´fica
Recordemos la proyeccio´n estereogra´fica en la esfera:
Definicio´n 5.1.– Sea S2 la esfera de centro (0, 0, 0) y radio 1,
llamamos proyeccio´n estereogra´fica al homeomorfismo
pi : R2 → S2\{(0, 0, 1)}, pi(x, y) =
(
2x
x2 + y2 + 1
,
2y
x2 + y2 + 1
,
x2 + y2 − 1
x2 + y2 + 1
)
Como podemos identificar
C ≡ R2, z = x+ iy ≡ (x, y)
y entonces:
2x = z + z, 2y = i(z − z), x2 + y2 = zz
La proyeccio´n estereogra´fica en versio´n compleja se escribe:
pi : (C)→ S2 \ {(0, 0, 1)}, pi(z) =
(
z + z
zz + 1
,
z − z
i(zz + 1)
,
zz − 1
zz + 1
)
Podemos pasar al proyectivo identificando el punto complejo [u, v] ∈
P1C con el complejo z = u/v, de este modo la correspondencia se ex-
tiende al infinito y se transforma en una aplicacio´n:
pi : P1C −→ P3R, pi([u, v]) = [uv+uv, (1/i)(uv−uv), uu− vv, uu+ vv]
cuya imagen es la cuadrica de puntos.
La proyeccio´n estereogra´fica entendida de esta forma se genera-
liza a las K -a´lgebras de dimensio´n dos, en este caso, para cada
K-a´lgebra A ' K[x]/(f(x)) de dimensio´n dos hay solo dos K- au-
tomorfismos de A, la identidad y el automorfismo que permuta las
dos ra´ıces de f(x).
Si f(x) = x2 +ax+b, la transformacio´n x = y−(a/2) permite su-
poner que f(x) = x2 +c y que en consecuencia A ' K(β), β2 = −c,
entonces los K automorfismos de A son: la identidad y el automor-
fismo:
σ : A −→ A, σ(a+ bβ) = a− bβ
Podemos definir la proyeccio´n estereogra´fica como:
pi : P1A −→ P3K , pi([u, v]) = [uσv+σuv, (1/β)(uσv−σuv), uσu−σvv, uσu+σvv]
Obviamente pi es aplicacio´n, y su imagen es la cuadrica de P3K de
ecuacio´n
z20 + cz
2
1 + z
2
2 − z23 = 0
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Es decir tenemos una aplicacio´n que de modo natural hace corres-
ponder las K-a´lgebras de dimensio´n dos a las cuadricas reales irre-
ducibles de P3K de modo que algebras isomorfas corresponden a cua-
dricas proyectivamente equivalentes.
Observemos adema´s que si A es un cuerpo es decir si −c /∈ K2
la cuadrica imagen de la proyeccio´n estereogra´fica es una cuadrica
de puntos y la proyeccio´n estereogra´fica es biun´ıvoca entre P1A y la
cuadrica. En los dos casos en que A no es un cuerpo es decir si c = 0
o c = −1, la imagen de la proyeccio´n es respectivamente, el cono real
y la cuadrica hiperbo´lica. En estos casos la proyeccio´n estereogra´fica
no es inyectiva.
En el caso c = −1, todos los puntos [u, v] = [a(1 + β), b(1 + β)] y
los [u, v] = [a(1− β), b(1− β)] es decir los puntos singulares de P1A,
verifican que:
uσ(v) = vσ(u) = uσ(u) = vσ(v) = 0
Por tanto todos se aplican en el punto [0, 0,−1, 1] y rec´ıprocamente,
todos los puntos en los que el plano tangente por [0, 0,−1, 1] a la
cuadrica imagen corta a la cuadrica,se aplican en el punto [1, 0].
Un resultado similar se produce en el cono.
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