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The effect of a network of fixed rigid fibers on fluid flow is investigated by means of three-
dimensional direct numerical simulations using an immersed boundary method for the fluid-structure
coupling. Different flows are considered (i.e., cellular, parallel and homogeneous isotropic turbulent
flow) in order to identify the modification of the classic energy budget occurring within canopies
or fibrous media, as well as particle-laden flows. First, we investigate the stabilizing effect of the
network on the Arnold-Beltrami-Childress (ABC) cellular flow, showing that, the steady configura-
tion obtained for a sufficiently large fiber concentration mimics the single-phase stable solution at
a lower Reynolds number. Focusing on the large-scale dynamics, the effect of the drag exerted by
the network on the flow can be effectively modelled by means of a Darcy’s friction term. For the
latter, we propose a phenomenological expression that is corroborated when extending our analysis
to the Kolmogorov parallel flow and homogeneous isotropic turbulence. Furthermore, we exam-
ine the overall energy distribution across the various scales of motion, highlighting the presence of
small-scale activity with a peak in the energy spectra occurring at the wavenumber corresponding
to the network spacing.
I. INTRODUCTION
Scale separation is one of the most successful concepts exploited in a wide range of physical domains to derive
large-scale dynamical descriptions where the small-scale dynamics only appear via effective parameters. The best
known examples come from the solid state physics and kinetic theory. In the first field, the scale separation between
the time scale associated to the motion of atomic nuclei and that of the electrons in a molecule allows one to treat
them separately. As a result, the ion-ion interaction can be described by effective potentials on account of the motion
of electrons. This is the essence of the well-known Born-Oppenheimer approximation.
In the gas kinetic theory, when the scales of interest are much larger than the mean free path (i.e., when the so-called
Knudsen number is small), hydrodynamic equations can be derived where only macroscopic scales are involved, with
the smallest involved only via effective parameters.
Scale separation also constitutes the foundation for the emergence of effective parameters in the infra-red limit of
fluid turbulence and turbulent transport: eddy-viscosity [1–3] and eddy-diffusivity [4–9] are well-known examples of
effective parameters accounting for the non resolved small-scale dynamics.
Our aim here is to investigate how turbulence is modified when interacting with a network of slender rigid fibers
of length within the turbulence inertial range. Such a system can be seen as a rough model for quantitatively
assessing how turbulence is modified by interacting with a canopy. This multiscale problem will be tackled by
high-resolution DNS complemented by a state-of-the-art immersed boundary method (IBM) to fully resolve the
fluid-structure interaction problem. Thanks to the full resolution of the whole coupled system, both the small-scale
dynamics and the effective large-scale dynamics will be investigated. The latter will clearly emerge in the form of an
effective Darcy equation when the flow field is observed on scales much larger than the typical correlation length of
the solid network.
One of the motivations of our study comes from boundary-layer meteorology where the interaction of wind with
plant or urban canopies is known to cause modifications in the momentum and heat fluxes and velocity profiles [10].
Such features can influence the transport and mixing properties within the canopy, consequently altering ecological
mechanisms such as carbon dioxide exchange [11]. Indeed, a relevant number of studies have been devoted to un-
derstand the underlying mechanisms by means of laboratory or in-situ measurements [12–15], as well as numerical
simulations [16–18]. Detailed reviews on how turbulence is modified in plant canopies can be found in Refs. [11, 19, 20].
Finnigan [19] highlighted, in particular, how the classical turbulent scenario, well explained by Kolmogorov theory [5],
can be substantially modified in the case of canopy flow. This is caused by the presence of canopy elements (e.g. twigs
2FIG. 1. Left: homogeneous isotropic turbulent flow (the colormap showing one velocity component). Right: network of
N = 63 fibers of length c/L = (2pi)−1 placed in the same triperiodic fluid domain.
and leaves) exerting both viscous and pressure drag. According to Finnigan [19], the former has an overall dissipative
effect, while the latter is responsible for generating wakes behind canopy elements, so that part of the large-scale
kinetic energy is converted into smaller-scale kinetic energy (i.e., at higher wavenumbers). Such energy transfer was
thus labeled as the ‘spectral shortcut’ mechanism, which is believed to explain why the classical inertial subrange
scaling E(k) ∼ k−5/3 does not hold within canopies [10].
Such explanation, however, has been so far rather empirical and qualitative, lacking of a thorough analysis in a
more quantitative framework. To gain a deeper comprehension, in the present work, the problem will be tackled
in a more fundamental way, focusing on a relatively simple yet representative model: the fluid-solid interaction
between a network of rigid fibers and several three-dimensional flows, i.e. (i) ABC cellular flow, (ii) Kolmogorov
parallel flow, (iii) homogeneous isotropic turbulence. Our three models aim to be an idealized but sufficiently general
representation of both laminar flows with open and closed streamlines and a fully developed turbulent flow. In
particular, the choice of the cellular and parallel flows will enable us to explore how the presence of fibers alters
the stability properties compared to the single-phase case (i.e., without fibers), which has been already extensively
investigated [21, 22]. The insights obtained in these two configurations will then be confirmed in the framework
of homogeneous isotropic turbulence. Additionally, we highlight that this kind of study has relevance also for the
understanding of the interaction between fluid flows and dispersed fiber-like objects with large inertia, a topic of
interest for many environmental/biological and industrial problems, such as aerosol deposition in the production of
composite materials [23].
The rest of the paper is structured as follows: Sec. II introduces the physical model and governing equations, along
with describing how these are solved numerically; Sec. III presents the results of our analysis and the main conclusions
are drawn in Sec. IV.
II. PHYSICAL MODEL AND GOVERNING EQUATIONS
We consider a cubic domain with side L and periodic boundary conditions, with an ensemble of approximately
one-dimensional fibers immersed within, as shown in Fig. 1. Each fiber composing the network has a length c and
diameter d such that the aspect ratio c/d≫ 1. An integer number of fibers is placed along each direction with their
centroids evenly spaced (one case of randomly spaced fibers will also be considered), while the orientation is always
uniformly random distributed. The fiber concentration can be characterized by the number density n = N/V , where
N is the number of fibers and V = L3 is the total volume of the fluid domain.
The fluid motion is governed by the incompressible Navier-Stokes equations
∂tu+ u · ∂u = −∂p/ρ0 + ν∂2u+ f , (1)
∂ · u = 0, (2)
where u = (u, v, w) is the fluid velocity, p the pressure, ρ0 and ν the density and kinematic viscosity of the fluid and f
is the external volume forcing. The latter consists of two contributions, i.e. f = fFOR + fFIB: (i) fFOR is a body force
3TABLE I. List of the cases for ABC cellular flows with a network of evenly spaced N fibers of length c. D here is the value
measured from the decay of the energy spectrum.
N c/L n D (measured) Reeff State
0 – 0 – 130 chaotic
33 (2pi)−1 0.11 – 53.9 chaotic
43 (2pi)−1 0.26 – 29.9 chaotic
53 (2pi)−1 0.50 – 17.2 pseudoperiodic
63 (2pi)−1 0.87 0.11 10.5 stable
73 (2pi)−1 1.38 0.16 6.8 stable
83 (2pi)−1 2.06 0.19 4.6 stable
63 (4pi)−1 0.87 – 16.0 pseudoperiodic
73 (4pi)−1 1.38 0.10 10.6 stable
83 (4pi)−1 2.06 0.14 7.3 stable
103 (4pi)−1 4.03 0.23 3.8 stable
used to generate and sustain the desired flow, while (ii) fFIB is the fluid-structure coupling term used to account for
the presence of the fibers by an immersed boundary method (IBM).
Specifically, we employ the same numerical procedure already used for moving and deforming filaments in laminar
or turbulent flows in Refs. [24–27], to which the reader is referred to for further information. The implementation relies
on a finite difference, fractional step method on a staggered grid with fully explicit second-order central-differencing
scheme in space and third-order Runge-Kutta scheme in time. Additionally, the Poisson equation enforcing the
incompressibility constraint is solved using the Fast Fourier Transform.
The fluid-structure coupling force fFIB is computed following the method by Huang et al. [28] and later modified
by Banaei et al. [26]. In particular, the Lagrangian force is first evaluated at each material point belonging to the
fibers to enforce the no-slip condition U(X(s, t), t) = X˙ = 0 as
F(s, t) = κ (X˙−U), (3)
where κ is a large negative constant [28] and
U(X(s, t), t) =
∫
u(x, t)δ(x −X(s, t)) dx (4)
is the interpolated fluid velocity at the position X = X(s, t) of the material point belonging to the fiber, as a function
of the curvilinear coordinate s and time t. A spreading is thus performed over the surrounding Eulerian points,
yielding the volumetric forcing acting on the flow
fFIB(x, t) =
∫
F(s, t)δ(x −X(s, t)) ds. (5)
Both the interpolation and spreading feature the Dirac operator, which is discretised by a regularized δ; here, we
employ the function proposed by Roma et al. [29].
In our simulations, we choose a domain size L = 2π and discretize into a Cartesian grid using 64 points per side,
with periodic boundary conditions applied in all directions. The fiber elements are discretized into (NL− 1) segments
with spatial resolution ∆s = c/(NL− 1), NL being the number of Lagrangian points. Here we use NL = 11 points, so
that the Lagrangian spacing ∆s is approximately equal to the Eulerian grid size ∆x. We verified that the variation
of the results is negligible when doubling both the Eulerian and Lagrangian resolutions. As for the timestep, we use
∆t = 5× 10−5, after assessing convergence.
The described procedure has been implemented and extensively validated in both laminar and turbulent flow
conditions: for more information the reader is referred to Rosti et al. [24, 25], Banaei et al. [26], Rosti and Brandt
[30].
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FIG. 2. Time history of the mean fluid kinetic energy for different fiber concentrations in cellular ABC flow at Re = 130.
III. RESULTS
A. ABC cellular flow
To start, we consider the so-called Arnold-Beltrami-Childress (ABC) flow [31]:
u = A sin z + C cos y
v = B sinx+A cos z
w = C sin y +B cosx
(6)
which is known to be a time-independent three-dimensional solution of both the Euler and Navier-Stokes equations,
under the forcing fFOR = ν(A sin z + C cos y,B sin z +A cos z, C sin y +B cos z), provided that the Reynolds number
Re ≡ ν−1 is sufficiently small [21, 31, 32]. The ABC flow is a special case of the Beltrami flows where the parameters
A, B, and C are real and the flow is periodic with respect to the Cartesian coordinates [33]. Despite its simple
analytical expression, the flow provides an example of Lagrangian chaos [31, 34]. Stability analyses on this system
have been carried out by several authors, see e.g. Refs. [21, 22], which can therefore be used as a reference to study
the effect of a network of fibers. In particular, choosing A = B = C = 1, the flow becomes unsteady for Re ≥ 13,
showing an oscillatory behavior for 13 < Re ≤ 20 and becoming chaotic for Re > 20 [22].
Here, we therefore fix Re = 130 (for which in the absence of the dispersed phase the system is known to be unstable)
and give to the initial condition a perturbation of finite amplitude at the same wavenumber of the forcing k = 1. As
a result, the solution given by Eq. (6) is lost in favour of an unsteady and chaotic regime [22]. Using this setting, we
conducted a parametric study by varying the number of fibers N and the fiber length c, as presented in Table I.
Fig. 2 reports the time history of the mean fluid kinetic energy 〈u2〉/2 (where 〈·〉 denotes spatial average over the
fluid domain) for cases with different concentration. Starting from the unstable flow without fibers (i.e. N = 0),
both the average value and the oscillation amplitude decrease for increasing N . Furthermore for sufficiently large
concentrations (N ≥ 53), we eventually reach a completely steady behavior. Thus, as expected, the presence of the
fiber network stabilizes the flow provided that the network is sufficiently dense of fibers.
This result is qualitatively confirmed by the three-dimensional visualizations of the velocity field reported in Fig. 3.
In the absence of the fiber network, the stable solution (left panel) given by Eq. (6) is obtained only if Re < Recr,
while we obtain the unsteady and chaotic solution for Re > Recr (center panel). Let us now focus on the case with
fibers (right panel); as already pointed out, for a sufficiently dense network the resulting configuration is stable and
steady. Looking at the velocity field, two main features can be observed: (i) the presence of wakes around the network
elements, which can be associated to small-scale activity; (ii) the resemblance of the large-scale flow structure with
that of the (stable) ABC flow.
Such evidence suggests to separate these two aspects by means of a scale-by-scale analysis. We have therefore
computed the corresponding energy spectra, reported in Fig. 4a, from which it can be observed how the energy
distribution across the scales of motion is modified by the presence of the network. We observe that, the energy
associated to the large-scale/low-wavenumber components appears to decrease, while the small-scale/high-wavenumber
activity becomes more relevant, consistently with what previously noted from the field visualization. One can notice
that k = 1, the scale where the energy is introduced, remains always the dominant mode. For sufficiently high
concentrations however, a secondary peak is seen to emerge. The wavenumber associated to this local maximum can
5FIG. 3. Visualizations of one component of the velocity field for three-dimensional cellular ABC flows. Left: stable solution
given by Eq. (6); center: unstable flow at Re = 130 (at a given time instant); right: steady flow obtained in the presence of a
network of N = 63 evenly spaced fibers with c/L = (2pi)−1.
be identified as kc = 2π/ℓ =
3
√
N , ℓ being the characteristic lengthscale associated with the spacing between the
network elements, i.e. ℓ = 2π/ 3
√
N . This scale is activated by virtue of the no-slip boundary condition imposed on
each fiber. It can be noted that the wavenumber associated with the fiber length, i.e. 2π/c, does not appear directly
involved, differently from what is typically claimed for turbulent flows within canopies [10, 19].
The structure of the energy spectra discussed above, where a certain scale separation occurs, suggests the possibility
of an effective description for the large-scale dynamics. To investigate this aspect, we look at how the low-wavenumber
components of the energy spectrum decay in time. Here we focus on the case N = 83 fibers, but similar findings
are obtained for all the cases with sufficiently dense networks. The initial condition is a given frame from the fully-
developed unstable configuration without fibers previously described. The time history of the first two components of
E(k = 1, 2) is shown in Fig. 5a. Except for the initial stages, the decay is substantially exponential for both modes, so
that it can be expressed as E(k, t) = E0(k) exp(−βt)+E∞(k), where E0 and E∞ are the initial and asymptotic value
(note that in the plot the spectrum is subtracted by the latter in order to highlight the exponential behavior), while
β is the characteristic time decay rate. From the energy balance, the governing equation for the energy spectrum can
be written as follows:
∂tE(k, t) = T (k, t) + V (k, t) + FFOR(k, t) + FFIB(k, t), (7)
with the various terms of the right-hand-side corresponding to the nonlinear energy transfer, the viscous dissipation,
the external flow forcing and the fluid-structure coupling, respectively; for the definition of these quantities, see
Appendix A. For the moment, let us neglect the nonlinear term (this assumption will be later justified).
From Fig. 5a, we can observe that the first and second spectral mode decay essentially at the same rate (in this
case β ≈ 0.4). This indicates that, when focusing on the large-scale dynamics, the effect of the network of fibers can
be modelled by means of a Darcy-like friction term FFIB(k, t) = −DE(k, t), where D represents the friction factor.
Indeed, the decay associated with such friction term turns out to be independent from the wavenumber k. Conversely,
for the viscous dissipation V (k, t) = −2νk2E(k, t) it scales as k2. Considering both contributions, the overall decay
rate is thus β = 2(D + νk2). Testing this assumption against our DNS data, the effective Darcy friction is found to
be dominant compared with the viscous dissipation, resulting in the observed independence of β from the spectral
mode k.
We thus focus only on the largest scale, i.e. on the first wavenumber k = 1, and shift our attention back to physical
space, where the fluid-structure forcing can be modelled now as fFIB = −Du. Consequently, we can write a balance
between the resulting large-scale velocity field ueff (governed by the external forcing, the viscous and the Darcy terms)
and the single-phase solution of the ABC flow uABC (Eq. (6)) (governed only by the forcing and the viscous terms) as
Dueff − ν∂2ueff + fFOR = −ν∂2uABC + fFOR. (8)
Combining Eqs. (8) and (6), the large-scale velocity field ueff is thus simply obtained as
u
eff =
ν
ν +D
u
ABC, (9)
i.e., the large-scale flow is the same as the ABC solution, although with a reduced amplitude compared to the one
obtained without fibers. Note that, this is formally valid only when the nonlinear terms are small so that they can
be neglected in the balance.
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reports the Darcy friction coefficient measured from our DNS (filled squares: c/L = (2pi)−1, empty circles: c/L = (4pi)−1) along
with its expression proposed in Eq. (10) (dashed line). (b) Example of velocity profiles (u-component along z-direction) from
the fully-resolved simulation (black solid line), the same but applying a large-scale filter (blue solid line) and that obtained
using Eq. (9).
To validate our argument, Fig. 5b reports a sample of the resulting velocity profile, which can be filtered to remove
the small-scale components retaining only the first modes. Comparing the latter with the profile given by Eq. (9),
where we highlight that D is measured from the decay of the energy spectrum, we find that the agreement is very
good, confirming the validity of our approach. Such procedure has been applied to the other five cases reported in
Table I for which a stable state is reported, with the aim of deducing an expression of D as a function of the main
parameters involved in the problem. From the numerical evidence, we find that the Darcy’s coefficient can be written
as
D = αν nL
( c
L
) 2
3
, (10)
where α ≈ 7 is a dimensionless factor that we have found empirically by fitting the expression to our data. This
is graphically shown in the inset of Fig. 5a, where the results obtained for networks with different N and/or c/L
collapse reasonably well. The form of Eq. (10) deserves some comments: i) both the fluid viscosity and the network
concentration enter linearly into the expression; ii) the box size L is used as the governing characteristic length instead
of c as representative of the elementary cell volume; iii) the dependence of D on the fiber length is found to be weaker
than linear. Note that, overall this is similar to the typical structure of the Darcy’s term used for porous media
models [35].
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Using again the similarity with the stable ABC solution (Eq. (9)), we can evaluate an effective Reynolds number,
Reeff = (ν +D)
−1, on the basis of which the fluid flow can be characterized. To be consistent with the results of the
stability analysis for the classical ABC flow, Reeff . Recr, where Recr ≈ 13 is the aforementioned critical value for
the first instability. In Table I, we report the value of Reeff along with the observed state (e.g., stable or chaotic) for
each case: the correlation between the two is as expected, further confirming that the approach here proposed can
effectively model the presence of the network.
Moreover, the magnitude of the first mode of the energy spectrum can be derived from Eq. (9). Indeed, in the
classical ABC flow the latter is equal to 3/2A2, while in the presence of fibers we have 3/2A′2, with A′ = ν/(ν+D) ≈
[αnL(c/L)2/3]−1 (neglecting the viscous term contribution). Using this quantity, we normalize the energy spectra
(of those cases where Reeff < Recr) as shown in Fig. 4b, and show that the large-scale/low-wavenumber components
substantially overlap. Moreover, the energy spectra can be normalized also in the independent variable using the
network wavenumber kc discussed previously, as depicted in Fig. 4c where one can notice that all curves are collapsing
for k/kc ≥ 1, i.e. in the small-scale range. In this range the scaling resembles a power law ∼ k−3, the fingerprint of a
regime having smooth fluctuations in space.
One important aspect has to be underlined regarding the limit of validity of Eq. (9): as we already stated, the
balance that we considered, between the effective friction and the external forcing, relies on the fact that the fiber
network is sufficiently dense so that the friction is large enough and the nonlinear terms in the Navier-Stokes equations
can be neglected (the latter will be discussed later together with Fig. 6b).
To complete the analysis, we consider again the spectral energy budget in Eq. (7) and compute from our numerical
data each term appearing on the right-hand-side, reported in Fig. 6 for the unstable flow and one case stabilized by
the fiber network. We first consider the single-phase case (Fig. 6a). As prescribed, the external forcing acts only on
the first mode. The energy input is balanced only partially by dissipation, while the remaining is transferred by the
nonlinear term to higher wavenumbers. Note that here the flow is chaotic but not properly turbulent, due to the
limited Re, so that no characteristic energy cascade can be observed. Nevertheless, although limited to few modes, a
certain proliferation of active scales of motion occurs (see again the black curve in Fig. 4a), up to the condition where
viscous dissipation becomes dominant.
Let us now move to the case with a network of N = 103 fibers with c/L = (4π)−1 (Fig. 6b). While the external forcing
has obviously the same structure as before, the energy input from the external forcing is reducing (compared to the
case without fibers) because of the reduced mean kinetic energy (as it was shown in Fig. 2). Remarkably, the nonlinear
term is found to be negligible for every k if compared to the other terms, thus justifying the assumption previously
made. Focusing on k = 1, it is evident how the large-scale dynamics is given by a balance between the forcing and
the fluid-structure coupling: the former injects energy in the system, while the latter subtracts it. Furthermore,
Fig. 6b also shows a positive peak for the fluid-structure coupling at k = kc that is substantially balanced by viscous
dissipation. The same behavior occurs at higher wavenumbers k > kc, although with the tendency for both terms
9to decrease with k. We also point out that all terms are vanishing over an intermediate range of wavenumbers,
approximately 2 ≤ k ≤ 6, indicating once again the nonlocal energy transfer operated by the fiber network.
To summarize, the analysis carried out on the cellular flow reveals the stabilizing effect of a sufficiently dense
network of fibers, which can be effectively described using a Darcy-like friction term when focusing on the larger scales
of motion. At smaller scales, a nonlocal energy transfer mechanism is responsible of a secondary peak in the energy
spectrum emerging at a lengthscale associated with the spacing between the network elements. Before concluding
this section, it is worth noticing that the whole analysis holds also when the fibers are arranged completely random.
In this case, as shown in Fig. 4 with dotted lines, the spectra still present the same features previously described
and the only difference is a broader secondary peak than in the ordered case, being the lengthscale associated with
the spacing between the network elements not uniquely defined anymore. In the following sections, we aim to assess
whether the proposed phenomenological model still works in different flows.
B. Kolmogorov flow
As a complementary case to the cellular flow previously examined, we now consider a parallel flow configuration.
In particular, we choose the so-called Kolmogorov flow, defined as [36]
u = cos y
v = 0
w = 0,
(11)
where the streamlines are open and the only nonzero velocity component varies sinusoidally along the transverse
direction. To obtain the solution above (provided that Re < Recr), the external forcing in Eq. (1) is now expressed
as fFOR = −ν cos y ex. Similarly to the ABC flow, this configuration represents a prototype for the investigation of
hydrodynamic stability, both for Newtonian and non-Newtonian fluids [37–41]. In the single-phase case, the critical
value of the Reynolds number is found theoretically to be Recr =
√
2 [36, 37] and the transition from the stable
solution given by Eq. (11) occurs only if the flow is perturbed on a lengthscale much larger than that of the base
flow [38]. In the absence of scale separation, i.e. the ratio between the perturbation and the base flow wavenumber is
O(1), Recr is slightly larger than
√
2. Accordingly, we fix Re = 100 and double the domain size to 2L = 4π, imposing
a low-wavenumber initial perturbation on k = 1/2. In this setting, the flow turns out to be unstable. We let the
flow evolve up to t = 500 and then add the fiber network. In particular, we have performed simulations considering
two different concentrations, N = 43 and 73, with fiber length equal to c/L = (2π)−1. In addition, to test the
validity of our simple model, we have conducted the same simulations replacing into the Navier Stokes equations the
fully-resolved IB approach for the fiber network with the effective Darcy’s term, i.e. fFIB = −Du, where D is given
by Eq. (10) (without adjusting the free parameter α in the expression).
The time history of the kinetic energy is reported in Fig. 7 for different fiber concentrations. The same phenomenol-
ogy already observed for the ABC flow can be recognized, with the overall stabilizing role of the network and, in
particular, a steady solution obtained for the highest concentration that has been tested. It is also important to note
that the behavior of the system forced only at the large scale by a friction Darcy-like term is in good agreement with
the results from the fully resolved simulations. The effective description is thus capable of capturing correctly the
dynamical state reached by the flow under the action of the fluid-structure coupling. Moreover, one can see that the
agreement improves for increasing concentrations; again, this is consistent with the fact that the nonlinear terms,
whose contribution to the spectral energy budget is shown in the inset of Fig. 7, decrease while increasing N , thus
making the validity of our model stronger.
Focusing on the steady case with higher fiber concentration, in Fig. 8 we compare the resulting velocity field,
similarly to what done previously for the cellular flows. While in the absence of fibers, for Re > Recr, the stable
Kolmogorov flow solution (left panel) is lost to reach the unstable one (center panel), in the presence of a sufficiently
dense fiber network the fingerprint of the stable solution is recovered in the resulting large-scale configuration (right
panel). Finally, we compare the single-phase solution obtained at a Reynolds number equal to the effective Reynolds
number of the fiber-laden case (as previously done in Sec. III A), verifying that a similar steady solution is recovered.
C. Stationary homogeneous isotropic turbulence
As the final step of our analysis, we consider a widely used model for turbulent flows: the homogeneous isotropic
turbulence (HIT) [5]. To reproduce numerically this configuration, the flow is sustained using the spectral forcing
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FIG. 7. Time history of mean fluid kinetic energy for different fiber concentrations in a Kolmogorov flow at Re = 100. Inset:
nonlinear terms appearing into the spectral balance Eq. (7) for the cases with fibers.
FIG. 8. Visualizations of one component of the velocity field for the Kolmogorov parallel flows. Note that the fluid domain
size is now 2L = 4pi. Left: stable solution given by Eq. (11); center: unstable flow at Re = 100 (at a given time instant); right:
steady flow obtained in the presence of a network of N = 73 evenly spaced fibers with c/L = (2pi)−1.
scheme by Eswaran and Pope [42], where energy is injected randomly at low wavenumbers (in our case, within a
spherical shell with radius k = 2) by means of a Ornstein-Uhlenbeck process.
We choose a setting where, in the absence of fibers, the Reynolds number based on the Taylor’s microscale is
Reλ ≈ 40, and consider two different fiber concentrations, N = 43 and 103, with c/L = (4π)−1. As before, we have
simulated the flow without fibers up to a certain time t = 100, then used as the initial condition for the cases with fiber
network. Furthermore, we also carried out computations using the effective model for the same parameter setting,
based again on Eq. (10) for the Darcy’s coefficient.
First, we look at the kinetic energy in time, reported in Fig. 9. For the less concentrated case with N = 43 fibers,
the effect of the network appears to be very limited, while for N = 103 we have a significant reduction of the average
value, along with a decreased oscillation amplitude. Nevertheless, despite the stabilizing effect of the fiber network,
the flow always remains unsteady, clearly because of the random forcing that is applied. Comparing on a statistical
basis the fully-resolved cases with the corresponding effective ones, good agreement is found for both concentrations.
To check the consistency with the picture already drawn for the ABC and Kolmogorov flows, we look once again at
11
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0 20 40 60 80 100 120 140 160 180 200
1 2
〈u
2
〉
t
N = 0
N = 43, IBM
N = 43, eff.
N = 103, IBM
N = 103, eff.
FIG. 9. Time history of the mean fluid kinetic energy for different fiber concentrations in homogeneous isotropic turbulence at
Reλ ≈ 40.
−0.025
−0.02
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
0.02
1 10
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
1 10
k
−3
k
T
(k
)
k
(a)
N = 0
N = 43
N = 103
E
(k
)
k
(b)
N = 0
N = 43
N = 103
FIG. 10. (a) Nonlinear term contribution of the spectral power balance according to Eq. (7) and (b) energy spectra in
homogeneous isotropic turbulence at Reλ ≈ 40 for different fiber concentrations (black: N = 0, red: N = 4
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with fiber length c/L = (4pi)−1.
the role of the nonlinear terms in the spectral balance, Eq. (7), shown in Fig. 10a: the same trend observed before for
the Kolmogorov flow (see the inset of Fig. 7) is found also here, with T (k) decreasing when increasing N .
In this regard, we point out that this scenario can change for a different choice of the governing parameters. For
example, we have conducted some tests (not shown here) where the viscosity is decreased and, in turns, T (k) becomes
more important. As a result, the effective description is found to underestimate appreciably the friction computed
with the fully-resolved approach. In such conditions, the need of a more elaborated model taking into account the
role of inertial terms is required.
Next, the energy spectra are shown in Fig. 10b. Overall, one can note the close resemblance with the trend observed
when considering the ABC cellular flow (Fig. 4a). On one hand, the large-scale/low-wavenumber components decrease
for increasing the fiber concentration, while the opposite occurs for the small-scales/high-wavenumbers, for which we
recover the same scaling ∼ k−3, fingerprint of smooth-in-space velocity excursions. Furthermore, for the case with
the highest concentration we can clearly observe a region of low energy for intermediate wavenumbers and the peak
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at kc = 10, representing the signature of the non-local mechanism of energy distribution previously identified.
IV. CONCLUSIONS
We perform direct numerical simulation of three periodic flows with a network of fixed rigid fibers suspended within;
the presence of the fiber is simulated using an immersed boundary method which handles the fluid-structure coupling.
In particular, the Arnold-Beltrami-Childress cellular flow with closed streamlines, the parallel Kolmogorov flow with
open streamlines and the homogeneous isotropic turbulent flow are considered in order to understand the stability
and modifications of energy transfer of flows within canopies, fibrous media, and particle-laden flows.
First, we find that the fiber network has a stabilizing effect on the flows. Indeed, the ABC flow can be stationary
even at large Reynolds numbers in the presence of a high concentration of fibers, with the resulting stationary flow
mimicking the single phase stable solution at a lower Reynolds number. Based on this evidence, we therefore perform
separate analysis for the large and small scales of the flow. For the large-scale dynamics, we find that the effect of
increased drag exerted by the network of fibers on the flow can be effectively modelled by means of a Darcy’s friction
term. This can be used to model the large scale motion of the flow and is tested in all the flows considered here,
i.e. the ABC, Kolmogorov and turbulent flows. As concerns the small-scale dynamics, we find that the presence
of fibers triggers small-scale activity, which results in an energy spectrum with the emergence of a secondary peak
at a wavenumber corresponding to the the network spacing. By examining the overall energy distribution across
the various scales of motion, we find that the non-linear contribution to the energy balance rapidly vanishes as the
concentration of the network grows, with the fluid-structure coupling term balancing the external forcing at the
large-scales and the viscous dissipation at the small-scales. The fluid-structure coupling dissipates energy at the large
scale and re-introduces energy in the system at the small ones, thus effectively acting as a nonlocal energy transfer
mechanism.
This work highlights the key features of a fiber network on the flow. Our analysis clarified the origin of the
modifications of the energy spectrum in the presence of suspended rigid fibers, which however are common in several
other systems, ranging from canopy flows, flows in porous media and even suspension flows. At which extent our
findings apply when the fibers are freely moving into the flow is the subject of future investigations.
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Appendix A: Energy spectrum equation
In this appendix, we briefly recall how Eq. (7) is derived, along with identifying each term appearing in the equation.
A detailed explanation can be found in classical textbooks, see e.g. Pope [43].
As the starting point, we perform the Fourier transform of the Navier-Stokes Eqs. (1) and (2), yielding:
∂tuˆ+ Gˆ = −ikpˆ/ρ0 − νk2uˆ+ fˆ , (A1)
k · uˆ = 0, (A2)
where (ˆ·)(k, t) = F{(·)(x, t)} denotes the Fourier transform, G corresponds to the nonlinear term appearing in the
momentum equation and k is the wavenumber vector. The same equations can be written for the complex conjugate
uˆ
∗. Multiplying Eq. (A1) by uˆ∗, the pressure term drops due to the incompressibility constraint, Eq. (A2), and the
same applies in the momentum equation for uˆ∗ when multiplying by uˆ.
When summing the two equations for uˆ and uˆ∗, we obtain an equation for the spectral kinetic energy Eˆ(k, t),
defined as Eˆ(k, t) = 〈uˆ∗ · uˆ〉/2, which reads as
∂tEˆ = Tˆ + Vˆ + Fˆ , (A3)
where we have identified the following quantities:
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– Tˆ = 1
2
(Gˆ · uˆ∗ + Gˆ∗ · uˆ) is the transfer term associated with the nonlinear convective term;
– Vˆ = −2νk2Eˆ is the viscous dissipation;
– Fˆ = 1
2
(fˆ · uˆ∗ + fˆ∗ · uˆ) is the energy input/output associated with the forcing.
Finally, to obtain Eq. (7) for the energy spectrum E(k, t), Eq. (A3) is averaged in each direction for isotropy, i.e. over
a sphere of radius k.
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