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STABILITY ESTIMATES FOR SYSTEMS WITH SMALL
CROSS-DIFFUSIONI,II
Luca Alasio, Maria Bruna and Yves Capdeboscq*
Abstract. We discuss the analysis and stability of a family of cross-diffusion boundary value problems
with nonlinear diffusion and drift terms. We assume that these systems are close, in a suitable sense, to
a set of decoupled and linear problems. We focus on stability estimates, that is, continuous dependence
of solutions with respect to the nonlinearities in the diffusion and in the drift terms. We establish
well-posedness and stability estimates in an appropriate Banach space. Under additional assumptions
we show that these estimates are time independent. These results apply to several problems from
mathematical biology; they allow comparisons between the solutions of different models a priori . For
specific cell motility models from the literature, we illustrate the limit of the stability estimates we
have derived numerically, and we document the behaviour of the solutions for extremal values of the
parameters.
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1. Introduction
1.1. Background and motivation
In this paper we analyse a class of nonlinear cross-diffusion systems of PDEs which model multi-species
populations in presence of short-range interactions between individuals. We assume that these systems are
close, in a suitable sense, to decoupled sets of linear parabolic evolution problems. Such problems arise in many
applications in mathematical biology, such as chemotactic cell migration, ion transport through cell membranes,
and spatial segregation in interacting species. The strength of the interactions (and therefore of the nonlinear
terms) is quantified with a small parameter ε, so that when ε = 0 the system becomes diagonal and linear. The
biological justification for these models comes from weakly-interacting species, whereby interactions between
populations (such as excluded-volume or chemotactic interactions) are present but are not dominant over the
isolated species behaviour.
The cross-diffusion systems we are interested in have the form
∂tu− div [D(t, x, u)∇u− F(t, x, u)u] = 0, in Ω, t > 0, (1.1a)
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IIM. Bruna was supported by the L’Oréal UK and Ireland Fellowship For Women In Science.
Keywords and phrases: Cross diffusion, continuous dependence, quasilinear parabolic systems.
Mathematical Institute, University of Oxford, Oxford OX2 6GG, UK.
* Corresponding author: yves.capdeboscq@maths.ox.ac.uk
Article published by EDP Sciences c© EDP Sciences, SMAI 2018
1110 LUCA ALASIO ET AL.
with boundary and initial conditions
[D(t, x, u)∇u− F(t, x, u)u] · ν = 0, on ∂Ω, t > 0, (1.1b)
u(0, ·) = u0, in Ω, (1.1c)
where Ω is a smooth, bounded, and connected domain in Rd (d = 1, 2, 3), ν denotes the outward normal on
∂Ω, and u = (u1, . . . , um) is the vector of densities of each species. The divergence div and gradient ∇ represent
derivatives with respect to the d spatial variables. Here D(t, x, u) and F(t, x, u) are m×m matrices of diffusion
tensors and drift vectors, respectively (see (1.12) for further details). In particular, the entries of the diffusion
tensor D may be scalars in the case of isotropic diffusion, or d× d tensors in the case of anisotropic diffusion.
The drift matrix elements Fij are d-dimensional vectors. In our class of cross-diffusion systems, the matrices D
and F are close to matrices that are diagonal and independent of u, that is, they can be written in the form
D(t, x, u) = D(0)(t, x) + εD(1)(t, x, u) +O(ε2),
F(t, x, u) = F(0)(t, x) + εF(1)(t, x, u) +O(ε2), (1.2)
where ε is a small parameter.
The focus of this paper is to study the stability of the solutions to (1.1) under perturbations of order ε.
We establish that the solutions depend continuously on the nonlinearities D(1) and F(1) for ε small enough.
The cross-diffusion model (1.1) is a non-linear system, and this combines two types of difficulties, namely
the non-linearity and the fact that fully coupled parabolic systems of equations do not enjoy, in general, the
same smoothness properties as parabolic equations (see, for example, [10], chap. 9, and [11]). Our results are
detailed in Proposition 1.5 and Theorem 1.7. They are quantitative, in the sense that we provide a bound on ε
below which our perturbation result applies. The novelty of our analysis consists in the unified approach to the
study of regularity and stability properties in “strong” Sobolev norms for a relatively wide class of nonlinear
cross-diffusion systems.
Our stability estimate uses the underlying regularity of the system, which, as we will see, it inherits from the
leading order model, consisting of decoupled linear evolution equations. We show that for small perturbations
at least some of the regularity is preserved and, using a fixed point argument, we deduce a stability estimate
with respect to the nonlinearities of the model.
Similar results concerning nonlinear systems where interactions between species (or components) are limited
to lower order term (so-called weakly coupled systems) are available in the work of Camilli and Marchi [5].
They extend the results available for scalar equations in terms of continuous dependence estimates in the sup
norm using the doubling variable method [14] and viscosity solutions. Their results do not apply to fully coupled
systems with cross diffusion present such as the ones we are considering. Continuous dependence for fully coupled
quasilinear systems was studied by Cannon et al. [6]. They established existence and uniqueness, following
arguments of Ladyzhenskaya, Solonnikov, and Ural’tseva [15] in larger Sobolev spaces (weaker norms). They
derive stability estimates under additional integrability properties assumptions for the gradients. We establish
existence and uniqueness in stronger norms, removing the need of additional regularity assumptions.
There are several models, especially in mathematical biology, that fit into the class of systems (1.1) and (1.2).
This is the case for models describing the transport of cells or ions while accounting for the finite-size of particles
[3, 4, 17, 21]. These models were derived from stochastic agent-based models assuming that the concentration
of cells or ions is not too large, so that the transport dominates over the finite-size interactions between cells or
ions. The diffusion and drift matrices become density-dependent due to the interactions, but this correction is
small since it scales with the excluded volume in the system. Below we present three of such models, and show
how they fit into our framework.
Example 1.1 (Random walk on a lattice with size exclusion). A cross-diffusion model for two interacting
species was employed to describe the motility of biological cells by Simpson et al. [21] or ion transport by
Burger et al. [4]. The models were derived assuming that particles are restricted to a regular square lattice
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and undergo a simple exclusion random walk, in which a particle can only jump to a site if it is presently
unoccupied. In order to obtain a continuum model such as (1.1) from these so-called lattice-based models, it is
generally assumed that the occupancies of adjacent sides are independent, so that the jumping probabilities take
a simple form and do not require correlation functions [4, 21]. Clearly, such an approximation is poor when the
overall occupancy of the lattice is high. As a result, these models are generally considered valid for low-lattice
occupancies.
The models in [4, 21] consider two species of equal size, whose diameter is given by the lattice spacing ε,
that undergo a random walk with isotropic diffusion Di and external potential Vi(x), for i = 1, 2 (the jumping
rates increase with Di and the jumps are biased in the direction of −∇Vi(x)). There are N1 particles of the
first species, and N2 of the second species. Under these assumptions, a cross-diffusion model of the form (1.1)
is obtained, where the population densities u1(t, x) and u2(t, x) represent the probability that a particle from
first or second species respectively is at x ∈ Ω at time t. The diffusion and drift matrices are given by [4]
D(u) =
(
D1(1− εN̄2u2) εD1N̄2u1
εD2N̄1u2 D2(1− εN̄1u1)
)
, (1.3a)
F(u) =
(
−∇V1(1− εN̄1u1) εN̄2u1∇V1
εN̄1u2∇V2 −∇V2(1− εN̄2u2)
)
, (1.3b)
where ε = (N1 + N2)ε
d/|Ω|  1 represents the total volume fraction of the lattice occupied by particles and
N̄i = Ni/(N1 +N2). We have written (1.3) in a form consistent with our notations, which differ slightly from
those used in [4]. Global existence for such model was shown in [7]. In that paper, as in most works using
lattice-based models, the continuum model is written in terms of the volume concentrations ûi, so that the
mass of ûi equals the total volume occupied by species i (that is,
∫
Ω
ûi(t, x)dx = Niε
d/|Ω|). We write (1.3) in
terms of probability densities ui, which implies that
∫
Ω
uidx = 1. The two quantities are related by the identity
ûi = N̄iεui. The potentials appearing in (1.3b), Vi, are not rescaled by the diffusion coefficient as it is done in
[4]. The number of species can take any values provided that ε, is small. The matrices in (1.3) are of the form
(1.2) that we consider in this paper. There are also other lattice-based models that fit well into such framework,
such as that derived by Shigesada et al. [20] to describe spatial segregation of interacting animal populations.
Example 1.2 (Brownian motion with size exclusion). A cross-diffusion model for two interacting species of
diffusive particles was obtained by Bruna and Chapman for d = 2, 3 in [3], starting from a system with two types
of Brownian hard spheres. The population densities ui(t, x), i = 1, 2, represent the probability that a particle of
species i is at x ∈ Ω at time t, and so
∫
Ω
ui(t, x)dx = 1. The model assumes there are Ni particles of species i,
of diameter εi and isotropic diffusion constant Di. The position Xi of each particle in species i evolves in time
according to the stochastic differential equation
dXi(t) =
√
2DidW (t)−∇Vi(Xi(t))dt, (1.4)
where i = 1 or 2, and W are independent, d-dimensional standard Brownian motions. Reflective boundary
conditions are imposed whenever two particles are in contact (‖Xi −Xj‖ = (εi + εj)/2, when Xi and Xj are of
type i and j, respectively), as well as on the boundary of the domain ∂Ω.
The cross-diffusion model is derived using the method of matched asymptotic expansions under the assump-
tion that the volume fraction of the system is small, or equivalently, that (N1ε
d
1 +N2ε
d
2)/|Ω| ∼ ε 1, where ε
is defined as in Example 1.1 with ε = (ε1 + ε2)/2. When the number of particles in each species is large, the
cross-diffusion model in [3] is of the form (1.1), with diffusion matrix
D(u) =
(
D1(1 + εa1u1 − εc1u2) εD1b1u1
εD2b2u2 D2(1 + εa2u2 − εc2u1)
)
, (1.5a)
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and drift matrix
F(u) =
(
−∇V1 εc1∇(V1 − V2)u1
εc2∇(V2 − V1)u2 −∇V2
)
. (1.5b)
The parameters ai, bi, ci (i = 1, 2) are all positive numbers that depend on the problem dimension, particle sizes,
numbers, and relative diffusion coefficients (see specific values in Sect. 3). Model (1.5) also fits into the form
(1.2), with ε = 0 when particles are non-interactive (point particles) and evolve according to two decoupled
linear drift-diffusion equations.
Example 1.3 (Asymptotic gradient-flow structures). Certain cross-diffusion systems possess a formal gradient-
flow structure, that is, they can be formulated as
∂tu−∇ ·
(
M∇δE
δu
)
= 0, (1.6)
where M ∈ Rm×m is known as mobility matrix and δE/δu is the variational derivative of the entropy (or free
energy) function E[u]. While the underlying microscopic model (1.4) of Example 1.2 has a natural entropy, in
[2] it was noted that model (1.5) does not have an obvious gradient-flow structure, but that it is close to one
that does have such convenient structure. More specifically, consider the following entropy
Eε[u] =
∫
Ω
[
u1 log u1 + u2 log u2 + u1
V1
D1
+ u2
V2
D2
+
ε
2
(
a1u
2
1 + 2a12u1u2 + a2u
2
2
) ]
dx, (1.7a)
with a12 = (d− 1)(c1 + c2), and the mobility matrix
Mε(u) =
(
D1u1(1− εc1u2) D1c2εu1u2
D2c1εu1u2 D2u2(1− c2εu1)
)
. (1.7b)
The cross-diffusion system (1.1) with diffusion and drift matrices (1.5) and N1 = N2,
1 can be rewritten as
∂tu = ∇ ·
(
Mε∇
δEε
δu
− ε2G
)
, (1.8)
where G = G(u,∇u) (see more details in Sect. 3). In particular, the discrepancy between the system in Example
1.2 and the gradient-flow induced by (1.7) is of order ε2, an order higher than that of the model.2 Does this
legitimise the use of (1.7) as a gradient-flow structure of the system? Having a formal gradient-flow structure
can facilitate the analysis of cross-diffusion models [13]. The gradient-flow model (1.6)–(1.7) was studied in [2];
stability, uniqueness of the stationary solutions, and a global-in-time existence result was shown.
It is natural to ask whether the approximation argument in Example 1.3 can be made rigorous, and, more
generally if minor changes in the models can be safely ignored. For instance, given a two-species biological
system, does it matter if we choose a lattice-based model (like in Example 1.1), or an off-lattice model (like in
Example 1.2) with equal particle number, size, diffusivity, etc.? If so, can we quantify the differences? Lattice-
based approaches have become very common, as they offer a simple way to derive continuum PDE models.
They can be unrealistic since most biological transport processes modelled by these are not constrained on a
lattice [18]. Nevertheless, if one is solely interested in the population-level behaviour of the system, is it worth
using a more realistic off-lattice model? When is the even simpler model (linear advection-diffusion) sufficiently
1In [2] the more general case when N1 6= N2 was also considered, by writing the system in terms of number densities Niui.
2Systems (1.1)–(1.5) and (1.6)–(1.7) are in fact identical when both species have the same particle sizes, ε1 = ε2, and diffusivities,
D1 = D2, since G vanishes in that particular case.
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accurate? The aim of this paper is to answer these questions and quantify the differences between models of
the form (1.1).
1.2. Outline of the results
As we are working with systems of equations, we use different indices to refer to the ambient space variables
and the component or species number. Greek indices 1 ≤ α, β ≤ d refer to directions in the ambient space, Rd,
for d = 1, 2, 3. Latin indices 1 ≤ i, j ≤ m are used to refer to the species number. The domain Ω where the
problem is formulated is bounded, connected and of class C2 in Rd. The outward normal on ∂Ω is written ν.
The parabolic models we consider are weak formulations of problems of the form
∂tui − ∂α
[
Dαβij (t, x, u)∂βuj − F
α
ij(t, x, u)uj
]
= 0, in Ω,[
Dαβij (t, x, u)∂βuj − F
α
ij(t, x, u)uj
]
· να = 0, on ∂Ω,
u(0, ·) = u0, in Ω, (1.9)
for 1 ≤ i ≤ m. The Einstein summation convention is used, that is, repeated indices are implicitly summed.
Our main result is a stability estimate for cross-diffusion systems that are close to diagonal, decoupled, linear
diffusion problems. Our reference problem will be the weak formulation of
∂tui − ∂α
[
Dαβi (t, x)∂βui − F
α
i (t, x)ui
]
= 0, in Ω,[
Dαβi (t, x)∂βui − F
α
i (t, x)ui
]
· να = 0, on ∂Ω,
u(0, ·) = u0, in Ω. (1.10)
The initial datum u0 in (1.9) and (1.10) belongs to H2(Ω). Note that throughout the paper we write H2(Ω)
for H2(Ω;Rm), and similarly for other spaces.
Compared to the general system (1.9), in (1.10) we have specified that Dij = Fij = 0 if i 6= j, and D and
F do not depend on u. In Examples 1.1, 1.2, and 1.3, the reference problem corresponds to the case ε = 0,
with Dαβi (x, t) = δαβDi and Fi = −∇Vi. We allow time and space variations of the diffusion coefficients as it
does not affect the analysis. We could also have safely included lower-order terms, but it would have resulted
in somewhat longer and relatively routine developments. Additionally such terms do not appear in the three
examples of interest.
System (1.10) is strongly parabolic, that is, there exist a positive constant λ such that for every t ∈ [0,∞),
x ∈ Ω and ξ ∈ Rd, there holds
Dαβi (t, x)ξ
αξβ ≥ λ |ξ|2 , i = 1, . . . ,m. (1.11)
Furthermore, we shall assume that D is symmetric in the space indices α and β.
We allow perturbations of system (1.10) scaled by a small parameter ε. Namely we consider (1.9) with
Dαβij (t, x, u) = D
αβ
i (t, x) + εa
αβ
ij (t, x)φ
αβ
ij (u),
Fαij(t, x, u) = F
α
i (t, x) + εb
α
ij(t, x)ψ
α
ij(u). (1.12)
The variations of the coefficients a and b are of class C2 in time and space, that is,
‖(a, b)‖C2([0,∞)×Rd) ≤M, (1.13)
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and the dependence on u of the perturbations is also of class C2,
φ, ψ ∈ C2 (Rm)m×m , φ(0) = ψ(0) = 0. (1.14)
Furthermore, we assume that D and F satisfy the bound∑
α,β,i
‖Dαβi ‖C1([0,∞)×Rd) +
∑
α,i
‖Fαi ‖C1([0,∞)×Rd) ≤M. (1.15)
In the context of biological models, one is often interested in arbitrarily long behaviour and, in turn, convergence
to a steady state. Along this line, we prove sharper estimates when the coefficients D and F of the reference
problem (1.10) do not depend on time and F is derived from a potential (as in Examples 1.1, 1.2, and 1.3). In
particular, consider the following additional assumption:
(H) for each i ∈ {1, . . . ,m}, Di is independent of time and there exists Vi such that Fi = −Di∇Vi.
Our estimates will be expressed in terms of the constants appearing in assumptions (1.11), (1.13), (1.14) and
(1.15). More specifically, the following positive-valued functions will appear:
Li : R→ ‖(φ, ψ)‖Ci(BR(0)) i = 0, 1, 2, (1.16)
K0 : R→M
(
5L0 (C
∞
S R) + 2C
2
SL1 (C
∞
S R)R
)
, (1.17)
K1 : R→ CSM
(
L1(R)R+ L2(R)R
2
)
, (1.18)
K2 : R→ 6RCT/∞CS max ((L0(R) + L1(R)R) ,M(1 +R)) , (1.19)
where C2S , CS , and C
∞
S depend on Ω and d and are given by (2.7), (2.8), and (A.35) respectively. The constant
CT/∞ determines the dependence on a final time T > 0 of our estimates and is given by
CT/∞ =
{
CT when (H) does not apply,
C∞ when (H) applies,
(1.20)
where CT is given by (A.30) and depends on M , Ω, L0, L1 and T only, and C∞ is specified in (A.31) and
it depends on M , Ω, L0 and L1 only – not T . The upper bound ε0 on the range of values ε allowed will be
determined by means of the following function
ε0 : R→ min
(
1
2 + 2K0(R)
,
1
1 +K1(R)
)
. (1.21)
Our first result, which is instrumental to our main theorem, provides an existence result and a regularity estimate
for solutions of system (1.9). Given T > 0, we denote the parabolic cylinder by QT = (0, T )×Ω.
Definition 1.4. We name W (QT ) the Banach space of functions with two weak derivatives in space in L
2(Ω)
continuously in time, and one time derivative in H1(QT ), that is,
W (QT ) =
{
u ∈ C
(
[0, T ] ;H2(Ω)
)
, ∂tu ∈ H1 (QT )
}
.
We are now ready to state our first result, concerning existence and uniqueness of solutions of (1.9).
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Proposition 1.5. Assume that hypothesis (1.11), (1.12), (1.13), (1.14) and (1.15) hold. Consider u0 ∈W (QT )
satisfying the compatibility condition[
Dαβij (t, x, u
0)∂βu
0
j − Fαij(t, x, u0)u0j
]
· ν = 0 on ∂Ω, i = 1, . . . ,m. (1.22)
Let
Y0 = CT/∞‖u0‖H2(Ω). (1.23)
If ε < ε0(Y0), then system (1.9) admits a unique solution u ∈W (QT ) and there holds
‖u‖W (QT ) ≤ Y0.
Remark 1.6. Any compatible initial data in H2(Ω) is allowed, provided ε is small enough. Note that the
compatibility condition (1.22) holds for any initial data compactly supported in Ω. All ε within the range
[0, ε0(Y0)) are allowed, and the solution u is bounded linearly by its initial condition. When assumption (H)
holds, the solution is bounded for all times.
Our result holds for space dimension d = 1, 2 and 3, but not above. Two embeddings are used in our proofs:
L4(Ω) ⊂ H1(Ω), which does not hold when d ≥ 5, and L∞(Ω) ⊂ H2(Ω), which does not hold when d ≥ 4.
Our purpose is to establish a stability result under perturbations. Therefore we consider a second problem
with D and F replaced by
D̃αβij (t, x, u) = D
αβ
i (t, x) + εã
αβ
ij (t, x)φ̃
αβ
ij (u),
F̃αij(t, x, u) = F
α
i (t, x) + εb̃
α
ij(t, x)ψ̃
α
ij(u), (1.24)
where ã, b̃, φ̃ and ψ̃ satisfy hypothesis (1.13), (1.14) and, without loss of generality,∥∥(φ̃, ψ̃)∥∥
Ci(BR(0))
≤ Li(R) for all 0 ≤ R, i = 0, 1, 2.
for Li defined in (1.16). Our main result is as follows.
Theorem 1.7. Given u0, ũ0 ∈ H2(Ω) compactly supported in Ω, write
Y1 = CT/∞max
(
‖u0‖H2(Ω), ‖ũ0‖H2(Ω)
)
,
and assume ε < ε0(Y1) so that Proposition 1.5 applies for both sets of parameters. Let u ∈W (QT ) be the solution
of (1.9) and ũ ∈W (QT ) be the solution of (1.9) with D, F and u0 are replaced by D̃ and F̃ and ũ0, respectively.
Then the following stability estimate holds:
‖ũ− u‖W (QT ) ≤ Γ1‖ũ
0 − u0‖H2(Ω) + εΓ2
(
‖(ã, b̃)− (a, b)‖C1([0,∞)×Rd) + ‖(φ̃, ψ̃)− (φ, ψ)‖C1(BY1 (0))
)
, (1.25)
where Γ1 = (1 + K1(Y1))CT/∞, Γ2 = (1 + K1(Y1))K2(Y1) and K1, K2 are non decreasing functions given by
(1.18), (1.19) respectively. They depend on Ω, M , λ, L0, L1 and L2 and CT/∞ only.
Theorem 1.7 implies, for example, that we can control the differences between the solutions of the models
in Examples 1.1 and 1.2, by considering the differences in their respective diffusion and drift matrices, which
appear at order ε. Similarly, we can also use this result to predict the error we will make by approximating
model (1.5) in Example 1.2 as the gradient flow in Example 1.3. Since the differences between models appear at
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order ε2 in this case, provided the initial data are equal, the error will be bounded and of order ε2 for all times
(see Sect. 3).
Remark 1.8. The compatibility condition (1.22) appearing in Proposition 1.5 is automatically satisfied by
compactly supported initial data as we have assumed in Theorem 1.7. However, Theorem 1.7 also holds (with
the same proof) provided that u0 and ũ0 satisfy the following four conditions:[
Dαβij (t, x, u
0)∂βu
0
j − Fαij(t, x, u0)u0j
]
· ν = 0, on ∂Ω, i = 1, . . . ,m,[
Dαβij (t, x, ũ
0)∂β ũ
0
j − Fαij(t, x, ũ0)ũ0j
]
· ν = 0, on ∂Ω, i = 1, . . . ,m,[
D̃αβij (t, x, u
0)∂βu
0
j − F̃αij(t, x, u0)u0j
]
· ν = 0, on ∂Ω, i = 1, . . . ,m,[
D̃αβij (t, x, ũ
0)∂β ũ
0
j − F̃αij(t, x, ũ0)ũ0j
]
· ν = 0, on ∂Ω, i = 1, . . . ,m.
We choose to write the result for compactly supported initial data to improve readability.
2. Proof of Proposition 1.5 and Theorem 1.7
In Lemma 2.1, we derive an estimate for a linearisation of system (1.9).
Lemma 2.1. Assume that D and F are given by (1.12), and that a, b and φ, ψ satisfy (1.13) and (1.14)
respectively. Suppose that h ∈W (QT ) satisfies
εK0
(
‖h‖W (QT )
)
< 1, (2.1)
where K0 is given by (1.17).
For all u0 ∈ H2(Ω) and f ∈ C([0, T ];H1 (QT )) ∩H1(0, T ;L2(Ω)) such that[
Dαβij (t, x, h)∂βu
0
j − Fαij(t, x, h)u0j + fαi (t = 0)
]
· ν = 0, on ∂Ω, i = 1, . . . ,m, (2.2)
there exists a unique weak solution u ∈W (QT ) to the linearised system
∂tui − ∂α
[
Dαβij (t, x, h)∂βuj − F
α
ij(t, x, h)uj + f
α
i
]
= 0, in D′(Ω),[
Dαβij (t, x, h)∂βuj − F
α
ij(t, x, h)uj + f
α
i
]
να = 0, on ∂Ω, i = 1, . . . ,m,
u(0, x) = u0, in Ω. (2.3)
Furthermore, the solution map
S :
(
h, u0, f
)
→ u, where u is the solution of (2.3), (2.4)
satisfies
∥∥S(h, u0, f)∥∥
W (QT )
[
1− εK0(‖h‖W (QT ))
]
≤ 1
2
CT/∞
(
‖u0‖H2(Ω) + ‖f‖C([0,T ];H1(QT ))∩H1(0,T ;L2(Ω))
)
,
where CT/∞ > 0 is given by (1.20) and does not depend on T if (H) holds.
The proof of Lemma 2.1 is in Appendix A. This first result has an immediate corollary.
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Corollary 2.2. For any u0 and h in W (QT ), suppose that[
Dαβij (t, x, h)∂βu
0
j − Fαij(t, x, h)u0j
]
· ν = 0 on ∂Ω,
and
ε ≤ 1
2 + 2K0
(
CT/∞‖u0‖H2(Ω)
) , ‖h‖W (QT ) ≤ Y0,
where K0, CT/∞, and Y0 are defined in (1.17), (1.20), and (1.23) respectively. Then∥∥S(h, u0, 0)∥∥
W (QT )
< Y0.
Proof. Since K0 is a non decreasing function, we obtain
εK0
(
‖h‖W (QT )
)
≤ K0 (Y0)
2 + 2K0 (Y0)
<
1
2
,
hence (2.1) is satisfied. Applying Lemma 2.1 with f = 0, we obtain the announced estimate.
In a second step, we establish a contraction property.
Lemma 2.3. Given ε > 0, u0 ∈ H2(Ω), and h, h̃ ∈W (QT ), suppose that on ∂Ω[
Dαβij (t, x, h)∂βu
0
j − Fαij(t, x, h)u0j
]
· ν = 0,
[
Dαβij (t, x, h̃)∂βu
0
j − Fαij(t, x, h̃)u0j
]
· ν = 0.
Suppose also that
ε ≤ 1
2[1 +K0(Y0)]
, max(‖h‖W (QT ), ‖h̃‖W (QT )) ≤ Y0,
where K0, CT/∞, and Y0 are defined in (1.17), (1.20), and (1.23) respectively. Then we have∥∥S(h, u0, 0)− S(h̃, u0, 0)∥∥
W (QT )
≤ εK1(Y0)‖h− h̃‖W (QT ),
with K1 given by (1.18).
Proof. Write u = S(h, u0, 0) and ũ = S(h̃, u0, 0). We have
u− ũ = εS (h, 0, g) ,
where
gαi = a
αβ
ij (t, x)
[
φαβij (h)− φ
αβ
ij (h̃)
]
∂β ũj + b
α
ij(t, x)
[
ψαβij (h)− ψ
αβ
ij (h̃)
]
ũj . (2.5)
Noting that ∣∣φαβij (h)− φαβij (h̃)∣∣ ≤ L1(Y0)∣∣h− h̃∣∣,
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we find
max
[0,T ]
‖g‖L2(Ω) ≤ML1(Y0)‖h− h̃‖W (QT ) ‖ũ‖W (QT ) ≤ML1(Y0)M0‖h− h̃‖W (QT ).
Similarly, we can estimate the gradient as follows
|∇g| ≤ M
(
L1(Y0)
∣∣h− h̃∣∣+ L2(Y0)∣∣h− h̃∣∣ |∇h|+ L1(Y0)∣∣∇h−∇h̃∣∣) (|∇ũ|+ |ũ|)
+ML1(Y0)
∣∣h− h̃∣∣ (∣∣∇2ũ∣∣+ |∇ũ|) .
Therefore
‖∇g‖L2(Ω) ≤ ML1(Y0)
[
2‖h− h̃‖L∞(QT )‖ũ‖H2(Ω) + ‖h− h̃‖L4(Ω)
(
‖∇ũ‖L4(Ω) + ‖ũ‖L4(Ω)
)]
+ML2(Y0)‖h− h̃‖L∞(QT ) ‖∇h‖L4(Ω)
(
‖∇ũ‖L4(Ω) + ‖ũ‖L4(Ω)
)
.
Thanks to the Ladyzhenskaya (or Gagliardo–Nirenberg) inequality, we obtain
max
[0,T ]
‖∇g‖L2(Ω) ≤ CSM
(
L1(Y0)Y0 + L2(Y0)Y
2
0
)
‖h− h̃‖W (QT ),
where C1S is a product of Sobolev embedding constants, depending on Ω and d, namely
C1S = max
(
1, C
(
H2(Ω) ↪→ L∞(Ω)
)3
, C
(
H2(Ω) ↪→W 1,4(Ω)
)3)
. (2.6)
We now turn to the time derivative
|∂tg| ≤ M
(
L1(Y0)
∣∣h− h̃∣∣+ L2(Y0)∣∣h− h̃∣∣ |∂th|+ L1(Y0)∣∣∂th− ∂th̃∣∣) (|∇ũ|+ |ũ|)
+ML1(Y0)
∣∣h− h̃∣∣ (|∇∂tũ|+ |∂tũ|) .
Thus, using that ∂th, ∂th̃ ∈ L4(QT ) and ∂t∇ũ ∈ L2(QT ), we have
‖∂tg‖L2(QT ) ≤ C
2
SM
(
L1(Y0)Y0 + L2(Y0)Y
2
0
) ∥∥∥h− h̃∥∥∥
W (QT )
,
where C2S is also a product of Sobolev embedding constants, depending on Ω and d, namely
C2S = max
(
C
(
H1(Ω) ↪→ L4(Ω)
)2
, 1
)
. (2.7)
Finally, we apply Lemma 2.1 to obtain
‖u− ũ‖W (QT ) ≤ εY0CSM
[
L1(Y0)Y0 + L2(Y0)Y
2
0
]
‖h− h̃‖W (QT ),
with
CS = C
1
S + C
2
S . (2.8)
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We now turn to the proof of Proposition 1.5.
Proof of Proposition 1.5. Recall that
ε0 : R→ min
(
1
2 + 2K0(R)
,
1
1 +K1(R)
)
.
where K0 and K1 are defined in (1.17) and (1.18), respectively.
Given u0 ∈W (QT ) we introduce the sequence vn given by v0 = u0 and, for all n ≥ 0,
vn+1 = S(vn, u
0, 0),
where S is the solution map defined in (2.4). Note that the compatibility condition (1.22) is satisfied at every
step. Corollary 2.2 shows that ‖vn‖W (QT ) ≤ Y0 for each n. Furthermore, thanks to Lemma 2.3,
‖vn+2 − vn+1‖W (QT ) ≤ ε0K1(Y0)‖vn+1 − vn‖W (QT ) ≤
K1(Y0)
1 +K1(Y0)
‖vn+1 − vn‖W (QT ).
The sequence thus converges to a solution of (1.9), thanks to the contraction mapping theorem.
We now turn to the proof of the perturbation result in Theorem 1.7. Consider the linearised system given
by
∂tũi − ∂α
[
D̃αβij (t, x, h̃)∂β ũj − F̃
α
ij(t, x, h̃)ũj
]
= f̃i, in D′(Ω),[
D̃αβij (t, x, h̃)∂β ũj − F̃
α
ij(t, x, h̃)ũj
]
να = 0, on ∂Ω,
ũ(0, ·) = ũ0, in Ω, (2.9)
Following the notation of Lemma 2.1 (see (2.4)), the solution operator associated to (2.9) is denoted by
S̃(h̃, ũ0, f̃).
Proposition 2.4. Let h, h̃ ∈W (QT ) be compactly supported in Ω for t = 0 and write
Y1 = CT/∞max
(
‖h̃‖W (QT ), ‖h‖W (QT )
)
.
Assume ε < ε0(Y1), so that the solution operators S and S̃ corresponding to (2.3) and (2.9) respectively are well
defined. For any u0, ũ0 ∈ H2(Ω) with compact support in Ω there holds∥∥∥S̃(h̃, ũ0, 0)− S(h, u0, 0)∥∥∥
W (QT )
≤ CT/∞‖ũ0 − u0‖H2(Ω) + εK1(Y1)‖h̃− h‖W (QT )
+εK2(Y1)
(
‖(ã, b̃)− (a, b)‖C1([0,∞)×Rd) + ‖(φ̃, ψ̃)− (φ, ψ)‖C1(BY1 (0))
)
.
where K2 depends on L0, L1, Ω, M and CT/∞ and is given by (1.19).
Proof. We write
S̃(h̃, ũ0, 0)− S(h, u0, 0) = S̃(h̃, ũ0, 0)− S(h̃, ũ0, 0) + S(h̃, ũ0, 0)− S(h, ũ0, 0) + S(h, ũ0, 0)− S(h, u0, 0).
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Thanks to Lemma 2.1 and to the linearity of S with respect to the initial data, we have∥∥S (h, ũ0, 0)− S (h, u0, 0)∥∥
W (QT )
≤ CT/∞‖u0 − ũ0‖H2(Ω).
Note that the compatibility condition is satisfied due to the compact support of u0, ũ0 and h(t = 0) in Ω. On
the other hand, Lemma 2.3 shows that∥∥∥S(h̃, ũ0, 0)− S(h, ũ0, 0)∥∥∥
W (QT )
≤ εK1(Y1)‖h̃− h‖W (QT ).
We write
S̃(h̃, ũ0, 0)− S(h̃, ũ0, 0) = εS̃(h̃, 0, g̃),
where g̃ is given by
g̃αi = ε
−1
[(
D̃αβij −D
αβ
ij
)
(t, x, h̃)∂β ũj −
(
F̃αij − Fαij
)
(t, x, h̃)ũj
]
=
(
ãαβij φ̃
αβ
ij − a
αβ
ij φ
αβ
ij
)
(t, x, h̃)∂β ũj +
(
b̃αβi ψ̃
α
ij − bαijψαij
)
(t, x, h̃)ũj ,
and ũ = S(h̃, ũ0, 0). In other words, g̃ is of the form
g̃ =
[
(ã− a)φ̃+ a(φ̃− φ)
]
∇ũ+
[
(b̃− b)ψ̃ + b(ψ̃ − ψ)
]
ũ,
and thus we are in a setting similar to that of the proof of Lemma 2.3. In particular we have
(|∇g|+ |g|) ≤
(∥∥(ã, b̃)− (a, b)∥∥
C1([0,∞)×Rd)L0(Y1) +M maxBY1 (0)
∣∣(φ̃, ψ̃)− (φ, ψ)∣∣) (|∇2ũ|+ 2|∇ũ|+ |ũ|)
+
(∣∣(ã, b̃)− (a, b)∣∣L1(Y1) +M max
BY1 (0)
∣∣(D̃φ, D̃ψ)− (Dφ,Dψ)∣∣) |∇h̃|(|∇ũ|+ |ũ|).
As in the proof of Lemma 2.3, using Gagliardo–Nirenberg’s inequality to bound the last term, we find
1
CS
max
[0,T ]
‖g̃‖H1(Ω) ≤
∥∥(ã, b̃)− (a, b)∥∥
C1([0,∞)×Rd)
[
2L0(Y1)Y1 + L1(Y1)Y
2
1
]
+M
∥∥(φ̃, ψ̃)− (φ, ψ)∥∥
C1(BY1 (0))
(2Y1 + Y
2
1 ),
where CS is given by (2.8). Finally, we bound ∂tg to show that g̃ ∈ C([0, T ];H1(Ω)) ∩H1(0, T ;L2(Ω)) in the
same way, namely
1
CS
‖∂tg̃‖L2(QT ) ≤
∥∥(ã, b̃)− (a, b)∥∥
C1([0,∞)×Rd)
[
L0(Y1)Y1 + L1(Y1)Y
2
1
]
+M
∥∥(φ̃, ψ̃)− (φ, ψ)∥∥
C1(BY1 (0))
(Y1 + Y
2
1 ).
Because of the compact support of u0, ũ0, h̃(t = 0) and h(t = 0) in Ω, we can conclude thanks to Lemma 2.1
that∥∥S̃(h̃, ũ0, 0)− S(h̃, ũ0, 0)∥∥
W (QT )
≤ εK2(Y1)
(∥∥(ã, b̃)− (a, b)∥∥
C1([0,∞)×Rd) +
∥∥(φ̃, ψ̃)− (φ, ψ)∥∥
C1(BY1 (0))
)
.
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Proof of Theorem 1.7. As in the proof of Proposition 1.5, the sequences vn+1 = S
(
vn, u
0, 0
)
and ṽn+1 =
S̃
(
ṽn, ũ
0, 0
)
for all n ≥ 1, with v0 = u0 and ṽ0 = ũ0, converge to u and ũ, respectively as n → ∞. Thanks
to Proposition 2.4 we have
‖ṽn+1 − vn+1‖W (QT ) ≤ CT/∞‖ũ
0 − u0‖H2(Ω) + εK1(Y1)‖ṽn − vn‖W (QT )
+εK2(Y1)
(
‖(ã, b̃)− (a, b)‖C1([0,∞)×Rd) + ‖(φ̃, ψ̃)− (φ, ψ)‖C1(BY1 (0))
)
.
Passing to the limit as n→∞, we obtain
‖ũ− u‖W (QT ) ≤ [1 +K1(Y1)]CT/∞‖ũ
0 − u0‖H2(Ω)
+ε[1 +K1(Y1)]K2(Y1)
(
‖(ã, b̃)− (a, b)‖C1([0,∞)×Rd) + ‖(φ̃, ψ̃)− (φ, ψ)‖C1(BY1 (0))
)
,
as required.
3. Numerical simulations
In this section, we present numerical simulations for the cross-diffusion systems described as Examples 1.1,1.2
and 1.3 in the introduction. We consider these examples when the physical dimension is d = 2, but with initial
data and potentials Vi varying in one direction such that the solutions of (1.1) can be represented as one-
dimensional. We solve (1.1) in the domainΩ = (−1/2, 1/2) using a second-order accurate finite-difference scheme
in space and the method of lines with the inbuilt Matlab ode solver ode15s in time. We use an equidistant mesh
of size |Ω|/J , with nodes xn = −1 + n∆x, 0 ≤ n ≤ J . The fluxes are evaluated at the nodes xn to ensure the
no-flux conditions are imposed accurately, while the solutions ui are computed at the midpoints xn+1/2. The
unknowns are ui,n(t) ≈ ui(xn, t), i = 1, 2. The discretisation of the spatial derivatives is done in the spirit of
the positivity-preserving scheme proposed in [24]. For example, the terms of the form ui∇uj are discretised as(
ui
∂uj
∂x
)
(xn+1/2) ≈
(
2ui,n+1ui,n
ui,n+1 + ui,n
)(
uj,n+1 − uj,n
∆x
)
.
We begin with a simulation of the model in Example 1.2 for fixed ε to demonstrate a typical evolution of a
cross-diffusion system. The value of the parameters used in the numerical implementation are given below.
Recall that the model describes two species of hard sphere particles in Rd, d = 2, 3, possibly with different
numbers Ni, diffusions Di, and diameters εi. The coefficients in (1.5) are given by
ai =
2π
d
(d− 1)N̄iε̄di , bi =
2π
d
[(d− 1)Di + dDj ]
Di +Dj
N̄i, ci =
2π
d
Di
Di +Dj
N̄j , (3.1)
for i, j = 1, 2 (j 6= i), where N̄i = Ni/(N1 + N2), ε = (ε1 + ε2)/2, ε̄i = εi/ε. In particular N̄1 + N̄2 = 1 and
ε̄1 + ε̄2 = 2. The small parameter ε is then defined as
ε = (N1 +N2)ε
d/|Ω|. (3.2)
For our first example, we choose N1 = N2 = 100, D1 = D2 = 1, ε1 = ε2 = 0.0354, d = 2. This gives the value
ε = 0.25. We set initial data u1,0 = C exp(−80(x+ 0.2)2), where C is the normalisation constant, and u2,0 = 1,
and external potentials V1(x) = 1 − exp(−120x2) and V2(x) = 0. We run the time-dependent simulation until
T = 1 and plot the results in Figure 1. We observe the evolution of u1 towards a non-trivial steady state, governed
by V1, while u2 diffuses away from the centre (despite having no external potential) due to the cross-species
interaction.
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Figure 1. Time-dependent simulation of the model (1.5) in Example 1.2. Time-evolution of
the population densities u1 (left) and u2 (right) with initial data u
0
1 = C exp(−80(x + 0.2)2),
where C is the normalisation constant, and u02 = 1, and final time T = 1 (times shown t0 =
0, t1 = 0.005, t2 = 0.01, t3 = 0.1, t4 = T ). The external potentials are V1(x) = 1− exp(−120x2)
and V2(x) = 0 and volume fraction parameter ε = 0.25. The other parameters are: N̄i = 1/2,
ε̄i = 1, d = 2, Di = 1, J = 500.
Figure 2. Steady state solutions u∞1 (solid lines) and u
∞
2 (dashed lines) of the model (1.5) in
Example 1.2 for different values of ε, ε = 0, 0.125, 0.25 (arrows show the direction of increasing
ε). The other parameters are given in Figure 1.
To show the dependence of the solutions of (1.5) with the small parameter ε, in Figure 2 we plot the steady
state solution u∞ for three values of the occupied volume ε, namely ε = 0, 0.125, 0.25. This is obtained by
running the time-dependent solver for long times; we found T = 20 to be sufficient. Convergence to a unique
steady state is guaranteed by the results in [2] and our time-independent estimates. We observe the effects of
ε: for ε = 0 (no interactions), u2 = 1 is already the steady state solution. As we increase ε, the maximum of
u∞1 decreases, as not so many particles can fit where the potential is minimised, and a minimum in u
∞
2 appears
where u∞1 has its maximum, showing that particles from species 2 are pushed out driven by gradients in u1.
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Figure 3. Simulation of model (1.5) for increasing values of ε. (a) Initial data: u01 = 1 +
0.5 tanh[10(2x+ a− b)] + 0.5 tanh[−10(2x− a− b)] (solid line) and u02 = 1 + 0.5 tanh[10(2x+
a+ b)] + 0.5 tanh[−10(2x− a+ b)] (dashed line) with a = 0.5 and b = 0.05. (b) Determinant of
the symmetrised diffusion matrix (1.5a) as a function of ε. (c) Norm ‖u‖W (QT ) computed using
(3.3) as a function of ε. Parameters used: N̄i = 1/2, ε̄i = Di = 1, Vi = 0, d = 2, and T = 0.1,
J = 500 and M = 100.
In the next simulation, we want to test the behaviour of the system in Example 1.2 as the perturbation in ε
increases. To make the calculation of the bounds simpler, we assume that ε̄i = 1, N̄i = 1/2, d = 2, and that the
two components of the solution coincide at at least one point, that is, u1 = u2 = u
∗ for some u∗ > 0. We choose
the initial data shown in Figure 3(a) and Vi = 0, so that u
∗ = maxx u
0 ≈ 1.333. We have already introduced a
bound ε0 in (1.21), ensuring that the existence result in Theorem 1.7 holds. The expression of ε0 is found in the
proof of Lemma 2.1 for a general system, but it can be improved for the specific system at hand. However, in
this section we will use another bound, which we denote by ε∗, that ensures ellipticity of the diffusion matrix
(1.5a). This is in fact the practical bound required to obtain meaningful numerical results, and it is in general
less restrictive than ε0.
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Lemma 3.1 (Ellipticity bound). The following condition is necessary to ensure coercivity of the diffusive term.
Suppose that the solution of (1.1) with matrices (1.5) satisfies maxQT |u| = u∗ > 0, d = 2, and one of the
following cases apply:
(i) Different diffusivities: ε̄i = 1, N̄i = 1/2, and θ = (D1 −D2)2/4D1D2 ≥ 0.
(ii) Different particle sizes: Di = 1, N̄i = 1/2, ε̄2 = 2− ε̄1, and θ = 1− 2ε̄1 + ε̄21 ≥ 0.
(iii) Different particle numbers: Di = 1, ε̄i = 1, N̄2 = 1− N̄1, and θ = 9(1/4− N̄1 + N̄21 ) ≥ 0.
Then the symmetrised version of the diffusion matrix (1.5a) is non-degenerate provided that
ε ≤ ε∗ = 1 +
√
9 + 4θ
2 + θ
(πu∗)−1,
where θ takes the values specified above. The bound is sharp in the case that both components u1 and u2 attain
u∗ at the same point.
Proof. Recall that the diffusion matrix of Example 1.2 is
D(u) =
(
D1(1 + εa1u1 − εc1u2) εD1b1u1
εD2b2u2 D2(1 + εa2u2 − εc2u1)
)
.
From the numerical point of view, a realistic bound can be obtained imposing that the symmetrised diffusion
matrix does not degenerate. We consider the case (i), that is, ε̄i = 1, N̄i = 1/2. Suppose that both components
u1, u2 attain the same maximum at the same point, u1 = u2 = u
∗. We have
det(Sym(D)) = det(D)−
(
D12 −D21
2
)2
= D1D2
[
1 +
1
2
επu∗ − 1
4
(επu∗)2(2 + θ)
]
,
where θ = (D1 −D2)2/(4D1D2) ≥ 0. Imposing that det(Sym(D)) = 0 leads to
επu∗ =
1 +
√
9 + 4θ
2 + θ
,
as required. The other cases, as well as the non-sharp cases when, for instance, u1 < u2 = u
∗, follow in a similar
way.
To test the upper bounds on ε, in the next example we run a simulation of model (1.5) for increasing
values of ε. We expect the norm ‖u‖W (QT ) to increase suddenly for values ε > ε∗. In the example we consider,
ε∗ = 2/(πu∗) ≈ 0.4776, and ε∗ = 2ε̃0  ε0 ≈ 2.57 × 10−5. In the simulations, we approximate the norm in
W2(QT ) as follows. Let ui(n, k) denote the finite-difference approximation of ui(xn, tk), where xn and tk are
J and M equally spaced nodes in Ω = [−1/2, 1/2] and [0, T ] respectively, xn = −1/2 + n∆x, ∆x = 1/J and
tk = 0 + k∆t, ∆t = T/M . Then
‖u‖W (QT ) ≈
√
∆x∆t
∑
n,k
[u21xx(n, k) + u
2
2xx(n, k) + u
2
1t(n, k) + u
2
2t(n, k)]
+ max
k
√
∆x
∑
n
[u2(n, k) + u22(n, k) + u
2
1x(n, k) + u
2
2x(n, k)], (3.3)
where uixx(n, k) = [ui(n+ 1, k) + ui(n− 1, k)− 2ui(n, k)]/∆x2, uix(n, k) = [ui(n+ 1, k)− ui(n− 1, k)]/(2∆x)
and uit(n, k) = [ui(n, t+ 1)− ui(n, t)]/∆t. We choose initial data u0 such that the two components attain the
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Figure 4. Comparison between the models in Examples 1.1, 1.2, and 1.3 for increasing values
of ε. (a) Second component u2 at time t = 0.1 for ε = 0.25 from model (1.3) (u2), model (1.5)
(ũ2), and model (1.6) (û2). (b) Norm in W2(QT ) of the difference between solutions of models
in Examples 1.1 and 1.2, ‖ũ− u‖, and between models in Examples 1.3 and 1.1, ‖û− ũ‖. Norm
computed using (3.3) as a function of ε. Dash and dot-dash lines show curves O(ε) and O(ε2)
for reference. Parameters used: N̄i = 1/2, ε̄i = 1, D1 = 1.5, D2 = 1, V1(x) = 1− exp(−120x2)
and V2(x) = 0, d = 2, final time T = 1, J = 500 and M = 100. Initial data as in Figure 3(a).
same maximum u∗ in regions that overlap (see Fig. 3a), and zero external potentials Vi so that we can ensure
that the maximum of u0 is also the global maximum. We consider the symmetric case when diffusivities, particle
numbers and sizes are equal, ε̄1 = ε̄2 = 1, N̄1 = N̄2 = 1/2, D1 = D2, so that θ ≡ 0 and ε∗ = 2/(πu∗) = from
Lemma 3.1. We observe that the norm ‖u‖W (QT ) blows up as expected for ε ≥ 0.5, when the determinant of
the symmetrised diffusion matrix is negative.
Our second set of simulations relates to stability under perturbations of the matrices D and F. We compare
the solutions of Example 1.1 and Example 1.2, and the solution of Example 1.2 and the gradient-flow solution
of Example 1.3. In the first case, the perturbation or differences between the models are at order ε, whereas in
the second case the differences are at order ε2. We would like to test the theoretical predictions of our analysis,
namely, that we can control the difference between the solutions of the models in Examples 1.1, 1.2 and 1.3 by
the difference in their diffusion and drift matrices.
We denote by D and F the matrices of Example 1.1, and by D̃ and F̃ those of Example 1.2. The difference
between the models is
D̃−D = ε
(
D1[a1u1 + u2(N̄2 − c1)] D1u1(b1 − N̄2)
D2u2(b2 − N̄1) D2[a2u2 + u1(N̄1 − c2)]
)
, (3.4a)
and
F̃− F = ε
(
−u1∇V1N̄1 u1[(c1 − N̄2)∇V1 − c1∇V2]
u2[(c2 − N̄1)∇V2 − c2∇V1] −u2∇V2N̄2
)
= ε
(
−∇V1N̄1 [(c1 − N̄2)∇V1 − c1∇V2]
[(c2 − N̄1)∇V2 − c2∇V1] −∇V2N̄2
)
◦
(
u1 u1
u2 u2
)
, (3.4b)
In the second line, we rewrite the difference as two matrices, one dependent on x and the other on u (as required
in our analysis), where ◦ denotes the Hadamard or entry-wise product of matrices.
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The difference between the model (1.5) in Example 1.2 and the gradient-flow model (1.6) in Example 1.3 is
the order ε2 term G (see (1.8)), given by
G = (θ1∇u1 − θ2∇u2)u1u2
(
−D1
D2
)
, (3.5)
where θ1 = a1c1 − a12c2, θ2 = a2c2 − a12c1, and a12 = (d− 1)(c1 + c2). Therefore, both models have the same
drift matrices and their difference is contained in their respective diffusion matrices. If we denote by D̂ the
diffusion matrix of model (1.6), then (D̂− D̃)∇u = ε2G (see (1.8)), that is,
D̂− D̃ = ε2u1u2
(
−D1θ1 D1θ2
D2θ1 −D2θ2
)
. (3.6)
To test our stability results, we next compare the solutions of the models above in a simulation with initial
data as in Figure 3(a), equal particle numbers N̄i = 1/2, equal particle sizes ε̄i = 1 (since the lattice-based
model in Example 1.1 only admits equal sizes), and D1 = 1.5, D2 = 1. We plot the results in Figure 4, using the
potentials V1(x) = 1− exp(−120x2) and V2(x) = 0 as in Figure 2. As expected, the stability between models in
Examples 1.1 and 1.2 is of order ε, whereas the difference between the solutions of models in Examples 1.2 and
1.3 scales with ε2.
Appendix A. Proof of Lemma 2.1
Our approach is classical and the parabolic estimate mostly follows from an elliptic regularity estimate. Yet,
for general cross-diffusion systems, it is well known that such elliptic results do not always hold, including for
quasilinear systems with analytic dependence on u (see for example [10, 22]). Therefore this result needs to
be proved in the case at hand. Some of the more technical arguments are detailed in well known references
(for example [12, 23] concerning elliptic regularity and [8, 9, 15, 16] for the parabolic case), so we safely skip a
certain number of intermediate steps, and we give the relevant references.
The following lemma provides the key regularity result.
Lemma A.1. Given ω ∈ C1
(
Ω;R+
)
, for any u0 ∈ H2 (Ω;Rm) and
gi ∈ C
(
[0, T ] ;H1
(
Ω;Rd
))
∩H1
(
0, T ;L2
(
Ω;Rd
))
, i = 1, . . . ,m
the weak solution u of
ω∂tui − ∂α
[
Dαβi (x, t)∂βui + F
α
ij(x, t)uj + g
α
i
]
= 0, in Ω, (A.1)[
Dαβi (x, t)∂βui + F
α
ij (x, t]uj + g
α
i
]
· να = 0, on ∂Ω, (A.2)
ui(0) = u
0
i , in Ω, (A.3)
for i = 1, . . . ,m, is unique in L2
(
0, T ;H1 (Ω)
)
∩ C
(
[0, T ] ;L2 (Ω)
)
with ∂tu ∈ L2(0, T ; (H1(Ω))′). If the
compatibility condition [
Dαβi (x, t)∂βu
0
i + F
α
iju
0
j + g
α
i
]
· να = 0 on ∂Ω, i = 1, . . . ,m (A.4)
holds, then u satisfies
‖u‖W (QT ) ≤
1
2
CT
(∥∥u0∥∥
H2(Ω)
+ ‖g‖C([0,T ];H1(Ω))∩H1(0,T ;L2(Ω))
)
, (A.5)
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where the constant CT is given by (A.30) and depends on m, λ, T , the C
1 norms of ω, D, and F , and the
domain Ω only.
Furthermore, if Fαij = D
αβ
i ∂βVi with Vi ∈ C1
(
Ω;R
)
, and for each i, Di and Vi do not depend on time, then
‖u‖W (QT ) ≤
1
2
C∞
(∥∥u0∥∥
H2(Ω)
+ ‖g‖C([0,T ];H1(Ω))∩H1(0,T ;L2(Ω))
)
, (A.6)
where C∞, given by (A.31), depends on m,λ, the C
1norms of ω, D, F and the domain Ω only. In particular,
C∞ is independent of T .
Proof. Note that no coupling appears in (A.3), therefore the index i can be dropped, as the result relates to
equations, and not systems. For the purpose of this proof, it is convenient to modify the formulation of the
problem to simplify the computations. We will write D = A2, with A ∈ C1
(
QT ;Rd×d
)
symmetric, positive
definite and A satisfies ∥∥A−1(x, t)∥∥∞ ≤ λ−1/2 in QT . (A.7)
We write F = AB, and g = Af , so that the evolution problem under consideration can be written under the
form
ω∂tu− div
(
A2∇u+ABu+Af
)
= 0 in D′ (Ω) . (A.8)
The a priori bounds we will use are
‖A‖L∞(QT ) + ‖∇A‖L∞(QT ) ≤MA, (A.9)
‖B‖L∞(QT ) + ‖B‖L∞(QT ) + ‖∇B‖L∞(QT ) ≤MB , (A.10)∥∥ω−1∥∥
L∞(QT )
+ ‖ω‖L∞(QT ) + ‖∇ω‖L∞(QT ) ≤Mω, (A.11)
and
‖∂tA‖C(QT ) +
∥∥A−1∂tA∥∥C(QT ) + ∥∥∂tA−1∥∥C(QT ) + ∥∥∂t (A−1B)∥∥C(QT ) ≤MT . (A.12)
For a.e. t ∈ [0, T ], we define A (t, u, v) : H1(Ω;R)×H1(Ω;R)→ R by
A(t, u, v) =
∫
Ω
(
A2
)αβ
(t, x) ∂βu∂αv dx+
∫
Ω
(AB)
α
(t, x)u∂αv dx. (A.13)
Using the a priori bounds (A.9) and (A.10), we find the upper bound
A(t, u, v) ≤MA (MA +MB) ‖u‖H1(Ω)‖v‖H1(Ω).
Furthermore, using (A.7) as well, we have the lower bound
A(t, u, v) ≥ λ‖u‖2H1(Ω) −MAMB‖u‖L2(Ω)‖u‖H1(Ω) ≥
1
2
λ‖u‖2H1(Ω) −
1
2λ
M2AM
2
B‖u‖2L2(Ω). (A.14)
We may therefore apply the parabolic version of the Lax–Milgram Theorem of Lions [1, 16] to deduce that there
exists a unique solution of (A.3) u ∈ L2(0, T ;H1(Ω;R)) ∩ C([0, T ];L2(Ω;R)) with ∂tu ∈ L2(0, T ;H1(Ω;R)′).
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We now derive an explicit bound. Integrating (A.8) by parts against u we find
∂t
1
2
∫
Ω
ωu2 dx+
∫
Ω
A2(x, t)∇u · ∇udx+
∫
Ω
uAB · ∇udx+
∫
Ω
Af · ∇udx = 0.
Thus, using (A.14) and Cauchy–Schwarz
∂t
(
1
2
∥∥√ωu∥∥2
L2(Ω)
)
+
1
2
‖A∇u‖2H1(Ω) ≤ ‖f‖
2
L2(Ω) +
∥∥∥ω− 12B∥∥∥2
L∞(Ω)
∥∥√ωu∥∥2
L2(Ω)
,
which leads to two bounds
‖u‖C([0,T ],L2(Ω)) ≤M
1
2
ω
(
exp
(√
2MωMBT
)
‖f‖L2(QT ) +M
1
2
ω
∥∥u0∥∥
L2(Ω)
)
, (A.15)
and
√
λ/2‖∇u‖L2(0,T ;L2(Ω)) ≤
√
1/2‖A∇u‖L2(0,T ;L2(Ω)) ≤
√
Mω
2
∥∥u0∥∥
L2(Ω)
+ ‖f‖L2(QT ) . (A.16)
Note that
∫
Ω
udx =
∫
Ω
u0 dx for all times. As a result,
‖u‖L2(0,T ;H1(Ω)) ≤
√
T
∣∣∣∣ 1|Ω|
∫
Ω
u0 dx
∣∣∣∣+ ∥∥∥∥u− 1|Ω|
∫
Ω
udx
∥∥∥∥
L2(0,T ;L2(Ω))
+ ‖∇u‖L2(0,T ;L2(Ω))
≤
√
T
∣∣∣∣ 1|Ω|
∫
Ω
u0 dx
∣∣∣∣+ (CP (Ω) + 1)λ−1/2 ‖A∇u‖L2(0,T ;L2(Ω))
≤ C1
(∥∥u0∥∥
L2(Ω)
+ ‖f‖L2(QT )
)
, (A.17)
where CP (Ω) is the Poincaré–Wirtinger constant, and
C1 =
√
T |Ω|−1/2 + (CP (Ω) + 1)
√
Mω
2λ
. (A.18)
Let us now focus on higher regularity. We are going to show that
u ∈ C
(
[0, T ];H2(Ω)
)
∩H1
(
0, T ;H1(Ω)
)
.
We write
Φ = A∇u+Bu+ f. (A.19)
Thanks to (A.16) and (A.17), we have
‖Φ‖L2(0,T ;L2(Ω)) ≤ C2
(∥∥u0∥∥
L2(Ω)
+ ‖f‖L2(QT )
)
,
with
C2 = 1 +
√
Mω +MBC1. (A.20)
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Next, we are going to test (A.3) against η = ∂tu − ω−1 div (AΦ). Notice that we have to ensure that η is a
valid test function. We just sketch the procedure, namely we consider ητ,h = ∆τu − ω−1∆αh
(
AαβΦβ
)
, where
the difference quotient time derivative is given by ∆τu = (u (·+ τ)− u (·)) τ−1 and difference quotient space
derivatives in direction i is given by ∆α−hψ = (ψ (·+ heα)− ψ (·))h−1. We have to test (A.3) against ητ,h and
subsequently pass to the limit for τ, h → 0, paying attention to the direction normal to the boundary near
∂Ω. This step is somewhat technical but straightforward and it justifies the following calculations rigorously.
To simplify the exposition, we use directly ∂tu− ω−1 div (AΦ) as the test function in the following steps, and
obtain ∫
Ω
ω (∂tu)
2
dx+
∫
Ω
(AΦ) · ∇
(
−ω−1 div (AΦ)
)
dx− 2
∫
Ω
∂tudiv(AΦ) dx = 0. (A.21)
As AΦ · ν = 0, we find that∫
Ω
(AΦ) · ∇
(
−ω−1 div (AΦ)
)
dx =
∫
Ω
ω−1 (div (AΦ))
2
dx. (A.22)
Let us now turn to the mixed term. We have
−2
∫
Ω
∂tudiv(AΦ) dx = 2
∫
Ω
∂t
((
A−1A
)
∇u
)
· (AΦ) dx = 2
∫
Ω
[
∂t(A∇u) +A∂t(A−1)A∇u
]
· Φdx
= 2
∫
Ω
[
∂t(Φ) +A∂t(A
−1)Φ
]
· Φdx− 2
∫
Ω
[
∂t(Bu+ f) +A∂t(A
−1)(Bu+ f)
]
· Φ dx.
(A.23)
Inserting (A.22) and (A.23) into (A.21) and using Cauchy–Schwarz, we obtain
∥∥√ω∂tu∥∥2L2(Ω) + ∫
Ω
ω−1 div (AΦ)
2
dx+ ∂t ‖Φ‖2L2(Ω)
≤ 2MTMA
(
‖Φ‖2L2(Ω) + ‖f‖L2(Ω) ‖Φ‖L2(Ω)
)
+ 2 ‖∂tf‖L2(Ω) ‖Φ‖L2(Ω)
+2MTMAMB ‖u‖L2(Ω) ‖Φ‖L2(Ω) + 2MBM
1
2
ω
∥∥√ω∂tu∥∥L2(Ω) ‖Φ‖L2(Ω) . (A.24)
Using Young’s inequality, we recombine inequality (A.24) to find
1
2
∥∥√ω∂tu∥∥2L2(Ω) + ∥∥√ω div (AΦ)∥∥2L2(Ω) + ∂t ‖Φ‖2L2(Ω) ≤ (2C3 + 1) ‖Φ‖2L2(Ω) +M2B ‖u‖2L2(Ω) + ‖∂tf‖2L2(Ω) + ‖f‖L2(Ω) ,
with
C3 = 2MTMA (1 + 2MTMA) + 2M
2
BMω.
Integrating in time, we find
‖Φ‖2C([0,T ],L2(Ω)) +
1
2
∥∥√ω∂tu∥∥2L2(QT ) + ∥∥√ω div (AΦ)∥∥2L2(QT )
≤ C4
(∥∥u0∥∥
L2(Ω)
+ ‖f‖L2(QT )
)2
+
∥∥A∇u0 +Bu0 + f (t = 0)∥∥2
L2(Ω)
+ ‖∂tf‖2L2(QT ) + ‖f‖
2
L2(QT )
,
with
C4 = (2C3 + 1)C
2
2 +M
2
BC
2
1 . (A.25)
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Let us now check that the estimate above allows us to define ∂tu|t=0 in an appropriate sense. Since
‖∇u‖C([0,T ],L2(Ω)) ≤ λ
− 12
(
‖Φ‖C([0,T ],L2(Ω)) +MB ‖u‖C([0,T ],L2(Ω)) + ‖f‖C([0,T ],L2(Ω))
)
,
for any v ∈ H1 (Ω), the map
t→
∫
Ω
[A(x, t)∇u · ∇v +Bu · ∇v + fu · ∇v] dx,
is continuous on [0, T ]. In other words, we define ∂tu|t=0 ∈
(
H1(Ω)
)′
as follows∫
Ω
∂tu|t=0 v dx = lim
t↓0
∫
Ω
[A(x, t)∇u · ∇v +B(x, t)u.∇v + f(x, 0) · ∇v] dx
=
∫
Ω
[
A(x, 0)∇u0 · ∇v +B(x, 0)u0.∇v + f(x, 0) · ∇v
]
dx,
provided that the compatibility condition (A.4) holds, that is,[
A(x, 0)∇u0 −B(x, 0)u0 − f(x, 0)
]
· ν = 0.
An integration by parts then shows that∫
Ω
∂tu|t=0 v dx =
∫
Ω
div
[
A(x, 0)∇u0 +B(x, 0)u0 + f(x, 0)
]
v dx,
which, in turn, shows that ∂tu|t=0 ∈ L2(Ω) and
‖∂tu|t=0‖L2(Ω) ≤ (MA +MB)
(∥∥u0∥∥
H2(Ω)
+ ‖f‖C([0,T ];H1(Ω))
)
. (A.26)
We now notice that ∂tu is a weak solution of (A.3), where f is replaced by ∂tf + ∂tA∇u + ∂tBu and u0 is
replaced by ∂tu|t=0. From (A.17) we obtain
‖∂tf + ∂tA∇u+ ∂tBu‖L2(QT ) ≤ max(MTC1, 1)
(∥∥u0∥∥
L2(Ω)
+ ‖f‖H1(0,T ;L2(Ω))
)
(A.27)
Thus (A.16) becomes√
λ
2
‖∂t∇u‖L2((0,T );L2(Ω)) ≤
√
Mω
2
‖∂tu|t=0‖L2(Ω) + ‖∂tf + ∂tA∇u+ ∂tBu‖L2(QT )
≤
√
Mω
2
(MA +MB)
(∥∥u0∥∥
H2(Ω)
+ ‖f‖C([0,T ];H1(Ω))
)
+ max(MTC1, 1)
(∥∥u0∥∥
L2(Ω)
+ ‖f‖H1(0,T ;L2(Ω))
)
,
and (A.15) gives
‖∂tu‖C([0,T ];L2(Ω)) ≤M
1
2
ω
[
exp
(√
2MωMBT
)
‖∂tf + ∂tA∇u+ ∂tBu‖L2(QT ) +M
1
2
ω ‖∂tu|t=0‖L2(Ω)
]
≤ C5
(∥∥u0∥∥
H2(Ω)
+ ‖f‖C([0,T ];H1(Ω)) + ‖f‖H1(0,T ;L2(Ω))
)
,
STABILITY WITH WEAK CROSS-DIFFUSION 1131
with
C5 = Mω (MA +MB) +M
1
2
ω max(MTC1, 1) exp
(√
2MωMBT
)
. (A.28)
Finally, we observe that the right-hand side of the identity
div (A∇u) = ∂tu− div (Bu+ f) ,
belongs to C
(
[0, T ];L2 (Ω)
)
, and therefore the left-hand side belongs to the same space. This in turn shows
that u ∈ H2(Ω) for any t, in fact u ∈ C
(
[0, T ] ;H2 (Ω)
)
, see, for example, [19], with
‖u‖C([0,T ];H2(Ω)) ≤ C(Ω,MA, λ) (C5 +MBC1)
(∥∥u0∥∥
H2(Ω)
+ ‖f‖C([0,T ];H1(Ω)) + ‖f‖H1(0,T ;L2(Ω))
)
.
Altogether, we have shown
‖u‖C([0,T ];H2(Ω)) + ‖u‖H1(0,T ;H1(Ω)) ≤
1
2
CT
(∥∥u0∥∥
H2(Ω)
+ ‖f‖C([0,T ];H1(Ω)) + ‖f‖H1(0,T ;L2(Ω))
)
, (A.29)
where
CT = 2
(
C(Ω,MA, λ) (C5 +MBC1) +
√
Mω
λ
(MA +MB) +
√
2
λ
max(MTC1, 1)
)
, (A.30)
and C4 and C5 are given by (A.25) and (A.28), respectively, as announced.
Let us now turn to the particular case when B = A∇V , with V ∈ C2
(
Ω
)
, and A and V are independent of
time. We perform the change of unknown w = u expV and, thanks to Lemma A.3, we can study the problem
satisfied by w. We have
exp (−V ) ∂tw − div [A exp (−V )∇w + f ] = 0, in Ω,
[A exp(−V )∇w + f ] · ν = 0, on ∂Ω,
w(0) = u0 exp(V ), in Ω,
that is, the same system as (A.3) above, with ω = exp(−V ), MB = 0 and MT = 0. In this case,
C2 = 1 +
√
Mω, C3 = 0, C4 = C
2
2 , C5 = MωMA +M
1
2
ω ,
and the constant CT in (A.30) becomes
C̃ ′ = 2
(
C(Ω,MA, λ)C5 +
√
Mω
λ
MA +
√
2
λ
)
,
and it does not depend on T . Thanks to Lemma A.3, we find that the bound (A.29) holds with the following
constant
C∞ = C̃
[
(1 +M ′V )
2
+M ′′V
]
expMV , (A.31)
which again is independent of T .
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Remark A.2 (Ellipticity bound for ε). Suppose that an a priori bound for u on QT is known, say u
∗ =
supQT |u|. For any ξ
α
i ∈ Rd×m, ζj ∈ Rm, we have the lower bound
Dαβij (t, x, y)ξ
α
i ξ
β
j = D
αβ
i (t, x)ξ
α
i ξ
β
i + εa
αβ
ij (t, x)φ
αβ
ij (y)ξ
α
i ξ
β
j ≥ (λ− εL0(u
∗)‖a‖∞)|ξ|2, (A.32)
where ‖a‖∞ = maxi,j,α,β,x |aαβij (x)| and L0 is given in (1.16). Therefore, choosing
ε < min
(
λ
1 + ‖a‖∞L0(u∗)
, 1
)
, (A.33)
guarantees coercivity, and this is sufficient to ensure existence and uniqueness of weak solutions of the linearised
system (2.3) via Lax–Milgram lemma. This in turn ensures the existence and uniqueness of weak solutions of
the original system (1.9). We use relation (A.33) to derive an a priori upper bound for ε in a specific case, see
Lemma 3.1.
Lemma A.3. Given V ∈ C2
(
Ω
)
, the map u→ u exp(V ) is a bi-continuous isomorphism in C
(
[0, T ] ;H2 (Ω)
)
∩
H1
(
0, T ;H1 (Ω)
)
. The following inequalities hold
‖u exp(V )‖W (0,T,Ω) ≤
[
(1 +M ′V )
2
+M ′′V
]
expMV ‖u‖W (0,T,Ω) ,
‖u‖W (0,T,Ω) ≤
[
(1 +M ′V )
2
+M ′′V
]
expMV ‖u exp(V )‖W (0,T,Ω) ,
where MV = supΩ |V |, M ′V = supΩ |∇V | and M ′′V = supΩ
∣∣∇2V ∣∣ .
Proof. Note that it is sufficient to prove one inequality, as replacing V by −V changes the map to its inverse.
Indeed, we have
‖u exp(V )‖L2(Ω) ≤ expMV ‖u‖L2(Ω) ,
‖u exp(V )‖H1(Ω) ≤ (1 +M
′
V ) expMV ‖u‖H1(Ω) ,
‖u exp(V )‖H2(Ω) ≤
[
(1 +M ′V )
2
+M ′′V
]
expMV ‖u‖H2(Ω) .
The second step in the proof of Lemma 2.1 concerns the regularity of the forcing term f , which coincides
with the regularity of the cross-diffusion term, provided that h and u are in W (QT ).
Lemma A.4. The map
P : QT × C∞ (QT ;Rm)2 → C2
(
QT : Rm×d
)
(t, x, h, u)→ aαβij (t, x)φ
αβ
ij (h) ∂βuj + b
α
ij(t, x)ψ
α
ij (h)uj , (A.34)
has the following property
P (QT ×W (QT )×W (QT )) ⊂ C
(
[0, T ] ;H1 (Ω;Rm)
)
∩H1
(
0, T ;L2 (Ω;Rm)
)
.
Furthermore, there holds
sup
[0,T ]
(
‖∇Pi(t, x, h, u)‖L2(Ω) + ‖Pi (t, x, h, u)‖L2(Ω)
)
+ ‖∂tPi (t, x, h, u)‖L2(QT ) ≤ K0
(
‖h‖W (QT )
)
‖u‖W (QT ) ,
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where K0 is given by (1.17).
Proof. Note that L∞ (QT ) ⊂ C
(
[0, T ] ;H2 (Ω;Rm)
)
. Therefore
sup
QT
|h| ≤ C∞S ‖h‖W (QT ) ,
where
C∞S = C(H
2(Ω) ↪→ L∞(Ω)), (A.35)
is the Sobolev constant associated to the embedding of H2(Ω) into L∞(Ω), and depends on Ω and d. We
compute the following bounds for P
|Pi(t, x, h, u)| ≤ sup
Ω×[0,∞)
(|a|, |b|)L0
(
sup
QT
|h|
)
(|∇u|+ |u|) ,
‖Pi (t, x, h, u)‖L2(Ω) ≤M ‖u‖H1(Ω) ≤ML0
(
C∞S ‖h‖W (QT )
)
‖u‖W (QT ) ,
for all t ∈ [0, T ]. Similarly, for the spatial derivatives of P we have
|∂αPi(t, x, h, u)| ≤ M
(
L0
(
C∞S ‖h‖W (QT )
)
+ L1
(
C∞S ‖h‖W (QT )
)
|∇h|
)
(|∇u|+ |u|)
+ML0
(
C∞S ‖h‖W (QT )
) (∣∣∇2u∣∣+ |∇u|) .
Therefore, using Cauchy–Schwarz and the Sobolev embedding H1 (Ω) ↪→ L4 (Ω) we find
‖∇Pi(t, x, h, u)‖L2(Ω) ≤ 2ML0
(
C∞S ‖h‖W (QT )
)
‖u‖W (QT ) +ML1
(
C∞S ‖h‖W (QT )
)
‖∇h‖L4 (‖∇u‖L4 + ‖u‖L4)
≤ M
[
2L0
(
C∞S ‖h‖W (QT )
)
+ C2SL1
(
C∞S ‖h‖W (QT )
)
‖h‖W (QT )
]
‖u‖W (QT ) ,
where C2S is defined by (2.7). This shows that Pi (t, x, h, u) ∈ C
(
[0, T ] ;H1 (Ω)
)
. Finally, for the time derivative
we obtain
|∂tPi(t, x, h, u)| ≤M
[
L0
(
C∞S ‖h‖W (QT )
)
+ L1
(
C∞S ‖h‖W (QT )
)
|∂th|
]
(|∇u|+ |u|)
+ML0
(
C∞S ‖h‖W (QT )
)
(|∇∂tu|+ |∂tu|) ,
and
‖∂tPi(t, x, h, u)‖L2(QT ) ≤M
[
2L0
(
C∞S ‖h‖W (QT )
)
+ L1
(
C∞S ‖h‖W (QT )
)
‖∂th‖L2(QT )
]
‖u‖W (QT ) .
Altogether we have shown that
sup
[0,T ]
(
‖∇Pi(t, x, h, u)‖L2(Ω) + ‖Pi(t, x, h, u)‖L2(Ω)
)
+ ‖∂tPi(t, x, h, u)‖L2(QT ) ≤ K0
(
‖h‖W (QT )
)
‖u‖W (QT ) ,
where K0 is defined by (1.17), as announced.
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Proof of Lemma 2.1. We write
∂α
[
Dαβij (t, x, h)∂βuj − F
α
ij(t, x, h)uj + f
α
i
]
= ∂α
[
Dαβi (t, x)∂βuj − F
α
i (t, x)uj + g
α
i
]
,
with gαi = f
α
i + εP
α
i (t, x, h, u), and P given by (A.34). Lemma A.1 shows that
‖u‖W (QT ) ≤
1
2
CT
(∥∥u0∥∥
H2(Ω)
+ ‖g‖C([0,T ];H1(Ω))∩H1(0,T ;L2(Ω))
)
,
and
‖g‖C([0,T ];H1(Ω))∩H1(0,T ;L2(Ω)) ≤ ‖f‖C([0,T ];H1(Ω))∩H1(0,T ;L2(Ω)) + ε ‖P (t, x, h, u)‖C([0,T ];H1(Ω))∩H1(0,T ;L2(Ω)) .
Thanks to Lemma A.4, there holds
sup
[0,T ]
(
‖∇Pi (t, x, h, u)‖L2(Ω)
)
+ ‖∂tPi (t, x, h, u)‖L2(QT ) ≤ K0
(
‖h‖W (QT )
)
‖u‖W (QT ) ,
and therefore
‖u‖W (QT )
[
1−K0
(
‖h‖W (QT )
)]
≤ 1
2
CT
(∥∥u0∥∥
H2(Ω)
+ ‖f‖C([0,T ];H1(Ω))∩H1(0,T ;L2(Ω))
)
,
which is our thesis, as thanks to the Fredholm Alternative, boundedness implies existence and uniqueness. The
proof in the time independent case is analogous and CT is replaced by C∞.
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