Hierarchical linear Models (HLM) is a useful way to analyze the relationships between community level environmental data, individual risk factors, and birth outcomes. With HLM we can determine the effects of potentially remediable environmental conditions (e.g., air pollution) after controlling for individual characteristics such as health factors and socioeconomic factors. Methodological limitations of ecological studies of birth outcomes and a detailed analysis of the varying models that predict birth weight will be discussed. Ambient concentrations of criterion air pollutants (e.g., lead and sulfur dioxide) demonstrated a sizeable negative effect on birth weight; while the economic characteristics of the mother's residential census tract (ex. poverty level) also negatively influenced birth weight.
Like other types of chronic morbidity, the causes of low birthweight, infant mortality, and/or prematurity are complex and poorly understood. As pointed out by Rockhill (2005) , epidemiology focuses heavily on individual-level risk factors (e.g., diet). He states that ''the sufficient-componentcause model has as its basic unit of analysis the causal mechanisms (the constellations of component causes) that pertain to individual cases of disease''. (p. 128) However, individual risk factors are frequently poor predictors of environmental morbidity (e.g., infant mortality) (Palloni and Morenoff, 2001; Gould et al., 2003) . For example, foreignborn Mexican American women possess maternal risk factors similar to that of ethnic minority groups but demonstrate lower rates of infant mortality than such groups (Palloni and Morenoff, 2001; Gould et al., 2003) . To improve prediction, epidemiologists attempt to describe overarching causal systems by devising more precise descriptions of their subsystems (i.e., genetics) (Rockhill, 2005) . This approach is limited because increasing the focus on biologic causal mechanisms may decrease the focus on the interrelationships of these mechanisms with broader environmental and social factors. Such a tradeoff makes it difficult to understand how social factors such as ethnicity and poverty really impact birth morbidity. As a result, causation is difficult to establish (Greenland, 1999; Greenland and Robins, 1988, 1994; Walter, 1991) . Instead, we need to examine how local environmental factors intermingle with individual risk factors to impact birth outcomes.
The purpose of this paper is to demonstrate how hierarchical linear models (HLM) can be used to analyze the relationships between community level environmental data, individual risk factors, and birth outcomes. We will explain how this approach overcomes common methodological limitations associated with ecological studies of birth outcomes in environmental epidemiology.
Background

Understanding the Local Environment and its Role in Birth Outcomes
The likelihood that a fetus may be exposed to harmful chemicals can be a function of where the mother resides during pregnancy. Lamentably, the risk of fetal exposures to environmental contaminants is often related to ethnic, racial, or socioeconomic status. That is, ethnic minority and impoverished communities frequently contain a disproportionately high prevalence of point sources of pollutants thus increasing the likelihood and scope of fetal exposures (Chakraborty, 2001) . Poor communities also suffer other environmental and social hazards that are unique to their area (Northridge et al., 2003) . These marginalized communities share much in common including unemployment, substandard housing, inadequate health care, lack of transportation, culture, and/or family structure. Additionally, infant mortality is often disproportionately prevalent in disadvantaged communities. Like their mothers, infants born in these areas share common risk factors for mortality such as prematurity and low birthweight (Wise et al., 1995; Kramer et al., 2000; Alexander et al., 2003; Ashton, 2006) .
Consequently, populations that suffer high burdens of birth morbidity may have more in common than just individual maternal risk factors. Susceptibility to morbidity may also be a function of their local environment. We often fail to understand how the ''local environment'' combines with racial/ethnic group membership and socioeconomic status as it influences morbidity.
What exactly is the ''local environment'' and how does it influence birth outcomes? The local environment may be defined in geographic, demographic, economic, political, and/or cultural terms. For example, a neighborhood can represent one's local environment. The role of the local environment plays in determining birth outcomes is ambiguous. There is evidence that the local environment influences the health of different populations in different ways (Elliot et al., 1996; Ahern et al., 2003; Wen et al., 2003; Beckman et al., 2004; Diez-Roux et al., 2004; Sundquist et al., 2004) . However, too few studies have examined the influence of culture, contamination, housing, or healthcare and other features of the local environment over infant prematurity, low birthweight, or mortality (Matteson et al., 1998; Kaufman et al., 2003; Savitz et al., 2004) . Diez-Roux (1998 , 2000 , 2004 , Morgenstern (1985) and Susser (1994) have stressed the insufficiency of individual-level approaches for explaining health outcomes when local environmental variables are ignored. Susser (1994) has observed that local-environment-level variables sometimes capture information not provided by individuallevel variables. For example, Diez-Roux (1998) cites eight studies where area-based measures of poverty and disadvantage together with individual-level variables for the same factors were found to have separate impacts on health outcomes even when they were entered simultaneously in the same analysis. Also, Diez-Roux (1998) cited several examples of cases in which contextual variables interacted with individual-level variables. That is, some studies have suggested that local environment variables may shape, or moderate, the effect of individual-level variables. For instance, Dargent-Molina et al. (1994) reported that community-level variables modified the relationship between maternal education and infant diarrhea.
Statistical complexities and methodological barriers Unfortunately there are several methodological barriers to investigating the role of the local environment on birth outcomes in combination with racial/ethnic group membership, socioeconomic characteristics, and individual risk factors.
Although, the complexities of analyzing societal influences on infant mortality have long been recognized (Woodbury, 1924) , investigations that adequately control for the interrelatedness of demographic, economic, environmental, and individual risk factors are still rare. Montgomery and CarterPokras (1993) contend, ''few multivariate analyses distinguish effects of components of social class from the relative, joint, and independent effects of socio-cultural identifiers such as race or ethnicity'' (12 p. 729). Anderson, Coulberson, and Phelps state, ''multiple indicators should be used when investigating the potentially confounding role of class/socioeconomic status on variability in environmental exposure and health outcomes'' (7 p. 681). There is the additional statistical complication that occurs when individual risk factors are analyzed together with variables generated from spatial data for environmental exposure (e.g., levels of contamination for a geographic region) or generated from characteristics of a census tract. That is, families are nested within local environments and this nested structure implies that the observations based on families sharing the same local environment are not statistically independent. If one analyzes such data with conventional statistical methods such as ordinary least squares regression (OLS) that assume independent observations, results may be obscured or biased (Bryk and Raudenbush, 1992) .
To avoid the nested structure, individual risk factors are frequently aggregated for census tracts and then the census tract becomes the unit of observations, which are statistically independent. However, the use of aggregated census-based variables in conventional multivariate analysis is subject to bias (Geronimus and Bound, 1998; Davey-Smith and Hart, 1999; Krieger, 1999) . A more desirable alternative is to apply techniques such as hierarchical linear modeling (also called multi-level modeling, or regression with mixed random and fixed effects) to take into account the nested structure (Bryk and Raudenbush, 1992) . This method is specifically designed to analyze the context in which individual outcomes occur. It facilitates the analysis of interactions between local environment and level-1 variables.
Bryk and Raudenbush (1992, Tables 5.2-5.4, pp. 90-102 ) have compared the results of HLM with OLS analyses using units of analysis at both the individual level (level-1) and at the unit in which observations are nested (level-2). There were two data sets, one having a very large sample size (more than 8,000 cases nested within 357 units, with seven level-2 variables) and another had a smaller sample size (256 cases nested in 22 units with one level-1 variable and one level-2 variable). In both data sets, the values of estimates for fixed regression weight coefficients provided by HLM were intermediate between the values found for the level-1 and level-2 analyses, but tended to be closer to the level-1 values. The standard error of the regression weight for a level-1 variable in the HLM analysis was closer to its value in the OLS level-1 analyses, whereas the standard errors of the regression weights for level-2 variables in both HLM analyses tended to be closer to those of OLS level-2 analyses. The OLS level-1 analyses tended to underestimate the standard error (SE) of regression weights in both data sets and this difference was larger for the data with a moderately small sample size. Also, the OLS level-2 analysis substantially overestimated the standard error of the level-1 variable in the smaller data set. Owing to the dependence of significance testing on SE, these findings suggest that using HLM can avoid substantial errors in hypothesis testing, particularly when the sample sizes are moderate or small. A variety of different software alternatives exist for this methodology (for reviews see http://www.mlwin.com/softrev/index.html and for general information see http://statcomp.ats.ucla.edu/mlm/).
Analyzing the impact of the local environment using multi-level modeling For these reasons, HLM is often used to study the relationship between community level factors and individual outcomes in health outcomes (Novak and Clayton, 2001; Blakely et al., 2002; McLaren and Gauvin, 2002; Wen et al., 2003; Cherpitel et al., 2004) . Epidemiologists have applied this approach rather sparingly (Matteson et al., 1998; Rosenheck and Stolar, 1998; Diez-Roux, 2001; Pickett and Pearl, 2001; Beland et al., 2002; Blakely et al., 2002; Ahern et al., 2003; Kaufman et al., 2003; Wen et al., 2003; DiezRoux et al., 2004; Savitz et al., 2004; Sundquist et al., 2004; Diez-Roux and Aiello, 2005) . Researchers who have used it have found it a viable tool to incorporate group level variables (e.g., local conditions such as aggregate housing statistics) into epidemiological studies (Sullivan et al., 1999; Windsor et al., 2001; Fox et al., 2004; O'Connell and McCoach, 2004) .
Several epidemiological applications of multi-level modeling in the area of birth outcomes (Landry et al., 1997; Matteson et al., 1998; Ahern et al., 2003; Kaufman et al., 2003) have provided evidence that ''context'' is an important determinate of birth outcomes. These studies have examined how, in addition to individual factors, neighborhood-level factors such as unemployment, social support, segregation, poverty, health care access, and/or crime influence birth outcomes as direct effects or in their interactions with individual-level variables. These studies illustrate that the HLM approach, despite its greater complexity, is a ''better reflection of reality than the simpler causal models prevalent [in epidemiology] y [and a methodologically sound] way to begin to restore a population or societal dimension to epidemiological research '' (Diez-Roux, 1998, pp. 220-221) .
HLM Overview
HLM predicts dependent variables using a linear model with independent variables that account for variations at the level of the individual (level-1 variables), but also utilizes independent variables for larger units in which individuals are nested (Scientific Software International (SSI) 2005). Individual level units are the individual cases in the dataset whereas the level-2 unit is a larger group or community containing individual level units. Each individual observation nests exactly into one, and only one, level-2 unit. For example, one can study individual births that occur in particular census tracts. For a study of that type, the individual births are level-1 units and the census tracts are the level-2 units. Variables specific to each birth (e.g., maternal age), are called level-1 variables. In contrast, variables that are characteristics of the level-2 unit (for which all members of that unit have the same value) are called level-2 group or community level variables (Jones, 1993) . For example, the poverty rate of a census tract is a level-2 variable, because the value for poverty rate will be the same for all individuals in the same census tract. One can have more than two levels. However, the HLM models having more than three levels are usually not attempted owing to the unmanageable complexity.
Once a set of research variables is identified, a series of exploratory regression analyses is performed to identify a preliminary list of the most salient combinations of variables. The HLM model is then defined in three steps: Specify (1) the independent variables in the level-1 model, which defines a set of level-1 coefficients (regression weights for each independent variable and an intercept); (2) a level-2 structural model to predict each of the level-1 coefficients using level-2 independent variables; and (3) whether each level-1 coefficient is to be viewed as having a fixed value for all level-2 units (called fixed effects) or whether it can be allowed to vary across level-2 units (called random effects) (Scientific Software International (SSI) 2005).
Application of HLM in Birth Outcome Studies
The nature of environmental investigations of birth outcomes lends itself very well to the use of HLM because social or environmental conditions can be modeled as level-2 group variables. Geocoded individual level-1 birth data can be linked to aggregate environmental, demographic, and/or economic level-2 data. Using the combined level-1 and level-2 data sets, HLM provides a way to analyze the degree to which the effects of individual level variables in birth data vary systematically or randomly as a function of level-2 variables.
Method
The integrated analysis of the impact of health-related, demographic, environmental, and neighborhood characteristics on infant's birth weight can be considered a multilevel analysis problem with at least two levels, infant and neighborhood. Described below are features of the design that we implemented in order to keep the model as simple as possible but still demonstrate the convenience of this approach for detecting interactions between variables at different levels and for integrating results from multifarious variables.
Selection of Cases
For the purpose of our illustration, we successfully geocoded 13,559 (95%) of the 14,194 infants that were born in 2002 in Tennessee across 213 different census tracts. To keep our model simple, in the case of multiple births, only the data from the firstborn was used. Other cases were excluded owing to missing values in the dependent variable, birth weight in grams, and other critical variables.
Variables Selected
For each infant, the database includes four categories of variables that could be used to predict birth weight. The first class comprises variables specific to a family, including maternal health risk factors and demographic characteristics of the parents. Of the second type, there are infant and birth characteristics that affect variation in birth weight such as the number of infants born of one pregnancy. In the third class, there are measures related to the environmental quality of the neighborhood in which the parents resided such as distance of residence from hazardous sites and average concentrations of air pollutants (e.g., sulfur dioxide, lead, and fine particulates) in a location. We chose these variables because of the growing evidence that these criterion air pollutants can adversely influence birth outcomes (e.g., infant mortality) (Sram et al., 2005; Liu et al., 2006; Ritz et al., 2006) .
The fourth class comprises demographic, socioeconomic, and environmental characteristics of the census tract in which the family lived. To show how the multilevel methodology integrates these diverse variables in one analysis, we selected at least one variable from each of these four categories. See Table 1 for a list of variables in the model and whether they are treated as level-1 or level-2 in the analysis.
Variables in the first two classes are obtained for each infant/couple and can clearly be considered level-1 variables because there is only one infant per couple. Variables in the fourth class can clearly be considered level-2 variables since they are derived for each census tract and all infants born within the same tract share the same values. The variables for contaminant concentrations fit the definition for level-1 variables but observations of these values are not nested neatly within census tracts.
The concentrations were level-1 variables because average values of contaminants from the set of air quality monitors nearest to the infant's residence were calculated for the first trimester period during an infant's gestation. The specific range of dates constituting an infant's first trimester was derived from the physician's clinical estimate of each individual's gestational age in weeks together with the birth date, and these dates were specific to an individual child.
However, the circumstances of their measurement may introduce some possible dependencies in these variables among infants within a region that shares the same particular monitor. For example, in residential blocks sharing the same air quality monitor for lead, the concentrations are measured in the same localized area. Although averaged over different periods, there may be some dependencies among observations taken within the same region sharing the same set of environmental quality monitors. Unfortunately, the ''neighborhood'' defined by an area closest to a particular set of monitors is not the same as a census tract so that the control for census tract does not completely eliminate the possibility of correlated observations across some census tracts.
These considerations led us to a compromise that treats measures of pollutants as level-1 variables but controls for possible dependencies among observations from infants that were based on the same set of monitors. We achieve this control by developing a categorization of neighborhoods that subdivides 38% of the 213 census tracts into smaller units (described below).
Definition of Level-2 Units
For the reasons explained in the previous section, the level-2 unit is defined as a residential area within a census tract that shares the same three monitors for lead, sulfur dioxide, and fine particulates. A nine-digit geocode was assigned to each area in which the lowest six digits were codes for the census tract and the upper three digits were codes for the monitors. For example, the level-2 unit with the geocode ''126021613'' is an area that is closest to monitor 1 for fine particulates, nearest monitor 2 for sulfur dioxide, closest to the monitor 6 for lead and is located within census tract #0216.13. There were 132 census tracts with one unique set of three monitors in the entire tract, 67 tracts with two sets of three monitors, nine with three sets, four tracts with four sets and one tract with five sets.
In total, there were 314 level-2 units ranging in number of infants from 1 to 250 with a mean of 43 cases and a median of 31 cases. In the model, each of these 314 units was assigned a different residual variable for each coefficient that was random. Specifically, for a model with a randomly varying intercept and five randomly varying slopes, there were six residual variables per level-2 unit. (It should be noted that we could have applied at least two other approaches for handling the possible effects of monitors separately from that of census tracts. One is cross-classified random effects see (Raudenbush and Bryk, 2002) , pp. 379-384; another is introducing dummy variables for each monitor as fixed effects. The model applied here involved the fewest number of terms as compared with these alternatives, while still controlling for possible dependencies among observations sharing the same neighborhood).
Analyses
A series of multilevel models were run using the HLM6 software in order to estimate the amount of variance in infant birth weight explained by five blocks of variables: (1) level-1 characteristics of the mother, infant, and birth; (2) level-1 environmental variables; (3) a census tract demographic characteristic; (4) random components of slopes; and (5) interactions of level-1 and level-2 variables. In all models, we used restricted maximum likelihood estimation (REML) for the level-2 coefficients, their covariance matrix, and the within-unit residual variance. The software combines REML with Empirical Bayes procedures for the final estimation of the level-1 coefficients. The advantages of this combination are discussed by Bock (1989, pp. 254-256) and Raudenbush and Bryk (2002, pp. 410-411) .
Each of the models can be expressed as a special case of the final model by setting some parameters to zero. First the equations for the full, final model are shown here.
Full Model: The level-1 model for the full model in these analyses is given by:
where Y ij is the dependent variable (birthweight in grams) for the ith infant in the jth level-2 unit, X 1i to X 18i are the corresponding, 18 level-1 independent variables shown in Table 1 , b 0j to b 18j are the regression weights for the jth level-2 unit, and r ij is the residual for the ith person in the jth level-2 unit. These residuals are assumed to be centered at zero The white group is the contrast category receiving a code of ''0'' for all three variables.
and to have normal distribution with a constant level-1 variance s 2 . The equations for the level-2 model for these analyses are given by:
and for the regression weights for level-1 variables 2 through 5, 10 through 13, and 15 through 17 (see Table 1 ), the level-2 model for the ith level-1 variable is:
In the above level-2 equations, the set of terms g q,0 , where q ¼ 1,y, 18, represent the average value of the corresponding b qj coefficient over all level-2 units. The terms g 11 and g 71 are regression weights for W j , the term representing the proportion of residents below poverty level in the jth level-2 unit, which is said to influence the intercept b 0j and the slope b 7j of the seventh variable (other MRF) for each individual level-2 unit. For the intercept b 0j and five of the slopes, the terms u qj represent the residual of the individual b qj coefficient for the jth level-2 unit, its deviation from the average value of that coefficient among the level-2 units. These residuals are present only for the slopes pertaining, respectively, to the first (prev. infant o37 week), sixth (pre-eclampsia), seventh (other MRF), 14th (plural), and 18th (within5k) variables. Each of the 13 remaining slopes, that have no residuals have fixed values across the many level-2 units that are constantly equal to their individual average g q0 . Each parameter g q0 and g q1 that is constant across level-2 units is called a fixed effect.
In contrast, the effects that contain the randomly varying residual u qj 's are referred to as random effects. Each u qj is a random component, that is, a change in the value of the slope or intercept from its average value, with the change depending on the jth particular neighborhood. The randomly varying residuals for coefficients are assumed to be normally distributed, with a mean of zero and a SD of t. The residuals are allowed to covary with one another and these covariances are represented by the symbols t qp where qap.
It is worthwhile to combine both sets of equations into one grand equation, in order to clarify that the regression term for a predictor in a level-2 equation (e.g., g 71 W j ) for a slope coefficient (b 7j ) leads to an interaction term between the particular level 1 variable (X 7ij ) and the level 2 variable (W j ). The variables that have random slope components each have two slope terms, one of the form g qj X qij , and the other of the form u qj X qij . Substituting the level-2 terms for each slope coefficient into the level-1 equation and grouping related terms together results in the following equation:
g 10;0 X 10;ij þ g 11;0 X 11;ij þ g 12;0 X 12;ij þ g 13;0 X 13;ij þ g 14;0 X 14;ij þ u 14;j X 14;ij þ g 15;0 X 15;ij þ g 16;0 X 16;ij
This type of model containing both fixed and random effects is called a mixed model. Note that there 18 fixed effects of the form g qj X qij , but only five terms of the form u qj X qij , because only five variables (X 1ij , X 6ij , X 7ij , X 14ij , and X 18ij ) have random components. The g 71 W j X 7ij term in the box above is a product term or interaction between the variables X 7ij (other maternal risks factors) and W j (poverty in the census tract). This term allows us to evaluate whether rare maternal risk factors have enhanced deleterious effects in neighborhoods with greater poverty as compared with more affluent neighborhoods. We considered other main effects and interactions using several available demographic characteristics of the census tract in exploratory analyses, but poverty was the only one with a non-trivial improvement in prediction.
It should be noted that we explored the possibility of random effects for every slope coefficient, one at a time, in exploratory analyses. Those that appear as fixed coefficients in the final model had non-significant amounts of random variation in the exploratory analyses. As a very large sample used in this example, the full-model described in Eq. 1 as well as many sub-models will likely show statistical significance. Therefore, it is useful to compare a select number of theoretically meaningful sub-models as well as the full model to determine which of these provides the most efficient prediction of birthweight. For this illustration, we compare 6 models, described below:
Model 1 (baseline or ANOVA): this model includes no independent variables and takes the form:
It allows for intercepts to randomly vary across level-1 units. Subsequent models are evaluated to see how much they improve the prediction as compared with this ANOVA model.
Model 2, fixed main effects for 15 level-1 variables: this model has the form:
It includes only terms corresponding to a subset of 15 level-1 variables -maternal, infant, and birth characteristics, without any level-1 environmental variables, nor the level-2 variable. Slopes are fixed but the intercept randomly varies. When this model is compared to model 1, one can see how much improvement in the prediction can be attributed to the main effects of these variables when considered as fixed effects. Model 3, fixed main effects for 18 level-1 variables: this model includes all level-1 variables. Slopes are fixed but the intercept randomly varies. It has the form:
When this model is compared to model 2, one can see how much improvement in the prediction can be attributed to solely the three level-1 environmental variables. Model 4, fixed main effects for 18 level-1 variables and one level-2 variable: this model includes all of the terms in model 3 but also incorporates the term g 01 W j , for the fixed effect of the level-2 variable that is a measure of poverty in a census tract. The contrast between this model and the previous one enables us to see the impact of poverty on the prediction:
Model 5, five random slopes: this model includes all of the terms in model 4 but also includes the five random coefficient terms of the type u qj X qi . It takes the form:
þ g 10;0 X 10;ij þ g 11;0 X 11;ij þ g 12;0 X 12;ij þ g 13;0 X 13;ij þ g 14;0 X 14;ij þ u 14;j X 14;ij þ g 15;0 X 15;ij þ g 16;0 X 16;ij þ g 17;0 X 17;ij
The comparison between this model and the previous one enables us to see the impact of having random slopes for certain variables on the prediction. Model 6: the final, full model, detailed above, includes all of the terms in model 5 plus the cross-product term g 71 W j X 7ij . The contrast between models 5 and 6 enables us to measure the degree of interaction between poverty level and rare maternal risk factors.
Comparing the models: the evaluation of the improvement of prediction of one model over another is done by examining the reduction in residual variances s 2 and t, defined earlier, and the deviance, a measure of overall fit for a model using maximum likelihood estimation. The s 2 values can be directly compared across all models to measure degree of improvement in prediction considering how the residual, unexplained variance between individuals, has been proportionally reduced in size as more variables are added. However, the level-2 variances for the same coefficient in two models are only comparable when the models have the same predictors in the level-1 model (Raudenbush and Bryk, 2002, p. 150) . Also, when there are random slope coefficients, predictors in one level-2 equation for one random coefficient can affect the variance estimates of other random coefficients because the random components are correlated with each other (Raudenbush and Bryk, 2002, p. 151) . Thus, in the presence of random slopes, variances for one coefficient in two models can be compared only if the level-2 equations for the other coefficients are also identical in the two models. One has to evaluate one coefficient at a time, holding the equations for the other coefficients constant.
If one wants to evaluate the improvement in the goodness of fit a model to the data as compared with a simpler, nested model, one can compare the deviances of two models, provided that they have identical fixed effects at both level-1 and level-2 (Raudenbush and Bryk, 2002, pp. 64-65) . Under these circumstances, the difference in deviances will have an approximate w 2 distribution with m degrees of freedom, where m is the difference in degrees of freedom between the two models.
Results
Contaminants in the air during the first trimester of pregnancy averaged 0.00337 p.p.m. for sulfur dioxide and 0.12 mg/m 3 for lead. Within 5 km of the infant's residence, the number of hazardous sites had an average of 2.26 with a maximum of 13. The average proportion of the population of the census tract under the poverty line was an average of 18% and it ranged from 0 to 79%.
Comparison of Different Models
A summary of the results of six progressively more complex models in the HLM analyses are shown in Table 2 . The significance and impact of particular groups of variables in the prediction of infant's birth weight can be evaluated by comparing the variance components s 2 and tfrom one model against the previous, simpler model that lacks particular variables. To gauge the effects of additional level-1 variables, one examines the estimated level-1 variance (s 2 ) across models shown in the third column of To evaluate the fixed effects of including poverty to predict intercepts, one can compare the reduction in the variance component t 00 for the coefficient in models 3 and 4. This comparison is legitimate because both models have identical level-1 predictors and there are no random slopes. The difference in the models is that model 4 had poverty predicting intercept variation, whereas model 3 did not. It can be seen from the third column that the estimated variance t 00 for the intercept was reduced from 1569 for model 3 to 1488 for Model 4 by the addition of Poverty, a reduction of 5.1%, which is large for a single variable. As expected, there was a negligible change in the estimated s 2 , the variation within level-2 units. That is, adding a level-2 predictor in the Note: The variance of a coefficient and deviance values cannot be compared across different models unless the models are similar in particular ways (see text).
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equation for the intercepts, ought to reduce the variation in birth weight between different residential areas but not the variation within each residential area, as found.
To gauge the impact of adding random components to the slopes, one cannot contrast the slope residuals tin models 4 and 5 because their level-2 equations are not constant across models (Raudenbush and Bryk, 2002, p. 151) . Instead, one can compare the deviances (seventh column) of two models, because they have identical fixed effects (Raudenbush and Bryk, 2002, pp. 64-65) . In this case, the difference in deviances between Models 4 and 5 was 111.6 with 20 degrees of freedom and a significant (P50.00001) w 2 value. Furthermore, the random slopes of model 5 contributed an additional 2.3% increase in the explained variance in birth weights within residential areas (s 2 ). A comparison of the last two models enables one to evaluate the interaction term between a level-2 variable and one of the level-1 variables, that is, to what extent the slope for other MRF varies according to the incidence of poverty in a residential area. For this purpose one cannot use the deviances because the models differ in fixed effects. However, one can compare the variance components of the seventh slope because the two models are identical in their level-1 model and in the equations for intercepts and the other 17 slopes. The difference in variance components t 77 was a w 2 value of 3507 with 1 degree of freedom, which was significant (Po0.00001), and constituted a 33% reduction in the random variance of this coefficient across residential areas.
The w 2 values shown in Table 2 next to each estimated variance component ttest the null hypothesis that the true variance of the coefficient across residential areas is zero. All of these values were statistically significant which indicates that there was much variation remaining in the intercept and slopes not explained by the level-2 predictor (in this case, poverty). Hence, these results point out that the effects of certain maternal risk factors, the effect of a multiple birth, and of living near numerous hazardous waste sites changed according to the neighborhood in which the parents of the infant reside. Our analyses did not identify what particular characteristics other than poverty level moderate these effects. We did have additional variables for the census tracts that included number of RCRI and TCRI sites and the density of the location of these sites within each census tract, together with more socioeconomic and demographic indices. However, the exploratory statistics provided by the HLM program indicated that these additional level-2 variables we considered would not reduce the variability in coefficients across residential areas substantially.
Regression Weights for the Final Model
The intercept and regression weights and the degrees of their estimates for the final model are shown in Table 3 . Note that the calculation of the SE for the coefficients with random components was quite different as compared with calculations for the fixed coefficients because the variance for the former was calculated from variations among the 314 residential units, so that the degrees of freedom range from 312 to 113. The weights were raw coefficients in the original metrics of the variables. The intercept was the average weight in grams for an infant born of a White mother who had an average number of years of education for this sample, who resided in an area having zero levels of lead and sulfur dioxide and having zero poverty, and who had zero values for other variables. The slope coefficients for dichotomous variables can be directly compared to each other because they are in the same units and are useful for interpreting which ones have the most impact on birth weight. These weights indicated how much higher or lower in grams the predicted weight of the infant was when the characteristic was present as compared with the absence of that characteristic. For other variables that were not dichotomous, the effects are seen in grams per unit of change for the independent variable and some context is needed for their interpretation as discussed subsequently.
Dichotomous variables Among the dichotomous variables, the size of the raw regression weights can be directly compared to see which ones have the largest effects. That is, one can see how much the infant's weight is affected by the presence of each dichotomous variable. The first two variables had the strongest effects, but in opposite directions. The first slope coefficient, which has a negative sign, shows that the predicted weight of an infant whose mother had had a previous infant born before the 37th gestational week was almost 550 g lower than one born of a mother without this risk, other characteristics being equal. However, this effect varied by residential area because there was a significant random component for this slope shown in the previous table. The second coefficient, which has a positive sign, shows that a mother who had a previous infant weighing more than 4,000 g was expected to have an infant who weighed almost 583 g higher as compared with mothers whose previous babies were not this large, or who had not had a previous child, other characteristics being equal. Other characteristics had somewhat smaller effects, though still statistically significant. Note that the effects of pre-eclampsia varied by residential area significantly (see model 6, Table 1 ).
The two variables that interacted with each other (poverty and other MRF) had relatively small main effects individually and had P-values below the cutoff value of 0.01 when the interaction term was included, but had much larger main effects when the interaction term was excluded in previous analyses. These main effects were not dropped from the final model because the main effects must be present in the model having their product term, even if they are not significant, in order for the product term to function as an interaction. That is, the product term ''becomes the interaction [only] when its constituent elements [main effects] are partialed out'' (Cohen and Cohen, 1983, p. 305) . This interaction was significant (Po0.003), and there was significant (Po0.03) random variation across residential areas also (see model 6, Table 1 ).
The dichotomous variables for demographic characteristics show that infants having a Hispanic mother were expected to have higher birth weights by 85 g, as compared with infants of all other mothers. Infants born of a Black mother or one with ''other'' race/ethnicity were expected to have lower birth weights by 191 and 107 gm, respectively, as compared with infants born to white mothers. Male infants were predicted to have birth weights higher by about 108 g than female infants. All of these effects were significant, but much smaller in magnitude than the previously discussed health factors. Note that these effects are evaluated after controlling for maternal education and other variables.
Non-dichotomous variables The raw regression weights for the non-dichotomous variables are not directly comparable in units to each other, nor to the weights for the dichotomous variables. Considering the maternal or infant/birth characteristics, one of the significant effects (Po0.001) is seen for the variable Plural, although multiple births constituted o2% of the total. For each additional infant born from the same pregnancy, there was an expected decrease of 889 g in the first-born infant's birth weight. This value represents the average effect across residential units, but there was statistically significant variation across residential units (Po0.005, see model 6 Table 2 ).
As mother's education is centered at the mean, the regression weight for education means that, for every year of education that a mother had above the mean educational level for mother's in this study (which is 12.77 years), the predicted weight of the infant was expected to increase by 18 g. Mothers with a college education could be expected to have infants with birth weights that were higher by about 60 g than the mother with an average level of education. The regression weight for Cigarettes Day indicates an expected decrease in infant weight of about 13 g per cigarette smoked on an average day (as contrasted with zero cigarettes smoked per day). These two effects had P-values smaller than the cutoff value of 0.01.
In some previous models, the results for percent of previous non-live births born to the mother (% Not Live B) or of the number of hazardous sites within a 5 km radius The SE and degrees of freedom are calculated differently for the five slopes that include random components. The value for each of these coefficients represents the average regression weight among level-2 units for that variable. (See Table 1 for amount of random variation in these slopes).
(Within5k) had been significant (Po0.01), but they did not reach significance in this final model. However, the latter had significant (Po0.007) random variation across residential areas, even if the average value was low. Considering the effects of the atmospheric contaminants during the first trimester, one can see very large regression weights that are statistically significant. The weights are this large because the typical values for these concentrations are fractional numbers and are therefore difficult to interpret without context. Their effects are best put into perspective by calculating the change in infant weight one would expect when the contaminants increase from zero to one SD above zero, or from zero to a value in the highest range of the distribution. In this case, an increase of one SD (0.0011 units) in first trimester average sulfur dioxide levels from zero would be expected to reduce birth weight by about 61 g, and an increase from zero to an average first trimester value in the upper 1% of the distribution (e.g., 0.0051) would be expected to reduce birth weight by about 304 gm. Considering the maximum average trimester level of sulfur dioxide found (0.00796), the expected decrease in birth weight would be 440 g. For lead concentrations, an increase from zero to 0.04 (one SD) would lead to an expected decrease in birth weight of about 38 g, whereas an increase to the maximum average value (0.13) would lead to an expected decrease in birth weight of 124 g.
Discussion and conclusions
We have attempted to demonstrate the advantages of the multilevel approach for integrating individual characteristics, environmental variables, and community-level variables in one statistical analysis. This integration is desirable because it allows us to evaluate how large are the effects of potentially remediable environmental conditions (e.g., air pollution) after controlling for individual characteristics such as health factors and for socioeconomic factors in the community. However, this mix of variables introduces some statistical complexities that are not adequately handled by OLS regression techniques. Multilevel analyses provide more accurate tests of statistical significance when some variables pertain to observations nested within larger units (e.g., characteristics of individual residents within a census tract) and when some variables are obtained from characteristics of the larger unit (e.g., general poverty level of the census tract). Moreover, it can also provide a way to examine how the characteristics of the geographical area or community moderate the effects of the individual-level variables.
Relative Size of Environmental Effects
As mentioned in the introduction, the multiplicity of variables affecting infant birth weight are frequently highly related to one another, making it difficult to estimate the separate effects of each. In particular, low socioeconomic status and racial or ethnic minority status are frequently confounded with higher exposure to environmental pollutants. These demographic factors are also associated with other risk factors and with reduced access to high quality prenatal care. The advantage of the integrated approach shown here is that we were able to simultaneously control for a number of individual infant and family characteristics and the overall socioeconomic level of the community, while dealing adequately with the statistical challenges introduced by the mix of variables. Thus, the effects of three environmental quality variables are evaluated in terms of their incremental contribution to maternal, infant, and community socioeconomic variables. The joint contribution of the three environmental variables reduced unexplained variation in the prediction of birth weight by 2.3% out of a total of 17.2% explained variation. Individual contributions by each variable can be judged by the examination of their corresponding regression weights.
We found a sizeable effect for sulfur dioxide, after controlling for 18 other variables. Specifically, the communities with the highest observed level levels (0.051 p.p.m. or more) would be expected to have infants with birth weights lower by 304-440 g as compared with those communities having essentially zero values for this contaminant. The magnitude of this contrast is comparable to the effect of being born to a mother with chronic hypertension or to one with pre-eclampsia as compared to one without these conditions. Slightly o1% of the infants were exposed to such high levels of sulfur dioxide during their first trimester.
The effects for lead atmospheric contamination at its highest value for this sample (0.13 mg/m 3 ) were also sizeable (decrease of 124 g in birth weight), after controlling for the other 18 variables. The magnitude of this effect is slightly larger than the magnitude of the gender effect on birth weight. Unfortunately, 88% of the participant infants were exposed to this amount of lead contamination.
While the effect of the count on the number of hazardous sites in close proximity to the infant's residence did not have a significant effect for the average community, there was substantial random variation across communities. These results suggest that the effect of hazardous sites may be best measured not by a count of total sites, but by more specific information such as type of hazardous facility or whether the residence is located down wind from the site.
Community Factors That Moderate Effects on Birth Weight
The community in which the mother of the infant resided moderated the effects of two maternal risk factors, the effect of a multiple birth, and the effect of living near hazardous waste sites on infant birthweight. Like Kaufman et al. (2003) we found that the economic characteristics of the mothers' residential census tract influenced the birth outcome.
''Poverty level'' was the only variable among many entered in to the model found to temperate these effects on birthweight. The moderating effect of poverty on birthweight is consistent with that found in similar studies (Savitz et al., 2004; Ponce et al., 2005) . However, it is probable that other community level ''moderators'' might influence individual level risk factors for low birthweight to an even greater degree. Some studies have shown an interaction between environmental and economic factors on preterm birth (Ponce et al., 2005) . Our next step will be to examine the extent to which other neighborhood characteristics (e.g., urban blight, transportation, segregation, etc.) moderate these individual level maternal risk factors.
