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vRE´SUME´
Il existe de nombreuses approches pour capturer des sce`nes en trois dimensions, la plus
couramment utilise´e est d’avoir recours a` la ste´re´oscopie, qu’elle soit active ou passive. Le
principe sous-jacent a` de telles techniques est toujours le meˆme et consiste a` retrouver des
correspondances aux travers diffe´rentes prises de vues. La recherche de ces correspondances
aboutit a` la cre´ation de cartes de disparite´s. Nous pre´sentons ici une e´tude de diffe´rentes
approches, aussi bien passive qu’active, pour construire de telles cartes. Nous nous inte´res-
sons e´galement aux mode`les probabilistes qui permettent leur de´bruitage et l’ame´lioration
des re´sultats obtenus. Enfin, nous proposons e´galement une approche base´e sur l’utilisation
de mode`les de base et la combinaison de diffe´rentes techniques de calcul de disparite´s pour
construire notre propre mode`le.
Il existe deux crite`res d’e´valuation pour les approches de nume´risation tridimensionnelle : le
temps de traitement et la qualite´ des captures. Contrairement a` d’autres syste`mes cherchant
a` optimiser seulement l’un de ces deux crite`res, les re´sultats des travaux pre´sente´s ici sont
obtenus en concentrant nos efforts sur la qualite´ mais aussi sur le temps ne´cessaire aux cal-
culs. Pour cette dernie`re raison, nous avons choisi d’utiliser des techniques de paralle´lisation
massive sur processeur graphique (General Purpose on Graphical Processor Unit (GPGPU)).
Nous e´tudierons donc des imple´mentations paralle´lise´es et optimise´es pour traiter nos images
ste´re´oscopiques ou nos cartes de disparite´s, tels que l’algorithme du Census ou de Viterbi,
entie`rement sur un processeur graphique.
Enfin nous verrons comment combiner divers sources d’informations telles qu’une Kinect et
une came´ra ste´re´o pour obtenir la meilleure qualite´ de carte de disparite´s possible. Nous
verrons e´galement un montage optimise´ pour la nume´risation de visages et l’e´valuation et la
comparaison de nouveaux mode`les.
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ABSTRACT
Among the various existing strategies to capture 3D information out of a scene, the most
commonly used is stereoscopy, either active or passive. Underneath theses strategies there
is always the same principle of finding corresponding points across captured views. Dense
corresponding points are used to generate a disparity map that can then be transformed in a
depth map. This shows the importance of finding good approaches to build theses disparity
maps. We will explore several approaches both active and passive to do so. We also present
various probabilistic models that allow one to denoise data and improve the quality of our
disparity maps. We will also introduce a new way of combining these models and various
strategies of getting disparity to build our own new model.
We present a probabilistic framework to compute disparity maps focusing on both quality,
efficiency and speed. To reduce the time needed for computing our disparity maps we chose
to use general purpose computing on graphics processing units techniques to massively par-
allelize our algorithms. Hence we will present some optimized parallelized implementations
of algorithms to treat both stereoscopic images and disparity maps such as the computation
of Census descriptors and the Viterbi algorithm, such that all the processing is done on a
GPU.
Finally we show how to combine various sources by adding a Kinect to our model based
on stereo camera to improve either the quality of our outputted disparity map or the time
required by our algorithms. We present a camera rig configuration optimized for face scan-
ning, evaluate and compare different models and techniques for combining projected light
techniques with passive stereo.
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1CHAPITRE 1
INTRODUCTION
Un tre`s grand nombre de taˆches que nous sommes amene´s a` re´aliser dans la vie de tous
les jours nous sont accessibles uniquement graˆce a` notre perception tridimensionnelle de l’es-
pace qui nous entoure. Qu’il s’agisse de se saisir d’un objet, d’e´viter un obstacle ou encore
de se servir un verre d’eau, la perception de profondeur est primordiale. Il est donc facile
d’imaginer l’importance accorde´e a` la troisie`me dimension en vision par ordinateur, que ce
soit pour la navigation robotique (Curiosity), pour le jeu vide´o (Kinect), pour le domaine
me´dical (de´tection de scoliose), ou la re´alisation de film (Avatar). Si nous sommes capables en
tant qu’eˆtre humain de percevoir la 3D c’est graˆce a` notre vision ste´re´oscopique, par analogie
le meˆme principe est donc utilise´ dans la plupart des syste`mes de capture de profondeur en
informatique. Le point cle´ derrie`re la vision ste´re´oscopique est l’e´tablissement de correspon-
dances a` travers diverses vues. Ces correspondances permettent d’e´tablir ce qu’on appelle des
cartes de disparite´s qui, une fois transforme´es, permettent a` leur tour d’obtenir des cartes de
profondeurs, de la 3D.
Il existe de nombreuses me´thodes pour construire ces cartes de disparite´s, chacune ayant ses
avantages et ses inconvenients. Lorsque l’on connait la ve´ritable carte de disparie´s, il est tou-
tefois possible de comparer la pre´cision des cartes de disparite´s obtenues ainsi que le temps
de calcul ne´cessaire pour chaque me´thode.
Enfin il est inte´ressant de conside´rer que, meˆme si l’on obtient une carte de profondeurs de
qualite´ moyenne il est possible d’avoir recours a` des techniques d’apprentissage et des me´-
thodes probabilistes afin de la de´bruiter.
1.1 De´finitions et concepts de base
1.1.1 Carte de disparite´s
La disparite´, en vision ste´re´o, est commune´ment de´finie comme le de´placement qu’il est
ne´cessaire de faire subir a` un point, d’une vue donne´e, pour le superposer a` un point corres-
pondant dans une autre vue (Brown et al., 2003, p. 994). La Figure 1.1 illustre la provenance
de cette disparite´, son lien avec la profondeur dans le cadre de came´ras trou d’e´pingle (pin-
hole). En effet, avec O1 et O2 nos cameras, T la distance les se´parant, z la profondeur de
notre point d’inte´ret, f la distance focale de nos came´ras et d = (X2 − O2) − (X1 − O1) la
2disparite´ entre les projections de P sur chacun des capteurs, il est facile de de´montrer que
z = f T
d
.
L’ensemble des disparite´s pour chacun des points d’une sce`ne vue en ste´re´o constitue ce qu’on
Figure 1.1 Ste´re´o dans le cadre de came´ra trou d’e´pingle
appelle une carte de disparite´s. Il est facile, une fois les came´ras calibre´es ensemble (calcul
de T et f dans notre cas simpliste) de transformer cette dernie`re en carte de profondeurs.
Cependant, dans la pratique, on utilise tre`s peu de came´ra pinhole, qui ne´cessite de longues
expositions, des sce`nes statiques et un bon e´clairrage. En rajoutant un systeme optique, on
ne modifie pas foncie`rement le principe de fonctionnement de la vision ste´re´oscopique, mais
introduit des distorsions et des artefacts qu’il est important de prendre en conside´ration. Une
fois ces arte´facts de´termine´s, il est toutefois possible de rectifier et d’aligner les images en
utilisant des lignes e´pipolaires afin d’annuler les distorsions et de permettre et de faciliter la
cre´ation de carte de disparite´s.
Toute la difficulte´ lors du calcul de carte de disparite´s re´side donc dans l’e´tablissement de mise
en correspondances pre´cise entre les images capture´es. Malheureusement, la correspondance
pixel par pixel n’est pas unique, on peut avoir des textures re´pe´titives ou une absence de
texture (couleur unie). De plus nos captures peuvent eˆtre de´forme´es, en effet on peut penser
aux proble`mes de l’e´clairage qui peut faire varier diffe´remment la couleur capture´e sur chacun
des capteurs ou encore le fait que chaque capteur posse`de un bruit propre par exemple. L’en-
semble de ces variations est appele´ ensemble des variations photome´triques. Elles viennent
compliquer la de´tection de correspondances. Enfin, il faut e´galement conside´rer le proble`me
d’occlusion qui survient lorsqu’un objet masque une partie de la sce`ne pour seulement l’un
des capteurs, il devient alors impossible de trouver une correspondance (Figure 1.2).
Il est donc ne´cessaire d’e´laborer des strate´gies prenant en compte ces diffe´rents parame`tres
3Figure 1.2 Occlusion du point P par un objet dans la came´ra 2
pour e´tablir des correspondances. La plus intuitive consiste a` conside´rer des correspondances
de voisinage, c’est la technique dite de correspondance par bloc, elle sera de´veloppe´e plus en
de´tail plus loin. Afin de re´duire le bruit et les variations de lumie`re, il peut eˆtre inte´ressant
de conside´rer une version filtre´e de nos images telles que dans la me´thode dite du census,
e´galement explique´e plus en de´tail ulte´rieurement dans le chapitre sur les strate´gies passives.
Mais l’ide´e la plus suˆre en pratique reste d’avoir un code unique pour chaque point de la
sce`ne, ceci peut se re´aliser a` l’aide de projections. Cette approche servira d’introduction aux
autres dans la partie sur l’utilisation de la lumie`re structure´e et autres strate´gies actives.
1.1.2 Mode`les probabilistes
Nous conside´rons ici des sce`nes que l’on nume´rise. Il arrive donc souvent que l’on ait un a
priori sur la ge´ome´trie perc¸ue (sur ce que l’on est suppose´ obtenir) soit par connaissance de
sce`nes similaires soit graˆce a` des nume´risations ante´rieures. L’utilisation de mode`les proba-
bilistes, tels que des Mode`les de Markov Cache´s (Mode`le de Markov Cache´ (MMC)), permet
d’utiliser ces connaissances a priori afin d’ame´liorer une carte de disparite´s. Il faut cependant
faire attention a` bien parame´trer notre mode`le probabiliste afin d’e´viter le surapprentissage
et de ne pas de´grader notre carte en voulant trop coller a` un a priori qui n’est pas re´ellement
la sce`ne d’inte´reˆt.
De tels mode`les sont souvent utilise´s en posttraitement pour de´bruiter et combler les trous
dans des cartes de disparite´s. Ils utilisent alors l’a priori sur la sce`ne et une carte de dis-
parite´s pre´calcule´e. Mais il est e´galement possible d’utiliser de tels mode`les en amont de la
construction de la carte de disparite´s. Dans ce cas, l’apriori permet d’ame´liorer les points
4correspondants entrainant une ame´lioration des disparite´s.
Enfin il peut eˆtre inte´ressant d’envisager diffe´rents mode`les plus ou moins complexes quant
a` leur degre´ de liaison, au lieu d’un MMC on pourrait, par exemple, envisager d’utiliser un
Champ Ale´atoire de Markov (Champ Ale´atoire de Markov (CAM)) ou plusieurs MMC croise´s.
1.1.3 Paralle´lisation
Faire des calculs sur l’ensemble de l’image ne´cessite un nombre calculs lie´ au nombre de
pixels et donc a` la re´solution de notre syste`me de capture. Or, pour capturer un grand nombre
de de´tails et pouvoir faire de bonnes mises en correspondances, il est inte´ressant d’avoir une
haute re´solution d’image. Cependant les calculs sont inde´pendants pour des voisinages et des
valeurs de disparite´s diffe´rents. E´tablir des correspondances est donc hautement paralle´li-
sable et les algorithmes de calcul de disparite´s sont donc ge´ne´ralement bien adapte´s au calcul
sur processeur graphique (GPGPU). Cette paralle´lisation pour l’e´tablissement de correspon-
dances peut eˆtre pousse´e encore plus loin en paralle´lisant e´galement les calculs ne´cessaires
pour l’utilisation de mode`les probabilistes.
L’utilisation de GPGPU permet de diminuer drastiquement le temps ne´cessaire a` l’obtention
de nos cartes de disparite´s sans en diminuer la qualite´.
51.2 E´le´ments de la proble´matique
Il existe de nombreuses applications, touchant un grand nombre de domaines, reposant sur
la reconstruction 3D par vision ste´re´oscopique. Ces applications ne´cessitent d’avoir une carte
de profondeurs de bonne qualite´ en un temps raisonnable. Il existe certains pe´riphe´riques,
tel que la Kinect de Microsoft permettant d’obtenir de telles cartes en un temps raisonnable.
Mais la qualite´ peut ne pas suffire pour certaines applications qui ne´cessite un rendu 3D pre´-
cis par exemple ou des valeurs stables et pre´cises et cohe´rentes au fil du temps, par ailleurs
la technique utilise´e repose sur de la ste´re´oscopie active, projetant un sche´ma infrarouge qui
n’est pas toujours correctement re´fle´chi ou perc¸u. De plus, cela peut ne pas eˆtre souhaitable,
car notre sce`ne est alors alte´re´e. Une alternative offrant une meilleure qualite´, consiste a` uti-
liser un scanner laser (Leica par exemple) qui permet d’obtenir une carte d’excellente qualite´,
mais qui ne´cessite beaucoup de temps en raison de la nume´risation point par point ou line
par ligne et de l’utilisation d’un laser. Enfin des me´thodes base´es sur l’utilisation de lumie`res
structure´es permettent d’obtenir une bonne carte de disparite´s, mais reposent une fois de
plus sur la projection de sche´mas lumineux qui peuvent eˆtre inde´sirables et ne´cessitent un
temps de capture rallonge´.
Un premier champ de recherche restant grandement a` explorer re´side dans le choix des tex-
tures projete´es dans le cadre de ste´re´oscopie active. En effet, entre la Kinect qui se contente
d’un sche´ma infrarouge et un scanner a` lumie`re structure´e qui ne´cessite la projection d’une
se´rie de patrons en niveaux de gris, il y a de la marge laisse´e a` l’exploration. Peut-eˆtre est-il
possible de trouver une strate´gie donnant de tre`s bons re´sultats en un temps raisonnable.
Par ailleurs, l’ensemble de ces techniques repose sur de la ste´re´oscopie active, il serait in-
te´ressant de voir dans quelle mesure on peut s’en rapprocher en utilisant uniquement la
ste´re´oscopie passive. Essayer de ne pas avoir recours a` la projection de sche´mas lumineux
et de´terminer dans quelle mesure cela de´grade la carte de disparite´s produite. Les e´volu-
tions technologiques de ces dernie`res anne´es font qu’il est de plus en plus facile d’obtenir
des images de hautes de´finitions, mais e´galement qu’il est maintenant possible de faire d’im-
portants calculs beaucoup plus rapidement. L’utilisation d’images de meilleures re´solutions
devrait permettre d’obtenir une bonne carte de disparite´s lorsque la sce`ne le permet, tandis
que la paralle´lisation massive devrait permettre de re´duire les temps de calcul ne´cessaires.
Cette combinaison de facteurs devrait alors permettre d’obtenir des re´sultats que l’ont peut
espe´rer similaire a` l’e´tat de l’art en termes de nume´risation 3D dans des temps raisonnables
et sans avoir recours a` des techniques projectives.
De plus certaines approches donnant de tre`s bons re´sultats, tant d’un point de vue pre´cision
que temps de calcul, recourent a` la programmation dynamique et impose donc des choix
6arbitraires la` ou un mode`le probabiliste serait plus permissif et mathe´matiquement plus ap-
proprie´. Il peut donc eˆtre inte´ressant et be´ne´fique de modifier le´ge`rement ces techniques afin
d’ame´liorer les re´sultats obtenus. Il faut cependant trouver une bonne parame´trisation de nos
mode`les ainsi qu’un moyen efficace d’acque´rir les connaissances a priori sur lesquelles ils sont
base´s.
De meˆme, il est inte´ressant de voir que ces mode`les peuvent eˆtre utilise´ a posteriori (en aval),
une fois notre carte de disparite´s initiale construite, pour faire un travail de de´bruitage ou,
au contraire, a priori (en amont de la de´termination des disparite´s initiale) pour de´terminer
une carte de disparite´s plus cohe´rente en de´bruitant cette fois les correspondances trouve´es.
Enfin il est inte´ressant d’e´tudier le gain de qualite´ que peut nous apporter l’utilisation de
ce que nous appellerons la ste´re´oscopie multimodale. Cette strate´gie vise a` utiliser plusieurs
approches ste´re´oscopiques et a` les combiner pour obtenir le meilleur de chacune et essayer de
combler chacune de leurs lacunes. Il existe alors diffe´rentes approches envisageables quant a`
la combinaison que l’on souhaite faire, on peut par exemple utiliser un syste`me de came´ras
ste´re´o pour raffiner des re´sultats obtenus par une Kinect ou au contraire utiliser les re´sultats
d’un autre syste`me pour acce´le´rer les calculs ou nous donner un a priori sur notre sce`ne afin
de de´bruiter les cartes de disparite´s.
1.3 Objectifs de recherche
Les objectifs de recherche sont les suivants :
– De´finir une me´thodologie et un sche´ma expe´rimental permettant la comparaison de
diffe´rentes techniques de conception de cartes de disparite´s.
– Explorer diffe´rentes me´thodes pour le calcul de disparite´s et les imple´menter efficace-
ment en GPGPU.
– Utiliser des me´thodes probabilistes pour remplacer la programmation dynamique de
certaines approches.
1.4 Plan du me´moire
La suite de ce me´moire se de´compose en six chapitres. Le deuxie`me chapitre pre´sente une
revue critique de la litte´rature pertinente dans le cadre de ce projet. Cette revue couvre di-
verses techniques employe´es en ste´re´o passive et active ainsi que le fonctionnement de scanner
a` lumie`re structure´e et diffe´rents mode`les probabilistes approprie´s a` notre e´tude.
Le troisie`me chapitre se concentre sur le fonctionnement, l’imple´mentation et l’ame´lioration
d’un scanner a` lumie`re structure´ de sorte a` pouvoir en comparer les re´sultats avec d’autres
7approches. On y explore e´galement quelques pistes pour la ste´re´oscopie active.
Le chapitre quatre pre´sente sommairement le fonctionnement, l’imple´mentation et l’optimi-
sation GPGPU de diffe´rents algorithmes passifs destine´s a` la cre´ation de cartes de disparite´s.
Le cinquie`me chapitre introduit un nouveau mode`le probabiliste combinant les couˆts de la
correspondance par bloc et du census en amont de la cre´ation d’une carte de disparite´.
Dans le chapitre nume´ro six nous introduisons un sche´ma expe´rimental a` double utilite´, per-
mettant a` la fois la combinaison de diverses sources pour l’obtention de cartes de disparite´s,
mais e´galement la comparaison de strate´gies.
Le dernier chapitre propose une discussion ge´ne´rale sur les re´sultats obtenus par rapport aux
objectifs mentionne´s ici ainsi que plusieurs suggestions et propositions pour des ame´liorations
et des travaux futurs. Ce chapitre vient conclure le me´moire
8CHAPITRE 2
REVUE DE LITTE´RATURE
Dans ce chapitre nous pre´sentons une revue critique de la litte´rature existante portant
sur les sujets aborde´s dans la suite de ce me´moire. Cette revue de litte´rature se de´compose
en trois parties, la premie`re est consacre´e a` la de´finition de cartes de disparite´s (2.1.1) et
aux divers techniques visant a` leur obtention utilisant (voir 2.1.2) ou non (voir 2.1.3) des
projections lumineuses. La deuxie`me aborde les mode`les probabilistes qui sont ge´ne´ralement
utilise´s pour ame´liorer les performances et la qualite´ des cartes de disparite´s. Enfin, la troi-
sie`me traite d’autres me´thodes de capture de profondeur.
2.1 Carte de disparite´s
2.1.1 Carte de disparite´s
Avant d’aborder re´ellement la notion de carte de disparite´s et pour bien comprendre d’ou`
vient le de´placement d’un point dans diffe´rentes prises de vues, il est important de bien
comprendre le fonctionnement d’un appareil photo. Richard Szeliski en donne une bonne
explication (voir Szeliski, 2010, ch. 6). La prise d’une photo n’est en fait rien de plus que
la projection d’une sce`ne 3D sur un capteur 2D. Cette projection peut eˆtre de´compose´e en
deux parties : a) un changement de repe`re pour transformer le monde et le placer dans le
syste`me de coordonne´es de la camera, de´finissant ainsi les parame`tres extrinse`ques ; b) suivi
de la projection des points sur le plan image de la camera, et qui de´finit les parame`tres in-
trinse`ques de la camera.
Pour la calibration d’un syste`me de cameras ste´re´oscopiques, il faut de´terminer les para-
me`tres intrinse`ques et extrinse`ques pour chacune des came´ras. Une fois ces parame`tres ob-
tenus (souvent sous forme d’une matrice extrinse`que et son inverse ainsi que deux matrices
intrinse`ques, une par capteur), et apre`s avoir e´tablit une correspondance entre les images il
est aise´ d’extraire une information de profondeur comme illustre´ en Figure 1.1. L’e´tablisse-
ment de correspondances se fait ge´ne´ralement sous la forme de disparite´ entre les positions
d’un meˆme point dans plusieurs vues (voir Forsyth et Ponce, 2002).
La notion de disparite´ de la vision ste´re´oscopique a e´te´ introduite pour la premie`re fois par
David Marr en 1982 (voir Marr, 1982b,a). Il introduit e´galement trois principes de base que
doit respecter un syste`me de disparite´ ste´re´o, la compatibilite´ qui se traduit par le fait que
9les caracte´ristiques doivent correspondre a` travers les diffe´rentes vues (les pixels correspon-
dants doivent avoir, sensiblement, la meˆme couleur). L’unicite´ visant a` e´tablir qu’un e´le´ment
correspond au maximum a` un et un seul autre e´le´ment dans une autre vue. Et la continuite´
qui assure que la disparite´ varie de manie`re continue sur une meˆme surface.
Il existe deux familles d’approches pour e´tablir une carte de disparite´, les me´thodes denses,
faisant correspondre une disparite´ a` chaque point, et les me´thodes clairseme´es, cre´ant un en-
semble non complet de couples point disparite´(voir ISGRO et al., 2004). Nous avons restreint
notre e´tude aux cartes de disparite´s denses. Daniel Scharstein et Richard Szeliski ont publie´
en 2002 une excellente revue des diffe´rentes me´thodes principalement utilise´es dans cette
perspective (voir Scharstein et Szeliski, 2002). Les cartes de disparite´s denses sont obtenues
par corre´lation d’un voisinage aux travers diffe´rentes vues, une feneˆtre autour d’un pixel est
compare´e a` l’ensemble des feneˆtres de meˆme taille dans l’autre vue, la feneˆtre maximisant la
corre´lation donne alors une valeur de disparite´ pour notre point.
La recherche dans l’inte´gralite´ de l’image pouvant s’ave´rer couteuse les images sont ge´ne´ra-
lement corrige´es et aligne´es pour pouvoir restreindre la recherche que le long d’une courbe,
ide´alement une droite, correspondant a` une ligne horizontale, ou verticale, de pixels dans nos
images (voir Szeliski, 2006; Ayache et Hansen, 1988). Nous avons donc ramene´ notre e´tude a`
ce cas particulier ge´ne´ralement adopte´ (voir Scharstein et Szeliski, 2002).
Un autre point important lors de la construction de carte de disparite´s est le choix de la
me´trique utilise´e pour mesurer la corre´lation. Meˆme lorsque l’on conside`re l’algorithme de
correspondance par bloc, il est possible d’utiliser une distance fonde´e sur l’erreur au carre´ ou
sur la valeur absolue de l’erreur. Il est e´galement possible d’utiliser des images en niveaux de
gris ou en couleur, enfin la taille d’un bloc est e´galement a` choisir judicieusement afin d’ob-
tenir les meilleurs re´sultats possibles (voir Koschan, 1993). Il existe d’autres modifications
possibles pour la me´trique, elles seront de´taille´es plus loin dans la section 2.1.3.
2.1.2 Me´thodes Actives
Afin d’e´valuer la qualite´ d’une carte de disparite´s, ou` ne serait-ce que pour avoir un a
priori ne´cessaire a` certains mode`les probabilistes (voir 2.2), il est ne´cessaire d’avoir une base
de ve´rite´ de la sce`ne que l’on souhaite nume´riser. Il existe plusieurs moyens de mesurer pre´-
cise´ment une sce`ne, on peut par exemple utiliser un scanner laser (voir Biber et al., 2004) ou
utiliser des rendus 3D (OpenGL) pour tester un algorithme (voir Marichal-Hernandez et al.,
2006). Toutefois, la me´thode principalement utilise´e dans le cadre de nume´risation ste´re´osco-
pique consiste a` utiliser de la lumie`re structure´e (voir Lanman et Taubin, 2009).
L’utilisation de lumie`re structure´e (comme du laser) requiert cependant de projeter de la lu-
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mie`re sur une sce`ne. Toutefois, elle pre´sente le double avantage d’eˆtre pre´cise et de pouvoir se
superposer a` une capture ste´re´oscopique sans ne´cessiter la moindre calibration additionnelle
(voir Scharstein et Szeliski, 2003). Cette technique repose inte´gralement sur le principe d’uni-
cite´ de Marr, chaque point de la premie`re vue doit eˆtre rendu unique et ainsi ne correspondre
qu’a` un et un seul point de la seconde. On souhaite de plus e´viter autant que possible les
erreurs de lecture et conserver ainsi le principe de compatibilite´. Cette double taˆche s’effectue
ge´ne´ralement en projetant une succession de patrons lumineux, en niveau de gris, ainsi que
leur inverse. Le but de cette manoeuvre est d’assurer que les variations d’e´clairage le long
d’une ligne sont uniques en tout point. Joan Batlle et al. propose une e´tude du choix du
sche´ma lumineux (voir Salvi et al., 2004), qui est ge´ne´ralement base´ sur les codes de Gray ou
une onde sinuso¨ıdale.
L’utilisation d’une onde sinuso¨ıdale requiert des capteurs extreˆmement pre´cis et un e´clairage
parfaitement controˆle´. Il faut effectivement eˆtre capable de de´coder pre´cise´ment la valeur
d’intensite´ projete´e. Les codes de Gray eux ne´cessitent plus de projections lumineuses, mais
sont plus faciles d’utilisation. De plus, ils ont la proprie´te´ de peu varier (un seul bit) entre
deux valeurs conse´cutives ce qui permet de minimiser les erreurs.
En utilisant cette technique avec les codes de Gray et un montage ste´re´o Scharstein et Szeliski
ont produit un dataset de couple d’images ste´re´oscopiques et de bases de ve´rite´s qui sert de
re´fe´rence pour la plus part des algorithmes de reconstruction 3D (voir Scharstein et Szeliski,
2003).
Mais il existe d’autres approches utilisant la projection d’une seule texture sur une sce`ne
dans un cadre de nume´risation ste´re´oscopique. Le but de ces projections est alors d’ajouter
des de´tails sur la sce`ne photographie´e pour essayer de de´sambiguifie´ des re´gions posse´dant
de faibles texturages rendant difficile l’application du principe d’unicite´ (voir Battle et al.,
1998).
Il existe alors de nombreuses strate´gies visant a` maximiser l’entropie du patron lumineux
utilise´ dans le but d’assurer une bonne unicite´ de chaque point de la sce`ne. Zhang et al.
proposent par exemple de se contenter de lignes ale´atoires (voir Zhang et al., 2004). Kang
et al. (1995) e´valuent quant a` eux le gain apporte´ par l’utilisation de sche´mas sinuso¨ıdaux.
Lim Jongwoo suivit de Page`s et al. propose d’ame´liorer encore les performances en utilisant
des codes de De Bruijn qui ont la particularite´ de ne pas se re´pe´ter, Kurt Konolige pousse
l’expe´rience plus loin en s’assurant d’un maximum de dissimilarite´ en utilisant un codage de
Hamming (voir Lim, 2009; Konolige, 2010; Page`s et al., 2005).
Koschan et al. diffe´rent le´ge`rement dans leur approche et proposent de ne pas se contenter
de sche´mas noir et blanc, mais d’utiliser des patrons lumineux colore´s. Ils justifient cette
approche en de´montrant une augmentation de la qualite´ de pre`s de 20% de la carte de dis-
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parite´s obtenue en utilisant la couleur dans l’algorithme de correspondance par bloc sur des
plans rapproche´s d’un seul objet (voir Koschan et al., 1996). Cependant, Scharstein et Sze-
liski re´futent cette ame´lioration des performances dans un cas plus ge´ne´ral (voir Scharstein
et Szeliski, 2002).
Zhang et al. (2004) introduit e´galement une autre ide´e importante. La projection de textures
sur une sce`ne fait qu’on ne peut pas en capturer le couleur au meˆme instant. Pour pallier a` ce
proble`me, ils proposent d’enregistrer a` soixante images par secondes, d’utiliser deux sur trois
images conse´cutives pour projeter un sche´ma lumineux et son inverse et de ne rien projeter
sur la troisie`me afin de capturer la vraie texture de la sce`ne. En utilisant la cohe´rence tem-
porelle il leur est possible de traquer les correspondances et d’obtenir une carte de disparite´s
et la texture correspondante a` 20 images par seconde.
C’est e´galement une strate´gie projective qui est utilise´e dans le cas de la Kinect de Microsoft.
Une lumie`re infrarouge est ainsi projete´e sur un filtre pseudo ale´atoire ce qui a pour but
de cre´er un sche´ma lumineux compose´ d’un grand nombre de points re´partis dans l’espace.
Une came´ra infrarouge est alors utilise´e pour capturer la position de ces points sur la sce`ne.
Les de´formations subies par le patron sont alors calcule´es localement et l’on obtient ainsi
une disparite´ entre le projecteur et la came´ra infrarouge. En pratique la Kinect donne acce`s
uniquement a` la carte de profondeur (voir Kramer et al., 2012). Cette carte peut alors eˆtre
comple´te´ en interpolant entre les points de´tecte´s.
La Kinect est a` l’origine un pe´riphe´rique de jeu et, dans cette optique, la qualite´ n’est pas pri-
mordiale. Elle a toutefois tre`s vite e´te´ adopte´e par le monde de la recherche et il est possible
de posttraiter les donne´es, afin d’en ame´liorer la qualite´ (voir Izadi et al., 2011a,b; Newcombe
et al., 2011).
2.1.3 Me´thodes Passives
L’ide´e la plus intuitive pour construire une carte de disparite´, en utilisant un couple de
vue ste´re´o et sans avoir recours a` des projections, consiste a` comparer les valeurs d’intensite´
de chacun des pixels des images capture´es et chercher pour chaque pixel son correspondant le
plus proche dans l’autre image. Toutefois, cette me´thode est tre`s instable, en effet elle repose
sur la comparaison de valeurs qui peuvent eˆtre le´ge`rement bruite´es ou qui sont e´claire´es dif-
fe´remment selon la prise de vue, entrainant ainsi des erreurs. Pour pallier a` ce proble`me, une
premie`re strate´gie consiste a` conside´rer un bloc autour du pixel et a` comparer une re´gion et
donc un ensemble de valeurs (voir Koschan, 1993). Les valeurs d’intensite´ de deux blocs sont
alors ge´ne´ralement compare´es en utilisant la somme des diffe´rences au carre´. Pre´ce´demment,
la somme des valeurs absolues de ces diffe´rences e´tait utilise´e pour des raisons de rapidite´s,
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mais il a e´te´ e´tabli que les re´sultats obtenus sont moins pre´cis (voir Scharstein et Szeliski,
2002).
Cependant, l’utilisation de cette me´trique simple ne re´sout le proble`me qu’en utilisant plus
de donne´es et en comptant sur un moyennage des erreurs pour stabiliser les re´sultats. Ansar
et al. (2004) ont donc eu l’ide´e de ne pas se contenter de cette comparaison, mais tout d’abord
de filtrer l’image afin d’en re´duire les bruits et d’augmenter la stabilite´ de la comparaison.
Pour se faire, ils utilisent un filtre parame´trique appele´ filtre bilate´ral qui garantit de conser-
ver les de´tails importants de l’image tout en floutant les zones homoge`nes ce qui a pour effet
de supprimer les bruits propres aux capteurs (voir Ansar et al., 2004).
Zabih et Woodfill (1994) poussent l’ide´e d’utiliser une version filtre´e de l’image encore plus
loin en utilisant un filtre non-parame´trique et plus proche d’un gradient local. Ils proposent
deux approches, une version simple appele´e transformation du rang et une version ame´liore´e
appele´e census. L’ide´e consiste a` construire un descripteur local pour chaque pixel qui sera
robuste aux bruits et aux changements d’illuminations lie´s aux de´placements spatiaux de
chaque came´ra. Pour obtenir un tel descripteur, leur premie`re ide´e consiste a` utiliser une fe-
neˆtre autour du pixel d’inte´reˆt et a` comparer l’intensite´ de chacun des pixels de cette feneˆtre
avec la valeur centrale (cette valeur centrale est ge´ne´ralement exclue de la comparaison, mais
n’impacte pas sur les performances). Le descripteur du rang est alors construit en comptant
le nombre de pixels dont la valeur est infe´rieure a` la valeur centrale. Chaque pixel e´tant rem-
place´ par son descripteur et l’on peut alors appliquer l’algorithme de correspondances par
blocs.
Cette transformation ame´liore de´ja` significativement la qualite´ de la carte de disparite´s cre´e,
mais Zabih et Woodfill (1994) proposent e´galement une version optimise´e du filtre en rajou-
tant une information de position au descripteur local. Pour se faire, au lieu de se contenter du
nombre de pixels d’intensite´ infe´rieure, ils encodent e´galement leur position dans un tableau
de bits. Pour chaque position dans la feneˆtre autour d’un pixel d’inte´reˆt, soit l’intensite´ est
infe´rieure a` celle conside´re´e et on enregistre un un a` la postion correspondante dans notre
descripteur, soit elle est suppe´rieure ou e´gale et on enregistre dans ce cas un ze´ro. Le des-
cripteur ainsi cre´e´ contient a` la fois l’information de rang, mais e´galement celle de position
(voir Zabih et Woodfill, 1994). Cette approche donne d’excellents re´sultats et est a` l’heure
actuelle a` la base de beaucoup d’autres approches, dont l’e´tat de l’art en terme de cre´ation
de carte de disparite´s (voir Scharstein et Szeliski, 2002).
Le principal de´faut de cette technique est qu’elle est plus couteuse en temps. En effet, il
faut dans un premier temps appliquer une transformation non-parame´trique a` l’ensemble
de l’image puis utiliser une distance de Hamming (plus couteuse que la somme des carre´s)
sur chacun des descripteurs. Il existe toutefois des propositions d’imple´mentations optimise´es
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pour GPGPU atteignant des temps de calcul tout a` fait raisonnables (voir Weber et al.,
2009).
Un autre axe de recherche, pour l’ame´lioration des cartes de disparite´s, se rapproche de cette
technique et consiste a` trouver une solution pour mode´liser la cohe´rence spatiale. En effet, le
second principe de Marr assure que la disparite´ doit varier de fac¸on continue sur une meˆme
surface. Or rien n’impose cette continuite´ dans les me´thodes pre´sente´es pre´ce´demment. Hir-
schmuller (2008) propose d’utiliser la programmation dynamique pour faire une agre´gation
des couˆts de disparite´s. L’ide´e est alors non plus de minimiser la me´trique usuelle, mais de
minimiser une fonction d’e´nergie de´finie sur un voisinage de pixels et un ensemble de disparite´
(voir Hirschmuller, 2008).
Zhang et al. proposent une approche combinant la correspondance par blocs avec une somme
de valeur absolue, le census, et l’agre´gation de couˆts. L’ide´e derrie`re cette approche est que
le census apporte une robustesse inte´ressante, mais perd toute information d’intensite´. Cette
combinaison donne a` l’heure actuelle les meilleurs re´sultats sur le dataset Middlebury (voir
Mei et al., 2011).
Enfin, il existe des me´thodes hybrides qui utilisent a` la fois des approches clairseme´es pour
obtenir une ide´e ge´ne´rale et comple`te la carte de disparite´s ainsi produite a` l’aide d’une tech-
nique dense. C’est le cas par exemple de Humenberger et al. (2010) qui e´tabli dans un premier
temps des correspondances de superpixel avant de raffiner en calculant la disparite´ propre a`
chaque pixel. Yin et al. (2010) proposent dans la meˆme optique d’utiliser de multiple re´solu-
tions et d’utiliser des captures a` basse re´solution pour restreindre les zones de recherches et
les calculs sur les images haute re´solution.
2.2 Me´thodes probabilistes
Parmi les techniques pre´ce´demment e´nume´re´es, un grand nombre ont recours a` la pro-
grammation dynamique soit pour ame´liorer la qualite´ en traitement a priori des couˆts de
dissimilitude soit dans le but d’homoge´ne´iser les disparite´s a posteriori. Le proble`me de telles
approches re´side dans les contraintes qu’elles imposent et qui doivent eˆtre pre´e´tablies et for-
mule´es de fac¸on fixe dans leurs imple´mentations. Or les contraintes ne´cessaires a` une formula-
tion en programmation dynamique d’un proble`me de disparite´ pour de la macrophotographie
ne sont surement pas les meˆmes que pour faire de la ste´re´o en exte´rieur et reconstruire des
villes ou pour permettre la navigation autonome d’un robot sur mars.
Cependant, le principe de base derrie`re ces strate´gies consiste a` transmettre des messages
le long de chemins au travers notre carte de disparite´s. Ce chemin peut eˆtre plus ou moins
14
comple`xe, allant d’une simple ligne horizontale a` un mode`le en e´toile qui passerait par cha-
cun des points d’inte´reˆts(voir Hirschmuller, 2008). Or c’est pre´cise´ment ce que cherchent a`
mode´liser, de fac¸on probabiliste, les re´seaux baye´siens(voir Jensen, 1993). Le fait d’introduire
un mode`le probabiliste plutoˆt que d’utiliser des contraintes fixes, apporte une plus grande
robustesse aux erreurs ainsi qu’une plus grande adaptabilite´ pour changer le mode`le d’e´chelle
sans changer tout l’algorithme utilise´.
Les re´seaux baye´siens permettent en effet aussi bien de repre´senter un mode`le de connais-
sances que de calculer des probabilite´s conditionnelles(voir Russell et Norvig, 2003). Or dans
notre cas, nous souhaitons mode´liser la contrainte de continuite´ de Marr, cette contrainte
impose que si le voisinage d’un point est a` une certaine disparite´ alors ce point doit proba-
blement eˆtre e´galement a` cette disparite´, ou en est proche. Un re´seau baye´sien correctement
parame´tre´ nous permettra alors de relier nos connaissances sur un voisinage a` la probabilite´
qu’un point soit a` une certaine disparite´.
Les re´seaux de croyance, autrement appele´ re´seaux de propagation de la croyance (Belief
Network et Belief Propagation Network) permettent de pousser ce raisonnement encore plus
loin (voir Ripley, 1996, ch8, p246-285). Au lieu de conside´rer un petit re´seau sur le voisinage
d’un point, on conside`re alors tout un ensemble de points s’avoisinant les uns les autres. On
va ensuite chercher a` propager des messages, croyances, dans tous le re´seau afin d’aboutir a
un e´tat qui maximisera la probabilite´ marginale de l’ensemble de nos points.
Parmi ces re´seaux on distingue notamment les mode`les de Markov cache´s (MMC) qui sont
surement la forme la plus courante et la plus utilise´e lorsque l’on souhaite faire du traitement
du signal. Ces mode`les conside`rent qu’un noeud de notre re´seau ne de´pend que du noeud
qui le pre´ce`de. Mais surtout les MMC introduisent une notion d’observations et de variables
cache´es (voir Bishop, 2006). Comme illustre´ en Figure 4.8 un MMC se de´compose en effet en
deux parties. D’une part les variables repre´sentant les observations, ce que l’on a pu de´co-
der, une disparite´ a priori, une version bruite´e de l’information qui nous inte´resse vraiment.
D’autre part les variables cache´es qui repre´sentent les vraies valeurs prises par nos variables,
l’information non bruite´e qui nous inte´resse. Les variables cache´es engendrent donc les va-
riables observe´es, mais elles sont e´galement de´pendantes de celles qui les pre´ce`dent. On peut
donc e´tablir un sens pour notre re´seau : de la premie`re variable a` la dernie`re. Raisonner sur
un tel mode`le consiste donc a` trouver l’e´tat de chacune des variables cache´es qui maximise a`
la fois la probabilite´ d’e´mission : la probabilite´ que les observations de´coulent effectivement
des variables cache´es, et la probabilite´ de transition : la probabilite´ que chaque variable sur-
vienne apre`s celle qui la pre´ce`de et avant celle qui la suit en terme de valeur.
Il est aise´ de voir la puissance et l’utilite´ d’un tel mode`le pour le de´bruitage de donne´es dans
divers domaines. Il existe donc de nombreux algorithmes pour traiter les MMC. L’algorithme
15
le plus utilise´ et le plus connu pour traiter les MMC est suˆrement l’algorithme de Viterbi
(1967), originellement cre´e´ pour les te´le´communications et la robustesse aux erreurs. Cet
algorithme est a` mi-chemin entre le raisonnement probabiliste et la programmation dyna-
mique. En effet, le principe consiste a` propager des valeurs dans notre re´seau, a` calculer leurs
probabilite´s et, une fois le re´seau entie`rement parcouru, a` revenir sur nos pas en prenant le
chemin menant au maximum de probabilite´ (back-track).
Cet algorithme est, en fait, une version plus rapide et le´ge`rement moins pre´cise de l’algo-
rithme Forward-Backward (voir Bishop, 2006). L’algorithme Forward-Backward consiste lui
en deux passages au lieu d’un : des valeurs sont propage´es a` la fois dans le sens du re´seau et
dans le sens oppose´ au re´seau. On calcule alors des probabilite´s partielles pour chacune de ces
propagations, et, une fois toutes les propagations passant par un noeud sont effectue´es, on
peut alors combiner ces valeurs partielles pour obtenir la probabilite´ de chacune des valeurs
que peut prendre le noeud. On peut alors maximiser la probabilite´ de chaque e´tat et non
plus la probabilite´ d’une suite de valeurs dans le re´seau. Un autre avantage de cette approche
vient du fait qu’on a, a` la fin, la densite´ de probabilite´ de chaque e´tat possible pour chacun
des noeuds, ce qui peut servir dans un traitement a posteriori des donne´es.
Les MMC sont donc de tre`s bons outils pour certaines mode´lisations, mais ils ne´cessitent une
de´pendance restreinte des noeuds entre eux. On peut facilement en imaginer une utilisation
pour le calcul de disparite´s et la vision ste´re´oscopique si l’on se contente de lignes dans notre
carte de disparite´s (voir Schaeffer et Parr, 2006). Mais beaucoup de strate´gies de programma-
tion dynamique ame´liorent les re´sultats, car elles conside`rent la cohe´rence de la sce`ne dans
plus d’une direction, Hirschmuller (2008) par exemple conside`re une e´toile a` seize branches
autour de chaque point.
Une premie`re ide´e pour augmenter la dimension de notre continuite´ peut eˆtre d’utiliser conse´-
cutivement plusieurs MMC. Ma (2012) par exemple utilise un premier MMC sur les lignes
horizontales suivi d’un MMC vertical. Cette approche ne´cessite cependant de grandes pre´-
cautions afin d’e´viter le surapprentissage.
Il existe e´galement d’autres types de mode`les tels que les champs ale´atoires conditionnels
(Conditional Random Field, CAM) qui permettent de mode´liser des de´pendances plus im-
portantes en quadrillant notre carte de disparite´s. De tels mode`les sont ge´ne´ralement utilise´s
pour de la segmentation d’image (voir Bhole et al., 2011), mais aussi pour du de´bruitage
et de l’ame´lioration de carte de profondeur (voir Weinman et al., 2008). Les CAM, de par
leur grand nombre de connexions et leur complexite´, donnent d’excellents re´sultats, mais re-
quie`rent des temps de calcul extreˆmement importants. Leur utilisation dans un syste`me en
temps re´el n’est, par exemple, pas envisageable.
Mais si l’on revient a` la de´finition, un re´seau baye´sien est simplement un graphe dans lequel
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chaque noeud repre´sente une variable ale´atoire et chaque arreˆte une influence conditionnelle
entre deux variables (voir Jensen, 1993). On peut donc mode´liser n’importe quelle liaison
entre diffe´rentes positions dans notre carte de disparite´ a` l’aide d’un re´seau baye´sien. Le mo-
de`le en e´toile a` seize branches qu’utilise Hirschmuller (2008) pour faire de la programmation
dynamique peut donc eˆtre vu comme un re´seau baye´sien sur lequel on peut appliquer des
infe´rences probabilistes plutoˆt que des re`gles logiques arbitraires.
Il existe de nombreuses re`gles et formules mathe´matiques permettant de transformer un re´-
seau baye´sien quelconque en graphe des intersections afin de faciliter les calculs d’infe´rences
(Jensen, 1993, offre une tre`s bonne introduction en la matie`re). Nous de´velopperons plus loin
(chapitre 5) les calculs ne´cessaires a` notre cas particulier.
2.3 Autres me´thodes d’acquisition tridimensionnelle
Au cours de la phase d’exploration de cette maˆıtrise, diverses autres approches ont e´te´
rencontre´es, imple´mente´es et teste´es. Nous avons choisi de ne finalement pas les utiliser dans
notre approche finale parce qu’elle ne s’applique pas suffisamment bien au proble`me consi-
de´re´, que ce soit pour des raisons de temps de calcul ou de qualite´ des re´sultats. Nous jugeons
tout de meˆme qu’il est inte´ressant de prendre connaissance de ces techniques que ce soit pour
comprendre le cheminement ayant abouti a` ce me´moire, par simple culture ou pour envisager
des de´veloppements futurs aux travaux pre´sente´s ici.
Une des premie`res approches conside´re´es fut la reconstruction de forme a` partir des ombres
(Shape From Shading). Cette strate´gie requiert souvent une connaissance et un parfait
controˆle de la position des sources lumineuses ainsi que des parame`tres et du type de la
came´ra (voir Prados et Faugeras, 2005). Une alternative consiste a` utiliser un plus grand
nombre de sources lumineuses et une de´composition en e´le´ments simples (voir Schindler,
2010; Basri et Jacobs, 2001). Le principe de base derrie`re cette technique reste le meˆme et
consiste a` de´terminer une carte de normales, lie´es aux de´rive´es partielles et a` les utiliser pour
re´soudre un proble`me de Gauss-Seidel. Toutefois, il a e´te´ de´montre´ (voir Prados et Faugeras,
2005) que ce proble`me est mal pose´, il existe donc plusieurs solutions pour une meˆme acqui-
sition. Il faut par ailleurs apporter quelques modifications a` cette technique si l’on s’inte´resse
a` des surfaces non re´gulie`res ou discontinues (voir Camilli et Prados, 2006).
Ce proble`me e´tant mal pose´ il est ne´cessaire d’avoir un tre`s bon a priori pour converger vers
la ve´ritable solution. Du et al. (2011) propose de re´soudre ce proble`me en utilisant d’une part
la programmation line´aire et une approximation de convexite´ pour simplifier le proble`me,
mais surtout de combiner la reconstruction a` partir des ombres a` de la ste´re´o classique par
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correspondance par bloc. Ils obtiennent ainsi une bonne carte de disparite´s qui est ensuite
raffine´e par la re´solution d’un syste`me diffe´rentiel.
L’utilisation d’un nume´riseur laser a e´galement e´te´ envisage´e pour construire des cartes de
ve´rite´ servant soit a` la comparaison et a` l’e´valuation de nos calculs soit a` l’entrainement de
mode`les probabilistes. Biber et al. (2004) constitue une bonne introduction a` la technique
base´e sur le temps de vol de la lumie`re laser. Pour des de´tails plus avance´s ainsi qu’un exemple
de solution commerciale nous recommandons la documentation du scanner Leica LensStation
C10 (voir Leica, 2012).
Enfin il est important de mentionner des approches clairseme´es telles que l’ajustement de fais-
ceaux (voir Triggs et al., 2000; Agarwal et al., 2009). Ces approches, qui utilisent la de´tection
et la mise en correspondance de points cle´s (voir Lowe, 2004) pour e´tablir le positionnement
de prise de vue, ne construisent, a` proprement parle´, pas de carte de disparite´s. Mais il est
envisageable de combiner diffe´rentes captures ste´re´oscopiques d’une meˆme sce`ne en les repo-
sitionnant dans le meˆme espace graˆce a` cette strate´gie.
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CHAPITRE 3
ME´THODES ACTIVES
3.1 Introduction
Nous appelons carte de ve´rite´ une carte de disparite´s pour laquelle chacune des valeurs
de disparite´ est mesure´e avec exactitude. Comme mentionne´ pre´ce´demment, il est important
d’eˆtre en mesure de produire de telles cartes pour les sce`nes que nous souhaitons nume´riser.
Que cela soit a` des fins d’apprentissage pour utiliser des mode`les probabilistes sur des sce`nes
similaires, ou simplement pour e´valuer la qualite´ de nos algorithmes. Pour des raisons de
calibrations et de pre´cisions, une approche de ste´re´oscopie active a e´te´ envisage´e. Ce chapitre
couvre diverses strate´gies qui ont e´te´ e´tudie´es pour aboutir a` l’obtention d’une carte de ve´rite´
ainsi que l’e´tude de divers sche´mas exploitables pour faire de la ste´re´oscopie active.
3.2 Lumie`re structure´e
La lumie`re structure´e est un des moyens les plus pre´cis a` l’heure actuelle d’obtenir une
carte de disparite´s d’excellente qualite´ (voir Scharstein et Szeliski, 2003; Battle et al., 1998;
Lanman et Taubin, 2009). Le principe de base derrie`re cette technique consiste a` attribuer
un unique identifiant a` chaque point de la sce`ne que l’on souhaite nume´riser puis a` retrouver
les correspondances non pas sur les intensite´s lumineuses capture´es, mais directement sur les
identifiants.
Il existe de nombreuses variantes a` cette approche, les sche´mas lumineux a` projeter par
exemple peuvent eˆtre choisis selon plusieurs strate´gies pour aboutir a` un re´sultat unique ou
suffisamment unique dans un voisinage pour eˆtre identifiables. Il est e´galement possible d’uti-
liser cette approche en utilisant une unique came´ra et un projecteur ou un couple de came´ras
en ste´re´o en plus du projecteur.
Il existe des solutions commerciales qui utilisent cette approche afin de construire un nu-
me´riseur 3D, nous avons notamment expe´rimente´ la solution propose´e par 3D3 Solution
(FlexScan3D). Cependant, nous de´sirons avoir un tre`s grand controˆle sur ces nume´risations,
notamment nous de´sirons avoir une carte de disparite´s et non pas une carte de profondeurs
ou un nuage de point. Il nous faut de plus un repe`re connu pour pouvoir comparer a` d’autres
solutions ou encore la possibilite´ de nume´riser et, dans la foule´, de faire d’autres captures
afin d’e´viter de perdre la calibration ou d’avoir du mouvement dans la sce`ne.
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Pour toutes ces raisons, nous avons choisi d’imple´menter notre propre version de nume´riseur
par lumie`re structure´e. Dans cette optique nous avons donc duˆ faire un certain nombre de
choix quant a` la strate´gie finale que nous souhaitons utiliser.
3.2.1 Choix d’imple´mentation
Comme mentionne´ pre´ce´demment, cette technique reposant sur la projection de sche´mas
lumineux, il est tout a` fait possible d’envisager de calibrer une came´ra avec un projecteur et
de n’utiliser que ces deux appareils pour nume´riser. La came´ra est alors utilise´e pour mesurer
les de´formations des sche´mas projete´s qui sont directement lie´es a` la ge´ome´trie de la sce`ne.
On peut donc calculer une carte de disparite´s non pas entre deux vues de la sce`ne ou entre
la position de points ge´ome´triques, mais directement entre le patron projette´ (non-de´forme´)
et la vue capture´e par la came´ra (l’image re´sultante). Cette technique pre´sente l’avantage
de n’utiliser qu’une came´ra ce qui re´duit la pre´sence de bruits lie´s a` l’acquisition. Mais elle
requiert une calibration extreˆmement pre´cise, une tre`s bonne re´solution aussi bien pour la
capture que pour la projection et une synchronisation pre´cise du projecteur et de la came´ra.
L’autre possibilite´ concernant l’acquisition consiste a` utiliser un couple de came´ras en ste´re´o.
La succession de sche´mas lumineux a alors pour but de rendre chaque pixel des captures
unique. On peut ensuite utiliser une approche classique de correspondance par bloc afin de
construire une carte de disparite´s. Un inte´reˆt non ne´gligeable de l’utilisation de deux came´ras
est qu’apre`s calibration, il est alors possible d’aligner et de rectifier les prises de vue afin que
chaque ligne corresponde a` la meˆme ligne de l’autre vue. Les sche´mas lumineux projete´s n’ont
alors plus qu’a` rendre unique chaque position dans une ligne et l’on peut construire notre
carte de disparite´s en balayant simplement chacune des lignes dans nos multiples images.
Cette solution apporte de plus l’avantage d’utiliser un couple de came´ras en ste´re´o qu’il est
e´galement possible d’utiliser pour le reste de nos expe´riences. Enfin, la carte de disparite´s
produite est directement dans le repe`re de nos came´ras elle est donc tre`s facilement exploi-
table dans le cadre de nos expe´riences. C’est donc assez naturellement que nous avons choisi
d’avoir recours a` cette strate´gie.
L’autre choix d’imple´mentation a` faire dans le cadre d’une nume´risation par lumie`re struc-
ture´e concerne les sche´mas lumineux que l’on souhaite projeter. La section suivante (3.3)
propose une exploration sur l’utilisation de la couleur, toutefois les sche´mas lumineux utilise´s
sont ge´ne´ralement binaire, transcrit en noir et blanc. Ceci se justifie, entre autres, par le fait
que la ste´re´oscopie ne gagne pas toujours dans l’utilisation de la couleur et bon nombre d’al-
gorithmes (le census notamment) utilisent des niveaux d’intensite´s et non pas des couleurs
en entre´es. Mais surtout par l’importante diffe´rence qui existe entre l’absence de projection
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(noir) et la projection de toutes les couleurs superpose´es (blanc). Non seulement de tels sche´-
mas jouent exclusivement sur l’intensite´, mais en plus ils sont robustes a` la couleur de la
sce`ne : e´clairer un objet bleu avec une lumie`re rouge ou ne pas l’e´clairer donne des re´sultats
tre`s proches.
Les deux strate´gies principales consistent a` utiliser une se´rie de signaux sinuso¨ıdaux ou une
se´rie de codes de Gray. Nous avons choisi d’utiliser les codes de Gray qui ne´cessitent plus
de projections, mais qui sont plus stables et robustes a` la pre´sence d’un e´clairage ambiant.
Les codes de Gray, aussi appele´s binaire re´fle´chi, sont des codes binaires qui ne changent que
d’un bit entre deux codes conse´cutifs, le Tableau 3.1 illustre les huit premiers codes binaires
ainsi cre´e´s. Cette proprie´te´ assure qu’une erreur lors du de´codage aura un impact restreint.
Mais surtout, elle e´vite d’avoir a` e´clairer ou ombrager de trop petites zones (un unique pixel
projete´ ne serait pas force´ment de´tecte´), en effet on est assure´ qu’un bit n’est jamais fixe´ a`
un ou ze´ro pour eˆtre remis a` ze´ro, respectivement un, sur le code suivant.
Tableau 3.1 Les huit premiers codes de Gray
Binaire Code de Gray
0 000 000
1 001 001
2 010 011
3 011 010
4 100 110
5 101 111
6 110 101
7 111 100
3.2.2 Algorithme
Une fois ces choix d’imple´mentation faits, l’algorithme en lui-meˆme ne pre´sente pas de
grande difficulte´. Une se´rie de sche´mas lumineux (voir Figure 3.1) est projete´e. Chaque sche´ma
code un bit du code de Gray. Afin de pouvoir de´terminer si l’on projette ou non de la lumie`re,
chaque sche´ma est imme´diatement suivi de son inverse. Le de´codage consiste donc a` de´ter-
miner si l’intensite´ lumineuse est plus importante quand on projette le patron lumineux ou
lorsqu’on projette son inverse. La concate´nation de chacun de ces bits nous permet d’identi-
fier de fac¸on unique chacun des pixels le long d’une ligne de nume´risation.
Chaque se´rie de captures peut alors eˆtre transforme´e en une matrice d’identifiants. Comme
nous avons un montage en ste´re´o calibre´ (voir Figure 3.2) nous obtenons deux matrices cor-
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Figure 3.1 Sche´mas projete´s au fil du temps et de´codage.
respondantes et l’on peut alors chercher les disparite´s sur chacune des lignes.
Figure 3.2 Montage comprenant un projecteur, une came´ra ste´re´oscopique pour la nume´risa-
tion par lumie`re structure´e et une kinect pour de futures expe´riences.
3.2.3 Re´sultats
Cette section pre´sente plusieurs re´sultats obtenus par cette me´thode, en ayant recours a`
dix-huit sche´mas lumineux, a` titre informatif. On pre´sente e´galement un rendu colore´ des
codes de Gray de´code´s sur chacun des deux exemples, un visage mannequin Figure 3.3 et un
vrais visage Figure 3.4.
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Figure 3.3 Re´sultats obtenus sur une teˆte de mannequin. Vue de gauche en haut et de droite
en bas. Avec, de gauche a` droite, la capture de deux patrons lumineux, l’illustration des code
Gray de´code´s, et la carte de disparite´s produite.
Figure 3.4 Re´sultats obtenus sur un vrai visage. Vue de gauche en haut et de droite en bas.
Avec, de gauche a` droite, la capture de deux patrons lumineux, l’illustration des code Gray
de´code´s, et la carte de disparite´s produite.
3.3 Se´rie colore´e
3.3.1 Utilisation de six sche´mas
La me´thode pre´ce´dente ne´cessite la projection de dix-huit sche´mas lumineux noir et blanc.
Pour essayer de re´duire le temps ne´cessaire a` la capture et la construction de la carte de ve´rite´,
nous avons envisage´ la possibilite´ d’utiliser des couleurs pour combiner ces sche´mas. Notre
premie`re strate´gie a e´te´ de superposer les sche´mas dans un espace de couleur diffe´rent, le
premier sche´ma noir et blanc devient noir et rouge, le second utilise le vert et le troisie`me le
bleu. On peut alors projeter tous ces trois sche´mas en une seule fois et re´duire le nombre de
projections par trois. La figure 3.5 illustre la superposition de nos trois premiers sche´mas.
Cette strate´gie re´duit le temps ne´cessaire pour l’acquisition, elle pre´sente toutefois le risque
de ne pas bien re´pondre pour certaines couleurs. Comme mentionne´ pre´ce´demment, la couleur
d’un objet est de´finie par la longueur d’onde qu’il peut re´fle´chir. Si on ne projette pas cette
longueur d’onde sur un objet, il sera alors parfaitement noir. Les objets d’une couleur parfaite
peuvent alors eˆtre proble´matiques et dans la pratique nous avons observe´ une perte de qualite´
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Figure 3.5 Sche´mas noir et blanc convertis en couleur et superpose´s.
de l’ordre de 1.023% en moyenne, en utilisant cette strate´gie plutoˆt que la premie`re, sur une
dizaine de mesures de poses diverses. Nous mesurons l’erreur moyenne en comptant le nombre
de disparite´s incorrectes dans notre carte. La figure 3.6 illustre les de´fauts apparaissant et les
artefacts que l’approche engendre compare´e a` la figure 3.4.
Figure 3.6 Re´sultats obtenus en utilisant une version colore´e de nos sche´mas. Vue de gauche
en haut et de droite en bas. Avec, de gauche a` droite, la capture de deux patrons lumineux,
l’illustration des code Gray de´code´s, et la carte de disparite´s produite.
3.3.2 Utilisation de deux sche´mas
Toujours dans le but de re´duire le temps ne´cessaire a` la construction d’une carte de ve´rite´
nous avons ensuite envisage´ diverses strate´gies pour ne projeter qu’un seul sche´ma et son op-
pose´ pour essayer de le de´coder. Le principe de fonctionnement de l’albe´do et de la re´mission
des couleurs, ainsi que la pre´cision des capteurs photographiques font que cette approche est
assez peu re´aliste. En effet, cette strate´gie est plus proche de la simple ste´re´oscopie active
que d’une approche par lumie`re structure´e.
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Somme des codes de Gray
En poursuivant notre expe´rimentation sur les codes de Gray nous avons eu l’ide´e de
transformer nos six sche´mas pre´ce´dents en les sommant, en se´parant chacun des canaux et
en normalisant a` la fin. Cette repre´sentation n’est pas des plus judicieuses, en effet les codes
110, 101 et 011 par exemple donnent tous une somme de deux. Cependant dans un voisinage
restreint, on obtient une assez bonne unicite´ et les re´sultats obtenus sont assez encourageants
(voir Tableau 3.2). La Figure 3.8 pre´sente les sche´mas ainsi construits (la somme et la somme
des comple´mentaires).
Barycentre des codes de Gray
Pour re´soudre le proble`me d’unicite´ le long d’une scanline, nous avons alors envisage´ de
remplacer notre simple somme par un barycentre assurant l’unicite´. Chaque couleur de nos
sche´mas est code´e sur 256 valeurs possibles. Nous voulions nous assurer d’utiliser le plus
possible de ces valeurs afin de maximiser le contraste et d’eˆtre en mesure de le percevoir une
fois projete´. Cette strate´gie peut eˆtre vue comme la conversion de nos bits en base deux a`
un espace e´tire´ par un facteur α. Cette ide´e se traduit mathe´matiquement par l’e´quation
α + 2α + 4α = 255 on obtient alors α = 255
7
. Afin de bien diffe´rentier cette approche de la
pre´ce´dente, il est possible de conside´rer les sche´mas produits comme le re´sultat d’une somme
ponde´re´e des sche´mas colore´s de la strate´gie pre´ce´dente (voir figure 3.7). Dans la pratique,
l’unicite´ apporte´e par cette strate´gie n’est pas primordiale et l’ame´lioration en terme de
qualite´ de carte de disparite´s n’est pas si importante (voir Tableau 3.2). La Figure 3.8 pre´sente
les sche´mas ainsi construits (le barycentre et son comple´mentaire).
Figure 3.7 Construction des sche´mas re´sultants des codes de Gray soit par simple somme (en
haut) soit en utilisant des barycentres pour garantir l’unicite´ (en bas).
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Sche´ma ale´atoire
Une dernie`re ide´e, plus utilise´e dans une perspective de technique de base, consiste a`
utiliser une texture ale´atoire et son oppose´e afin d’essayer de retrouver les de´formations
subies par cette texture plutoˆt que de faire de la simple correspondance par bloc. Les re´sultats
obtenus sont e´galement reporte´s dans le Tableau 3.2 et les textures utilise´es sont donne´es a`
titre d’exemple dans la Figure 3.8.
Figure 3.8 Sche´ma utilise´ dans l’approche utilisant seulement deux patrons (sche´ma en haut
et inverse en bas). A` gauche la somme des codes de Gray, au centre la version barycentrique,
a` droite la version ale´atoire.
3.3.3 Algorithme
L’algorithme utilise´, que ce soit avec six sche´mas ou avec deux, varie tre`s peu de celui uti-
lise´ dans le cadre des sche´mas noir et blanc. Chaque sche´ma est projete´ suivi de son inverse.
On cherche ensuite a` de´terminer le code de gray correspondant a` chaque pixel en comparant
le niveau de luminosite´ de chacun des canaux rouge vert et bleu des deux images ainsi cap-
ture´es. Une fois la version bruite´e des sche´mas obtenue, on proce`de a` la meˆme recherche de
correspondances que dans le cadre des patrons binaires.
26
3.3.4 Re´sultats
Il existe plusieurs me´triques pour e´valuer la qualite´ d’une carte de profondeurs. Il est
notamment possible de comparer l’erreur moyenne sur l’ensemble des points conside´re´s ou
le nombre de ces derniers mal repositionne´s a` un certain seuil pre`s. La mesure la plus com-
mune´ment utilise´e est l’erreur de reconstruction a` une unite´ pre`s : on comptabilise alors le
nombre de fois ou la disparite´ obtenue diffe`re de la vraie disparite´ de plus d’un, on converti
ensuite ce compte en un pourcentage d’erreur.
Nous avons mesure´ les erreurs en utilisant l’erreur moyenne (moyenne de l’erreur sur toute la
carte de disparite´) ainsi que l’erreur de reconstruction a` un pre`s sur une dizaine de captures
re´alise´es dans les meˆmes conditions. Nous pre´sentons ici (voir Tableau 3.2) l’erreur moyenne
sur l’ensemble de ces captures. L’ensemble de ces re´sultats met en e´vidence un le´ger gain
de qualite´ obtenu par l’utilisation de la somme ponde´re´e des codes de Gray. Par ailleurs, la
faible de´gradation des mesures ainsi produites est encourageante dans la mesure ou` l’on est
capable de construire un tre`s bon a priori de notre sce`ne, pouvant par exemple nous servir
pour des me´thodes d’apprentissage, en ne projetant que deux sche´mas conse´cutivement.
Ces re´sultats confirment e´galement l’importance de l’unicite´, la somme brute des codes de
Gray donne un moins bon re´sultat, car elle ne garantit pas l’unicite´ de chacun des points
au sein d’une meˆme ligne. De meˆme, on constate que, conforme´ment a` ce qui est mentionne´
dans la litte´rature, l’entropie et la non-pre´dictibilite´ du sche´ma projete´ donnent de bonnes
performances en moyenne. En effet, le sche´ma ale´atoire donne des re´sultats tre`s proches de
ceux obtenus en utilisant une ponde´ration de code de Gray.
Tableau 3.2 Comparaison des me´thodes utilisant une approche colore´e de la lumie`re structure´e
Me´thode Erreur moyenne (disp.) Erreur a` un pixel (%)
six sche´mas 0.13 1.156
Somme Gray 0.76 3.909
Barycentre Gray 0.61 3.711
Ale´atoire 0.60 4.132
3.4 Ste´re´oscopie active
La ste´re´oscopie active consiste a` utiliser la projection de texture sur une sce`ne d’inte´reˆt
afin de pallier au proble`me dit de ”de´faut de texture”. En effet, l’e´tablissement de correspon-
dance dans une zone fortement texture´e, sans re´pe´tition, ne poserait pas de proble`me. Mais
lorsque l’on est confronte´ a` des re´gions ou` l’on ne distingue qu’une couleur unie ou une tex-
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ture re´pe´titive, il devient plus complique´ de calculer notre carte de disparite´s. Les approches
pre´sente´es pre´ce´demment peuvent eˆtre conside´re´es comme excessives, elles ne´cessitent l’em-
ploi de plusieurs sche´mas lumineux projete´s sur une sce`ne qui doit eˆtre statique pendant
les projections. La ste´re´oscopie active se contente d’une seule projection a` la fois pour venir
enrichir les textures de´ja` pre´sentes dans la sce`ne nume´rise´e. Au lieu de chercher a` de´coder
un sche´ma lumineux de´forme´ pour e´tablir des correspondances, on calcule directement ces
dernie`res sur les captures de la sce`ne e´claire´e.
Dans la pratique, cette strate´gie offre un tre`s bon point de re´fe´rence : la carte de disparite´
obtenue est de bonne qualite´. Mais le rajout de texture n’est cependant pas suffisant pour
obtenir une carte e´quivalente a` celle de ve´rite´.
Cette approche repose sur les meˆmes algorithmes de mise en correspondance que pour la
ste´re´oscopie passive. Ces techniques seront plus amplement de´veloppe´es dans le chapitre sui-
vant. Une fois encore l’utilisation de diffe´rents sche´mas est envisageable. En nous basant sur
la litte´rature et en partant du principe que cette strate´gie n’est ici qu’un point de repe`re, nous
avons choisi de nous contenter d’un sche´ma ale´atoire et d’une me´thode de correspondance
par bloc.
3.4.1 Re´sultats
Les re´sultats obtenus avec cette approche sont de loin moins bons que ceux obtenus en
utilisant des projections multiples. Toutefois, il est inte´ressant de les comparer aux re´sultats
obtenus sur la meˆme sce`ne sans aucune projection (voir Tableau 3.3). Le proble`me de ”de´faut
de texture” est effectivement grandement re´duit.
Tableau 3.3 Comparaison entre ste´re´oscopies active et passive
Me´thode Erreur moyenne (disp.) Erreur a` un pixel (%)
Ale´atoire 1.4 17.03
Barycentre Gray 1.4 15.19
Passive 3.0 36.00
3.5 Contraintes temporelles et visuelles
Comme indique´ dans l’introduction de ce me´moire, la motivation principale est d’avoir
la meilleure nume´risation possible en un temps le plus court possible. Les techniques et re´-
sultats pre´sente´s ici peuvent sembler eˆtre une bonne piste. Cependant, certaines contraintes
ont e´te´ ignore´es. Dans un premier lieu, la lumie`re structure´e ne peut pas eˆtre re´alise´e en
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temps re´el sans un e´quipement hautement spe´cialise´. De plus, projeter des sche´mas lumineux
impacte la nume´risation et les vraies couleurs de la sce`ne. Il pourrait eˆtre envisage´ d’utiliser
des infrarouges pour re´soudre ce proble`me, mais la qualite´ de ce genre d’approches n’est pas
optimale. La figure 3.9 re´sume l’ensemble des approches pre´sente´es dans ce chapitre et illustre
la qualite´ de chacune ainsi que le temps ne´cessaire a` chaque cas.
L’ide´e est donc dans un premier temps d’explorer diffe´rentes approches passives et d’e´ven-
tuellement utiliser des approches actives avec parcimonie pour e´valuer nos re´sultats ainsi que
pour les ame´liorer en utilisant des strate´gies d’apprentissage.
Figure 3.9 Comparaison empirique des temps d’acquisition et de la qualite´ des cartes de
disparite´s produites par les diffe´rentes me´thodes pre´sente´es.
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CHAPITRE 4
ME´THODES PASSIVES
4.1 Introduction
Cette section pre´sente les algorithmes de base ne´cessaire dans notre mode`le final. Elle se
place directement dans le prolongement de travaux pre´ce´dents entrepris par Ma (2012). Nous
pre´senterons donc sommairement les algorithmes et nous reviendrons plus en de´tail sur leurs
imple´mentations en GPGPU et sur les optimisations qui ont e´te´ apporte´es afin de re´duire
les temps de calcul. Toutefois, nous invitons le lecteur a` se re´fe´rer aux publications sur les
travaux pre´ce´dents pour plus de de´tails (voir Ma, 2012).
4.2 Correspondance par bloc
Il s’agit surement de l’algorithme le plus intuitif. Il consiste a` de´couper une feneˆtre de taille
arbitraire autour de chaque pixel et d’essayer de retrouver cette feneˆtre dans la capture dans
seconde vue (la Figure 4.1 illustre ce principe). Cette strate´gie ne´cessite cependant de spe´cifier
plusieurs parame`tres. Tout d’abord, la taille de la feneˆtre conside´re´e impacte fortement le
re´sultat, une feneˆtre trop petite entrainera un grand nombre de fausses correspondances avec
le cas extreˆme ou on ne cherche qu’un unique pixel, mais une feneˆtre trop grande entrainera
e´galement un lissage important qui est inde´sirable et re´pondra encore moins bien aux zones
d’occlusions. Ce proble`me est solvable soit par la recherche de la meilleure taille de feneˆtre
soit par l’utilisation de multiple re´solution, que ce soit pour les tailles ou directement les prises
de vues (Yin et al., 2010). L’autre parame`tre important est le choix de la me´trique utilise´e
pour calculer la similarite´. Les deux plus utilise´es son ge´ne´ralement les distances associe´es
aux normes L1 et L2.
d1(R,C) =
∑
i∈F
|R(i)− C(i)|
d2(R,C) =
∑
i∈F
(R(i)− C(i))2
Avec R la feneˆtre de re´fe´rence (autour du pixel dont on cherche la disparite´), C celle a`
laquelle on la compare, et F l’ensemble des indices selon la taille des blocs. Ces distances
sont aussi appele´es distance du chauffeur de taxi (city block) et distance euclidienne. Mais
il est possible, bien que plus complexe d’utiliser une me´trique de´pendant de la distance au
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centre de la feneˆtre pour ponde´rer l’importance de chaque pixel (type earth mover distance).
Figure 4.1 Une feneˆtre est construite autour de notre pixel d’inte´reˆt (rouge opaque) dans
notre premie`re vue (gauche) et on cherche la meilleure correspondance (feneˆtre rose´e) dans
l’autre vue (droite)
De meˆme qu’au chapitre pre´ce´dent, il est souhaitable de rectifier et d’aligner les images
capture´es afin de re´duire le nombre de comparaisons a` faire. Nous nous placerons toujours
dans ce cas. La recherche de correspondances se limitera donc a` une ligne dans la seconde
vue. Le calcul de disparite´ se re´sume donc a` la formule suivante :
d(i, j) = j − argmink(
∑
l∈F
(R(i, j, l)− C(i, k, l))2)
Ou d(i, j) est la disparite´ pour le pixel situe´ sur la ime ligne et la jme colonne, R(i, j, .) notre
feneˆtre de re´fe´rence autour du pixel d’inte´ret et C(i, k, .) la feneˆtre de comparaison a` la po-
sition k. Notre disparite´ est donc bien j − kmin.
Une e´tude empirique nous a permis de de´terminer qu’une feneˆtre carre´e de 9 pixels de coˆte´
utilisant la distance euclidienne pour comparer les feneˆtres donnait les meilleurs re´sultats
(voir Tableau 4.1).
4.2.1 Imple´mentation
Comme le montre la description pre´ce´dente, nous avons ici a` faire a` un algorithme rela-
tivement simple a` imple´menter de fac¸on usuelle en utilisant le processeur classique (Central
Processing Unit, CPU). Il est cependant judicieux de bien conside´rer les calculs effectue´s, en
effet on constate assez rapidement qu’il est possible d’acce´le´rer la proce´dure en re´utilisant une
partie des calculs (voir Figure 4.2). En effet, les feneˆtres de comparaison se supperposant elles
partagent un certain nombre de pixels (six dans notre illustration ici) les calculs effectue´s sont
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donc identiques. On constate par ailleurs une tre`s forte inde´pendance, dans le cas de feneˆtres
disjointes, il est alors fort inte´ressant d’envisager une imple´mentation utilisant un tre`s grand
nombre de threads et l’utilisation de GPGPU semble parfaitement s’appliquer ici. Ma (2012)
propose de plus amples de´tails ainsi qu’une imple´mentation hautement paralle´lise´e de cet
algorithme (nous encourageons le lecteur a` s’y re´fe´rer). Toutefois, l’algorithme propose´ com-
Figure 4.2 Les calculs fait pour la feneˆtre rouge peuvent eˆtre re´utiliser dans le cas de la feneˆtre
verte et la feneˆtre bleu
porte quelques lacunes. Tout d’abord, d’un point de vue pratique, il se limite aux images du
jeu de donne´es Middlebury (niveau de disparite´ maximum et re´solution fixe´s notamment).
Par ailleurs, l’architecture GPGPU n’est pas force´ment judicieusement exploite´e. Nous ne
reviendrons pas en de´tail sur la ge´ne´ralisation de l’algorithme, qui constitue changements
mineurs, mais il est inte´ressant de bien comprendre comment une meilleure utilisation de la
me´moire permet de diviser le temps de calcul ne´cessaire par deux.
L’une des erreurs les plus fre´quentes quand on en vient a` parler de GPGPU consiste a` ne´gliger
les temps de transfert en me´moire. L’utilisation d’une carte graphique, pour effectuer des cal-
culs, requiert souvent d’envoyer les donne´es sur lesquelles on souhaite travailler en me´moire.
Une fois les calculs effectue´s, il faut alors aller re´cupe´rer les re´sultats dans un autre tampon
me´moire de la carte graphique. Ces e´tapes sont couteuses en temps et il arrive parfois que la
paralle´lisation n’apporte pas un gain en temps suffisant pour combler la perte engendre´e par
la transmission des donne´es.
Une autre erreur lie´e a` l’utilisation de la me´moire, consiste a` ignorer les diffe´rents niveaux
de me´moires disponibles sur une carte graphique (voir Figure 4.3). La carte graphique ne
donne acce`s en lecture et e´criture qu’a` ce qu’on appelle la me´moire globale. Mais les temps
de transfert entre cette me´moire et les processeurs d’une carte graphique sont conside´rables
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et doivent eˆtre limite´s. Il existe un autre type de me´moires a` acce`s beaucoup plus rapide :
la me´moire partage´e. Il est donc tre`s souvent judicieux de copier une partie de nos donne´es
depuis la me´moire globale dans la me´moire partage´e pour ensuite travailler sur cette copie.
Figure 4.3 Organisation de la me´moire dans un processeur graphique (extrait de
http ://www.caam.rice.edu/ timwar/RMMC/CUDA.html)
4.2.2 Choix d’imple´mentation
Meˆme si nous sommes reste´s assez proches de l’imple´mentation propose´e, nous avons
quand meˆme explore´ diffe´rentes tailles de blocs pour aboutir a` la conclusion qu’une feneˆtre
carre´e de 9 pixels de coˆte´ donnait les meilleurs re´sultats. Il est cependant ne´cessaire de sou-
ligner un autre point qui aura son importance dans une imple´mentation future (Chapitre
suivant).
L’importance accorde´e aux temps de calcul minimal ainsi que la ge´ne´ralite´ de l’imple´menta-
tion vient du fait que l’on souhaite combiner cette me´thode avec une autre dans un mode`le
probabiliste. Pour ce faire, nous avons besoin d’acce´der non seulement a` la meilleure valeur
de disparite´ trouve´e par l’algorithme, mais aussi aux couˆts de correspondances. Nous avons
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donc choisi de diviser en deux noyaux openCL cette imple´mentation. Dans un premier temps,
nous construisons un tenseur tridimensionnel comprenant tous les couˆts associe´s a` chacune
des disparite´s possibles. Un second noyau traite alors chaque position dans ce tenseur pour
trouver la disparite´ de couˆt minimal correspondante. Nous reviendrons plus en de´tail sur
cette proce´dure dans le prochain chapitre, mais il est important de faire le lien et de voir
l’importance de cet algorithme dans notre mode`le final.
4.2.3 Re´sultats
Il existe des jeux de donne´es permettant d’e´valuer la qualite´ de carte de disparite´s
construites en utilisant des me´thodes passives. La re´fe´rence ge´ne´ralement utilise´e et celui
de Middlebury, qui fournit six diffe´rentes sce`nes capture´es en ste´re´o ainsi que la carte de
ve´rite´ pour chacune de ces sce`nes. Nous utilisons ce jeu de donne´es non seulement pour la
qualite´ des images fournies, mais aussi afin de pouvoir comparer nos re´sultats a` l’e´tat de l’art
dans le domaine. Nous utiliserons donc ce jeu de donne´es pour l’e´tablissement de la plus part
de nos re´sultats pre´liminaires.
Les modifications apporte´es a` l’imple´mentation pre´alable ne changent pas foncie`rement l’al-
gorithme et les re´sultats en terme de qualite´ restent les meˆmes. Nous obtenons cependant
un gain de temps de 50% en moyenne, de 0.02 secondes ne´cessaires dans l’imple´mentation
pre´ce´dente nous obtenons de´sormais 0.01 secondes pour les calculs (pour calculer des cartes
de disparite´s de taille 463x370), en terme de temps ne´cessaire pour construire nos cartes
de disparite´s ainsi qu’un algorithme bien plus ge´ne´ral et re´utilisable pour d’autres jeux de
donne´es.
Par ailleurs, le Tableau 4.1 dresse un bref comparatif des diffe´rences en terme de pre´cision
obtenue en faisant varier la taille des feneˆtres que nous comparons. Nous indiquons ici les
re´sultats en terme de taille de rayon, les blocs, centre´s sur nos pixels d’inte´reˆt, sont donc
des carre´s de coˆte´ de deux fois plus un pixel. Ces re´sultats illustrent la grande complexite´
existante dans le choix de la taille optimale, pour certaines sce`nes un bloc de petite taille
semble eˆtre pre´fe´rable, mais pour d’autres un bloc plus grand donnera de meilleurs re´sultats.
L’annexe A contient diverses cartes de disparite´s obtenues sur le jeu de donne´es Middlebury.
Nous avons cependant juge´ opportun de reproduire ici deux exemples extreˆmes pour la taille
de feneˆtre optimale.
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Tableau 4.1 Comparaisons de taux d’erreur des pixels visibles en pourcentage (%) pour
diffe´rentes tailles de blocs possibles
Me´thode µ Arts Books Dolls Laun- Moe- Rein- CPU GPU
dry bius deer time (s) time (ms)
rayon = 2 24.65 26.25 28.98 14.25 34.86 22.77 20.80 0.85 9.1
rayon = 3 23.08 25.92 22.23 14.26 36.21 20.88 18.99 0.85 9.5
rayon = 4 22.50 27.00 19.39 15.14 34.12 20.61 18.72 0.86 9.9
rayon = 5 22.66 28.33 17.73 16.40 32.86 21.08 19.54 0.86 10.4
rayon = 6 23.43 30.05 17.23 18.08 32.01 21.88 21.32 0.87 11.0
4.3 Census
Le constat derrie`re l’algorithme du Census est que le bruit propre au syste`me d’acquisition,
les variations d’e´clairage et de positionnement de notre paire de came´ras ste´re´oscopiques et le
capteur de´forment localement l’image et nuisent a` la correspondance par bloc. L’utilisation
de filtre semble alors tout indique´e, mais les filtres usuels, tels que les filtres gaussiens ou
bilate´raux et plus ge´ne´ralement l’ensemble des filtres parame´triques, vont, pour leur part,
avoir tendance a` supprimer de l’information essentielle a` une bonne mise en correspondance.
Zabih et Woodfill (1994) ont donc eu l’ide´e de conside´rer des filtres non parame´triques, des
filtres de´pendant entie`rement des valeurs auxquelles on les applique. La premie`re proposition
e´tait d’utiliser le rang de chaque pixel. Ce filtre consiste a` conside´rer une feneˆtre autour d’un
point d’inte´reˆt et a` y compter le nombre de pixels d’intensite´s qui lui sont infe´rieures. On
peut donc voir le rang comme la position du pixel d’inte´reˆt dans une version trie´e par valeurs
d’intensite´s de la feneˆtre. On peut de´finir le rang par la formule :
r(i, j) =
∑
l∈F
ξij(IF (i, j, l))
ξij(k) = 0 si I(i, j) ≤ k
1 si I(i, j) > k
Ou` r(i, j) est le rang du point (i, j) dans notre image I coupe´e en feneˆtres IF , ξij(k) la fonction
qui de´termine si l’intensite´ k est supe´rieure a` celle du point conside´re´, F repre´sentant toujours
notre feneˆtre de pixels et IF (i, j, .) l’ensemble des intensite´s dans cette feneˆtre. Il est alors
possible de faire une correspondance par bloc sur les versions filtre´es de chacune des deux
images en cherchant des blocs ou les rangs, et non plus les intensite´s, correspondent.
L’utilisation d’une telle approche ame´liore le´ge`rement les re´sultats, mais on constate assez
facilement qu’on perd beaucoup d’information lors du filtrage. Zabih et Woodfill (1994) ont
alors eu l’ide´e de conserver une partie de cette information en plus du calcul du rang en
me´morisant la position des pixels. Cette strate´gie aboutie a` la me´thode dite du Census, au
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Figure 4.4 Sce`ne vue de gauche (haut gauche) et base de ve´rite´ (haut droit) de la sce`ne Dolls
et re´sultats obtenus pour un rayon de 2 (bas gauche, meilleur) et de 6 (bas droit) en utilisant
la correspondance par blocs
lieu de se contenter de compter le nombre de pixels dont l’intensite´ est infe´rieure a` celle du
centre de la feneˆtre le Census vise a` retenir leur position ainsi que la comparaison avec le
pixel d’inte´reˆt. On veut donc construire un descripteur pour chacun des pixels. Par exemple
si l’on conside`re une feneˆtre carre´e de trois pixels de coˆte´ avec les intensite´s suivantes :
0 1 0
1 1 2
2 2 0
On peut garder la forme de la feneˆtre tout en appliquant notre fonction ξ. On obtient alors :
1 0 1
0 0 0
0 0 1
Notons que la valeur au centre de notre descripteur sera toujours ze´ro, l’intensite´ e´tant com-
pare´e a` elle-meˆme. Cette valeur est donc ge´ne´ralement ignore´e. De meˆme, on peut re´ordonner
notre descripteur en une chaine de bits ce qui facilite la manipulation, mais ne change pas le
fonctionnement de l’algorithme.
A` des fins de visualisation, et uniquement dans ce but, nous pouvons transformer la version
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Figure 4.5 Sce`ne vue de gauche (haut gauche) et base de ve´rite´ (haut droit) de la sce`ne Books
et re´sultats obtenus pour un rayon de 2 (bas gauche) et de 6 (bas droit, meilleur) en utilisant
la correspondance par blocs
filtre´e de notre image en une nouvelle image : chacun des bits de nos descripteurs servant
alors a` l’encodage d’une couleur (voir figure 4.6).
Une fois encore, la dernie`re e´tape consiste a` utiliser une approche de correspondance par
blocs, en conside´rant des blocs de descripteurs et une distance valide sur cette repre´senta-
tion. Aux vues du caracte`re binaire de nos descripteur, une distance euclidienne entre deux
descripteurs n’aurait pas grand sens, on utilise donc la distance de Hamming qui mesure la
dissimilitude de chacun des bits de nos feneˆtres d’inte´reˆt. Cette distance peut s’e´crire :
d(R,C) =
∑
i∈F
∑
j∈D
1− δ(R(i, j), C(i, j))
Ou` d(R,C) repre´sente la distance entre notre feneˆtre de re´fe´rence R et celle de comparaison
C, toutes les deux contenant F descripteurs de dimension D et δ l’indicatrice d’Euler :
δ(i, j) = 1 si i = j
0 si i 6= j
Si l’on conside`re par exemple les deux descripteurs :
1 0 1 1 0 1
R = 0 0 0 C= 0 0 1
0 0 1 0 1 0
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Figure 4.6 Image Art extrait du jeu de donne´es Middlebury (a` gauche) et sa version filtre´e
parla technique du Census (a` droite).
On obtient une distance de d(R,C) = 3 en effet nous avons trois bits correspondants ayant
des valeurs diffe´rentes.
4.3.1 Choix d’imple´mentation
Cet algorithme est e´galement hautement paralle´lisable et parfaitement adapte´ pour l’uti-
lisation de GPGPU. Nous avons donc fait une imple´mentation en OpenCL compatible avec
notre imple´mentation de la correspondance par bloc.
Notre imple´mentation se divise en trois noyaux, le premier s’occupe du filtrage de nos images
et convertit les valeurs d’intensite´s en descripteurs locaux pour chaque pixel. Notre deuxie`me
noyau calcule l’ensemble des couˆts de correspondances en utilisant la distance de Hamming
sur la version filtre´e de l’image et enregistre ces couˆts dans un tenseur tridimensionnel. Enfin,
notre dernier noyau cherche pour chaque position la disparite´ minimisant le couˆt dans notre
tenseur.
Une fois encore, nous avons divise´ le calcul des couˆts et la recherche du minimum afin de
pouvoir ulte´rieurement effectuer diffe´rentes manipulations sur les couˆts afin d’ame´liorer notre
carte de disparite´s.
Pour la transformation de notre image en descripteur, chaque bloc est responsable d’une
portion continue de l’image. Ceci nous permet dans un premier temps d’utiliser tous nos
threads pour charger l’ensemble des pixels en me´moire partage´e en les transformant en va-
leurs d’intensite´s. Cela re´duit ensuite le nombre de calculs ainsi que celui d’acce`s couteux a`
la me´moire globale. De meˆme, la mise en correspondance de plusieurs blocs conse´cutifs sur
plusieurs lignes voisines se fait dans le meˆme groupe de threads afin de re´utiliser autant que
possible les calculs et de faire le meilleur usage de la me´moire partage´e. Cette me´moire e´tant
limite´e, et vu les nombreuses fac¸ons d’agencer les calculs, trouver la combinaison optimale
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est une taˆche complique´e et il est probablement possible d’ame´liorer nos re´sultats. Toutefois,
aux vues du couˆt en temps ne´cessaire pour calculer la distance de Hamming la re´utilisation
des calculs semble eˆtre non ne´gligeable.
De meˆme que pour la correspondance par bloc, la taille des feneˆtres joue e´norme´ment sur les
re´sultats une e´tude empirique nous a permis de trouver une taille optimale de neuf par neuf
pour le calcul des descripteurs et de onze par onze pour la mise en correspondance.
4.3.2 Re´sultats
Cette imple´mentation montre une fois encore la puissance de la paralle´lisation massive.
En effet, nous sommes partis d’une imple´mentation Matlab prenant de l’ordre de 5 minutes
par carte de disparite´s (de taille 463x370), une fois ce prototypage effectue´, une version C++
sur CPU a alors e´te´ imple´mente´e, mais elle ne´cessitait toujours une vingtaine de secondes
pour effectuer les calculs. Notre version finale sur GPGPU (utilisant OpenCL) tourne en
0.03 seconde. La forte diffe´rence de temps ne´cessaire par rapport a` la correspondance par
bloc, s’explique par le fait qu’il est ne´cessaire de construire une version filtre´e de chacune de
nos vues d’une part, mais elle est e´galement due au fait que la distance est plus couteuse a`
calculer. La meˆme re´utilisation des calculs est cependant possible et a un impact encore plus
conside´rable et divise les temps de calcul par 3 (de 0.09 a` 0.03 seconde).
Nous proposons par ailleurs la meˆme e´tude sur l’impact de la taille du rayon sur la qualite´
de la carte de disparite´ produite. Nous avons cependant deux rayons qu’il est possible de
faire varier : le rayon lors de notre filtrage ainsi que celui lors de la mise en correspondance.
Une e´tude pre´liminaire nous a permis de confirmer les re´sultats pre´sents dans la litte´rature
e´tablissant un rayon de 4 pour le filtrage. Le tableau 4.2 pre´sente les re´sultats sur les variations
pour la mise en correspondance.
Une fois encore on constate qu’il n’y a pas de taille ide´ale pour tous les cas. On constate
Tableau 4.2 Comparaisons de taux d’erreur des pixels visibles en pourcentage (%) des diffe´-
rentes tailles de blocs possibles
Me´thode µ Arts Books Dolls Laun- Moe- Rein- CPU GPU
dry bius deer time (s) time (ms)
rayon = 2 14.03 14.56 14.54 7.351 26.22 12.79 8.721 18 24
rayon = 3 13.95 15.44 13.16 8.033 24.94 12.78 9.341 21 30
rayon = 4 14.37 16.53 12.54 9.069 24.76 13.14 10.21 24 37
rayon = 5 15.10 17.46 12.75 10.33 25.09 13.79 11.20 28 45
rayon = 6 16.04 18.30 13.53 11.69 25.47 14.70 12.52 33 55
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cependant que la taille des feneˆtres adapte´es a tendance a` eˆtre plus petite, ce qui se justifie par
le fait que notre image filtre´e prend en compte un ensemble de pixels pour chaque descripteur.
Une feneˆtre de descripteur recouvre donc plus de pixels dans l’image d’origine.
Une fois encore pour l’inte´gralite´ des cartes de disparite´s obtenues graˆce a` cette technique nous
invitons le lecteur a` se re´fe´rer a` L’annexe A. A` des fins de visualisations et de comparaisons
rapide avec les re´sultats de la me´thode pre´ce´dente, nous pre´sentons ici la Figure 4.7 illustrant
la carte de disparite´ obtenue sur la sce`ne Books avec chacune des deux tailles extreˆmes de
blocs a` comparer.
Figure 4.7 Sce`ne vue de gauche (haut gauche) et base de ve´rite´ (haut droit) de la sce`ne Books
et re´sultats obtenus pour un rayon de 2 (bas gauche) et de 6 (bas droit) par la me´thode du
Census
4.4 Mode`le de Markov Cache´
Pour conclure ce chapitre sur les e´tapes pre´liminaires a` l’e´tablissement d’un mode`le nous
allons une fois de plus de´velopper un point de´ja` pre´sent dans les travaux pre´ce´dents du labora-
toire : l’utilisation de Mode`les de Markov Cache´ (MMC ou HMM). Toutefois, il est primordial
de bien appre´hender la the´orie de base que nous de´veloppons rapidement ici et pour laquelle
Ma (2012) constitue une bonne lecture. Nous couvrirons cependant les bases ne´cessaires
pour bien comprendre le raisonnement et les mode`les pre´sente´s par la suite. Nous pre´sentons
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e´galement une nouvelle imple´mentation propre au traitement ste´re´oscopique massivement
paralle´lise´. Russell et Norvig (2003) (chapitre 15) pre´sente une tre`s bonne introduction a` ce
genre de mode`les probabilistes.
4.4.1 The´orie
Un MMC sert a` mode´liser un processus stochastique temporel de´crit en tout temps par
une unique variable ale´atoire discre`te. Chaque variable de´pendant de celle au temps pre´ce´-
dent et n’e´tant perc¸ue qu’au travers une observation stochastiquement bruite´e. La Figure4.8
illustre les liens entre les variables ainsi que le principe d’observations et de variables cache´es.
Les MMC sont des mode`les tre`s puissants et couramment utilise´s pour l’infe´rence, un raison-
nement probabiliste sur l’ensemble des variables observe´es permet en effet de de´coder avec
une certaine pre´cision pour retrouver les variables cache´es.
Dans notre cas nous conside´rons des cartes de disparite´s et nous ne nous inte´ressons pas a`
Figure 4.8 Mode`le de Markov Cache´ ou` H repre´sente les variables cache´es et O les observa-
tions.
la cohe´rence temporelle, mais il est possible d’adapter notre MMC pour mode´liser une suite
de points continue dans notre image. Concre`tement une ligne de pixel dans notre carte de
disparite´s. En effet, le principe de continuite´ nous impose une relation liant probabilistique-
ment chaque point a` son voisin. On peut donc conside´rer qu’une carte de disparite´s calcule´e
repre´sente une version bruite´e de la carte de ve´rite´. Une se´rie de MMC, bien parame´tre´s, nous
permet alors d’infe´rer une version moins bruite´e : on cherche a` retrouver les vraies valeurs de
disparite´s (cache´es) qui nous ont conduits a` observer celles calcule´es pre´ce´demment.
4.4.2 Viterbi
Il existe de nombreux algorithmes visant a` de´coder des MMC ou plus ge´ne´ralement des
mode`les probabilistes temporels, ou mode`les stochastiques. Le plus connu et le plus couram-
ment utilise´ est l’algorithme de Viterbi, cet algorithme se de´compose en deux e´tapes. Dans un
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premier temps, on propage les probabilite´s sur les nœuds du re´seau MMC, puis une fois tout
le re´seau parcouru, on remonte le chemin (backtrack) aboutissant au maximum de probabilite´.
Propagation de probabilite´
Un MMC comprend deux probabilite´s conditionnelles : la probabilite´ de transition et la
probabilite´ d’e´mission. La probabilite´ de transition mode´lise la probabilite´ de passer d’une
valeur de variable cache´e au temps t a` une autre valeur au temps t + 1. La probabilite´
d’e´mission, quant a` elle, sert a` mode´liser les variations, le bruit, existant entre les observations
et les variables cache´es. La Figure4.8 situe ces deux probabilite´s sur notre mode`le.
La propagation de probabilite´ consiste a` calculer re´cursivement la probabilite´ qu’a chacune
de nos valeurs cache´es d’eˆtre dans un e´tat donne´. L’utilisation de la re´cursion vient du fait
que la densite´ probabilite´ marginale pour une variable de´pend de celle qui pre´ce`de ainsi que
de la valeur observe´e. Cette re´currence se traduit par la formule :
P (Ht+1 = X) = maxi(P (Ht+1 = X|Ht = i)P (Ht = i))P (ot+1|Ht+1 = X)
Ou` P (Ht+1 = X|Ht = i) est la probabilite´ de transition de l’e´tat i a` t a` l’e´tat X a` t + 1
et P (ot+1|Ht+1 = X) est la probabilite´ d’e´mission dans l’e´tat X pour l’observation ot+1.
L’initialisation est ge´ne´ralement faite a` l’aide de connaissance a priori ou en utilisant une
probabilite´ uniforme revenant a` se baser uniquement sur l’e´mission et l’observation. On voit
donc toute l’importance d’une bonne mode´lisation de nos probabilite´s conditionnelles.
En pratique cet algorithme n’est pas directement exploitable duˆ au grand nombre de mul-
tiplications de petites valeurs ne´cessaires (manipulation de probabilite´s). Cela engendre en
effet des instabilite´s nume´riques (arrondis a` 0), pour re´soudre ce proble`me on utilise le log de
nos probabilite´s. La fonction logarithme pre´sente l’avantage d’eˆtre strictement croissante et
la recherche de maximum n’est donc pas impacte´e et les faibles diffe´rences des probabilite´s
sont augmente´es.
De´codage
Une fois la propagation termine´e, on a alors une densite´ de probabilite´ pour la dernie`re
variable de notre chaine. On peut donc utiliser le maximum a posteriori (MAP) pour de´ter-
miner quel doit eˆtre l’e´tat de cette variable. On a e´galement calcule´ les densite´s de chacune
des variables pre´ce´dentes et l’on pourrait eˆtre tente´ de les utiliser pour de´terminer leur e´tat
ainsi que leur valeur. Mais cette strate´gie ne serait pas correcte, en effet elle perdrait la cohe´-
rence future de la chaine : chaque variable serait vue comme la fin du MMC et les re´sultats
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produits seraient errone´s. La strate´gie adopte´e pour re´soudre ce proble`me dans le cadre de
l’algorithme de Viterbi consiste a` utiliser une me´thode de ”back-tracking”.
Lors de la propagation, en plus de de´terminer chaque valeur de probabilite´, on enregistre la
transition qui l’engendre : l’e´tat j a` l’instant t− 1. On a alors :
j = argmaxi(P (Ht+1 = X|Ht = i)P (Ht = i))
Le maximum de probabilite´ de la variable finale repre´sente alors un chemin a` travers notre
MMC : une suite (jt)
N
0 d’e´tats par lesquels on doit passer pour maximiser la probabilite´
finale. La densite´ de probabilite´ finale ne repre´sente en effet pas la densite´ de probabilite´
de notre dernie`re variable, mais bien la densite´ de toute notre suite d’e´tats. Cette approche
nous permet donc de de´coder le MMC, de´terminer la valeur la plus probable pour chacun
des e´tats, en ne faisant qu’un parcours au travers chacune des variables.
Imple´mentation
Il existe de nombreuses imple´mentations optimise´es pour diffe´rentes taˆches pouvant al-
ler de la finance aux te´le´communications. Parmi ces imple´mentations, Nvidia en fournit une
en OpenCL et l’on pourrait eˆtre tente´ de l’utiliser (voir travaux pre´ce´dents). Cependant,
aucune de ces imple´mentations disponibles n’est optimise´e pour effectuer l’inte´gralite´ des
calculs ne´cessaires directement en OpenCL. L’imple´mentation Nvidia par exemple se res-
treint a` faire les calculs pour une unique variable au profit d’un tre`s grand nombre d’e´tats
possibles. Utiliser cette imple´mentation ne´cessite donc de multiplier le nombre d’appels aux
noyaux ne´cessaires ainsi que le nombre de transferts me´moires. Les performances sur un grand
nombre de variables et un faible nombre d’e´tats s’en trouvent donc de´te´riore´es. Nous avons
donc imple´mente´ notre propre version afin de re´duire autant que possible les temps de calcul.
A` premie`re vu, l’algorithme de Viterbi n’est pas approprie´ pour la paralle´lisation massive et
l’emploie de technologies telles qu’OpenCL. En effet, chaque variable de´pendant de la pre´ce´-
dente et l’inte´gralite´ du chemin parcouru n’apparait qu’une fois les calculs pour la dernie`re
variable effectue´s. On peut se demander comment paralle´liser cet algorithme. Cependant en
y regardant bien on constate que pour chacune des variables la probabilite´ P (Ht+1 = X|ht)
peut eˆtre calcule´e se´pare´ment pour chaque couple (X, ht). Une approche de diviser pour re´-
gner permettra ensuite de retrouver la valeur maximale pour chacune des valeurs de ht.
Il est e´galement inte´ressant de conside´rer que dans notre cas nous souhaitons de plus traiter
une image en la conside´rant comme une se´rie de MMC inde´pendants et donc traitables en
paralle`le.
Notre imple´mentation de´coule donc de ces constats. Chacun de nos blocs (au sens OpenCL)
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traite ainsi une valeur de X possible et chacun des threads calcul dans un premier temps la
probabilite´ pour une transition donne´e. Une fois tous les P (Ht+1 = X|ht) calcule´s, lorsque
tous les threads ont fini un bloc va alors chercher le maximum de probabilite´. Pour cette
e´tape chaque thread compare deux valeurs et enregistre le maximum avant de recommencer
sur deux nouvelles valeurs (ou de s’arreˆter s’il n’y a plus assez de valeurs a` comparer). Lorsque
le dernier thread termine, nous avons calcule´ maxi(P (Ht+1 = X|Ht = i)P (Ht = i)) tout en
enregistrant l’argument maximal. Le bloc peut alors soit traiter une nouvelle valeur de X si
ne´cessaire soit, une fois tous les X traite´s, passer a` la variable Ht+2 et recommencer de fac¸on
exactement similaire jusqu’a` ce que l’on soit en mesure de de´coder notre HMM.
Deux possibilite´s s’offrent alors pour la phase de bactracking : de´coder en GPU ou en CPU.
Le de´codage est en effet tre`s line´aire et consiste uniquement a` corriger notre carte de dis-
parite´. L’utilisation du CPU sera donc plus rapide pour cette taˆche, mais cela ne´cessite de
transfe´rer l’inte´gralite´ des indices de transition de la me´moire vide´o a` la me´moire vive avant
d’effectuer ce calcul. Effectuer le calcul sur le GPU, plus lent sur un seul thread, permet par
contre de re´duire la taille du transfert final. Dans la pratique nous n’avons pas mesure´ de
diffe´rence significative et avons opte´ pour effectuer l’inte´gralite´ des calculs en GPU.
4.4.3 Parame´trisation
Comme mentionne´ pre´ce´demment, une bonne mode´lisation des probabilite´s est ne´cessaire
au bon fonctionnement de notre mode`le. Plus nos probabilite´s seront proches de la re´alite´
plus notre carte de disparite´s de´bruite´e sera de bonne qualite´. Le contre-couˆt de probabilite´s
trop proche d’une sce`ne est qu’alors notre mode`le risque de ne pas ge´ne´raliser, l’obtention de
ces probabilite´s par ailleurs repose sur la connaissance d’une base de ve´rite´ qui est couteuse
a` obtenir.
Les probabilite´s sont ge´ne´ralement parame´tre´es a` partir de connaissances sur des sce`nes
similaires e´galement nume´rise´es. Afin d’ame´liorer la portabilite´ de notre mode`le et de pouvoir
l’utiliser sur plusieurs sce`nes, nous utilisons uniquement trois parame`tres pour mode´liser notre
probabilite´. Nous de´composons donc en probabilite´ de ne pas changer d’e´tat (αT )ou de ne
pas avoir de bruit (αE), la probabilite´ de passer dans un e´tat avec une faible variation, un
degre´ de disparite´ par exemple (βT , βE) et la probabilite´ d’avoir de fortes variations (γT , γE).
Transition :
P (Ht+1 = ht|ht) = αT
P (|Ht+1 − ht| < 2|ht) = βT
P (|Ht+1 − ht| > 1|ht) = γT
Emission :
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P (ot = ht|ht) = αE
P (|ot − ht| < 2|ht) = βE
P (|ot − ht| > 1|ht) = γE
Nous calculons chacun de ces parame`tres en utilisant une base de ve´rite´ ainsi qu’une version
bruite´e de notre carte de disparite´s pour plusieurs sce`nes similaires. En parcourant pixel par
pixel ces deux cartes, il est aise´ de calculer la moyenne de chacun des cas qui nous permettent
alors d’approximer les probabilite´s. Chaque transition dans la base de ve´rite´ nous donne les
probabilite´s de transition tandis que la comparaison entre la version bruite´e et la table de
ve´rite´ nous donne les probabilite´s d’e´mission.
4.4.4 Re´sultats
Nous comparons les re´sultats obtenus en utilisant la correspondance par bloc, le census,
un MMC horizontal sur chacune des lignes des re´sultats obtenus par census.
Ces re´sultats rappellent les lacunes de la correspondance par bloc comparativement au Cen-
sus. L’expe´rience illustre e´galement la puissance et le grand inte´reˆt qu’apporte l’utilisation de
mode`les probabilistes avec un gain moyen de 9.18%. Les parame´trisations et tests pre´sente´s
ici se basent sur une approche dite du leave one out : toutes les donne´es de Middlebury sont
utilise´es pour la parame´trisation a` l’exception de celle sur laquelle on souhaite mesurer les
performances.
L’utilisation de MMC se caracte´rise par un phe´nome`ne de traine´es lie´ au moyenage qui se
Tableau 4.3 Comparaisons de taux d’erreur des pixels visibles en pourcentage (%) des quelques
combinaisons de me´thodes
Me´thode µ Arts Books Dolls Laun- Moe- Rein- CPU GPU
dry bius deer time (s) time (ms)
BM 22.50 27.00 19.39 15.14 34.12 20.61 18.72 0.86 9.9
Census 13.95 15.44 13.16 8.033 24.94 12.78 9.341 21 30
MMC 13.09 14.36 12.74 7.504 23.19 12.20 8.590 120 176
produit lors de la phase de de´codage. Pour illustrer ce phe´nome`ne, nous pre´sentons ici les
re´sultats obtenus sur la sce`ne Art du jeu de donne´es Middleburry (voir Figure 4.9). Nous uti-
liserons e´galement cette sce`ne dans la suite de ce me´moire a` des fins de comparaison visuelle
de nos re´sultats. L’ensemble des cartes de disparite´s obtenues graˆce a` cet algorithme peut
eˆtre consulte´ en Annexe A.
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4.5 Discussion
Nos meilleurs re´sultats sont obtenus en utilisant successivement deux MMC, cela nous
permet en effet de prendre en conside´ration la cohe´rence verticale et horizontale. Mais la
superposition de deux mode`les probabilistes unidimensionnels ne constitue pas un mode`le
bidimensionnel. De plus, l’algorithme de Viterbi ne maximise pas la probabilite´ pour chaque
variable, mais la probabilite´ d’un ensemble de variables. Enfin, nous cherchons a` de´bruiter
les disparite´s a posteriori, mais on a alors perdu l’information sur les couˆts et de bons matchs
peuvent eˆtre ignore´s. On constate donc que cette approche, meˆme si elle donne des re´sultats
corrects, peut eˆtre ame´liore´.
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Figure 4.9 Sce`ne vue de gauche (haut gauche) et base de ve´rite´ (haut droit) de la sce`ne Art
et re´sultats obtenus pour un rayon de 3 en utilisant l’approche du Census (milieu gauche)
puis en appliquant l’algorithme de Viterbi horizontalement sur ces premiers re´sultats (milieu
droit) et enfin verticalement (bas)
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CHAPITRE 5
Mode`le bidimensionnel
Dans ce chapitre nous pre´sentons un nouveau mode`le probabiliste bidimensionnel per-
mettant de traiter l’ensemble des couˆts afin de construire une carte de disparite´s de bonne
qualite´. Dans un premier temps, nous revenons sur l’inte´reˆt de l’utilisation de mode`les pro-
babilistes directement sur les couˆts et non sur les disparite´s. Nous verrons ensuite comment
combiner efficacement des mode`les unidirectionnels afin d’en construire un bi-directionnel.
5.1 Forward/Backward
5.1.1 The´orie
Dans le chapitre pre´ce´dent, nous avons introduit l’algorithme de Viterbi et son imple´-
mentation pour le calcul de cartes de disparite´s. Cependant, cet algorithme ne calcule pas
les densite´s de probabilite´ de chaque variable, mais plutoˆt un chemin de plus grande proba-
bilite´. Il existe d’autres algorithmes permettant de de´coder des MMC tel que l’algorithme du
forward/backward. Cet algorithme se de´compose e´galement en deux passes, mais au lieu de
faire du back-tracking, cette fois-ci on propage e´galement des messages depuis la fin du MMC
en combinant les probabilite´s partielles propage´es dans les deux directions, ce qui ame`ne a` la
construction d’une probabilite´ marginale.
La premie`re e´tape de l’algorithme consiste a` transformer le MMC, purement ge´ne´ratif, en un
mode`le hybride, conjoint pour les variables cache´es, et ge´ne´ratif pour les observations (voir
Figure 5.1). Ce dernier mode`le est plus inte´ressant que le premier vu que la notion de temps
et de lien ge´ne´ratif existant entre les variables cache´es ne se justifie pas vraiment dans notre
cadre. Cependant contrairement a` l’algorithme de Viterbi nous n’avons plus acce`s aux pro-
babilite´s aussi simplement, nous avons besoin de de´finir une fonction jointe Ψ ainsi qu’une
fonction de normalisation Φ et nous avons alors :
P ({o}, {d}) 6=
∏
i=1
P (oi|di)P (di|di−1)P (d0)
=
∏
i=1
Ψ(di−1, di)P (oi|di)∏
i=1
Φ(di)
Afin de faciliter le calcul de ces fonctions, il est commun d’utiliser une version modifie´e
de notre graphe mettant en avant les connexions entre nos variables. Ce nouveau graphe est
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Figure 5.1 Mode`le hybride mieux adapte´ aux observations.
appele´ graphe des facteurs (factor graph, voir figure 5.2). Le calcul des valeurs de nos fonctions
Φ et Ψ se fait alors par une approche de propagation de messages en utilisant un algorithme
de max produit sur ce graphe. La figure 5.2 illustre le passage ite´ratif des messages, dans le
cas d’un graphe des facteurs d’un mode`le conjoint (ne prenant pour le moment pas compte
des observations), en suivant les re`gles suivantes :
µfj→Xi(xi) = maxxi±1(µXi±1→fj(xi±1)fj(xi±1, xi)
µXi→fj(xi) = µfj±1→Xi(xi)
Figure 5.2 Graphe des facteurs partiel pour notre mode`le.
Avec j = i ou j = i − 1 selon le sens du message que l’on souhaite passer, f marquant le
lien unissant deux variables ale´atoires X pouvant prendre les valeurs x. Pour l’initialisation
f0(x1) est un a priori a` fixer tandis que µXN→fN−1(xN) = 1. On obtient alors la densite´ de
probabilite´s pour chaque variable :
Ψ(xi−1,xi)
Φ(xi)
= µfi−1→Xi(xi)µfi→Xi(xi)
Le sche´ma 5.2 illustre le passage des diffe´rents messages dans notre MMC a` travers un
exemple. On a alors :
fi(Hi−1, Hi) = P (Hi|Hi−1)
gi(Oi, Hi) = P (Oi|Hi)
µXi→fi−1(xi) = µfi→Xi(xi)µgi→Xi(xi)
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On obtient alors en re´injectant et en regroupant ces expressions et en utilisant des probabilite´s
partielles pour les propagations forward Pf et backwar Pb :
Pf (Hi) = maxk(P (Hi|Hi−1 = k)Pf (Hi−1 = k)P (oi−1|Hi−1 = k))
Pb(Hi) = maxk(P (Hi+1 = k|Hi)Pb(Hi+1 = i)P (oi+1|Hi+1 = k))
P (Hi) = Pf (Hi)Pb(Hi)P (oi|Hi)
Figure 5.3 Passage des messages dans l’algorithme du forward (noir) backward (gris).
Cette strate´gie est tre`s proche de l’algorithme de Viterbi, en effet la phase ”forward”
correspond a` la propagation des probabilite´s dans notre MMC. Les re´sultats sont donc tre`s
proches, mais l’utilisation de cette strate´gie apporte une ame´lioration dans la qualite´ de notre
carte. En contrepartie, elle ne´cessite d’effectuer plus de calculs. Une fois ces calculs faits nous
avons toutefois acce`s aux probabilite´s de chaque variable inde´pendamment on peut donc en-
visager d’utiliser ces probabilite´s pour les combiner avec d’autres par exemple dans le cas
d’un MMC vertical et d’un MMC horizontal.
5.1.2 Algorithme
L’algorithme repose encore une fois sur les mode´lisations des probabilite´s de transition
et d’e´mission. Encore une fois par re´currence, on peut calculer des probabilite´s partielles et
les propager. Pour chaque variable on calcule ainsi les meˆmes messages que dans le cas de
Viterbi. En effet, on peut modifier le´ge`rement la notation pour inclure la partie ge´ne´rative
dans notre message Pf :
Pf (Ht = X) = maxi(P (Ht = X|Ht−1 = i)Pf (Ht−1 = i))P (ot|Ht = X)
Il s’agit alors bien de la meˆme probabilite´ que dans l’algorithme de Viterbi. On leur ajoute
alors les probabilite´s retours (back-probabilities). Il s’agit d’une combinaison similaire de nos
probabilite´s qui vise a` de´terminer quelles chances a-t-on, pour une variable cache´e dans un
certain e´tat, d’aller dans la suivante pour laquelle on connait des probabilite´s partielles retour
et d’e´mettre alors notre observation. La formulation mathe´matique est tre`s syme´trique :
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Pb(Ht = X) = maxi(P (Ht+1 = i|Ht = X)Pb(Ht+1 = i)P (ot+1|Ht+1 = i))
On obtient alors, avec cette nouvelle notation, les probabilite´ finales pour chaque noeud :
P (Ht) = Pf (Ht)Pb(Ht)
Dans cette version finale la partie ge´ne´rative est incluse dans Pf est n’apparait donc pas
explicitement, mais est bien pre´sente.
Une fois encore, on utilise les log-probabilite´s plutoˆt que les vraies probabilite´s pour e´viter
les instabilite´s nume´riques. Une fois les probabilite´s finales calcule´es, on peut de´coder notre
MMC en maximisant chacune des variables inde´pendamment.
5.1.3 Imple´mentation
L’imple´mentation change tre`s peu par rapport a` celle de l’algorithme de Viterbi de´crite
au chapitre pre´ce´dent : dans un premier noyau, nous enregistrons cette fois l’ensemble des
probabilite´s partielles dans un tenseur tridimensionnel (une matrice par MMC, et un MMC
par ligne de nos images) et non plus le meilleur chemin pour chaque e´tat de chaque variable
(forward). Un second noyau comple`te les calculs apre`s propagation des messages dans le sens
inverse (backward). En sortie de l’algorithme, nous avons un tampon de me´moire contenant
l’inte´gralite´ des probabilite´s pour chacune de nos variables cache´es. Un troisie`me noyau fait
alors une recherche de maximum pour produire une version de´bruite´e de notre carte de dis-
parite´s.
5.1.4 re´sultats
Nous avons compare´ les performances de cet algorithme avec celui de Viterbi, autant
d’un point de vue vitesse d’exe´cution que de qualite´ de la carte de disparite´s produite sur
le dataset de Middlebury. Les re´sultats sont retranscrits dans le tableau 5.1. On constate
qu’assez logiquement le plus grand nombre de calculs ne´cessaires, lie´ au ”backward”, impacte
le temps ne´cessaire pour la cre´ation de la carte et que les gains apporte´s en terme de qualite´
sont assez minimes. Toutefois, comme nous l’avons mentionne´ pre´ce´demment l’algorithme de
forward/backward pre´sente l’avantage de calculer la densite´ de probabilite´ de chacune de nos
variables, or ces probabilite´s seront primordiales par la suite.
Viterbi et 2-Viterbi sont un rappel des re´sultats obtenus au chapitre pre´ce´dent afin de facili-
ter la comparaison avec les re´sultats obtenus en utilisant l’algorithme du forward/backward
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applique´ horizontalement sur la carte produite par l’approche du census (F/B) ou verticale-
ment sur les re´sultats obtenus horizontalement (2-F/B).
Une fois encore nous proposons de comparer visuellement les re´sultats obtenus a` l’aide de
Tableau 5.1 Comparaison des re´sultats obtenus apre`s de´bruitage en utilisant l’algorithme de
Viterbi (rappel) et l’algorithme du Forward/Backward.
Me´thode µ Arts Books Dolls Laun- Moe- Rein- CPU GPU
dry bius deer time (s) time (ms)
Viterbi 13.09 14.36 12.74 7.504 23.19 12.20 8.590 120 176
2-Viterbi 12.67 13.87 12.00 7.125 22.63 11.89 8.481 240 295
F/B 12.97 14.23 12.38 7.487 23.01 12.19 8.521 - 251
2-F/B 12.43 13.50 11.80 7.099 22.45 11.75 7.985 - 443
nos diffe´rents algorithmes de de´bruitage sur l’exemple Art du jeu de donne´es Middlebury
(voir figure 5.4).
Figure 5.4 Comparaison visuelle des re´sultats obtenus par chaque algorithme sur l’exemple
d’Art, en haut Viterbi (horizontal a` gauche et vertical sur horizontale a` droite) en bas for-
ward/backward (meˆme disposition).
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5.2 Deux dimensions
5.2.1 Mode`le
Nous avons pre´sente´ a la section pre´ce´dente une solution prenant en compte a` la fois la
cohe´rence verticale et horizontale de notre carte de disparite´ utilisant deux MMC. Cette fac¸on
de proce´der n’est pas rigoureuse, elle conside`re ces cohe´rences unidimensionnelles a` tour de
roˆle et non pas comme une seule a` deux dimensions. Pour s’en convaincre il suffit par exemple
d’inverser l’ordre d’utilisation de nos MMC, les re´sultats sont alors diffe´rents. L’utilisation de
l’algorithme du forward/backward par contre, offre la possibilite´ de travailler directement sur
les probabilite´s. Toutefois, il y a quelques pre´cautions a` prendre et la combinaison correcte
de ces probabilite´s n’est pas si e´vidente.
La figure 5.5 montre le mode`le probabilistique que l’on souhaite utiliser sur chacune de nos
Figure 5.5 Sche´ma bidirectionel centre´ sur notre variable d’inte´reˆt.
variables. Il est important de bien conside´rer que l’on souhaite utiliser un sche´ma de ce type
centre´ sur chacune de nos variables et non pas faire de l’infe´rence pour l’ensemble de nos va-
riables sur ce mode`le en croix ou sur un mode`le beaucoup plus complet (maillage). On veut
donc avoir un mode`le diffe´rent pour chaque variable, de telles approches sont plus souvent
re´serve´es a` la programmation dynamique comme nous l’avons mentionne´ dans la revue de
litte´rature. Le proble`me d’une telle approche dans notre cas vient du grand nombre de calculs
que cela ne´cessiterait pour de´coder chacun de nos mode`les.
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5.2.2 Re´utilisation de calculs
En partant de ce constat, nous avons cherche´ a` trouver un moyen de re´utiliser les calculs
afin de pouvoir utiliser de tels mode`les tout en ne pe´nalisant pas trop les temps de calcul. Nous
avons vu que l’algorithme de forward/backward permet de calculer les probabilite´s. Nous
avons donc souhaite´ de´composer notre mode`le en deux chaines unidirectionnelles de fac¸on
similaire aux approches pre´ce´dentes, mais cette fois-ci en conside´rant les re´sultats obtenus
comme des re´sultats interme´diaires, et non plus comme nos probabilite´s finales.
Lorsque l’on raisonne sur des graphes complexes il peut eˆtre judicieux d’utiliser un graphe
des cliques ; il s’agit d’une version ou les variables de´pendantes sont regroupe´es afin de bien
de´gager les inde´pendances et de permettre une factorisation des calculs. Dans notre cas le
mode`le est relativement simple et le graphe des cliques sert principalement a` confirmer les
inde´pendances et a` bien mettre en e´vidence une de´composition triviale (voir Figure 5.6). En
effet, on voit assez facilement comment se´parer notre mode`le en deux chaines, ce qui facilite
les calculs et surtout permet de les re´utiliser facilement.
Il faut bien suˆr conside´rer que nous avons un graphe de ce type par variable cache´e. Avec
Figure 5.6 Graphe des cliques centre´ sur une de nos variables cache´es.
Hij nos variables cache´es sur la colonne i et la ligne j de notre image. O repre´sentant les
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observations correspondantes.
Par ailleurs, ce graphe met aussi en e´vidence un point qu’il est important de bien conside´rer :
le comptage double (double counting). Une version na¨ıve de la se´paration de nos calculs
viserait en effet a` faire les calculs pour un MMC horizontal et un vertical puis de multiplier
nos probabilite´s pour obtenir nos probabilite´s finales. Il faut cependant conside´rer que dans
notre mode`le en croix nous avons :
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avec ici :
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Ou les exposants h et v de´signent les liens horizontaux et verticaux dans le cas ou k repre´sente
notre variable a` l’intersection (celle pour laquelle nous utilisons vraiment le mode`le). Avec
Pv, Ph et P , respectivement, nos probabilite´s apprises de transition verticale, horizontale et
notre probabilite´ d’e´mission. Si par contre on souhaite obtenir cette probabilite´ en multipliant
na¨ıvement, on a alors :
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L’impacte de cette erreur se fait ressentir non pas dans la comparaison entre diffe´rentes valeurs
d’e´mission (variation sur le bruit), mais sur l’importance que l’on donne a` nos observations.
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On accorde alors moins d’importance qu’initialement souhaite´ a` la valeur d’observation (par-
tie ge´ne´rative) et beaucoup plus aux transitions (partie jointe de notre mode`le). En effet,
notre valeur de probabilite´ e´tant comprise entre 0 et 1, en prendre le carre´ donne une valeur
infe´rieure a` la valeur souhaite´e. On aurait donc trop tendance a` suivre la probabilite´ de tran-
sition. La source de ce proble`me peut se comprendre intuitivement en conside´rant la figure
5.7.
Figure 5.7 Illustration du comptage double.
5.2.3 Imple´mentation
Nous avons e´voque´ pre´ce´demment l’imple´mentation de l’algorithme du forward/backward
en GPGPU. L’imple´mentation de ce mode`le repose inte´gralement sur cet algorithme. Dans
un premier temps, nous calculons deux tenseurs tridimensionnels contenant pour chaque po-
sition dans la carte de disparite´s, la distribution de probabilite´ pour les variables cache´es dans
les chaines horizontales et verticales. Un nouveau noyau permet alors de combiner chacune
de ces distributions en enlevant le double comptage et de rechercher le maximum de proba-
bilite´. Ce maximum est alors assigne´ dans un nouveau tampon me´moire bidimensionnel qui
contient, une fois l’exe´cution termine´e, notre carte de disparite´s de´bruite´e.
5.3 Couˆts
5.3.1 The´orie
Notre utilisation des couˆts lors de la construction d’une carte de disparite´s bruite´e pose
proble`me. D’abord, comme nous l’avons vu dans le chapitre trois les couˆts peuvent eˆtre de´-
finis de multiple fac¸ons et aucune n’est optimale. Par ailleurs, il n’est pas rare lorsque notre
meilleure disparite´, celle minimisant le couˆt, n’est pas correcte que la vraie disparite´ ait un
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couˆt seulement tre`s le´ge`rement supe´rieur, sans force´ment eˆtre dans le voisinage de la valeur
errone´e. Il est possible d’avoir plusieurs correspondances de qualite´ similaire et choisir celle
de couˆt minimal n’est pas force´ment la meilleure solution. Une fois que nous avons produit
notre carte de disparite´s, cette information est perdue et notre deuxie`me meilleure possibilite´
est irretrouvable. Enfin, nos mode`les ne prennent jamais en conside´ration la valeur du couˆt,
que ce soit pour modifier la probabilite´ d’e´mission ou l’importance qu’on lui accorde.
Plusieurs approches, mentionne´es dans la revue de litte´rature, essaient de re´soudre ces pro-
ble`mes en utilisant des techniques de programmation dynamique pour agglome´rer les couˆts
sur un voisinage de fac¸on empirique. Il est encourageant de voir que ces approches utilisant
un descripteur plus global , au lieu d’un simple couˆt, ame´liorent grandement les re´sultats.
De fac¸on similaire, notre comportement re´sulte du fait qu’au lieu de conside´rer nos observa-
tions comme e´tant l’ensemble des lignes de chaque image, nous conside´rons juste le re´sultat
des comparaisons. Si par contre nous changeons le´ge`rement notre mode`le nous pouvons alors
raisonner sur l’ensemble de ligne correspondante (voir figure 5.8).
Cependant, les approches mentionne´es pre´ce´demment se basent sur des mode`les empiriques
Figure 5.8 Observation des lignes correspondantes et de´coupage en patch pour faire les calculs
(un point de la vu de gauche est a` une position pre´ce´dente dans la vue de droite).
et un recours a` la programmation dynamique qui n’est justifie´e qu’a posteriori. En partant
de ces constats, nous avons souhaite´ construire un descripteur probabiliste local, reposant
sur les lignes, pour remplacer le couˆt et utiliser un mode`le d’infe´rence sur l’ensemble de ces
descripteurs afin de pouvoir construire une carte de disparite´s de meilleure qualite´ ne souf-
frant pas des proble`mes mentionne´s plus haut. Cela revient donc dans la pratique a` modifier
notre mode`le probabiliste pour l’un des deux pre´sente´ en figure 5.9. Ces deux mode`les dif-
fe`rent sur le lien entre la variable cache´e et nos observations de re´fe´rence (ligne de gauche,
L) qui deviennent alors une donne´e a` part (non-inde´pendante). Dans la pratique ce mode`le
(a` gauche) refle`te plus la re´alite´, mais peut eˆtre un peu plus confus. Par ailleurs, dans notre
cas nous verrons qu’il est facile de voir l’e´quivalence.
Dans la suite nous utiliserons une notation vectorielle pour la comparaison de nos patchs
d’images. Afin que la mode´lisation en variable vectorielle de nos images soit bien claire nous
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Figure 5.9 Mode`les probabilistes possibles pour prendre en compte les bonnes observations
(L pour la ligne de gauche, R celle de droite et d pour la disparite´ cache´e).
illustrons la transformation dans le cas d’un bloc de taille trois par trois (voir figure 5.10).
Cette transformation nous permet donc d’utiliser naturellement les probabilite´s sur des va-
riables ale´atoires vectorielles.
La litte´rature, aussi bien que nos expe´riences, montrent que la combinaison de diffe´rentes
Figure 5.10 Transformation d’un bloc autour d’un pixel d’inte´reˆt (gris) en vecteur.
me´triques donne souvent de meilleurs re´sultats, la correspondance par bloc utilisant la dif-
fe´rence au carre´ et le census par exemple sont de bon comple´mentaires. Pour les combiner,
nous avons d’abord e´tudie´ leur re´partition, les graphes pre´sente´s dans la figure 5.11 illustrent
l’allure ge´ne´rale des couˆts autour de la vraie valeur de disparite´. Au vu de l’allure des re´-
partitions des couˆts, nous avons trouve´ judicieux de mode´liser les couˆts comme l’ajout d’un
bruit gaussien dans le cadre de la diffe´rence des carre´s et comme un bruit suivant une loi
binomiale pour le census qui est une variable discre`te :
fG(x, µ, σ) =
1√
2piσ
e
−||x−µ||2
2σ2
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fB(x, p) =
(
n
x
)
px(1− p)n−x
=
(
n
x
)
eln(
p
1−p )x+ln(1−p)
Nous pre´sentons ici la forme issue de la famille exponentielle de notre distribution afin d’illus-
trer les similitudes existantes entre nos deux densite´s. Par ailleurs n repre´sente le nombre de
tirage, dans notre cas il s’agit du nombre de bits total a` comparrer, soit le nombre de bits
par descripteur multiplie´ par le nombre de descripteurs (soit n = 9 ∗ 9 ∗ 7 ∗ (2 ∗ 3 + 1) = 3969
dans la configuration mentionne´e au chapitre pre´ce´dent).
Il est e´galement inte´ressant de noter que nous approximons ici nos distributions grossie`rement
et que, plutoˆt qu’une gaussienne et une binomiale, il pourrait eˆtre avantageux d’envisager
une mixture de deux distributions dans chacun des cas. Nous reviendrons sur cette ide´e dans
la section travaux futurs de ce me´moire.
Ou` fG repre´sente la densite´ de probabilite´ d’un bruit Gaussien de moyenne µ et variance σ
Figure 5.11 Re´partition des couˆts pour les valeurs des vraies disparite´s (calcule´ sur le dataset
Middlebury), on observe un comportement gaussien pour les couˆts de la correspondance par
bloque (a` gauche) et binomial pour la correspondance du Census (a` droite).
et fB la probabilite´ d’obtenir x en tirant une variable suivant une loi binomiale de probabilite´
p. Nous devons donc calculer les parame`tres de ces fonctions avant de pouvoir transformer
nos vecteurs de couˆts en densite´ de probabilite´s. ||x− µ||2 correspond de´ja` a` notre couˆt dans
le cadre de la correspondance par bloc. Il nous faut donc calculer σ, pour ce faire on utilise
des cartes de ve´rite´ et des disparite´s de sce`nes similaires pour mesurer la variance des couˆts
pour la vraie disparite´ :
σˆ2 = 1
n
n∑
i=0
||xi − µi||2
A` ce stade nous sommes donc en mesure d’expliquer la diffe´rence entre nos mode`les. Dans le
premier, nous conside´rons la probabilite´ :
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P (XR|X˜L, d) = N (XR, X˜L, σ)
Dans le second cas, nous conside´rons plutoˆt :
P (XR −XL|d) = N (XR −XL, 0, σ)
Ces deux probabilite´s sont ici e´quivalentes et les deux mode`les illustrent donc re´ellement les
liens existants entre nos variables. Il est, toutefois, important de bien noter que si le lien aux
observations change, la the´orie pre´sente´e pre´ce´demment pour faire de l’infe´rence dans nos
re´seaux reste inchange´e. Le meˆme proce´de´ nous permet de mesurer les variations existantes
entre deux descripteurs de census et ainsi de calculer notre probabilite´ binomiale :
pˆ = 1
n
n∑
i=0
|xi − µi|
Ou dans ce cas |x− µ| mesure la diffe´rence normalise´e entre nos descripteurs census.
On peut alors transformer nos vecteurs de couˆts en une densite´ de probabilite´, on peut
ensuite utiliser notre mode`le d’infe´rences pre´ce´dent en remplac¸ant la mode´lisation de notre
probabilite´ d’e´mission pour chaque variable par la probabilite´ que nous venons de cre´er. Au
lieu de parame´trer une probabilite´ d’e´mission a posteriori nous utilisons alors directement
cette probabilite´ pour faire notre infe´rence. Nos observations ne sont alors plus l’ensemble
des meilleures valeurs de disparite´s possibles, mais bien l’inte´gralite´ des couˆts (pour toutes
les valeurs de disparite´s possibles), notre probabilite´ d’e´mission devient alors la probabilite´
d’obtenir le meilleur couˆt sachant une disparite´ :
PE(Cout|H) = fG(SD(H), 0, σˆ)fB(C(H), pˆ)
Avec SD(x) le carre´ de la diffe´rence de nos blocs et C(x) est le couˆt obtenu, dans le cas du
census, pour la valeur de disparite´ x.
Afin de bien comprendre ce principe de tenseur de probabilite´, tout en illustrant l’utilisation
de lignes correspondantes a` travers les prises de vue en tant qu’observation, nous pre´sentons
sur la figure 5.12 une visualisation d’une matrice de couˆts extraite par cette approche, de
deux lignes correspondantes dans nos images ste´re´oscopiques et la disparite´ reconstruite en
prenant le maximum de probabilite´. L’empilement de ces matrices pour chacunes des lignes
nous donne notre tenseur.
Il est e´galement inte´ressant de noter que dans cette matrice nous avons un triangle ou` il
nous est impossible de calculer des probabilite´s (les valeurs sous la diagonale), en effet ceci
correspond a` des positions qui sortent du support de l’image, on ne peut obtenir ces disparite´s
en utilisant juste les images fournies.
Une fois la probabilite´ d’e´mission obtenue pour l’ensemble des disparite´s nous pouvons donc
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Figure 5.12 Couˆts fonctions de la position et la disparite´ dans le cas de blocs de rayon 5. Les
couˆts (en haut, bleu e´tant le moindre couˆt) pour les deux bandes d’images (au centre) et la
meilleure disparite´ en re´sultant(en bas).
obtenir la probabilite´ ge´ne´rale de notre mode`le :
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Ou P hT et P
v
T de´signent, respectivement, les probabilite´s de transition horizontale et verticale
et PE la probabilite´ d’emission de´crite plus haut.
5.3.2 Imple´mentation
Au vu de l’ensemble des changements pre´sente´s ici, il serait le´gitime de penser que nous
devons apporter un grand nombre de modifications a` l’imple´mentation de notre mode`le proba-
biliste, ne serait-ce que pour faire de l’infe´rence a priori (sur les couˆts) et non plus a posteriori
(sur les disparite´s). Nous n’avons plus de variable observe´e scalaire, mais des vecteurs. Dans
la pratique il n’y a en fait que peu de modifications a` apporter.
Un de´tail de peu d’importance dans les imple´mentations pre´ce´dentes, re´side dans la fac¸on
dont nous avons mode´lise´ les probabilite´s d’e´mission et de transition. Pour chacune de ces
probabilite´s, nous passons a` notre algorithme des matrices suivant la parame´trisation. La
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matrice de transition contient ainsi la probabilite´ de passer de la valeur correspondante a` la
ligne a` celle correspondante a` la colonne. De meˆme, la matrice d’e´mission contient la pro-
babilite´ dans l’e´tat correspondant a` notre nume´ro de ligne de la matrice, d’observer l’e´tat
correspondant a` la colonne. Si l’on n’avait pas de bruit dans nos observations cette matrice
serait l’identite´.
Lorsque nous faisons de l’infe´rence, nous raisonnons sur les colonnes : sachant que nous ob-
servons la valeur correspondante a` la colonne, qu’elle est la probabilite´ que notre variable
cache´e corresponde a` une des lignes ?
Cette mode´lisation classique est couteuse lorsque l’on conside`re la probabilite´ d’e´mission
comme e´tant parame´tre´e par trois valeurs comme nous le faisions jusqu’ici : toutes les valeurs
au-dela` de la surdiagonale ou en dec¸a` de la sous-diagonale sont identiques de meˆme pour
toutes les valeurs sur la diagonale ou sur les sur et sous-diagonale. Nous avions choisi d’utili-
ser ce mode`le de matrice principalement dans le but de garder une imple´mentation ge´ne´rale
et de pouvoir dans un second temps faire une recherche sur les parame´trisations.
Mais dans cette nouvelle mode´lisation, nous avons la possibilite´ d’exploiter cette matrice pour
faire les calculs que nous souhaitons sans rien avoir a` changer. En effet, si cette matrice ne
repre´sente pas la probabilite´ d’e´mission sur chaque ligne, mais que nous conside´rons chaque
colonne comme e´tant notre probabilite´ pour une variable cache´e sachant un vecteur de couˆts,
cette matrice devient alors identique au tenseur contenant l’ensemble des probabilite´s et il
nous suffit de conside´rer chaque observation comme le nume´ro d’un vecteur de couˆts afin de
pouvoir continuer a` utiliser exactement le meˆme algorithme de forward/backward. Chaque
colonne de la matrice d’e´mission n’est alors utilise´e qu’une fois et correspond pour sche´mati-
ser a` une probabilite´ d’e´mission par variable cache´e.
La version GPGPU de cet algorithme est donc essentiellement la concate´nation des noyaux
pre´ce´dents et d’un noyau transformant le tenseur de couˆts en tenseur de probabilite´s. Il faut
cependant, dans ce but, ajouter un pre´calcul des parame`tres σ et p, dans le cadre du jeu
de donne´es Middlebury nous calculons ces parame`tres pour un couple d’images ste´re´o en
utilisant tous les autres (leave one out). Comme mentionne´ au chapitre pre´ce´dent, les noyaux
sont de´ja` conc¸us de fac¸on a` pouvoir obtenir tre`s facilement le tenseur des couˆts pour chacune
des variables. Nous avons donc e´galement besoin d’ajouter un noyau qui prend en entre´es ces
couˆts, les parame`tres σ et p et calcul les probabilite´s correspondantes et les enregistre dans un
nouveau tenseur. Ce noyau est extreˆmement intuitif, la paralle´lisation est e´vidente, et ne peut
pas eˆtre optimise´ d’un point de vue me´moire, nous lisons deux valeurs en me´moire globale
pour les combiner et enregistrer le re´sultat e´galement en me´moire globale. Une fois ceci fait,
nous avons l’ensemble des probabilite´s qui nous sont ne´cessaires pour faire de l’infe´rence.
Nous appelons alors une premie`re fois nos noyaux de forward et de backward, en passant
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notre tenseur comme matrice d’e´mission (matrice mode´lisant la probabilite´ d’e´mission), pour
calculer les log-probabilite´s horizontales. Un deuxie`me appel a` ces noyaux nous donne les
log-probabilite´s verticales. Nous utilisons alors un dernier noyau prenant en entre´e les log-
probabilite´s dans les deux directions ainsi que les probabilite´s d’e´mission. Ce noyau ajoute
alors les log-probabilite´s et soustrait le logarithme de la probabilite´ d’e´mission correspon-
dante (en espace logarithmique une multiplication est transforme´e en somme et une division
en soustraction). Nous obtenons ainsi les log-probabilite´s finales du mode`le pour chacune des
variables et pouvons alors faire une recherche de maximum. L’argmax de cette recherche
nous donne alors la carte de disparite´s de´bruite´e.
5.3.3 Re´sultats
Nous pouvons utiliser de nouveau le jeu de donne´es de Middlebury pour tester les perfor-
mances de notre mode`le. A` fin de comparaison, nous avons e´galement calcule´ un ensemble
de re´sultats interme´diaires que nous pre´sentons dans le tableau 6.1. Dans un premier temps,
nous pre´sentons les re´sultats obtenus en se contentant de la combinaison de nos couˆts et en
cherchant le couˆt minimal (BM-Census). On constate que cette combinaison ame´liore de´ja`
la qualite´ de la carte de disparite´ ainsi produite . Nous pre´sentons e´galement les re´sultats
obtenus en utilisant des MMC et l’algorithme de forward/backward de fac¸on similaire a` la
section pre´ce´dente (MMC et 2-MMC), mais en utilisant cette fois-ci la carte de disparite´
produite en utilisant les meilleurs de ces nouveaux couˆts. Enfin, nous pre´sentons les re´sultats
de notre mode`le (E´toile) utilisant l’inte´gralite´ des couˆts et disparite´s possibles.
Ces re´sultats illustrent clairement la forte diffe´rence qui existe entre le raisonnement pro-
babiliste a posteriori et notre approche. L’utilisation de notre mode`le prenant en compte a`
la fois la cohe´rence spatiale bidimensionnelle et l’ensemble des couˆts au lieu de se limiter
seulement aux disparite´s. En effet, les re´sultats de 2-MMC correspondent a` l’utilisation du
meˆme mode`le, mais applique´ aux disparite´s (posteriori) la` ou E´toile est utilise´ a` priori ce qui
nous donne un gain de qualite´ de l’ordre de 8%.
Dans la pratique, il est difficile de juger de la qualite´ d’une carte de disparite´s en ne se basant
que sur des observations. Nous fournissons tout de meˆme a` titre indicatif les re´sultats obtenus
sur l’exemple Art du jeu de donne´es Middlebury (voir figure 5.13). On constate toutefois la
pre´sence d’artefacts similaires sur les cartes utilisant des mode`les probabilistes.
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Tableau 5.2 Comparaisons de taux d’erreur des pixels visibles en pourcentage (%) des diffe´-
rentes combinaisons de me´thodes
Me´thode µ Arts Books Dolls Laun- Moe- Rein- GPU
dry bius deer time (ms)
BM 22.50 27.00 19.39 15.14 34.12 20.61 18.72 9.9
Census 13.95 15.44 13.16 8.033 24.94 12.78 9.341 30
BM-Census 12.74 13.00 12.63 6.733 23.72 12.18 8.502 54
MMC 11.85 12.67 11.85 6.329 21.06 11.76 7.420 277
2-MMC 11.26 11.92 10.17 6.065 20.56 11.55 7.345 467
E´toile 10.36 10.40 9.743 5.207 19.04 11.07 6.744 496
5.3.4 Discussion
Comme le montre la section pre´ce´dente, cette approche de combinaison de couˆts fournit
de tre`s bons re´sultats, mais il est e´galement inte´ressant de noter que cette approche offre
une tre`s bonne mode´lisation des occlusions. En effet, la figure 5.14 montre les re´gions de
notre image ou nous obtenons une faible probabilite´ pour toutes les valeurs de disparite´s
possibles, la correspondance avec les re´gions occlude´es, calcule´es par cross corre´lation de nos
bases de ve´rite´, de notre image est marquante. L’application de notre mode`le aux donne´es
pre´serve cette proprie´te´, mais nous n’utilisons pas encore cette information et cela pourrait
eˆtre une bonne piste pour une e´ventuelle ame´lioration du mode`le en attribuant la disparite´
en se basant sur de super pixels par exemple.
Ce chapitre souligne e´galement l’importante diffe´rence existant entre la superposition de
deux mode`les unidirectionnels et l’utilisation d’un re´el mode`le bidirectionnel. On illustre,
enfin, le principe de traitement a priori, directement sur les couˆts et les correspondances, et
son efficacite´ en comparaison des mode`les a posteriori, raisonnants eux sur les disparite´s.
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Figure 5.13 Comparaison des diffe´rents re´sultats obtenus a` ce stade, la combinaison brute
des couˆts (haut gauche), utilisation du forward-backward horizontalement puis verticalement
(haut droit et bas gauche) et enfin notre mode`le en e´toile (bas droit).
Figure 5.14 De´tection des re´gions occlude´es (mise en e´vidence a` gauche par validation croise´e)
par le mode`le bi-dimensionnel(a` droite).
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CHAPITRE 6
Combinaison et Application
6.1 Introduction
Dans ce chapitre, nous pre´sentons brie`vement le principe de fonctionnement de la Kinect,
permettant d’acque´rir a` faible couˆt et en temps re´el des donne´es tridimensionnelles. Nous
e´voquerons e´galement brie`vement les strate´gies disponibles pour pouvoir la combiner effica-
cement avec d’autres syste`mes de capture. Nous reviendrons e´galement sur les possibilite´s
de combinaisons des travaux pre´sente´s pre´ce´demment afin de re´aliser des captures de bonne
qualite´ dans le cadre de la nume´risation de visage.
6.2 Kinect
En novembre 2010, Microsoft commercialisait la Kinect comme un pe´riphe´rique de jeu
pour sa console la xbox 360. La kinect comprend un syste`me optique ainsi qu’un syste`me
acoustique permettant aux joueurs d’interagir naturellement avec leurs consoles (voir figure
6.1. Si la partie audio n’est pas re´volutionnaire, la partie vide´o e´tait une premie`re en terme
de capture 3D en temps re´el pour un couˆt aussi minime. C’est cet aspect qui a tre`s vite en-
thousiasme´ le monde de la recherche qui s’est affaire´ a` rendre le pe´riphe´rique aussi accessible
que possible.
Le principe de fonctionnement du pe´riphe´rique n’est pas tre`s e´loigne´ de ceux pre´sente´s
Figure 6.1 Descriptif de la kinect.
dans ce me´moire dans la partie sur les me´thodes actives. Un projecteur projette un sche´ma
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pseudoale´atoire (voir figure 6.2) tandis qu’une came´ra en capture les de´formations. Ces de´-
formations peuvent alors eˆtre transforme´es en profondeurs. Tout ceci se fait dans le domaine
de l’infrarouge afin de ne pas alte´rer la sce`ne ou l’expe´rience du joueur. Une autre came´ra
vient comple´ter le montage pour capturer les couleurs de la sce`ne. Nos captures peuvent alors
eˆtre combine´es pour obtenir un rendu 3D en couleur de notre sce`ne.
Cependant, la Kinect souffre de plusieurs de´fauts principalement dus a` la contrainte bud-
Figure 6.2 Sche´ma Infrarouge pseudoale´atoire projete´ par la kinect (extrait de
http ://www.youtube.com/watch ?feature=player embedded&v=nvvQJxgykcU ).
ge´taire. La calibration, les lentilles et les capteurs sont de qualite´s somme toute moyennes
ce qui impacte aussi bien la carte de profondeur que les images capture´es ou la mise en
correspondance des deux (voir figure 6.3). Il y a par ailleurs des de´fauts de stabilite´ et des
variations dans la profondeur mesure´e pour un meˆme point au cours du temps. Enfin, on
retrouve les de´fauts lie´s aux me´thodes projectives : limites de profondeur ainsi que l’impacte
des re´flexions et occlusions.
La kinect offre toutefois l’avantage de fournir une carte de profondeurs de qualite´ suffisante
Figure 6.3 Illustration des de´fauts lie´s a` la capture par une kinect : occlusion (1) distance
limite´e (2) re´flexion (3) et zones trop petites (4).
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pour le jeu vide´o a` 30 images par secondes. Il peut eˆtre inte´ressant de l’utiliser tout en consi-
de´rant bien qu’il ne s’agit que de donne´es de faible qualite´. Nous proposons dans ce chapitre
trois fac¸ons de l’exploiter conjointement avec notre syste`me de capture.
6.3 Sche´ma expe´rimental
Dans le but de re´aliser notre propre jeu de captures, afin de pouvoir essayer divers mode`les
sur diffe´rentes situations, nous avons duˆ e´tablir un sche´ma expe´rimental nous permettant
d’obtenir toutes les donne´es ne´cessaires et de pouvoir les combiner et les comparer. Nous
revenons dans cette section sur les diffe´rentes contraintes que cela implique et de´taillons le
sche´ma expe´rimental auquel nous avons abouti.
6.3.1 Re´fe´rences
Comme nous l’avons mentionne´ pre´ce´demment, il est primordial que notre capture de
donne´es nous permette d’obtenir des re´fe´rences ; a` savoir, une base de ve´rite´ ainsi qu’une
valeur de base a` laquelle nous pouvons nous comparer. Notre mode`le probabiliste final de´crit
dans le chapitre pre´ce´dent repose sur des captures ste´re´o standard, obtenir une re´fe´rence de
comparaison ne requiert donc pas d’acquisition supple´mentaire. Pour l’obtention de la base
de ve´rite´ nous avons cependant besoin d’utiliser une nume´risation par lumie`re structure´e qui
vient se rajouter a` notre capture.
6.3.2 Mode´lisation
Notre mode`le repose sur une mode´lisation probabiliste de notre sce`ne. Il nous est bien
suˆr possible d’en fixer une arbitrairement, mais une telle approche devra eˆtre adapte´e pour
chaque changement de sce`ne et chercher une bonne mode´lisation arbitraire serait fastidieux.
Une premie`re possibilite´ serait d’utiliser la base de ve´rite´ capture´e dans une situation simi-
laire, pour une capture pre´ce´dente de la meˆme sce`ne par exemple, mais cela requiert d’acque´rir
la base de ve´rite´ pour chaque le´ge`re modification de notre sce`ne et nous pourrions alors uti-
liser directement la carte de ve´rite´. Une seconde ide´e serait alors de construire notre mode`le
sur une premie`re capture en utilisant une base de ve´rite´ puis de l’utiliser pour les captures
suivantes d’une meˆme sce`ne, cette approche est dite du transfert d’apprentissage. Cette ide´e
est valide meˆme si elle requiert un temps de capture plus long pour notre configuration ini-
tiale. Par ailleurs, notre mode`le risque d’eˆtre de moins en moins adapte´ au fur et a` mesure
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des de´formations subies par notre sce`ne. Nous pouvons alors projeter de temps en temps une
texture comme discute´ dans le chapitre trois. Cette texture nous fait perdre une trame, mais
nous permet d’obtenir une mode´lisation de bonne qualite´ qui peut nous servir a` ame´liorer les
parame`tres de notre mode`le.
6.3.3 Ajout d’une Kinect
Une autre solution pourrait eˆtre d’utiliser une Kinect. La Kinect donne une carte de dis-
parite´ de faible qualite´, mais pour mode´liser notre sce`ne cela pourrait permettre d’obtenir
une mode´lisation e´vitant le surapprentissage. Une bonne parame´trisation pourrait en effet
utiliser une Kinect pour mode´liser nos transitions.
Mais, a` condition d’eˆtre calibre´ avec nos came´ras ste´re´oscopiques afin de pouvoir tout proje-
ter dans le meˆme repe`re, notre Kinect pourrait aussi nous servir de repe`re de comparaison.
Une autre application serait de l’utiliser pour restreindre notre champ de recherche de corres-
pondance, pour acce´le´rer les calculs, autour de la valeur de disparite´ indique´e par la kinect.
L’ide´e est alors d’utiliser la calibration pour transformer la profondeur de la kinect en une
profondeur pour chacune de nos came´ras. Puis d’utiliser cette distance et les matrices intrin-
se`ques (e´galement obtenues par calibration) pour de´terminer la position de chaque point sur
nos capteurs. La diffe´rence de position nous donne alors une bonne ide´e de disparite´ autour
de laquelle restreindre nos calculs.
Enfin une dernie`re utilisation potentielle de notre Kinect pourrait eˆtre de se rajouter comme
observation dans notre mode`le, on viendrait ainsi ponde´rer notre probabilite´ d’e´mission en
fonction de la valeur observe´e par la Kinect. Cette dernie`re approche ressemble beaucoup a`
la pre´ce´dente. Elle varie cependant un peu dans la mesure ou` le champ des valeurs possibles
n’est alors pas restreint, mais juste ponde´re´, on accepte alors d’envisager que la Kinect puisse
eˆtre comple`tement errone´e.
6.3.4 Mode`le expe´rimental final
Afin de tester et d’e´valuer nos diffe´rentes strate´gies, nous avons donc duˆ e´tablir un mo-
de`le expe´rimental. Pour ce faire, nous avons dans un premier temps renonce´ a` conside´rer des
sce`nes en mouvement. Notre sche´ma expe´rimental se de´compose donc en deux phases que l’on
va re´pe´ter autant de fois que voulu : capture de notre sce`ne statique puis de´placement suivit
d’une nouvelle capture, etc. Notre capture est compose´e de trois e´tapes : l’acquisition de la
base de ve´rite´ en utilisant une approche par lumie`re structure´e avec une came´ra ste´re´osco-
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pique, l’acquisition de donne´es ste´re´oscopiques actives et enfin l’acquisition passive incluant
une capture par une Kinect.
Dans le cadre d’un e´ventuel projet avec une compagnie nous nous sommes inte´resse´s aux
visages, pour assurer l’absence de mouvement nous avons envisage´ l’utilisation d’un man-
nequin, cette approche introduit cependant un de´faut de texture plus important que celui
repre´sente´ par la peau. Nous avons donc e´galement nume´rise´ de vrais visages aux travers
divers expressions et positions.
6.3.5 Syste`me de capture
Notre montage final pour re´aliser nos expe´riences se compose donc d’une came´ra ste´re´o
Sony Handycam qui pre´sente l’avantage de fournir des images ste´re´o synchronise´es rectifie´es
et aligne´es, d’une Kinect (Microsoft) et d’un projecteur Lightcommander fabrique´ par Texas
Instrument. Ce projecteur offre la particularite´ d’eˆtre programmable et d’offrir une excellente
stabilite´ de trame ainsi que sans l’utilisation d’un syste`me de couleur rotatif.
6.4 calibration
L’ensemble came´ra-Kinect est pre´alablement calibre´ de fac¸on a` pouvoir projeter toutes
les captures dans un meˆme repe`re. Le principe consiste a` de´tecter des points cle´s au travers
les diffe´rentes vues et a` utiliser des connaissances sur ces points pour de´terminer les para-
me`tres intrinse`ques de nos came´ras ainsi que, apre`s mise en correspondance, les parame`tres
extrinse`ques les reliant les unes aux autres. Ces deux matrices peuvent, en bonne premie`re
approximation, s’e´crire sous la forme :
I =
αx γ cx0 αy cx
0 0 1
 , E =
Rθ txty
tz

Ou` I est la matrice intrinse`que de´finie en fonction des longueurs focales α sur chacun des
axes, du coefficient de distorsion γ et du centre optique sur le capteur c (ide´alement le centre
co¨ıncide avec le centre du capteur, dans la pratique cela n’est jamais le cas). E la matrice
extrinse`que de´finie en fonction d’une rotation tridimensionnelle, repre´sente´e par la matrice
Rθ et d’une translation t. Ainsi, une fois ces matrices obtenues, un point en trois dimensions
de´fini dans un repe`re de came´ra peut eˆtre projete´ pour obtenir la position sur le capteur graˆce
a` notre matrice I ou, en utilisant sa composante homoge`ne (pour la translation), eˆtre change´
de repe`re, pour pouvoir eˆtre e´ventuellement projete´ sur un autre capteur, par la matrice E.
70
P =
xy
z
, Cˆ = IP =
uv
z
, C = (uzv
z
)
PK =

x
y
z
1
, PC = EKCPK = Rθ
xy
z
+ T
Avec P un point projete´ a` la position C sur notre capteur et PK un point dans le repe`re
d’une seconde came´ra qui peut eˆtre transforme´ en PC dans le repe`re de notre premie`re ca-
me´ra. Cettre transformation est obtenue en utilisant la matrice extrinse`que EKC liant nos
deux came´ras.
La matrice intrinse`que re´alise une projection, on perd donc une dimension et il est impossible
sans connaitre la profondeur d’un unique point de la calculer. Calculer les matrices intrin-
se`ques et extrinse`ques d’un syste`me de came´ras a` partir de prise de vue peut donc sembler
impossible. Mais si l’on utilise un ensemble de points formant une ge´ome´trie connue (la dis-
tance entre chaque point est donne´e) on peut utiliser cette distance et les de´formations subies
par nos points lors des captures pour calculer notre matrice intrinse`que.
La matrice extrinse`que comporte douze inconnues, elle projette d’un espace a` trois dimen-
sions et une composante homoge`ne dans un espace a` trois dimensions il peut sembler plus
simple de re´soudre ce syste`me a` l’aide de seulement quatre points. Mais dans la pratique
une fois encore nous n’avons pas la profondeur, mais seulement la projection, la prise de vue
de nos points. On a donc une fois encore recours aux de´formations subies par un ensemble
de points dans nos prises de vue pour de´terminer chacun des parame`tres de notre matrice
extrinse`que. Ces calculs reposent sur de l’optimisation biline´aire ainsi que sur les calculs ef-
fectue´s pre´ce´demment pour obtenir nos matrices intrinse`ques. Il est inte´ressant de noter qu’il
est facile d’inverser notre matrice extrinse`que pour avoir le lien re´ciproque entre nos came´ras.
L’algorithme consiste donc a` capturer un ensemble de points ayant des positions connues
dans l’espace a` utiliser leur de´formation dans chacune des prises de vue pour estimer les
parame`tres intrinse`ques des deux came´ras. Puis d’utiliser ces valeurs intrinse`ques et une mise
en correspondance des points aux travers les vues pour calculer les parame`tres extrinse`ques.
De nombreuses imple´mentations optimise´es de cet algorithme sont de´ja` disponibles. Nous
effectuons donc dans un premier temps plusieurs captures d’e´chiquiers (voir figure 6.4). Nous
utilisons ensuite la librairie OpenCV pour de´tecter ces e´chiquiers et obtenir les matrices
intrinse`ques et extrinse`ques de notre syste`me. Le proble`me qu’il nous reste cependant a` re´-
soudre dans le cadre de la calibration est d’obtenir des images synchronise´es. En effet, nous
souhaitons utiliser des e´chiquiers pour re´aliser la calibration afin d’avoir un objet facilement
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de´tectable et identifiable. La mise en correspondance aux travers nos diffe´rentes prises de
vues est alors assez intuitives. Mais ces correspondances ne seront vraies que si notre e´chi-
quier ne bouge pas entre nos prises de vues. Or tous nos appareils de capture ne peuvent pas
force´ment eˆtre synchronise´s. Le proble`me vient du fait que notre came´ra Sony ne peut pas
eˆtre controˆle´e par ordinateur pour ne prendre qu’une photo ste´re´oscopique en meˆme temps
que notre Kinect. Nous sommes oblige´s d’enregistrer sur la me´moire interne puis de re´cupe´rer
nos vide´os ulte´rieurement.
Nous souhaitons tout de meˆme conserver cette came´ra pour les avantages qu’elle offre en
Figure 6.4 Capture d’e´chiquiers ”flashe´” par la kinect (a` gauche), le capteur ste´re´o de gauche
(au centre) et celui de droite (a` droite).
terme de capture ste´re´oscopique son tre`s bon taux de frame et la re´solution des images ali-
gne´es et rectifie´es qu’elle permet d’obtenir. Nous avons donc besoin d’une synchronisation
pouvant eˆtre capture´e. Ne voulant pas rajouter de capture d’une bande-son qui aurait pu eˆtre
le´ge`rement de´phase´e avec l’une de nos captures nous avons opte´ pour une synchronisation
visuelle. Apre`s avoir envisage´ plusieurs possibilite´s (entre autres, projection d’un chronome`tre
dans la zone de capture, ou utilisation d’une tablette avec une horloge et un e´chiquier visible
a` l’e´cran), la solution que nous avons adopte´e a finalement e´te´ de projeter un flash de lumie`re
sur notre sce`ne pour de´tecter les trames de nos captures qui correspondent (voir figure 6.4).
Une e´tude de l’histogramme au cours du temps nous permet de de´tecter les trames d’inte´reˆt.
6.5 Conversion de la kinect
Une fois ce principe de synchronisation trouve´ et quelques subtilite´s inhe´rentes a` l’utilisa-
tion d’OpenCV et au fait que les images fournies par la Kinect sont non seulement a` l’envers
(la Kinect e´tant bas en haut pour eˆtre le plus proche possible de notre came´ra ste´re´oscopique),
mais aussi miroir (la droite est a` gauche) obtenir nos matrices intrinse`ques et extrinse`ques
ne pose pas de re´elle difficulte´. Nous sommes alors en mesure de capturer un grand nombre
d’informations sur les sce`nes que nous souhaitons nume´riser (voir figure 6.5). Dans la suite
de cette section nous utiliserons les notations suivantes : CL indiquera la vu de gauche de
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notre came´ra Sony, CR celle de droite, K sera utilise´ pour de´signer la Kinect, IX de´signe la
matrice intrinse`que pour la came´ra X (ainsi ICL repre´sente celle de la vue de gauche), enfin
EXY repre´sente la matrice extrinse`que transformant notre repe`re de came´ra X en celui de la
came´ra Y (par exemple EKCL pour passer de la Kinect a` la vue de gauche). On notera par
ailleurs que EXY .EY Z = EXZ cette e´galite´ est assez notable sur nos jeux de donne´es du au
fait que notre came´ra ste´re´oscopique produit des images de´ja` aligne´es et rectifie´es.
L’utilisation de l’ensemble de ces donne´es dans le meˆme re´fe´rentiel ne´cessite cependant un
Figure 6.5 Ensemble des donne´es capture´es pour une sce`ne nume´rise´e, nos deux vues prisent
par la Sony a` 60 images par secondes (gauche et centre gauche) et la kinect, a` 30 images par
secondes, en couleur (centre droit) et en profondeur (droite).
pre´traitement des donne´es qu’il est inte´ressant de de´tailler. La Kinect nous permet d’obtenir
a` trente images par seconde une prise de vue ainsi qu’une carte de profondeurs toutes deux de
pie`tre qualite´. La carte de profondeurs encode pour chaque pixel la distance se´parant l’objet
perc¸u a` cette position et la Kinect elle-meˆme. Nous posse´dons donc, une fois chacune des
positions de cette carte multiplie´es par la matrice EKCL , respectivement EKCR , une carte de
profondeurs dans le repe`re de notre vu de gauche, respectivement de droite (voir figure 6.6).
On peut alors projeter ces points sur le capteur de chacune des came´ras en utilisant la ma-
Figure 6.6 Carte de profondeurs de la kinect transforme´e dans le repe`re de notre vue de
gauche (a` gauche) et de droite (a` droite).
trice intrinse`que correspondante (ICL pour la gauche et ICR pour la droite). On obtient alors
les re´sultats pre´sente´s en figure 6.7, nous avons alors la carte de profondeur grossie`re de la
Kinect pour chacune de nos prises de vues de bonne qualite´. Cependant, il s’agit de carte
de profondeurs et non de carte de disparite´s et nous ne pouvons pas directement les utiliser
73
pour comparer nos re´sultats.
Nous n’allons pas utiliser ces cartes modifie´es pour retrouver des correspondances, sur des
Figure 6.7 Cartes de profondeurs projete´es dans la vue de gauche (a` gauche) et de droite (a`
droite).
valeurs variant aussi peu et dans un intervalle si restreint les re´sultats ne seraient probable-
ment pas bons. Mais si l’on remonte notre processus et que l’on conside`re maintenant pixel
par pixel notre carte de profondeur issue de la kinect. Chaque point est en effet envoye´ a`
une position dans la vue de gauche et une autre dans celle de droite. De la diffe´rence de
positionnement sur l’axe horizontal nous pouvons retrouver notre disparite´ sans re´ellement
construire la projection de la carte de profondeurs dans chacune de nos vues (voir figure 6.8).
Si par contre on ne s’inte´resse qu’a` la comparaison de nos re´sultats avec la kinect il est aussi
possible de transformer la carte de disparite´s finale en carte de profondeur en utilisant la
matrice ECLCR et ainsi comparer directement la profondeur.
La comparaison de la carte de disparite´s ainsi produite et de celle construite en utilisant
Figure 6.8 Cartes de disparite´s construite par lumie`re structure´e (a` gauche) comparre´e a` celle
extraite de la transformation de la carte de profondeurs de la kinect (a` droite).
l’approche de lumie`re structure´e nous permet de juger de la qualite´ de notre calibration (les
re´gions identiques se superposent). Mais cette superposition illustre surtout les lacunes de la
Kinect, avec notamment d’importants de´fauts sur les bords (une partie du visage est man-
quant), des zones manquantes et des aplats qui ne devraient pas exister.
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6.6 Deux approches
6.6.1 Cohe´rence temporelle et transfert d’apprentissage
Notre premie`re ide´e, pour exploiter le montage et le mode`le expe´rimental re´sultant de nos
recherches, e´tait de conside´rer notre sce`ne au cours du temps et de voir dans quelle mesure
notre apprentissage a` un temps donne´ pouvait se transfe´rer au temps d’apre`s.
Pour ce faire, nous avons donc dans un premier temps capture´ des sce`nes statiques (visages
immobiles), en prenant a` la fois la base de ve´rite´ par lumie`re structure´e et les captures ste´re´o-
scopiques ne´cessaires pour construire nos cartes de disparite´s. Nous avons ensuite appris les
parame`tres de notre mode`le en e´toile sur ces donne´es comme indique´ au chapitre pre´ce´dent.
L’e´tape suivante consiste a` nume´riser une autre pose de notre meˆme sce`ne, e´galement avec la
base de ve´rite´, mais cette fois uniquement a` des fins de comparaisons et d’e´valuations. Nous
sommes alors en mesure d’utiliser notre mode`le en e´toile sur les donne´es obtenues en utilisant
les parame`tres appris au cours de la nume´risation pre´ce´dente.
Nous pre´sentons en figure 6.9 et 6.10 des exemples de re´sultats obtenus par cette approche.
Un premier constat est que la combinaison de couˆts, et plus ge´ne´ralement la de´tection de
correspondance est de moins bonne qualite´ que sur les donne´es utilise´es au chapitre pre´ce´-
dent. Cela s’explique par la grande diffe´rence existante entre nos sce`nes d’inte´reˆts ici et les
sce`nes du jeu de donne´es Middlebury. Ici nous ne nume´risons qu’un visage en gros plan et
nous avons donc beaucoup moins de de´tails susceptibles d’ame´liorer les correspondances. La
simple mise en correspondance, utilisant la combinaison du census et de la correspondance
par bloc et pas de mode`le probabiliste nous donne des re´sultats de l’ordre de 37% (pour les
exemples fournis les valeurs sont de 36.23 lorsque σ et p de notre mode`le sont appris sur la
base de ve´rite´ correspondante, 6.9, et 37.13% lorsqu’on utilise les parame`tres appris au cours
de la nume´risation pre´ce´dente, 6.10).
Sans grande surprise lorsqu’on utilise la base de ve´rite´ pour parame´trer notre mode`le nous
sommes en mesure d’ame´liorer drastiquement la qualite´ de nos cartes de disparite´s. Passant
de 37% a` un peu moins de 23% d’erreur, soit un gain de l’ordre de 38% (notre erreur passe
de 36.23 a 22.93% sur la premie`re nume´risation pre´sente´e en exemple et de 37.13 a` 22.80 sur
la seconde).
Mais la parame´trisation ainsi obtenue semble par ailleurs bien se porter au fil du temps. En
effet, en utilisant les valeurs obtenues lors de l’apprentissage sur notre premie`re nume´risation
pour de´bruiter notre seconde nume´risation, nous avons pu ame´liorer la qualite´ de nos cartes
de disparite´s pour passer de 37% d’erreur a` pre`s de 24% (sur l’exemple nume´ro deux nous
passons ainsi de 37.13% a` 24.11% d’erreur).
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6.6.2 Ste´re´oscopie multimodale
Faute de temps nous n’avons pu explorer toutes les combinaisons possibles utilisant la
Kinect. Nous nous sommes donc restreints a` son utilisation en tant qu’observations addition-
nelles servant a` la parame´trisation de notre matrice de transition. Nous souhaitions e´galement
l’utiliser pour de´terminer les parame`tres ne´cessaires a` la transformation des couˆts de notre
mode`le (σ et p) mais cette approche de´te´riore les re´sultats et devras eˆtre explore´e plus en
de´tail ulte´rieurement.
Une fois la calibration effectue´e nous sommes en mesure de transformer les donne´es de la
Kinect et d’e´valuer la qualite´ de la carte ainsi produite par rapport a` la base de ve´rite´. Nous
obtenons alors une erreur de l’ordre de 35% (sur les exemples fournis : 34.01 dans le premier
cas et 36.12 dans le second avec d’importants proble`mes sur la re´gion des cheveux).
Nous pouvons alors proce´der exactement comme explique´ au quatrie`me chapitre pour e´tablir
notre matrice de transition et ensuite appliquer notre mode`le. Notre parame´trisation accorde
peu d’importance a` la valeur en tant que telle pour ce qui est de la transition, nous avons
en tout trois parame`tres. Aussi, du moment que les donne´es de la Kinect sont cohe´rentes et
dans la mesure ou` les transitions sont re´alistes, l’utiliser pour calculer la matrice de transition
semble tout a` fait raisonnable. Et, en effet, nous avons pu observer un fort gain de qualite´
de l’ordre de 30% en passant de 37% a` 26% d’erreur (de 36.23% a` 25.12% quand σ et p sont
appris sur la base de ve´rite´ de de 37.13% a` 26.18% quand on transfert les parame`tres au fil
du temps).
6.6.3 Re´sultats
L’ensemble des re´sultats obtenus par ces approches est de´taille´ au fil des explications
pre´ce´dentes, toutefois afin de permettre au lecteur de bien les cerner dans leur ensemble nous
pre´sentons ici un tableau re´capitulatif. Les lignes indiquent si les parame`tres σ et p de notre
mode`le sont obtenus par utilisation de la base de ve´rite´ ou s’ils sont passe´s d’une nume´risation
pre´ce´dente similaire. Chaque colonne indique le pourcentage d’erreur a` un pixel pour chacune
des approches utilise´es. ”Meilleur couˆt” de´signe l’approche de combinaison du census et de la
correspondance par bloc sans utilisation d’infe´rence. ”Mode`le Kinect” de´signant l’utilisation
de la Kinect pour obtenir la matrice de transition et ”Mode`le b.d.v.” de´signant l’utilisation
d’une base de ve´rite´ pour ce faire (celle de la capture pre´ce´dente dans le cas du transfert).
A` des fins de visualisation du type de cartes de disparite´s produites nous pre´sentons ici deux
figures, pre´sentant chacune des approches dans le cas ou` nous n’utilisons pas le transfert de
parame`tres 6.9 et dans le cas ou` nous y avons recours 6.10.
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Tableau 6.1 Re´capitulatif des re´sultats obtenus en utilisant des approches de ste´re´oscopie
multimodale (pourcentage d’erreur de reconstruction a` un pixel)
σ p kinect Meilleur Mode`le Mode`le
couˆt kinect b.d.v.
base de ve´rite´ 35.06 36.23 25.12 22.87
transfert 35.06 37.13 26.18 24.11
6.7 Discussion
Ce chapitre illustre a` la fois le bon fonctionnement de notre mode`le meˆme lorsque les
correspondances sont moins bonnes, duˆ a` la complexite´ de nos nume´risations et au faible
texturage. Mais il illustre aussi le bon fonctionnement du transfert d’apprentissage applique´
a` notre mode`le et le fait qu’il est possible de se contenter d’e´valuation de nos parame`tres
seulement une fois par type de sce`nes nume´rise´es. Enfin, ce chapitre pose les bases de l’intro-
duction d’une kinect dans notre syste`me de capture et illustre une bonne utilisation qu’il est
possible d’en faire.
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Figure 6.9 Re´sultats obtenus sans transfert de parame`tres en appliquant notre mode`le aux
prises de vues de gauche et droite (en haut a` gauche et a` droite) en utilisant la base de
ve´rite´ et la kinect (deuxie`me ligne premie`re et seconde colonne) pour produire une carte de
disparite´ en combinant les couˆts et en utilisant la kinect pour e´valuer les transitions et faire
de l’infe´rence pour de´bruiter (troisie`me ligne) ou en utilisant uniquement notre base de ve´rite´
pour parame´trer notre mode`le (en bas).
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Figure 6.10 Re´sultats obtenus par transfert de parame`tres en appliquant notre mode`le aux
prises de vue de gauche et droite (en haut a` gauche et a` droite) en utilisant la base de
ve´rite´ et la kinect (deuxie`me ligne premie`re et seconde colonne) pour produire une carte de
disparite´ en combinant les couˆts et en utilisant la kinect pour e´valuer les transitions et faire
de l’infe´rence pour de´bruiter (troisie`me ligne) ou en utilisant uniquement la base de ve´rite´
pre´ce´dente ou la base de ve´rite´ courante pour parame´trer notre mode`le (en bas).
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CHAPITRE 7
CONCLUSION
La vision par ordinateur, et plus pre´cise´ment la nume´risation 3D a` partir de captures
ste´re´oscopiques est un vaste champ de recherche et il aurait e´te´ illusoire d’espe´rer le re´soudre
en une maˆıtrise. Toutefois, nous pensons avoir couvert d’inte´ressantes pistes de recherche et
nous proposons un mode`le innovant pour tenir compte de la cohe´rence de nos sce`nes.
7.1 Synthe`se des travaux
Au fil de cette maˆıtrise nous avons e´tudie´ et approfondi diffe´rents concepts, en partant de
la base de la vision ste´re´oscopique pour nous inte´resser a` des techniques avance´es d’appren-
tissage machine en passant par des techniques de rendu graphique.
Nous avons essaye´ de retranscrire cette de´marche a` travers ce me´moire en mentionnant dans
un premier temps les techniques couramment utilise´es pour faire de la ste´re´oscopie active
et e´tudie´e comment obtenir une base de ve´rite´ a` l’aide de lumie`re structure´e aussi bien que
comment il serait envisageable d’acce´le´rer une approche similaire reposant sur le multiplexage
en couleur.
Nous avons ensuite vu les deux approches principales de la ste´re´oscopie passive, a` savoir la
correspondance par bloc et le census. Les re´sultats obtenus par ces approches n’e´tant pas sa-
tisfaisant nous avons alors e´tudie´ diffe´rents mode`les probabilistes et divers parame´trisations
de nos donne´es pour ame´liorer la qualite´ des cartes de disparite´s produites.
Un des principaux axes allant dans ce sens est, notamment, de mettre l’accent sur le traite-
ment a priori et l’agre´gation de couˆts plutoˆt que le de´bruitage. Cela requiert alors d’obtenir
des connaissances sur notre sce`ne. En d’autres mots d’apprendre des parame´trisations pour
nos couˆts de correspondances afin de pouvoir exploiter au mieux nos mode`les probabilistes.
Le second grand axe d’ame´lioration de nos mode`les consistait a` avoir recours a` un mo-
de`le re´ellement bidirectionnel afin de mieux prendre en compte la cohe´rence spatiale de nos
sce`nes. Cette approche se rapprochant de l’agre´gation de couˆts souvent faite en programma-
tion dynamique a donc ici e´te´ conside´re´e d’un point de vue probabiliste parame´trisable et
mathe´matiquement moins arbitraire.
Enfin, nous nous sommes inte´resse´s a` la ste´re´oscopie multimodale afin d’essayer de comparer
diffe´rents mode`les aussi bien que d’obtenir autant d’information que possible en un temps de
capture restreint.
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Par ailleurs, nous avons e´galement porte´ une grande attention au temps requis par nos cal-
culs. En cherchant autant que possible a` optimiser et re´utiliser les calculs d’une part, mais
e´galement en utilisant au mieux l’ensemble des composants a` notre disposition en ayant re-
cours au GPGPU notamment et en choisissant soigneusement la me´moire utilise´e.
En re´sume´, nous avons donc de´veloppe´ les diffe´rentes e´tapes permettant d’aboutir non seule-
ment a` un sche´ma expe´rimental permettant la comparaison et l’e´valuation de cartes de dispa-
rite´s. Mais e´galement propose´ notre propre mode`le base´ sur des imple´mentations hautement
paralle´lise´es de diffe´rentes strate´gies de calculs de correspondance et sur la transformation en
mode`le probabiliste d’approche de programmation dynamique.
7.2 Limitations de la solution propose´e
Une importante limite de notre mode`le vient du fait que certains parame`tres tels que la
taille de nos blocs ou de nos descripteurs sont de´termine´s sur le jeu de donne´es Middlebury
qui ne ressemble pas force´ment aux sce`nes que nous souhaitons nume´riser. Il faudrait donc
pre´voir une plus grande probabilite´ et un apprentissage de ces parame`tres en plus des autres.
Par ailleurs, nous sommes limite´s dans notre nume´risation par lumie`re structure´e qui requiert
une importante immobilite´ de la sce`ne que nous de´sirons nume´riser.
Enfin, notre sche´ma expe´rimental et notre montage ne couvre qu’une faible zone de l’espace
et ne nous permettent de nume´riser qu’a` une certaine distance de la Kinect (au-dela` du seuil
limite pour avoir une profondeur) et suffisament proche de la came´ra pour eˆtre en mesure de
capturer nos sce`nes avec une grande de´finition.
7.3 Ame´liorations futures
Au long de ce me´moire, nous avons mentionne´ plusieurs pistes envisageables pour pour-
suivre ce travail et e´ventuellement ame´liorer les performances. Malheureusement, faute de
temps ces pistes ont duˆ eˆtre laisse´es de coˆte´ pour le moment et devraient eˆtre de´veloppe´es ul-
te´rieurement. Comme mentionne´ dans la section pre´ce´dente le mouvement de sujet nume´rise´
et la synchronisation entre notre came´ra et notre projecteur posent d’importants proble`mes
dans notre approche de nume´risation par lumie`re structure´e. Une piste d’ame´lioration pos-
sible serait donc d’envisager l’utilisation de sche´mas sinuso¨ıdaux qui requie`rent moins de
projections ainsi qu’un projecteur physiquement synchronise´ avec les came´ras.
Une autre ame´lioration possible serait d’e´tudier l’impacte de la taille des blocs sur des don-
ne´es similaires a` nos visages nume´rise´s. En effet, les sce`nes de Middlebury repre´sentent des
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portions d’espaces meuble´s qui diffe`rent de nos nume´risations, ce qui explique en partie la
pie`tre qualite´ de nos nume´risations dans la dernie`re section.
Une autre ide´e d’optimisation serait d’utiliser des de´tecteurs de points cle´s sur un visage et
d’utiliser alors des matrices de transitions et d’e´missions spe´cialise´es dans certaines re´gions
du visage.
Il serait e´galement inte´ressant d’explorer d’autres pistes d’utilisation de la kinect et de la
ste´re´oscopie multimodale. Telles que par exemple conside´rer les donne´es obtenues comme des
observations supple´mentaires pour notre mode`le probabiliste.
Enfin, notre parame´trisation de la distribution des couˆts pourrait e´galement eˆtre revue pour
utiliser un me´lange de gaussiennes ou de lois binomiale pour mieux repre´senter la re´partition
de nos correspondances. Les parame`tres d’un tel mode`le pourraient alors eˆtre appris en uti-
lisant l’algorithme de maximisation d’espe´rance.
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ANNEXE A
Re´sultats ge´ne´raux
Nous pre´sentons ici l’ensembles des re´sultats obtenus sur le jeu de donne´es Middlebury
ordonne´s comme suit : en haut a` gauche une vue de la sce`ne, en haut a` droite la base de ve´rite´,
deuxie`me ligne a` gauche les re´sultats obtenus par correspondance par bloc et par census a`
droite, troisie`me ligne a` gauche se trouve les re´sultat de l’utilisation de MMC horizontaux et
verticaux en utilisant l’algorithme de viterbi sur les re´sultats du census, a` droite se trouve
les re´sultats de la combinaison de couˆts, en bas a` gauche se trouve le re´sultat de l’utilisation
de l’algorithme du forward/backward sur la combinaison des couˆts et en bas a` gauche les
re´sultats de notre mode`le en e´toile.
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Figure A.1 Re´sultats : Art
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Figure A.2 Re´sultats : Books
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Figure A.3 Re´sultats : Dolls
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Figure A.4 Re´sultats : Laundry
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Figure A.5 Re´sultats : Moebius
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Figure A.6 Re´sultats : Reindeer
