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Despite its common practice, statistical hypothesis testing
presents challenges in interpretation. For instance, in the
standard frequentist framework there is no control of the
type II error. As a result, the non-rejection of the null hy-
pothesis (H0) cannot reasonably be interpreted as its accep-
tance. We propose that this dilemma can be overcome by
using agnostic hypothesis tests, since they can control the
type I and II errors simultaneously. In order to make this
idea operational, we show how to obtain agnostic hypoth-
esis in typical models. For instance, we show how to build
(unbiased) uniformlymost powerful agnostic tests and how
to obtain agnostic tests from standard p-values. Also, we
present conditions such that the above tests can be made
logically coherent. Finally, we present examples of consis-
tent agnostic hypothesis tests.
K E YWORD S
Hypothesis tests, Agnostic tests, Uniformlymost powerful tests,
Logical consistency, Three-decision problem
1 | INTRODUCTION
Despite its common practice, statistical hypothesis testing presents challenges in interpretation. For instance, some
understand that an hypothesis test can either accept or reject the null hypothesis,H0. However, in this paradigm the
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2 VICTOR COSCRATO ET AL.
probability of acceptingH0 can be high even whenH0 is false. Therefore, it is possible to obtain the undesirable result of
acceptingH0 evenwhen this hypothesis is unlikely.
In order to deal with this problem, others propose that an hypothesis test should either reject or fail to reject H0
(Casella and Berger 2002, p. 374 andDeGroot and Schervish 2002, p. 545). Such a position can also lead to challenges in
interpretation, since the practitioner oftenwishes to be able to assertH0 (Levine et al., 2008). For example, in regression
analysis non-significant predictors are often considered to not affect the response variable and are removed from the
model. More generally, scientists often wish to assert a theory (Stern, 2011, 2017).
Neyman (1976)[p.14] briefly introduces an alternative to the above paradigms to hypothesis testing. In this setting,
an hypothesis test can have three outcomes: rejectH0, acceptH0, or remain in doubt aboutH0 — the agnostic decision.
This third decision allows the hypothesis test to commit a less severe error (remain in doubt) whenever the data
doesn’t provide strong evidence either in favor or against the null hypothesis. This approach, which was called agnostic
hypothesis testing, was further developed in Berg (2004); Esteves et al. (2016); Stern et al. (2017). This framework
allows the acceptance ofH0 while simultaneously controlling the type I and II errors through the agnostic decision. As a
result, it is possible to control the probability thatH0 is acceptedwhenH0 is false.
Although agnostic decisions have been used in classification problemswith great success (Lei, 2014; Jeske et al.,
2017; Jeske and Smith, 2017; Sadinle et al., 2017) the agnostic hypothesis testing framework has only started to be
explored. Here, we generalize to arbitrary hypotheses the setting in Berg (2004), which applies only to hypotheses of
the form: Hi : θ = θi , for i ∈ {0, 1}. This generalization allows the translation of standard concepts, such as level, size,
power, p-value, unbiased tests, and uniformlymost powerful test into the framework of agnostic hypothesis testing.
Within this framework, we create new versions of standard statistical techniques, such as t-tests, regression analysis
and analysis of variance, which simultaneously control type I and type II errors.
Section 2 formally defines agnostic tests and concepts that are used for controlling their error, such as level, size
and power. Sections 2.1 and 2.2 use these definitions to generalize the framework in Berg (2004); they derive agnostic
tests that are uniformly most powerful tests and unbiased uniformly most powerful tests. Since it can be hard to obtain
the above tests in complexmodels, Section 3 derives a general approach for controlling the error of agnostic tests that
is based on p-values. Section 4 advances results that were obtained in Esteves et al. (2016); Stern et al. (2017) and
shows that agnostic tests can control type I and II errors while retaining logical coherence. Section 5 discusses how to
control the type I and II errors while obtaining consistent agnostic tests. All proofs are presented in the supplementary
material.
2 | THE POWER OF AGNOSTIC TESTS
We consider a setting in which the hypotheses that are tested are propositions about a parameter, θ, that assumes
values in the parameter space,Θ. Specifically, the null hypotheses,H0, are of the form,H0 : θ ∈ Θ0, whereΘ0 ⊂ Θ. The
alternative hypotheses,H1 , are of the formH1 : θ ∈ Θc0 . In order to testH0 , we use data,X, which assumes values on the
sample space, X. Also,Ðθ0 denotes the probability measure over X when θ = θ0 ∈ Θ.
H0 is tested through an agnostic test. An agnostic test is a function that, for each observable data point, determines
whetherH0 should be rejected, accepted or remain undecided. Let D = {0, 12 , 1} denote the set of possible outcomes of
the test: acceptH0 (0), rejectH0 (1), and remain agnostic
(
1
2
)
.
Definition An agnostic test is a function,φ : X → D.
Definition An agnostic test,φ, is a standard test if Im[φ] = {0, 1}.
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An agnostic test can have 3 types of errors. The type I and type II errors of agnostic tests are defined in the same
way as those of standard tests. That is, a type I error occurs when the test rejectsH0 andH0 is true. Similarly, a type II
error occurs when the test acceptsH0 andH0 is false. A type III error occurs whenever the test remains agnostic. An
agnostic test can be designed to control the errors of type I and II.
Definition An agnostic test, φ, has (α , β )-level if the test’s probabilities of committing errors of type I and II are
controlled by, respectively, α and β . That is,
αφ := sup
θ0∈H0
Ðθ0 (φ = 1) = α
βφ := sup
θ1∈H1
Ðθ1 (φ = 0) = β
Similarly,φ has size (α , β ) if the probabilities of committing errors of type I and II are upper bounded by α and β . That is,
αφ ≤ α and βφ ≤ β .
Agnostic tests can be compared by means of their power. The power function of a test is the probability that it
doesn’t commit an error. That is, the probability that it acceptsH0 whenH0 is true or rejectsH0 whenH0 is false.
Definition The power function of an agnostic test,φ, is denoted by piφ (θ).
piφ (θ) =

Ðθ (φ = 0), if θ ∈ H0
Ðθ (φ = 1), if θ ∈ H1
Definition Letφ1 andφ2 be agnostic tests. We say thatφ1 is uniformlymore powerful thanφ2 forH0 andwriteφ1  φ2
if, for every θ ∈ Θ, piφ1 (θ) ≥ piφ2 (θ).
2.1 | Uniformlymost powerful tests
Definition An (α , β )-level agnostic test,φ∗, is uniformly most powerful (UMP) if, for every other (α , β )-size agnostic
test,φ,φ∗  φ.
In the following, Assumption 1 presents general conditions under which we can find UMP agnostic tests. These
conditions are the same as the ones that are typically used in the standard frequentist framework (Casella and Berger,
2002)[p.391].
Assumption 1
1. For every θ ∈ Θ,Ðθ is absolutely continuous with respect to the Lebesgue measure, λ, and fθ (x ) := dÐθdλ (x ) > 0.
2. There exists a sufficient statistic for θ,T , and the likelihood is monotone overT .
Section 2.1 and Theorem 2 present the agnostic tests that are UMP under Assumption 1.
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Definition LetT be a statistic and c0 ≤ c1. The agnostic test,φT ,c0,c1 , is
φT ,c0,c1 (x ) =

0 , ifT (x ) ≤ c0
1 , ifT (x ) > c1
1
2 , otherwise.
Theorem 2 Let H0 = {θ ∈ Θ : θ ≤ θ∗ }, c0 ∈ Ò be such that supθ1∈H1 Ðθ1 (T (X ) ≤ c0) = β , and c1 ∈ Ò be such that
supθ0∈H0 Ðθ0 (T (X ) > c1) = α . Under Assumption 1,
1. If c0 ≤ c1, thenφT ,c0,c1 is an UMP (α , β )-size agnostic test.
2. If α and β are such that c0 > c1 (and thus φT ,c0,c1 is not well defined), then let Φ = {φT ,c,c : c1 ≤ c ≤ c0 }. For every
(α , β )-size agnostic test,φ, there existsφ∗ ∈ Φ such thatφ∗  φ.
Theorem 2 generalizes several previous results in the literature. For example, if Θ = {θ0, θ1 } andT (x ) = fθ1 (x )fθ0 (x ) ,then the likelihood is monotone overT . In this setting, Berg (2004) shows that, if c0 ≤ c1, then φT ,c0,c1 is the UMP
agnostic test. Also, one can emulate the standard frequentist framework by not controlling the type II error, that is, by
considering (α , 1)-size tests. In this case,Φ = {φT ,c,c : c ≤ c0 } is the set of α-size UMP tests in the standard frequentist
framework (Casella and Berger, 2002)[p.391].
Similarly to this case in which β = 1, the second condition in Theorem 2 occurs whenever the control over α and β is
sufficiently weak so that there exist standard tests of size (α , β ) and there is no need of using the agnostic decision. In
this case, the tests inΦ cannot be uniformlymore powerful than one another because of a trade-off in the power in each
region ofΘ. If c2 < c3,φ2 = φT ,c2,c2 andφ3 = φT ,c3,c3 , then the comparison of the critical regions ofφ2 andφ3 reveals
that the power ofφ2 is higher overH1 and the power ofφ3 is hgiher overH0 . That is, the choice between the elements in
Φ depends on the desired balance between the power overH0 and overH1.
In the following, Section 2.1 presents an application of Theorem 2.
Agnostic z-test Let X1, . . . ,Xn be an i.i.d. sample with Xi ∼ N (µ,σ2), where µ ∈ Ò := Θ and σ2 is known. Let
H0 = {µ ∈ Θ : µ ≤ µ0 } and T = X¯ be the sample mean. Note that the conditions in Assumption 1 are satisfied.
Furthermore, if α + β ≤ 1, then by taking c0 = µ0 − σn−0.5Φ−1(1 − β ) and c1 = µ0 − σn−0.5Φ−1(α), one obtains that
c0 ≤ c1, supθ∈H0 Ðθ (T > c1) = α and supθ∈H1 Ðθ (T ≤ c0) = β . Therefore, it follows from Theorem 2 thatφT ,c0,c1 is an
UMP (α , β )-level agnostic test.
Figure 1 illustrates the probability of each decision of this test as well as its power function when σ = 1, n = 10 and
α = β = 0.05.
2.2 | Unbiased uniformlymost powerful
Besides the case studied in Assumption 1, there often do not exist UMP tests. For example, theymight not exist when
themodel has nuisance parameters. This often occurs because it is possible for a test to sacrifice power in a region ofΘ
in order to obtain a high power in another region. However, such sacrificesmight yield undesirable tests. These tests
are characterized in the following passage.
An example of an undesirable test is a test that uses no data. For example, if α + β ≤ 1 andU ∼ Uniform(0, 1), then
φU := φU ,β ,1−α is a test that uses no data and that attains level (α , β ). Furthermore, for every θ0 ∈ H0, piφU (θ0) = βφU
and also for every θ1 ∈ H1, piφU (θ1) = αφU . A generalization of this idea is to consider that a desirable test,φ, should
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F IGURE 1 Probability of each decision for the UMP (0.05, 0.05)-level agnostic test forH0 : µ ≤ 0 (left) and power
function for this test (right). The gray dashed horizontal line shows the values α = β = 0.05.
dominate trivial tests of the same level, that is, for every θ0 ∈ H0, piφ (θ0) ≥ βφ and for every θ1 ∈ H1, piφ (θ1) ≥ αφ . Such
tests are usually called unbiased.
Definition An agnostic test,φ, is unbiased if

infθ0∈H0 Ðθ0 (φ = 0) = piφ (θ0) ≥ supθ1∈H1 Ðθ1 (φ = 0) = βφ
infθ1∈H1 Ðθ1 (φ = 1) = piφ (θ1) ≥ supθ0∈H0 Ðθ1 (φ = 0) = αφ
Note that, ifφ is unbiased, then αφ + βφ ≤ 1.
Once only unbiased tests are considered, it is often possible tofind an uniformlymost powerful test. In the following,
Assumptions 4 and 6 present general conditions under which there exist tests that are uniformly most powerful among
the unbiased tests. These conditions are the same as the ones that are typically used in the standard frequentist
framework (Lehmann and Romano, 2006)[p.151].
Definition An (α , β )-level test is said to be uniformlymost powerful amongunbiased tests (UMPU) if, for every unbiased
(α , β )-size test,φ,φ∗  φ.
Notation 3 Let θ ∈ Òn . The i -th element of θ is denoted by θ(i ). This notation is useful because θi is used to denote an element
ofHi and not the i -th element of θ.
Assumption 4
1. For every θ ∈ Θ,Ðθ is absolutely continuous with respect to the Lebesgue measure, λ, and fθ (x ) := dÐθdλ (x ) > 0.
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2. θ ∈ Òn = Θand fθ (x ) is in the exponential family, that is, there existsh : Ò→ Òn such that fθ (x ) = b(x ) exp (θ · h(x ) − a(θ)).
3. LetT = (h2(X ), . . . , hn (X )). There existsV (h(X )) such thatV is increasing in h1(X ) andT andV are independent when
θ(1) = θ∗.
Theorem 5 Let H0 = {θ ∈ Θ : θ(1) ≤ θ∗ }, θ¯ ∈ Θ be such that θ¯(1) = θ∗, α + β ≤ 1, and c0, c1 ∈ Ò be such that
Ðθ¯ (V ≤ c0) = β andÐθ¯ (V > c1) = α . Under Assumption 4,φV ,c0,c1 is an UMPU (α , β )-level test.
Theorem 5 uses Assumption 4 in order to derive UMPU unilateral tests. Under the stronger conditions in Assump-
tion 6 it is also possible to derive UMPU bilateral tests, as presented in theorem 7.
Assumption 6 Besides the conditions in Assumption 4, also include that
V (h1(x ),T ) = a(T )h1(x ) + b(t ).
Definition Let c0,l , c1,l , c0,r , c1,r ∈ Ò be such that c1,l ≤ c0,l ≤ c0,r ≤ c1,r .
φV ,c =

1 , ifV < c1,l orV > c1,r
0 , if c0,l ≤ V ≤ c0,r
1
2 , otherwise.
Theorem 7 Let H0 = {θ ∈ Θ : θ(1) = θ∗ }, θ¯ ∈ Θ be such that θ¯(1) = θ∗, α + β ≤ 1, and for each γ ∈ (0, 1), let cγ,l and cγ,r
be such that
1 − Ðθ¯ (cγ,l ≤ V ≤ cγ,r ) = γ
Åθ¯ [V (1 − É(cγ,l ≤ V ≤ cγ,r ))] = γÅθ¯ [V ]
Let c = (c1−β ,l , cα ,l , cα ,r , c1−β ,r ). Under Assumption 6φV ,c is an UMPU (α , β )-level test.
Agnostic t-test Let X1, . . . ,Xn be an i.i.d. sample with Xi ∼ N (µ,σ2), where θ = (µ,σ2) and Θ = IR × IR+. Let H ≤0 =
{(µ,σ2) ∈ Θ : µ ≤ µ0 } and also H =0 = {(µ,σ2) ∈ Θ : µ = µ0 }. LetV =
√
n(X¯−µ0)√
(n−1)−1 ∑n
i=1
(Xi −µ0)2
. It follows from Lehmann
and Romano (2006)[p.153] thatV satisfies the conditions in Assumptions 4 and 6 for testingH ≤0 andH =0 . Therefore, if
α + β ≤ 1, then it follows from Theorems 5 and 7 thatφV ,c0,c1 andφV ,c are the UMPU tests forH ≤0 andH =0 . Moreover,
by definingT (X ) =
√
n(X¯−µ0)√
(n−1)−1 ∑n
i=1
(Xi −X¯ )2
, it follows from Lehmann and Romano (2006)[p.155] thatφV ,c0,c1 andφV ,c are
such that
φV ,c0,c1 (x ) =

0 T (x ) ≤ tn−1(β )
1 T (x ) > tn−1(1 − α)
1
2 , otherwise.
φV ,c(x ) =

0 , if |T (x ) | ≤ tn−1(0.5(1 + β ))
1 , if |T (x ) | > tn−1(1 − 0.5α)
1
2 , otherwise.
where tn−1(p) is the p-quantile of a Student’s t-distribution with n − 1 degrees of freedom. Figure 2 illustrates the
probability of each decision forφV ,c0,c1 andφV ,c when µ0 = 0, σ2 = 1, n = 10 and α = β = 0.05. The power of both tests
at µ0 = 0 is β . Indeed, it follows fromAssumption 4 that the power of a (α , β )-size test at the border points ofH0 cannot
be higher thanmin(α , β ).
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F IGURE 2 Probability of each decision forφV ,c0,c1 (left) andφV ,c (right) when µ0 = 0, σ2 = 1, n = 10 and
α = β = 0.05.
Agnostic linear regression Consider a linear regression setting, that is,Y = Øβ + , where d < n ,  ∼ N (0,σ2Éd ),Ø is a
n × d designmatrix of rank d andβ is the d × 1 vector with coefficients. For a fixed k ∈ Òd and c ∈ Ò, letH ≤0 : k · β ≤ c
and H =0 : k · β = c . Let α + β ≤ 1. By taking βˆ = (ØtØ)−1ØtY , the least squares estimator forβ, it follows from Shao
(2003)[p.416] thatV = k t βˆ−c√
k t (ØtØ)−1k ‖Y ‖2
2
(n−d )−1
satisfies the conditions in Assumptions 4 and 6. Therefore, the UMPU
tests,φV ,c0,c1 andφV ,c, are such that
φV ,c0,c1 (x ) =

0 V (x ) ≤ tn−d (β )
1 V (x ) > tn−d (1 − α)
1
2 , otherwise.
φV ,c(x) =

0 , if |V (x ) | ≤ tn−d (0.5(1 + β ))
1 , if |V (x ) | > tn−d (1 − 0.5α)
1
2 , otherwise.
where tn−d (q ) denotes the q quantile of Student’s t-distribution with n − d degrees of freedom.
3 | GENERAL AGNOSTIC TESTS OF A GIVEN LEVEL
Oftentimes, an UMPU agnostic test does not exist or is difficult to derive. In such a situation, onemight be willing to use
an (α , β )-level test that is not uniformlymost powerful. A wide class of such tests can be obtained through the p-value
of standard hypothesis tests. The definition of p-value is revisited below.
Definition A nested family of standard tests forH0,Φ, is such that
1. For everyφ ∈ Φ,φ is a standard test.
2. The function g : Φ→ [0, 1], g (φ) = αφ is bijective.
3. Ifφ1,φ2 ∈ Φ and αφ1 ≤ αφ2 , then {x ∈ X : φ1(x ) = 1} ⊂ {x ∈ X : φ2(x ) = 1}.
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Example Let λ(x ) = − log
( supθ0∈H0 fθ0 (x )supθ∈Θ fθ (x ) ) . The collection of generalized likelihood ratio tests,Φ = {φλ,k ,k : k ≥ 0}, is a
nested family of standard tests forH0.
Definition LetΦ denote a nested family of standard tests forH0 . The p-value ofΦ againstH0 , pH0,Φ : X → [0, 1] is such
that pH0,Φ(x ) = inf{αφ : φ ∈ Φ ∧ φ(x ) = 1}.
Intuitively, ifH0 is rejected whenever the p-value is smaller than α , then the type I error is controlled by α . Similarly,
onemight expect that ifH0 is acceptedwhenever the p-value is larger than 1− β , then the type II error is controlled by β .
theorem 8 provides conditions under which this reasoning is valid.
Theorem 8 LetΦ be a nested family of standard tests forH0 such that, for everyφ ∈ Φ,φ is an unbiased test. Assume thatΘ
is a connected space and that, for every x ∈ X,Ðθ (pH0,Φ(x ) ≤ t ) is a continuous function over θ. Let p = pH0,Φ . Then, the test
φ1−p,β ,1−α , i.e.,
φ1−p,β ,1−α (x ) =

0 , if p(x ) ≥ 1 − β
1 , if p(x ) < α
1
2 , otherwise.
is a (α , β )-level test forH0.
General Linear Hypothesis in Regression Analysis Consider the linear regression setting (section 2.2) and the general
linear hypothesis
H0 : Ëβ = γ0
whereË is a q × d matrix and γ0 ∈ Òq . A particular case of this problem is the ANOVA test (Neter et al., 1996). There
exists no UMPU test forH0 (Geisser and Johnson, 2006). However, the F-statistic
F =
(Ëβ̂ − γ0)t (Ë(ØtØ)−1Ët )−1(Ëβ̂ − γ0)q−1
(y −Øβ)t (y −Øβ)(n − p)−1
is such that, for every k ≥ 0, φF ,k ,k is unbiased for H0 (Monahan, 2008). Furthermore, it can be shown that pH0,Φ =
Fq ,n−1(F ), where Fq ,n−1(·) denotes the cumulative distribution function of a Snedecor’s F-distribution random variable
with (q , n − 1) degrees of freedom. Since all conditions in theorem 8 are satisfied,φ1−Fq ,n−1(F ),β ,1−α is a (α , β )-level test.
Permutation Test Let X = (X1, . . . ,Xm ) and Y = (Y1, . . . ,Yn ) be i.i.d. samples from continuous distributions, FX and
FY . Also, consider that H0 : FX = FY and Θ = {(FX , FY ) : FX is stocastically larger than FY }. Let pH0 (X,Y) be a p-
value based on a permutation test such that, if Y′ = (Y ′1 , . . . ,Y ′n ) is such that, for every i = 1, . . . , n , y ′i ≥ yi , then
pH0 (X,Y′) ≥ pH0 (X,Y). It follows from Lehmann and Romano (2006, Lemma 5.9.1) that pH0 is unbiased for H0. Also,
under the topology induced by the total variationmetric,Θ is connected andÐθ (pH0 ≤ t ) is continuous over θ. Conclude
from theorem 8 thatφ1−pH0 ,β ,1−α is a (α , β )-level agnostic test.
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φ(x ) = 0
R (x )
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φ(x ) = 1
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φ(x ) = 1/2
F IGURE 3 φ(x ) is an agnostic test based on the region estimator, R (x ), for testingH0.
4 | CONNECTIONS TO REGION ESTIMATION
There exist several known equivalences between standard tests and region estimators (Bickel and Doksum, 2015,
p.241). For example, every region estimator is equivalent to a collection of bilateral standard tests. Also, standard tests
for more general hypothesis can be obtained as the indicator that the hypothesis intercepts a region estimator. These
connections are useful for providing amethod of obtaining and interpreting standard hypothesis tests.
The following subsections show that similar results hold for the agnostic tests that were obtained previously.
Section 4.1 presents a general method for obtaining agnostic tests from confidence regions. Furthermore, it shows how
this method relates to logical coherence and to the unilateral tests in section 2. Section 4.2 presents an equivalence
equivalence between nested region estimators and collections of bilateral agnostic tests.
4.1 | Agnostic tests based on a region estimator
An agnostic test can have other desirable properties besides controlling both the type I and type II errors. For instance,
Esteves et al. (2016); Stern et al. (2017) show that agnostic tests can bemade logically consistent. That is, it is possible to
test several hypothesis using agnostic hypothesis tests in such a way that it is impossible to obtain logical contradictions
between their conclusions. This property generally cannot be obtained using standard tests (Izbicki and Esteves, 2015).
Logically consistent agnostic tests are connected to region estimators, as summarized below.
Definition A region estimator is a function R : X → P(Θ).
Agnostic test based on a region estimator Let R (x ) be a region estimator and H0 ⊆ Θ. The agnostic test based on R
for testingH0,φH0,R is such that
φH0,R (x ) =

0 , if R (x ) ⊆ H0
1 , if R (x ) ⊆ H c0
1
2 , otherwise.
Figure 3 illustrates this procedure.
Definition A collection of tests, (φH0 )H0∈H is based on a region estimator if there exists a region estimator, R (x ), such
that, for everyH0 ∈ H,φH0 is based on R .
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Theorem 9 (Esteves et al. (2016)) Let (φH0 )H0∈σ(Θ) be a collection of agnostic tests such that σ(Θ) is a σ-field overΘ and,
for every θ ∈ Θ, {θ } ∈ σ(Θ). (φH0 )H0∈σ(Θ) is logically consistent if and only if it is based on a region estimator.
It follows from theorem 9 that the collection of tests based on a region estimator is logically consistent. theorem 10
shows that, if this region estimator has confidence 1 − α , then the tests based on it also control both the type I and II
errors by α .
Theorem 10 If R (x ) is a region estimator for θ with confidence 1 − α andφH0,R is an agnostic test for H0 based on R , then
φH0,R is a (α , α)-size test.
Furthermore, the unilateral tests that were developed in Sections 2 and 3 are based on confidence regions. In order
to present such regions, theorem 13 uses Assumptions 11 and 12.
Assumption 11 LetH0,θ∗ : θ(1) ≤ θ∗.
(
φH0,θ∗
)
θ∗∈Ò
is a collection of agnostic tests such that
(a) If θ1 ≤ θ2 andφH0,θ1 (x ) = 0, thenφH0,θ2 (x ) = 0(b) If θ1 ≤ θ2 andφH0,θ2 (x ) = 1, thenφH0,θ1 (x ) = 1.
Assumption 12 Let H0,θ∗ : θ(1) ≤ θ∗.
(
φH0,θ∗
)
θ∗∈Ò
is a collection of agnostic tests such that for every θ ∈ Θ such that
θ(1) = θ∗,Ðθ
(
φH0,θ∗ =
1
2
)
≥ 1 − 2α
Assumption 11 requires that a collection of unilateral tests satisfy a weak form of logical coherence. That is, if
θ1 ≤ θ2 and the collection of tests accepts that θ ≤ θ1, then it accepts that θ ≤ θ2. Similarly, if θ1 ≤ θ2 and the collection
of tests rejects that θ ≤ θ2, then it also rejects that θ ≤ θ1. Assumption 12 requires that, for every test in the collection,
the probability of the no-decision alternative in the border point of H0 is at least 1 − 2α . Theorem 13 shows that a
collection of unilateral tests that satisfy Assumptions 11 and 12 is based on a confidence region of confidence 1 − 2α .
Theorem 13 For each, θ∗, letH0,θ∗ : θ(1) ≤ θ∗. If
(
φH0,θ∗
)
θ∗∈Ò
satisfies Assumption 11, then there exists a region estimator,
R (x ), such that, for every θ∗,φH0,θ∗ is based on R (x ). Furthermore, if Assumption 12 holds, then R (x ) is a confidence region for
θ with confidence 1 − 2α .
It is possible to use theorems 10 and 13 in order to extend a collection of unilateral tests to a larger collection of
tests. If the collection of unilateral tests satisfies Assumptions 11 and 12, then it follows from theorem 13 that these
tests are based on a region estimator, R (X ), with confidence 1−2α . Therefore, it follows from theorem10 that, for every
H0 of the type θ(1) ∈ Θ0 ⊆ Ò, the test forH0 based on R (X ) has size (2α , 2α). Furthermore, it follows from theorem 9
that the collection of these tests is logically coherent. theorem 14 summarizes these conclusions.
Corollary 14 For each, θ∗, letH0 : θ(1) ≤ θ∗. Also, assume that
(
φH0,θ∗
)
θ∗∈Ò
satisfies Assumptions 11 and 12. Let R (X ) be
such as in theorem 13. Consider the collection of agnostic tests (φH0,Θ0 ,R )Θ0⊂Ò, where H0,Θ0 : θ(1) ∈ Θ0 (recall Section 4.1).Then
(i) this collection is logically coherent,
(ii) each test is this collection has size (2α , 2α), and
(iii) this collection is an extension of the collection (φH0,θ∗ )θ∗∈Ò
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Under weak conditions, the tests that were developed in theorems 2 and 5 satisfy Assumptions 11 and 12. As a
result, they can be used in theorems 13 and 14. These results are presented in theorems 15 and 17 and illustrated in
sections 4.1 and 4.1.
Corollary 15 Consider the setting of theorem2, and letH0,θ∗ : θ ≤ θ∗ . The collectionφH0,θ∗ of UMP (α , α)-level test presented
in theorem 2 is based on a region estimator, R (X ). Furthermore, ifT is such thatÐθ (T ≤ t ) is continuous over θ, then R (X ) has
confidence 1 − 2α for θ.
Agnostic z-test Consider again section 2.1. For each µ∗ ∈ Ò, let H0,µ∗ : µ ≤ µ∗. Let α ≤ 0.5 and
(
φH0,µ∗
)
µ∗∈Ò
be
the collection of UMP (α , α)-level tests in section 2.1. By defining the constants a1 = σn−0.5Φ−1(1 − α) and a2 =
σn−0.5Φ−1(α), note that φH0,µ∗ = φX¯ ,µ∗−a1,µ∗−a2 . It follows that
(
φH0,µ∗
)
µ∗∈Ò
is based on the region estimator R (X ) =
[X¯ − a1, X¯ − a2], which is a 1 − 2α confidence interval for µ.
Assumption 16 For each θ∗ ∈ Ò, letVθ∗ be such as in Assumption 4 when θ(1) = θ∗. There exists a function, g (v , θ), which is
decreasing over θ and such that g (Vθ , θ) is ancillary.
Corollary 17 For each θ∗ ∈ Ò, let H0,θ∗ : θ(1) ≤ θ∗. Under Assumption 4 and α ≤ 0.5, letφH0,θ∗ be the UMPU (α , α)-level
test presented in theorem 5. Under Assumption 16, the collection (φH0,θ∗ )θ∗∈Θ is based on a region estimator, R (X ), which hasconfidence 1 − 2α for θ.
Agnostic t-test Consider again section 2.2. For each µ∗ ∈ Ò, let H0,µ∗ : µ ≤ µ∗. Let α ≤ 0.5 and
(
φH0,µ∗
)
µ∗∈Ò
be the
collection of UMP (α , α)-level tests in section 2.2. By defining S =
√
(n − 1)−1 ∑ni=1 (Xi − X¯ )2, a1 = n−0.5St−1n−1(1 − α)
and a2 = n−0.5St−1n−1(α), note thatφH0,µ∗ = φX¯ ,µ∗−a1,µ∗−a2 . It follows that
(
φH0,µ∗
)
µ∗∈Θ
is based on the region estimator
R (X ) = [X¯ − a1, X¯ − a2], which is a 1 − 2α confidence interval for µ.
4.2 | Agnostic tests based on nested region estimators
Contrary to the unilateral tests, the bilateral tests in section 2 are not based on region estimators. Indeed, while these
bilateral tests can accept a precise hypothesis, this feature cannot be obtained in tests based on region estimators.
However, similarly to the case for standard tests, there exists an equivalence between collections of bilateral agnostic
tests and pairs of nested region estimators. Indeed, it is possible to obtain from one another a nested pair of 1 − α and
β confidence regions and a collection of bilateral (α , β )-size tests. Section 4.2 prepares for this equivalence, which is
established in theorem 18.
Agnostic test based on nested region estimators Let R1(x ) and R2(x ) be region estimators such that, R1(x ) ⊆ R2(x )
andH0 ⊆ Θ. The agnostic test based on R1 and R2 for testingH0,φH0,R1,R2 , is
φH0,R1,R2 (x ) =

0 , ifH0 ⊆ R1
1 , if R2 ⊆ H c0
1
2 , otherwise.
Figure 4 illustratesφH0,R1,R2 whenH0 : θ = θ0.
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θ0
Accept H0
Sample 3
Agnostic about H0
Sample 2
Reject H0
Sample 1
Confidence Interval
R1
R2
F IGURE 4 Illustration of the agnostic test based on R1 and R2 (section 4.2) whenH0 : θ = θ0.
Agnostic t-test Consider section 2.2. For each µ∗ ∈ Ò, let H0,µ∗ : µ = µ∗. The UMPU agnostic test is based on the
region estimators
R1(x ) =
[
X¯ − tn−1(0.5(1 + β ))
√
S2/n, X¯ + tn−1(0.5(1 + β ))
√
S2/n
]
, and
R2(x ) =
[
X¯ − tn−1(1 − 0.5α)
√
S2/n, X¯ + tn−1(1 − 0.5α)
√
S2/n
]
Theorem 18 For each θ∗, letH0,θ∗ : θ(1) = θ∗.
1. If R1(x ) ⊆ R2(x ) are confidence regions for θ with confidence 1− β and α , then for every θ∗ ∈ Ò,φH0,θ∗ ,R1,R2 is a (α , β )-size
test.
2. Let (φH0,θ∗ )θ∗∈Ò be a collection of (α , β )-size tests. If for every θ ∈ Θ such that θ(1) = θ∗, Ðθ (φH0,θ∗ = 0) = β and
Ðθ (φH0,θ∗ = 1) = α , then there exist region estimators, R1(x ) and R2(x ), such that R1(x ) ⊆ R2(x ), R1(x ) and R2(x ) are
confidence regions for θ with, respectively, confidence 1 − β and α and such thatφH0,θ∗ is based on R1(x ) and R2(x ).
5 | CONSISTENT AGNOSTIC TESTS
A sequence of agnostic tests, which is indexed on the sample size, is consistent if there exists a large enough sample
such that, with high probability, the test acceptsH0 underH0 and rejectH1 underH1. That is, a sequence of agnostic
tests is consistent if the respective sequence of power functions converges to 1 as the sample size goes to infinity. This
notion is formalized in section 5.
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Definition A sequence of agnostic tests forH0, (φn )n∈Î, is consistent if, for every θ ∈ Θ, limn→∞ piφn (θ) = 1.
Under a wide variety of models, it is impossible to obtain consistent agnostic tests. A class of such models is
described in Assumption 19.
Assumption 19 (Non-separability betweenH0 andH1)
Θ is connected.
1.2 H0 < {∅,Θ}.
3. (φn )n∈Î is a sequence of agnostic tests forH0 such that, for every n ∈ Î and i ∈ {0, 12 , 1},Ðθ (φn = i ) is continuous over θ.
Assumption 19 is met in the examples presented in sections 2 and 3. Theorem 20 shows that, under Assumption 19,
it is impossible to obtain a consistent sequence of hypothesis test.
Theorem 20 Under Assumption 19, if (φn )n∈Î is a sequence of (α , β ) − si ze tests, wheremax(α , β ) < 1, then (φn )n∈Î is
not consistent. Furthermore, under the same assumption, if limn→∞ αn = 0, limn→∞ βn = 0 and (φn )n∈Î is a sequence of
(αn , βn )-size tests, then for some θ ∈ Θ, limn→∞ Ðθ
(
φn =
1
2
)
= 1.
Despite theorem 20, consistency can be obtained by relaxing the control over the test’s errors. In particular, one
might drop the requirement that the type II error probability be controlled uniformly over all points in the alternative
hypothesis. The remainder of this section explores alternativemethods of controlling the type II error probabilities.
One alternative way to control the type II error probabilities is to require solely that supθ∈H ′
1
Ðθ (φ = 0) ≤ β , where
H ′1 is a subset of H1 which is relevant for the practitioner. One procedure to choose H ′1 in practice is to determine a
desired effect size through expert knowledge elicitation. The effect size is often easier to interpret than the value of the
parameter itself. This procedure is similar to what is often done in power calculations (Neter et al., 1996).
Example (Agnostic linear regression)Consider the linear regression setting in section 2.2. Also, onewishes to test the
hypothesisH0 : βk = 0with the agnostic hypothesis test,φT ,c0,c1 (section 2.1), whereT =
 β̂k√Ö̂[β̂k ]
. For every θ ∈ Θ, the
probability thatφT ,c0,c1 acceptsH0 is
Ðθ (T ≤ c0) = Ðθ
©­­«−c0 ≤
β̂k√
Ö̂[β̂k ]
≤ c0
ª®®¬ = Ðθ
©­­­­«
−c0 ≤
β̂k −βk√
Ö[β̂k ]
+
βk√
Ö[β̂k ]√
Ö̂[β̂k ]Ö[β̂k ]−1
≤ c0
ª®®®®¬
= Ð
(
−c0 ≤ Tn−d−1,δk ≤ c0
)
, (1)
whereTp,δ has a non-central t -distribution with p degrees of freedom and non-centrality parameters δ , that is, δk =
βk√
Ö[β̂k ]
=
dk√
ak
, ak is the k -th element of the diagonal of thematrix (ØtØ)−1, and dk = βkσ is the Cohen’s d effect size of
the k -th variable onY (Cohen, 1977).
A practitioner can determine a desired Cohen’s effect size value, d ∗
k
and a β ∈ (0, 1), and use Equation (1) to choose
c0 such that the type II error is β when the effect size is d ∗k . Since, when δ > δ′,Tp,δ stochastically dominatesTp,δ′ this
procedure guarantees that
sup
θ∈H ′
1
Ðθ (φ = 0) = β ,
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where H ′1 = {θ ∈ Θ : δk√ak ≥ d ∗k }. That is, type II error probabilities are controlled by β for every parameter value
with effect size greater or equal to d ∗
k
. Note that, when d ∗
k
= 0, the test which is obtained is the standard (α , β )-level test
forH =0 in Section 2.2 when k = (0, . . . , 0, 1, 0, . . . , 0) and c = 0.
The next example applies the derivation in Section 5 to a real dataset.
Example The Swiss Fertility and Socioeconomic Indicators (1888) Data (Mosteller and Tukey, 1977), contains a fertility
measure and socio-economic indicators for 47 French-speaking provinces of Switzerland. Table 1 presents the estimates
of regressing the infant mortality rate over the other covariates using d ∗
k
= 0.25, for every k , α = 0.05, and β = 0.2. The
analysis indicates that both the agriculture index of a province and the percentage of catholics on it are not associated
to its infant mortality rate. On the other hand, there is an association between fertility and infant mortality rate. Finally,
it is not possible to assert whether education and examination (percentage of draftees receiving highest mark on army
examination) are associated to the response variable. Figure 5 shows the probability of each decision as a function of
Cohen’s d effect size.
Estimate Std. Error t-value p-value Decision
(Intercept) 8.667 5.435 1.595 0.119 Accept
Fertility 0.151 0.054 2.822 0.007 Reject
Agriculture -0.012 0.028 -0.418 0.678 Accept
Examination 0.037 0.096 0.385 0.702 Agnostic
Education 0.061 0.085 0.719 0.476 Agnostic
Catholic 0.001 0.015 0.005 0.996 Accept
TABLE 1 Agnostic regression analysis over the Swiss dataset (section 5).
While controlling the type II error probabilities only for a class of effect sizes, such as illustrated in sections 5
and 5, it is possible to obtain a consistent sequence of agnostic hypothesis tests. Section 5 illustrates this possibility in a
bilateral z -test.
Example Let X1, . . . ,Xn be a i.i.d. sample with Xi ∼ N (µ,σ2), where µ ∈ Ò and σ2 is known. Let H0 : µ = 0, αn =
βn = exp(−o(n)), an = −Φ−1(0.5αn )σ√n , bn be such that bn ≤ an and b−1n = o(
√
n), cn = (−an ,−bn , bn , an ), and γn =
bn +
(
−2 log(√2piβn )
n
)0.5
. The agnostic test φX¯n ,cn controls the type I error by αn , and controls the type II error over
H ∗1 : |µ | > γn by βn . Furthermore, for every µ ∈ Ò, limn→∞ piφX¯n ,cn (µ) = 1. That is,
(
φX¯n ,cn
)
n∈Î
is consistent.
Section 5 shows that, if a sequence of tests doesn’t control the type II error probabilities in a neighborhood of
H0, then it can be consistent. This occurs because, contrary to H0 and H1 that satisfy Assumption 19, H0 and H ∗1 are
“probabilistically separated”. Also note that, since limn→∞ γn = 0, for every θ ∈ H1, there exists an n∗ after which the
error II probability for θ is controlled by βn .
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F IGURE 5 Probability of each decision for the regression coefficients on the Swiss dataset (section 5).
6 | FINAL REMARKS
Since agnostic tests control the type I and II error probabilities, their outcomes aremore interpretable than the ones
obtained using standard hypothesis tests. This paper provides several procedures to construct agnostic tests. In several
statistical models, (unbiased) uniformlymost powerful agnostic tests are obtained. When such tests are unavailable,
an alternative that is based on standard p-values is presented. The paper also provides several links between region
estimators and agnostic tests, which shows in particular that (α , β )-level tests can be fully coherent from a logical
perspective. Finally, we have shown that although one cannot obtain consistency in agnostic tests that control type I and
type II error probabilities uniformly, this goal can be achieved by relaxing the control of the type II error probabilities.
An R package that implements several of the agnostic tests developed here is available at https://github.com/
vcoscrato/agnostic.
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8 | DEMONSTRATIONS
Definition Let g0(x ) = É(x = 0) and g1(x ) = É(x = 1).
Lemma 21 For every agnostic test,φ,
1. g0(φ) and g1(φ) are standard tests.
2. for every θ ∈ Θ,Ðθ (g0(φ) = 1) = Ðθ (φ = 0) andÐθ (g1(φ) = 1) = Ðθ (φ = 1).
3. Ifφ is unbiased, then g1(φ) is unbiased forH0 and g0(φ) is unbiased forH ∗0 = H1.
Proof of theorem 21 The first two items follow directly from section 2 and the definitions of g0 and g1. Next, ifφ is
unbiased, then αφ + βφ ≤ 1. Also,
sup
θ1∈H1
Ðθ1 (g0(φ) = 1) = sup
θ1∈H1
Ðθ1 (φ = 0) = βφ
Ðθ0 (g0(φ) = 1) = Ðθ0 (φ = 0) ≥ βφ for every θ0 ∈ H0
That is, g0(φ) is unbiased forH ∗0 . Similarly, g1(φ) is unbiased forH0.
Lemma 22 Let c, c0, c1 ∈ Ò, c0 ≤ c1 andφ be an agnostic test. Also, define H0 : θ0 ≤ θ∗ and H1 : θ > θ∗, and let θ0 ∈ H0
and θ1 ∈ H1. Under Assumption 1,
1. IfÐθ∗ (φT ,c0,c1 = 1) ≥ Ðθ∗ (φ = 1), thenÐθ1 (φT ,c0,c1 = 1) ≥ Ðθ1 (φ = 1).
2. If βφT ,c0,c1 ≥ βφ , thenÐθ0 (φT ,c0,c1 = 0) ≥ Ðθ0 (φ = 0).3. IfÐθ∗ (φT ,c,c = 1) = Ðθ∗ (φ = 1), thenφT ,c,c  φ.
Proof
1. Let θ1 ∈ H1. Note that g1(φT ,c0,c1 ) = φT ,c1,c1 . Furthermore, it follows from Theorem 21 that Ðθ∗ (g1(φT ,c0,c1 ) =
1) ≥ Ðθ∗ (g1(φ) = 1). Therefore, by defining H ∗0 : θ = θ∗ and H ∗1 : θ = θ1, it follows from Assumption 1.2 and the
Neyman-Pearson lemma thatÐθ1 (g1(φT ,c0,c1 ) = 1) ≥ Ðθ1 (g1(φ) = 1). The inequalityÐθ1 (φT ,c0,c1 = 1) ≥ Ðθ1 (φ = 1)
follows from Theorem 21.
2. Let θ0 ∈ H0 . Note thatg0(φT ,c0,c1 ) = 1−φT ,c0,c0 . Furthermore, it follows fromTheorem21 that supθ1∈H1 Ðθ1 (g0(φT ,c0,c1 ) =
1) ≥ supθ1∈H1 Ðθ1 (g0(φ) = 1) Therefore, by taking H ∗0 = H1 and H ∗1 = H0, it follows from Assumption 1.2
and the Karlin-Rubin theorem that Ðθ0 (g1(φT ,c0,c1 ) = 1) ≥ Ðθ0 (g1(φ) = 1). It follows from Theorem 21 that
Ðθ0 (φT ,c0,c1 = 0) ≥ Ðθ0 (φ = 0).
3. It follows from Theorem 22.1 that, for every θ1 ∈ H1,Ðθ1 (φT ,c,c = 1) ≥ Ðθ1 (φ = 1). Next, obtain fromÐθ∗ (φT ,c,c =
1) = Ðθ∗ (φ = 1) andφT ,c,c being a standard test, thatÐθ∗ (φT ,c,c = 0) ≥ Ðθ∗ (φ = 0). It follows from Theorem 21 that
Ðθ∗ (g0(φT ,c,c ) = 1) ≥ Ðθ∗ (g0(φ) = 1). By takingH0 : θ = θ∗ andH1 : θ = θ0, it follows fromAssumption 1.2 and the
Neyman-Pearson lemma thatÐθ0 (g1(φT ,c,c ) = 1) ≥ Ðθ0 (g1(φ) = 1). Obtain from Theorem 21 thatÐθ0 (φT ,c,c = 0) ≥
Ðθ1 (φ = 0). Conclude thatφT ,c,c  φ.
Proof of Theorem 2 Letφ be an arbitrary (α , β )-size agnostic test.
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1. Conclude fromAssumption 1 that
Pθ∗ (φT ,c0,c1 = 1) = α ≥ αφ ≥ Ðθ∗ (φ = 1)
βφT ,c0,c1
= β ≥ βφ (2)
It follows from eq. (2) and Theorem 22 that φT ,c0,c1  φ. Since φ was arbitrary, conclude that φT ,c0,c1 is an UMP
(α , β )-level agnostic test.
2. Either there exists c ∈ [c1, c0] such thatÐθ∗ (φT ,c,c = 1) = Ðθ∗ (φ = 1) or there exists no such c . If there exists such a
c , then it follows from Theorem 22 thatφT ,c,c  φ. Next, assume there exists no such c . Note thatφ has size (α , β )
and, therefore,
Ðθ∗ (φT ,c0,c0 = 1) = α ≥ Ðθ∗ (φ = 1).
SinceÐθ∗ (φT ,c,c = 1) decreases continuously over c , conclude that
Ðθ∗ (φT ,c1,c1 = 1) ≥ Ðθ∗ (φ = 1)
βφT ,c1,c1
= β ≥ βφ (3)
Conclude from eq. (3) and Theorem 22 thatφT ,c1,c1  φ.
Lemma 23 Let c, c0, c1 ∈ Ò, c0 ≤ c1 andφ be an unbiased test. Define H0 : θ(1) ≤ θ∗ and H1 : θ(1) > θ∗ and let θ¯ ∈ Θ be
such that θ(1) = θ∗. Under Assumption 4,
1. IfÐθ¯ (φV ,c0,c1 = 1) ≥ Ðθ¯ (φ = 1), then universalAltθ1 ∈ H1, piφV ,c0,c1 (θ1) ≥ piφ (θ1).2. IfÐθ¯ (φV ,c0,c1 = 0) ≥ βφ , then universalAltθ0 ∈ H0, piφV ,c0,c1 (θ0) ≥ piφ (θ0).
Proof
1. Let θ1 ∈ H1. Wewish to show thatÐθ1 (g1(φV ,c0,c1 ) = 1) ≥ Ðθ1 (g1(φ) = 1), Since g1(φV ,c0,c1 ) and g1(φ) are standard
tests, our strategy is to obtain the inequality from Lehmann and Romano (2006)[p.151]. In order to obtain this result,
Assumption 4 is used to show that g1(φV ,c0,c1 ) satisfies the required conditions.
LetΘ∗ = {θ ∈ Θ : θ(1) ≥ θ¯ }. Note that g1(φV ,c0,c1 ) = φV ,c1,c1 . Also, it follows fromTheorem21 that g1(φ) is unbiased
forH0 underΘ. SinceH0 ismore restrictiveunderΘ∗ , g1(φ) is alsounbiased forH0 underΘ∗ . Moreover, it follows from
Theorem 21 thatÐθ¯ (g1(φV ,c0,c1 ) = 1) ≥ Ðθ¯ (g1(φ) = 1). It follows fromAssumption 4 that, underΘ∗, αg1(φV ,c0,c1 ) ≥
αg1(φ). Putting all of the above conditions together, conclude thatÐθ1 (g1(φV ,c0,c1 ) = 1) ≥ Ðθ1 (g1(φ) = 1) by applying
Lehmann and Romano (2006)[p.151] inΘ∗. It follows directly from Theorem 21 thatÐθ1 (φV ,c0,c1 = 1) ≥ Ðθ1 (φ = 1),
which is equivalent to, piφV ,c0,c1 (θ1) ≥ piφ (θ1).2. Let θ0 ∈ {θ ∈ Θ : θ(1) < θ∗ }. Note that g0(φVc0,c1 ) = 1 − φV ,c0,c0 . Also, it follows from Theorem 21 that
g0(φ) is unbiased for H ∗0 = H1. Also, obtain from Theorem 21 and Assumption 4.2 that Ðθ¯ (g0(φV ,c0,c1 ) = 1) ≥
supθ1∈Θ1∪{θ} Ðθ1 (g0(φ) = 1). Therefore, by takingH ∗0 : θ(1) ≥ θ∗ , it follows from fromAssumption4andLehmannand
Romano (2006)[p.151] thatÐθ0 (g0(φV ,c0,c1 ) = 1) ≥ Ðθ0 (g0(φ) = 1). Conclude from Theorem 21 thatÐθ0 (φV ,c0,c1 =
0) ≥ Ðθ0 (φ = 0). Since θ0 was arbitrary in H ∗1 , conclude from Assumption 4.2 that, for every θ0 ∈ H ∗1 = H0,
Ðθ0 (φV ,c0,c1 = 0) ≥ Ðθ0 (φ = 0), that is, piφV ,c0,c1 (θ0) ≥ piφ (θ0).
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Proof of Theorem 5 Since α + β ≤ 1, obtain c0 ≤ c1. It follows from Assumption 4 that φV ,c0,c1 is a (α , β )-level test.
Let φ be an unbiased (α , β )-size test. Therefore, note that Ðθ¯ (φV ,c0,c1 = 1) = α ≥ αφ and Ðθ¯ (φV ,c0,c1 = 0) = β ≥ βφ .
Conclude from Theorem 23 thatφV ,c0,c1  φ.
Proof of theorem 7 Since α + β ≤ 1, obtain c1,l ≤ c0,l ≤ c0,r ≤ c1,r . Letφ be an unbiased (α , β )-size test and θ1 ∈ H1.
Since αg1(φV ,c) = αφV ,c ≥ αφ = αg1(φ), it follows fromAssumption 6 and Lehmann and Romano (2006)[p.151] that one
can obtain Ðθ1 (g1(φV ,c) = 1) ≥ Ðθ1 (g1(φ) = 1). Conclude from Theorem 21 that Ðθ1 (φV ,c = 1) ≥ Ðθ1 (φ = 1), which is
equivalent to, piφV ,c (θ1) ≥ piφ (θ1). Next, let θ0 ∈ H0. Sinceφ is an (α , β )-size test, for every θ1 ∈ H1, Ðθ1 (φ = 0) ≤ β . It
follows fromAssumption 6 thatÐθ0 (φ = 0) ≤ β , that is, piφ (θ0) ≤ β . Since piφV ,c (θ0) = β , obtain piφV ,c (θ0) ≥ piφ (θ0).
Definition A statistic,T ∈ Ò, is unbiased forH0 if, for every t ∈ Ò, θ0 ∈ H0 and θ1 ∈ H1,Ðθ0 (T ≤ t ) ≥ Ðθ1 (T ≤ t ).
Assumption 24
1. Θ is a connected space.
2. T is an unbiased statistic forH0.
3. For every t ∈ Ò,Ðθ (T ≥ t ) is a continuous function over θ.
Lemma 25 Under Assumption 24, for every t ∈ Ò,
sup
θ0∈H0
Ðθ0 (T > t ) = 1 − sup
θ1∈H1
Ðθ1 (T ≤ t )
Proof Let ∂H0 and ∂H1 denote the boundaries of H0 and H1. Since H1 = H c0 , ∂H0 = ∂H1. Also, sinceΘ is connected,
∂H0 , ∅. Therefore,
sup
θ0∈H0
Ðθ0 (T > t ) = 1 − infθ0∈H0 Ðθ1 (T ≤ t )
≥ 1 − inf
θ0∈∂H0
Ðθ0 (T ≤ t ) Assumption 24.3
= 1 − inf
θ1∈∂H1
Ðθ1 (T ≤ t )
≥ 1 − sup
θ1∈H1
Ðθ1 (T ≤ t ) Assumption 24.3 (4)
Furthermore,
sup
θ0∈H0
Ðθ0 (T > t ) = 1 − infθ0∈H0 Ðθ0 (T ≤ t )
≤ 1 − sup
θ1∈H1
Ðθ1 (T ≤ t ) Assumption 24.2 (5)
The proof follows from eqs. (4) and (5).
Lemma 26 IfΦ is a nested family of standard tests forH0 such that, for everyφ ∈ Φ,φ is unbiased forH0 , then 1 − pH0,Φ is an
unbiased statistic forH0.
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Proof For each t ∈ [0, 1], letφ∗t ∈ Φ be such that αφ∗t = t .
Ðθ0 (1 − pH0 ≤ t ) = 1 − Ðθ0 (pH0 < 1 − t )
= 1 − Ðθ0 (φ∗1−t = 1)
≥ 1 − αφ∗
1−t
≥ 1 − Ðθ1 (φ∗1−t = 1)
= 1 − Ðθ1 (pH0 < 1 − t ) = Ðθ1 (1 − pH0 ≤ t )
Proof of theorem 8
αφα ,β = sup
θ0∈H0
Ðθ0 (1 − pH0 (X ) > 1 − α)
= sup
θ0∈H0
Ðθ0 (pH0 (X ) < α) = α
βφα ,β = sup
θ1∈H1
Ðθ1 (1 − pH0 (X ) ≤ β )
= sup
θ1∈H1
Ðθ1 (pH0 (X ) ≥ 1 − β )
= sup
θ0∈H0
1 − Ðθ0 (pH0 (X ) < 1 − β ) = β theorems 25 and 26
Proof of theorem 10 Since R (x ) has confidence 1 − α ,Ðθ (θ < R (x )) ≥ α , for every θ ∈ Θ. Therefore,
αφR ,H0
= sup
θ0∈H0
Ðθ0 (φR ,H0 = 1) = sup
θ0∈H0
Ðθ0 (R (X ) ⊆ H c0 ) ≤ sup
θ0∈H0
Ðθ0 (θ0 < R (X )) ≤ α
βφR ,H0
= sup
θ1∈H1
Ðθ1 (φR ,H0 = 0) = sup
θ1∈H1
Ðθ1 (R (X ) ⊆ H0) ≤ sup
θ1∈H1
Ðθ1 (θ1 < R (X )) ≤ α
Proof of theorem 13 Let θ∗ ∈ Ò and R1(x ) be a set. We write θ∗ < R1(x ) if, for every θ(1) ∈ R1(x ), θ∗ < θ(1). Also,
θ∗ > R1(x ) if, for every θ(1) ∈ R1(x ), θ∗ > θ(1).
For each x ∈ X, let R1(x ) =
{
θ(1) : φH0,θ(1) (x ) = 12
}
. If φH0,θ∗ (x ) = 1, then conclude from Assumption 11 that for
every θ(1) ≤ θ∗, φH0,θ(1) (x ) = 1. Therefore, if φH0,θ∗ (x ) = 1, θ∗ < R1(x ). Similarly, if φH0,θ∗ (x ) = 0, then it follows from
Assumption 11 that θ∗ > R1(x ). Since φH0,θ∗ (x ) ∈
{
0, 12 , 1
}, conclude that φH0,θ∗ (x ) = 1 if and only if θ∗ < R1(x ) and
φH0,θ∗ (x ) = 0 if and only if θ∗ > R1(x ). That is, for every θ∗,φH0,θ∗ is based on R (x ) := R1(x ) ×Ò × . . . ×Ò forH0,θ∗ .
Finally, if Assumption 12 holds, then for every θ ∈ Θ,
Ðθ (θ ∈ R (X )) = Ðθ (θ(1) ∈ R1(X )) = Ðθ
(
φH0,θ(1) =
1
2
)
≥ 1 − 2α
That is, R1(X ) has confidence 1 − 2α for θ(1) and R (X ) has confidence 1 − 2α for θ.
Proof of theorem 14 Follows directly from theorems 9, 10 and 13.
Proof of theorem 15 Let T be such as in Assumption 1 and θ1, θ2, θ3 ∈ Θ be such that θ1 ≤ θ2 ≤ θ3. It follows
from theorem 2 that φH0,θi = φT ,c0,θi ,c0,θi , where c0,θi and c1,θi are such that supθ1∈H1,θi Ðθ1 (T ≤ c0,θi ) = α andsupθ0∈H0,θi Ðθ0 (T > c1,θi ) = α . Since θ1 ≤ θ2, H0,θ1 ⊂ H0,θ2 . Therefore, c1,θ1 ≤ c1,θ2 , that is, if φT ,c0,θ2 ,c1,θ2 (x ) = 1,
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thenφT ,c0,θ1 ,c1,θ1 (x ) = 1. Similarly, ifφT ,c0,θ3 ,c1,θ3 (x ) = 0, thenφT ,c0,θ2 ,c1,θ2 (x ) = 0. Conclude that, ifφH0,θ2 (x ) = 0, then
φH0,θ3
(x ) = 0 and, ifφH0,θ2 (x ) = 1 thenφH0,θ1 (x ) = 1. Also, for every θ∗ ∈ Θ, it follows from theorem 2 and the continuity
ofÐθ (T ≤ t ) over θ thatÐ
(
φH0,θ∗ =
1
2
)
= 1 − 2α . The proof follows directly from theorem 13.
Proof of theorem 17 Since g (Vθ , θ) is ancillary, there exist vα and v1−α such that, for every θ ∈ Θ,Ðθ ((Vθ , θ) ≤ vα ) = α
and Ðθ (g (Vθ , θ) > v1−α ) = α . Since g (v , θ) is decreasing over θ, for every θ ∈ Θ, Ðθ (Vθ ≤ g−1(vα , θ)) = α and
Ðθ (Vθ > g−1(v1−α , θ)) = α . Conclude from theorem 5 that
φH0,θ∗ = φVθ∗ ,g−1(vα ,θ∗),g−1(v1−α ,θ∗) (6)
Let θ1 ≤ θ2 ≤ θ3. Since g−1(v , θ) is increasing over θ, conclude from eq. (6) that, if φH0,θ2 (x ) = 1, then φH0,θ1 (x ) = 1.Also, if φH0,θ2 (x ) = 0, then φH0,θ3 (x ) = 0. Also, it follows from theorem 5 that, for every θ ∈ Θ such that θ(1) = θ∗,
Ðθ
(
φH0,θ∗ =
1
2
)
= 1 − 2α . The proof follows directly from theorem 13.
Proof of theorem 18 Let
R
(1)
1 (x ) =
{
θ∗ ∈ Ò : φH0,θ∗ = 0
}
R
(1)
2 (x ) =
{
θ∗ ∈ Ò : φH0,θ∗ ∈
{
0,
1
2
}}
R1(x ) = R (1)1 (x ) ×Ò × . . . ×Ò
R2(x ) = R (1)2 (x ) ×Ò × . . . ×Ò
By construction R1(x ) ⊆ R2(x ), φH0,θ∗ (x ) = 0 if and only if {θ∗ } ⊆ R (1)1 (x ) (and thus φH0,θ∗ (x ) = 0 if and only if
H0,θ∗ ⊆ R1(x )) andφH0,θ∗ (x ) = 1 if and only if R (1)2 (x ) ⊆ {θ∗ }c (and thusφH0,θ∗ (x ) = 1 if and only if R2(x ) ⊆ H c0,θ∗ ). That
is,φH0,θ∗ (x ) is based on R1(x ) and R2(x ). Furthermore, for every θ ∈ Θ,
Ðθ (θ ∈ R1(X )) = Ðθ (θ(1) ∈ R (1)1 (X )) = Ðθ (φH0,θ(1) = 0) = β
Ðθ (θ < R2(X )) = Ðθ (θ(1) < R (1)2 (X )) = Ðθ (φH0,θ(1) = 1) = α
Conclude that R1(X ) and R2(X ) are confidence regions with confidence of, respectively, β and 1 − α .
Proof of theorem 20 SinceΘ is connectedandH0 < {∅,Θ}, ∂H0 , ∅. Let θ∗ ∈ ∂H0 . Ifφn has size (αn , βn ), supθ0∈H0 Ðθ0 (φn =
1) ≤ αn and supθ1∈H1 Ðθ1 (φn = 0) ≤ βn . It follows from the continuity of Ðθ (φn = i ) that Ðθ∗ (φn = 1) ≤ αn and
Ðθ∗ (φn = 0) ≤ βn . Therefore, for the first part of the theorem, piφn (θ∗) ≤ max(α , β ) < 1. That is, limn→∞ piφn (θ∗) , 1
and (φn )n∈Î is not consistent. For the second part of the theorem, Since limn→∞ αn = limn→∞ βn = 0, one obtains that
limn→∞ Ðθ∗
(
φn =
1
2
)
= 1.
