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Within this work, a hybrid computational aeroacoustics method is devised, im-
plemented and applied to two enclosed, reactive configurations. It comprises a
finite volume based flow solver, a discontinuous Galerkin based acoustics tool and
a coupling layer, which bridges the different numerical schemes and physical phe-
nomena. In addition to traditional aeroacoustic problems, the method is applicable
to enclosed configurations with complex geometries, while maintaining the favor-
able computational efficiency of common hybrid methods. Its key components are
the newly developed acoustics solver and the corresponding coupling layer.
In the following, the motivation for the developed method is laid out, followed
by an overview of the current state of research. The chapter concludes with a
specification of the aims of this work and an outline of its structure.
1.1 Motivation
According to the 2017 Industry Forecast of the IATA1, commercial passenger air
traffic2 saw a steady growth of 5.2% to 7.4% between 2011 and 2016 [56]. The
IATA 20 Forecast [55] estimates that passenger air traffic will nearly double un-
til 2036. The increasing amount of air traffic however, entails severe ecological
challenges. Without exception, all currently operated commercial passenger air-
craft are propelled by the combustion of fuel and hence emit CO2, NOx and noise.
To counteract the environmental and health damages these emissions bring about,
the aircraft manufacturers agreed to implement the SRIA3 agenda, which specifies
a reduction of CO2, NOx and noise emissions by 75%, 90% and 65%, respectively
until 2050 [1]. These ambitious goals, in particular the NOx reduction, can only
be met by the comprehensive migration towards lean premixed combustion based
aero engine designs [28].
Compared to conventional rich-quench-lean setups, these next generation com-
bustion systems are more prone to thermoacoustic instabilities caused by combus-
tion noise [28, 81]. Combustion noise originates from the unsteady heat release
1 IATA: International Air Transport Association
2 In terms of total Revenue Passenger Kilometers (RPK), i.e. the number of passengers aboard a
vehicle times the traveled distance.
3 SRIA: Strategic Research and Innovation Agenda
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of a fluctuating flame. When reflected, the acoustic waves can instigate these fluc-
tuations, causing the two phenomena to amplify each other. This constructive in-
terference results in excessive sound pressure levels and flame deflection, which
can ultimately lead to the destruction of the combustor [28, 17]. For this reason,
improved methods for the prediction and investigation of combustion noise and
thermoacoustic instabilities are crucial for the implementation of the SRIA goals.
In this regard, the numerical simulation of combustion noise problems by means
of Computational Aeroacoustics (CAA) is an economical alternative to experiments.
Compared to the field of Computational Fluid Dynamics (CFD), CAA simulations
involve a much wider range of physical scales [25, 128, 138] while at the same time
requiring a higher numerical accuracy. This combination considerably increases the
computational cost of Direct Noise Computation (DNC) simulations [25, 128, 138].
As a consequence, hybrid CAA methods were developed, which are based on the
notion of using two separate numerical tools, that provide optimal computational
efficiency and numerical accuracy for their respective sub problem.
Historically, CAA has been focused on external aeroacoustics, where the sound
emission on the environment was investigated [139, 138]. However, combus-
tion noise differs significantly from this assumption, since sound generation and
propagation are confined to coinciding, enclosed domains. Traditional hybrid CAA
methods are based on domain decomposition and are hence not applicable to com-
bustion noise problems. Moreover, the corresponding CAA solvers fail to reliably
account for the complex geometries of technical combustion systems, due to their
limitation to smooth, structured computational meshes. Consequently, novel hy-
brid CAA methods and CAA solvers are required, that qualify for combustion noise
simulations in industrial environments.
1.2 State of Research
The following section aims to classify the current method with regard to existing
approaches. To this end, research activities in the field of hybrid CAA methods are
summarized, starting from CAA in general and narrowing down from combustion
noise applications to hybrid CAA methods, with the focus on the CFD-CAA coupling
schemes.
Computational Aeroacoustics
The foundation of aeroacoustics was laid by Sir James Lighthill in the 1950s by pio-
neering his acoustic analogy [83, 84]. Sparked by the immense noise generation of
jet engines, which saw an increasing adoption in commercial aircraft designs, the
main subject of research was jet noise, airframe, propeller and combustion noise
2
[129, 139, 138, 28]. Due to the growing availability of computational power in
the 1990s, the field of aeroacoustics saw a transition towards numerical methods,
which allowed the investigation of more complex setups and phenomena. This
novel discipline, referred to as Computational Aeroacoustics, established the on-
going "second golden age of aeroacoustics" [79]. Colonius and Lele [25] classify
the various CAA methods into two categories, DNC simulations, that treat flow and
acoustic fields at once and hybrid CAA methods, where both fields are computed
separately. By accounting for all relevant phenomena in a single simulation, the
DNC can provide the most accurate results. Such simulations however, entail sig-
nificant computational costs, as they need to resolve much smaller time and larger
length scales than in most CFD applications [25, 128, 138]. At the same time, CAA
problems require very long integration times and distances in order to account for
low frequencies and far-field propagation. This calls for more rigorous require-
ments regarding the numerical accuracy of the employed discretization schemes
[25, 128, 138], which further increases the computational effort. DNC simulations
are therefore mostly used to study individual phenomena or to provide reference
solutions [25, 138]. Compared to DNC, hybrid CAA methods can significantly re-
duce the computational effort by capturing the acoustics in a separate, dedicated
simulation that augments the flow simulation. In such a setup, both simulations
can operate at significantly lower computational cost, since their temporal and spa-
tial resolutions, their sets of governing equations and their numerical schemes can
be optimized for the respective problems. Consequently, a wide range of hybrid
setups for various applications is currently used [125].
CAA for Combustion Noise
In external aeroacoustics, hybrid methods are typically based on a domain decom-
position, where the regions of noise generation and acoustic wave propagation
are treated separately. When studying combustion noise however, enclosed con-
figurations are common and a decomposition is not feasible, since both domains
coincide. Accordingly, DNC simulations have been more common, covering sim-
ple laboratory scale combustors [92], complex gas turbine combustors [53, 114,
43, 15] and complete, annular combustors [38, 87]. However, these simulations
entail computational costs of several million CPU hours, and even on large high
performance computers take months to complete. For this reason, hybrid methods
were developed, that are based on a decomposition by physical phenomena [48],
instead of the computational domains. In such hybrid simulations, the flow field
is split from the acoustic field and accounted for by incompressible or low Mach
number governing equations. The resulting noise sources and the temporal mean
flow field are then used as input for the acoustics simulation.
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Commonly used hybrid CAA methods are based on one-dimensional, analytical
approaches [28] such as network models [86, 47, 135]. These provide limited
accuracy on the one hand, but require very few computational time on the other
hand. Consequently, they can easily be repeated for e.g. testing different design
parameters. Other methods, which take more of the combustor’s geometric fea-
tures into account, can deliver more reliable predictions. They either operate in
frequency [49, 45] or time domain. In particular in time-domain, hybrid CAA tools
were successfully applied to academic, open flames [57, 41], simple [36, 68, 61,
67] and more complex, enclosed configurations [31].
Hybrid CAA in Time Domain
In the context of hybrid CAA with conforming domains, specialized CAA govern-
ing equations, such as the Linearized Euler Equations (LEE) are employed, which
describe a variation around a reference flow state. In addition to the desired acous-
tic modes, the LEE account for entropy and vortical modes, which are prone to
instabilities and hence require special treatment [9, 111]. Due to this limitation,
alternative governing equations were proposed [126, 120, 34, 119, 98]. In partic-
ular the Acoustic Perturbation Equations (APE) [33, 34] have seen wide adoption,
due to their unconditional stability. For combustion noise applications, modified
formulations, such as the APE-RF (APE for Reacting Flows) [12, 13, 11] or the
revised APE [39, 41, 40] are available.
In most applications, the spatial discretization of the CAA governing equations
is achieved by means of the Finite Differences Method (FDM) [130, 78], for which
detailed reviews are given in [72, 128]. Within the Finite Volume Method (FVM),
which is dominant in CFD applications the implementation of high order methods
is difficult. Besides a few exceptions [137, 99], it is hence rarely used in CAA. The
most prominent limitation of high order FDM schemes is their inability to account
for non-trivial geometries due to their requirement of very smooth, (block-) struc-
tured numerical meshes. A class of high order methods that does not suffer from
this restraint, are the Discontinuous Galerkin (DG) [24] schemes. They are based
on an element-wise, spectral discretization by means of local polynomials, which
are coupled by interface fluxes, similar to the FVM method. This approach allows
for arbitrary convergence orders on unstructured meshes at excellent parallel per-
formance. Its accuracy was demonstrated e.g. in [2, 52, 51, 90, 95]. In CAA,
DG methods based on nodal expansion bases, also referred to as spectral elements
[107], have been successfully applied to two- [63, 7, 76] and three-dimensional [8,
23, 113] configurations. Due to the complexity of the DG method however, avail-
able tools have been limited to academic applications, where flexibility, robustness
and performance are of subsidiary importance.
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CFD-CAA Coupling
A central component of hybrid CAA methods is the coupling between the CFD and
the CAA solvers. For most applications, a uni-directional coupling, where only data
is transferred from the CFD to the CAA is sufficient. A common implementation is
to extract the flow fields and noise sources from the CFD, write them to disk and
load the corresponding files into the CAA. In combustion noise simulations, this ap-
proach entails a significant performance overhead and requires excessive storage
capacities due to temporal variations related to the highly transient flame move-
ments. A run-time coupling, where both solvers run in parallel and exchange data
in memory does not suffer from this limitation. Moreover, this is a requirement for
bi-directional coupling, which is imperative for the correct representation of inter-
actions between combustion and acoustics, e.g. in thermoacoustic instabilities. A
uni-directional, run-time coupled hybrid CAA was first applied to combustion noise
by Flemming et al. [36]. Other works [61, 68, 67] extended this approach and
introduced bi-directional coupling and alternative governing equations, but still re-
lied on FDM, limiting its application to basic, academic configurations. Moreover,
the use of simple, radial basis function based CFD-CAA interpolation [121] required
the CAA to maintain a similar spatial resolution as the CFD, canceling an important
aspect of the computational efficiency of hybrid CAA methods.
In order to allow for coarser spatial CAA resolutions, the presented imple-
mentation features a novel interpolation technique, based on direct sampling at
the quadrature points of the CAA. Previous high fidelity CFD-CAA interpolation
schemes have been focused on finite difference methods [131, 122], on domain
decomposition [73, 77], or on setups with similar CFD and CAA length scales [77,
117, 118]. Cunha and Redonnet [27] investigated spatial interpolation for hybrid
CAA and determined similar sources of errors for finite differences methods, as
identified for FVM-DG interpolations in the current work. In a subsequent study
[26], the authors propose a mitigation that is related to the current implementa-
tion, as it also involves a spatial low-pass filter. A similar approach is pursued in
[46] for FVM-DG interpolation, which, however, includes several additional steps
that require further computational resources.
1.3 Aims and Scope of this Work
Based on the preceding summary of current research, a lack of hybrid CAA meth-
ods, that maintain their computational efficiency and stability, when applied to
complex, enclosed configurations can be identified. Consequently, the aim of the
current work is the development of such a hybrid CAA method. The goal is pursued
by developing a novel acoustics solver, that accounts for three-dimensional, com-
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plex geometries of open and enclosed domains with variable density base flows. As
in CAA a low discretization error is essential, the solver employs a high order dis-
continuous Galerkin method. To this end, it is based on the open-source Nektar++
framework [19, 62], which has shown to give excellent stability and performance
for large, complex problems [96, 10, 19]. In order to maintain the computational
efficiency of the hybrid CAA method in coinciding domains, a coupling scheme is
devised and implemented, that bridges the different time and length scales of the
flow and acoustic fields. Therein, the transient behavior of reactive flows is ac-
counted for by continuous data exchanges at run-time with minimal overhead. As
CFD solver, an existing FVM based tool is used, that has been an integral part of
the combustor design process and, apart from the added coupling interface, was
not modified. Accordingly, the current work is focused on the novel CAA solver and
the corresponding coupling scheme. The major aims of this work are:
• Development of an efficient, stable and flexible CAA solver, that qualifies for
combustion noise simulations in complex, enclosed configurations.
• Development of a coupling layer, that facilitates continuous, bi-directional
data exchange at run-time and bridges the different scales of acoustics and
flow, without limiting the accuracy, stability or efficiency of the solvers.
• Investigation of the method’s applicability to laboratory scale combustors, as
preliminary stage towards industrial combustion systems.
1.4 Structure of this Work
The work is divided into eight chapters. Following this introduction, the mathemat-
ical model inherent to the presented method is established in chapter 2. To this
end, the low Mach number governing equations of fluid dynamics are reviewed
and extended with special treatments for turbulence and combustion. The model
is augmented by a matching set of governing equations for the generation and
propagation of acoustic waves, that can be solved separately by the CAA solver.
Subsequently, the temporal and spatial discretizations, as well as the implemented
solution algorithms are laid out for the CAA and CFD in chapters 3 and 4, re-
spectively. In light of the work’s focus, the description of the CAA solver is more
detailed. It features different strategies for Riemann solvers and boundary con-
ditions, as well as a verification of the current implementation. In chapter 5,
the coupling scheme is developed based on an identification of the different error
sources involved in the spatial interpolation.
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The developed methods and implementations are validated by means of two test
cases, with both investigations supported by reference data, available from numer-
ical simulations and experiments. The setup considered in chapter 6 comprises a
generic half-dump combustor, with relatively simple geometry and flow field, that
allows for a straightforward assessment of the coupling layer. Accordingly, special
emphasis is put on the exploration of different coupling parameters, including the
spatial filtering and sampling resolutions. Building on this validation, the thermoa-
coustic properties of a swirl stabilized burner are characterized in chapter 7 for two
operating points. This configuration features a more complex geometry, flow field
and flame behavior and thereby promotes the evaluation of the developed method
and the CAA solver in particular. To this end, an in-depth analysis of the preva-
lent flow features, flame behavior and dominant acoustic modes is performed, as
well as an exemplary investigation of the computational efficiency of the coupling
layer. In chapter 8, the main findings of the preceding chapters are summarized




This chapter gives an overview of the mathematical modeling of the phenomena
considered throughout this work. Aim of the description is to establish a consistent
nomenclature and to outline the formulations and simplifications, used to arrive at
the final sets of governing equations. In the following, all expressions are based
on the three-dimensional, Cartesian coordinate system with unit base vectors e1 e2
and e3. Scalars are indicated by a normal font, e.g. q. For higher order tensors, a
bold font is used, e.g. q = q1e1 + q2e2 + q3e3. Besides this symbolic notation, the
coordinate notation is used, e.g. qi , where Einstein’s index summation convention
is implied. With this notation, the location vector is given as x = x ie i or x i and the
time as t.
2.1 Governing Equations for Fluid Dynamics
In the following section, the basic governing equations of fluid dynamics are sum-
marized. If not stated otherwise, the descriptions are based on Poinsot and Vey-
nante [109], where derivations and more detailed explanations can be found.
2.1.1 Conservation of Mass
Mass can neither be created nor destroyed. Consequently, a temporal change of
mass inside a volume has to be compensated by the sum of mass fluxes through the






= 0 , (2.1)
with the density ϱ and the velocity ui = u.
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2.1.2 Conservation of Momentum
An other quantity, for which conservation must be ensured is the momentum ϱui .
To this end, its temporal change inside a volume must be in equilibrium with the












Here, the pressure p, the stress tensor τi j and the body forces gi were introduced.
Throughout this work, body forces are neglected, so gi = 0. Moreover, all fluids
are assumed to be Newtonian fluids, so the stress tensor is defined by the pressure
p, the dynamic viscosity µ and the velocity gradients through the corresponding
material law:
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Reactive flows are typically a mixture of NS different species, occurring in varying















+ ω˙k , (2.6)
with the chemical source term ω˙k and the diffusion velocity Vki for each species
k. The latter is approximated by Fick’s law from the species mass fraction gradient
and its diffusion coefficient 𝒟k









which specifies the ratio between diffusive momentum and diffusive species trans-
port. By definition, the sum of species mass fractions, chemical source terms and
species diffusion are given as
NS∑
k=1
Yk = 1 ,
NS∑
k=1
ω˙k = 0 ,
NS∑
k=1
YkVki = 0 . (2.9)
















+ ω˙k . (2.10)
2.1.4 Conservation of Energy
The first law of thermodynamics states that the total energy of an isolated system
is constant. Within this work, the specific enthalpy h is used as state variable. It









cp,k dT . (2.11)
They consist of a chemical part, represented by the enthalpy of formation ∆hreff,k
at temperature Tref and a temperature dependent part, given by the integration of
the specific heat capacity at constant pressure cp over the temperature T . The full

















Yk gkiVki . (2.12)
In Eq. (2.12), the last two terms represent the input or removal of enthalpy by
external sources and the enthalpy change due to body forces, respectively. Both
phenomena are not considered in this work and the corresponding terms vanish.
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The third term on the right hand side denotes the enthalpy flux due to species
diffusion and heat conduction












Assuming this ratio to be unity for all species, i.e. Lek = 1, the enthalpy flux qi
simplifies to




For unity Lewis number and neither external sources nor body forces, the full en-






















2.1.5 Equation of State
The previously described system of governing equations, consisting of Eqs. (2.1),
(2.4), (2.10) and (2.16) contains 6 + NS unknowns, ϱ, ui , Yk, h and p but only
5+NS equations. One additional relation, the thermal equation of state is required
to close the system:
p = p(ϱ, T ) . (2.17)
In this work, only ideal gases are considered, so the above relation can be replaced
with
p = ϱRsT , (2.18)
where the specific gas constant of the mixture Rs was introduced. For ideal gases,

























2.1.6 The Low Mach Number Approximation
By decomposing the pressure p into a hydrodynamic pdyn and a static component
pstat:








can be used to expand the dependent variables of the compressible governing equa-
tions (2.1, 2.4, 2.10, 2.16) in a power series [100]. For low Mach numbers, the

































































1 Unlike the incompressible governing equations (limMa→0), the low Mach number equations
(2.24) support variable density.
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Notable differences are the absence of the first two terms on the right hand side of
the enthalpy equation and the use of the dynamic pressure pdyn in the momentum
equation. The terms which denote enthalpy change due to pressure variations and
viscous heating are negligible for low Mach number flames and were neglected.
The hydrodynamic pressure occurring exclusively in the momentum equation has
more severe effects. There is no relation between pdyn and the density, so density
perturbations do not cause pressure and velocity perturbations anymore, prohibit-
ing the transport of pressure or acoustic waves. This also renders the continuity
equation incapable of closing the momentum equation. Instead, the continuity
(2.1) and momentum equations (2.4) are combined, to obtain a Poisson equation
for the pressure [35]:
∂ 2p



























This equation is elliptic, which means that with the low Mach number approxima-
tion, pressure perturbations are transported at infinite velocity, unlike the predomi-
nantly hyperbolic compressible Navier-Stokes equations, where they travel at ui±c.
Consequently, propagation of acoustic waves cannot be correctly modeled by the
low Mach number flow governing equations (2.24). In addition, only the gradient
of the dynamic pressure is available from Eq. (2.24), not its absolute value. To
avoid excessively small or large pdyn, an arbitrary value at an arbitrary point inside
the domain must be prescribed.
2.2 Turbulent Flows
Depending on the magnitudes of inertial and viscous forces, a small perturbation
of a flow field can be either instigated or dampened. The ratio of these forces is





where uc is a characteristic flow velocity, lc a characteristic length scale and ν the
kinematic viscosity ν = µ/ϱ. The inertial forces in the numerator of the Reynolds
number cause the perturbation to be instigated, while the viscous forces in the
denominator cause them to be dampened. Consequently, for small Reynolds num-
bers, a flow field tends to be characterized by parallel motions and is accordingly
referred to as laminar. For high Re, it is strongly chaotic and referred to as tur-
bulent. Both regimes can be represented by the same set of governing equations
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(2.24) and transition from one regime to another is possible. Turbulence is by defi-
nition stochastic, unsteady and necessarily three-dimensional [110]. The turbulent
motions lead to advective transport in flow normal direction and therefore have
the same effect as an increased diffusion. Due to its quasi-random character, an
instantaneous, turbulent flow field is difficult to interpret and analyze. A simplified
description is the decomposition of an instantaneous quantity q into its temporal
mean 〈q〉 and a fluctuation
q′ := q− 〈q〉 . (2.27)






where∆t marks a time interval, which has to be sufficiently large. The mean value
of the fluctuation q′ is by definition zero, i.e. 〈q′〉 = 0. Thus, fluctuations are





. Accordingly, the standard deviation, or







In analogy to the Reynolds number above, a turbulent Reynolds number Ret can be





where the characteristic length scale lI was introduced [110].
2.2.1 Turbulent Scales
The chaotic motions in turbulent flows may be viewed as hierarchy of vortices, so
called eddies, that span a wide range of length, time and velocity scales. The largest
structures are fed by energy from the mean flow and depend on the geometry of the
domain and the direction of the flow. Hence, their size and velocity are determined
by the characteristic length and velocity scales of the flow, lc and uc, respectively.





















Figure 2.1: Spectrum of the turbulent kinetic energy over progressively smaller ed-
dies with wave number k = 2π/l and energy E(k) for homogeneous,
isotropic turbulence.
The Reynolds number of the large eddies is too high to dissipate energy due to
viscous forces. Instead, the energy is passed on to progressively smaller eddies un-
til the viscous forces prevail. This mechanism is referred to as the energy cascade
of turbulent flows. The energy spectrum in Fig. 2.1 illustrates the distribution of
𝓀 over eddies with the wave number k = 2π/l. The major part of the turbulent
kinetic energy is contained in the largest structures of the energy containing range
(lc), from where it is passed on to the inertial subrange and finally to the dissipation
range. The smallest structures of the cascade in the dissipation range are charac-
terized by the viscosity and the rate at which turbulent kinetic energy is dissipated.
Their length scale, which marks the smallest eddies is the Kolmogorov length scale









The system of governing equations (2.24) is closed and can therefore be solved
by e.g. using one of the numerical methods presented in chapter 4. With this
approach, called Direct Numerical Simulation (DNS), even the smallest turbu-
lent scales, the Kolmogorov scales, need to be resolved by the spatial discretiza-
tion method. The number of required control volumes NCV can be estimated for
isotropic, homogeneous turbulence and a finite volume discretization as
NCV ∝ η−3K ∝ Re
9/4
t . (2.33)
The computational cost of a CFD simulation grows with the number of degrees of
freedom that must be accounted for to obtain the flow field. This amounts to the
product of the number of control volumes and the number of time steps required to
account for the flow’s temporal evolution. The latter is again inversely proportional
to the smallest length scales, so the total number of degrees of freedom NDOF is
estimated as:
NDOF ∝ η−1K NCV ∝ Re3t . (2.34)
This illustrates how even slight increases of the Reynolds number can easily cause
the computational effort required to simulate even simple flow problems, to exceed
the available resources. Given that for most technical applications, high Reynolds
numbers and large, complex geometries are the norm, direct numerical simulations
are not a viable option for efficient noise simulations.
2.2.2.1 RANS Models
A more economical approach is the Reynolds Averaged Navier-Stokes (RANS) de-
scription, where the Reynolds averaging (2.28) is applied to the governing equa-
tions (2.24) to obtain a mean flow field. In the RANS equations, the expensive
resolution of the turbulent scales is avoided entirely. However, due to the aver-
aging, the Reynolds stresses 〈u′iu′j〉 arise from the advective term, which need to
be modeled in order to close the equation system again. Various models for this
purpose, with different fields of application, advantages and shortcomings have
been proposed and are still being developed [110]. One category is the Reynolds
stress models, where each component of the Reynolds stress tensor is calculated
independently. This introduces six2 additional governing equations that need to be
2 The Reynolds stress tensor 〈u′iu′j〉 has nine components but is symmetric, so only six components
need to modeled.
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solved and therefore increases the computational cost accordingly. An other, more
economical category of RANS models are the eddy viscosity based models, which
are based on the Boussinesq hypothesis [110]. This approximation allows for the
expression of the nine Reynolds stresses in terms of the mean flow gradients and
a single quantity, the turbulent viscosity. The latter needs modeling in turn and a
vast number of models with varying fidelity and computational cost are available.
While by design, the RANS equations describe a temporal mean, they allow for
modeling of transient processes, that do not exhibit the stochastic character of tur-
bulence. They can be caused by e.g. varying boundary conditions or transient,
non-turbulent flow phenomena like vortex shedding over a stalled airfoil. Despite
not being turbulence in the phenomenological sense, these phenomena contribute
to the low wave number regime of energy spectrum in Fig. 2.1. The actual turbu-
lent motions however, are not resolved by any of the RANS models.
Thanks to their low computational overhead and numerical stability, eddy vis-
cosity based RANS models are used for the majority of the simulations conducted
today. They facilitate the solution of flow problems with complex and large compu-
tational domains, but interpreting their results requires comprehensive knowledge
of their capabilities and limitations as well as experience with the specific flow
configuration. Nevertheless, a well tested and tuned RANS model can provide
profound insight into familiar flow problems, e.g. when used in parametric stud-
ies, frequently conducted in design processes. For reacting flows however, a high
fidelity representation of the turbulent motions is crucial. Consequently, RANS
models do not qualify for the problems investigated in this work and their descrip-
tion will not be further elaborated.
2.2.2.2 Large Eddy Simulation
The concept of the Large Eddie Simulation (LES) is to only resolve the large turbu-
lent motions, while the smallest scales are modeled. This approach marks a middle
ground between the expensive but accurate DNS and the economical RANS models.
By introducing a spatial filter
q(x , t) :=
∫
q(x − r , t)G(r , x ) dr , (2.35)
large q and small scale structures q′′ are separated according to:
q′′ := q− q . (2.36)
Different choices for the filter function G with different properties in spectral do-
main are possible. According to the Pope-Criterion [110], the choice of G should
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ensure that at least 80% of the turbulent spectrum is resolved. In the current im-
plementation, the filter function is not set explicitly but instead prescribed by the
mesh of the finite volume discretization. Its control volume size is chosen to be
larger than the smallest turbulent scales, allowing the mesh to act as an implicit
filter. In terms of a filter function G, this corresponds to a top-hat filter with the
mesh spacing h as filter width. Direct application of the spatial filter (2.35) to the
governing equations would give rise to additional terms, containing correlations
with the density, which would require additional modeling. Instead, the density




Similar to the spatial filter (2.35), this decomposes the flow field into a resolved
part eq and an unresolved subgrid scale qsgs:
q = eq+ qsgs . (2.38)
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where the subgrid parts
τ
sgs,u
i j :=Þuiu j − euieu j (2.40a)
τ
sgs,Y
k :=ÞuiYk − eui eYk (2.40b)
τsgs,h :=Ýuih− euieh (2.40c)
arise from the advective term. These new terms are unknown and must be modeled
in order to close the system of equations.
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As laid out in section 2.2, turbulence has a similar effect as diffusion due to the
flow-normal velocity components it introduces. This is reflected by Eqs. (2.39),
where the subgrid parts were moved into the diffusive terms due to their similar
structure. Consequently, the eddy viscosity approximation inherent to the RANS
turbulence models, is a suitable modeling approach for the anisotropic part of the
subgrid stress tensor τsgs,ui j as well:
τ
sgs,u
i j − 13τ
sgs,u
mm δi j = −2νt
eSi j − 13eSmmδi j

. (2.41)
Here, νt denotes the eddy viscosity and eSi j the filtered rate of strain:









The second term on the left hand side of Eq. (2.41) denotes the isotropic part of
the subgrid stress tensor and can be included in a modified pressure




While formally similar to the RANS turbulence models, the eddy viscosity based
LES models only apply the eddy viscosity approximation to the smallest turbulent
scales, instead of the entire spectrum. This increases the simulation’s fidelity by re-
ducing its amount of modeling. In addition, the assumption of isotropic turbulence
is more appropriate for the small scales, which further adds to the accuracy of the
LES technique.
Smagorinsky Model
A simple eddy viscosity based subgrid model is the Smagorinsky model. Based on
a dimensional analysis, νt is expressed via the filtered rate of strain eSi j , the filter
width ∆hfilt and a model constant CS:
νt = (CS∆hfilt)
2S with S :=
Ç
2eSi jeSi j and CS = constant . (2.44)
One prominent limitations of the model is the constant CS, which has to be specified
based on experience for each setup. The other major restriction is that the eddy




The Germano procedure, or dynamic Smagorinsky model tries to alleviate these
drawbacks by replacing the model constant with a temporally and spatially varying,
dynamically computed parameter CG:
νt = CG(x , t)∆h
2
filtS . (2.45)
The model’s general idea is to apply a coarser test filter
Ó
∆hfilt > ∆hfilt to the re-
solved field eq and use the result beq to dynamically calibrate the parameter CG.
Throughout this work, the test filter is chosen as top-hat filter that contains all
neighboring control volumes and is hence implicitly defined by the mesh as well.
The unresolved stresses of the test filter then read:
τtest,ui j :=
ÔÞuiu j − beuibeu j (2.46)





ÔÞuiu j −Ôeuieu j . (2.47)
The difference between these two stresses is the Germano identity







Ôeuieu j − beuibeu j , (2.48)
which can be obtained from the resolved field. With the assumption that a sin-




i j − 13τ
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mm δi j =− 2CG∆h2filtS
eSi j − 13eSmmδi j

=: −2CGmsgsi j (2.49)
τtest,ui j − 13τ
test,u







beS i j − 13
beSmmδi j=: −2CGmtesti j . (2.50)
Using the Germano identity (2.48), this leads to the system of equations
Li j − 13 Lmmδi j = 2CG Mi j with Mi j :=
Ô
msgsi j −mtesti j . (2.51)
Since CG is a scalar, this linear equation system is over-determined and hence poses
an optimization problem. Lilly [85] proposed using a least squares procedure to
finally obtain the Germano parameter as
CG =
Mi j Li j
2Mi jMi j
. (2.52)
The described Germano procedure can yield negative values for CG. This is caused
by backscatter, i.e. when energy is fed from the small scale turbulence to the larger
scales. Despite being physically reasonable, the Germano parameter was limited to
positive values in the current implementation, consequently disabling backscatter,
for the sake of numerical stability.
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Scalar Subgrid Terms
Besides the subgrid stress tensor τsgs,ui j , the unresolved transport of species τ
sgs,Y
k








where the turbulent Schmidt umber Sct,k was introduced. Consistent with the treat-
ment of the molecular Schmidt number (2.8), identical turbulent Schmidt numbers
of Sct,k = Sck = Sc = 0.7 are prescribed for all species. The identical approach is
used for the unresolved enthalpy transport with identical turbulent Lewis numbers
of unity for all species.
2.3 Reactive Flows
Although not a flow feature, the chemical reactions inherent to the combustion
can be modeled within a fluid dynamics simulation. The processes are simplified
so that the phenomena relevant for the investigated configurations are sufficiently
recovered. To this end, the significantly smaller length and time scales of the chem-
istry are eliminated from the governing equations, facilitating an efficient treatment
within the realm of low Mach number fluid dynamics.
2.3.1 Reaction Kinetics
As soon as the energy available on the molecular level exceeds the activation en-
ergy, a mixture of fuel and oxidator reacts. The conversion from educts to products
is described by a global reaction equation. A propane C3H8 flame, for example,
reacts with oxygen O2 to carbon-dioxide CO2 and water H2O, while the nitrogen of
the air does not contribute to the process. This global view, which considers only
the products and educts of the entire reaction is formalized in a global reaction
equation:
C3H8 + 5O2 −→ 3CO2 + 4H2O .
This equation is only valid for a stoichiometric mixture, when the educts are com-
pletely converted to products. The composition of the mixture is characterized by







Based on this ratio, three conditions can be identified. At Φ = 1, the reaction is
stoichiometric, as in the global reaction above. For values greater 1, referred to as
rich combustion, the fuel is in excess and cannot be fully consumed. In the opposite,
lean case Φ < 1, insufficient fuel is available and the air is not fully consumed.
While useful for e.g determining the equivalence ratio, the global reaction equa-
tion does not reflect the actual chemical process. In reality, the molecules of the
reactants are broken into smaller molecules, atoms and radicals before they recom-
bine to new species and eventually form the final reaction products. Therefore,
a global reaction usually consists of a system of numerous elementary reactions,







ν′′mkXk with m ∈ {1, ...,NR} , (2.55)
with the stoichiometric coefficients of the reactants ν′k and products ν′′k . The arrow
pointing in both directions indicates the reaction can proceed in both directions,
depending on the forward rfwd and backward rbwd reaction rates:










k with m ∈ {1, ...,NR} ,
(2.56)
with the concentrations ck. The rate coefficients kfwd,m and kbwd,m are approximated







Here, the reaction rate constant Bdir describes the number of collisions between
reactants per time, Edir denotes the activation energy, αdir a correction factor and
Ru the universal gas constant. With the molecular massMk, the source term of the










rm with k ∈ {1, ...,NS} . (2.58)
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2.3.2 Premixed Flames
Depending on the initial state of fuel and oxidizer, combustion is generally classi-
fied as either premixed or non-premixed. In non-premixed flames, fuel and oxidizer
are initially separate so that the combustion takes place at their interface, where
both components mix and eventually reach stoichiometry. In premixed flames, the
reactants are already mixed on a molecular level before the reaction occurs. How-
ever, in most technical applications, no clear distinction between either of these
categories is possible, as both modes can be present simultaneously. In this work,
only premixed flames are considered, which are consequently described in more
detail.
Pre Heat Zone Post Flame ZoneInner Layer
Figure 2.2: Qualitative structure of a premixed propane flame.
The three regions of an ideal, one-dimensional premixed propane flame are de-
picted in Fig. 2.2. In the preheat zone, the reactants are already mixed, but do
not react. With progressing spatial coordinate x , heat from the inner layer diffuses
into the preheat zone, causing the temperature to rise until the activation energy
is reached. The ongoing reaction converts C3H8 and O2 into CO2 and H2O, as ev-
ident from their mass fractions. Since the reaction is exothermic, the temperature
rises rapidly. In the post flame zone, most elementary reactions are completed and
only slower reactions take place, causing the temperature to increase more slowly.
Finally, equilibrium is reached and the reaction is completed.
In a quiescent, unburnt mixture, the propagation of a flame is only determined
by the chemical reactions and the thermodynamic properties of the medium. Its
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propagation velocity, the laminar flame velocity sl only depends on the stoichio-
metric conditions, the unburnt temperature and the pressure. The laminar flame
thickness δl is defined as the temperature difference between burnt Tb and unburnt








Typical values for the laminar flame thickness are in the range of 0.1mm, with
smaller values close to stoichiometry.
As laid out in section 2.2, the turbulent motions can be perpendicular to the
direction of the mean flow. Consequently, in turbulent combustion, the flame front
does not propagate at spatially and temporally constant velocity but is wrinkled by
























Figure 2.3: Laminar and turbulent flame fronts.
in Fig. 2.3a, the surface of the turbulent flame is enlarged. From a macroscopic
view, its overall thickness is hence increased, so that the flame is now perceived as
the blue area, the so called flame brush. Its thickness is denoted by the turbulent
flame thickness δt. The increased surface effects an increased fuel consumption
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rate and effective flame speed, the turbulent flame speed st. The ratio of turbulent







According to the Boussinseq approximation, the effect of turbulence can be mod-
eled as an increased diffusivity. For small scale turbulence, the turbulent flame
speed is therefore expressed in terms of the laminar flame speed and the ratio of









For the combustion of propane, Eq. (2.3.1), the detailed GRI-3.0 reaction mech-
anism [127] involves a total number of 325 elementary reactions and 53 species.
A detailed treatment of the individual reactions would hence require the solution
of an additional 53 transport equations (2.39c) and 325 reaction rate equations
(2.56) at every time step. Moreover, the time scales of the different reactions span
a wide range from 10E−9s to 1s, that need to be resolved by an appropriately
small CFD time step size. The wide range of scales also increases the stiffness of
the system of reaction rate equations, which aggravates its numerical treatment.
Each point by itself, the small timescales, the high number of additional transport
equations and the stiff reaction rate system requires an excessive amount of compu-
tational time. A modeling procedure based on the elementary reactions is therefore
not feasible for technical applications.
These restrictions are partly alleviated by approximating the detailed mecha-
nisms with reduced ones, bringing the number of additional transport equations
to a level that can be met for academic test cases. However, this technique is only
applicable to a specific range of operating conditions, which the mechanisms were
designed for and does not necessarily solve the problem of the small time scales.
A more economical alternative is the tabulated chemistry approach. Instead of
accounting for the reactions during the CFD simulation, a chemistry database is cre-
ated prior to the CFD simulation, that contains densities, temperatures, viscosities,
source terms and mass fractions. These values are looked up from the database at
run time using only a few parameters, for which transport equations need to be
solved. In addition to avoiding the solution of the reaction rate system and the
high number of additional transport equations, this approach encodes the small
time scale reactions in the database. Therefore, it does not introduce any time step
restrictions.
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2.3.3.1 Flamelet Generated Manifolds
For premixed combustion, two similar approaches have been developed indepen-
dently of each other, the Flamelet Generated Manifold (FGM) method [104, 106,
105] and the Flame Prolongation of Intrinsic Low Dimensional Manifold (FPI) [44,
43]. The current state of the art in FGM modeling is reviewed in [103]. The fun-
damental idea of this modeling technique is that a three-dimensional, turbulent
flame can be sufficiently described by an ensemble of states found in a set of corre-
sponding laminar flames. These flamelets can be computed for a variety of different
boundary conditions and stored in a table, referred to as manifold.
In the current work, the combustion is accounted for by means of the FGM tech-
nique and the flamelets are computed with the software tool CHEM1D [32]. In this
process, a universal Lewis number of Le = 1 is assumed and extrapolation is used
outside the flammability limits, as described by Aschmoneit [6]. The manifold is
accessed by two parameters, the mixture fraction Z and a progress variable C. For
a finite number of mixture fractions, flamelets are precomputed and stored, while
the progress variable is used to identify a state within each flamelet.
Mixture Fraction
The mixture fraction indicates the mixing of fuel and oxidizer, attaining values be-

















Just like for the velocity, enthalpy and species equations, the Favre averaging gives
rise to a subgrid mixture fraction part τsgs,Z . It is modeled consistently with its
enthalpy and species counterparts (2.53), by means of a gradient flux approach:






















In order to link a location x in a three-dimensional flame to a state within a
flamelet, a mapping between flamelet and flame is required. While for the flamelet
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(a) Mass fractions and temperature over
location.
(b) Mass fractions and temperature over
progress variable YCO2 .
Figure 2.4: A propane-flamelet atZ = 0.6, p = 2.01bar and T = 315K. Discretized
by 25 equidistant nodes along the YCO2 -axis.
location, no corresponding quantity can be easily identified in a 3D flame, transport
equations for the species mass fractions Yk are available. Therefore, instead of pa-
rameterizing the flamelet by its location, a new quantity, the progress variable C is
introduced. As long as it is monotone along the spatial coordinate x and defined for
all stoichiometric conditions, any mass fraction or linear combination of mass frac-
tions qualifies as progress variable. For the methane and propane flames explored
in this work, the CO2 mass fraction YCO2 was chosen for its wide and therefore
easily resolvable source term. To simplify the modeling of turbulence-chemistry
interaction with the presumed PDF (PPDF) approach, introduced in section 2.3.3.1,
the progress variable is normalized with its equilibrium value:







−min  YCO2 . (2.65)
As evident from Fig. 2.4, the parametrization of a flamelet over C instead of x is
equivalent to a coordinate transform. When the flamelet is stored in the manifold
using an equidistant discretization, this transform is identical to a node refinement
at steep C gradients. If this gradient coincides well with the gradients of other
species, the progress variable transformation can also vastly reduce the discretiza-
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tion error of the flamelet. The smooth gradients of the parametrized flamelet in
2.4b indicate that this applies very well to YCO2 , which corroborates this choice.
Chemistry Table
With one transformed and discretized flamelet for each mixture fraction, the chem-
istry database or manifold holds the results of the detailed flamelet computations,
accessible from two parameters, the progress variable C and the mixture fraction
Z:
qtab(Z,C) . (2.66)
For each quantity stored in the table, the manifold can be visualized as three-






































Figure 2.5: Propane manifold for p = 2.01bar and T = 315K, using 100 discrete
mixture fraction values and 25 nodes for each flamelet. Temperature
and CO2-source term over mixture fraction and progress variable (YCO2).
The Manifold holds redundant information, such as the temperature, enthalpy,
or density, which is computed from solving the system of governing equations. For
adiabatic conditions, where no thermal conduction across the domain boundaries
is considered, this information is identical. Therefore, the enthalpy equation can
be omitted and replaced by a much faster table lookup.
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Turbulence-Chemistry Interaction
In the LES context, transport equations are only solved for the Favre averaged
quantities, while their corresponding subgrid parts are modeled. Therefore, the
filtered equivalents of viscosity, density and source terms are required to close the
governing equations. However, due to the non-linearity of the Favre averaging, a
lookup with the filtered mixture fraction eZ and the progress variable eC does not
yield a filtered quantity: eqtab(Z,C) ̸= qtab( eZ, eC) . (2.67)
The difference between a filtered and unfiltered quantity stems from the chemistry-
turbulence interaction and is mathematically represented as unknown joint Proba-
bility Density Function (PDF) P(Z,C). A filtered quantity eq in a single cell is then
given as:
eqtab(Z,C) = ∫∫ qtab(Z,C)P(Z,C) dZ dC . (2.68)
Due to the normalization of the progress variable (2.65), the statistical dependency
between Z and C is minimized. This allows for splitting the joint PDF into two
separate probability density functions:
P(Z,C)≈ P(Z)P(C) . (2.69)
In the presumed PDF approach, the distributions for P(C) and P(Z) are assumed
to be only functions of the filtered access parameters and their statistical moments.
This allows to perform the above integration during preprocessing and to store
the results in the chemistry table. Thereby, the computational effort is signif-
icantly reduced compared to e.g. introducing and solving additional transport
equations for the PDFs. As rationalized by Aschmoneit [6], a β-PDF is used for
the mixture fraction and a δ-PDF for the progress variable. After integration of the
original chemistry table qtab(Z,C), all values are stored in a new, pre-intergrated
table eqint( eZ,ÞZ ′′2, eC):
eqtab(Z,C) = eqint( eZ,ÞZ ′′2, eC) := ∫∫ qtab(Z,C)Pβ ( eZ,ÞZ ′′2)Pδ( eC) dZ dC . (2.70)
The filtered quantities are then accessed by the filtered mixture fraction eZ, the
filtered progress variable eC and the variance of the mixture fractionÞZ ′′2. eZ and eC
are obtained from their respective transport equations (2.64) and (2.10), whereas
for ÞZ ′′2, an additional transport equation, as derived by Jiménez et al. [59] and


























2.3.3.2 Artificially Thickened Flame
The flame thickness is generally in the range of 0.1mm and becomes even thin-
ner under e.g. high pressure or when turbulence is involved [71]. In this case,
the flame is about one magnitude thinner than the smallest resolved scales of the
LES technique and spatially resolving it becomes excessively inefficient. The Ar-
tificially Thickened Flame (ATF) approach [16, 102] was developed to overcome
this problem by locally thickening the flame so that its dimensions are within the
LES resolution. In this work, the implementation of the ATF technique is based on
Aschmoneit [6], where further information and derivations can be found.
By introducing a thickening factor ℱ in the species equation (2.10), the diffusiv-










































Therefore, the thickening factor linearly increases the laminar flame thickness
while the laminar flame speed is not affected.
With this technique, the thickening factor should ideally be chosen to allow for a
proper flame resolution without adding unnecessary diffusion to the model. In the
FGM context described in section 2.3.3.1, Kuenne et al. [71] found the resolution
of the progress variable source term to be crucial. Based on numerical experiments
with FVM discretization, they conclude that the flame should be discretized by at








Besides by combustion, species gradients can also be caused by mixing. Globally
increasing the species diffusivity can therefore lead to an unwanted smoothing of
the flow field. This is avoided by disabling thickening outside of the flame by setting
ℱ = 1. To this end, the flame is detected by a flame sensor 𝒮 , which adjusts the
thickening factor as:
ℱ (x ) = 1+ (ℱmax(x )− 1)𝒮 (x ) . (2.75)
The flame sensor is based on the progress variable [30] and takes values between
zero and one:
𝒮 = 16 [C (1− C)]2 . (2.76)
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Turbulence-Chemistry Interaction
Since for turbulent flames, the ATF technique only alters the flame thickness with-
out changing the turbulent scales, the interaction between the turbulent motions
and the flame is distorted. This causes the wrinkling of the flame front, described
in section 2.3.2 to be underpredicted, leading to a reduced turbulent flame speed
and consequently a degraded accuracy of the model. The decreased flame speed is
counteracted by introducing an efficiency function ℰ , which emulates the surface





























and contrary to the thickening factor increases the flame speed, while leaving the
flame thickness unaffected.
The efficiency function is not easily determined and hence requires additional
modeling. In the present work, the definition proposed by Charlette et al. [22] is
used. The unresolved flame surface is described by a power law that was derived
from DNS data of flame-vortex interaction as described by Aschmoneit [6].
Implementation with the FGMMethod
The ATF technique is independent from the combustion modeling approach, as it
does not contain any assumptions regarding the actual model. In this work, it is
combined with the FGM model, as first reported by Kuenne et al. [71]. To resolve
the flame, the thickening is applied to the transport equations for mixture fractioneZ and progress variable eC. In the thickened region, the flame is fully resolved by
the mesh and the subgrid parts of Z and C vanish. Consequently, the variance of
the mixture fractionÞZ ′′2 is zero in the flame region and no such transport equation
needs to be solved. Since forÞZ ′′2 = 0, the values obtained from eqint( eZ,ÞZ ′′2, eC) and
qtab(Z,C) are identical, the pre-intergrated chemistry table can still be used with
ATF.
Outside of the flame, where no thickening is applied (ℰ = ℱ = 1), the model
resorts to the gradient flux approach for eZ and eC and uses the flame sensor to blend
between the two strategies. In summary, the low Mach number, Favre-averaged
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governing equations with LES turbulence modeling, FGM combustion modeling
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eqint( eZ, 0, eC) 7→ µ , ϱ , ω˙C , (2.79e)
where the turbulent subgrid stresses τsgs,ui j are modeled according to section 2.2.2.2.
2.4 Governing Equations for Aeroacoustics
Under certain conditions, an equation system such as the compressible flow gov-
erning equations (2.1, 2.4, 2.16) can be rearranged to yield an equivalent system of
linear independent equations. Each of these characteristic equations autonomously
describes the transport of a single quantity, a characteristic variable of the original
governing equations. For the single species, compressible flow governing equa-
tions (2.1, 2.4, 2.16), these quantities correspond to acoustic, entropy and vorticity
waves [50]. As laid out in section 2.1.6, the low Mach number flow governing
equations (2.24) only describe propagation of the vorticity and entropy waves and
therefore do not qualify for modeling acoustic phenomena. Consequently, they
must be augmented by an additional set of governing equations that does account
for acoustic wave propagation. The compressible field is thereby decomposed into
a low Mach number part qloMa, described by the low Mach number flow governing
equations (2.24) and an acoustic perturbation qa:
q = qloMa + qa . (2.80)
For the sake of brevity, the superscript qloMa is omitted hereafter.
Exploiting the small amplitudes of the acoustic part qa, the acoustic decomposi-
tion can be used to linearize a set of compressible governing equations with regard
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to the low Mach number state qloMa. To this end, all higher order terms and the
acoustic mechanisms they account for, are neglected. Examples of such governing
equations are the Linearized Euler Equations and the Linearized Navier-Stokes Equa-
tions (LNSE). In addition to the aforementioned reduced computational cost due to
the scale separation, the numerical treatment of linearized equations requires sig-
nificantly less computational effort than solving their non-linearized counterparts,
which further improves the efficiency of the hybrid CAA.
2.4.1 Acoustic Perturbation Equations
Besides acoustic wave propagation, the linearized equation systems still model vor-
ticity and entropy transport. These non-acoustic waves tend to become unstable
[34] and spoil the result of the simulation. As a remedy, Ewert and Schröder pro-
posed four APE variants [34, 33], which are based on a source filtering technique,
that prevents these modes from being excited a priori. To this end, a system of flow
governing equations is established, that accounts for acoustic and entropy wave
transport. This system is then transformed into wave number/frequency space, so
that an acoustic source vector can be derived, which only excites acoustic eigen-
modes. Due to the initial choice of equations and the filtered source formulation,
possibly unstable entropy and vorticity modes are hence excluded a priori. By
introducing a decomposition and rearranging the resulting system, the authors fi-
nally arrive at the APE-1 system. The APE-1 exclusively describe the transport of
acoustic perturbations3 without considering non-linear effects, but are valid for
non-uniform base flows.
Starting from the APE-1, the authors derive the APE-2 system for incompressible
base flows. Although this reintroduces the entropy modes, the APE-2 are shown
to be unconditionally stable for arbitrary base flows. Since the source terms of
the APE-1 require the solution of a Poisson equation, the authors go on to propose
the APE-4 system, whose source terms can be computed explicitly. The APE-4 are
derived by rearranging a disturbance formulation of the continuity and Navier-
Stokes equations, to yield an identical left hand side as in the APE-1. This left hand
side, referred to as APE-1/4 operator, hence possesses the same favorable properties
3 Vorticity waves are still present in the APE-1/4 operator, but as shown in section 2.4.3, they are
not transported.
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as the APE-1 and consequently forms the basis of the acoustic governing equations















= 0 . (2.81b)
It is only because this operator models acoustic wave propagation exclusively, that
the decomposition 2.80 into a low Mach number and acoustic part is valid. Unlike
the APE, the operators of other linearized systems, such as the LEE, do account for
vorticity and entropy wave transport. Since this is already covered by the low Mach
number governing equations (2.79), such a combination would give ambiguous
results without special treatment of e.g. the corresponding source terms.
2.4.2 Acoustic Perturbation Equations for Reacting Low Mach Number Flows
Based on [34], specialized APE variants for reacting flows have been proposed.
With a similar procedure used to arrive at the APE-2 equations, Bui [11] derived
the APE-RF equations by rearranging the compressible flow governing equations
for reacting flows (2.1, 2.4, 2.16) to yield:
∂ ϱa
∂ t
+∇ · (〈ϱ〉ua +ϱa 〈u〉) = ω˙c (2.82a)
∂ ua
∂ t








− 〈c〉2 ∂ ϱa
∂ t
= ω˙e , (2.82c)
where ω˙c, ω˙m and ω˙e denote the acoustic source terms. The APE-2 and APE-RF
only differ with regard to the source terms on the right hand side, which are com-
puted from a compressible or low Mach number based flow simulation. However,
the APE-2 operator is designed to be used in conjunction with incompressible flow
governing equations that do not account for the transport of entropy perturbations,
unlike the low Mach number equations used in this work. A more adequate for-
mulation with an APE-1/4 type operator was derived by Geiser et al. [39], who














ω˙c + ω˙e + ω˙c&e (2.83a)
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= ω˙m . (2.83b)
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Besides using 〈c2〉 instead of 〈c〉2, the revised APE operator is identical to the origi-
nal APE-1/4 formulation by Ewert and Schröder [34]. The individual source terms
arise from the equation of mass conservation (ω˙c), the energy equation (ω˙e), the
momentum equation (ω˙m) and the coupling of linearized mass conservation and
pressure-density relation (ω˙c&e):
















∇ · (〈u〉ϱe) (2.84c)





















where the excess density
ϱe = ϱ
′ − p′〈c2〉 (2.85)
originates from the pressure density relation (2.82c). Eqs. (2.84) involve several
temporal fluctuations and even fluctuations of terms that involve fluctuations. In
order to compute these quantities, their temporal means are required first. How-
ever, these are only available after a sufficiently long simulated time span. This
significantly increases the computational cost of the overall method and hence de-
teriorates its efficiency and applicability to industrial applications. For this reason,
a simpler formulation by Geiser et al. [41] is used, that neglects most source terms
by limiting the scope to reacting low Mach number flows.
Under these conditions, the pressure perturbation is negligible compared to the
density perturbation [11] and accordingly, ϱe simplifies to:
p′
〈c2〉 ≪ ϱ
′ ⇒ ϱe ≈ ϱ′ . (2.86)
While in non-reactive, isothermal flows, the acoustic source terms are usually dom-
inated by the lamb vector ((∇× u)× u) in the momentum source ω˙m, Geiser et al.
[41] found the energy source ω˙e to be essential in reactive flows. With these two
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simplifications, the low Mach number source terms [11] for reactive flows take the
form








ω˙c&e,lowMa = 0 (2.87c)
ω˙m,lowMa = 0 . (2.87d)
The revised APE-1/4 operator (2.83) is derived based on the temporal means of
c2, u and ϱ. For the simulation of highly unstable flames, such as the pressurized
combustor in chapter 7, the flame movement significantly alters all three quantities
in large regions of the computational domain. Consequently, an acoustic modeling
based on temporal means is not able to adequately account for sound propaga-
tion under these conditions. However, for the investigated application of low Mach
number combustion noise, the time scales of the flow field are magnitudes larger
than those of the acoustics described by the APE. Exploiting this discrepancy, the
mean quantities of the APE-1/4 operator (2.83) are replaced by their instanta-
neous, Favre-averaged equivalents. Since ∂ 〈ϱ〉/∂ t = 0, the temporal derivative in
the energy source term (2.87b) can be directly evaluated as ∂ ϱ/∂ t. This removes
all temporal means and perturbations from the acoustic governing equations and
no expensive time averaging is required anymore, before a coupled CFD-CAA sim-
ulation can be started. While the simplifying assumptions inherent to this reduced
source term formulation may impact its applicability to complex flow problems, the
mechanisms involved in the essential noise generation due to unsteady heat release
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= 0 . (2.88b)
2.4.3 Acoustic Perturbation Equations in Characteristic Variables
To further illustrate how the APE-1/4 operator accounts for acoustic wave propa-
gation only, it is rewritten in terms of characteristic variables. Therefore, a uniform
speed of sound is assumed, so that the c2 term can be moved into the divergence.
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While this is not warranted in reactive flows, it serves the purpose of illustration.
As laid out in chapter 3 the resulting diagonalized form is also inherent to the Rie-
mann solvers and the boundary conditions. For these applications, the constant c
assumption still holds, since only different states in identical locations with iden-
tical c are considered. Consequently, the homogeneous APE-1/4 equations (2.81)
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For the three-dimensional formulation, the aforementioned diagonalization is
not possible because no single eigenvector, that applies to all three flux jacobians
J i=∂ F i/∂U exists. Consequently, the special case where a plane wave travels in







= 0 . (2.90)
The eigendecomposition J1 = L1Λ1L−11 of the flux jacobian J1 yields a square ma-
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Finally, the diagonalized form of the Eq. (2.90) is obtained by left-multiplication
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Just like the simplified APE (2.90), their diagonalized form (2.91) is an advection
equation, describing the transport of H1 in x1-direction. However, since Λ1 is di-
agonal, the transport of each component of H1 is now represented independently
from the other components. Therefore, each eigenvalue λ j marks the velocity at
which the characteristic 𝒽 j is transported. Since λ1 = λ2 = 0, the first two char-
acteristic variables 𝒽1 and 𝒽2, which are related to the vorticity waves are not
transported. The third and fourth variables 𝒽3 and 𝒽4 account for the acoustic
waves, which, for subsonic flows, travel at ≈ eu1 ± c into positive and negative x-
directions. Accordingly, the APE-1/4 operator does neither model entropy waves,
nor does it transport vorticity waves. It accounts for acoustic wave propagation
exclusively.
2.4.4 Acoustic Feedback onto the Low Mach Number Flow Governing
Equations
By augmenting the low Mach number flow governing equations with the revised
APE-1/4 equations (2.88), the resulting system of governing equations is able to
account for the transport of all three types of characteristics. In this setup, the
acoustic source terms (2.84) model the excitation of acoustic waves by the low
Mach number flow field. In order to account for the acoustic flame interaction that
causes thermoacoustic instabilities, the effects into the opposite direction must be
modeled as well. However, these feedback mechanisms involve numerous phys-
ical processes that strongly depend on the considered configuration [28, 17, 81,
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82]. Consequently, these interactions must be reflected by the mathematical model
of the CFD, and may require an adjusted treatment of e.g. turbulence, mixing,
combustion or boundary conditions. The correct description of acoustic flame in-
teraction in time-resolved LES simulations is hence subject to ongoing research
[61, 60, 67, 66] and beyond the scope of the current work. For this reason, the
developed method is agnostic with regard to the implementation of the thermoa-
coustic feedback mechanism and facilitates the transfer of arbitrary quantities. Its
architecture hence promotes the implementation of said feedback mechanisms.
To demonstrate the feasibility of the developed coupling layer, an acoustic pres-
sure gradient as proposed by Klenke [66] is implemented. Its underlying concept
is to superimpose the acoustic pressure on the low Mach number flow field. The
perturbations alter the flow field and thereby incorporate the effect of the acoustic
field into the low Mach number flow field [66]. The main advantages of the formu-
lation are its independence from the chosen governing equations and that it only
requires the transfer of the acoustic pressure pa. The latter is introduced into the
momentum equation via an additional, acoustic pressure gradient ∂ pa/∂ x j:
∂ ϱ eu j
∂ t
+




























3 Numerical Implementation of the
Acoustics Solver
In the previous chapter, a mathematical model was established, that describes the
physical processes investigated throughout this work. The model involves two sets
of partial differential equations, the low Mach number, Favre-averaged governing
equations (2.79) and the Acoustic Perturbation Equations (2.88). Both systems
constitute a continuous problem, where for every quantity, a value is defined at
every point inside the computational domain. In order to solve the governing
equations numerically, the continuous systems have to be approximated with a
finite number of values [116], e.g. in specific locations via a numerical mesh or
by means of polynomial coefficients. This process, referred to as discretization,
yields an algebraic equation system, that can be solved, to obtain a numerical
solution to the original mathematical model. During this process, three major
error sources arise. The modeling error refers to deviations of the mathematical
model from the actual physical phenomena, e.g. due to inadequate assumptions
and simplifications. The discretization introduces a discretization error, caused by
the approximation of the continuous problem by a finite set of values. Finally, the
solution of the algebraic equation system is usually approximated as well, which
amounts to the solution error [116].
In the current implementation, the acoustic wave propagation is modeled in time
domain, which allows for an efficient description over a wide frequency range. Rel-
ative to their time and length scales, very long integration times and distances
are common in CAA simulations, so that even small discretization errors can ac-
cumulate over time and spoil the solution or lead to instabilities. This problem
is aggravated by the lack of a diffusive term in the APE, which usually dampens
the spurious waves, related to discretization errors. Accordingly, a low discretiza-
tion error is essential for computational acoustics solvers. As laid out in section
3.6.2, the error can either be minimized by increasing the resolution of the spatial
discretization, or by using a higher order discretization scheme. The first option
corresponds to a linear growth of the computational cost, while for the latter, the
increase is much slower. Accordingly, high order methods are usually preferred for
CAA applications, due to their improved numerical efficiency.
The aim of the developed method is to account for wave propagation in com-
plex geometries of technical combustion systems, which is difficult with most tra-
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ditional high order discretization schemes. A class of methods, which qualifies
for complex geometries, while providing a high discretization order, are the dis-
continuous Galerkin schemes [24]. They divide the computational domain into
non-overlapping elements of different sizes and shapes. For each element, a spec-
tral discretization in terms of local polynomials is performed, which determine
the convergence order of the scheme. Due to the element-wise discretization, the
method is easily applicable to mixed, unstructured meshes, which vastly simplifies
the discretization of complex geometries. The majority of DG schemes is encom-
passed by the spectral/hp element method [62], which includes nodal and modal
expansion bases and is independent of continuous or discontinuous projections.
By allowing for arbitrary numbers of elements and polynomial orders at the same
time, the method bridges the gap between high order finite element, and low order
spectral methods. For the current work, the Nektar++ framework [19] was used,
which provides a robust and efficient implementation of the spectral/hp element
method. Due to its open source license, the developed solver is contributed to the
Nektar++ project and made available to the scientific community.
This chapter is dedicated to the implementation of the novel CAA solver. To
this end, the relevant concepts of the spectral/hp element method and the dis-
continuous Galerkin formulation are revisited first. If not stated otherwise, these
descriptions are based on Karniadakis and Sherwin [62], which is also the foun-
dation of Nektar++ and thereby the current implementation. Subsequently, the
implemented Riemann solvers and boundary conditions are discussed, where spe-
cial focus is put on variable density base flows. The temporal discretization scheme
is briefly reviewed, before an overview of the complete solution algorithm is given.
Since this work constitutes the first application of the novel CAA solver, the chapter
closes with a verification of its implementation and an assessment of its numerical
error.
3.1 Spectral/hp Element Method
In the following, the general spectral/hp element method is laid out, based on a
hyperbolic Partial Differential Equation (PDE), defined over a domain Ω:
G(q) = ∂ q
∂ t
+∇ · F = 0 . (3.1)
Its solution q = q (x , t) can be approximated by a weighted sum of NDOF trial or
expansion functions Φi:
qδ(x , t) =
NDOF−1∑
i=0
q˘i(t)Φi(x ) . (3.2)
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Here, the coefficients q˘i(t) amount to a spectral discretization in terms of the trial-
functions Φi(x ), similar to the coefficients of the Fourier transform. Since qδ only
approximates the solution, it does not satisfy the partial differential equation (3.1),
which gives rise to a residual R(qδ):
G(qδ) = R(qδ) ̸= 0 . (3.3)
In order to obtain an approximate solution, the original problem G(q) = 0 is weak-
ened, so that the residuals are only required to vanish in terms of a set of test or
weighting functions v j(x ). The resulting projection is accordingly referred to as the
weak form of the PDE:∫
Ω
v j(x )G(qδ) dΩ
!
= 0 with j ∈ {1, ...,NDOF} . (3.4)




a b dΩ , (3.5)





= 0 with j ∈ {1, ...,NDOF} . (3.6)
The weak form is also inherent to different other spatial discretization tech-
niques, depending on the choice of weighting functions. Examples are given in
Tab. 3.1, where the FDM is based on a number of Dirac functions and in the
element-wise description of the FVM scheme, a piecewise defined, constant weight-
ing function is implied. The finite element method is a subclass of the spectral/hp
element method, since in both cases the expansion functions Φ serve as weights:
v j = Φ j , (3.7)





= 0 with j ∈ {1, ...,NDOF} . (3.8)
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Table 3.1: Different choices of weighting functions v j(x ) and their corresponding
projections.
Collocation Subdomain Galerkin
(Finite Differences) (Finite Volumes)
(Finite and Spectral/hp
Element Method)
v j(x) = δ(x − x j) v j(x) =
⎧⎨⎩ 1 : inside Ωe0 : outside Ωe v j(x) = Φ j
x0 x1 x2 x3 x4Ω






x0 x1 x2 x3 x4Ω





x0 x1 x2 x3 x4Ω







The expansion (3.2) uses polynomials Φi(x )which are defined in the entire compu-
tational domain Ω. While this resembles classical spectral methods, it aggravates








Ωe = {} . (3.9)
The NDOF global expansion functions Φi are replaced by P = NDOF/Nel element-wise
modes Φep:









Since each element is of arbitrary shape, the formulation is further simplified by
introducing a standard element Ωst with the local coordinate ξ:
Ωst = {−1≤ ξi ≤ 1} . (3.11)
In local coordinates, the global modes Φi(x ) are replaced with corresponding local
expansion modes φp(ξ). At this, the transformation
x = φ0(ξ) xe−1 +φ1(ξ) xe with ξ ∈ Ωst (3.12)
maps the local coordinate ξ to the global coordinate x , by expressing it in terms
of local expansion functions, referred to as parametric mapping. Within the
spectral/hp element method, the approximate solution qδ can be represented either
as global, element-wise or local expansion:
qδ(x , t) =
NDOF−1∑
i=0



















The applicability to an arbitrary number of elements Nel with size h marks the
h-type extension of the spectral method.
3.1.2 p-type Extension
While the h-type extension allows for adjusting the accuracy of the spatial dis-
cretization by changing the number of elements, the p-type extension refers to a
variable number of expansion functions P. It is therefore characterized by an ad-
justable discretization accuracy in spectral domain. To maximize the efficiency of
a given expansion, every mode should account for information, which ideally does
not overlap with the other modes. This concept is formalized as linear indepen-
dence or orthogonality.
Common expansions are either modal or nodal. Nodal expansions are composed
of the Lagrange polynomials ℓp(x)
ℓp(x) =
∏P
q=0,q ̸=p(x − xq)∏P
q=0,q ̸=p(xp − xq)
, (3.14)
which have a unit value at their nodal point xp and are zero at the other polynomi-
als nodal points xq, i.e. ℓp(xq) = δpq. Therefore, when using Lagrange polynomials
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as expansion functions, the coefficients q˘p take the value of the approximate solu-
tion qδ(xq) at these points.
Modal expansion bases, in contrast to nodal ones, are hierarchical, meaning an
expansion of order P is contained within the expansion of order P + 1. This causes
the modal bases to be orthogonal by definition, providing an increased numerical
efficiency compared to nodal expansions. For this reason, the following description
is limited to modal expansions, which were exclusively used in this work. A detailed












































(b) Modified Expansion Basisψp(ξ).
Figure 3.1: One-dimensional modal expansion bases with a polynomial order of P =
5
The favorable properties of the modal expansions are due the Jacobi polynomials
Pα,βp (x), they are constructed from. The Jacobi polynomials represent the solution
to a singular Sturm-Liouville problem in the region −1 < x < 1 [62]. For α = β =
0, the Jacobi polynomials give the Legendre polynomials and for α = β = −1/2,
the Chebychev polynomials are obtained. As evident from the first six polynomials
P1,10 to P
1,1
5 , shown in Fig. 3.1a, their boundary values at ξ= −1 and ξ= 1 are non-
zero. If used as expansion function, this causes every polynomial to contribute to
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the boundary values of the element, which complicates the inter-element coupling
in combination with the h-type decomposition.
To limit the boundary value contribution to only a single mode, a boundary or
interior decomposition is performed, that requires all but the first polynomial (p =
0) to vanish at ξ = −1 and all but the last polynomial (p = P) to vanish at ξ = 1.
To this end, linear functions are used as first and last modes of the expansion and
the Jacobi polynomials are scaled with a quadratic function. The resulting modified











P1,1p−1(ξ) : 1≤ p ≤ P − 1
1+ξ
2 : p = P
. (3.15)
It is depicted in Fig. 3.1b. A caveat of this technique is a loss of orthogonality as
consequence of the linear functions, which is, however, compensated by a more
efficient implementation and the possibility to perform matrix-level optimizations
such as static condensation [62].
Multi-Dimensional Expansion Basis
In three dimensions, a hexahedral standard element Ωst with the cartesian coordi-
nates (ξ1,ξ2,ξ3) is described as:
Ωst = {−1≤ ξ1,ξ2,ξ3 ≤ 1} . (3.16)
Consequently, a local, three-dimensional expansion basis is constructed by multi-
plication of the one-dimensional expansions in the respective direction:
φpqr = φp(ξ1)φq(ξ2)φr(ξ3) with 0≤ p ≤ P1 ∧ 0≤ q ≤ P2 ∧ 0≤ r ≤ P3 . (3.17)
In each direction i, the bases comprise Pi modes. It follows from this notation that
φpqr can be interpreted as tensor and is therefore referred to as tensorial expan-




















Table 3.2: Upper bounds in cartesian and collapsed coordinates for different three-
dimensional element types. In both systems, the lower bound is −1 for
all coordinates. The blue arrows indicate which edges are collapsed in






















ξ1 + ξ2 ≤ 0


















While this formulation is sufficient for one-dimensional, quadrilateral and hexa-
hedral elements, the bounds of the cartesian coordinates (ξi) are interdependent
for other element types. For e.g. a tetrahedron these are
Ωst,tet = {−1≤ ξ1,ξ2,ξ3 ∧ ξ1 + ξ2 + ξ3 ≤ −1} . (3.19)
For a suitable tensorial basis that is valid on all element types, a universal, collapsed
coordinate system ηi with independent bounds is required:
Ωst = {−1≤ η1,η2,η3 ≤ 1} . (3.20)
For three-dimensional elements, these coordinates are obtained by introducing a
coordiante transform that collapses one or more edges, as shown in Tab. 3.2.
With the lower bounds constant at −1 ≤ ηi , the transformation from cartesian
to collapsed coordinates is given by the respective collapsed coordinate’s upper
bounds.
While true in one dimension, using the P1,1p Jacobi polynomials in multiple di-
mensions does not necessarily yield an orthogonal tensorial expansion basis. In-
stead, the multi-dimensional basis is constructed from a set of different Jacobi




pqr . A more detailed
discussion of these functions is given in [123]. Accordingly, the three-dimensional,





















Due to the transformation to collapsed coordinates, using principal functions of
the same degree for all three directions leads to an excessive resolution near the
collapsed edges. Consequently, the numerical efficiency is restored by gradually
decreasing the number of modes closer to a collapsed edge [123, 62]. To this end,
for each, three-dimensional mode, the degrees of the principal functions are lim-
ited based on the element type and location within the element as [62]:
Hexahedron: 0≤ p,q, r ∧ p ≤ P1 ∧ q ≤ P2 ∧ r ≤ P3
Prism: 0≤ p,q, r ∧ p ≤ P1 ∧ q ≤ P2 ∧ p+ r ≤ P3 ∧ P1 ≤ P3
Pyramid: 0≤ p,q, r ∧ p ≤ P1 ∧ q ≤ P2 ∧ p+ q+ r ≤ P3 ∧ P1, P2 ≤ P3
Tetrahedron: 0≤ p,q, r ∧ p ≤ P1 ∧ p+ q ≤ P2 ∧ p+ q+ r ≤ P3 ∧ P1 ≤ P2 ≤ P3 .
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3.1.3 Integration
By virtue of the p-extension, the spatial discretization can be chosen arbitrarily.
In the spectral/hp element method, this also holds for the implementation of the
integration and differentiation operators. Integration is achieved by using Gaussian
Quadrature, which approximates an integral over a domain from individual values
at distinct locations. These values can be evaluated from the expansion in any
point of the element, allowing for a programmatic implementation of the Gaussian
quadrature at arbitrary order. As consequence of the weak formulation (3.6), only
the integral form of a PDE is required, so that each term of the PDE only needs to
be evaluated at the quadrature points of the integration. This is exploited in the
implementation of the differentiation operator, which is based on a representation
in terms of Lagrange polynomials through the quadrature points. The advantage
of this differentiation in physical space is that no transformation into modal space
is required.
Integration in 1D
Any smooth, one-dimensional polynomial q(x1) of order P is representable in terms

















The above integral is referred to as Legendre integration and is exact for all poly-
nomials q(ξ1) of order P ≤ Q − 1. However, by using a specific distribution of
nodes ξ1i , this limit can be extended to facilitate accurate integration of higher
order polynomials. This insight is fundamental to the Gauss quadrature, which
computes the node locations, referred to as quadrature points, from the zeros of a
Jacobi polynomial [62]. There are three types of Gauss quadratures. The original
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Gauss quadrature uses only points interior to the interval −1 < ξi < 1, the Gauss-
Radau quadrature includes one point on the interval edge and the Gauss-Lobatto
quadrature includes both edge points, ξ1 = ±1. For instance, the Gauss-Lobatto-
Legendre quadrature exactly integrates a polynomial q(ξ1) of order P using at least
Qmin ≥ P+32 quadrature points.
While sufficient for a single polynomial, integration of products of polynomials
requires a larger number of quadrature points, as the multiplication increases the
order to 2P. With insufficient quadrature points, the expansion can not account
for the small length scale features of the physical representation and aliasing errors
occur, causing to the simulation to eventually become unstable. This is of particular
importance for acoustics simulations, which typically involve governing equations
that lack a stabilizing diffusion term.
Integration in 3D
The approximation (3.22) is trivially extended to multiple dimensions by a nested
summation:∫
Ωst







wiw jwk q(ξ1i ,ξ2 j ,ξ3k) . (3.24)
For quadrilateral and hexahedral elements, this expression is already sufficient. In
other element types, the integration has to be performed in the previously intro-
duced collapsed coordinate system (η1,η2,η3):∫
Ωst
q(ξ1,ξ2,ξ3)dξ1 dξ2 dξ3 =
∫∫∫ 1
−1
q(η1,η2,η3) Jη dη1 dη2 dη3 , (3.25)





For most element types, the jacobian is rather simple and can be accounted for
by using appropriate Gauss-Jacobi integration weights, which introduce an addi-
tional term in the integral (3.22). This term recovers the jacobian Jη for the given
element type. The resulting integration methods are accordingly referred to as
Gauss-Jacobi, Gauss-Radau-Jacobi and Gauss-Lobatto-Jacobi. An exemplary point































(c) Element Ωst in collapsed
coordinates.
Figure 3.2: Representation of a triangular element in (a) global coordinates (x1, x2),
(b) local coordinates (ξ1,ξ2) and (c) in collapsed coordinates (η1,η2).
Quadrature points in blue. Q = 7 points with Gaus-Lobatto-Jacobi (α =
β = 0) distribution in ξ1-direction andQ = 6Gauss-Radau-Jacobi (α= 1,
β = 0) distributed points in ξ2-direction.
Just like the transformation from standard to collapsed coordinates, the trans-
formation from an arbitrary element Ωe to the standard element Ωst introduces a
second jacobian:∫
Ωe
q(x1, x2, x3)dx1 dx2 dx3 =
∫
Ωst
q(ξ1,ξ2,ξ3) |Jξ| dξ1 dξ2 dξ3 , (3.27)
where:
|Jξ|=
 ∂ x i∂ ξ j
 . (3.28)
However, this quantity is too complex to be treated implicitly by using an appropri-
ate point distribution and must be computed from the parametric mapping (3.12).
3.1.4 Differentiation
The spectral discretization of the p-extension allows for differentiation in modal
space and in physical space. With the latter approach, a polynomial q that is to be
differentiated is only required in physical space. This vastly simplifies the evalua-
tion of complex flux functions or source terms and makes a prior transformation to
modal space expendable.
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As previously established, a smooth, one-dimensional polynomial q(x1) of order















For the Gaussian quadrature, which is applied to all terms of the PDE, only values
at the quadrature points ξ1i are required. It is therefore sufficient to evaluate the












Again, this is trivially extended to three dimensions by a nested summation at the
quadrature points (ξ1i ,ξ2 j ,ξ3k):
∂ q
∂ ξ1














By definition (3.14), each Lagrange polynomial is unity at its node and zero at all
other nodes, i.e. ℓq(ξ2 j) = δq j and ℓr(ξ3k) = δrk. Substitution in (3.32) gives:
∂ q
∂ ξ1









The derivatives in the other directions, ∂ /∂ ξ2 and ∂ /∂ ξ3 are defined accordingly.




















and the differential operator takes the form:
∂ q
∂ η1










With the above expression, the derivative of a polynomial q is computed by multi-
plication with the derivative of the Lagrange polynomials at the quadrature points
with regard to the collapsed coordinates. The latter are problem-independent and,
just like the quadrature weights wi , can be tabulated or precomputed at runtime.
The derivatives ∂ η/∂ ξ are treated in the same way. The derivatives of the para-



















must be computed at run-time from Eq. (3.12), just like the jacobian Jξ of the
integration operator.
3.1.5 Forward- and Backward Transform
With the spectral/hp element method, each field q can be represented in terms of
the expansion coefficients q˘ep or in terms of physical values at a sufficient number
of quadrature points q(ξ1i ,ξ2 j ,ξ3k). Both representations are useful for different
operations, e.g. the fluxes are easily evaluated, differentiated and integrated at
the quadrature points in physical space, while the inversion of the elemental mass
matrix is more efficient in modal space. The process of determining the expan-
sion coefficients q˘ for a given function q(x ) is commonly referred to as forward
transformation. Accordingly, the term backward transformation denotes the in-
verse operation, where the function is retrieved by simply evaluating the expansion
(3.13).





pqr = q(ξ) + R(q) , (3.37)
where the function q can not be fully represented by the expansion basis, leading to
a residual R(q). In accordance with the spectral/hp element method, the residual



































. The integrals in the
inner products are computed from discrete values using the Gauss quadrature. For








wi jk φstu(ξi jk) q(ξi jk)
Ji jk . (3.39)
This integration is only exact if q(ξ) lies within the polynomial space of the expan-
sion, which usually is not the case. The error related to this integration decreases
for smoother functions q and a higher numbers of quadrature points Q. In order
to not dominate the transform, the error must be of less or equal order as the
approximation error R(q) [62]. Using the orderings
n(pqr) = r + q(P2 + 1) + p(P2 + 1)(P3 + 1)
m(i jk) = i + jQ1 + kQ1Q2 ,
(3.40)
the right hand side of the forward transform can be written as first order tensor
with P1P2P3 elements:
K eq e = wi jkφstu(ξi jk)q(ξi jk)
Ji jk (3.41)
where
K en(stu)m(i jk) = wi jkφstu(ξi jk)
Ji jk (3.42)
qem(i jk) = q(ξi jk) . (3.43)
The left hand side is treated similarly and reordered to yield





wi jkφstu(ξi jk)φpqr(ξi jk)
Ji jk q˘epqr (3.44)
















Using Gaussian quadrature, the forward transform (3.38) reads in matrix form :
M eq˘ e = K eq e
⇔ q˘ e = (M e)−1K eq e . (3.47)
Unlike the backward transform, the forward transform requires the inversion of the
mass matrix M e, which entails significant computational cost.
When using a continuous Galerkin projection, continuity between each element
is enforced. Consequently, the above operation cannot be performed on each ele-
ment independently, but instead of the elemental mass matrix M e a global matrix
M must be inverted. M is constructed from all elemental mass matrices by impos-
ing equal values at the edge quadrature points of adjacent elements. This process
also yields the global equivalents of the elemental vectors q e, q˘ e and matrix K e.
The global mass matrix is symmetrical, but only partially banded and of rank NDOF,
making its inversion considerably more computationally expensive than for a dis-
continuous projection.
Using the reordering, the backward transformation (3.13) can similarly be writ-
ten as matrix operation:
q e = Beq˘ e (3.48)
with the basis matrix
Bem(i jk)n(pqr) = φpqr(ξi jk) . (3.49)
Its global equivalent B is constructed consistently with the global mass matrix M .
3.2 Discontinuous Galerkin Formulation
The spectral/hp element method described in section 3.1 qualifies for the spatial
discretization of arbitrary partial differential equations while being independent of
the projection and the element coupling. It is commonly used in conjunction with
continuous and discontinuous projections. Throughout this work, a continuous
projection is used for the intermediate expansion in chapter 5, while a discontin-
uous projection is applied to all fields of the APE system. The latter technique
permits discontinuities at the element interfaces, where inter-element coupling is
accomplished via the introduction of a numerical flux through the element faces.
The element-wise treatment has the advantage, that each element can be consid-
ered separately, which is the key to its relatively straightforward implementation
and stability.
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Revisiting the generic advection-type equation (3.1) inside a single element Ωe
∂ q
∂ t
+∇ · F(q) = 0 , (3.50)








φpqr∇ · F(qδ)dΩe = 0 (3.51)









δ) ·n d (∂Ωe)−
∫
Ωe
∇φpqr ·F(qδ)dΩe = 0 . (3.52)




ab · n d (∂Ω) , (3.53)














−  ∇φpqr , F(qδ)Ωe = 0 . (3.54)
In the above equation, the advection term was split into the fluxes across element
faces and an inner-elemental contribution. While the latter can be computed us-
ing the differentiation and integration operators, the inter-element fluxes must be
computed with a separate numerical technique. Accordingly, they are referred to
as numerical fluxes FR(qL,qR) = −FR(qR,qL), where qL and qR denote the internal













−  ∇φpqr , F(qδ)Ωe = 0 . (3.55)
Using the reordering (3.40) and the matrix notation introduced in section 3.1.5,
the advection equation is discretized as:
∂ q˘ e
∂ t









Figure 3.3: Direction and location of the relevant variables at the element interface
for the APE under subsonic conditions for the element Ωe (grey) and
Ωe+1. Left UL and right hand side UR states in blue, intermediate state
U∗ in yellow. All three states are located in the same points in space but
are shown next to each other by way of illustration.
where the vector of internal be and numerical fluxes ce are given as:
ben(pqr) =









In this equation, the left hand side is given in terms of the expansion coefficients
q˘ e, while the right hand side is computed exclusively from physical values q e. Left-




= Be (M e)−1 (be − ce) (3.59)
Since the integrals in the above equation are treated as described in section 3.1.3,
only the fluxes at the quadrature points are required. The numerical fluxes must be
computed at the element edges, but are undefined at the face edges, where more
than two elements intersect and the face-normals are ambiguous. Accordingly, the
numerical fluxes ce are evaluated at dedicated one/two-dimensional Gauss-Jacobi
quadrature points on the face/edge, which exclude the edge points, as shown in
Fig. 3.3. The gradient for the internal fluxes be is evaluated as laid out in section
3.1.4.
The computation of the numerical fluxes ce poses a Riemann problem, to which
a simple solution is only available for very few cases, where the diagonalized form
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can be established. Examples of such governing equations are the scalar advection
problem and the plane wave propagation described in section 2.4.3. When this
diagonalization is not possible, the Riemann problem has to be solved iteratively or
by approximation. Iterative Riemann solvers typically increase the computational
cost substantially, which explains the large variety of approximate Riemann solvers
available today [134]. Two solvers of the latter category are applied to the three-
dimensional APE-equations (2.88) in the following.
3.2.1 Lax-Friedrichs and Local Lax-Friedrichs Flux
The simplest stable, first order Riemann solver is the Lax-Friedrichs scheme [134]:
FR(U L ,UR) =
1
2
[F(U L) + F(UR)]− ∆t2∆x (UR −U L) . (3.60)
The scheme is stable for Courant numbers between 0 and 1 and of first order ac-
curacy. The first term represents the naive averaging of the left and right hand
side state fluxes, F(U L) and F(UR), respectively. Taken by itself, this would be un-
conditionally unstable and only works due to the second term, which introduces
additional diffusion that stabilizes the scheme at the cost of accuracy.
Instead of adding the same level of diffusion throughout the entire domain, the
Local Lax-Friedrichs method (LLF) [80, p. 233] uses a locally determined value
∥Λn∥max:
FR(U L ,UR) =
1
2
[F(U L) + F(UR)]− 12∥Λn∥max(UR −U L) , (3.61)
where ∥Λn∥max is the maximum absolute eigenvalue of the interface-normal pro-
jection of the governing equations, similar to Eq. (2.91). Due to the discontinuous
projection, the base flow fields differ between the left- and right hand sides. This is
unproblematic for the computation of the fluxes, since for F(U L), the left state val-
ues are used and F(UR) is computed using the right hand side values. For ∥Λn∥max,
however, a value that applies to the left and right side simultaneously must be
found. As discussed above, the scheme becomes unstable for insufficient artificial
diffusion. Excessive values, however, do not cause stability problems. Therefore,
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3.2.2 First Order Upwind Flux
For three-dimensional problems with non-uniform flow fields, no common eigen-
vector for all three jacobians exists. However, if the flow gradients are assumed to
be negligible, the linearization ∂ F i/∂ x i = J i∂U/∂ x i , used to obtain Eq. (2.90)
is acceptable. Similar to section 2.4.3, the problem is simplified as a plane wave
traveling perpendicularly to the element interface. For Euler and Navier-Stokes
equations, this approach is commonly referred to as Local One-Dimensional Inviscid
(LODI), since only the flux in one dimension is considered [133, 37]. With the LODI
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For supersonic conditions, both acoustic waves travel in flow direction whereas for
subsonic conditions, one wave propagates into the opposite direction. By virtue
of the diagonalization, the Riemann problem can be solved by a simple upwind
approach, where the intermediate state U∗ is computed from the positive and neg-
ative characteristics for the left- and right hand side states, respectively. Since the
eigenvalues for the vorticity characteristics are zero, they do not propagate into
interface normal direction at all, so the mean value is used:
FR(U L ,UR) = JnU
















For the upwind flux formulation (3.64), the flux jacobians Jn and eigenvector ma-
trices Ln are required. Similar to the eigenvalue matrix Λn in the Lax-Friedrichs
flux, these quantities are ambiguous at the element interfaces, in case a discon-
tinuous Galerkin projection is applied to the base flow fields. Using average or
maximum values would be detrimental to the stability of the solver, so a direct
flux formulation is introduced, which computes the fluxes from the characteristics,
without using an intermediate state. To this end, the flux jacobian is split into a
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The fluxes are computed using the positive and negative jacobians, evaluated at
the left and right hand side, respectively:









The jacobian matrices can easily become rather complex and even for the rather
simple APE-1/4 operator, involve several mathematical operations. Moreover, they
must be computed at every interface quadrature point, for every time level. Con-
sequently, their evaluation requires significantly more computational time than the




In the spectral/hp element method, boundary conditions can be implemented ei-
ther by prescribing the boundary solution itself (strong BCs) or by modifying the
state from which the numerical flux is calculated (weak BCs). While simpler to
implement, the strong BC approach can cause severe stability restrictions and dete-
riorate the numerical accuracy [91]. For these reasons, all boundary conditions are
implemented as weak-Riemann, where the boundary state is computed by solving
a Riemann problem between the element interior and an exterior state, the ghost
state. The exterior values are denoted with G and similar to the previous section







Figure 3.4: Direction and location of the relevant variables at the boundary for the
APE under subsonic conditions for the element Ωe (grey). Left hand side
UL state in blue, ghost UG state in purple and intermediate state U∗ in
yellow. All three states are located in the same points in space but are
shown next to each other by way of illustration.
The two fundamental boundary types for CAA are full reflection and full ab-
sorption of incident waves, i.e. rigid wall and far-field boundary conditions. The




which denotes the ratio of the outgoing and the incoming acoustic characteristic.
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3.3.1 Rigid Wall Boundary
The slip-wall condition imposes zero wall-normal velocities, while not affecting the
wall-parallel components:
uaL · n != 0 . (3.71)
This is either achieved by setting the normal velocity to zero (strong BC) or by
negating it (weak BC). Since in the current implementation, the weak BC approach




















In subsonic flows and for one dimension, this gives 𝒽∗n,3 = −𝒽∗n,4 and consequently
a reflection coefficient of R = 1, indicating that the incident characteristic is fully
reflected. This does not hold in multiple dimensions (i.e. R ̸= 1), since the non-
normal components are not reflected.
This is accomplished by the no-slip wall condition, which is obtained by imposing
zero wall velocity perturbations uaL
!
= 0 via:
uaG = −uaL . (3.74)










which yields R= 1, even when ua2 ̸= 0 or ua3 ̸= 0.
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3.3.2 Farfield Boundary
At farfield boundaries, all incoming characteristics must vanish. Implemented as
weak-Riemann boundary conditions, this is accomplished by computing a ghost
state from the outwards moving characteristic of the left-hand side state, while
setting the incoming right hand side characteristics to zero [132]. Similar to the
upwind flux solver, the LODI approach is used, where the acoustic field is consid-












For subsonic conditions, this gives 𝒽∗n,3 = 0 (λ3 < 0) and therefore a reflection
coefficient of R=∞.
While this method should produce no incoming characteristics in one dimension,
the underlying LODI approach gives non-zero incoming characteristics in multiple
dimensions [37]. Moreover, numerical errors can generate additional waves at the
boundary. For aeroacoustic applications, these spurious waves are hardly damped
due to the absence of a diffusive term. In long-time simulations, this may spoil the
simulation results or even lead to divergence [5]. Besides more advanced farfield
boundary conditions [108, 130, 5], a simple yet efficient solution to this problem
is the introduction of a sponge layer, i.e. an artificial source term that dampens the
fields close to the boundary:
W sponge = Csp(x ) U with Csp(x )< 0 . (3.78)
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3.4 Temporal Discretization
Using the approximation of integrals and gradients in sections 3.1.3 and 3.1.4,
respectively, as well as the numerical fluxes defined in sections 3.2.1 and 3.2.2,





with the right hand side
G(q) := B (M)−1 (b− c) +W . (3.80)
The remaining temporal derivative on the left hand side must be approximated. In
order to minimize the dispersion and diffusion errors, a high order method is used
for the temporal discretization as well. Consequently, the explicit, fourth order
Runge-Kutta scheme (RK4) [116] is employed:
∂ q
∂ t
n+1 ≈ 16θ 1 + 13θ 2 + 13θ 3 + 16θ 4 , (3.81)
where the four time stage values are successively computed as:
θ 1 =G (q n)
θ 2 =G
 




q n + 1/2θ 2∆t

θ 4 =G (q n + θ 3∆t) .
(3.82)
Once all time stage values are available, the subsequent time step field q n+1 is
explicitly computed as:
















The RK4 scheme computes the subsequent time level n+ 1 from only the current
one n, while using four time stages, at which the right hand side G(q) is evaluated.
1 Since the temporal discretization is applicable to the continuous and discontinuous Galerkin
































Figure 3.5: Flow Diagram of the
CAA Solution Algo-
rithm for a single time
step.
The full algorithm used for solving the APE sys-
tem is depicted in Fig. 3.5 for a single time
step. At the beginning of the time step, the
ghost states UaG are computed at the bound-
aries according to Eqs. (3.72, 3.74, 3.76). In
a next step, the internal flux vector be is as-
sembled by evaluation of the fluxes F(qδ) and
numerical integration with regard to the gradi-
ent of the expansion basis, Eq. (3.57). Simi-
larly, the Riemann problem is solved at the ele-
ment interfaces to obtain the vector of numer-
ical fluxes ce, Eq. (3.58). Both fluxes and the
source terms W are combined to yield the right
hand side of the advection equation (3.80) and
the first time stage value θ i . Subsequently, the
previous steps are repeated with the interme-
diate field (3.82) instead of the current time
step field q n until the four time stage values
of the Runge-Kutta scheme are available, i.e.
i = 4. Finally, the four time stage values θ i
are combined as given by (3.83) to yield the
subsequent time step fields q n+1, which are




For the developed acoustics solver, it is essential to implement the right governing
equations and to solve these equations properly [116]. Therein, the assessment
with regard to the former requirement is the subject of the validation, whereas the
latter is addressed by the verification. Depending on the scope of a tool, the vali-
dation can involve simulations of a wide range of test cases, which then must be
compared to analytical solutions, experimental results or reference simulations of
higher accuracy. Due to the complexity of most modeled phenomena, analytical
reference data is not available in most cases, and experiments and reference simu-
lations can be erroneous as well. The results obtained in the context of a validation
therefore require thorough interpretation and evaluation.
First steps towards the validation of the developed tool are taken in chapters
6 and 7, by means of a simple and more challenging setup, respectively. More-
over, the solver is already being used by the scientific community, where it was
successfully validated and applied to a jet noise problem [94]. The verification
of an implementation is much more distinct, since both, the governing equations
and their solution obtained from the solver, are available. The difference between
the computed solution and a corresponding exact solution can therefore be quanti-
fied. This is the aim of the current section, where initially, the discretization error
is examined in order to ascertain the correct implementation of the APE system.
Subsequently, this error is quantified and investigated in more detail for different
discretization parameters. Finally, the practical implications of these findings are
illustrated by comparing the computed and analytical solution to a simple test case.
3.6.1 Method of Manufactured Solution
The correct implementation of the APE system (2.88) is verified by means of the
Method of Manufactured Solution (MMS) [115]. The core concept of MMS is to
manufacture an analytic solution UMS and insert it into the governing equations.
The solution is designed to not fully satisfy the equations and hence gives rise to
a source term WMS, which can be derived analytically. When this source term is
applied to a simulation using the actual implementation, it should yield the man-
ufactured solution UMS. Due to the numerical errors, there will, however, be a
deviation between UMS and the obtained solution U . This error is composed of
the discretization and solution errors only. Neglecting the small solution error, the
discretization error follows as:
E = ∥UMS −U∥ . (3.84)
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For the discontinuous Galerkin method, the error follows a power law, causing it to
decay with increased spatial resolution [35]:
E∝ hPconv , (3.85)
where h is the mesh spacing and Pconv the convergence order of the scheme. In
the DG method, the latter is identical to the polynomial order, i.e. Pconv = P. The
discretization error of a correct implementation should follow relation (3.85). Any
deviation from Eq. (3.85) means that E contains an additional error, e.g. due to
programming or conceptual mistakes [115].
The advantage of this method is that the manufactured solution can be designed
to test individual terms of the governing equations only, since the physical mean-
ing of the manufactured solution is insignificant. Conversely, UMS can be chosen
to exercise every term, including the boundary conditions and temporal deriva-
tives. Hereby, the MMS requires only very few test cases, even for an extensive
verification.
Two rectangular and two hexahedral domains are considered in the following,
with analytical solutions and base flow fields designed to exercise every term of
the APE operator. All boundaries are treated with the slip-wall condition. The
wall-normal acoustic velocity perturbation uan,MS is hence required to vanish.
2D
In two dimensions, the devised manufactured solution reads:

















 −x21 + 1 sin  4π  x21 + x22
1
c0ϱ0
 −x22 + 1 cos  4π  x21 + x22
⎤⎥⎥⎦ (3.86)
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⎤⎥⎥⎥⎥⎥⎦ (3.87)
and the reference values







Since neither value has any physical meaning and only the spatial discretization
shall be tested, all quantities are dimensionless and constant in time. The com-
ponents of the velocity perturbations ua, depicted in Fig. 3.6, vanish at their
respective normal walls due to the chosen boundary conditions. Substitution of
the above definitions into the left hand side of the APE system (2.88) yields the
analytical expression of the MMS source term WMS. Due to its verbosity, WMS is,
however, not listed.








































Figure 3.6: Velocity perturbations of the two-dimensional MMS.
The discretization error E is given for quadrilateral and triangular elements in
Fig. 3.7, for different mesh spacings h and polynomial orders P. For sufficiently fine
resolutions, the errors should form straight lines with the slope P, due to the loga-
rithmic scaling. In the present study, the error E is only evaluated at the quadrature
points. Due to their dependence on h and P however, neither their number nor their
locations are constant, which causes the errors in Fig. 3.7 to fluctuate slightly. The
fluctuations decrease for higher resolutions and orders, due to the higher number
of quadrature points and the more accurate evaluation of the error.
The observed and theoretical convergence orders concur very well for the quadri-
lateral elements in Fig. 3.7a. With triangular elements, the simulation is not as
stable for lower resolutions and exhibits larger errors, likely due to the necessary
transformation from local to collapsed coordinates [62]. Nevertheless, the theo-
retical and observed convergence orders show good agreement for smaller mesh
spacings, similar to the quadrilateral case. This demonstrates, that the discretiza-
tion scheme, the APE and the boundary conditions were correctly implemented in
two dimensions.
69


























Figure 3.7: L2 errors for the 2D manufactured solution with wall boundary condi-
tions and spatially varying base fields for different polynomial orders P
and mesh spacings h. Lighter shades indicate higher orders. Theoretical
slopes in red.
3D
In order to ascertain the correct implementation in three dimensions, the two-
dimensional manufactured solution was extended accordingly:




















 −x21 + 1 sin  4π  x21 + x22 + x23
1
c0ϱ0
 −x22 + 1 cos  4π  x21 + x22 + x23
1
c0ϱ0
 −x23 + 1 cos  4π  x21 + x22 + x23
⎤⎥⎥⎥⎥⎥⎦ , (3.89)







































































and identical reference values.


















E P = 8
P = 3
(b) Tetrahedral elements
Figure 3.8: L2 errors for the 3D manufactured solution with wall boundary condi-
tions and spatially varying base fields for different polynomial orders P
and mesh spacings h. Lighter shades indicate higher orders. Theoretical
slopes in red.
The resulting discretization errors are depicted in Fig. 3.8 for hexahedral and
tetrahedral elements. A similar behavior as in the two-dimensional case is ob-
servable for both element types. In particular with the hexahedral elements, the
observed and theoretical convergence orders are in good agreement. Compared
to the triangular elements, even higher resolutions and polynomial orders are re-
quired to facilitate a stable simulation using tetrahedra, due to the two additional
collapsed edges. However, for sufficiently small h, power law convergence accord-
ing to Eq. (3.85) is reached as well.
It was therefore demonstrated that for the four considered element types, the
acoustics solver correctly implements the APE. Moreover, its convergence error E
adheres to the power law (3.85), indicating, that the discretization error is the only
significant error source, as expected.
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3.6.2 Dispersion and Diffusion Errors
The discretization error can be classified into dispersion and diffusion error, which
shall be assessed by comparison to a spatial eigensolution analysis [90] for both
Riemann solvers. To this end, the solution to the one-dimensional APE is assumed
to be composed of wave-like components of the form
pa (x , t) = pˆaei(kx−ωt) , (3.91)
with the complex pressure amplitudes pˆa, the wave number k and the angular





relates the angular frequency ω of each mode to a wave number k and vice versa.
Ideally, this relation is constant and all wave components are transported at the
exact speed of sound. Due to the numerical discretization, this is, however, not the
case and each mode of the numerical solution behaves as if related to a complex,
modified wave number k∗ = k∗R+ k∗I that deviates from the real, exact wave number
k. Using the dispersion relation, the discretized representation of the wave-like
component is given as:





Since the first exponent is real and negative, the imaginary part k∗I of the modified
wave number attenuates the amplitude of the wave component, acting as numeri-
cal diffusion. The real part k∗R alters the phase of the wave component and hence
manifests as numerical dispersion. Consequently, the two parts quantify the diffu-
sion error and the dispersion error. For CAA, the latter is of particular importance,
since it determines the frequency domain error. Moreover, it governs the evolution
of spurious modes, which are barely damped in CAA due to the lack of (large)
viscous terms and can spoil the results or lead to instabilities for long integration
times [90].
Both errors depend on the wave number or frequency and increase with grow-
ing frequencies or wave numbers. For a given numerical scheme, their temporal
evolution can be quantified by means of a temporal eigensolution analysis, while
the spatial analysis is more appropriate for wave propagation in flows with in- and
outflow conditions [90]. Consequently, the discretization errors of the current im-
plementation can be quantified by evaluating its actual dispersion and diffusion
errors in a numerical experiment.
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To this end, a one-dimensional channel with a length of l = 10m, a speed of
sound of c = 340m/s and a baseflow velocity of u = 1/2c is considered. At the
x = 0m boundary, an incoming harmonic wave with f = kc2π is imposed, which
leaves the domain through a far field boundary condition at x = 10m. The domain
is discretized by 20 equidistant elements of h = 0.5m and an expansion basis of
order 1 ≤ P ≤ 5. Since the spatial discretization error is to be explored, a fourth
order Runge-Kutta scheme with a rather small step size of ∆t = 0.2E−6s was
employed.
The modified wave number is then found by considering a wave component at
two distinct locations, x1 and x2 = x1 +∆x:




















With∆x = 1.25m, the real and complex modified wave numbers can be computed




















The normalized components of k∗ are depicted in Fig. 3.9 for both Riemann
solvers and different polynomial orders. All values were normalized with the
length measure of one degree of freedom in the hp setting, h/(P + 1), so that
the values on the abscissa mark the wave number per NDOF. This illustrates, how
both errors can either be decreased by using a higher NDOF at constant P, or by
using higher polynomial orders at constant NDOF. While for the former option,
the computational cost increases linearly, it grows much slower when only P is
increased. This difference is the key to why higher order methods can provide
superior efficiency for CAA applications, where the discretization error is essential.
The results obtained with the first order upwind solver show perfect agreement
with the spatial eigensolution analysis performed by Mengaldo et al. [90]. The
analytical study is based on an upwind solver applied to a simple advection prob-
lem, using the spectral/hp element method in conjunction with a discontinuous
Galerkin projection. Accordingly, the agreement indicates a correct implementa-
tion of the discretization scheme and the Riemann solver. The LLF Riemann solver
exhibits slightly higher degrees of diffusion and dispersion. This difference is, how-
ever, only relevant for larger Mach number (Ma≫ 0.1) base flows. For quiescent
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Figure 3.9: Dispersion and diffusion errors obtained with local Lax-Friedrichs and
first order upwind Riemann solvers. Analytical data from [90]. Exact
values in grey.
(u = 0), homogeneous (const. ϱ and const. p) media, the LLF and first order up-
wind solver give identical solutions, resulting in identical diffusion and dispersion
behavior (not shown). This suggests that for most combustion noise applications,
where typically only low Mach numbers are relevant, the local Lax-Friedrichs solver
is sufficient.
3.6.3 Application to a Spinning Vortex Pair
In the two previous sections, the correct behavior of the discretization error, as well
as its impact on wave transport were investigated by means of one-dimensional,
theoretical test cases. To conclude the verification, an actual acoustic wave prop-
agation problem is now considered. Therefore, the “spinning vortex pair”, which
is also subject of the original APE publication [34] and a recurring test case in
literature is reproduced.
The setup involves a two-dimensional vortex pair, located r0 from the center (x =
0) of a quadratic domain with quiescent air. The opposing vortices rotate around
the center at an angular frequency ofω= Γ/4πr2o , where Γ denotes the circulation.
The rotation period is T = 8π2r02/Γ and the corresponding Mach number isMar =
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Γ/4πr0c. For this setup, Ewert and Schröder [34] give the anylytical source terms
for the APE-4 as:













with r 0 = r0e r , e r = [cos(ϑ), sin(ϑ)]T and ϑ =ωt.










where H(2)2 denotes the Hankel function of the second kind and order two.
The computational domain is rectangular with dimensions −100 r0 ≤ x1, x2 ≤
100 r0 and far-field boundary conditions. It is discretized by an unstructured mesh,
as depicted in Fig. 3.10a and a fifth order expansion, P = 5. The mesh comprises
Nel = 465 quadrilateral elements and was refined at the center, so that element
sizes between 0.3 r0 ≤ h and h≤ 32 r0 are reached.
The acoustic pressure distribution for Γ/(cr0) = 1.0 and Mar = 0.0795 at t =
1s is depicted in Fig. 3.10. Therein, the computed solution conforms with the
analytical solution, with minor deviations at the first maximum and third minimum.
These are in line with the results shown in [34], where similar deviations were
observed. These were attributed to a sponge layer around the boundaries, which,
however, was not used in the current simulation. Moreover, the obtained solution
does not change for higher polynomial orders, smaller mesh spacings, and different
element types. Due to the uniform speed of sound and zero base flow velocities, it
is also independent of the two implemented Riemann solvers. This suggests that
the smaller peak values are not due to the discretization error.
For the original simulation, a fourth order FDM scheme was applied to an orthog-
onal mesh of NDOF = 141× 141 = 19881 nodes. At the boundaries, a sponge layer
was attached and spurious waves were removed by a spatial filter. For the current
simulation, the discretization amounts to a total number of degrees of freedom of
NDOF = 16740 per quantity, which is 84.2% of the NDOF of the original simulation.
Moreover, neither filtering, damping or specialized boundary conditions were used,














(a) Numerical mesh (black), sample line
(white) and instantaneous acoustic
pressure field.
(b) Acoustic pressure along sample line,
obtained with the developed solver and
analytical solution [97]
Figure 3.10: Normalized acoustic pressure for Γ/(cr0) = 1.0 and Mar = 0.0795 at
t = 1s.
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4 Numerical Implementation of the
Flow Solver
The second part of the mathematical model consists of the chemistry manifold and
the low Mach number, Favre-averaged governing equations (2.79). In this work,
these governing equations are discretized by a cell-centered finite volume method
on unstructured meshes. The method is related to the discontinuous Galerkin for-
mulation of the spectral/hp element method, described in chapter 3, as it is simi-
larly based on a domain decomposition and inter-element fluxes. However, it uses
different weighting and trial functions, as well as single-point Gaussian quadrature,
limiting the current implementation to second order convergence. A comparison
of FVM and DG can be found e.g. in [124]. The finite volume method is widely
adopted and covered in literature. Due to its relatively simple formulation, it al-
lows for highly optimized implementations and easy adaption of novel modeling
approaches, while providing favorable stability and flexibility with regard to com-
plex geometries [35].
Reactive simulations based on FVM are an established approach for the simula-
tion of laboratory scale and industry scale combustion chambers [43, 58]. Conse-
quently, the Rolls-Royce Deutschland and TU Darmstadt developed, time-implicit,
CFD tool PRECISE-UNS1 [4] is used. The code has been an integral part of the
combustor design process and, apart from the added coupling interface, was not
modified. It is based on Ferziger and Peric [35], which therefore is also the basis of
the current chapter, if not stated otherwise. Consequently, it is adhered to the for-
mulations and termini that are common in the finite volume method. The chapter
commences by reviewing the approximation of integrals, differentials and fluxes of
the finite volume method. Subsequently, the temporal discretization scheme and
the pressure-velocity coupling strategy are introduced, before an overview of the
complete solution algorithm is given.
1 PRECISE-UNS: Predictive System for Real Engine combustors with Improved Submodels and
Efficiency - Unstructured
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4.1 Finite Volume Method
The generic transport equation of an arbitrary quantity q(x , t) is given as:
∂ ϱq
∂ t
+∇ · FC(q) =∇ · FD(q) + ω˙ , (4.1)
with the advective and diffusive fluxes:
FC(q) =ϱuq
FD(q) =ϱ𝒟∇q .
Identical to the h-extension of the spectral/hp element method, the finite volume
method divides the computational domain Ω into a number of non-overlapping
elements Ωe as specified by Eq. (3.9). In the context of the FVM, these elements
are referred to as cells or Control Volumes (CV). The integral form of Eq. (4.1) in a







∇ · FC(q)dΩe =
∫
Ωe











FC(q) · n d(∂Ωe) =
∫
∂Ωe




where n denotes the surface normal of ∂Ωe. Due to the element-wise constant
weighting function, which was implied in Eq. (4.2), the above equation involves
only inter-elemental fluxes.
4.1.1 Integration
Each CV surface ∂Ωe is again decomposed into non-overlapping faces S f , so that
the flux integrals are decomposed as:∫
∂Ωe





FC/D(qL,qR) · n dS f . (4.4)
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The surface integrals in the terms (4.4) are evaluated using two-dimensional Gaus-
sian quadrature with a single quadrature point in the face center x f , also referred
to as the midpoint rule [35]:∫
S f
FC/D(qL,qR) · n dS f ≈ δS f FC/D(qL,qR) · n , (4.5)
where δS f denotes the area of the face S f . The volume integrals in Eq. (4.3) are
similarly approximated from the value at the CV center x P using a single point











ω˙dΩe ≈ ω˙PδV , (4.6)
where δV denotes volume of the CV.
4.1.2 Advective and Diffusive Fluxes
The evaluation of the fluxes is identical to the discontinuous Galerkin method with
a single face quadrature point and can be achieved by means of numerous flux
formulations. For instance, the advective term is approximated based on the face
normal velocity un using first order upwind flux as
FC(qL,qR)≈
⎧⎨⎩ (ϱuq)P if u · n > 0(ϱuq)N if u · n < 0 , (4.7)
similar to section 3.2.2. In the above expression, the left and right hand side states
were extrapolated from the cell center values of the current control volume and
its adjacent volume as qL ≈ qP and qR ≈ qN , respectively. Since it is of first or-
der, the upwind flux introduces significant numerical diffusion, which on the one
hand, decreases the method’s overall accuracy but on the other hand, improves the
numerical stability. A second order interpolation is the Central Differences Scheme
(CDS), where the face values are computed from both cell centers, weighted by
their distance:
FC(qL,qR)≈ α (ϱuq)P + (1−α) (ϱuq)N , (4.8)
with
α=
n f · (x f − x P)
n f · (x f − x P) + n f · (x N − x f ) .
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While it introduces much less diffusion, this interpolation can cause oscillations
and numerical instabilities. Due to its symmetry however, CDS is often used for the
diffusive fluxes:
FD(qL,qR)≈ α (ϱ𝒟∇q)P + (1−α) (ϱ𝒟∇q)N . (4.9)
The interpolation from the CV center to the face in Eq. (4.8) is based on the
assumption, that the vector x P − x N intersects the face f at its center x f . This
however, does not hold for non-orthogonal meshes, as shown in figure 4.1. Con-
sequently, the CDS interpolations (4.8) and (4.9) yield the values and gradients of





Figure 4.1: CDS Interpolation at the face center.
second order extrapolation:
qL ≈ qP + (∇q)P ·
 




The gradient at the cell centers is also approximated by the midpoint rule, which








q i · n d(∂Ωe) , (4.11)
that can be approximated with the midpoint rule, as described in section 4.1.1:
⇒ (∇q)P ≈ 1δV
∑
f
q f i · nδS f . (4.12)
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4.2 Temporal Discretization
With the approximated integrals and differentials as well as the advective and the
diffusive fluxes, the transport equation (4.1) is fully discretized in space and de-
pends only on the CV center values qP , a source term ω˙ and number of geometric
factors. The latter are hereafter combined into the constant factors AP and AC for
each control volume P and its neighbor volumes C ∈ {N1,N2, ...}, respectively. The





δV + APqP +
∑
C
ACqC = ω˙P with C ∈ {N1,N2, ...} . (4.13)
The remaining time derivative is approximated with an implicit, one stage, three





≈ 3qn+1 − 4qn + qn−1
2∆t
. (4.14)
Substitution into Eq. (4.13) gives:











= ω˙n+1P . (4.15)
The source term ω˙n+1P is not known at the time level t
n+1 and simply approximated
from its last iteration at tn. The values of ϱqn and ϱqn−1 are known and can be
included in ω˙nP . The remaining factor 3δVϱ/(2∆t) is similarly moved into AP
and AC . Consequently, these factors now also depend on the time step ∆t. The
final, spatially and temporally discretized generic governing equation (4.1) for the











Construction and Solution of the Global System
Application of Eq. (4.16) to every control volume yields a coupled system of alge-
braic equations, which can be written as
Aq n+1 = W n , (4.17)
where q n+1 denotes the solution vector of all qn+1P at time t
n+1, W n the source
term vector at time tn and A a sparse matrix with as many entries per line as
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neighbor cells. The solution of Eq. (4.17) is the most computationally expensive
step in the solution process and therefore crucial for the overall computational cost
of the CFD simulation. Consequently, numerous solution algorithms are available,
which accomplish this task with varying efficiency based on the matrix A. In the
present work, a parallel algebraic multi-grid solver is used [101] for all governing
equations, that has shown to provide good performance and stability for the scheme
described in the previous sections.
4.3 Pressure-Velocity Coupling
With the temporal and spatial discretization schemes described in section 4.1, the
low Mach number, Favre averaged flow governing equations (2.79) can be rewrit-
ten as a linear equation system (4.17), which contains all unknowns at every cell
center. This system can be solved directly to obtain a flow field at the time tn+1.
For small computational meshes and few degrees of freedom, this direct approach
can give sufficient computational efficiency. However, when applied to larger flow
problems, this approach soon becomes inefficient and a sequential solution of each
governing equation is more adequate. As discussed in section 2.1.6, the system
(2.79) is highly coupled, so that no single governing equation can be solved inde-
pendently. Consequently, their sequential solution is accomplished in an iterative
procedure, carried out for each time step n + 1. To avoid confusion, the solution
steps of the algebraic system (4.17) are referred to as inner iterations, while the
term outer iterations refers to the sequential solution of the governing equations.
















yield the preliminary velocities u∗i . The discretization of the pressure gradient is
not relevant at this time and denoted by the placeholder δp/δx i . In a second step,
the pressure velocity corrections p′ and u′i need to be computed to obtain their






m = p∗ + p′ . (4.19)























⇒ m˙mf = m˙∗f + m˙′f . (4.20c)
82
Since the preliminary velocities u∗i were computed only from the momentum equa-








m˙∗f =W ∗˙m , (4.21)
which has to be compensated by the mass flux corrections m˙′f :∑
f
m˙′f +W ∗˙m = 0 . (4.22)


















4.3.1 Interpolation of Velocity Corrections
The velocity correction equation (4.23) is defined at the CV faces, whereas the
discretized momentum equation (4.18) yields the preliminary velocities at the CV
centers. Therefore, the velocity corrections must be interpolated, so that each mass
flux correction m˙′f is expressed via the pressure corrections at the centers of the
























P 7→ f contain the cell center values at every cell ad-
jacent to the cell P. Therefore, taking these into account would heavily increase
the bandwidth of the matrix corresponding to Eq. (4.23), making its solution ex-
cessively computationally expensive.
This is avoided by using the SIMPLE2 algorithm, which neglects the neighbor
terms. Although this causes the corrected mass fluxes to not fully satisfy the con-
tinuity equation, this error decreases with every outer iteration and eventually
2 SIMPLE: Semi-Implicit Method for Pressure Linked Equations
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reaches the same levels as without this simplification. The additional computa-
tional cost introduced by the higher number of required outer iterations outweighs
the cost that the reduced sparsity would have brought about. Other algorithms,
such as PISO3, improve the computational efficiency by e.g. introducing a second
correction step, that computes the neighbor terms explicitly [35].
The second simplification inherent to the interpolation of the velocity corrections
is related to non-orthogonal meshes. The interpolation of the pressure gradient
(δp′/δx i) f at the face f requires the gradients at the centers of both adjacent
cells, which in turn requires the pressures at every neighbor cell. Analogous to
the neighbor corrections in Eq. (4.24), this subverts the sparsity of the matrix
corresponding to Eq. (4.23). Instead, the non-orthogonality is ignored and the
same interpolation is used as for the CDS fluxes (4.9) . The error is again de-
creased with each outer iteration. Similar to the PISO algorithm, an additional
non-orthogonality corrector step can be used to speed up the convergence [35].
Since the coefficient AuiP has the same value for all directions, Eq. (4.24) can eas-
ily be transformed into face-normal direction [35]. Substitution of the transformed
and interpolated velocity corrections in Eq. (4.23) yields the discrete equivalent of





































































The complete SIMPLE algorithm for the low
Mach number, Favre-averaged flow governing
equations (2.39) is depicted in Fig. 4.2. At
first the pressure p∗ is estimated either from
the previous time step or outer iteration. Then,
the momentum equation (4.18) is solved to ob-
tain the preliminary velocities u∗i . Using these,
the preliminary mass fluxes m˙∗ and temporal
density variations on the right hand side of the
pressure correction equation (4.25) are com-
puted explicitly. Then, Eq. (4.25) is solved
for the pressure p′ and, using Eqs. (4.24) and
(4.19), the corrected pressure pm and veloci-
ties umi are obtained. Subsequently, all other
scalar equations for e.g. enthalpy, species
or turbulent quantities are solved. In case
the convergence criterion, e.g. a mass defect
threshold is reached, the algorithm proceeds
with the next time step. If not, the momen-
tum equation is solved again, using the current
variables and the loop starts over.
The steps defining the algorithm’s computa-
tional cost are the solution of the momentum
and pressure correction equations. As laid out
in section 4.2, both are treated with a method
that performs iterations itself, the inner itera-
tions. The convergence rate of the algorithm is
reduced by the two simplifications made in the
interpolation of the velocity corrections. The
corresponding neighbor and non-orthogonality
corrector loops would solve a similar equation
as Eq. (4.25) and return to the correction step,
before the convergence check.
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5 Implementation of the Coupling
Layer
The foundation of the hybrid CAA methods for coinciding computational domains
is the acoustic decomposition q = qloMa + qa, Eq. (2.80). As shown in section
2.4.3, the acoustic quantities propagate with the speed of sound, while the low
Mach number components are advected at flow speed. In technical combustion
systems, the latter is approximately thirty times smaller than the speed of sound.
Consequently, the time scales of the acoustic quantities are significantly smaller
than those of the low Mach number components. This discrepancy is exploited by
the hybrid CAA methods, where flow and acoustics are treated with distinct solvers.
Thereby, the computational cost is reduced by allowing for simpler CAA governing
equations and a larger CFD time step.
However, when enclosed configurations are considered, the flow and acoustic
fields often differ not only with regard to their time scales, but also their length
scales. This difference is particularly significant in combustion noise applications,
where low frequency ranges are relevant. Their corresponding wavelengths are
at least one magnitude larger than the smallest scales of the CFD1. Hence, the two
simulations differ not only in terms of time scales, but also in length scales consider-
ably, enabling an additional optimization of the computational cost. Therefore, the
developed coupling strategy enables the exploitation of different spatial scales in
addition to the difference in temporal scales for FVM-DG-based hybrid CAA meth-
ods, in order to further improve the computational efficiency.
In the current mathematical model, the APE system (2.88) is coupled with the
Favre-averaged, low Mach number flow governing equations (2.79) by the low
Mach number velocities eu, the density ϱ and the acoustic source term ω˙e,loMa
(2.87b). In the opposite direction, the flow governing equations are connected
via the acoustic perturbations pa, which serve as input for a feedback model, such
as the acoustic pressure gradient (2.92). An overview of the transferred fields
and their incorporation into the governing equations of the receiving solvers is
given in Fig. 5.1. In order to implement this scheme, the exchanged quantities
1 Combustion noise typically occurs below 5 kHz [28]. At c = 341m/s, this corresponds to wave-
lengths larger than λ > 68.2mm. The flame thickness is of magnitude ≈ 0.1mm or ≈ 1mm









Low-Mach Governing Equations (2.79)
In Momentum Equation:
∂ ϱ eu j
∂ t
+
∂ ϱ euieu j
∂ x i
























Figure 5.1: Schematic of the bi-directional coupling with exchanged fields during
forward and backward coupling steps.
must be made available in each receiving application, using its native mathemat-
ical representation, numerical discretization and data format. Consequently, the
data exchange comprises four major steps:




Due to the different time and length scales, as well as the substantial differences be-
tween the spatial discretizations, the implementation of the above steps is strongly
dependent on whether the fields are transferred from the CFD solver to the CAA
solver or vice versa. The two directions are referred to as forward (CFD → CAA)
and backward (CAA→ CFD) coupling, respectively. In the following, the four ma-
jor coupling steps are described in detail, followed by an overview of the final
algorithm.
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5.1 Preparation of the Required Fields
Not all quantities required by a receiving solver are directly available from the
sending application. They must therefore be computed before or after being trans-
mitted, depending on how the number of transferred fields can be minimized and
the consistency between the individual quantities can be maintained.
The acoustic source term of the acoustics solver (2.84) involves a temporal
derivative, which is best computed by the CFD solver to avoid spurious frequencies.
Its simplest form consists only of the low Mach number energy source (2.87b):
ω˙e,loMa = −c2 ∂ ϱ
∂ t
. (5.1)
In the above expression, the speed of sound c2 is not directly accessible due to the
averaging and must be approximated:
c2 = γRsT ≈ γRsT .
All three values, γ, Rs and T are read from the chemistry table and consequently
only depend on the progress variable eC and the mixture fraction eZ,ÞZ ′′2. With
the ATF technique, the error associated to this approximation is negligible, since
the subgrid parts vanish in a fully resolved flame, i.e. q = q. In addition to
the transferred flow velocities, the density and the source term, the APE opera-
tor also involves the instantaneous speed of sound. In order to avoid transferring
an additional field, it is computed from the density field ϱ, received from the CFD:




This approximation involves the static pressure pstatic, which is also inherent to the
chemistry table and a constant heat capacity ratio γ. In the CAA, both quantities
are prescribed a priori.
5.2 Data Transfer
For the transfer of field data, the coupling layer uses the external CWIPI library2
[112], which is part of the OpenPALM coupler [14, 20]. CWIPI is an open source
2 CWIPI: Coupling With Interpolation Parallel Interface
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software package, which enables coupling of multiple applications by using a de-
centralized communication pattern based on the MPI standard3 [93]. It has shown
to provide excellent performance [29] and has been applied to a wide range of
multi-physics problems [70, 69, 73, 77]. Besides support for cell- and vertex
centered finite volume discretizations, it features a discretization-independent im-
plementation, which is particularly important for interfacing with the spectral/hp
element method discretization of the CAA.
Both solvers are parallelized via domain decomposition, i.e. split their respective
computational domains into subdomains which are then handled by instances of
the solver. This causes the subdomains of the individual solver instances to differ
when transferring data. Moreover, the two solvers may operate on non-congruent
computational domains. Hence, field values are not necessarily available at every
location, where a receiving solver may request them. Consequently, CWIPI is not
only used for transferring the field data over MPI, but also to manage this data
transfer and determine whether a quantity requested at a specific location is avail-
able. If not, the receiver is notified, so that the missing data can be extrapolated
or replaced with a default value, depending on what is most appropriate for this
quantity, configuration, location, etc.
5.3 Spatial Representation
For the coupling, the finite volume CFD fields must be represented by means of
the spectral/hp element discretization of the CAA and vice versa. While this pro-
cess poses several difficulties in the forward coupling, it simplifies the backward
coupling considerably. When representing the large scale CAA fields in the high-
resolution CFD discretization, the CAA field can be directly evaluated at the cell
centers of the CFD mesh without special treatment. This is facilitated by the
spectral/hp element method, which allows for obtaining exact values of the dis-
crete solution at every point in the computational domain, by simply evaluating
the expansion, i.e. performing a backward transform (3.13).
5.3.1 Forward Coupling
For similar length scales, the representation of the flow field within the CAA solver
is accomplished by the forward transform (3.38), which evaluates the flow fields at
the quadrature points of the expansion. However, the considerably smaller length
scales of the CFD field give rise to three major issues during this procedure:
3 MPI: Message Passing Interface
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Aliasing Error: A direct evaluation of the short length scale CFD field at the coarser
quadrature points ξi jk introduces spurious lower frequencies.
Non-smooth CFD Fields: The error associated to the forward transform is governed
by the smoothness of the transformed field q(x ) with regard to the num-
ber of quadrature points Q [62]. Hence, the discrepancy between the CFD
length scales and the coarser quadrature points of the CAA expansion leads
to excessive errors. Among others, this diminishes the conservativeness of
the interpolation and causes artifacts in the received fields.
Discontinuous Base Fields: The steep gradients of the CFD fields (e.g. in the flame
front) cause strong discontinuities of the base flow quantities eu, ϱ at the
element interface, due to the discontinuous projection. This can deteriorate
the stability of the CAA.
To mitigate these issues, a three stage coupling strategy, as sketched in Fig. 5.2,
was developed. Its core concept is to introduce an intermediate expansion, which
uses a finer distribution of quadrature points. Initially, the intermediate expansion
(yellow) is constructed with identical expansion functions and polynomial order as
the original CAA expansion (blue), i.e. Pinter = PCAA. However, it uses a continuous
projection and an increased number of quadrature points Qinter > QCAA. Subse-
quently, the CFD field (cf. Fig. 5.2a) is sampled at the quadrature points ξinteri jk
of the intermediate expansion. The data transfer and detection of out-of domain
points is accomplished by the CWIPI library as laid out in the preceding section.
Once received, the CAA solver can use information provided by CWIPI to replace
values at not located points with default or extrapolated values. The resampled
CFD field is shown in Fig. 5.2b.
In the next step, a linear, differential low-pass filter [42] with width ∆λ is ap-




∇2q∗∗ = q∗ (5.3)










































Figure 5.2: Schematic of the three stage coupling strategy. CFD mesh points and
fields (a) in green, intermediate expansion quadrature points and fields
(b,c) in yellow and CAA expansion quadrature points and fields (d) in
blue.

















The right hand side of this equation is computed from the received, discrete node


















Solving this equation yields the spectral representation of the filtered CFD field
q∗∗ in terms of the expansion coefficients q˘∗∗ of the intermediate expansion. For
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illustration, a filtered, physical field q∗∗ is depicted in Fig. 5.2c. Due to the identical
expansion functions, the coefficients can be copied into the CAA expansion, where
a backward transform yields a smooth physical representation of the CFD fields.
The resulting field, shown in Fig. 5.2d, is suitable for computing the RHS of the
discretized APE in Eq. (3.80) or as input data for a temporal interpolation.
The three stage coupling strategy avoids spurious frequencies and ensures con-
servativeness and stability, by mitigating the three major issues identified above.
In the following, each of these issues and their mitigation are addressed in more
detail.
Aliasing Error





, when an inadequate quadrature point resolution is used to sample
the CFD field [27, 46]. This is mitigated by the denser quadrature point distri-
bution of the intermediate expansion Qinter, which can be freely adjusted without
negative implications for the memory consumption and computational efficiency of
the solution of the governing equations.
Non-smooth CFD Fields
The second error arises from the left hand side of the forward transform, since the
polynomial order of the CAA expansion PCAA does not allow for a sufficient res-
olution of the CFD field. Therefore, the regular forward transform (3.38) would
produce nonphysical, short length scale artifacts [46]. This cannot be mitigated
by a higher number of quadrature points of the intermediate expansion, since
it is related to the resolution in modal space, which is identical for both expan-
sions. Consequently, the problematic small scale features are removed a priori by
application of the differential low-pass filter, Eq. (5.3).
To illustrate its effect, the corresponding differential equation (5.3) can be rewrit-
ten as the convolution operation
q∗∗(x ) =
∫
G(x − r ) q∗(x ) dr , (5.7)
wherein the Green function [42] of the differential equation (5.3)




exp (−kc |x |)
|x | (5.8)

















Figure 5.3: Normalized transfer function of the linear differential filter (5.3).
is depicted in Fig. 5.3. Therein, all wave numbers above the cutoff wave number kc
are at least halved. The implementation of the spatial filter as differential equation
has several advantages over a direct evaluation of the convolution (5.7), such as a
trivial treatment of domain boundaries and small scale (<∆λ) geometry features.
For few fields, the implicit treatment is also computationally more efficient. How-
ever, the operator is not positive definite due to the negative Laplacian term, and
consequently must be treated by a direct solver [3].
Discontinuous Base Fields
The Jacobian-based formulation (2.90), inherent to the Riemann solvers is only de-
fined for the base flow fields being continuous over element interfaces, i.e. qL = qR.
In the CAA expansion, these are represented in a discontinuous Galerkin projection.
Accordingly, this assumption only holds for smooth base flow fields, that lie within
the polynomial space of the expansion. However, this does not necessarily apply
to the steep gradients that occur e.g. in the flame region. This leads to significant
discontinuities, which render the internal and numerical fluxes incompatible and
therefore deteriorate the stability of the CAA. By performing the forward transform
on the intermediate expansion, this issue is circumvented. Its continuous projection
enforces continuity and therefore minimizes the inter-elemental discontinuities of
the base flow fields in the discontinuous CAA expansion. Thereby, the validity of
the Jacobian-based formulation (2.90) is ensured, even for strong gradients.
It is worth mentioning that the (local) Lax-Friedrichs flux, described in section
3.2.1, is not affected by this issue. It does not rely on the characteristic formulation
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of the APE-equations, but only involves the left- and right hand side fluxes, as well
as the maximum absolute eigenvalue ∥Λn∥max. The latter is estimated from the
largest value of both sides of the interface and is therefore sufficient.
5.4 Temporal Interpolation
Forward Coupling
The different time scales of CFD and CAA imply that more than one CAA time
step is carried out during a single CFD time step. During forward coupling, this
would entail abruptly updating the CAA base flow field after every CFD time step.
Such strong temporal variations are, however, not compatible with the APE, which
are derived for steady base flows. Consequently, these variations are minimized
by a linear interpolation, that blends the recently q∗∗ n and ∆n CAA steps earlier
received fields q∗∗ n−∆n:





and ∆n= n− tlast/∆tCAA .
As a side effect, the interpolation causes the CAA to lag 1∆tCFD behind the CFD,
which is unproblematic in a numerical sense, but has to be taken into account when
comparing CFD and CAA fields.
Backward Coupling
With the example feedback mechanism (2.92), only the acoustic pressure pa must
be transferred to the CFD solver, which is directly available from the CAA. Due to
the higher temporal resolution of the CAA, the acoustic pressure would require low
pass filtering in time in order to avoid aliasing. In combustion noise problems, the
maximum frequency resolved by the CAA is, however, well below the Nyquist fre-
quency of the CFD fCFD,lim = 1/(2∆tCFD). Moreover, the spatial low pass filtering
of the acoustic source terms during the forward coupling acts as a low pass filter
in time for compact sources of length scale L ≪ ∆λ [138]. Hereby, frequency
components above f = c/∆λ can be prevented from being excited by an appro-
priate choice of the filter width ∆λ. For the applications considered in the current
work, the backward coupling hence does not require any additional filtering or
interpolation.
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5.5 Full Coupling Algorithm
The implemented coupling strategy in the CFD and CAA solvers is sketched in Fig.
5.4 for a single CAA time step. As laid out above, multiple CAA time steps are
carried out for each CFD time step. Consequently, the CAA implementation dis-
tinguishes between exchange steps and normal steps. In the latter case, when
∆n<∆tCFD/∆tCAA, the solver only performs the temporal interpolation according
to Eq. (5.10), using the recently and previously received fields, q∗∗ n and q∗∗ n−∆n,
respectively. In an exchange step, the acoustic pressure perturbation pa is first eval-
uated at the CFD mesh cell centers as defined by the backward transform (3.13).
The obtained point values are transmitted using CWIPI, as soon as all previously
initialized data transmissions in this direction are completed. While the CAA con-
tinues, the CFD solver finishes the transfer and calculates the acoustic source term.
Just like the CAA, the CFD waits for eventually unfinished transmissions to com-
plete, before the acoustic source term and the base flow fields are sent to the CAA.
In the CAA solver, the received fields q∗(ξi jk) are integrated according to the right
hand side of Eq. (5.6). Their filtered representation q˘∗∗ in the coefficient space of
the intermediate expansion is obtained from Eq. (5.3). The corresponding coeffi-
cients are then backward transformed (3.13) to yield their physical representation
in the discontinuous CAA-expansion q∗∗(ξi jk). With this step, the exchange proce-
dure is completed and the received fields can be interpolated in time. At every CAA
time level, the speed of sound is approximated from the blended base flow fields
according to Eq. (5.2). At last, both solvers commence with the solution proce-
dures laid out in sections 4.4 and 3.5, increment their time levels and proceed with







































Figure 5.4: Implementation of the coupling algorithm (orange) in the CFD (green)
and CAA (blue) solvers.
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6 Application to a Half-Dump
Combustor
In the present chapter, the developed method is applied to a half-dump combustor
in order to assess its general applicability to combustion noise problems and ex-
plore different numerical setups. The considered configuration was designed and
experimentally investigated by Chakravarthy et al. [21] and features a plenum as
well as a rectangular duct with a backward facing step. By virtue of this relatively
simple geometry, flow field and acoustic properties, its straightforward numerical
treatment alleviates the computational cost of the simulation. This qualifies the
configuration to investigate the impact of different CAA and coupling parameters
on the predicted combustion noise spectra. Moreover, the low complexity of its
flow field and its acoustic properties facilitates a basic validation of the present hy-
brid CAA approach. To this end, experimental [21] and numerical [68, 66] studies
are considered. The focus of this work being the CAA solver and the coupling layer
is reflected by the chapter’s emphasis on the validation of the acoustic results.
The chapter is structured as follows. After an overview of the considered con-
figuration and the numerical setups of CFD, CAA and coupling, the flow fields
obtained from the CFD are briefly reviewed. The chapter commences with a spatial
and spectral assessment of the acoustic source term and the acoustic fields. The
dominant acoustic modes are investigated and identified by means of a point-wise
Fourier transform. Proceeding from the baseline noise spectra, the impact of a
variable speed of sound, the number of quadrature points of the intermediate ex-
pansion and the coupling’s filter width are examined. Moreover, the feasibility of a
bi-directional coupling is demonstrated by using an example feedback mechanism.
At last, the main findings are summarized and discussed.
6.1 Configuration
A schematic overview of the half-dump combustor geometry is given in Fig. 6.1.
Air is introduced at the left hand side through a diverging nozzle and a plenum.
From there, it enters the rectangular inlet section of height d = 30mm and width
2d = 60mm. The large sectional area jump of this transition acts as acoustically
open upstream boundary condition [21]. In the experimental setup, the first part
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of the inlet section contains flow-straightening tubes and mesh screens to reduce
flow non-uniformities caused by the sudden contraction. These features are not
needed and consequently absent in the simulations. The inlet section ends with the





































Figure 6.1: Schematic overview of the half-dump combustor geometry with micro-
phone locations and the PIV window (blue) between 0.02m ≤ x1 ≤
0.1m.
Through a rectangular (4× 4mm) channel, located 1mm below the step in the
center plane of the geometry, methane is introduced and ignited by the hot gases
of the recirculation zone, downstream of the step. It thereby stabilizes the flame
and caters for mixing of fuel and oxidizer. Five wall mounted transducers, located
at the top wall were used in the experiment to perform high frequency pressure
measurements. Their axial positions are marked in Fig. 6.1. The test section
is terminated by a simple outlet, which again acts as acoustically open boundary
condition due to the sectional area jump.
Chakravarthy et al. [21] investigated a wide range of operating points with vary-
ing mass flows and different geometries. Two of these operating points were nu-
merically studied in [68], a thermoacoustic stable and an unstable one. For this
work, only the unstable operating point, with the parameters listed in Tab. 6.1, is
considered. Similar to [68], the mass fluxes were set to match the experimental
boundary conditions.
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Table 6.1: Unstable operating point of the generic combustor in the current simu-
lation.
Air mass flow m˙air 23.78 g/s
Air inlet velocity ∥uair∥ 10.83m/s
Air inlet turbulent kinetic energy 𝓀air 100m
2/s2
Fuel mass flow m˙fuel 0.084 g/s
Fuel inlet velocity ∥u fuel∥ 8m/s
Fuel inlet turbulent kinetic energy 𝓀fuel 50m
2/s2
Static pressure pstatic 101325Pa
Inlet temperature Tin 294K
6.2 Numerical Setup
CFD
Non-conforming domains were used for the CFD and CAA simulation, as depicted
in Fig. 6.2. To reduce the computational cost, only the first 700mm of the test
section are included in the CFD simulation. This part covers the region where
the reaction and therefore noise emission predominantly occurs. The CFD domain
does not include the upstream plenum. Instead, the inlet section was extended
to achieve a uniform flow with fully developed turbulence at the step. Due to this
modification, the flow-straightening tubes and mesh screens used in the experiment
can be neglected from the simulation.
Figure 6.2: CAA (blue) and CFD (green) domains.
For the CFD, a block-structured mesh of 2.9 million hexahedra is used. It is
refined around the exit of the fuel inlet, as shown in Fig. 6.3a. All walls are
treated as adiabatic with a no-slip boundary condition. Only at the bottom wall
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of the inlet section, the near-wall flow field is resolved by the mesh. To obtain
the appropriate turbulence levels at the step, the inlet velocities of the air and fuel
inlets are modulated as proposed in [65]. The corresponding values for 𝓀air and
𝓀fuel are given in Tab. 6.1.
The subgrid stress tensor τsgs,ui j is modeled according to the Germano procedure,
described in section 2.2.2.2 and the combustion is accounted for by the FGM tech-
nique. To incorporate chemistry-turbulence interaction, a presumed PDF approach
is used, comprising a β-PDF for the mixture fraction and a δ-PDF for the progress
variable YCO2 . The chemistry table is discretized by 25 nodes for mixture fraction
and progress variable and 15 nodes for the variance of the mixture fraction. All
simulations were run at a time step size of ∆tCFD = 3E−6s.
(a) CFD (b) CAA
Figure 6.3: Detail of the CFD and CAA meshes in the vicinity of the step.
CAA
As shown in Fig. 6.2, the CAA domain includes the upstream plenum, the test
and inlet section and an additional downstream plenum, which accounts for the
sectional jump at the outlet. The fuel inlet channel is omitted from the CAA do-
main, since it is not relevant in the investigated frequency range due to its small
dimensions. By virtue of this simplification, the combustor can be discretized by
a regular mesh with hexahedra of h = 20mm maximum edge length, as shown in
Fig. 6.4. Distorted hexahedral elements are only necessary in the up- and down-
stream plenums, where the largest edge length is below h = 30mm. In total, the
CAA mesh consists of 1850 elements with fourth order polynomials (P = 4). With




|k h|1% = 20.39mm, (6.1)
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where |k h|1% (P = 4) = 6.164 [95]. With c ≈ 340m/s upstream of the flame,
this translates to frequencies up to fmax = 11.12kHz in the largest elements of the
plenums and fmax = 16.68kHz inside the combustor.
Figure 6.4: CAA mesh.
All walls are modeled as rigid slip walls, according to Eq. (3.72). To avoid








based on the wall distance r is applied to the walls in the inlet section. The given
coefficient distribution reaches Csp = −5000 at the walls, −55.55 at r = 5mm and
is less than 1E−14 at the center line. Non-reflecting farfield boundary conditions
are applied at the outward facing plenum walls, without sponge layers being nec-
essary. The very low base flow velocities justify the use of the local Lax-Friedrichs
Riemann solver. The fourth order Runge-Kutta scheme is used to account for the
temporal discretization with a time step size of ∆tCAA = 1/10∆tCFD = 3E−7s.
Coupling
The instantaneous base flow quantities eu, ϱ and ω˙e,lowMa are transferred from the
CFD to the CAA at every single CFD and every tenth CAA time step. In section
6.7, where bi-directional coupling is used, the acoustic pressure perturbation pa is
transferred into the opposite direction. In the CAA, the speed of sound is estimated
from the instantaneous density and the static pressure, using the relation (5.2). As
evident from Fig. 6.3, the mesh spacing and therefore the resolvable length scales
of the CFD and CAA are vastly different. To avoid aliasing errors, the intermediate
expansion is consequently set to use Qinter = QCAA + 5 = 10 quadrature points per
direction. A filter width of ∆λ = 20mm is chosen, similar to the wavelength reso-
lution of the CAA expansion, to minimize the filtering while ensuring smooth base
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flow fields. This filter width corresponds to a cutoff frequency of 17 kHz upstream
(c ≈ 340m/s) and 46 kHz downstream of the flame (c ≈ 920m/s).
eu1 [m/s]
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Figure 6.5: Filtered and extrapolated representation of baseflow velocity eu1 within
the CAA. Overlapping part of CFD domain highlighted in green. Slice
through the x3 = 0 plane.
Due to the non-conforming computational domains, the base flow fields eu and
ϱ are only available from the CAA domain subset that coincides with the CFD,
indicated by the green frame in Fig. 6.5. In the remaining parts of the CAA domain,
the axial velocity eu1 and the density ϱ are extrapolated from the nearest available
location. The remaining velocities eu2, eu3 and the acoustic source term ω˙e,lowMa are
set to zero accordingly.
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6.3 Flow Fields
The temporal mean axial velocity field 〈eu1〉 of the CFD is depicted in Fig. 6.6a.
With the employed color scheme, the blue region behind the step marks the recir-
culation zone. Its smooth boundaries indicate the fluctuating, unstable nature of
the flow. As apparent from the mean temperature field in Fig. 6.6b, the recirculated
hot gases ignite the mixture in the shear layer, which through thermal expansion,
accelerates the flow.
〈eu1〉 [m/s]
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Figure 6.6:Mean axial velocity and temperature fields. Slice through the x3 = 0
plane.
Experimental data is only available in the PIV window depicted in Fig. 6.1 be-
tween x1 = 20mm and x1 = 100mm. Consequently, the velocity profiles in Fig 6.7
are limited to this region. The agreement of the bulk inlet velocities indicates a suf-
ficiently accurate estimation of the air mass flow. The same assessment applies to
the fuel inlet velocity, which similarly conforms with the experiment. However, the
widening of the fuel jet is less pronounced in the simulation than in the experiment.
This may be caused by insufficient fuel inlet perturbation levels, an increased mix-
ing in the experiment or an insufficient spatial resolution of the PIV. Nevertheless,
even the small recirculation velocity is matched very well. The most significant
deviations are the slightly higher bulk velocities at x1 ≥ 60mm, the overestimated
velocities near the top wall and the lower center line velocities below x1 ≤ 60mm.
The overestimation of the bulk velocities is due to the adiabatic walls, which ne-
glect the effect of cooling and therefore the corresponding deceleration of the flow
[68]. This also effects the decreased experimental velocities near the upper wall.
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The higher center line velocities between x1 = 40mm and x1 = 60mm suggest,
that the CFD predicts higher temperatures in this region than in the experiment.
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Figure 6.7:Mean velocity profiles at different locations, obtained from PIV mea-
surements, from the simulation published by Klenke et al. [67] and from
the current LES-CAA.
6.4 Noise Sources
In Fig. 6.8a, the spatial distribution of the instantaneous acoustic source term
ω˙e,lowMa is shown as it is computed by the CFD. Since it is based on the temporal
density change, the noise sources are concentrated around the flame front in the
shear layer, where density fluctuations are the largest. Regions of positive and
negative source term values alternate, while their magnitude reaches a maximum
behind the recirculation zone. Further downstream, the values quickly decrease
and eventually tend towards zero at the end of the domain. The filtered and re-
sampled CAA representation of the acoustic source term is shown below in Fig.
6.8b. Smaller structures, which were clearly distinguishable in the CFD field are
now replaced with large, smooth structures due to the spatial low pass filter of
∆λ = 20mm. For the same reason, the peak values are decreased by about one
magnitude, so that the integral source term is preserved.
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(a) CFD
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Figure 6.8: Instantaneous acoustic source term as represented in CFD and CAA us-
ing different scales. Slice through the x3 = 0 plane.
To quantify the spectral distribution of the acoustic source term, the spectrum of
the integral density fluctuation,








is considered, where F denotes the discrete Fourier Transform. The volume inte-
gral in the above equation can be reduced to the surface integral
Υ ( f ) = F
¨∫
Sout
(ϱ eu · n)out dSout +∫
Sin
(ϱ eu · n)in dSin« , (6.4)
over the in- and outlets. This expression is mathematically equivalent, but can be
evaluated more efficiently. It is worth mentioning that the integral density fluc-
tuation differs from the noise source ω˙e,lowMa = −c2 ∂ ϱ∂ t , because it neglects phase
shifts and fluctuations of the speed of sound. Nevertheless, it was shown by Ullrich
et al. [136], that Υ holds sufficient information to reconstruct the noise spectra and
hence qualifies as global measure for the source term spectra.
The resulting spectral distribution of the integral acoustic source term is given
in Fig. 6.9. Its most notable feature is the absence of any individual peaks. This
broadband character is typical for combustion noise and in line with the literature
[28]. It follows from the broadband noise sources, that possible noise minima
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Figure 6.9: Spectrum of the integral acoustic source term Υ ( f ).
and maxima observed at individual frequencies are the exclusive consequence of
acoustic amplification and damping. Moreover, the source term amplitudes show
a decrease by two magnitudes from 100Hz to 1000Hz. This suggests that for
this configuration, no relevant combustion noise is to be expected in the frequency
range above 1 kHz. This observation also corresponds with previous studies of this
setup [68, 67].
6.5 Acoustic Fields
An exemplary, instantaneous acoustic pressure field, obtained from the CAA is
shown in Fig. 6.10. Individual sound waves are only visible in the downstream
section of the duct and the attached plenum. In the vicinity of the step, where
the majority of the acoustic excitation takes place, numerous reflected waves are
superimposed and therefore not distinguishable. Moreover, areas of higher tem-
peratures, downstream of the flame front are characterized by higher amplitudes
due to the acoustic impedance of the medium. The lowest amplitudes are located
in the plenums, as result of the sectional area jump.
pa [Pa]
-700 -400 -200 0 200 400 700
Figure 6.10: Instantaneous acoustic pressure field. Slice through the x3 = 0 plane.
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The acoustic pressure was recorded at the microphone positions of the exper-
imental setup over the simulation time of t = 0.298s, treated with a Hamming
window and Fourier transformed. Together with the experimental data, the ob-
tained noise spectra are shown in Fig. 6.11. Due to the large wave lengths in the
considered frequency range, eventually excited acoustic modes span over the entire
domain and are therefore detected at every microphone location. Consequently, the
difference between the spectra at the individual microphone locations is minimal
in both, the experiment and the simulation. In the experimental spectrum, a wide
frequency peak can be observed at f ≈ 140Hz, which was similarly recovered by
the simulation regarding its shape and peak frequency. However, the amplitudes
of the simulation were expected to be significantly smaller than in the experiment,
since the current operating point is characterized by thermoacoustic instabilities
which cannot be captured with the employed uni-directional coupling.
Notwithstanding, the correspondence of peak frequencies and shape improves
into axial direction, where the peaks frequencies slightly shift towards lower val-
ues. However, a small frequency offset of ∆ f ≈ 10Hz can still be observed, which
is likely due to the increased temperature levels in the simulation, caused by the
neglected heat flux through the walls. Besides the f ≈ 140Hz peak, the simulation
yields an additional peak at f ≈ 320Hz, possibly due to neglected damping terms
of the APE. To shed more light on the origin of this frequency peak, the acous-
tic modes associated to each frequency peak are identified in the following. To
this end, the acoustic pressure field is Fourier transformed to obtain the complex
amplitudes at every quadrature point for each frequency
pˆa(x, f ) = F {pa(x, t)} . (6.5)
From this data, the phase shift ϕmax that gives the largest real amplitude is de-
termined for each peak frequency fpeak. The corresponding, normalized pressure
amplitude distribution is then computed as:
Kpa(x) =
ℜpˆa(x, fpeak) eiϕmax	ℜpˆa(x, fpeak) eiϕmax	∞ (6.6)
and depicted for two peak frequencies in Fig. 6.12.
The visualization of the individual modes in Fig. 6.12 suggests that the f ≈
140Hz peak is associated to the λ/2 eigenmode of the full combustor domain (l =
1.19m). Similarly, Fig. 6.12b implies a correlation between the observed f ≈
320Hz peak and the λ eigenmode. It is worth mentioning that from the point
wise Fourier transform, these two eigenmodes were not found exclusively for the
depicted frequencies, but for a range of frequencies. This is caused by the transient
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x = 0.06 m
x = 0.26 m
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x = 0.63 m
Figure 6.11: Noise Spectra at different microphone locations obtained from the ex-
periments and the current simulation.
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Figure 6.12: Normalized acoustic pressure amplitude Kpa(x) at the phase that cor-
responds to the largest amplitudes for two eigenmodes.
movement of the flame and the continuous oscillation of the speed of sound which,
goes along with this. The wide shape of the frequency peaks in the noise spectra
depicted in Fig. 6.11 is consequently attributed to this transient behavior.
In addition to the experimental measurements, reference data from a hybrid
CAA simulation by Klenke [66] is available. Similar to the current method, the
respective simulation relied on the PRECISE-UNS CFD solver, used an identical
CFD mesh and similar combustion modeling, turbulence modeling and inlet con-
ditions. As evident from the corresponding axial mean velocities, depicted in Fig.
6.7, the resulting CFD fields are very similar to the current simulation. Deviations
between the acoustic fields are hence almost exclusively due to differences in the
coupling layer and the CAA. In [66], the Linearized Euler Equations based PIANO
acoustics solver was used. The code is developed by the German Aerospace Cen-
ter DLR, employs the finite differences method and is designed to solve external
aeroacoustic problems. It therefore does not account for complex geometries or
varying base flow fields. Hence, a constant base flow density ϱ(x , t) = const.,
pressure p(x , t) = const. and velocities eu(x , t) = 〈eu〉 (x ) were prescribed. Unlike
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the current simulation, the CAA had to be stabilized by spatial filtering and artificial
damping spots [67].
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Figure 6.13: Noise Spectra at x1 = 0.63m obtained from the experiments, the cur-
rent simulation and from the simulation published by Klenke et al. [67].
The corresponding acoustic pressure spectra are depicted in Fig. 6.13. The FDM
based simulation exhibits a lower frequency resolution due to a shorter simulation
time, but similar to the current simulation, predicts two major frequency peaks.
The first peak frequency of 140Hz is in agreement with the current simulation and
likely related to the 1/2λ mode, while the 320Hz peak of the λ mode is shifted
by ∆ f ≈ 55Hz towards higher frequencies. The peak amplitudes are reduced by a
factor of at least 50%, possibly due to the employed artificial damping. Moreover,
the LEE include an extra term, which takes additional damping effects, e.g. by
density gradients into account, that also may cause the generally lower amplitudes.
Nevertheless, they still predict the excitation of the λ mode. Its attenuation must
consequently be caused by a different effect, that is not accounted for by either of
the two hybrid CAA methods, such as non-linear acoustic effects.
6.6 Sampling Resolution and Filter Width
To further explore the effect of the filter width ∆λ and the number of quadrature
points of the intermediate expansion Qinter, both parameters were varied towards
presumably greater errors. An increased filter width applied to the base flow fieldseu and ϱ, results in smoother velocity and density gradients, but has no significant
impact on the noise spectra, as evident from Fig. 6.14. Only at the 140Hz peak, a
small frequency shift towards higher values can be observed, which increases with
the filter width. This is caused by a slight temperature increase in the relevant
path of the corresponding acoustic mode in the upper half of the channel. The
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smoother gradients of eu and ϱ however, do not impact the acoustic properties of
the combustor.
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Figure 6.14: Noise Spectra at x1 = 0.63m obtained from the LES-CAA at different
filter widths for eu and ϱ.
A decreased CFD field sampling resolution has more severe effects on the noise
spectra, as seen from Fig. 6.15. Over the entire frequency range, the decrease
of Qint causes increased noise levels, due to aliasing effects of the acoustic source
term. Consequently, this noise is amplified at the eigenfrequencies, leading to sig-
nificantly larger amplitudes.
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All previous results were obtained with uni-directional coupling from CFD to CAA,
so that the effect of the acoustics onto the combustion was not considered. As laid
out in section 2.4.4, the modeling of the acoustic feedback mechanisms is beyond
the scope of the current work. Notwithstanding, the feasibility of the bi-directional
coupling shall be demonstrated by means of the example feedback formulation
(2.92) as proposed by Klenke et al. [67]. To this end, the instantaneous acoustic
pressure field pa is transferred from the CAA to the CFD and introduced into the
momentum equation via an acoustic pressure gradient.
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Figure 6.16: Spectra of acoustic pressure pa from CAA and modified hydrody-
namic pressure pmod from CFD, using uni-directional coupling and bi-
directional coupling at x1 = 0.63m.
As evident from Fig. 6.16, the hydrodynamic pressure fluctuations in the CFD
are minuscule with uni-directional coupling. However, with bi-directional cou-
pling, the fluctuations of the acoustic pressure are clearly distinguishable in the
hydrodynamic pressure spectrum. In this case, both peaks are visible in the CFD,
with negligible frequency offset and slightly smaller amplitudes, demonstrating the
capability of the coupling layer. Besides the pressure fluctuations, the feedback for-
mulations only has a negligible effect on the velocities and the combustion, leading
to identical flow fields and noise spectra.
6.8 Summary
The developed hybrid CAA method was applied to a simple half-dump combustor in
order to assess its general applicability to enclosed configurations and combustion
noise problems in particular. To this end, a single operating point was considered,
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that has also been covered in two similar numerical studies [68, 67]. A comparison
of the obtained flow fields showed good agreement between the two simulation
results and the experiment. The only significant deviation was a higher tempera-
ture level downstream of the flame due to an adiabatic treatment of the walls in
the simulations. A review of the spatial distribution of the acoustic source term
showed that the major noise sources are of very short length scale and located at
the flame front. This scale discrepancy was successfully bridged by the coupling
layer, so that a very coarse CAA discretization could be employed. In frequency do-
main, the acoustic source term was found to span a broad frequency range without
significant peaks, but to decrease by two magnitudes below 1 kHz.
The resulting noise spectra exhibit two major frequency peaks at f ≈ 140Hz
and f ≈ 320Hz. Based on a point-wise Fourier Transform, the acoustic modes
associated to the observed frequency peaks were identified as the λ/2 and the
λ eigenmodes of the combustor. The first peak was also observed in the exper-
iment and conforms with the simulation results in terms of peak frequency and
shape. The prediction of a second peak is consistent with a previous study [67],
which employed the LEE equations and a FDM discretization, hinting that it may be
related to simplifications in both acoustic governing equations. Regarding the pa-
rameters of the coupling layer, its filter width was found to have negligible impact
on the noise spectra, while a coarser quadrature point distribution of the inter-
mediate expansion resulted in increased noise levels. Finally, the feasibility of
the backward coupling was demonstrated by means of a bi-directional coupled
simulation, where the frequency peaks of the acoustic pressure were successfully
recovered in the hydrodynamic pressure of the CFD.
115

7 Application to a Swirl Stabilized
Burner
The key feature of the developed hybrid CAA method over existing approaches is its
applicability to complex, enclosed geometries with non-uniform temperatures and
transient base flow fields. In this chapter, this capability will be used to investigate
the thermoacoustic properties of a swirl stabilized burner. Parts of this study have
been published in [74]. The considered configuration features the CESAM-HP1
test rig, which was designed by EM2C laboratory of CNRS Paris [89], to inves-
tigate combustion noise and thermoacoustic instabilities. It comprises a swirler,
a premixing duct, a combustion chamber and a convergent-divergent nozzle. In
terms of complexity, it thereby marks an intermediate step between the previ-
ously explored, simple half-dump combustor and industry scale combustion sys-
tems. Notwithstanding, it exhibits most phenomena relevant to combustion noise,
such as pressurized operating conditions, a swirl stabilized, premixed flame with
an inclination towards instabilities and an outlet nozzle that facilitates indirect
combustion noise.
Due to its complex, three-dimensional geometrical features, the current burner is
beyond the capabilities of most conventional, block structured CAA tools, making
it a suitable subject for the assessment of the current spectral/hp element based
approach. For the considered configuration, a wealth of reference data is avail-
able from experiments and different simulation approaches with varying degree of
abstraction. In addition to an experimental study by EM2C [89], the setup was
subject to investigations involving a high fidelity compressible LES [54], a hybrid
approach that comprises RANS CFD and frequency domain CAA simulations [136]
and a linear network model [135].
The results obtained with the frequency-domain, hybrid CAA method are of par-
ticular interest, as it is conceptually closest to the present work. It was developed by
TU-Munich [45] and is based on solving the acoustic governing equations on a sta-
tionary mean flow field. Accordingly, the design cannot account for thermoacoustic
instabilities and the acoustic source term has to be modeled [49]. The procedure
was recently improved by computing the noise sources from the integral spectra of
the density fluctuations ∂ ϱ/∂ t, obtained from a reactive, low Mach number LES
1 CESAMP-HP: (French) Combustion Étagée Swirlée Acoustiquement Matrîsée-High Pressure
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simulation [136]. Consequently, the most prominent differences are related to the
CAA solver, which uses the LNSE or Helmholtz equations instead of the APE, oper-
ates in frequency domain and relies on constant RANS or time averaged LES base
flow fields.
For the investigated CESAM-HP test rig, the spectra obtained with this improved
frequency domain LES-CAA method showed excellent agreement with the experi-
mental data [135]. The underlying low Mach number LES was conducted using the
identical CFD solver, numerical mesh, simulation parameters and checkpoint file,
as in the current work. In the following, the LES results from [136] are referred
to as original LES, while for the present LES, the term current LES is used. Due to
the promising results, the assumptions inherent to the choice of boundary condi-
tions in the current work are identical to those of the frequency domain simulation.
Because of the similarity of its concept, boundary conditions and underlying LES
simulation, the frequency domain LES-CAA simulation serves as primary reference
for the assessment of the current method. Comparisons based on this approach
eliminate most influences of the CFD, such as the turbulence and combustion mod-
eling, or the mesh resolutions. Therefore, they allow focusing on the coupling
method and the CAA solver, which are the main subjects of this work.
The chapter begins with an overview of the CESAM-HP test rig and the two in-
vestigated operating points, together with the numerical setups for CFD, CAA and
coupling layer. As no detailed description of the flow fields is available in litera-
ture, this topic is covered more extensively. Following a qualitative and quantitative
overview of the acoustic source term, the dominant acoustic modes of the config-
uration are identified, using multiple sampling locations and a point-wise Fourier
transform. Based on these findings, the obtained noise spectra are assessed for both
operating points. Finally, the impact of different coupling parameters and the nu-
merical cost of the coupling layer are explored, before a summary of the chapter’s
main findings is given.
7.1 Configuration
The configuration investigated in the following is based on the CESAM-HP test rig.
A full description of its design, as well as the full geometry are given in [89]. The
computational domain inherent to this study is depicted in Fig. 7.1. The test bench
consists of a premixing duct with swirler, a pressurized chamber and a choked,
convergent-divergent nozzle. The swirler is fed by two inlets at equal mass flow
rates with the same, lean propane/air mixture. It is connected to the premixing
duct by two eccentric ducts that induce the flow with a swirl, that stabilizes the
flame. Further upstream, the premixing duct is closed by a piston with a perforated
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screen and a center jet. Both, the screen and the jet can be fed individually with
air, to further aid the stability of the flame. As laid out in the following section,
the feeding lines, the plenum upstream of the perforated screen and the part of












Figure 7.1: Considered geometry of the CESAM-HP test rig.
The two operating points listed in Tab. 7.1 are considered in this work. They
only differ in the ratio of jet and swirler air mass flows. None of them features
mass flows through the perforated plate, as the corresponding operating points
exhibit severe instabilities.
Table 7.1: Investigated operating points of the CESAM-HP test rig.
OP-16-2 OP-13-5
Swirler air mass flow [g/s] 16 13
Jet air mass flow [g/s] 2 5
Swirler fuel mass flow [g/s] 0.98
Mean static pressure [Pa] 201664
Total temperature inlet [K] 313
Global equivalence ratio [−] 0.85




For both operating points, the same numerical setup is used. Bulk velocity pro-
files and a constant temperature are prescribed at the swirler and jet inlets. The
deactivated perforated screen and the walls are specified by adiabatic no-slip wall
boundary conditions. The subgrid stress tensor τsgs,ui j is modeled according to the
Germano procedure, described in section 2.2.2.2. With the combustion being ac-
counted for by the FGM model, the ATF technique, laid out in section 2.3.3.2,
facilitates sufficient flame resolution. In the chemistry table, 25 nodes were used to
discretize the progress variable YCO2 for 100 mixture fractions, resulting in a total
















(blue) and CFD (green) meshes.
The domain is discretized by the unstructured mesh depicted in Fig. 7.2. It
comprises 1.4 Million tetrahedra and is locally refined at curved edges, the chamber
inlet, the jet region and in the front section of the combustion chamber, where the
flame is to be expected. In the flame region, a cell size of 1.5mm is not exceeded.
The mesh is not refined near the walls, hence the near-wall flow fields are not
resolved by the simulation. The ratio of resolved to total turbulent kinetic energy,
depicted in Fig. 7.3, can give insight into the meshes ability to sufficiently resolve
the turbulent scales. Therein, the subgrid part of the turbulent kinetic energy, 𝓀sgs
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2V . According to the Pope criterion [110],
at least 80% of the turbulent kinetic energy should be resolved by the simulation.
This is achieved in most parts of the domain. The only exception are the swirlers,
where the turbulence is not yet fully developed and therefore both, 𝓀sgs and 𝓀res





Figure 7.3: Instantaneous ratio of resolved to total turbulent kinetic energy for OP-
13-5 and OP-16-2.
Like the pope criterion for the turbulence, the thickening factor ℱ , depicted in
Fig. 7.4, can give insight into amount of modeling inherent to the combustion. In
most parts of the domain and at most time steps, the factor is well below 10 and





Figure 7.4: Instantaneous Thickening Factor for OP-13-5 and OP-16-2.
The setup exhibits an inclination towards flashback in the experiment [89] as
well as in high fidelity LES simulations [54, 75]. These flashbacks occur periodi-
cally and only contribute to frequencies well below the considered frequency range.
Due to their large time scales, the flashbacks would bring about excessive simula-
tion times required to gather meaningful statistics. Hence, a limiter function was
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introduced in the efficiency function ℰ of the ATF technique, that prevents the
flame from propagating into the premixing duct. Thereby, it significantly reduces
the computational cost to a practical extent. The flashbacks occur at both operat-
ing points, but are of much shorter duration for OP-13-5, allowing the limiter to be
disabled. Both simulations were run at a time step size of ∆tCFD = 2.5E−6s, which
yields mean Courant numbers below 1.41 in the nozzle, below 0.61 in the jet and
less than 0.25 in the remaining duct, swirlers and chamber.
CAA
The CAA is based on the identical computational domain as the CFD and the mesh
depicted in Fig. 7.2. It is composed of 6870 tetrahedra of hmin = 4.5mm to hmax =
14mm edge length with a 4th order expansion (P = 4). The time step size of
∆tCAA = 2.5E−8s is significantly smaller than in the CFD due to discrepancy of the
acoustic time scales.
The shortest resolvable wavelength is estimated as described by Moura et al.




|k h|1% = 14.27mm.
With a speed of sound of c = 341m/s upstream of the flame, this translates to
resolvable frequencies up to 23.90kHz. Given that for the CESAM-HP test rig,
combustion noise is expected to occur below 4 kHz, this means that for the de-
scription of the acoustic waves, the CAA resolution is substantially higher than
necessary. This discrepancy originates from the relatively small features of the
combustor geometry, that are resolved by the computational mesh.
All walls are treated as rigid with Eq. (3.72), the swirler inlets and the nozzle
outlet are modeled as non-reflecting boundaries as in Eq. (3.76). While this choice
is obvious for the choked nozzle, the feeding line’s reflection coefficient is different
from zero [89], but was found to have negligible impact on the acoustic behavior
of the system in the relevant frequency range [89, 136]. A similar simplification
was made for the perforated screen, which can be treated as rigid wall due to its
low porosity of 0.05 [136].
Coupling Layer
With a CAA time step size of∆tCAA = 2.5E−8s and a CFD time step size of∆tCFD =
2.5E−6s, the base flow fields are exchanged every 100 CAA steps. Similar to section
6.7, the example feedback mechanism had negligible impact for this configuration,
so that only results obtained with uni-directional coupling are presented in this
chapter. At this, the acoustic source term ω˙e,loMa, the instantaneous velocities eu,
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the density ϱ and the modified pressure pmod are transferred from the CFD to
the CAA. To minimize information loss, the filter width is set to ∆λ = 12mm,
slightly below the smallest resolvable wavelength. At c ≈ 341m/s, this limits the
maximal source term frequencies to 28.42kHz. Due to the relatively fine CAA
mesh, the number of quadrature points of the intermediate expansion is identical
to the CAA expansion, i.e. Qint = QCAA = 5. This is enabled by the ATF technique
employed in the CFD, which increases the smallest length scales of the relevant
fields beyond the CFD mesh size and therefore the CAA resolution. Since the nozzle
is choked and thereby, Mach numbers above 0.3 are reached, the low Mach number
formulation of the CFD yields nonphysical base flow field values in this region. This
has shown to corrupt the stability of the APE. Hence, for all locations downstream
of x ref = [0.135,0,0]Tm, the acoustic source term is set to zero and all other all
received quantities are extrapolated from x ref in the CAA.
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7.3 Flow Fields
Both operating points exhibit very different flow features regarding the behavior
of the vortex inside the premixing duct. These bring about specific stability issues,
most notably the configuration’s inclination towards flashbacks, which was also
observed in the experiment and in the compressible high fidelity LES simulations
[75, 54].
7.3.1 Operating Point OP-16-2
The mean axial velocity field, shown in Fig. 7.5a is largely dominated by the axial
inlet jet and the vortex breakdown in the combustion chamber. The latter is not
tied to the center line and therefore performs a tumbling motion around the x1-
axis. This phenomenon is commonly referred to as Precessing Vortex Core (PVC)
[18]. This additional rotation is also evident from the axial velocity spectrum in
Fig. 7.6. In addition to the f ≈ 318Hz (2000rad/s) peak, caused by the swirl of
the vortex, an additional peak at f ≈ 170Hz (1068rad/s) can be observed due to





















Figure 7.5:Mean axial velocity and temperature fields for OP-16-2 obtained from
current LES (slice through the x3 = 0 plane).
In Fig. 7.5a, the axial velocity reaches more than eu1 = 700m/s downstream
of the combustion chamber and therefore Mach numbers above Ma = 0.3. This
124
0.0 0.2 0.4 0.6 0.8 1.0
01
u˜1











Figure 7.6: Axial velocity spectrum at x = [0.01,0.015,0]T m for OP-16-2.
violates the low Mach number assumption inherent to the flow governing equations
and hence causes the simulation to deliver nonphysical results in this region, but
was shown to no effect on the flow field upstream of the nozzle.
The mean temperature field in Fig. 7.5b gives an impression of the flame loca-
tion. Moreover, the steep gradient indicates very small variations of the flame lo-
cation. This is caused by an observed higher stability, which is due to the efficiency
function limiter described in section 7.2, that prevents the flame from moving up-
stream of the chamber inlet. It is worth mentioning, that without this artificial
constraint, OP-16-2 is likely to be less stable than OP-13-5. In addition to the flame
location, the temperature field gives an impression of the mean distribution of the
speed of sound. Hence, it determines the flow feature most relevant for the acoustic
properties of the configuration.
7.3.2 Operating Point OP-13-5
In contrast to OP-16-2, the mean flow fields of OP-13-5, shown in Fig. 7.7 exhibit a
significant asymmetry. This circumstance is due to a large time scale phenomenon,
which cannot be captured in a LES simulation at reasonable computational cost.
Due to its lack of rotation, the axial jet causes the vortex to split into two branches,
located off-center, as shown in Fig. 7.8b. Eventually, one of these branches moves
farther away from the center and causes a stronger deflection of the outflow from
the corresponding swirler duct. This disturbance imposes an adverse pressure gra-
dient inside the duct, promoting a flow detachment that leads to an imbalance of
the duct mass fluxes. Due to the imbalance, the vortex branch is pushed even far-
ther off-center, which further sustains the duct’s flow detachment and increases the
mass flux imbalance. The result is a circular causality, that causes one of the vortex
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branches to lock on to a swirler duct, stopping the precessing movement of the vor-
tex. A prerequisite of this phenomenon is a sufficiently strong jet that facilitates the
vortex branching to occur as far downstream as the location of the swirler ducts. As
evident from Figs. 7.5a and 7.8a, this condition is not met for OP-16-2, where the






















Figure 7.7:Mean axial velocity and temperature fields for OP-13-5 obtained from
current LES (slice through the x3 = 0 plane).
Due to the asymmetry of the velocity fields, the mean temperature field, given
in Fig. 7.7b is asymmetrical as well. The high temperature region reaches far up-
stream into the premixing duct, resulting in an earlier acceleration of the flow due
to thermal expansion. As a result, the mean axial velocities do not exhibit a recircu-
lation zone on the centerline and are generally higher. Compared to OP-16-2, the
temperature gradients in the flame region are much smoother, caused by frequent
flashbacks and the resulting strong flame variations. The two extremes, in which
the shape and location of the flame varies, are evident from the instantaneous CO
mass fraction for two time steps of the same simulation, given in Fig. 7.9. The
immense difference between these two attests the unstable character of the con-
figuration, which is subject of a related study [75]. Notwithstanding, the flame
immediately retreats into the combustion chamber after every flashback and can




















Figure 7.8:Mean vertical velocity 〈eu2〉 and directions of the planar mean velocity
projection 〈eu2〉e2+ 〈eu3〉e3 inside premixing duct and swirler ducts. Slice
through the symmetry plane of the swirler (x1 = −95mm). Recircula-

























The instantaneous noise source distribution in terms of absolute, logarithmic val-
ues is depicted in Fig. 7.10. In the CFD fields (Fig. 7.10a), the flame location is
recognizable from the large source term values. In the nozzle region, no increased
noise sources can be observed, suggesting that indirect noise is insignificant for the
considered operating points. This observation is in line with high fidelity, compress-
ible LES simulations [54]. In the CAA representation, smaller structures of the CFD






















Figure 7.10: Instantaneous noise source field for OP-16-2 at tCFD = 0.045s (a) and
tCAA = 0.045s+ 2.5E−6s (b). Filter width ∆λ = 12mm. Slice through
the x3 = 0 plane.
The spectra of the integral acoustic source term, given in Fig. 7.11, are computed
from Eq. (6.4), analogously to the ones in chapter 6. Again, no significant peaks
can be observed and the amplitudes decrease with the frequency until reaching a
constant level between f = 1kHz and 2kHz. Qualitatively, both spectra are in good
agreement with the original simulations. However, the source spectra for OP-13-5
exhibit increased amplitudes compared to the original LES. This deviation may be
caused by large time scale effects subjected to statistical variations that cannot be
sufficiently captured during the simulation time.
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(a) OP-16-2 (b) OP-13-5
Figure 7.11: Noise sources spectra for OP-16-2 and OP-13-5. Original LES values from
[136].
7.5 Acoustic Fields
In the following, the acoustic properties of the CESAM-HP test rig will be explored,
by first providing an analysis of the relevant acoustic modes. Subsequently, the
results are compared with experimental and frequency domain hybrid CAA results
for both operating points. Consistent with [136, 135], all noise spectra are given
in terms of the sound pressure level






For OP-16-2, the noise spectra obtained at different locations along the x1-axis as
marked in Fig. 7.12 are depicted in Fig. 7.13. In the considered frequency range,
the spectra at different radial locations show negligible variations and are therefore
omitted. However, strong variations between the respective axial locations can be
observed due to the complexity of the geometry. Seven major frequency peaks at
f ≈ 170Hz, 318Hz, 540Hz, 1500Hz, 2000Hz, 2900Hz and 3500Hz are identi-
fied. The two peaks at 318Hz and 170Hz are not caused by acoustic phenomena,
but instead by the rotation of the vortex core and its precessing motion, respec-
tively. The 1500Hz peak is only visible in the premixing duct, the 2000Hz peak is
very weak in the combustion chamber and the peak at 3500Hz is absent from the
spectra at the third sampling location.
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Figure 7.12: Sampling locations for the different spectra.
To identify the modes associated to these peaks, a point-wise Fourier transform
with 1427 snapshots and a sampling rate of fs = 8kHz was performed. The result-
ing normalized acoustic pressure amplitudes are given for each peak frequency in
Fig. 7.14 in terms of Eq. (6.6). The swirler and the corresponding ducts are omit-
ted from the visualization, since they do not contribute to the relevant frequency
range.
As evident from Fig. 7.14a, the 540Hz peak is related to the axial λ/2 mode
of the full geometry. It is consequently detected at every sample location in Fig.
7.13. The frequency domain simulations with the Helmholtz solver found a similar
peak at 390Hz, which was attributed to the same mode [135]. The 1500Hz peak
is associated to a spinning λ mode, as shown in Fig. 7.14b. Considering it is only
detected upstream of the combustion chamber, the mode is likely located in the
premixing duct. The peak at 2000Hz is significantly more distinct in the upstream
spectra, but absent at x1 = −0.07m and x1 = 0.01m, hinting at a 3/4λ mode of
the duct with pressure nodes at the respective axial positions. This assessment is
corroborated by the acoustic pressure distribution in Fig. 7.14c and the f -domain
Helmholtz solver simulations [135]. The frequency domain simulations [136] and
the mode shape in Fig. 7.14d consistently associate the 2900Hz peak with the λ/2-
mode of the combustion chamber. Moreover, the pressure amplitude distribution
suggests the excitation of an additional λmode in the duct with significantly larger
amplitudes due to the higher impedance upstream of the flame. As indicated by the
mode structure in Fig. 7.14e, the 3500Hz peak is related to the 5/4λ mode of the
premixing duct. This observation is in line with the frequency domain simulations
[136] and the individual spectra in Fig. 7.13. Therein, no 3500Hz peak is detected
at the corresponding pressure nodes at x1 = −0.10m and x1 = −0.05m.
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x1 = -0.10 m
x2 = -0.07 m
x3 = -0.05 m
x4 = -0.02 m x8 = 0.13 m
x7 = 0.11 m
x6 = 0.05 m
x5 = 0.01 m
Figure 7.13: Noise spectra obtained from LES-CAA for OP-16-2 at different axial lo-
cations on the center line (x2 = x3 = 0) inside the premixing duct
(x1 < 0) and the combustion chamber (0< x1).
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-1 -0.5 0 0.5 1
Kpa(x) [-]
(a) Axial 1/2λmodes of the full geometry
( f = 535Hz)
(b) Spinning λmode of the duct ( f =
1507Hz)
(c) Axial 3/4λmode of the duct ( f =
2019Hz)
(d) Axial 1/2λmode of the chamber and
axial λmode of the duct ( f = 2922Hz)
(e) Axial 5/4λmode of the duct ( f =
3540Hz)
Figure 7.14: Normalized acoustic pressure amplitudes Kpa(x) at the phase that cor-
responds to the largest amplitudes for a single frequency component.
Swirler and swirler ducts omitted.
132
7.5.2 OP-16-2
Since no experimental data is available at the axial locations of Fig. 7.13, the exper-
imental [89] and frequency-domain [136] spectra are compared at the top/bottom
wall (x = [0.1225,0.035,0.0]Tm). In Fig. 7.12, this location is indicated by a
"W". The corresponding sound pressure levels for OP-16-2 are given in Fig. 7.15.
For this operating point, no f -domain Helmholtz data is available. However, the
corresponding spectrum in Fig 7.16 should be qualitatively similar for this operat-
ing point, since the Helmholtz equations do not take the base flow velocities into
account.
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Figure 7.15: Noise spectra obtained from experimental pressure measurements
[89] (Experiment), frequency domain LES-CAA with LNSE governing
equations [136] ( f -dom, LNSE), and the presented time domain LES-
CAA (t -dom) for OP-16-2.
With regard to the overall amplitudes and the major peak frequency at 2900Hz,
very good agreement with the experimental and the LNSE f -domain simulations
was achieved. In particular, the eigenfrequency peak at f ≈ 2900Hz of the λ/2
eigenmode of the combustion chamber is reproduced with minimal frequency shift
and similar amplitudes. Compared to the experimental data, the LNSE f -domain
simulation results exhibit a slight shift towards higher frequencies. This is not
present in a different simulation based on a compressible RANS mean flow field
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with lower temperature levels [136]. Four additional spectral peaks below 750Hz
were observed in the experiments, that are associated to thermoacoustic instabili-
ties and hence cannot be reproduced with the uni-directional coupling.
Of the five dominant modes identified in the preceding subsection, only the λ/2-
mode at 2900Hz is instigated in the experiment. In the LNSE-based f -domain spec-
tra, the 3500Hz peak can be observed in addition. Furthermore, the Helmholtz-
based f -domain simulation (cf. Fig. 7.16) predicts maxima at f ≈ 390Hz and
2000Hz, leaving the 1500Hz-peak the only one which was predicted solely with
the current method. In contrast to the LNSE, the employed APE and the Helmholtz
equation both neglect damping through base flow gradients. This suggests that in
the experiment and the LNSE solution, the growth of the λ/2 mode (540Hz) that
spans the flame, is limited by the corresponding steep density and base flow gra-
dients. Similarly, the 3/4λ mode (2000Hz) is not perceivable at the microphone
or sampling locations, located inside the combustion chamber and hence behind
the flame. The frequency peak at 1500Hz was associated to the λ mode of the
premixing duct and is thus absent from the experimental and LNSE spectra for the
same reason. The mode was also not recovered by the Helmholtz based simulation,
which indicates an excitation by transient effects. While the 3500Hz peak is also
present in both f -domain simulations and two compressible, high resolution LES
simulations [54], it is not observed in the experimental spectra at the given loca-
tion. A different microphone inside the swirler however, does show this peak [89],
suggesting that it is present in the experiment as well, but damped in the chamber.
Unlike the 540Hz, 1500Hz and 2000Hz peaks, the 3500Hz maximum is also re-
covered by the frequency domain solver, which suggest that in the experiment, the
corresponding mode is attenuated due to a different mechanism.
7.5.3 OP-13-5
The noise spectra obtained for OP-13-5 were taken at the same location as for OP-
16 and are given in Fig. 7.16. For this operating point no combustion instabilities
were observed in the experiment. Again, the overall trend and the frequency of
the 2900Hz peak are in very good agreement with the reference solution and the
measurements. However, the amplitudes tend to be overestimated in the higher
frequency domain above 500Hz. This is attributed to the increased source term
levels of the CFD (cf. Fig. 7.11b), which for higher frequencies, exhibit larger am-
plitudes than in the original LES used for the f -domain simulations. Consequently,
the resulting noise amplitudes must be elevated as well.
Again, additional peaks at f ≈ 540Hz, 1500Hz, 2000Hz and 3500Hz are ob-
served, which are associated to the same modes as in OP-16-2. Notable differences
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Figure 7.16: Noise spectra obtained from experimental pressure measurements
[89] (Experiment), frequency domain LES-CAA with LNSE govern-
ing equations [136] ( f -dom, LNSE), frequency domain LES-CAA with
Helmholtz governing equations [135] ( f -dom, Helmholtz), and the
presented time domain LES-CAA (t -dom) for OP-13-5.
are an increased peak at f ≈ 2000Hz and lower amplitudes at f ≈ 1500Hz. Since
for OP-13-5, no efficiency function limiter was used, the flame is able to propagate
upstream of the chamber inlet. The noise sources are hence located closer to the
3/4λmode (2000Hz), resulting in a stronger excitation. A similar behavior can be
observed at 3500Hz, where the peak is also much more distinct than in OP-16-2.
The axial λ/2 mode, which was associated to the 540Hz peak in OP-16-2, spans
the entire domain, including the flame and the chamber inlet. Due to the stronger
flame movement at OP-13-5, the distribution of the speed of sound within this
mode is subject to much stronger fluctuations than in OP-16-2. Hence, the associ-
ated frequency fluctuates much stronger as well, leading to a widened frequency
peak.
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7.6 Sampling Resolution and Filter Width
With regard to the rather high spatial resolution of the CAA, the filter width and
the order of the intermediate expansion were set to ∆λ = 12mm and Qint = 5,
respectively. Both values are near the lower stability limit of the coupling layer and
minimize computational overhead (Qint) and loss of information (∆λ). Their valid-
ity was consequently assessed by two additional simulations with a higher number
of sampling points and a larger filter width. As evident from the corresponding
sound pressure spectra in Fig. 7.17, neither modification has an impact on the re-
sult of the CAA. This suggests that also with Qint = 5, the aliasing error related to
the CFD field sampling is sufficiently low. Moreover, even with ∆λ = 24mm, the
spectrum is not altered, indicating that the base flow gradients and the acoustic
source term are still sufficiently resolved. At the same time, the CAA has shown
to be stable with ∆λ = 12mm, which implies that with this smaller filter width,
artifacts in the forward transform are already adequately avoided.
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Figure 7.17: Noise spectra for OP-16-2, obtained with the presented hybrid CAA
method using different filter widths and sampling resolutions.
7.7 Computational Efficiency
Compared to two standalone simulations, a coupled setup requires additional com-
putational effort. Inevitable overhead is due to the pre- and post processing de-
scribed in chapter 5 and waiting times related to the data transfers. This is due to
fluctuating step times of both solvers, caused by writing to disk, differently condi-
tioned matrices, available computing resources, etc. The overhead is minimized by
the MPI-based implementation and a fully asynchronous communication strategy.
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Figure 7.18: Normalized histogram of CAA waiting times for a single run.
For the CESAM-HP test rig, the simulations were run on 144 cores, 72 for the
CAA and 72 for the CFD. With this setup, the CFD rarely has to wait for the CAA,
yielding a total CFD waiting time below 1%. Since no other coupling related steps
are performed by the CFD, this 1% also marks the total CFD overhead. The CAA
spent up to 2% of the total computational time on post-processing (extrapolation,
filtering, projection, interpolation) the received fields and between 1.5% and 4.5%
on waiting for the CFD solver. While the post-processing time is almost constant
over the time steps, the probability density function of the CAA waiting times in Fig.
7.18 shows that in over 78% of the exchanges, the CAA had to wait less than 0.05 s.
This indicates that even though the CFD has slightly shorter step times, the load
is almost perfectly balanced in this setup. Nevertheless, it should be noted that
these numbers are highly specific to the considered problem, mesh sizes, cluster
architecture, exchange frequency, etc. and can reveal completely different, less
favorable statistics for other setups.
7.8 Summary
Two operating points, OP-16-2 with a weak and OP-13-5 with a strong jet, were
investigated with the developed hybrid CAA method. At this, the flow field simula-
tions showed a precessing vortex core for OP-16-2 and a stationary, asymmetrical
vortex for OP-13-5. Due to the setup’s inclination towards flashbacks, the flame
location was limited for the more unstable operating point OP-16-2. By using
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frequency spectra at different axial locations and a point-wise Fourier transform
at the selected frequencies, the eigenmodes of the five obtained frequency peaks
were identified. In general, good agreement with experimental and frequency do-
main data was found in terms of noise spectra for both operating points. Deviations
were due to thermoacoustic instabilities of OP-16-2, and recovered frequency peaks
that were attenuated in the experimental data. The modes that correspond to the
additional peaks were found to be insufficiently attenuated, most likely due to sim-
plifications inherent to the APE or the acoustic source term formulation. It was
demonstrated in two additional simulations, that despite the audacious coupling
parameters, numerical instabilities are sufficiently avoided, while preserving the
relevant base flow gradients and acoustic source term. With the given distribution
of computing resources, the presented approach required twice the computational
effort of the low Mach number CFD itself, with minimal overhead due to the cou-
pling layer. A direct noise simulation, that yields comparable results would entail
smaller time steps and a finer spectral resolution in order to temporally and spa-
tially resolve the acoustics2. Even though the computational cost does not neces-
sarily increase linearly with the number of unknowns, it is safe to assume a 10 to
20 times higher requirement in computational time. Consequently, the presented
method is about 5 to 10 times more efficient than the direct noise simulation for
the considered setup. Moreover, the CAA results indicate that the current method’s
efficiency could be further improved by using a coarser CAA mesh and a larger time
step size.
2 For the CESAM-HP test rig, a DNC simulation was conducted by ONERA [54] using the CEDRE
solver with an implicit time stepping scheme, second order spatial discretization and an artificial
quenching inside the premixing duct, similar to the current CFD. The mesh consisted of 11.1
Million cells, which, at the time step size of ∆t = 1E−6s, resulted in the 19.8-fold degrees of
freedom of the current low Mach number LES.
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8 Conclusions
In this work, a hybrid CAA method was developed, that allows for the robust and
efficient simulation of aeroacoustic problems in complex, enclosed domains. It
comprises a low Mach number flow solver, an acoustics solver and a coupling layer,
which bridges the different numerical schemes and physical scales in order to op-
timize the numerical efficiency of each solver. At this, the key components are the
novel CAA solver and the coupling layer, which hence constitute the focus of this
work. For the description of the reacting flow field, an established, FVM based CFD
solver was equipped with the coupling interface.
By employing the high order spectral/hp element method in a discontinuous
Galerkin formulation, the newly developed CAA solver efficiently accounts for
acoustic wave propagation in complex, three-dimensional geometries. Its imple-
mentation is focused on stability and flexibility to allow for an easy adaption to
industrial applications, such as combustion noise. This is achieved by solving the
unconditionally stable Acoustic Perturbation Equations and a using set of Riemann
solvers that can operate on variable density base flows. In order to enable bi-
directional communication between both solvers, a coupling layer was developed,
that allows for continuous data exchange at run time, by passing all data over MPI
in a distributed manner. During the CFD-CAA coupling, three major error sources
were identified, that arise from the different length scales and discretization meth-
ods of the two solvers. Based on this assessment, a three stage coupling scheme
was devised, which involves a linear interpolation in time and a spatial, implicit
low pass filter, that operates on an intermediate representation of the CFD fields. It
is due to this coupling layer, that both solvers can operate at their optimal spatial
and temporal resolutions, even when applied to coinciding domains.
The applicability of the hybrid CAA method was investigated by means of two
laboratory scale combustors of increasing complexity. The first setup featured a
half-dump combustor, that facilitated a basic validation of the CAA solver and the
coupling, as well as the exploration of different coupling parameters. The latter
showed that, despite the coarse spatial CAA resolution, the short length scale base
flow fields were sufficiently represented in terms of the CAA expansion by the de-
vised coupling layer. In the obtained acoustic fields, the behavior of the system’s
first eigenmode was well reproduced. The instigation of a second eigenmode, that
was not observed in the experimental noise spectrum, was in agreement with a
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similar hybrid CAA simulation. Finally, the bi-directional coupling was demon-
strated by transferring the acoustic pressure fluctuations to the CFD, where they
were successfully recovered from the flow fields. Although not an aim of this work,
an example feedback mechanism was tested, which had negligible impact on the
combustion.
The second configuration was a pressurized burner, operated by a swirl stabi-
lized, premixed flame that is prone to flashbacks. It therefore features most phe-
nomena present in industry scale combustion systems and consequently marks an
intermediate step towards such applications. Due to its complex geometry, the
combustor is already beyond the capabilities of most available CAA tools. The
thermoacoustic properties of two operating points were studied, that are charac-
terized by a precessing and a stable, asymmetrical vortex core, respectively. In the
considered frequency range, the prevalent eigenmode observed in the experiments
was very well predicted. However, comparison with reference data from an LNSE
based hybrid CAA revealed an insufficient damping in the vortex or the flame front
for three further modes. This is most likely due to simplifying modeling assump-
tions inherent to the APE and the chosen source term formulation, which might be
too restrictive under certain conditions. Based on the total numbers of degrees of
freedom, the developed method was estimated to require less than a fifth of the
computational effort of a direct noise simulation for the considered configuration.
With the current implementation of the CAA solver and the coupling layer, a tool
for future research in time-domain, hybrid CAA methods is available. In order to
ensure the method’s applicability to larger, more complex configurations, the cou-
pling layer may require further optimization. For combustion noise simulation, two
major issues that should be addressed in the future became apparent. The insuf-
ficient attenuation of acoustic modes spanning a swirling flame suggest a further
investigation of the APE and the chosen source term formulation. At this, an ex-
ploration of alternative acoustic governing equations may be worthwhile as well.
For the correct simulation of thermoacoustic instabilities, novel acoustic feedback
modeling approaches are required. The current CAA method is designed to aid this
development and facilitate the corresponding research. Although it was featured
in this work, the developed method is not limited to enclosed or combustion noise
related configurations. This was recently demonstrated by another research group,
who is already using the current CAA method for jet noise simulations. By provid-
ing the implementations of the CAA solver and the coupling layer to the scientific
community as an open source code, the author hopes to spark further adaption and
novel applications of hybrid CAA methods.
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