Introduction
A large amount of data can be produced by modern chromatographic instrumentation. To extract a maximum of qualitative and quantitative information about the analyzed samples and to easily compare signals, chemometric analysis is necessary. However, instrumental drifts and other instabilities provide unwanted shifts in chromatographic peak positions. More precisely, peak components from the same molecule have different spatial positions on the measurement axis in different samples. These variations are an impediment against the use of chemometric techniques [1] [2] [3] . Some current chemometric techniques are unable to correctly model information that shifts from variable to variable within a dataset.
Chemometric tools for visualization and data mining such as principal component analysis and for quantitative analysis by predictive model such as partial least squares regression require uniform presentation of data. All signals must be adjusted to the same length and corresponding vari-ables have to be placed in proper columns of the data matrix. The effect of the alignment procedure on the principal component analysis has been demonstrated on chromatographic signals by Malmquist et al. [4] .
Signals obtained by chromatography are prone to shift and do not fulfill this condition. More precisely, to accurately and effectively analyze data using chemometrics, the same peaks in different signals should be aligned at the same matrix column. Even minor shifts introduce extra factors in multivariate analysis, therefore data alignment is a prerequisite before any multivariate chemometric analysis [5] . To overcome the problem of misaligned peaks, several approaches have been proposed in the literature. Examples of this misalignment problem have previously been treated for several types of chromatographic and spectroscopic data. Jellema [6] and more recently Bloemberg et al. [7] introduced several of the alignment techniques presented in our comparative study. The intersample correspondence problem, defined by recent reviews [8, 9] , is based on the difficulty to evaluate which peaks correspond to which in datasets from measurements on different sample, the fact is that features from different samples are nonsynchronized in the measured data. While the majority of peaks can be assigned obviously, some peaks are problematic at this level, so Åberg et al. [8] defined the concept of ambiguous correspondence that identifies three basic cases of ambiguous correspondence. (i) Two peaks in the second sample can match one peak in the first sample, second ambiguity. (ii) Two peaks in the first sample can match two peaks in the second sample but with the last peak of the first sample matching the first peak of the second sample with few or no shifting; in this case it is not possible to determine if there are two or just one corresponding peak. (iii) Peaks change order between the two samples.
The aim of this paper is to test and compare all the freely available alignment techniques able to treat 1D chromatographic signals. In the first part, the sources of shifts are exposed. Then, the alignment techniques are briefly introduced. The alignment algorithms are tested on real and simulated datasets for different types of shift. Finally, the validation of alignment results are evaluated through quality criteria and to give hints for the choice of algorithm, a summary of the practical aspects in the form of table is provided, then, to highlight issues a drawbacks are discussed.
Sources of retention time shifts
Instrumental drift is identified and principally associated to ageing, and deterioration of the chromatographic column drifts in detection conditions, and slight variations of the analytical conditions. More precisely, variations in the stationary phase, film thickness, column head pressure, split ratio, and so on [10, 11] . In HPLC, the column can be exposed to frequent mobile phase conditions changes (pH value variations), varying temperatures, and changing flow rates. Those situations are able to promote column degradation and so provide a decrease in resolution and retention factors responsible for peak shifts in time [12] . In GC, temperature and carrier gas flow fluctuations from run-to-run, stationary phase, composition changes from column-to-column, and matrix effects from sample-to-sample lead to variations of retention time for a given component over a series of several chromatographic runs [13, 14] . The correction of shifts is a major issue and requires the development of alignment algorithms.
Alignment methods
The source of all the warping alignment procedures involves the transformation of the measurement axis of the sample signal to match the best with the reference signal. The following notation will be used: the sample signal will be denoted S(x), the reference signal R(x), with x representing the abscissa axis in data points. Alignment techniques differ in several basic aspects. First, the way the warping path or warping function denoted by F is defined, the measurement of quality of alignment (similarity between signals) and the optimization algorithm used to find the optimal F (e.g. dynamic programming (DP), evolutionary algorithm, etc.)
For each studied method, the operating principles and the conditions of use (form of shifts, type of processed data tested) are outlined. The methods are classified depending on the kind of optimization algorithms and techniques.
Dynamic programming

Correlation optimized warping
The R(x) and S(x) signals, defined by their respective length on abscissa axis L R and L S expressed into data points, are uniformly divided into a number of sections N of length m [15] .
If the length of the two signals is equal, the number of sections is then given by Eq. (1):
To treat unequal lengths of two signals, the difference ␦ in section length in S(x) and R(x) is calculated by Eq. (2):
The alignment of two signals is done by an iterative piecewise linear stretching and compression of the S(x) signal. Aligning by piecewise linear warping involves dividing signals into a user-specified number of sections N. Each section is warped by linear interpolation, meaning that it is stretched or shortened by shifting the position of its end points by a finite number of possible warping magnitudes, the so-called flexibility or slack parameter s. s is the maximum shifting degree of boundary allowed in the section to align. Each section boundary can be shifted from −s to +s points, except for the start and end points of the signal that are fixed. For example, if the slack equals 1, there are three possible shifting of the boundary, −1, 0, and +1. For unequal lengths of signals, warpings permitted are included in the interval (␦ − s; ␦ + s) [16] . For every possibility, a linear interpolation of the sample segment computes the number of data points corresponding to the reference section. Then, a correlation coefficient is calculated.
Nielsen et al. [15] developed a method based on this principle, which corrects shifts in vectorized data signals, the correlation optimized warping (COW). The DP is used as the optimization procedure for the COW. Determining the optimal alignment is a question of finding the optimal combination of warpings of the N sections warped by the slack parameter from −s to +s. DP was first introduced by Bellman in 1954 in the Bulletin of the American Mathematical Society. The algorithm of DP has since been used in several alignment methods to solve these issues. DP [17] solves combinatorial optimization problems by examining all possible combinations of the variables. For each section i (i = 1: N), the optimal warping u i is calculated for each possible position of the node x i (starting point of section i after warping). Suboptimal combinations of warping are found for every section, and when all sections have been treated only the optimal combination is kept, providing a global optimum. A meaningful example is given by Tomasi et al. [18] to show the implementation of the DP. An example with s = 1 is given Fig. 1 . The current implementation starts at the end of the chromatogram and progresses toward the beginning. The external boundaries of the segments are kept at fixed positions. As the slack is equal to 1, it means that three possible boundaries exist.
In the first step, the first sample signal segment (circled) is compared to the first reference signal segment. The left boundary of this sample segment is moved one data point to the right (1a), not moved (1b), and moved one data point to the left (1c). Each of these segments is compared to the reference sample and each correlation coefficient is calculated and stored. If the reference segment is a solid line no interpolation is needed, while a segment in dotted line means that the sample segment has been interpolated to fewer or more data points.
In the second step, the second sample segment is included. The second segment (circled by dotted lines) is five data points, three new segments of length four, five, and six data points, respectively, are created. The performance of the total warping is then the sum of the two correlation coefficients available in each of the now nine possible combinations (2a + 1a, 2b + 1a, 2c + 1a, 2a + 1b, . . . ). Figure 1 only describes the first two steps of the DP algorithm. The number of possibilities increases with the next steps. The implementation keeps going until all boundaries have been moved, except for the start and finish positions that are fixed. At this time, the optimal warping path is found by constructing a global function P that is the cumulative sum of maximum correlation coefficients of the previous sections. Once this function is known, the handling of the axis, explicitly, the right positioning of the segments boundaries can be done. Finally, sample segments are linearly interpolated to be aligned to reference segment. The COW was demonstrated on data collected from GC with flame ionization detection (FID) [19] [20] [21] .
Dynamic time warping
Initially, the time warping technique came from the speech recognition. The idea of time warping exploited as a method to align signals was first introduced by Wang and Isenhour [22] . About 10 years later, Kassidas et al. [23] developed a method called dynamic time warping (DTW). This algorithm is based on nonlinear warping of signals to align similar peaks with a minimal distance between them. A plot is constructed with the reference signal in the x-axis and the sample signal in the y-axis. The algorithm creates a path, as shown in Fig. 2a , such that corresponding peaks in S(x) and R(x) signals are linked. When this path is known, it can be used to align the whole signals. Each point p(i) in the grid is described by a pair of indices and indicates a position in the grid: p(i) = n(i), m(i) , where n and m are the indices of, respectively, reference and sample signals. The path is found by constructing a grid with size L R × L S , respectively, the lengths of reference and sample signals, and a sequence through the grid is noted. Once the path through the grid is found, it has to be optimized. The DP algorithm enables to reach the path in the grid, which minimizes the total cumulative distances between signals. To avoid excessive compression or expansion, constraints must be set up, Pravdova et al. [19] in their example had recourse to allowable predecessors. Each point (i,j) has three local constraints: (i − 1, j), (i − 1, j − 1), (i, j − 1). For each of these three predecessors ( Fig. 2b) , local cumulative distances are calculated using the Euclidean distance formula as seen in Eq. (3): It allows us to define the cell (i,j) recursively shown by Eq. (4):
Only the shortest distance is kept for point (i,j). When all the points in the search area are filled with cumulative distances, the optimal path can be constructed. The DTW has been used by Wang et al. to eliminate the time shift in data collected from GC-FTIR.
Peak alignment using reduced set mapping
In 2003, Torgrip et al. [24] developed a global alignment method based on mapped data depending on peak positions termed peak alignment using reduced set mapping (PARS). This technique is based on the detection of peak maxima in reference and sample signals, data are mapped by means of the peak positions. The representation of the peaks is transformed into a sparse vector of zeros with integers located at the abscissa axis data corresponding to the peak maxima. PARS is a sequence alignment method that differs from the time warping method by the way the search map is created. A typical sequence alignment method is the algorithm of Smith and Waterman [25] that involves the calculation of a match map of similarity/dissimilarity, i.e. a matrix with entries of ones for matches and negative numbers for mismatches. Then the maximum alignment score is searched by DP and the optimal route for alignment, in the form of inserts/deletions at optimal positions, can be established by the DP solution. The PARS is a modified form of this sequence alignment method, a new mapping scheme is proposed by tracing sparse match maps with optimization algorithm. In their study, three of them have been tested. The first one is DP, the second one is the complexity reduced DP. Based on the same principle as DP, it is proposed to reduce memory handling. The matrix sizes are reduced by adding a Sakoe-Chiba constraint for the search of the maximum distance allowed between peaks [26] . The third is the breadth first search algorithm. It is a fast search-tree algorithm, which treats a sparse representation of peak maxima, the peak locations of the sample and reference signals are put in a list. A search space s is defined. A graph is constructed with vertices representing possible matches between peaks in sample to align and reference. The number of possible matches is bounded in a window of size 2s + 1. In Fig. 3 , vertices are depicted as circles at the possible match positions between peaks in Rx and Sx, the search space is ±s from the diagonal. The breadth first search algorithm operates on a list of the graph vertices sorted by peak index in the reference. Another list, sorted by peak index in the sample contains the vertex positions in the reference list. Each vertex holds fields with information about the previous vertex and the matching score. The search stops when the vertex holds the best combination. 
Evolutionary algorithms
Peak alignment by genetic algorithm
Forshed et al. [27] [28] [29] developed the peak alignment by genetic algorithm (PAGA). The sample signal S(x) is divided into a number of segments N. Each segment is aligned to the corresponding segment in a reference signal R(x). The alignment is achieved by taking each segment of the signal individually, shifting it sidewise, and linearly interpolating it to stretch or shrink until the best correlation with a corresponding reference signal segment is obtained. Cutting in peaks are avoided based on a routine that finds the minimum intensities of both signals in a spectral window. As shown in Fig. 4 , each section is shifted sidewise m points and/or stretched or shrunk with linear interpolation i points. By shifting and interpolation, z points are removed from the segment and p = (i + m) points are added to fill out the segments to make the length equal with s.
The genetic algorithm is an optimization method introduced by Holland. It can be seen as an evolutionary process in which a population of candidate solutions to a problem evolves over a sequence of generations. Based on the survival of the fittest strategy, a better solution will have a higher probability of surviving as the genetic algorithm proceeds. Genetic algorithm can solve linear and nonlinear problems. In the case of the alignment problem tackled by Forshed et al. [28] in the PAGA, the candidate solutions are comparable to the parameters of the shifting, stretching, and shrinking of the sample segments. These parameters are allowed by the genetic algorithm to evolve and find the best fit to the reference segment. Then, after some linear interpolation, the fit is evaluated as the correlation coefficient between the sample and the reference. The benefit is that not every possible solution has to be evaluated, but the best solution in a set of candidate solutions is favored while the algorithm proceeds. As soon as all the sample segments are treated, the signal is reconstructed to form the aligned signal. Kaya et al. [30] developed a signal alignment method based on genetic algorithm (SAGA), a warping function is modeled with an ordinary differential equation and the parameters of the function are optimized by using a genetic algorithm.
Peak alignment by beam search
Following Forshed et al., Lee et al. [31] developed the peak alignment by beam search. On the same approach as the PAGA, the aim is to identify the parameters that maximize correlation coefficient between sample and reference segments. They implemented a beam search algorithm, which contrary to the PAGA, finds the shift position without interpolation. Beam search algorithm, originally used for speech recognition and image processing, is a heuristic algorithm that progresses layer by layer to build the search tree shown in Fig. 5 . In each layer, a heuristic evaluation function is used to estimate the promising solutions. This number of solutions is called beam width k, only the k most promising solutions are selected, the others are removed. The k value is fixed at the start, in the example ( Fig. 5 ) below k = 2, so two nodes by layer are analyzed. For the first layer, the two nodes on the solution path are B and D and the node C is cutting back. At each level, k solutions are tested. Each solution is used to align the sample segment to its reference, and evaluated by a correlation coefficient calculus. At each layer, only the best solution is kept, meaning the one providing the higher correlation coefficient.
Differential evolution
A peak alignment method using wavelet pattern matching has been proposed by Zhang et al. in 2011 [32] . It moves the accurate detected peaks in the range of a value of flexibility called slack denoted s, so from a range of −s to +s, and warps the nonpeak parts between two detected peaks using linear interpolation. To maximize linear correlation coefficient between reference signal and sample signal, an evolutionary algorithm has been put forward as a population-based optimizer called differential evolution.
First introduced by Storn and Pierce [33] , differential evolution algorithm is a parallel direct search method using N D dimension parameter vectors as a population for each generation G. Four steps constitute the differential evolution algorithm: initialization, mutation, crossover, and selection, the three last steps are repeated to find the optimum. Parameter vectors of great importance used in peak aligning steps are slack (number of points to shift peaks), N P (number of populations), and itermax (predetermined maximum generation). Differential evolution generates new parameter vectors by adding the weighted difference vector between two population members (reference and sample) to a third member. It works by having a population of candidate solutions that are moved around in the search space to combine the positions of existing peaks from the population. If the new position of a peak is an improvement, it is accepted and forms part of the population, otherwise the new position is simply discarded. To sum up, the algorithm intelligently evolves to the true optimum with good probability using of differences between individuals.
Cross-correlation function by fast Fourier transform
Two techniques also based on spectral segmentation are introduced by Wong et al. [34] , the peak alignment by fast Fourier transform (PAFFT) and the recursive alignment by fast Fourier transform (RAFFT). The signals are divided into an arbitrary number of segments such that the shift in each signal can be corrected independently. An optimal shift size is found and the segment is shifted by this amount. The Icoshift [35] , based on PAFFT and RAFFT and the recursive segment-wise peak alignment [36] , uses the same segmentation principle to improve local spectral alignment. More recently, a method also based on the cross-correlation function by fast Fourier transform has been developed [37] to deal with nonlinear retention time shift by a moving window procedure. A well-known method for efficiently measuring correlation and signal shift is the calculation of the cross-correlation function using fast Fourier transform. The The cross-correlation corresponds to a similarity degree between the two signals to be aligned. Besides, it is also able to provide an accurate estimation of the shift between two datasets. The cross-correlation function, denoted Corr(r,s) u , for two functions reference R(x) and sample S(x) at any shift position u, is written in Eq. (5):
To generate this function, the first step is to apply the Fourier transform on the functions R(x), Eq. (6) and S(x), Eq. (7):
where R() and S() are the Fourier-transformed functions in the inverse wavelength domain. The complex conjugate of the function S(), denoted as S*(), is multiplied to the function R(), and the last step is to perform a reverse Fourier transform on this product. The cross-correlation function is now generated and the optimal shift u op between R(x) and S(x) can be found at the maximum of Corr(r,s) u , that is Eq. (8):
Once this optimal shift is found, the sample segment to align is shifted by that amount. This optimization method is used in the same way by Veselkov et al. in a recursive segment-wise peak alignment technique, by Savorani et al. for the Icoshift, which allows both the entire signal and userdefined intervals to be worked on.
Parametric alignment methods
Parametric time warping
A warping function is defined as an appropriate transformation of the abscissa axis useful to align two signals. Eilers [38] proposed a parametric model for the warping of chromatograms, the parametric time warping (PTW). It aligns a sample signal S(x) to a reference signal R(x) using a warping function. The warping function is a second degree polynomial of the abscissa axis in data points (x). As explained by Nederkassel et al. [5] , the algorithm interpolates the sample signal S(x) to the points in the warping function W(x), to obtain the aligned signal S(W(x)), which is supposed to match as good as possible to the reference signal R(x). The warping function W(x) has to be optimized for each warping problem and is defined by Eq. (9):
K symbolizes the polynomial degree (K = 2), x the abscissa axis, then, a k (a 0 , a 1 , a 2 ) are the warping coefficients.
Semiparametric time warping
Analogous to PTW, a method called semiparametric time warping (STW), also developed by Eilers, uses a warping function to align a sample signal with a reference signal. However, the difference between STW and PTW is that the STW warping function is now made up with a series of Bsplines, constructed from polynomial parts that are joined at certain points of the abscissa axis, then, the input parameters are the number of splines chosen. The warping function for the alignment in the STW technique can be written as Eq. (10):
In Eq. (4), n represents the number of B-splines, a j the warping coefficient for the jth B-spline, the latter indicated as b j , and t i represents the abscissa axis computed as t i = ih with i = 1, . . . , m, and m is the length of the signal, h represents the sampling interval.
Related to the STW approach, Daszykowski et al. [39] modeled an alignment function for the development of an automated alignment method. The alignment function is modeled explicitly; it is continuous and smooth and can be approximated by several spline functions. To treat complex retention shifts of chromatographic fingerprints, the use of a large number of spline functions is required.
In the case of warping functions like in the PTW algorithm, once the polynomial equation for the alignment is found, the warping coefficients must be optimized. The aim is to find the warping function that minimizes the sum of squared residuals S between the reference signal and the interpolated signal. An objective function S is defined by Eq. (11):
Similar to PTW, the aim of STW algorithm is to optimize the warping function, so the sum of squared residuals S is minimized.
Peak matching algorithm
There are two types of warping path; one based on the warping of the whole signal and another based on peak detection followed by a warping of the regions between those peaks. For the method involving peak detection [40] [41] [42] , on both signals, reference and sample, peaks are identified and a list of peak positions is generated. Peaks can be automatically detected by finding zero crossings in an estimate of the signal's first derivative. Reference and sample signals are compared. For each reference peak, the algorithm is looking for the sample peak, which most closely matches it in a user-defined window width. Two cases are possible. Either the distance between the peaks is lower than the threshold distance, then the peaks are matched. Or there is no matching in the window width, which means that the peak is missing in the sample signal. For the first case, the regions between peaks in the sample signal are stretched and shrunk by interpolating more or fewer points to align them with the peaks in the reference signal. Therefore, the selection of the optimum peak matching window width is crucial for the alignment. Based on the comparison between the retention times of each detected compound in a sample, a free alignment program called Gcaligner 1.0 [43] has been developed to compare GC data matrix. The peak detection system being problematic, it is more appropriate to align all the points of signal, not just the peaks.
Piecewise alignment
Piecewise alignment [44] operates like the COW by subdividing the data into local windows of length W, but then each window is iteratively shifted along the sample signal with a specified limit l, and no stretching or compressing interpolation step is done.
Validation of alignment results
Even if all the methods have proved their ability to align different signals, it should be important to measure the quality of the alignment.
Many alignment methods use the Pearson's correlation coefficients to evaluate the quality of the alignment. Indeed, the measure of the similarity between two datasets R, the match reference, and S, the warping sample section with N points each, is well expressed by the correlation coefficient defined by Eq. (12):
This correlation coefficient indicates the degree to which the two signals are linearly related. Two identical signals have a correlation coefficient that equals 1. The higher the correlation coefficient, the higher the quality of the alignment between the two signals.
One of the first to use this quality criterion is Nielsen et al. [15] , with the development of the COW. The measure is influenced by the type of peaks that are shifted (smaller or larger on the abscissa axis). Chronologically, these methods are peak matching, PAGA, PARS, peak alignment by beam search, RSPA, Icoshift, aligneDE.
Practical aspects and drawbacks 4.1 Data and experimental conditions
All the alignment techniques publicly and freely available were tested on simulated datasets as well as real chromatographic datasets to assess the extent of the alignment algorithms capabilities.
Simulated datasets have the advantage that important features can be controlled; two major categories of shifts are simulated, small shifts and large shifts. The concept of small shift corresponds to a shift less or equal to the peak width to align. In contrast, the concept of large shift corresponds to a shift greater or equal to the peak width to align. In these categories, four types of shift are simulated, one-direction shift systematic and unsystematic, two-direction shift systematic and unsystematic. As explained in Section 2.2, the term systematic means that the shift is the same throughout the signal, i.e. when all peaks move by a constant offset. The term "twodirection shift" means that peaks in the signal are shifted in both directions. Tests were achieved on three real large chromatographic datasets that differ in the complexity of the signal, i.e. the different types of shifts described as simple, intermediate, and complex. Three samples corresponding to the three levels of complexity were analyzed twice with the same chromatographic method at an interval of one month, the first signal corresponds to the reference signal and the second to the sample signal.
Software
The computations were run on a computer equipped with an Intel Core 2 Duo (2.10 GHz) processor, 4.00 Go RAM, and the Microsoft Windows 7 operating system. GC analyses were performed using Agilent Model 6890 gas chromatograph with FID. Each chromatographic run was 20 min long with FID readings acquired at a rate of 200 Hz, yielding 240 000 points per chromatogram. The chromatograms were imported from the Chemstation (Agilent Technologies) into MatLab 7.14 software (MathWorks, Natick, MA, USA), where the data processing was done. Table 1 summarizes the sources of all freely available MatLab routines used in data processing.
Aligning of simulated and real data
Two quality criteria were investigated: one to measure the accuracy of alignment and the other to measure the performance of the technique. The alignment accuracy is established by the Pearson's correlation coefficient (R), which is the most popular measure in the literature to quantify the similarity between two datasets. The performance is characterized by the computation time (T). The optimal alignment technique should require a short computation time because an algorithm has to be fast to be useful and valuable, and only a minimal or no operator intervention. The usefulness of seven algorithms was studied in this section using both simulated and real data: COW, DTW, PAGA, PAFFT, RAFFT, Icoshift, piecewise alignment. For space reasons the single implementations will not be discussed in detail, the MatLab 7.14 guidelines for improving performances were followed. The results obtained through each alignment algorithm arise from the optimization of the input parameters of each algorithm because the running time of COW, DTW, and PAGA algorithms depends on the parameterization. This is particularly true in the case of alignment with the COW, parameters, number of segments N, and flexibility s, which must be optimized to the extent that the computation time increases with the increase of these values. The aim is to determine the parameters with the lowest values that provide the best alignment signals. At each test on simulated and real datasets, several combinations of N and s were tested and for each of them, the correlation coefficients between the reference signal and the sample signal and the calculation time have been evaluated. By analogy, in the case of the piecewise alignment, window width W and offset L settings were optimized in the same way. For the PAGA, parameters required are three times more than normal parameters involved; the segmentation as well as the genetic algorithm are the parameters that have to be optimized.
It was found that several different combinations of parameters can provide similar correlation coefficients, the computation time being different. There is therefore an optimal combination of parameters for which a high correlation coefficient is obtained in a minimum time.
Simulated datasets
Simulated signals were computer-generated with 800 data points in the form of three Gaussian peaks centered at t1 = 100, t2 = 300, and t3 = 500, respectively. Shifts were artificially induced to test the potential alignment of the algorithms. Tables 2 and 3 sum up the results of alignment for each algorithm tested for different types of shift on simulated data. Figure 6 shows the alignment of one-direction systematic shift with the COW algorithm, the dashed line corresponds to the reference signal, the dotted line to the sample signal, and the solid line to the aligned signal. This figure shows that the choice of the input parameters is crucial for the accuracy of the alignment. Indeed, for a slack of 20, a segment width of 50 provides a correct alignment while a segment width of 40 results in a broadening of the first peak.
Results obtained show that the tested algorithms are able to align the simulated data with varying degrees of success and computation times shorter or longer. DTW and PAGA are the greatest time consumers, but DTW is much more interesting given the quality of alignment for all types of small and large shifts. The simulated signals being composed of few data points, in the case of small shifts (Table 2) except the PAGA, all algorithms are capable of achieving proper alignment (correlation coefficients very close to 1). In the case of large shifts (Table 3) , the PAGA, the COW, and the piecewise alignment do not allow proper alignment signals (correlation coefficients inferior to 0.98). The bad performances of the PAGA and the COW could be explained by a poor optimization of the input parameters. Concerning the Icoshift algorithm, alignment of one-direction systematic shift is correct with the "whole signal" alignment mode. However, for the three others shift types, the correlation coefficients obtained with the alignment mode "whole signal" are R DDDS = 0.299, R DDDN = 0.387, and R DUSN = 0.750, it is therefore necessary to use another alignment mode. In this case, the one that yielded the values in Table 3 and thus a correct alignment is to specify intervals of definition.
Real datasets
Each chromatogram tested was located into a MatLab workspace as a vector composed of the time series of FID detector readings over the duration of that particular GC run. Table 4 recaps the results of alignment for each algorithm tested for signal complexity on real large chromatographic datasets.
The computation time required for alignment of large datasets with the COW algorithm being much too high, the results have not been classified in Table 4 . Given its configuration, the computing capabilities of the computer cannot reach the end of the calculation. Indeed, the computer freezes after 90 min computing. In the case of the DTW, the computer crashes immediately after launching the calculation.
The alignment module of piecewise alignment is provided with a parameters optimization module, which in the case of large datasets reached its limits and becomes unsatisfactory. The computation times are much lower than other methods of alignment using DP optimization, as the COW, but remain high for routine use (7 min for complex signals alignment).
The alignment algorithm PAGA is very difficult to handle because of the many input parameters to optimize, the alignment results were obtained with empirical values considered optimal. Better results can probably be obtained with a better parameter optimization, the use of design of experiments could be envisaged to improve more rationally the potential of the alignment algorithm.
It is clear from the results that the algorithms that enable proper alignment instantly are those based on the calculation of the cross-correlation coefficient by Fourier transform. Comparing these three algorithms, the one that provides the highest quality of alignment in a reasonable amount of computation time is the RAFFT. Table 5 summarizes the characteristics, recommendations, advantages, disadvantages, and the resulting alignment of the studied methods. The methods that have not been tested are mostly paying methods; those proposals were evaluated based on studies in the literature. 
Drawbacks
If so many alignment techniques have been developed, it is because each of them has drawbacks in certain aspects. All alignment techniques need a reference signal to process the alignment, so the reference selection appears to be a crucial concern. Daszykowski et al. [43] analyzed through several datasets of chromatographic signals various proposals for reference selection. Their study established that the optimal reference is the one that provides the highest mean correlation coefficient with respect to the remaining chromatograms.
Warping methods using DP are time consuming or require time-consuming optimization of input parameters [5] . As many interpolation steps are required, the computational complexity is the major impediment of the COW, the DTW, and the piecewise alignment technique. Indeed, the processing time of calculation is proportional to N 2 , where N is the number of data. The choice of the input parameters can affect the peak's features and lead to peak deformation. Indeed, a segment length too short or not positioned correctly and a slack too large can significantly change peak shapes. Therefore, there is an optimal segment length and slack parameter for which a high correlation is obtained in the shortest time. − + -Easy to understand -Sensitive to peak intensities -Dependence about the way the signal is derived -Imprecise matching criterion (it assumes the closest peak is the right match) -No optimization method alter the results of integration. However, the area preservation issue depends on what you want to do with the data after alignment. This issue is much more problematic in quantitative analysis than in qualitative analysis. Ideally, the research aims to create highly automated software that allows, regardless of the complexity and type of shifts of the signals, an alignment in the shortest time and that does not require intervention from the operator.
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