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QCD is the theory describing the Strong interactions. The elementary particles of QCD -
quarks and gluons - are not observable in nature. What we see as final and initial states
in scattering experiments are bound states called hadrons (p, n, π, K, ...). The most
important property of QCD is probably asymptotic freedom. This means that as the
momentum transfer in QCD processes becomes higher, the effective coupling decreases,
asymptotically approaching zero. This makes perturbative predictions possible [1]. At
high energies, perturbative QCD can be used and gives consistent explanation of a variety
of experimental data, like scaling variations in deep inelastic lepton-nucleon scattering, jet
production in e+e− scattering, τ -decay etc. At low energies, the opposite of asymptotic
freedom kicks in, the coupling constant becomes larger, and perturbation theory breaks
down.
At low energies, we need non-perturbative calculation methods, to get the predictions
of QCD. The most well-developed method today is lattice gauge theory [2]. Here we define
a theory on a finite space-time lattice, and with gradual decrease in the lattice spacing,
and continuum extrapolation, we can get a prediction of continuum QCD. Lattice QCD
has achieved considerable success in calculating the experimentally known properties of
the strong interactions, like the hadron spectrum. For a review, see [3].
Another consequence of asymptotic freedom is the fact that at high temperatures, the
coupling becomes smaller. We expect the bound states to dissolve, and a new kind of
matter, the so called quark-gluon plasma, to manifest. From this, we expect a transition
to occur, somewhere close to the QCD scale (ΛQCD ≈ 200MeV). Asymptotic freedom
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then allows for a perturbative study of the quark-gluon plasma: at high temperature T ,
the only energy scale available is T itself, and the coupling constant itself is small at large
T : g(T ) ∼ 1/ ln (T/Λ). However, this situation is spoiled by the existence of infrared
divergences, which lead to a hierarchy of energy, or length, scales. In addition to the
perturbative scale 1/T , there is an electric scale 1/(gT ), and a magnetic scale 1/(g2T ),
and perhaps other length scales, depending on the problem, that limit the applicability
of naive perturbation theory. Nevertheless, some progress can be made with perturbative
methods. The standard textbooks on perturbative finite temperature field theory are [4]
and [5].
In addition to the T = 0 properties, like the hadron spectrum, lattice QCD is also
well suited to calculating equilibrium properties at a fixed temperature. Two important
examples of importance here are the order of the QCD transition, which was found to be
an analytic cross-over [6] with a pseudo-critical temperature1 of Tc ≈ 150MeV (see Ref.
[7]) and the equation of state at zero baryon chemical potential [8, 9]. The µB 6= 0 case
is considerably more difficult, because of the sign problem. For a review on the equation
of state, see [10].
The main motivation for investigating the thermodynamic properties of QCD comes
from cosmology and astrophysics. As the early universe expanded after the Big Bang,
a deconfinement transition occurred at T ≈ 150 MeV, from the so called quark-gluon
plasma to a confined phase with hadrons. The nature of this transition affects our under-
standing of the history of the universe. For a review, see [11]. The case of low temperature,
but non-zero baryon chemical potential µB > 0 is relevant for neutron stars (and some
hypothetical exotic objects, like quark stars). The existence of a critical point is also
hypothesized, ending a line of first-order transitions in the µB−T plane. This is expected
because at T = 0 and high µB, most calculations predict a first-order transition [12]. The
”popular” version of the QCD phase diagram can be seen in Figure 1.1. A particularly in-
teresting phenomena is emerging at large chemical potentials. Due to asymptotic freedom
at large chemical potentials we obtain a system with weakly interacting fermions. Since
these attract each other they can form Cooper pairs and lead to a color superconducting
1Since the transition is a cross-over, we have no clear definition of a transition temperature, one can
use different definitions, like the position of the peak in the chiral susceptibility, or the inflection point
of the Polyakov-loop, or many others. These temperatures are close to each other, but not identical.
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Figure 1.1: A sketch of the most popular hypothesized scenario for the QCD phase
diagram in the baryon chemical potential - temperature plane. At T = 0 and µ > 0
chemical potential most calculations predict a first order transition. At µ = 0 and T > 0
lattice calculations predict a crossover. The crossover (dotted line) and the first order
transition (solid line) are separated by a critical point E. At large chemical potentials, a
color superconducting phase is expected.
phase.
There is also considerable experimental work being done on the nature of hot QCD.
Experiments at the CERN SPS, at RHIC and at the LHC have all given considerable
contributions to the field. The main motivation for the theoretical work presented here
comes from the direction of these experiments.
We investigate bound states of heavy quark-antiquark pairs (heavy quarkonia) in a
finite temperature medium. These have been under heavy investigation since the eighties,
when a famous paper [13] suggested J/Ψ suppression as a possible signature for QGP
formation in heavy ion experiments. The basic idea was simple. At high temperature,
because of the QCD analog of Debye screening the potential between a Q¯Q pair becomes
of the Yukawa-form, and for sufficiently high temperature the binding becomes sufficiently
weak that the Q¯Q meson does not form. The J/Ψ shows a prominent peak in the dilep-
ton channel of collider experiments. Also, within this potential model, the dissociation
temperature of J/Ψ was estimated to be close to Tc, meaning that the disappearance of
this peak could be a good indicator of deconfinement. Furthermore, it was argued that
9
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the different quarkonia states would dissociate at different temperatures, meaning they
could be used as a thermometer for the plasma. There is an analogy here to the spectral
analysis of stellar media, where the presence and absence of different spectral lines can
be used to determine the temperature.
A suppression of the J/Ψ peak was indeed found in the fixed target 158A GeV Pb-Pb
collisions in the NA50 experiment in CERN. The collaboration published this result in
a paper [14] entitled: “Evidence for deconfinement of quarks and gluons from the J/Ψ
suppression pattern measured in Pb + Pb collisions at the CERN SPS” . Similar suppres-
sion is also present in the collision experiments at 200 A GeV Au-Au collisions at RHIC,
and at 2.76 A GeV collisions at the LHC.
A more careful theoretical analysis of quarkonia shows however, that the situation is
quite a bit more complicated than it was originally thought. Even in the case of a static
equilibrium plasma, which is theoretically the easiest case to handle correctly2, the be-
havior of heavy quarkonia at the interesting temperature regime of approximately 1...3Tc
is very hard to predict, and, as I will argue, is poorly understood. This behavior in the
static plasma is exactly what we will focus on in this work.
The text has two distinct parts. The first one considers an attempt at the brute-force
determination of charmonium spectral functions. We show that up to 1.4Tc the most
prominent temperature dependence in the lattice data for J/Ψ comes from the appear-
ance of a diffusion peak in the spectral function, and not from a change in the bound state
peak. The second section is concerned with systems of static Q¯Q pairs in the plasma.
This corresponds to the infinite quark mass limit of charmonium systems. In this limiting
case, we calculate some interesting physical quantities, namely: the excess free energy of
the plasma from putting in the two static charges, and the longest correlation lengths
(or equivalently, the screening masses) of correlators of operators with certain symmetry
properties, one corresponding to electric and the other to magnetic gluons. For this second
calculation, we can use physical quark masses and carry out a continuum extrapolation
as well.
2To what extent static equilibrium properties can be applied to the interpretation of heavy ion exper-
iments is a whole new question entirely, which the author does not want to go into in this work.
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My PhD thesis was carried out in the Budapest-Wuppertal collaboration, which already
has state-of-the-art lattice QCD codes, and actually, all of the gauge field configurations
that I used were already used in other publications. My contributions were3:
1. Writing a C++ code for the Maximum Entropy analysis of correlators in Euclidean
field theories. The features of the code include:
• Usage of arbitrary precision arithmetic.
• The optimization can be done in both the full Nω dimensional space, or the
Ndata dimensional subspace, with the possibility of changing the subspace with
a projection, and several minimization routines available in both subspaces.
• Bayesian averaging over the regularization parameter.
• Because of the large number of iterations needed for the optimization, and the
large number of runs needed for the systematic and statistical error estimation,
the analysis itself was computationally costly, therefore a queuing script for the
parallelization of the runs on the cluster in Budapest was also needed.
2. Testing the code and the reliability of the Maximum Entropy method in general,
using mock data analysis. In particular I argued, that a relatively stable quantity
of the reconstruction is the position of the ground state peak.
3. Determining the charmonium correlators at finite temperature using the lattice QCD
code of the Budapest-Wuppertal collaboration on already existing configurations
with 2+1 dynamical Wilson fermions, and performing the Maximum Entropy anal-
ysis of these correlators, with particular emphasis on systematic and statistical error
estimation. At temperatures up to 1.3Tc the position of the ground state peak is con-
sistent with a constant in both the pseudoscalar and vector channels, corresponding
to the ηc and J/Ψ mesons respectively.
4. Using the ratio G/Grec, I showed that the temperature dependence of the pseu-
doscalar correlator is consistent with a temperature independent spectral function,
while the correlator in the vector channel is consistent with a temperature dependent
transport peak at ω ≈ 0 and a temperature independent part at ω > 0.
5. I introduced a new (numerical) renormalization procedure for the Polyakov loop,
using only finite temperature data. The renormalization prescription was of the
3These are the thesis points.
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same kind as in Ref. [15], but the procedure to carry out the renormalization was
much simpler in that case, because of differences between Wilson and staggered
fermions. I modified the renormalization procedure, to be applicable to staggered
fermions as well.
6. Using already existing measurements of the Polyakov-loop on lattices with 2+1
flavours of dynamical staggered quarks at the physical point, I calculated the con-
tinuum limit extrapolation of the single static quark free energy, in the temperature
range of T = 130...390MeV.
7. Using already existing measurements of the Polyakov-loop correlators on lattices
with 2+1 flavours of dynamical staggered quarks at the physical point, I calcu-
lated the continuum limit extrapolations of the static Q¯Q pair free energies in the
temperature range of T = 150...350MeV
8. I performed the correlated fitting of and the continuum limit extrapolation of the
electric and magnetic screening masses in the quark gluon plasma, in the tempera-
ture range 160...450MeV.
The work leading to this thesis was published in two refereed papers:
• Sz. Borsa´nyi, S. Du¨rr, Z. Fodor, C. Hoelbling, S. D. Katz, S. Krieg, S. Mages,
D. No´gra´di, A. Pa´sztor, A. Scha¨fer, K. K. Szabo´, B. C. To´th, N. Trombita´s
”Charmonium spectral functions from 2+1 flavour lattice QCD”
arXiv:1401.5940
JHEP 1404 (2014) 132
• Sz. Borsa´nyi, Z. Fodor, S. D. Katz, A. Pa´sztor, K. K. Szabo´, Csaba To¨ro¨k :
”Static Q¯Q pair free energy and screening masses from correlators of Polyakov loops:
continuum extrapolated lattice results at the QCD physical point”
arXiv:1501.02173 [hep-lat]
Accepted to JHEP
And also in the conference proceedings:
• Sz. Borsa´nyi, S. Du¨rr, Z. Fodor, C. Hoelbling, S. D. Katz, S. Krieg, S. Mages,
D. Nogra´di, A. Pa´sztor, A. Scha¨fer, K. K. Szabo´, B. C. To´th, N. Trombita´s:
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The structure of this text is the following:
• In the remaining part of this chapter, we give a brief introduction to lattice QCD,
to J/Ψ suppression and also to finite temperature spectral functions.
• In Chapter 2 we introduce the maximum entropy method, and discuss the lattice
determination of charmonium spectral functions.
• In Chapter 3 we give an introduction to the proposed static Q¯Q potentials in the
literature, and discuss our lattice determination of the static Q¯Q free energy, and
the electric and magnetic screening masses.
• A short Appendix discusses some properties of the covariance matrices of our lattice
data.
1.1 Lattice QCD
In this section we will briefly go through the basic concepts of lattice gauge theory. A
good, detailed textbook on lattice gauge theory is Ref. [2].
Thermodynamical quantities can be determined from the grand canonical partition
function. The partition function in Euclidean field theory is:
Z =
∫
DUDΨ¯DΨexp (−SE(U,Ψ, Ψ¯)) , (1.1)
where U is the gauge field (gluons), Ψ represents the fermion fields (quarks), and SE is
the Euclidean action. QCD is an SU(3) gauge theory, with fermions in the fundamental
representation, so the gauge field U , is an SU(3) matrix in every point and direction.
The fermions are represented by Grassmann numbers. The Euclidean action depends on
some parameters: the β gauge coupling (connected to the continuum gauge coupling by
β = 6
g2
), the quark masses mi and chemical potentials µi. In this text we will always
work with zero chemical potentials. If we want to describe several quark species, we have
to introduce quark fields for all of them, eq. (1.1) only has one for simplicity. There
are six quarks in nature, 3 of them (c,b,t) however, are much heavier than the others,
and are usually not treated as dynamic degrees of freedom in lattice simulations. At low
13
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energies these quarks are not present in the final or initial states of the processes and
they can not be produced during them. For the other 3 quarks, the usual approxima-
tion is mud = mu = md < ms, i.e. one usually assumes an exact SU(2) isospin symmetry
4.
To define the integral measure, one has to use some kind of regularization. The lattice
regularization assumes a discrete hypercubic lattice Λ instead of a continuum space-time.
The fields are then defined on the points and links of the lattice. To preserve the continuum
gauge symmetry the gauge fields have to live on the bonds between the lattice sites, and










meaning one has to evaluate the sum of the expression e−SE over all possible configurations
of the gauge and fermion fields. This is analogous to a 4 dimensional system in statistical
mechanics, where one has to sum e−E/kBT over all possible configurations. The important
difference is that, in statistical mechanics, the temperature is in the Boltzmann factor, in
lattice gauge theory one can prove that if gauge fields have periodic and the fermions have
anti-periodic boundary conditions in time, one gets a finite temperature system, where





where Nt is the number of points in the time direction and at is the lattice spacing in
the time direction. The boundary conditions implement the trace operation in (1.1).
Practically, lattices with Nt ≥ Ns, are called zero temperature ones, where Ns is the
number of points in the spacial direction, and Nt ≪ Ns are called finite temperature
ones5.
1.1.1 Correlation functions





DUDΨDΨ¯O [U,Ψ, Ψ¯] exp (−SE(U,Ψ, Ψ¯)) . (1.4)
4If one wants to include isospin breaking in a calculation, one also has to include QED, since the effect
of these two things are of the same magnitude. This was done recently in Ref. [16]
5Assuming that the system size in the spatial direction satisfies L ≫ 1
mpi
and that the lattice is
isotropic (at = as) for Nt ≥ Ns we have T = 1Nta ≤ 1Nsa = 1L ≪ mpi.
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If O is an operator constructed from the field operators, then 〈Oˆ〉 = 〈O〉. An important





The large distance behavior of the correlators can be understood in the following way.
The Euclidean time evolution of an operator is described by the Hamiltonian Oˆ(t) =
etHˆOˆ(0)e−tHˆ . Inserting a complete set of states |n〉, the two point function (or correlator)
becomes:
〈0| Oˆ(t)Oˆ†(0) |0〉 =
∑
n
∣∣∣〈0| Oˆ(0) |n〉∣∣∣2 e−(En−E0)t. (1.6)
Where we have written in the vacuum state |0〉 explicitly. If the vacuum expectation
value of O is zero6 the dominant contribution as t → ∞ comes from the lowest energy
state where the matrix element
∣∣∣〈0|Oˆ(0)|n〉∣∣∣ is nonzero, meaning that in a given quantum
number channel the exponential decay of the correlator will give the energy (mass) of the





where m is the mass of the lowest state and a is the lattice spacing. This is the basis of
lattice spectroscopy at zero temperature7.
At nonzero temperature the situation is more complicated, because of the heat bath,
every possible energy can be excited, and the contributions are very hard to differentiate.
Here the important quantity will be the spectral function, which we will define later in
this text.
1.1.2 Lattice action
To carry out the lattice regularization, one has to discretize the SE Euclidean action as
well. This step is not unique, there are different lattice actions with the same continuum
limit. We will restrict ourselves to isotropic lattices, where the lattice spacings in all
6If the vacuum expectation value of O is not zero, we have to consider the connected correlator
〈O(t)O†(0)〉 − 〈O〉 〈O†〉
7Because of the finite time extent, the exponential is not actually the correct ansatz when fitting the
hadron masses. For example, for mesons, it is C cosh (ma−Nt/2).
15
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Figure 1.2: A sketch of a 1+1 dimensional isotropic spacetime lattice. The fermionic
variables live on the lattice sites, the gauge fields live on the links. The plaquette is a
closed loop of size 1 × 1 (in higher dimensions the plaquette does not have to go in the
time-like and a space-like dimension, both directions can be space-like). The temperature
is determined by the time extent of the lattice.
directions are the same. At a finite lattice spacing, the expectation value of a quantity A
scales as8:
〈A〉a = 〈A〉+O(an), (1.8)
where 〈A〉 is the continuum expectation value, 〈A〉a is the expectation value at finite
lattice spacing. The bigger n is, the ”better” the action is, since one has results closer
to the continuum theory at bigger lattice spacings. Here we briefly review the different
lattice actions we use.
The lattice action can usually be decomposed into a gluonic and a fermionic part:
S = SG + SF . Let us start with the gluonic action. In lattice gauge theory, unlike in the
continuum formulation, the gauge fields are elements of the Lie group and not the Lie
algebra, they are parallel transporters along the lattice links, related to the Lie algebra
valued fields Aµ by:
Ux,µ = e
igAµ(x)aTaaµ , (1.9)
where µ is some direction on the lattice, aµ is the lattice spacing in that direction, the T
a
are the hermitian generators of the su(N) Lie-algebra, and g is the (bare) gauge coupling.
8Here, we assume that the quantity A is renormalized, and therefore has a finite continuum limit.
16
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Using these small parallel transporters, the parallel transporter for any curve between two
points, say x and y can be constructed by multiplying the parallel transporters along the
lattice sites. The general rule is that if we have a curve C2 ◦ C1 composed by taking the
curve C1 following it by C2, then we have:
U(C2 ◦ C1) = U(C2)U(C1), (1.10)
reversing the direction of the path amounts to taking the inverse of the transporter, and
under gauge transformations a parallel transporter U(Cyx) connecting the points x and y
transforms as:
U(Cyx) Λ−→ Λ−1(y)U(Cyx)Λ(x), (1.11)
from which (using the cyclicity of the trace) it immediately follows that the trace of any
parallel transporter along a closed loop is gauge invariant. The simplest gauge invariant
action is the plaquette or Wilson action. The plaquette is the product (see Fig. 1.2):











ReTr (UP (x;µν)− 1) . (1.13)
This is the simplest gauge invariant action constructed from the gauge fields. Expanding








meaning that if we make the identification β = 2Nc/g
2 we get the continuum Yang-Mills
action. In the following we restrict ourselves to SU(3) and set Nc = 3.
To improve on the action, one can add more gauge invariant terms to the Wilson action.














It can be shown that at tree level this improves the scaling if c0+8c1 = 1 and c1 = −1/12.
This action is called the Symanzik tree level improved gauge action [17].
17
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The discretization of fermion fields is much more difficult than the case of the gauge
fields. The naive discretization, obtained by substituting the derivatives of the continuum














This suffers from the well-known doubling problem, meaning that in the first Brillouin
zone it has 16 = 24 poles, not one. There are various methods for the solution of this
problem, but they are restricted by a no-go theorem. To state it, consider a general






where we have suppressed flavour, color, and Dirac indices. The Nielsen-Ninomiya theo-
rem states that there is no lattice Dirac operator D satisfying all of the following proper-
ties:
1. Correct continuum limit
2. No fermion doublers
3. Chiral symmetry, i.e. {D, γ5} = 0
4. Locality, i.e. ∃c, λ > 0 such that ||Dxy|| ≤ ce−λ|x−y|
This means that fermion discretizations have to break one of these desirable properties.
Clearly we can not break property number 1.
The main idea behind the Wilson discretization is to introduce a term with a second
derivative, that vanishes in the continuum limit, but makes the doubler masses larger,











with κ = 1/(2am + 8r). The Wilson parameter is usually chosen to be9 r = 1. The
problem with this action is that it breaks chiral symmetry even in the zero quark mass
limit, meaning that the quark masses have an additive renormalization, in addition to the




Figure 1.3: Product of link variables contributing to the lattice gauge field strength
tensor Fµν(x), called a clover. The point x is in the middle of the diagram.
multiplicative one. This means that for every value of β, the bare quark masses have to
be retuned in the action, and they can even become negative. The other problem is that
n in (1.8) is only 1. These two things together mean that one needs very large and very
fine lattices to study chiral symmetry restoration.











ψ¯x σµνFµν,x ψx , (1.19)
where SWF is the Wilson fermion action, and σµν = [γµ, γν ]. The reason this action is
called clover improved is because the product of link variables contributing to the gauge
field strength tensor Fµν looks like a clover. See Figure 1.3.
The staggered, or Kogut-Susskind discretization decomposes the spinor components
of the fermions to the points of a hypercube, and after a diagonalization in spin space,
we only keep one component, reducing the number of species by a factor 4. To see how
this happens, we start with the naive action, i.e. equation (1.16), and diagonalize in spin
space, by the transformations:
Ψxα ≡ Ψ(x)α = Tαβ (x)χ (x)β ≡ Tαβ (x)χxβ (1.20)
Ψ¯xα ≡ Ψ¯(x)α = χ¯ (x)β T¯βα (x) ≡ χ¯xβT¯βα (x) , (1.21)












ηµ (x) χ¯α (x)Ux,µχα(x+ aµˆ)−
− η∗µ (x− aµˆ) χ¯α (x)Ux−aµˆ,µχα (x− aµˆ)
)
+
+ amχ¯α (x)χα (x)
]
. (1.22)
Here, there is a 4 times degeneracy in α, dropping the sum in α, the action will describe 4
fermion species with the same mass. A choice of T (x) that implements this diagonalization
















ηµ(x) (χ¯xUx;µχx+aµˆ − χ¯xUx−aµˆ;µχx−aµˆ)
]
, (1.23)
where ηµ(x) = (−1)x1+x2+...xµ−1 and the χ fields have only 1 spin component. The ad-
vantages of this formalism are that from chiral symmetry we will have an unbroken part
of U(1)L × U(1)R, meaning there will be no additive mass renormalization, and the dif-
ferences from continuum results are O(a2). Also, it is computationally less costly than
Wilson fermions. The disadvantage is that the different elements of a Dirac spinor see dif-
ferent gauge fields, leading to taste symmetry breaking. The coarser the lattices, the worse
it is. Also, in the continuum limit, there remain 4 degenerate species of fermions. Sim-
ulation of 2+1 flavours of fermions with staggered discretization involves the not proven
fourth root trick10, discussed shortly.
Chiral fermions satisfy the Ginsparg-Wilson relation:
{γ5, D} = aDγ5D, (1.24)
providing a lattice version of chiral symmetry that does not break, but satisfying the
Nielsen-Ninomiya theorem. A construction that satisfies this relation is the Neuberger
construction. We define:
A = 1− aDW , (1.25)
where DW is the massless Wilson type Dirac-operator, and the Neuberger (or overlap)













This discretization combines the advantages of the Wilson and overlap discretizations,
since it has a lattice version of chiral symmetry, but is still conceptually clear, as it does
not need the fourth root trick (discussed below). The disadvantage is that it is computa-
tionally much more costly, since the fermion matrix is dense in this case, not sparse.





where color, flavour and spin indices have been suppressed. Fermions are represented by
Grassmann variables, leading to11:∫
DΨ¯DΨe−SF = detQ(U). (1.28)
The analytical evaluation of the fermionic part of the functional integral is necessary, since
the calculations are done with Monte Carlo algorithms and importance sampling, and we






meaning that the theory including both fermions and gluons leads to an effective theory
with only gluonic degrees of freedom and Seff = Sg− ln detQ(U). This action is non-local,
the fermionic determinant detQ can contain interactions between points arbitrarily far
away on the lattice. This is the main reason why the numerical simulation of full QCD is
much more difficult than the simulation of pure gauge theories.
If we want to describe more fermion species, we get:
Z(m1,m2, ...,mNf ) =
∫
DU detQ(m1;U)... detQ(mNf ;U)e−Sg(U). (1.30)
In the case of Wilson and overlap fermions this can be used to describe 2+1 fermion
flavours. For staggered fermions one needs to use and extra trick. Since one Ψ field




DU [detQ(U)]Nf/4 e−Sg(U). (1.31)
11If we consider a functional integral that gives the expectation value of some function of the fermionic
fields, we can also evaluate the fermionic part of the functional integral analytically (for a fixed gauge
background), and it is given by the usual Wick contractions.
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We expect this expression to describe Nf flavours in the continuum limit. With equation
(1.29) we have seen that it can be derived from a local continuum theory, but it is not
so clear in this case. Every numerical result so far seems to indicate that this so called
fourth root trick works.
1.1.3 Continuum limit
The ultimate goal of lattice gauge theory is to give results in the a→ 0 limit, corresponding
to the continuum theory, not at a finite lattice spacing, so it is desirable to make a
continuum extrapolation, whenever feasible. The extrapolation goes as follows. We saw





with m being a mass in the theory. To make the zero lattice spacing limit with fixed
masses, the correlation length ξ has to diverge. This is analogous to statistical physical
systems at the critical point.






and this is the parameter that controls the continuum limit. The continuum limit is
controlled by a renormalization group equation, mathematically similar to the Callan-
Symanzik equations in the usual field theoretical renormalization group, but in spirit
closer to the Wilsonian renormalization (since we keep the renormalized couplings fixed).
Asymptotic freedom means, that if we approach the continuum limit with fixed renor-
malized couplings, the bare coupling g will go to zero. This is controlled by the lattice β








= −β0g3 − β1g5 + ..., (1.34)
with β0 > 0. Solving for the lattice spacing, an integration constant with dimensions of
mass appears (this is called dimensional transmutation), and we get:












1 +O(g2)) . (1.35)
12Not to be confused with the bare parameter β.
22
Chapter 1. Introduction
Solving equation (1.35) for g shows that we will have g → 0 as a→ 0, this a manifestation
of asymptotic freedom: the existence of a Gaussian UV fixed point of the theory. Now,
the lattice spacing itself does not appear in the lattice action, or even if it does, it can
be absorbed into the fields. So, we have to fix the scale by some arbitrary prescription.
For example, with the plaquette action at β = 6.0, the string tension from the static
potential is a
√
σ = 0.22. This means that if we fix the scale with σ = 460MeV, we get
a (β = 6.0) = 0.095fm. Equation (1.35) then gives a(β) everywhere else (at least close to
the continuum limit, where perturbation theory applies).
In pure gauge theory every quantity with dimensions of a mass, like a glueball mass,
is proportional to ΛLAT , and therefore will scale as
13:












1 +O(g2)) . (1.36)
Now, if we consider say the ratio of two glueball masses, say m1 and m2, the exponential







1 +O(a2)) . (1.37)
This behavior is called scaling, and is the basis for determining the continuum limits of
masses in the theory. The same reasoning applies to the ratio of any 2 quantities with
dimensions of mass, say a glueball mass and the string tension (which we used in the
previous paragraph as an example for scale fixing).
Now let us consider QCD at T = 0. From the point of view of asymptotic freedom the
continuum limit is similar to that of pure gauge theory. The continuum limit still means
the g → 0 limit14. The additional complication here is that other than the gauge coupling,
the bare quark masses also appear as parameters of the theory. For instance, if we have
one additional mass parameter in the theory, we do not know a priori, how the new free
parameter, the quark mass, has to be adjusted as we take the continuum limit. To fix
this, an additional condition is needed. This is usually chosen in a way that the ratio
of some masses in the theory (say the pion mass and the proton mass), stay constant.
The line in the g,mq plane, where this ratio stays constant is known as a line of constant
13This equation also suggests the non-perturbative origin of the mass m.
14Fermions give a contribution of opposite sign as the gauge bosons to the coefficient β0, but the
property of asymptotic freedom persists for Nf < 17.
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physics (LCP). Of course if we have more parameters, we need more conditions to fix this
line. LCPs defined from keeping different quantities fixed are of course different, but if
the fixed quantities correspond to the same continuum theory, they will converge to each
other in the continuum limit. The LCPs are usually determined non-perturbatively, with
zero temperature simulations at different values of the bare parameters.
Finally, we consider continuum extrapolation at finite temperature. The LCP - de-
termined from T = 0 simulations - gives us the way in which we need to change the
parameters of the action to make the mass ratios, like mπ/mK fixed as we do the contin-
uum limit. If we then fix the scale by choosing a physical hadron mass, the LCP will give
us a function: the lattice spacing (say in Fermis) given by the gauge coupling constant β:
LCP −→ a(β). (1.38)
The temperature is given by T = 1/(Nta). This means we have two ways of controlling the
temperature. We either change the lattice spacing a, or we change the number of lattice
sites in the temporal direction Nt. Both have their merits. If we control the temperature
by changing a (or β) we can have a good systematic scan of temperature dependent
variables (say a susceptibility) and will be able to know the temperature dependence in
many points. But, this presumes that we know the LCP in many points. Then if we want
to do a continuum limit at a fixed temperature we can do in by changing Nt, since at a
fixed temperature 1/N2t ∝ a2. This is the procedure usually followed in calculations with
staggered fermions. For Wilson fermions determining the LCP at many points is difficult
(due to the fact that Wilson fermions explicitly break chiral symmetry, and therefore
introduce an additive renormalization for the quark masses). Here, the opposite choice
is made. The temperature is controlled by Nt while the continuum limit, done at a fixed
temperature, is controlled by β.
1.1.4 Quenched approximation vs dynamical quarks
There are some phenomenological facts in low energy hadron physics, like the OZI rule,
that suggest that closed quark loops give small contributions to the path integral. This
is the basis of the so called quenched approximation, which amounts to replacing the
quark determinant in equation (1.31) with a gauge field independent constant. This is
an enormous simplification for Monte Carlo simulations, since in the quenched approxi-
mation, the updating can be done with the pure gauge action SG. Then some observable
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...Q[U ]−1znxn , (1.39)
where Q[U ]−1 is the inverse quark matrix, i.e. the quark propagator. Early calculations
with the quenched approximation showed great promise. For example, the quenched ap-
proximation reproduces the measured light hadron spectrum reasonably well. See e.g.
[19]. We have to stress however, that this is an uncontrolled approximation.
For example, at finite temperature the quenched approximation proved to be wrong.
Quenched simulations at µB = 0 show a first order phase transition, while simulations
with dynamical quarks at the physical quark masses show an analytic cross-over [6]. The
transition temperature is also significantly lower with dynamical quarks. These results
suggest that the quenched approximation is not appropriate at finite temperature, and
therefore it is important to include dynamical quarks when studying the deconfinement
aspects of the transition, like we do in this work.
1.1.5 The Hybrid Monte Carlo algorithm
Here we briefly review the Hybrid Monte Carlo algorithm. For a more complete, ped-
agogical treatment see [2] or [20]. Lattice QCD simulations are based on Monte Carlo













is a normalized probability density on the space of all link variables U . The physics




To calculate these we need a representative ensemble {U1, ..., UN} of gauge fields that are
obtained by choosing the fields randomly with probability p(U)DU . If we have such an








Of course, in numerical computations we can not take the N →∞ limit, we always have
a finite sample size. To estimate the statistical errors we use the jackknife method [2].
Some distributions, e.g. multi-dimensional Gaussian distributions15 can be generated
directly. In general, however, representative ensembles are generated through some recur-
sive procedure (a Markov process) which obtains the field configurations one after another
according to some stochastic algorithm. Markov processes are characterized by a tran-
sition probability density T (U → U ′) that specifies the probability T (U → U ′)DU ′ for
the next configuration to be in the volume element DU ′ surrounding U ′ when the current
configuration is U . When trying to construct such transition probabilities, one is guided
by the following plausible requirements:
1. T (U → U ′) ≥ 0 for all U,U ′. ∫ DU ′T (U → U ′) = 1 for all U .
2.
∫ DUT (U → U ′)p(U) = p(U ′) for all U ′
3. Every gauge field configuration U has an open neighborhood N such that T (U →
U ′) ≥ ǫ for some positive ǫ and all U,U ′ ∈ N .
Property 3 ensures that, in every step, the Markov process spreads out in an open neigh-
borhood of the current field configuration. Moreover, using the compactness of the field
manifold, it is possible to show that the process will reach any region in field space in a fi-
nite number of steps. For the simulations of pure gauge fields, one-link update algorithms
(like the Metropolis or the heat-bath algorithm) are often used. The difficulty with the
inclusion of dynamical quarks in the simulations is that the determinants of the fermion
matrix depend non-locally on the gauge field. In particular, one-link update algorithms
would require a computational effort proportional to the square of the lattice volume and
are therefore not practical. The Hybrid Monte Carlo (HMC) [21] algorithm updates all
link variables at once and has a much better scaling behavior with respect to the lattice
volume.
First, since the calculation of the determinant is costly, we introduce pseudofermion
fields. These are complex scalar fields Φ(x). Using the rules of Gaussian integration, the
determinant of an invertible, hermitian, and positive definite matrix H can be written as:
detH ∼
∫
DΦ†DΦexp (−Φ†(x)H−1x,yΦ(y)) , (1.44)
15Simulation of free scalar fields would be an example of this.
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now since the fermion matrix Q is generally not hermitian, we can’t use this formula.
But only a slight modification is needed. If detQ is real and positive, then detQ =√










meaning that the fermionic part of the functional integral is reduced to a bosonic one,









with this, the action to simulate reads:









where we have suppressed flavour, spinor, and color indices. Writing these explicitly, we
would have Ux,µ,cd, where c, d are color indices, and Φx,q,α,c, where q is a flavour, α is a
spinor, and c is a color index.
In the HMC algorithm, we think about this modified action as a potential in a Hamil-
tonian. To do this, we have to introduce the conjugate momenta for the link variables.
These are elements of the su(3) Lie algebra, that we can write as Px,µ =
∑8
a=1 iλaPx,µ,a,
where the λa are the Gell-Mann matrices. Let us define P
2/2 =
∑
x,µ |Px,µ|2 /2. With

















meaning that the addition of the field π does not affect the physics content of the theory.
In this form the theory looks like a classical statistical mechanical system that describes
gas molecules. We can therefore solve the corresponding Hamiltonian equations in a t
fictitious time, unrelated to the Euclidean time in the original formulation. The solutions
of these equations may be visualized as trajectories U(t) and P (t) in field space (more
correctly, phase space) in the variable t. The pseudofermion fields Φ† and Φ are generated
directly, with a global heatbath algorithm. Using HMC, the steps leading from the current
gauge field U(x, µ) to the next field U ′(x, µ) are the following:
27
Chapter 1. Introduction




P 2 , and similarly for the pseudofermion fields Φ and Φ†. This is
done via a global heatbath algorithm.
2. The molecular-dynamics equations are integrated from t = 0 to t = τ , taking P
and U as the initial values of the fields.
3. The new gauge field U ′ is set to the field U(t = τ) obtained from the molecular-
dynamics evolution with probability min(1, e−∆H), with ∆H = H(t = τ)−H(t = 0)
Notice, that if the Hamiltonian equations can be solved exactly, then ∆H = 0, meaning
U ′ is set to the field U(t = τ) with probability 1. This would already lead to a consistent
algorithm satisfying the three conditions required from a Markov process. Numerical algo-
rithms however violate the conservation of the Hamiltonian. In this case, this acceptance
probability is needed.
There might be some additional difficulties with Nf = 2 + 1 flavours with respect to
Nf = 2, since the determinant of the strange quark operator is not guaranteed to have the
same sign at all gauge configurations. The presence of positive and negative contributions
to the partition function could potentially ruin the probabilistic foundations on which
numerical simulations are based. In practice however, this is not a problem anymore. The
reason is simple. In the continuum, we know that detM > 0 for any positive quark mass.
If the quarks have only multiplicative renormalization, like with staggered fermions, then
this problem does not appear at all, even at finite lattice spacing. With Wilson quarks,
the problem can potentially appear, because of additive mass renormalization. However,
close enough to the continuum, it should already be true that the regions in field space,
where the strange-quark determinant is negative, have a totally negligible weight in the
functional integral. Historically this was not always true, but today, when we can use large
lattice volumes, small lattice spacings, and improved actions, there is no such problem
anymore. For this reason instead of Ms we consider the operator |Ms| =
√
M2s . This is
guaranteed to have a positive determinant. Although well defined, the operator |Ms| is not
directly accessible and one is forced to use approximations of it. The approximation we
will use in this work is a rational function approximation. This is where the name of the
algorithm RHMC [22] comes from. An other approximation considered in the literature
is a polynomial approximation, giving rise to the PHMC [23] algorithm.
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Figure 1.4: Illustration of APE smearing. Every spatial link is replaced by itself plus
a real weight times to sum of its four spatial neighboring staples, projected back into
SU(3). This projection is not unique and needs to be carefully defined to preserve the
symmetries of the original link variables.
1.1.6 Gauge field smearing
A customary procedure to improve the scaling of lattice calculations is gauge field smear-
ing. This means an averaging of the the links in a local and gauge covariant way. Of
course, such an averaging washes out fluctuations on small scales, leading to a modified
ultraviolet behavior of the gauge fields. One might ask: Is this correct? If the smearing
radius is fixed in lattice units, then, as long as a continuum limit is taken, the smearing
radius will also go to zero, leading to physical behavior of the n-point functions. The
reason this is often done, is that it improves the signal-to-noise ratio of many observables.
In the case of staggered fermions it also reduces taste breaking. In the case of Wilson
fermions, it improves the chiral behavior. Because of these beneficial properties, we use
smearing in the fermionic part of the action. If we call the original link variables U , and
the smeared variables V , then the action looks like:
S = SG[U ] + SF [V ]. (1.50)
The smearing method applied in both the Wilson and staggered fermion actions used in
this work is stout smearing, which will be introduced shortly.
The first proposed smearing procedure was to replace each thin link by a weighted sum
of staples. This is called APE smearing, and was introduced in [25]. This is illustrated
in Figure 1.4. Usually, the original links are called thin links, while the smeared links are
called fat links. The method can be extended to cover a whole hypercube that includes
the link under consideration. This is called HYP smearing and was introduced in [24].
HYP smearing is illustrated in Figure 1.5
Using smearing is not unproblematic with Hybrid Monte Carlo, since one has to com-
29
Chapter 1. Introduction
Figure 1.5: Illustration of HYP smearing in 3 dimensions from Ref. [24]. Each fat link
is built from the four double line staples (left). Each double line link is built from two
staples which only extend to the hypercube attached to the original link (right).
pute the derivative with respect to the thin links. The difficulty within e.g. APE smearing
lies in the projection back to SU(3), that one has to perform in the end (since the staple
sum is no longer in SU(3)).
A method where this problem is not present is stout smearing, introduced in [26]. It
consists of replacing the link at site x and in direction µ according to Vx,µ = e
iQx,µUx,µ,
where Qx,µ is a traceless hermitian matrix constructed from staples, so that e
iQx,µ is
manifestly in SU(N), making the projection unnecessary. Also, this smearing method
is analytic everywhere, and therefore there are no complications in taking the derivative
with respect to the link variables. For details, see [26].
Smearing will be important in our determination of the static quark free energy and
the electric and magnetic screening masses. The main point is: stout smearing is in the
fermionic action of the Budapest-Wuppertal collaboration, therefore fields are generated
with stout smearing in the fermionic part of the action. After the configurations are
generated with HMC, before the measurement on the generated lattice, HYP smearing
can be used on the gauge fields, to improve the statistical errors of some observables (in
our case, the long distance tails of the correlators).
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1.2 The naive potential picture of quarkonia at T > 0
Quarkonia are very non typical hadrons: the c and b quarks are heavy, and the mass of
the QQ¯ bound state is largely determined by the bare c or b mass. Therefore one expects







with the potential roughly of the Cornell form16:
V (r) ≈ σr − αeff/r,
should describe the system to some approximation. Actually, if this Schro¨dinger equation
is solved, the charmonium spectra is reasonably well reproduced even in this naive model.
For a very basic exposition see the textbook [27]. For a modern treatment with effective
field theoretical techniques see [28].
Matsui and Satz [13] assumed that such a potential picture still describes the QQ¯
system at T > 0. Then after deconfinement the string tension will be σ = 0 and the
Coulombic part of the interaction will be screened:
V (r) ≈ −αeff(T )
r
exp (−msc(T )r) .
This Yukawa potential can still produce bound states. If msc = 0 we will have an infinite
number of bound states like in the H atom. As the temperature increases, msc increases,
and we will have less, and less bound states, until we will have none. One can obtain
a quick estimate for the result by using an estimate for the ground state energy coming
from the uncertainty relation < p2 >< r2 >≈ 1:
E ≈ 2m+ p
2
2m
+ V (r) ≈ 2m+ 1
2mr2
+ V (r).
Minimizing E(r) we get x(x + 1) = (Mαeff/msc)
−1 with x = rmsc. This equation for x
only has a solution if (Mαeff/msc)
−1 ≤ 0.84, giving us the maximum allowed value of the
screening mass for a bound state to exist. Numerical solution of the Schro¨dinger equation
leads to similar results [29]. What does this naive potential picture tell us? Exactly what
16Actually, this linear rise is only true for pure gauge theory. If there are dynamical quarks included,




we would want for a thermometer. We will have for example the J/Ψ and Υ dissociations
at quite different temperatures since the mass is quite different, but the potential is sup-
posed to be the same.
There are theoretical problems with this model. At finite temperature, because of
decoherence caused by random kicks from the media, it is not clear at all if such a
potential picture can apply. In general, at finite temperature we do not have a bound
state wave function, we have a density matrix for the subsystem Q¯Q. If we insist on using
a bound state wave function as an approximation, that means we have the underlying
assumption that the J/Ψ is a tightly bound state, and it is unlikely, that a soft collision
from the medium can break it. This may be a good approximation at low temperatures,
but close to the dissociation temperature it surely breaks down, since then the J/Ψ should
not be a tightly bound state anymore. This means that a reliable calculation of the J/Ψ
dissociation from such a picture is problematic. Even if the naive potential picture is a
good approximation, it is not clear what potential one should use17. The easiest way to
frame this problem is: there are various thermodynamic potentials that reduce to the
energy as T → 0, which one should one put in such a model is not at all clear. It
seems that the naive picture, where we have a bound state wave function even at finite
temperature is not adequate. That does not necessarily mean that it does not give a good
approximation for the dissociation temperature, but it does mean that a more careful
theoretical investigation is needed.
1.3 The spectral function
For a more careful theoretical investigation, one first has to formulate the problem more
precisely. Starting from QCD it is not at all clear what the meaning of the wave function
in the naive potential picture could be. The problem can be formulated clearly in terms of
real time correlators, or the spectral function (SF). In this section, we state the definition
and the important properties of the spectral function, that will become important later
in the text. The intent is for this part to be self-contained, however, we will not state the
derivations for some of the statements here. For that I advise to look up the standard
textbooks [4] and [5], and the review article [30]. Let us first define the following real
17More will be said about this question in Section 3.1.
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time thermal correlators of two Heisenberg picture operators M and N :
GMN> (t) = Tr (ρM(t)N(0)) (1.51)
GMN< (t) = Tr (ρN(0)M(t)) (1.52)





GMNR (t) = G
MN(t)θ(t) (1.54)
We suppressed the spatial coordinates, to make the notation shorter. Lattice techniques
can directly calculate correlators in imaginary time (Euclidean correlators), defined by
analytic continuation:
GMNE (τ) = G
MN
> (−iτ). (1.55)
A quantity of considerable interest is the spectral function, which is given by the Fourier
transform of the correlator GMN :






dteiωtTr (ρ [M(t), N(0)]) . (1.56)











We shall see shortly, this quantity has an important role to play in linear response theory.
After this series of definitions, we continue by a brief review of some properties of the
spectral function and argue why it is of particular importance. First, time-translation
invariance implies:
GMN< (t) = G
NM
> (−t), (1.58)
GMN> (t) = G
NM
< (−t), (1.59)
GMN(t) = −GNM(−t). (1.60)
Next, let us consider an analytic continuation in t and allow the time argument to be
complex as well. This will be useful in deriving relations between Euclidean and real time















†N†(t) = GMN(t∗)∗. (1.63)
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The spectral function enjoys the following properties:
AMN(ω) = −ANM(−ω) (1.64)
AM
†N†(ω) = −AMN(−ω)∗ = ANM(ω)∗, (1.65)
where the first is a consequence of equations (1.58) - (1.60) and the second of equations
(1.61) - (1.63), and we assumed a real ω. Using the cyclicity of the trace, it is also easy to
show the so called Kubo-Martin-Schwinger (KMS) relation, valid for equilibrium thermal
correlators:

















In Fourier space this leads to:
GMN< (ω) = e
−βωGMN> (ω). (1.67)
The KMS relation is of great importance in quantum statistical mechanics. In particular,
we will use it to derive the relationship between the Euclidean correlators and the spectral
function in the beginning of Chapter 2. As a special case of the KMS relation, the
Euclidean correlator satisfies:
GMNE (τ) = G
NM
E (β − τ). (1.68)
In this work, when studying the spectral functions, we will always have N =M =M †, M
and N bosonic and ρ = 1
Z
e−βH . This leads to important simplifications. Let us summarize
them:
• By eq. (1.68), N = M implies that GE is symmetric around τ = β/2. This means
that if we have Nt points in the Euclidean time direction, only Nt/2 are independent.
• N = M † implies that GE is real. This can be derived easily using the reality
properties of the correlators.
• N =M † implies that A is real, courtesy of equation (1.65).











in the special case of N =M †, this reduces to:
AMM
†





This is an other way to see that A is real in this case. In the literature this special
case is often presented as the definition of the spectral function.
With these simplifications in mind, a physical picture of the dissociation of bound states
can be given:
• By inserting a complete set of states, and putting in the spatial variables as well,





(x) = Tr(e−βH [M(x),M †(0)]) =
∑
n










e−βEn − e−βEm) ei(pn−pm)x | 〈n|M(0) |m〉 |2 (1.71)














δ(4)(k + pn − pm)
(
e−βEn − e−βEm) | 〈n|M(0) |m〉 |2 (1.72)
• At T = 0, we can only get a contribution if either Em = 0 or En = 0. If k0 > 0 the
argument in the δ function can only be zero if Em > En, which implies that En = 0.
From this, we can see that at 0 temperature the spectral function reduces to the
density of states:






δ(4)(k − pm) | 〈0|M(0) |m〉 |2 (1.73)
This means that the spectral function is a generalization of the density of states to
finite temperature.
• Equation (1.72) also shows explicitly that for k0 > 0 we have A(k0) > 0 and for all
k0 we have A(k0) = −A(−k0).
• The SF can be calculated exactly for free fields. E.g. for a free Klein-Gordon field
we have
Aφφ(k) = 2π sign(k0)δ(k
2
0 − ω2k), (1.74)
with ω2k = m
2+~k2. That is we get a δ peak at the energy of the relativistic particle.
For this free field, the spectral function is independent of the density matrix. It is
the same for all temperatures, chemical potentials, and even in non-equilibrium.
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• For some interacting theory at T = 0 we get a δ peak for all the stable particles (or
bound states) and a continuum for the scattering states. See a sketch on Figure 1.6
• For T > 0 the peaks get smeared, because of scattering with particles from the
medium.
• But, if the peaks are well separated, they still behave like particles, e.g. they give
contributions to thermodynamics quantities that one would expect from particles
([31, 32, 33]), and most importantly for us, the position of a peak will be (correlation
length)−1 of the Euclidean correlators.
• If the peaks get very wide, so that they are not well separated, then the quasi
particle picture is not good anymore, and we can say that the given particle/bound
state dissociated or melted.
With this, we have given a consistent framework for the melting of bound states at fi-
nite temperature. Of course the exact point at which the peaks get very wide and become
not separate peaks is not well defined. It is clear however, that the ultimate goal would
be to calculate the spectral functions of the different operators carrying the quantum
numbers of the different meson states.













Correlators if these and other physical currents (like charged weak currents) show up often
in calculations of different physical quantities. As an example at T = 0, let us consider
e+e− annihilation to hadrons. It is standard textbook material [1] to show that, to leading
order in the electromagnetic coupling, the standard R ratio is:
R(s) =
σ(e+e− → hadrons)
σ(e+e− → µ+µ−) = w(s), (1.76)
where w(s) is defined in terms of the the current-current correlators as:
wµν =
∫
d4xeiqx 〈0| [jEMµ (x), jEMν (0)] |0〉 = (qµqν − q2ηµν) 16πw(q2), (1.77)
where the last equation shows the most general form of wµν allowed by Lorentz symmetry


















Figure 1.6: A sketch of a possible form of a spectral function in an interacting theory
at T = 0. The peaks are Dirac δ like. The size of the peak is determined by the matrix
element 〈0|O|n〉, where O is the operator, whose correlator we are looking at. At finite
temperature these delta like peaks will obtain a finite width, and the spectral function
will be strictly positive. This finite width can lead to, for example the bound state peaks
merging into the 2-particle continuum, making them no longer clearly distinguishable
from the 2 particle scattering states. Note, that the onset of the continuum at T = 0 is
restricted by the symmetry properties of the operators considered. For example, if the
2-particle state has some different symmetry as a one particle state, the continuum might
no start at 2m but 3m instead. As an other example if a (massive)+(zero mass) state
has the same quantum numbers as the (massive) state, then the continuum can start at
the same spot where the Dirac delta peak is. This can be the case for theories without a
mass gap, like QED.









As an example at T > 0, let us mention the following important class of scenarios: A sys-
tem consists of strongly and weakly interacting particle as well. The strongly interacting
particles, because of these strong interactions, are in thermal equilibrium, but the weakly
interacting particles are not. Therefore, they escape the system. This escape can be literal
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(if the system is of finite size) or in an abstract sense (being still within the same vol-
ume but not interacting with the thermal particles). Examples of such processes include
the decoupling of Dark Matter in cosmology, thermal photon and dilepton production
in heavy ion collisions, and neutrino emission from neutron stars. In such scenarios, the
particle production rate can be given in terms of the spectral function of physical currents















The mass of leptons is neglected in this formula for simplicity. Note that this equation is
valid irrespective of the state of the system, i.e., whether it is hadronic or a quark-gluon
plasma. Of course, to connect this with heavy ion experiments one also has to make some
assumptions about the expansion of the fireball. We will not attempt that here. For a
review, see Ref. [36].
1.3.1 Kubo formulas and heavy quark diffusion
Another important fact about the SFs is that the small frequency behavior is related to
the transport coefficients in hydrodynamics. This relation is encoded in the Kubo formu-
las. For a set of pedagogical lectures concerning correlation functions in hydrodynamics
see Ref. [37]. For a review on transport coefficients from a lattice QCD perspective, see
Ref. [30].
In general, Kubo formulas need two ingredients to derive. The first one being hydro-
dynamics, the second being linear response. Matching the results of the two descriptions,
we obtain a relationship between the phenomenological coefficients in the hydrodynamics
prescription (transport coefficients) and the real time correlators, entering the formulas of
linear response theory. Lots of different transport coefficients can be defined. The general
feature is that in all cases, they will be related to the zero frequency behavior of real time
retarded correlators.
Let us consider a simple diffusion process. Here let n be the density of some conserved




∂tn−D∇2n = 0 (1.80)
this can be solved with a Laplace-transform in time and Fourier-transform in space. For






2tn0(t = 0,k) ≡ e−Dk2tn0(k). (1.81)






−iz +Dk2 , (1.82)
where Im z > 0 is needed for convergence. For small fluctuations n(t,x) can be written











−iz +Dk2 . (1.84)
This is the long-wavelength, late-time prediction on the number density from hydrody-
namics. The diffusion constant gives the position of a pole at −iDk2, while the residue
of the pole is given by the static susceptibility χ, that determines the initial conditions
for the diffusion equation. From the point of view of hydrodynamics, D and χ are phe-
nomenological parameters.
Let us now turn to linear response theory. Here the idea (or thought experiment) is
that we apply a small disturbance to a system originally at equilibrium. If we apply the
perturbing Hamiltonian δH and measure the physical quantity O, we will have:
δ 〈O(t)〉 = 〈O(t)〉 − 〈O〉eq = −i
∫ t
−∞
dt′ 〈[O(t), δH(t′)]〉eq . (1.85)
This formula is powerful because it relates an equilibrium expectation value to a (slightly)




and the quantity we measure will be the density n, leading to:











d3x′GnnR (t− t′,x− x′)µ(t′,x′), (1.87)
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where we have used the definition of the retarded correlator (1.54). Taking the Fourier




dt′GnnR (t− t′,k)µ(t′,k). (1.88)
Next, we write in the Fourier representation of the retarded function in time:


















At this point, we have to use a concrete form for the perturbation µ. We assume, that the
perturbation we apply is switched on adiabatically at t = −∞ and switched off rapidly
at t = 0:
µ(t,x) = eǫtµ0(x)θ(−t). (1.91)
In this case, the initial conditions, which in the language of hydrodynamics are given by
the static susceptibility, in the language of correlators read as:















= GnnR (z = iǫ,k)µ0(k) (1.92)




















i(ω − iǫ) . (1.93)





















i(ω − z) . (1.94)
To do the integral, we can close the contour in the upper ω half-plane, where the retarded
correlator is analytic18. There are 2 poles, at ω = iǫ and ω = z. We get:
〈n(z,k)〉 = µ0(k)−G
nn
R (ω = iǫ,k) +G
nn
R (ω = z,k)
iz
. (1.95)




GnnR (z,k) = G
nn






(〈n(t = 0,k)〉+ iz 〈n(z,k)〉) . (1.96)
Up to this point in the linear response analysis, we have not used the previous hydrody-
namics formulas. We use them at this point:
GnnR (z,k) = χ+ iz
χ







This is analytic for Im z > 0, as it should be. We can define GnnR (ω,k) for all ω from
GnnR (z,k) by analytic continuation. Using eq. (1.70), this leads to the hydrodynamic


















Note here, that the order of the limits is important. An equivalent form of the Kubo-
formulas is also sometimes given, that uses the correlator of the spatial part of the con-
served currents, instead of the time-like one (the density). Let us call Aµν(k) the spectral
function corresponding to the Fourier transform of the correlator 〈[jµ(x), jν(0)]〉. The
Ward identity for current conservation reads:
kµAµν(k) = 0. (1.100)
In the vacuum, current-conservation and Lorentz-invariance implies that the correlator is
proportional to the projector:
Pµν = −ηµν + kµkν
k2
. (1.101)
In thermal equilibrium state in canonical ensemble, we only have rotational symmetry,











ij = δij −
kikj
k2
PLµν = Pµν − P Tµν . (1.103)
These projectors satisfy kµPLµν = 0 = k
µP Tµν , and therefore any combination of them will




























































Equation (1.109) is the form of the Kubo formula that will directly apply to our lattice
data. The current we will study corresponds to charm number conservation. If the




ω. This implies the presence of a transport peak in the SF. As we will see later, the only
change we see in the spectral function of J/Ψ in our lattice data is the appearance of
such a transport peak, up to temperatures of approximately 1.4Tc. We will use the ratio
G/Grec in Section 2.6 to deduce this conclusion. Unfortunately, at the current level of
statistics, we can not determine the diffusion constant (the zero intercept), because the
reconstruction is only sensitive to the area of the transport peak.





We will start this chapter by deriving the formula connecting the spectral function
to the Euclidean correlator. Combining the Fourier space KMS condition GMN< (ω) =
e−βωGMN> (ω) with the definitions in equation (1.53) and (1.56) gives us:
AMN(ω) = GMN> (ω)−GMN< (ω) = (1− e−βω)GMN> (ω), (2.1)
or
GMN> (ω) = (1 + nB(ω))A
MN(ω) and GMN< (ω) = nB(ω)A
MN(ω), (2.2)
where nB(ω) is the Bose distribution. Then, we will also have:












This is the general formula that can be used to analytically continue the Euclidean cor-
relators. We will use a different formula, valid when M = N =M †. First we write:
GMNE (τ) +G
MN







If M = N = N †, the Euclidean correlator is symmetric around β/2, meaning GMNE (τ) +
GMNE (β − τ) = 2GMNE (τ). Also, both the spectral function and the integral kernel
cosh(ω(τ−β/2))
sinh(βω/2)












This will be the master formula for our determination attempt of the spectral function.
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In this chapter we will deal with (connected) correlators between mesonic currents, and
the corresponding mesonic SFs. These operators schematically look like1
JH(t,x) = q¯(t,x)ΓHq(t,x), (2.6)
where q is the quark field and ΓH = γ5, γi for the pseudo-scalar and vector channels re-
spectively. For the vector channel we will always mean a sum for the spatial components
i = 1, 2, 3. We will measure charmonium correlators. The u, d, s quarks will be dynamical,
while the charm quark will be included only in the quenched approximation.
We have just shown, that the SF is related to the Euclidean correlator – calculable on




dωA(ω, ~p)K(ω, τ), (2.7)
where we dropped the subscript H, and
K(ω, τ) =
cosh(ω(τ − 1/2T ))
sinh(ω/2T )
(2.8)
is the integral kernel.
We will investigate the anticipated melting of the heavy meson states containing a
charm quark and a charm antiquark: the J/Ψ (vector channel) and ηc (pseudoscalar
channel) in the quark gluon plasma, which is supposed to happen somewhat above the
transition temperature.
In the following, we will only be dealing with SFs at zero spatial momentum A(ω,~0) =
A(ω). In principle the determination of these spectral functions can give us the dissocia-
tion temperature and also the diffusion coefficient. We point out that the analysis of the
non-zero spatial momentum SFs would go the same way, except one would need to start
from non-zero spatial momentum correlators. There is no additional difficulty involved.
1Local currents of this form are not the conserved currents on the lattice. Writing down the Ward
identities on the lattice([2]) it turns out that the conserved currents are non-local. Nevertheless, in the
continuum limit, the local vector current correspond to the conserved current. However, because it is not
a conserved current, at finite lattice spacing it has a finite renormalization. This does not concern us,
since we don’t attempt a continuum limit, and the renormalization is temperature independent.
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2.1 The Maximum Entropy Method(MEM)
To get the SFs from a lattice study one has to invert equation (2.7). This equation how-
ever is notoriously hard to invert. A direct inversion is impossible, since the inverse is very
strongly dependent on the noise in GE. In the literature it is often said that the problem
is that we want to reconstruct an approximation to a continuum function from a finite
number of data points. That however is not accurate. For example, if one does a Fourier
transform of a digital audio sample this is what actually happens. The difference is in
the properties of the transformation itself. The number of data points vs. parameters is
not the only problem when trying to reconstruct SFs. Even if one has a large number of
data points (e.g. on anisotropic lattices), the Euclidean correlator is rather insensitive to
fine details of the SF. Therefore the inversion introduces large uncertainties [38]. More
on this will be said in the discussion of the mock data analysis.
To bypass this problem one wants to make a fit of some sorts for the spectral function.
We could discretize A in ω space and have the fit parameters be A(ωi). This fit however
is ill-defined, since the typical number of frequencies for which one wants to reconstruct
the SF is higher than the number of data points. In this case a χ2 fit on the shape of the
SF discretized to Nω points is degenerate. One has to regularize the problem in some way.
The determination of hadronic SFs via the Maximum Entropy Method (MEM) was
first suggested in [39], where it is introduced in detail. MEM is also treated in the stan-
dard textbook [40]. From a pragmatic point of view, the MEM is based on maximizing
−1
2
χ2 + αR where R is a regulator, which guarantees that there is a unique solution.
There are various other regularizations possible (like the simplest possible regularization:
a linear one), they are reviewed in the article [30], but MEM is still generally believed to
be the most effective method when the spectral function exhibits sharp peaks, like in our
case. Also, MEM is a regularization that has some justification from Bayesian probability
theory. In the next subsection we will talk about inverse problems in general, then we will
sketch the MEM procedure itself. The axiomatic construction for the entropy functional
used in MEM is reviewed in the Appendix of Ref. [39].
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2.1.1 Inverse problems and the use of prior information
Before presenting an outline of the MEM procedure, it can be illuminating to go through
some preliminary remarks on inverse problems in general. Suppose B(x) is some under-
lying or unknown process, that we wish to reconstruct by doing N noisy measurements
ci, where i = 1, 2, 3, ..., N . The relation between the measurements and the underlying




This is a rather general formulation. In the simplest case, the ci might approximate the
B(x) at certain locations xi. In this case the kernels Ki are just narrow instrumental
linear response functions centered around x = xi. Alternatively, the ci’s might live in a
completely different function space as B(x), measuring different Fourier components of
B(x) for example. This is the case for our reconstruction of the spectral functions. The
inverse problem is: knowing the ci and their errors (covariance matrix), how do we find a
good estimator of B(x)?
Now at this point the literature usually states that this is obviously an ill-posed prob-
lem. How could we reconstruct a whole function from only a finite number of noisy ci?
Truth is, we do that all the time. We always just measure/calculate enough points and
then draw a curve through them. This seems quite intuitive in the case where the ci are
just approximations of B(xi), but even in this case, ”connecting the points” is based on
underlying assumptions, like the smoothness of B(x) and the narrowness of the support
of functions Ki for example. What does not seem so intuitive is the case where the ci
and B(x) live in quite different function spaces. However, even in this case we are quite
often not bothered by the problem of reconstructing an approximation to a continuum
function from a finite number of data points. For example, this is what happens when
we do a discrete Fourier transform of a digital audio sample, and it works absolutely fine.
The goal of this discussion was to argue that the problem with lattice reconstruction of
spectral functions is not only that we want to approximate a continuum function from
a finite number of data points. The more serious problem is that the integral kernel
Ki(x)⇒ K(τi, ω) in that case leads to a transformation that is very insensitive to details
of B(x)⇒ A(ω), so the transformation itself is hard to invert.
Of course, we cannot really want every point of the function B(x), just some finite but
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large number of points at xk, with k = 1, 2, 3, ...,M . We will assume that neither B(x),
neither the kernels Ki vary much between xk and xk+1. Then the integral in equation




Ki(xk)B(xk)∆xk +measurement error (i = 1, 2, ...,N). (2.10)
If M > N , like in our case, the problem is, of course still ill-posed.
A quite general way of making it well-posed is the following. Let us take two functionals
A and B. We will:
minimize : A+ αB, (2.11)
with α being some regularization parameter, 0 < α <∞. This functional is supposed to
have a unique minimum. Let A measure something like the agreement of the model B(x)
to the data ci. This can be for example the χ
2. If we had no B, this would be ill-posed,
when M > N , the minimum of χ2 would be degenerate, and a simple χ2 would over-fit
the data, making χ2 unrealistically small, if not zero, and consequently, the reconstructed
image in any of these minima of χ2 is quite likely to overstate the importance of noise in
the data points ci. That is why B is needed. It can measure different things, for example:
• The smoothness of the desired solution
• The stability of the solution with respect to variations in data
• A priori judgment about the likelihood of the solution
Different methods differ in their choice of the functionals A and B. The parameter
α measures the trade-off between the minimums of the two functionals. In the next
subsection we will outline the Maximum Entropy Method, motivating it’s choice of A and
B from Bayesian probability theory.
2.1.2 Outline of the MEM procedure
From Bayes’ theorem the conditional probability of having an image2 A, given the data
D is:
P [A|D...] = P [D|A...]P [A|...]
P [D|...] , (2.12)
2In physical terms, this image will correspond in our case to the spectral function, so we call it A. In
the notation of the previous subsection the A here corresponds to B.
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where P [D|...] is just a normalization constant, P [A|...] is called the prior probability,
and P [D|A...] is called the likelihood function and ... signifies possible other assumptions.




Assuming that the measurement errors are a multivariate Gaussian, the likelihood func-
tion is:










(Gfiti −Gdatai )C−1ij (Gfitj −Gdataj ), (2.15)












Here the sum goes over the lattices (field configurations) in the sample, Nk is the number
of the lattices, and G¯i means the average of the correlator at τi.
The prior probability3 can be written with the auxiliary parameter α, and auxiliary
function m(ω):
P [A|αm...] = 1
Zs
eαS, (2.17)











where the so called prior function m(ω) is supposed to summarize our prior knowledge
on the shape of the SF (such as the leading perturbation theory behavior). α will be
averaged over, and will not be present in the final results. m will however be the main
source of systematic uncertainty. Putting the prior probability and the likelihood function
together we arrive at:




Q = αS − 1
2
χ2. (2.20)
3In the next section, we present a heuristic argument that shows why this form of the prior probability
is plausible.
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The most probable image for a given α and for a given prior function is at the maximum
of Q. With the notation of the previous subsection A = 1
2
χ2 and B = −S. It can be
proved [39], that the maximum of Q is unique.
2.1.3 Heuristic argument for the form of prior probability
What we need for MEM is a prior probability for the reconstruction (or image) A to be
in a domain V :




[dA] Φ (αS(A)) . (2.21)
Here [dA] is some integral measure and ZS is a normalization constant and Φ is some
function of the entropy S(A), and α is a constant we will use later. In this equation we
assumed locality, i.e. that the entropy S(A) is a local functional of the image A, with no
derivatives. We also assume that Φ is a monotonic function, so the most probable image,
if there are no further constraints present, will be given by the maximum of the entropy.
The heuristic argument, known as the ”monkey argument” gives us the explicit form
of the prior probability. Let us first discretize the real line into cells, and so the image
will also be discretized as Ai, with i = 1, 2, ..., N . Suppose a monkey throws M balls at
the real line. We will assume M to be large. We will denote with pi the probability of the
ith cell to receive a ball (more precisely, the prior probability, i.e. our initial guess of the
probability), and ni the number of balls in the ith cell. Then the expectation value of the
number of balls in the ith cell is simply λi =Mpi, with normalization
∑
i λi =M .
The probability that the ith cell receives ni balls is given by the binomial distribution,
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and we introduce the notation Ai = qni and mi = qλi. With this notation, the prior
probability becomes:

















Next we use Stirling’s formula n! ≈ nne−n√2πn and get:
























which, when compared with compared with equation (2.21), just gives:
Φ = eαS (2.28)














With this, we got the actual form of the prior probability and the entropy, as well as the
integral measure and the normalization constant.
Is the entropy functional unique? No, it is not. There is nothing special about the
functional form −A ln (A). There is no general agreement in the literature about the
axioms the entropy functional has to satisfy. For example, in image reconstruction in
radio astronomy, the entropy of the electromagnetic field in the limit of many photons
per mode has the functional form ln (A) [41]. Even in lattice QCD, another form of
the entropy functional has been proposed [42]. By all evidence, MEM seems as a useful
nonlinear version of the scheme A+αB, nothing more. From numerical tests, it seems that
it is especially useful, when the ”Fourier transform” we want to reconstruct is dominated
by sharp peaks, which is exactly the case for quarkonium spectral functions.
2.1.4 Bayesian averaging over the regularization
After Q = αS− 1
2
χ2 is maximized at a given value of α, and the optimal Aα(ω) is obtained,
the regularization parameter α has to be averaged over [39, 43]. The final output is defined
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dαAα(ω)P [A|Dαm...]P [α|Dm...] ≈
∫
dαAα(ω)P[α|Dm...], (2.33)
We assumed the P [A|Dαm...] is sharply peaked around a given value of Aα(ω). Now, we
can evaluate P [α|Dm...] using Bayes’ theorem:
P [α|Dm...] =
∫
[dA]P [D|Aαm...]P [A|αm...]P [α|m...]/P [D|m...]. (2.34)
Using (2.19), we get






And finally, we assume that P [α|m...] is constant4, and evaluate the integral in a Gaussian
approximation:



























There is a trick for the efficient marginalization of α, involving Sylvester’s determinant
theorem. To arrive at this trick, we use the discretized version of the integral transform:





























A)KT is a matrix of size Nω ×Ndata, and C−1K diag(
√
A) is a matrix of size















−1K diag(A)KT − λkINdata×Ndata
)
(2.39)
Meaning that the matrix Λ can have only Ndata nonzero eigenvalues, the eigenvalues of
the matrix:
Λ˜ = C−1K diag(A)KT . (2.40)
4This is not a strong assumption as long as the factor multiplying P [α|m...] is sharply peaked.
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This matrix is not symmetric, but since its eigenvalues are the eigenvalues of the original
symmetric matrix Λ they must also be real. The fact that a complex method gives real
eigenvalues of the non symmetric matrix Λ˜ is a check of the numerical precision used in
the calculations.
2.1.5 The method of maximizing Q
Q has a unique maximum. It can also be shown that the maximum of Q lies in an Ndata
dimensional subspace of the Nω dimensional space of possible A(ω) vectors, that can be
parametrized as:







The most widely used choice for basis functions involves a Singular Value Decompo-
sition and is called the Bryan method. It was introduced in [44]. The particular choice
of the basis for the subspace we use is fi(ω) = K(ω, τi) and was introduced in Ref. [45].
In our experience this proved to be numerically more stable than the former one. The
derivation of this method, (that also establishes that the solution is unique and lies in the
































and rewrite this equation as







Since si depends on A(ω) this is a re-parametrization of the original problem. By substi-














Since the functions K(ω, τi) are linearly independent, this equation can only hold if the






j [A]−Gdataj = 0. (2.47)
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Here, in the continuum theory ωmax →∞, on the lattice however, there is always a finite
value, where the SF reaches zero, so the expression
∫ ωmax
0
A(ω)dω always makes sense,































since (2.47) can be rewritten as ∂U
∂si
= 0, and the positive definiteness of the covariance
matrix also guarantees that ∂
2U
∂si∂sj
is also positive definite.
One can see from equation (2.41) that the shape of the subspace is strongly dependent
on the choice of the prior function. This is the source of a systematic uncertainty, that
has to be considered.
We also mention, that we use a modified version of the kernel and the spectral functions
for the reconstruction [46, 47]:
Kˆ (τ, ω) = tanh (ω/2)K (τ, ω) , (2.51)
and
Aˆ (ω) = coth (ω/2)A (ω) , (2.52)
satisfying KA = KˆAˆ. This ”cures” the low frequency divergent 1/ω behavior of the
kernel, without spoiling the high ω behavior. In the rest of the chapter, we will only be
dealing with Euclidean time, and we will simply denote it with t (changing the notation
from τ).
2.1.6 Implementation
The statistics currently feasible for dynamical Wilson-fermion calculations are very small
compared to quenched simulations, meaning additional care has to be taken in the MEM
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analysis. We mention here some difficulties regarding MEM, that have not been pointed
out in the literature before.
First of all, for realistic data double precision is not enough to make a reliable recon-
struction of the SFs. Even in the case of the algorithm of Ref. [45], which does not involve
a Singular Value Decomposition, the Hessian matrix of the function U has a big condition
number, and arbitrary precision arithmetics is needed to find the correct minimum. Our
implementation uses the Levenberg-Marquardt (or optionally the LBFGS) algorithm in
arbitrary precision, implemeted by help of the GNU Multiple Precision Library. Using
too low precision will generally lead to not finding the correct minimum. In practice, we
have witnessed that using lower precision leads to broader peaks.
Also, even with the high precision one has to be very careful about the stopping criteria
for the iteration. The general behavior is that after a rapid decrease of the function U,
further iterations hardly improve it, i.e. it looks like hitting a plateau. Then after quite
a few iterations, it starts improving fast once again, creating a step like pattern. With
such a behavior, one has to choose a very strict stopping criterion.
If we work in the original Nω dimensional space (here, we can use the LBFGS al-
gorithm), and maximize Q instead, this situation is slightly better. In that space, the
behavior is not step-like, but an iteration takes much more time, and whatever method
one chooses, it takes lots of iterations to find the minimum, making the analysis compu-
tationally costly. This behavior is illustrated on Fig. 2.1.
We decided to follow the following procedure: minimize U in the Ndata dimensional
space to give us a head start, then after the iteration hits a plateau switch to the Nω
dimensional space and iterate there, to find the true minimum.
It can also be seen in Figure 2.1, that finding the correct minimum takes lots of it-
erations. This makes the MEM analysis itself computationally costly. Also note, that
to perform a full analysis, with systematic and statistical error estimation, lots of MEM
runs are needed. For this reason, the analysis was carried out on the computer cluster in
Budapest, so that the different iterations can run in parallel. To do this efficiently I also
wrote a queuing script for the MEM analysis on the cluster.
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Figure 2.1: The behavior of the objective functions U and -Q (eqn. (2.20) and (2.50)) as
a function of the iteration steps in the Ndata(left) and Nω(right) dimensional spaces.
2.1.7 A comment on alternative methods
The use of MEM on smeared correlators5 [48], and the use of variational methods at finite
temperature [49] has also been suggested as a way to analyze charmonium properties at
finite temperature. The problem with these propositions is the same: they enhance con-
tributions from states that are known to be there already. However, the crucial question
at finite temperature is not whether these state do contribute or not, they will always
contribute to the thermal ensemble. The question is the magnitude of the contribution.
The problem is that both of these methods change the magnitude of the contributions,
and therefore drawing firm conclusions from them is difficult.
2.2 Mock data analysis
To test the feasibility of the MEM analysis, one can do mock data analysis. The general
strategy is as follows:
• Write down an input spectral function Amock(ω)
• Calculate correlators with Gmock(t) =
∫
K(t, ω)Amock(ω)dω
• Add Gaussian noise to Gmock, with variance σ = bτGmock(τ), where b = 0.1...0.0001
is a constant, setting the noise level, and generate mock configurations.
• Reconstruct spectral function with MEM and compare the reconstruction with Amock
5This means using not point sources, but sources with finite spatial extent: Ψ¯(x)Γf(x,y)Ψ(y)
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Figure 2.2: Mock data reconstruction with different data. Different values of Nt and
noise level b are used, with the same prior function: m(ω) = const. = 0.1a−2. The input
spectral function was scaled in such a way, as to be the same in physical units. So if
there is a peak in the Nt = 16 lattice at ωa = 1, there will be a peak in the Nt = 32
lattice at ωa = 0.5, since in this case the lattice spacing is assumed to be half as big. This
corresponds to the ratio m/T = Nt = 16. For m = 3GeV, like J/Ψ this corresponds to
T = 187.5MeV, a relevant temperature for our purpose.
By doing this, we want to have a picture of how much we can believe from such a recon-
struction, therefore we use the number of data points (12− 64) and the level of statistics
(1000 configurations), that are feasible for lattice data. The mock spectral functions were









(ω −mi)2 + γ2i
. (2.53)
The lessons learned from the mock data analysis, with some illustrations are the fol-
lowing:
1. MEM gives the correct qualitative features of the spectral function, but it is not a
precise quantitative method.
2. More precisely, the peak positions are much better reconstructed than the shapes,
6Repeating the exercise with Gaussian peaks leads to similar results.
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Figure 2.3: The quantity
√∫
dω(Amock(ω)− AMEM(ω))2 as a function of Nt and b for
the same mock spectral function and prior function that was used in Figure 2.2.
that have huge systematic errors. This is especially true for the position of the
ground state peak, the most reliable quantity of the reconstructions I could identify.
3. As long as the data points are not too noisy, O(10) points are enough for the
reconstruction of the bound state peak, with a relatively accurate determination of
the peak position, but not the shape.
4. Of course, the quality of the reconstruction depends on the data. Both having more
data points (higher Nt) and having more precise data points (less noise, i.e. smaller
b) lead to a better determination of the spectral functions. Points 1-4 are illustrated
on Figure 2.2, where we show reconstructions of spectral functions with different
data.
5. To say something more concrete about the quality of the reconstruction let us define
the quantity:
[d (Amock − AMEM)]2 ≡
∫
dω(Amock(ω)− AMEM(ω))2. (2.54)
This is one of the many possible ways one could measure the accuracy of the re-
construction. The smaller this number is, the better the reconstruction. We show
the dependence of this quantity on Nt and b (in the case of the reconstructions in
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Figure 2.4: Mock data reconstruction illustrating the sensitivity on the normalization
of the prior function. In both pictures we have m(ω) = m0a
−2, but the noise level b is
different. We can see that the noisier the data, the more sensitivity we have on the prior
function. The mock spectral function used for this picture was the same as Figure 2.2
and 2.3
Figure 2.2 ) in Figure 2.3. There are claims in the literature ([39]), that it is more
important to have low b than to have high Nt, but this is debatable. It depends
on the measure of the goodness of the reconstruction one uses. In particular, the
measure of the goodness of reconstruction we use here (which is different from that
of Ref. [39] ) does not support it7 . All that can be said from such an analysis is
that both increasing the number of data points and decreasing the noise level leads
to a better determination, which is completely unsurprising.
6. The reconstruction is of course dependent on the prior function used. Moreover,
the noisier the data, the more dependence we will have on the prior function. These
point are illustrated in Figure 2.4.
7. Close lying can be merged into one broader, therefore non physical peak. This is
illustrated in Figure 2.5. This is one of the main reasons that we do not deal with
the higher excitations, and concentrate just on the ground state peak in our analysis.
2.2.1 A comment on anisotropic lattices
Mock data analysis suggests that anisotropic lattices are useful, since they make the
reconstructions substantially more accurate. They also make the reconstruction possible
at higher temperatures, since more points will be available at those higher temperatures
7An even more important difference is that the mock data analysis in Ref. [39] keeps the lattice
spacing fixed, and not the temperature, when increasing Nt. This means that they change the physics.
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Figure 2.5: Mock data reconstruction illustrating unphysical peak merging.
for the reconstruction. Anisotropy tuning with dynamical fermions is a difficult task, but
it can somewhat be made easier by the method described in [50]. This is one possible
direction of future studies.
2.3 Error analysis
We discuss now the analysis of the actual lattice data. We don’t carry out an error anal-
ysis of the full spectral function, since with the current statistics that would give huge
errors. Instead, we only give errors to some physically interesting quantities related to
the spectral function, that are more stable, namely: The position of the first peak and
the quantity Grec that will be defined later in the text.
The statistical error analysis is done with the usual jackknife method. For the sake
of reducing computational cost, the statistical error estimate was only carried out on a
given set of the parameters of the reconstruction algorithm.The systematic error analysis
is carried out by varying the parameters of the reconstruction algorithm. Namely:
• the discretization of the frequency variable ∆ω
• the upper cut-off on the integral (2.7), ωmax = Nω∆ω
• the shape and normalization of the prior function
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A numerical check on the lattice data and mock data analysis show that as long as ∆ω is
sufficiently small to resolve the peaks and Nω is such that ωmax is sufficiently big, which
means somewhere around 5 inverse lattice spacings, the results are not affected by the
choice of the first two parameters. In this analysis we used aωmax = 5 and a∆ω = 0.005.
The effect of the prior function however, can not be neglected. For the systematical error
analysis we used 3 different shapes:
• m0/a2, motivated by the philosophy of ”we know nothing”.
• m0ω2, motivated by continuum perturbation theory. We must stress however, that
there is no reason to think that such an asymptotic behavior can actually be seen
on the lattice. In fact, analytical calculations of the SFs with free Wilson quarks
show a different behavior. (See [51] and [52] ) There is nothing surprising about
that, the lattice has an explicit cut-off, that means, the spectral function itself must
have a cut-off at high frequency.
• a−3/(m0/a + ω), a theoretically unmotivated form, that has at least the desirable
quality of going to zero at high ω. By using such a prior, we try to restrict the
reconstructed shapes to the ones that are actually dictated by the lattice data.
• m0ω/a, motivated by the Kubo formula (1.109). This is the only prior function in
the study that allows for a finite, nonzero diffusion constant, the others would imply
either 0, or infinity. We have only used this prior in the vector channel, where the
analysis with the other prior functions suggested a transport peak.
In all cases, a is the lattice spacing, and m0 was varied between 10.0,1.0,0.1 and 0.01 to
estimate the systematic errors. The systematic error was taken to be between the 17%
and 83% percentiles of the sorted reconstructed parameters. The final error bars on the
plots include both systematic and statistical errors.
We mention, that it has been suggested (see e.g. [53]), that the free Wilson fermion
SFs should be used as the prior information, we see no reason to do this however, since
the free results are expected to have huge corrections, and treat the prior as a source of
uncertainty instead.
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0.057(1) -0.00336 0.0050 545MeV 64 28 123MeV 151
0.057(1) -0.00336 0.0050 545MeV 64 20 173MeV 95
0.057(1) -0.00336 0.0050 545MeV 64 18 192MeV 328
0.057(1) -0.00336 0.0050 545MeV 64 16 216MeV 254
0.057(1) -0.00336 0.0050 545MeV 64 14 247MeV 411
0.057(1) -0.00336 0.0050 545MeV 64 12 288MeV 300
Table 2.1: The different lattices used in the study. The configurations are separated by
5 trajectories. We have explicitly checked, that none of the covariance matrices Cij of the
data we have display pathological spectra.
2.4 Simulation details
We use the same lattice configurations as in [15]. The gauge action used for the calcu-
lations was the Symanzik tree level improved gauge action [54, 17], defined in equation
(1.15), with the parameters c0 = 5/3 and c1 = −1/12. The action for the fermionic
sector was the clover improved [18] Wilson action8. Six steps of stout smearing [26] with
smearing parameter ̺ = 0.11 were used. The clover coefficient was set to its tree level
value, cSW = 1.0, which, for this type of smeared fermions, essentially leads to an O(a)
improved action [55] with improved chiral properties [56]. The same action was first used
in Ref. [57] where the excellent scaling properties of hadron masses were observed. The
full hadron spectrum using this action was determined in Ref. [58].
The bare masses of the u and d quarks were taken to be degenerate, therefore the
configurations were generated using an Nf = 2 + 1 flavor algorithm. The u and d quarks
were implemented via the Hybrid Monte Carlo (HMC) algorithm [21], whereas the strange
quark was implemented using the Rational Hybrid Monte Carlo (RHMC) algorithm [22].
In order to speed up the molecular dynamics calculations, the Sexton-Weingarten mul-
tiple time-scale integration scheme [59] combined with the Omelyan integrator [60] was
employed. When all four extents of the lattice were even, the usage of even-odd precon-
ditioning [61] gave an additional speed up factor of 2.
8For Maximum Entropy, staggered fermions are not practical, because of the lattice artifact of the odd
and even sites behave differently, meaning that we would need to drop half of the points in the correlator.
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JP mi name ma ma/mD∗sa mexp[MeV ] mexp/mD∗s
0− ms,mc Ds 0.54(1) 0.95(2) 1968.4 0.932
0− mc,mc ηc 0.8192(7) 1.437(4) 2981.0 1.411
1− ms,mc D
∗
s 0.570(1) 1 2112.3 1
1− mc,mc J/Ψ 0.8388(8) 1.472(2) 3096.916 1.466
3/2+ 3ms Ω 0.478(8) 0.84(2) 1672.45 0.791
Table 2.2: The different hadron masses, obtained by fitting A cosh(ma(t − Nt/2)) to
smeared correlators (in case of mesons, sinh in case of baryons) on 644 lattices.
From the study in [15], we only used the finest lattices, with gauge coupling β = 3.85,
corresponding to a lattice spacing of a = 0.057(1)fm. The bare light quark masses where
chosen to be amud = −0.00336 and ams = 0.0050, which, when fixing the scale with a
physical Ω baryon mass, corresponds to a pion mass mπ ≈ 545MeV. A summary of the
lattices used can be found in Table 2.1.
2.4.1 Charm mass tuning
From Ref. [62] the ratio mc/ms = 11.85. Since with Wilson fermions, there is an additive
renormalization, it is not possible to use this ratio directly in setting the charm mass.
However, we know that for ud and s the masses used in the simulation correspond to a
mass ratio of 1.5 [63, 64], from this we get (mc − ms)/(ms − mud) = 35.55 which gives
the estimate for the charm mass that was used. To verify if this is approximately the
correct charm mass, I checked the masses of the different mesons states containing s and
c quarks, and they were indeed in the right ballpark. See Table 2.2.
2.4.2 Approximation of the pseudo-critical temperature
Since the simulation is done at a non-physical pion mass, instead of giving the temperature
values in MeV, it is probably more appropriate to give temperatures in Tc units. Since
with dynamical light quarks there is no phase transition, the transition is a cross-over,
there is a multitude of possible definitions of Tc. We will use the temperature value where
the tree-level improved strange quark number susceptibility is 0.5. One can obtain an
estimate of this temperature from Figure 2 of Ref. [15] (copied here as Figure 2.6), where
the continuum extrapolated strange quark susceptibility is plotted with systematic and
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Figure 2.6: The tree-level improved (i.e. divided by the Stefan-Boltzmann limit) strange
quark number susceptibility as a function of temperature from Ref. [15]
statistical errors. The transition temperature is T/mΩ ≈ 0.110.
2.5 Maximum Entropy Analysis
First, we note, that lattice studies of charmonium SFs using the MEM have been carried
out on numerous occasions in the literature ([45, 48, 65, 66, 67, 49, 53, 68, 69]), but so far
not in 2+1 flavour QCD. A recent, detailed study of charmonium SFs in quenched QCD
can be found in [53]. Results regarding spectral functions with 2 flavours of dynamical
quarks can be found in Refs. [68, 69]. A recent study of electric conductivity using 2+1
flavors of anisotropic Wilson fermions can be found in [70]. Another interesting application
of the spectral function reconstruction is the study of the melting bottomonium states
in the context of Non-relativistic QCD [71]. The study of spectral functions in this PhD
thesis is presented in Refs. [72, 73].
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VECTOR CHANNEL, m(ω) = 0.1 ω2
2Ncut=202Ncut=162Ncut=142Ncut=12
Figure 2.7: The results of dropping points from the zero temperature reconstruction. We
dropped points starting from t = 0, using only the points closest to t = Nt/2. Ncut is the
number of points used for reconstruction. For 2Ncut ≤ 12 one can no longer reconstruct
the first peak.
2.5.1 Zero temperature analysis
Since the temperature is T = 1/(Nta), as the temperature increases we have less and
less data points for our reconstruction of the SFs. That means that the reliability of the
method decreases with increasing temperature. So we need an estimate of the highest
temperature, where the MEM results are still likely to be trusted. To get such an estimate,
we drop points from the lowest temperature correlators and do a MEM reconstruction
with these limited number of points. We say that the reconstruction is no longer reliable
when we can not reconstruct the first peak. The results are illustrated in Fig. 2.7. As we
can see, Nt = 12 is already not reliable, meaning that the highest temperature
9 we can
study with direct MEM reconstruction is corresponding to Nt = 14. This corresponds to
T/Tc ≈ 1.3. Early potential models of charmonium predicted the melting of J/Ψ already
at this temperature.
9Of course, this is not an absolute criterion.
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2.5.2 Finite temperature analysis
Reconstructions of the pseudoscalar (PS) SF with different prior functions can been seen
in Fig. 2.8. Reconstruction of the PS spectral function with the same prior functions at
different temperatures can be seen in Fig. 2.10. Looking at these pictures together one
can draw the intuitive conclusion that the difference in the SFs at various temperatures
is smaller than the reconstruction error coming from the variation of the reconstruction
with different prior functions. So as far as our analysis can tell, the PS SF is temperature
independent in the given range. This is further confirmed by Fig. 2.11, which shows a
full error analysis of the peak position.
The situation is a little bit more complicated in the vector channel. Reconstructions
of the vector SF with different prior functions can been seen in Fig. 2.9. Reconstruction
of the vector SF with the same prior functions at different temperatures can be seen
in Fig. 2.10. In this last plot the highest temperature seems to differ from the other
temperatures. Due to some properties of the analysis (i.e. possible merging of adjacent
peaks and problems with the resolution of the transport peak) using MEM alone one
cannot draw any firm conclusions about the nature of the change in the SF - at least at
the current level of statistical errors. At Nt = 16 the MEM reconstruction picks up a
transport related low frequency peak, this can be seen in Figure 2.12. However at Nt = 14
the MEM is probably already not reliable in the vector channel. From mock data analysis,
we observed that MEM can merge two close lying peaks to one peak between the two real
peaks. We suspect that this is what is happening at Nt = 14. The Nt = 14 reconstruction
also picks up a transport peak with some prior functions, but here we don’t see three
ω > 0 peaks together with a transport peak. The first peak is always merged with the
transport peak, or the second peak. This peak merging property makes the error bars on
the first peak position at this temperature so big. Fig. 2.11 shows a full error analysis of
the peak position. The actual physical picture will be clarified in the next point of our
analysis.
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Figure 2.8: The sensitivity of the reconstruction on the prior function in the pseudoscalar
channel. Note that the widths of the peaks have large systematic errors, as can be seen
from the reconstruction with different prior functions.
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Figure 2.9: The sensitivity of the reconstruction on the prior function in the vector
channel. Note that the widths of the peaks have large systematic errors, as can be seen
from the reconstruction with different prior functions.
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VECTOR CHANNEL, m(ω) = 0.1 ω2













PSEUDOSCALAR CHANNEL, m(ω) = 0.1 ω2
Nt=14, T/Tc ≈ 1.30Nt=16, T/Tc ≈ 1.14Nt=18, T/Tc ≈ 1.01Nt=20, T/Tc ≈ 0.91
Figure 2.10: The temperature dependence of the reconstructed spectral functions.
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Figure 2.11: The position of the first vector(top) and pseudoscalar(bottom) peak as a
function of temperature. The big error bars at the highest temperature, corresponding to
Nt = 14 probably come from the fact that with so few data points, the MEM procedure
merges the first two peaks sometimes (i.e. with some prior functions). Error bars include
both systematic and statistical errors.
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Figure 2.12: The MEM reconstructed vector SF at Nt = 16 in the vector channel.





the zero frequency limit of A(ω)/ω is always infinity, with
A(ω) = m0ω
2 it is always zero. To actually get a value for the transport coefficients, we
need to use the prior function A(ω) = m0ωa
−1. This way we can get an estimate, but
as the results show, it has a big systematic uncertainty. As we will stress in the analysis
of the ”reconstructed” correlators, the data are not really sensitive to the zero frequency
intercept, only the area of the transport peak.
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2.6 The ratio G/Grec
An alternative approach to study spectral functions was suggested in [74]. The ratio:
G (t, T )
Grec (t, T )
=
G(t, T )∫
A(ω, Tref)K(ω, t, T )dω
(2.55)
has a few advantages:
• MEM reconstruction is only needed at Tref , where we have the most data points,
and so a more reliable reconstruction. We use Nt = 28 as reference temperature.
• We can calculate this ratio even at high temperatures, where the MEM reconstruc-
tion is already unreliable.
• If the spectral function is temperature independent, then the trivial temperature
dependence of the correlators, coming from the integral kernel will drop out, and
the ratio will be G/Grec = 1.




G (t, T )−G (Nt/2, T )
Grec (t, T )−Grec (Nt/2, T ) =
=
G (t, T )−G (Nt/2, T )∫
A(ω, Tref) [K(ω, t, T )−K(ω,Nt/2, T )] dω (2.56)
This way, one can drop the zero-mode (constant) contribution to the correlators. These
have to do with transport coefficients, or (especially at very high temperatures) other low
frequency (ω ≪ T ) features of the spectral functions. If the ratio of G/Grec is different
from one, but the ratio with the middle-point subtracted correlators is not, that means
that the temperature dependence of the SFs should be well described by just a zero-mode
contribution f(T ) · ωδ(ω − 0+).
The results of such an analysis can be seen in Figs. 2.13 and 2.14. As one can see,
the results in the pseudoscalar channel are consistent with a temperature independent
SF, while the results in the vector channel show a temperature dependent zero mode/low
frequency contribution in the SF. We can also try to extract the zero mode contribution
itself by considering the difference G − Grec. This is only plotted in the vector channel,
in Fig. 2.15 (in the pseudoscalar channel it is always consistent with zero). The differ-
ence has big errors, but on the two highest temperatures it is non zero within 1σ. At
every temperature it is consistent with a time separation independent constant. With
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the ansatz A(ω, T ) = f(T )ωδ(ω − 0+) + A(ω, T0) we get f(T )T ≈ (3 ± 1.5) · 10−5 at
1.5Tc in lattice units
10. This ansatz, taken strictly, would imply a diverging diffusion
constant. However, the data do not restrict the shape of the transport peak, they are
only sensitive to the area. By using this ansatz, we do not mean to say that the diffusion
constant diverges, we simply extract that area of the transport peak. To get a diffusion
constant additional information is needed. (The width or the height of the peak, which
is too narrow to resolve at this point.) The survival of J/Ψ up to such high temperatures
is consistent with previous results in quenched and 2 flavour QCD (see eg. [49, 53, 69]).
We can now summarize the main results of this Chapter:
• Direct MEM reconstruction was performed up to a temperature of 1.3Tc. In this
range we see no clear indication of either ηc or J/Ψ melting.
• Moreover, from the MEM analysis, the positions of the first peaks are consistent
with a constant, with an error of approximately 30% at the highest temperature.
• The analysis of the ratio G/Grec was performed up to a temperature of 1.4Tc, a
slightly higher temperature than MEM. Up to this temperature range, we see no
indication of either ηc or J/Ψ melting. In fact, the pseudoscalar SF shows no
temperature dependence at all, up to our error bars.
• The temperature dependence of the vector channel spectral function is consistent
with the appearance of a temperature dependent transport peak at ω ≈ 0 and a
temperature independent part at ω > 0.
• At the current level of statistics, the diffusion constant can not be extracted, since
our reconstruction is only sensitive to the area of the transport peak.
10Since we are not using the conserved current on the lattice, but a local current, this will have a finite,
lattice spacing dependent renormalization constant of O(1). We neglect this fact, since we don’t do a
continuum limit, and the renormalization is temperature independent.
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Figure 2.13: The ratio G/Grec in the pseudoscalar(top) and vector(bottom) channels.
Error bars include both systematic and statistical errors.
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Figure 2.14: The ratio G−/G−rec in the pseudoscalar(top) and vector(bottom) channels.
Error bars include both systematic and statistical errors.
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Figure 2.15: The difference G−Grec in the vector channel at the 3 highest temperatures.
If we assume the ansatz A(ω, T ) = f(T )ωδ(ω − 0+) +A(ω, Tref) the difference is equal to
f(T )T/2. Error bars include both systematic and statistical errors.
2.7 What do we expect in the case of melting?
Even though we see no indication of melting in any of the channels, it is instructive to
see how G/Grec would look like (qualitatively) in the case of melting states. In particular,
it is important to consider the question: If the peak actually did melt, how big an effect
would that have on G/Grec? One might suspect, that the effect is quite small, because
of the experience with MEM reconstruction. For example, we have noted several times
already, that the widths of the peaks are often not well reconstructed by MEM. This
means that the Euclidean correlator is not really sensitive to the width. So, it could be,
that the width already increased considerably at finite temperature, but we just don’t see
it in the correlator. So the question is: how big an effect are we looking for? Looking at
Figure 2.13, we see that at the current level of statistics an accuracy of ≈ 2% is feasible in
G/Grec, that can improve somewhat, but if the effect we are looking for is smaller than,
say 1%, we probably won’t be able to see it in lattice simulations for quite a while. So
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with that in mind, we go on to look at some scenarios of the spectral function changing
in a variety of ways.
Let us consider a very simple model of the spectral function, the sum of a Lorentzian














Since the UV physics should be temperature independent, there should be a high ω part
in the spectral function that does not change significantly. We will assume that the
continuum contribution does not change with temperature. The melting can take place
in various forms (and the combinations thereof):
• The position of the ground state peak (m) goes up
• The width of the ground state peak (γ) increases
• The area of the peak (h) diminishes
The effect of these variations can bee seen on Figure 2.16. The most important feature to
take note of, is that the ratio G/Grec is much more sensitive to m and h, than to the width
γ. A factor of 2 change in the thermal width in this example leads to an approximately
4% change in G/Grec. That is small, but it should already be visible.
We also look at a different scenario, where the peaks are not so well separated, but
we have a comb of melting peaks (multiply Lorentzian peaks in the ansatz). Similarly as
before, the effect of the thermal width doubling should already be noticeable in G/Grec. It
seems therefore, that substantial, nontrivial changes of the spectral function should most
likely lead to G/Grec being significantly different from 1, even with our current error bars.
We also note, that the different scenarios of the ground state peak melting (Fig. 2.16)
more often than not tend to decrease G/Grec, which is the opposite of what happens when
a diffusion peak appears in the spectral function (see Fig. 2.13). If the two phenomena
occur at the same time, it is difficult to disentangle the two effects.
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Figure 2.16: Illustrating the effect of the change of the peak position, width or area. On
the left we can see the different spectral functions. On the right we have G/Grec. Here,
Grec is calculated from the black spectral function, while G is calculated from the spectral
function with the corresponding color.
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Figure 2.17: Illustrating the effect of a comb of melting peaks for 2 and 5 peaks. On
the left we can see the different spectral functions. On the right we have G/Grec. Here,
Grec is calculated from the black spectral function, while G is calculated from the spectral
function with the corresponding color.
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The static QQ¯ free energy and
screening masses
As we have seen in the previous sections, even though in principle the spectral function
contains the important physical information, calculating it directly is difficult. For this
reason, it is customary to use potential models to deduce some physical conclusions re-
garding quarkonium systems. This was already mentioned in the introduction where we
talked about the naive potential model that historically first motivated the investigations
of charmonium at finite temperature. In this section we start by giving a short introduc-
tion to the potentials proposed in the literature. This is important, because we have a
long history of mutually inconsistent definitions of the static QQ¯ potential at finite tem-
perature. Next, we discuss our results on the static QQ¯ pair free energies. These results
were published in Ref. [76].
3.1 An introduction to static potentials
3.1.1 Static potential in non-relativistic QM
The notion of a static potential in non-relativistic quantum mechanics is quite simple.




+ V (r), (3.1)
where µ = m1m2
m1+m2
is the reduced mass. In the limit µ→∞ the kinetic term vanishes and
the wave function Ψ satisfies the static Schro¨dinger equation:
i∂tΨ = V (r)Ψ, (3.2)
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which can be immediately integrated to give:
Ψ(r, t) = e−iV (r)tΨ(r, 0), (3.3)
meaning that in the static limit the only change in the wave function with time consists
in the accumulation of a phase. Analytically continuing this to Euclidean times we get
Ψ(r,−iτ) = e−V (r)τΨ(r, 0), (3.4)
meaning that we can read off the potential from the exponential fall off of the wave
function in Euclidean time. Another way to look at this is to consider the transition
amplitude:
〈r|e−iHt|r′〉 m→∞−−−→ δ(r − r′)e−iV (r)t, (3.5)
or, in the Euclidean case:
〈r|e−Hτ |r′〉 m→∞−−−→ δ(r − r′)e−V (r)τ . (3.6)
Let us also briefly discuss how things look in the second quantized formalism, but still
at zero temperature. Let us introduce two field operators φ and χ. We will think about
these as corresponding to Q and Q¯, but not in QCD, but a naive non-relativistic potential














Let us also introduce the QQ¯ correlator:
G>
(




= 〈0|χ(t, r2)φ(t, r1)φ†(0, r′1)χ†(0, r
′
2) |0〉 , (3.8)
where |0〉 is the Fock-vacuum of the fields, i.e. χ |0〉 = 0 = φ |0〉. Then, from the
Heisenberg equations of motion of the field operators, i.e. i∂tφ = [H,φ], one can deduce:




d3yχ†(t,y)V (r1 − y)χ(y)φ(r1), (3.9)
and similarly, for χ, from which one arrives (using the canonical commutation relations,
like {χ(t,x), χ†(t,y)} = δ (x− y) and the fact the |0〉 is the vacuum state) at the equation
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which is just a Schro¨dinger equation. Once again, in the infinite mass limit the kinetic
terms disappear, and the potential will lead to an accumulation of a phase in the corre-
lator. Now, unlike the formalism of the previous paragraph, this has a chance of being
generalizable to finite temperature as well. At T > 0 the quarkonium system does not
have a wave function, but the correlator exists and is well defined, as a thermal expectation
value.
3.1.2 Static potential in gauge theory at T = 0
In this subsection we will mostly follow Ref. [2]. The reason for repeating some textbook
material here is to emphasize what we mean precisely by a static quark (intuitively, it
is of course just an external charge). In pure gauge theory in the continuum Minkowski






In the canonical formalism (similarly to the case of QED) there is no conjugate momentum
for A0, and the corresponding constraint π0 = 0 is most easily solved by choosing the
temporal gauge:
A0 = 0. (3.12)




= −F a0i = F 0ia = −Eai , (3.13)



















Now, the important point is that the Gauss-law:
DiEi = 0, (3.16)
is not part of the Hamiltonian equations, it has to be imposed as an initial condition. It
is then valid for all times because ∂0(D
iEi) = 0 follows from the equations of motion.
Now, if we consider the coordinate representation wave functional ψ [A], i.e. a func-
tional of the gauge fields at time zero, then the electric field becomes an operator acting
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Figure 3.1: The Wilson loop CRT .
on the wave functional as i δ
δAia
, and the quantity in the Gauss-law DiEi becomes the
generator of local gauge transformations acting on the wave functional. Thus the Gauss-
law, which expresses the absence of external charges, is equivalent to the gauge invariance
of the wave functional. In order to introduce external charges, we have to consider non-
invariant wave functionals. If the wave functional transforms according to the fundamental
representation of the gauge group:
ψα → Λαβ(x)ψβ, (3.17)
then the divergence of E acts on these wave functionals as:
DiEai = gT
aδ(3)(x). (3.18)
This is what we call a static quark. A state with a static quark at x and a static antiquark
at y transforms as:
ψαβ → Λαγ(x)Λ−1δβ (y)ψαβ. (3.19)
Because of the gauge invariance of the Hamiltonian, states with different configurations
of static charges completely decouple, meaning that states with a static quark at x and
a static antiquark at y form a Hilbert space of their own Hxy. We can then define the
static quark potential as:
V (R = |x− y|) = minHxy 〈H〉 . (3.20)
On a Euclidean lattice, the above considerations can be repeated, but the wave function
will depend on the link variables U , not the continuum gauge fields A at time zero. We
can give the recipe for computing the potential on the lattice, as the logarithm of the
Wilson loop for large T time extents (see Fig. 3.1):




ln 〈0|Tr (U (CRT )) |0〉 (3.21)
It does not take long to derive this result. For any state Ψ ∈ Hxy we have after inserting
a complete set of states:





|〈0xy|Ψ〉|2 e−TV (R), (3.22)
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where |0xy〉 is the ground state of Hxy, procided that the overlap 〈0xy|Ψ〉 is not zero.
Notice, that this equation is analogous1 to eqs. (3.4) and (3.6). Now, if we choose a test
function in Hxy:
Ψαβ[U ] = Uαβ(x,y)Ω[U ], (3.23)
where U(x,y) is the parallel transporter for a straight path between x and y, and Ω[U ] is
the gauge invariant vacuum wave function, and we use the lattice version of the temporal
gauge which makes the time-like transporters 1, we have:
〈Ψ| e−TH |Ψ〉 = 1
Z
∫





DU Tr (U (CRT )) e−S = 〈0|Tr (U (CRT )) |0〉 ,
(3.24)
which is exactly what we wanted to show.
3.1.3 Real-time static potential at T > 0
Generalizing the previous result to finite temperature is not straightforward. As we have
already argued in the case of non-relativistic QM, the considerations with the wave func-
tion cannot be directly generalized to finite temperature. However, similarly to equation
(3.10), we can look at the Schro¨dinger equation satisfied by thermal correlators (if there











(t > 0), (3.25)
where the operator MR(t) is defined as:
MR(t) = Q¯(x)ΓU(x, y)Q(y), (3.26)
where the coordinate four-vectors are taken at the same time: x = (t,x) and y = (t,y),
the space-like separation is R = |x− y|, U is a parallel transporter, and Γ is some γ matrix
depending on the channel. This is then analogous to to operator defined in equ. (3.8) in
the case of non-relativistic quantum mechanics. The difference is that for relativistic fields
1There is an important difference, so it is not a complete analogy. In non-relativistic QM the position
eigenstate |r〉 is an eigenstate of the Hamiltonian in the M → ∞ limit. This is not true to our test
function, but we can still use it to project out the energy we are interested in. A more complete analogy
would be there if we considered the state |r〉, but at a finite mass M . In this case the propagation
amplitude would not simply be (3.6), but we would have 〈r|e−HT |r′〉 T→∞−−−−→ δ(r − r′) 〈r|0〉 〈0|r′〉 e−E0T .
instead.
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Q and Q¯ are not described by independent fields and that we have introduced a parallel
transporter to respect gauge invariance. Ref. [77] proposed the following definition of the
static potential at finite temperature. Assume that in the static quark limit
(i∂t − V (t, r, T ))G>(t, r, T )M→∞ = 0, (3.27)
where we have dropped the superscripts MRM
†
R. Calculate G>(t, r, T ) in some approxi-
mation, then plug it into this formula to calculate:
V (t, r, T ) =
(
i∂tG>(t, r, T )




Note, that whatever G> is, this can always be done, so equation (3.27), that says the
correlator in the static quark limit satisfies a Schro¨dinger equation just gives the definition
of V , equ. (3.28). To go on, one needs an additional assumption for the case of a finite,




− V (t, r, T ))G>(t, r, T )M=heavy, finite = 0, (3.29)
This assumption is far from trivial, and in fact has not been systematically derived from
QCD with well defined approximations so far. Still, it is the best guess we have of a good
potential model of quarkonia at finite temperature. If a potential model is really adequate
for the thermal correlator, there is a good chance that this is how the potential has to be
computed. We can also see that equ. (3.28), as a definition of the static potential, does
not bypass our greatest difficulty in calculating the quarkonium spectral functions. Since
it is defined in terms of real time quantities, it needs analytical continuation, just like the
direct determination of spectral functions does, it is just that the correlator we have to
analytically continue is different, and is defined in the infinite quark mass limit. Ref. [77]
also noted that the real time static potential defined this way is complex, after calculating
the late time behavior of the correlator G> in hard thermal loop approximation at high
temperature.
Let us try to motivate this statement about the imaginary part of the real time potential
in general terms. Let us call eigenstates of the Hamiltonian without heavy quarks or
antiquarks |n〉, with eigenvalue En, and eigenstates with a heavy quark-antiquark pair
separated by a distance R, with eigenvalue En′(R) |n′;R〉. Clearly, the operatorMR, when
acting on an energy eigenstate of type n can be expanded on the energy eigenvectors as:
M †R |n〉 =
∑
m′
An,m′ |m′;R〉 , (3.30)
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Figure 3.2: A sketch of the density of states vs the Boltzmann weight.
where the An,m′ are some complex coefficients. Let us expand the correlator G> in the
energy eigenbasis. Here we make the following approximation: Since we are interested in
T ≪M , no states of type |n′;R〉 have to be put next to e−βH , since they are suppressed






〈n|e−βHeiHtMR(0)e−iHtM †R(0)|n〉 . (3.31)
Next, we put in a complete set of states, and use that (as we discussed previously) the
sectors of the Hilbert space with no heavy quarks is orthogonal to the sector with a heavy
Q¯Q pair at distance r, also this sector is orthogonal to the sector with a heavy Q¯Q pair












∣∣∣〈n′;R|M †R|n〉∣∣∣2 . (3.32)
Consider first T → 0. In this case the sum over n is dominated by the ground state
n = 0. The sum over n′ has many states, however the excited states lead to a more
rapid oscillation than the ground state (of this subspace), so the static potential can be
unambiguously defined as the smallest oscillation frequency, irrespective of the operator
MR chosen (irrespective of the path we use for the parallel transporter). The motion
remains periodic, or coherent, at all times, given that only the discrete part of the string
spectrum is excited. At T > 0 however, the sum is not trivial. For any given n′, the
contributions with n > 0 make the oscillations slower. How they do that exactly depends
of the matrix elements of MR. If some state n dominates the sum, then the oscillation
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frequency will be reduced from En′(R) − E0 to En′(R) − En. This phenomenon can be
referred to as screening. Now, at high temperatures, say T > 2mπ scattering states will
also be excited. The density of states will rapidly increase in this case, and we may expect
to find a kind of ”resonance”, the density of states ρ˜ will be rapidly increasing, while e−βEn
will be rapidly decreasing. The product can have a peak in this case. This is illustrated
in Fig. 3.2. We model this peak by a Breit-Wigner form, then the sum over n is given by













K(n′, R, T )
(En − ǫ(n′, R, T ))2 + γ2(n′, R, T )
∝ exp (iǫ(n′, R, T )t− γ(n′, R, T )t) . (3.33)
We observe that apart from the energy shift, represented by ǫ, the absolute value of the
correlator also decreases. This means that the static potential has an imaginary part.
This can be referred to as decoherence. In the finite temperature case, both screening
and decoherence are dependent on n′, R, T and the choice of the operator MR. To
summarize: at finite temperature the real-time static potential should have an imaginary
part, but both the real and the imaginary part depends on the choice of the operatorMR.
Also, whatever the choice of the operator we make, to get the potential we have to do
an analytic continuation. An attempt at such an analytic continuation with MEM from
quenched lattice data is performed in Ref. [78].
3.2 Static quark free energy
We have seen, that the determination of the spectral functions, both directly and with
potential models, runs into the great difficulty of analytic continuation. It is therefore
useful, to consider a related, but simpler problem, the determination the excess free energy
we get by inserting two static quarks in the plasma. This is not the potential governing
the time evolution of the correlator defined in the previous section, since it is real. It is
however a well defined gauge-invariant quantity, and it carries non-trivial information on
the confinement properties of the medium, and unlike the real-time potential, it can be
effectively calculated on the lattice. We briefly review the derivation of the free energy
expressed from the Polyakov-loop, first proposed in Ref. [79]. The excess free energy for
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〈s|e−βH |s〉 , (3.34)
where the summation runs over states |s〉 containing a static quark at r and static anti-
quarks at r′. Let us introduce the operators Qa(t, r)
† and Qa(t, r) creating and eliminating
the static quarks with color index a and space-time position x = (t, r), and let us denote










































































where |s′〉 denotes states without static quarks. This can be further simplified by utilizing




∂t − gA0(t, r))Q(t, r) = 0, (3.36)
where A0 is a Lie-algebra valued variable. Integrating this equation, we have:

















〈s′|e−βH TrL(r) TrL†(r′)|s′〉 = 〈TrL(r) TrL†(r′)〉 (3.39)
This is the main formula for our determination of the free energy. The lattice version of
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Figure 3.3: The Polyakov loop, measured at two different point in 3-space gives the
correlator, from which we can calculate the static QQ¯ pair free energy.
After calculating this the gauge invariant Q¯Q free energy is given by:






This derivation can be repeated for any number of static quarks, the free energy of n
static quarks is given by the expectation value of n Polyakov loops. We finish this section
with two comments:
• The so-called singlet and octet free energies have been proposed [80, 81, 82, 83, 84],
as a decomposition of the free energy. It was customary to use the singlet free energy
as input for potential models, with the single free energy being:
F1 = −T ln (Tr (L(r)L(0))) . (3.42)
The problem is that this is not gauge invariant, therefore extracting physical infor-
mation from it is not straightforward [85].
• The relation between the free-energy and the potential to be inserted in a Schro¨dinger
equation remains an open question. Thus, the effective potential has been identified
alternatively with the Q¯Q free energy [86, 87], the internal energy [88, 89] or even
with a linear combination of both [90, 91], leading to different dissociation tem-
peratures for the J/Ψ, depending on the choice made. None of these choices can
be the potential governing the time evolution of the real time correlator however,
since they contain no imaginary part. After this was realized by the community,
one approach became identifying the free energy with the real part of the poten-
tial [92]. This hypothesis is probably not true in general, as shown by the explicit
perturbative calculation in Ref. [93]. Even though these different potential model
calculations contain input from the lattice, none of them are derived from QCD
itself. Calculations using the real-time static antiquarks potentials can be found in
Refs. [77, 94].
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• We also note that the literature sometimes includes a factor of 1/Nc = 1/3 in the
definition of the Polyakov loop. This would lead to an additional term in the single
static quark free energy that is linear in the temperature.
3.2.1 Simulation details
The simulations were performed by using the tree level Symanzik improved gauge, and
stout-improved staggered fermion action, that was used in [95]. We worked with physical












Figure 3.4: Number of the analyzed lattice configurations.
Compared to previous investigations of the Polyakov loop correlators by the Budapest-
Wuppertal group, reported in the conference proceedings [96], here we used finer lattices,
namely we carried out simulations on Nt = 12 and 16 lattices as well as on Nt = 6, 8, 10
lattices. Our results were obtained in the temperature range 150 MeV≤ T≤ 450 MeV. We
use the same configurations as in Ref. [7] and [97]. Figure 3.4 summarizes our statistics.
3.2.2 Renormalization procedure and continuum extrapolation
After measuring the Polyakov loop correlator C(r, T ) at T = 1/(Nta) temperature, we
computed the unrenormalized free energy according to FQ¯Q = −T lnC(r, T ). The a(β)
function was taken from the line of constant physics, along which we kept the ratios of
the physical values of mπ, fK and mK fixed at zero temperature. Detailed description of
the determination of the line of constant physics can be found in Ref. [97].
Approaching the continuum limit, the value of the unrenormalized free energy diverges.
In order to eliminate the additive divergence of the free energy renormalization is needed.
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There are various proposals in the literature for this renormalization procedure:
• Earlier works [81, 82, 83] matched the short distance behavior to the T = 0 static
potential. This is wrong. While it is certainly true, that UV physics should be
temperature independent, this is an asymptotic statement, and therefore leaves the
renormalization constant undefined. The reason for that is very simple: 1/r is
asymptotic to 1/r + C as r → 0 for any constant C, so C cannot be determined
from such an asymptotic matching.
• A more precise definition is to require that the T = 0 potential (calculable from
the Wilson loop) vanishes at some distance [98, 96]. Although this is a correct
procedure, it requires a precise determination of the potential at T = 0. This makes
the extension of the temperature range of the continuum extrapolation exceedingly
difficult, as it requires T = 0 simulations at lots of different values of the gauge
coupling β, and the determination of the Wilson loop in the limit of large temporal
size.
• Here, we use a renormalization procedure based entirely on our T > 0 data, similarly
to Refs. [99] and [15]. The data contains a temperature independent divergent
part from the ground state energy. The difference between the value of free energies
at different temperatures is free of divergences. We will argue, that this procedure
is not only more efficient computationally (as no T = 0 determinations of the
Wilson loop are needed), but also allows for the extension of the temperature range
for the continuum extrapolation. In an earlier paper of the Budapest-Wuppertal
collaboration [15], this prescription was adopted for Wilson fermions, where it is
more straightforward to implement. In this work, we introduce an implementation
of this prescription, that is suited for staggered fermions.
We define the renormalized free energy as:
F renQ¯Q (r, β, T ;T0) = FQ¯Q(r, β, T )− FQ¯Q(r →∞, β, T0), (3.43)
with a fixed T0. This renormalization prescription corresponds to the choice that the free
energy at large distances goes to zero at T0. For Wilson fermions, where the temperature
is usually controlled by Nt, and the the continuum limit by the gauge coupling β the
implementation of this prescription is straightforward: at each β only one interpolation
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is needed, in temperature, to the reference temperature T0. For staggered fermions, the
temperature is usually controlled by the gauge coupling β, and the continuum limit by
Nt. However, the subtraction (3.43) still has to be done at fix β, and not at fix Nt, which
makes the implementation of the renormalization prescription more complicated. We will
perform it in two steps.
Since the divergence in the free energy is independent2 of r, it is sufficient to remove it
in the r →∞ limit. Because of the cluster decomposition principle, this limit corresponds
to twice the single heavy quark free energy. Therefore in the first step we renormalize the
single static quark free energy, which satisfies:
2FQ(β, T ) = FQ¯Q(r →∞, β, T ) = −T log |〈TrL〉|2 . (3.44)
We define its renormalized counterpart as:
F renQ (β, T ;T0) = FQ(β, T )− FQ(β, T0). (3.45)
In the second step the full renormalized Q¯Q free energy can be written as:
F renQ¯Q (r, β, T ;T0) = F˜Q¯Q(r, β, T ) + 2F
ren
Q (β, T ;T0), (3.46)
where
F˜Q¯Q(r, β, T ) = FQ¯Q(r, β, T )− FQ¯Q(r →∞, β, T ) = FQ¯Q(r, β, T )− 2FQ(β, T ), (3.47)
Note, that this second step of the renormalization procedure is completely straightfor-
ward to implement, at each simulation point in Nt and β we just subtract the asymptotic
value of the correlator, that can be computed simply from the Polyakov loop. Doing the
renormalization in two steps like this has a technical reason that will be explained shortly.
Let us also mention that the Polyakov loop correlator behaves similarly to baryon
correlators in imaginary time3: at large values of r we can get negative values of C at
some configurations, even though the ensemble average should in principle be positive
definite. For this reason, it is highly desirable to use gauge field smearing which makes
for a much better behavior at large r, at the expense of unphysical behavior at small r.
2This is equivalent to the statement, that once we renormalize the Polyakov-loop itself, there is no
additional renormalization needed for the correlator of Polyakov-loops.
3They both have a (mild) sign problem.
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Nt=8     β=3.94
HYP smearing
No smearing
Figure 3.5: The smeared and unsmeared free energies at a given β and Nt, after the first
step of the renormalization procedure.
For this reason, we measured the correlators both without and with HYP smearing. We
expect that outside the smearing range (i.e. r ≥ 2a) the two correlators coincide. This
is supported by Figure 3.5. Therefore we use the smeared correlators for r ≥ 2a and the
unsmeared ones for r < 2a.
Single heavy quark free energy
First, we discuss the implementation of the renormalization of the single heavy quark
free energy, equation (3.45). Notice that if we implemented the renormalization condition
(3.43) directly, then we would just need to subtract 2FQ(β, T0) from the unrenormalized
free energy, so at first sight it looks like we are doing some unnecessary rounds by doing this
in two steps. What we gain by this is that we can extend the temperature range, at which
we can do the continuum limit. To understand this statement let us look at Figure 3.6
(top). The dotted black symbols are bare values of 2FQ at given values of Nt and β. The
colored symbols are interpolations of these curves, in β to the value of β0 corresponding
to the temperature T0 at each Nt. If we take for example T0 = 200MeV, corresponding
to the green line in the figure, this gives us 5 points from the curve FQ(β, T0). According
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to equation (3.45) this is what we have to subtract from the bare free energy at this
value of β to get the renormalized single quark free energy. The disadvantage of the
green curve, is that the β range it covers is rather limited. So, if we want to be able
to make a continuum limit from say the Nt = 8, 10, 12 lattices, the temperature range
we can cover is rather limited as well. The lowest temperature we will be able to do a
continuum limit at will be (6/8)× 200MeV = 150MeV, and the highest temperature will
be (16/12) × 200MeV = 266MeV. To do a continuum limit at higher temperatures, we
need the FQ(β, T0) curve at higher values of β, and at first, it looks as like that would
need runs at higher values of Nt. This is not computationally feasible, but there is a
simple trick to extend the temperature range. Clearly, if we call the continuum limit of
the single quark free energy
F renQ (T ;T0) = lim
β→∞
F renQ (β, T ;T0), (3.48)
then, for any value of T :
F renQ (T ;T0)− F renQ (T ;T1) = F renQ (T1;T0) (3.49)
is just a number4. We can use this fact to extend the temperature range of the continuum
limit by using different values of T0, that is different renormalization prescriptions, and
shift them together by the value of the RHS of equ. (3.49). This is the procedure that
we will follow.
To implement equation (3.45), we first calculate FQ(β,Nt) or equivalently FQ¯Q(r →
∞, β,Nt) from equation (3.44). Then at each Nt we interpolate to the β value corre-
sponding to the temperature T0, giving us some points of the function FQ(β, T0). Finally,
we interpolate these FQ(β, T0) points in β, obtaining the final curve we can use for the
renormalization. This procedure is illustrated in Figure 3.6 (top). When doing this inter-
polation we take into account the error on the data points of FQ(β,Nt) via the jackknife
method. The statistical errors of the single quark free energy are very small, meaning that
the interpolation method gives a comparable error to the final interpolated value. We es-
timate the systematic error of the interpolations by constructing different interpolations.
For interpolations of the FQ(β,Nt) curves we use linear and cubic spline interpolations
(for each value of Nt), and for the interpolation of FQ(β, T0) we use different polynomial
4This statement is only true in the continuum. At finite lattice spacing there is also a lattice spacing
dependent artifact in this difference.
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interpolations (order 1,2), cubic spline and barycentric rational function interpolation. In
total this means 25 × 4 = 128 different interpolations, then for interpolating the bare FQ
we use spline and linear interpolations, so for the final renormalized values we have in
total 128× 2 = 256 different interpolations. All interpolations are taken to have the same
weight. We use the median of this as the estimate, and the symmetric median centered
68% as the 1σ systematic error estimate [100]. The statistical and systematic errors turn
out to be of the same order, and are then added in quadrature.
After doing this procedure, the β range in which we can interpolate the FQ(β, T0) curve
is limited, therefore, the temperature range where we can do the continuum extrapolation
is limited. To extend the temperature range where we can calculate the single heavy
quark free energy, we use the fact that the single heavy quark free energies at different
temperatures differ only by an additive constant in the continuum. Therefore we use
different values of T0 to do the continuum extrapolation, and shift all those curves to
the position of the 200MeV curve. We used 5 different values of T0, namely, 170 MeV,
200 MeV, 240 MeV, 320 MeV, and 390 MeV. The results of this analysis can be found
in Figure 3.6 (bottom). For the continuum limits, we use the Nt = 8, 10, 12 lattices, that
are available at all temperatures. We use the Nt = 16 lattice to estimate the systematic
error of the continuum extrapolation, where it is available. If:
d1 = |cont. lim.(8, 10, 12)| − |cont. lim.(8, 10, 12, 16)|
d2 = |cont. lim.(8, 10, 12)| − |cont. lim.(10, 12, 16)| ,
then the systematic error of the continuum extrapolation is taken to be max (d1, d2).
Where the Nt = 16 lattices are not available, we approximate the relative systematic
error by the average of the systematic errors at the parameter values where we had the
Nt = 16 lattices available. This corresponds to an error level of approximately 10%.
The systematic and statistical errors of the continuum extrapolations are then added in
quadrature. The linear fits of the continuum limit extrapolations all have good values of
χ2.
Finally, we mention that the determination of the continuum limit of the Polyakov loop,
or equivalently, the single static quark free energy is already available in the literature.
For two recent determinations of the Polyakov loop see Refs. [7, 101]. The difference is
that here we take the continuum limit at significantly higher temperatures.
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final curve for 200MeV
Figure 3.6: Top: Determining FQ(β, T0) for different values of T0 with interpolation. The
bare 2FQ values for different values of Nt are the black symbols. The colored symbols
correspond to different fixed T0 values for each Nt. The colored lines are interpolations
between these points in β. Bottom: 2F renQ (T ;T0) values in the continuum, calculated
for different values of T0. For the final curve, all of the curves have been shifted to the
position of the T0 = 200MeV curve. The errors of each piece decrease as we approach
the corresponding T0. For the final curve, we used linear error propagation, assuming
independent errors. We also mention that calculating the continuum limit of 2F renQ (T ;T0)
without HYP smearing leads to results consistent with the one presented here.
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Heavy Q¯Q pair free energy
Next, we turn to the determination of F˜Q¯Q defined in equation (3.47). This quantity
is UV finite, and goes to 0 as r → ∞. Similarly to the single quark free energy, the
determination of F˜Q¯Q at a given value of T and r requires two interpolations. At first we
are given F˜Q¯Q at several values of T , at each T we have a different value of the lattice
spacing. If we want to know the value of F˜Q¯Q at (T, r) = (T
∗, r∗) at some value of Nt,
first we do an interpolation in the r direction to the value r∗ at each given T , then we do
an interpolation in the T direction, where the node points for the interpolations are the
interpolated values in the previous step. The statistical error then can be estimated by
constructing these interpolations for every jackknife sample. For systematic error estima-
tion we try different interpolations in the r and T directions. In the r direction we have:
polynomials of order 1,2,3,...,7 and a cubic spline, in the T direction we have polynomials
of order 1,2,3 and cubic spline. This is in total 4 × 8 = 32 different interpolations. Just
as before, we use the median of these values as the estimate, and the symmetric median
centered 68% as the 1σ systematic error estimate. Like in the case of the single heavy
quark free energies, the statistical and systematic errors turn out to be of the same order,
and are then added in quadrature.
Next, we do the continuum extrapolation. Here we also take a similar approach as
in the previous subsection. For the continuum extrapolations, we use the Nt = 8, 10, 12
lattices, that are available at all temperatures. We use the Nt = 16 lattice to estimate
the systematic error of the continuum extrapolation, exactly like before. Also, where the
Nt = 16 lattices are not available, we estimate the systematic error, as in the previous
section, by the average of the systematic error at the points where we do have Nt = 16
lattices (approximately 7%). The linear fits of the continuum limit extrapolations all
have good values of χ2. Figure 3.7 shows a few examples of continuum extrapolations at
various temperatures and distances.
Next, we add the values of 2FQ, determined in the previous subsection, and visible in
Figure 3.6 to the free energy values to obtain the final results in Figure 3.8 (errors are
added in quadrature). Note, that the Nt = 6 lattices were only used in the whole analysis
to extend the β range of the renormalization condition for the single quark free energy.
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Figure 3.7: Cut-off effects in the free energy. On the top, we see an illustration of the
continuum extrapolation of the renormalized single heavy quark free energy, with T0 =
200 MeV, at different temperature values. As can be seen from a closer inspection of this
figure, the cut-off error in this quantity, at these lattice spacings is approximately 5−10%.
On the bottom, we can see a continuum extrapolation of F˜Q¯Q(r, β, T ) = FQ¯Q(r, β, T ) −
FQ¯Q(r →∞, β, T ) at T = 300 MeV, for different values of r. Cut-off effects have a similar
magnitude here as well.
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Figure 3.8: Continuum values of the static Q¯Q free energy at different temperatures.
Note that the curves seem to tend to the same curve as r → 0, corresponding to the
expectation that UV physics is temperature independent.
3.3 Screening masses
In the following, we will study the large r behavior of the correlator of Polyakov loops.
We start by defining two screening masses, that can be extracted from this large distance
behavior.
3.3.1 Non-perturbative definition
Let us first summarize what is known perturbatively about the correlator of Polyakov
loops:
• The leading order term to the correlator of Polyakov loops is a two gluon exchange
diagram. It was first calculated at next-to-leading order in the dimensionally re-
duced effective theory (EQCD3) [102]. This effective field theory assumes the scale
hierarchy T ≫ 1/r ∼ mD, where mD ∼ gT is the Debye-mass, defined as a pole in
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the gluon propagator. The result looked parametrically like:
C(r, T ) ∼ e
−2mD
r2
(T ≫ 1/r ∼ mD), (3.50)
where the factor of two before the Debye mass comes from 2 gluon exchange. This
result can be interpreted, due to the assumed hierarchy of scales, as an intermediate
distance behavior at very high temperatures. Note, the mD can only be calculated
to leading O(gT ) order in perturbation theory, as perturbation theory breaks down
at O(g2T ) order because of infrared divergences.
• A calculation in the magnetic regime, i.e. the effective field theory MQCD3, as-
suming mD ≫ 1/r was done in Ref. [103]. Here it was understood, that 3.50 is
not the correct asymptotic behavior at r →∞, and that at large r, the exponential
decay of the Polyakov loop correlator is dominated by a magnetic screening mass:
C(r, T ) ∼ e−mM r/r (T ≫ mD ≫ 1/r), (3.51)
The magnetic mass is parametrically mM ∼ g2T , but the coefficient can not be
calculated perturbatively, it is essentially non-perturbative, and corresponds to a
glueball mass in the 3D effective field theory. Figure 3.9 shows examples of dia-
grams, that indirectly couple the Polyakov-loop correlator to magnetic gluons. The
dominance of magnetic screening at large distances was confirmed by 2 flavour lat-
tice simulations (using a somewhat heavy pion) in [104].
• A perturbative calculation at NNLO, assuming the scale hierarchy 1/r ≫ T ≫
mD ≫ g2r , can be found in Ref. [93].
• Ref. [93] also examines the problem with effective field theory techniques in other
regimes of the parameters. In particular, after integrating out just the scale 1/r, it
argues, that the short distance behavior of the correlator, when g
2
rT
≫ 1 is 1/r.
For our purpose, the most important of these results is [103], for the following reason: To
fit the correlation lengths in a lattice calculation, one needs the large r behavior, which is
essentially non-perturbative, even at high temperatures. The reason is simple: even in the
weak coupling limit, at distances larger than (g2T )−1 the physics of magnetic screening
becomes dominant.
A related fact is that - as I already mentioned - for the gluon self-energy, perturbation
theory itself breaks down at the O(g2T ) order because of infrared divergences. This term
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Figure 3.9: Examples of Feynman diagrams that indirectly couple magnetic gluons with
the Polyakov loop correlator. The diagram on the left is already present in QED. The
diagram on the right shows an even more direct coupling with magnetic gluons. This
diagram is only present in nonabelian gauge theories. The presence of diagrams such as
these leads to the fact that, even though the Polyakov-loop correlator does not couple
directly to magnetic gluons, its large distance behavior is nevertheless dominated by them.
contains contributions from magnetic gluons. Therefore, the perturbative definition of a
screening mass, as a pole in the gluon propagator, is of limited use, since perturbation
theory itself breaks down ([105]). It is better to define the screening masses as inverse
correlation lengths in appropriate Euclidean correlators. In order to investigate the effect
of electric and magnetic gluons separately, one can use the symmetry of Euclidean time
reflection5 [105], that we will call R. The crucial property of electric versus magnetic
gluon fields A4 and Ai is that under this symmetry, one is intrinsically odd, while the
other is even:
A4(τ,x)
R−→ −A4(−τ,x), Ai(τ,x) R−→ Ai(−τ,x) (3.52)
Under this symmetry the Polyakov loop transforms as L
R−→ L†. One can easily define
correlators that are even or odd under this symmetry, and thus receive contributions only
from the magnetic or electric sector, respectively [105, 104]:
LM ≡ (L+ L†)/2 (3.53)
LE ≡ (L− L†)/2. (3.54)
5This is equivalent to real time TC, meaning that this definition is only useful in theories where this
symmetry holds. This does not include the electroweak sector of the standard model, or QCD at finite
chemical potential.
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We can further decompose the Polyakov loop into C even and odd states, using A4 C−→ A∗4
and L
C−→ L∗ as:
LM± = (LM ± L∗M)/2 (3.55)
LE± = (LE ± L∗E)/2. (3.56)
Next, we note that TrLE+ = 0 = TrLM−, so the decomposition of the Polyakov loop
correlator to definite R and C symmetric operators contains two parts6. We define the
magnetic correlation function as:













and the electric correlator as7:






Then, from the exponential decay of these correlators, we can define the magnetic and
electric screening masses. Note that with our definition TrLM+ = ReTrL and TrLE− =
i ImTrL , and:
C(r, T )− C(r →∞, T ) = CM+(r, T ) + CE−(r, T ), (3.59)
from which it trivially follows that if the magnetic mass screening mass is lower than the
electric mass, we will have C(r, T ) − C(r → ∞, T ) asymptotic to CM+(r, T ) as r → ∞,
or equivalently, the highest correlation length in C equal to that of CM+.
As for the asymptotic form of these correlators, similar arguments apply as with the
full Polyakov loop correlator. In the high temperature limit the asymptotic behavior will
be dominated by a glueball mass in the 3D effective Yang-Mills theory [105, 103], but
because of the symmetry properties, the quantum numbers carried by the glueballs will











6Note that the Polyakov loop correlator does not overlap with the R(C) = +(−) and R(C) = −(+)
sectors. To access these sectors, other operators are needed.
7Here our definition differs from that used in [104] in a sign.
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to extract screening masses, noting that the ansatz in principle is only motivated at high
temperatures, where the effective field theory applies. Nevertheless we find that even
close to Tc the ansatz describes the large r tails of our lattice data well.
Note, that the correlation lengths (or screening masses) extracted this way are directly
related to the static Q¯Q free energy. Since as we will see mM < mE, the magnetic screen-
ing mass determines the long distance behavior of the free energy.
Let us make one last comment. As we already mentioned, the leading weak coupling
behavior of the Debye mass can be calculated from one-loop thermal perturbation theory.
Subleading corrections depend on nonperturbative g2T scale physics. Now, in the weak
coupling regime, screening masses in the different R odd symmetry channels are only
different by these O(g2T ) nonperturbative amounts. At asymptotically high temperature,
these masses should approach each other. At not asymptotically high temperatures, it
is a matter of convention which of these inverse correlation lengths is called the Debye
mass. I do not commit to the channel calculated here, and therefore I do not call the
electric screening mass calculated here a Debye mass. Also, from dimensionally reduced
effective field theory simulations [106] it seems that the longest correlation length is not
in this sector, but in R(C) = −(+).
3.3.2 Lattice determination
We continue with the discussion of the electric and magnetic screening masses obtained
from the correlators (3.57) and (3.58). For this analysis we only use lattices above the
(pseudo)critical temperature, since that is the physically interesting range for screening.
Next, we mention that for this analysis, we only use the data with HYP smearing, since
we are especially interested in the large r behavior. Before going on to the actual fitting
procedure of the screening masses let us first illustrate some simple relations, with the raw
lattice data of the electric and magnetic correlators. First is that the screening masses in
both channels are approximately proportional to the temperature. This can be seen on
Figure 3.10. The next observation is that the electric screening mass is larger than the
magnetic one. This can be seen on Figure 3.11. Both of these facts are expected to hold
at high temperatures, from the dimensionally reduced effective theory, but these lattice
results suggest that they hold at lower temperatures as well.
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Figure 3.10: Illustrating that the screening masses are approximately proportional to the
temperature. Since the x axis of this plot is rT , if one assumes a Yukawa form of the
correlator, then the slopes of these curves are just mM/T and mE/T respectively. The
fact that the graphs are approximately parallel straight lines suggests that these ansatzes
are approximately correct, and that the masses are approximately proportional to the
temperature.
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Figure 3.11: Illustrating mE > mM with the lattice data at Nt = 12 and T = 233 MeV
(323 lattices with HYP smearing). It can be clearly seen that the electric correlator
drops faster. To lead the eye, we included on the plot the Yukawa fits to the tails of the
correlators.
3.3.3 Correlated fitting and continuum extrapolation
Next, we turn to the actual determination of the screening masses. So far there has been
one determination of electric and magnetic screening masses on the lattice using the non-
perturbative definition given by Ref. [105]. That study used 2 flavours of Wilson fermions
with a somewhat heavy pion, and did not attempt a continuum extrapolation [104].
The basic strategy of the determination of the screening masses is as follows: first we
perform fits using the ansatz (3.60) and (3.61) at finite lattice spacing, then we carry out
a continuum extrapolation of the screening masses. We first discuss the fitting procedure.
Since the masses are expected to be proportional to the temperature, the natural distance
unit in this problem is rT . This is confirmed by Figure 3.10. We therefore give limits on
the range of the fits in these units. For the correct determination of the screening masses,
special care is needed in the choice of the fit interval. To find the proper minimum rT
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value of the fits, we use hypothesis testing, similar to that in Ref. [16]. If the fits are good,




(Cfiti − Cdatai )C−1ij (Cfitj − Cdataj ), (3.62)
should have a χ2 distribution, with the appropriate degrees of freedom. Here Cij is the





Probability density of χ2
)
(x)dx, (3.63)
should have a uniform distribution on [0, 1]. If we fix the range of all the fits in rT units,
each fit (at some value of Nt and β) gives one pick from a supposed uniform distribution
in Q. This is equivalent to having multiple picks from the same uniform distribution. We
will test this hypothesis with a Kolmogorov-Smirnov test [40] for the uniform distribution.
Here one determines the maximum value of the absolute difference between the expected
and measured cumulative probability distributions. This is then used to define a signif-
icance level or probability that the measured distribution can indeed be one originating
from the expected uniform distribution. These probabilities are listed in Table 3.1. We
will only use value of (rT )min where the Kolmogorov probability is at least 0.3. This test
tells us, that for systematic error estimation, we will have, for the magnetic correlator
(rT )min going from 0.465 to 0.61, and for the electric correlator we have (rT )min going
from 0.35 to 0.43. (rT )max was fixed in both cases
8.
At this point we mention that for the continuum limit we will not use the Nt = 16
lattices, because the mass fits there have huge error bars. Nevertheless, when the con-
tinuum limit is done, we will see that the values of the masses at the Nt = 16 lattices
are consistent with the continuum estimates. Also, if we use them, we get the same re-
sults, because they do not give a contribution to the continuum limit, due to the big errors.
Now that we have estimated the proper rT range of the fits, we go on to the fitting
of the masses. The results of the fits at different values of Nt can be seen in Figures
8Increasing (rT )max results in a less precise covariance matrix and correspondingly, somewhat worse χ
2
values, but consistent screening masses. For example, if for the magnetic correlator we choose (rT )max = 1
instead of 0.9, the final value of the Kolmogorov-Smirnov probability in Table 3.1 will not be 96%, but
38% instead. Nevertheless the growing trend in the probabilities will be the same. Also, we will get the
same results within uncertainties.
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Correlator type (rT )min (rT )max Pr (KS, uniform)
Magnetic 0.43 0.9 0.007
Magnetic 0.45 0.9 0.016
Magnetic 0.465 0.9 0.30
Magnetic 0.5 0.9 0.38
Magnetic 0.61 0.9 0.96
Electric 0.3 0.65 3 · 10−7
Electric 0.32 0.65 0.018
Electric 0.35 0.65 0.31
Electric 0.43 0.65 0.94
Table 3.1: Hypothesis testing, using fits at all values of Nt = 8, 10, 12 and all values
of β. This means 33 sampled values in total, with fixed values of the low range of the
fit (rT )min. One can see a rather sharp increase in the probabilities for the magnetic
correlator at (rT )min = 0.465 and for the electric correlator at (rT )min = 0.35. This table
justifies our choice for the ranges of (rT )min values used in our systematic error estimation.
3.12 and 3.13. The systematic errors come from changing the lower limit of the fit, in
the case of the magnetic correlator, from (rT )min = 0.465 to (rT )min = 0.61, and in the
case of the electric correlator, from (rT )min = 0.35 to (rT )min = 0.43. The results coming
from different values of (rT )min are weighted using the Akaike Information Criterion(AIC)
[107]. The median of the weighted histogram gives the central value, and the central 68%
the systematic error estimate. Note that using the Q values as weights or uniform weights
gives a very similar result. The statistical error comes from a jackknife analysis with 20
jackknife samples. The two errors turn out to be of similar magnitude (with the statistical
error being somewhat bigger) and are then added in quadrature.
Next, we fit linear functions in T to all screening masses at all values of Nt, and use
these to do a continuum extrapolation from the Nt = 8, 10, 12 lattices. Taking into ac-
count the errors of the linear fits, all χ2 values of the continuum limits are very good. The
continuum limit, in addition to the statistical error, also has a systematic error estimated,
from doing a 2 point linear extrapolation from the Nt = 12, 10 lattices, and taking the
difference of the extrapolated value from fitted value to the Nt = 8, 10, 12 lattices
9. The
9In the previous section, we used the Nt = 16 lattices for systematic error estimation, here however,
we do not use them since they do not improve the statistical accuracy of the continuum limits.
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statistical and systematic errors are added in quadrature. The continuum limits of the
screening masses can be seen in Figure 3.14.
It is somewhat surprising that the screening mass normalized by the temperature,
even close to Tc is only weakly temperature dependent. It is also surprising that the
Yukawa ansatz used for the fits, although only motivated at higher temperatures, still
describes the data at T just above Tc. In order to demonstrate this we include here
the reduced χ2 values of the fits at the lowest temperatures used in the study. For the
magnetic masses, when fitting with (rT )min = 0.465 and (rT )max = 0.9 we get at the
lowest temperatures (different at the different Nt values, but around 160 MeV in each
case) χ2/Ndof = 1.23, 1.28, 1.19 for Nt = 8, 10, 12, respectively. For the electric masses,
when fitting with (rT )min = 0.35 and (rT )max = 0.65 we obtain: χ
2/Ndof = 0.80, 1.16, 0.86
for Nt = 8, 10, 12, respectively.
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Figure 3.12: The fitted values of electric and magnetic screening masses at Nt = 8, 10.
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Figure 3.13: The fitted values of electric and magnetic screening masses at the different
values of Nt = 12, 16.
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WHOT QCD, Nf=2, Nt=4, mpi/mρ=0.65
Figure 3.14: The continuum extrapolations of the screening masses and the ratio of the
screening masses. For the ratio mE/mM we also included different estimates from the
literature: Lattice results are from Ref. [104]. Dimensionally reduced 3D effective field
theory results at T = 2Tc are from Ref. [106]. In this model the ratio has a temperature
dependence from the running coupling mE/mM ∼ 1/g(T ). This is ignored in the plot
and instead the 2Tc results is plotted in the whole range. If this temperature dependence
was included, the ratio at T = ΛQCD would already be zero. Results from N = 4 SYM
plasma with AdS/CFT are from Ref. [108].
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3.3.4 Comparisons with other approximations
We finish this section by comparing our results to those from earlier approximations in
the literature. For comparison let us use our results at T = 300MeV ≈ 2Tc. Here we
have:
• This work: 2+1 flavour lattice QCD at the physical point after continuum extrap-
olation:
mE/T = 7.31(25) mM/T = 4.48(9)
mE/mM = 1.63(8)
• Ref. [104]: 2 flavour lattice QCD with Wilson quarks, a somewhat heavy pion
mπ/mρ = 0.65, no continuum extrapolation
mE/T = 13.0(11) mM/T = 5.8(2)
mE/mM = 2.3(3)
• From Table 1 of Ref. [108]: N = 4 SYM, large Nc limit, AdS/CFT
mE/T = 16.05 mM/T = 7.34
mE/mM = 2.19
• From Figure 3 of Ref. [106]: dimensionally reduced 3D effective theory, Nf = 2
massless quarks
mE/T = 7.0(3) mM/T = 3.9(2)
mE/mM = 1.79(17)
• From Figure 3 of Ref. [106]: dimensionally reduced 3D effective theory, Nf = 3
massless quarks
mE/T = 7.9(4) mM/T = 4.5(2)
mE/mM = 1.76(17)
We note, that our results are closest to the results from dimensionally reduced effective





In my thesis two approaches were discussed on studying deconfinement properties of QCD
matter: a determination attempt of the charmonium spectral functions, and a study of
Polyakov loop correlators. A lattice field theory approach was used for both cases. The
main results of the work presented here are:
• The first Maximum Entropy lattice determination of charmonium spectral functions
with 2+1 dynamical Wilson-fermions, with a somewhat heavy pion mass of mπ =
545MeV and a small lattice spacing of a = 0.057fm.
• Showing that the temperature dependence of the charmonium correlators, up to a
temperature of 1.4Tc, is consistent with a constant spectral function, in the case
of the pseudoscalar channel (ηc), and a constant ω > 0 part plus a temperature
dependent transport peak at low frequency, in the case of the vector (J/Ψ) channel.
• Introducing a new renormalization procedure for the Polyakov loop (or equivalently,
the static quark free energy). The renormalization prescription was of the same kind
as Ref. [15], but the implementation there was only suited for Wilson quarks. A
procedure suited for staggered quarks was also needed.
• The first continuum extrapolated lattice determination of the static QQ¯ free energy
at the QCD physical point, in a temperature range of 150MeV...350MeV.
• The first continuum extrapolated lattice determination of the electric and magnetic
screening masses, corresponding to the symmetriesR(C) = +(−) andR(C) = −(+),
with R being Euclidean time reflection, and C being charge conjugation, at the






5.1 Some properties of covariance matrices of data
In this work, we deal quite a lot with covariance matrices. Namely, the covariance matrix
between correlators at different separations (in imaginary time, in the case of MEM,
and in space, in the case of the screening masses). Therefore, it is useful to go through
some important properties of these. Let us call the ith measured quantity in the kth
configuration yki . On the one hand, in case one estimates the covariance matrix from the






(yki − y¯i)(ykj − y¯j), (5.1)













(yk(J)i − y¯(J)i)(yk(J)j − y¯(J)j), (5.3)







Here yk(J)i is the average of yi in the kth jackknife sample, that we get by leaving out some
configurations from the full sample. For the single elimination jackknife method we leave
out the kth configuration.
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Because of the finite sample sizes, we might not be able to get a very good approxima-
tion of the true covariance matrix. In this part of the Appendix we will talk about this
problem in some detail. Let us start with a simple exact theorem.
Theorem: If we measure the values of yi with i = 1, 2, ..., N and Nconf < N (or
Njck < N) the estimated covariance matrix will have exact zero eigenvalues.













The overall constant 1/Nconf/(Nconf−1) does not effect the values of the zero eigenvalues,
so we leave it out. In this equation dki = y
k





1, since all columns of the matrix Ckij are proportional to the same vector d
k









= Nconf . (5.6)
The number of zero eigenvalues therefore satisfies:
N0ev = N − Rank (Cij) ≥ N −Nconf . (5.7)
In the case where Nconf > N the right hand side is negative and therefore this statement
does not really say anything, but if Nconf < N it proves that there are exact 0 eigenvalues.
We mention that the exact same proof can be repeated in the case where we estimate the
covariance matrix with jackknife samples.
The true covariance matrix is positive definite. The unbiased estimators are however
only positive semidefinite by construction, and we have seen in the previous case that in
the case of extreme small sample sizes they must have exact 0 eigenvalues. Of course,
the bigger the sample, the better we know the covariance matrix. If we start with a very
small sample size, we will have non physical exact 0 eigenvalues, that in numerical calcu-
lations can manifest as small negative eigenvalues. If we start to increase the sample size,
these small eigenvalues will become bigger and bigger, eventually reaching the true values.
It is important to note, that even in the case when we know the covariance matrix to
very high precision, the condition number of the covariance matrix (i.e. the ratio of the
highest to lowest eigenvalue) is high. An example of the eigenvalues of an actual covari-
















Figure 5.1: An example of the eigenvalues of the covariance matrix of the correlator of
Polyakov loops. The eigenvalues of the covariance matrix of meson correlators looks very
similar.
numbers (1010−1020) have been encountered in this work, both for MEM and for the cor-
related fitting of screening masses. This is especially prominent for MEM, where we keep
the whole correlator in the fit, not an interval, like in the case of the screening masses.
Every algorithm of linear algebra is highly sensitive to this ratio, and works less reliably
for large condition numbers. A high condition number sometimes makes double precision
arithmetic unsatisfactory. For this reason, I have used arbitrary precision arithmetic for
a lot of calculations in this work.
5.1.1 Eigenvalue smoothing
Here, we will briefly discuss the method of eigenvalue smoothing, introduced in Ref. [109].
This was originally introduced as a way to make correlated χ2 fits more reliable, in the
presence of poor statistics, and therefore not sufficiently accurate correlation matrices.
With our level of statistics this turned out to be no longer the case. Nevertheless I im-
plemented the procedure and used it to test stability.
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If C˜ has small (maybe) non-physical eigenvalues, they can influence unreasonably the
inverse matrix. An obvious way to proceed is to modify these unreasonable eigenvalues
by hand. The most brutal idea one might have is to remove the smallest eigenvalues.
This is in the spirit of the SVD inverse of a singular matrix: only the contributions
from the non-zero eigenvalues are retained in the inverse. This eigenvalue truncation
clearly leads to a rather crude approximation of the inverse, as it removes its largest
eigenvalues. A physical argument, for why this could be acceptable can be based on the
observation that the smallest eigenvalues of C˜ usually correspond to eigenvectors which
alternate in sign and so are not very relevant to smooth fit functions [110]. As we have
argued, with a small sample size, the eigenvalues of the covariance matrix will be different
from their true values. The largest relative effect will come when there are several true
eigenvalues of similar size - since those eigen directions mix strongly. Therefore Ref.
[109] suggested to change the smallest eigenvalues to their ”average”, by introducing the
following ”averaging” procedure:
• Go from C to C˜.
• Order the eigenvalues: λ1 < λ2 < ... < λN .






λj (i ≤ Ns) (5.9)
λ′i = λi (i > Ns) (5.10)
This procedure removes the very small eigenvalues of C˜ and replaces them with the
average of the Ns smallest eigenvalues while retaining the property that Tr C˜ = N .
The procedure also ensures a smooth eigenvalue distribution by allowing eigenvalues
larger than this average to be retained.
• The eigenvectors of C˜ are retained, with the changed eigenvalues we get C˜ ′
• We get the modified covariance matrix C ′ij = C˜ ′ij
√
CiiCjj
Ref. [109] also proposed the rule of thumb to keep N −Ns =
√
Nconf eigenvalues. For our
data, this rule almost always leads to the conclusion that we can keep all of the eigenvalues
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in our covariance matrices. When it does not, I kept N − Ns =
√
Nconf as the rule of
thumb says. I cases where this would lead to Ns = 0, I tried smoothing 5−10 eigenvalues
anyway. I performed the analysis with both the smoothed and the original covariance
matrices. In every case, I got results consistent with each other. For this reason, the
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My PhD thesis concerns heavy quarkonia at finite temperatures. We study the heavy
quarkonia systems using lattice gauge theory. This is an important topic for heavy ion
physics, since J/Ψ suppression is regarded as an important signature of quark gluon
plasma formation. The document has two distinct parts. The first part deals with a
Maximum Entropy determination of the charmonium spectral functions in the vector and
pseudoscalar channels, corresponding to the J/Ψ and ηc mesons respectively. The second
part deals with the infinite mass (or static) limit of such systems, and calculates the static
Q¯Q pair free energy using the correlator of Polyakov loops. We also calculate two distinct
correlation lengths in the Polyakov loop correlator. The main results are the following:
• The Maximum Entropy determination of charmonium spectral functions from lattice
QCD data with 2 + 1 flavours of dynamical (Wilson) quarks. The simulations were
done with a heavy pion mass of mpi = 545MeV. I see no clear indication of J/Ψ or
ηc melting up to a temperature of 1.3Tc.
• Using the ratio G/Grec I show that up to a temperature of 1.4Tc the Euclidean
correlator of ηc is consistent with a temperature independent spectral function, and
the Euclidean correlator of J/Ψ is consistent with a temperature dependent narrow
transport peak close to ω = 0 and a temperature independent part at ω > 0. We
see no indication of J/Ψ melting up to 1.4Tc.
• The introduction of a non-perturbative renormalization procedure for the static
quark-antiquark pair free energy, using only T > 0 data, that is applicable to
staggered quarks. The method is not only more efficient computationally (as no T =
0 determinations of the Wilson loop are needed), but also allows for the extension
of the temperature range for the continuum extrapolation.
• I performed a continuum extrapolated lattice determination of the static quark-
antiquark pair free energy. The simulations used 2 + 1 flavours of staggered qu-
arks, with physical quarks masses. We use lattices with temporal extents of Nt =
6, 8, 10, 12, 16. We present results in the temperature range 150− 350MeV.
• A continuum extrapolated lattice determination of the electric and magnetic scree-
ning masses in the correlator of Polyakov loops. Both screening masses are propor-
tional to the temperature to a very good approximation. For the screening masses
at T = 2Tc we get
mE/T = 7.31(25) mM/T = 4.48(9)
mE/mM = 1.63(8)
Comparing with results from the literature we see that our results are closest to the
calculations in the dimensionally reduced effective field theory. We present results
in the temperature range 160− 450MeV.

Nehe´zkvark-rendszerek vizsga´lata ve´ges
ho˝me´rse´kleten ra´cs QCD szimula´cio´kkal
Pa´sztor Attila
- O¨sszefoglalo´ -
A doktori e´rtekeze´sem a nehe´z kvarkok ko¨to¨tt a´llapotainak ve´ges ho˝me´rse´kletu˝ visel-
kede´se´vel foglalkozik. A vizsga´latokhoz ra´cste´leme´leti mo´dszereket haszna´ltam. A te´ma
ku¨lo¨no¨sen fontos a nehe´zion-fizika´ban, hiszen a J/Ψ elnyoma´st a kvark-gluon plazma
keletkeze´s fontos k´ıse´rleti szignatu´ra´ja´nak tartja´k. Az e´rtekeze´s ke´t re´szre tagolhato´.
Az elso˝ben charmonium spektra´lfu¨ggve´nyeket viszga´lok a vektor e´s pszeudoskala´r csa-
torna´ban, a Maximum entro´pia mo´dszere´t (MEM) haszna´lva. A ma´sodikban a ve´gtelen
kvark to¨meg, vagy statikus limeszben definia´lt Q¯Q pa´r szabadenergia´val foglalkozom.
Ez uto´bbi a Polyakov-hurok korrela´torbo´l sza´molhato´ ki. Vizsga´lom tova´bba´ ke´t plaz-
maa´rnye´kola´si hossz (elektromos e´s ma´gneses) ho˝me´rse´kletfu¨gge´se´t. Az eredme´nyeim:
• A charmonium spektra´lfu¨ggve´nyek vizsga´lata MEM seg´ıtse´ge´vel. A ra´cs QCD szi-
mula´cio´kat 2+1 flavour dinamikusWilson-fermionnal e´smpi = 545MeV pionto¨megne´l
ve´geztu¨k. Nincs jele se a J/Ψ, se az ηc mezonok elolvada´sa´nak az anal´ızisben. A
MEM rekonstrukcio´t 1, 3Tc ho˝me´rse´kletig ve´geztem el.
• A G/Grec ha´nyados seg´ıtse´ge´vel megmutattam, hogy 1, 4Tc ho˝me´rse´kletig az ηc euk-
lideszi korrela´tora konzisztens egy konstans spektra´lfu¨gve´nnyel, a J/Ψ-hez tartozo´
euklideszi korrela´tor pedig konzisztens egy ho˝me´rse´kletfu¨ggo˝ ω ≈ 0 ko¨ru¨li transz-
port csu´cs, e´s egy ho˝me´rse´kletfu¨ggetlen ω > 0 re´sz o¨sszege´vel. Ez azt jelenti, hogy
1, 4Tc-ig se a J/Ψ se az ηc olvada´sa´t nem la´tjuk.
• Bevezettem egy csak ve´ges ho˝me´rse´kletu˝ ra´csokat alkalmazo´, nem-perturbat´ıv re-
norma´la´si elja´ra´st a statikus quark szabad energia´ra, amely staggered fermionok-
kal is alkalmazhato´. Az elja´ra´s nemcsak a sza´mola´sige´nyen jav´ıt (hiszen nincs
szu¨kse´g T = 0 szimula´cio´kra), hanem a kontinuum limesz ho˝me´rse´klettartoma´nya´t
is sze´les´ıtenil lehet vele.
• Elve´geztem egy statikus kvark-antikvark pa´r szabad energia´ja´nak kontinuum extra-
pola´cio´ja´t 150MeV e´s 350MeV ho˝me´rse´klet ko¨zo¨tt. A szimula´cio´khoz 2+1 flavour
staggered kvarkokat haszna´ltunk, fizikai to¨megekkel. A kontinuum extrapola´cio´hoz
e´s a renorma´la´shoz Nt = 6, 8, 10, 12, 16-os ra´csokat haszna´ltunk.
• A Polyakov-hurok korrela´torban megjeleno˝ elektromos e´s ma´gneses a´rnye´kola´si hosz-
szak kontinuum extrapola´cio´ja. Mindke´t a´rnye´kola´si to¨meg jo´ ko¨zel´ıte´ssel a ho˝me´r-
se´klettel ara´nyos. T = 2Tc ho˝me´rse´kleten az e´rte´ku¨k:
mE/T = 7.31(25) mM/T = 4.48(9)
mE/mM = 1.63(8)
Ha a kapott kontinuum eredme´nyeket o¨sszehasonl´ıtjuk az irodalomban tala´lhato´,
ma´s ko¨zel´ıte´sekben sza´molt a´rnye´kola´si hosszakkal, akkor azt la´tjuk, hogy legjob-
ban a dimenzio´s redukcio´val kapott 3 dimenzio´s effekt´ıv te´relme´lettel egyezik az
eredme´ny.

