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Abstract—It is challenging to design a high speed tracking
approach using `1-norm due to its non-differentiability. In this
paper, a new kernelized correlation filter is introduced by
leveraging the sparsity attribute of `1-norm based regularization
to design a high speed tracker. We combine the `1-norm and
`2-norm based regularizations in one Huber-type loss function,
and then formulate an optimization problem in the Fourier
Domain for fast computation, which enables the tracker to
adaptively ignore the noisy features produced from occlusion
and illumination variation, while keeping the advantages of `2-
norm based regression. This is achieved due to the attribute
of Convolution Theorem that the correlation in spatial domain
corresponds to an element-wise product in the Fourier domain,
resulting in that the `1-norm optimization problem could be
decomposed into multiple sub-optimization spaces in the Fourier
domain. But the optimized variables in the Fourier domain
are complex, which makes using the `1-norm impossible if the
real and imaginary parts of the variables cannot be separated.
However, our proposed optimization problem is formulated in
such a way that their real part and imaginary parts are indeed
well separated. As such, the proposed optimization problem can
be solved efficiently to obtain their optimal values independently
with closed-form solutions. Extensive experiments on two large
benchmark datasets demonstrate that the proposed tracking algo-
rithm significantly improves the tracking accuracy of the original
kernelized correlation filter (KCF [1]) while with little sacrifice
on tracking speed. Moreover, it outperforms the state-of-the-art
approaches in terms of accuracy, efficiency, and robustness.
Index Terms—Kernelized correlation filter, Fourier domain, Vi-
sual tracking, Analytic solution, Huber loss
I. INTRODUCTION
Visual object tracking is one of the fundamental research
problems in computer vision, with a wide range of applications
such as vehicle tracking and robotic navigation. Despite great
progress has been made in recent years [1], [2], [3], [4], [5],
[6], due to numerous factors in real applications such as com-
putational cost, there are still some challenging problems when
a practical visual tracking system is designed to meet low
computational cost requirements from an embedded system
like robotic system for example.
Recently, correlation filter was introduced into visual commu-
nity, which has pushed forward the research on visual object
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tracking. Many correlation filter based trackers were proposed,
see [1], [2], [3] for examples, and achieved satisfactory perfor-
mance on robustness, accuracy and tracking speed. Bolme et
al. [2] firstly proposed a correlation filter based tracker, called
Minimum Output Sum of Squared Error (MOSSE). Henriques
et al. [1] improved the performance of MOSSE by taking
advantage of the Kernel Trick to classify on richer non-linear
feature spaces, that MOSSE could not handle. Danelljan et
al. [3] further improved the correlation filter based tracker by
applying the technology in the MOSSE to handle the scale
variation of the object. To prevent the training from overfitting,
a `2-norm regularization term is defined in [1] and [3]. It
is well known that `2-norm regularization based regression
guarantees high computational efficiency because an analytical
solution can be obtained. However, the target appearance may
change significantly in various situations, such as occlusion
and illumination variation. A robust regularization is required
to keep the tracker responding to these challenges reliably, and
at the meantime avoid the overfitting.
Compared with `2-norm, the `1-norm is more robust to resis-
tance the outliers as it is able to ignore extreme coefficients. In
addition, the `1-norm can achieve a sparsity parameter space,
which could improve the discriminative of the target against
the surrounding background. A detail comparison between
them is shown in Table I. Based on Table I, it might be a
good trial to combine the advantages of `1-norm with those
of `2-norm to handle various challenges in visual tracking.
This is triggered by the fact that lots of pixels near the target
are noisy due to occlusion and illumination variation. These
distractions will produce fake responses over the search region,
leading to an inaccurate target location.
TABLE I: Differences of `2 regression and `1 regression
`2 regression `1 regression
robustness not very robust robust
stability stable solution unstable solution
number of solution one possible multiple
feature selection no built-in
sparsity non-sparse sparse
complexity low (analytic solution) high
In the past years, various research works were conducted to
build a robustness visual tracker by exploiting the advantage
of `1-norm. For example in [7] and [8], sparse representation
was explored by solving a `1-norm regularized least squares
problem. Sui et al. [9] studied the influence of `1-loss and `2-
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2loss functions on the performance of correlation filter based
tracker. They proposed three different sparsity related loss
functions and an iterative method is adopted to approximate
the `1-norm based optimization problem. Similar to [9], we
also aim to improve the robustness of the correlation filter
based tracker by taking the advantage of the sparsity attribute
of `1-norm. Due to the non-differentiability of `1-norm, it
is usually difficult to obtain a closed-form solution for the
optimization problem.
Inspired by the Huber loss function [10] which combines
the squared loss with absolute-value loss function, a novel
regularization term with sparsity constraint is introduced in
this paper to enhance the robustness and accuracy of the visual
tracker. The optimization problem is formulated in the Fourier
Domain for fast computation. This can be achieved due to
the attribute of Convolution Theorem that the correlation in
spatial domain corresponds to an element-wise product in the
Fourier domain. Thus the `1-norm optimization problem could
be decomposed into multiple sub-optimization spaces in the
Fourier domain and be solved efficiently to avoid the time-
consuming process. On the other hand, the optimized variables
in the Fourier domain are complex. It is impossible to use
the `1-norm if the real and imaginary parts of the variables
cannot be separated. Fortunately, they are well separated in
the proposed optimization problem formulation, which enables
their optimal values to be obtained independently. Due to
the convex and differentiable characteristics of the Huber
loss function, an efficient closed-form solution is given and
discussed for the proposed regularization terms in this paper.
The proposed tracker keeps advantages of both `1- and `2-
norms. The scale estimation in the DSST [3] was adopted to
further improve the performance of the proposed tracker.
With the proposed novel solution for sparsity constraint reg-
ularization term, the tracker is able to obtain a more robust
tracking performance compared with most popular correlation
filter based trackers developed recently. Our proposed scheme
is tested on frequently used benchmark datasets OTB-50
[11]. It is shown from the experimental results presented in
Section IV that the proposed tracking method yields significant
improvements over the state-of-the-art trackers under various
evaluations conditions, while the tracking speed for the pro-
posed tracker is reduced little compared with KCF [1] and
DSST [3]. Therefore, the proposed tracker can be adopted to
design a real time navigation system for mobile robots without
any precise maps. The visual tracker will be used to determine
the moving direction for a robot, just like head-orientation cells
for mammals [12]. The rest of this paper is organized as below.
Relevant works are presented in Section II. Its performance is
evaluated in Section IV. Finally, concluded remarks are given
in Section V.
II. RELATED WORKS
In this section, we briefly review tracking methods closely
related to this work.
A. Tracking-by-detection
The tracking problem in some cases are treated as a tracking-
by-detection problem, which repeatedly detects the target in a
local/global window. A binary classification is learned online
to find a decision boundary which has highest similarity with
the given target. Lots of attentions were paid to learn a more
discriminative model with less ambiguity to reduce model
drifts, thus improve the tracking accuracy, such as, multiple
instance learning [13], semi-supervised learning [14], support
vector machine (SVM) [4], [5], [6] and P-N learning [15]
for examples. Avidan [16] combined the SVMs and boost-
ing algorithms as classifiers respectively for visual tracking.
Babenko et al. [13] proposed to address the ambiguity of target
appearance by applying an online instance learning algorithm
to train a discriminative model from multiple instances of
the target. Kalal et al. [15] decomposed the tracking task
into tracking, learning, and detection, where the detection
model is online trained from a random forest method. Hare
et al. [4] employed a kernelised structured output SVM to
explicitly express the tracking problem as a joint structured
output prediction. Zhang et al. [5] proposed to learn a multi-
expert restoration scheme where each expert is constituted with
its historical snapshot, thus the best expert is selected to locate
the position of target based on a minimum entropy criterion.
However, the tracking efficiency is a possible issue for the
trackers based on tracking-by-detection strategy, due to plenty
of candidate samples needed to be classified at each tracking
frame while the tracking speed is significantly important for
some applications, such as real time robotic navigation without
a precise map.
B. Correlation Filter (CF) Based Tracking
Recently, correlation filters were widely used in visual tracking
[2], [17], [1], [3], [18], [19], [20], [21], [22], [23]. CF-
based trackers regress all the circular-shifted samples of input
features to a Gausssian shaped regression labels with high
computational efficiency based on the property of the circulant
matrix in the Fourier domain so as to transfer the time-
consuming convolutional operation to element-wise product,
which at the meantime achieves satisfactory tracking perfor-
mance in computational efficiency and accuracy. Bolme et
al. [2] initially applied correlation filter to visual tracking
by minimizing the total squared error on a set of gray-scale
patches. Henriques et al. [24] improved the performance by
exploiting the circulant structure of adjacent image patches to
train the correlation filter. Further improvement was achieved
by proposing kernelized correlation filters (KCF) using kernel-
based training and histogram of oriented gradients (HOG)
features [1]. Danellijan et al. [3] proposed adaptive multi-
scale correlation filters to cover the scale change of the target.
The trackers in [1] and [3] can be regarded as the baseline
of CF-based trackers, which push forward the research on
visual object tracking. Many research works were conducted to
improve the performance of CF trackers by applying additional
discriminate model [18], [25], [17], [23], incorporating with
3convolutional neural network [26], [20], [27] and reformulat-
ing the optimal function with new characteristics [28], [29],
[22], [30].
a) CF trackers with additional discriminate model: Some
researchers improved performance of CF-based tracker by
introducing additional discriminate models to alleviate the
model drifts [18], [25], [17], [23], through averting poor model
updating or re-locating the target and reinitializing tracking
model. In this case, the tracker can tolerate certain amount
of consecutive noisy sequences, including occlusion, motion
blur and so on. Ma et al. [18] estimated the confidence of
current tracking state based on the response from correlation
filter to detect tracking failures and a random forest classifier
is trained to re-detect the target. Bertinetto [17] complemented
the correlation filter with a colour statistics model of the target
to address the deformation sensitive of CF-based tracker. Hong
et al. [25] introduced a biologic-based model to maintain a
correlation filter-based short-tracker and a long-term memory
of SIFT key-points for detecting the target. Guan et al. [23]
built up an occlusion and tracking failure detection model to
identify the tracking failure cases of CF-based tracker, with an
event-triggered mechanism to decide if or not to re-locate the
target. However, these kind of methods improve the CF-based
tracker with the support from additional discriminate model,
while the original model of correlation filter is usually kept
unchanged.
b) CF trackers with convolutional neural network: On the
other hand, some approaches improved the CF-based tracker
by leveraging some stronger features extracted from neural
network for a richer representation of the tracking target
[26], [20], [27], [21]. Ma et al. [26] employed multiple
convolutional layers in a hierarchical ensemble of independent
discriminative correlation filter (DCF) based trackers. Danell-
jan et al. [20] used the output of first convolutional layer of
a CNN as the features to represent the target and apply it in
a discriminative correlation filter based tracking framework.
The performance of convolution operation based DCF trackers
were further improved in [27], [21]. However, convolution
neural network based tracker is hardware dependent, i.e.,
the supporting from GPU, and thus not suit for the current
applications on robotics due to the highly power cost.
c) CF trackers with reformulating the optimal function:
New approaches were proposed to improve the CF trackers
by reformulating the optimization function by taking into
consideration with new characteristics [28], [19], [29], [22],
[30]. Tang et al. [28] derived a multi-kernel correlation filter
which takes the advantage of the invariance-discriminative
power spectrum of various features. Danellijan et al. [19]
applied a spatial weight on the regularization term to address
the boundary effects, thus greatly enlarged the searching
region and improved the tracking performance. Liu et al. [29]
reformulated the CF tracker as a multiple sub-parts based
tracking problem, and exploited circular shifts of all parts for
their motion modeling to preserve target structure. Mueller
et al. [22] reformulated the original optimization problem
by incorporating the global context within CF trackers. Sui
et al. [30] proposed to enhance the robustness of the CF
tracker by adding a `1 norm regularization item with the
original optimization problem, and an approximate solution
for `1 norm was given. Similar to the idea in [30] that
formulated a sparsity constraint to alleviate the influence from
distractive features produced by occlusion and deformation for
examples, we also propose to introduce the `1 norm sparsity
constraint for the CF tracker. However, different from [30]
that formulates the optimization problem in spatial domain
and layouts an approximation solution, we reformulate the CF
optimization problem in the the Fourier domain to efficiently
solve the `1 norm optimization problem, with the help of
Convolution Theorem.
III. THE PROPOSED KCF IN THE FOURIER DOMAIN
In this section, a new kernelized correlation filter is proposed
in the Fourier domain by combining advantages of both `2-
norm and `1- norm based regressions.
A. Fourier Domain kernelized Correlation Filter
Define a non-linear feature mapping function ψ : Rn 7→
Rd(d n), the kernel trick is to find the inner product of fea-
ture mapping without calculating the high dimension features
explicitly. The kernel function is defined as κ : Rn×Rn 7→ R,
such that κ(xj ,xj′) = ψT (xj)ψ(xj′). Given a test image
z ∈ Rn and its desired correlation output g ∈ Rm, the kernel
correlation is defined in the Fourier domain as:
gˆ = κˆZ(x) hˆ∗, (1)
where gˆ = F (g) denotes the DFT of the generating
vector g. hˆ∗ is the complex-conjugate of hˆ. κˆZ(x) =
[κˆ(x, z0), · · · , κˆ(x, zn−1]T , and zi(0 ≤ i ≤ n− 1) ∈ Rn are
the sample-based vectors to imply the connotation of training
objective and generated from the training sample z.
The correlation output is transformed back into the spatial
domain using the inverse FFT. When a set of training samples
zj and their associated training outputs gj are given, a filter
h is required to satisfy Eq. (1). Training is conducted in the
Fourier domain to take advantage of the simple element-wise
operation between the input and the output. To find the filter
h that maps training inputs to the desired outputs, the sum
of squared error (SSE) between the correlation output and the
desired output in Fourier domain is minimized. One term of
the cost function is then defined as
E1 =
1
2
∑
j
‖κˆZj (zj) hˆ∗ − gˆj‖22, (2)
and this term is usually called a data fidelity term.
Due to the element-wise product, each item hˆ
∗
l in hˆ
∗ is
independent of the others which allows the optimization to
4be conducted separately. For simplicity, the lth elements of
κˆZj (z
j), gˆj and hˆ∗ are respectively denoted as
κˆZjl
(zjl ) = a
j
l + b
j
l ∗ i, (3)
gˆjl = c
j
l + d
j
l ∗ i, (4)
hˆ
∗
l = el + fl ∗ i, (5)
where i2 = −1. It can be computed that
1
2
‖κˆZjl (z
j
l ) · hˆ
∗
l − gˆjl ‖2 =
(ajl )
2 + (bjl )
2
2
e2l − (ajl cjl + bjl djl )el
+
(ajl )
2 + (bjl )
2
2
f2l − (ajl djl − bjl cjl )fl +
(cjl )
2 + (djl )
2
2
. (6)
Clearly, el and fl are separated well in the above equation.
Subsequently, it can be derived that
E1 =
m−1∑
l=0
[
γ1,l
2
e2l − γ2,lel] +
m−1∑
l=0
[
γ1,l
2
f2l − γ3,lfl]
+
m−1∑
l=0
∑
j
(cjl )
2 + (djl )
2
2
, (7)
where γ1,l, γ2,l and γ3,l are expressed as follows:
γ1,l =
∑
j
[(ajl )
2 + (bjl )
2], (8)
γ2,l =
∑
j
(ajl c
j
l + b
j
l d
j
l ), (9)
γ3,l =
∑
j
(ajl d
j
l − bjl cjl ). (10)
A regularization term is usually utilized to avoid overfitting.
Regularization terms in [1] and [31] are modeled by using the
`2-norm. For example, the regularization term in [31] is given
as
E2 =
m−1∑
l=0
(e2l + f
2
l ). (11)
In this paper, a new regularization term is introduced on the
basis of differences between the `2- and the `1- norm based
regressions in Table I. Both the advantages of the `2 norm
based regression and the `1 norm based regression are utilized
in the proposed term which is defined as follows:
E2 =
m−1∑
l=0
(φ(el) + φ(fl)), (12)
where the function φ(u) is defined as
φ(u) =
{ |u|; if |u| > c
u2+c2
2c ; otherwise
, (13)
and c is a small positive constant.
Inspired by the Huber loss function [10], φ(u) is constructed
based on the `2 norm if the value of |u| is small and the `1
norm otherwise. It can be easily shown that the function φ(u)
is differentiable and its derivative φ′(u) is given as
φ′(u) =
 1; if u > c−1; if u < −cu
c ; otherwise
. (14)
Clearly, the function φ′(u) is a continuous function of u. An
analytic solution of the proposed filter is thus guaranteed.
Moreover, the solution is continuous.
The overall cost function is defined as
E = E1 + λE2, (15)
where λ is a positive constant. Its role is to obtain a good
trade-off between the data fidelity term and the regularization
term.
The filter hˆ∗ is obtained by solving the following optimization
problem:
min
hˆ∗
{E} . (16)
By taking the derivation for (16) in terms of el and fl
respectively, it can be obtained that
γ1,lel − γ2,l + λφ′(el) = 0, (17)
γ1,lfl − γ3,l + λφ′(fl) = 0. (18)
The optimal values of el and fl are then computed as
el =

γ2,l−λ
γ1,l
; if γ2,l−λγ1,l > c
γ2,l+λ
γ1,l
; if γ2,l+λγ1,l < −c
cγ2,l
cγ1,l+λ
; otherwise
, (19)
fl =

γ3,l−λ
γ1,l
; if γ3,l−λγ1,l > c
γ3,l+λ
γ1,l
; if γ3,l+λγ1,l < −c
cγ3,l
cγ1,l+λ
; otherwise
. (20)
The same as the filters in [1] and [31], an analytic solution
is available for the proposed filter. Both the storage and
computation can be reduced.
Consider the case that the kernel function κ(x, zj) is defined
as the following radial-basis kernel [1], [31]:
κ(x, zj) = h(‖x− zj‖2), (21)
where zj = Pjz. P is a cyclic shift operator which is given
in [32]
To compute the kernel vector efficiently, the norm in Eq. (21)
is expanded as
h(‖x−Pjz‖2) = h(‖x‖2 + ‖z‖2 − 2xPjz). (22)
Since (‖x‖2 + ‖z‖2) is a constant, the kernel vector can be
calculated as:
κZ(x) = h(‖x‖2 + ‖z‖2 − 2[xT z1, · · · ,xT zn]T ). (23)
Using the correlation theory, x ∗ Z = [xT z1, · · · ,xT zn]T . It
follows that
κZ(x) = h(‖x‖2 + ‖z‖2 − 2F−1(xˆ zˆ)), (24)
where F−1 denotes the Inverse DFT.
The bottle-neck of the above equation is the forward and
backward FFTs, so that the kernel vector can be calculated
in complexity O(n log n).
5B. Correlation Filter Learning
Object appearance changes among the sequences due to the
environment variation such as illumination, motion blur and
deformation. Hence it is necessary to update the CF filter
over time to exploit the temporal information, and avoid the
correlation filter changing abruptly in successive frames. The
learned target appearance zˆt in the Fourier Domain and the
transformed classifier coefficients hˆ∗t at the tth frame are
updated in an incremental manner respectively
zˆt = (1− ε)zˆt−1 + εzˆ,
hˆ∗t = (1− ε)hˆ∗t−1 + εhˆ∗, (25)
where zˆ is the DFT of the spatially expanded region according
to the position of predicted target at the (t−1)th frame, hˆ∗ is
the estimation from (16), and ε ∈ (0, 1) is a pre-defined model
learning rate. However, the update for the CF at some frames
are unnecessary such as heavy occlusion occurred, since noise
samples will cause model pollution. One solution for these
noise sample is to ignore them based on a predefined metric.
In this paper, the peak-to-sidelobe ratio (PSR) is adopted to
quantify the reliability of the tracked samples. Following [33],
the PSR is defined as Pt = (Rmax − µt)/σt where Rmax is
the peak values of confidence, µt and σt are the mean and
standard deviation of the response, respectively. Such that, the
update will only happen when Pt is bigger than a predefined
empirical threshold %0.
C. Target State Estimation
The state estimation for the target includes transformation
prediction and scale estimation.
1) Position Estimation: At each frame, a search region will
be decided based on the previous target state estimation, thus
extracts a base sample z. A number of candidate samples will
be produced with the full circle shifts of z. Given the learned
model zt and ht, the new position of the target pt will be
estimated by searching the location with the maximal response
of the regression values ft(z)
ft(z) = F−1
(
hˆ∗t F(κ(zt, z))
)
, (26)
where F and F−1 denote the Fourier transform and its inverse,
κ(zt, z) is the kernel correlation operator.
2) Scale Estimation: To handle the scale problem, an one-
dimensional correlation filter is trained on N image patches
with different scales, where pyramid around the estimated
position is cropped from the image. Assume that the target
size in the current frame is W ×H . Denote the scale vector as
S = {ξr|r = b−N−12 c, b−N−32 c, ..., bN−32 c, bN−12 c} where ξ
is a parameter representing the base value of scale changing.
Then the image patch Is with size sW × sH, s ∈ S centered
around the previous estimated location pt is resized to a pre-
defined template size. The HOG feature is used to represent
each image patch Is. The optimal scale s¯ is given as the highest
response from correlation filter
s¯ = arg min
s∈S
fs(Is), (27)
where fs(·) denotes the regression values respect to the scale
s. The scale estimation in this paper was used in the DSST
[3]. The formal description of the proposed tracking method
is presented in Algorithm 1.
Algorithm 1 The Proposed Fourier Domain Kernelized Cor-
relation Filter
Input: Initial target B1, Regression objective g,
and image sequences {It}T1 .
Output: estimated bounding states {Bt}T2 .
Initial correlation filter zˆ1 and hˆ1 with initial target B1.
for t = 2 : T do
Compute FFT for the kernel matrix Kˆ = F(κ(z, zt−1)).
Regression response ft(z) = F−1
(
hˆ∗t−1  Kˆ
)
.
Locate target position with maximum ft(z).
Estimate target scale from Eq. (27).
Compute el and fl from Eq. (19), Eq. (20), respectively.
Construct filter hˆ∗ with el, fl, l ∈ [0,m− 1].
Update zˆt and hˆt from Eq. (25) with hˆ∗ and zˆ.
end for
IV. EXPERIMENTAL RESULTS
A. Implementation Details
The proposed tracker is implemented in MATLAB 2014a and
experiments are performed on a PC with Intel R© Xeon(R) E5-
1630 3.70GHz CPU and 16GB RAM. All parameters of the
proposed tracker are kept consistent across all experimental
comparisons. The training samples are obtained by full circle
shifts on the base image patch centered at the current target
location. HOG features with 31 bins and 4x4 cell size are used
to extract the feature for the training samples. The Gaussian
kernel for HOG feature is set to σHOG = 0.5. It is worth
noting that the Gaussian kernel can be replaced by an edge
preserving smoothing filter, such as weighted guided image
filter [34]. The regularization parameter in (15) is set to
λ = 10−5. We empirically set the parameter c in (13) to
50, the threshold for CF updating %0 to 10. The scale pool
is built based on the suggestion in [3] to contain 33 different
scaling coefficients. The datasets used for evaluation are the
object tracking benchmark OTB-50 [11] and VOT2016 [35],
which are two popular datasets used to evaluate the overall
performance of the trackers. Both datasets contain various
challenging sequences for visual tracking, such as occlusion,
nonrigid deformation, illumination variation, in-plane rotation,
and scale variation.
6B. Evaluation on OTB-50 [11] Dataset
The OTB-50 [11] contains 50 videos involving different ob-
jects in their video sequences. There are usually two criteria
used to evaluate the visual trackers: 1) distance precision (DP)
and 2) overlap precision (OP). Regarding the first, a tracking
location error ι indicates the precision of each tracking frame,
which is usually defined as the Euclidean distance between
the center of the predicted and the ground truth bounding
box. Then, the DP for a given sequence is defined as the
percentage of frames that the tracking location errors are less
than the pre-defined threshold pi. For success rate, an overlap
rate o is usually defined to represent the tracking performance
for each tracking frame, which indicates the rate between
the overlapped areas and the union areas of the predicted
and the ground truth bounding boxes and can be expressed
as
At ∩Ag
At ∪Ag , where At and Ag denote the bounding box of
the predicted and the labeled. Thus, the OP is defined as
the percentage of frames that o is greater than a pre-defined
threshold τ .
1) Comparison with Baseline trackers: To validate the ef-
fectiveness of the proposed solution for the Fourier Domain
correlation filter with Huber loss function, a comparison
experiment with two baseline trackers, named KCF [1] and
fDSST [36], is designed. Note that the proposed Huber loss
function directly depends on KCF [1], while fDSST [36] is
an extension of KCF [1] by detecting the scale variation of
the object. Beside, to evaluate the influence of the proposed
Huber loss function sophisticatedly, the evaluation for the
proposed tracker consists of two parts: 1) implementing the
proposed Huber loss function on kernelized correlation filter
without predicting the scale variation. We denote this tracker
as Ourshu. 2) implementing the proposed Huber loss function
at the same time using the method in DSST to predict the scale
variation of the object, denoted as Ourshus. The comparison
results are shown in Figure 1.
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Fig. 1: Tracking performance comparison between the pro-
posed tracker and baseline trackers on OTB-50 [11] bench-
mark. The scores in the legends indicate the average Area-
Under-Curve (AUC) value on all thresholds for distance pre-
cision plots and overlap precision plots, respectively.
Figure 1 shows the comparison between the proposed tracker
and baseline trackers on OTB-50 [11] benchmark in terms of
precision and success rate. According to the evaluation results
shown in Figure 1, we have the following observations: 1) By
comparing Ourshu with KCF, the proposed tracker with the
proposed Huber regularization term improves 3.1% and 2.4%
in AUC score in terms of DP and OP, respectively, on the OTB-
50 benchmark. 2) By comparing Ourshus, fDSST and KCF,
the proposed tracker with scale variation outperforms 7.4%
and 9.9% than the KCF in AUC score in terms of DP and OP,
respectively. On the other hand, the fDSST only outperforms
the KCF 3.4% in terms of OP, while the precision is worse
than KCF. 3) A proper trade off between accuracy and speed
is made. The computation cost of the proposed method is only
increased a little as shown in the legend of Figure 1, 197fps
for Ourshu vs 252fps for KCF and 41.2fps for Ourshus vs
71.2fps for fDSST.
2) Quantitative Evaluation: To validate overall performance
for the proposed tracking approach, it is compared with 12
state-of-the-art trackers on OTB-50 [11], including five popu-
lar and diverse CF trackers (CSR DCF [37], Staple [17], ROT
[38], KCF [1], fDSST [36], CSK [24]), four deep learning
based trackers (ACFN [39], SiamFC [40], CFNET [41], HDT
[42]) and four other trackers (BIT [43], TLD [15] and Struck
[4]) which achieve favorable tracking performances on these
two datasets. The precision and success plots over OTB-50
[11] are presented in Figure 2. The detail information for each
state-of-the-art trackers are listed in Table II. According to
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Fig. 2: Quantitative results on the benchmark datasets. The
scores in the legends indicate the average Area-Under-Curve
values on all thresholds for success plots and precision plots,
respectively.
Figure 2, it is observed that the proposed method achieves
the best and third best AUC score in terms of OP and
DP. Particularly, the ACFN (CVPR17) and HDT (CVPR16)
outperforms 3.3% and 2.7% than Ours in terms of DP, while
Ours outperforms 1.4% and 3.6% than ACFN and HDT in
terms of OP, respectively. However, the speed of the proposed
method is much faster than these two trackers, 41.2fps for
Ourshus comparing with 15fps for ACFN and 10fps and for
HDT, and is GPU independent while ACFN and HDT need
the support of GPU. On the other hand, for comparisons
made under the metric of values at threshold of 20px and
0.5 for DP and OP respectively, as shown in Table II, the
proposed method achieves best for OP, third best for OP and
best for the average of OP and DP, which demonstrates the
effectiveness and efficiency of the solution for the proposed
Huber regularization.
7TABLE II: A comparison of our approach using overlap precision (OP) with values at threshold of 0.5 and distance precision
(DP) with values at threshold of 20px with the recent state-of-the-art trackers on OTB-50 [11] dataset. The average speed (i.e.,
frames per second, FPS) is evaluated on the whole dataset. The first and second best scores are highlighted with red and blue,
respectively. The speed labeled with * represents the tracker reaches the requirement of real time tracking.
ACFN HDT CSR DCF SiamFC CFNET Staple BIT fDSST ROT KCF STRUCK TLD CSK Ourshu Ourshus
when 2017 2016 2017 2016 2017 2016 2017 2017 2017 2015 2011 2011 2012
where CVPR CVPR CVPR ECCVW CVPR CVPR TIP TPAMI TMM TPAMI ICCV TPAMI ECCV
Need GPU Y Y N Y Y N N N N N N N N N N
OP (%) 74.8 70.9 75.4 75.4 74.6 72.5 71.6 66.5 63.7 63.3 56.2 50.8 44.5 67.0 78.8
DP (%) 83.8 84.7 79.5 77.4 76.9 76.1 77.6 72.3 68.5 73.6 64.3 56.7 53.3 77.1 80.7
Mean (%) 79.3 77.8 77.5 76.4 75.8 74.3 74.6 69.4 66.1 68.5 60.3 53.8 48.9 72.1 79.8
Speed(FPS) 15 10 6.8 86∗ 75∗ 67.7∗ 46.4∗ 71.2∗ 29.4∗ 252∗ 10.1 21.8 375∗ 197∗ 41.2∗
3) Qualitative Evaluation: Qualitative comparisons on a sub-
set of sequences are also conducted. Though we compared
with all the evaluated trackers, here we only present the
bounding box results of top six trackers, namely CSR DCF
[37], ACFN [39], SiamFC [40], CFNET [41] and HDT [42]
with some selected frames in Figure 3. As observed, the results
demonstrate that the proposed tracker is able to locate the tar-
gets more precisely despite the existing of various challenges.
For example, the sequences such asLemming, Tiger1 and
Walking2, include some challenge attributes, such as occlusion,
scale variation, et al. The proposed tracker performs well in
these sequences as shown in several representative frames
while other trackers such as CFNET (CVPR17) drift when
occlusion happens. Some sequences including illumination
variation, such as Shaking, Singer2, which will introduce un-
pleasant noise information and reduce the distinction between
target and its surrounding backgrounds will obviously increase
the difficulty of the tracking task. Fortunately, the proposed
method can handle this challenge properly and achieves more
accurate tracking result compared to other state-of-the-art
trackers. Tracking results on some other sequences, such as
Sylvester, Car4, Singer1, et al. also demonstrate that the
proposed tracker can achieve higher accuracy than others.
Actually, almost all the other trackers are unable to handle
these complicated scenarios.
4) Comparisons on different attributes on OTB-50 [11]:
To thoroughly evaluate the robustness of the proposed visual
tracker in various scenes, we present tracking accuracy in
terms of 6 challenging attributes on OTB-50 [11] in Figure 4.
As observed, the proposed tracker outperforms other methods
by a huge margin in most of the attributes, particularly in
handling illumination variation, which outperforms the second
best tracker 5.0%. Note that this attribute introduces great
challenge for the trackers due to the huge variation of target
appearance and its surrounding backgrounds. It is important
for a tracker to eliminate the noise information produced by
lighting variation and correctly track the target if it could
concentrate more on the target itself other than the noise
background.
Another case is deformation. That is, the target deforms locally
in the appearance. This enlarges the representation error of the
target since there is some background merged with the truth
target in the preferred bounding box, enhancing the difficulty
of tracking task. However, by introducing the proposed Huber
regularization, the proposed tracker could diminish the dis-
traction from target appearance variation and its surrounding
background changing, due to the feature selection attribute of
the sparsity constraint regularization term.
5) Comparisons on tracking speed: To demonstrate the ef-
ficiency of the proposed solution in the Fourier Domain
for Huber regularization term, we implement the proposed
tracker in two different versions as mentioned in Section
IV-B1. The results for all these trackers are listed in Table
II, based on which the following observations are made: a)
The proposed tracker achieves the highest tracking accuracy,
while it gives competitive tracking speed compared with
other CF-based trackers such as CSR DCF (CVPR17), Staple
(CVPR16), KCF (TPAMI15), fDSST (TPAMI17). b) The
proposed method improves the tracking accuracy with little
sacrifice on tracking speed when comparing Ourshu with the
baseline tracker KCF. More specifically, the tracking accuracy
is improved from 67.5% to 70.6% in terms of DP and from
52.1% to 54.5% in terms of OP, while the tracking speed
is only decreased about 55fps. c) The tracking speed of the
proposed method Ourshus is about 3 times faster than the
second best tracker ACFN (CVPR17) and 4 times faster than
the third best tracker HDT (CVPR16) as shown in Table II.
C. Evaluation on VOT16 [35] Dataset
In addition to OTB-50 [11], we also evaluate the proposed
method on VOT16 [35], which contains 60 challenging real-
life videos with various challenges. We compare our tracker
with the following state-of-the-art methods: DNT [44], CTF
[45], Staple CA [46], LoFT Lite [47], SiamAN [40], DFST
[48], SCT [49], SWCF [50], sKCF [51], CMT [52] and
BDF [53]. The version of the proposed tracker used in this
comparison is Ourshus which includes both the optimization
for the proposed Huber regularization term and scale variation
detecting.
Among these competitive trackers, some of them are cor-
relation filter based, such as Staple CA (CVPR17), CTF
(TIP17), SWCF (ICIP16), and deep learning based, such as
DNT (TIP17), SCT (CVPR16), SiamAN (ECCVW16). As
shown in Figure 5 and Table III, the proposed tracker achieves
the second best in terms of accuracy, the fifth in terms of
robustness and the second in average rank. Compared with
the best tracker DNT, the proposed tracker is closed to it
8Our CSR_DCF ACFN SiamFC CFNET HDT
Fig. 3: Bounding box comparison on ten challenging image sequences (from left to right and top to down are Shaking, Car4,
Singer2, Lemming, Walking2, CarScale, Liquor, Tiger1, Sylvester, Singer1, respectively).
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Fig. 4: Quantitative comparison results on OTB-50 [11] for six challenge attributes (from right to left and top to down are
out-of-view, illumination variation, out-of-plane rotation, in-plane rotation, scale variation and fast motion, respectively). The
value behind each attribute denotes the number of sequence that this attribute includes.
in both the accuracy and robustness. Such small deviations
are acceptable in many real time applications, such as robotic
navigation without a precise map. On the other hand, DNT
is a GPU dependent tracker and its tracking speed is only
about 5 frames per second, while the proposed one runs as
efficiently as 41.2 frames per second without the support of
GPU. Overall, the proposed tracker achieves a good trade-off
among tracking speed, robustness and accuracy, which makes
it competitive to other state-of-the-art trackers.
D. Limitation of the Proposed Tracker
As shown in the success plots of out-of-view in Figure 4,
the proposed method only achieves the second best rank,
since the proposed tracker focuses on improving the tracking
performance through introducing the feature selective ability
instead of handling the case of recovering the tracker from
target disappearance when the target moves out of the camera’s
view. Nevertheless, the proposed tracker still achieves better
9TABLE III: Comparison with the state-of-the-art trackers on the VOT2016 dataset. The results are presented in terms of
accuracy rank (Ar), robustness rank (Rr) and average ranking (Avg). Red: best. Blue: second best.
DNT SWCF SCT LoFT Lite SiamAN CTF Staple CA sKCF DFST STC CMT BDF Ourshus
when 2017 2016 2016 2016 2016 2017 2017 2015 2016 2014 2015 2014
where TIP ICIP CVPR CVPRW ECCVW TIP CVPR ICCVW BMVC ECCV CVPR ECCVW
Need GPU Y N Y N Y N N N N N N N N
Ar 2.25 2.80 3.08 7.53 2.62 2.88 4.13 3.17 3.05 5.93 6.33 5.55 2.28
Rr 3.15 3.93 3.72 8.73 3.65 8.27 4.97 5.93 5.37 6.85 9.68 5.90 3.94
Avg 2.70 3.32 3.40 8.13 3.14 5.58 4.56 4.56 4.21 6.39 8.01 5.73 3.11
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Fig. 5: Accuracy-robustness ranking plot for the state-of-the-
art comparison on VOT2016 [35] dataset.
accuracy compared with other correlation filter based trackers,
such as CSR DCF (CVPR17), Staple (CVPR16). However, the
proposed tracker may not perform well for some extremely
challenging cases such as the rabbit in VOT16 [35] and the
Matrix in OTB-50 [11]. For these tracking failure sequences,
the target is quite similar to interference of surroundings, re-
sulting in that the proposed tracker cannot learn a discriminate
model to prominent the target while weakening the background
part. Especially for the sequence Matrix, it also contains fast
motion, which is a huge challenge attribute for correlation
filter based trackers due to the limited regression region. In
fact, the aforementioned sequences are so challenging that
most of the trackers cannot perform well. Nevertheless, the
comparison results on these two large datasets demonstrate
that the proposed tracking approach can achieve robustly
tracking performance among various sequences with different
targets. As such, higher tracking accuracy is achieved while the
tracking speed is only reduced slightly. In conclusion, based
on the experimental results, the proposed method is proven
to be sufficiently effective and efficient to handle various
environmental challenges.
V. CONCLUSIONS
In this paper, we have presented a novel and fast solution
for spatial constraint optimization problem by formulating
the original problem in the Fourier Domain, and achieved a
simple closed-form solution for this optimization problem with
the attribute of Convolution Theorem. Our tracking algorithm
outperforms the state-of-the-art trackers in terms of both
tracking speed and accuracy, in OTB-50 [11] and VOT16 [35]
benchmarks.
The proposed tracker is very useful in practical applications,
for example autonomous navigation without a precise map.
Visual inertial odometry (VIO) will be adopted to roughly de-
termine the location of an agent [54]. Visual place recognition
(VPR) can be utilized to remove the drift on the VIO [55].
The proposed tracker can be adopted to determine the moving
direction for the agent. The final accuracy can be preserved
using visual servoing with an advanced controller [56]. Such
issues will be addressed in our future research.
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