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1 Introduction
1.1 The motivation and the main results. Let T be a metric space.
When ε → 0, the asymptotic behavior of the family {Iε}ε>0 of the functionals
Iε(φ) : T → R
+ ∪ {0} ∪ {+∞} is partially described by De Giorgi’s Γ-limit
I0(φ) := inf
{ε},{φε}
{
lim
ε→0+
Iε(φε) : φε → φ in T
}
.
Usually, to find the Γ-limit of Iε(φ), we need to find two bounds.
* First, we wish to find a lower bound, i.e., a functional I(φ) such that for each
family {φε}ε>0, satisfying φε → φ as ε→ 0+, we have limε→0+ Iε(φε) ≥ I(φ).
** Second, we wish to find an upper bound, i.e., a functional I(φ) such that
there exists the family {ψε}ε>0, satisfying ψε → φ as ε → 0+, and we have
limε→0+ Iε(ψε) ≤ I(φ).
*** If we obtain I(φ) = I(φ) := I(φ), then I(φ) is the Γ-limit of Iε(φ).
In various applications, we deal with the asymptotic behavior of a family of
functionals of first and second order. In the case of first order problems, the
functional Iε, which acts on scalar or vector-valued functions φ, has the form
(1.1) Iε(φ) =
∫
Ω
ε|∇φ(x)|2 +
1
ε
W
(
φ(x), x
)
dx
or, more generally,
(1.2) Iε(φ) =
∫
Ω
1
ε
L
(
ε∇φ(x), φ(x), x
)
dx .
In the case of second order problems, the functional Iε, which acts on scalar or
vector-valued functions v, has the form
(1.3) Iε(v) =
∫
Ω
ε|∇2v(x)|2 +
1
ε
W
(
∇v(x), v(x), x
)
dx
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or, more generally,
(1.4) Iε(v) =
∫
Ω
1
ε
L
(
ε∇2v(x),∇v(x), v(x), x
)
dx .
Functionals of the form (1.1) arise in the theories of phase transitions and
minimal surfaces. They were first studied by Modica and Mortola [20], Modica
[18], Sternberg [24] and others. TheΓ-limit of the functional in (1.1), whereW does
not depend on x explicitly, was obtained in the general vectorial case by Ambrosio
in [1]. For an example of problem (1.1) with singular explicit dependence of W
on x, we can mention here the functional∫
Ω
ε|∇φ(x)|2 +
1
ε
∣∣eiφ(x) − u(x)∣∣pdx ,
where u ∈ BV (Ω, S1) and p > 1, related to the problem of the optimal BV -lifting.
See [22], where we find its Γ limit.
The functionals of second order of the form (1.3) arise, for example, in the
gradient theory of solid-solid phase transitions, where one considers energies of
the form
(1.5) Iε(v) =
∫
Ω
ε|∇2v(x)|2 +
1
ε
W
(
∇v(x)
)
dx ,
where v : Ω ⊂ RN → RN stands for the deformation, and the free energy density
W (F ) is non-negative and satisfies
W (F ) = 0 if and only if F ∈ K := SO(N)A ∩ SO(N)B .
Here A and B are two fixed, invertible matrices such that rank(A − B) = 1, and
SO(N) is the set of rotations in RN . The simpler case in which W (F ) = 0 if
and only if F ∈ {A,B} was studied by Conti, Fonseca and Leoni in [8]. The
case of problem (1.5), where N = 2 and W (QF ) = W (F ) for all Q ∈ SO(2), was
investigated by Conti and Schweizer in [7] (see also [6] for a related problem).
Another important example of the second order energy is the so called Aviles-Giga
functional, defined on scalar valued functions v by
(1.6)
∫
Ω
ε|∇2v|2 +
1
ε
(1− |∇v|2)2 (see [2]).
The main contribution of this work is to give a new method for finding upper
bounds in the sense of (**) for families of functionals of the first and second
order. When the functionals are of the form (1.1) or (1.2), the convergence is in
the Lp-sense; and when they are of the form (1.3) or (1.4), it is in the W 1,p-sense.
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What can we expect as reasonable upper bounds? It is clear that if the non-
negative function W is continuous in the argument φ, then every upper bound I(φ)
of (1.1) will be finite only if W (φ, x) = 0 a.e. More generally, if the non-negative
functionL is continuous in the variable φ and satisfiesL(0, φ, x) ≤ L(∇φ, φ, x), then
every upper bound I(φ) of (1.2) will be finite only if L(0, φ, x) = 0 a.e. The same
holds for the second order problem: if the non-negative function L is continuous
in the variables ∇v and v and satisfies L(0,∇v, v, x) ≤ L(∇2v,∇v, v, x), then every
upper bound I(v) of (1.4) will be finite only if L(0,∇v, v, x) = 0 a.e. On the other
hand, we prove the following theorem about first order problems.
Theorem 1.1. Let Ω ⊂ RN be a bounded Lipschitz domain and let H(a, b, c) :
Rd×N ×Rd×Rq → R be a C1-function satisfying H(a, b, c) ≥ 0 for every a ∈ Rd×N ,
b ∈ Rd and c ∈ Rq. Consider u ∈ BV (Ω,Rq) ∩ L∞(Ω,Rq) and ϕ ∈ BV (Ω,Rd) ∩
L∞(Ω,Rd) satisfying
H
(
O, ϕ(x), u(x)
)
= 0 for a.e. x ∈ Ω .
Then there exists a family of functions {ψε} ⊂ C2(RN ,Rd), 0 < ε < 1, such that∫
Ω
ψε(x)dx =
∫
Ω
ϕ(x)dx,
ψε(x)→ ϕ(x) in Lp(Ω,Rd) for all p ∈ [1,∞) ,
and
lim
ε→0+
∫
Ω
1
ε
H
(
ε∇ψε, ψε, u
)
dx = J0(ϕ)
:=
∫
Jϕ
(
inf
r∈R
(0)
ϕ+(x),ϕ−(x)
{∫ 0
−∞
H
(
− r′(t)⊗ ν(x) , r(t) , u+(x)
)
dt
+
∫ ∞
0
H
(
− r′(t)⊗ ν(x) , r(t) , u−(x)
)
dt
})
dHN−1(x) ,
where R(0)a,b is defined by
R
(0)
a,b :=
{
r(t) ∈ C1
(
R,Rd
)
:
∃L > 0 s.t. r(t) = a for t ≤ −L , r(t) = b for t ≥ L
}
,
Jϕ is the jump set of ϕ (see Definition 2.2) and we assume that the orientation of
Ju coincides with the orientation of Jϕ HN−1 a.e. on Ju ∩ Jϕ.
We also generalize this result to a wider class of functionals; see Theorem 5.2.
As for the second order problems, using a similar method, we prove the following
theorem.
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Theorem 1.2. Let Ω be a bounded C2-domain and let
F (a, b, c, d) : Rd×N×N × Rd×N × Rd × Rq → R
be a C1 function satisfying F ≥ 0. Let f ∈ BV (Ω,Rq) ∩ L∞(Ω,Rq) and
v ∈W 1,∞(Ω,Rd) be such that ∇v ∈ BV (Ω,Rd×N ) and F
(
0,∇v(x), v(x), f(x)
)
= 0
a.e. in Ω. Then there exists a family of functions {vε} ⊂ C2(RN ,Rd) satisfying
vε(x)→ v(x) in W 1,p(Ω,Rd) for all p ∈ [1,∞) ,
and
lim
ε→0
1
ε
∫
Ω
F (ε∇2vε(x), ∇vε(x), vε(x), f(x))dx = J˜0(v)
:=
∫
J∇v
(
inf
r∈R
(0)
χ(x),0
{∫ 0
−∞
F
(
−r′(t)⊗ν(x)⊗ν(x), r(t)⊗ν(x)+∇v−(x), v(x), f+(x)
)
dt
+
∫ ∞
0
F
(
−r′(t)⊗ν(x)⊗ν(x), r(t)⊗ν(x)+∇v−(x), v(x), f−(x)
)
dt
})
dHN−1(x) .
Here χ(x) is given by
χ(x)⊗ ν(x) = ∇v+(x) −∇v−(x) ,
R
(0)
a,b is defined by
R
(0)
a,b := {r(t) ∈ C
1
(
R,Rd
)
: ∃L > 0 s.t. r(t) = a for t ≤ −L , r(t) = b for t ≥ L},
J∇v is the jump set of ∇v and we assume that the orientation of Jf coincides with
the orientation of J∇v HN−1 a.e. on Jf ∩ J∇v.
In these theorems, we restrict ourselves to the case of ϕ ∈ BV or ∇v ∈ BV
(for first and second problems, respectively). But in general, for these problems,
the limiting spaces, i.e., the spaces where the Γ-limits are finite, is wider then
BV . Consider, for instance, the second order problem (1.6). Here constructing
the upper bounds in full generality is a challenging unsolved question. A second
question is whether the bounds of Theorem 1.1 and Theorem 1.2 are sharp. For
first order problems, in all cases for which the Γ-limit is known, our method
gives the sharp upper bound. As for second order problems, there exist examples,
where our bound is far from being sharp. This happens in the cases in which
the one-dimensional ansatz is no longer true. Since our method is based on
convolutions with smoothing kernels, for functions which depend only on one
variable, it gives an approximating sequence which asymptotically also depend
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on one variable. When the one-dimensional ansatz is valid, i.e., when for the
function φ which depends only on one spatial variable we can consider an optimal
asymptotic sequence that depends also on one variable, our method gives the sharp
upper bound. For example, our upper bound is sharp for (1.6) in dimension N = 2.
In this case, the lower bound is known and coincides with our upper bound; see
[23], [9] and [2]. For another example, we can take the functional in (1.5) where
W (F ) = 0 if and only if F ∈ {A,B} and W satisfies the additional hypothesis,
called (H3) in [8], which guarantees the validity of the one-dimensional ansatz in
this case. However, at least in some cases, the one-dimensional ansatz (and, with
it, the method presented in this paper) fails. For instance, for (1.6) in dimension
N > 2, the functional J˜0 obtained in Theorem 1.2, is not lower-semi-continuous
and therefore cannot be the Γ-limit; see [10]. The same holds for the problem∫
Ω
ε|∇2v|2 +
1
ε
(1− |∇v|2)p ,
whereN = 2 and p > 2; see [2]. In [8] and [6], there are examples of vector-valued
second order problems in which one-dimensional transition layers do not give the
sharp bound but gives the same bound as our method. Constructing bounds which
are sharper than ours is another open question. However, even in cases in which
our method does not give the sharp upper bound, we get estimates of some interest.
The important feature of the method is that it does not depend on subtle geometric
ad hoc considerations depending on the particular variational problem. We also
remark that most of the literature on singularly perturbed double-well potentials
deal with asymptotic problems in which the one-dimensional hypothesis is valid.
In these cases, our method succeeds in giving the sharp bound.
1.2 The strategy of the proof. Our main technique is a mollification of
the vector-valued function with matrix-valued kernels. First of all, given a domain
Ω ⊂ RN , we define a special class of mollifying kernels V (the class of all smooth
compactly supported d×d-matrix valued functions η in variables (z, x) ∈ RN×RN ,
satisfying ∫
RN
η(z, x)dz = I for all x ∈ Ω ,
where I is the identity matrix; see Definition 4.1). Next, given H , u and ϕ as in
Theorem 1.1, for every η ∈ V we define
ψε(x) :=
1
εN
∫
RN
η
(y − x
ε
, x
)
· ϕ¯(y) dy ,
where ϕ¯ is some BV -extension of ϕ having no jump on ∂Ω. Then we calculate
Z(η) := lim
ε→0+
∫
Ω
1
ε
H
(
ε∇ψε, ψε, u
)
dx ;
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see Theorem 4.1. Next we optimize the choice of η, i.e., we calculate
J0(ϕ) := inf
η∈V
Z(η) ;
see Theorem 5.1. Finally, we prove Theorem 1.1 by a classical diagonal argument.
We follow the same strategy in the case of the second order problem. Given F ,
f and v as in Theorem 1.2, we define
vε(x) :=
1
εN
∫
RN
η
(y − x
ε
, x
)
· v¯(y)dy ,
where v¯ is some extension of v such that∇v¯ has no jump on ∂Ω. Then we calculate
Y˜ (η) := lim
ε→0
1
ε
∫
Ω
F (ε∇2vε(x), ∇vε(x), vε(x), f(x))dx ;
see Theorem 6.1. In the proof, we easily reduce this problem to the previous first
order problem. Next we calculate, as before,
J˜0(v) := inf
η∈V
Y˜ (η) .
Finally, we prove Theorem 1.2 by a diagonal argument.
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2 Notation and preliminaries
For a p× q matrix A with ij-th entry aij , we denote by |A| =
(
Σpi=1Σ
q
j=1a
2
ij
)1/2
the Frobenius norm of A.
For the p× q matrix A with ij-th entry aij and for the q × d matrix B with ij-th
entry bij we denote by AB := A · B their product, i.e., the p× d matrix, with ij-th
entry
∑q
k=1 aikbkj .
We identify u = (u1, . . . , uq) ∈ Rq with the q × 1 matrix A with i1-st entry ui,
so that for the p× q matrix A with ij-th entry aij and for v = (v1, v2, . . . , vq) ∈ Rq
we denote by Av := A · v the p-dimensional vector u = (u1, . . . , up) ∈ Rp, given
by ui =
∑q
k=1 aikvk for every 1 ≤ i ≤ p.
As usual, AT denotes the transpose of the matrix A.
For u = (u1, . . . , up) ∈ Rp and v = (v1, . . . , vp) ∈ Rp, we denote by uv :=
u · v :=
∑p
k=1 ukvk the standard scalar product. Note that uv = uTv = vTu as
products of matrices.
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For u = (u1, . . . , up) ∈ Rp and v = (v1, . . . , vq) ∈ Rq, we denote by u ⊗ v the
p× q matrix with ij-th entry uivj (i.e., u⊗ v = uvT as product of matrices).
For any p × q matrix A with ij-th entry aij and v = (v1, v2, . . . , vd) ∈ Rd, we
denote by A⊗ v the p× q × d tensor with ijk-th entry aijvk.
Given a vector-valued function f(x) =
(
f1(x), . . . , fk(x)
)
: Ω → Rk (Ω ⊂ RN ),
we denote by Df or by ∇xf the k ×N matrix with ij-th entry ∂fi∂xj .
Given a matrix-valued functionF (x)= {fij(x)}(1 ≤ i≤p, 1≤j≤q) : Ω→ Rp×q,
we denote by DF or by ∇xF the p× q ×N tensor with ijk-th entry ∂fij∂xk .
For every dimension d, we denote by I the unit d× d-matrix and by O the null
d× d-matrix.
Given a vector-valued measure µ = (µ1, . . . , µk) (where for any 1 ≤ j ≤ k, µj
is a finite signed measure), we denote by ‖µ‖(E) its total variation measure of the
set E.
For any µ-measurable function f , we define the product measure f · µ by
f · µ(E) =
∫
E f dµ, for every µ-measurable set E.
Throughout this paper, we assume that Ω ⊂ RN is a bounded Lipschitz domain.
In what follows, we present some known results on BV-spaces. We rely mainly
on the book [3] by Ambrosio, Fusco and Pallara. Other sources are the books by
Hudjaev and Volpert [25], Giusti [16] and Evans and Gariepy [13]. We begin by
introducing some notation. For every ν ∈ SN−1 (the unit sphere in RN ) and R > 0,
we set
B+R(x,ν) = {y ∈ R
N : |y − x| < R, (y − x) · ν > 0} ,(2.1)
B−R (x,ν) = {y ∈ R
N : |y − x| < R, (y − x) · ν < 0} ,(2.2)
H+(x,ν) = {y ∈ R
N : (y − x) · ν > 0} ,(2.3)
H−(x,ν) = {y ∈ R
N : (y − x) · ν < 0}(2.4)
and
H0ν = {y ∈ R
N : y · ν = 0} .(2.5)
Next we recall the definition of the space of functions with bounded variation. In
what follows, LN denotes Lebesgue measure in RN .
Definition 2.1. Let Ω be a domain in RN and let f ∈ L1(Ω,Rm). We say that
f ∈ BV (Ω,Rm) if∫
Ω
|Df | := sup
{∫
Ω
m∑
k=1
fk div ϕk dL
N : ϕk ∈ C
1
c (Ω,R
N );
m∑
k=1
|ϕk(x)|
2 ≤ 1, x ∈ Ω
}
is finite. In this case, we define the BV-norm of f by ‖f‖BV := ‖f‖L1 +
∫
Ω
|Df |.
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We recall below some basic notions in Geometric Measure Theory (see [3]).
Definition 2.2. LetΩ be a domain in RN . Consider a function f ∈ L1loc(Ω,Rm)
and a point x ∈ Ω.
i) We say that x is a point of approximate continuity of f if there exists
z ∈ Rm such that
lim
ρ→0+
∫
Bρ(x)
|f(y)− z| dy
LN
(
Bρ(x)
) = 0 .
In this case z is called an approximate limit of f at x and we write z = f˜(x).
The set of points of approximate continuity of f is denoted by Gf .
ii) We say that x is an approximate jump point of f if there exist a, b ∈ Rm
and ν ∈ SN−1 such that a 6= b and
(2.6) lim
ρ→0+
∫
B+ρ (x,ν)
|f(y)− a| dy
LN
(
Bρ(x)
) = 0, lim
ρ→0+
∫
B−ρ (x,ν)
|f(y)− b| dy
LN
(
Bρ(x)
) = 0.
The triple (a, b,ν), uniquely determined by (2.6) up to a permutation of (a, b)
and a change of sign of ν, is denoted by (f+(x), f−(x),νf (x)). We call νf (x)
the approximate jump vector and sometimes write simply ν(x) if the
reference to the function f is clear. The set of approximate jump points is
denoted by Jf . A choice of ν(x) for every x ∈ Jf (which is unique up to
sign) determines an orientation of Jf . At a point of approximate continuity
x, we use the convention f+(x) = f−(x) = f˜(x).
We recall the following results on BV-functions that we use in the sequel. They
are all taken from [3]. In all of them, Ω is a domain in RN and f belongs to
BV (Ω,Rm).
Theorem 2.1 (Theorems 3.69 and 3.78 from [3]).
i) HN−1-almost every point in Ω \ Jf is a point of approximate continuity of f .
ii) The set Jf is a countably HN−1-rectifiable Borel set, oriented by ν(x). In
other words, Jf is σ-finite with respect to HN−1, there exist countably many
C1 hypersurfaces {Sk}∞k=1 such thatHN−1(Jf \
⋃∞
k=1 Sk) = 0, and forHN−1-
almost every x ∈ Jf ∩ Sk, the approximate jump vector ν(x) is normal to Sk
at the point x.
iii) [(f+ − f−)⊗ νf ](x) ∈ L1(Jf , dHN−1).
Theorem 2.2 (Theorems 3.92 and 3.78 from [3]). The distributional gradi-
ent Df can be decomposed as a sum of three Borel regular finite matrix-valued
measures on Ω,
Df = Daf +Dcf +Djf
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with
Daf = (∇f)LN and Djf = (f+ − f−)⊗ νfHN−1xJf .
Da, Dc and Dj are called absolutely continuous part, Cantor and jump part of
Df , respectively, and ∇f ∈ L1(Ω,Rm×N ) is the approximate differential of f . The
three parts are mutually singular to each other. Moreover,
i) the support of Dcf is concentrated on a set of LN -measure zero, but
(Dcf)(B) = 0 for any Borel set B ⊂ Ω which is σ-finite with respect to
HN−1;
ii) [Daf ](f−1(H)) = 0 and [Dcf ](f˜−1(H)) = 0 for every H ⊂ Rm satisfying
H1(H) = 0.
Theorem 2.3 (Volpert chain rule, Theorems 3.96 and 3.99 from [3]). Let
Φ ∈ C1(Rm,Rq) be a Lipschitz function satisfying Φ(0) = 0 if |Ω| = ∞. Then,
v(x) = (Φ ◦ f)(x) belongs to BV (Ω,Rq) and
Dav = ∇Φ(f)∇f LN , Dcv = ∇Φ(f˜)Dcf,
Djv =
[
Φ(f+)− Φ(f−)
]
⊗ νf H
N−1
xJf .
We also recall that the trace operator T is a continuous map from BV (Ω),
endowed with the strong topology (or more generally, the topology induced by
strict convergence), to L1(∂Ω,HN−1x∂Ω), provided that Ω has a bounded Lipschitz
boundary (see [3, Theorems 3.87 and 3.88]).
3 First estimates on mollification
Consider a function ϕ = (ϕ1, ϕ2, . . . , ϕd) ∈ BV (RN ,Rd) with compact support.
Consider also a matrix-valued function η ∈ C2c (RN × RN ,Rl×d). For any ε > 0,
define the function ψε(x) : RN → Rl by
(3.1)
ψε(x) :=
1
εN
∫
RN
η
(y − x
ε
, x
)
· ϕ(y)dy =
∫
RN
η(z, x) · ϕ(x + εz) dz, for x ∈ RN .
The following technical lemma is used later in the upper bound construction.
Lemma 3.1.∫
RN
∣∣∣∣ψε(x) −{∫
RN
η(z, x) dz
}
· ϕ(x)
∣∣∣∣ dx = O(ε) as ε→ 0.
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Proof. By the definition of ψε, we have∫
RN
∣∣∣∣ψε(x)−{∫
RN
η(z, x) dz
}
· ϕ(x)
∣∣∣∣ dx(3.2)
≤
∫
RN
∫
RN
|η(z, x)| ·
∣∣ϕ(x + εz)− ϕ(x)∣∣ dz dx
≤
∫
BR(0)
‖η‖L∞
(∫
RN
∣∣ϕ(x+ εz)− ϕ(x)∣∣dx) dz ,
where R is a positive constant. Since∫
RN
∣∣ϕ(x + εz)− ϕ(x)∣∣dx ≤ ε|z| · ‖Dϕ‖(RN )
(see for example [3, Exercise 3.3]), we obtain from (3.2) that∫
RN
∣∣∣∣ψε(x)−{∫
RN
η(z, x) dz
}
ϕ(x)
∣∣∣∣ dx ≤ Cε‖Dϕ‖(RN)∫
BR(0)
|z| dz = O(ε).

Proposition 3.1. Let W : Rl × Rq → R be a C1-function satisfying
(3.3) ∇aW (a, b) = 0 whenever W (a, b) = 0 .
Consider ϕ ∈ BV (RN ,Rd)∩L∞ with compact support and u ∈ BV (RN ,Rq)∩L∞
satisfying
W
({∫
RN
η(z, x) dz
}
· ϕ(x), u(x)
)
= 0 for a.e. x ∈ RN ,
where η ∈ C2c (RN × RN ,Rl×d), as above, and let ψε(x) be as in (3.1). Then
(3.4) lim
ε→0
∫
RN
1
ε
W
(
ψε(x), u(x)
)
dx
=
∫
Jϕ
{∫ 0
−∞
W
(
γ(t, x), u+(x)
)
dt+
∫ ∞
0
W
(
γ(t, x), u−(x)
)
dt
}
dHN−1(x) ,
where
(3.5) γ(t, x) =
(∫ t
−∞
p(s, x) ds
)
· ϕ−(x) +
(∫ ∞
t
p(s, x) ds
)
· ϕ+(x)
and
(3.6) p(t, x) =
∫
H0
ν(x)
η(tν(x) + y, x) dHN−1(y) .
Here we assume that the orientation of Ju coincides with the orientation of Jϕ
HN−1 a.e. on Ju ∩ Jϕ.
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Proof. We may assume without loss of generality that u is Borel measurable
on RN .
Step 1: We prove the useful identity
(3.7)
∫
RN
1
ε
W
(
ψε(x), u(x)
)
dx
=
1∫
0
( ∫
RN
{ ∫
BR(0)
∇aW
(
ψtε(x− εtz), u(x− εtz)
)
× η(z, x) · σ(x) · z dz
}
d ‖Dϕ‖(x)
)
dt+ oε(1) ,
where σ(x) : RN → Rd×N is the Radon–Nikodym derivative of [Dϕ] with respect
to ‖Dϕ‖ (i.e., [Dϕ] = σ · ‖Dϕ‖ and |σ| = 1 ‖Dϕ‖-almost everywhere) and R > 0 is
chosen so that η(z, x) = 0 for all |z| > R and x ∈ RN .
We set ψε(x) =
(
ψ1,ε(x), . . . , ψl,ε(x)
)
and denote the ij-th entry of η(z, x) by
ηij(z, x). For any i ∈ {1, . . . , l}, any t ∈ (0, 1] and any x ∈ RN , we have
d
dt
(
ψi,tε(x)
)
=
d
dt
(
1
tNεN
∫
RN
d∑
k=1
ηik
(y − x
tε
, x
)
ϕk(y) dy
)
(3.8)
=−
1
tN+1εN
∫
RN
d∑
k=1
{
∇zηik
(y − x
tε
, x
)y − x
tε
+Nηik
(y − x
tε
, x
)}
ϕk(y) dy
=−
1
tNεN−1
∫
RN
d∑
k=1
divy
{
ηik
(y − x
tε
, x
)y − x
tε
}
ϕk(y) dy
=
1
tNεN−1
∫
RN
d∑
k=1
ηik
(y − x
tε
, x
)(
d [Dϕk](y)
)y − x
tε
,
where∇zηik(z, x) denotes the partial gradient of ηik in the first variable. Therefore,
d
dt
W
(
ψtε(x), u(x)
)
=
l∑
j=1
∂W
∂aj
(
ψtε(x), u(x)
)
·
d
dt
(ψj,εt(x))(3.9)
=ε∇aW
(
ψtε(x), u(x)
)
×
[
1
tNεN
∫
RN
η
(y − x
tε
, x
)
· (d [Dϕ](y)) ·
y − x
tε
]
.
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For any ρ ∈ (0, 1), we have by (3.9),
∫
RN
1
ε
{
W
(
ψε(x), u(x)
)
−W
(
ψρε(x), u(x)
)}
dx
(3.10)
=
∫
RN
1
ε
(∫ 1
ρ
d
dt
W
(
ψtε(x), u(x)
))
dx
=
∫
RN
{∫ 1
ρ
∇aW
(
ψtε(x), u(x)
)[ 1
tNεN
∫
RN
η
(y − x
tε
, x
)(
d [Dϕ](y)
)y − x
tε
]
dt
}
dx
=
∫ 1
ρ
{∫
RN
∇aW
(
ψtε(x), u(x)
)[ 1
tNεN
∫
RN
η
(y − x
tε
, x
)(
d [Dϕ](y)
)y − x
tε
]
dx
}
dt
=
∫ 1
ρ
{∫
RN
(
1
tNεN
∫
BRtε(y)
∇aW
(
ψtε(x), u(x)
)
× η
(y − x
tε
, x
)
· σ(y) ·
y − x
tε
dx
)
d ‖Dϕ‖(y)
}
dt .
In this formulas as before, σ(x) : RN → Rd×N is the Radon–Nikodym derivative of
[Dϕ] with respect to ‖Dϕ‖ andR > 0 is chosen so that η(z, x) = 0 for all |z| > R and
x ∈ RN . From our assumptions on W , it follows that there exists a constant C > 0,
independent of ρ, such that
∣∣∇aW (ψρ(x), u(x))∣∣ ≤ C for every ρ > 0. Therefore,
letting ρ tend to zero in (3.10) and using Lemma 3.1, we get∫
RN
1
ε
W
(
ψε(x), u(x)
)
dx
=
∫ 1
0
{∫
RN
(
1
(tε)N
∫
BRtε(y)
∇aW
(
ψtε(x), u(x)
)
· η
(y − x
tε
, x
)
· σ(y)
×
y − x
tε
dx
)
d ‖Dϕ‖(y)
}
dt
=
∫ 1
0
(∫
RN
{∫
BR(0)
∇aW
(
ψtε(y − εtz), u(y − εtz)
)
· η(z, y − εtz)
× σ(y) · z dz
}
d ‖Dϕ‖(y)
)
dt
=
∫ 1
0
(∫
RN
{∫
BR(0)
∇aW
(
ψtε(y − εtz), u(y − εtz)
)
· η(z, y)
× σ(y) · z dz
}
d ‖Dϕ‖(y)
)
dt+ oε(1) ,
where in the last equality we have used the estimate |η(z, y−εtz)−η(z, y)| ≤ Cεt|z|.
This proves identity in (3.7).
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Step 2: We prove that
(3.11)
∫
RN
1
ε
W
(
ψε(x), u(x)
)
dx = oε(1)+
1∫
0
(∫
Jϕ
{ ∫
BR(0)
∇aW
(
ψtε(x−εtz), u(x−εtz)
)
·η(z, x) ·σ(x) ·z dz
}
d ‖Dϕ‖(x)
)
dt.
Recall that Gϕ ⊂ Ω is the set of approximate continuity of ϕ. For every x in Gϕ,
we have
lim
ρ→0+
1
ρN
∫
Bρ(x)
|ϕ(y)− ϕ˜(x)| dy = 0 .
Taking ρ = 2Rε gives
(3.12) lim
ε→0+
∫
B2R(0)
|ϕ(x+ εz)− ϕ˜(x)| dz = 0, for x in Gϕ .
Since HN−1(RN \ (Gϕ ∪ Jϕ)) = 0 (see Theorem 2.1, i)) and the measure [Dϕ] does
not charge sets of HN−1-measure zero, we infer from (3.7) that
∫
RN
{ ∫
BR(0)
∇aW
(
ψtε(x − εtz), u(x− εtz)
)
· η(z, x) · σ(x) · z dz
}
d‖Dϕ‖(x)
(3.13)
=
∫
Jϕ
{ ∫
BR(0)
∇aW
(
ψtε(x − εtz), u(x− εtz)
)
· η(z, x) · σ(x) · z dz
}
d‖Dϕ‖(x)
+
∫
Gϕ
{ ∫
BR(0)
∇aW
(
ψtε(x− εtz), u(x− εtz)
)
· η(z, x) · σ(x) · z dz
}
d‖Dϕ‖(x) .
By (3.3), we have
∇aW
({∫
RN
η(z, x) dz
}
· ϕ˜(x), u˜(x)
)
= 0 for all x ∈ Gϕ ∩Gu.
Moreover, the set Gϕ \ Gu is HN−1 σ-finite; therefore, by Theorem 2.2, we have
‖Dϕ‖(Gϕ \Gu) = 0. So
(3.14)
∇aW
({∫
RN
η(z, x) dz
}
· ϕ˜(x), u˜(x)
)
= 0 for ‖Dϕ‖-almost every x ∈ Gϕ.
Therefore, by (3.12) and (3.14), the last integral in (3.13) tends to 0 when ε → 0,
for any t ∈ (0, 1]. So by (3.7) and (3.13), we get (3.11).
Step 3: We claim that
(3.15) lim
ρ→0+
ψρ(x− ρz) = γ(ν(x) · z, x) for all x ∈ Jϕ, z ∈ BR(0) .
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For any ρ ∈ (0, 1), x ∈ Jϕ and z ∈ BR(0), we have
ψρ(x− ρz) =
∫
RN
η(y, x− ρz) · ϕ
(
x+ ρ(y − z)
)
dy(3.16)
=
∫
B2R(0)
η(y + z, x− ρz) · ϕ
(
x+ ρy
)
dy
=
∫
B+2R(0,ν(x))
η(y + z, x− ρz) · ϕ
(
x+ ρy
)
dy
+
∫
B−2R(0,ν(x))
η(y + z, x− ρz) · ϕ
(
x+ ρy
)
dy .
By the definition of Jϕ (see (2.6)), for all x ∈ Jϕ, we have
(3.17)
lim
ε→0+
{∫
B+2R(0,ν(x))
|ϕ(x+εz)−ϕ+(x)| dz+
∫
B−2R(0,ν(x))
|ϕ(x+εz)−ϕ−(x)| dz
}
= 0.
Then, using (3.17) we infer that for every x ∈ Jϕ and every z ∈ BR(0), we have
lim
ρ→0+
∫
B+2R(0,ν(x))
η(y + z, x−ρz) · ϕ(x + ρy) dy(3.18)
=
(∫
B+2R(0,ν(x))
η(y + z, x) dy
)
· ϕ+(x) ,
lim
ρ→0+
∫
B−2R(0,ν(x))
η(y + z, x−ρz) · ϕ(x + ρy)dy
=
(∫
B−2R(0,ν(x))
η(y + z, x) dy
)
· ϕ−(x) .
Note that
(3.19)∫
B+2R(0,ν(x))
η(y + z, x) dy =
∫
H+(0,ν(x))
η(y + z, x) dy =
∫
H+(z,ν(x))
η(y, x) dy
=
∫ ∞
ν(x)·z
(∫
H0
ν(x)
η(tν(x) + y, x) dHN−1(y)
)
dt =
∫ ∞
ν(x)·z
p(t, x) dt (see (3.6)).
Similarly, we obtain
(3.20)
∫
B−2R(0,ν(x))
η(y + z, x) dy =
∫ ν(x)·z
−∞
p(t, x) dt .
Combining (3.16), (3.18), (3.19) and (3.20) we get that for every x ∈ Jϕ and every
z ∈ BR(0) we have (see (3.5))
lim
ρ→0+
ψρ(x − ρz) =
(∫ ∞
ν(x)·z
p(t, x) dt
)
· ϕ+(x) +
(∫ ν(x)·z
−∞
p(t, x) dt
)
· ϕ−(x) ,
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and (3.15) follows.
Step 4: Completing the proof. Using (3.15) in (3.11), we obtain
∫
RN
1
ε
W
(
ψε(x), u(x)
)
dx
=oε(1) +
∫ 1
0
(∫
Jϕ
{∫
BR(0)
∇aW
(
γ(ν(x) · z, x), u(x− εtz)
)
× η(z, x) · σ(x) · z dz
}
d ‖Dϕ‖(x)
)
dt
=oε(1) +
∫ 1
0
(∫
Jϕ
{∫
B+R(0,ν(x))
∇aW
(
γ(ν(x) · z, x), u(x− εtz)
)
× η(z, x) · σ(x) · z dz
}
d ‖Dϕ‖(x)
)
dt
+
∫ 1
0
(∫
Jϕ
{∫
B−R (0,ν(x))
∇aW
(
γ(ν(x) · z, x), u(x− εtz)
)
× η(z, x) · σ(x) · z dz
}
d ‖Dϕ‖(x)
)
dt .
By the analogue of (3.17) for u, we infer that
∫
RN
1
ε
W
(
ψε(x), u(x)
)
dx(3.21)
=oε(1) +
∫ 1
0
(∫
Jϕ
{∫
B+R(0,ν(x))
∇aW
(
γ(ν(x) · z, x), u−(x)
)
× η(z, x) · σ(x) · z dz
}
d‖Dϕ‖(x)
)
dt
+
∫ 1
0
(∫
Jϕ
{∫
B−R (0,ν(x))
∇aW
(
γ(ν(x) · z, x), u+(x)
)
× η(z, x) · σ(x) · z dz
}
d‖Dϕ‖(x)
)
dt .
Here we have used the assumption that the orientation of Ju coincides with the
orientation of Jϕ HN−1 a.e. on Ju ∩ Jϕ. By Theorem 2.2, we have
‖Dϕ‖ Jϕ = |ϕ
+ − ϕ−|HN−1 Jϕ ,
σ(x) =
(
ϕ+(x) − ϕ−(x)
)
|ϕ+(x) − ϕ−(x)|
⊗ ν(x) for HN−1-almost every x ∈ Jϕ.
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Then, by (3.21), we have
∫
RN
1
ε
W
(
ψε(x), u(x)
)
dx(3.22)
=oε(1) +
∫
Jϕ
{∫
B+R(0,ν(x))
∇aW
(
γ(ν(x) · z, x), u−(x)
)
· η(z, x)
× ((ϕ+(x)− ϕ−(x)) ⊗ ν(x)) · z dz
}
dHN−1(x)
+
∫
Jϕ
{∫
B−R (0,ν(x))
∇aW
(
γ(ν(x) · z, x), u+(x)
)
· η(z, x)
× ((ϕ+(x)− ϕ−(x)) ⊗ ν(x)) · z dz
}
dHN−1(x) .
Note that
∫
B+R(0,ν(x))
∇aW (γ(ν(x) · z, x), u
−(x)) · η(z, x) · ((ϕ+(x)− ϕ−(x)) ⊗ ν(x)) · z dz
(3.23)
=
∫
H+(0,ν(x))
∇aW (γ(ν(x) · z, x), u
−(x))
× η(z, x) · (ϕ+(x) − ϕ−(x)) · (ν(x))T · z dz
=
∫ ∞
0
∇aW
(
γ(τ, x), u−(x)
)
×
{∫
H0
ν(x)
η(τν(x) + y, x) · (ϕ+(x)− ϕ−(x)) · (ν(x))T
× (τν(x) + y) dHN−1(y)
}
dτ
=
(∫ ∞
0
∇aW (γ(τ, x), u
−(x)) · p(τ, x) τ dτ
)
· (ϕ+(x) − ϕ−(x)) (see (3.6)) .
In the same way, we have
(3.24)∫
B−R (0,ν(x))
∇aW (γ(ν(x) · z, x), u
−(x)) · η(z, x) · ((ϕ+(x) − ϕ−(x)) ⊗ ν(x)) · z dz
=
(∫ 0
−∞
∇aW (γ(τ, x), u
+(x)) · p(τ, x) τ dτ
)
· (ϕ+(x) − ϕ−(x)) ,
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Therefore, by (3.22), (3.23), (3.24)
∫
RN
1
ε
W (ψε(x), u(x))dx
(3.25)
=oε(1) +
∫
Jϕ
(∫ ∞
0
∇aW (γ(τ, x), u
−(x)) · p(τ, x)τ dτ
)
(ϕ+(x)− ϕ−(x)) dHN−1(x)
+
∫
Jϕ
(∫ 0
−∞
∇aW (γ(τ, x), u
+(x)) · p(τ, x) τ dτ
)
(ϕ+(x)− ϕ−(x)) dHN−1(x).
Next, since ∂γ(τ,x)∂τ = −p(τ, x) · (ϕ+(x) − ϕ−(x)) for HN−1-a.e. x ∈ Jϕ, we have∫ ∞
0
∇aW (γ(τ, x), u
−(x)) · p(τ, x)·(ϕ+(x) − ϕ−(x)) τ dτ(3.26)
=
∫ ∞
0
W (γ(τ, x), u−(x))dτ ,∫ 0
−∞
∇aW (γ(τ, x), u
+(x)) · p(τ, x)·(ϕ+(x) − ϕ−(x)) τ dτ
=
∫ 0
−∞
W (γ(τ, x), u+(x))dτ .
Plugging (3.26) in (3.25) gives the desired result (3.4). 
Remark 3.1. For anyϕ ∈ BV (Ω,Rd), we may by [3, Proposition 3.21] extend
ϕ to a function ϕ¯ ∈ BV (RN ,Rd) such that ϕ¯ = ϕ a.e. in Ω, supp ϕ¯ is compact and
‖Dϕ¯‖(∂Ω) = 0. From the proof of Proposition 3.21 in [3], it follows that if
ϕ ∈ BV (Ω,Rd) ∩ L∞, then its extension ϕ¯ is also in BV (RN ,Rd) ∩ L∞.
Consider a function ϕ = (ϕ1, ϕ2, . . . , ϕd) ∈ BV (Ω,Rd), together with its exten-
sion ϕ¯ (as in Remark 3.1). Consider η ∈ C2c (RN × RN ,Rl×d) and set
(3.27)
ψε(x) :=
1
εN
∫
RN
η
(y − x
ε
, x
)
· ϕ¯(y)dy =
∫
RN
η(z, x) · ϕ¯(x+ εz) dz, for x ∈ RN .
We have the following analogue of Proposition 3.1 for bounded domains.
Proposition 3.2. Let W ∈ C1(Rl × Rq,R) satisfy
(3.28) ∇aW (a, b) = 0 whenever W (a, b) = 0 .
Consider ϕ ∈ BV (Ω,Rd) ∩ L∞ and u ∈ BV (Ω,Rq) ∩ L∞ satisfying
W
({∫
RN
η(z, x) dz
}
· ϕ(x), u(x)
)
= 0 for a.e. x ∈ Ω ,
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where η ∈ C2c (RN × RN ,Rl×d). Let ψε(x) be as in (3.27). Then
(3.29) lim
ε→0
∫
Ω
1
ε
W (ψε(x), u(x))dx
=
∫
Jϕ
{∫ 0
−∞
W (γ(t, x), u+(x))dt +
∫ ∞
0
W (γ(t, x), u−(x))dt
}
dHN−1(x) ,
where
(3.30) γ(t, x) =
(∫ t
−∞
p(s, x) ds
)
· ϕ−(x) +
(∫ ∞
t
p(s, x) ds
)
· ϕ+(x),
and
(3.31) p(t, x) =
∫
H0
ν(x)
η(tν(x) + y, x) dHN−1(y) .
Here we assume that the orientation of Ju coincides with the orientation of Jϕ
HN−1 a.e. on Ju ∩ Jϕ.
Proof. Consider some BV extension u¯(x) :=
(
u¯1(x), . . . , u¯q(x)
)
of u to RN .
Then define U¯(x) : RN → Rq+1 by U¯(x) :=
(
u¯1(x), . . . , u¯q(x), χΩ(x)
)
, where
χΩ is the characteristic function of Ω. Then U¯ ∈ BV (RN ,Rq+1). Next define
W¯ (a, b) : Rl×Rq+1 → R by W¯ (a, b) := b2q+1 ·W (a, b′), where b = (b1, . . . , bq, bq+1) =
(b′, bq+1). Thus,
(3.32) W¯ (ψε(x), U¯ (x)) = (χΩ(x))2 ·W (ψε(x), u¯(x)) .
Applying Proposition 3.1 with ϕ¯, U¯ and W¯ in place of ϕ, u and W , and using the
fact that ‖Dϕ¯‖(∂Ω) = 0, which gives HN−1(Jϕ¯ ∩ ∂Ω) = 0, we complete the proof.

4 The upper bound construction
We define a special class of mollifiers that we use in the upper bound construc-
tion. Note that in contrast with standard mollifiers, our mollifiers depend on two
variables.
Definition 4.1. The class V consists of all functions η ∈ C2c (RN × RN ,Rd×d)
such that
(4.1)
∫
RN
η(z, x) dz = I for all x ∈ Ω (I is the identity matrix) .
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For ϕ ∈ BV (Ω,Rd) ∩ L∞ and η ∈ V , let R > 0 be such that η(z, x) = 0
whenever |z| > R. As in Section 3, we may by [3, Proposition 3.21] extend
ϕ to a function ϕ¯ ∈ BV (RN ,Rd) ∩ L∞ such that ϕ¯ = ϕ a.e. in Ω, supp ϕ¯ is
compact and ‖Dϕ¯‖(∂Ω) = 0 (see Remark 3.1). For every ε > 0, define a function
ψε ∈ C
1(RN ,Rd), as in (3.27), by
(4.2) ψε(x) := 1
εN
∫
RN
η
(y − x
ε
, x
)
· ϕ¯(y) dy =
∫
RN
η(z, x) · ϕ¯(x+ εz) dz .
Then by Lemma 3.1, we have
(4.3)
∫
Ω
∣∣ψε(x) − ϕ(x)∣∣ dx = O(ε) as ε→ 0.
Theorem 4.1. Let H ∈ C1(Rd×N ×Rd×Rq,R) satisfy H(a, b, c) ≥ 0 for every
(a, b, c). Consider u ∈ BV (Ω,Rq) ∩ L∞ and ϕ ∈ BV (Ω,Rd) ∩ L∞ satisfying
H(O, ϕ(x), u(x)) = 0 for a.e. x ∈ Ω .
For any η(z, x) := {ηij(z, x)} ∈ V , let ψε be defined by (4.2). Then
lim
ε→0
∫
Ω
1
ε
H(ε∇ψε, ψε, u) dx
(4.4)
=
∫
Jϕ
{∫ 0
−∞
H(p(t, x) · (ϕ+(x)− ϕ−(x)) ⊗ ν(x), γ(t, x), u+(x))dt
+
∫ ∞
0
H(p(t, x) · (ϕ+(x) − ϕ−(x)) ⊗ ν(x), γ(t, x), u−(x))dt
}
dHN−1(x) ,
where p and γ are defined in (3.6) and (3.5), respectively, and it is assumed that
the orientation of Ju coincides with the orientation of Jϕ HN−1 a.e. on Ju ∩ Jϕ.
Before proving Theorem 4.1, we state and prove the following important corol-
lary.
Corollary 4.1. Let H , u and ϕ be as in Theorem 4.1. Then for every η ∈ V ,
there exists a family of functions {ϕε} ⊂ C2(RN ,Rd×d) such that
∫
Ω
ϕε(x)dx =∫
Ω ϕ(x)dx, ϕε(x)→ ϕ(x) in L
p(Ω,Rd×d) for every p ∈ [1,∞) and
lim
ε→0
∫
Ω
1
ε
H(ε∇ϕε, ϕε, u) dx
(4.5)
=
∫
Jϕ
{∫ 0
−∞
H(p(t, x) · (ϕ+(x)− ϕ−(x)) ⊗ ν(x) , γ(t, x) , u+(x))dt
+
∫ ∞
0
H(p(t, x) · (ϕ+(x)− ϕ−(x)) ⊗ ν(x) , γ(t, x) , u−(x))dt
}
dHN−1(x) .
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Proof of the Corollary. Let ψε be defined by (4.2). Then ψε(x)→ ϕ(x) in
Lp(Ω,Rd×d); and by Theorem 4.1, we have (4.4). Consider
dε :=
∫
Ω
ψε(x) dx −
∫
Ω
ϕ(x) dx =
∫
Ω
(∫
BR(0)
η(z, x)
(
ϕ¯(x+ εz)− ϕ¯(x)
)
dz
)
dx
=
∫
BR(0)
(∫
Ω
η(z, x)
(
ϕ¯(x+ εz)− ϕ¯(x)
)
dx
)
dz .
Since ∫
Ω
∣∣ϕ¯(x+ εz)− ϕ¯(x)|dx ≤ ε|z| · ‖Dϕ¯‖(RN ) ,
we obtain
(4.6)
|dε| ≤
∫
BR(0)
(∫
Ω
|η(z, x)|
∣∣ϕ¯(x+εz)−ϕ¯(x)∣∣ dx) dz ≤ εC ‖Dϕ¯ ‖(RN ) = O(ε) .
Consider ϕε(x) := ψε(x)− dε. Then
∫
Ω ϕε(x)dx =
∫
Ω ϕ(x)dx, and ϕε(x)→ ϕ(x) in
Lp(Ω,Rd×d). In order to prove (4.5), it is sufficient to show that
(4.7) lim
ε→0
∫
Ω
1
ε
∣∣∣H(ε∇ϕε, ϕε, u)−H(ε∇ψε, ψε, u)∣∣∣ dx = 0 .
We have
H
(
ε∇ϕε, ϕε, u
)
−H
(
ε∇ψε, ψε, u
)
= H
(
ε∇ψε, ψε − dε, u
)
−H
(
ε∇ψε, ψε, u
)
= −
(∫ 1
0
∇bH
(
ε∇ψε, ψε − tdε, u
)
dt
)
· dε .
Therefore, using (4.6), we infer
(4.8)
∫
Ω
1
ε
∣∣∣H(ε∇ϕε, ϕε, u)−H(ε∇ψε, ψε, u)∣∣∣ dx
≤ C
∫ 1
0
∫
Ω
∣∣∣∇bH(ε∇ψε, ψε − tdε, u)∣∣∣ dx dt .
On the other hand, for any 1 ≤ j ≤ N , we have
∂ψε(x)
∂xj
=
1
εN
∫
RN
∂
∂xj
{
η
(y − x
ε
, x
)}
· ϕ¯(y) dy(4.9)
=
1
εN
∫
RN
{
−
1
ε
∂
∂αj
η
(y − x
ε
, x
)
+
∂
∂βj
η
(y − x
ε
, x
)}
· ϕ¯(y) dy
=
∫
RN
{
−
1
ε
∂
∂zj
η(z, x) +
∂
∂xj
η(z, x)
}
· ϕ¯(x+ εz) dz ,
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whereα = (α1, . . . , αN ) and β = (β1, . . . , βN) are the first and the second arguments
of the function η(α, β) : RN × RN → Rd×d. Therefore,
ε
∂ψε(x)
∂xj
=−
∫
RN
∂η(z, x)
∂zj
· ϕ¯(x+ εz) dz + ε
∫
RN
∂η(z, x)
∂xj
· ϕ¯(x + εz) dz(4.10)
=−
∫
RN
∂η(z, x)
∂zj
·
(
ϕ¯(x+ εz)− ϕ(x)
)
dz
+ ε
∫
RN
∂η(z, x)
∂xj
·
(
ϕ¯(x + εz)− ϕ¯(x)
)
dz .
The last equality follows from
∫
RN
∂η(z,x)
∂xj
dz =
∫
RN
∂η(z,x)
∂zj
dz = O (see (4.1)). In
particular, ε∇ψε(x) → 0 for a.e. x. Since ∇bH
(
O,ϕ(x), u(x)
)
= 0 a.e. in Ω and
∇bH is continuous and bounded, using (4.8) and (4.10), we infer (4.7). 
Proof of Theorem 4.1. As before in (4.10), for any 1 ≤ j ≤ N , we obtain
(4.11)
ε
∂ψε(x)
∂xj
= −
∫
RN
∂η(z, x)
∂zj
·ϕ¯(x+εz) dz+ε
∫
RN
∂η(z, x)
∂xj
·
(
ϕ¯(x+εz)−ϕ¯(x)
)
dz .
Next let M(z, x) := {Mij(z, x)} : RN × RN → Rd(N+1)×d be defined by
(4.12)Mij(z, x) := ηij(z, x)M(dk+i) j(z, x) := − ∂∂zk ηij(z, x) for all 1 ≤ i ≤ d, 1 ≤ j ≤ d, 1 ≤ k ≤ N .
Then
(4.13)

∫
RN
Mij(z, x) dz = δij∫
RN
M(dk+i) j(z, x) dz = 0
for all 1 ≤ i ≤ d, 1 ≤ j ≤ d, 1 ≤ k ≤ N .
Set
Ψε(x) :=
1
εN
∫
RN
M
(y − x
ε
, x
)
· ϕ¯(y) dy =
∫
RN
M(z, x) · ϕ¯(x+ εz) dz .
Finally, let the function W (A,B) : Rd(N+1) × Rq → R be defined as follows. For
A = (A1, . . . , Ad(N+1)) ∈ R
d(N+1) consider
• the d×N -matrix a with ij-th entry Adj+i,
• b := (A1, . . . , Ad),
• c = B
and define
W (A,B) := H(a, b, c) .
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Then W ∈ C1, W ≥ 0 and therefore ∇AW (A,B) = 0 whenever W (A,B) = 0.
Using the fact that H(O,ϕ(x), u(x)) = 0 for a.e. x ∈ Ω, we infer from (4.13) that
W
({∫
RN
M(z, x) dz
}
· ϕ(x), u(x)
)
= 0 for a.e. x ∈ Ω .
Therefore, using Proposition 3.2, we conclude that
(4.14) lim
ε→0
∫
Ω
1
ε
W
(
Ψε(x), u(x)
)
dx
=
∫
Jϕ
{∫ 0
−∞
W
(
Γ(t, x), u+(x)
)
dt+
∫ ∞
0
W
(
Γ(t, x), u−(x)
)
dt
}
dHN−1(x) ,
where
(4.15) Γ(t, x) =
(∫ t
−∞
P (s, x) ds
)
· ϕ−(x) +
(∫ ∞
t
P (s, x) ds
)
· ϕ+(x),
with
(4.16) P (t, x) = {Pij(t, x)} := ∫
H0
ν(x)
M(tν(x) + y, x) dHN−1(y) ,
Let e1 = (1, 0, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . ,eN = (0, . . . , 0, 1), and let
ζ1, . . . , ζN−1 be an arbitrary orthonormal base of H0ν(x). Then, for any 1 ≤ j ≤ N ,
we have
∂η(z, x)
∂zj
=
dzη(z, x)
dzej
= νj(x)
dzη(z, x)
dzν(x)
+
N−1∑
k=1
(ζk · ej)
dzη(z, x)
dzζk
,
where
(
ν1(x), . . . , νN (x)
)
= ν(x). But for any k, we have∫
H0
ν(x)
dz
dzζk
η(tν(x) + y, x) dHN−1(y) = 0 .
Therefore, ∫
H0
ν(x)
∂
∂zj
η(tν(x) + y, x) dHN−1(y)(4.17)
= νj(x)
d
dt
{∫
H0
ν(x)
η(tν(x) + y, x) dHN−1(y)
}
= νj(x)
dp(t, x)
dt
.
Plugging (4.17) and (4.12) into (4.16), we get
(4.18)Pij(t, x) dz = pij(t, x)P(dk+i) j(t, x) = −νk(x)dpij(t,x)dt for all 1 ≤ i ≤ d, 1 ≤ j ≤ d, 1 ≤ k ≤ N .
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Therefore, writing Γ(t, x) = (Γ1(t, x), . . . ,Γd(N+1)(t, x)), we have
(Γjd+1, . . . ,Γjd+d(t, x)) = νj(x) p(t, x) · (ϕ
+(x)− ϕ−(x)) for every 1 ≤ j ≤ N ,
and
(Γ1, . . . ,Γd(t, x)) = γ(t, x).
So, by (4.14),
lim
ε→0
∫
Ω
1
ε
W (Ψε(x), u(x))dx
(4.19)
=
∫
Jϕ
{∫ 0
−∞
H(p(t, x) · (ϕ+(x)− ϕ−(x)) ⊗ ν(x), γ(t, x), u+(x))dt
+
∫ ∞
0
H(p(t, x) · (ϕ+(x) − ϕ−(x)) ⊗ ν(x), γ(t, x), u−(x))dt
}
dHN−1(x) .
Next, using the assumptions about H and ϕ, by (4.11), we get
(4.20)
∫
Ω
1
ε
∣∣∣W (Ψε(x), u(x)) −H(ε∇ψε(x), ψε(x), u(x))∣∣∣ dx
≤ C
∫
BR(0)
∫
Ω
∣∣ϕ¯(x+ εz)− ϕ¯(x)∣∣ dz dx ≤ C¯ε‖Dϕ¯‖(RN) .
Therefore, returning to (4.19), we conclude the desired result (4.4). 
With the same method used in the proof of Theorem 4.1, we can prove the
following generalization.
Theorem 4.2. Let
H(a1, a2, . . . , ak−1, ak, b, c) :{
Rd×N
k
× Rd×N
k−1
× · · · × Rd×N×N × Rd×N
}
× Rd × Rq → R
be a C1-function satisfying H ≥ 0. Consider u ∈ BV (Ω,Rq) ∩ L∞ and ϕ ∈
BV (Ω,Rd) ∩ L∞ satisfying H(0, . . . , 0, ϕ(x), u(x)) = 0 for a.e. x ∈ Ω. For any
η ∈ V ∩Ck+1(RN × RN ,Rd×d), let ψε be defined by (4.2). Then
lim
ε→0
∫
Ω
1
ε
H
(
εk∇kψε, ε
k−1∇k−1ψε, . . . , ε
2∇2ψε, ε∇ψε, ψε, u
)
dx
(4.21)
=
∫
Jϕ
{∫ 0
−∞
H(ιk(t, x), ιk−1(t, x), . . . , ι2(t, x), ι1(t, x), γ(t, x), u
+(x))dt
+
∫ ∞
0
H(ιk(t, x), ιk−1(t, x), . . . , ι2(t, x), ι1(t, x), γ(t, x) , u
−(x))dt
}
dHN−1(x) ,
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where p and γ are defined in (3.6) and (3.5), respectively,
ιi(t, x) := (−1)
i−1 ∂
i−1
∂ti−1
p(t, x) ·
(
ϕ+(x) − ϕ−(x)
) i⊗
j=1
ν(x),
and it is assumed that the orientation of Ju coincides with the orientation of Jϕ
HN−1 a.e. on Ju ∩ Jϕ.
5 Optimizing the upper bound
We want to optimize the bounds obtained in Theorems 4.1 and 4.2 on the choice
of the kernels. Let H , ϕ : Ω → Rd and u : Ω → Rq be as in Theorem 4.1. Define
Z : V → R by
(5.1) Z(η) =
∫
Jϕ
{∫ 0
−∞
H(p(t, x) · (ϕ+(x) − ϕ−(x)) ⊗ ν(x) , γ(t, x) , u+(x))dt
+
∫ ∞
0
H(p(t, x) · (ϕ+(x) − ϕ−(x)) ⊗ ν(x) , γ(t, x) , u−(x))dt
}
dHN−1(x) ,
where ν(x) is the jump vector of ϕ and p and γ are defined in (3.6) and (3.5),
respectively. We require the following result.
Theorem 5.1. Let H , u and ϕ be as in Theorem 4.1. Let Z be as in (5.1).
Then
inf
η∈V
Z(η) = J0(ϕ) :=
∫
Jϕ
(
inf
r∈R
(0)
ϕ+(x),ϕ−(x)
{∫ 0
−∞
H(−r′(t)⊗ν(x) , r(t) , u+(x))dt
+
∫ ∞
0
H(−r′(t)⊗ ν(x) , r(t) , u−(x))dt
})
dHN−1(x) ,
where R(0)a,b is defined by
R
(0)
a,b := {r(t) ∈ C
1
(
R,Rd
)
: ∃L > 0 s.t. r(t) = a for t ≤ −L , r(t) = b for t ≥ L} .
Moreover, if H(a, b, c) = |a|2 + P (b, c) for some P ∈ C1, then
inf
η∈V
Z(η) =
∫
Jϕ
(
inf
r∈Rϕ+(x),ϕ−(x)
{∫ 0
−1
|r′(t)|
√
P
(
r(t) , u+(x)
)
dt
+
∫ 1
0
|r′(t)|
√
P
(
r(t) , u−(x)
)
dt
})
dHN−1(x) ,
where Ra,b := {r(t) ∈ C1
(
[−1, 1],Rd
)
: r(−1) = a, r(1) = b}.
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Before proving Theorem 5.1, we show how it implies the main theorem of this
work on first order problems.
Proof. For η ∈ V , consider Z(η) as in (5.1). By Theorem 5.1, there exists a
sequence {ηn} ⊂ V such that
(5.2) 0 ≤ Z(ηn)− J0(ϕ) ≤ 1/n, for all n ≥ 1 .
By Corollary 4.1, for any ηn ∈ V and 0 < ε < 1, there exists ψε,n ∈ C2(RN ,Rd)
such that
∫
Ω
ψε,n(x)dx =
∫
Ω
ϕ(x)dx,
lim
ε→0+
ψε,n = ϕ in Lp(Ω,Rd) for all p ∈ [1,∞) ,
and
lim
ε→0
∫
Ω
1
ε
H(ε∇ψε,n, ψε,n, u) dx = Z(ηn) .
A standard diagonal argument concludes the proof. We include it for the reader’s
convenience. Define a positive sequence {εn}∞n=0 as follows. Set ε0 = 1. Assuming
that εn−1 has already been defined, choose 0 < εn < min{εn−1, 1/n} such that for
every ε < εn, we have
(5.3)
(∫
Ω
∣∣ψε,n(x)− ϕ(x)∣∣n dx)1/n < 1
n
and
(5.4)
∣∣∣∣ ∫
Ω
1
ε
H
(
ε∇ψε,n, ψε,n, u
)
dx− Z(ηn)
∣∣∣∣ < 1n .
Thus,
⋃∞
n=0[εn+1, εn) = (0, 1). For any ε ∈ (0, 1) let k be the unique integer such
that ε ∈ [εk+1, εk), and then define ψε(x) = ψε,k(x). By (5.2), (5.3) and (5.4), for
every n ≥ 1, we have(∫
Ω
∣∣ψε(x)− ϕ(x)∣∣ndx)1/n < 1
n
for all ε < εn
and ∣∣∣∣ limε→0
∫
Ω
1
ε
H
(
ε∇ψε, ψε, u
)
dx− J0(ϕ)
∣∣∣∣ < 2n for all ε < εn .
In particular, by Ho¨lder’s inequality, we obtain for every p ≤ n/2,(∫
Ω
∣∣ψε(x)− ϕ(x)∣∣pdx)1/p ≤
(∫
Ω
∣∣ψε(x)− ϕ(x)∣∣ndx)1/n|Ω| 1p(1−p/n) < |Ω|2/p + 1
n
for all ε < εn .
This completes the proof. 
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We now come to the proof of Theorem 5.1. First we need the following
technical statements.
Lemma 5.1. Let µ be a finite positive Borel measure on Ω and ν0 : Ω → RN
a Borel measurable function with |ν0| = 1. Let W denote the set of functions
p(t, x) : R× Ω→ Rd×d satisfying the following conditions:
i) p is Borel measurable and bounded;
ii) there exists M > 0 such that p(t, x) = 0 for |t| > M and any x ∈ Ω;
iii) ∫
R
p(t, x) dt = I for all x ∈ Ω.
Then, for every p ∈ W , there exists a sequence of functions {ηn} ⊂ V (see Defini-
tion 4.1) such that the sequence of functions {pn(t, x)} defined on R× Ω by
pn(t, x) =
∫
H0
ν0(x)
ηn(tν0(x) + y, x)dH
N−1(y),
has the following properties:
i) there exists C0 such that ‖pn‖L∞ ≤ C0 for every n;
ii) there exists M > 0 such that for all n, we have pn(t, x) = 0 for |t| > M and
every x ∈ Ω;
iii) limn→∞
∫
Ω
∫
R
|pn(t, x)− p(t, x)| dt dµ(x) = 0.
See the Appendix for the proof of this lemma.
Lemma 5.2. Let µ be a finite positive Borel measure on Ω, ν0 : Ω → RN
a Borel measurable function, with |ν0| = 1 and h : Ω → G ⊂ Rl a Borel mea-
surable function. Let L1(A,B, s) ∈ C(Rd×d × Rd×d × G,R) and L2(A,B, s) ∈
C(Rd×d × Rd×d ×G,R) satisfy Lj ≥ 0 for j = 1, 2, L1(O,O, h(x)) = 0 for µ-a.e. x
in Ω and L2(O, I, h(x)) = 0 for µ-a.e. x in Ω. Suppose also that for every bounded
set A ⊂ Rd×d there exists C = CA > 0 such that for j = 1, 2 we have
|Lj(A1, B1, h(x)) − Lj(A2, B2, h(x))| ≤ CA
(
|A1 −A2|+ |B1 −B2|
)
for µ-a.e. x ∈ Ω and every A1, A2, B1, B2 ∈ A .
Define Y : V → R by
(5.5) Y (η) =
∫
Ω
{∫ 0
−∞
L1
(
p(t, x) ,
∫ t
−∞
p(s, x)ds , h(x)
)
dt
+
∫ +∞
0
L2
(
p(t, x) ,
∫ t
−∞
p(s, x)ds , h(x)
)
dt
}
dµ(x),
where p is defined by
p(t, x) =
∫
H0
ν0(x)
η(tν0(x) + y, x)dH
N−1(y).
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Then
(5.6) inf
η∈V
Y (η) =
∫
Ω
{
inf
p∈P
Qx(p)
}
dµ(x) ,
where
P =
{
p ∈ L∞c (R,R
d×d) :
∫
R
p(t) dt = I
}
and
Qx(p) =
∫ 0
−∞
L1
(
p(t),
∫ t
−∞
p(s)ds, h(x)
)
dt+
∫ +∞
0
L2
(
p(t),
∫ t
−∞
p(s)ds, h(x)
)
dt .
Proof. Clearly,
(5.7) inf
η∈V
Y (η) ≥
∫
Jϕ
{
inf
p∈P
Qx(p)
}
dµ(x) ,
so (5.6) follows once we prove the reverse inequality. In the proof, we establish
two claims.
Claim 1: The function ζ(x) := infp∈P Qx(p), for all x ∈ Ω, is Borel measur-
able.
Consider the countable subset Pr ⊂ P defined by
Pr :=
{
p ∈ P : p(t) = α0 + α1t+ · · ·+ αmt
m for |t| ≤ l and p(t) = 0 for |t| > l,
for some m, l ∈ N and α0, α1, . . . , αm ∈ Qd×d
}
.
Clearly, for any p ∈ P , there exists a sequence {pn} ⊂ Pr and a number M > 0
such that pn → p in L2(R,R), supp p ⊂ [−M,M ] and supp pn ⊂ [−M,M ] for all n.
Therefore, if Qx(p) < t, for some t ∈ R and x ∈ Ω, then there exists pr ∈ Pr such
that Qx(pr) < t. Thus,
{x ∈ Ω : ζ(x) < t} =
⋃
p∈P
{x ∈ Ω : Qx(p) < t} =
⋃
p∈Pr
{x ∈ Ω : Qx(p) < t} ,
and the measurability of ζ(x) follows. This completes the proof of Claim 1.
Let W denote set of functions p : R × Ω → Rd×d satisfying the following
conditions:
i) p is Borel measurable;
ii) p is bounded on R× Ω;
iii) there exists M > 0 such that p(t, x) = 0 for |t| > M and x ∈ Ω;
iv) ∫
R
p(t, x) dt = I, for all x ∈ Ω.
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Claim 2:
(5.8)
∫
Ω
{
inf
p∈P
Qx(p)
}
dµ(x) = inf
p∈W
{∫
Ω
Qx
(
p(t, x)
)
dµ(x)
}
.
Fix a bounded Borel measurable function p ∈ P . We have
(5.9) Qx(p) ≤ D, for µ-a.e. x ∈ Ω,
where D > 0 does not depend on x. Next fix ε > 0. By Lusin’s Theorem, there
exists a compact set K ⊂ Ω such that h(x) and ζ(x) are continuous functions on K
and
(5.10) µ(Ω \K) ≤ ε
2D
.
Here ζ is the function given by Claim 1. For any x ∈ K, there exists px ∈ P such
that px(t) is a bounded Borel measurable function on R and
(5.11) Qx(px)− ζ(x) < ε
4 + 4µ(Ω)
.
Using the continuity of ζ and h on K, we infer from (5.11) that for any x ∈ K,
there exists δx > 0 such that
(5.12) Qy(px)− ζ(y) < ε
2 + 2µ(Ω)
, for all y ∈ K ∩Bδx(x) .
Since the set K is compact, there exist a finite number of points x1, x2, . . . , xl ∈ K
such that K ⊂
⋃l
j=1 Bδxj (xj). Define the function p¯(t, x) on R× Ω by
p¯(t, x) =

pxi(t) x ∈
(
K
⋂
Bδxi (x)
)
\
⋃
1≤j≤i−1
Bδxj (xj) 1 ≤ i ≤ l,
p(t) x ∈ Ω \K .
Clearly, p¯(t, x) ∈ W . From (5.12) and (5.9)–(5.10), we get∫
Ω
Qx
(
p¯(t, x)
)
µ(x) −
∫
Ω
ζ(x) dµ(x) < ε ,
which implies (5.8), since ε > 0 is arbitrary.
We are now ready to complete the proof of Lemma 5.2. Consider a function
p(t, x) ∈ W , and let ηn(t, x) ∈ V and pn(t, x) be the corresponding functions given
by Lemma 5.1. We have
(5.13) Y (ηn)−
∫
Ω
Qx
(
p(t, x)
)
dµ(x)
≤ C
∫
Ω
(∫ c
−c
{
|pn(t, ·)− p(t, ·)|+
∫ c
−c
|pn(s, ·)− p(s, ·)|ds
}
dt
)
dµ ,
SINGULAR PERTURBATION PROBLEMS 275
for some constants c, C > 0. Therefore, using (A.8) and (5.13), we conclude that
lim
n→∞
Y (ηn) ≤
∫
Ω
Qx
(
p(t, x)
)
dµ(x).
Since this holds for every p(t, x) ∈ W , we get
(5.14) inf
η∈V
Y (η) = inf
p∈W
{∫
Ω
Qx
(
p(t, x)
)
dµ(x)
}
.
Combining (5.14) with Claim 2, we obtain the desired result (5.6). 
Lemma 5.3. Let Θ(x, y),Ξ(x, y) ∈ C1(Rd × Rd,R) satisfy Θ ≥ 0, Ξ ≥ 0 and
Θ(0,a) = Ξ(0, b) = 0, for some a 6= b in Rd. Set
P =
{
p ∈ L∞c (R,R
d×d) :
∫
R
p(t) dt = I
}
and define U : P → R by
U(p) =
0∫
−∞
Θ
(
p(t) · (b− a) ,
(∫ t
−∞
p(s) ds
)
· b+
(∫ +∞
t
p(s) ds
)
· a
)
dt
+
+∞∫
0
Ξ
(
p(t) · (b− a) ,
(∫ t
−∞
p(s) ds
)
· b+
(∫ +∞
t
p(s) ds
)
· a
)
dt .
Then
(5.15) inf
p∈P
U(p) = inf
r∈R
(0)
a,b
I0(r),
where
(5.16)
R
(0)
a,b := {r(t) ∈ C
1
(
R,Rd
)
: ∃L > 0 s.t. r(t) = a for t ≤ −L , r(t) = b for t ≥ L}
and I0(r) : R(0)a,b → R is defined by
(5.17) I0(r) :=
∫ 0
−∞
Θ
(
r′(t), r(t)
)
dt+
∫ +∞
0
Ξ
(
r′(t), r(t)
)
dt.
If, in addition, Θ(x, y) = |x|2 +F (y) and Ξ(x, y) = |x|2 +G(y) for some F,G ∈ C1,
then
(5.18) inf
p∈P
U(p) = inf
r∈Ra,b
I(r),
where Ra,b := {r(t) ∈ C1
(
[−1, 1],Rd
)
: r(−1) = a, r(1) = b} and
(5.19) I(r) :=
∫ 0
−1
2|r′(t)|
√
F
(
r(t)
)
dt+
∫ 1
0
2|r′(t)|
√
G
(
r(t)
)
dt.
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Proof. It is clear by density arguments that
(5.20) inf
p∈P
U(p) = inf
p∈P∩Cc(R,Rd×d)
U(p) .
For any p(t) ∈ P ∩ Cc(R,Rd×d), consider
rp(t) :=
(∫ t
−∞
p(s) ds
)
· b+
(∫ +∞
t
p(s) ds
)
· a .
Then rp ∈ R(0)a,b and U(p) = I0(rp). Therefore, by (5.20), we infer that
(5.21) inf
p∈P
U(p) ≥ inf
r∈R
(0)
a,b
I0(r).
On the other hand, let
(
r1(t), . . . , rk(t)
)
:= r(t) ∈ R
(0)
a,b and let L > 0 be as in (5.16).
Define the function pr(t) : R → Rd×d in the following way. Since (b1, . . . , bd) :=
b 6= (a1, . . . , ad) := a, there exists k ∈ {1, 2, . . . , d}, which we fix throughout
this argument, such that bk 6= ak. Fix also some function ̟(t) ∈ L∞([−L,L],R)
satisfying
∫ L
−L
̟(t)dt = 1. For |t| ≤ L let p(r)ij be the ij-th entry of matrix pr(t).
Then define
p
(r)
ii (t) :=
 1bi−ai r′i(t) if bi 6= ai,̟(t) if bi = ai, for i ∈ {1, 2, . . . , d} ,
p
(r)
ik :=
0 if bi 6= ai,1
bk−ak
r′i(t) if bi = ai,
for i 6= k ,
p
(r)
ij (t) =0 if j 6= i, k.
Define also pr(t) = O for any |t| > L. Then pr(t) ∈ P . Moreover, p(t) · (b − a) =
r′(t); and therefore, (
∫ t
−∞
p(s) ds) · b+ (
∫ +∞
t
p(s) ds) · a = r(t). So U(pr) = I0(r).
Hence
inf
p∈P
U(p) ≤ inf
r∈R
(0)
a,b
I0(r).
Thus, from (5.21), we infer (5.15).
Now let Θ(x, y) = |x|2 + F (y) and Ξ(x, y) = |x|2 + G(y) for some F,G ∈ C1.
For any r ∈ R(0)a,b, define r¯ : [−1, 1]→ R by
r¯(t) := r(L t),
where L > 0 is as in (5.16). Then r¯ ∈ Ra,b and, by the inequality a2 + b2 ≥ 2ab,
SINGULAR PERTURBATION PROBLEMS 277
we have
I0(r) =
∫ 0
−L
{
|r′(t)|2 + F
(
r(t)
)}
dt+
∫ L
0
{
|r′(t)|2 +G
(
r(t)
)}
dt
≥
∫ 0
−L
2|r′(t)|
√
F
(
r(t)
)
dt+
∫ L
0
2|r′(t)|
√
G
(
r(t)
)
dt = I(r¯).
Therefore, from (5.15), we infer
(5.22) inf
p∈P
U(p) ≥ inf
r∈Ra,b
I(r).
Now let r(t) ∈ Ra,b, such that r′(t) 6= 0 for any t ∈ [−1, 1]. Define τn(t) ∈
C(R, [−1, 1]) as the solution of

τ ′n(t) =
√
F
(
r(τn(t))
)∣∣r′(τn(t))∣∣ + 1n(1 + τn(t)) t ∈ (−∞, 0),
τ ′n(t) =
√
G
(
r(τn(t))
)∣∣r′(τn(t))∣∣ + 1n(1− τn(t)) t ∈ (0,+∞),
τn(0) = 0.
(5.23)
Then τn ∈ Lip (R), τn is non-decreasing on Rand lim
t→−∞
τn(t) = −1, lim
t→+∞
τn(t) = 1.
Moreover,
(5.24) 0 ≤ 1− |τn(t)| ≤ e−|t|/n, t ∈ R.
Next for any n ∈ N, define r˜n(t) : R → Rd by r˜n(t) := r
(
τn(t)
)
. Then
I0(r˜n) =
∫ +∞
−∞
(
τ ′n(t)
)2∣∣r′(τn(t))∣∣2 + ∫ 0
−∞
F
(
r(τn(t))
)
dt+
∫ +∞
0
G
(
r(τn(t))
)
dt.
(5.25)
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Therefore, by (5.23),
I0(r˜n) =
∫ 0
−∞
τ ′n(t)
∣∣r′(τn(t))∣∣(√F (r(τn(t)))+ 1
n
(
1 + τn(t)
)∣∣r′(τn(t))∣∣)dt
(5.26)
+
∫ +∞
0
τ ′n(t)
∣∣r′(τn(t))∣∣(√G(r(τn(t))) + 1
n
(
1− τn(t)
)∣∣r′(τn(t))∣∣)dt
+
∫ 0
−∞
(
τ ′n(t)
∣∣r′(τn(t))∣∣− 1
n
(
1 + τn(t)
)∣∣r′(τn(t))∣∣)√F (r(τn(t)))dt
+
∫ +∞
0
(
τ ′n(t)
∣∣r′(τn(t))∣∣− 1
n
(
1− τn(t)
)∣∣r′(τn(t))∣∣)√G(r(τn(t)))dt
=I(r) +
1
n
∫ 0
−∞
(
1 + τn(t)
)∣∣r′(τn(t))∣∣(τ ′n(t)∣∣r′(τn(t))∣∣−√F (r(τn(t))))dt
+
1
n
∫ +∞
0
(
1− τn(t)
)∣∣r′(τn(t))∣∣(τ ′n(t)∣∣r′(τn(t))∣∣−√G(r(τn(t))))dt
=I(r) +
1
n2
∫ +∞
−∞
(
1− |τn(t)|
)2∣∣r′(τn(t))∣∣2dt = I(r) +O( 1
n
)
,
where we infer the last equality from (5.24). Next, for m > 0, define the function
r˜{n,m}(t) : R → Rd by
r˜{n,m}(t) =

r˜n(t) +
1
2
((
b− r˜n(m)
)
−
(
a− r˜n(−m)
))
t
m
+ 12
((
b− r˜n(m)
)
+
(
a− r˜n(−m)
))
, for t ∈ [−m,m],
a for t ∈ (−∞,−m),
b for t ∈ (m,+∞).
Using (5.24), we see easily that for every n,
lim
m→+∞
I0(r˜
{n,m}) = I0(r˜n).
From (5.26), the density argument and the diagonal argument, it follows that there
exists a sequence rˆn ∈ R(0)a,b such that
lim
n→+∞
I0(rˆn) = I(r).
Then
inf
p∈P
U(p) ≤ inf
{
I(r) : r ∈ Ra,b, r
′(t) 6= 0, for all t ∈ [−1, 1]
}
.
But by density arguments,
inf
{
I(r) : r ∈ Ra,b, r
′(t) 6= 0, for all t ∈ [−1, 1]
}
= inf
r∈Ra,b
I(r).
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Therefore,
(5.27) inf
p∈P
U(p) ≤ inf
r∈Ra,b
I(r).
This inequality, together with (5.22), gives
inf
p∈P
U(p) = inf
r∈Ra,b
I(r). 
We are now ready to prove Theorem 5.1.
Proof of Theorem 5.1. Since Z(η) and J0(ϕ) do not depend on the
orientation of the vector ν(x), we may assume that the orientation of Jϕ is such
that the function ν : Jϕ → SN−1 is Borel measurable (see [3, Proposition 3.69]).
Then we can apply Lemma 5.2 with µ := |ϕ+ − ϕ−|HN−1 Jϕ, ν0(x) := ν(x),
h(x) :=
(
ϕ+(x), ϕ−(x), u+(x), u−(x),ν(x)
)
to infer
inf
η∈V
Z(η) =
∫
Jϕ
(
inf
p(t)∈P
{∫ 0
−∞
H(p(t) · (ϕ+(x) − ϕ−(x)) ⊗ ν(x) , γ(t) , u+(x))dt
+
∫ ∞
0
H(p(t) · (ϕ+(x)− ϕ−(x)) ⊗ ν(x) , γ(t) , u−(x))dt
})
dHN−1(x),
where
γ(t) := ϕ+(x)−
(∫ t
−∞
p(s) ds
)
·
(
ϕ+(x) − ϕ−(x)
)
=
(∫ t
−∞
p(s) ds
)
· ϕ−(x) +
(∫ ∞
t
p(s) ds
)
· ϕ+(x).
Finally we use Lemma 5.3 to deduce the desired result. 
In a similar way as for Theorem 1.1, using Theorem 4.2, we can prove the
following result.
Theorem 5.2. Let Ω, H , u and ϕ be as in Theorem 4.2. Then there exists
a family of functions {ψε} ⊂ Ck+1(RN ,Rd), 0 < ε < 1, such that
∫
Ω
ψε(x)dx =∫
Ω
ϕ(x)dx,
lim
ε→0+
ψε(x) = ϕ(x) in Lp(Ω,Rd) for all p ∈ [1,∞) ,
and
lim
ε→0
∫
Ω
1
ε
H
(
εk∇kψε, ε
k−1∇k−1ψε, . . . , ε
2∇2ψε, ε∇ψε, ψε, u
)
dx
=
∫
Jϕ
(
inf
r∈R
(0,k)
ϕ+(x),ϕ−(x)
{∫ 0
−∞
H((−1)kr(k)(t) , . . . , r′′(t) ,−r′(t) , r(t) , u+(x))dt
+
∫ ∞
0
H((−1)kr(k)(t) , . . . , r′′(t) ,−r′(t) , r(t) , u−(x))dt
})
dHN−1(x) ,
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where
R
(0,k)
a,b := {r(t) ∈ C
k
(
R,Rd
)
: ∃L > 0 s.t. r(t) = a t ≤ −L , r(t) = b t ≥ L .}
and we assume that the orientation of Ju coincides with the orientation of Jϕ HN−1
a.e. on Ju ∩ Jϕ.
6 The upper bound for the second order problem
Definition 6.1. For a domain Ω ⊂ RN , we define
BV G(Ω,Rd) :=
{
v ∈W 1,∞(Ω,Rd) : ∇v ∈ BV (Ω,Rd×N )
}
.
Definition 6.2. We say that the domain Ω ⊂ RN is an extension domain of
second order if for any v ∈ BV G(Ω,Rd) there exists v¯ ∈ BV G(RN ,Rd) such that
v¯(x) = v(x) for any x ∈ Ω and ‖D(∇v¯)‖(∂Ω) = 0.
Examples of extension domains of second order are given by BV G-domains.
A bounded domain Ω ⊂ RN is a BV G-domain if for each point x ∈ ∂Ω, there exist
r > 0, δ > 0 and a mapping γ ∈ BV G(RN−1,R) such that — after rotating and
relabeling the coordinate axes if necessary — we have
Ω ∩C(x, r, δ) = {y = (y1, y
′) ∈ R× RN−1 : y1 > γ(y
′) } ∩ C(x, r, δ),
where C(x, r, δ) := {y = (y1, y′) ∈ R × RN−1 : |y1 − x1| < δ , |y′ − x′| < r }. In
other words, near x, ∂Ω is the graph of BV G function. The proof of the following
proposition is given in [23].
Proposition 6.1. Any bounded BV G-domain is an extension domain of sec-
ond order.
Let Ω be a bounded BV G-domain or, more generally, a bounded extension
domain of second order. Consider v ∈ BV G(Ω,Rd) and η(z, x) ∈ V , where V is
defined in Definition 4.1. By Definition 6.2, we may extend v to v¯ ∈ BV G(RN ,Rd)
such that v¯ = v a.e. in Ω, supp v¯ is compact and ‖D(∇v¯)‖(∂Ω) = 0. For ε > 0 and
any x ∈ RN , set
(6.1) vε(x) := 1
εN
∫
RN
η
(y − x
ε
, x
)
· v¯(y)dy =
∫
RN
η(z, x) · v¯(x+ εz)dz.
Then vε ∈ C2c (RN ,Rd); and for every p ≥ 1, we have limε→0+ vε = v inW 1,p(Ω,Rd).
The next theorems correspond to the theorems of the previous sections for the
second order problem. Their proofs are given below.
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Theorem 6.1. Let Ω be a bounded, Lipschitz and extension domain of second
order and let F ∈ C1(Rd×N×N × Rd×N × Rd × Rq ,R), satisfying F ≥ 0. Let
f ∈ BV (Ω,Rq)∩L∞ and v ∈ BV G(Ω,Rd) be such that F
(
0,∇v(x), v(x), f(x)
)
= 0
a.e. in Ω. Consider ∇2vε := ∇(∇vε), where vε is defined in (6.1). Then
(6.2) lim
ε→0
1
ε
∫
Ω
F (ε∇2vε(x), ∇vε(x), vε(x), f(x))dx
=
∫
J∇v
{∫ 0
−∞
F ({p(t, x) · (∇v+(x)−∇v−(x))} ⊗ ν(x), Γ(t, x), v(x), f+(x))dt
+
∫ ∞
0
F ({p(t, x)·(∇v+(x)−∇v−(x))}⊗ν(x), Γ(t, x), v(x), f−(x))dt
}
dHN−1(x),
with
(6.3) Γ(t, x) :=
(∫ t
−∞
p(s, x)ds
)
· ∇v−(x) +
(∫ ∞
t
p(s, x)ds
)
· ∇v+(x) ,
where p(t, x) is defined in (3.6) (with ν(x) denoting the orientation vector of J∇v)
and we assume that the orientation of Jf coincides with the orientation of J∇v
HN−1 a.e. on Jf ∩ J∇v.
Next we turn to the minimization problem of the term on the r.h.s. of (6.2), over
all kernels η ∈ V . We consider
Y˜ (η) :=
∫
J∇v
{∫ 0
−∞
F
({
p(t, ·) ·
(
∇v+ −∇v−
)}
⊗ ν, Γ(t, ·), v, f+
)
dt(6.4)
+
∫ ∞
0
F
({
p(t, ·) ·
(
∇v+ −∇v−
)}
⊗ ν, Γ(t, ·), v, f−
)
dt
}
dHN−1 .
Since ∂ 2xixjv = ∂ 2xjxiv (as measures), we obtain ∇v+ −∇v− = χ ⊗ ν. Therefore,
using the results of Lemma 5.2 and Lemma 5.3 we can prove the following.
Theorem 6.2. Let Ω, F , f and v be as in Theorem 6.1. Let Y˜ (η) : V → R be
defined as in (6.4). Then
inf
η∈V
Y˜ (η) = J˜0(v) :=∫
J∇v
(
inf
r∈R
(0)
χ,0
{∫ 0
−∞
F
(
− r′(t)⊗ ν ⊗ ν , r(t) ⊗ ν +∇v− , v , f+
)
dt
+
∫ ∞
0
F
(
− r′(t)⊗ ν ⊗ ν , r(t)⊗ ν +∇v− , v , f−
)
dt
})
dHN−1 .
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Here χ(x) is given by
χ(x)⊗ ν(x) = ∇v+(x) −∇v−(x) ,
and R(0)a,b is defined, as in (5.16), by
R
(0)
a,b :={
r(t) ∈ C1
(
R,Rd
)
: ∃L > 0 s.t. r(t) = a for t ≤ −L , r(t) = b for t ≥ L} .
Moreover, if F (a, b, c, d) = |a|2 +Q(b, c, d) for some Q ∈ C1, then
inf
η∈V
Y˜ (η) =
∫
J∇v
(
inf
r∈Rχ,0
{∫ 0
−1
|r′(t)|
√
Q
(
r(t) ⊗ ν +∇v− , v , f+
)
dt
+
∫ 1
0
|r′(t)|
√
Q
(
r(t)⊗ ν +∇v− , v , f−
)
dt
})
dHN−1 ,
where Ra,b := {r(t) ∈ C1([−1, 1],Rd) : r(−1) = a, r(1) = b}.
Theorem 1.2 follows from Theorem 6.1 and Theorem 6.2, just as Theorem 1.1
follows from Corollary 4.1 and Theorem 5.1. We remark that the hypothesis on
domain Ω can be weakened. Indeed we need only that Ω be a bounded, Lipschitz
and an extension domain of second order.
Proof of Theorem 6.1. Set ϕ(x) := ∇v(x) with ij-th entry ϕij(x) and
ϕ¯(x) := ∇v¯(x) with ij-th entry ϕ¯ij(x). Then ϕ ∈ BV (Ω,Rd×N) ∩ L∞, ϕ¯ ∈
BV (RN ,Rd×N) ∩ L∞, ϕ¯ has compact support, ϕ¯ = ϕ on Ω and ‖Dϕ¯‖(∂Ω) = 0.
Define
ψε(x) :=
1
εN
∫
RN
η
(y − x
ε
, x
)
· ϕ¯(y)dy =
∫
RN
η(z, x) · ϕ¯(x + εz)dz.
Consider also the ij-th entry of the d×N matrix ψε(x) given by ψε,ij(x). We also
denote by ψε,j(x) :=
(
ψε,1j(x), . . . , ψε,dj(x)
)
the j-th column of the matrix ψε(x)
and by ϕ¯j(x) :=
(
ϕ¯1j(x), . . . , ϕ¯dj(x)
)
the j-th column of the matrix ϕ¯(x). First of
all, we prove that
(6.5)
lim
ε→0
∫
Ω
1
ε
∣∣∣F (ε∇2vε(x),∇vε(x), vε(x), f(x))−F (ε∇ψε(x), ψε(x), vε(x), f(x))∣∣∣dx = 0 .
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We compute
∂vε(x)
∂xj
=
1
εN
∫
RN
∂
∂xj
{
η
(y − x
ε
, x
)}
· v¯(y) dy
(6.6)
=
1
εN
∫
RN
{
−
1
ε
∂η
∂aj
(y − x
ε
, x
)
+
∂η
∂bj
(y − x
ε
, x
)}
· v¯(y) dy
=
1
εN
∫
RN
{
−
∂η
∂yj
(y − x
ε
, x
)}
· v¯(y) dy +
1
εN
∫
RN
∂η
∂bj
(y − x
ε
, x
)
· v¯(y) dy
=
1
εN
∫
RN
η
(y − x
ε
, x
)
·
∂v¯(y)
∂yj
dy +
1
εN
∫
RN
∂η
∂bj
(y − x
ε
, x
)
· v¯(y) dy
=
∫
RN
η(z, x) ·
∂v¯(x+ εz)
∂xj
dz +
∫
RN
∂η
∂xj
(z, x) · v¯(x+ εz) dz
= ψε,j(x) +
∫
RN
∂η
∂xj
(z, x) · v¯(x + εz) dz
= ψε,j(x) +
∫
RN
∂η
∂xj
(z, x) ·
(
v¯(x + εz)− v¯(x)
)
dz ,
where a = (a1, . . . , aN ) and b = (b1, . . . , bN) are the first and the second arguments
of the function η(a, b) : RN × RN → Rd×d. In the last equality, we have used the
fact that
∫
RN
∂η(z,x)
∂xj
dz = 0 for every x ∈ Ω. Differentiating once more gives
∂2
∂xk∂xj
vε(x)(6.7)
=
∂ψε,j(x)
∂xk
+ ∂∂xk
(
1
εN
∫
RN
∂η
∂bj
(
y−x
ε , x
)
· v¯(y) dy
)
=
∂ψε,j(x)
∂xk
+
(
1
εN
∫
RN
∂
∂xk
{
∂η
∂bj
(
y−x
ε , x
)}
· v¯(y) dy
)
=
∂ψε,j(x)
∂xk
+ 1εN
∫
RN
(
− 1ε
∂
∂ak
{
∂η
∂bj
(
y−x
ε , x
)}
+ ∂∂bk
{
∂η
∂bj
(
y−x
ε , x
)})
· v¯(y) dy
= 1
εN
∫
RN
(
− ∂∂yk
{
∂η
∂bj
(
y−x
ε , x
)})
· v¯(y) dy
+ 1
εN
∫
RN
∂
∂bk
{
∂η
∂bj
(
y−x
ε , x
)}
· v¯(y) dy +
∂ψε,j(x)
∂xk
= 1εN
∫
RN
∂η
∂bk
(
y−x
ε , x
)
· ∂v¯(y)∂yj dy +
1
εN
∫
RN
∂2η
∂bk∂bj
(
y−x
ε , x
)
· v¯(y) dy +
∂ψε,j(x)
∂xk
=
∂ψε,j(x)
∂xk
+
∫
RN
∂η
∂xk
(z, x) · ϕ¯j(x+ εz) dz +
∫
RN
∂2η
∂xk∂xj
(z, x) · v¯(x+ εz) dz
=
∂ψε,j(x)
∂xk
+
∫
RN
∂η
∂xk
(z, x) ·
(
ϕ¯j(x+ εz)− ϕ¯j(x)
)
dz
+
∫
RN
∂2η
∂xk∂xj
(z, x) ·
(
v¯(x+ εz)− v¯(x)
)
dz .
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Therefore,
|∇2vε(x)−∇ψε(x)| ≤ C for x ∈ Ω and all ε ;
lim
ε→0
|∇2vε(x) −∇ψε(x)| = 0 for a.e x in Ω,
(6.8)
where C > 0 does not depend on ε. Clearly,
F (a2, b2, c, d)− F (a1, b1, c, d) =(∫ 1
0
∇aF
(
a1 + t(a2 − a1), b1 + t(b2 − b1), c, d) dt
)
· (a2 − a1)
+
(∫ 1
0
∇bF
(
a1 + t(a2 − a1), b1 + t(b2 − b1), c, d) dt
)
· (b2 − b1)
Therefore,
(6.9) F (ε∇2vε,∇vε, vε, f)− F (ε∇ψε, ψε, vε, f) =
ε
(∫ 1
0
∇aF
(
ε∇ψε + t
(
ε∇2vε − ε∇ψε
)
, ψε + t
(
∇vε − ψε
)
, vε, f
)
dt
)
×
(
∇2vε −∇ψε
)
+(∫ 1
0
∇bF
(
ε∇ψε + t
(
ε∇2vε − ε∇ψε
)
, ψε + t
(
∇vε − ψε
)
, vε, f
)
dt
)
×
(
∇vε − ψε
)
.
Since v¯ is a Lipschitz function, we have∫
RN
|∇xη(z, x)|
∣∣v¯(x+ εz)− v¯(x)∣∣ dz ≤ Cε
for some constant C > 0. Then from (6.6), (6.7), (6.8) and (6.9), we conclude
(6.10)
∫
Ω
1
ε
∣∣∣F ( ε∇2vε,∇vε, vε, f)− F ( ε∇ψε, ψε, vε, f)∣∣∣dx ≤
C¯
∫
Ω
∣∣∣∣ ∫ 1
0
∇aF
(
ε∇ψε + t
(
ε∇2vε − ε∇ψε
)
, ψε + t
(
∇vε − ψε
)
, vε, f
)
dt
∣∣∣∣
+
∣∣∣∣
1∫
0
∇bF
(
ε∇ψε + t
(
ε∇2vε − ε∇ψε
)
, ψε + t
(
∇vε − ψε
)
, vε, f
)
dt
∣∣∣∣dx
= oε(1) ,
where in the last equality we have used the assumption ∇aF (0, ϕ, v, f) = 0 and
∇bF (∇ϕ,ϕ, v, f) = 0 a.e. (because F (0, ϕ, v, f) = 0 and F ≥ 0). So we get (6.5).
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It remains to prove that
(6.11) lim
ε→0
1
ε
∫
Ω
F ( ε∇ψε(x), ψε(x), vε(x), f(x) )dx
+
∫
J∇v
{∫ 0
−∞
F
(
{p(t, x) · (ϕ+(x) − ϕ−(x))} ⊗ ν(x), Γ(t, x), v(x), f+(x)
)
dt
+
∫ ∞
0
F
(
{p(t, x) · (ϕ+(x)−ϕ−(x))}⊗ ν(x), Γ(t, x), v(x), f−(x)
)
dt
}
dHN−1(x),
with
(6.12) Γ(t, x) :=
(∫ t
−∞
p(s, x)ds
)
· ϕ−(x) +
(∫ ∞
t
p(s, x)ds
)
· ϕ+(x) .
But this is a direct consequence of Theorem 4.1. 
Proof of Theorem 6.2. Since Y˜ (η) and J˜0(ϕ) do not depend on the
orientation of the vector ν(x), we may assume, as before, that the orientation
of J∇v is such that the function ν : J∇v → SN−1 is Borel measurable (see [3,
Proposition 3.69]). Because ∇v ∈ BV , we have
∇v+(x)−∇v−(x) = χ(x) ⊗ ν(x) .
Thus, we can rewrite (6.4) as
Y˜ (η) =∫
J∇v
{∫ 0
−∞
F
(
p(t, ·) · χ⊗ ν ⊗ ν,
∫ +∞
t
p(s, ·)ds · χ⊗ ν +∇v−, v, f+
)
dt
+
∫ ∞
0
F
(
p(t, ·) · χ⊗ ν ⊗ ν,
∫ +∞
t
p(s, ·)ds · χ⊗ ν +∇v−, v, f−
)
dt
}
dHN−1.
Then we can apply Lemma 5.2 with µ := |∇v+−∇v−|HN−1 J∇v, ν0(x) := ν(x),
h(x) :=
(
∇v+(x),∇v−(x), χ(x), v(x), f+(x), f−(x),ν(x)
)
to infer
inf
η∈V
Y˜ (η) =∫
J∇v
(
inf
p(t)∈P
{∫ 0
−∞
F
(
p(t) · χ⊗ ν ⊗ ν,
∫ +∞
t
p(s)ds · χ⊗ ν +∇v−, v, f+
)
dt
+
∫ ∞
0
F
(
p(t) · χ⊗ ν ⊗ ν,
∫ +∞
t
p(s)ds · χ⊗ ν +∇v−, v, f−
)
dt
})
dHN−1 .
Finally, Lemma 5.3 gives the desired result. 
286 A. POLIAKOVSKY
Apendix A
Proof of Lemma 5.1. The lemma is achieved by using several regularization
techniques and classical diagonal arguments.
Step 1: Let Ω′ ⊂ RN be some bounded domain such that Ω ⊂⊂ Ω′. We prove
that there exists a Borel measurable function η : RN × RN → Rd×d satisfying the
following hypotheses:
(i) There exists M¯ > 0 such that ‖η‖L∞ ≤ M¯ and supp η ⊂ BM¯ (0) × Ω′ is
compact.
(ii) ∫
RN
η(z, x) dz = I for all x ∈ Ω′.
(iii) ∫H0
ν0(x)
η(tν0(x) + y, x) dH
N−1(y) = p(t, x) for all x ∈ Ω.
Since p(t, x) ∈ W , there exists M > 0 such that ‖p‖L∞ ≤ M and supp p(t, x) ⊂
BM (0)×Ω. LetH : [0,∞)→ [0,∞) be any continuous function supported in [0,M ]
satisfying
∫
RN−1
H(|x|) dx = 1 if N > 1 and H(0) = 1 if N = 1. Consider also
a function l ∈ Cc(RN ,Rd×d) satisfying
∫
RN
l(z) dz = I and l(z) = 0 for |z| > M .
Define the function η(z, x) : RN × RN → Rd×d by
η(z, x) =

H
(√
|z|2 − (ν0(x) · z)2
)
p(ν0(x) · z, x), (z, x) ∈ R
N × Ω,
l(z), (z, x) ∈ RN × (Ω′ \ Ω),
0, (z, x) ∈ RN × (RN \ Ω′).
Then η is Borel measurable. Moreover, η satisfies hypotheses (i)–(iii).
Step 2: Let µ¯ be the measure on RN defined by
µ¯(A) = µ(A ∩ Ω) + LN (A) for every Borel set A ⊂ RN .
Consider a bounded domain Ω′′, such that Ω ⊂⊂ Ω′′ ⊂⊂ Ω′. We prove that there
exists a sequence {ηˆn} ⊂ Cc(RN × RN ,Rd×d), such that
(i′) ∫
RN
ηˆn(z, x) dz = I for every x ∈ Ω′′ and there exists M˜ > 0, independent of
n, such that supp ηˆn ⊂ BM˜ (0)× RN and ‖ηˆn‖L∞ ≤ M˜ .
(ii′) limn→∞
∫
RN
∫
RN
|ηˆn(z, x)− η(z, x)| dz dµ¯(x) = 0.
This clearly implies
(A.1) lim
n→∞
∫
Ω
∫
R
|pˆn(t, x)− p(t, x)| dt dµ(x) = 0 ,
where
pˆn(t, x) =
∫
H0
ν0(x)
ηˆn(tν0(x) + y, x)dH
N−1(y) .
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For every 0 < r < 1, z ∈ RN and x ∈ RN define
η0,r(z, x) :=
1
LN (Br(z))
∫
Br(z)
η(y, x)dy =
1
LN (Br(0))
∫
Br(0)
η(z + y, x)dy.
Then η0,r is a Borel measurable function which satisfies∣∣η0,r(z1, x)− η0,r(z2, x)∣∣ ≤ Cr|z1 − z2| for all z1, z2 ∈ RN and x ∈ RN ,
where Cr depends only on r. We also have |η0,r(z, x)| ≤ M¯ for all z and x and
supp η0,r ⊂ BM+1(0)× Ω′. For each x ∈ Ω′,∫
RN
η0,r(z, x)dz =
1
LN (Br(0))
∫
RN
(∫
Br(0)
η(z + y, x)dy
)
dz
=
1
LN (Br(0))
∫
Br(0)
(∫
RN
η(z, x)dz
)
dy = I .
From Theorem 1 in [13, Section 1.7], we infer that for any fixed x ∈ RN ,
(A.2) lim
r→0+
η0,r(z, x) = η(z, x) , for a.e. z ∈ RN .
Take a sequence rn ↓ 0 and define a sequence of functions {η¯n(z, x)} on RN × RN
by η¯n(z, x) = η0,rn(z, x). Clearly, ‖η¯n‖L∞ ≤ M¯ and supp η¯n ⊂ BM+1(0) × Ω′. By
(A.2),
(A.3) lim
n→∞
∫
RN
∫
RN
|η¯n(z, x)− η(z, x)| dz dµ¯(x) = 0 .
In addition, for all x ∈ RN and z1, z2 ∈ RN ,
(A.4) ∣∣η¯n(z1, x)− η¯n(z2, x)∣∣ ≤ Cn |z1 − z2| ,
where Cn > 0 depends only on n.
For every n and ρ > 0, define ηn,ρ : RN × RN → R by
ηn,ρ(z, x) =
1
µ¯(Bρ(x))
∫
Bρ(x)
η¯n(z, y) dµ¯(y) .
Then, for ρ > 0 sufficiently small and any x ∈ Ω′′, we have∫
RN
ηn,ρ(z, x)dz =
1
µ¯(Bρ(x))
∫
Bρ(x)
∫
RN
η¯n(z, y)dz dµ¯(y) = I.
Using (A.4), we obtain
(A.5) ∣∣ηn,ρ(z1, x1)− ηn,ρ(z2, x2)∣∣ ≤ ∣∣ηn,ρ(z1, x1)− ηn,ρ(z1, x2)∣∣+ Cn|z1 − z2| .
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But, for every z ∈ RN , we have
(A.6)
∣∣∣∣ ∫
Bρ(x1)
η¯n(z, y) dµ¯(y)−
∫
Bρ(x2)
η¯n(z, y) dµ¯(y)
∣∣∣∣
≤ M¯
{
µ¯
(
Bρ(x1) \Bρ(x2)
)
+ µ¯
(
Bρ(x1) \Bρ(x2)
)}
.
Therefore, combining (A.5) with (A.6) we get that ηn,ρ is continuous on RN ×RN .
Again, by Theorem 1 in [13, Section 1.7], for any fixed z ∈ R,
(A.7) lim
ρ→0+
ηn,ρ(z, x) = η¯n(z, x) , for µ¯-almost every x ∈ RN .
We also have
• ‖ηn,ρ‖L∞ ≤ M¯ ,
• supp ηn,ρ ⊂ BM+1(0)× R
N
,
• there exists M¯0 > 0 such that for ρ > 0 sufficiently small and any n,
supp ηn,ρ ⊂ R
N ×BM0(0).
By (A.7), we obtain
lim
ρ→0+
∫
RN
∫
RN
|ηn,ρ(z, x)− η¯n(z, x)| dz dµ¯(x) = 0 .
It follows from (A.3) that there exists a sequence ρn ↓ 0 such that
lim
n→∞
∫
RN
∫
RN
|ηn,ρn(z, x)− η(z, x)| dz dµ¯(x) = 0 ,
and
∫
RN
ηn,ρn(z, x) dz = I for every n and each x ∈ Ω′′. Put ηˆn(z, x) := ηn,ρn(z, x).
Then the sequence {ηˆn} satisfies (i′) and (ii′).
Step 3: We are ready to complete the proof. Let ω ∈ C∞c (RN × RN ) be such
that ω ≥ 0 and
∫
RN
∫
RN
ω(ζ1, ζ2)dζ1dζ2 = 1. For any 0 < ε < 1, define
(ηn)ε(z, x) =
1
ε2N
∫
RN
∫
RN
ω
(y1 − z
ε
,
y2 − x
ε
)
ηˆn(y1, y2)dy1dy2
=
∫
RN
∫
RN
ω(ζ1, ζ2)ηˆn(z + εζ1, x+ εζ2) dζ1 dζ2 .
Then (ηn)ε ∈ C2c (RN ×RN ,Rd×d) and there exists Mˆ > 0, independent of n and ε,
such that for every 0 < ε < 1 and every n, we have supp(ηn)ε ⊂ BMˆ (0)× RN and
‖(ηn)ε‖L∞ ≤ Mˆ . Moreover, for sufficiently small ε > 0, we have∫
RN
(ηn)ε(z, x)dz
=
1
ε2N
∫
RN
(∫
RN
∫
RN
ω(y1/ε, y2/ε)ηˆn(z + y1, x+ y2)dy1dy2
)
dz
=
1
ε2N
∫
RN
∫
RN
ω(y1/ε, y2/ε)
(∫
RN
ηˆn(z + y1, x+ y2)dz
)
dy1dy2 = I for all x ∈ Ω .
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Therefore, (ηn)ε ∈ V for ε > 0 sufficiently small. For t ∈ R and x ∈ Ω, set
(pˆn)ε(t, x) =
∫
H0
ν0(x)
(ηn)ε(tν0(x) + y, x) dH
N−1(y) .
Since (ηn)ε → ηn uniformly on RN × RN as ε ↓ 0, we conclude that
lim
ε→0+
∫
Ω
∫
R
|(pˆn)ε(t, x) − pˆn(t, x)| dt dµ(x) = 0 .
Therefore, by (A.1), there exists a sequence εn ↓ 0 such that (ηn)εn ∈ V and
lim
n→∞
∫
Ω
∫
R
|(pˆn)εn(t, x) − p(t, x)| dt dµ(x) = 0 .
Set ζn(z, x) := (ηn)εn(z, x) ∈ V , and define pn(t, x) on R× Ω by
pn(t, x) =
∫
H0
ν0(x)
ζn(tν0(x) + y, x)dH
N−1(y) .
There exists C0 such that |pn(t, x)| ≤ C0 for all x ∈ Ω and t ∈ R, and there exists Cˆ
such that pn(t, x) = 0 for |t| > Cˆ and any x ∈ Ω. Moreover, we have
(A.8) lim
n→∞
∫
Ω
∫
R
|pn(t, x)− p(t, x)| dt dµ(x) = 0 ,
so that Lemma 5.1 follows. 
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