Abstract: Like traditional learning, online learning also requires effective personalised learning so that the appropriate feedback can be given individually for the students to achieve their goals. This paper proposes the objective distance which is the measurement representing the distance between current status of student's competency to the satisfied competency level required for accomplishing the entire course. This paper aims to study to what extent the proposed objective distance can be used for effective classification of student's competency comparing to raw score data and its combination. The experiments are conducted with two different online courses including computer skill and English language course having 55 and 111 students respectively. The students are classified with three classifiers including K-nearest neighbour, artificial neural network and decision tree into different classes accordingly to different competency levels. The classification results show that the proposed objective distance can be effectively used for competency classification of online students.
Introduction
Information technology (IT) literacy is very important for the 21st century education (Adamson and Darling-Hammond, 2015; Forman and van Zeebroeck, 2015) because it can explicitly make an impact on students' daily lives and promote life-long learning skill. The easiest way to promote IT literacy is to engage the students into an online learning environment where the students can learn both the content subjects together with IT literacy at the same time. Online learning can easily deliver the contents for massive students anywhere and anytime conveniently. However, it is challenging to promote successful individual learning because of the students' diversities in many aspects such as performance, preference, background knowledge, experience, etc. The diversity of each student creates a sense of awareness of real abilities, skills, and requirements of students (Alian and Jabri, 2009; Graf, 2007) so that the guidance in the right learning pathway can be provided individually (Tan et at, 2012; Dwi and Basuki, 2012) .
Traditional learning generally provides the same contents and pedagogical methods to all students. This is the easy way to deliver contents to the students and obtain their responses. However, it is difficult for the teacher to enhance individual goals. Promoting successful learning for online learning is even more challenging because there is normally no face-to-face physical environment and the students are normally left alone, responsible for their own learning. It is even more difficult for skill based online courses in which the students also need practicing not just reading the content. The feedback from the teacher is very important to provide the right learning path to the right person for both physical and virtual learning environments (VLEs). Unfortunately, it is mostly difficult to have online feedback instantaneously on time in a VLE unless having effective real time student's assessment. Therefore, it is necessary to have an effective real time student's assessment for personalised online learning to accomplish individual learning in any VLEs (Kumar et al., 1998) . For this reason, the autonomic assessment of student's competency for personalised learning is thus proposed in this paper.
In the recent past, automatic assessment method is widely used in many computer enhanced learning systems such as tutoring system, recommendation system (Alshalabi et al., 2015) , etc. General automatic assessment methods employ the student's preference as the main attribute to classify types of the students and then provide individual feedback appropriately. The competency attributes are generally the raw score data from any kinds of assessment including qualitative and quantitative-based methods. They are normally used for selecting the appropriate contents for initiating learning starting points, evaluating learning achievement as pre-test and post-test measurement tools (Chenoweth et al., 2016; Beth and Janet, 2013; Lee, 2008; Robinson and Hullinger, 2008) , or even assessing the learning achievement of the entire course as the ordinary grading method.
However, the assessments are normally based on the current status of student's competency without the consideration of the minimum student's competency achievement required to accomplish the entire course. This paper thus proposes the competency attribute considering the individual competency achievement ability. The attribute proposed in this paper is named 'objective distance' which is defined as the distance from the current status of student's competency to a satisfied competency level. The satisfied competency level is defined as all necessary learning objectives which are required by the student to accomplish the course. Generally speaking, the proposed objective distance is the distance from the student's competency current status to the minimum competency which is used to pass the course. Therefore, the feedback given to the students is mainly to navigate them in order to satisfy a set of those learning objectives for passing the course. The personalised learning method using an objective distance thus is expected to foster a faster learning period while ensuring successful learning. Three different classifiers including K-nearest neighbour (KNN), artificial neural network (ANN) and decision tree (DCT) are used in this paper. The comparison of classification results is analysed to answer the main research question which is to what extent the proposed objective distance is suitable for being used as an assessment method of student's competency comparing to the raw score data and its combination. The raw score and its combination are commonly used for general competency assessments of online learning. Two different courses of online learning are studied in this paper including computer skill and English languages courses to investigate the generalisation of competency category.
Literature review
For decades, electronic learning (e-learning) which is the general form of online learning has brought effective way for successful individual learning (Sangineto, 2008; Gauch et al., 2007) . It can also bring critical requirements to this kind of virtual classroom especially the automatic assessment of student's competency and their appropriate feedbacks (Vargas-Vera and Lytras, 2008) . The online assessment and feedback have also been identified as self-testing or self-rating (Boud and Brew, 1995) . Early research in this area aims to develop various communication tools between the students and the teachers so that the teachers can receive feedbacks from students and provide appropriate supports on time (Kovacic and Green, 2010; Baradwaj and Pal, 2011; Liu, 2013) . The current research in this area aims to develop an autonomic assessment and feedback method to provide unconsciously responses to the students (Temdee, 2014) on the behalf of human teachers. This kind of application can perform anywhere and anytime supporting the learning processes in a virtual online learning environment. Basically, the general assessment methods are based on classification of any circumstances representing the competency of students. The individual knowledge and competency are generally used (Chen and Chung, 2008; Hardgrave et al., 1994; Chen, 2011; Shahiri and Husain, 2015) . In addition, the learning patterns are also widely used for the classification that represent both individual attributes (Mayilvaganan and Kalpanadevi, 2014; Tuparova and Tuparov, 2010; Ballantine et al., 2007) and interaction attributes (Temdee and Intayoad, 2014) . The score data is normally used for classification because it is widely accepted to be used for measuring the individual's knowledge and competency (Chenoweth et al., 2016; Brown et al., 2013; Beth and Janet, 2013; Lee, 2008; Robinson and Hullinger, 2008) . However, the assessments are normally based on the current status of student's competency without the consideration of the minimum competency achievement of the students required to accomplish the entire course. This paper thus proposes the competency attribute considering the individual competency achievement ability named objective distance. It is defined as the distance from the current status of student's competency to a satisfied competency level. The proposed attribute is attempted to be used effectively for an automatic assessment method for any online learning course.
Many classification methods are commonly used in various applications especially in the education domain (Huang et al., 2003; Ballantine et al., 2007; Navada et al., 2011) such as performance assessment (Mayilvaganan and Kalpanadevi, 2014; Dasarasthy, 1991) , dropout prediction (Baradwaj and Pal, 2011) , examination guidance (Shakhnarovich et al., 2006) , etc. All among variety methods, KNN, ANN and DCT are the most potential classification methods. KNN is widely applied in the education domain (Tanner and Toivonen, 2010) such as for analysing student's learning outcome (Minaei-Bidgoli et al., 2003) , estimating the appropriate individual test (Haykin, 1998) and tracking learning progression (Yukselturk et al., 2014) , etc. ANN has also been used in many different areas, such as the industry, business and banking, and operational diagnosis (Zhang, 2000) . In education area, ANN has been applied for many applications such as student's successful learning prediction (Hardgrave et al., 1994; Shahiri and Husain, 2015; Paliwal and Kumar, 2009; Rashid and Aziz, 2016) , admission prediction, (Oladokun et al., 2008) , etc. DCT is also widely used for classification or clustering of learners in VLE such as learning profile classification (Murray et al., 2003) , learning activity selection (Cristian and Dan, 2006) , learning effectiveness prediction (Ueno, 2005) , etc. As KNN, ANN, and DCT have been recognised for effective classification methods in many application areas especially in education, this paper thus employ these potential methods for evaluating on 'to what extent the proposed objective distance can be used for classification of student's competency'. 
Method
The research methodology of this paper is shown in Figure 1 including experimental design, experimentation and data gathering, model constructing and model testing respectively.
Experimental design
For investigating the generalisation of the proposed attribute, it is tested with 2 different online courses requiring two different skill competencies including computer skill and English language courses. The computer skill course is the word processing course that consists of six learning objects including application using, document creating, formatting, object manipulating, mail merging, and output preparing. Each learning object has its own objectives and score portion. The details of each learning object and its portion score are shown in Table 1 . At the same time, the English language course consists of seven learning objects including conversation, reading, writing, speaking, listening, grammar and vocabulary. The details of each learning object and its portion score are shown in Table 2 . The contents and the tests of those courses are designed based on the learning objectives, which are pre-designed by the instructor and experts. Particularly for computer skill course, the assessment of learning achievement is designed based on International Computer Driving Licence and European Computer Driving Licence (ICDL/ECDL) (ICDL/ECDL, 2013). To pass the course, the students need to pass at least 75% of each learning objects for both courses. The students are the first year students who are not the same groups. There are 55 students and 111 students studying in computer skill and English language course respectively. Both courses are freely accessed by students anywhere and anytime. However, the students are given two months to finish the course. For each learning object, it consists of the content part and the test part. At the end of the learning, students are classified into different classes accordingly to their competency levels including 2, 3 and 4 levels respectively. The detail of competency level is explained in the next section.
Experimentation and data gathering
This section explains more detail about input data especially the proposed objective distance, and data gathering.
Input data
This paper employs three different types of input data for classification including raw score data, sum score data and objective distance. The comparison of classification results is able to conclude to what extent the objective distance is able to be used effectively for classifying the student's competency.
Raw score data
Raw score data is the score of students after testing their learning achievement. The total numbers of tests for both courses are 60 points. The examples of raw score data gathered from computer skill course are shown in Table 3 . The score is represented as 1 if the students pass the test and 0 if the students fail the test. 
Sum score data
This data is the combination of raw score data for each learning object. The objectives of each learning object are pre-designed by the instructor and the expert. The set of tests belonging to each learning object of computer skill course is shown in Table 4 . Table 5 shows some the examples of sum score data for the computer skill course. Table 6 shows the set of tests for each learning object of English language course. Table 7 shows the examples of sum score data for the English language course. 
Objective distance
Objective distance is proposed in this paper for representing the distance between current status of student's competency and the minimum of student's competency to pass each learning object for each course. The proposed equation is a modification of the original work of Chaichumpa et al. (2016) which mainly measures the distance between the current statuses of the students to the predefined satisfaction level without consideration of the total score effect. For this paper, the original equation is modified based on the influence of a total score effect so that the classification accuracy can be improved. The comparison of the classification results of the objective distance with and without normalisation are shown and discussed in the results and discussion session. The objective distance is defined as (1) with the important note that if the student score is more than satisfaction score, then the objective distance will be '0' for that learning object. As mentioned before, the minimum satisfaction score to achieve each learning object is 75% of the total scores and it is used for both courses.
where Mobj is the total score Mobj g , is the satisfaction score, STobj is the student score for each learning object, and STobj dt is the distance of students from satisfaction score for each learning object. The example for determining objective distance is simply shown as following. If the total score of Application Using is '9'; the satisfactory score is '7' and student score is '7', so the objective distance is '0'. If the student scores are 8 or 9, which are more than 7, the objective distance will be set to 0 automatically because there is no competency achievement is required for this learning objective.
2 2 9 7 9 7 9 9 0.22 .022
At the same time, if the student score is '6' the objective distance is '-0.11' as followings.
2 2 9 7 9 6 9 9 0.22 .033 0.11
The examples of objective distance of each student for computer skill and English language courses are shown in Tables 8 and 9 respectively. As seen from Table 8 , student no. 1 and no. 2 are still far from the satisfaction scores for all learning objects while student no. 3 has already satisfied all learning objects for a specific time of observation. Therefore, the feedback will be made mainly to the student no. 1 and student no. 2 not for student no. 3. As seen from Table 9 , the student no. 1 is still far from the satisfaction scores for all learning objects while the student no. 2 has already satisfied two learning objects. Students no. 2 will be only suggested to pass other five learning objects instead of seven learning objects.
Student class
As mentioned before, three different competency levels are used in this paper including 2, 3 and 4 levels. The competency levels are divided into different ranges of percentile instead of raw scores. This paper aims to study that the proposed attribute is also generalised for competency levels not only for the course content. Table 10 shows the detail of classification types and their consequent ranges. 
Model constructing
This paper uses three different classifiers to construct the classifier model including KNN, ANN, and DCT. The classification results are compared to answer the proposed research questions. The detail of each classifier is explained in this section.
K-nearest neighbour
The algorithm of KNN (Dasarasthy, 1991; Shakhnarovich et al., 2006; Patankar and Chavda, 2014 ) is the supervised learning algorithm. It is the learning data with label which defines what the data is. Therefore it is the grouping of the nearest data together, while K is the number of group of data to consider. For example if K is 3, three data that be near the prospect will be considered. The distance measurement between each attribute is important for group classification. This classifier is suitable for the numeric data. This paper uses Euclidean Distance for determining the appropriate group of each single data. More specifically, the distance in this paper is the distance which is calculated from the difference of the score of six learning objectives for computer skill course and seven learning objects for the English language course respectively. For computer skill course, the equation used for measuring the distance between known group and un-known group data is calculated from (2). 
Where, D s is the distance between two groups, A is the feature vectors from six attributes, T t and T r are the known group sample and un-known group sample respectively. In this paper, K is varied as the different competency levels including 2, 3, and 4 respectively.
Artificial neural network
ANN is the idea for the creation the mathematical model to imitate the brain work. Normally ANN neural cell is imitated when the data is inputted to be multiplied by the associated weight to represent the importance of the data. The total of initial weights from the multiplied result between the input data and the weight is analysed and translated as the output by the activation function shown in Figure 2 . The calculation can be performed in (3). 
where n is sum of the sum function, x i is value input i, w i is weight neural i, z is neural input layer, b is a bias, i is a value from 1 to z and a is the output after applying the activation function. The backpropagation neural network (Dong et al., 2015; Johari et al., 2007 ) is studied in this paper. Three different types of data including raw score data, sum score data and objective distance are applied for comparing classification accuracy. Additionally, the sigmoid function is used as the activation function in this paper.
Decision tree
DCT is the general classification method having a tree structure (Quinlan, 1999; Navada et al., 2011) . The model is created from the input data to make the decision in a tree structure format. The decision depends on the conditions that are the variety of variables. The supervised learning is used for categorising on the exampling data which is the training set. The DCT comprises of a root node which is the beginning of the decision making: next node is the branch node that means the condition of the system and the leaf that means the operating according to the condition. In this paper, the attribute which mostly involves with the class will be chosen as the root node. Then, the next attribute will be chosen until all data is classified. The Information Gain (Info(m)) is the measurement of attribute relation that is shown in (4).
where n is the number of the total group, m is the class of attributes, P(m i ) is the possibilities of occurring of m attributes. For this paper, six and seven learning objects are used as the classifying attributes of computer skill and English language course respectively.
Model testing
In this paper, the accuracies obtained from KNN, ANN and DCT for all attributes are compared. The accuracy equation used in this paper is shown in (5) (Brame, 2007) .
Accuracy

TP TN TP TN FP FN
where TP is true positive, TN is true negative, FP is false positive, and FN is false negative respectively.
Results and discussion
This section shows the results from two experiments. First, the results of classification of each classifier with three different input data together with three different competency ranges of both courses are shown and discussed. The objectives are to study on to what extent the proposed learning object can be used for classification of students' competency. The second objective is to study the generalisation of the proposed objective distance to the course content and competency levels. The second experiment is to study whether or not the normalisation version of objective distance provides better classification results comparing to the non-normalised one. Table 11 and Table 12 show the classification results for all classifiers with three different competency levels of computer skill and English language course respectively. For computer skill course, the classification results show that the objective distance provides the best classification accuracies with KNN and DCT. For ANN, the sum score data provides the best classification accuracy. The proposed objective distance is thus potentially suitable with KNN and DCT while sum score data is potentially suitable for ANN respectively. However, the DCT provides minimum accuracies for all competency levels comparing to KNN an ANN. For the English language course, the classification results show that the objective distance also provides the best classification accuracies for KNN and DCT with three different competency levels. The similar results are also represented for the English course that the sum score data is potentially more suitable for ANN. Similar to the computer skill course, DCT also provides a relatively lowest classification accuracy comparing to KNN and ANN. Additional feature selection method should also be considered for improving the classification accuracy especially for DCT. For both computer skill and English language courses, it can be seen that both courses provide the same trend of classification results with KNN and DCT in which the classification accuracy with objective distance is relatively maximum. Although the accuracy of object distance is not the maximum one with ANN comparing to the sum score data, the objective distance still provides relatively high classification accuracy. It can be concluded that the proposed objective distance can be used as effective attribute for competency classification even with the online courses having different types of content. However, the proposed objective distance is also expected for testing with more different course contents for verifying the model and improving the classification accuracy in the future work.
Classification accuracy of different input data
In addition, the objective distance provides the best accuracy for three different competency levels for both courses with KNN and DCT classifier. For every level of competency, the accuracy has the same trend in which the objective distance provides the maximum accuracy comparing to the raw data and the sum score data. Therefore, dividing them into different levels might not affect the accuracy. However, selecting the most appropriate level of competency is challenging and requires many considerations. For example, three types of students should be much easier to provide the individual feedback instead of four types. At the same time, only two competency levels might be difficult to satisfy all individual students, while it is more convenient to provide the feedback. The appropriate types of competency levels for classification and feedback response should be thus traded off all among many considerations especially with the teacher's experience. The future work of this paper is also worth studying further about how to select the appropriate competency levels for both automatic classification of student's competency and appropriate feedback response. More importantly, the finding of this paper will not only provide the great impact for the online learning, but also the personalised training program for any self-organising organisation in which the staff is always required to improve their capacities by themselves for job or function allocation.
Classification accuracy between normalised and non-normalised objective distances
From Table 13 , the normalised objective distance provides higher classification accuracy comparing to non-normalised objective distance with all three classifiers. However, KNN performs the slightly less accuracy for normalised one for English courses with two competency levels. As KNN is concerned much about the distance between known and un-known data, the normalisation probably affects the distance between known and un-known data leading to the slightly less performances consequently. The future work is also worth to study the most appropriate equation of objective distance. 
Conclusions
This paper proposes the new measurement for classification of student's competency for online learning course. The proposed measurement is called objective distance which is the distance between the current status of student's competency and the satisfied competency level for accomplishing the course. The classification with three different classifiers that include KNN, ANN and DCT shows that the proposed measurement can be used effectively for classifying student's competency for all classifiers with different course contents including computer skill and English language course. The proposed learning objective is also generalised for being classified into 2, 3, and 4 different competency levels. The classification result also shows that the normalised objective distance performs better than non-normalised one for both two course and with all three different competency levels, although the further modification is still required. The future works of this paper aim to verify the model for improving the classification accuracy by testing it with more different courses and more number of students. Additionally, the feature selection method is considered to be used for improving classification accuracy. The finding in this paper will not only promote the successful personalised learning for online learning but also will be adapted for promoting personalised training for staff in the self-organising organisation.
