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ABSTRACT 
Developing a sensitive, rapid and inexpensive sensor for in-situ identification of 
hazardous airborne volatiles has become an urgent need for human welfare and has important 
applications in various areas, including chemical toxin detection, security screening, food quality 
inspection, and health monitoring of general population. The use of colorimetric sensor arrays 
has proven to be a fast, convenient and effective method for liquid and gas analysis of relevant 
analytes where the specificity derives from the pattern of response from cross-reactive and 
chemoresponsive sensor sets. Colorimetric sensor arrays have seen successful applications in 
differentiating among diverse families of analytes, ranging from single compounds to composite 
mixtures, including toxic industrial chemicals, food and beverage, bacteria and fungi. 
Colorimetric sensor arrays have generally been limited to work under laboratory conditions due 
to the bulk of complicated instrumentation. Therefore, we have recently developed a portable gas 
analyzer that allows for the real-time analysis of colorimetric data. The hand-held device is 
equipped with a color contact image sensor (CCIS) for optical transduction, a disposable sealed 
cartridge for sensor array loading, and a diaphragm micropump for analyte flow control. 
First, a colorimetric sensor array comprising multiple types of sensor elements were 
employed for the detection and discrimination among home made explosives, variations of 
peroxide-based explosives, as well as fuels and pre- or post-combustion residues. In addition to 
those acid/base-sensitive dyes that we commonly used for targeting industrial chemicals, new 
sensors include ones that use Fenton reagent chemistry (Fe(II) catalyzed production of strong 
radical oxidants) to cause color changes, other generic redox-sensitive dyes (tolidine, o-
dianisidine, etc.), and hydrazines for ketone detection. Hierarchical cluster analysis, principal 
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component analysis, and support vector machine analysis show excellent discrimination among 
explosive analytes from a variety of sources. Detection limits are calculated to be as low as ~50 
μg for headgas sampling above solids and sub-ppm level for vapors. Our colorimetric sensing 
method therefore has significant implications in explosives identification and may prove to be a 
useful supplement to other available detection technologies used in security checks and forensic 
evaluation of improvised explosives. 
Second, the disposable colorimetric sensor array was modified and combined with a 
handheld gas analyzer for rapid sensing of the freshness of common meat products and the 
ethanol concentration of liquor samples. Take the meat freshness monitoring as an example, the 
preliminary measurement on the representative sulfides and biogenic amines from the meat 
samples shows great sensitivity was achieved by introducing metal ion chromogens into the 
sensor array, with the detection limits at low ppb levels. The hand-held analyzer permits accurate 
discrimination with very high accuracy among the headspace of samples of five different meats 
as a function of storage periods from freshly purchased to 4 days. We have demonstrated 
excellent repeatability from both separate batches of sensor array printings and from multiple 
purchases over a period of a month of the same meat product. This study reveals the promising 
application of our colorimetric sensor arrays in the determination of meat freshness and liquor 
adulteration, which can serve as a useful supplement to other methods of food safety inspection. 
Furthermore, the possible application of the colorimetric sensor arrays in medical 
diagnosis was explored. We have made attempts to target trimethylamine as a biomarker from 
vapor or aqueous solution with relevance to point-of-care evaluation of trimethylaminuria 
(TMAU), using the more accessible cell phone camera as the imaging device. We made use of 
highly porous sol-gel/plasticized formulations to obtain a better responsiveness to gaseous 
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analytes and the ideal hydrophobicity of the matrices to minimize the dissolution of the dyes 
during liquid sensing. Apparent color differences shown by the sensor arrays allow for a quick 
identification of high and low concentrations of trimethylamine. LODs for trimethylamine are ~4 
ppb in gaseous phase and ~2 μM in aqueous solution, both of which are well below the 
diagnostically significant concentrations. The optoelectronic nose promises to be a useful point 
of care device for rapid, quantitative monitoring of trimethylamine levels for patients. 
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CHAPTER 1: 
RECENT ADVANCES IN CHEMICAL SENSING (2008-2017) 
1.1 Introduction to Chemical Sensing 
Chemical sensing employs various analytical techniques and provides information about the 
chemical composition of a liquid or gaseous environment. Having been developed for several 
decades, chemical sensing has emerged as a potentially powerful approach towards molecular 
recognition and the detection of a wide range of toxic gases and aqueous solutions and has 
significant implications for environmental monitoring, security screening, food inspection and 
medical diagnosis. New attempts and innovations are constantly needed for improving the 
discriminatory power, sensitivity (i.e., the detection limit) of current sensing approaches. The 
first example of an “electronic nose”, based on semi-specific receptors made of semiconductors, 
was reported by Persaud and Dodd in 1982 in an attempt to mimic the biological olfactory 
system.1 In the work three different metal oxides were used for sensing similar odorant mixtures 
and successful identification results were achieved (Figure 1.1). This type of sensors produces an 
array of composite responses unique to an odorant that behaves in an entirely different manner 
than the highly specific substrate-enzyme interactions. For a complex mixture comprising 
multiple odorant molecules, each receptor is activated by one or several kinds of molecules, and 
the combination of the response from all receptors determines the identity of the mixture. The 
array-based sensor technology,  in particular, offers more physical or chemical diversity for the 
recognition of individual molecules or even composite mixtures. 
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 Figure 1.1. Diagramamatic comparison of the mammalian olfactory system and the model nose. 
A, olfactory system. The sensing cells are the ciliated primary neurons. The axons of these 
neurons pass back through the cribiform plate into the olfactory bulb where they synapse with 
the secondary neurons, the mitral cells. B, model nose. The sensing elements are semiconductor 
devices with overlapping odorant response distributions. The amplifier, an analogue of the 
secondary neurone, measures the ratio of the response of selected transducers using a defined 
algorithm.1 
 
The ever-increasing demand for new technologies in chemical sensing has led to the 
development of many novel sensory devices, including mass and optical sensors as alternatives 
to electronic sensors. For instance, there has been recent progress achieved in the integrative 
“optoelectronic nose” approach,2-8 which greatly overcomes the limitations that traditional 
electronic sensors possess and improves the sensing performance.2,5,8-10 To this end, we will 
present here an overview of the recent progress in the three main categories of sensors, 
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demonstrate their working mechanisms and review some important applications related to these 
sensors. We will also introduce the methods for statistical analysis of the high dimensional data 
so obtained. Finally, we will examine the emerging trends that are likely to facilitate the 
development of new chemical sensors. 
 
1.2 Classification of Chemical Sensors  
Prior array-based detectors have employed a variety of chemical or physical strategies, 
including the use of conductive polymers and polymer composites, metal oxide sensors, quartz 
crystal microbalance, polymer coated surface acoustic wave devices and fluorescent or other 
optical sensors. 
The chemical sensors that have been reported so far for odor analysis, generally, can be 
categorized into three groups: (1) electronic sensors; (2) mass sensors; and (3) optical sensors. 
The classification of those sensors is based primarily upon the physical or chemical operating 
mechanisms. Electronic sensors, from the chemical perspective, include sensors that detect signal 
changes in resistance induced by an electrical current passing through the electrodes which 
contact and react with the chemical analytes. Mass sensors detect the changes to the mass of the 
sensor surface during the interaction with analytes. Optical sensors rely on the changes in 
interactions with electromagnetic waves (e.g., UV-vis light) caused by the sensor-analyte 
interactions.  
One commercialized example of a hybrid sensory system is the GDA 2 (Gas Detector Array 
2) produced by AIRSENSE Analytics. It consists of an ion mobility spectrometer with a 63Ni ion 
source, a photoionization detector with a 10.2 eV lamp, an electrochemical cell, and two metal 
oxide sensors. The manufacturer recommends this portable device for detection of hazardous 
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gases and chemical warfare agents. Because a variety of different harmful agents, such as 
ammonia, benzene, carbon monoxide, chlorocyane, hydrogen cyanide, and phosgene, should be 
detectable, it is necessary to use sensors and detectors whose sensitivity and selectivity cover the 
whole range of potential substances and concentrations.  
 
1.2.1 Electronic Sensors 
Resistors are the simplest electronic components, and their integration in electronic systems 
is the easiest. Moreover, their fabrication is simple: the sensing material is deposited across two 
parallel electrodes placed on an insulating substrate. Often, in order to adjust overall resistance, 
an interdigitated pair of electrodes is used. Chemoresistors that are made of either conductive 
polymers11,12 or metal-oxide semiconductors13-16 have become two kinds of the most widely used 
gas sensors. 
 
1.2.1.1 Conductive Polymers 
The concept of using polymeric absorption to detect the presence of chemicals in the vapor 
phase has existed for several decades. In 1976, the conductivity in polymers such as 
polyacetylene doped with p-type dopants (oxidants) was first discovered by MacDiarmid, 
Shirakawa, and Heeger,17,18 to be followed by the discovery of n-type dopants (reducing 
agents) in 1978.19 Heeger, MacDiarmid and Shirakawa were awarded the Nobel Prize in 
Chemistry in 2000 “for the discovery and development of conductive polymers”. Sensors 
made from conductive polymers are based on the chemiresistive signals and consist of a 
chemically sensitive absorbent that is deposited onto a solid phase that acts as an electrode. 
When chemical vapors come into contact with the polymers, the chemicals absorb in, causing the 
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polymers to swell. The extent of swelling alters the resistance of the electrode, which can be 
measured, recorded and analyzed. The amount of swelling corresponds to the concentration of 
the chemical vapor in contact with the absorbent. There are several categories of conductive 
polymers for sensing purposes, including intrinsically conducting polymers, redox polymers 
and ionically conducting polymers. Some popular and useful conductive polymers are 
polyacetylene (PA),20 polythiophene (PT),21 polyaniline (PANI),22 polypyrrole (PPy)23,24 and 
poly(phenylenevinylene) (PPV)25-27 (Figure 1.2).  
Conductive polymers can be integrated with other functional materials, such as graphene28 
and porphyrinoids,29 for the design of highly sensitive or selective sensing devices. For 
example,  a highly conductive composite of reduced graphene oxide (RGO) and polypyrrole 
(PPy) nanofiber was used to fabricate a NO2 sensor based on its significant resistance 
decreases upon exposure to NO2 gas.30 The composite of PPy/graphene showed four times 
higher NO2 sensitivity than that of RGO alone, even at the 1 ppm level. The reduction behavior 
of NO2 was also investigated on polyaniline (PANI)-GO composite for H2 sensing.31 These 
composites provide significantly higher sensitivities than sensors that are based on solely 
graphene sheets or PANI nanofibers (Figure 1.3 and 1.4).31 
 
 
Figure 1.2. Structures of typical conductive polymers. 
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 Figure 1.3. The dynamic responses of H2 gas sensors with sensitive layers of (A) 
graphene/PANI, (B) PANI nanofibers, and (C) graphene.31 
 
 
Figure 1.4. The sensitivities of the H2 gas sensors with sensitive layers of (A) graphene/PANI, 
(B) PANI nanofibers, and (C) graphene.31 
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For another example, conductive polymers were combined with cocktails of porphyrins and 
the composite were prepared by spinning over a couple of interdigitated electrodes, binary 
mixtures of poly(2-phenyl-1,4-xylylene), and each of the following porphyrins: metallated (Zn, 
Ni, and Co) complexes of tetraphenylporphyrin (H2TPP) and a free base 5,10,15,20-
tetrakis(pentafluorophenyl)porphyrin (H2TFPP) (Figure 1.5). The sensor array was demonstrated 
showing the discrimination of vapors among four common organic solvents: ethyl acetate, 
ethanol, propanone, and toluene in a PCA analysis (Figure 1.6).32 
 
 
 
 
 
 
 
 
Figure 1.5. Structures of base porphyrins. (A) H2TPP, (B) H2TPFP and (C) metallated MTPP.32 
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 Figure 1.6. Principal component analysis (PCA) plot of the relative responses of the three 
composite sensors using metallated porphyrins as dopants into conductive polymer sensors.32 
 
1.2.1.2 Metal Oxides 
The semiconducting metal-oxides are the most commonly used sensors which are based on 
the prototype SnO2 as the chemiresistive materials.33-36 SnO2 is fixed in the center of a ceramic 
tube, through which a coiled wire is placed and acts as the sensor heater. Metal wires provide 
electrical contact between SnO2 and the rest of the electronics. In addition, many other metal 
oxides are also employed as effective semiconductors for various sensing applications, including 
ZnO,37,38 Fe2O3,39 Cr2O3,40 NiO41 and TiO2.42-44 For example, gas sensors based on a hierarchical 
heterostructure made of α-Fe2O3 nanorods and TiO2 nanofibers have been explored and exhibit 
excellent sensing characteristics, including higher sensing response, lower operating temperature, 
faster response speed, and better selectivity in comparison with other materials, with the 
detection limit at several ppm (Figure 1.7).45 The power requirement for metal oxide 
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semiconductors to work are generally between 300 mW and 600 mW, giving the sensors the 
working temperature range from 200 ºC to 450 ºC. The combination of the sensor operating 
temperature and the composition of the metal oxide yields different responses to various gaseous 
analytes. The sensing mechanism of metal oxides relates to the adsorption of O2 on the sensor 
surface with the introduction of a negative charge. Then donor electrons are transferred to the 
adsorbed oxygen, leaving a positive charge in the layer. Inside the sensor, electrical current flows 
through the grain boundary of metal oxide micro crystals. To this end, resistance to the electrical 
current is caused by negatively charged oxygen at grain boundaries. In the presence of a reducing 
gas (e.g., H2), a surface catalyzed combustion occurs and the surface density of negatively 
charged oxygen decreases, thereby decreasing the resistance of the sensor. The relationship 
between the amount of change in resistance and the concentration of an absorbed gas can be 
expressed by a power-law equation.45 
 
 
Figure 1.7. (a) Response of the α-Fe2O3 nanorods, TiO2 nanofibers, and α-Fe2O3/TiO2 
heterostructures to 10−2000 ppm of trimethylamine (TMA). (b) Selectivity tests of the pristine α-
Fe2O3 nanorods, TiO2 nanofibers, and α-Fe2O3/TiO2 heterostructures sensors to 50 ppm of 
different gases. (c) Reproducibility of the α-Fe2O3/TiO2 sensor upon exposure (3 cycles) to 10, 
50, and 80 ppm TMA gas at 250 °C.45 
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Since the sensing mechanism of metal oxides involves in the chemisorbed oxygen at the 
oxide surface, the combination of porphyrinoids with metal oxides are also of great interest to 
scientists due to the excellent catalytic activity of porphyrins. As an example, the addition of 5-
(4-carboxyphenyl),10,15,20-triphenylporphyrin-Co(II) (CoMCPP) to SnO2 resulted in a 
reduction of the sensors’ working temperature from 400 oC to 250 oC.46 These CoTCPP–
SnO2 sensors showed fast, reversible and selective responses towards the detection of methanol 
vapors vs. carbon oxide (Figure 1.8).  
 
 
Figure 1.8. Dynamic response of the CoTCPP-SnO2 sensor at 250 oC in the presence of different 
concentrations of methanol.46 
 
1.2.2 Mass Sensors 
1.2.2.1 Surface Acoustic Wave Systems 
Surface acoustic wave sensors (SAWS) are mass-sensitive devices for the detection of any 
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VOCs that can be absorbed and cause changes in electric fields. A SAW system consists of an 
input transducer, a chemical adsorbent film and an output transducer on a piezoelectric substrate 
made of quartz (Figure 1.9). An acoustic wave launched by the input transducer travels through 
the chemical film and is received by the output transducer, during which the resonant frequency 
changes due to the type or amount of analytes absorbed on the film. The patterns generated from 
arrays of SAWS can be used to identify various chemicals in combination with various clustering 
techniques. SAWS have been able to distinguish organophosphates,47 chlorinated 
hydrocarbons,48 alcohols,49 aromatic hydrocarbons,50 airborne dust smite allergens51 and H2.52 
The Borguet group has recently reported the employment of palladium nanoparticles (5-20 
nm) as the sensing layer on SAW devices for detecting H2. The interaction with hydrogen 
modifies the conductivity of the Pd nanoparticle film, producing measurable changes in acoustic 
wave propagation, which allows for the detection of H2 (Figure 1.10). The sensor shows 
excellent reversibility that complete recovery was observed once the analyte was removed. They 
claim that such a Pd nanoparticle based SAW strategy could potentially be extended to the 
detection of other toxic and explosive analytes.52 
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 Figure 1.9. Schematic diagram of a two-port surface acoustic wave system that employs:  (a) 
SAW delay-line and (b) SAW resonator. 
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Figure 1.10. Measured time domain response of SAW sensor with nonmetallized open circuit 
propagation path with single and double layer Pd nanoparticle coating before, during, and after 
exposure H2. The sensing response peak enlarged for (a) an one-layer Pd device during initial N2 
purge, 0.16% H2 exposure, and postexposure N2 purge, (b) a double-layer Pd nanoparticle coated 
SAW device during initial N2 purge, 0.16% H2 exposure for 5, 6, and 7 min, and postexposure 
N2 purge, and (c) a double-layer Pd nanoparticle coated SAW device exposed to N2 purge, 0.16% 
and 8% H2 in N2 for 5 min and postexposure N2 purge. The sensing peak showed a decrease in 
insertion loss during H2 exposure, and returned to initial N2 purge levels during postexposure N2 
purge.52 
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Quartz crystal microbalances are also known as bulk acoustic wave sensors, which are thin 
quartz plates cut along a particular crystalline direction that confers the device a thickness shear 
resonance mode. A film on the sensor absorbs the analyte, causing an increase in the mass of the 
sensor and therefore a decrease in the resonant frequency. The attenuation of the resonant signal 
is determined by the viscoelasticity and the mass of the thin film, which was proposed by 
Sauerbrey in 1959 and can be represented in the equation below:53 
∆݂ ൌ െ2 ௤݂
ଶ∆݉௙
ܵඥߤ௤ߩ௤
where fq is the fundamental resonant frequency of the quartz, Δmf is the mass change of the 
film, S is the surface of the film, μq is the quartz shear module and ρ is the quartz density. The 
Sauerbrey equation is strictly valid for rigid coatings that do not store elastic energy. 
A recent work reported by Liu and co-workers demonstrated the successful use of a quartz 
crystal microbalance for in-situ analysis of the supersaturation profile during cooling 
crystallization.54 The main working principle of the technique is based on eliminating the 
dependency of the microbalance resonant response on the mass loading caused by crystal 
nucleation on the sensor during cooling crystallization. Thus, the quartz crystal microbalance 
surface was modified with 11-amino-1-undecanethiol (AUT), which prevented any crystal 
formation on the sensor due to the repulsive interaction between the −NH2 functional groups in 
AUT and sulfamerazine (SMZ). As a result, this enabled the quartz crystal microbalance to 
analyze the liquid property change exclusively. The reliability of the proposed technique was 
verified by supersaturation measurements with various SMZ feed concentrations from 0 to 35 
g/L (Figure 1.11). The accuracy of the proposed technique was also confirmed on the basis of a 
comparison with measurements using a gravimetric method (Figure 1.12).54  
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1.2.2.2 Quartz Crystal Microbalances 
Figure 1.11. Resonant responses to changes of liquid SMZ concentration (from 0 to 35 g/L with 
increment of 5 g/L) and solid crystal concentration.54 
Figure 1.12. Comparison of concentration and supersaturation profiles in the cooling 
crystallization monitored by quartz crystal microbalance (I and II, respectively) and the 
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Figure 1.12. (cont.) gravimetric method (● and ■, respectively). The crystallization conditions 
were 25 g/L of SMZ feed concentration and 0.5 °C/min of cooling rate.54 
Not only has the quartz crystal microbalance shown the potential in the analysis of solution 
supersaturation, but it also shows possible application in the characterization of nanoparticle size 
by virtue of its acoustic principle to sense adsorbed mass. In the study, a quartz crystal 
microbalance with dissipation (QCM-D) was used to determine sizes of polymer-coated metallic 
nanoparticles (Figure 1.13) and polydisperse polystyrene latex particle suspensions, which was 
then compared with those obtained by transmission electron microscopy (TEM) and dynamic 
light scattering (DLS). As a result, the mean nanoparticle sizes obtained by QCM-D were 
generally in closer agreement with the primary particle size determined by TEM than with the 
sizes obtained by DLS, suggesting that primarily smaller particles within the particle population 
deposited on the sensor surface.54 
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Figure 1.13. Normalized frequency shifts (Δfn/n) and dissipation shifts (ΔDn) of the third 
overtone as a function of time during Pd-nZVI deposition onto silica (a and b) and CdSe QD and 
CdTe QD deposition onto alumina (d, e and g, h) and the corresponding ΔDn/-(Δfn/n) vs Δfn/n 
plots (c, f, and i, respectively). In a and b, the error bars represent SD over three independent 
measurements, whereas in c and f each curve is one representative measurement from previously 
published data. Linear regression analysis yields Δfn/n intercepts for hypothetical 100% surface 
coverage scenarios that are converted into Sauerbrey thickness.54 
1.2.2.3 Nanoparticle Sensors 
Biosensors based on nanoparticles have received intense scientific attention in recent years 
and offer promising applications in the field of medical diagnosis. Due to the unique optical or 
electronic behaviors that are not present in the bulk form such as surface plasmon resonance 
(SPR), nanomaterials can act as high-performance sensors with tunable UV-vis, fluorescent or 
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electrochemical properties. Among these nanomaterials, gold nanoparticles (AuNPs) are 
extensively used because of their stability and ease of synthesis. In addition to pristine AuNPs, 
many other surface ligands have been used to increase film conductance through the ligands’ 
delocalized electrons, with a variety of electron donating or withdrawing substituents to increase 
the range of possible interactions with different analytes.55,56 When swelled in conductive 
polymers (e.g., polyimide film or Kapton), these nanomaterials can enhance greatly the 
chemiresistive signals for sensing purposes.  
The Haick group has reported an array of nine chemiresistors based on different thiol-
capped AuNPs drop-casted on electrodes that enables accurate discrimination of exhaled breath 
of lung cancer patients from the breath of healthy individuals without the need of pre-treating or 
dehumidifying the breath samples. 42 Volatile organic compounds representing lung cancer 
biomarkers gas were determined by chromatography/mass spectrometry, four of which were 
further used to train and optimize the sensors, demonstrating good agreement between patient 
and simulated breath samples (Figure 1.14). The sensor is expected to be an inexpensive and 
non-invasive portable diagnostic tool for lung cancers that is suitable for widespread use in 
clinics.57 
As another example of such functionalized AuNPs used in safety screening, flexible AuNP 
sensors were coated with a series of thiol ligands (e.g., 2-naphthalenethiol, etc.) for the diagnosis 
of Ovarian Carcinoma. The sensors are intentionally strained in multiple bending states to change 
the morphology of nanoparticle film, leading to multiple bending features in response to volatile 
organic compounds. The dynamic flexible sensors showed ppb level detection of different gases 
that are linked with ovarian cancers in exhaled breath and were able to discriminate them from 
environmental ones that exist in exhaled breath samples, but do not relate to ovarian cancer. 
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Strain-related response successfully discriminated between exhaled breath collected from control 
subjects and those with ovarian cancer with 82% accuracy, irrespective of important 
confounding factors, such as tobacco consumption and comorbidities (Figure 1.15). Haick’s 
approach raises the hope of achieving an extremely simple, inexpensive, portable, and 
noninvasive diagnostic procedure for ovarian cancer or other diseases.58 
 
 
Figure 1.14. PCA of the dataset of real and simulated breath. Each data point corresponds to the 
multidimensional DR/Rb (where Rb is the baseline resistance of the sensor in the absence of 
analyte and DR is the baseline-corrected steady-state resistance change upon exposure of the 
sensor to analyte) of one breath sample and is the averaged response of 3–5 exposures. The 
results yield well-defined clusters for cancer states and healthy states, thus allowing fast, reliable 
and noninvasive lung cancer diagnosis.57 
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 Figure 1.15. (A) Separation of the OC-positive and control groups (OC = ovarian cancer). (B) 
The two features that passed student t-tests. (C) Confounding factors that could potentially affect 
diagnostic separation that proved to be insignificant.58 
 
1.2.3 Optical Sensors 
Optical sensors use visible or ultraviolet light to interrogate sensors for analysis. Optical 
sensors can be represented in general terms as a wavelength selectable light source, the sensor 
material itself interacting with analytes, and a light detector (Figure 1.16). What the detector 
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monitors varies by technique (e.g. refractive index, scattering, diffraction, absorbance, 
reflectance, photoluminescence, chemiluminescence, etc.), can cover different regions of the 
electromagnetic spectrum, and can allow measurement of multiple properties (e.g. intensity of 
light, lifetime, polarization, etc.).59,60 The focus of this review, however, is on optical sensor 
arrays that use absorbance, reflectance or fluorescence array detectors (i.e., digital cameras or 
scanners).  
 
 
Figure 1.16. General arrangement of spectroscopic measurements: A, light reflection; B, light 
refraction; C, light absorption; D, fluorescent emission.61  
 
1.2.3.1 Fluorescent Sensors 
The absorbing molecule or its specific part is called the chromophore, and the emitting 
molecule is the fluor. Molecules can relax by various competing pathways. As shown in Figure 
1.17, it can undergo non-radiative relaxation in which the excitation energy is dissipated by 
thermalization, or relax via the conversion to a triplet state (T state), which may subsequently 
relax via phosphorescence or by a secondary non-radiative relaxation step, as shown in Figure 
1.17b. Relaxation of an excited state can also take place through luminescence quenching with a 
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second molecule, e.g. an analyte. Molecular oxygen is an extremely efficient quencher of 
fluorescence just because of its unusual triplet ground state. The intensity of emitted fluorescence 
IF depends on the quantum efficiency ζ, on the concentration of the fluor cf, on its molar 
absorptivity ε and on the path lengthy l. The quantum yield is defined as the ratio of the number 
of photons emitted to the number of photons absorbed. 
 
 
Figure 1.17. Electronic transition leading to (a) fluorescence emission at λF and (b) 
phosphorescence at λP.62 
 
Because the specific and the nonspecific quenching are competitive processes, the 
fluorescence lifetime (the average time the molecule stays in its excited state before emitting a 
photon) is a characteristic parameter that can be used to describe both the concentration of the 
fluor and the quencher. Fluorescence typically follows first-order kinetics: 
It = I0e-τt 
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where It is the concentration of excited state molecules at time t, I0 is the initial concentration 
and τ is the decay rate or the inverse of the fluorescence lifetime. Typical fluorescence lifetimes 
are within the range of 0.5 to 20 nanoseconds. 
Another effect that could be used for chemical sensing is photobleaching. It is the 
degradation of the fluor due to the irreversible chemical reactions of the molecule in its excited 
state. As the process of photobleaching is irreversible, it does not lend itself to reversible 
chemical sensing. 
Cross-reactive fluorescent sensor arrays have recently been demonstrated as a powerful tool 
for high-throughput target analyte, including the detections of proteins,63-65 cells,66-69 tissue and 
bacteria.70,71 Liu and co-workers have developed a ratiometric fluorescent sensor array for highly 
sensitive discrimination of 10 proteins based on Mn-doped ZnS QDs. The rational design of four 
QDs decorated with different functional groups as array receptors offered unique and well-
resolved dual emission bands under a single wavelength excitation (Figure 1.18). 10 proteins at 
50 nM were successfully discriminated using the ratiometric sensor array, and an identification 
accuracy of 100% was achieved for the unknown samples. This sensor system could effectively 
eliminate the signal interference from the changes of the broad pH range 5.7–8.3 by the analysis 
of two emission intensity ratios. Furthermore, the protein discrimination ability of this system 
was not sacrificed even in a real biological matrix (Figure 1.19). This strategy exploited the 
tunability of the QD nanoparticle surface to provide selective interactions with analytes and the 
different fluorescence response of the assembled nanoparticles to impart efficient transduction of 
the binding event.72 
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 Figure 1.18. Schematic of the ratiometric fluorescence sensor array based on different 
functionalized QDs for discrimination of proteins; (A) the wells of the microplate contain QDs 
functionalized by different ligands, and the addition of protein analytes produces a fluorescence 
pattern; (B) chemical structures of the different ligands were modified on the surface of QDs. 
The terminal mercapto group coordinated with QDs, and the other terminal group determined the 
different features of QDs.72 
 
 
Figure 1.19. Discriminant analysis of the QD sensor responses to eight proteins at 500 nM in the 
human urine. The results of four kinds of QD responses for each protein projected on the first 
two discrimination factors. The ellipses indicate a 95% confidence level; (A) a single emission 
(at 602 nm); (B) the ratio of two emission peaks. The concentration of QDs is at 50 µg mL-1.72 
24
 Most recently, Tanaka and co-workers have reported a new azide-based fluorescent probe for 
the detection acrolein, a longstanding key biomarker associated with disorders related to 
oxidative stresses. Using the highly selective “click” reaction (Figure 1.20) between acrolein and 
aryl azide species which gives 4-formyl-1,2,3-triazolines and 4-formyl-1,2,3-triazoles as the 
product, they treat a fluorescently labeled phenyl azide with oxidatively stressed or smoking-
associated cell models and are able to collect the heterocyclic products in the cells, which are 
proven to be preferably localized at the endoplasmic reticulum (ER) and lysosome. The simple 
structures of azide probes enable functional groups other than fluorophores to be readily linked 
to aryl azides for imaging and targeting cells associated with oxidative stress processes (Figure 
1.21). This fluorescent device could promisingly become an effective tool for both acrolein level 
determination and direct imaging of live cells which are under stress (Figure 1.22).73 
 
 
Figure 1.20. Detection of acrolein extracellularly released by cells, based on the azide/acrolein 
cycloaddition.73 
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 Figure 1.21. Structures of tetramethylrhodamine (TAMRA)-labeled phenyl azide 4 and “clicked” 
product 9, and their fluorescent properties in water. Absorption spectra (dashed line) and 
fluorescence spectra (solid line) of phenyl azide 4 (2 μM, black line) and “clicked” product 9 (2 
μM, gray line).73 
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 Figure 1.22. Detection of acrolein introduced into or extracellularly released by human umbilical 
vein endothelial cells (HUVECs), upon treatment with TAMRA-labeled azide 4 (10 μM at room 
temperature for 30 min). The cells were fixed by paraformaldehyde and analyzed by microscopy. 
The scale bar indicate 20 μm. (a) Control cells. Cells were treated with (b) only 4; (c) 4 
preincubated with acrolein; 4 in media containing (d) 50% or (e) 100% tobacco smoke; (f) 4 after 
treating the cells with 500 μM H2O2 for 2 h; or (g) in the presence of 10 mM Ac-Cys. (h) 
Comparison of fluorescence intensities.73 
 
1.2.3.? UV-vis/Colorimetric Sensors 
Colorimetry based on UV-visible color change (i.e., quantitative measurement of absorbance 
or reflectance spectra) is, of course, one of the oldest of analytical methods,74 and colorimetric 
sensors stretch back even before the beginnings of chemistry with straightforward “naked-eye” 
quantitation. Colorimetric detection is a fairly simple technique, and the advent of universal 
digital imaging has given it new and exciting possibilities. Over the past 15 years, the Suslick 
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research group at the University of Illinois at Urbana-Champaign invented and developed the 
optoelectronic nose for the analysis of VOCs based on disposable printed colorimetric sensor 
arrays and digital imaging. Sensor arrays based on chemically responsive colorants (dyes and 
nanoporous pigments, Figure 1.23) can be used to probe the chemical reactivity of analytes, 
rather than their physical properties, and provide a means to identify both single component 
analytes and complex mixtures.75-78 Digital images of the sensor array are obtained before and 
after exposure to the analytes of interest and a difference map is generated (for RGB values: red 
minus red, G minus G, B minus B).3 The color differences for each dye spot of the array 
represent a multi-dimensional response (3N where N is the number of dye spots) for chemical 
sensing that permits high sensitivity (often down to ppb levels), impressive discrimination 
among very similar analytes (e.g., aliphatic and aromatic amines, as shown in Figure 1.24), and 
exquisite fingerprinting of extremely similar mixtures over a wide range of analyte types, both in 
the gas and liquid phases. Colorimetric sensing technique has successfully overcome three severe 
limitations that are extensively present in traditional electronic noses: (1) the detection of 
compounds at low concentrations (generally < 1 ppm) relative to their vapor pressures is 
extremely difficult; (2) the discrimination between compounds within a similar chemical class is 
limited; and importantly, (3) interference from environmental changes in humidity remains 
problematic. The sensor array has been specifically engineering to be insensitive to humidity 
changes. 
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Figure 1.23. An example of a 6x6 colorimetric sensor array and the cartridge packing for use 
with gas phase analytes.2 
 
 
Figure 1.24. Color-difference maps for a family of 12 amines using a 24 spot colorimetric sensor 
array containing shape selective bis-pocket metalloporphyrins.79 
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In addition to the collection and analysis of absorbance values, analytical information can 
also be obtained from the measurement of the intensity of reflected light. It carries information 
about the chemical species at the interface and also about the surface morphology of that 
interface. Specular reflectance occurs at optically smooth surfaces when an incident beam comes 
in, with minimal amount of scattering light. On the other hand, rough and granular surfaces 
scatter light over a wide solid angle, making it difficult to predict the relationship between the 
attenuation of radiation and concentration of reflector. Therefore a theory that links the optical 
properties of the components to the bulk properties of the material is necessary. In the color-
using industry the most commonly used approach is the Kubelka-Munk model, which is 
sometimes called the ‘Beer’s law of reflectance spectroscopy.” The Kubelka-Munk theory is a 
two-flux version of the multi-flux method of solving radiation transfer problems, in which 
function f(R) relates the intensity of the reflected light with absorption (εc) and scattering (Sr) 
constant.80,81  
f(R) = (1-R)2/2R = εc/Sr 
The derivation of the Kubelka-Munk equation is based on two assumptions: First, it is 
assumed that the layer is sufficient in extent for there to be no light lost from the edges of the 
layer; second, the layer has parallel and uniform composition.  
This relationship works well for many different types of scatterers and for low concentrations 
of the absorber. The best results have been obtained for mixtures of absorbing and non-absorbing 
powders and for absorbers adsorbed on a colorless solid. A fair agreement has been obtained also 
for evaluation of colored zones on paper chromatograms. Despite the convenience of Kubelka-
Munk theory, other more exact theories do exist and have been reviewed by a number of 
authors.82,83 
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1.3 Multivariate Analysis 
The number of methods for data analysis is so large and the choices are sometimes confusing 
enough that a roadmap is needed for orientation. Generally, these methods are classified as 
model-based techniques that require specific and exact correlation between physical parameters 
and concentration, and model-free ones that are based on unsupervised algorithms. Unsupervised 
algorithms require only the values of the signals, whereas supervised algorithms rely on the 
explicit relationship between the signal and the concentration, and thus can be used in either 
qualitative or quantitative evaluation.  
There are a variety of statistical methods available to deal with high dimensional data well 
beyond the scope of this review.84,85 Herein, the three mostly used approaches will be described 
and discussed: hierarchical cluster analysis (HCA), principal component analysis (PCA), and 
linear discriminant analysis (LDA).   
1.3.1 Principal Component Analysis (PCA) 
The simplest and most widely used chemometric technique is principal component analysis, 
which uses an orthogonal transformation to convert a set of observations of possibly correlated 
variables into a set of values of linearly uncorrelated variables called principal components (PCs). 
The number of principal components is less than or equal to the number of original variables. 
This transformation is defined in such a way that the first principal component has the largest 
possible variance (i.e., accounts for as much of the variability in the data as possible), and each 
succeeding component in turn has the highest variance value under the constraint that it 
is orthogonal to the preceding components. Typically, 2 or 3 PCs can characterize most 
experimental datasets with traditional electronic nose technologies. This then allows a 2-D or 3-
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D graphical representation of the results, as shown in Figure 1.25. The problem of the PCA 
method, however, lies in the visual evaluation of the PC plots that may be affected by subjective 
error as an unsupervised and model-free statistical analysis.  
On the other hand, the dimensionality of typical data may not be directly determined by the 
number of sensor elements in one’s array. For example, Musto and Suslick have designed a 4 x 4 
colorimetric sensor array containing 16 pH indicators blended with phenylboronic acid for the 
detection of 14 different natural and artificial sweeteners at millimolar concentrations.86 The 
sensor array was selective towards various diols and not designed with other reactivity properties. 
As a result, this sensor array probes only a small chemical reactivity space, and the PCA reveals 
that only two dimensions were required to reach 95% of the total variance, as shown in Figure 
1.26. 
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Figure 1.25. Principal component analysis (PCA): (a) 2-D PCA in which two datasets are 
partially overlapping: (b) 3-D PCA in which addition of the orthogonal third component resolves 
the overlap.62 
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 Figure 1.26. PCA score plot using the two most important principal components. Each cluster 
represents 1 of 14 sweeteners or 1 control. Quintuplicate trials were run for each analyte.86 
 
1.3.2 Hierarchical Cluster Analysis 
Grouping of samples by their dissimilarity is another important sensing task. The 
dissimilarity as defined in hierarchical cluster analysis (HCA) is computed as the Euclidean 
distance between every two samples. The distance matrix is created from the datapoints and 
scanned for the smallest values that are then arranged and displayed in the form of a dendrogram, 
as shown in Figure 1.27. In a dendrogram, each horizontal line segment represents the distance 
or the dissimilarity between samples. As an example, Sharma and Duyne have designed and 
tested multiple bisboronic acid analogues for increased sensitivity in sensing glucose over 
fructose with surface enhanced Raman spectroscopy (SERS). Applying multivariate HCA 
method to the data provides increased evidence for the robustness of the sensor in glucose 
sensing, with clear distinction of the spectra into hypoglycemia (1−3 mM), normal (4−8 mM), 
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and hyperglycemia (>8 mM) ranges (Figure 1.28).87 These results are promising for the further 
development of an in vivo SERS-based glucose sensor. 
There are three primary limitations to the HCA technique. The first involves fundamental 
limitations of all unbiased methods:  as the other unsupervised method similar to aforementioned 
PCA, HCA is not easily capable of predictive analysis. Second, dendrograms created using HCA 
must be recreated with each addition of a new analyte, so comparing dendrograms (even with a 
very similar data set) is typically only useful for rough qualitative purposes. The third limitation 
is that of interpretation of noisy data. One must be cognizant that the dendrograms are essentially 
“mobiles” and that rotations around clustering axes do not represent meaningful differences 
between dendrograms, as shown in Figure 1.27: mis-clustering of noisy data can be easily 
misinterpreted. 
 
 
Figure 1.27. The effect of noisy data in dendrograms showing two classes of data, red and blue 
with one mis-clustering shown as a red square. These two dendrograms are mathematically 
identical and represent exactly the same data:  the order of connectivity is not relevant on the y-
axis. At first glance, however, the red square data appears much further out of place in the 
dendrogram on the left compared to the dendrogram on the right.  
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 Figure 1.28. HCA coupled with PCA (using first two dimensions) methods for varying 
concentrations of glucose (1−10 mM). Greater distinction between spectra can be found coupling 
HCA with PCA. With the HCA they can distinguish between hypoglycemia (1−3 mM), normal 
(4−8 mM), and hyperglycemia (>8 mM).87 
 
1.3.3 Linear Discriminant Analysis (LDA) 
Like PCA, linear discriminant analysis (LDA) is a dimensional reduction technique that 
constructs a set of orthogonal dimensions used to describe the data; LDA, however, seeks to find 
a set of dimensions that best separates data into already known classes, rather than simply 
describing the total variance. Unlike HCA or PCA, LDA is a supervised method; statistical 
analysis using LDA requires inputting a class label for each sample. Components of each 
dimension are ranked in order to maximize the ratio of between-sample variance to within-
sample variance; i.e. it ranks components based on their signal to noise ratio as compared among 
differing sample classes. 
LDA can be used to predict the identity of unknown samples by using a training set. 
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However, because the dimensional components are optimized to maximize differentiability, 
LDA will show better ability to differentiate among sample classes. A general example of this 
improvement is shown as Figure 1.29.61 
 
 
Figure 1.29. Score plots comparing data analyzed with PCA (left) and LDA (right). Circled 
areas represent 95% confidence intervals. The most obvious separation by eye in the PCA plot is 
along dimension A, which is orthogonal to dimension B; this is used as the first dimension in 
LDA analysis and is a visualization of the between-sample variance. Orange circle C is clearly 
identified as being in the red class using LDA, while identification is ambiguous using PCA.61 
 
The primary weakness of LDA is related to sample size. All statistical methods require 
multiple observations in order to determine any useful data (e.g. mean, variance, etc.); LDA is 
unique among the three methods presented here, however, as sample class covariances must also 
be determined in order to allow for comparison among classes. Because of this, the covariance 
matrix tends to be unstable when sample size is not significantly larger than the number of 
sample classes being analyzed, and this is much more problematic for high dimensional data;88 
consequently, LDA can give drastically fluctuating results with small sample sizes (compare to 
PCA, which can be unreliable with small sample size, but not unstable). A representative 
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example of a two-component LDA plot is shown as Figure 1.30.89  
Figure 1.30. Three-dimensional LDA score plot of the fluorescence response. Four assemblies 
(P3P3-BPDSA, P2P4-BPDSA, P2P4-ADCA, and P3P3-TFTPA) were exposed to 32 different 
solvent mixtures. Solvent mixtures are coded with one letter representing acetonitrile (A), 
toluene (C), benzene (G), or chloroform (E) and one number representing diethyl ether (1), THF 
(2), ethyl acetate (3), acetone (4), methanol (5), ethanol (6), DMF (7), and DMSO (8).89 
1.3.4 Support Vector Machine (SVM) 
Support vector machine (SVM, also known as support vector network) is a supervised and 
predictive learning model with associated learning algorithms for data analysis and classification. 
Given a set of training examples, SVM is designed to classify incoming data that is not part of 
the training database, by assigning new examples to one category or the others. SVM 
classification is based on pairwise class prediction using a kernel trick (i.e., an mapping 
algorithm using similarity function) and focuses on the data most likely to be misclassified (i.e., 
data near the decision boundary for any given class pair, the so-called support vectors) to create 
decision boundaries that best separate the data for any given pair of classes. New data entries are 
then mapped into the high-dimensional space and predicted to belong to a category based on 
38
which side of the group they fall. SVM has been extensively used in data classification for 
chemical sensing especially because SVMs are able to model nonlinear relationships. The 
disadvantage of SVM, however, is that information about the contribution of the original 
variables in the classification after the mathematic transformation is lost. 
SVM analysis was used in the evaluation of beverages.90 An electronic nose containing ten 
metal oxide semiconductor type chemical sensors was optimized and reported that enable the 
discrimination between eight varieties of apple juice (Table 1.1). Traditional ANOVA and 
loading analysis methods and the Wilks statistics method were conducted and sensors sensitive 
to aroma compounds were selected to optimize the sensor array. In this work, PCA, k-means 
clustering and SVM were proposed to analyze the original and optimized sensor signals. An 
exploratory overview using the PCA-based pattern showed that optimized set 2 obtained the best 
results using the Wilks statistics method performed best. In comparison with the PCA-based 
method, the SVM method achieved better discrimination performance, which revealed 
satisfactory discrimination of apple juices, provided a 100% success training rate and a 98.33–
100% success testing rate.90  
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Table 1.1. Comparative classification results of the original sensor array and the optimized 
sensor array. 200 samples were used in the training set and 40 samples used in the testing set. 
The SVM classification accuracy of a data set is dependent on the magnitude of parameters C 
and γ. C determines the trade-off between the training error minimization and the model 
complexity minimization, while the kernel function parameter γ determines the data distribution 
complexity in high dimensional space. Best parameters of C and γ were achieved by the set 2.90  
 
 
 
Figure 1.31. Selection of the best parameters for SVM model building.90  
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1.4 Conclusions and Perspectives 
Chemical sensing has witnessed rapid development in both the sensory materials and 
analytical methods in the recent decade. Interactions between sensors and analytes can be 
analyzed by a large variety of transducer mechanisms, and input as the optical, magnetic, 
electronic signals. The enrichment of new chemistry introduce different molecules into the new 
sensory systems to tailor the specific interactions with analytes, to assemble the molecular 
devices, and finally to optimize the change of measurable physical properties.  
Sensor arrays comprising a number of different sensor elements are usually employed for the 
applications in gaseous or aqueous detection. The primary feature of an advanced sensor array, 
as an analogue to the mammalian nose, is that it gives a composite response to complex 
mixtures. It helps to endow the sensory system with higher physical/chemical diversity and 
therefore, a better sensitivity and selectivity. 
Another characteristic of colorimetric sensor arrays is that they probe chemical properties of 
analytes, rather than physical properties, which gives specific and intrinsic response to analytes. 
This is a good news-bad news story. The good news is that most analytes of concern (e.g., 
toxic gases) are, essentially by definition, highly reactive and therefore readily detected, even at 
sub-ppm concentrations. This resolves many problems of false positives associated with 
traditional electronic nose and solid state chemical sensors. The bad news, nevertheless, is that 
some targeted analytes are less reactive and could not reach ideal sensitivity using chemical 
methods. One solution is to pre-react the analyte stream to produce, for example, partial 
oxidation products that are more reactive and therefore more easily analyzed by chemoresponsive 
sensors.6 More selective methods of "activating" these analytes, especially in the presence of  
interferents, would greatly improve the sensing capability of current sensor arrays. 
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CHAPTER 2: 
HAND-HELD OPTOELECTRONIC NOSE FOR SECURITY SCREENING 
This chapter taken in large part from the following references: 
Askim, J. R.; Li, Z.; Rankin, J. M.; LaGasse, M. K.; Suslick, K. S. "An Optoelectronic 
Nose for Identification of Explosives" Chem. Sci. 2016, 7, 199-206. 
Li, Z.; Bassett, W. P.; Askim, J. R.; Suslick, K. S. “Differentiation among Peroxide 
Explosives with an   Optoelectronic Nose” Chem. Commun. 2015, 51, 15312-15315. 
Li, Z.; Jang, M.; Askim, J. R.; Suslick, K. S. “Identification of Accelerants, Fuels and 
Post-combustion Residues Using a Colorimetric Sensor Array” Analyst 2015, 140, 5929-
5935. 
The low cost, rapid detection of improvised explosive materials (IEMs), home-made 
explosives (HMEs) and other energetic accelerants is challenging because of their diversity and 
potential interference from unrelated compounds. This chapter will describe an extremely 
portable and low-cost sensor device that targets signatures of (I) peroxy based explosives, (II) the 
explosives’ “bouquet” of impurities, degradants and residual solvents specific to classes of other 
explosives (e.g., nitro energetic materials), (III) readily available toxic chemical and non-
traditional agents that could be dispersed by HMEs (e.g., NH3 or NO2 from NH4NO3) and (IV) 
fuel products (e.g., gasoline and diesel) using our smell-sensing technique. 
2.1 Detection and Identification of Generic Home Made Explosives (HMEs) 
2.1.1 Introduction 
Detection and identification of explosive compounds has spawned intensive research in trace 
detection and rapid screening1. Situational requirements must be considered and optimized in 
order to provide appropriate detection methods; issues of sensitivity, selectivity, speed, analyte 
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scope, environmental tolerance, device size and cost play into the balance between ideal and 
practical analysis. Single-target colorimetric tests and ion-mobility spectroscopy (IMS) are by far 
the most commonly-used techniques for explosives detection, as they can be very sensitive, 
selective, fast, small, and cost-effective.1-5 These techniques, however, only function for a 
narrow range of analytes (e.g., IMS is fairly specific for nitro-organics and individual 
colorimetric tests are generally highly specific). In comparison, methods that have broad analyte 
scopes have other problems: gas chromatography/mass spectrometry, for example, is relatively 
slow, expensive, and non-portable;6 as another example, traditional electronic nose technology 
suffers from poor selectivity and environmental tolerance (e.g., changes in humidity).7-9 
Gas-phase sensing using colorimetric sensor arrays offers an important alternative technique 
with broad analyte response, high sensitivity, and high selectivity.10,11 These sensor arrays 
combine multiple cross-reactive colorimetric sensors that probe a wide range of analyte chemical 
properties12-15 (i.e., chemically responsive dyes that respond to Lewis acid/base properties, pH 
indicators, solvatochromic dyes, and redox indicators) and are fast, cost-effectivene, and have 
high environmental tolerance.10 Observation is performed using camera or flatbed scanner 
systems, offering significant advantages in cost and portability. Portable imaging methods 
(including both dedicated and cellphone-based systems) are also currently in development, 
further improving portability.16-23 These colorimetric sensor array/imaging systems have been 
successfully used to differentiate among groups of analytes including various foods,24-31 toxic 
industrial chemicals,12,32,33 oxidants (including H2O2, one of the decomposition products of 
triacetone triperoxide, TATP),34 and pathogenic species.11,35-38 
Colorimetric sensor arrays still have significant room for improvement, especially when 
targeting specific analyte groups such as explosives and related characteristic compounds. In 
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order to develop a colorimetric sensor array for the analysis of these analytes, a new array was 
developed using the chemical probes described above as well as several new classes of 
colorimetric sensors including cross-reactive metal-dye salts and other dyes designed to take 
advantage of the reactivity of carbonyl and nitro compounds (Table 2.1). The resulting array had 
forty sensor elements that were linearized for improved gas flow and mounted in a snap-together, 
disposable cartridge (shown in Figure 2.1).  
 
Table 2.1. Array composition (top) and category legend (bottom). TsOH = p-toluenesulfonic 
acid (1M in 2-methoxyethanol); TBAH = tetrabutylammonium hydroxide (40% in H2O); DNPH 
= 2,4-dinitrophenylhydrazine. 
# Name # Name 
1 FeCl2 + Nile Red + TsOH 21 HgCl2 + Bromophenol Blue 
2 a-Naphthyl Red + TsOH 22 LiNO3 + Bromocresol Green 
3 Tetraiodophenolsulfonephthalein + TsOH 23 AgNO3 + Bromocresol Green 
4 Pyrocatechol Violet + TsOH 24 Pb(OAc)2 + Disperse Red 
5 Bromocresol Green + TsOH 25 Bromophenol Blue + TBAH 
6 Methyl Red  + TsOH 26 Methyl Red + TBAH 
7 Bromocresol Purple + TsOH 27 Chlorophenol Red + TBAH 
8 DNPH + Pararosaniline + TsOH 28 Nitrazine Yellow + TBAH 
9 DNPH + Pararosaniline + TsOH 29 Bromothymol Blue + TBAH 
10 DNPH + Pararosaniline + TsOH 30 Thymol Blue + TBAH 
11 FeCl2 + Nile Red 31 m-Cresol Purple + TBAH 
12 ZnTPP 32 N,N'-diphenyl-1,4-diphenyldiamine + TBAH 
13 ZnTMP 33 tolidine + TBAH 
14 CoTMP 34 o-dianisidine + TBAH 
15 CdTPP 35 Nile Red 
16 Bromophenol Red 36 Nile Red 
17 Bromophenol Blue 37 Merocyanine 540 
18 Nile Red 38 1-ethyl-4-(2-hydroxystyryl)pyridinium iodide 
19 Acridine Orange Base 39 TBAH 
20 Zn(NO3)2 + Bromophenol Blue 40 Methylene Blue 
    
What How Why 
DNPH spot Brady reaction Ketones and Aldehydes 
Locator spot None, though spot may have other reactivity Slide edge 
Metal salts Metal complexation Ligands 
pH indicators pH and Lewis acidity/basicity Acidic/Basic compounds 
Porphyrins Ligation, Lewis acidity/basicity Ligands 
Redox-sensitive dyes Fenton chemistry / other oxidation Redox compounds 
Solvatochromic dyes Solvatochromism Solvents 
Strong base Meisenheimer adduct formation Nitroaromatics 
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Figure 2.1. Linearized colorimetric sensor array and disposable cartridge. (A) Cartridge side 
view (7.9 x 2.8 x 1.0 cm). (B) Cartridge front view. (C) Handheld scanner (12.8 x 9.5 x 4.0 cm). 
We report here the development and application of a colorimetric sensor array to the 
identification of fifteen common explosive analytes and associated compounds. Analytes were 
chosen as relevant security threats and include common explosives, home-made primary and 
secondary explosive mixtures, and non-explosive compounds characteristic of military-grade 
explosives.39,40 Specifically, the analytes examined herein (with their abbreviations) are 
ammonium nitrate (farm grade, AN), ammonium nitrate/fuel oil (AN-FO), ammonium 
nitrate/nitromethane (AN-NM), cyclohexanone (C6H10O), cyclotrimethylenetrinitramine (RDX), 
2,3-dimethyl-2,3-dinitrobutane (DMDNB), 2,4-dinitrotoluene (DNT), hydrogen peroxide (H2O2), 
hexamethylene triperoxide diamine (HMTD), nitromethane (NM), nitromethane/ethylene 
diamine (Picatinny Liquid Explosive, PLX), pentaerythritol tetranitrate (PETN), potassium 
chlorate/fuel oil (KClO3-FO), potassium chlorate/sugar (KClO3-S), and triacetone triperoxide 
(TATP). 
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Array preparation. Colorimetric sensor arrays were printed on polypropylene substrates 
using a robotic pin printer; the procedure is described in previous works.33 In this case, custom-
designed rectangular pins were used instead of round pins, and 40 spots were printed at 1.2 mm 
center-center distance. Polypropylene membranes (0.2 µm) were used as printing substrates for 
the array and were purchased from Sterlitech Corporation (Kent, WA, USA). All reagents were 
analytical-reagent grade, purchased from Sigma-Aldrich and used without further purification. 
Cartridges were custom injection-molded using low-volatility white polycarbonate (Dynamic 
Plastics, Chesterfield Twp, MI, USA). Polypropylene substrates were adhered to cartridges using 
low-volatility 3M™ 465 Adhesive Transfer Tape (3M Co., St. Paul, Minnesota, USA). The 
chemoresponsive dyes used in each spot is described in Table 2.1 along with a color-coded 
legend indicating the intended purpose of each spot (i.e., expected chemical reactivity). 
Analyte samples. All reagents were purchased from Sigma and used without purification 
except as follows: generic farm-grade/commercial-grade ammonium nitrate (AN) was purchased 
from Fredrich Electronics (Boonville, MO). RDX and PETN were supplied by Los Alamos 
National Labs (Los Alamos, NM). HMTD and TATP was synthesized as described in ref.41 
HMTD was synthesized as described in ref 42 at 1/50 scale (i.e., < 100 mg HMTD). Fuel oil was 
purchased as diesel fuel from a local gas station. Powdered sugar was purchased from a local 
market. Samples were prepared by weighing 100 mg of each analyte into 7 mL scintillation vials; 
fuel-oxidizer mixtures were prepared based on a 1:1 stoichiometric ratio. TATP and HMTD 
instead used 20 mg samples in order to reduce risks during synthesis and storage. Detailed 
composition of these analytes, in addition to a control, are described in Table 2.2. All sample 
vials were sealed with air-tight teflon-lined caps and equilibrated for 12 h before testing; this 
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2.1.2 Materials and Methods 
allowed for the complete saturation of the vial. Safety note: screw-type caps should not be used 
for explosive materials - particles caught in the threading can potentially explode when caps are 
screwed on. 
Table 2.2. Composition of all explosive analytes and related compounds. 
Name Component(s) 
control Ambient lab air (approx. 15% rel. humidity at 24°C) 
AN Ammonium Nitrate, farm grade (FG) 
AN-FO 94.48 wt% Ammonium Nitrate, FG + 5.52 wt% Fuel Oil (diesel) 
AN-NM 66.30 wt% Ammonium Nitrate, FG + 33.70 wt% Nitromethane 
C6H10O Cyclohexanone
DMDNB 2,3-Dimethyl-2,3-dinitrobutane
DNT 2,4-Dinitrotoluene
H2O2 Hydrogen Peroxide (30% in H2O) 
HMTD Hexamethylene Triperoxide Diamine
NM Nitromethane
PC-S, KClO3-S 74.12 wt% Potassium Chlorate + 25.88 wt% Powdered Sugar 
PC-FO, KClO3-FO 89.73 wt% Potassium Chlorate + 10.27 wt% Fuel Oil 
PETN Pentaerythritol Tetranitrate
PLX  95.00 wt% Nitromethane + 5 wt% Ethylene Diamine 
RDX Cyclotrimethylenetrinitramine
TATP Triacetone Triperoxide
Array response. Using the on-board micropump, arrays were initially exposed to control 
media (ambient lab air, ~30% relative humity at 24°C) for 2 minutes and scanned as a 'before 
exposure' image. Arrays were then exposed to analyte headgas by pumping from sample vials 
using a short teflon feed tube (3.8 cm) for 2 minutes and scanned as an 'after exposure' image. 
Analyte response was calculated by calculating the difference between the measured red, green, 
and blue (RGB) values before and after exposure (e.g., Rafter - Rbefore). Seven independent 
samples were measured for each analyte. Difference maps (for visualization) were constructed 
by taking the absolute value and scaling a relevant color range (indicated on each difference 
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map) to the 8-bit color scale (i.e., 0-255). For S/N measurements, signal and noise were 
calculated for each dimension using all trials in the control data set (i.e., each of red, green, and 
blue values for each sensor element; total of 120 dimensions for an array with 40 sensor 
elements); signal for each dimension was defined as the difference between each analyte trial 
measurement and the control average (e.g., Ranalyte-n - Rcontrol-avg) and noise was defined as the 
standard deviation in the control data set (e.g., R2 = n(Rcontrol-n - Rcontrol-avg)2/(N-1)). 
Limits of detection were calculated as follows. Response values for a control sample were 
collected in septuplicate. Response values were also collected in triplicate trials at several 
different sample masses: AN: 0.5 mg, 1 mg, 2 mg, 5 mg, 10 mg, 20 mg; NM: 2 mg, 5 mg, 10 
mg, 20 mg, 50 mg; DNT: 5 mg, 10 mg, 20 mg, 50 mg. A single-point LOD was then calculated 
for each dimension using LODsingle = 3 * StDevcontrol / (ResponseAvg Trial - ResponseAvg Control). 
Plotting LODsingle vs. sample mass, second-order least-squares interpolation gave polynomials of 
the form Ax2 + Bx + C with the following R2 values: AN (0.999158), NM (0.990908), DNT 
(0.997853). These 2nd order polynomials were then solved for y = x, corresponding to the 
position where the calculated LOD was equal to the sample mass. Note that single-point LOD 
estimates calculated using the lowest tested sample mass (AN: 0.5 mg, NM: 2 mg, DNT: 5 mg) 
were only 30-40% higher than values calculated using quadratic fitting. 
 
Database analysis and classification. Hierarchical cluster analysis (HCA) was performed 
using using Ward's method (i.e., total Euclidean distance variance minimization) with Matlab 
software (MathWorks Inc, Natick, MA, USA). Principal component analysis (PCA) was 
performed using MVSP software (Kovach Computing Services, Pentraeth, Isle of Anglesey, 
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UK). Support vector machine (SVM) analysis was performed using custom software making use 
of LIBSVM, an open source SVM library, using a linear kernel with default parameters.43  
 
1H-NMR spectra of DMDNB and PETN. 1H-NMR spectra of DMDNB (2,3-dimethyl-2,3-
dinitrobutane) and PETN (pentaerythritol tetranitrate) were collected with a Varian 500 MHz 
NMR spectrometer with a narrow-bore coil (Varian Inc, Palo Alto, CA, USA). The limit of 
detection of this method was defined as the point at which peaks could no longer be resolved 
from baseline noise (i.e., 3*100 mol % / baseline). 
 
Attempts to detect KClO3 mixture volatile species. Control samples and samples of KClO3 
and KClO3+Sugar were analyzed using solid-phase microextraction (SPME) and iodometry 
(KClO3+Fuel Oil was deliberately avoided due to the large amounts of volatile hydrocarbons 
expected). For SPME, a PDMS/DVB fiber (Supelco, Bellefonte, PA) was exposed to headgas of 
the samples in 2 mL vials fitted with teflon septa for 60 seconds. Fibers were analyzed with an 
Agilent 7890A GC at an injector temperature of 200°C. SPME desorption time was 2 min onto a 
Restek TRX-5 SILMS capillary GC column. Carrier gas was helium (1 mL/min); initial oven 
temperature was maintained at 100°C for 2 min and increased by 7.5°C/min for 20 min (total run 
time 22 min). No peaks were discernible from the baseline. We interpret this as the failure to 
detect any volatile organic species, which are primarily expected to be oxidation products. 
For iodometry, headspace was sampled from 7 mL vials identically to experimental trials 
using the handheld reader, except that an impinger was inserted between the sample vial and the 
colorimetric sensor array and gas was collected for 1 hour. The impinger contained 50 mL of 2 
wt% KI in deionized water and was fitted with a stainless steel gas dispersion frit in order to 
maximize bubble surface area. Following collection, 1 mL of liquid from the impinger was 
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added to 100 L of starch indicator solution (1 mg/mL in H2O), acidified with 20 L of 1M 
TsOH, stirred, and allowed to sit for 10 minutes. KClO3 samples showed no color change. We 
interpret this as the failure to detect oxidizing species (e.g., ClO, ClO2, Cl2, etc). 
 
2.1.3 Results and Discussion 
Colorimetric sensor array. Colorimetric sensor arrays make use of multiple cross-reactive 
dyes in order to give analyte specificity.10,11 In order to develop a colorimetric sensor array for 
explosive analytes, several dyes previously found to be broadly cross-reactive (i.e., in 
discriminating among toxic chemicals,12,32,33 oxidants,34 and common organic solvents44) were 
optimized; these included acid and base-treated pH indicators, Lewis acids, redox-sensitive dyes 
and chromogens, and solvatochromic dyes with specific paired immobilization matrices. In order 
to further target specific analyte groups, several additional chromogenic species were added to 
the array: 
 
Hydrogen peroxide. Detection of H2O2 is based around Fenton's reagent45 as well as 
previously studied methods for detecting oxidants.34 Acidified ferrous chloride, FeCl2, was 
combined with an empirically-optimized dye (Nile Red, a very intense, neutral, solvatochromic 
and pH-responsive dye with a highly conjugated structure). When exposed to H2O2, the green-
blue sensor spot turns yellow-brown as the dye is oxidized by radicals produced in the reaction 
with Fe2+/Fe3+. 
 
Cyclohexanone. Acidified 2,4-dinitrophenylhydrazine (DNPH), also known as Brady's 
reagent,46 was combined with an empirically-optimized dye (Pararosaniline, a cationic 
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triphenylmethane dye). When exposed to ketones such as cyclohexanone, the red-orange sensor 
spot turns yellow-brown. There is evidence suggesting that this mixture forms the DNPH analog 
of Schiff's reagent;47 of the several pH indicators tested that react in the pH ~0-2 range, only 
triphenylmethane dyes (e.g. methyl violet, crystal violet, pararosaniline, etc.) showed any 
reaction and the color of these dyes changed significantly upon addition of the DNPH reagent 
(e.g., pararosaniline changes from a purple-magenta to dark red, which cannot be explained as 
simply the combination of the purple-magenta dye with the yellow DNPH). 
 
Nitro-organics. Two strategies were employed. First was the attempted formation of 
Meisenheimer complexes with nitroaromatic compounds (2,4-dinitrotoluene),48 though this 
proved to be ineffective with the sampling conditions and concentrations used. Second was the in 
situ formation of metal-dye salts via mixtures containing the acidic form of dyes and the metal 
chloride or nitrate salts; evaporation of HCl or HNO3 after curing under vacuum left the 
chemoresponsive metal-dye salt, which is supported by the observation that metal sulfate and 
perchlorate salts (yielding significantly less-volatile sulfuric and perchloric acids) were 
universally nonresponsive. Among several tested transition and alkali metals, Ag+, Li2+, Hg2+, 
and Zn2+ were found to be the most responsive; among several tested dyes, Bromocresol Green 
(pH range ~3.8-5.4) and Bromophenol Blue (pH range ~3.0-4.6) were found to be effective. 
Further investigation of these salts is ongoing. 
 
Array response. Analytes were tested using a field-appropriate sampling protocol; samples 
were stored in small glass vials and the headspace was sampled through a short Teflon tube 
while open to the ambient environment (Figure 2.2). The data collected for each analyte trial 
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consisted of red, green, and blue (RGB) values measured for each of 40 printed sensor elements 
in the array before and after exposure using a 12-bit CIS (Figures 2.3 and 2.4). This resulted in 
120-dimensional difference vectors with values ranging from -100% to +100% reflectance 
change. Graphical representations of the average signal/noise vectors (i.e., scaled color 
difference maps) for each analyte class are shown in Figures 2.5. These difference maps 
demonstrate a broad range of response patterns for the chosen explosive analytes, and very 
dissimilar analytes show obviously dissimilar response patterns even by just glancing at them. 
Several analytes, however, show similar responses; in each case this is due to a high chemical 
similarity of their volatile compounds, such as AN and AN-FO, in which volatile amines from 
the commercial-grade AN (impure NH4NO3 used in agriculture) dominate the array response.  
 
 
Figure 2.2. Image of sampling procedure. The handheld device was held in a metal rack with a 
tube inserted into a glass vial containing the analyte, shown from the (A) front, and (B) side. The 
array cartridge is attached to a short feed tube (3.8 cm). Prior to analyte headspace sampling, the 
array is equilibrated to the ambient background atmosphere for 2 minutes. The feed tube is then 
inserted into a 7 mL glass vial for headspace sampling, and measurements were collected after 2 
minutes of exposure to sample headspace at a flow rate of approximately 580 cm3/minute 
(sccm). 
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Figure 2.3. Photographs of the handheld reader including front, rear, and cartridge bay views. 
Dimensions are 12.5 cm tall by 9.5 cm wide by 4.0 cm thick.  The rear panel and 9 V battery 
were removed in order to provide a better view of the internal electronics and diaphragm 
micropump (located in rear image, lower right). 
Figure 2.4. Raw sensor images collected before (A) and after (B) exposure to AN head gas, and 
a scaled difference map (C, RGB color range 0-16 scaled to 0-255). 
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Figure 2.5. Difference maps of the 40-element colorimetric sensor array showing signal-to-noise 
of 16 explosives, related analytes, and the control. S/N ratios of 3-10 were scaled for display on 
an 8-bit RGB color scale (i.e., 0-255).  
Database evaluation using Hierarchical Cluster Analysis (HCA). HCA using Elucidean 
distance (i.e., Ward's method) was used to give a preliminary evaluation of the acquired database 
and the relative similarities among the data collected. The HCA dendrogram for the response of 
these common explosives is shown as Figure 2.6. The method shows obvious discrimination 
among 11 of the 16 analytes (including the control). Confusions of clustering were observed 
among the group containing the weakly-responding potassium chlorate mixtures (KClO3-Fuel 
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Oil and KClO3-Sugar) and separately among the group containing nitroalkyls and nitroamines 
(PETN, RDX, and DMDNB). 
 
 
Figure 2.6. Hierarchical cluster analysis (HCA) of the normalized difference vectors (i.e., 
changes in reflectance) for 16 explosives, related analytes, and the control; 112 trials in total. All 
species were clearly differentiable except among members of two groups: KClO3 mixtures 
(KClO3-Sugar and KClO3-Fuel Oil) and nitroalkyls/nitroamines (DMDNB, PETN, and RDX). 
 
Database evaluation using Principal Component Analysis (PCA). In addition to HCA, 
PCA was used to quantify the complexity of the collected data set and investigate the feasibility 
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of its use in a further classification method. The scree plot of the normalized data is shown as 
Figure 2.7. A total of 10 dimensions were required to account for 90% of the total variance and 
16 dimensions for 95% of the total variance; this strongly suggests that the colorimetric sensor 
array is probing a very broad range of chemical reactivities. The high dimensionality of this 
sensor array is in stark contrast to sensor arrays in which which only 1 or 2 dimensions are 
required to reach 95% of the total variance (in these cases, it is speculated that the sensor arrays 
are primarily sensitive to only 1 or 2 chemical properties, such hydrobicity or pKa). This high 
dimensionality also makes PCA unsuitable for use in discrimination among analyte species:  
PCA score plots show obvious overlaps even among samples which show obvious qualitative 
differences in response (Figure 2.8). 
 
 
Figure 2.7. Scree plot of the principal component analysis for 15 explosives and related 
compounds. 10 dimensions were required to account for 90% of the total variance and 16 
dimensions for 95% of the total variance, which strongly suggests that the colorimetric sensor 
array probes a broad range of chemical reactivity. 
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Figure 2.8. PCA score plots showing the first four principal component axes. The first four 
components show essentially no discrimination among several analyte classes (e.g., nitroalkanes, 
chlorate-containing species, HMTD). 
 
PCA itself provides no direct method for classification of unknown data: it is a technique 
used to describe an existing data set. When one uses PCA for classification of unknown data, a 
decision method must be implemented using a set of criteria. In PCA plots that provide good 
discrimination in 1 or 2 dimensions,11 one can do a simple supervised pairwise comparison by 
manually drawing a line connecting the two clusters and setting the decision value somewhere in 
the middle; unknown data is then projected onto that line and compared to the decision value 
(note that this is identical to separation using a dividing hyperplane). Using this method, PCA is 
essentially a form of optimization for the decision boundaries. It is not necessary to use PCA for 
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this type of discrimination, however; any form of optimization can be used to create lines 
connecting clusters of data in a higher-dimensional space. As described, this method is 
remarkably similar to support vector machine (SVM) analysis. 
 
Classification using support vector machines (SVM). Unlike unsupervised methods such 
as PCA, HCA, or other clustering methods, SVM is a predictive method that is designed to 
classify incoming data that is not part of the training database. SVM classification is based on 
pairwise class prediction and focuses on the data most likely to be misclassified (i.e., data near 
the decision boundary for any given class pair, the so-called support vectors) to create decision 
boundaries that best separate the data for any given pair of classes. In order to do this, data must 
first be transformed using a kernel function into a form that can be separated linearly: data for 
each class must follow some type of centrally-concentrated distribution (e.g., normal, etc). In the 
case that the data set does not need transformation (i.e., a linear kernel), raw test data is projected 
onto a connecting line for each class pair and compared to appropriate decision values. The result 
of each pairwise comparison gives a vote that is used to determine the final classification.49 This 
is the same process as that described for PCA above, except that the connecting lines have 
components of all dimensions and are optimized using empirical parameters. Optimization 
factors were studied thoroughly in previous works and lead to the creation of LIBSVM, an open-
source SVM library.43 
Compared to PCA, SVM is better optimized for discrimination: PCA describes the shape of 
the entire data set, while SVM maximizes discrimination ability. Implementation of SVM is 
more complex, however, as it requires multiple rounds of iteration and non-obvious optimization 
parameters including selection of an appropriate kernel. In this work, class data was found to be 
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roughly normally distributed and no data tranformation was necessary (i.e., a linear kernel was 
used). Default SVM parameters were found to be quite well-optimized for this database; this is 
not surprising, since HCA results already showed a high level of separation using a Euclidean 
distance clustering method. Classifiers took the form of a 120-dimensional vector combined with 
a scalar decision value (i.e., a decision hyperplane). 
 
Classification accuracy. Classification accuracy of the SVM method was estimated using 
cross-validation which split the database and created classifiers based on training and evaluation 
data sets. Cross-validation results using a leave-one-out permutation method are shown in Table 
2.3. Interestingly, the two KClO3 mixtures (KClO3-Sugar and KClO3-Fuel Oil) and nitroalkanes 
(DMDNB and PETN) were non-separable within their respective groupings, but the method 
showed no other misclassifications. 
 
Table 2.3. SVM classification results of 16 common explosives, related compounds, and the 
control. The Accuracy column shown for each analyte represents the percentage of correctly 
identified analytes among 7 independent trials. Similarly, the Misidentifications column indicates 
which incorrect classifications were supplied by the algorithm. 
Analyte Accuracy Misidentifications
control 100% (7/7)
AN 100% (7/7)
AN-NM 100% (7/7)
AN-FO 100% (7/7)
C6H10O 100% (7/7)
DNT 100% (7/7)
H2O2 100% (7/7)
HMTD 100% (7/7)
NM 100% (7/7)
PLX 100% (7/7)
RDX 100% (7/7)
TATP 100% (7/7)
KClO3-Sugar 86% (6/7) KClO3-FO (1/7)
KClO3-FO 57% (4/7) KClO3-Sugar (3/7)
DMDNB 0% (0/7) PETN (7/7)
PETN 14% (1/7) DMDNB (6/7)
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In the case of the KClO3 mixtures, both analytes have very low response but all individual 
trials were distinguishable from the control group. Neither KClO3 nor sucrose or corn starch (the 
primary additive in commercial sugar) are sufficiently volatile to provide a strong response and 
the sensor array is known to be insensitive to hydrocarbons;50 confusions among the chlorate 
analytes are therefore unsurprising. We are not confident in the colorimetric sensor array's ability 
to detect these species: the maximum signal in all KClO3 mixture samples barely exceeds 
estimated detection requirements (maximum S/N ~9, estimated detection limit requires S/N ~8-
9) and no volatile reactants were detected using either headspace analysis (solid phase 
microextraction with a PDMS/divinyl benzene fiber) or iodometry. The origin of any apparent 
detection of KClO3 mixtures and discrimination from control samples remains an open question. 
In the case of the nitroalkanes, 1H-NMR showed that the DMDNB and PETN samples did 
not share any detectable components down to concentrations as low as 0.02 mol% (Figure 2.9); 
based on this, it is unlikely that the response of both analytes is due to the same compound, since 
that compound would have to be very volatile as well as highly reactive due to its low 
concentration. The similarity in array response is then likely due to the similar chemical 
reactivity of the two analytes; the array cannot distinguish between these two nitroalkyl species. 
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Figure 2.9. 1H-NMR spectra of DMDNB and PETN showing both a full range and zoomed in on 
the primary DMDNB peak at 1.79 ppm. 
 
Such grouping does not diminish the utility of the method: KClO3 is the relevant component 
in its explosive mixtures (it will react with essentially any oxidizable material), and both 
DMDNB and PETN are similar nitro-organics; also, DMDNB is commonly used as a volatile 
taggant for explosives containing the less-volatile PETN and RDX at a recommended 
concentration of 0.05 wt%.51-53 Confusions were only observed within each of these groups. If 
one re-analyzes all the data with 14 classes (i.e., including groupings of chlorate mixtures and 
nitroalkanes), SVM accuracy is raised to 100%. In comparison to HCA, SVM was able to 
perform classification of new data and could completely differentiate RDX (a nitroamine) from 
DMDNB and PETN (nitroalkanes). 
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2.1.4 Conclusion 
A colorimetric sensor array was developed for classification of common explosives and 
related compounds representing a broad range of relevant species and chemical reactivity. The 
array incorporates pH indicators, metal-dye salts, redox-sensitive chromogenic compounds, 
solvatochromic dyes, and other reactive chromogenic mixtures designed to take advantage of the 
unique reactivity of carbonyl and nitro compounds; ultimately, this results in a highly cross-
reactive sensor array capable of probing a very large range of chemical reactivity. Experiments 
were performed with a specially-designed handheld system making use of a linear color contact 
image sensor; the handheld unit provided automated classification without operator input. Based 
on cross-validation results, support vector machine analysis was able to discriminate 16 separate 
analytes into 14 groups with an estimated acccuracy approaching 100%. This method has 
significant implications in portable explosives identification and may prove to be a useful 
supplement to other current technologies. 
 
2.2 Detection of Peroxide-Based Explosives 
2.2.1 Introduction 
There is an increasingly urgent need for rapid and highly selective detection of 
explosives, for both civilian and military security.54,55 Forensic identification of the source 
of production of HMEs poses a difficult analytical challenge, especially for in-field 
evaluations. Peroxide explosives, most notably triacetone triperoxide (TATP) and 
hexamethylene triperoxide diamine (HMTD), have not been extensively employed as 
mainstream military explosives due to their high sensitivity to impact, friction and static 
discharge.56-59 Their ease of synthesis (Scheme 2.1) and difficulty of detection, however, 
make them explosives of choice for terrorists: both TATP and HMTD can be prepared 
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from readily available starting materials (i.e., hydrogen peroxide, an acid catalyst, and 
acetone for TATP or hexamethylenetetramine for HMTD).41,60  
Peroxide explosives such as TATP or HMTD are undetectable through direct 
fluorescent approaches (having no chromophores) and relatively difficult to detect by 
standard ion mobility spectrometers.61,62 As a consequence, a large number of detection 
methods for TATP or HMTD have been developed in the past few years, most of which 
demand complex instrumentation, including electrochemical,63,64 indirect 
fluorescence,59,65-68 and mass spectrometry.58,69-73 Examples of readily portable detection 
methods for field detection of peroxides, however, remain limited and generally require 
destructive sampling.74,75 A more typical example of handheld sensor, FIDO-Paxpoint,76 
has been used in US international airports as the only peroxide detection system until 
recently; this method is capable of quickly screening passengers, luggage and sealed 
containers for potential threats. Nevertheless, the sensor is only intended for detecting 
liquids used for making explosive devices and less useful for suspicious solid samples.  
The optoelectronic nose,10,14,15 which uses digital imaging of colorimetric sensor 
arrays, has emerged as a powerful tool to discriminate and fingerprint both single 
analytes13,33,77,78 and complex mixtures.26,36,38 Colorimetric sensor arrays make use of a 
set of diverse chemoresponsive colorants whose color changes are determined by 
interactions with analytes; these interactions include redox, polarity, Brønsted and Lewis 
acid-base, and π-π interactions.10,13,78  
Our group has previously reported the use of an acid catalyst combined with a 
colorimetric sensor array for the detection of TATP vapors with the detection limit as low 
as 2 ppb.34 Recently, we have successfully developed a portable handheld reader for 
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colorimetric sensor arrays.79 In this work, we report the use of a handheld reader and a 
simple colorimetric sensor array, using a field-ready sampling protocol, for the forensic 
identification of peroxide HMEs and the differentiation of HMEs based on their synthetic 
preparation. This study utilizes Fenton reagent (Fe(II)-containing dyes) to target hydrogen 
peroxide and other redox-sensitive dyes (tolidine, o-dianisidine, etc.) for generic oxidants. 
Hydrazine compound (dinitrophenylhydrazine) is introduced to sense possible 
degradation product acetone from TATP. A variety of acid/base-sensitive dyes are also 
used to target acidic/basic impurities. 
One of the analytical challenges for identification of HMEs remains their inherent lack 
of purity. HMEs generally contain variable amounts of impurities that reflect the protocol 
used for their synthesis and the nearly universal lack of post-synthetic purification. 
Especially for peroxide based energetic materials, there is no unified standard on the 
preparation of these unconventional explosives, and different synthetic procedures (e.g., 
H2SO4 or HNO3 instead of HCl as the acid catalyst for TATP, Scheme 2.1) give rise to 
significantly different product mixtures.41 In addition, trimetric TATP is known to 
degrade into its dimeric form, diacetone diperoxide (DADP), which may also lead to 
inconsistent sensing results.80 To test the optoelectronic nose, we have examined the 
response of a colorimetric sensor array for the identification of nine separately 
synthesized samples of TATP and three of HMTD (Table 2.4) through the direct 
sampling of the saturated vapors from the solid explosives.  
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Scheme 2.1. Reactions for the synthesis of TATP and HMTD. 
Table 2.4 Synthesis of TATP and HMTD:  nine TATP and three HMTD formulations. 
Sample Reactants Acid Catalyst 
TATP-1 (CH3)2CO + H2O2 HCl
TATP-2 (CH3)2CO + H2O2 H2SO4 
TATP-3 (CH3)2CO + H2O2 HNO3 
TATP-4 (CH3)2CO + Na2CO3·1.5H2O2 HCl
TATP-5 (CH3)2CO + Na2CO3·1.5H2O2 H2SO4 
TATP-6 (CH3)2CO + Na2CO3·1.5H2O2 HNO3 
TATP-7 (CH3)2CO + CO(NH2)2·H2O2 HCl
TATP-8 (CH3)2CO + CO(NH2)2·H2O2 H2SO4 
TATP-9 (CH3)2CO + CO(NH2)2·H2O2 HNO3 
HMTD-1 (CH2)6N4 + H2O2 citric acid
HMTD-2 fuel cubes + H2O2 citric acid
HMTD-3 HCHO + NH3 + H2O2 citric acid
H2O2: 30 wt. % aqueous solution; HCHO: ~37 wt. % aqueous solution; NH3: ~29 wt. % aqueous 
solution. 
2.2.2 Materials and Methods 
Array preparation. All reagents were analytical-reagent grade, purchased from Sigma-
Aldrich and used as received. Preparation and printing of colorimetric sensor arrays have been 
described in detail elsewhere.1 The chemoresponsive dyes used in each spot are identical to the 
ones used in detection of generic home made explosives (Table 2.1). 
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Handheld reader details. The experimental setup using the handheld imaging device is the 
same as the one used for HMEs detection (shown in Figure 2.1). The construction and 
specifications of the portable reader used in this study is shown in the recently published work.2 
Raw data was normalized using a calibration created from a one-time measurement of a 0% 
reflectance standard (i.e., the sensor array with all LEDs turned off) and a 100% reflectance 
standard (i.e., a blank array without any sensor dyes printed). 
Array response. For visualization, difference maps were constructed by taking the absolute 
value of the reflectance measurements before and during exposure and scaling a relevant color 
range (3-10 in this work) to the 8-bit color scale (i.e., 0-255); for all statistical analyses, the 
actual values of the reflectance measurements were used without modification. For S/N 
measurements, signal and noise were calculated for each data channel using all trials in the data 
set (i.e., red, green, and blue values of 40 sensor elements; 120 dimensions in total); signals for 
each channel were defined as the difference between each analyte trial measurement (analyte-n) 
and the average of the non-exposed controls (e.g., Ranalyte-n - Rcontrol-avg) and noise was defined as 
the standard deviation among the control data (e.g., σR2 = n(Rcontrol-n - Rcontrol-avg)2/(N-1)); 
quintuplicate trials were taken. 
TATP/HMTD synthesis. Caution: TATP and HMTD are extremely sensitive explosives! 
TATP was prepared according to the prior publications at reduced scale (<100 mg). Nine TATP 
samples were synthesized combinatorically from three peroxide sources (30% H2O2, sodium 
percarbonate, and urea peroxide) with the addition of equimolar acetone (200 μL), catalyzed by 
one of three acid catalysts (12 M HCl, 9 M H2SO4, and 16 M HNO3); reactions were run behind a 
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blast shield in a glass vial cooled in an ice bath. The vial was left in the ice bath for 20 min 
during which a white powder formed. The solid was filtered using filter paper in a porcelain 
funnel and 1 mL deionized water was added 3 times to rinse the product during filtration (rinsing 
effect is shown in Figure 2.10). The powder was dried under air suction, stored in a snap-cap vial 
(Caution: Do not use screw cap vials; powder left on the screw threads are an explosion hazard), 
and stored in a freezer to reduce the sublimation. 1H NMR of TATP-1 match those reported in 
the literature:3  (CDCl3, 500 MHz): 1.31 (s); 1.46 (s); 1.79 (s). Three HMTD samples were all 
obtained by dissolving 233 mg hexamethylenetetramine in 1.23 g 30% H2O2 and stirring them in 
the ice bath, and then 328 mg citric acid was added and the mixture was stirred for 3 hours at 
room temperature. The source of hexamethylenetetramine (HA) came from one of three sources: 
analytical reagent HA for HMTD-1, HA from solid fuel cubes used for camping stoves (Esbit 
GmbH, Hamburg) for HMTD-2, or HA synthesized4 from formaldehyde and ammonium 
hydroxide (HMTD-3); the precipitate was rinsed with water and methanol respectively during 
filtration. 1H NMR of HMTD-1 (CDCl3, 500 MHz): 4.81 (s).  
Figure 2.10.  Color difference map of the array response to TATP prepared from 30% H2O2 and 
acetone with H2SO4 (i.e., TATP-2) as the catalyst as the function of washing times. Washing the 
sample at least three times with deionized water gives a lower level of volatiles. 
Instruments. NMR was performed on a Varian U500 500 MHz spectrometer. PXRD data 
were collected on a Siemens/Bruker D-5000 X-ray diffractometer (Aubrey, TX) operated at 40 
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kV and 30 mA using Cu Kα readiation (wavelength 1.5418 Å) with a continuous scan rate of 
2o/min. For safety reasons, grinding was not applied to these energetic materials. SPME 
sampling was performed using polydimethylsiloxane/divinylbenzene (Supelco, Bellefonte, PA) 
fibers. The screw thread SPME vials (32 x 12 mm) were fitted with Teflon septa and loaded with 
5 mg of each sample and then extracted for 1 min. GC-MS experiments were carried out using an 
Agilent 7890A GC/5975C MS (Agilent Technologies, Santa Clara, CA) equipped with a flame 
ionization detector (FID) and 5975C mass selective detector. The injector temperature was kept 
at 120 oC and analytes were desorbed for 2 min onto a ZB-WAX column. The carrier gas was 
helium (1 mL/min). For each GC trial on TATP, the initial oven temperature was maintained at 
100 oC for 2 min, increased at a ramp rate of 10 oC/min to 200 oC for 10 min; total run time was 
12 min. Because HMTD decomposes at 75 oC,5 for GC trials of HMTD, the initial oven 
temperature started at 40 oC for 2 min, increased at a ramp rate of 2.5 oC/min to 70 oC for 12 min; 
total run time was 14 min. The GC-MS built-in NIST libraries (2008 edition) were used to 
interpret the mass spectra. 
2.2.3 Results and Discussions 
Several milligrams of each HME were tested using disposable 40-element 
colorimetric sensor arrays with a field-appropriate sampling protocol; response to each 
analyte sample was collected in quintuplicate trials. The scaled color difference maps of 
the sensor arrays after exposure to fresh TATP or HMTD samples (stored at 0°C for one 
day after synthesis) are shown in Figure 2.11. Distinctive patterns in the color difference 
maps show that TATP interacts with sensor spots that contain redox dyes, 
diphenylhydrazine-containing dyes, and acid-sensitive pH indicators. Both TATP and 
especially H2O2 impurities will react with the redox dyes; acetone impurities or 
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decomposition products from TATP react with the diphenylhydrazine dyes; acidic 
volatiles in the TATP vapor (which are attributed to the acid inclusion within the solid 
crystals)81 provide for pH indicators’ responses.  
Figure 2.11. Scaled difference maps of the 40-element colorimetric sensor array showing signal-
to-noise (S/N) of nine TATP and three HMTD and a control. S/N ratios of 3-10 were scaled for 
display on an 8-bit RGB color scale (i.e., 0-255). 
The differences in the array responses to TATP samples prepared from different 
peroxide sources can be differentiated even by eye by comparing the response of Fe(II)-
containing redox spots (Spot 1 and 11). TATP preparations using different acids are also 
readily separable from one another based on their different responses to pH indicators 
(Spot 17, 20-23 and 30-31); for example, samples prepared using H2SO4 give a higher 
signal than those prepared with HCl or HNO3, likely due to greater loss of the more-
volatile acids during preparation.  
Interestingly, the array response to HMTD does not involve the redox indicators. 
Vapor pressure of HMTD is calculated to be <0.04 Pa,82 less than 1% of TATP or 
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DADP83 under the experimental conditions (i.e., room temperature), which explains the 
lack of detectable volatile oxidants. Observed signals come purely from the degradation 
products and impurities in the sample; the samples show response only among base-
sensitive and neutral pH indicators (Spot 16-17, 20-23), which illustrates the basic nature 
of sample impurities (e.g., trimethylamine (TMA) and hexamethylenetetramine 
(hexamine, HA)). The overall response depends on the rigor of purification procedures; a 
purification protocol for products is therefore provided in the supporting information 
(Figure 2.10). 
A model-free statistical approach, hierarchical cluster analysis (HCA),84-86 was used to 
evaluate the discriminatory ability of the sensor array. The resulting dendrogram is shown 
in Fig. 2.12; all analytes are represented by quintuplicate trials. The HCA dendrogram 
shows perfect discrimination among all the analytes with the exception of two confusions 
between TATP-4 and TATP-6; this confusion is not unexpected, given that these two 
samples of TATP were prepared in a very similar manner: mixing acetone, sodium 
percarbonate with a volatile acid (HCl or HNO3, respectively). The effects of aging of 
TATP and HMTD samples were also examined and only minimally effected the sensor 
array response (Figure 2.13 and 2.14), in spite of significant structural changes in crystal 
morphology (Figure 2.15). 
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Figure 2.12. Hierarchical cluster analysis (HCA) dendrogram of twelve peroxide explosives 
tested at the bulk sample size of 10 mg and a control out of 65 trials. All species were clearly 
discriminable against each other except for two trials from TATP-4 that were misclassified with 
TATP-6. 
Figure 2.13. Aging effect on three representative peroxides. (A) Scaled color difference maps of 
four representative analytes with different aging periods (1, 3, 7, 15 and 30 days of aging). (B) 
Bar graphs showing the total Euclidean distance of four peroxide-based analytes with different 
aging period. 
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Figure 2.14 Dendrogram showing the hierarchical cluster analysis of three representative 
peroxide samples with different aging periods (1, 3, 7, 15 and 30 days). Each sample was tested 
at the bulk sample size of 10 mg.  
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Figure 2.15 (cont.)
Figure 2.15 Powder XRD patterns of both fresh (aged for 1 day) and aged (aged for 30 days) 
TATP samples from (A) H2O2, (B) sodium percarbonate and (C) urea peroxide; (D) PXRD 
patterns of fresh and aged HMTD samples. All XRD spectra as synthesized were compared to 
the calculated ones. 
Principal component analysis (PCA)86,87 was performed to provide a measure of the 
dimensionality of the data. Given the very limited range of chemical diversity present 
among these analytes, relatively low dimensionality was expected and indeed observed: 
two dimensions account for 87% of the total variance and five dimensions are required to 
capture 95% of the variance (Figure 2.16). A score plot of the first two principal 
components (Figure 2.17) shows relatively good separation among the analytes, as 
indicated by circling obvious clusters. All three HMTD samples were separable from 
TATP, and all the TATP (except TATP-4 and TATP-6) were differentiable.  
Figure 2.16. Principal component scree plot.  Five dimensions are required to capture 95% of the 
total variance in the database of array response to the 12 analytes presented in Table 1. 
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Figure 2.17. Two-dimensional principal components analysis plot for quintuplicate trials of 
twelve preparations of peroxide explosives (number nearby each cluster represents the sample 
label of each corresponding peroxide) and a control; n = 65. Misclassification was only observed 
between TATP-4 and TATP-6. 
A more robust and supervised classification method, support vector machine (SVM) 
analysis, was used to create optimized classifiers using LIBSVM, an open-source SVM 
library.14 SVM results using a leave-one-out permutation method are shown in Table 2.5. 
Using SVM analysis, no errors in classification were found including all TATP samples, 
i.e., the error rate of predictive classification is <1.5%.
GC-MS analyses were conducted to understand the chemical composition of freshly 
prepared peroxides and their possible degradation during aging. Headspace volatiles were 
sampled using solid-phase microextraction (SPME) in a protocol which closely matched 
the sampling condition using handheld device. The compositions of TATP and HMTD 
samples as determined by SPME GC-MS are given in Table 2.6. TATP prepared from 
H2O2 have relatively high levels of DADP for both fresh and aged samples, and aging for 
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30 days yields more dimeric product DADP (Figure 2.18 and Table 2.7). Fresh TATP 
samples prepared from percarbonate or urea peroxide are nearly pure TATP; upon aging, 
however, TATP prepared from urea peroxide shows a considerable amount of DADP, 
while TATP synthesized from percarbonate appears to have higher stability and longer 
shelf-life than the other TATP samples. Though HMTD is much less volatile than TATP, 
SPME GC spectra still detect the degradation products TMA and HA (see Figure 2.18), 
which are primarily responsible for the sensor array responses. Good crystallinity of both 
TATP and HMTD samples was observed and discussed in Figure 2.15. 
Table 2.5. SVM classification results using leave-one-out cross-validation of twelve peroxides. 
The column of accuracy shown for each analyte represents the percentage of correctly classified 
analytes among five independent trials.  
Analyte Accuracy Analyte Accuracy 
TATP-1 100% (5/5) HMTD-1 100% (5/5) 
TATP-2 100% (5/5) HMTD-2 100% (5/5) 
TATP-3 100% (5/5) HMTD-3 100% (5/5) 
TATP-4 100% (5/5) 
TATP-5 100% (5/5) 
TATP-6 100% (5/5) 
TATP-7 100% (5/5) 
TATP-8 100% (5/5) 
TATP-9 100% (5/5) 
81
Table 2.6. Purity of nine TATP and three HMTD samples from headspace analysis. 
Sample 
[TATP] / ([TATP]+[DADP]) (%)a 
Fresh (1d) Aged (30d) 
TATP-1 79.2 35.8
TATP-2 69.0 47.6
TATP-3 66.2 45.5
TATP-4 99.1 96.5
TATP-5 98.4 96.7
TATP-6 96.3 93.9
TATP-7 95.9 54.1
TATP-8 96.5 53.3
TATP-9 96.7 57.7
Sample 
[HMTD] / ([TMA]+[HA]+[HMTD]) (%)a 
Fresh (1d) Aged (30d) 
HMTD-1 87.5 84.3
HMTD-2 88.6 82.9
HMTD-3 85.9 81.6
a Calculated from integrated peak areas. TMA, trimethylamine; HA, hexamine. 
Figure 2.18. SPME GC spectra of fresh and aged TATP-1 and HMTD-1 samples. 
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Table 2.7. Peak areas of SPME GC spectra representing relative content of each component in 
both fresh (aging for 1 day) and aged (aging for 30 days) peroxides. 
Analyte Fresh sample counts Aged sample counts 
Acetone DADP TATP Acetone DADP TATP 
TATP-1 2.61x103 9.80x104 3.85x105 9.41x102 3.02x105 1.68x105 
TATP-2 2.99x103 1.44x105 3.27x105 8.83x102 2.46x105 2.21x105 
TATP-3 3.28x103 1.59x105 3.16x105 1.24x103 2.60x105 2.24x105 
TATP-4 1.45x103 3.65x103 4.77x105 1.22x103 1.87x104 4.49x105 
TATP-5 2.58x103 5.35x103 4.80x105 1.36x103 1.61x104 4.52x105 
TATP-6 1.73x103 1.74x104 4.65x105 1.21x103 3.18x104 4.26x105 
TATP-7 2.35x103 1.79x104 4.78x105 1.27x103 2.17x105 2.60x105 
TATP-8 2.68x103 1.56x104 4.86x105 1.05x103 2.19x105 2.51x105 
TATP-9 2.71x103 1.62x104 4.92x105 1.38x103 2.14x105 2.93x105 
TMA Hexamine HMTD TMA Hexamine HMTD 
HMTD-1 5.83x102 1.43x103 1.42x104 7.11x102 1.78x103 1.34x104 
HMTD-2 4.92x102 1.33x103 1.46x104 8.39x102 1.86x103 1.31x104 
HMTD-3 5.67x102 1.59x103 1.32x104 9.04x102 1.93x103 1.26x104 
The limits of detection (LOD) in sample size for the bulk peroxide explosives were 
examined. The LOD is defined as the sample amount determined by extrapolation that 
provides a signal (i.e., the overall response to an analyte) at least three times as great as 
the noise (i.e., the standard deviation among blank controls). In general, LODs for 
analytes scale with volatility: higher volatility leads to greater colorimetric array 
response; the reactivity of the volatiles, however, also plays a critical role in array 
response. For three representative analytes (two TATP and one HMTD), we plotted the 
array response as a function of sample amount ranging from 1 to 10 mg (Figure 2.19). 
Based on the extrapolated calibration curve, the LODs for three typical explosives are all 
determined to be at μg level: ~90 μg for TATP-1, ~140 μg for TATP-5 and ~120 μg for 
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HMTD-1.  We emphasize that these sensor arrays are not intended for trace detection of 
explosives, but rather for forensic identification of the method of manufacture of a 
discovered HME or IED; in real world situations, intelligence information as to the 
explosive maker can be extremely valuable. 
In field work, it is probable that there will be other odorants present in the air sampled 
that could potentially interfere with identification of the targeted analytes. In order to 
gauge the specificity of the sensor array, we examined sensor array response to 10 mg of 
five possible interferents that are common in an airport atmosphere88 (toothpaste, 
sunscreen, lipstick, perfume and eye drops) as a comparison to the positive responses 
from two peroxides (TATP-1 and HMTD-1),  as provided in Figure 2.20. These five 
interferents give easily distinguishable responses from the peroxide explosives and are 
totally separable from the peroxides. In addition, as we have previously 
demonstrated,13,33,77,78 the colorimetric sensor array is very insensitive to changes in 
ambient humidity. 
Figure 2.19. Extrapolated curves for the LOD calculation of TATP-1, TATP-5 and HMTD-1 
using the open air vial sampling procedure described above. Sample mass ranges from 1 to 10 
mg. The LODs are estimated to be 90, 140 and 120 μg respectively. 
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Figure 2.20. Interferents tests. Interferents used here include: toothpaste (Crest®, complete 
multi-benefit whitening); sunscreen (Neutrogena®, ultra sheer sunscreen SPF 45); lipstick 
(M.A.C. Matte, Russian red); perfume (Chanel®, allure homme sport); eye drops (Thera Tears®, 
lubricant eye drops). (A) Scaled color difference maps of five representative interferents showing 
signal-to-noise (S/N) ratio. S/N ratios of 3-10 were scaled for display on an 8-bit RGB color 
scale (i.e., 0-255). (B) Total Euclidean distance of five representative interferents as compared to 
two peroxides and a control. (C) HCA dendrogram of five interferents, two peroxides and a 
control. 
2.2.4 Conclusion 
We have developed a colorimetric sensor array that can detect and discriminate among 
peroxide explosives based on their source or manufacturing details. TATP vapors 
undergo acid-catalyzed decomposition that release detectable volatiles while the much 
less volatile HMTD contains detectable volatile basic impurities. Hierarchical cluster 
analysis, principal component analysis, and support vector machine analysis show 
excellent discrimination among peroxide explosives produced by a range of synthetic 
methods. Aging over 30 days did not affect the results, even though aging does alter the 
constituent and crystalline phase of TATP as confirmed by GC-MS and PXRD tests. 
Detection limits for both peroxides are calculated to be ~100 μg. This method has 
significant implications in peroxide explosives identification and may prove to be a useful 
supplement to other available detecting technologies used in security checks and forensic 
evaluation of improvised explosives. 
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2.3 Identification of Accelerants, Fuels and Post-Combustion Residues 
2.3.1 Introduction 
Fire incidents, both accidental and malicious, have become a pressing issue in modern 
life due to their threat to human life, property, and environmental safety. According to 
reports from the US Fire Administration, over 1.5 million fires occurred throughout the 
US in 2013 which caused over 3000 deaths, 17,000 injuries and $10 billion in property 
damage.1 Automotive fuels and other petroleum products such as gasoline, diesel, and 
kerosene are commonly employed as accelerants in case of arson; rapid discrimination 
among accelerants is therefore particularly important for fire scene investigation.2-7 
Additionally, the need for simple field-deployable quality control of automotive fuels has 
drawn great attention because of the negative effects caused by the adulteration of 
gasoline or diesel (e.g., engine damage and air pollution),8, 9 and the fuel oil industry has 
suffered from fraudulent mixing of low-priced reagents with higher-priced fuels.10 
Currently, the detection of fire accelerants is generally determined by standard 
analytical methods including electrochemistry,9, 11 fluorescence,12 Fourier transform 
infrared spectroscopy (FTIR),13-15 Raman spectroscopy,2, 16, 17 GC13, 18 or GC–MS,19-21 
most of which demand non-portable and expensive instrumentation. Canine teams offer a 
more easily fielded approach for detecting accelerants in fire debris, though results are 
less reliable than traditional analytical methods as they are subject to human interpretation 
of a dog’s responses; in addition, training dogs requires substantial time and effort.22 
Some commercialized hydrocarbon gas analyzers can detect and quantify flammable 
accelerants by vapor sampling, but are unable to identify specifically which accelerant is 
present.23, 24 Numerous other detection methods still suffer from high cost, low sensitivity, 
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lack of reproducibility, interference from humidity, or changeable responses due to sensor 
aging.25, 26 For these reasons, the development a high-performance portable sensor for the 
on-site analysis of fire accelerants or quality control of fuels remains an important goal. 
In the past decade, the use of disposable colorimetric sensor arrays (CSAs) has been 
developed for a variety of vapor analyses.27-29 CSAs use strong chemical interactions 
between the analytes and a diverse set of cross-responsive chemoresponsive dyes; digital 
imaging of the arrays permits identification of a composite pattern of response as the 
“fingerprint” for a given odorant.27-33 These arrays take advantage of plasticized films or 
organically modified siloxanes (ormosils) as matrices for colourants whose color changes 
are affected by polarity/dipolarity, Brønsted and Lewis acid-base interactions, redox 
reactions, and π-π interactions.27-29  
Although colorimetric sensor arrays perform well for a variety of gases and volatile 
liquids,34-36 they have not shown high sensitivity to less-reactive analytes, such as 
aliphatic and aromatic hydrocarbons or halocarbons.30, 37 A typical gasoline consists of 
30-50% alkanes, 5-10% alkenes and 20-40% aromatics and therefore does not respond to 
a sensor array designed for strong chemical interactions. We have previously shown that 
substantial improvements in the detection, identification, and quantitation of less-reactive 
volatiles can be made by employing a pre-treatment technique in which the analyte gas 
stream is subjected to partial oxidation and thus converted into more easily detected 
oxidation products (e.g., aldehydes and carboxylic acids).37 We demonstrate here that this 
technique can be extended for the identification of complex fuel mixtures and have 
examined discrimination among a large number of commercial fuels, differentiating 
among both the fuels themselves and their volatile residues after burning. 
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2.3.2 Experimental 
Chemicals and Materials. For the gasolines used in these experiments, we provide their 
brand name and average octane number (ON = (R+M)/2, where R is the research octane number 
and M is the motor octane number).38 Three different grades of gasoline (i.e., regular, ON87; 
plus, ON89; and premium, ON93) and diesel fuel were purchased from five local gasoline 
distributors (i.e., Mobil, Marathon, Shell, BP and Schnucks). Ethanol, i-propanol, kerosene, 
mineral oil, aluminum oxides (Brockmann I, Sigma-Aldrich), silica gels (Davisil, Sigma-
Aldrich) and all other reagents were of analytical-reagent grade and used without further 
purification unless otherwise specified. Lubricant (WD-40 type 110071), vegetable oil (Great 
Value) and nylon carpet (Guardian, platinum series) were purchased from a local supermarket. 
 
Formulations, Preparation and Sensor Array Printing. Sol-gel pigments were prepared as 
previously described.39, 40 Sol-gel formulations were obtained via the acid catalyzed hydrolysis of 
silane precursors (e.g., mixtures of tetraethoxysilane (TEOS), methyltriethoxysilane (MTEOS), 
octyltriethoxysilane (octyl-TEOS)). The resulting ormosil formulations after hydrolysis were 
added to the 36 selected dyes (Table 2.8) and then loaded into a 36-hole Teflon inkwell. Sensor 
arrays were printed on a robotic microarray printer (Arraylt Co., Mountain View, CA) by 
dipping slotted pins into the inkwell and delivering the formulation (~100 nL) to a 
polyvinylidene difluoride (PVDF) membrane (Figure 2.21a). Once printed, the arrays were 
stored in a N2-filled glove bag for three days. Each array was then cut into strips and mounted in 
a custom made aluminum flow cell, with channel dimensions of 3.0 × 0.5 × 57 mm (Figure 
2.21b). A Viton o-ring is placed in a groove around the channel and a standard glass microscope 
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slide is clamped to create a leak-free seal that permits a gas analyte stream to flow over the 
sensor array. 
 
Table 2.8. List of chemically responsive colorants used in the colorimetric sensor array. TsOH = 
p-toluenesulfonic acid (1M in 2-methoxyethanol); TBAH = tetrabutylammonium hydroxide 
(40% in H2O); DNPH = 2,4-dinitrophenylhydrazine. 
 
 
 
Preparation of Pre-oxidation Tube. The oxidizing agent (chromic acid loaded on an inert 
oxide support) was made as previously reported37 by mixing alumina or silica (2.5 g), Na2Cr2O7 
(1.0 g), 98% H2SO4 (1.0 mL), and H2O (10.0 mL). Water was removed under vacuum at 60 oC 
for 0.5 h. The resulting gel was further dried by flowing dry nitrogen for 4 h. 40 mg of oxidizing 
Metallo-porphyrins
Acid indicators
Base indicators
Vapochromic
Metal salts
Spot # Name
1 ZnTPP
2 ZnTMP
3 ZnF5PP
4 CoTMP
5 CdTPP
6 CrTPPCl
7 Bromophenol Blue + TBAH
8 Methyl Red + TBAH
9 Chlorophenol Red + TBAH
10 Nitrazine Yellow + TBAH
11 Bromothymol Blue + TBAH
12 Thymol Blue + TBAH
13 m-Cresol Purple + TBAH
14 ZnOAc2 + m-Cresol Purple + TBAH
15 HgCl2 + Bromophenol Blue + TBAH
16 HgCl2 + Bromocresol Green + TBAH
17 Pb(OAc)2 
18 Ethanone + TsOH
19 a-Naphthyl Red + TsOH
20 Tetraiodophenolsulfonephthalein
21 Fluorescein 
22 Bromocresol Green
23 Methyl Red 
24 Bromocresol Purple
25 Bromophenol Red
26 Rosolic Acid
27 Bromopyrogallol Red
28 Pyrocatechol Violet
29 Nile Red
30 Disperse Orange  #25
31 4-(4-Nitrobenzyl)pyridine + N-Benzylaniline
32 Pyrylium
33 LiNO3 + Cresol Red
34 Acridine Orange Base
35 AgNO3 + Bromophenol Blue
36 AgNO3 + Bromocresol Green
TBAH: 1.0 M in 2-MeOEtOH
TsOH: 1.0 M in 2-MeOEtOH
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agent were packed into the middle of a Teflon tube (3.2 mm inner diameter), sealed with glass 
wool on both ends (Figure 2.22). 
 
 
Figure 2.21. Photographs of the colorimetric sensor array used for fuel detection. (a) Linearized 
36-spot colorimetric sensor array containing metalloporphyrins, acid- or base-treated pH 
indicators, solvatochromic/vapochromic and metal-containing dyes; (b) colorimetric sensor array 
mounted in an aluminum holder with an o-ring placed in a groove and a glass slide cover in 
place; this provides a nearly ideal flow path for the analyte stream with a flow volume of ~85 
µL.  
 
 
Figure 2.22. Pre-oxidation tube packed with chromic acid on alumina. The Teflon tube has an 
inner diameter of 3.2 mm and outer diameter of 6.3 mm. Glass wool is used for immobilizing the 
pre-oxidation reagent.  
 
Analyte Vapor Generation. Analyte flow streams were produced by bubbling dry nitrogen 
through the liquid fuels (Figure 2.23A), or by flushing dry nitrogen over a carpet sample (2.5x2.5 
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cm nylon carpet samples loaded with 1 mL of accelerant with or without burning for 1 min, as 
shown in Figure 2.23B). The resulting vapor streams were then mixed with a diluting stream of 
dry and wet nitrogen to attain the desired concentrations at 50% relative humidity (RH) by using 
MKS digital mass flow controllers (MFCs). For all the experiments performed in this study, the 
flow rate was 500 sccm. The response of the sensor array essentially reaches equilibrium during 
the first minute and is not dependent (after equilibration) on flow rate or dose. All data was 
compared after equilibration after 1 min exposure to the analyte flow. 
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Figure 2.23. (cont.)
Figure 2.23. Gas mixing apparatuses for exposure of colorimetric sensor arrays. The box labeled 
“switch” is a series of three-way valves, which allows for venting and diversion of 
analyte stream. MFC = mass flow controller. (A) Gas mixing rig configuration for detection 
of vapors from liquid fuel samples. A bubbler was used to generate the saturated vapor 
stream. (B) Gas mixing rig configuration for detection of vapor residues after controlled 
burning. The bubbler was replaced with a gas flow chamber into which the burnt carpet sample 
was placed.  
Digital Imaging and Data Analysis. For all sensing experiments, sensor arrays were imaged 
on a flatbed scanner (Epson Perfection V600). The array was equilibrated with 50% RH nitrogen 
for 1 min at a flow rate of 500 sccm to capture the before-exposure image, and after-exposure 
image was acquired after 1 min exposure to the fuel or post-combustion vapor at 500 sccm. 
Difference maps were obtained by subtracting the red, green, and blue (RGB) values of before-
exposure images from those of after-exposure images; each sensor spot was ~100 pixels, the 
values of which were averaged. Digitization of the color differences was performed using a 
customized software package, SpotFinder 1.0.6 (iSense LLC., Mountain View, CA). 
Chemometric analysis was carried out on 108-dimensional color difference vectors (36 sets of 
ΔR, ΔG and ΔB values) using Multi-Variate Statistical PackageTM (MVSP v.3.1, Kovach 
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Computing); minimum variance (i.e., “Ward’s Method”) was used for hierarchical cluster 
analysis (HCA) in all cases.  
2.3.3 Results and Discussions 
The chemical basis for discrimination among fuels is of course due to differences in 
their chemical composition. For gasolines and other complex fuel mixtures, there are 
three sources of such differences: (1) there are gross distinctions in composition between 
gasoline and diesel fuels (gasolines contain hydrocarbons that are generally lower 
molecular weight and more volatile); (2) composition depends on octane rating values (a 
relative measure of anti-knocking properties), which are sensitive to the concentrations of 
aromatic hydrocarbons or alcohols; and (3) each brand of gasoline has specific additives 
to the base gasoline that are brand specific and treated as trade secrets.  
Optimization of Pre-oxidation Method. Substantial improvements in the detection, 
identification, and quantitation of less-reactive volatiles by colorimetric sensor arrays have been 
made by employing a pre-oxidation treatment in which the analyte gas stream is subjected to 
partial oxidation that creates more easily detected oxidation products (e.g., aldehydes and 
carboxylic acids).37 For the application to fuels, the choice of oxidizing reagent type was 
optimized by examining the performance of chromic acid loaded on nine separate supporting 
materials (alumina or silica gel) with different surface areas, ranging from 40 to 250 m2/g for 
alumina and from 300 to 675 m2/g for silica. Exposure to Marathon Regular (ON87) gasoline at 
10% of its saturated vapor pressure for 1 min was used as a standardized evaluation of sensor 
array response for all optimization experiments. Surface area in this case is a double-edged 
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sword: materials with high surface area tend to absorb oxidation products while materials with 
low surface area do not offer enough retention time or active surface area for analytes to react 
with the pre-oxidation media (Fig. 2.24 and 2.25A). The optimal support material was found to 
be alumina powder with ~100 m2/g surface area. The dependence of array response on the 
amount of the oxidation reagent was investigated; as shown in Figure 2.25B, array responses are 
optimized at ~40 mg of supported oxidant. The optimal response time was illustrated in the 
response curves of various pre-oxidation reagents over 5 min of exposure (Figure 2.25C); array 
responses fully equilibrated within the first min. For studies to demonstrate differentiation 
among fuels or post-oxidation residues, these optimized conditions for the pre-oxidation method 
were fixed to a load of 40 mg of 30 wt% chromic acid on alumina (surface area ~100 m2/g), 500 
sccm flow rate, and 1 min exposure time.  
Figure 2.24. Color difference maps for nine kinds of pre-oxidation reagents with chromic acid 
on different oxide supports after 1 min exposure to Mobil 87 gasoline at 10% of saturation. For 
display purposes, the color range has been expanded from 5 bits (4-35) to 8 bits (0-255).  
94
0500
1000
1500
2000
2500
3000
3500
4000
0 100 200 300 400 500 600 700
Eu
cl
id
ea
n 
D
is
ta
nc
e 
(a
. u
.)
Surface Area (m2/g)
A
SiO2
Al2O3
0
500
1000
1500
2000
2500
3000
3500
4000
0 10 20 30 40 50
Eu
cl
id
ea
n 
D
is
ta
nc
e 
(a
. u
.)
Amount of Oxidizing Agent (mg)
Alumina 150 m2/g
Alumina 250 m2/g
Alumina 100 m2/g
Silica 675 m2/g
Silica 500 m2/g
Silica 300 m2/g
B
0
500
1000
1500
2000
2500
3000
3500
4000
0 1 2 3 4 5
Eu
cl
id
ea
n 
D
is
ta
nc
e 
(a
. u
.)
Time (min)
Alumina 250 m2/g
Alumina 150 m2/g
Alumina 100 m2/g
Alumina 40 m2/g
Silica 675 m2/g
Silica 476-560 m2/g
Silica 500 m2/g
Silica 300 m2/g
Fumed Silica
C
95
Figure 2.25. (cont.) 
Figure 2.25. Array response curves as a function of pre-oxidation reagent formulation. (A) Total 
Euclidean distance of the array plotted as a function of surface areas for chromic acid loaded on 
both alumina and silica gel. (B) Total Euclidean distance of the array plotted as a function of the 
amount of oxidizing reagent for six representative oxidation reagents upon exposure to Mobil 87 
gasoline at 10% of saturation; in each case, the ratio of chromic acid to oxide support was 1:2.5 
w/w. (C) Total Euclidean distance versus time for nine oxidation reagents upon exposure to 
Mobil 87-octane gasoline at 10% of saturation; in each case, 40 mg samples of the oxidizing 
reagent were used and the ratio of chromic acid to oxide support was 1:2.5 w/w. Total Euclidean 
distance is the total length of the color-difference vector, i.e., the total array response, defined as 
the square root of the sum of the squares of the change in RGB values of all 108 dimensions. The 
average value with error bars set to 2σ from quintuplicate trials for each formulation is shown.  
Discrimination of Automotive Fuels. In prior studies using colorimetric sensor arrays to 
identify and quantify various volatile organic chemicals (VOCs) and toxic industrial chemicals 
(TICs), the range of concentrations that are important are well defined by the permissible 
exposure limits (PELs) and immediately dangerous to life or health (IDLH) concentrations,28, 37,
39, 40 In contrast, there are no explicit standards for essential detection concentrations of 
accelerants; for our studies here, two concentrations were arbitrarily chosen: 10% of the 
saturated vapor pressure as an upper concentration level and 1% of saturation (e.g., ~ 7 ppm for 
diesel at 20 oC) as lower level.  
In the absence of pre-oxidation, the colorimetric sensor array is not particularly 
sensitive to fuels or hydrocarbons.37 We are able to gain significant response, however, to 
the partial oxidation products produced from fuels using our pre-oxidation technique: 
representative difference maps of 20 automotive fuels from 5 gas distributors (Mobil, 
Marathon, Shell, BP and Schnucks) at 10% of their saturated vapor pressure after 1 min 
exposure are shown in Figure 2.26. The partial oxidation products (e.g., aldehydes and 
carboxylic acids) interact with sensor spots containing acid-treated pH indicators (i.e., 
spots 7–16) and metal-dye complexes (i.e., spots 35 and 36). There are clearly strong 
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similarities among all of the fuels color difference maps presented in Figure 2.26. A more 
quantitative analysis of the color differences, however, requires a classification algorithm 
that makes use of the full dimensionality of the data. To that end, a simple and model-free 
method, hierarchical cluster analysis (HCA),41-43 was used for a quantitative analysis of 
the database of array responses.  
Figure 2.26. Representative color difference maps showing quintuplicate analyses of 20 
automotive fuels after pre-oxidation (Octane Number 87, ON89, ON93 gasolines and diesel from 
5 commercial distributor brands) and a control after 1 min exposure at 10% of saturation. For 
display purposes, the color range has been expanded from 5 bits (4-35) to 8 bits (0-255). 
HCA generates a dendrogram based on the grouping of array response data in the 108-
dimensional vector space (i.e., 3 x 36 color difference changes in red, green and blue 
(RGB) values from the 36 chemically responsive colourants that make up the sensor 
array). The HCA dendrogram (Figure 2.27) shows excellent clustering into fuel types. 
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There is a clear subdivision among the fuel analytes into gasoline versus diesel samples; 
this is due in part to the difference in their vapor pressures. Surprisingly, detailed 
clustering shows clear separation based on individual gasoline octane numbers and brands. 
Clustering by brand first and octane number second was clearly observed for Shell, BP 
and Schnucks brands, while Marathon ON93 clustered more closely to Mobil ON93 
gasoline samples than other Marathon gasoline samples. Within the individual fuel types 
(brand and ON), among the quintuplicate trials of all 20 fuels at 10% of saturation and a 
blank control, there were no misclusterings observed in 105 cases. 
Figure 2.27. Hierarchical cluster analysis for 20 separate automotive fuels and one control. Each 
analyte name represents quintuplicate trials after 1 min exposure at 10% of saturated vapor 
pressure. No misclassifications or confusions were observed out of 105 total trials. 
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Similar studies were done at 1% of saturation for the same fuels in order to probe the 
ability of the colorimetric sensor array to monitor low levels of vapors from automotive 
fuels. As with the higher-concentration samples, an exposure time of 1 min was sufficient 
to equilibrate the array response (Figure 2.28). The color difference maps are similar 
among the fuels at 1% of saturation, but again with subtle differences (Figure 2.29). The 
HCA dendrogram for the response of automotive fuels at 1% of saturation are shown in 
Figure 2.30; again accurate discrimination among all 20 analytes and the nitrogen control 
is observed with no confusions or misclusterings out of 105 cases. Just as with the data 
collected at 10% of saturation, differentiation by brand and ON is seen for clustering of 
data at 1% of saturation. 
 
 
Figure 2.28. Total Euclidean distance versus time for five representative automotive fuels at 
their 1% of saturated vapor pressure using chromic acid on alumina pre-oxidation method; in 
each case, 40 mg samples of the oxidizing reagent were used. Responses completely equilibrate 
within the first minute of exposure. The average value with error bars set to 2σ from 
quintuplicate trials for each formulation is shown. 
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Figure 2.29. Representative color difference maps showing quintuplicate runs of 20 fuels 
(gasolines with octane ratings of 87, 89, and 93 and diesel) from five different brands and a 
control after 1 min exposure at 1% of saturation using chromic acid on alumina pre-oxidation. 
The images are shown for the color range expanded from 5 bits (4-35) to 8 bits (0-255). 
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Figure 2.30. Hierarchical cluster analysis (HCA) for 20 separate automotive fuels and one 
control. Each analyte name represents quintuplicate trials after 1 min exposure at 1% of saturated 
vapor pressure. No misclassifications or confusions were observed out of 105 total trials. 
 
Detection of Pre- or Post-combustion Residues. In an attempt to test accelerants after a 
simulated fire scenario, the colorimetric sensor array was used to detect and differentiate 
ignitable residues prior to or after combustion. To that end, 1 mL of each fire accelerant was 
dropped on a piece of nylon carpet (2.5x2.5 cm) and then ignited using a propane torch and 
allowed to burn for 1 min. After burning, carpet samples were allowed to cool down for 1 min 
and then transferred into a gas flow chamber for array analysis. Unburned ignitable residues 
were tested for comparison, and carpet samples without added accelerant (both burned and 
unburned) were used as controls. The same pre-oxidation technique described above was used in 
these studies.  
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Color difference maps of nine sets of burned or unburned residues plus two controls 
are shown in Figure 2.31. Compared to the difference maps of fuels, the patterns shown 
for burned or unburned residues show a much broader range of response, which reflects 
the broader range of analytes present. The HCA dendrogram shown in Figure 2.32 
demonstrates excellent discrimination among all eighteen analytes and two controls. All 
twenty groups of analytes and controls were separated without confusions or 
misclusterings among 100 individual trials.  There are two clearly distinct clusters: burned 
versus unburned samples with the exception of the four most weakly-responding analytes 
(burned and unburned vegetable oil and carpet).   
Figure 2.31. Representative color difference maps showing quintuplicate runs of common fire 
accelerants and two controls after 1 min exposure at 10% of saturation using alumina pre-
oxidation. For display purposes, the color range has been expanded from 5 bits (4-35) to 8 bits 
(0-255).  
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Figure 2.32. Hierarchical cluster analysis (HCA) of unburned and burned accelerants from 
quintuplicate trials with 1 min exposure at 10% of saturation. Two separate clusters of burned 
and unburned residues were clearly observed, except for the most weakly-responding analytes 
(vegetable oil and controls). 
Accelerants after burning generally show weaker responses than the unburned ones, 
likely due both to analyte evaporation and to the formation of gaseous combustion 
products (i.e., CO2 or CO) to which the sensor array is less responsive. Carpet samples 
burned in the absence of accelerates produce only very weak responses from the sensor 
array (Figure 2.31). The somewhat stronger responses observed from burned accelerant 
samples are therefore attributable to the trace amounts of unburned volatiles or other 
byproducts from incomplete combustion of the accelerants. 
Principal Component Analysis (PCA). Principal component analysis (PCA)41-44 was 
employed to provide an estimation of the dimensionality of the data acquired with the 
colorimetric sensor array, which is itself a measure of the dimensionality of the chemical 
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reactivity space probed by the sensor array. PCA is an unsupervised and model-free statistical 
approach that generates a set of orthogonal eigenvectors (i.e., principal components) using a 
linear combination of array response vectors to maximize the amount of variance in the fewest 
possible principal components.  
If we consider all data collected in these studies (305 trials in 61 classes on post-
combustion residues), PCA reveals that 10 dimensions are required to capture 95% of the 
total variance and 28 dimensions are needed to capture 99%, as shown in the scree plot 
given in Fig. 8. There are also three subsets of the library database that have been 
analyzed individually by PCA: fuels at 10% of saturation (Figure 2.27), fuels at 1% of 
saturation (Figure 2.30), and the burn vs. unburned study (Figure 2.32). For fuels at 10% 
of saturation, PCA required 4 dimensions to capture 95% of total variance and 12 
dimensions for 99% (Figure 2.33A); for fuels at 1% of saturation, PCA required 6 
dimensions for 95% of total variance and 13 dimensions for 99% (Figure 2.33B); and for 
the burned/unburned data, 8 dimensions for 95% of variance and 15 dimensions for 99% 
(Figure 2.33C). The high dimensionality shown in all of these studies reflects both the 
range of individual components produced during the pre-oxidation method and the broad 
range of chemical interactions probed by the chemically-responsive colorants that make 
up the sensor array.27,30,34,36 
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Figure 2.33. Scree plot from a PCA of the three subsets of the database. (A) PCA of 20 
automotive fuels plus one control at 10% of their saturation vapor pressure. (B) PCA of twenty 
analytes 20 automotive fuels plus one control at 1% of their saturation vapor pressure. (C) PCA 
of 9 commonly used accelerants with and without burning plus two controls, at 10% of 
saturation.  For fuels at 10% of saturation, PCA required 4 dimensions to capture 95% of total 
variance and 12 dimensions for 99%; for fuels at 1% of saturation, PCA required 6 dimensions 
for 95% of total variance and 13 dimensions for 99%; and for the burned/unburned data, 8 
dimensions for 95% of variance and 15 dimensions for 99%. 
Classification by Support Vector Machines (SVM). We have used a common machine 
learning tool, SVM,45 for a test of predictive classification of our datasets, making use of 
LIBSVM, an open-source SVM library.46 Inherently, model-free clustering analyses, such as 
PCA or HCA, are not well suited for predictive (i.e., classification) use. In contrast, SVM is a 
predictive approach that is designed to classify incoming data that does not belong to a pre-
existing training database.  SVM classifies an incoming test data point based on whether it lies 
above or below an optimized decision boundary for each possible choice between pairs of 
analyte classes. Classification accuracy can be estimated using cross-validation methods which 
split the database into training and evaluation subsets; the classifiers based on the training subset 
are tested with evaluation data subset. To test our SVM model, we have used a leave-one-out 
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permutation method of cross-validation. As included in the digital database (ESI†, Table S5), in 
the permutated cross-validation of 305 trials in 61 classes, no errors in predictive classification 
are observed:  i.e., SVM predictions show an error rate of <0.3% in cross-validation 
classification tests. Similarly, if SVM cross-validation is applied to each of the three subsets of 
data, no errors are observed. 
Figure 2.34. Scree plot from a PCA for all 305 trials used in this study. 10 dimensions were 
required to capture 95% of the total variance. 
Reproducibility. To evaluate the reproducibility of our colorimetric sensor array, 3 new 
samples of previously tested BP gasolines (BP 87, 89 and 93) were purchased six months later 
and were tested in quintuplicate as new entries into the database at 1% of saturation; as a further 
test of reproducibility, the sensor arrays came from multiple printings in these studies. As shown 
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in Figure 2.34, the two different sets of the three gasolines gave nearly identical array responses, 
and discrete clusters as a function of the octane numbers were still observed in the HCA for each 
kind of BP gasoline.  
The reproducibility of the pre-oxidation method is also critical to our ability to 
differentiate among similar fuels. Given the inherent reactivity of chromic acid, issues of 
reproducible preparation of the oxidation tubes might have been a potential problem. To 
test this issue, we prepared three separate batches of chromic acid on alumina were 
prepared and tested each batch in quintuplicate with Mobil diesel fuel at 1% of saturation. 
As shown in Figure 2.35, excellent reproducibility of the oxidizing reagent is observed 
among the three batches, and in all cases, Mobil diesel is well differentiated from the 
other four brands of diesel fuel. 
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Figure 2.35. (cont.)
Figure 2.35. Reproducibility test of fuel discrimination. Hierarchical cluster analysis for two 
separate sets of gasoline samples purchased six months apart, each done with quintuplicate 
trials. Analytes were vapors from BP gasolines with 87, 89, and 93 octane ratings at their 
1% of saturation; labels for trials are, for example, “BP xx_n_Trial m” where xx indicates 
octane rating, n is the batch number and m is the trial number. Sensor arrays came from 
multiple printings.  
Figure 2.36. Reproducibility test of the pre-oxidation protocol. Hierarchical cluster analysis for 
the array responses to Mobil diesel fuel with three separately prepared batches of chromic acid 
on alumina pre-oxidation reagents, each done in quintuplicate trials, compared to quintuplicate 
trials of four other brands of diesel fuels; all tested at 1% of saturation. Each batch of chromic 
acid was tested in quintuplicate using Mobil diesel (POx1 for batch #1, POx2 for batch #2, and 
POx3 for batch #3).   
2.3.4 Conclusions 
A disposable colorimetric sensor array has been developed in combination with pre-
oxidation technique that shows substantial capability of detecting and identifying a 
variety of automotive fuels and commonly used fire accelerants. By testing the partial 
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oxidation products produced by passing fuel vapor streams through an oxidant tube 
(chromic acid on alumina), the sensor array could distinguish among subtle differences in 
common fuels (type, octane ratings, and brand) at both high (10% of saturation) and low 
(1% of saturation) vapor concentration levels. Simulated burning tests also showed 
significant discrimination among other common fire accelerants such as kerosene, oils, 
and alcohols. Principal component analysis demonstrated high dimensionality in the data 
from the colorimetric sensor arrays with the pre-oxidation tube (10 dimensions to capture 
90% of the total variance). As a consequence, hierarchical cluster analysis showed 
excellent discrimination among 61 classes of analytes, and support vector machine 
analysis showed no errors (<0.3% among 305 trials) in cross-validation classification tests. 
Finally, the colorimetric sensor array showed excellent reproducibility towards different 
purchases of the same fuel and different batches of the oxidizing reagent. This technology 
may find applications for quality control of fuel production and distribution as well as 
forensic investigation of fire scenes. 
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CHAPTER 3: 
COLORIMETRIC SENSING APPLICATIONS IN MEDICAL DIAGNOSIS: 
RAPID QUANTIFICATION OF TRIMETHYLAMINE 
This chapter taken partially from the following references: 
Li, Z.; Li, H.; LaGasse, M. K.; Suslick, K. S. “Rapid Quantification of Trimethylamine.” 
Anal. Chem. 2016, 88, 5615-5620. 
3.1 Introduction 
Trimethylaminuria (TMAU), also known as fish malodor syndrome, is a metabolic disorder 
characterized by excessive accumulation of the malodorous trimethylamine (TMA) in breath, 
sweat, and urine;1-4 TMAU is due to diminished activity of the flavin-containing 
monooxygenase-3 (FMO3) enzyme, which normally metabolizes TMA to the odorless 
trimethylamine N-oxide (TMAO). The prevalence of deficiency in FMO3 activity varies 
significantly among ethnic populations, ranging from <1% in the U.K. to 11% in New Guinea.1,4 
As such, there is a pressing need for a highly sensitive and selective sensor for the medical 
diagnosis of trimethylaminuria1 and regular monitoring of TMA concentrations during treatment.  
A number of analytical chemistry methods have been applied to detect TMA or other 
biogenic amines, including gas/high performance liquid chromatography,5,6 ion mobility 
spectrometry,7,8 quartz crystal microbalance9,10 and chemiresistive sensors (e.g., electronic nose 
techniques).11-16 Most of these methods, however, require expensive instrumentation, 
complicated preparation of the sensors, lack of portability, or long times for analysis.  
Traditional electronic nose technology suffers from sensor drift, poor selectivity and 
environmental sensitivity (e.g., to changes in humidity or to interferents).16-18 The interactions 
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between analytes and sensors are generally dominated by physical sorption or a single chemical 
interaction, which gives a limited dimensionality to the resulting data. For example, gas sensors 
based on the weak interaction between TMA and Co(II)-imidazolate framework or α-Fe2O3/TiO2 
nanostructure can only reach detection limits of several ppm;19,20 Swager and coworkers have 
reported chemiresistive detectors made from Co porphyrin/carbon nanotube composites that 
exhibit sub-ppm sensitivity towards biogenic amines in 30 s; these sensors, however, cannot 
distinguish among different types of amines.21 A multidimensional sensor array based on various 
chemical properties therefore becomes essential to distinguish among various potential 
biomarkers for analytical purposes.  
 In comparison, colorimetric sensor arrays have a broad analyte response, good 
environmental tolerance, and high selectivity; they are also small, fast, disposable, and can be 
analyzed using inexpensive equipment.22-25 We have developed and improved an optoelectronic 
nose that uses colorimetric sensor arrays to detect and identify various analytes, ranging from 
toxic gases26-29 to beverages30 to microorganisms31 and even energetic materials.21,32-34 
Colorimetric sensor arrays rely on strong intermolecular interactions between the analytes and a 
chemically diverse set of cross-responsive dyes; the arrays use porous organically modified 
siloxanes (ormosils) or polymeric plasticizers35-37 to immobilize the chemically responsive 
colorants, whose UV-vis absorbances are altered by Brønsted and Lewis acid-base interactions, 
redox reactions, vapochromism/solvatochromism, etc.  
Herein, we report an inexpensive and sensitive colorimetric method for rapid detection of 
gaseous and aqueous TMA. All twenty sensor elements were rigorously optimized in their 
formulations by adjusting the dye amount and pH to enhance their sensitivity, and three main 
classes of colorants were incorporated (Table 3.1): (1) metal-containing dyes (e.g., Zn(II) 
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metalloporphyrin) that respond to Lewis basicity to simulate mammalian olfactory receptors;38,39 
(2) pH indicators that respond to Brønsted basicity; (3) dyes with large permanent dipoles (i.e., 
solvatochromic dyes) that respond to local polarity.40,41 We make use of highly porous sol-gel 
formulations to obtain a better responsiveness to gaseous analytes, as well as the ideal 
hydrophobicity of the matrix to minimize the dissolution of the dyes during liquid sensing.  
 
3.2 Materials and Methods 
3.2.1 Array Preparation 
All reagents were analytical-reagent grade, purchased from Sigma-Aldrich and used as 
received. Preparation and printing of colorimetric sensor arrays have been described in detail 
elsewhere.32 The chemoresponsive dyes used in each spot is elaborated in Table 3.1 along with a 
color-coded legend indicating the expected chemical reactivity of each spot. The printer and 
other tools for sensor array preparation are shown in Figure 3.1. The arrays were linearized for 
improved gas flow path and printed robotically, then mounted on a snap-together, disposable 
cartridge (Figure 3.2a); the low dead volume of this configuration greatly improves the array 
response time. 
 
3.2.2 Analytes Generation 
Digital images of the arrays were acquired before and after exposure to diluted gas mixtures 
or aqueous solutions using an ordinary flatbed scanner (Epson Perfection V600, Figures 3.2b and 
3.3). All gases at their selected concentrations were prepared by mixing the gas stream of 
prediluted analyte with dry and wet nitrogen gas using MKS digital mass-flow controllers to 
achieve the desired concentrations and relative humidity at a total flow rate of 500 sccm. Gas 
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flow was running for 30 min to achieve a stabilized concentration before each measurement. 
Analytes concentrations were confirmed by in-line analysis with FTIR using a MKS multigas 
analyzer (model 2030). Solutions of TMA and other amines were prepared in 1X PBS (10 mM, 
pH 7.4) by spiking the corresponding amount of solutes into the stock buffer solution to achieve 
the desired vapor or liquid concentrations. 
 
3.2.3 Data Obtained on Flatbed Scanner 
The arrays were imaged as a function of time on an ordinary flatbed scanner; the before-
exposure image was acquired after 2 min exposure of wet N2 at 50% relative humidity or blank 
buffer; after-exposure images were acquired with full equilibration after exposure to the targeted 
vapor or aqueous concentrations. Septuplicate trials were taken for each analyte or concentration. 
 
3.2.4 Data Obtained on iPhone 5s  
Sensor array images were collected using the camera of an Apple iPhone 5s. The same 
exposure procedures and data process protocols used for the flatbed scanner were applied to the 
cell phone detection, except that RGB values of each sensor element were corrected using the 
equation Rcorr = Ri/Rwhite * 255, in which Ri is the initial RGB value of the sensor element while 
Rwhite is the RGB value of the white reference; white reference for each sensor element is taken 
from the white blank area on each side of the sensor element. The correction method is used to 
minimize inconsistencies of brightness from image to image due to changes in ambient lighting, 
as well as the inconsistency of lighting among sensor elements within each single image caused 
by non-uniform illumination across the array. 
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3.2.5 Data Obtained on Handheld Reader  
The experimental setup using the handheld imaging device is shown in Figure 3.4. The 
construction and specifications of the handheld device used in this study have been elaborated in 
recent publications.42 Raw data was normalized using a calibration created from a one-time 
measurement of a 0% reflectance standard (i.e., the sensor array with all LEDs turned off) and a 
100% reflectance standard (i.e., a white blank array). For visualization, difference maps were 
constructed by taking the absolute value of the reflectance measurements before and during 2 
min exposure and scaling a relevant color range to the 8-bit color scale (i.e., 0-255); for all 
statistical analyses, the actual values of the reflectance measurements were used without 
modification. For S/N measurements, signal and noise were calculated for each data channel 
using all trials in the data set (i.e., red, green, and blue values of 20 sensor elements; 60 
dimensions in total); signals for each channel were defined as the difference between each 
analyte trial measurement and the average of the non-exposed controls, and noise was defined as 
the standard deviation among the control data; septuplicate trials were taken for each analyte or 
concentration. 
3.2.6 Database Analysis 
The chemometric analysis was performed on the color difference vectors using the Multi-
Variate Statistical PackageTM (MVSP v.3.1, Kovach Computing); in all cases, minimum variance 
(i.e., “Ward’s Method”) was used for HCA clustering. Support vector machine (SVM) analysis 
was carried out using a leave-one-out permutation method based on an open-source SVM library, 
LIBSVM.43 
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Table 3.1. Sensor spot compositions of the colorimetric sensor array.  
Figure 3.1. Array-it Nano Printer used to print array cartridges (left) and rectangular pin-holder 
and pins for printing (right). 
Spot # Name mg
1 Ethanone + TsOH 2/10 μL 
2 α-Naphthyl Red + TsOH 4/20 μL 
3 5,10,15,20-tetrakis(2,4,6-trimethylphenyl)porphyrinatozinc(II) 4.0
4 Tetraiodophenolsulfonephthalein 4.0
5 Fluorescein 2.0
6 Bromocresol Green 4.0
7 Methyl Red 4.0
8 Bromocresol Purple 4.0
9 Bromophenol Red 4.0
10 Rosolic Acid 4.0
11 Bromopyrogallol Red 2.0
12 Pyrocatechol Violet 4.0
13 4-[2-[4-(dimethylamino)phenyl]ethenyl]-2,6-dimethylpyrylium 2.0
14 LiNO3 + Cresol Red 15/4
15 Pb(OAc)2 + Disperse Red 15/0.5
16 AgNO3 + Bromophenol Blue 5.0/2.0
17 AgNO3 + Bromocresol Green 5.0/2.0
18 Zn(OAc)2 + m -Cresol Purple + TBAH 20/4/50 μL
19 HgCl2 + Bromophenol Blue + TBAH 5.0/4.0/50 μL
20 HgCl2 + Bromocresol Green + TBAH 5.0/4.0/50 μL 
TBAH: 1.0 M in 2-MeOEtOH
TsOH: 1.0 M in 2-MeOEtOH
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Figure 3.2. Colorimetric sensor array for TMA detection. (a) Linearized 20-element sensor array 
for vapor detection; the array mounted on a polycarbonate cartridge with an o-ring placed in a 
groove and a glass slide cover in place, which provides an ideal flow path for analytes and a flow 
volume of <180 µL (77 x 4.5 x 0.5 mm). (b) Schematic of the experimental set-up consisting of a 
closed Petri dish containing 10 mL of a buffered TMA aqueous solution, an array positioned in 
the solution, and an ordinary flatbed scanner for imaging.  
Figure 3.3. Gas mixing apparatuses for exposure of sensor array to gaseous TMA. MFC = mass 
flow controller. 
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Figure 3.4. Photographs of the handheld reader including front, rear, and cartridge bay views. 
Dimensions are 12.5 cm tall by 9.5 cm wide by 4.0 cm thick. The rear panel and 9 V battery 
were removed in order to provide a better view of the internal electronics and diaphragm 
micropump (located in rear image, lower right). 
 
3.3 Results and Discussions 
3.3.1 Sensor Array 
The 20-element colorimetric sensor array shows excellent ability to quantify TMA vapors or 
solutions. Figure 3.5 displays sensor array responses to a series of concentrations of gaseous and 
aqueous TMA after 2 min exposure: significant color changes were observed by naked eye even 
at sub-ppm level (Figure 3.6). The biggest responses are from solvatochromic dyes (spot 1-2), 
pH indicators (spot 4-6 and 8-11) and metal-containing dyes (spot 16-18), which reflects the 
changes in local polarity, Brønsted basicity, and Lewis basicity, respectively, induced by the 
presence of TMA. Color difference maps as a function of TMA concentration are readily 
distinguished from one another even by eye before any statistical analysis. The response curves 
for both gaseous and aqueous TMA detection are more than 90% equilibrated within 2 min at 
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most concentrations, based on total array response in Euclidean distance, as shown in Figure 3.7. 
While the array is meant to be a disposable, it shows excellent reversibility between different 
concentrations of TMA (Figure 3.8). 
 
 
Figure 3.5. Average responses of the sensor array to different concentrations of (a) gaseous and 
(b) aqueous TMA and controls, each run in septuplicate trials. For visualization, the color range 
is expanded from 4 to 8 bits per color (i.e., RGB color range of 4-19 expanded to 0-255). 
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Figure 3.6. Representative images before and after exposure and color difference images for 2 
min exposure to 10, 1 and 0.1 ppm TMA. For visualization, the color difference images are 
shown for a color range expanded from 4 bits (4-19) to 8 bits (0-255). 
 
 
Figure 3.7. Array response curves of (a) gaseous and (b) aqueous TMA concentrations as a 
function of time. The average value with error bars set to 2σ from septuplicate trials is shown. 
Total Euclidean distance is the total length of the color difference vector, i.e., the total array 
response, defined as the square root of the sum of the squares of the changes in RGB values of 
all 60 dimensions. The average value with error bars set to 2σ from septuplicate trials for each 
concentration is shown.  
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Figure 3.8. Reversibility of sensor array response during 10 rounds of cycling. (a) Gaseous TMA 
exposure of a single array from nitrogen to 10 ppm, and then repeatedly from 10 ppm to 1 ppm 
and back to the background (i.e., nitrogen at 50% relatively humidity). (b) Aqueous TMA 
exposure of a single array from the blank buffer to 100 μM, and then repeatedly from 100 μM to 
1 μM and back to the blank. Data were acquired every 1 min; total response duration is 335 min; 
the total array response is represented by the total Euclidean distance of the 60-dimensional color 
difference vector. 90% of complete equilibration is achieved within 2 min of the first exposure to 
10 ppm TMA and within 3 min for subsequent cycling between 10 and 1 ppm exposures. The 
blue lines are horizontal showing the lack of drift over 10 rounds of cycling. 
3.3.2 Chemometric Analysis 
To conduct a quantitative analysis of the sensor array responses, we made use of a standard 
chemometric approach, hierarchical cluster analysis (HCA),44,45 to group the color change 
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vectors for each trial. The advantages of HCA are that it easily handles high dimensional data 
and is inherently model free in its analysis (i.e., unsupervised). The clustering of vectors is based 
on their positions in the 60-dimensional Euclidean space (i.e., the changes in red, green and blue 
values for each of the 20 sensor spots). Figure 3.9 shows the HCA dendrogram for 2 min 
exposure to both gaseous and aqueous TMA. In septuplicate trials, all 15 TMA concentrations 
and two controls show tight clustering without error in clustering 119 cases. Even in the low 
concentration cases (5 and 10 μM of aqueous TMA; 0.1 and 0.25 ppm of gaseous TMA), good 
separation of clusters were still observed with no misidentifications.  
A more sophisticated, but supervised, classification method, support vector machine (SVM) 
analysis, was used to create optimized classifiers. Unlike clustering methods such as HCA, SVM 
is a predictive method designed to classify new incoming data that is not part of the training 
database. SVM classification is based on pairwise class prediction and focuses on the data most 
likely to be misclassified (i.e., the so-called support vectors) using a specific transformation 
function (kernel) that best separates the data for any given pair of classes. Classification accuracy 
can be estimated using cross-validation methods that split the database and create classifiers 
based on training and evaluation data subsets. SVM results using a leave-one-out permutation 
method of cross-validation are shown in Table 3.2. No misclassifications were found among 
either gaseous or aqueous samples:  i.e., the error rate of predictive classification is <1% out of 
119 trials. 
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Figure 3.9 Dendrogram of hierarchical cluster analysis for TMA at different concentrations in 
gases or in solutions with two controls; 119 trials. All the concentrations were clearly 
discriminable against each other.  
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Table 3.2. SVM Cross-validation Results. 
 
 
 
3.3.3 Limit of Detection 
We estimate the limits of detection (LODs) for gaseous and aqueous TMA by extrapolating 
from the observed array responses at relevant concentrations. We define the LOD as the 
concentration needed to give three times the S/N versus background for the largest response 
among the 60 color difference vectors. The calculated LODs for TMA are 4 ppb in gas phase and 
2.3 μM in the aqueous media (Figure 3.10). The LOD of TMA gas is comparable to the threshold 
of human olfactory receptors (2.5 ppb),46 while that of aqueous TMA is well below the threshold 
for the appearance of fish malodor symptoms (10 μg/mL, i.e., 169 μM).47 Our LODs are also 
well below the NIOSH/OSHA permissible exposure limit (PEL) of TMA, i.e., 10 ppm for long 
term exposure; as a toxic gaseous irritant, TMA can cause health issues such as headaches, 
nausea and skin burns. 
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Figure 3.10. Calibration curves for extrapolation of the LOD of (a) gaseous and (b) aqueous 
TMA. Concentration ranges from 0.1 ppm to 10 ppm for gases and 5 μM to 200 μM for 
solutions. LOD of TMA is calculated to be 4 ppb in the gas and 2 μM in the solution. 
To compare the two LODs obtained in different phases, Henry’s law was employed to 
calculate the gaseous equivalent of the aqueous concentration. Using the appropriate Henry 
solubility constant (i.e., 0.47 mol m-3 Pa-1),48,49 the equilibrium partial pressure of TMA vapor 
above the aqueous solution at its LOD is estimated to be ~50 ppb, which is ~10-times higher 
than gaseous LOD. This reflects the effect of interference from water on the response of the 
sensor array.  
While LODs are well defined mathematically, they represent only the point at which the 
array detects something, but does not tell the identity of the analyte. The point at which one can 
discriminate one analyte from another is the limit of recognition (LOR), which is inherently less 
well-defined because it depends upon the library of analytes among which one wishes to 
differentiate. Here we have examined five representative amines (ammonia, dimethylamine 
(DA), methylamine (MA), hydrazine (HY) and methylhydrazine (MH)) as low molecular weight 
analogs to TMA, as well as its N-oxide metabolite, TMAO; all analytes were tested both in 
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aqueous media and as gases (except the solid TMAO) at two concentrations (10 and 100 μM for 
solutions; 1 and 10 ppm for gases). The HCA dendrogram show that all gaseous amines are 
perfectly clustered (Figue 3.11); among the aqueous samples, the array data do not differentiate 
between 10 μM and 100 μM trials of TMAO (Figure 3.11), presumably due to the relatively low 
sensitivity of our sensor to TMAO, which is only a weak base50 (pKa 4.7). It is clear that the 
sensor array is able to distinguish TMA from other amines or TMAO in both gaseous and 
aqueous phases, and we conclude that the LOR for TMA vs. five similar amino odorants is well 
below 1 ppm in the gas phase and 10 μM in aqueous media.  
To better elucidate the array’s specificity towards TMA, principal component analysis 
(PCA)51,52 was performed to give a measurement of the dimensionality of the database. A 
relatively high dimensionality among various amines at two concentrations was expected and 
indeed observed (Figure 3.12): 10 dimensions are required to capture 90% of the total variance 
of all gaseous samples and 8 dimensions for aqueous ones, which is consistent with the wide 
range of analyte chemical properties probed by the sensor array. In spite of the high 
dimensionality, good discrimination is provided even by just the first two principal components, 
as shown in Figure 3.13. As with the HCA, all gaseous analytes were differentiable from each 
other, and all aqueous analytes were differentiable except for 10 and 100 μM TMAO. 
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Figure 3.11. (a) Average response of the sensor array to gaseous amines at 10 ppm and 1 ppm. 
(b) Dendrogram of hierarchical cluster analysis for gaseous amines at two concentrations. (c) 
Average response of the sensor array to aqueous amines at 100 μM and 10 μM. (d) Dendrogram 
of hierarchical cluster analysis for aqueous amines at two concentrations. Each sample was 
repeated in septuplicate trials. For visualization of the difference images, the color range is 
expanded from 4 to 8 bits per color (i.e., RGB color range of 4-19 expanded to 0-255).  
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Figure 3.12. Scree plot from a principal component analysis of (a) all gaseous amines at 10 ppm 
and 1 ppm and (b) all aqueous amines at 100 μM and 10 μM.  21 dimensions are required to 
capture 95% of the total variance in both gaseous and aqueous cases, consistent with the wide 
range of analyte chemical properties probed by the sensor array. 
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Figure 3.13. Two-dimensional principal components analysis score plot for septuplicate trials of 
(a) gaseous amines at 10 ppm and 1 ppm and a control and (b) aqueous amines at 100 μM and 10 
μM and a control. Overlap is observed only between 10 μM and 100 μM TMAO. 
3.3.4 Portable Reader 
For point of care diagnosis, portability of the imaging device is paramount.  Towards that 
end, we have very recently developed a handheld reader,42 which uses a diaphragm micropump 
to sample analyte gases and a color contact image sensor (CIS) to collect colorimetric data; the 
handheld has shown promising applications in the discrimination of home-made explosives.32,34 
In addition, we have also examined the use of a cell phone camera, which has the added 
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advantage of ready availability; cell phone imaging has just begun to find analytical 
applications.53,54 We therefore collected sensor array responses at designated concentrations of 
TMA vapors using our handheld reader and an iPhone 5s  (Figure 3.14), which both show similar 
sensor response patterns to those collected by the flatbed scanner (Figure 3.15); HCA gives 
100% accuracy of clustering by scanning methods and then by TMA concentrations in 147 trials 
(Figure 3.16). LOD measurements show the sensitivity of three devices to TMA vapors: 
handheld scanner, 3 ppb; flatbed, 4 ppb; cellphone, 6 ppb (Figure 3.17).  
Figure 3.14. Imaging set-ups using a cellphone or a handheld analyzer. (a) Side view of the 
cellphone scanning platform. iPhone is 6.5 cm above the colorimetric sensor array. (b) Top view 
of the cellphone platform. (c) Handheld analyzer detection. The handheld device samples gas 
from polyethylene bags either (right) containing 50% RH nitrogen or (left)  TMA at a premixed 
concentration in 50% RH nitrogen.  
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Figure 3.15. Average sensor array responses of septuplicate trials after 2 min exposure to various 
concentrations of TMA collected by (a) flatbed scanner, (b) iPhone 5s camera, or (c) handheld 
reader. For visualization purposes, the color range is expanded from 4 to 8 bits per color (i.e., 
RGB color range of 4-19 expanded to 0-255). 
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Figure 3.16. (cont.) 
Figure 3.16. (a) Dendrogram of hierarchical cluster analysis and (b) scree plot of principal 
component analysis on the database of seven concentrations of TMA vapors collected by 
three scanning devices.  
Figure 3.17. (a) Signal to noise ratios from the most responsive RGB channels observed in 
flatbed or iPhone detection as a function of TMA concentrations. The average value with error 
bars set to 2σ from quintuplicate trials is shown. (b) Calibration curves for extrapolation of the 
LOD of TMA vapors obtained by the three imaging devices. LOD of TMA vapors is calculated 
to be 3 ppb for the handheld analyzer, 4 ppb for the flatbed scanner and 6 ppb for the iPhone. 
3.3.5 TMAU Simulated Detection 
In a simulation of skin or mouth odor test for diagnosis of trimethylaminuria, we used this 
handheld to monitor the volatiles from filter papers soaked in TMA solutions or headspace TMA 
vapors (Figure 3.18). Mouth odor simulations generally gain higher responses than skin ones 
after two min exposure. In patients with trimethylaminuria, the threshold for fish malodor 
symptoms is defined at TMA concentrations in urine of 10 μg/mL, i.e., 169 μM.47 Our 
simulations (Figures 3.18 and 3.19) show clear discrimination among diagnostically significant 
concentrations of TMA, blank and healthy controls, with calculated detection limits of ~5 µM for 
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mouth odor simulations and ~2 µM  for skin ones, which are comparable to the results obtained 
from the flatbed scanner.  
Figure 3.18. (a) Experimental set-up for mouth or skin odor simulation using the handheld 
device; headspace gas was sampled from 2 mL TMA solution in the beaker for mouth odor test, 
or filter paper soaked in 0.5 mL TMA solution for skin odor test. (b) Averaged sensor array 
response to different concentrations of TMA and controls; healthy controls were collected from 
the author (from mouth and axilla for (a) and (b), respectively). Each sample was collected in 
septuplicate. For display purposes, S/N ratios of 3-10 were scaled on an 8-bit RGB color scale 
(i.e., 0-255). 
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Figure 3.19. Dendrogram of hierarchical cluster analysis for (a) dataset of simulated mouth odor 
test and (b) dataset of simulated skin odor test. 
3.4 Conclusions 
We have developed a simple and portable colorimetric sensor for the detection of 
trimethylamine from vapor or aqueous solution using various imaging devices. Apparent color 
differences shown by the sensor arrays allow for a quick identification of trimethylamine 
concentrations even by eye. LODs for trimethylamine in the gas phase are a few ppb and in 
aqueous phase a few µM, which are well below the diagnostically significant concentration for 
trimethlyaminuria. Principal component analysis, hierarchical cluster analysis and support vector 
machine analysis all show excellent discriminatory power over a wide range of concentrations 
for three different imaging methods (including cell phone camera) with error rates <1%. The 
sensor is robust and reusable after multiple exposures. The optoelectronic nose promises to be a 
useful point of care device for rapid, quantitative diagnosis and monitoring of trimethylamine 
levels for patients with trimethylaminuria. 
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CHAPTER 4: 
PORTABLE OPTOELECTRONIC NOSE FOR FOOD INSPECTION 
This chapter taken partially from the following references: 
Li, Z.; Suslick, K. S. “A Portable Optoelectronic Nose for Monitoring Meat Freshness.” ACS 
Sens. 2016, 1, 1330-1335.
4.1 Colorimetric Monitoring of Meat Freshness 
4.1.1 Introduction 
The quality control of meat products has attracted considerable attention during the past dec-
ade and has strong potential for the application of new chemical sensing techniques.1-3 The pri-
mary factors that determine meat freshness during storage are the concentrations of sulfurous 
compounds and biogenic amines, which are two major metabolites from the microbial decarbox-
ylation of  amino acids.3,4 The degree of meat deterioration and bacterial contamination can 
therefore be indirectly determined by measuring the emission of relevant volatile organic chemi-
cals (VOCs).5,6 Numerous analytical techniques for monitoring meat spoilage have been devel-
oped, including FT-IR spectrometry,7,8 HPLC,9 GC-MS10,11 and chemifluorescence.12-14 Most of 
those methods, however, demand sophisticated instrumentation, lack of portability, or require 
time-consuming sample preparation. There remains therefore an urgent need for new methods for 
simple, rapid and sensitive sensing of sulphurous and amine volatiles for application to assess-
ment of food and especially meat freshness. 
One of the alternative approaches for effective sensing of meat freshness is an electronic 
nose,15 i.e., the use of the composite response of an array of, typically, metal oxide or conductive 
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 polymer sensors.16,17 For nearly all electronic nose technologies, the sensors’ responses depend 
primarily upon physical sorption of analyte molecules onto or into the sensor elements that in-
duce changes in the weight or conductivity. Such classes of sensors, however, suffer substantial 
drawbacks, including poor chemical specificity, sensor drift, and sensitivity to changes in humid-
ity.15,16,18 Those limitations also make these sensors less reliable for the discrimination among 
mixtures with highly similar composition. 
In the past decade, our group has developed colorimetric sensor arrays (CSAs) as a novel 
type of optoelectronic noses for the detection of various analytes.18-23 The CSAs are distinct from 
traditional electronic noses that solely rely on physical or nonspecific intermolecular interactions 
and instead probe a wide range of chemical reactivity based on the use of chemically responsive 
dyes in hydrophobic matrices.24,25 Digital imaging of the color changes of the array enables the 
identification of a composite pattern of responses as the “fingerprint” for a given odorant com-
pared against other similar ones. Our colorimetric sensor array technique has seen successful ap-
plications relevant to the food industry, including identification vapor phase or aqueous solutions 
of different brands of coffee,26 beer,27 soda28 and sweeteners29 and the rapid identification of cul-
tured bacteria and fungi.30,31  
The design of the colorimetric sensor array in this work utilizes  metal ion chromogens (e.g., 
Pb(II) plus a pH indicator) to target emitted sulfides, and Brønsted/Lewis acidic or basic dyes 
(e.g., bromocresol green) to detect acidic or basic analytes, especially biogenic amines. We have 
very recently reported the use of this 20-element sensor array for the quantification of trimethyl-
amine and the simulated diagnosis of trimethylaminuria (TMAU, also known as “fish malodor 
syndrome”).32 Herein, we described another possible application of the same colorimetric sensor 
array in the determination of meat freshness. To make it a fully portable and field-deployable 
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 technique, the sensor array was integrated with a hand-held gas analyzer33 as the sensing plat-
form (Figure 4.1a) to perform all colorimetric measurements. As a result, we demonstrate the 
successful quantification of four representative sulfides and amines, along with the precise iden-
tification spoilage of five meat products vs. time.  
Figure 4.1. Sensing device assembled from a colorimetric sensor array inside a hand-held ana-
lyzer. (a) Gas sampling from a meat sample into the hand-held analyzer (5.0 x 3.7 x 1.6 inch). (b) 
Top view of the 20-element colorimetric sensor array mounted in a polycarbonate cartridge (3.1 
x 1.1 x 0.4 inch). (c) Side view of the cartridge. 
4.1.2 Materials and Methods 
Reagents and materials. Five kinds of raw meat, including beef (sirloin steak), chicken 
(thigh), fish (cod fillet), pork (loin chops) and shrimp, were purchased from a local supermarket 
and tested during storage. All reagents were analytical-reagent grade, purchased from Sigma-
Aldrich and used without further purification.  
Gas analytes generation and calibration. All individual gas analytes at their selected con-
centrations were prepared by mixing the gas stream of prediluted analyte with dry and wet N2 
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 using MKS digital mass-flow controllers (MFCs) to reach the desired concentrations and relative 
humidity (Figure 4.2). Before each calibration, gas flow was run for 30 min to achieve a stabi-
lized concentration; for calibration, analyte concentrations were measured using in-line FTIR 
analysis with a MKS Multigas Analyzer (model 2030). Effects of humidity were not investigated 
in this study, as the insensitivity of these colorimetric sensors to changes in humidity was well-
established in our previous work.34 
Figure 4.2. Gas mixing set-up for exposure of sensor array to calibrated VOCs using a handheld 
device. 
Meat storage and sampling protocol. 0.5 g meat samples were placed in a sealed 20 mL 
scintillation vial to accumulate volatiles prior to freshness measurements. Each meat sample was 
stored either in a kitchen refrigerator (2 ± 1 °C) or at room temperature (24 ± 1 °C) for length of 
time varying from 0 h to 96 h. The sensor array was exposed to the ambient air to equilibrate for 
2 min before sniffing; the array was then exposed to meat volatiles for another 2 min; the meas-
urement was carried out at room temperature for meat samples stored under both temperature 
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 conditions. The headspace gas of the vial was sampled into the sensor array cartridge through a 
short Teflon tube at a flow rate of ~580 cm3/min (sccm), during which the vial was open to the 
ambient environment.  Before- and after-exposure images of the array were collected (Figure 
4.1a) using the handheld analyzer. Three independent trials were run for each meat sample. 
 
Sensor array preparation. The linear colorimetric sensor arrays were printed as per details 
in recently published papers,35,36 except that the polypropylene membrane strips were first sol-
vent-welded to cartridges using CHCl3 to eliminate potential contaminants from adhesives. 20 
sensor elements were immobilized in matrices made of organically modified silicates and 2-
methoxyethanol, and printed on the polypropylene substrate at 2 mm center-center distance (Fig-
ure 4.1b and 4.1c) using an array of floating stainless steel rectangular pins. Once printed, the 
arrays were dried under vacuum for 2 h at room temperature, and stored in N2-filled aluminized 
mylar bags before any measurement was performed. The chemical dyes and formulations used in 
each spot are listed in Table 4.1.  
 
Raw data process. Analyte response was calculated from the differences between the ob-
served red, green, and blue (RGB) values for each sensor element before and after exposure to 
meat volatiles. For visualization purposes only, all color difference maps herein are displayed by 
scaling a relevant color range from 3-bit (i.e., 3-10) to the 8-bit color scale (i.e., 0–255). Signals 
for each channel were defined as the difference between each analyte trial measurement (analyte-
n) and the averaged non-exposed controls (i.e., Ranalyte-n - Rcontrol-avg), and noise was defined as the 
standard deviation among the controls (i.e., σR2 = n(Rcontrol-n - Rcontrol-avg)2/(N-1)). The signal to 
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 noise ratio (S/N) was calculated for each data channel and incorporated in the final database for 
statistical analyses. 
Table 4.1.  Dye compositions of the colorimetric sensor array.  
Database analysis. Two unsupervised statistical methods, principal component analysis 
(PCA) and hierarchical cluster analysis (HCA), were performed for database clustering using 
MVSP software (Kovach Computing Services, Pentraeth, Isle of Anglesey, UK); in all cases, 
minimum variance (i.e., “Ward’s Method”) was used for HCA clustering. For quantitative cross-
validation, predictive classification was carried out using support vector machine (SVM) analy-
sis.  
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 4.1.3 Results and Discussions 
While there have been some limited studies of colorimetric sensor arrays for monitoring spe-
cific meat quality,6,37-40 the previous work has been limited by lack of sensitivity (limits of detec-
tion > 0.6 ppm), lack of portability, limitation of analytes (only amines or aldehydes were moni-
tored), and limitation to a single meat (either chicken or pork).   
As we demonstrate below, we have developed a portable handheld, self-contained read-
er/analyzer that permits us to collect in-situ and real-time data of meat spoilage. Our sensor array 
has considerably greater chemical diversity and is consequently more versatile and broader in its 
responses than prior work6, 37-40: we are able to target both sulfides and amines (and other ana-
lytes as well), rather than solely amines or aldehydes; consequently, our sensor arrays have much 
better ability to discriminate among subtle differences among analytes. Because of our better im-
aging system and the superiority of our formulations and printing methods, we attain higher sen-
sitivity (LOD <35 ppbv for all individual gas analytes). Finally, we demonstrate that our device 
is able to analyze and differentiate spoilage in five meat products rather than only a single meat.   
Sensor response to individual gas analytes. The capabilities of the sensor array to detect 
VOCs associated with meat spoilage were investigated first, prior to the measurement of meat 
samples. Specifically, we measured array response to four relevant gases released by spoiled 
meats: hydrogen sulfide, dimethyl sulfide, trimethylamine (TMA) and cadaverine (CAD). Figure 
3 shows the color difference maps from exposures to a series of concentrations of these gases 
after two min exposure; easily visible color changes were observed for all analytes at sub-ppm 
concentration, and the patterns allow for easy differentiation even by eye. For the two sulfides 
(Figure 4.3a and 4.3b), the sensor array response largely arises from metal-containing dyes (spot 
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 14-17 and 19) and reflects metal ion ligation of the sulfides (i.e., Lewis acid-base interactions). 
In comparison, sensor response to amines (TMA or CAD) mainly comes from vapochromic spe-
cies (spot 1-2), pH indicators (spot 4-6 and 8-11), as well as metal-containing dyes (spot 14 and 
16-18), indicating the significant analyte-induced changes in local polarity and Brønsted basicity.  
Overall sensor response (i.e., Euclidean distance (ED) from the changes in all 60 RGB values 
from 20 sensor elements) for each of these four VOCs as a function of concentrations is mono-
tonic and shown in Figure 4.4. Limits of detection (LOD) for each of these gases are well below 
0.25 ppm, which is roughly the lower limit of concentration that can be reliably delivered by our 
gas mixing apparatus. Extrapolation of the calibration curves gives LODs of 8 ppb for hydrogen 
sulfide, 33 ppb for dimethyl sulfide, 4 ppb for TMA and 7 ppb for CAD, with estimated relative 
errors in the LODs < 10%. (Table 4.2 and Figure 4.5). 
Figure 4.3. Sensor array response to (a) H2S, (b) (CH3)2S, (c) TMA and (d) CAD at concentra-
tions ranging from 0.25 to 10 ppm; patterns are averages of three independent trials. For visuali-
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 Figure 4.3. (cont.) zation, the color range is expanded from 3 to 8 bits per color (i.e., the RGB 
color range of 3-10 was expanded to 0-255). 
Figure 4.4. Sensor array response to two min exposure of four VOCs. Linear correlation is 
shown below 1 ppm while curves slowly saturate above 1 ppm. 
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 Figure 4.5. Calibration curves for extrapolation of LODs of (a) H2S, (b) (CH3)2S, (c) TMA (tri-
methylamine), and (d) CAD (cadaverine), using concentration ranges from 0.25 ppm to 10 ppm. 
LODs are estimated to be 8 ppb for H2S, 33 ppb for (CH3)2S, 4 ppb for TMA and 7 ppb for CAD 
with estimated relative errors in the LODs < 10%. Excellent linearity is observed with R-square 
> 0.997 in all cases. 
Table 4.2.  Calibration curves for limits of detection of four relevant VOCs from meat spoilage.  
Analytes H2S (CH3)2S TMA CAD 
slope × 10-3 (a. u.) 18.2 ± 0.2 23.9 ± 0.6 5.3 ± 0.1 12.1 ± 0.3 
intercept (ppb) 7.6 ± 0.1 32.0 ± 2.9 4.0 ± 0.5 7.0 ± 1.3 
LOD (ppb) 8 33 4 7 
R-square 0.9995 0.9974 0.9983 0.9980
aCalibration curves regarding four gases are shown in Figure S4, Supporting Infor-
mation.  LOD is defined as the point in the calibration curve where the S/N is 3. 
The array response to amines is essentially reversible, while the response to sulfides is pri-
marily permanent or dosimetric. In our opinion, good reversibility of any sensor array is actually 
a double-edged sword: the advantage of high reversibility is that one can monitor in real time 
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 changes in analyte concentrations (up or down) as soon as equilibration occurs. For some toxic 
gases (including trimethylamine), we have previously shown that our colorimetric sensor arrays 
are generally reversible and equilibrate typically within 2 minutes, often in 10 seconds, as we 
have previously published.32,34 The disadvantage of reversibility, however, is that there is no im-
provement in sensitivity with increased dosage. Past experience has taught us that our sensor ar-
rays are best thought of as a "chemical fuse" in analogy to an electrical fuse: it is reversible up 
until a threshold of too high a concentration (which would take too long to flush away) or too 
aggressive an analyte (which reacts essentially irreversibly with the colorants). Since our colori-
metric sensor arrays are meant to be disposable, irreversibility presents no difficulty, in contrast 
with traditional electronic nose technology where sensor drift remains highly problematic.16 
Statistical analyses on four gas analytes. To evaluate the ability of our sensor array to dis-
criminate among single analytes, three types of statistical analyses were performed on the col-
lected sensing data: hierarchical cluster analysis (HCA),41 principal component analysis (PCA)42 
and support vector machine (SVM)43 analysis. HCA and PCA are both unsupervised exploratory 
data analyses, i.e., “clustering”: HCA is commonly used to evaluate the “dissimilarity” among 
data points and cluster them in multivariate vector space, while PCA is to estimate the dimen-
sionality of the data and attempts to project data into as few dimensions as possible.  
The resulting HCA dendrogram of four VOCs at six concentrations of each plus a N2 control 
in triplicate replicates is shown in Figure 4.6. Each analyte at each concentration is discriminable 
without confusions or errors. In the cases of TMA and CAD, completely separate clusters of 
clusters are seen for each analyte in the concentration range measured. For the sulfide a super-
cluster is formed, separate from the amines, and there are no confusions between H2S and 
(CH3)2S and any given concentration.   
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Figure 4.6. Dendrogram showing hierarchical cluster analysis of four relevant gases released by 
spoiled meat. 75 trials in total are shown over 0.25-10 ppm concentration range plus a N2 control. 
No confusions among triplicate trials are observed. 
 
The PCA score plot based on the first two principal components (PCs) displays a similar pat-
tern of clustering results as compared to HCA with no overlap among clusters (Figure 4.7a). The 
scree plot (Figure 4.7b) shows that 13 dimensions are needed to account for >95% of the total 
variance of the data, which reflects the broad chemical diversity present among the sensor ele-
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 ments. Given the limited set of analytes (albeit tested over a significant range of concentration), 
the scree plot does not provide a thorough probe of the dimensionality of the sensor array.  
SVM analysis offers a supervised and more quantitative method for data classification, which 
aims to classifying new entries into the known and predetermined groups of data points. The re-
sults of SVM analysis using a standard leave-one-out permutation model are shown in Table 4.3. 
All the groups give 100% classification accuracy, except for one error from trials of 0.25 ppm 
CAD, which is mistaken for the group of 0.25 ppm TMA; i.e., the overall cross-validation accu-
racy is above 98.6%.  
 
 
Figure 4.7. PCA results of four VOCs. (a) 2D score plot of the four VOCs at concentrations 
ranging from 0.25 to 10 ppm; the two dimensions plotted only encompass 85.3% of the total var-
iance. (b) Scree plot of all VOCs and concentrations. 4 dimensions are needed to reach 90% of 
total variance and 13 dimensions needed for 95% of total variance.  
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 Table 4.3. SVM cross-validation results of four VOCs from meat spoilage. All gases plus a con-
trol give perfect classification results at all concentrations except for cadaverine at 0.25 ppm; 
overall error rate is 1.4%. 
Class Name Count Accuracy Class Name Count Accuracy 
Control 3/3 100.0% TMA_10 ppm 3/3 100.0% 
H2S 10 ppm 3/3 100.0% TMA_5 ppm 3/3 100.0% 
H2S 5 ppm 3/3 100.0% TMA_2.5 ppm 3/3 100.0% 
H2S 2.5 ppm 3/3 100.0% TMA_1 ppm 3/3 100.0% 
H2S 1 ppm 3/3 100.0% TMA_0.5 ppm 3/3 100.0% 
H2S 0.5 ppm 3/3 100.0% TMA_0.25 ppm 3/3 100.0% 
H2S 0.25 ppm 3/3 100.0% CAD_10 ppm 3/3 100.0% 
(CH3)2S 10 ppm 3/3 100.0% CAD_5 ppm 3/3 100.0% 
(CH3)2S 5 ppm 3/3 100.0% CAD_2.5 ppm 3/3 100.0% 
(CH3)2S 2.5 ppm 3/3 100.0% CAD_1 ppm 3/3 100.0% 
(CH3)2S 1 ppm 3/3 100.0% CAD_0.5 ppm 3/3 100.0% 
(CH3)2S 0.5 ppm 3/3 100.0% CAD_0.25 ppm 2/3 66.7% 
(CH3)2S 0.25 ppm 3/3 100.0% 
a0.25 ppm CAD confused with 0.25 ppm TMA. 
 
Sensor response to meat samples. Having confirmed our sensor array’s low limits of detec-
tion and recognition towards individual analytes, we employed the sensing device to monitor the 
real-time emissions of the complex odor mixtures from meats as they spoil. Five meat products 
were monitored for 96 h both at room temperature (24 ± 1 °C) and while refrigerated (2 ± 1 °C). 
Color difference maps of the volatiles released by these five meats are shown in Figures 4.8.  
 
The array response to the volatiles released by the meat samples are mainly dominated by bi-
ogenic amines for samples stored up to 4 days, while sulfides appear to be released after 48 h 
storage, as indicated by the response in metal-containing chromogens (spot 15, Pb(OAc)2, and 
spots 19-20, HgCl2). Response curves of the five meat products as a function of storage time are 
shown in Figure 4.9. As one would expect, the overall sensor response grows significantly faster 
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 for meats stored at room temperature compared to refrigerated samples.  Even from the refriger-
ated samples, however, growth in the concentration of volatiles is observed by the sensor array 
over time (Figure 4.9b). The array response increases more than ten-fold faster at 25 °C than at 
2 °C. The magnitude of overall sensor response to meat vapors with the same storage duration at 
25 °C follows the order fish > shrimp > chicken > pork > beef, which is determined by differ-
ences in the protein compositions of the five meats and probably more importantly, by differ-
ences in the bacteria strains29-30 that are growing on the meats during spoilage.1,3  
 
 
Figure 4.8. Complete sensor array response to (a) beef, (b) chicken, (c) fish, (d) pork and (e) 
shrimp at room temperature (24 ± 1 °C), and to (f) beef, (g) chicken, (h) fish, (i) pork and (j) 
shrimp under refrigerated condition (2 ± 1 °C) over 96 h storage durations; each run in triplicate 
trials. For visualization, the color range is expanded from 3 to 8 bits per color (i.e., RGB color 
range of 3-10 expanded to 0-255). 
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Figure 4.9. Response curves of sensor arrays to five meat products stored (a) at room tempera-
ture (24 ± 1 °C) and (b) in the fridge (2 ± 1 °C). Measurement of each meat sample was replicat-
ed in triplicate with two min exposures.  
 
Statistical analyses on meat samples. To better illustrate the sensor’s capabilities to assess 
quantitatively meat freshness, PCA, HCA and SVM analysis were conducted on the database 
collected for spoilage of meat samples. HCA shows the clustering of the data with three distinct 
classes of responses, as shown in Figure 4.10. The lowest sensor array response cluster is la-
belled “fresher” and corresponds to the control, 0 h-storage of all five meats, 12 h-storage of four 
meats other than chicken, and 24 h-storage of beef and pork. The middle response cluster, la-
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 belled “less fresh” contains 24 or 48 h storage of most meats and 12 h old chicken. The most re-
sponsive cluster, “spoiled”, is formed from the 72 h and 96 h storage of most of the 
meats.Overall, there is excellent clustering among the triplicate samples of each meat at each 
time point, except for two subgroups containing 12 and 24 h-storage of beef and 72 and 96 h-
storage of shrimp, respectively. The grouping accuracy achieved by HCA is therefore ~90% 
among the triplicate trials of five meats with six storage durations plus a control.  
 
 
Figure 4.10. Dendrogram showing hierarchical cluster analysis of the spoilage of five meat 
products stored at 25 °C plus an ambient air control; 93 trials in triplicate replicates. 
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 PCA demonstrates that the database has a relatively high dimensionality. For the sensor re-
sponses to the five meat products over six different storage time, 9 dimensions are required to 
capture 90% of the total variance and 14 dimensions for 95% (Figure 4.11b). A PCA score plot 
based on the first three PCs (which only captures >77.5% of the total variance) shows excellent 
clustering with again three distinct superclusters (labeled fresher, less fresh, spoiled in Figure 
4.11a).  
 
 
Figure 4.11. (a) PCA score plot of the five meat products stored at room temperature over four 
days; the three dimensions plotted only encompass 75.5% of the total variance. (b) PCA scree 
plot shows that 9 dimensions are needed to reach 90% of total variance and 14 dimensions need-
ed for 95% of total variance.  
 
As with the previously discussed SVM analysis of the individual gas analytes, a leave-one-
out permutation cross-validation of the database was carried out.  The cross-validation gave per-
fect identification of all 31 classes (i.e., five meats at six times plus the air control) with no errors 
in this more quantitative and predictive classification, i.e.,  an error rate of <1% (Table 4.4).  
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 Table 4.4. SVM Cross-validation results of five meat products stored at room temperature. All 
five meat products plus a control give perfect classification results at storage duration; overall 
error rate <1%. 
Class Name Count Accuracy Class Name Count Accuracy 
Beef-0h 3/3 100.00% Pork-0h 3/3 100.00% 
Beef-12h 3/3 100.00% Pork-12h 3/3 100.00% 
Beef-24h 3/3 100.00% Pork-24h 3/3 100.00% 
Beef-48h 3/3 100.00% Pork-48h 3/3 100.00% 
Beef-72h 3/3 100.00% Pork-72h 3/3 100.00% 
Beef-96h 3/3 100.00% Pork-96h 3/3 100.00% 
Chick-0h 3/3 100.00% Shr-0h 3/3 100.00% 
Chick-12h 3/3 100.00% Shr-12h 3/3 100.00% 
Chick-24h 3/3 100.00% Shr-24h 3/3 100.00% 
Chick-48h 3/3 100.00% Shr-48h 3/3 100.00% 
Chick-72h 3/3 100.00% Shr-72h 3/3 100.00% 
Chick-96h 3/3 100.00% Shr-96h 3/3 100.00% 
Fish-0h 3/3 100.00% Control 3/3 100.00% 
Fish-12h 3/3 100.00% 
Fish-24h 3/3 100.00% 
Fish-48h 3/3 100.00% 
Fish-72h 3/3 100.00% 
Fish-96h 3/3 100.00% 
 
 
Reproducibility of meat sample measurements. To evaluate the consistency of our colori-
metric sensing method, reproducibility studies were performed on three separately prepared print 
batches of the sensor arrays by comparing the responses both to beef and to shrimp.  In addition, 
comparisons were made among three separate purchases (made over a one-month period) of beef 
and of shrimp, each tested with sensor from the same print batch. For all the reproducibility stud-
ies, 0.5 g of each meat product was stored at room temperature for 48 h, and measurements were 
done  in triplicate.  
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 Reproducibility in the array printing were evaluated from the average Euclidean distances 
from triplicate trials (cf. Figure 4.12 and Table 4.5): these were found to be 166.4 ± 5.8 and 
258.1 ± 10.4 as measured by three print batches of arrays on single purchases of pork and 
shrimp, respectively. For comparison, the reproducibility of the source meats were evaluated 
from three separate purchases but measured with arrays from a single print batch: 169.5 ± 11.9 
and 254.6 ± 19.0, for pork and shrimp, respectively. That is, the differences in the printing of the 
arrays are smaller than the differences among the meats from separate purchases. 
 
 
Figure 4.12. Color difference maps showing sensor response measured by three separately print-
ed batches of arrays or exposed to three separately purchases of pork and shrimp. For visualiza-
tion, the color range is expanded from 3 to 8 bits per color (i.e., RGB color range of 3-10 ex-
panded to 0-255). Reproducibility in the array printing was evaluated from the average Euclidean 
distances from triplicate trials:  these were found to be 166.4 ± 5.8 and 258.1 ± 10.4 measured by 
three print batches of arrays on single purchases of pork and shrimp, respectively. For compari-
son, the reproducibility of the source meats were evaluated from three separate purchases but 
measured with arrays from a single print batch: 169.5 ± 11.9 and 254.6 ± 19.0, for pork and 
shrimp, respectively.  That is, the differences in the printing of the arrays are smaller than the 
differences among the meats from separate purchases. 
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 Table 4.5. Reproducibility of sensor response among different batches of arrays and meat prod-
uctsa.  
 batches of arrays purchases of meat 
average ED (a. u.) RSD 
(%)
    average ED (a. u.) RSD 
(%) 
pork 166.4 ± 5.8 3.5    169.5 ± 11.9 7.0 
shrimp 258.1 ± 10.4 4.0    254.6 ± 19.0 7.5 
aThree batches or sensor arrays printed and three batches of pork or shrimp 
purchased at different time; meats were tested after 48h at R.T. 
 
4.1.4 Conclusions 
We have developed a portable optoelectronic nose that combines a disposable colorimetric 
sensor array and a hand-held gas analyzer and used it for rapid sensing of the freshness of com-
mon meat products. The introduction of metal ion chromogens into the sensor array greatly im-
proved sensitivity toward representative sulfides and biogenic amines, with the detection limits 
at low ppb levels. The hand-held analyzer permits accurate discrimination among the headspace 
of samples of five different meats as a function of storage periods from freshly purchased to four 
days with very high accuracy. We have demonstrated excellent repeatability from both separate 
batches of sensor array printings and from multiple purchases over a period of a month of the 
same meat product. Our device may find applications in the determination of meat freshness and 
serve as a useful supplement to other methods of food safety inspection. 
 
4.2 Colorimetric Recognition of Liquor Samples 
4.2.1 Introduction 
Aldehydes and ketones are two featured classes of compounds that originate from fermenta-
tion, aging process and storage (i.e., in wooden casks) of food and drinks and are widely present 
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 in alcoholic beverages, including beer, liquor and especially whiskey.44,45 Furfural, vanillin and 
diacetyl are major aldehydes or ketones found in many whiskeys and other alcoholic beverages. 
Furfural provides an almond-like, grainy flavor, while vanillin is the compound that gives vanilla 
odor and is abundant in Bourbons which are aged in charred, new oak casks. Diacetyl, which has 
a buttery aroma, is commonly associated with off-flavors in whiskeys. These species add a pun-
gent, sharp note to the taste that can be used as standards for the authentication and quality as-
sessment of whiskeys and many other drinks.  
The optoelectronic nose is a new type of lightweight chemical identification systems that 
track the pattern-based response of an array of colorimetric sensors, and have emerged as a po-
tentially versatile approach to the detection and differentiation of chemically diverse liquid or 
gaseous analytes. By combining a series of cross-reactive sensor elements, these arrays create 
composite responses as chemical “fingerprints” that are unique to a certain odorant or odorant 
mixture, in a fashion similar to the mammalian olfactory system. Various materials have been 
extensively employed as chemical sensor arrays, such as metal oxides,46-49 conductive 
polymers,50,51 organic fluorescent probes,52-54 quantum dots,55,56 carbon-based materials (e.g., 
graphenes and carbon nanotubes)57-59 and surface acoustic waves60,61. Despite successful applica-
tions achieved in some cases, many of the currently reported electronic noses still rely on weak 
physical interactions (e.g., physisorption), thus suffering from the restrictions of limited selec-
tivity, low sensitivity, and susceptibility to interference from changes in humidity. As a conse-
quence such systems do not generate multi-dimensional data, which is essentially for differentia-
tion among similar analyte mixures. 
In the past decade, our group have developed nanoporous pigment colorimetric sensor array, 
which in essence is a digitalized multi-dimensional extension of litmus paper.19 These inexpen-
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 sive and disposable sensor arrays are based on chemo-responsive analyte-dye interactions which 
induce well-defined UV-vis color change. Quantitative measurement of a pattern of response to 
volatiles can be obtained by digitally monitoring and analyzing the color change of each sensor 
element. Our colorimetric sensor arrays have proven able to be applied to the environmental 
monitoring,23 medical diagnosis,30,32 security screening,35,36 food safety62 and product quality 
control22.  
During our study on the detection of volatile organic compounds (VOCs), we noticed that the 
discriminatory power over ketones and esters are relatively limited, despite the fact that our prior 
6 x 6 colorimetric sensor array has shown the great capability of identifying >100 VOCs, includ-
ing alcohols, arenes, carboxylic acids and amines.63 In this chapter, we explore three specific 
amine-derived indicators employed for the selective vapor discrimination of aliphatic or aromatic 
aldehydes/ketones at ppm and sub-ppm levels, and their applications in a more general array to 
the discrimination of various liquors.  
4.2.2 New Sensor Design 
The designed colorimetric formaldehyde or ketone detection methods are based on nucleo-
philic addition to a carbonyl group by an amine in the formation of an imine, which gives a dif-
ference UV-vis absorption band.21 Inspired by qualitative spot tests, such as Brady’s or Schiff 
test, we have chosen three aniline or phenylhydrazine compounds as the sensor components: 2,4-
dinitrobydrazine, 4,4′-azodianiline and pararosaniline (Figure 4.13a). The sensor array was fabri-
cated by mixing one of three amine-based dyes with one of three sulfur oxoacids (i.e., sulfurous 
acid, sulfuric acid and p-toluenesulfonic acid) in different mixing molar ratios (1:0, 1:1, 1:2 and 
2:1), then dissolved in plasticized reagents made of Triton X-100 (i.e., a polyethylene oxide-like 
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 surfactant, Figure 4.13b) before printing and drying. The array was exposed to the pre-mixed va-
pors of aldehydes or ketones at desired concentrations and scanned by a recently developed 
handheld device (Figure 4.2). Three replicates of sensor response profiles after 5-min exposure 
to 5 ppm formaldehyde were shown in 4.14. It is interesting to find that sulfurous acid, the stand-
ard reagent used in Schiff’s test, is unable to induce a characteristic color change, probably due 
to the evaporation of SO2 from dehydrolysis of H2SO3 during the sensor storage and therefore 
the lack of the intermediates that lead to the strong response (Scheme 4.1). The addition of sulfu-
ric acid and p-toluenesulfonic acid, however, enhance the sensor response by 5-10 folds at the 
proper molar ratios (i.e., 1:2 or 1:1 of acids to dyes), as evidenced in Figure 4.15. This prelimi-
nary experiment on formaldehyde offers a possible idea to maximize the sensor response by tun-
ing the amount or types of additives in the sensor formulations for the sensitive detection of al-
dehydes or ketones. 
Figure 4.13. Designed aldehyde/ketone-responsive colorimetric sensor array. (a) Three alde-
hyde/ketone-responsive dyes 2,4-dinitrobydrazine, 4,4′-azodianiline and pararosaniline with their 
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 Figure 4.13. (cont.) color change mechanisms in response to carbonyl compounds. (b) 
Preparation of a linearized 21-element sensor array packed in a polycarbonate cartridge for 
detecting gas phase analytes. 
Figure 4.14. Sensor array response of 5-min exposure to 5 ppm formaldehyde. Sensor response 
tends to attenuate as the ratio of the acid to the dye increases; the addition of TsOH and H2SO4 
give stronger response than H2SO3. 
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 Figure 4.15. Euclidean distance of each sensor element achieved in the aforementioned sensor 
array upon 5-min exposure to 5 ppm formaldehyde. The addition of sulfuric acid and p-
toluenesulfonic acid enhance the sensor response by 5-10 fold at the proper molar ratios of 1:2 or 
1:1 compared to the addition of sulfurous acid (H2SO3). 
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Scheme 4.1. Color change mechanism of pararosaniline in response to aldehydes/ketones. 
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 4.2.3 Array Discrimination of Aldehydes and Ketones 
A sensor array was then created using these carbonyl sensitive dyes, which includes 21 bar 
spots (Figure 4.13b and Table 4.6) for the detection of representative aldehydes and ketones, in-
cluding vanillin, furfural and diacetyl that are commonly present in alcoholic beverages. The 
sensor response of seven aldehydes and eight ketones at 25 and 0.5 ppm respectively were repli-
cated in quintuplicate and shown in Figure 4.16, which displays composite and distinguishable 
patterns generated from each individual sensor element. The magnitude of color change is large-
ly dependent on the reactivity of different aldehydes/ketones during the nucleophilic addition: 
aldehydes are generally more responsive than ketones, and the reactivity diminishes as the length 
of the carbon chain grows. A quantitative statistical method, hierarchical cluster analysis (HCA), 
was employed to evaluate the differentiating capability of the sensor array over the analytes. As 
shown in Figure 4.17, successful discrimination was achieved among 15 aldehydes and ketones 
plus a N2 control at two vapor concentrations, with only one error (i.e., one pentanal trial mistak-
en for heptanal) in classification out of 155 total cases, i.e., the overall accuracy of HCA method 
is >99.4%. 
 
Table 4.6.  Dye compositions of the colorimetric sensor array for ketone/aldehyde identification.  
 
Spot # Indicator Amount Spot # Indicator Amount
1 DNPH 10 mg 12 4,4′-Azodianiline + H2SO4 (2M) 10 mg + 12.5 μL
2 4,4′-Azodianiline 10 mg 13 4,4′-Azodianiline + H2SO4 (2M) 10 mg + 25 μL
3 Pararosaniline 14 mg 14 4,4′-Azodianiline + H2SO3 (2M) 10 mg + 12.5 μL
4 DNPH + TsOH (2M) 10 mg + 12.5 μL 15 4,4′-Azodianiline + H2SO3 (2M) 10 mg + 25 μL
5 DNPH + TsOH (2M) 10 mg + 25 μL 16 Pararosaniline + TsOH (2M) 14 mg + 12.5 μL
6 DNPH + H2SO4 (2M) 10 mg + 12.5 μL 17 Pararosaniline + TsOH (2M) 14 mg + 25 μL
7 DNPH + H2SO4 (2M) 10 mg + 25 μL 18 Pararosaniline + H2SO4 (2M) 14 mg + 12.5 μL
8 DNPH + H2SO3 (2M) 10 mg + 12.5 μL 19 Pararosaniline + H2SO4 (2M) 14 mg + 25 μL
9 DNPH + H2SO3 (2M) 10 mg + 25 μL 20 Pararosaniline + H2SO3 (2M) 14 mg + 12.5 μL
10 4,4′-Azodianiline + TsOH (2M) 10 mg + 12.5 μL 21 Pararosaniline + H2SO3 (2M) 14 mg + 25 μL
11 4,4′-Azodianiline + TsOH (2M) 10 mg + 25 μL
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Figure 4.16. Sensor array response to vapors of seven aldehydes and eight ketones at 25 ppm 
(left panel) and 0.5 ppm (right panel) after 2 min of exposure. Five replicates of each sample 
were measured and averaged. A RGB color range of 3-10 was expanded to 8 bits per color (i.e., 
0-255) for visualization. 
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Figure 4.17 Hierarchical cluster analysis (HCA) for sensor array response of seven aldehydes 
and eight ketones collected at 25 and 0.5 ppmv and a N2 control. All of the experiments were run 
in quintuplicate. No confusions or errors in classification were observed in 160 trials, except one 
pentanal trial at 25 ppm that was misclassified as heptanal. 
 
Another unsupervised, model-free method, principal cluster analysis (PCA), was also used as 
a complement to the HCA results. The PCA scree plot (Figure 4.18) shows that 19 principal 
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 components (PCs) are needed to account for >95% of the total variance of the data, which re-
flects the relatively broad chemical diversity present among the sensor elements. The PCA score 
plot, based on the first two PCs, displays a similar pattern of clustering results as compared to 
HCA with no overlap among clusters, even between pentanal and heptanal (Figure 4.19).  
 
 
Figure 4.18. PCA scree plot of 7 aldehydes and 8 ketones plus a N2 control; 19 dimensions 
needed to reach 90% of total variance. 
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Figure 4.19. PCA score plot of 7 aldehydes and 8 ketones at vapor concentrations of 0.5 and 25 
ppm; the first two dimensions plotted based on the PCA scree plot only encompass 70.8 % of the 
total variance. 
 
Unlike HCA or PCA that is independent of a learning model, SVM analysis offers a super-
vised and more quantitative method for data classification, which aims to grouping new entries 
into predetermined classes of data. The results of SVM analysis using a standard leave-one-out 
permutation model are shown in Table 4.7. Similar to PCA method, SVM analysis gives 100% 
classification accuracy of all the groups with no errors out of 155 cases. 
Various other groups of VOCs were tested to assess the selectivity of our sensor array. Only 
esters and carboxylic acids show slightly higher response after 2 min of exposure at elevated va-
por concentrations (100 ppm, Figure 4.20). None of the other compounds gave any significant 
response. The excellent selectivity towards aldehydes and ketones relates to the variations of 
electrophilicity of carbonyl groups among those compounds tested. 
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 Table 4.7. SVM Cross-validation results of 15 aldehydes and ketones at 0.5 and 25 ppm plus a 
control; 155 trials in total; overall error rate <1%. 
Class Name Count Accuracy Class Name Count Accuracy 
Formaldehyde_0.5 ppm 5/5 100.00% Acetyl benzene_0.5 ppm 5/5 100.00% 
Formaldehyde_25 ppm 5/5 100.00% Acetyl benzene_25 ppm 5/5 100.00% 
Acetaldehyde_0.5 ppm 5/5 100.00% Furfural_0.5 ppm 5/5 100.00% 
Acetaldehyde_25 ppm 5/5 100.00% Furfural_25 ppm 5/5 100.00% 
Pentanal_0.5 ppm  5/5 100.00% Benzaldehyde_0.5 ppm 5/5 100.00% 
Pentanal_25 ppm 5/5 100.00% Benzaldehyde_25 ppm 5/5 100.00% 
Heptanal_0.5 ppm 5/5 100.00% Vanillin_0.5 ppm 5/5 100.00% 
Heptanal_25 ppm 5/5 100.00% Vanillin_25 ppm 5/5 100.00% 
Acetone_0.5 ppm 5/5 100.00% Butanedione_0.5 ppm 5/5 100.00% 
Acetone_25 ppm 5/5 100.00% Butanedione_25 ppm 5/5 100.00% 
Methyl ethyl ketone_0.5 ppm 5/5 100.00% 2-Hexanone_0.5 ppm 5/5 100.00% 
Methyl ethyl ketone_25 ppm 5/5 100.00% 2-Hexanone_25 ppm 5/5 100.00% 
Cyclohexanone_0.5 ppm 5/5 100.00% Acetylacetone_0.5 ppm 5/5 100.00% 
Cyclohexanone_25 ppm 5/5 100.00% Acetylacetone_25 ppm 5/5 100.00% 
4-Heptanone_0.5 ppm 5/5 100.00% Control 5/5 100.00% 
4-Heptanone_25 ppm 5/5 100.00% 
 
  
    
 
Figure 4.20. Sensing response of aldehydes and ketones (analytes) at 25 ppm as comparisons to 
alcohols, ethers, sulfides, carboxylic acids, esters, amines and arenes (interferents) at 100 ppm. 
For analytes, sensing response becomes weaker as the chain grows or as the electrophilicity of 
the carbonyl group becomes less significant; for interferents, the response is generally weak even 
at 4X concentrations. Each analyte or interferents was examined in triplicate, with vertical error 
bars representing the standard deviation. 
 
0
20
40
60
80
To
ta
l E
uc
lid
ea
n
D
is
ta
nc
e 
(a
. u
.)
O
O
N
Analytes (25 ppm) Interferents (100 ppm)
OHCHO
175
 4.2.4 Identification of Liquors 
Finally, as a possible application in beverage quality inspection, the aforementioned alde-
hyde/ketone-sensitive dyes were incorporated in a generalized 36-element colorimetric sensor 
arrays and integrated with a pre-oxidation tube for the identification of 13 liquor samples (see 
Table 4.8 for sensor components). The analytes that the sensor detector targets are not confined 
to aldehydes/ketones, but to a variety of VOCs. These chemoresponsive sensors used for whis-
key identification and their purposes include: pH indicators for sensing carboxylic acids, cation-
pH indicator blend (e.g., Zn(II) + bromophenol blue) or metalloporphyrins for Lewis acids/bases 
(e.g., sulfites), oxidation-reduction indicators (e.g., Fe(II) acetate) for polyphenols, and vapo-
chromic species for ethanol and other solvent molecules. 
 
Table 4.8.  Dye compositions of the colorimetric sensor array for ketone/aldehyde identification.  
 
 
Collected in triplicate trials, the scaled color difference maps shows distinctive sensor re-
sponse patterns of all liquor samples, demonstrating their chemical complexity (Figure 4.21). 
Ethanol controls at the same alcoholic levels were also measured, which displays much simpler 
Spot # Indicator Amount Spot # Indicator Amount
1 Pararosaniline + TsOH 14 mg + 50 uL 21 Bromocresol Purple 5 mg
2 Pararosaniline + TsOH 14 mg + 25 uL 22 Zn(NO3)2 + Bromophenol Blue 18 mg + 4 mg
3 Pararosaniline + TsOH 14 mg + 12.5 uL 23 HgCl2 + Bromophenol Blue 16 mg + 4 mg
4 Pararosaniline + H2SO4 14 mg + 50 uL 24 LiNO3 + Bromocresol Green 4 mg + 4 mg
5 Pararosaniline + H2SO4 14 mg + 25 uL 25 AgNO3 + Bromocresol Green 5 mg + 2 mg
6 Pararosaniline + H2SO4 14 mg + 12.5 uL 26 Pb(OAc)2 + Disperse Red 15 mg + 0.5 mg
7 FeCl2 + Nile Red + TsOH 50 mg + 2 mg dye + 25 uL 27 N,N'-diphenyl-1,4-diphenyldiamine + TBAH 10 mg + 70 uL
8 Reichardt's Dye 1 mg 28 tolidine + TBAH 10 mg + 70 uL 
9 Merocyanine 540 1.5 mg 29 Bromophenol Blue + TBAH 4 mg + 50 uL 
10 1-ethyl-4-(2-hydroxystyryl)pyridinium iodide 2 mg 30 Methyl Red + TBAH 4 mg + 50 uL 
11 ZnTPP 6 mg 31 Chlorophenol Red + TBAH 4 mg + 50 uL 
12 ZnTMP 4 mg 32 Nitrazine Yellow + TBAH 4 mg + 50 uL 
13 CoTMP 6 mg 33 Bromothymol Blue + TBAH 4 mg + 50 uL 
14 CdTPP 5 mg 34 Thymol Blue + TBAH 4 mg + 50 uL 
15 CrTPPCl 6 mg 35 Indigo Carmine + TBAH 4 mg + 50 uL 
16 Bromophenol Red 4 mg 36 m-Cresol Purple + TBAH 2 mg + 50 uL 
17 Nile Red 1 mg
18 Acridine Orange Base 2 mg
19 -Naphthyl Red 2 mg
20 Tetraiodophenolsulfonephthalein 4 mg
21 Pyrocatechol Violet 4 mg
22 Methyl Red  1 mg
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 patterns of overall sensor response, due to the presence of only ethanol and its oxidation products, 
acetaldehyde and acetic acid. HCA (Figure 4.22) and PCA (Figure 4.23) methods show similar 
and tight grouping results of all the entries, based primarily upon the alcoholic concentration. 
Four groups of analytes were clearly observed and classified by their proof number: 100-92 
Proof, 86 Proof, 80 Proof and ethanol controls. PCA scree plot displays the high dimensionality 
of the sensor array that 13 and 19 dimensions are needed respectively to reach 90% and 95% of 
the total variance (Figure 4.24). Additionally, SVM analysis shows perfect accuracy results of all 
liquor samples with no errors (Table 4.9). 
 
 
Figure 4.21. Sensor array response to 13 liquor samples and pure ethanol controls; each pattern 
is the average of three independent trials. For visualization, the color range is expanded from 3 to 
8 bits per color (i.e., the RGB color range of 3-10 was expanded to 0-255). 
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Figure 4.22.  HCA dendrogram of 13 liquor samples.  
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Figure 4.23. Three dimensional PCA score plot of 13 liquor samples and pure ethanol controls; 
the three dimensions plotted only account for 68.3% of the total variance. 
 
 
Figure 4.24. PCA scree plot of 13 liquor samples and ethanol controls; 13 dimensions are need-
ed to reach 90% of total variance and 19 dimensions for >95% of total variance. 
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 Table 4.9. SVM cross-validation results of 13 liquor samples. 
Class Name Count Accuracy Class Name Count Accuracy 
Templeton Rye 3/3 100.0% Willet Kentucky Straight 3/3 100.0% 
Grey Goose Vodka 3/3 100.0% Deanstone 12 3/3 100.0% 
St-Remy Brandy 3/3 100.0% Willet Pot Still Reserve Bourbon 3/3 100.0% 
Highland Park 12 3/3 100.0% Glenmorangie 3/3 100.0% 
Evan Williams Bourbon 3/3 100.0% 40% ethanol 3/3 100.0% 
Evan Williams Kentucky 3/3 100.0% 43% ethanol 3/3 100.0% 
Dal Whinnie 3/3 100.0% 47% ethanol 3/3 100.0% 
Macallan 17 3/3 100.0% 50% ethanol 3/3 100.0% 
Lagavulin 3/3 100.0% Highland Park 12 w/o oxidation 3/3 100.0% 
 
To demonstrate the importance of this colorimetric sensor array for use in the quality assur-
ance for the whiskey industry, a simple experiment regarding the effect of watering on the sensor 
array response was carried out. As a typical example (shown in Figure 4.25), the color difference 
profiles collected on Willett Pot Still Reserve Bourbon do change with increased degree of dilu-
tion with monotonic decrease of total Euclidean distance was observed (Figure 4.25a and 4.25b). 
We are able to recognize different extents of dilusion of the pure liquor even at 1% dilution as 
shown in the HCA (Figure 4.25c): out of triplicate trials of all dilutions, the data are quantitative, 
and no confusion was observed among the 27 entries. This proof-of-concept experiment shows 
the ability of the sensor array to distinguish adulterated liquor samples from real ones as a useful 
tool for quality control in beverage industry.  
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Figure 4.25. Average color change (a), profiles response curves (b) and HCA dendrogram (c) of 
the effects of watering of Willett Pot Still Reserve Bourbon with different degree of dilution. For 
visualization, the color range is expanded from 3 to 8 bits per color (i.e., the RGB color range of 
3-10 was expanded to 0-255). 
 
In conclusion, our colorimetric sensing technique has witnessed the successful application in 
the identification of volatile aldehydes and ketones at ppb level. Sensor components originate 
from classical spot tests and were optimized by tuning the ratio between dye molecules and acid-
ic additives to induce strong changes in color upon exposure to aldehydes or ketones. The porta-
ble sensor device allows for the real-time detection and discrimination of aliphatic or aromatic 
aldehydes and ketones, with high accuracy of classification >99%. The sensor also shows ideal 
selectivity to aldehydes or ketones that are abundant in alcoholic beverages (including vanillin, 
furfural and diacetyl) compared to other classes of common organic solvents. The integrated sen-
sor array was tested against not only individual compounds but also against the complex odor of 
whiskey samples, where it is capable of perfect discrimination of 13 different liquors, revealing 
its promising applications in the food and beverage industry for quality control and assurance. 
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