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ABSTRACT 
 
El Nino Southern Oscillation (ENSO) can have global impacts across the world. Because of its 
prevalence, scientists run models to forecast its next move. Here, long-short-term-memory models 
(LSTM) were compared to linear regression models (LR) as first steps to explore the potential 
benefits of simple deep neural networks for predicting ENSO. Each model’s prediction capabilities 
were tested with sea surface temperatures (SST), warm water volumes, and zonal winds as 
predictors, individually and in combinations, utilizing both monthly and daily resolution data, 
across a total of 11 leads. By utilizing these three variables, we examine different forms of climate 
variability within the coupled system (SST), the subsurface ocean (warm water volume), and the 
atmosphere (zonal winds), and we quantify the relative importance of each of these processes for 
ENSO predictability through two statistical modeling approaches: LSTM and LR. Results show 
that when using monthly data as predictors, predictions from LSTM were similar to predictions 
from LR. However, with daily data, LSTM exhibited some advantage over LR in terms of the 
correlation coefficient, especially with daily resolution SST as a predictor and at longer leads. This 
can be appealing because once the computationally expensive training of LSTM is complete, the 
predictions employing the trained model can be relatively cheap to perform thereafter. 
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1. INTRODUCTION 
 
A rock in a stream can affect the flow of the stream. Similarly, a phenomenon known as the El 
Nino Southern Oscillation can influence the atmospheric flow with its warmer (cooler) than normal 
sea surface temperatures (SST) in the eastern central Pacific during its El Nino (La Nina) phase. 
This could lead to anomalous temperature and precipitation patterns across the US and the world 
(Ropelewski and Halpert 1987, 1989; Mason and Goddard 2001; Glantz 2001), and influence 
severe and hazardous weather activity, such as tropical cyclones and tornadoes (Landsea and 
Pielke. 1998; Allen, Tippett, and Sobel 2015). Because of ENSO’s impacts across the world, 
scientists routinely run both dynamical and statistical models to forecast upcoming ENSO phases 
from the next month to the next year. 
 
Statistical models, simple and complex, have been formulated in the past to help predict the 
evolving ENSO. Two were the canonical correlation analysis and constructed analog models. The 
canonical correlation analysis model is a multi-dimensional analysis between a set of predictand 
and a set of predictors that maximizes the relationship between those two sets, where a set can be 
a gridded time series, so that the evolution is captured and can be projected outward for a prediction 
(Barnston and Ropelewski, 1992). The constructed analog model retrieves several analogs, 
comparable months of the predictor in terms of least error, and applies weights to match the 
corresponding predictand at those times of the analogs to make a prediction (Van den Dool, 1994). 
These two statistical models were found to be as competitive as the older dynamical models in 
forecasting ENSO, with all correlation coefficients averaging to about 0.6 at six lead months in 
the historical period, 1956-1993 (Barnston et al. 1994). 
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However, a more recent study found that dynamical models generally outperform statistical 
models in forecasting ENSO (Barnston et al. 2011). At a lead time of six months in the historical 
period, 2002-2011, the best dynamical model boasted an average correlation value of 0.7 while the 
best statistical model at that time only had a correlation value at 0.5, lower than the earlier study, 
attributed to an interdecadal shift in variability and the mean state of the tropical Pacific Ocean 
(Hu et al. 2012). There have also been hybrid models—statistical techniques used to post process 
dynamical models with the goal of further improving dynamical models’ performance. One such 
example is the Bayesian updating technique utilized on the North American Multi-Model 
Ensemble (Zhang and Villarini, 2017). 
 
In present times, because of advances in data, hardware, and techniques leading to the advent of 
deep learning, there are new opportunities for statistical models to redeem its edge in forecasting.  
Deep learning is a form of machine learning that uses layered, hierarchical representations of data, 
or neural networks, to learn. Neural networks are inspired by biological brains—the input neurons 
are activated through stimuli, which may then lead to reactions, often non-linear, from other 
neurons, based on assigned thresholds. The thresholds, or weights, between each neuron were 
designated by how effective the connection was in leading to the desired output during its training 
period (Schmidhuber, 2015). 
 
Training a neural network can be as computationally expensive as running a dynamical model, but 
upon completion of its training, the neural network can be reused inexpensively to conduct 
predictions. Neural networks in the past have been used to forecast SST (Wu et al., 2006) but here, 
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the capabilities of long-short-term-memory models (LSTM) (Hochreiter and Schmidhuber 1997) 
were investigated from a variety of aspects. LSTM is an advanced recurrent neural network (RNN), 
and its specialty is that it can retain short segments of memory for long term, unlike a vanilla RNN 
which is only able to remember from the previous time step. 
 
The following is an example to emphasize the differences between LSTM and RNN. If RNN was 
used as a language processor to write a children’s book, where sentences in the book are like “Joe 
saw Bob” and “Bob saw Ace,” or a noun following a verb and a verb following a noun, RNN is 
capable of automatically recognizing these rules through training. However, a couple issues may 
arise; because RNNs are only able to remember one time step, or word, prior to the current word, 
it may end up outputting sentences like “Bob saw Bob,” or “Joe saw Bob saw Ace.” LSTM, in 
contrast, is capable of remembering not just the previous word, but all prior words, so if it 
remembers that “Bob” was used as the first word, it will not use “Bob” again, or if it remembers 
that a noun was already provided, it will end with a period instead of continuing with another verb. 
This same logic can be applied to ENSO predictions. If the observations show an elongated La 
Nina phase, then LSTM may realize this and predict an El Nino next. 
 
Here, linear regression models (LR) were compared to LSTM across a total of 11 leads, where 
SST, warm water volume (WWV) and 925 mb, zonal winds (WND) were used as predictors. Each 
predictor captures a distinct, key process that helps modulate the evolution of ENSO from either 
the atmosphere, ocean, or coupled system. During normal conditions, solar heating warms up the 
surface ocean waters, but with the trade winds blowing from east to west, these warm surface 
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waters generate a warm pool by piling up in the west. Warm waters then, through the equatorial 
undercurrents, travel back east below the surface and lead to upwelling in the east. 
 
During El Nino conditions, trade winds weaken and westerly WND bursts occur which lead to 
Kelvin waves in the ocean, helping to initiate and sustain the El Nino (Wyrtki 1975). Because of 
this, WND was chosen as a predictor to capture the high frequency atmospheric variability. WWV, 
another predictor, captures the low-frequency variations in ocean heat because it is transported to 
higher latitudes during the El Niño and must build up again before another El Nino is able to occur 
(Wyrtki 1985). Lastly, SST acts as the interface between the ocean and atmosphere, capturing the 
coupled ocean-atmosphere variability, and because SST contains memory, where past states have 
some effect over future states, SST was chosen as a predictor—not to mention that SST anomalies 
define many ENSO indices, such as the Nino 3.4 index (N34). These predictors’ effectiveness was 
then tested on a monthly and daily resolution, individually and in combinations (SST-WWV, SST-
WND, SST-WWV-WND, etc).  
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2. DATA AND METHODOLOGY 
 
The datasets used were all sliced from 1982 to 2017. N34 and SST predictors, were computed 
from the NOAA OI SST v2 dataset by taking the daily SST values and subtracting the monthly 
climatological (1981 – 2010, or the base period) mean, averaged over 5S-5N and 170-120W 
(Trenberth, 1997). WND predictors were computed from the NOAA OI SST v2 dataset by taking 
the daily WND values and subtracting the base period mean, averaged over 5S-5N and 120-160E 
(Wang et al. 2011). WWV predictors, defined as the volume above the 20 degrees C isotherm over 
the region 5S-5N and 120E-80W (Meinen and McPhaden, 2000), were retrieved from the TAO 
and its anomalies were taken in a similar fashion by subtracting the base period mean. 
(Supplemental Figure 1). 
 
ENSO predictions were performed with LR and LSTM. LSTM has three layers: two LSTM layers, 
the first with 50 nodes and the second with 150 nodes, connected to a dense layer, compiled with 
a mean square error loss function and the Adam optimizer, and finally trained on eight epochs. 
These settings were tweaked and tested to not only attain appreciable skill, but also minimize 
runtime to have the opportunity to run many simulations and test many aspects. 
 
To predict on using monthly data, predictors were averaged monthly and were shifted backwards 
in time by the number of months equaling the number of leads (Supplemental Figure 2). An 
example of a one lead prediction is using averaged February predictors to predict the averaged 
March’s N34 value. For four leads, averaged February predictors was used to predict the averaged 
June’s N34 value. To utilize daily data, daily predictors were transposed next to monthly N34 
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values and shifted backwards in time by the number of months equaling the number of leads. If a 
month does not contain 31 days, the last daily value was forward filled (Supplemental Figure 3). 
So, to perform a one lead prediction during February, February 28’s N34 value was copied over 
three times, and the daily values on February 1 to February 28 and pseudo February 29, 30, 31, 
was then used to predict the averaged month of March. Also, because WWV was only available 
monthly, its monthly average also was forward filled, or copied over, 31 days for predictions on 
the daily timescale. 
 
To evaluate skill, the correlation coefficient was computed between the observed and the predicted 
N34 values. To explore the variability across years, a jackknife resampling technique was 
employed (Efron, 1982). This involves reserving some years in the timeseries as the validation 
period and the rest as the training (Supplemental Figure 4). For instance, one sample was training 
the models on 1986 – 2017 to predict 1983 – 1985; another sample was training our model on 1983 
– 1985 and 1989 – 2017 to predict 1986 – 1988. Thus, through this method, a total of eleven 
samples was obtained, each with a sample size of three years. 
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3. RESULTS 
 
On exploring the three predictors, SST, WWV, and WND, SST was found to have high 
correlations in the early leads, dropping off rapidly with longer leads, while WWV and WND both 
started with low correlations in the early leads, peaking at mid leads, and dropping off again at 
longer leads (Figure 1). When predictions are made with both SST and WWV together or SST and 
WND together, the drawbacks were offset by the partner variable, leading to comparatively higher 
correlations across all leads. Also, WWV alone had higher overall correlations than WND alone, 
and thus, the correlation of SST and WWV together exceeds SST and WND together. There was 
not much difference when using WWV and WND together. When all three predictors were used, 
SST, WWV, and WND, the correlations were only slightly improved relative to SST and WWV. 
 
When comparing LSTM and LR using monthly resolution data, little to no difference in correlation 
was found across the cross validated years for all parameters and leads. However, when using daily 
resolution data, predictions done with LSTM at longer leads and involving SST resulted in 
relatively higher correlations compared to LR (Figure 2). This could be because daily data is able 
to capture the non-linear evolution of SST, which LSTM is able to pick up on, but monthly data 
does not offer this opportunity. As an example, if SST’s evolution was defined as y = x3, and daily 
data had nine x points evenly spaced from -1 to 1, but monthly data only had three points at x = -
1, 0, and 1, the interpolated daily data exhibits a non-linear line while the interpolated monthly 
data results only in a linear line (Supplemental Figure 5). 
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However, not all daily resolution data benefits LSTM. Predictions performed using daily, forward-
filled WWV data did not indicate any improvements with LSTM over LR, which is not surprising 
because the monthly resolution was artificially transformed into daily resolution. On the other 
hand, WND did have actual daily data, but the LSTM predictions were not generally better than 
the LR predictions. 
 
To test whether the correlation difference between LSTM and LR was statistically significant, 
hypothesis tests were also performed. These were done through t-tests using the 11 jackknife 
samples’ correlations, comparing the differences between the temporal resolution of predictors, 
the two types of overarching models, and the lead times. In most cases, the correlations do not 
differ significantly across samples, having p-values greater than 0.05 suggesting that the null 
hypothesis cannot be rejected at a 95% confidence level (Figure 5). However, there are a couple 
exceptions to this: particularly LSTM using the SST predictor at leads greater than seven holding 
a p-value near 0. 
 
Inspired by the fact that the correlations of lead SST vs observed SST diverged for positive and 
negative anomalies, but not much for other variables (Figure 4), one final test was performed by 
splitting the time series into a training and validation period, and then further separating the 
monthly SST predictors into two groups: positive and negative anomalies. Within the training time 
series, two sub models were developed for both LSTM and LR, where the first sub model trained 
on positive anomalies while the second sub model trained on negative anomalies. The first sub 
model would be utilized to predict during positive anomaly conditions in the validation time series 
and the second sub model would be utilized to predict during negative anomaly conditions. Then, 
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the predictions from both sub models were arranged back into a single chronological time series 
and the correlation was computed between the N34 observations and the merged predictions.  
 
Most of these split sub models suffered lower correlations compared to the non-split models at 
early to mid leads, but exhibited higher correlations beginning at lead 8 (Figure 5). This is true on 
all timescales for both LSTM and LR except one: LSTM using daily data. The non-split LSTM 
had higher correlations than the split sub models across all leads. This suggests that LSTM 
possesses the ability to recognize these abstract, underlying phenomena on its own through training 
and could possibly explain why LSTM predictions involving SST had higher correlations than its 
LR counterpart at longer leads.  
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4. DISCUSSION 
 
Overall, this study demonstrated that LSTM had some advantage over LR with predictions 
involving SST and longer leads, but beyond that, the differences between LSTM and LR were 
statistically insignificant. However, before dismissing LSTM’s forecasting outlook, there is a 
caveat to note. The goal of this study was not to achieve the highest possible predictability with 
LSTM; rather it was trying to explore what LSTM could offer so others could build upon it. One 
of the notable findings of this study was that although SST seems to slowly vary, there seems to 
be some non-linear component to it that LSTM can pick up on with daily resolution input, or in 
broader terms, LSTM can capture non-linear signals. This study had also found that LSTM has a 
statistical significant advantage over LR at long leads, and this may be because of LSTM’s 
memory—through training, it may have recognized the typical length of a given ENSO phase and 
was able to use this knowledge in its predictions. This capability could hypothetically add value 
to climate predictions and projections. 
 
And because of this study’s exploratory nature, sacrifices had to be made to explore the several 
parameters, such as sacrificing the spatial aspect of N34, training only on the temporal evolution 
of N34 to save some processing time. Future studies could provide both the spatial dimension and 
temporal dimension for training so there can be more non-linear patterns available for LSTM to 
take advantage of besides the non-linear progression of SST. In addition to that, this work can be 
considered a proof of concept to isolate effects and interactions between different predictors of 
ENSO as to gain some scientific insight using deep learning methods contrasted with linear 
models.  Future works can be expanded using more variables with less emphasis on scientific 
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exploration to potentially improve predictability. Nevertheless, as time progresses, not only will 
techniques and processors be enhanced, but there will also be more observational data available to 
train and validate LSTM, so that someday, LSTM can outperform LR in predicting ENSO events 
without doubt, and perhaps even dynamical models. 
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FIGURES 
 
Figure 1 – Box whisker plots of correlations for each lead for each model for each variable. SST 
has strong correlations at short leads, but rapidly deprecates to zero at longer leads; WWV and 
WND however, maxes out at around five leads; thus, when SST and WND and/or WWV were 
combined, higher correlations at longer leads tend to persevere. Comparing LR and LSTM, with 
monthly data, LSTM has little advantage over LR. However, predictions done with daily timescale 
data, LSTM generally seems to have higher average correlation across all leads, but at the same 
time, it shows much more spread as well. 
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Figure 2 – Correlation heatmaps of LR (top two plots) and LSTM (bottom two plots) using daily 
SST (left two plots) and a combination of SST, WWV, and WND (right two plots) as predictors. 
Red indicates positive correlations and blue indicates negative correlations; the darker the color, 
the higher magnitude. High variability is exhibited across each target year, but there is a noticeable 
trend towards lower correlations after the 2000s (lighter reds near the top of each plot). LSTM at 
longer leads (near the right of each plot) generally shows higher correlations (more darker reds 
visible) when compared to LR, but there is a distinct period from 2004 to 2006 when there seems 
to be a forecast bust with negative correlations (blue).  
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Figure 3 – Bar plots of p-value vs predictors. Top row tests whether there’s a statistically 
significant difference with monthly and daily resolution data in LR and LSTM. Bottom row tests 
whether there’s a statistically significant difference with daily LR and LSTM at all leads and leads 
greater than 7. In most cases, the p-values are greater than 0.05 indicating that the null hypothesis 
cannot be rejected at a 95% confidence level, but the notable exception is with the predictor, SST. 
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Figure 4 – Scatter plots of seasonally averaged (DJF, MAM, etc.) Nino 3.4 SST vs lead WWV, 
WND, or SST anomalies. Each given variable has its time series shifted backward by one, four, 
seven, and ten months. Lines in the first four rows represent least square fits, split by negative and 
positive anomalies of the given lead variable. The percentages shown indicate the correlation 
between the negative, overall, and positive anomalies of the given lead variable and Nino 3.4 SST. 
The last row is the “timeseries” of the just mentioned correlations. SST has its maximum overall 
correlation of 94% at lead 1 while both WND and WWV has its max correlation of 49% and 64% 
at lead 4. With the SST “timeseries,” negative anomalies tend to preserve a positive correlation: 
negative SST anomalies were still negative SST anomalies ten months later, or in other words La 
Nina’s persists as La Nina’s. El Nino’s, however, at ten months, show a tendency to change to La 
Nina’s. 
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Figure 5 – Line plots of lead vs correlation using just SST as a predictor. Split signifies that each 
model has two separate sub-models; one sub-model is trained on when the SST anomalies were 
positive and the other is trained on when the anomalies were negative. Forecasts are then assigned 
accordingly: when the “present” SST anomalies were positive, utilize the positive model and when 
the “present” SST anomalies are negative, utilize the negative model. At longer leads, these split 
models demonstrate higher correlations than the no-split models, but not at shorter leads. Note that 
all models have its split version outperform the no split version, except LSTM using daily data. 
This suggests that LSTM can recognize this phenomenon and learn it automatically. 
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APPENDIX A: SUPPLEMENTAL FIGURES 
 
 
Figure 1 – Regions of predictors. WWV: 5S-5N, 120E-80W; SST: 5S-5N, 170W-120W; WND: 
5S–5N, 120E–160E 
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Lead 1 Lead 2 Lead 3 … Lead 11 
2012-Jan 2011-Dec-Avg 2011-Nov-Avg 2011-Oct-Avg … 2011-Feb-Avg 
2012-Feb 2012-Jan-Avg 2011-Dec-Avg 2011-Nov-Avg … 2011-Mar-Avg 
2012-Mar 2012-Feb-Avg 2012-Jan-Avg 2011-Dec-Avg … 2011-Apr-Avg 
2012-Apr 2012-Mar-Avg 2012-Feb-Avg 2012-Jan-Avg … 2011-May-Avg 
2012-May 2012-Apr-Avg 2012-Mar-Avg 2012-Feb-Avg … 2011-Jun-Avg 
2012-Jun 2012-May-Avg 2012-Apr-Avg 2012-Mar-Avg … 2011-Jul-Avg 
2012-Jul 2012-Jun-Avg 2012-May-Avg 2012-Apr-Avg … 2011-Aug-Avg 
2012-Aug 2012-Jul-Avg 2012-Jun-Avg 2012-May-Avg … 2011-Sep-Avg 
2012-Sep 2012-Aug-Avg 2012-Jul-Avg 2012-Jun-Avg … 2011-Oct-Avg 
2012-Oct 2012-Sep-Avg 2012-Aug-Avg 2012-Jul-Avg … 2011-Nov-Avg 
2012-Nov 2012-Oct-Avg 2012-Sep-Avg 2012-Aug-Avg … 2011-Dec-Avg 
2012-Dec 2012-Nov-Avg 2012-Oct-Avg 2012-Sep-Avg … 2012-Jan-Avg 
 
Figure 2 – Table of initial conditions (yellow) for 2012 monthly predictions (green). To predict 
Jan 2012 at lead 1, average of Dec 2011 was used as the initial condition. To predict Jan 2012 at 
lead 2, average of Nov 2011 was used as the initial condition. 
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Lead 1 
      
2012-Jan 2011-Dec-1 2011-Dec-2 2011-Dec-3 … 2011-Dec-30 2011-Dec-31 
2012-Feb 2012-Jan-1 2012-Jan-2 2012-Jan-3 … 2012-Jan-30 2012-Jan-31 
2012-Mar 2012-Feb-1 2012-Feb-2 2012-Feb-3 … 2012-Feb-29 2012-Feb-29 
2012-Apr 2012-Mar-1 2012-Mar-2 2012-Mar-3 … 2012-Mar-31 2012-Mar-31 
2012-May 2012-Apr-1 2012-Apr-2 2012-Apr-3 … 2012-Apr-30 2012-Apr-30 
… … … … … … … 
2012-Dec 2012-Nov-1 2012-Nov-2 2012-Nov-3 
 
2012-Nov-30 2012-Nov-30 
 
Figure 3 – Table of initial conditions (yellow) for 2012 monthly predictions (green). To predict 
Mar 2012 at lead 1, Feb 1, 2012 to Feb 29, 2012 was used as the initial condition, with Feb 29 
forward filled twice (to create an even data frame). 
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1983 1984 1985 1986 1987 1988 … 2013 2014 2015 2016 2017 
1983 1984 1985 1986 1987 1988 … 2013 2014 2015 2016 2017 
… … … … … … … … … … … ... 
1983 1984 1985 1986 1987 1988 … 2013 2014 2015 2016 2017 
 
Figure 4 – Table of training years (yellow) for validation years (green); synopsis of jackknife 
method. 
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Figure 5 – Red line symbolizes daily data and can exhibit the non-linearities; the blue line 
symbolizes monthly data and is unable to exhibit the non-linearities. 
 
 
 
 
 
 
 
 
 
