This demonstration presents an infrastructure for computing multilingual semantic relatedness and correlation for twelve natural languages by using three distributional semantic models (DSMs). Our demonsrator -DInfra (Distributional Infrastructure) provides researchers and developers with a highly useful platform for processing large-scale corpora and conducting experiments with distributional semantics. We integrate several multilingual DSMs in our webservice so end user can obtain a result without worrying about the complexities involved in building DSMs. Our webservice allows the users to have easy access to a wide range of comparisons of DSMs with different parameters. In addition, users can configure and access DSM parameters using a easy to use API.
INTRODUCTION
Dinfra is an implementation of Explicit Semantic Analysis (ESA), Latent Semantic Analysis (LSA) and Random Indexing based on the EasyESA [4] and S-Space [7] . It runs as a JSON 1 webservice, which allows users to submit queries for similar terms in a multilingual fashion bases on a semantic relatedness measure which use Spearman's correlation to test relatedness scores. The Dinfra webservice allows the user to obtain semantic 1 
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RELATED WORK
Ferret [5] tested corpust-based approaches for measuring semantic similarity. He also chose to use limited means because of deficit of linguistic tools are not, or at least freely available, for all popular languages. Bullinaria et al. [3, 2] have built semantic vectors from very small co-occurrence windows, together with a cosine distance measure, stopwords, word stemming, and dimensionality reduction using singular value decomposition to improve performance. The BNC and (British National Corpus) 4 and ukWaC 5 corpus were used In [2] and [3] , respectively.
SYSTEM DEMONSTRATION
Three word similarity datasets WordSim353 (W353), the Rubenstein & Goodenough (RG) (1965) and Miller & Charles (MC) (1991) have been used in Dinfra. All these datasets consist of human similarity ratings for word pairings. We also consider Wikipedia 6 corpus the years (2006, 2008, 2014) and ukWaC [1] corpus from which to build the vectors.
In Dinfra, three DSMs were instantiated. Latent Semantic Analysis (LSA) [9] , Random Indexing (RI) [10] and Explicit Semantic Analysis (ESA) [6] . The different combinations of DSMs and corpora were evaluated for the computation of semantic similarity and relatedness measures.
For the semantic relatedness component (Figure 1) , four parametrs such as main term, target set, language and similarity measure are used. The user can compare target words to main word with three similarity measures in twelve different languages. For the example, we compared (Wife, Child and love) with mother, also we used the Correlation 7 measure, Figure 1 shows the results that is returned by our webservice. The semantic relatedness measure is a real number within the [0,1] interval, representing the degree of semantic proximity between two terms. Semantic relatedness can be used for semantic matching in the context of the development of semantic systems such as question answering, text entailment, event matching and semantic search [4] and also for entity/word sense disambiguation tasks.
The correlation component (Figure 2 ) calculates the Spearman's rank correlation for the three similarity datasets, twelve different languages and three similarity measures (Cosine, Euclidean distance, Correlation) 8 .
Figure 2: Correlation Component
All three datasets WS353, RG and MC were translated and localised by native speakers for each of the target 11 languages. More importantly the localised datsets for each language underwent a linguistic quality assurance by a well know localisation company. Hence, we are confident that our localised datasets per language are of high translated quality. 
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