Ward's method is extensively used for clustering chemical structures represented by 2D fingerprints. This paper compares Ward clusterings of 14 datasets (containing between 278 and 4332 molecules) with those obtained using the Székely-Rizzo clustering method, a generalization of Ward's method. The clusters resulting from these two methods were evaluated by the extent to which the various classifications were able to group active molecules together, using a novel criterion of clustering effectiveness. Analysis of a total of 1400 classifications (Ward and Székely-Rizzo clustering methods, fourteen different datasets, five different fingerprints and ten different distance coefficients) demonstrated the general superiority of the Székely-Rizzo method. The distance coefficient first described by Soergel performed extremely well in these experiments, and this was also the case when it was used in simulated virtual screening experiments.
INTRODUCTION
Cluster analysis [1-3] is a multivariate technique that has been extensively used in chemoinformatics to partition a set of molecules into clusters that exhibit a high degree of both intra-cluster similarity and inter-cluster dissimilarity [4] [5] [6] . The molecules in such analyses are normally represented by 2D fingerprints, an approach that was first suggested over three decades ago by Adamson and Bush [7] and that has since been extensively used for applications such as the analysis of substructure-search outputs [8] , the selection of molecules for biological screening [9] , property prediction [10] , and molecular diversity analysis [11] .
There are many different ways in which clustering can be carried out. This has encouraged comparative studies to determine the effectiveness of the various clustering methods that are available when they are applied to the clustering of chemical structures. Early property-prediction studies of over 30 hierarchic and non-hierarchic clustering methods [4] highlighted the consistent performance of the hierarchical agglomerative method first described by Ward [12] , a finding that was confirmed in subsequent studies by Brown and Martin [10; 13] and by Downs et al. [14] .
With the advent of efficient implementations based on the reciprocal nearest neighbours algorithm [15] , Ward's method is now arguably the method of choice for clustering databases containing up to ca. 500K structures (larger files may be clustered using an hierarchic divisive procedure based on the well-known k-means relocation clustering method [16; 17] ).
Székely and Rizzo have recently described a new hierarchical agglomerative clustering method [18] . This method generalizes Ward's method by defining a cluster distance and objective function in terms of a power in the interval (0,2] of the Euclidean distance between cluster centres, with Ward's method being obtained as the limiting case when the power is 2. Varin et al. have applied the Székely-Rizzo method to the clustering of chemical structures as part of a detailed study of ligands for the 5-hydroxytryptamine subtype-4 (5-HT 4 ) receptor, and found that this method led to better grouping of the actives than did conventional hierarchical agglomerative methods, including Ward's method [19] . In this paper, we report an extended evaluation of the Székely-Rizzo method, using a range of different distance metrics and using not just this data but also other 5-HT datasets from the Université de Caen and ten public PubChem datasets.
THE SZÉKELY-RIZZO CLUSTERING METHOD
Hierarchical agglomerative methods have been used in a vast range of application domains [1; 2]. They generate a classification in a bottom-up manner, by a series of agglomerations in which small clusters, initially containing individual molecules, are fused together to form progressively larger clusters, with the most similar pair of clusters being fused at each stage of the classification. The various hierarchic agglomerative methods differ only in the criterion that is used to select the most similar pair of clusters at each stage; indeed, they can all be implemented using a common algorithm first described in detail by Lance and Williams [20] (although more efficient algorithms are available for individual clustering methods [21] ).
The fusion criterion for many hierarchic agglomerative methods focuses on between-cluster distances; for example, the single linkage method (or the complete linkage method) fuses that pair of clusters for which the distance between two existing clusters is the minimum (or the maximum) of all the distances between molecules in one cluster and molecules in the other cluster. Ward's method differs from other hierarchic agglomerative methods in its use of a fusion criterion that results in clusters that are both homogenous (in the sense that the criterion minimizes the within-cluster distances) and heterogeneous (in the sense that the criterion maximizes the between-cluster distances). This is achieved by minimising the increase in the total within-cluster sum of squared errors when two clusters are fused, an increase that is proportional to the squared Euclidean distance between the mean centres of the two clusters that are being fused.
Székely and Rizzo have recently described "a joint between-within e-distance between clusters" that encompasses both intra-cluster homogeneity and inter-cluster heterogeneity, and use this distance as the criterion for a generalized clustering method that includes Ward's method as a limiting case [18] . Specifically, Székely and Rizzo define the between-within distance, or e-distance e(A,B), between two clusters A and B , containing n a and n b objects respectively, as other similarity and distance coefficients [19] . They also used a range of clustering methods (single linkage, complete linkage, group average, Ward and energy methods) and structural descriptors (ChemAxon JChem fingerprints, Unity fingerprints and ChemAxon 2D pharmacophore fingerprints). They found that the best results were obtained using the energy method (i.e., Székely-Rizzo e 1 (A,B) clustering) with the Canberra distance [23] , rather than Euclidean distance, as the fusion criterion. In this paper, we report a more detailed comparison of the effectiveness of the energy and Ward methods, using: five different types of fingerprint (all of which take account of the frequency of occurrence of the encoded fragments substructures, rather than just their presence or absence as with conventional binary fingerprints); fourteen different datasets; and ten different distance coefficients. These are detailed in the following sections.
EXPERIMENTAL DETAILS

Fingerprints
Our experiments have used five different types of fingerprint, these being selected from three broad classes, as summarized in 
Datasets
We have used 14 datasets in our experiments, as detailed in 
Distance coefficients
Many different types of similarity coefficient have been used in chemoinformatics, most commonly association coefficients such as the Tanimoto coefficient [24] . As noted above, the Székely-Rizzo method requires the use of a distance, and we have hence used the ten distance coefficients listed below, taken from the extensive review of metric coefficients presented by Gower and Legendre [25] . Assume that a molecule X i is represented by a pelement vector, with the element X ik containing the frequency of occurrence of the k-th fragment in X i (and similarly for another molecule Xj). Then the coefficients studied here are as follows:
where R k and σ k are the range and the standard deviation, respectively, for the k-th variable.
Of these, M1 and M4 are examples of Minkowski metrics and M2, M3, M5 and M6 are special cases of it. A potential problem with many of these coefficients is that both X ik and X jk are frequently zero: this corresponds to a substructural fragment that is absent from both of the molecules that are being compared and results in the denominator in the expression for the coefficient having a value of zero. In each such case, we have ignored the k-th fragment and reduced the value of p by one, as recommended by Gower and Legendre [25] .
Evaluation of clusterings
A long-standing problem in cluster analysis is that of evaluating the effectiveness of the classification produced by a specific clustering procedure. One procedure that has been used in the chemical context is to determine the extent to which a procedure is able to cluster together the active molecules in a dataset, whilst simultaneously separating them from the inactives. This procedure was first applied on a large scale in the much-cited papers of Brown and Martin [10; 13] and we have used a development of their procedure in the work reported here. Brown and Martin defined an active cluster as a non-singleton cluster that contained at least one active molecule, and the active cluster subset as the set of molecules, both active and inactive, in the active clusters; they then evaluated their clustering experiments using an index, P a , describing the fraction of the active cluster subset that were active molecules.
A limitation of P a is that it is severely affected by large clusters containing just a single active, a common occurrence even when the bulk of the actives are tightly clustered together.
Varin et al. hence developed an alternative performance measure in which an active cluster is now defined as a non-singleton cluster for which the percentage of active molecules is greater than the percentage in the dataset as a whole [19] . Let p be the number of actives in active clusters, q the number of inactives in active clusters, r the number of actives in inactive clusters (i.e., clusters that are not active clusters) and s the number of singleton actives. Then the quality partition index, QPI, is defined to be
This expression will have its upper-bound value of unity when p is the total number of actives and when q, r and s are all zero (i.e., when the actives are clustered tightly together on their own) and its lower-bound value of zero when none of the actives are in active clusters. These would seem to be appropriate characteristics for a measure of clustering effectiveness.
However, assume that, e.g., p=12 for a dataset; then, other things being equal, the value of QPI will be the same irrespective of whether there is a single active cluster containing all twelve actives or whether there are three active clusters each containing four actives, despite the fact that one would, arguably prefer the former situation (i.e., a single, large cluster rather than multiple smaller clusters). A modified form, of QPI w , was hence employed in which the QPIw value at level l in the hierarchy was weighted by:
where nc is the number of compounds. The -l term in the penalty function means that we focus attention towards the top of the hierarchy, so as to summarize the dataset in a small number of clusters. Similar results to those presented below were obtained when QPI w was defined with other weights based on The QPI w value can be computed at each level of a cluster hierarchy and the result displayed as in Figure 1 . The operation of the QPI w approach is illustrated in Figure 1 , which shows the variation of QPI w , QPI and P a with the level of the hierarchy. This figure is based on clustering the 995 molecules comprising dataset E12, and using the D1 descriptor (i.e., ECFC_4 fingerprints), the M9 distance coefficient and the energy (i.e., Székely-Rizzo e 1 (A,B)) clustering method. The hierarchy level (on the X axis) has been plotted as a natural logarithm to focus attention on the maxima in the QPI and QPI w curves at low numbers of clusters. It will be seen that P a (shown in green) increases with cluster level, whereas both QPI (shown in blue) and QPI w (shown in red) reach a maximum value, with the latter achieving its maximum at a much lower level in the hierarchy. The index was developed for the analysis of hierarchic clusterings, but is also applicable to non-hierarchic clusterings, such as the partitions produced by a single-pass or a k-means method, by letting l denote the number of partitions in the classification.
The maximum QPI w value corresponds to that level in the hierarchy for which the corresponding partition results in the best possible separation of the active and inactive molecules in the dataset. It would be possible to use this maximum value as a performance criterion to compare different classifications and to give an upper-bound to clustering performance, in the same way that the optimal cluster approach has been used to set an upper-bound for the evaluation of hierarchic document clustering methods in information retrieval (where the aim is to cluster together textual documents relevant to the same query, rather than to cluster together molecules with the same bioactivity as here) [26; 27] .
However, while the maximum value highlights the best possible partition, it may not be representative of the effectiveness of the hierarchy as a whole; our chosen performance criterion is hence based on the QPI w values at each level. Specifically, we define the Quality Hierarchy Index, QHI, by:
where n is the number of compounds in the dataset, and hence n-1 the number of levels in the hierarchy.
We have used the QHI values as the performance criterion to compare the very large numbers of different clusterings that can be obtained by combining the various parameters listed previously. Specifically, we generated a total of 100 different classifications (resulting from the combination of two different clustering methods, ten different distance coefficients and five different structure representations) for each of the 14 datasets listed in Table 2 . The QHI value was recorded for each of the 1400 resulting classifications, and then this data (or subsets thereof) was analyzed to determine the effect of the various factors (clustering method, distance coefficient and structure representation) on clustering performance.
RESULTS AND DISCUSSION
Analysis of results
The QHI values (rounded to two decimal places) for the classifications are listed in Table 3 .
The values for all 1400 combinations of descriptor (D1-D5), distance coefficient (M1-M10), clustering method (Ward or Energy) and experimental dataset (E1-E14) are listed in the Supplementary Material; in the published paper, Table 3 contains just 10% of this Material, specifically the ten top-ranked combinations of descriptor, distance coefficient and clustering method. The final column in each row of the Table gives the overall mean rank for that particular combination of descriptor, metric and clustering method when analysed using Kendall's coefficient of concordance, W. This is a non-parametric statistic that is used to evaluate the consistency of k different sets of ranked judgments of the same set of N different objects [28] . The basic form of the W statistic is:
where R i is the mean of the ranks assigned to the i-th object and R is the grand mean of the ranks assigned to all N objects (there is a more complex form, used here, that takes account of ties in the rankings).
To illustrate its use in the present context, we consider the analysis of Table 3 , i.e., the problem of comparing the 100 different classifications (each representing one particular combination of clustering method, distance coefficient and structure representation) that can be generated for each of the fourteen datasets. We consider each of the datasets as a judge ranking the different classifications in order of decreasing effectiveness (as measured by the QHI value), i.e., k=14 and N=100. The first step is hence to convert the data in Table 3 (QHI values) to ranks, so that each column contains 100 integers in the range 1-100 (although not all of these values may be present if, as is normally the case, there are tied rank positions).
The ranks are used to compute the Kendall statistic, for which the observed value is 0.54.
The statistical significance of this W value can be tested using the χ² distribution since for
with N-1 degrees of freedom (alternatively, Siegel and Castellan provide a table of critical values for W when N<=7 [28] ). The value is significant (p < 0.001). Given that a significant level of agreement has been achieved, Siegel and Castellan suggest that the best overall ranking of the N objects can be obtained using their mean ranks averaged over the k judges, i.e., the R i values in the expression for W. This analysis shows that the best single combination is that used in Figure 1 , i.e., D1/M9/Energy (the ECFC_4 descriptor, the M9 distance coefficient, and the energy clustering method), a fact that we shall discuss in more detail below. The mean rank for this combination is 17.5, as listed in the right-hand column of Table 3 , the rows of which have been arranged in order of increasing mean rank, i.e., decreasing effectiveness of clustering.
An exactly comparable procedure can be used for alternative analyses (e.g., enabling one to compare the different descriptors using each combination of dataset, distance metric and clustering method) or to use subsets of the data by holding one factor constant (e.g., enabling one to compare the distance metrics when used for energy clustering of the 5HT datasets).
Comparison of descriptors
When we compared the five different descriptors, the computed value of W was 0.25, which is statistically significant (p < 0.01) and which identified the D1 descriptor (ECFC_4) as the best, with a mean rank of 2.14 when averaged over the 280 classifications involving it.
Similar statistically significant (p < 0.01) conclusions were obtained when the two different clustering methods were considered separately and when the ten different coefficients were considered separately.
Comparison of distance coefficients
A similar situation pertains when we consider the ten different distance coefficients. Here, W=0.54; this value is highly significant (p < 0.001) and we can hence rank the coefficients, as shown in Table 4 , which lists the mean ranks when averaged over the 140 different classifications involving each coefficient. The best results were obtained with M9, followed by M10, M7 and M8. It is noticeable that all the Minkowski-related metrics perform relatively poorly here (except M2 with an overall mean rank of 4.92), despite their frequent use for clustering applications. This result is particularly surprising since Euclidean distance (coefficient M1) is the basis for the generalized Székely-Rizzo method. The same, highly significant correlations (p < 0.001) were also obtained when the two different clustering methods were considered separately. There was some variation when the five different descriptors were considered separately, as shown in Table 4 , although all the W values were again highly significant (p < 0.001): M9 was the best coefficient with D1 (ECFC_4), D4
(FPFP) and D5 (holograms) but was second-best to M7 for D2 (FCFC_4) and to M10 for D3 (PFP).
In view of the very high level of performance achieved by the M9 coefficient, which uses the Max{X ik ,X jk } normalisation first described by Soergel [29] , we have carried out additional experiments to assess its suitability for virtual screening applications. This study builds on earlier work by Fechner and Schneider who noted the excellent screening performance of the Soergel distance in experiments using a small file from the COBRA database [30] : our experiments are on a much larger scale and are discussed below in the section Additional comparison of distance coefficients.
Comparison of clustering methods
The Kendall W analysis is not appropriate for comparing just two objects, i.e., the energy and Ward clustering methods in the present context. Instead, we have used the large-sample version of the Wilcoxon signed ranks test: this is used to analyse paired observations in which one notes the magnitude and the direction of the difference between the two observations that are being compared [28] . The difference between each pair of observations is noted and these differences ranked. Let T be the sum of the ranks for the positive differences; then, for large N, T is normally distributed with a mean of Table 5 where it will be seen that the energy method was notably superior to Ward's method. The computed value for Z in the Wilcoxon test is 19.50: this value is highly significant (p < 0.001) and this was again the case when the five descriptors were considered separately (mean ranks also shown in Table 5 ) and when the ten distance metrics were considered separately (data not shown).
Comparison of all combinations
We have discussed previously the analysis of the complete data (i.e., 100 combinations of clustering method, descriptor and distance coefficient for each of the 14 datasets), and noted that a highly significant value of 0.54 was obtained for W. The best single combination was D1 (the ECFC_4 descriptor), M9 (the Soergel coefficient) and the energy method, with a mean rank position of 17.50 when averaged across the complete set of 1400 classifications.
We can make some further general observations when the 100 combinations are sorted into decreasing order of mean rank, as shown in Table 3 . Thus, if we consider the top-20 combinations in the sorted list (from the top row down to and including the combination D1/M4/Energy), then noteworthy appearances (or non-appearances) include: the descriptors D1 and D2 appear 10 and 9 times, with no other descriptor appearing more than once;
distance coefficient M9 appears five times, M7 and M8 both appear four times, with no other metric appearing more than twice; energy appears twelve times and Ward appears eight times, with the former out-performing the latter for all cases where the combination of descriptor and metric was the same. Conversely, if we consider the last-20 combinations (from the bottom row up to and including the combination D1/M3/Ward in the Supplementary Material), then: the descriptors D4, D3, D2 and D1 appear eight, five, four and three times, respectively, with no appearances of D5; the coefficients M6 and M3 appear eight and seven times, respectively, with no other coefficient appearing more than once;
Ward appears thirteen times and energy appears seven times. Based on such observations, a high-performing combination might be expected to involve D1 or D2, M7, M8 or M9 and Energy, and the highest ranked combination is indeed found to be D1/M9/Energy.
Characteristics of clusters
Thus far, we have considered the clusters only by means of the QPI w values associated with the optimal classifications for each combination of parameters. Here, we look briefly at the composition of these clusters for each of the datasets. We have chosen to illustrate the clusters with three combinations: D1/M9/Energy (the best overall combination), D1/M9/Ward (differing from the best combination only in the clustering method) and D1/M1/Energy (differing from the best combination only in the distance coefficient). Table 6 details the make-up of the optimal classifications for these three combinations for each of the datasets, listing the level of the best partition, the number of active clusters (as defined previously), the mean size of the active clusters, and the values of p, q, r, s and QPI w .
It will be seen that the Energy and Ward methods normally result in similar optimal partitions in terms of the level in the hierarchy and the number of active clusters. The one obvious exception to this general behaviour is with dataset-E6 where Energy identified just a single 
Analysis of dataset types
A referee noted that eight of the 14 datasets considered in this study are associated with 5-HT receptors, and wondered whether similarities between these sets of ligands might have affected the results. Two further sets of experiments were hence carried out to investigate this possibility: clustering the datasets on the basis of their constituent molecules; and repeating the analyses described above but omitting all but the largest of the eight 5-HT datasets, i.e., E5.
Given two datasets A and B, the similarity between A and B was computed as the sum of the pair-wise inter-molecular similarities, where one molecule of each pair was in A and the other in B. These inter-molecular similarities were computed using either Unity or ECFP_4 fingerprints with the cosine coefficient, and the resulting matrix of inter-dataset similarities clustered using the complete link hierarchic agglomerative clustering method. Both types of fingerprint yielded a classification with three well-marked clusters: one containing E10 on its own, one containing E6 and E11-14, and the third containing the eight remaining datasets (E1-5, E7-9). Thus, rather than clustering together in a single group, the eight 5-HT datasets have split so that there are four of them in each of the two non-singleton clusters, i.e., they do not form a single group that is structurally distinct from the other datasets.
When the experiments are repeated with seven datasets (i.e., the six non-5-HT datasets and E5) the important conclusions from above remain largely unchanged. Thus, the energy clustering method is significantly superior to Ward's method: the mean ranks for energy and Ward's from Table 5 are 1.86 and 1.14, respectively, whereas with just the seven datasets, the corresponding figures are 1.85 and 1.15. The best-performing distance coefficient is again M9 with very little change in the significant rankings in the two cases: when all datasets are used the ordering is M9>M10>M7>M8>M2>M4>M1>M5>M3>M6, and when just the seven datasets are used the ordering is M9>M10>M8>M7>M2>M4>M5>M1>M3>M6. The best-performing descriptor is now D5: when all datasets are used the ordering is D1>D2>D5>D3>D4, and when just the seven datasets are used the ordering D5>D2>D1>D3>D4. That said, the differences between D1, D2 and D5 in these later experiments are very small, and an analysis using just these three descriptors, i.e., discarding the D3 and D4 data, reveals no significant difference between them. Given that D5 now ranks above D1, it is hardly surprising that D5 figures more prominently than previously when all the combinations are considered. Consider the top-ten combinations: when all datasets are used, both D1 and D2 appear five times; when just the seven datasets are used, D5 appears seven times and D2 three times. Consider the next-ten combinations: the same result is obtained whether all or just seven of the datasets are used, with D1 appearing five times, D2 four times and D5 once.
We hence conclude that the choice of datasets has had only a slight effect on the overall results, and none on our conclusions regarding the effectiveness of the energy method and of coefficient M9.
Additional comparison of distance coefficients
As its title makes clear, the principal focus of this paper has been the comparison of the Ward and energy clustering methods. However, the consistently high level of effectiveness of the M9 distance coefficient encouraged us to investigate the effectiveness of this coefficient in a different application area, that of simulated virtual screening experiments.
Specifically, we used the M1, M4 and M7-M10 coefficients (i.e., all but the standardised versions of M1 and M4, none of which performed particularly well in the experiments discussed thus far) for similarity-based virtual screening of the MDL Drug Data Report We also used the binary version of the Tanimoto coefficient (TAN-B) , i.e., a fingerprint denoting merely the presence or absence of each fragment rather than its frequency of occurrence. This coefficient was included since it has been used previously in very many studies of virtual screening: indeed, it is arguable the standard coefficient for this purpose [32] . Note that the Tanimoto and Soergel coefficients are identical if processing binary data; however, they are not identical if processing non-binary data.
The version of MDDR used here contained 102,514 molecules, and searches were carried out for eleven classes of active compounds described by Hert et al. [33] ; searches were also carried out for a set of ten activity classes chosen to be as structurally homogeneous as possible (MDDR-HOM) and another set of ten activity classes chosen to be as structurally heterogeneous as possible (MDDR-HET) [34] . The version of WOMBAT used here contained 138,127 molecules, and searches were carried out for the fourteen activity classes described by Gardiner et al. [35] . The molecules were represented by ECFC_6 fingerprints, analogous to the ECFC_4 fingerprints (i.e. D1) used in some of the clustering experiments but here encoding circular substructures of diameter six bonds. Twenty molecules were chosen from each activity class in turn and used as a reference structure for a similarity search, in which all the molecules in a database were ranked in decreasing similarity order and the top-1% of the molecules returned as the output of the search (the relative performance of the different coefficients -as discussed below -was unaffected when an alternative cut-off of 5% was used). Search effectiveness was measured by the recall, i.e., the percentage of the active molecules retrieved above the 1% cut-off. The mean recall was averaged over all of the reference molecules for each activity class, and then these mean values averaged over all of the activity classes for a dataset.
The results of the screening experiments, in terms of the overall mean recall for each coefficient for each of the four datasets (MDDR, MDDR-HET, MDDR-HOM and WOMBAT), are shown in Table 7 . It will be seen that the coefficients M7-M9 provide a high level of performance across all of the datasets, and that M1 (and M4) performs well for the structurally diverse MDDR-HET. If the sets of recall values for the activity classes are analysed using the W test, then statistically significant correlations are obtained in all cases (p < 0.001 for all bar MDDR-HET, where p <= 0.05). It is hence appropriate to rank the coefficients, as shown in Table 8 where it will be seen that M9 gives the best overall screening performance. It is noteworthy that it is superior to both TAN, COS and TAN-B, all of which have been used in previous studies of similarity searching. We note also that TAN-B is superior to TAN, despite the fact that several previous studies have suggested that weighted-searching is superior to binary searching [10; 36; 37] ; however, our results here are in accord with recent work by Bender et al. [38] .
These experiments hence suggest that M9, the Soergel coefficient, is well suited for the processing of molecular fingerprints that encode fragments' frequencies of occurrence; it is already known (since it is then identical to TAN-B) to be well suited for processing their binary equivalents. Table 7 . Percentage recall averaged over 20 searches for each activity class and over the eleven activity classes for MDDR, the ten activity classes for MDDR-HOM and MDDR-HET, and the fourteen activity classes for WOMBAT. The recall is calculated using the top-1% of the databases when ranked using the coefficient in the left-hand column. Table 8 . Kendall W analysis for percentage recall figures listed in Table 7 . The figures listed for each coefficient is the rank of that coefficient when the coefficients are ranked in decreasing order of screening effectiveness for each dataset. Table 3 Supplementary material. QHI values (rounded to two decimal places) for all 1400 combinations of descriptor (D1-D5), distance coefficient (M1-M10), clustering method (Ward or Energy) and experimental dataset (E1-E14). The final column in each row gives the overall mean rank for that particular combination of descriptor, metric and clustering method in the Kendall W analysis.
