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Re´sume´ : Le cadre ge´ne´ral de cette the`se est celui de la the´orie d’Iwa-
sawa. Nous nous inte´ressons plus particulie`rement a` la conjecture de Green-
berg ge´ne´ralise´e (multiple) (GG). Apre`s avoir relie´ celle-ci a` diffe´rents proble`-
mes de capitulation pour certains groupes de cohomologie p-adiques en degre´
2 (FCap(i), TCap(i), fCap(i)), nous proposons une version faible (GGf) de
(GG) dont nous montrons la validite´, pour tout corps de nombres F conte-
nant µp et un corps quadratique imaginaire dans lequel (p) se de´compose, du
moment que F ve´rifie la conjecture de Leopoldt. Les outils de´veloppe´s per-
mettent de retrouver et de ge´ne´raliser (notamment dans des Zp-extensions
autre que la Zp-extension cyclotomique) un certain nombre de re´sultats clas-
siques en the´orie d’Iwasawa.
Mots-cle´s : The´orie d’Iwasawa, cohomologie galoisienne, capitulation, cup-
produit, conjecture de Greenberg ge´ne´ralise´e.
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Introduction
L’objet initial de la the´orie d’Iwasawa classique est l’e´tude du compor-
tement asymptotique de groupes de nature arithme´tique (essentiellement
le groupe de classes) dans une Zp-extension (souvent cyclotomique) F∞/F
de groupe Γ. Par limite projective dans la tour F∞/F , on de´finit des mo-
dules X ′(F∞) = lim
←−
Cl′(Fn) ⊗ Zp sur l’alge`bre d’Iwasawa Λ = Zp[[Γ]] =
lim
←−
Zp[G(Fn/F )]. L’e´tude asymptotique en question se re´sume alors a` de´termi-
ner la structure de ces modules. Comme Λ est un anneau noethe´rien factoriel
de dimension de Krull e´gale a` 2, on dispose d’un the´ore`me de classification des
Λ-modules de type fini a` pseudo-isomorphisme pre`s. En 1973 R. Greenberg
a propose´ la conjecture suivante :
Conjecture 0.0.1 (GC) ([G1]) Le module d’Iwasawa X ′(F c) associe´ aux
p-groupes de classes dans la tour cyclotomique F c/F d’un corps de nombres
totalement re´el est pseudo-nul.
Cette conjecture e´quivaut a` la trivialite´ de Cl′(F∞) ⊗ Zp. Il est bien connu
que pour F = Q(µp)+, cette conjecture est un affaiblissement de la conjec-
ture de Vandiver, si bien que (GC) constitue une ge´ne´ralisation raisonnable
(d’une version faible) de la conjecture de Vandiver a` tous les corps re´els.
La conjecture (GC) a fait l’objet de nombreuses e´tudes, dont beaucoup ont
fourni des exemples nume´riques corroborant sa validite´. Plus tard, se fondant
sur une heuristique dans le cas ou` F est un corps quadratique imaginaire
(p)-de´compose´, attache´ a` une courbe elliptique a` multiplication complexe,
R. Greenberg proposa une ge´ne´ralisation (GG) de (GC). On note F˜ /F le
compositum de toutes les Zp-extensions de F , Γ˜ son groupe de Galois, et
Λ˜ = Zp[[Γ˜]]. Λ˜ est un anneau noethe´rien factoriel dont la dimension de Krull
est e´gale a` rgZpΓ˜ + 1, si bien qu’on dispose encore d’un the´ore`me de classi-
fication des Λ˜-modules de torsion. On se propose dans cette the`se d’e´tudier
diffe´rents aspects de la conjecture (GG) :
Conjecture 0.0.2 (GG) ([G3] conj. 3.5, voir aussi [G2]) Le Λ˜-module X ′(F˜ )
est pseudo-nul.
Si F est un corps totalement re´el, la conjecture de Leopoldt pre´dit que la
Zp-extension cyclotomique est l’unique Zp-extension de F ; si c’est vrai, (GG)
co¨ıncide alors avec (GC). On posse`de quelques exemples de corps (non re´els)
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ve´rifiant (GG). Le re´sultat le plus spectaculaire serait celui de [MC] et [Ma1]
concernantQ(µp) si la preuve en e´tait comple`te, nous reviendrons sur ce point
en 2.3. Plus re´cemment, W. McCallum et R. Sharifi ont montre´ (GG) pour
Q(µp), p < 1000 et i(p) ≤ 1 (l’indice d’irre´gularite´ de p). Leur me´thode repose
d’abord sur l’e´tude d’un certain cup-produit, puis sur la the´orie de Hida et
certaines proprie´te´s d’un ope´rateur de Hecke, ve´rifie´es nume´riquement (cf
[MCS], [Sh]).
Le point de vue adopte´ dans cette the`se est le suivant. Soit E/F une
Zp-extension multiple, et laissons E ′/F parcourir ses sous-extensions finies.
Plutoˆt que de travailler avec le module X(E) attache´ au p-groupe de classes
(ou meˆme le module X ′(E) attache´ au p-groupe de (p)-classes) dont le com-
portement galoisien laisse a` de´sirer, on s’inte´resse syste´matiquement au mo-
dule X(i)(E) := lim
←−
H2(GS(E
′),Zp(i)), celui-ci ayant un comportement ga-
loisien ide´al. Comme le p-groupe de (p)-classes de E ′ co¨ıncide avec la Zp-
torsion de H2(GS(E
′),Zp(1)), on peut conside´rer que ce point de vue englobe
l’e´tude du p-groupe de (p)-classes. Les me´thodes de la the´orie d’Iwasawa se
heurtent ne´anmoins rapidement a` la difficulte´ suivante : en ge´ne´ral, le groupe
H2(GS(E
′),Zp(1)) n’est pas fini (son quotient Zp-libre s’identifie au module
de Tate du S-groupe de Brauer). On contournera souvent cette difficulte´ en
choisissant un bon i (ie. tel que tous les groupes H2(GS(E
′),Zp(i)) conside´re´s
soient finis, par exemple i ≥ 2, par un the´ore`me de C. Soule´). Le changement
d’objet par rapport a` la the´orie d’Iwasawa classique n’est en fait qu’appa-
rent puisqu’il est possible de changer i au-dessus de la Zp-extension multiple
conside´re´e, de`s que celle-ci contient la Zp-extension cyclotomique.
La ligne conductrice est l’e´tude de la conjecture de Greenberg ge´ne´ralise´e
(voir 2.2.3). Nous proce´dons en deux temps : Dans un premier temps (Cha-
pitres 1 et 2), on e´tablit le lien pre´cis entre (GG) et diffe´rents proble`mes de
capitulation (faible, total, fort...) pour les groupes de cohomologie p-adiques
en degre´ 2. De fac¸on vague, cette premie`re partie correspond a` l’e´tude du
conoyau de l’application de capitulation (voir le chap. 1 pour la de´finition de
HmS )
H2S(F,Zp(i)) → H
2
S(F˜ ,Zp(i))
Γ˜
Ensuite, on entame l’e´tude du proble`me de capitulation lui-meˆme. Nous pro-
posons alors l’affaiblissement suivant de (GG) (voir 2.2.3 et fin du paragraphe
2.2) :
Conjecture 0.0.3 GGf (i) (conj. 4.2.10) : Le noyau de l’application de ca-
pitulation ci-dessus est non trivial.
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L’approche propose´e consiste en l’e´tude d’un certain cup-produit. Nous ob-
tiendrons le re´sultat positif suivant (cor. 4.2.23) :
The´ore`me 0.0.4 Soit F un corps de nombres contenant µp. On suppose que
F ve´rifie la conjecture de Leopoldt. Si F contient un corps quadratique ima-
ginaire k dans lequel (p) se de´compose, alors F ve´rifie la conjecture GGf (i)
pour i ≥ 2.
Au passage, les me´thodes de´veloppe´es pour obtenir ce re´sultat permettent
de donner de nouvelles preuves d’un certain nombre de re´sultats classiques
de la the´orie d’Iwasawa cyclotomique, et de les e´tendre facilement aux Zp-
extensions quelconques.
Le plan est le suivant. Les notations qui ne sont pas explique´es ici le se-
ront dans la section intitule´e “Notations”.
- Chapitre 1 : L’objectif poursuivi dans ce chapitre est une reformulation
uniforme d’un certain nombre de re´sultats classiques. Lorsque cela semble
inte´ressant, on redonnera une preuve cohomologique. La section intitule´e
“The´orie d’Iwasawa” ne comporte que des re´sultats plus ou moins bien
connus, elle sera comple´te´e tout au long de la the`se, dans les sections inti-
tule´es “The´orie d’Iwasawa : suite”. Tout en s’inscrivant dans la ligne conduc-
trice de´crite ci-dessus, ces dernie`res pre´sentent de nouveaux re´sultats, tantoˆt
pre´liminaires, tantoˆt corollaires a` l’e´tude en cours. Nous supposerons connus
les re´sultats de la the´orie du corps de classes, la dualite´ globale de Poitou-
Tate, ainsi que le formalisme usuel de l’alge`bre homologique.
- Chapitre 2 : On pre´sente d’abord deux re´sultats concernant la structure des
Λ-modules (Λ = Zp[[T1, ..., Ts]]). Le premier consiste en une caracte´risation
asymptotique du rang et permet de montrer l’e´quivalence entre (GG) et la
trivialite´ du groupe H2S(F˜ ,Zp(i)). Comme conse´quence, on obtient que si la
conjecture (GG) est vraie pour F , alors elle l’est automatiquement pour toute
sous-extension finie F ′/F de F˜ /F . Le second, inspire´ des techniques de [Mi1],
e´tablit un crite`re pour la pseudo-nullite´ d’un module dont les co¨ınvariants
sont finis. On montre ainsi l’e´quivalence entre (GG) et la capitulation de
H2S(F,Zp(i)) dans une Zp-extension simple (capitulation forte). Dans la sec-
tion 2.3 on re´interpre`te la strate´gie de [MC] pour montrer que, dans le cas ou`
H2S(F,Zp(i)) est cyclique, la capitulation de ce groupe dans une Zp-extension
multiple (capitulation totale) est une condition suffisante pour (GG).
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- Chapitre 3 : On entreprend une e´tude du cup-produit
ci,0 : H
1
S(F,Zp(i))⊗H
1
S(F,Zp) → H
2
S(F,Zp(i))
par monte´e et descente. Le but de cette e´tude - e´tablir un lien avec le proble`me
de capitulation - ne sera atteint qu’au chapitre suivant. On se contente ici de
mener cette e´tude pour elle-meˆme et d’en tirer des conse´quences inte´ressantes.
On e´tablit notamment un isomorphisme fonctoriel entre le quotient de
H1S(F,Zp(i)) par le sous-groupe des normes universelles d’une Zp-extension
F∞/F d’une part et les points fixes du module X
(i)(F∞) d’autre part. Cet
isomorphisme est pre´sent dans [Ku], dans le cas classique (i = 1), lorsque
F∞/F est l’extension cyclotomique ; il y est obtenu en comparant la the´orie
du corps de classes avec la the´orie de Kummer. Ici c’est l’e´tude du cup-produit
qui se substitue a` cette comparaison et permet la ge´ne´ralisation, pour tout
i, a` toute Zp-extension. De meˆme, on ge´ne´ralise la suite exacte de Sinnott.
Il est bien connu que dans la Zp-extension cyclotomique F c/F , le sous-
module fini maximal de X ′(F c) mesure le de´faut de liberte´ du quotient sans
Λ-torsion de X (F c). Graˆce a` une ame´lioration des re´sultats de C. Greither
concernant la structure des modules attache´s aux normes universelles dans
une Zp-extension, on ge´ne´ralise ce fait a` tout i et a` toute Zp-extension.
- Chapitre 4 : Les re´sultats du chapitre pre´ce´dent permettent d’e´tablir un lien
pre´cis entre cup-produit et capitulation dans une Zp-extension. On en de´duit
alors que l’image du cup-produit ci,0 capitule dans F˜ . Apre`s avoir montre´
que l’approche naturelle du proble`me de capitulation (tenter d’e´tablir un
analogue du the´ore`me de l’ide´al principal dans le corps obtenu en adjoignant
suffisamment de racines de l’unite´ au corps de Hilbert de F ) est voue´e a`
l’e´chec, nous utilisons le re´sultat pre´ce´dent pour montrer que si F ⊃ µp ve´rifie
la conjecture de Leopoldt et posse`de une (p)-place v telle que le symbole
d’Artin (pv, F˜ /F ) soit non trivial (th. 4.2.16), alors F ve´rifie, pour i ≥ 2,
la conjecture GGf (i) propose´e au chapitre 2. Malheureusement, l’hypothe`se
concernant le symbole d’Artin semble tre`s difficile a` ve´rifier en ge´ne´ral. Nous
obtenons ne´anmoins un re´sultat positif (cf 4.2.23), en nous restreignant a` la
famille des corps contenant un corps quadratique imaginaire (p)-de´compose´.
Le travail effectue´ durant cette the`se a donne´ lieu a` deux publications
([NV] et [V]) dont le contenu a e´te´ librement modifie´ et reporte´ dans le
pre´sent texte.
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Notations
Sauf indication contraire, on adoptera les notations suivantes :
p 6= 2 un nombre premier fixe´.
µp le groupe des racines p
iemes de l’unite´.
Qalg une cloˆture alge´brique fixe´e.
F un sous-corps de Qalg, de degre´ fini sur Q ; on dira un corps de nombres.
GF = G(Qalg/F ) le groupe de Galois absolu de F .
v une place, c’est-a`-dire un plongement de Qalg dans un corps complet.
Fv le comple´te´ de F en v.
S l’ensemble des (p)-places (ie. des plongements dans Cp).
S(F ) un ensemble maximal de (p)-places dont les restrictions a` F sont toutes
distinctes.
s(F ) le cardinal de S(F ).
FS/F l’extension non ramifie´e hors de S (on dit S-ramifie´e) maximale.
E/F sera toujours une sous-extension de FS/F , le plus souvent une Zp-
extension multiple, de groupe Γ ≃ Zps, d’alge`bre de groupe comple`te Λ =
Zp[[Γ]] ≃ Zp[[T1, ..., Ts]].
E ′/F parcourt les sous-extensions finies de E/F .
F∞/F , une Zp-extension de groupe Γ ≃ Zp, d’alge`bre de groupe comple`te
Λ = Zp[[Γ]]. Fn/F son e´tage de degre´ pn, Γn = G(F∞/Fn), Gn = G(Fn/F ).
F c/F , la Zp-extension cyclotomique de F , Γ, Λ, Fn, Γn, Gn, comme ci-dessus
avec F∞ = F
c.
F˜ /F le compose´ de toutes les Zp-extensions de F , Γ˜ = G(F˜ /F ), Λ˜ = Zp[[Γ˜]].
GS = G(FS/F ), GS(E) = G(FS/E).
GˆS(E) le pro-p-comple´te´ de GS(E), GˆS = GˆS(F ).
IGˆS l’ide´al d’augmentation de l’alge`bre de groupe comple`te Zp[[GˆS]].
GFv le groupe de Galois absolu de Fv.
HmS (E,Zp(i)) = lim
−→
Hm(GS(E
′),Zp(i)).
Hm(Ev,Zp(i)) = lim
−→
Hm(E ′v,Zp(i)).
Ker2S(E,Zp(i)) le noyau de la localisation.
Hq(E, •) (resp. H
S
q (E, •), Hq(Ev, •)) l’homologie profinie du groupe GE (resp.
GS(E), GEv).
Eq(•) = EqΛ(•) = Ext
q
Λ(•,Λ).
Cl(E), le groupe des classes d’ide´aux de F .
A(E) = Cl(E)⊗ Zp.
X(E) = lim
←−
A(E ′).
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Cl′(E) le groupe des classes d’ide´aux de E a` support hors de S.
A′(E) = Cl′(E)⊗ Zp.
X ′(E) = lim
←−
A′(E ′).
X (E) = GˆS(E)
ab = HS1 (E,Zp).
Y (E) = HS0 (E, IGˆS).
O′E = OE[
1
p
] Les S-entiers de E.
ES(E) = O
′×
E les S-unite´s de E.
ES = ES(FS).
A(i)(E) = H2S(E,Zp(i))
WA(i)(E) = Ker2S(E,Zp(i))
W (i)(E) = A(i)(E)/WA(i)(E)
X(i)(E) = lim
←−
H2S(E
′,Zp(i)).
WX(i)(E) = lim
←−
Ker2S(E
′,Zp(i)).
W
(i)
(E) = X(i)(E)/WX(i)(E).
X (−i)(E) = HS1 (E,Zp(−i)).
Y (−i)(E) = HS0 (E, IGˆS(−i)) si F contient µp.
tΛM la torsion du Λ-module M .
fΛM = M/tΛM .
M [p], M/p la p-torsion, resp. le p-quotient du groupe M .
rgΛ le rang du Λ-module M .
rgpM le p-rang du Z/p-module M/p.
M0 le sous-module pseudo-nul maximal du Λ-module M .
M∨ = Hom(M,Qp/Zp) le dual de Pontryagin du Zp-module M . M∨ est muni
de la topologie de la convergence compacte. Si M est un G-module (ou Λ-
module) a` gauche, alors M∨ aussi, via l’action habituelle g.x(m) = x(g−1m).
IndHG (M) = ContH(G,M) : pour un H-module discret M , H < G, c’est
le G-module des applications continues de G dans M ve´rifiant x(hg) =
hx(g), ∀h ∈ H. L’action de G est donne´e par g.x(g′) = x(g′g). C’est l’in-
duction discre`te.
Λ = Zp[[Γ]], l’alge`bre d’Iwasawa d’une Zp-extension, multiple E/F de rang
s, ou simple (ie. s = 1) F∞/F (e´ventuellement F∞ = F
c).
s = rgZpΓ le Zp-rang de l’extension E/F .
d(E) = rgpH
1
S(E,Z/p), r(E) = rgpH
2
S(E,Z/p) les nombres de ge´ne´rateurs
et de relations de GS(E). d = d(F ), r = r(F ).
λ(M), µ(M) les invariants d’Iwasawa du Λ-module M , lorsque s = 1.
r1(E), r2(E) le nombres de places re´elles, resp. complexes, de E. r1 = r1(F ),
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r2 = r2(F ).
≃ isomorphisme non canonique, ou non fonctoriel, ou ne respectant pas les
structures.
= isomorphisme canonique, fonctoriel, respectant les structures. Petite ex-
ception : on note WA(0)(E) = A′(E) et H1S(E,Zp(1)) = ES(E) ⊗ Zp alors
que ces deux isomorphismes sont fonctoriels mais de´pendent du choix d’un
ge´ne´rateur de lim
←−
µpn .
≈ pseudo-isomorphisme, ie. morphisme de Λ-modules dont le noyau et le
conoyau sont pseudo-nuls.
Par module, on entendra, selon le contexte, GS-module ou Λ-module.
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Chapitre 1
The´orie d’Iwasawa des groupes
de cohomologie p-adique
L’objet central de ce travail est l’e´tude de certains groupes de cohomologie
p-adique. Nous commenc¸ons par quelques rappels.
1.1 De´finitions et proprie´te´s fondamentales
Soit F un corps de nombres, S l’ensemble des places au-dessus de (p).
Soit GS le groupe de Galois de l’extension non ramifie´e hors de S (on dira
S-ramifie´e) maximale FS/F . La lettre E de´signera toujours une extension
alge´brique, S-ramifie´e de F , et GS(E) le sous-groupe de GS lui correspondant
par la the´orie de Galois. On laissera re´gulie`rement E ′/F parcourir les sous-
extensions finies de E/F
De´finition 1.1.1 Soit E/F une extension (alge´brique) S-ramifie´e, et M un
Zp-module topologique muni d’un action continue de GS. On pose alors
HmS (E,M) = lim
−→
Hm(GS(E
′),M)
ou` E ′/F parcourt les sous-extensions finies de E/F . Le groupe de cohomolo-
gie Hm(GS(E),M) est ici de´fini par cochaines continues.
Si v est une (p)-place, on note Ev = ∪E
′
v, ou` E
′
v est le comple´te´ en v du
corps de nombres E ′, et l’on de´finit de meˆme
Hm(Ev,M) = lim
−→
Hm(GE′v ,M)
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Remarque 1.1.2 On a HmS (E,M) = H
m(GS(E),M) dans les cas suivants :
- Lorsque E/F est finie (cohomologie p-adique habituelle, cf [Ta]).
- Lorsque M est discret (cohomologie galoisienne).
Notons aussi que H0S(E,Zp(i)) = 0 si i 6= 0, meˆme si E contient µp∞. Ici
on note Zp(i) le ieme tordu “a` la Tate” du module galoisien Zp (avec action
triviale).
Comme pour les groupes de cohomologie habituels, on dispose pourHq(E,M)
d’une suite exacte longue de cohomologie (sous certaines conditions, cf [Ta]),
de morphismes de restriction et corestriction, et d’une suite spectrale (de´duite
de la suite spectrale des extensions de groupes en cohomologie galoisienne en
passant d’abord a` la limite projective sur les coefficients, puis a` la limite
inductive sur les E ′) :
Ep,q2 = H
p(E/F,HqS(E,M)) ⇒ H
p+q
S (F,M) = E
p+q
lorsque M est de Zp-type fini.
Commenc¸ons par rappeler la (fin de la) suite exacte longue de Poitou-
Tate. Il sera souvent commode d’utiliser l’homologie a` coefficients profinis.
Si M est un module profini muni d’une action galoisienne continue, on no-
tera HSm(E,M) = Hm(GS(E),M) (resp. Hm(Ev,M) = Hm(GEv ,M)). No-
tant •∨ la dualite´ de Pontryagin, on peut prendre l’isomorphisme canonique
Hm(GS(E),M) = H
m(GS(E),M
∨)∨ pour de´finition.
Proposition 1.1.3 Soit E/F une extension finie, galoisienne et S-ramifie´e.
Alors on a une suite exacte canonique de GS-modules
Ker2S(F,Zp(i)) →֒ H
2
S(F,Zp(i)) −→ ⊕
v∈S(F )
Zp[G(E/F )] ⊗
Zp[G(E/F )v ]
H0(Ev,Zp(i− 1))
։ HS0 (E,Zp(i− 1))
ou` le noyau de localisation Ker2S(F,Zp(i)) est de´fini comme le noyau de la
seconde fle`che.
Pour la suite, il convient de donner une de´finition GS-e´quivariante des mor-
phismes intervenant dans cette suite exacte. Soit M un Zp[GS]-module fini
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et v une (p)-place de F dont on fixe de´finitivement un prolongement a` FS.
Le morphisme canonique de GS-modules
M → Ind(GS)vGS M
induit
HqS(E,M) → Ind
G(E/F )v
G(E/F ) H
q(GS(E)v,M)
En composant avec l’inflation de GS(E)v a` GEv , on obtient l’homomorphisme
de localisation
HqS(E,M) → Ind
G(E/F )v
G(E/F ) H
q(Ev,M)
dont on notera le noyau KerqS(E,M). Ensuite, la dualite´ locale donne
Hq(Ev,M) = H
2−q(Ev, Hom(M,µp∞))
∨ = H2−q(Ev,M(−1))
et, comme G(E/F ) est fini on obtient
Ind
G(E/F )v
G(E/F ) H
q(Ev,M) = Zp[G(E/F )]⊗Zp[G(E/F )v] H2−q(Ev,M(−1))
Enfin il y un morphisme naturel de GS-modules
Zp[G(E/F )]⊗Zp[G(E/F )v] H2−q(Ev,M(−1)) → H
S
2−q(E,M(−1))
Re´capitulons. On a construit une suite de GS-modules :
HqS(E,M) → ⊕
v∈S(F )
Zp[G(E/F )] ⊗
Zp[G(E/F )v]
H2−q(Ev,M(−1)) → H
S
2−q(E,M(−1))
Soit q = 2 et M = Z/pk(i), on obtient les morphismes de la suite exacte an-
nonce´e en passant a` la limite projective sur k. Pour la preuve de l’exactitude
au deux derniers termes, on renvoie a` [Sch].
¤
Remarque 1.1.4 Pour i = 1, la suite exacte de localisation de la proposition
pre´ce´dente peut s’e´crire
0 −→ Cl′(F )⊗ Zp −→ H2S(F,Zp(1)) −→ ⊕
v∈S(F )
Zp −→ Zp −→ 0
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Proposition 1.1.5 Soit E/F une extension galoisienne finie, S-ramifie´e,
de groupe G. Pour tout i ∈ Z, la co-restriction induit un isomorphisme fonc-
toriel :
H2S(E,Zp(i))G = H
2
S(F,Zp(i))
et la restriction induit pour tout i 6= 0 un isomorphisme
H1S(F,Zp(i)) = H
1
S(E,Zp(i))
G
Preuve : Ces deux re´sultats sont bien connus. Le premier re´sulte de l’existence
d’un module dualisant en dimension 2 pour GS (cf. [Se2]). Pour obtenir
le second, il suffit d’examiner la suite spectrale de l’extension de groupes
GS(E) →֒ GS ։ G a` coefficients dans Zp(i) (cf. [J2] pour les suites spectrales
continues) en remarquant que Zp(i)GS(E) = 0 pour i 6= 0.
¤
De´finition 1.1.6 Soit E/F une extension S-ramifie´e galoisienne de groupe
G. La restriction de´finit un homomorphisme
H2S(F,Zp(i)) → H
2
S(E,Zp(i))
G
On l’appellera l’homomorphisme de capitulation et l’on notera cap(i)(E/F )
(resp. cocap(i)(E/F )) son noyau (resp. son conoyau).
Proposition 1.1.7 (cf. [Ka]) On conserve les notations de la de´finition ci-
dessus. Pour i 6= 0, on a des isomorphismes canoniques :
cap(i)(E/F ) = H1(G,H1S(E,Zp(i)))
cocap(i)(E/F ) = H2(G,H1S(E,Zp(i)))
Hq(G,H2S(E,Zp(i))) = H
q+2(G,H1S(E,Zp(i))) ∀q ≥ 1
Si G est fini, on a de plus Hˆ0(G,H2S(E,Zp(i))) = H
2(G,H1S(E,Zp(i))).
Preuve : On conside`re d’abord le cas ou` G est fini. Un examen attentif de
la suite spectrale de l’extension de groupes GS(E) →֒ GS ։ G a` coeffi-
cients dans Zp(i) permet de montrer les trois premie`res e´galite´s sans diffi-
culte´, compte tenu de cdpGS ≤ 2. Pour la dernie`re, il faut tenir compte de la
surjectivite´ de
cor : H2S(E,Zp(i)) → H
2
S(F,Zp(i))
Si maintenant G est profini, il suffit de passer a` la limite inductive.
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¤Remarque 1.1.8 Le groupe cap(i)(E/F ) est un sous-module de torsion du
Zp-module de type fini H2(F,Zp(i)). Il est donc fini.
Remarque 1.1.9 Pour i = 1, la the´orie de Kummer identifie H1S(E,Zp(1))
avec ES(E) ⊗ Zp, on retrouve donc l’isomorphisme de la the´orie du corps
de classes : H1(G,ES(E)) s’identifie au sous-groupe de Cl
′(F ) constitue´ des
classes d’ide´aux qui deviennent principales dans E.
De´finition 1.1.10 On dira que i est F -bon si H2S(F,Qp/Zp(i)) = 0. On dira
encore que i est E/F -bon si i-est E ′-bon pour toute sous-extension finie E ′/F
de E/F .
Remarque 1.1.11 Si E/F est finie, on montre facilement que l’hypothe`se
“i est E-bon” e´quivaut a` la finitude de H2S(E,Zp(i)).
On discutera plus loin (1.2.6 et 1.2.39) la signification de l’hypothe`se “i
est bon” en fonction de diffe´rents modules d’Iwasawa. Notons de´ja` que que 1
est F -bon si et seulement si F ne posse`de qu’une seule (p)-place. L’hypothe`se
“0 est F -bon”, quant a` elle, e´quivaut a` la conjecture de Leopoldt pour F . En
fait l’hypothe`se “i est F -bon” est sujette a` la conjecture suivante :
Conjecture 1.1.12 (cf [Sch] p. 192) Tout i 6= 1 est F -bon.
Remarque 1.1.13 Si E ⊂ F c, alors tout i ∈ Z est E-bon. C’est la conjec-
ture de Leopoldt faible (cf [N2], th 2.2). Cela tient a` la nullite´ du groupe de
Brauer H2(F (µp∞),Qp/Zp(1)).
Nous utiliserons souvent le re´sultat profond suivant, duˆ a` Soule´.
The´ore`me 1.1.14 ([Sou], th.5) Si i ≥ 2, alors i est bon pour tous les corps
de nombres.
En fait la preuve du the´ore`me 1.1.14 est lie´e a` l’e´tude de la conjecture sui-
vante, qui propose une interpre´tation des groupes HmS (F,Zp(i)).
Conjecture 1.1.15 (Quillen) Pour i ≥ 2 et m = 1, 2, il existe des isomor-
phismes
chi,m : K2i−mO
′
F ⊗ Zp
∼
→HmS (F,Zp(i))
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Dwyer et Friedlander ont obtenu, via la K-the´orie e´tale, l’existence et la
surjectivite´ des caracte`res de Chern p-adiques chi,m. Par ailleurs, la conjecture
de Bloch-Kato (qui implique celle de Quillen) a e´te´ de´montre´e par Voevodsky
(conjecture de Milnor) pour p = 2 et semble maintenant de´montre´e aussi pour
p 6= 2, graˆce aux travaux de Rost et Voevodsky.
Remarque 1.1.16 Si la conjecture de Quillen est vraie, alors l’isomorphisme
en question K2i−mO
′
E ⊗ Zp = H
m
S (E,Zp(i)) tient encore pour E/F infinie.
1.2 The´orie d’Iwasawa
Nous rassemblons ici quelques faits de la the´orie d’Iwasawa. Les re´fe´rences
(directes ou indirectes) pour cette section sont nombreuses. Citons [I1], [Ta],
[Sch], [N1], [N2], [N3], [J1].
1.2.1 Les modules X(i)
Afin d’alle´ger les notations, on pose A(F ) = Cl(F ) ⊗ Zp et A′(F ) =
Cl′(F ) ⊗ Zp. La the´orie du corps de classes donne l’interpre´tation suivante
de ces groupes : A(F ) (resp. A′(F )) s’identifie au groupe de Galois X(F )
de la p-extension abe´lienne non ramifie´e (resp. au groupe de Galois X ′(F )
de la p-extension abe´lienne S-ramifie´e, totalement de´compose´e aux places
de S - on dira S-de´compose´e) maximale de F . Si l’on remplace F par une
extension alge´brique infinie, disons S-ramifie´e, E/F , la the´orie du corps de
classes n’est plus valable au-dessus de E, si bien qu’il convient de de´finir
se´pare´ment A(E) = Cl(E) ⊗ Zp (resp. A′(E) = Cl′(E) ⊗ Zp), d’une part, et
X(E) = G(HE/E) (resp. X
′(E) = G(H ′E/E)) ou` HE/E (resp. H
′
E/E) est
la pro-p-extension abe´lienne non ramifie´e (resp. S-ramifie´e, S-de´compose´e)
maximale, d’autre part. On appellera souvent HE (resp. H
′
E) le corps de
Hilbert (resp. le (p)-corps de Hilbert) de E.
On a alors les identifications suivantes : D’une part
A(E) = lim
−→
A(E ′) = lim
−→
X(E ′)
A′(E) = lim
−→
A′(E ′) = lim
−→
X ′(E ′)
la limite inductive e´tant prise sur les sous-extensions finies E ′/F de E/F ,
suivant l’extension des ide´aux pour le foncteur A (resp. A′), et le transfert
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pour le foncteur X (resp. X ′). D’autre part
X(E) = lim
←−
A(E ′) = lim
←−
X(E ′)
X ′(E) = lim
←−
A′(E ′) = lim
←−
X ′(E ′)
suivant la norme pour le foncteur A (resp. A′) et la restriction de groupes de
Galois pour le foncteur X (resp. X ′).
Si maintenant E/F est une Zp-extension multiple, disons de groupe Γ ≃
Zps et d’alge`bre de groupe comple`te Λ = Zp[[Γ]] ≃ Zp[[T1, ..., Ts]], X(E)
et X ′(E) sont naturellement munis d’une structure de Λ-module noethe´rien
(compact), tandis que A(E) et A′(E) sont des Λ-modules discrets. L’un des
objets de la the´orie d’Iwasawa est l’e´tude de la structure de ces Λ-modules,
en vue d’une description asymptotique des groupes A(E ′). Il est naturel de
ge´ne´raliser ces de´finitions de la manie`re suivante :
De´finition 1.2.1 Soit i ∈ Z, on pose
A(i)(E) = H2S(E,Zp(i))
WA(i)(E) = Ker2S(E,Zp(i)) := lim
−→
Ker2S(E
′,Zp(i))
X(i)(E) = lim
←−
H2S(E
′,Zp(i))
WX(i)(E) = lim
←−
Ker2S(E
′,Zp(i))
Les limites inductives (resp. projectives) e´tant prises par rapport aux mor-
phismes de restriction (resp. corestriction).
Proposition 1.2.2 Notons Λv = Zp[[Γv]], on a une suite exacte de Λ-modules :
WX(i)(E) →֒ X(i)(E) −→ ⊕
v∈S(F )
Λ ⊗
Λv
H0(Ev,Zp(i− 1)) ։ HS0 (E,Zp(i− 1))
Si i 6= 1, on a :
WA(i)(E) →֒ A(i)(E) −→ ⊕
v∈Slc(E/F )
IndΓvΓ H
0(Ev,Qp/Zp(i− 1))
։ H0S(E,Qp/Zp(i− 1))
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ou` Slc(E/F ) de´signe l’ensemble des places pour lesquelles on a Ev ⊂ F
c
v .
Pour i = 1, on a
WA(1)(E) = tZpA
(1)(E)
Preuve : Il s’agit simplement de faire passer la suite exacte 1.1.3 a` la li-
mite projective (resp. inductive) en faisant attention aux morphismes de
connexion.
¤
Remarque 1.2.3 La fonctorialite´ de la premie`re suite exacte en E est par-
faitement naturelle. Les notations sont moins heureuses pour la seconde : il
faudrait, pour bien rendre compte de la fonctorialite´ en E, e´crire
lim
−→
Zp[G(E ′/F )] ⊗
Zp[G(E′/F )v]
H0(E
′
v,Zp(i− 1))
en laissant E ′/F parcourir les sous-extensions finies de E/F , en lieu et place
de IndΓvΓ H
0(Ev,Qp/Zp(i − 1)). Remarquons que pour i = 1, on obtient un
Qp-espace vectoriel. Afin de ne pas alourdir les notations, nous conserverons
ne´anmoins cette notation trompeuse pour i 6= 1.
On notera parfois W
(i)
(E) et W (i)(E) les modules de´finis par les suites
exactes
0 −→ WX(i)(E) −−−→ X(i)(E) −−−→ W
(i)
(E) −→ 0
0 −→ WA(i)(E) −−−→ A(i)(E) −−−→ W (i)(E) −→ 0
Proposition 1.2.4 La co-descente des modules X(i) est parfaite :
X(i)(E)Γ = H
2
S(F,Zp(i))
Preuve : Ici encore on fait passer la proposition 1.1.5 a` la limite projective.
¤
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Remarque 1.2.5 Lorsque E contient la Zp-extension cyclotomique de F ,
on a, pour i = j mod [F (µp) : F ], X
(j)(E) = X(i)(E)(j − i) et WX(j)(E) =
WX(i)(E)(j−i). En particulier WX(i)(E) = X ′(i−1) pour i = 1mod [F (µp) :
F ]. Aussi, en prenant les co¨ınvariants de la premie`re suite exacte ci-dessus,
on voit que pour i = 1mod [F (µp) : F ], i 6= 1, on a Ker
2
S(F,Zp(i)) =
X ′(F c)(i− 1)Γ.
Proposition 1.2.6 Soit F∞/F une Zp-extension de groupe Γ, d’alge`bre d’Iwa-
sawa Λ. Les assertions suivantes sont e´quivalentes :
(i) i est F -bon.
(ii) X(i)(F∞)
Γ est fini.
(iii) H2S(F,Qp/Zp(i)) = 0.
(iv) HS2 (F,Zp(−i)) = 0.
Preuve : L’e´quivalence de (i) et (ii) est, compte tenu de 1.2.4, une conse´quence
imme´diate de la classification des Λ-modules. L’e´quivalence de (iii) et (iv)
est imme´diate, et celle de (i) et (iii) se lit sur la suite exacte suivante (cf [Ta]
prop. 2.3, ou [Sch] Satz 3) :
0 −→ fZpH
2
S(F,Zp(i)) −→ H
2
S(F,Qp(i)) −→ H
2
S(F,Qp/Zp(i)) −→ 0
puisque H2S(F,Zp(i)) est a priori un Zp-module de type fini.
¤
Remarque 1.2.7 Soit F c/F la Zp-extension cyclotomique. Les i ∈ Z qui
ne sont pas F c/F -bons sont en nombre fini. En effet, si f est un polynoˆme
de Weierstrass, et si pµf engendre l’ide´al caracte´ristique de X(i)(F c), alors
i est Fn-bon si et seulement si les polynoˆmes f et ω
(i)
n := ((1 + p)i(T +
1))p
n
− 1 sont e´trangers. Maintenant, il est facile de voir que pgcd(f, ω(i)n ) =
pgcd(f, ω
(i)
m ) pour pn > pm ≥ deg f ; comme les ω
(i)
n , i ∈ Z, sont deux a` deux
e´trangers, c’est que seuls un nombre fini d’entre eux posse`dent d’e´ventuels
facteurs communs avec f .
19
Proposition 1.2.8 Soit F∞/F une Zp-extension, et supposons que i soit
F∞/F -bon. Dans ce cas, il existe une suite exacte naturelle
0 −→ (X(i)(F∞)
0)Γ −→ H
2
S(F,Zp(i)) −→ H
2
S(F∞,Zp(i))
Γ −→ 0
En d’autres termes, cap(i)(F∞/F ) = (X
(i)(F∞)
0)Γ et cocap
(i)(F∞/F ) = 0
Preuve : Notons C = X(i)(F∞)/X
(i)(F∞)
0, γ un ge´ne´rateur de Γ, ωn =
γp
n
− 1, et νn =
ωn
γ−1
. Comme i est F∞/F -bon et que C ne posse`de pas de
sous-module fini non trivial, on a, pour n ≥ 0, un diagramme commutatif
aux lignes exactes
0 −→ (X(i)(F∞)
0)Γ −−−→ X
(i)(F∞)Γ −−−→ CΓ −→ 0
νn
y νn
y νn
y
0 −→ ((X(i)(F∞)
0)Γn)
Gn −−−→ (X(i)(F∞)Γn)
Gn −−−→ (CΓn)
Gn
Il est clair que la premie`re fle`che verticale est triviale pour n >> 0. Montrons
maintenant que la dernie`re fle`che verticale est un isomorphisme. Comme
son noyau et son conoyau sont respectivement Hˆ−1(Gn, CΓn) et Hˆ
0(Gn, CΓn)
et que le Gn-quotient de Herbrand de CΓn est trivial (car CΓn est fini), il
suffit de montrer l’injectivite´. Soit donc x ∈ C tel que νnx = ωny, on a
alors νn(x − (γ − 1)y) = 0, mais C ne contient aucun e´le´ment non trivial
tue´ par νn, puisque C
Γn = 0 ; c’est donc que x = (γ − 1)y, et cela montre
l’injectivite´ souhaite´e. On obtient le re´sultat en faisant passer la seconde ligne
du diagramme a` la limite inductive sur n, puisque lim
−→
(X(i)(F∞)
0)Γn = 0.
¤
Gross et Sinnott
Le twist i = 1 est exceptionnel en ceci que qu’il n’est pas bon en ge´ne´ral.
C’est la conjecture de Gross qui remplace alors la conjecture 1.1.12. Com-
menc¸ons par rappeler la suite exacte de Sinnott :
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Proposition 1.2.9 ([FGS] prop. 6.5 et [Ko] §1) Soit E/F une extension
galoisienne, S-ramifie´e, de groupe G. Notons Γ (resp. Γv) le groupe de Galois
de l’extension cyclotomique Ec/E (resp. son groupe de de´composition en v).
On a une suite exacte canonique de GS-modules :
N (1)loc (E) →֒ ES(E)⊗ Zp −→ ⊕˜
v∈S(F )
Zp[G(Ec/F )/G(Ec/F )v]
−→ X ′(Ec)Γ −→ A
′(E)
ou` l’on a, comme toujours, fixe´ un prolongement de v ∈ S(F ). Le symbole ⊕˜
signifie que l’on prend le noyau de la forme line´aire naturelle
⊕Zp[G(Ec/F )/G(Ec/F )v] → Zp
et N (1)loc (E) de´signe le sous-groupe des e´le´ments de ES(E)⊗Zp qui sont loca-
lement des normes universelles dans l’extension Ec/E.
Preuve : Par inflation-restriction dans Ec/E, on a un diagramme commutatif
aux lignes exactes
H1(Γ) →֒ H1S(E) ։ H
1
S(E
c)Γ
y
y
y
⊕
v∈S(F )
IndGvG H
1(Γv) →֒ ⊕
v∈S(F )
IndGvG H
1(Ev) ։ ⊕
v∈S(F )
IndGvG H
1(Ecv)
Γv
dans lequel tous les groupes de cohomologie sont a` coefficients dans Qp/Zp.
Comme le conoyau de la seconde fle`che verticale s’injecte dansH1S(E,Zp(1))
∨ =
ES(E) ⊗ Zp∨ par dualite´ de Poitou-Tate, le lemme du serpent donne, apre`s
dualite´ de Pontryagin, la suite exacte suivante :
ES(E)⊗ Zp −→ ⊕˜
v∈S(F )
Zp[G(Ec/F )/G(Ec/F )v] −→ X ′(Ec)Γ −→ A′(E)
21
Reste a` de´terminer le noyau de la premie`re fle`che. Rappelons qu’elle est
de´finie sur chaque composante locale par la composition des morphismes
suivants :
H1S(E,Zp(1))
locv→ H1(Ev,Zp(1))
∪
→ Hom(H1(Ev,Qp/Zp),H2(Ev,Qp/Zp(1)))
invE→ GabEv → Γv
ou` locv est l’homomorphisme de localisation, ∪ : x 7→ (x∪ : y 7→ x∪ y) est le
cup-produit et invE est l’isomorphisme induit par l’isomorphisme invariant de
la the´orie du corps de classes local :H2(Ev,Qp/Zp(1))
invE→ Qp/Zp. Maintenant
l’homomorphisme compose´
Hom(H1(Ev,Qp/Zp),H2(Ev,Qp/Zp(1)))
invE→ GabEv → Γv
co¨ıncide avec la composition suivante :
Hom(H1(Ev,Qp/Zp),H2(Ev,Qp/Zp(1)))
inf∨ ◦ invE→ Hom(H1(Γv,Qp/Zp),Qp/Zp) → Γv
Mais il est bien connu (cf. remarque ci-dessous) que l’orthogonal dans
H1(Ev,Zp(1)) = Ê×v , du sous-groupe H
1(Γv,Qp/Zp) de H1(Ev,Qp/Zp), pour
le cup-produit
H1(Ev,Zp(1))⊗H1(Ev,Qp/Zp)
∪
→H2(Ev,Qp/Zp(1)) = Qp/Zp
est le sous-groupe de Ê×v constitue´ de normes universelles dans l’extension
Ecv/Ev, est cela termine la preuve.
¤
Remarque 1.2.10 Nous reviendrons sur ces questions de cup-produit et de
normes universelles dans un cadre plus ge´ne´ral (cf. section 3.2.1). Indiquons
ne´anmoins comment on de´duit la proprie´te´ d’orthogonalite´ invoque´e ci-dessus
de la non-de´ge´ne´rescence du symbole de Hilbert. D’abord, un argument facile
de descente galoisienne montre qu’il n’est pas restrictif de supposer µp ⊂
Ev. Notons alors (Ev)n le n
eme e´tage de la tour cyclotomique Ecv/Ev. Il est
commode d’exprimer la formule cor(b∪res a) = (corb)∪a par le “diagramme”
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suivant, dont on dira qu’il est commutatif.
H1((Ev)n,Zp(1)) ⊗ H1((Ev)n,Qp/Zp)
∪
−→ H2((Ev)n,Qp/Zp(1))
cor
y res
x cor
y
H1(Ev,Zp(1)) ⊗ H1(Ev,Qp/Zp)
∪
−→ H2(Ev,Qp/Zp(1))
On en de´duit facilement l’orthogonalite´ du sous-groupe Nv des normes uni-
verselles de Ê×v = H
1(Ev,Zp(1)) dans l’extension Ecv/Ev avec le sous-groupe
H1(Ecv/Ev,Qp/Zp) de H
1(Ev,Qp/Zp). Reste a` montrer que l’homomorphisme
H1(Ev,Zp(1))/Nv → Hom(H1(Ecv/Ev,Qp/Zp),H
2(Ev,Qp/Zp)) = Γv
est injectif. Par le corps de classes local, le groupe de de´part de cet homomor-
phisme n’est autre que Γv, et il suffit donc de montrer que l’homomorphisme
en question n’est pas trivial. Dans le “diagramme” commutatif suivant :
H1(Ev,Zp(1)) ⊗ H1(Ev,Qp/Zp)
∪
−→ H2(Ev,Qp/Zp(1))y
x
x
H1(Ev,Z/p(1)) ⊗ H1(Ev,Z/p)
∪
−→ H2(Ev,Z/p(1))
la fle`che verticale a` l’arrive´e est injective. La non de´ge´ne´rescence du symbole
de Hilbert (et donc du cup-produit de la seconde ligne ci-dessus) permet de
conclure.
Remarque 1.2.11 De´ja` ici, il apparaˆıt dans cette preuve que la suite exacte
de Sinnott doit se ge´ne´raliser a` une Zp-extension quelconque, puisque le point
crucial de la preuve, qui est la proprie´te´ d’orthogonalite´ discute´e ci-dessus,
est valable dans n’importe quelle Zp-extension. On renvoie a` 3.2.5 pour une
suite exacte de Sinnott ge´ne´rale.
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Dans [FGS] (voir aussi [Ko]), l’auteur de l’appendice de´finit la fle`che
ES(E)⊗ Zp → ⊕˜
v∈S(F )
Zp[G(Ec/F )/G(Ec/F )v]
par un “logarithme p-adique galoisien”. Le Zp-rang de son image est alors
donne´ par s(F c) − 1 − δF ou` δF = rgZpX
′(F c)Γ. La conjecture suivante est
attribue´e a` Gross et Jaulent [Jau] :
Conjecture 1.2.12 δF = 0.
En fait, compte-tenu de la proposition 1.2.6, on peut re´unir les conjectures
1.1.12 et 1.2.12 dans la suivante :
Conjecture 1.2.13 Soit F un corps de nombres quelconque, alors WX(i)(F c)Γ
est fini pour tout i ∈ Z.
Question 1.2.14 Qu’en est-il des autres Zp-extensions ?
1.2.2 Adjoints
Dans ce paragraphe, Γ est un groupe isomorphe a` Zps, s ≥ 1, et Λ de´signe
son alge`bre de groupe comple`te. Comme dans [J1], on pose, pour un Λ-module
noethe´rien M , E0Λ(M) = HomΛ(M,Λ), et lorsque le contexte ne preˆte pas
a` confusion, on notera simplement E0 = E0Λ. Le Zp-module HomΛ(M,Λ),
comme tous les groupes d’homomorphismes de ce paragraphe, sera muni
de l’action a` droite de Γ suivante : γ.x(m) = x(γm). Nous conside´rons
donc E0 comme un foncteur, contravariant, exact a` gauche, de la cate´gorie
des Λ-modules dans elle-meˆme, puisque Λ est commutatif. On notera aussi
Ek(M) = ExtkΛ(M,Λ). Dans [J1], l’auteur utilise ces foncteurs - ainsi que
d’autres - pour e´tudier les Λ-modules a` isomorphisme pre`s. Sans entrer dans
les de´tails, nous reproduisons ici quelques re´sultats utiles a` notre propos.
Quelques arguments sont emprunte´s au tre`s utile chapitre 3 de [Hi], et on
renvoie a` [Br] pour toutes les questions d’alge`bre homologique.
Le foncteur E1 ge´ne´ralise l’adjoint d’Iwasawa et transforme un Λ-module
de torsion en un Λ-module pseudo-isomorphe. Rappelons qu’un Λ-module est
dit pseudo-nul si tous ses localise´s aux premiers de hauteur 1 sont nuls. On
dit encore qu’un Λ-homomorphisme M → M ′ est un pseudo-isomorphisme
si son noyau et son conoyau sont pseudo-nuls, on note alors M ≈ M ′. Si M
et M ′ sont deux Λ-modules de torsion, l’existence d’un pseudo-isomorphisme
de M vers M ′ e´quivaut a` l’existence d’un pseudo-isomorphisme de M ′ vers
M , et l’on dira simplement que M et M ′ sont pseudo-isomorphes.
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Proposition 1.2.15 Si M est un Λ-module noethe´rien de torsion, alors
E1(M) ≈M
Preuve : Rappelons d’abord que Λ est un anneau noethe´rien inte´gralement
clos, donc de Krull ([B] VII §1.3 cor. to thm.2). Soit Q le corps des fractions
de Λ. Appliquant HomΛ(M, •) a` la suite exacte Λ →֒ Q։ Q/Λ, on obtient
HomΛ(M,Q/Λ) = E
1(M), puisque HomΛ(M,Q) = 0 et Ext
1
Λ(M,Q) = 0.
Soit S = Λ\∪pi ou` p1, ..., pk sont les ide´aux premiers de hauteur 1 du support
de M (ils sont en nombre fini, voir [B], VII, §1.8 th.4 (iii) et VII, §4.4 th 5,
preuve de l’existence). Maintenant S−1Λ est un anneau principal ([B], VII,
§4.4 lem. 2), et S−1E1(M) = HomS−1Λ(S
−1M,Q/S−1Λ) ([B], II §2.7 prop.
19). Le the´ore`me de classification des modules sur un anneau principal fournit
un isomorphisme non canonique entre S−1M et HomS−1Λ(S
−1M,Q/S−1Λ).
En le multipliant par un e´le´ment de S convenable, on obtient un homomor-
phisme M → E1(M) dont le noyau et le conoyau sont pseudo-nuls.
¤
Remarque 1.2.16 Comme Λ est factoriel (en fait Krull suffit), on voit fa-
cilement que Q/Λ, et donc HomΛ(M,Q/Λ), ne posse`dent aucun sous-module
pseudo-nul non trivial. Ainsi, si M est de torsion, le sous-module pseudo-nul
maximal E1(M)0 de E1(M) est trivial.
Un outil tre`s utile pour la description des Λ-modules Ek(M) est l’expres-
sion de E0 comme foncteur compose´ :
E0(M)∨ = lim
−→
MU ⊗Qp/Zp
ou` U parcourt les sous-groupes ouverts de Γ. Le foncteur M Ã lim
−→
MU tran-
forme les Λ-modules projectifs en Λ-modules acycliques pour le foncteur
M Ã M ⊗ Qp/Zp (ΛU = Zp[G/U ] est sans Zp-torsion). Suivant Jannsen,
on observe donc que cette de´composition donne lieu a` une suite spectrale de
Grothendieck de type homologique (cf [Gro] th. 2.4.1) :
E2k,l = Tor
Zp
k (lim
−→
Hl(U,M),Qp/Zp) ⇒ Ek+l(M)∨ = Ek+l
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Proposition 1.2.17 ([J1] th. 2.1) Soit M un Λ-module noethe´rien et k ≥ 1.
Alors il existe une suite exacte canonique de Λ-modules discrets :
0 −→ lim
−→
Hk(U,M)⊗Qp/Zp −→ Ek(M)∨ −→ tZp lim
−→
Hk−1(U,M) −→ 0
ou` U parcourt les sous-groupes ouverts de Γ.
Preuve : Comme E2k,l = 0 pour k 6= 0, 1, les termes de la suite spectrale
ci-dessus se stabilisent de`s le de´but et cela donne le re´sultat.
¤
Remarque 1.2.18 Si s = 1, c’est-a`-dire si Γ ≃ Zp, on retrouve les ad-
joints d’Iwasawa : si H1(Γn,M) = M
Γn est fini pour tout n, alors M ≈
E1(M) = (lim
−→
MΓn)
∨. Comme cdpΓ = 1, on voit aussi que E
2(M)∨ =
tZp lim
−→
H1(Γn,M) = ∪tZpM
Γn est le sous-module fini maximal de M .
Notons qu’Iwasawa munit le dual de Pontryagin de l’action a` gauche
de Γ : γ.x(m) = x(γ−1)m ; pour cette action, il faut alors e´crire M op ≈
(lim
−→
MΓn)
∨, ou` M op est le module de´duit de M en inversant l’action de Γ.
Convention 1.2.19 A l’exception de ce paragraphe consacre´ aux adjoints,
dans lequel tous les groupes d’homomorphismes, y compris les duaux de Pon-
tryagin, sont munis de l’action a` droite de Λ, nous adopterons la convention
suivante : Les Ek seront des modules a` droite, tandis que les duaux
de Pontryagin seront des modules a` gauche.
De´finition 1.2.20 On dit que DM est un transpose´ de M si l’on peut trou-
ver le de´but d’une re´solution projective :
P1 → P0 →M → 0
ve´rifiant
DM ≃ coker(E0(P0) → E
0(P1))
Remarque 1.2.21 Si pdΛM ≤ 1, alors E
1(M) est un transpose´ de M .
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DM n’est pas bien de´fini comme Λ-module, en fait il faudrait voir D comme
un foncteur de la cate´gorie de Λ-modules dans celle des Λ-modules a` homoto-
pie pre`s (cf [J1]). Ne´anmoins, la proposition suivante montre que les modules
E1(DM) et E2(DM) sont bien de´finis et cela nous suffira pour la suite.
Proposition 1.2.22 Soit DM un transpose´ de M , alors on a une suite
exacte naturelle
0 −→ E1(DM) −→ M −→ E0(E0(M)) −→ E2(DM) −→ 0
Preuve : Soit P1 → P0 → M → 0 le de´but d’une re´solution projective
de´finissant DM . De la suite exacte
0 −→ E0(M) −→ E0(P0) −→ E
0(P1) −→ DM −→ 0
on tire la seconde ligne du diagramme commutatif a` lignes exactes suivant :
P1 −→ P0 −→ M −→ 0y
y
y
0 −→ E0(C) −→ E0(E0(P0)) −→ E
0(E0(M)) −→ E2(DM) −→ 0
dans lequel C = Ker(E0(P1) → DM). Comme P0 est projectif de type fini
E0(P0) l’est aussi, et la fle`che de bidualite´ P → E
0(E0(P0)) est bijective.
Une chasse rapide dans le diagramme ci-dessus donne donc une suite exacte
P1 −→ E0(C) −→ M −→ E
0(E0(M)) −→ E2(DM) −→ 0
Mais on ve´rifie sans difficulte´ que la fle`che P1 → E0(C) en question est duale
a` l’inclusion C → E0(P1) par laquelle on a de´fini C, si bien que son conoyau
s’identifie a` E1(DM).
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¤Remarque 1.2.23 le conoyau de l’application de bidualite´ M → E0(E0(M))
est parfois appele´ le de´faut de liberte´ de fΛM . Il est utile de noter que si
pdΛM ≤ 1, alors le sous-module de torsion de M (resp. le de´faut de liberte´
de fΛM) s’identifient canoniquement a` E
1(E1(M)) et E2(E1(M)).
Proposition 1.2.24 Si pdΛM ≤ 1, alors M
0 = 0. On rappelle que M0 est
le sous-module pseudo-nul maximal de M .
Preuve : Soit 0 → P1 → P0 → M → 0 une re´solution projective de M . En
tensorisant la suite exacte suivante par Q
0 −→ E0(M) −→ E0(P0) −→ E
0(P1) −→ E
1(M) −→ 0
on voit que E1(M) est de torsion. Mais alors E1(E1(M)) ne posse`de, d’apre`s
1.2.16, aucun sous-module pseudo-nul non trivial, et cela termine la preuve
puisque tΛM = E
1(E1(M)).
¤
Remarque 1.2.25 Pour s = 1, la re´ciproque est vraie. En effet, 1.2.17
montre que E2(M) = (M0)∨. Si donc M0 = 0, c’est que E2(M) = 0. Mais
comme pdΛM ≤ 2, c’est que E
2(M) ։ Ext2Λ(M,Zp) et Ext
2
Λ(M,Zp) ։
Ext2Λ(M,Z/p). On en de´duit que Ext
2(M,Z/p) = 0, et donc que pdΛM ≤ 1.
La the´orie des ide´aux de Fitting, comme pre´sente´e dans [Hi] chap. 3,
ge´ne´ralise aux anneaux de Krull la the´orie des facteurs invariants pour un
anneau principal. Nous utiliserons simplement le lemme suivant :
Lemme 1.2.26 Soit M un Λ-module de dimension projective ≤ 1, pre´sente´
par
0 −→ Λr
Φ
−−−→ Λd −−−→ M −→ 0
Alors tout de´terminant r × r de la matrice Φ annule tΛM .
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Preuve : Comme dans la preuve de 1.2.15, on localise au support de tΛM .
Comme M0 = 0, c’est que M →֒ S−1M . La the´orie des invariants pour S−1Λ
donne donc le re´sultat. On renvoie a` [Hi], chap. 3 pour plus de de´tails.
¤
1.2.3 Lien entre X (−i) et X(i)
SoitE/F une Zp-extension multiple, disons de groupe Γ ≃ Zps et d’alge`bre
comple`te Λ = Zp[[Γ]]. On note GS(E) = G(FS/E) et GˆS(E) son pro-p-
quotient maximal. Notons encore X (E) l’abe´lianise´ de GˆS(E). X (E) est un
module tre`s important en the´orie d’Iwasawa, notamment a` cause de la pro-
position suivante (pour E = F c) :
Proposition 1.2.27 ([I1], [Ku] th. 8.1) Supposons que F contienne µp,
alors pour n >> 0, il existe une suite exacte (non canonique) de Zp[[Γn]]-
modules :
0 −→ A′(F c)∨ −→ tΛX (F
c)(−1) −→ Zps(F
c)−1 −→ 0
ou` s(F c) est le nombre de (p)-places de F c.
Ce re´sultat, duˆ a` Iwasawa, est de´montre´ dans [I1] de la fac¸on suivante : La
the´orie de Kummer au-dessus de F c donne une suite exacte ([I1], lemma 10)
0 −→ A′(F c)∨ −−−→ X (F c)(−1) −−−→ (ES(F
c)⊗Qp/Zp)∨ −→ 0
et, comme on sait que A′(F c)∨ est de Λ-torsion, il s’agit d’identifier la struc-
ture de tΛ(ES(F
c)⊗Qp/Zp)∨ ; celle-ci s’obtient de fac¸on abstraite en obser-
vant le comportement asymptotique de ES(Fn) ([I1], th. 9 et 15).
Le lien avec le module X ′(F c) est donne´ par le pseudo-isomorphisme
A′(F c)∨ ≈ X ′(F c)
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dont Iwasawa donne une preuve ad hoc ([I1], th. 11). La proposition 1.2.27
concerne le twist i = 1 ; si on le remplace par un bon i, la situation est bien
plus simple et c’est ce qu’on expose dans ce paragraphe. Les me´thodes de
[J1] (adjoints) et l’introduction d’un module auxiliaire Y (−i), comme dans
[N1], permettent d’obtenir un lien direct entre tΛX
(−i)(E) et X(i)(E). Nous
consacrerons un paragraphe au cas i = 1, plus subtil, a` la fin de la section
2.1.2. On y retrouvera en particulier la proposition 1.2.27.
Comme X (F ) = HS1 (F,Zp), il est naturel de proposer la de´finition sui-
vante :
De´finition 1.2.28 Soit i ∈ Z, et E/F une sous-extension (non ne´cessairement
finie) de FS/F . On pose
X (−i)(E) = HS1 (E,Zp(−i))
En particulier, X (0)(E) = X (E).
Remarque 1.2.29 On a X (−i)(E)∨ = H1S(E,Qp/Zp(i)). Comme Qp/Zp(i)
est G(EF c/E)-cohomologiquement trivial pour i 6= 0, la suite exacte d’inflation-
restriction donne, apre`s dualite´ de Pontryagin,
X (−i)(E) = X (EF c)(−i)G(EF c/E)
pour i 6= 0.
Proposition 1.2.30 Pour tout i ∈ Z, on a une suite exacte canonique
0 −→ (tZpH
2
S(F,Zp(i)))
∨ −→ X (−i)(F ) −→ (H1S(F,Zp(i))⊗Qp/Zp)
∨ −→ 0
identifiant le premier terme a` tZpX
(−i)(F ) et le dernier a` fZpX
(−i)(F ).
Preuve : [Ta] prop. 2.3 de´crit l’image (resp. le noyau) du cobord de degre´ 1
associe´ a` la suite exacte de GS-modules
0 −→ Zp(i) −→ Qp(i) −→ Qp/Zp(i) −→ 0
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comme le sous-groupe de torsion de H2S(F,Zp(i)) (resp. le sous-groupe divi-
sible maximal de H1S(F,Qp/Zp(i))). La suite exacte ci-dessus est obtenue en
appliquant la dualite´ de Pontryagin a` cette description, identifiant ainsi le
premier terme a` tZpX
(−i)(F ) et le dernier a` fZpX
(−i)(F ).
¤
Le module X(i)(E) (resp. X (−i)(E)) ve´rifie la descente galoisienne (resp. la
co-descente galoisienne) dans l’extension E(µp)/E. Il n’est donc pas restrictif,
pour leur e´tude, de supposer que F contient µp. Sous cette hypothe`se, Zp(i)
est un GˆS(E)-module et la cohomologie (resp. homologie) de GˆS(E) s’identifie
en tous degre´s par inflation (resp. de´flation) a` celle deGS(E) pour les modules
de p-torsion, voire - par limite projective - pour les pro-p-modules de Zp-type
fini, (resp. les pro-p-modules) ([Ha] prop. 22).
Il sera souvent commode de plonger X (−i) dans un autre module plus
maniable, Y (−i), de´fini en pre´sence de µp (pour que le caracte`re cyclotomique
se factorise par GˆS). La de´finition suivante est une extension naturelle de
celle de [N1] :
De´finition 1.2.31 Soit IGˆS l’ide´al d’augmentation de Zp[[GˆS]]. On pose,
pour toute pro-p-sous-extension galoisienne E/F de FS/F :
Y (−i)(E) = HS0 (E, IGˆS(−i))
Remarque 1.2.32 Par construction, Y (−i) ve´rifie la co-descente galoisienne.
Notons aussi que, contrairement a` X (−i)(E), Y (−i)(E) de´pend du corps de
base F .
Fixons une pre´sentation pro-p-libre minimale R →֒ L ։ GˆS, c’est-a`-dire
que L est pro-p-libre et posse`de le meˆme nombre d de ge´ne´rateurs que GˆS.
Le caracte`re cyclotomique κ : Γc → Zp× donne par inflation un caracte`re
L→ Z×p , via lequel on peut tordre tout L-module “a` la Tate”.
Proposition 1.2.33 Pour tout i ∈ Z, on a deux suites exactes canoniques
de GS-modules :
X (−i)(E) →֒ Y (−i)(E) −→ HS0 (E,Zp[[GˆS]]) ։ H
S
0 (E,Zp(−i))
HS2 (E,Zp(−i)) →֒ H
S
0 (E,R
ab(−i)) −→ HS0 (E, IL(−i)R) ։ Y
(−i)(E)
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Le troisie`me terme de la premie`re s’identifie a` Zp[[G(E/F )]] et les deux
termes du milieu de la seconde suite exacte sont Zp[[G(E/F )]]-libres, de rang
respectif r (nombre de relations de GˆS) et d (nombre de ge´ne´rateurs de GˆS).
Preuve : La premie`re suite exacte s’obtient en e´crivant la GˆS(E)-homologie
de la suite exacte d’augmentation de Zp[[GˆS]] tordue (noter que Zp[[GˆS]] est
homologiquement trivial) :
0 −→ IGˆS(−i) −−−→ Zp[[GˆS]] −−−→ Zp(−i) −→ 0
Ecrivons ensuite la R-homologie de la suite exacte d’augmentation de L tor-
due :
0 −→ Rab(−i) −−−→ IL(−i)R −−−→ IGˆS(−i) −→ 0
On sait que l’ide´al d’augmentation IL de Zp[[L]] s’identifie au module des
de´rivations universelles de L (cf [NSW], 5.6.4), et que ce dernier est Zp[[L]]-
libre de rang d. Maintenant, il n’est pas tre`s difficile de montrer que Zp[[L]](−i)
est un Zp[[L]]-module libre de rang 1, si bien que l’on a IL(−i) ≃ Zp[[L]]d
et IL(−i)R ≃ Zp[[GˆS]]d. Comme cd GˆS ≤ 2, on en de´duit, par [Br] prop.
3.1 et th. 4.1, que Rab(−i) est aussi Zp[[GˆS]]-libre, de rang r le nombre de
relations de GˆS. La GˆS(E)-homologie de la suite exacte pre´ce´dente donne
alors la seconde suite exacte de la proposition.
On pourra consulter [N1] pour plus de de´tails, notamment quant a` l’in-
terpre´tation de la fle`che entre ces deux modules par de´rivation de Fox des
relations de GˆS.
¤
Corollaire 1.2.34 X (−i)(E) et Y (−i)(E) ont la meˆme Zp-torsion. Si de plus
Z[[G(E/F )]] est un anneau commutatif inte`gre (par exemple si E/F est une
Zp-extension multiple), ils ont aussi la meˆme Zp[[G(E/F )]]-torsion.
¤
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Remarque 1.2.35 Si E ⊃ F c, alors HS1 (E, IGˆS(−i)) = H
S
2 (E,Zp(−i)) = 0
(cf. rem. 1.1.13). La suite spectrale d’homologie de l’extension de groupes
GS(E) →֒ GS ։ G(E/F ) a` coefficients dans IGˆS(−i) montre alors que
HS2 (F,Zp(−i)) = H
S
1 (F, IGˆS(−i)) = H
1(E/F, Y (−i)(E)).
Corollaire 1.2.36 Si E contient F c ou si i est E/F -bon, alors X (−i)(E) ne
posse`de aucun sous-module pseudo-nul non trivial.
Preuve : Cela re´sulte de la meˆme proprie´te´ pour Y (−i)(E), qui elle-meˆme
de´coule de pdΛY
(−i)(E) ≤ 1 (cf. prop 1.2.24)
¤
Revenons maintenant a` l’e´tude des modules X (−i) et X(i) dans une Zp-
extension multiple E/F d’un corps de nombres quelconque F .
Proposition 1.2.37 Soit F un corps de nombres quelconque, si i ∈ Z est
E(µp)/F (µp)-bon alors
E1(X(i)(E)) = tΛX
(−i)(E)op
En particulier, X(i)(E) ≈ tΛX
(−i)(E)op.
Preuve : Quitte a` prendre les points fixes par G(E(µp)/E), on peut supposer
que F contient µp. D’apre`s la remarque 1.2.35, on sait que H1(U, Y
(−i)) = 0
pour tout sous-groupe ouvert U < Γ. La proposition 1.2.17 donne alors
E1(Y (−i)(E))∨ = lim
−→
tZpY
(−i)(E ′)op. Mais tZpY
(−i)(E ′) = tZpX
(−i)(E ′) =
H2S(E
′,Zp(i))∨, d’ou`E1(Y (−i)(E)) = X(i)(E)op et finalementE1(X(i)(E))op =
E1(E1(Y (−i)(E))), ce qui donne le re´sultat puisque pdΛY
(−i)(E) ≤ 1.
¤
Corollaire 1.2.38 Si E ⊂ F c, alors on a en fait
E1(X(i)(E)) = tΛX
(−i)(E)op
pour tout i.
Preuve : On choisit j E(µp)/F (µp)-bon, j = imod[F (µp) : F ], on applique
la proposition pre´ce´dente et on sort les twists.
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¤Corollaire 1.2.39 Soit F∞/F une Zp-extension de groupe Γ, les assertions
suivantes sont e´quivalentes :
(i) i est F -bon.
(ii) X (−i)(F∞)
Γ = 0
(iii) tΛX
(−i)(F∞) est fini.
¤
Remarque 1.2.40 En appliquant le foncteur E1 a` la suite exacte de loca-
lisation 1.2.2, on obtient une suite exacte dans le sens contraire de 1.2.27 :
Comme E1(X(i)(E))op = tΛX
(−i)(E), on a
0 −→ E1(W
(i)
(E))op −−−→ tΛX
(−i)(E) −−−→ E1(WX(i)(E))op
Si E/F est une Zp-extension simple, la fle`che de droite est surjective puisque
dans ce cas E2(W
(i)
(E)) = 0.
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Chapitre 2
La conjecture de Greenberg
ge´ne´ralise´e
Apre`s avoir pre´sente´ diffe´rentes versions e´quivalentes de la conjecture de
Greenberg ge´ne´ralise´e, nous nous attardons sur le cas particulier ou`H2S(F,Zp(i))
est cyclique pour e´noncer un crite`re de validite´ en fonction du proble`me de
capitulation totale.
2.1 The´orie d’Iwasawa : suite
Commenc¸ons par un premier comple´ment de the´orie d’Iwasawa.
2.1.1 Sur les Λ-modules
On pre´sente ici deux nouveaux re´sultats dans la the´orie des Λ-modules. Le
premier ge´ne´ralise aux Zp-extensions multiples un re´sultat d’Iwasawa concer-
nant le Λ-rang d’un module ; il permettra de comple´ter la preuve de [LN] pour
l’e´quivalence entre les formulations connues de (GG). Le second est inspire´
des techniques de [Mi1] et donne une caracte´risation de la pseudo-nullite´ ;
nous l’utiliserons pour proposer une nouvelle version de (GG).
Caracte´risation du rang d’un Λ-module
Soit Γ = H ×G ou` G = Zp, H = Zps−1, s ≥ 1. On pose Λ0 = Zp[[H]] et
Λ = Zp[[Γ]] = Λ0[[G]] = Λ0[[T ]]. On note aussi Gn = Gp
n
(dans ce paragraphe
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seulement).
L’objet de ce paragraphe est la preuve du re´sultat suivant :
Proposition 2.1.1 Soit M un Λ-module noethe´rien. Alors
rgΛM = lim
n→∞
rgΛ0MGn
pn
En fait ce re´sultat s’obtient directement en combinant les deux lemmes sui-
vants :
Lemme 2.1.2 Si M est un Λ-module noethe´rien sans torsion, alors
rgΛ0MGn = p
nrgΛM
Lemme 2.1.3 Si M est un Λ-module noethe´rien, alors M est de torsion si
et seulement si MGn est de Λ0-rang borne´.
On rappelle que pseudo-nul signifie localement nul (i.e. le localise´ en tout
premier de hauteur 1 est nul). Commenc¸ons par un lemme.
Lemme 2.1.4 Si M ≈ 0, alors MGn est un Λ0-module de torsion.
Preuve de 2.1.4 : D’apre`s [B] VII §4.8 prop. 18, si M ≈ 0 comme Λ-module,
c’est que M ≈ 0 comme Λ0[[Gn]]-module. Il suffit donc de montrer le lemme
pour n = 0. Comme M ≈ 0, M posse`de un annulateur e´tranger a` T , donc
MG est de Λ0-torsion.
¤
Montrons maintenant le lemme 2.1.2. Soit ωn(T ) = (T +1)
pn−1. Comme
Λ0[[T ]] est entier sur Λ0[[ωn(T )]] et que ce dernier anneau est inte´gralement
clos (car factoriel), on voit que tout module de Λ0[[T ]]-torsion est de Λ0[[ωn(T )]]-
torsion. Par ailleurs, on voit facilement que rgΛ0[[ωn(T )]]M = p
nrgΛ0[[T ]]M . Ces
deux remarques rame`nent la preuve du lemme au cas ou` n = 0. Soit donc
r = rgΛ0[[T ]]M . Il existe un plongement M →֒ Λ0[[T ]]
r dont le conoyau Z est
annule´ par des e´le´ments non divisibles par T . Il suffit en effet de relever un
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isomorphisme qui provient de la localisation en (T ). Mais alors le lemme du
serpent donne une suite exacte
ZG →֒ MG −−−→ Λ0
r
։ ZG
Comme ZG et ZG sont de Λ0-torsion, on obtient rgΛ0MG = r, ce qui termine
la preuve de 2.1.2.
¤
Passons au lemme 2.1.3. Supposons d’abord M de torsion. Alors, graˆce
au the´ore`me de structure des modules de type fini sur un anneau noethe´rien
inte´gralement clos ([B] VII §4.4 Th.5), on sait qu’il existe une suite exacte
E →֒ M ։ Z
ou` E est un module e´le´mentaire, et Z est pseudo-nul. Il suffit donc de ve´rifier
le lemme pour E et Z. Pour Z, il est trivial graˆce au lemme 2.1.4. On peut
e´videmment supposer E = Λ/(fk), ou` f est un e´le´ment irre´ductible de Λ. En
fait on peut meˆme se ramener au cas ou` k = 1 en exe´cutant une re´currence
imme´diate graˆce a` la suite exacte
Λ/(fk−1) →֒ Λ/(fk) ։ Λ/(f)
Or si E = Λ/(f), de deux choses l’une : soit f et ωn sont e´trangers pour
tout n et dans ce cas, EGn est de Λ0-torsion (lemme 2.1.4), ce qui re`gle la
question ; soit il existe n tel que f | ωn, et alors EGn = E pour n grand, le
rang cherche´ est donc bien borne´ et cela termine la preuve du sens direct.
La re´ciproque est une conse´quence imme´diate de 2.1.2. Supposons rgΛ0MGn
borne´, alors rgΛ0(fΛ0[[T ]]M)Gn l’est aussi, et le lemme 2.1.2 montre que dans
ce cas fΛM est nul, ce qui termine la preuve de 2.1.3.
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¤Question : Peut-on montrer une proposition analogue avec un groupe
Γ = Zps, en prenant la limite sur le filtre des sous-groupes ouverts ? Ce qui
manque a priori, c’est le lemme du serpent.
Pour l’application que nous avons en vue (lemme 2.1.13), la proposition
2.1.1 suffira, le cas d’un Zp-extension multiple se ramenant a` celui d’une
Zp-extension simple par de´vissage.
Caracte´risation de la pseudo-nullite´
Soit Γ = Zps et Λ = Zp[[Γ]]. L’ensemble des sous-groupes H < Γ ve´rifiant
Γ/H ≃ Zp s’identifie naturellement a` l’espace projectif P(Hom(Γ,Qp)) ; on
e´crira donc H ∈ P(Hom(Γ,Qp)).
Le re´sultat suivant est inspire´ de [Mi1]. Ne´anmoins l’hypothe`se concernant
la finitude de ZΓ, simplifie conside´rablement la situation. Cette hypothe`se
sera ve´rifie´e par le module attache´ aux groupes de cohomologie p-adiques en
degre´ 2 pour les bons i, alors qu’elle ne l’est pas a priori pour le module
attache´ au groupe de classes.
Proposition 2.1.5 (Comparer a` [Mi1], prop. 4.C) Soit Z un Λ-module tel
que ZΓ soit fini. Les assertions suivantes sont e´quivalentes :
(i) Z est Λ-pseudo-nul
(ii) Il existe une infinite´ de H ∈ P(Hom(Γ,Qp)) tels que ZH soit fini.
(iii) Il existe H ∈ P(Hom(Γ,Qp)) tel que ZH soit fini.
Preuve : L’implication (iii) ⇒ (i) est connue et nous e´viterons de l’utiliser,
on renvoie donc a` [PR], lemme 4. Nous montrerons seulement (i) ⇒ (ii).
Le lemme suivant est un cas particulier de [Mo2] lemma 2.2 :
Lemme 2.1.6 Soit f ∈ Λ, non divisible par p, alors il existe Ef ⊂ P(Hom(Γ,Qp)),
union d’un nombre fini d’hyperplans, tel que p ∤ ǫH(f) de`s que H /∈ Ef . Ici,
ǫH de´signe l’augmentation Λ → Zp[[Γ/H]].
¤
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Remarque 2.1.7 Soit Z un Λ-module pseudo-nul. On peut alors trouver un
annulateur f de Z e´tranger a` p. D’apre`s le lemme pre´ce´dent, il suffit d’e´viter
quelques hyperplans de P(Hom(Γ,Qp)) pour choisir H tel que l’invariant µ du
Zp[[Γ/H]]-module ZH soit nul. Dans ces conditions, le lemme de Nakayama
montre que Z est Zp[[H]]-noethe´rien.
Revenons a` la preuve de 2.1.5. L’implication (i) ⇒ (ii) est obtenue en
utilisant plusieurs fois la proposition ci-dessous, dans laquelle on identifie
P(Γ⊗Qp) avec l’ensemble des sous-groupes G < Γ ve´rifiant Γ/G ≃ Zps−1.
Proposition 2.1.8 Soit Z un Λ-module pseudo-nul tel que ZΓ soit fini.
Alors il y a une infinite´ de H ∈ P(Γ⊗Qp) tel que ZH soit Zp[[Γ/H]]-pseudo-
nul.
Preuve : D’apre`s la remarque 2.1.7, il y a une infinite´ de H ∈ P(Hom(Γ,Qp))
tels que Z soit un Zp[[H]]-module noethe´rien. Il est alors automatiquement
de (Zp[[H]])-torsion puisque sinon il ne serait pas Λ-pseudo-nul. Deux cas se
pre´sentent.
Supposons d’abord que s ≥ 3, alors rgZpH ≥ 2 et il suffit de mon-
trer l’existence d’une infinite´ de G ∈ P(H ⊗ Qp) tels que ZG soit encore
de Zp[[H/G]]-torsion. En effet pour de tels G, ZG est Zp[[Γ/G]]-pseudo-nul
puisque H/G est de codimension 1 dans Γ/G. Soit donc f ∈ Zp[[H]] un an-
nulateur de Z. Pour que ZG soit de Zp[[H/G]]-torsion, il suffit que l’image de
f dans Zp[[H/G]] soit non triviale. Pour se convaincre de l’existence d’une
infinite´ de tels G, on peut au choix invoquer le lemme 2.1.6 en remplac¸ant Γ
par H, ou simplement remarquer le fait suivant : si G (resp. G′) est engendre´
par g (resp. par g′), alors g− 1 et g′− 1 sont e´trangers de`s que G 6= G′, et f
ne peut donc eˆtre divisible que par un nombre fini de tels e´le´ments.
Si s = 2, la situation est plus de´licate car il faut controˆler la structure de
Zp[[Γ/H]]-module lorsque H varie. Nous utiliserons le lemme suivant :
Lemme 2.1.9 Si s = 2, disons Γ = H1 ×H2, et si
0 −→ Z ′ −−−→ Z −−−→ Z ′′ −→ 0
est une suite exacte de Λ-modules pseudo-nuls, alors ZΓ est fini si et seule-
ment si Z ′Γ et Z
′′
Γ le sont.
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Preuve : Montrons l’implication non triviale. Supposons donc ZΓ fini, il suffit
de montrer que H1(Γ, Z
′′) l’est aussi. L’inflation-restriction pour l’extension
H1 →֒ Γ։ H2 donne une suite exacte
H1(H1, Z
′′)H2 −→ H1(Γ, Z
′′) ։ H1(H2, Z
′′
H1
)
Montrons d’abord que le dernier terme de cette suite exacte est fini. Le
Zp[[H2]]-module Z ′′H1 est de type fini. Le groupe H1(H2, Z
′′
H1
) = (Z ′′H1)
H2 est
donc fini, puisque (Z ′′H1)H2 = Z
′′
Γ l’est, comme quotient de ZΓ. De la meˆme
fac¸on, on voit que H1(H1, Z
′′)H2 = (Z
′′H1)H2 (et donc H1(Γ, Z
′′)) est fini de`s
que Z ′′Γ l’est. Notons I l’ide´al d’augmentation, ie. le noyau de Λ → Zp, et
a ⊂ Λ l’annulateur de Z ′′. Si a * I, c’est que Z ′′Γ est de Zp-torsion, donc
fini, et cela termine la preuve. On peut donc supposer a ⊂ I. Puisque Z ′′
est pseudo-nul, c’est que I et a ont la meˆme hauteur de Krull (c’est 2).
On en de´duit facilement que I est le nilradical de Λ/a, et donc que Z ′′ est
annule´ par une puissance Ik de l’ide´al d’augmentation. Mais Z ′′Γ est fini, donc
Z ′′ = Z ′′/Ik aussi et enfin Z ′′Γ aussi.
¤
Soit F l’ensemble des H ∈ P(Hom(Γ,Qp)) tels que Z soit de type fini
sur Zp[[H]]. D’apre`s la remarque 2.1.7, il suffit, pour obtenir F , d’enlever
quelques points a` P(Hom(Γ,Qp)) (on rappelle que rgZpΓ = 2).
De´finition 2.1.10 On dira qu’un sous-Zp[[H]]-module de Z est pseudo-strict
s’il n’est ni fini, ni d’indice fini dans Z. Alors Z sera dit H-pseudo-simple
s’il ne posse`de aucun sous-Zp[[H]]-module pseudo-strict.
La classification des Zp[[H]]-modules noethe´riens de torsion montre que Z est
H-pseudo-simple si et seulement s’il ne posse`de aucun sous-Zp[[H]]-module
pseudo-strict de la forme Z[f ] (le noyau de la multiplication par f), f ∈
Zp[[H]]. Maintenant si H ′ est un autre sous-groupe choisi dans F , Z[f ] est
aussi un sous-Zp[[H ′]]-module strict (c’est en fait un Λ-module), si bien que
l’on obtient :
Lemme 2.1.11 La proprie´te´ “Z est H-pseudo simple” ne de´pend pas de H
tant que celui-ci est choisi dans F . On dira donc simplement “Z est pseudo-
simple”.
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¤Pour terminer la preuve de la proposition 2.1.8, on souhaite proce´der par
de´vissage, ce qui permettra de traiter uniquement le cas Z pseudo-simple.
C’est possible graˆce au lemme 2.1.9 a` condition de n’e´liminer qu’un nombre
fini de H ∈ P (Γ⊗Qp) pour chaque sous-quotient pseudo-simple de Z.
On travaille donc de´sormais avec Z pseudo-simple. Supposons d’abord
que Z soit de Zp-torsion. Dans ce cas, pour tout H ∈ F , ZH est fini et c’est
termine´. Si maintenant λ est non nul (λ ne de´pend pas de H), deux cas se
pre´sentent : λ = 1 et λ > 1. Soit h un ge´ne´rateur de H. Si λ > 1, c’est que
h − 1 ne divise pas la se´rie caracte´ristique de Z comme Zp[[H]]-module, et
encore une fois, il n’y a pas de restriction supple´mentaire a` imposer sur H
pour obtenir ZH fini. Supposons enfin λ = 1, quitte a` quotienter par la Zp-
torsion, on se rame`ne a` l’e´tude de Zp(χ), χ ∈ Hom(Γ,Zp×) donnant l’action
de Λ. Alors ZH est fini sauf si χ(H) = 1, ce qui ne peut se produire que
pour un seul H ∈ P(Γ⊗Qp), puisque ZΓ est fini par hypothe`se et donc que
χ(Γ) 6= 1.
¤
Remarque 2.1.12 En fait, dans 2.1.5 (ii), on peut choisir H dans un sous-
ensemble dense de P(Hom(Γ,Qp)) (pour la topologie p-adique).
2.1.2 Lien entre X (−i) et A(i)
Soit F un corps de nombres quelconque et E/F une Zp-extension mul-
tiple dont on note Γ le groupe de Galois et Λ = Zp[[Γ]] l’alge`bre de groupe
comple`te. E ′/F parcourt comme d’habitude les sous-extensions finies de
E/F . L’objet principal de ce paragraphe est de mettre en dualite´ les mo-
dules A(i)(E) et tΛX
(−i)(E).
Commenc¸ons par deux lemmes.
Lemme 2.1.13 X (−i)(E) et lim
←−
fZpX
(−i)(E ′) ont le meˆme Λ-rang. En d’autres
termes :
lim
←−
tZpX
(−i)(E ′) ⊂ tΛX
(−i)(E)
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Preuve : D’abord, l’e´quivalence des deux assertions se lit sur la suite exacte
suivante, obtenue par passage a` la limite sur E ′ :
0 −→ lim
←−
tZpX
(−i)(E ′) −−−→ X (−i)(E) −−−→ lim
←−
fZpX
(−i)(E ′) −→ 0
Montrons donc la premie`re assertion. Pour n = (ni) ∈ Ns, notons n =
∑
ni,
Γn le sous-groupe de Γ engendre´ (topologiquement) par {γ
pn1
1 , .., γ
pns
s }, et
Fn = E
Γn . Avec ces notations, on a donc (Γ : Γn) = p
n. D’apre`s la proposition
2.1.1, il s’agit de montrer que 1
pn
(rgZp(lim
←−
fZpX
(−i)(E ′))Γn − rgZpX
(−i)(E)Γn)
est une quantite´ qui tend vers 0 lorsque les coordonne´es de n tendent succes-
sivement vers l’infini. Par inflation-restriction, on obtient la premie`re ligne
exacte dans le diagramme commutatif suivant :
H2(Γn, H
S
0 (E,Zp(−i))) −→ X
(−i)(E)Γn −→ X
(−i)(Fn)y
y
(lim
←−
fZpX
(−i)(E ′))Γn −→ fZpX
(−i)(Fn)
Comme le noyau de la seconde fle`che verticale est de torsion, une chasse ra-
pide dans le diagramme montre que le Zp-rang du noyau de la premie`re fle`che
verticale est infe´rieur ou e´gal a` rgZpH2(Γn, H
S
0 (E,Zp(−i))). Par ailleurs, la
premie`re fle`che verticale est surjective, on obtient donc
rgZpX
(−i)(E)Γn − rgZp(lim
←−
fZpX
(−i)(E ′))Γn ≤ rgZpH2(Γn, H
S
0 (E,Zp(−i)))
Comme rgZpH2(Γn, H
S
0 (E,Zp(−i))) est borne´ par (
s
2
), cela termine la preuve.
¤
Lemme 2.1.14 Si i ∈ Z est F (µp)-bon et si HS2 (E(µp),Zp(−i)) = 0, alors
tΛX
(−i)(E)Γ est de Zp-torsion.
42
Preuve : Puisque l’on a
tΛX
(−i)(E)Γ = H0(E(µp)/E, tΛX
(−i)(E(µp)))Γ = H0(E(µp)/E, (tΛX
(−i)(E(µp)))Γ)
il n’est pas restrictif de supposer que F contient µp. Sous cette hypothe`se,
la proposition 1.2.33 fournit un diagramme commutatif a` lignes exactes :
0 −→ Λr
Φ
−→ Λd −→ Y (−i)(E) −→ 0y
y
y
0 −→ Zpr
Φ(0,...,0)
−−−−→ Zpd −→ Y (−i)(F ) −→ 0
ou` Φ est une matrice r×d a` coefficients dans Λ dont Φ(0, ..., 0) est l’e´valuation
en T1 = ... = Ts = 0. Comme Φ(0, ..., 0) est injective, elle posse`de un
de´terminant de taille r non nul. Comme pdΛY
(−i)(E) ≤ 1, le lemme 1.2.26
montre alors que tΛY
(−i)(E) est annule´ par un e´le´ment de Λ dont l’e´valuation
en T1 = ... = Ts = 0 est non nulle. On en de´duit que (tΛY
(−i)(E))Γ est de
Zp-torsion, et cela termine la preuve puisque tΛY (−i)(E) = tΛX (−i)(E) (cor.
1.2.34).
¤
Proposition 2.1.15 ((comparer avec [LN] th. 2.6) Pour tout i ∈ Z, le sous-
module lim
←−
tZpX
(−i)(E ′) de X (−i)(E) est de Λ-torsion.
Si i est E(µp)/F (µp)-bon, alors
tΛX
(−i)(E) = lim
←−
tZpX
(−i)(E ′) = H2S(E,Zp(i))
∨
fΛX
(−i)(E) = lim
←−
fZpX
(−i)(E ′) = (H1S(E,Zp(i))⊗Qp/Zp)
∨
Preuve : La premie`re assertion est donne´e par le lemme 2.1.13. Passons a` la
seconde : Si i est E(µp)/F (µp)-bon, alors
HS2 (E(µp),Zp(−i)) = lim
←−
(H2S(E
′(µp),Qp/Zp(i))∨) = 0
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et l’on peut appliquer le lemme 2.1.14. Maintenant l’application naturelle
tΛX
(−i)(E) → X (−i)(En) factorise par (tΛX
(−i)(E))Γn , si bien que son image
est de torsion. En passant a` la limite projective, on obtient tΛX
(−i)(E) ⊂
lim
←−
tZpX
(−i)(E ′), et cela donne l’e´galite´ de gauche dans la premie`re ligne
d’e´galite´s, puisque l’inclusion inverse a de´ja` e´te´ montre´e. L’e´galite´ de droite
provient quant a` elle de la remarque 1.2.30. Passons a` la seconde ligne
d’e´galite´s : celle de gauche de´coule de ce qui pre´ce`de par quotient de la Λ-
torsion et de la limite projective de la Zp-torsion ; celle de droite (inde´pendante
de l’hypothe`se selon laquelle i est E(µp)/F (µp)-bon) re´sulte de la remarque
1.2.30.
¤
Corollaire 2.1.16 Si i est E(µp)/F (µp)-bon, alors
E1(X(i)(E))op = H2S(E,Zp(i))
∨
Preuve : Il s’agit de la proposition 1.2.37, traduite a` l’aide de 2.1.15.
¤
Corollaire 2.1.17 Soit i ∈ Z. Si E contient la Zp-extension cyclotomique
de F , disons E = LF c avec L ∩ F c = F , alors
tΛX
(−i)(E) = lim
←−
tZp[[G(L′c/L)]]X
(−i)(L′c)
ou` L′/F parcourt les sous-extensions finies de L/F et L′c = L′F c.
Preuve : Comme pour j = imod[F (µp) : F ] on a
tZp[[G(L′c/L)]]X
(−i)(L′c) = tZp[[G(L′c/L)]]X
(−j)(L′c)(i− j)
et tΛX
(−i)(E) = tΛX
(−j)(E)(i− j), on peut supposer que i est E(µp)/F (µp)-
bon (il suffit par exemple de choisir i ≥ 2) ; deux applications de 2.1.15
donnent le re´sultat dans ce cas.
¤
Remarque 2.1.18 La proposition 2.1.15 (ou le lemme 2.1.13) re´pond a` la
question 2.7 de [LN].
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Remarque 2.1.19 Comme Y (−i)(E(µp)) est Λ-noethe´rien (cf prop. 1.2.33
pour un pre´sentation finie), c’est que X (−i)(E) = H0(E(µp)/E,X
(−i)(E(µp)))
l’est aussi, et (tΛX
(−i)(E))Γ est donc un
Zp-module de type fini. Si maintenant i est E(µp)/F (µp)-bon, le lemme 2.1.13
affirme alors la finitude (tΛX
(−i)(E))Γ, ou de fac¸on e´quivalente celle de
H2S(E,Zp(i))
Γ (prop. 2.1.15), ou encore celle de cocap(i)(E/F ) (cocap(i)(E/F )
et H2S(E,Zp(i))
Γ sont simultane´ment finis ou infini, puisque H2S(F,Zp(i)) est
fini). Cela re´pond partiellement a` la question 6.1 de [Ka]. Dans le cas ou` F
contient µp et H
2
S(F,Zp(i)) est cyclique, nous montrerons en fait la nullite´
de cocap(i)(E/F ).
Remarque 2.1.20 Si i est E/F -bon, on obtient, compte tenu de 2.1.15, une
description locale-globale de tΛX
(−i)(E) (comparer avec 1.2.40) en dualisant
la seconde suite exacte de 1.2.2 :
0 −→ W (i)(E)∨ −−−→ tΛX
(−i)(E) −−−→ WA(i)(E)∨ −→ 0
Remarque 2.1.21 Supposons que l’une des deux hypothe`ses : “E contient
F c”, ou “i est E/F bon”, est ve´rifie´e. Si F contient µp, les suites exactes de
la proposition 1.2.33 donnent rgΛX
(−i)(E) = d − r + 1. Cette quantite´ n’est
autre que la caracte´ristique d’Euler-Poincare´ de GS, dont on sait qu’elle vaut
r2(F ).
Pour F quelconque, on peut utiliser les techniques du lemme 2.1.13 pour
montrer, en s’appuyant sur les formules de rang pour les groupesH1S(F,Zp(i)) :
rgΛX
(−i)(E) = r1(F ) + r2(F ) pour i impair
rgΛX
(−i)(E) = r2(F ) pour i pair
Malheureusement, la seconde partie de 2.1.15 ne s’applique pas si i = 1,
a` moins bien suˆr que F˜ ne posse`de qu’une seule (p)-place.
Le cas i = 1
A la lumie`re des re´sultats pre´ce´dents, on revient sur le cas i = 1 comme
annonce´ en 1.2.27. Les re´sultats de ce paragraphe sont emprunte´s a` [LFMN].
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On se fixe comme objectif la preuve de la proposition suivante, dans laquelle
E/F est comme toujours une Zp-extension multiple de groupe Γ, d’alge`bre
comple`te Λ.
Il sera souvent commode de faire l’hypothe`se suivante.
Hypothe`se 2.1.22 (Dec)(E/F ) Pour toute place v ∈ S(F ), rgZpΓv ≥ 2.
Proposition 2.1.23 Soit E/F une Zp-extension multiple contenant F c. Si
toute sous-extension finie de E/F ve´rifie la conjecture de Gross et si, pour
toute place v ∈ S(F ), on a, rgZpΓv ≥ 2, alors
tΛlim
←−
fZpX
(−1)(E ′) ≈ 0
en d’autres termes, le conoyau de l’injection naturelle A′(E)∨ → tΛX
(−1)(E)
est pseudo-nul.
F c/F de´signe comme d’habitude la Zp-extension cyclotomique de F et
l’on note Fn ses e´tages. Rappelons d’abord un fait bien connu :
Lemme 2.1.24 Soit i ∈ Z. Alors
WX(i)(F c)op ≈ WA(i)(F c)∨
Preuve : Pour i 6= 1, on se rame`ne a` i F c/F -bon graˆce a` la remarque 1.2.5,
on a dans ce cas
WA(i)(F c)∨ = E1(WX(i)(F c))op
par 1.2.17. Pour i = 1, ce lemme est bien connu, voir par exemple [I1].
¤
Lemme 2.1.25 Pour tout n ≥ 0, on a rgZpX
(−1)(F c)Γn = s(F c)− 1
Preuve : D’apre`s le corollaire 1.2.38, on sait que tΛX
(−1)(F c) = E1(X(1)(F c))op.
Il s’agit donc de calculer rgZp(E
1(X(1))op)Γn . Maintenant,
rgZp(E
1(X(1)(F c))op)Γn = rgZpE
1(X(1)(F c))Γn = rgZpX
(1)(F c)Γn
= rgZpX
(1)(F c)Γn = rgZpH
2
S(Fn,Zp(1)) = s(Fn)−1
¤
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Corollaire 2.1.26 Pour n >> 0, on a
X (−1)(F c)Γn = W (1)(F c)∨
Preuve : Soit i = 1mod[F (µp) : F ], F
c/F -bon. La remarque 2.1.20 donne
alors
W (1)(F c)∨ →֒ tΛX
(−1)(F c) ։ WA(i)(F c)∨(i− 1)
On a, pour n >> 0, W (1)(F c)∨ ⊂ X (−1)(F c)Γn . Maintenant, comme tous
deux ont le meˆme rang d’apre`s le lemme ci-dessus, il suffit pour conclure, de
noter que WA(i)(F c)∨(i− 1) ne posse`de aucun sous-module fini non nul.
¤
Remarque 2.1.27 Regarder WA(i)(F c)∨ comme le quotient de tΛX
(−i)(F c)
par X (i)(F c)Γn pour n >> 0 permet d’e´crire un isomorphisme canonique
WA(i)(F c) = WA(j)(F c)(i− j)
pour i = j mod [F (µp) : F ] si i et j sont tous deux F
c/F -bons. Pour obtenir
un lien avec A′(F c) = WA(1)(F c), il semble ne´cessaire d’avoir recours au
pseudo-isomorphisme A′(F c)∨ ≈ X ′(F c)op obtenu a` la main par Iwasawa.
En combinant avec l’isomorphisme canonique X ′(F c) = WX(i)(F c)(−i) pour
i = 1mod [F (µp) : F ] on obtient, graˆce au lemme 2.1.24, un pseudo-iso-
morphisme
A′(F c)∨ ≈WA(i)(1− i)∨
Pour simplifier, on note Z(F c) = tΛlim
←−
fZpX
(−1)(Fn) (c’est le module Z
′
∞
dans [LFMN]). Notons que si F contient µp, lim
←−
fZpX
(−1)(Fn) est le groupe
de Galois de l’extension de Kummer obtenue en adjoignant a` F c toutes les
racines pn-ie`mes de ES(F
c), si bien que Z(F c) n’est autre que dernier terme
de la suite exacte d’Iwasawa 1.2.27. On peut voir ce qui suit comme la com-
paraison de la suite exacte 1.2.27 avec celle de la remarque 2.1.20 ; nous
invitons le lecteur a` consulter [LFMN], §2, pour plus de de´tails concernant
l’interpre´tation galoisienne de cette comparaison.
Lemme 2.1.28 Pour n >> 0, Z(F c) est fixe´ par Γn.
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Preuve : Il s’agit d’un fait bien connu, on peut aussi le voir graˆce a` la classi-
fication des Λ-modules : les suites exactes
0 −→ A′(F c)∨ −→ tΛX
(−1)(F c) −→ Z(F c) −→ 0
0 −→ W (1)(F c)∨ −→ tΛX
(−1)(F c) −→ WA(i)(F c)∨(i− 1) −→ 0
et le pseudo-isomorphisme A′(F c)∨ ≈ WA(i)(F c)∨(i − 1) (cf remarque ci-
dessus) montrent que Z(F c) et W (1)(F c)∨ ont la meˆme structure, d’ou` le
re´sultat puisque W (1)(F c)∨ est fixe´ par Γn pour n >> 0.
¤
Proposition 2.1.29 Supposons que tous les Fn ve´rifient la conjecture de
Gross. On a alors une suite exacte canonique
W (1)(F c)∨ →֒ Z(F c) −→ (lim
←−
A′(F c)Γn)∨ −→ (lim
←−
A′(Fn))
∨
Preuve : Par de´finition de Z(F c) et Γn-homologie, on a un diagramme com-
mutatif a` lignes exactes :
(A′(F c)∨)Γn −−−→ (tΛX
(−1)(F c))Γn −−−→ Z(F
c)Γn −→ 0y
y
0 −→ A′(Fn)
∨ −−−→ X (−1)(Fn)
Comme la seconde fle`che verticale est injective, on obtient une suite exacte
(A′(F c)∨)Γn →֒ tΛX
(−1)(F c)Γn −→ Z(F c)Γn −→ (A′(F c)∨)Γn −→ A
′(Fn)
∨
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La conjecture de Gross stipule la finitude de X ′(F c)Γn , et donc, par 2.1.24,
celle de (A′(F c)∨)Γn . Comme tΛX
(−1)(F c)Γn = W (1)(F c)∨ ne posse`de pas de
sous-module fini (cf 2.1.26), et que Z(F c) est fixe´ par Γn pour n >> 0, on
obtient la suite exacte annonce´e en passant a` la limite inductive.
¤
Remarque 2.1.30 Puisque la suite exacte, obtenue dans la preuve ci-dessus
par passage a` la limite inductive, se stabilise en fait a` partir d’un certain
niveau, c’est que le conoyau des applications de capitulation
A′(Fn) → A
′(F c)Γn
se stabilise aussi, et donc que le conoyau de l’application
X ′(F c) → lim
←−
A′(F c)Γn
de´duite par passage a` la limite projective est fini.
Lemme 2.1.31 ([LFMN] th 1.5) Supposons que tous les Fn ve´rifient la
conjecture de Gross. On a alors une suite exacte fonctorielle
X ′(F c)0 →֒ X ′(F c) −→ lim
←−
A′(F c)Γn −→ lim
−→
X ′(F c)Γn −→ A
′(F c)
Preuve : on renvoie a` [LFMN].
¤
Nous sommes maintenant en mesure de montrer la proposition 2.1.23.
Preuve de 2.1.23 : Soit L comme dans le corollaire 2.1.17 et laissons L′
parcourir les sous-extensions finies de L/F , de sorte que
tΛlim
←−E′
fZpX
(−i)(E ′) = lim
←−L′
Z(L′c)
Nous utilisons la de´composition de lim
←−
Z(L′c) donne´e par la suite exacte de
2.1.29. Soit, comme dans 2.1.17 une sous-extension L/F correspondant a` une
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section G(F c/F ) → Γ, et laissons L′/F parcourir les sous-extensions finies
de L/F et notons L′c = F cL′. D’abord, on voit facilement que
lim
←−
W (1)(L′c)∨ = 0
En effet, d’apre`s l’hypothe`se sur les groupes de decomposition, le degre´ local
de E/F c est infini pour toute (p)-place v ; on en de´duit facilement que
lim
−→
Ind
G(E′/F )v
G(E′/F ) H0(Ev,Zp(i− 1)) = 0
(voir 1.2.3), et donc que
lim
−→
W (1)(L′c) = lim
−→
W (1)(E ′) = 0
D’apre`s 2.1.29, il reste a` montrer que le noyau de
lim
←−L′
(lim
←−n
A′(L′c)Γn)∨ → lim
←−L′
(X ′(L′c)∨)
est pseudo-nul. Par le lemme 2.1.31 il est isomorphe au dual de Pontryagin
du noyau de
lim
−→n,L′
X ′(L′c)Γn → A
′(E)
Ecrivons maintenant la suite exacte de Sinnott 1.2.9 :
⊕˜
v∈S(F )
Zp[G(L′c/F )/G(L′c/F )v]−→ X ′(L′c)Γn −→ A′(L′Fn)
Ici, le signe ⊕˜ de´signe le noyau de la forme line´aire “somme”. Comme, pour
chaque v ∈ S(F ), on a rgZpΓv ≥ 2, c’est qu’il existe γv ∈ Γv tel que κ(γv) = 1
(κ est le caracte`re cyclotomique). Comme les v ∈ S(F ) sont en nombre fini, il
existe un indice j tel que, pour toute place v ∈ S(F ), γ
Zp
v ∩Γp
j
soit un facteur
direct de Γp
j
. Notons γ′v un ge´ne´rateur de γ
Zp
v ∩ Γp
j
et Λj = Zp[[Γp
j
]], alors∏
(γ′v−1) annule le premier terme de la suite exacte ci-dessus, ceci pour tout
L′. On en de´duit donc que
∏
(γ′v− 1) annule lim
←−
Z(L′c). Mais, dans la preuve
de 2.1.14, on a montre´, pour i = 1mod[F (µp) : F ], E/F bon, l’existence d’un
f ∈ Λj annulant tΛX
(−i)(E) et dont l’image dans Zp par l’augmentation est
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non nulle. On en de´duit l’existence d’un g ∈ Λj annulant tΛX
(−1)(E) (donc
lim
←−
Z(L′c)) et dont l’image dans Zp[[Γcp
j
]] par l’augmentation est non nulle.
Puisque les γ′−1v − 1 sont irre´ductibles dans Λj et que leur augmentation est
nulle dans Λc′, c’est que g et
∏
γ′−1v − 1 sont sans facteur commun. On en
conclut que lim
←−
Z(L′c) est pseudo-nul comme Λj-module, et donc par [B], VII,
§4.8 prop. 18, comme Λ-module.
¤
Remarque 2.1.32 Dans le cas particulier ou` s(E) <∞ (ce qui est automa-
tique si s(F ) = 1) l’isomorphisme alge´brique de [MC] Proposition 5 permet
d’obtenir tΛlim
←−
fZpX
(−1)(E ′) ≈ 0 (mais pas = 0, cf ci-dessous) sans faire
d’hypothe`ses concernant la conjecture de Gross.
Remarque 2.1.33 La technique de la preuve ci-dessus consiste essentielle-
ment a` remarquer que le noyau de
X(L′c)Γn → A
′(L′Fn)
n’est pas trop gros et cela conduit a` exhiber des annulateurs. Dans [MC], le
thm. 3 affirme la trivialite´ (sous l’hypothe`se s(F ) = 1) de tΛlim
←−
fZpX
(−1)(E ′).
La preuve de ce “re´sultat” repose de fac¸on cruciale sur [MC] thm. 5 dont la
preuve semble errone´e : l’auteur y confond l’isomorphisme abstrait
lim
−→
X ′(E)G(E/E′) → A
′(E) donne´ par un the´ore`me alge´brique raffinant 1.2.17
et le morphisme naturel de co-descente, concluant par la` que ce dernier est
injectif. Il n’y a apparemment aucune raison ge´ne´rale pour que ces deux mor-
phismes co¨ıncident : si un tel re´sultat e´tait vrai pour la Zp-extension cycloto-
mique, on pourrait en de´duire la conjecture de Gross ! (Pour n >> 0, le noyau
de X ′(F c)Γn → lim
−→m
X ′(F c)Γm est fini, donc celui de X
′(F c)Γn → A
′(Fn) le
serait aussi). La me´thode de´veloppe´e ci-dessus ne semble pas permettre de
re´cupe´rer le thm. 8 de [MC] : il faudrait controˆler le comportement foncto-
riel du noyau de l’homomorphisme de co-descente X ′(L′c)G(L′c/L′) → X
′(L′)
lorsque L′ varie, et malheureusement, la suite exacte de Sinnott ne suffit pas.
2.2 Diffe´rentes formulations
Dans cette section et toutes les suivantes, F de´signe un corps de nombres
et F˜ /F est le compose´ des Zp-extensions de F . On note Γ˜ = G(F˜ /F ) et
Λ˜ = Zp[[Γ˜]] son alge`bre de groupe comple`te.
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Dans [G3], R. Greenberg a propose´ la conjecture suivante :
Conjecture 2.2.1 (GG) X ′(F˜ ) est un Λ˜-module pseudo-nul.
Remarque 2.2.2 Si F est un corps de nombres totalement re´el ve´rifiant la
conjecture de Leopoldt, alors la conjecture (GG) co¨ıncide avec la conjecture
de Greenberg classique.
Notons (Dec) l’hypothe`se (Dec)(F˜ /F ) de 2.1.22. Selon la conjecture de
Leopoldt, cette hypothe`se ne peut eˆtre valide pour un corps totalement re´el.
Par contre, elle est automatiquement ve´rifie´e pour les corps contenant µp,
ainsi que pour les corps quadratiques imaginaires. Comme nous le verrons
plus loin (cf 4.2.3), il serait tre`s inte´ressant d’en savoir plus pour un corps
quelconque, mais cela semble inaccessible pour l’instant.
The´ore`me 2.2.3 Soit i = 1mod [F (µp) : F ]. Les assertions suivantes sont
e´quivalentes de`s que l’hypothe`se (Dec) est ve´rifie´e :
(G1) F ve´rifie la conjecture (GG).
(G2) X(i)(F˜ ) ≈Λ˜ 0.
(G3) tΛ˜X
(−i)(F˜ ) = 0.
Si de plus i est F˜ /F -bon (par exemple si i ≥ 2), elles sont encore e´quiva-
lentes a` :
(G4) H2S(F˜ ,Zp(i)) = 0.
(G5) Il existe une Zp-extension F∞/F dans laquelle H2S(F,Zp(i)) capitule.
(G5′) Il existe une infinite´ de Zp-extensions F∞/F dans lesquellesH2S(F,Zp(i))
capitule.
Si toute sous-extension finie de F˜ /F ve´rifie la conjecture de Gross, alors
(G1)− (G3) sont e´quivalentes a`
(G6) A′(F˜ ) = 0.
Preuve : Comme on suppose l’hypothe`se (Dec) ve´rifie´e, il est facile de voir que
X ′(F˜ ) = WX(1)(F˜ ) ≈ X(1)(F˜ ) et cela montre (G1) ⇔ (G2). (G2) ⇔ (G3)
re´sulte de 1.2.38 et de 1.2.36.
Supposons maintenant i F˜ /F -bon. (G3) ⇔ (G4) re´sulte de 2.1.15. Pour
(G2) ⇔ (G5) ⇔ (G5′), il faut noter l’e´quivalence, pour une Zp-extension
F∞/F entre la capitulation deH
2
S(F,Zp(i)) dans F∞, la trivialite´ deH
2
S(F∞,Zp(i))
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et la finitude de X(i)(F∞). La proposition 2.1.5 donne alors l’e´quivalence
souhaite´e. Sous l’hypothe`se supple´mentaire que toute sous-extension finie de
F˜ /F ve´rifie la conjecture de Gross, l’e´quivalence (G3) ⇔ (G6) pour i = 1 est
donne´e par 2.1.23. Notons que (G3) ⇒ (G6) est inde´pendante de la conjec-
ture de Gross.
¤
Remarque 2.2.4 L’e´quivalence de (G2) a` (G5′) tient encore sans les hy-
pothe`ses (Dec) et i = 1mod [F (µp) : F ]. Mais alors, on sort du cadre de la
conjecture (GG).
Corollaire 2.2.5 (Comparer avec [Ma2], th. 6) Si F ve´rifie (Dec) et (GG),
alors toute sous-extension finie de F˜ /F aussi.
Preuve : Fixons un bon i = 1mod [F (µp) : F ] et utilisons la formulation
(G3). Soit E ′/F une sous-extension finie de F˜ /F . Si E1/E
′ et E2/E
′ sont
respectivement une Zps et une Zps+1-extension d’alge`bre Λ1 et Λ2, on a
(tΛ2X
(−i)(E2))G(E2/E1) →֒ tΛ1X
(−i)(E1)
Ainsi, on montre de proche en proche que
tΛ˜X
(−i)(F˜ ) = 0 ⇒ tZp[[G(E˜′/E′)]]X
(−i)(E˜ ′) = 0
¤
Remarque 2.2.6 Dans le the´ore`me 2.2.3, l’implication (G5) ⇒ (G3), peut
eˆtre obtenue de la meˆme manie`re que le corollaire ci-dessus, ce qui e´vite le
recours a` la partie admise de la proposition 2.1.5.
Remarque 2.2.7 Le the´ore`me 3 de [MC] est au moins conjecturalement
vrai. En fait, il est ve´rifie´ de`s que l’une des deux hypothe`ses suivantes l’est :
- F ve´rifie (G6) et toute sous-extension finie de E/F ve´rifie la conjecture de
Gross.
- F ve´rifie (GG).
Remarque 2.2.8 Les implications (G1) ⇔ (G3) ⇒ (G6) sont de´montre´es
pour i = 1 dans [LN], sous l’hypothe`se supple´mentaire que 0 est F˜ /F -bon.
La preuve de [LN] de l’implication (G6) ⇒ (G3) est errone´e. C’est encore
la fonctorialite´ de la description de Z(F c) = tΛX
(−1)(F c) par Iwasawa (cf
1.2.27) qui est en cause.
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La formulation (G5) sugge`re l’e´tude des hypothe`ses suivantes :
FCap(i)(F ) : (capitulation forte) Il existe une Zp-extension F∞/F ve´rifiant
cap(i)(F∞/F ) = H
2
S(F,Zp(i))
TCap(i)(F ) : (capitulation totale) cap(i)(F˜ /F ) = H2S(F,Zp(i))
fCap(i)(F ) : (capitulation faible) H2S(F,Zp(i)) 6= 0 ⇒ cap
(i)(F˜ /F ) 6= 0
Ces hypothe`ses sont visiblement range´es de la plus forte a` la plus faible.
Comme la premie`re est e´quivalente, pour i et F comme dans le the´ore`me
2.2.3 (G5), a` la conjecture (GG), il est naturel de conside´rer TCap(i)(F )
(resp. fCap(i)(F )) comme une version faible (resp. tre`s faible) de la conjec-
ture (GG). Les re´sultats principaux de ce travail concernent ces versions
faibles. Mais d’abord, nous montrons dans la prochaine section que dans le
cas “cyclique”, TCap(i) entraˆıne la conjecture (GG). Ensuite, nous proposons
au chapitre 4 une approche du proble`me de capitulation (ie. de l’e´tude des
hypothe`ses ci-dessus) via l’e´tude d’un certain cup-produit.
2.3 Le cas cyclique
Dans toute ce paragraphe, on suppose que F contient µp. Dans [MC],
McCallum a annonce´ le re´sultat suivant :
Enonce´ 2.3.1 ([MC] th. 1 (ou 26)) Soit F = Q(µp). Si tZpX (F ) est cyclique
d’ordre p, alors F ve´rifie la conjecture (GG).
Remarque 2.3.2 L’hypothe`se concernant tZpX (F ) entraine la conjecture de
Vandiver.
Pour de´montrer ce “the´ore`me”, la strate´gie de [MC] est la suivante :
Conside´rons le morphisme de co-descente suivant (δ pour descente) :
δ(0) : tΛX (F˜ )Γ˜ → X (F )
La conjecture (GG) postule la trivialite´ du groupe de de´part, elle e´quivaut
donc a` la conjonction des deux hypothe`ses suivantes :
(H1) Ker δ(0) = 0
(H2) Im δ(0) = 0
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Afin d’adapter cette strate´gie au cadre qu’on s’est fixe´, il convient de
de´finir les homomorphismes de co-descente pour tout i ∈ Z :
δ(−i) : tΛX
(−i)(F˜ )Γ˜ → X
(−i)(F )
et d’en e´tudier le noyau et la co-image. Notons que si tΛlim
←−
fZpX
(−i)(E ′) = 0,
alors on a
δ(−i) : tΛX
(−i)(F˜ )Γ˜ → tZpX
(−i)(F )
son homomorphisme dual est alors simplement l’homomorphisme de capitu-
lation :
H2S(F,Zp(i)) → H
2
S(F˜ ,Zp(i))
Γ˜
Les hypothe`ses (H1) et (H2) correspondent alors respectivement a` la nullite´
de cocap(i)(F˜ /F ) et a` l’hypothe`se TCap(i)(F ).
Soit E/F une Zp-extension multiple d’un corps de nombres, dont on note
Γ le groupe de Galois, s le Zp-rang, et Λ son alge`bre d’Iwasawa. On notera
δ
(−i)
E/F la co-descente dans l’extension E/F , si bien que δ
(−i) = δ
(−i)
F˜ /F
. Pour
(H1) on a les re´sultats suivants :
Proposition 2.3.3 On suppose que i ∈ Z est F -bon et E-bon, et que F
contient µp. Alors Kerδ
(−i)
E/F = H1(Γ, fΛY
(−i)(E)). En particulier, δ
(−i)
E/F est
injectif si s = 1, puisque dans ce cas H1(Γ, fΛY
(−i)(E)) = fΛY
(−i)(E)Γ = 0.
¤
The´ore`me 2.3.4 ([MC] lemma 24) Supposons que i ∈ Z est F -bon et E-
bon, et que F contient µp. Si H
2
S(F,Zp(i)) est cyclique, alors Kerδ
(−i)
E/F = 0,
ie. cocap(i)(E/F ) = 0.
Preuve : Nous proposons une preuve diffe´rente de celle de [MC], ceci dans le
but “d’expliquer” l’hypothe`se de cyclicite´. Comme HS2 (E,Zp(−i)) = 0, c’est
que pdΛY
(−i)(E) ≤ 1. Rappelons que E1(E1(Y (−i)(E)) est canoniquement
isomorphe au noyau tΛY
(−i)(E) de l’homomorphisme naturel Y (−i)(E) →
E0(E0(Y (−i)(E))) (cf 1.2.21 et 1.2.22). De la suite exacte (1.2.33)
0 −→ Λ
Φ
−−−→ Λd −−−→ Y (−i)(E) −→ 0
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on en tire une autre en appliquant le foncteur E0 :
0 −→ M
E0(Φ)
−−−→ Λ −−−→ E1(Y (−i)(E)) −→ 0
ou` M est de´fini par l’exactitude de la suite. En recommenc¸ant, on obtient un
diagramme commutatif a` lignes exactes :
0 −→ Λ
E0(E0(Φ))
−−−−−→ E0(M) −−−→ tΛY
(−i)(E) −→ 0y
y
y
0 −→ Λ
Φ
−−−→ Λd −−−→ Y (−i)(E) −→ 0
En prenant l’homologie par rapport a` Γ, on en obtient un autre :
H1(Γ, fΛY
(−i)(E))
=
−−−→ H1(Γ, fΛY
(−i)(E))y
y
0 −→ Zp −−−→ E0(M)Γ −−−→ (tΛY (−i)(E))Γ −→ 0y
y
y
0 −→ Zp −−−→ Zpd −−−→ Y (−i)(K) −→ 0
Comme (tΛY
(−i)(E))Γ est de Zp-torsion (cf 2.1.14), on lit sur ce dia-
gramme que H1(Γ, fΛY
(−i)(E)) = tZpE
0(M)Γ. C’est ici qu’intervient l’hy-
pothe`se de cyclicite´ : Il est bien connu que pour s = 1 (ie. pour Γ de rang
1), un Λ-module est libre si et seulement s’il est re´flexif ; mais pour s > 1,
l’e´quivalence n’est conserve´e que pour les ide´aux (i.e. les modules de rang 1)
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(voir [B] VII§4.2 Example (2) et noter qu’ici un ide´al divisoriel est principal,
puisque Λ est factoriel). Comme E0(M) est re´flexif de rang 1, il est libre, et
H1(Γ, fΛY
(−i)(E)) = tZpE
0(M)Γ = 0, ce qui termine la preuve.
Pour la commodite´ du lecteur, on redonne ici une preuve de la liberte´
de E0(M) : disons que {m1, ..,mq} engendrent M comme ide´al de Λ =
E0(E0(Λ)), alorsE0(M) = 1
pgcd(mj)
Λ, cette e´galite´ ayant lieu dansHomQ(M⊗Λ
Q,Q), identifie´ a` Q, ou` Q est le corps des fractions de Λ.
¤
Dans [MC], l’auteur utilise le the´ore`me 2.3.4 pour i = 0, ce qui re`gle
(sous Leopoldt) la question de l’hypothe`se (H1). Concernant l’hypothe`se
(H2), le raisonnement de [MC] repose de fac¸on cruciale sur l’absence de
Λ˜-torsion dans le module attache´ aux unite´s, c’est-a`-dire sur l’identification
tΛ˜X
(−1)(F˜ ) = A′(F˜ )∨ (ou encore tΛX (F˜ ) = A
′(F˜ )∨(1)). Comme nous l’avons
de´ja` signale´ apre`s la proposition 2.1.23, ce point est spe´cialement de´licat et
la preuve de [MC] semble errone´e, si bien que l’e´nonce´ 2.3.1 reste a` prouver.
Le mieux que l’on puisse faire pour l’instant est le corollaire suivant, qui
remplace alors l’e´nonce´ 2.3.1 de [MC] :
Corollaire 2.3.5 Soit F un corps de nombres contenant µp. On suppose que
H2S(F,Zp(i)) est cyclique. Si tΛlim
←−
fZpX
(−i)(E ′) = 0, et si F ve´rifie l’hypothe`se
TCap(i) alors la conjecture (GG) est vraie pour F .
¤
Pour appliquer ce corollaire, il convient de distinguer le cas i = 1 et le cas
i 6= 1.
Si i = 1, l’hypothe`se TCap(i) est accessible, au moins dans certains cas
particuliers. Par exemple, si F ne contient qu’une seule (p)-place, elle est
ve´rifie´e de`s que F˜ contient le (p)-corps de Hilbert de F , c’est le cas pour F =
Q(µp) de`s que p ve´rifie la conjecture de Vandiver (celle-ci est automatique
si tZpX (F ), ou de manie`re e´quivalente A
′(F ), est cyclique). Notons qu’il est
plus avantageux de travailler directement avec i = 1 : le changement de
twist - implicite dans [MC] - de i = 1 a` i = 0 n’ayant plus lieu, l’hypothe`se
concernant l’ordre de tZpX (F ) est affaiblie en une hypothe`se de cyclicite´.
C’est alors l’hypothe`se tΛlim
←−
fZpX
(−i)(E ′) = 0 qui semble comple`tement hors
de porte´e (cf rem. 2.1.33). Afin de contourner cette difficulte´, il faudrait e´viter
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le (p)-corps de Hilbert : Si A′(F ) capitule dans une Zp-extension multiple
E/F contenant F c et ne posse´dant qu’un seule (p)-place, alors par 2.3.4,
c’est que tΛX
(−1)(E) = 0 et cela entraˆıne la validite´ de (GG) pour F . Cette
dernie`re de´marche est rapprocher de [Mi1] proposition 5.B.
Si i est F˜ /F -bon, l’hypothe`se tΛlim
←−
fZpX
(−i)(E ′) = 0 est automatique (cf
th 2.1.15) et il faut examiner le proble`me de capitulation pour H2S(F,Zp(i)).
C’est ce dernier qui est alors vraiment difficile puisque l’on ne dispose plus
d’un bon analogue du (p)-corps de Hilbert qui fournirait un analogue du
the´ore`me de l’ide´al principal.
Ainsi, en vue de la strate´gie de [MC] de´crite un peu plus haut, remplacer
i = 1 par un bon i revient a` ramener la difficulte´ au niveau fini.
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Chapitre 3
Cup produit dans une
Zp-extension
Comme nous l’avons signale´ dans le chapitre pre´ce´dent, la conjecture
(GG) est intimement lie´e a` la capitulation des groupes de cohomologie p-
adiques en degre´ 2 dans des Zp-extensions (multiples). A ce jour, ce proble`me
reste tre`s myste´rieux, ce qui est connu se re´sumant essentiellement a` la pro-
position 1.2.8. Dans [MCS] les auteurs e´tudient le cup-produit
H1S(F, µp)⊗H
1
S(F, µp)
∪
→H2S(F, µ
⊗2
p )
et le symbole
ES(F )⊗ ES(F )
(.,.)S
→ H2S(F, µ
⊗2
p )
qu’il induit via l’isomorphisme de la the´orie de Kummer : ES(F ) ⊗ Zp =
H1S(F,Zp(1)). Apre`s avoir donne´ une formule pour le symbole (b, a)S de deux
S-unite´s, les auteurs e´tudient le cas particulier ou` Cl′(F ) ⊗ Zp est cyclique
d’ordre p. Dans cette situation, ils montrent, par le biais de la the´orie des
genres dans l’extension F (a
1
p )/F , que les valeurs prises par le cup-produit
de´terminent le comportement (et indirectement la capitulation) du groupe
de S-classes dans les premiers e´tages des Zp-extensions. Inspire´ par ce travail,
nous proposons ici l’e´tude du cup-produit suivant :
H1S(F,Zp(i))⊗H
1
S(F,Zp(j))
∪
→H2S(F,Zp(i+ j))
On fixe j = 0, ce qui permet un interpre´tation galoisienne sans condition sur
le nombre de racines de l’unite´s contenues dans F .
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L’ide´e ge´ne´rale est la suivante : un e´le´ment non nul a ∈ H1S(F,Zp)
de´termine une Zp-extension F∞/F . On exprime alors l’application
∪a : H1S(F,Zp(i)) → H
2
S(F,Zp(i)) comme la composition d’une applica-
tion de monte´e : ma : H
1
S(F,Zp(i)) → X
(i)(F∞)
Γ avec une application de
descente : da : X
(i)(F∞)
Γ → H2S(F,Zp(i)). On commence par travailler au ni-
veau fini, pour passer ensuite a` la limite. Le reste du chapitre se re´sume alors
a` l’e´tude des noyaux et conoyaux de ma. Bien que la plupart des re´sultats
pre´sente´s dans ce chapitre soient utiles pour la suite, ils sont inte´ressants
pour eux-meˆmes, c’est pourquoi on prend la peine de les de´velopper, quitte
a` s’e´carter un peu du fil conducteur annonce´ dans l’introduction.
3.1 Etude du cup-produit par monte´e et des-
cente
On pre´sente ici le re´sultat technique (3.1.1) qui servira de support a` toute
la suite. Il s’agit essentiellement de comparer, pour un e´le´ment a ∈ H1S(F,Zp),
l’application ∪a modulo pn a` la diffe´rentielle d0,22 d’une certaine suite spec-
trale.
Cela nous conduira, a` retrouver, dans le cadre qu’on s’est fixe´, la formule
propose´e par [MCS].
3.1.1 L’application ∪a : H1S(F,Zp(i)) → H
2
S(F,Zp(i))
On souhaite de´crire le cup-produit
ci,0 : H
1
S(F,Zp(i))⊗H
1
S(F,Zp)
∪
→H2S(F,Zp(i))
Pour cela, il suffit de connaˆıtre les applications ∪a : H1S(F,Zp(i)) → H
2
S(F,Zp(i))
ou` a est un e´le´ment de H1S(F,Zp) = Hom(GS,Zp), non divisible par p. Soit
donc un tel a et notons an son image dans H
1
S(F,Z/p
n) = Hom(GS,Z/pn).
Soit Fn le corps fixe´ par le noyau GS(Fn) de an et Gn = G(Fn/F ). On notera
simplement res et cor (resp. r̂es, ĉor) pour les morphismes de restriction
et co-restriction dans l’extension Fn/F (resp. leurs modifications e´videntes).
L’objet de ce paragraphe est de montrer le re´sultat suivant :
The´ore`me 3.1.1 On suppose toujours i 6= 0. Il existe αn ∈ H
1
S(Fn,Zp)
Gn
tel que a = cor αn et le cup-produit avec αn induit un isomorphisme dans le
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diagramme commutatif suivant.
Hˆ0(Gn,H
1
S(Fn,Zp(i)))
∪αn−−−→
∼
Hˆ0(Gn,H
2
S(Fn,Zp(i)))
cres
x ccor
y
H1S(F,Zp(i))
∪an−−−→ H2S(F,Z/p
n(i))
En particulier H1S(F,Zp(i)) ∪ a = cor(H
2
S(Fn,Zp(i))
Gn) de`s que pn tue le
groupe H2S(F,Zp(i)).
Preuve : Commenc¸ons par montrer l’existence de αn ∈ H
1
S(F,Zp) tel que
cor αn = a. Notons Γn = G(F∞/Fn). Conside´rons le diagramme commutatif
suivant :
H1(Γn,Zp)
inf
−−−→ H1S(Fn,Zp)
cor
y cor
y
H1(Γ,Zp)
inf
−−−→ H1S(F,Zp)
Par de´finition de F∞, on peut e´crire a = inf a, ou` a ∈ H
1(Γ,Zp). La co-
restriction de gauche e´tant un isomorphisme, il existe αn ∈ H
1(Γn,Zp) tel
que a = cor αn. Notons αn = inf αn, on a alors cor αn = a. Remarquons que,
comme H1(Γn,Zp) est fixe´ par Gn, αn l’est aussi et l’application ∪αn est Gn-
e´quivariante. Le cup-produit avec αn induit donc un diagramme commutatif :
H0(Gn,H
1
S(Fn,Zp(i)))
∪αn−−−→ H0(Gn,H
2
S(Fn,Zp(i)))
res
x cor
y
H1S(F,Zp(i))
∪a
−−−→ H1S(F,Zp(i))
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Notant νGn la norme alge´brique, on a cor ◦ νGn = p
n cor. La fle`che note´e
ĉor : Hˆ0(Gn,H
2
S(Fn,Zp(i))) → H
2
S(F,Z/p
n(i)) est donc bien de´finie et le
diagramme du the´ore`me est induit par le carre´ ci-dessus.
Reste a` montrer que ∪αn : Hˆ
0(Gn,H
1
S(Fn,Zp(i))) → Hˆ
0(Gn,H
2
S(Fn,Zp(i)))
est un isomorphisme. Comme Zp(i)GS(Fn) = 0 et cdp(GS) ≤ 2, un rapide exa-
men des premiers termes de la suite spectrale de l’extension de groupes
1 −→ GS(Fn) −−−→ GS −−−→ Gn −→ 1
donne, comme en 1.1.7, la suite exacte
H2S(F,Zp(i)) −→ H
0(Gn,H
2
S(Fn,Zp(i)))
d0,22
։ H2(Gn,H
1
S(Fn,Zp(i)))
L’application de co-restriction cor : H2S(Fn,Zp(i)) → H
2
S(F,Zp(i)) e´tant sur-
jective (cf [Se2], lettre de Tate), c’est que l’image de la norme alge´brique νGn :
H2S(Fn,Zp(i)) → H
2
S(Fn,Zp(i)) est resH
2
S(F,Zp(i)), et finalement d
0,2
2 induit
un isomorphisme dˆ0,22 entre Hˆ
0(Gn,H
2
S(Fn,Zp(i))) et H
2(Gn,H
1
S(Fn,Zp(i))).
Nous allons montrer que dˆ0,22 ◦∪αn : Hˆ
0(Gn,H
1
S(Fn,Zp(i))) → H
2(Gn,H
1
S(Fn,Zp(i)))
est un isomorphisme, ce qui terminera la preuve.
Notons pour simplifier Ep,q2 (Zp(i)) = H
p(Gn,H
q
S(Fn,Zp(i))) et Eˆ
p,q
2 (Zp(i)) =
Hˆp(Gn,H
q
S(Fn,Zp(i))). Le cup-produit
HqS(Fn,Zp(i))⊗H
q′
S (Fn,Zp) → H
q+q′
S (Fn,Zp(i))
induit un cup-produit
Ep,q2 (Zp(i))⊗ E
p′+q′
2 (Zp) → E
p+p′,q+q′
2 (Zp(i))
et l’on a ([J2], prop 6.2), pour β ∈ Ep,q2 (Zp(i)) ,γ ∈ E
p′,q′
2 (Zp)
dp+p
′,q+q′
2 (β ∪ γ) = d
p,q
2 β ∪ γ + (−1)
p+qβ ∪ dp
′,q′
2 γ
Rappelons que αn ∈ E
0,1
2 (Zp). La diffe´rentielle d
0,1
2 de la suite spectrale a` coef-
ficients dans Zp(i) est nulle puisqu’a` valeurs dans H2(Gn,H0S(Fn,Zp(i))) = 0.
La formule ci-dessus donne donc, pour β ∈ E0,12 (Zp(i)), d
0,2
2 (β ∪ αn) =
−β ∪ d0,12 αn
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Soit δGn l’homomorphisme de Bockstein, c’est-a`-dire le morphisme de
connexion associe´ a` la suite exacte de Gn-modules Zp →֒ Zp ։ Z/pn. En
tenant compte du lemme ci-dessous, on obtient d0,22 (β ∪αn) = −β ∪ δGnan ie.
dˆ0,22 ◦∪αn = −∪δGnan, ce qui termine la preuve puisque ∪δGnan : Hˆ
0(Gn, •) →
H2(Gn, •) est un isomorphisme ([Se1]).
¤
Lemme 3.1.2 d0,12 αn = −δGnan
Preuve : Comme l’action de GS(Fn) est triviale sur Zp, on sait exprimer la
transgression d0,12 comme un cup-produit. Pre´cise´ment, si u est l’e´le´ment de
H2(Gn, G(Fn)
ab) correspondant a` l’extension de groupes
1 −→ GS(Fn)
ab −−−→ GS/[GS(Fn), GS(Fn)] −−−→ Gn −→ 1
alors d0,12 αn = −u ∪ αn = −αn ∪ u. Soit, pour 0 ≤ k ≤ p
n − 1, σk ∈ GS tel
que a(σk) = k. On peut repre´senter u par un 2-cocycle de´fini par
u(τ1, τ2) = σαn(τ1) σαn(τ2) σ
−1
αn(τ1τ2)
ou` k de´signe l’entier congru a` k modulo pn compris entre 0 et pn − 1. On
obtient alors
αn ∪ u(τ1, τ2) = αn(u(τ1, τ2)) = αn(σαn(τ1) σαn(τ2) σ
−1
αn(τ1τ2)
)
Maintenant, res a = pn(αn) donc
αn(u(τ1, τ2)) =
1
pn
a(σαn(τ1) σαn(τ2) σ
−1
αn(τ1τ2)
)
=
1
pn
(αn(τ1) + αn(τ2)− αn(τ1τ2)) = δGnan(τ1, τ2)
¤
Remarque 3.1.3 Si i = 0, les termes Ep,02 (Zp(i)) ne sont plus triviaux ; la
comparaison entre ∪αn et d
0,2
2 est alors plus technique, c’est la raison pour
laquelle on supposera syste´matiquement i 6= 0.
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Remarque 3.1.4 Au cours de la preuve on a e´tabli le fait suivant : l’homo-
morphisme
∪αn : Hˆ
0(Gn,H
1
S(Fn,Zp(i))) → Hˆ
0(Gn,H
2
S(Fn,Zp(i))
admet pour inverse l’homomorphisme compose´ (∪δGnan)
−1 ◦ dˆ0,22 .
Remarque 3.1.5 Les seules proprie´te´s de GS que nous avons utilise´es sont
- cdpGS ≤ 2.
- Les groupes H1S(F,Z/p) et H
2
S(F,Z/p) sont finis.
- H0S(Fn,Zp(i)) = 0. Il est tout a` fait possible d’e´noncer des re´sultats ana-
logues dans un cadre plus abstrait. En particulier, l’analogue local e´vident du
the´ore`me 3.1.1 est vrai.
3.1.2 Symbole de S-unite´s
On se propose ici de retrouver, dans le cadre qui nous occupe, la formule
propose´e par [MCS].
De´calage de suites spectrales
L’objectif de cette petite digression est la preuve du lemme suivant, utile
pour retrouver la formule de [MCS] :
Lemme 3.1.6 Soit E/F une extension galoisienne, S-ramifie´e, de corps de
nombres et notons G = G(E/F ). On a un diagramme commutatif a` lignes
exactes :
H2S(F,Zp(1)) −→ H
2
S(E,Zp(1))
G
d0,22 (Zp(1))
։ H2(G,H1S(E,Zp(1)))x
x
x
H1S(F,ES) −→ H
1
S(E,ES)
G −d
0,1
2 (ES)−−−−−→ H2(G,ES(E))
x
x
x
Cl′(F ) −→ Cl′(E)G
δG◦δG−−−→ H2(G,ES(E))
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dans lequel les deux premie`res lignes exactes sont obtenues respectivement en
conside´rant les suites spectrales de l’extension de groupes GS(E) →֒ GS ։ G
Ep,q2 (Zp(1)) = H
p(G,HqS(E,Zp(1))) ⇒ E
p+q(Zp(1)) = H
p+q
S (F,Zp(1))
Ep,q2 (ES) = H
p(G,HqS(E,ES)) ⇒ E
p+q(ES) = H
p+q
S (F,ES)
et la dernie`re est obtenue en prenant la G-cohomologie de la suite exacte
0 −→ ES(E) −→ E
× −→ IS(E) −→ Cl
′(E) −→ 0
ou` IS(E) est le groupe des ide´aux de E a` support hors de S.
Se´pare´ment, ces trois suites exactes sont bien connues (on peut meˆme
prolonger la premie`re en une suite exacte a` quatre termes et les deux secondes
en une suite exacte a` sept termes, cf. [I2] prop. 1 et §5 ou [CHR]), et le seul
point de´licat concernant la commutativite´ de ces diagrammes tient dans la
commutativite´ des carre´s dont les fle`ches horizontales sont les morphismes
nomme´s d0,22 (Zp(1)), −d
0,1
2 (ES) et δG ◦ δG.
Pour traiter ce point, nous montrons d’abord deux lemmes concernant le
calcul par de´calage des diffe´rentielles de la suite spectrale d’une extension de
groupes.
Soit 1 → H → G→ G/H → 1 une extension de groupes profinis et
Ep,q2 = H
p(G/H,Hq(H, •)) ⇒ Hp+q(G, •) = Ep+q
la suite spectrale cohomologique qui en re´sulte. On s’inte´resse en ge´ne´ral aux
diffe´rentielles
dp,q2 : E
p,q
2 → E
p+2,q−1
2
Lemme 3.1.7 Soit 0 → A → B → C → 0 une suite exacte de G-modules
discrets, soit δqH le cobord
Hq(H,C) → Hq+1(H,A)
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Alors le carre´ suivant est anti-commutatif :
Ep,q2 (C)
dp,q2−−−→ Ep+2,q−12 (C)
Hp(G/H,δqH)
y
y Hp+2(G/H,δq−1H )
Ep,q+12 (A)
dp,q+12−−−→ Ep+2,q2 (A)
pour q ≥ 1 et p ≥ 0.
Esquisse de preuve : On se rame`ne d’abord au cas ou` B est G-injectif de la
fac¸on suivante. Soit A→ I0 un plongement de A dans un injectif, et A1 son
conoyau. Puisque I0 est injectif, on peut prolonger A → I0 en B → I0, et
e´crire un diagramme commutaif a` lignes exactes :
0 −→ A −−−→ B −−−→ C −→ 0y
y
y
0 −→ A −−−→ I0 −−−→ A1 −→ 0
On ve´rifie alors qu’il suffit de montrer le lemme pour la seconde suite exacte.
Indiquons rapidement comment conclure dans ce cas. Le plongement injectif
A→ I0 se prolonge en une re´solution injective de A→ I (I est un complexe).
Notant Jn = In+1 pour n ≥ 0, on obtient une re´solution injective de A1. En
examinant la construction de la suite spectrale expose´e dans [CE] chap. XV-
XVII, on remarque naturellement un morphisme de´cale´ de suites spectrales
Ep,q2 (A1) → E
p,q+1
2 (A) et celui-ci donne le re´sultat souhaite´.
¤
Remarque 3.1.8 Comme me l’a indique´ le premier rapporteur, on pourrait
conside´rer la suite spectrale d’hypercohomologie a` coefficients dans le com-
plexe [B → C], qui s’identifie a` celle de A de´cale´e de 1.
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Lemme 3.1.9 Soit 0 → A → B → C → 0 une suite exacte telle que
H1(H,B) = 0. Notons alors δG/H ◦ δG/H le double cobord associe´ a` la suite
exacte de G/H-modules
0 −→ AH −−−→ BH −−−→ CH −−−→ H1(H,A) −→ 0
Le carre´ suivant est commutatif :
Hp(G/H,H1(H,A))
δG/H◦δG/H
−−−−−→ Hp+2(G/H,AH)y
y
Ep,12 (A)
(−1)p+1dp,12−−−−−−→ Ep+2,02 (A)
Esquisse de preuve : Ici encore on se rame`ne au cas ou` B est injectif. Dans
ce cas un examen attentif de la de´finition de dp,12 donne le re´sultat.
¤
Remarque 3.1.10 Ici aussi, l’emploi de l’hypercohomologie simplifie cer-
tainement le raisonnement (voir la troisie`me remarque suivant le the´ore`me
2.4.1 de [Gro]).
Revenons a` la preuve de la commutativite´ dans 3.1.6
D’abord, appliquons le lemme 3.1.7 a` l’extension de groupes 1 → GS(E) →
GS → Gn → 1 et a` la suite exacte de GS-modules
0 −→ Z/pk(1) −−−→ ES
pk
−−−→ ES −→ 0
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on obtient alors, apre`s passage a` la limite projective sur k, un carre´ anti-
commutatif
H0(Gn,H
2
S(E,Zp(1)))
d0,22−−−→ H2(Gn,H
1
S(E,Zp(1)))x
x
H0(Gn,H
1
S(E,ES))
d0,12−−−→ H2(Gn, ES(E))
(3.1)
Appliquons maintenant le lemme 3.1.9 avec la meˆme extension de groupes et
la suite exacte de GS-modules suivante :
0 −→ ES −−−→ F
×
S −−−→ IS −→ 0
On obtient un carre´ anticommutatif :
H0(Gn,H
1
S(E,ES))
δ◦δ
−−−→ H2(Gn, ES(E))x
x
H0(Gn,H
1
S(E,ES))
d0,12−−−→ H2(Gn, ES(E))
(3.2)
Et cela termine la preuve de 3.1.6
¤
La Formule
Soit F un corps de nombres contenant µpn , n > 0. Si x et y sont deux
S-unite´s de F , on de´finit le symbole (y, x)S = δSy ∪ δSx ou` δS est le cobord
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de la suite exacte de Kummer
0 −→ Tp −−−→ lim
←−
p
ES −−−→ ES −→ 0
dans laquelle Tp = lim
←−
µpk . Rappelons que Cl
′(F ) ⊗ µpn s’injecte canonique-
ment dans H2S(F, Tp)⊗µpn = H
2
S(F, µ
⊗2
pn ) (cf [Ta]). Dans ce cadre, [MCS] th.
2.4 donne une formule modulo pn pour le symbole (y, x)S. On peut l’exprimer
de la fac¸on suivante :
Proposition 3.1.11 ([MCS] th. 2.4). Soit F un corps de nombres contenant
µpn, x ∈ ES(F ) et Fn/F l’extension correspondant a` δx ∈ H
1
S(F, µpn), de
groupe de Galois Gn. Fixons une racine primitive p
n ieme de l’unite´ ζ ; δx
de´termine alors un e´le´ment an ∈ H
1(Gn,Z/pn). Le symbole (., x) envoie
ES(F )∩ νGnF
×
n dans Cl
′(F )⊗µpn (vu comme sous-groupe de H
2
S(F, µ
⊗2
pn )) et
l’on a un diagramme commutatif :
ES(F ) ∩NF
×
n /NES(Fn)
φ−1◦(∪δGnan)−−−−−−−→ Hˆ0(Gn, Cl
′(Fn))
cres
x ccor⊗ζ
y
ES(F ) ∩NF
×
n
∪x
−−−→ Cl′(F )⊗ µpn
ou` δGn de´signe, comme dans le paragraphe pre´ce´dent, l’homomorphisme de
Bockstein, et φ : Hˆ0(Gn, Cl
′(Fn)) → Ker(H
2(Gn, ES(Fn)) → H
2(Gn, F
×
n ))
est l’isomorphisme induit par le double cobord associe´ a` la suite exacte de
Gn-modules
ES(Fn) →֒ F
×
n −→ IS(Fn) ։ Cl
′(Fn)
dans laquelle IS(Fn) est le groupe des ide´aux de Fn a` support hors de S.
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¤Dans le cas ou` l’extension F (a
1
pn )/F est Zp-plongeable, nous nous proposons
de retrouver ce re´sultat a` l’aide des me´thodes du paragraphe pre´ce´dent.
Puisque ∪x = ∪an ⊗ ζ, il s’agit de montrer la commutativite´ de la face
avant dans le cube suivant :
Eˆ0,12 (Zp(1))
∪αn // Eˆ0,22 (Zp(1))
ccor
²²
ES(F ) ∩NF
×
n
NES(Fn)
77ppppppppppp
φ−1◦(∪δGnan)// Hˆ0(Gn, Cl
′(Fn))
77nnnnnnnnnnnnnnn
ccor
²²
H1S(F,Zp(1))
cres
OO
∪an // H2S(F,Z/p
n(1))
ES(F ) ∩NF
×
n
cres
OO
66mmmmmmmmmmmmm
∪an // Cl′(F )/pn
55llllllllllllll
Parmi les autres, seule la commutativite´ la face supe´rieure n’est pas imme´diate.
Au vu de la remarque 3.1.4 et de la de´finition de φ, il suffit donc de montrer
que le carre´ suivant est commutatif :
H0(Gn,H
2
S(Fn,Zp(1)))
d0,22−−−→ H2(Gn,H
1
S(Fn,Zp(1)))x
x
H0(Gn, Cl
′(Fn))
δ◦δ
−−−→ H2(Gn, ES(Fn))
(3.3)
or c’est ce qu’affirme le lemme 3.1.6.
¤
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3.2 The´orie d’Iwasawa : suite
Nous pre´sentons ici un certain nombre de conse´quences du the´ore`me 3.1.1.
En passant a` la limite, on obtient une description de l’homomorphisme ∪a
par monte´e et descente dans la Zp-extension de´finie par a. On voit alors ap-
paraˆıtre naturellement les normes universelles et les sous-modules finis, et l’on
obtient ainsi une description “par cup-produit” de ces modules arithme´tiques
dans n’importe quelle Zp-extension. Cela nous conduit d’abord a` ge´ne´raliser
a` une Zp-extension quelconque et a` tout couple (H1S,H
2
S) les re´sultats clas-
siques de Kuz’min, Sinnott, Greither etc... relatifs au couple (S-unite´s, S-
groupe de classes) et a` la Zp-extension cyclotomique. Pour ce faire, il nous
faut modifier les re´sultats abstraits de Greither ([Grei], voir 3.2.2) pour les
rendre utilisables dans ce contexte.
3.2.1 Cup produit et normes universelles
Soit F un corps de nombres. Comme dans la section pre´ce´dente, a de´finit
une Zp-extension F∞/F dont le groupe de Galois est note´ Γ et les e´tages
de degre´ pn, Fn/F . On note encore Γn = G(F∞/Fn), Gn = G(Fn/F ),
X(i)(F∞) = lim
←−
H2S(Fn,Zp(i)) et X
(i)(F∞,v) = lim
←−
H2(Fn,v,Zp(i)) ; de sorte
qu’on a une suite exacte
0 −→ WX(i)(F∞) −−−→ X
(i)(F∞) −−−→ ⊕
v∈S(F )
Λ⊗Λv X
(i)(F∞,v)
ou` Λv = Zp[[Γv]].
Lemme 3.2.1 En passant a` la limite via la co-restriction, on obtient un
isomorphisme
X(i)(F∞)
Γ = lim
←−
Hˆ0(Gn,H
2
S(Fn,Zp(i)))
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Preuve : Rappelons d’abord que l’isomorphisme fonctoriel de 1.2.4 donne un
diagramme commutatif
X(i)(F∞)Γm −→ H
2
S(Fm,Zp(i))y
y
X(i)(F∞)Γn −→ H
2
S(Fn,Zp(i))
dans lequel toutes les applications sont naturelles.
Soit γ un ge´ne´rateur de Γ et notons νn =
γp
n
−1
γ−1
la norme alge´brique. Pour
m ≥ n, le diagramme suivant est commutatif :
X(i)(F∞)Γm
νm−→ (X(i)(F∞)Γm)
Gm −→ Hˆ0(Gm,H
2
S(Fm,Zp(i))) −→ 0
νm
νn
y
y
y
X(i)(F∞)Γn
νn−→ (X(i)(F∞)Γn)
Gn −→ Hˆ0(Gn,H
2
S(Fn,Zp(i))) −→ 0
Comme νn tend vers 0, on obtient l’isomorphisme annonce´ en passant a` la
limite projective sur n.
¤
On de´finit par passage a` la limite un cup-produit
H1S(F∞,Zp(i))⊗ lim
←−
H1S(Fn,Zp) → X
(i)(F∞)
On a de´ja` vu dans la premie`re section qu’il existe α = lim
←−
αn ∈ lim
←−
H1S(Fn,Zp)
avec α0 = a. C’est le cup-produit avec α qui donne l’homomorphisme de
“monte´e”, note´ ma dans l’introduction.
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Proposition 3.2.2 Soit i 6= 0. Le cup-produit avec α donne les suites exactes
suivantes :
0 −→ N (i)(F ) −−−→ H1S(F,Zp(i))
∪α
−−−→ X(i)(F∞)
Γ −→ 0
x
x
x
0 −→ N (i)(F ) −−−→ N (i)loc(F )
∪α
−−−→ WX(i)(F∞)
Γ −→ 0
dans lesquelles N (i)(F ) (resp. N (i)loc(F )) est le groupe des normes universelles
(resp. groupe des normes universelles locales) c’est-a`-dire l’image de l’appli-
cation
lim
←−
H1S(Fn,Zp(i)) → H
1
S(F,Zp(i))
(resp. l’image re´ciproque par la localisation de l’image de l’application
⊕
v∈S(F )
Λ⊗Λv lim
←−
H1(Fn,v,Zp(i)) → ⊕
v∈S(F )
H1(Fv,Zp(i))
ou` Λv = Zp[[Γv]]).
Remarque 3.2.3 Un e´le´ment x ∈ H1S(F,Zp(i)) est une norme locale uni-
verselle si et seulement si son localise´ xv ∈ H
1(Fv,Zp(i)) est dans l’image de
lim
←−
H1(Fn,v,Zp(i)) → H1(Fv,Zp(i)) pour toutes les places v ∈ S(F ).
Preuve : Compte-tenu du lemme pre´ce´dent, la premie`re suite exacte provient
du the´ore`me 3.1.1 par passage a` la limite projective sur n. De´taillons : pour
m ≥ n, on a un carre´ commutatif :
(H1S(Fm,Zp(i)))
Gm ∪αm−−−→ (H2S(Fm,Zp(i)))
Gm
(resFmFn )
−1
y corFmFn
y
(H1S(Fn,Zp(i)))
Gn ∪αn−−−→ (H2S(Fn,Zp(i)))
Gn
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et celui-ci en induit un second :
Hˆ0(Gm,H
1
S(Fm,Zp(i)))
∪αm−−−→
∼
Hˆ0(Gm,H
2
S(Fm,Zp(i)))
(resFmFn )
−1
y corFmFn
y
Hˆ0(Gn,H
1
S(Fn,Zp(i)))
∪αn−−−→
∼
Hˆ0(Gn,H
2
S(Fn,Zp(i)))
En passant a` la limite projective, on obtient bien la premie`re suite exacte.
De la meˆme fac¸on, on obtient, pour chaque (p)-place v finiment de´compose´e
dans F∞ (ie. F∞,v 6= Fv), une suite exacte
lim
←−
H1(Fn,v,Zp(i)) −−−→ H1(Fv,Zp(i)) −−−→ X(i)(F∞,v)Γv −→ 0
Notons Sfd(F ) = {v ∈ S(F ), F∞,v 6= Fv} l’ensemble de ces places. Apre`s
induction, on obtient un diagramme commutatif a` lignes exactes
N (i)(F ) →֒ H1S(F,Zp(i))
∪α
։ X(i)(F∞)
Γ
y
y
⊕
Sfd(F )
Λ⊗Λv lim
←−
H1(Fn,v,Zp(i)) −→ ⊕
Sfd(F )
Λ⊗Λv H
1(Fv,Zp(i)) ։ ⊕
Sfd(F )
Λ⊗Λv X
(i)(F∞,v)
Γv
Compte-tenu de la suite exacte
0 −→ WX(i)(F∞)
Γ −−−→ X(i)(F∞)
Γ −−−→ ( ⊕
v∈S(F )
Λ⊗Λv X
(i)(F∞,v))
Γ
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et ayant remarque´ que (Λ ⊗Λv X
(i)(F∞,v))
Γ = 0 si v ∈ S(F )\Sfd(F ), une
chasse rapide dans le diagramme ci-dessus donne la seconde ligne exacte de
la proposition.
¤
Remarque 3.2.4 Rappelons queH2S(F,Zp(1)) = ES(F )⊗Zp et WX
(1)(F∞) =
X ′(F∞). Aussi, si i = 1, la seconde suite exacte de la proposition ci-dessus
ge´ne´ralise a` une Zp-extension quelconque un re´sultat de Kuz’min ([Ku] prop.
7.5) relatif a` la Zp-extension cyclotomique : X ′(F∞)Γ est isomorphe au quo-
tient des S-unite´s p-comple´te´es de F qui sont des normes locales universelles
dans F∞/F , par le sous-groupe des normes universelles globales de S-unite´s
p-comple´te´es dans F∞/F .
Rappelons que W (i)(Fn) = H
2
S(Fn,Zp(i))/Ker
2
S(Fn,Zp(i)) et W
(i)
(F∞) =
lim
←−
W (i)(Fn) de sorte que 1.2.2 donne une suite exacte de Λ-modules :
W
(i)
(F∞) →֒ ⊕
S(F )
Λ⊗Λv H0(F∞,v,Zp(i− 1)) ։ HS0 (F∞,Zp(i− 1))
dans laquelle la dernie`re fle`che est de´finie par la somme directe des applica-
tions Λ⊗Λv H0(F∞,v,Zp(i−1)) → HS0 (F∞,Zp(i−1)) obtenues en composant
les applications naturelles Λ ⊗Λv H0(F∞,v,Zp(i − 1)) → H0(F∞,v,Zp(i − 1))
et H0(F∞,v,Zp(i− 1)) → HS0 (F∞,Zp(i− 1)).
On noterami(F ) (resp.mi(Fv)) l’ordre deH
S
0 (F,Zp(i)) (resp.H0(Fv,Zp(i)))
pour i 6= 0 et m0(F ) = m0(Fv) = 1. Enfin le signe ⊕˜ de´signe le noyau de la
somme.
The´ore`me 3.2.5 Notons encore Sfd(F ) ⊂ S(F ) l’ensemble des (p)-places
finiment de´compose´es dans F∞/F . On a une suite exacte “a` la Sinnott” :
N
(i)
loc(F ) →֒ H
1
S(F,Zp(i)) −→ ⊕˜
Sfd(F )
H0(F∞,v,Zp(1− i))Γv −→
WX(i)(F∞)Γ −→ Ker
2
S(F,Zp(i)) −→ W
(i)
(F∞)Γ ։ W
(i)
(F )
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En particulier, le noyau de l’application WX(i)(F∞)Γ → Ker
2
S(F,Zp(i))
est engendre´ par au plus #Sfd(F )− 1 e´le´ments et son conoyau est cyclique
d’ordre e´gal a` max(1, min
v∈Sfd(F )
(Γ : Γv)mi−1(F )
mi−1(Fv)
).
Remarque 3.2.6 Pour i = 1, il s’agit bien d’une ge´ne´ralisation aux Zp-
extensions quelconques de la suite exacte de Sinnott, comme annonce´ en
1.2.11
Remarque 3.2.7 Nous invitons le lecteur a` comparer cette suite exacte avec
les re´sultats de [KM] concernant la co-descente du noyau sauvage e´tale dans
une extension cyclique de degre´ p (notamment avec le the´ore`me 2.14). Les
re´sultats en questions font intervenir un cup-produit dans la cohomologie du
groupe de Galois absolu GF de F , a` valeurs dans la p-torsion du groupe de
Brauer, et donc les normes locales de l’extension conside´re´e.
Preuve : La proposition 3.2.2 montre que les applicationsN (i)loc(F ) → H
1
S(F,Zp(i))
et WX(i)(F∞)
Γ → X(i)(F∞)
Γ ont le meˆme conoyau, d’ou` une suite exacte
N (i)loc(F ) →֒ H
1
S(F,Zp(i)) −→ W
(i)
(F∞)
Γ −→
WX(i)(F∞)Γ −→ X
(i)(F∞)Γ ։ W
(i)
(F∞)Γ
par Γ-homologie de la suite exacte courte de´finissant W
(i)
(F∞).
Maintenant, la seconde fle`che verticale est un isomorphisme dans le dia-
gramme commutatif a` lignes exactes suivant :
WX(i)(F∞)Γ −−−→ X
(i)(F∞)Γ −−−→ W
(i)
(F∞)Γ −→ 0y
y
y
0 −→ Ker2S(F,Zp(i)) −−−→ H
2
S(F,Zp(i)) −−−→ W
(i)
(F ) −→ 0
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et donc une chasse rapide donne la suite exacte de l’e´nonce´, au troisie`me
terme pre`s. Il suffit, pour obtenir celui-ci, de remarquer que pour v /∈ Sfd(F ),
on a (Λ⊗Λv X
(i)(F∞,v))
Γ = 0, ce qui termine la preuve de la suite exacte.
Reste a` de´terminer le noyau de W
(i)
(F∞)Γ → W
(i)
(F ). Les deux fle`ches
verticales de droites sont des isomorphismes dans le diagramme commutatif
a` lignes exactes suivant :
W
(i)
(F∞)Γ −→ ( ⊕
S(F )
Λ⊗Λv H0(F∞,v,Zp(i− 1)))Γ ։ HS0 (F∞,Zp(i− 1))Γ
y
y
y
W
(i)
(F ) →֒ ( ⊕
S(F )
H0(Fv,Zp(i− 1))) ։ HS0 (F,Zp(i− 1))
On voit donc que le noyau en question est isomorphe au conoyau de l’appli-
cation ( ⊕
S(F )
Λ ⊗Λv H0(F∞,v,Zp(i − 1)))Γ → HS0 (F∞,Zp(i − 1))
Γ. Ce dernier
est cyclique, d’ordre max(1, min
v∈Sfd(F )
(Γ : Γv)mi−1(F )
mi−1(Fv)
).
¤
3.2.2 A propos des normes universelles
Soit Λ = Zp[[Γ]], ou` Γ =< γ >≃ Zp. Dans l’esprit de [Grei], mais avec les
outils de [J1], on montre deux lemmes concernant la structure des normes
universelles et des modules qui leurs sont associe´s. Rappelons que pour un
Λ-module M , E0(M) de´signe le Λ-module a` droite HomΛ(M,Λ).
Lemme 3.2.8 (Comparer avec [Gr]) Soit B∞ un Λ-module topologique (non
ne´cessairement noethe´rien) tel que Bn = B
Γn
∞ soit compact noethe´rien et
ve´rifiant B∞ = ∪Bn. On suppose de plus que les groupes H
1(Γn, B∞) et
lim
←−
H1(Γn, tZpB∞) (lim
←−
via la co-restriction) sont finis. Notons νm,n =
γp
m
−1
γp
n
−1
,
νBn = ∩
m≥n
νm,nBm le sous-groupe des normes universelles de Bn et νB∞ =
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∪νBn. Soit M le Λ-module compact (B∞ ⊗ Qp/Zp)∨. On a alors deux iso-
morphismes canoniques :
E0(M) = lim
←−
(fZpB∞)
Γn
E0(E0(M)) = (νB∞ ⊗Qp/Zp)∨
Lemme 3.2.9 On conserve les hypothe`ses du lemme ci-dessus, et l’on sup-
pose de plus que H1(Γn, νB∞) est fini. Alors fZpνB∞ est Γ-cohomologiquement
trivial et l’on a un isomorphisme canonique E0(M)Γn = (fZpνB∞)
Γn, si bien
que (fZpνB∞)
Γn est un Zp[Gn]-module libre.
Preuve de 3.2.8 : On utilise la description de Jannsen (cf section 1.2.2)
E0(M) = lim
←−
Hom(MΓn ,Zp) = (lim
−→
MΓn ⊗Qp/Zp)
∨
Cela donne
E0(M) = lim
←−
(MΓn ⊗Qp/Zp
∨) = lim
←−
((B∞ ⊗Qp/ZpΓn)∨ ⊗Qp/Zp∨)
Notons que la finitude de H1(Γn, B∞) implique celle de H
1(Γn, fZpB∞).
La suite exacte
0 −→ (fZpB∞)
Γn ⊗Qp/Zp −−−→ B∞ ⊗Qp/ZpΓn −−−→ H1(Γn, fZpB∞)
donne donc
(B∞ ⊗Qp/ZpΓn)∨ ⊗Qp/Zp = ((fZpB∞)
Γn ⊗Qp/Zp)∨ ⊗Qp/Zp
Mais comme pour tout Zp-module noethe´rien B on a (B ⊗ Qp/Zp)∨ =
Hom(B,Zp), on obtient enfin
E0(M) = lim
←−
Hom(Hom((fZpB∞)
Γn ,Zp),Zp) = lim
←−
(fZpB∞)
Γn
Passons au calcul de E0(E0(M)). En prenant la Γm-cohomologie de la
suite exacte tZpB∞ →֒ B∞ ։ fZpB∞ on obtient, apre`s passage a` la limite
projective sur m via la co-restriction, la suite exacte suivante
0 −→ lim
←−
fZpBm −−−→ E
0(M) −−−→ lim
←−
H1(Γm, tZpB∞)
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Notons C l’image de la dernie`re fle`che et prenons les Γn-co¨ınvariants. On
obtient la suite exacte
CΓn −−−→ (lim
←−m
fZpBm)Γn −−−→ (E
0(M))Γn −−−→ CΓn −→ 0
Par hypothe`se C est fini et donc lim
−→n
CΓn = 0. En appliquant lim
−→n
et ⊗Qp/Zp
on obtient
lim
−→n
(E0(M))Γn ⊗Qp/Zp = lim
−→n
(lim
←−m
fZpBm)Γn ⊗Qp/Zp
Maintenant la Zp-torsion de Bn est finie, donc (lim
←−m
tZpBm)
Γn = 0 et cela
implique la finitude de (lim
←−m
tZpBm)Γn . On obtient alors
(lim
←−m
fZpBm)Γn ⊗Qp/Zp = (lim
←−m
Bm)Γn ⊗Qp/Zp
Enfin, comme les Hˆ−1(Γn/Γm, Bm) sont borne´s (par H
1(Γn, B∞)), la suite
exacte
Hˆ−1(Γn/Γm, Bm) −−−→ (Bm)Γn −−−→ Bn
donne, apre`s passage a` la limite projective sur m et tensorisation par Qp/Zp,
(lim
←−m
Bm)Γn ⊗Qp/Zp = νBn ⊗Qp/Zp. Finalement, on obtient
E0(E0(M)) = (lim
−→
(E0(M))Γn ⊗Qp/Zp)
∨ = (νB∞ ⊗Qp/Zp)∨
¤
Preuve de 3.2.9 : Comme cdpΓn = 1, la finitude de H
1(Γn, νB∞) entraˆıne
celle de H1(Γn, fZpνB∞). Dans la suite exacte suivante :
(fZpνB∞)
Γn ⊗Qp/Zp −→ νB∞ ⊗Qp/ZpΓn −→ H1(Γn, fZpνB∞) −→ 0
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le terme νB∞ ⊗ Qp/ZpΓn est divisible puisque c’est le dual de Pontryagin
de (E0(E0(M)))Γn (E
0(E0(M)) est libre). Ainsi H1(Γn, fZpνB∞) est fini et
divisible c’est-a`-dire nul. Maintenant on a,
H2(Γn, fZpνB∞) = H
1(Γn, νB∞ ⊗Qp/Zp) = H1(Γn, E0(E0(M))) = 0
et cela ache`ve de montrer la Γ-trivialite´ cohomologique de fZpνB∞.
Passons a` la liberte´ du Zp[Gn]-module (fZpνB∞)Γn . Comme E0(M) est
Λ-libre, il suffit de montrer que (E0(M))Γn = (fZpνB∞)
Γn . Soit m ≥ n, on a
la suite exacte
Hˆ−1(Γn/Γm, (fZpνB∞)
Γm) →֒ ((fZpνB∞)
Γm)Γn −→ (fZpνB∞)
Γn
։ Hˆ0(Γn/Γm, (fZpνB∞)
Γm)
La Γ-trivialite´ cohomologique de fZpνB∞ et un passage a` la limite projective
sur m permettent de conclure.
¤
Remarque 3.2.10 Puisque les arguments de la preuve de 3.2.8 sont fonc-
toriels, on a en fait montre´ un isomorphisme canonique entre les foncteurs
H : B∞ Ã E
0(E0(B∞ ⊗ Qp/Zp∨)) et N : B∞ Ã νB∞ ⊗ Qp/Zp∨. Si l’on
note M : B∞ Ã B∞ ⊗Qp/Zp∨, on a deux morphismes naturels : M → N et
M → H. On voit facilement que le triangle suivant commute :
M //
ÃÃB
BB
BB
BB
B N
²²
H
Remarque 3.2.11 La remarque ci-dessus montre que
(B∞/νB∞)⊗Qp/Zp∨ = tΛ(B∞ ⊗Qp/Zp∨)
Dans [Gr], l’auteur fait les hypothe`ses suivantes :
P3 : Il existe deux entiers s et t tels que, pour n suffisamment grand,
rgZp(Bn) = sp
n + t.
P4 : Les groupes H1(Γn, B∞) sont borne´s et H
1(Γn, tZpB∞) = 0.
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Remarque 3.2.12 Contrairement a` l’hypothe`se P4, les hypothe`ses des lem-
mes ci-dessus sont ve´rifie´es pour B∞ = H
1
S(F∞,Zp(i)) dans n’importe quelle
Zp-extension, pour tout i 6= 0 (cf rem. 1.1.8 pour les hypothe`ses du premier
lemme, et prendre les points fixes de 3.2.22 pour l’hypothe`se supple´mentaire).
Concernant l’hypothe`se P3, on a le lemme suivant :
Lemme 3.2.13 On conserve les hypothe`ses des lemmes 3.2.8 et 3.2.9. Soit
s = rgΛE
0(M). Alors il existe une suite croissante tn telle que
rgZpνBn = sp
n
et
rgZpBn = sp
n + tn
pour tout n ≥ 0.
Preuve : Au cours de la preuve de 3.2.8, on a montre´ E0(M)Γn ⊗ Qp/Zp =
νBn ⊗Qp/Zp. La premie`re e´galite´ re´sulte alors de la liberte´ de E0(M).
Passons a` la seconde. Soit tn = rgZpB0/νB0. La suite exacte
Bn+1/νBn+1 −−−→ Bn/νBn −−−→ Hˆ
0(Γn/Γn+1, Bn+1)
montre que la suite tn est croissante.
¤
Remarque 3.2.14 Dans le cas ou` B∞ = H
1
S(F∞,Zp(i)), i 6= 0, la premie`re
suite exacte de 3.2.2 montre que pour n >> 0, on a
Bn/νBn = B∞/νB∞ = ∪nX
(i)(F∞)
Γn
si bien que tn est borne´e. Notons que tn = 0 si et seulement si i est Fn-bon.
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3.2.3 Sur la structure de certains modules
Les re´sultats alge´briques du paragraphe pre´ce´dent, applique´s a` la descrip-
tion arithme´tique des normes universelles propose´e en 3.2.1, permettent de
retrouver et d’e´tendre quelques re´sultats concernant la structure des modules
lim
←−
H1S(Fn,Zp(i)) et fΛX
(−i)(F∞).
Comme dans les deux paragraphes pre´ce´dents, F∞/F est une Zp-extension
fixe´e, de groupe de Galois Γ, d’alge`bre de groupe comple`te Λ. Soit Fn/F la
sous-extension de degre´ pn, Γn = G(F∞/F ), a un ge´ne´rateur de H
1(Γ,Zp) ⊂
H1S(F,Zp) et α = (αn) l’unique e´le´ment de lim
←−
H1(Γn,Zp) ⊂ lim
←−
H1S(Fn,Zp)
ve´rifiant α0 = a.
Proposition 3.2.15 Soit i 6= 0. Alors on a la premie`re ou la seconde des
suites exactes canoniques suivantes selon que F∞/F est ou non la Zp-extension
cyclotomique.
Zp(i)GS →֒ lim
←−
H1S(Fn,Zp(i)) ։ HomΛ(X
(−i)(F c),Λ)
lim
←−
H1S(Fn,Zp(i)) →֒ HomΛ(X
(−i)(F∞),Λ) ։ Hom(Γ, tZpN
(i)(F∞))
Remarque 3.2.16 Comme HomΛ(X
(−i)(F∞),Λ) est Λ-libre, la premie`re sui-
te exacte justifie les re´sultats de liberte´ de [Ku] ou [Grei] dans la Zp-extension
cyclotomique.
Commenc¸ons par deux lemmes techniques. Jusqu’ici, H1S(F∞,Zp(i)) e´tait
toujours muni de la topologie discre`te, qui en fait un Γ module continu, pour
lequel on peut former le groupe de cohomologie galoisienneHq(Γ,H1S(F∞,Zp(i))).
Maintenant il y a sur H1S(F∞,Zp(i)) une autre topologie naturelle : celle in-
duite par la topologie p-adique des H1S(Fn,Zp(i)). On note momentane´ment
Hqcont(Γ,H
1
S(F∞,Zp(i))) la cohomologie continue de Γ, pour cette topologie.
Comme la topologie discre`te est la plus fine, toute cochaˆıne continue pour la
topologie discre`te l’est automatiquement pour toute autre. Cela de´finit une
application naturelle de la cohomologie discre`te vers la cohomologie continue.
Lemme 3.2.17 L’application naturelle H1(Γ,H1S(E,Zp(i))) → H
1
cont(Γ,H
1
S(E,Zp(i)))
est injective et son image est tZpH
1
cont(Γ,H
1
S(E,Zp(i))).
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Si i est F∞/F -bon, alors fZpH
1
cont(Γ,H
1
S(E,Zp(i))) est un Qp-espace vec-
toriel, si bien qu’on a un isomorphisme canonique
H1(Γ,H1S(E,Zp(i))) = H
1
cont(Γ,H
1
S(E,Zp(i)))/div
ou` /div signifie que l’on a quotiente´ par le sous-groupe divisible maximal.
Lemme 3.2.18 Soit i 6= 0. Il existe un diagramme commutatif naturel
H0(Γ,H1S(F∞,Zp(i))) ⊗ H
1
cont(Γ,Zp)
∪
−−−→ H1cont(Γ,H
1
S(F∞,Zp(i)))x
y β′′
y
H1S(F,Zp(i)) ⊗ H
1
S(F,Zp)
∪
−−−→ H2S(F,Zp(i))
dans lequel le noyau de la fle`che note´e β′′ est sans torsion. Le premier cup-
produit a lieu dans la cohomologie continue de Γ, le second dans celle de
GS.
Preuve de 3.2.17 : CommeH1(Γ,H1S(F∞,Zp(i))) = lim
−→
H1(Fn/F,H
1
S(Fn,Zp(i))),
l’injectivite´ en question provient de celle de l’inflation continue. Montrons
maintenant que toute la Zp-torsion de H1cont(Γ,H
1
S(F∞,Zp(i))) provient de
H1(Γ,H1S(F∞,Zp(i))). Si x est un 1-cocycle continu tel que p
kx soit le co-
bord d’un e´le´ment a ∈ H1S(F∞,Zp(i)), alors il existe n ≥ 0 tel que a ∈
H1S(Fn,Zp(i)). Le cocycle p
kx est alors a` valeurs dans H1S(Fn,Zp(i)). Mais
comme, par noethe´rianite´ du Zp-module H1S(Fn,Zp(i)), il existe m ≥ n, telle
que pkH1S(F∞,Zp(i)) ∩ H
1
S(Fn,Zp(i)) ⊂ p
kH1S(Fm,Zp(i)), c’est que x est a`
valeurs dans H1S(Fm,Zp(i)) + H
1
S(F∞,Zp(i))[p
k] ⊂ H1S(Fm′ ,Zp(i)) pour un
certain m′ ≥ m, d’ou` le re´sultat annonce´ puisque
H1(Γ,H1S(F∞,Zp(i))) = lim
−→
H1(Fn/F,H
1
S(Fn,Zp(i)))
Il reste a` e´tablir, pour les bons i, la divisibilite´ du quotient
H1cont(Γ,H
1
S(F∞,Zp(i)))/H
1(Γ,H1S(F∞,Zp(i)))
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Les suites exactes continues
0 −→ H1S(F∞,Zp(i))[p] −−−→ H
1
S(F∞,Zp(i)) −−−→ pH
1
S(F∞,Zp(i)) −→ 0
0 −→ pH1S(F∞,Zp(i)) −−−→ H
1
S(F∞,Zp(i)) −−−→ H
1
S(F∞,Zp(i))/p −→ 0
admettent toutes deux une section continue (pour la premie`re, on peut utili-
ser une section de groupes topologiques fZpH
1
S(F∞,Zp(i)) →֒ H
1
S(F∞,Zp(i)),
pour la seconde il suffit de remarquer que le dernier terme est discret) et
donnent donc lieu a` deux suites exactes longues de cohomologie continue
([Ta]), desquelles on de´duit que la multiplication par p dansH1cont(Γ,H
1
S(F∞,Zp(i)))
se de´compose en une application surjective
H1cont(Γ,H
1
S(F∞,Zp(i))) → H
1
cont(Γ, pH
1
S(F∞,Zp(i)))
suivie d’une application dont le conoyau s’injecte dansH1cont(Γ,H
1
S(F∞,Zp(i))/p).
On a donc
H1cont(Γ,H
1
S(F∞,Zp(i)))/p →֒ H
1
cont(Γ,H
1
S(F∞,Zp(i))/p)
Mais, i est F∞/F -bon, doncH
2(Γ, pH1S(F∞,Zp(i))) = H
2(Γ,H1S(F∞,Zp(i))) =
0 (cf 1.2.8), si bien que
H1(Γ,H1S(F∞,Zp(i)))/p = H
1(Γ,H1S(F∞,Zp(i))/p)
Comme H1cont(Γ,H
1
S(F∞,Zp(i))/p) = H
1(Γ,H1S(F∞,Zp(i))/p), c’est que
rgpH
1
cont(Γ,H
1
S(F∞,Zp(i)))/p ≤ rgpH
1(Γ,H1S(F∞,Zp(i)))/p
et cela suffit a` conclure.
¤
Preuve de 3.2.18 : Les suites spectrales
Ep,q2 = H
p(Gn,H
q
S(Fn,Zp(i))) ⇒ H
p+q
S (F,Zp(i)) = E
p+q
donnent lieu a` des morphismes H1(Gn,H
1
S(Fn,Zp(i))) → H
2
S(F,Zp(i)) fonc-
toriels en n. En 1.1.7, on en a de´duit un morphisme
β : H1(Γ,H1S(F∞,Zp(i))) → H
2
S(F,Zp(i))
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par passage a` la limite inductive. Conside´rons maintenant la suite spectrale
Ep,q2 = H
p(Γ, HqS(F∞,Z/p
k(i))) ⇒ Hp+qS (F,Z/p
k(i)) = Ep+q
Comme cdp Γ = 1, celle-ci donne lieu a` des morphismes
β′k : H
1(Γ,H1S(F∞,Z/p
k(i))) → H2S(F∞,Z/p
k(i))
fonctoriels en k. Si β′ = lim
←−
β′k, on voit, par fonctorialite´ des suites spectrales
par rapport aux changements de groupes, que β est le compose´ de β′ avec le
morphisme naturel H1(Γ,H1S(F∞,Zp(i))) → lim
←−
H1(Γ,H1S(F∞,Z/p
k(i))).
La fonctorialite´ des suites spectrales par rapports au cup-produit ([J2]
prop. 6.2) donne un syste`me cohe´rent de diagrammes commutatifs
H0(Γ,H1S(F∞,Zp(i))) ⊗ H
1
cont(Γ,Zp)
∪
−−−→ H1cont(Γ,H
1
S(F∞,Zp(i)))y
y
y
H0(Γ,H1S(F∞,Z/p
k(i))) ⊗ H1(Γ,Z/pk) ∪−−−→ H1(Γ,H1S(F∞,Z/p
k(i)))
x
y
y
H1S(F,Z/p
k(i)) ⊗ H1S(F,Z/p
k(i))
∪
−−−→ H2S(F,Z/p
k(i))
Le diagramme de l’e´nonce´ est obtenu en passant a` la limite projective sur k.
L’absence de torsion dans le noyau du morphisme β′′ : H1cont(Γ,H
1
S(F∞,Zp(i))) →
H2S(F,Zp(i)) s’observe sur le carre´ commutatif suivant
H1(Γ,H1S(F∞,Zp(i))) −−−→ H
1
cont(Γ,H
1
S(F∞,Zp(i)))
β
y β′′
y
H2S(F,Zp(i)) −−−→ H
2
S(F,Zp(i))
compte tenu du lemme 3.2.17 et de l’injectivite´ de β.
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¤Remarque 3.2.19 Notons β : H1(Γ,H1S(F∞,Zp(i))) → H
2
S(F,Zp(i)) le
morphisme implicite dans la proposition 1.1.7 (et de´crit plus haut). Si i est
F∞/F -bon, on peut identifier H
1(Γ,H1S(E,Zp(i))) et H
1
cont(Γ,H
1
S(E,Zp(i)))/div
pour obtenir un diagramme commutatif
H0(Γ,H1S(F∞,Zp(i))) ⊗ H
1
cont(Γ,Zp)
∪
−−−→ H1(Γ,H1S(F∞,Zp(i)))x
y β
y
H1S(F,Zp(i)) ⊗ H
1
S(F,Zp)
∪
−−−→ H2S(F,Zp(i))
Afin de ne pas alourdir les notations (et pour rester cohe´rent avec la notation
habituelle H1(Γ,Zp)) = H1cont(Γ,Zp)), on abandonne de´sormais la notation
Hqcont(Γ, •), si bien que H
q(Γ, •) de´signera, selon le contexte, la cohomologie
discre`te ou continue de Γ.
Preuve de la proposition 3.2.15 : Si F∞/F est la Zp-extension cycloto-
mique, tZpH
1
S(F∞,Zp(i)) est Γ-cohomologiquement trivial et donc (fZpH
1
S(F∞,Zp(i)))
Γ
n =
fZpH
1
S(Fn,Zp(i)), si bien que la premie`re suite exacte est une conse´quence
imme´diate de 3.2.8 avec B∞ = H
1
S(F∞,Zp(i)).
Supposons maintenant que F∞/F n’est pas la Zp-extension cyclotomique.
La premie`re identification de 3.2.8 donne cette fois une suite exacte
0 −→ lim
←−
H1S(Fn,Zp(i)) −→ HomΛ(X
(−i)(F∞),Λ) −→ lim
←−
Cn −→ 0
ou`
Cn = Coker (H
1
S(Fn,Zp(i)) → (fZpH
1
S(F∞,Zp(i)))
Γn)
= Ker (H1(Γn, tZpH
1
S(F∞,Zp(i))) → H
1(Γn,H
1
S(F∞,Zp(i))))
Il s’agit donc d’identifier Cn pour terminer la preuve. Pour n >> 0, on a
tZpH
1
S(F∞,Zp(i)) = tZpH
1
S(Fn,Zp(i)), si bien que dans le carre´ commutatif
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suivant :
tZpH
1
S(Fn,Zp(i))
∪αn−−−→ H1(Γn, tZpH
1
S(F∞,Zp(i)))y
y
H1S(Fn,Zp(i))
∪αn−−−→ H1(Γn,H
1
S(F∞,Zp(i)))
la fle`che horizontale supe´rieure est un isomorphisme. Une chasse rapide montre
alors que (∪αn de´signe tantoˆt la premie`re fle`che du carre´ ci-dessus, tantoˆt la
seconde)
Cn = (tZpKer (H
1
S(Fn,Zp(i))
∪αn→ H1(Γn,H
1
S(F∞,Zp(i))))) ∪ αn
Maintenant le lemme 3.2.18 donne (en remplac¸ant F par Fn) un carre´ com-
mutatif
H1S(Fn,Zp(i))
∪αn−−−→ H1(Γn,H
1
S(F∞,Zp(i)))y
y
H1S(Fn,Zp(i))
∪αn−−−→ H2S(Fn,Zp(i))
(3.4)
dans lequel le noyau de la seconde fle`che verticale est sans torsion, si bien
que
tZpKer (H
1
S(Fn,Zp(i))
∪αn→ H1(Γn,H
1
S(F∞,Zp(i)))) = tZpKer (H
1
S(Fn,Zp(i))
∪αn→ H2S(Fn,Zp(i)))
Soit maintenant, comme dans 3.2.22, α = (αn) ∈ lim
←−
H1S(Fn,Zp)
Γ. Si n est
suffisamment grand on a
tZpX
(i)(F∞)
Γn →֒ H2S(Fn,Zp(i))
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si bien que le carre´ commutatif suivant
H1S(F∞,Zp(i))
∪α
−−−→ X(i)(F∞)
Γn
y
y
H1S(Fn,Zp(i))
∪αn−−−→ H2S(Fn,Zp(i))
donne
tZpKer (H
1
S(Fn,Zp(i))
∪αn→ H2S(Fn,Zp(i))) = tZpN
(i)(F∞)
compte tenu de la premie`re suite exacte de 3.2.2. Enfin
Cn = (tZpN
(i)(Fn)) ∪ αn
Pour n >> 0, on a tZpN
(i)(F∞) = tZpN
(i)(Fn), donc
(tZpN
(i)(Fn)) ∪ αn = H
1(Γn, tZpN
(i)(F∞)) →֒ H
1(Γn, tZpH
1
S(F∞,Zp(i)))
et l’on obtient donc bien lim
←−
Cn = Hom(Γ, tZpN
(i)(F∞)).
¤
Remarque 3.2.20 Les suites exactes de la proposition 3.2.15 sont inde´pen-
dantes de tout choix de a ∈ H1S(F,Zp).
Proposition 3.2.21 Soit i 6= 0 tel que WX(i)(F∞)
Γn soit fini pour tout
n ≥ 0. On a une suite exacte
tΛX
(−i)(F∞) →֒ X
(−i)(F∞) −→ E
0(E0(X (−i)(F∞)))
−→ (X(i)(F∞)
0)∨ −→ (tZpH
1
S(F∞,Zp(i)))
∨
։ (tZpN
(i)(F∞))
∨
Pour un Λ-module M , on note M irr = ∪MΓn . La proposition 3.2.2 donne,
apre`s passage a` la limite inductive :
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Lemme 3.2.22 On suppose i 6= 0. On a deux une suites exactes
0 −→ N (i)(F∞) −−−→ H
1
S(F∞,Zp(i))
∪α
−−−→ X(i)(F∞)
irr −→ 0
x
x
x
0 −→ N (i)(F∞) −−−→ N
(i)
loc(F∞)
∪α
−−−→ WX(i)(F∞)
irr −→ 0
ou` N (i)(F∞) = lim
−→
N (i)(Fn) et N
(i)
loc(F∞) = lim
−→
N (i)loc(Fn).
¤
Remarque 3.2.23 Pour i = 1, la remarque 3.2.11 et le lemme ci-dessus
montrent que la Λ-torsion Z(F c) du module attache´ aux S-unite´s est iso-
morphe a` X(1)(F∞)
irr ⊗ Qp/Zp∨. Un examen attentif de la premie`re suite
exacte de localisation (1.2.2) permet de retrouver sans peine les re´sultats du
paragraphe intitule´ “Le cas i = 1” (2.1.2).
Preuve de 3.2.21 : Il faut distinguer les cas i = 1 et i 6= 1.
Supposons d’abord i 6= 1, dans ce cas l’hypothe`se signifie que i est F∞/F -
bon. La premie`re suite exacte du lemme 3.2.22 donne apre`s tensorisation par
Qp/Zp :
0 −→ tZpN
(i)(F∞) −→ tZpH
1
S(F∞,Zp(i)) −→ X
(i)(F∞)
0
−→ N (i)(F∞)⊗Qp/Zp −→ H1S(F∞,Zp(i))⊗Qp/Zp −→ 0
(3.5)
Mais fΛX
(−i)(F∞) = H
1
S(F∞,Zp(i)) ⊗ Qp/Zp
∨ (cf 2.1.15). Appliquons
maintenant le lemme 3.2.8 avec B∞ = H
1
S(F∞,Zp(i)). On obtient
N (i)(F∞)⊗Qp/Zp∨ = E0(E0(H1S(F∞,Zp(i))⊗Qp/Zp
∨)) = E0(E0(X (−i)(F∞)))
La suite exacte 3.5 dualise´e devient alors celle du the´ore`me.
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Passons au cas i = 1. La seconde suite exacte du lemme 3.2.22 donne,
apre`s tensorisation avec Qp/Zp :
0 −→ tZpN
(1)(F∞) −→ tZpN
(1)
loc (F∞) −→ X
′(F∞)
0
−→ N (1)(F∞)⊗Qp/Zp −→ N
(1)
loc (F∞)⊗Qp/Zp −→ 0
(3.6)
Montrons que l’on a
fΛX
(−1)(F∞) = fΛ(N
(1)
loc (F∞)⊗Qp/Zp
∨)
D’abord, comme dans le cas i 6= 1, la proposition 2.1.15 donne
fΛX
(−1)(F∞) = fΛ(ES(F∞)⊗Qp/Zp∨)
mais la suite exacte (cf 2.1.13)
N (1)loc (Fn) →֒ ES(Fn)⊗ Zp −→ ⊕˜
Sfd(F )
Zp[Gn/(Gn)v] (3.7)
montre apre`s passage a` la limite inductive, tensorisation avec Qp/Zp et dua-
lite´ de Pontryagin, que
fΛ(ES(F∞)⊗Qp/Zp∨) = fΛ(N
(1)
loc (F∞)⊗Qp/Zp
∨)
Maintenant le lemme 3.2.8 applique´ a` B∞ = ES(F∞)⊗ Zp montre que
N (1)(F∞)⊗Qp/Zp∨ = E0(E0(ES(F∞)⊗Qp/Zp∨)) = E0(E0(X (−1)(F∞)))
Remarquons encore que tZpN
(1)
loc (F∞) = tZpES(F∞) ⊗ Zp (cf 3.7). La suite
exacte 3.6 dualise´e donne alors celle du the´ore`me.
Remarque 3.2.24 La suite exacte 3.6 montre qu’en fait
fΛX
(−1)(F∞) = N
(1)
loc (F∞)⊗Qp/Zp
∨
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¤Remarque 3.2.25 Si i est F∞/F -bon, on peut montrer la suite exacte du
the´ore`me 3.2.21 sans parler de cup-produit. Signalons deux preuves alterna-
tives : La premie`re consiste a` adapter la preuve de [J1], §6, a` notre situation,
il faut pour cela utiliser le module Y (−i)(F∞). La seconde repose sur le passage
a` la limite projective de la suite exacte
0 −→ tZp(fΛX
(−i)(F∞))Γn −→ cap
(i)(F∞/Fn)
∨ −→ H1(Γn, H
S
0 (F∞,Zp(−i)))
obtenue en comparant la co-descente de la suite exacte de´crivant la Λ torsion
de X (−i)(F∞) avec celle qui de´crit la Zp-torsion de X (−i)(Fn).
Notons que, meˆme si c’est moins apparent dans ces preuves alternatives,
les morphismes E2(DfΛX
(−i)(F∞)) → (X
(i)(F∞)
0)∨ obtenus de´pendent, tout
comme dans la proposition 3.2.21, du choix d’un ge´ne´rateur de Γ. Ce choix
correspond a` l’e´le´ment a ∈ H1S(F,Zp) implicite dans le lemme 3.2.22.
Corollaire 3.2.26 fΛX
(i)(F∞) est libre si et seulement si
X(i)(F∞)
0 = tZpH
1
S(F∞,Zp(i)) ∪ α
¤
Remarque 3.2.27 Si F c/F est la Zp-extension cyclotomique, alors
tZpN
(i)(F c) = tZpH
1
S(F
c,Zp(i)) (cela provient de la Γ-trivialite´ cohomolo-
gique de tZpH
1
S(F∞,Zp(i))). Dans ce cas, on retrouve donc la suite exacte
bien connue (inde´pendante de i)
tΛX
(−i)(F c) →֒ X (−i)(F c) −→ E0(E0(X (−i)(F c)))։ (X(i)(F c)0)∨
si bien que fΛX
(i)(F c) est libre si et seulement si X(i)(F c)0 = 0 (ce qui revient
a` X ′(F c)0 = 0).
¤
Question 3.2.28 Les deux derniers termes de la suite exacte de 3.2.21 s’annu-
lent-ils toujours ? En d’autre termes : A-t-on toujours tZpH
1
S(F∞,Zp(i))∪α =
0 ?
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Chapitre 4
Capitulation
Nous donnons une description par cup-produit du sous-groupe cap(i)(F∞/F )
de H2S(F,Zp(i)). Cette e´tude fournira une nouvelle approche du proble`me de
capitulation. Dans les cas ou` l’on peut controˆler la taille de la de´composition
des (p)-places dans l’extension F˜ /F , on obtiendra un re´sultat positif pour le
proble`me de capitulation faible. Comme annonce´ dans l’introduction, nous
exhibons une famille infinie de corps de nombres ve´rifiant GGf (i) pour tous
les bons i (cf 4.2.3).
4.1 The´orie d’Iwasawa : suite
Graˆce aux re´sultats du chapitre pre´ce´dent, nous exprimons le lien pre´cis
entre cup-produit et capitulation. En 4.1.2 on e´tudie le lien entre les diffe´rents
noyaux de Tate, il s’agit essentiellement d’affiner, pour des besoins ulte´rieurs,
des re´sultats connus.
4.1.1 Cup produit et capitulation
Dans l’optique de l’interpre´tation du cup-produit avec un e´le´ment de
H1S(F,Zp) par “monte´e et descente” dans la Zp-extension F∞/F qu’il de´finit,
nous savons que la “monte´e” : ma : H
1
S(F,Zp(i)) → X
(i)(F∞)
Γ est surjective
et son noyau (les normes universelles, cf prop. 3.2.2) a fait l’objet du chapitre
pre´ce´dent. Ici on e´tudie la “descente” : da : X
(i)(F∞)
Γ → H2S(F,Zp(i)).
Fixons, comme auparavant, un e´le´ment a ∈ H1S(F,Zp) non divisible par
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p, F∞/F la Zp-extension qu’il de´termine, Fn/F l’e´tage de degre´ pn, Γn =
G(F∞/Fn), Γ = Γ0, Gn = Γ/Γn = G(Fn/F ), et α = (αn) ∈ lim
←−
H1S(Fn,Zp)
Γ
un e´le´ment ve´rifiant α0 = a. Remarquons que αn ∈ H
1
S(Fn,Zp) est un
e´le´ment non divisible par p, et qui de´finit la Zp-extension F∞/Fn. Par abus
de notation, on appelle encore corF∞F l’application naturelle X
(i)(F∞) →
H2S(F,Zp(i)) (c’est la limite projective des applications de co-restriction).
Notons I l’ide´al d’augmentation de Λ (ie. le noyau de Λ → Zp). Le
the´ore`me suivant exprime le lien entre cup-produit et capitulation :
The´ore`me 4.1.1 Pour tout corps de nombres F et tout i 6= 0, on a
H1S(F,Zp(i)) ∪ a = cor
F∞
F (X
(i)(F∞)
Γ)
et on a une suite exacte
0 −→ H1S(F,Zp(i)) ∪ a −−−→ H
2
S(F,Zp(i)) −−−→ IX
(i)(F∞)Γ −→ 0
Si l’on suppose de plus que i est F∞/F -bon (par ex. i ≥ 2), alors
cap(i)(F∞/F ) = cor
F∞
F X
(i)(F∞)
0 = (X(i)(F∞)
0)Γ
et on a une suite exacte
0 −→ H1S(F,Zp(i)) ∪ a −−−→ cap
(i)(F∞/F ) −−−→ I(X
(i)(F∞)
0)Γ −→ 0
Preuve : La seconde affirmation est donne´e par le lemme 1.2.8. Passons a`
l’e´galite´
H1S(Fn,Zp(i)) ∪ a = cor
F∞
F (X
(i)(F∞)
Γ)
sous la seule hypothe`se i 6= 0. Comme dans le chapitre pre´ce´dent, conside´rons
le cup-produit
H1S(F∞,Zp(i))⊗ lim
←−
H1S(Fn,Zp) → X
(i)(F∞)
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Le the´ore`me 3.1.1 dit que les fle`ches horizontales supe´rieures du cube com-
mutatif suivant sont des isomorphismes (voir la preuve de la proposition 3.2.2
pour la commutativite´ de la face supe´rieure)
Hˆ0(m, 1) ∼
∪αm //
(resFmFn )
−1
wwnnn
nn
nn
nn
nn
n
Hˆ0(m, 2)
̂
corFmF
²²
̂
corFmFn
uulll
ll
ll
ll
ll
ll
l
Hˆ0(n, 1) ∼
∪αn // Hˆ0(n, 2)
̂
corFmF
²²
H1S(F,Zp(i))
vvnnn
nn
nn
nn
nn
n
̂
resFmF
OO
∪am // H2S(F,Zp(i))/p
m
uukkkk
kk
kk
kk
kk
kk
H1S(F,Zp(i))
̂
resFnF
OO
∪an // H2S(F,Zp(i))/p
n
On a note´, par manque de place, Hˆ0(n, 1) (resp. Hˆ0(n, 2)) pour Hˆ0(Gn,H
1
S(Fn,Zp(i)))
(resp. Hˆ0(Gn,H
2
S(Fn,Zp(i)))). Par passage a` la limite projective, on obtient
donc un carre´ commutatif :
lim
←−
Hˆ0(Gn,H
1
S(Fn,Zp(i)))
∪α
−−−→
∼
lim
←−
Hˆ0(Gn,H
2
S(Fn,Zp(i)))
̂
resF∞F
x ̂corF∞F
y
H1S(F,Zp(i))
∪a
−−−→ H2S(F,Zp(i))
La premie`re e´galite´ du the´ore`me provient alors de la surjectivite´ de la premie`re
fle`che verticale.
Pour obtenir les suites exactes cherche´es, on utilise le lemme suivant :
Lemme 4.1.2 Pour tout Λ-module M , le conoyau de l’application naturelle
MΓ →MΓ est isomorphe a` IMΓ
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Preuve du lemme : Soit γ un ge´ne´rateur de Γ. La suite exacte
0 −→ MΓ −−−→ M
γ−1
−−−→ IM −→ 0
donne par Γ-cohomologie une suite exacte
0 −→ IMΓ −−−→ MΓ −−−→ MΓ −−−→ IMΓ −→ 0
¤
Appliquant le lemme au module M = X(i)(F∞) (resp. M = X
(i)(F∞)
0), on
obtient la premie`re (resp. la seconde) suite exacte. Cela termine la preuve du
the´ore`me.
¤
Remarque 4.1.3 Des re´sultats analogues sont obtenus dans [Sh], §4, pour
le twist i = 1, au-dessus de la Zp-extension cyclotomique.
En remplac¸ant F par Fn, et donc a par αn, on obtient le re´sultat asymp-
totique suivant :
Corollaire 4.1.4 On suppose que i 6= 0 est F∞/F est bon. L’inclusion
H1S(Fn,Zp(i)) ∪ αn ⊂ cap
(i)(F∞/Fn)
est une e´galite´ pour n suffisamment grand.
¤
Remarque 4.1.5 L’inclusion H2S(F,Zp(i))∪ a ⊂ cap
(i)(F∞) pour les bons i
peut se de´duire du carre´ commutatif (3.4)
H0(Γ,H1S(F∞,Zp(i)))
∪a
−−−→ H1(Γ,H1S(F∞,Zp(i)))x
y
H1S(F,Zp(i))
∪a
−−−→ H2S(F,Zp(i))
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obtenu graˆce au lemme 3.2.18. Cet argument est bien plus rapide puisqu’il
n’utilise aucun re´sultat de la section 3.1.1. Ne´anmoins, il semble impossible
de de´crire le conoyau de l’application
∪a : H1S(F,Zp(i)) → cap
(i)(F∞/F )
sans avoir recours a` la comparaison du cup-produit avec la diffe´rentielle
e´tudie´e en 3.1.1.
Le lemme suivant pre´cise la signification de la condition
H1S(Fn,Zp(i)) ∪ αn = cap
(i)(F∞/F )
Lemme 4.1.6 On suppose que i 6= 0 est F∞/F -bon. Les assertions suivantes
sont e´quivalentes :
1. H1S(Fn,Zp(i)) ∪ αn = cap
(i)(F∞/Fn).
2. H1S(Fm,Zp(i)) ∪ αm = cap
(i)(F∞/Fm) pour tout m ≥ n.
3. cap(i)(F∞/Fn) = cap
(i)(F∞/Fn+1).
4. cap(i)(F∞/Fn) = cap
(i)(F∞/Fm) pour tout m ≥ n.
5. X(i)(F∞)
Γn = X(i)(F∞)
0.
Preuve : Montrons d’abord l’e´quivalence de 1, 2 et 5. Il suffit de montrer
1 ⇒ 5 ⇒ 2. Il suffit de remplacer F par Fm (et donc a par αm) dans la
premie`re e´galite´ du the´ore`me 4.1.1 pour obtenir 5 ⇒ 2. L’implication 1 ⇒ 5
de´coule directement de la seconde suite exacte du the´ore`me en remplac¸ant
F par Fn (et donc a par αn).
Passons a` la l’e´quivalence de 3, 4 et 5. Le lemme 1.2.8 donne 5 ⇒ 4. Reste
3 ⇒ 5. Soit In le noyau de l’augmentation Λ → Zp[Gn] et νn+1,n = γ
pn+1−1
γp
n
−1
ou` γ est un ge´ne´rateur de Γ. 3 signifie que In+1(X
(i)(F∞)
0) = In(X
(i)(F∞)
0),
mais alors l’application surjective
In(X
(i)(F∞)
0)
νn+1,n
→ In+1(X
(i)(F∞)
0)
est automatiquement injective, et cela n’est possible que si In(X
(i)(F∞)
0) est
trivial, c’est-a`-dire si X(i)(F∞)
0 = X(i)(F∞)
Γn .
¤
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En faisant varier a, on obtient le the´ore`me suivant :
The´ore`me 4.1.7 Soit F un corps de nombres quelconque ; si i 6= 0 est F˜ /F -
bon, alors
H1S(F,Zp(i)) ∪H
1
S(F,Zp) ⊂ cap
(i)(F˜ /F )
¤
4.1.2 Les noyaux de Tate
On s’attarde ici sur le cup-produit avec un e´le´ment ac ∈ H
1
S(F,Zp)
de´finissant l’extension cyclotomique, ou avec son image modulo une puissance
de p. Cela nous conduit naturellement a` conside´rer les diffe´rents noyaux de
Tate, note´s Vi, et la capitulation des groupes de cohomologie p-adiques en
degre´ 2 dans la Zp-extension cyclotomique.
Les re´sultats pre´sente´s dans cette section ne sont gue`re nouveaux, et
remontent essentiellement a` [G4]. Il semble ne´anmoins difficile de trouver une
re´fe´rence suffisamment pre´cise pour les besoins de la suite, c’est pourquoi on
se propose de les re´capituler et de les affiner lorqu’il y a lieu (comparer avec
[AM] et [Hu]).
De´finition
Pour i, j ∈ Z, pour k ≤ n + vp(j − i), la re´duction modulo pk donne lieu
a` une injection
H1S(F,Zp(j))(i− j)/p
k → H1S(F,Z/p
k(i))
Notons Vj(F, p
k, i) son image. Notons Hq(F, •) la cohomologie continue du
groupe de Galois absolu GF . Par inflation, on regardera H
1
S(F,Zp(i)) (resp.
Vj(F, p
k, i)) comme un sous-groupe de H1(F,Zp(i)) (resp. de H1(F,Z/pk(i))).
Le re´sultat suivant est bien connu :
Proposition 4.1.8 Notons δ (resp. δS) le GF -cobord (resp. GS-cobord) as-
socie´ a` la suite exacte
0 −→ Zp(j − i) −−−→ Zp(j − i) −−−→ Z/pk(j − i) −→ 0
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Alors le sous-espace H1(F,Zp(j))/pk(i−j)∩H1(F,Zp(i))/pk ⊂ H1(F,Z/pk(i))
de H1(F,Zp(i))/pk est l’orthogonal de δ(Z/pk(j − i)) pour le cup-produit
H1(F,Zp(i))/pk ⊗H1(F,Zp(j − i))[pk] → H2(F,Zp(j))
et le sous-espace Vj(F, p
k, i) ∩ Vi(F, p
k, i) de Vi(F, p
k, i) est l’orthogonal de
δS(Z/pk(j − i)) pour le cup-produit
H1S(F,Zp(i))/p
k ⊗H1S(F,Zp(j − i))[p
k] → H2S(F,Zp(i))
Preuve : Il s’agit de l’interpre´tation classique de l’homomorpisme de Bock-
stein par cup-produit. Compte-tenu de la suite exacte
H1(F,Zp(j))/pk −−−→ H1(F,Z/pk(j)) −−−→ H1(F,Zp(j))
(resp. son analogue pour GS), il suffit d’examiner le diagramme commutatif
suivant (resp. son analogue pour GS) :
H1(F,Zp(i)) ⊗ H1(F,Zp(j − i))
∪
−−−→ H2(F,Zp(j))
id
y δ
x δ
x
H1(F,Zp(i)) ⊗ Z/pk(j − i)
∪
−−−→ H1(F,Z/pk(j))
¤
Fixons i = j = 1, k ≤ n et notons (comme en 1.2) Tp = lim
←− t
µpt le mo-
dule de Tate des racines de l’unite´. On a alors H1(F, Tp)/p
k = H1(F, µpk) =
F×/pk. Fixons un ge´ne´rateur z de Tp et notons ζ le gene´rateur de µpk qu’il
de´termine. Le choix de z donne lieu au diagramme commutatif a` lignes
exactes suivant :
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0 −→ Zp(1) −−−→ Zp(1) −−−→ Z/pk(1) −→ 0
z
y
y ζ
y
0 −→ Tp −→ lim
←−
p
F
×
−−−→ F
×
−→ 0
ou` F de´signe une cloˆture alge´brique de F .
Notant δ le cobord de l’une ou l’autre de ces suites exactes et (x, y) =
δx ∪ δy, on retrouve donc bien l’interpre´tation du noyau de Tate classique :
V2(F, p
k, 1) = {x ∈ F×, (x, ζ) = 0}/F×p
k
Il est a` noter que la proposition 4.1.8 ne pre´juge aucunement de la nullite´
du cup-produit H1S(F,Zp(i)) ∪H
1(F c/F,Zp).
Comparaison
On e´tudie ici le lien entre les Vi. Cette comparaison entre les diffe´rents
noyaux de Tate a fait l’objet de de nombreuses e´tudes, notamment dans le
but de de´terminer les premiers e´tages des Zp-extensions de F (voir e.g. [G4]).
Les re´sultats obtenus ici serviront d’abord a` comparer diffe´rentes conjectures
(4.2.1), mais permettront aussi d’utiliser les me´thodes galoisiennes (propres
a` V0) pour controˆler le comportement des Vi par rapport a` la localisation
(4.2.3).
Pour simplifier, on suppose k ≤ n et l’on note Vi(F, p
k) = Vi(F, p
k, 0). Si
E/F est une extension galoisienne, on note encore Vi(E/F, p
k) l’image de
H1S(E,Zp(i))
G(E/F )(−i) → H1S(E,Z/p
n)
(si i 6= 0, on a simplement Vi(E/F, p
k) = resEFVi(F, p
k)). Le re´sultat suivant
est inspire´ de [G1].
Proposition 4.1.9 (comparer a` [AM], lemma 2.1 et [Hu] cor. 2.4) Soit F
un corps de nombres contenant exactement µpn, et F
c/F sa Zp-extension
101
cyclotomique. Soit i, j deux entiers F -bons et
h = min(vp(X
(i)(F c)0Γ), vp(X
(j)(F c)0Γ))
ou` vp(M) de´signe l’exposant du p-groupe abe´lien M (la plus petite puissance
de p qui tue M). Alors
n+ vp(i− j) ≥ h+ k ⇒ Vi(F, p
k) = Vj(F, p
k)
Si l’on suppose de plus que l’un des deux modules X(i)(F c)0, X(j)(F c)0 est
fixe´ par Γ, alors on a en fait l’e´quivalence
Vi(F, p
k) = Vj(F, p
k) ⇔ n + vp(i− j) ≥ h+ k
Rappel 4.1.10 Si l’on suppose de plus que i est F c/F -bon, alors
cap(i)(F c/F )) = (X(i)(F c)0)Γ.
Remarque 4.1.11 Si vp(i − j) > 0, et k ≤ n + vp(i − j), il y a encore un
sens a` comparer Vi(F, p
k, i) et Vj(F, p
k, i). On peut alors e´noncer les meˆmes
conditions ne´cessaires et suffisantes pour l’e´galite´ de ces deux sous-espaces.
La preuve est obtenue en remplac¸ant le twist 0 par le twist i dans tout ce qui
suit.
Proposition 4.1.12 Soit F un corps de nombres contenant µpn et E/F une
sous-extension finie de F˜ /F . Supposons i F -bon, j E-bon, et X(j)(Ec)0 = 0.
Alors Vi(E/F, p
n) ⊂ Vj(E, p
n).
Si i 6= 0, on a de´ja` remarque´ que Vi(E/F, p
n) = resEFVi(F, p
n). Dans ce cas, la
proposition 4.1.12 se de´duit aise´ment de la proposition 4.1.9. Nous traiterons
le cas i = 0 un peu plus loin.
Commenc¸ons par un lemme :
Lemme 4.1.13 Soit i ∈ Z ; si F contient µpk , alors Vi(F, pk) est l’image
re´ciproque de (H1S(F
c,Qp/Zp)(i)Γ)div[pk](−i) par l’application naturelle
H1S(F,Z/p
k) → H1S(F
c,Qp/Zp)
ou` l’on a note´ F c/F la Zp-extension cyclotomique.
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Preuve : Conside´rons le diagramme commutatif a` lignes exactes suivant :
0 −→ Zp(i)
pk
−−−→ Zp(i) −−−→ Z/pk(i) −→ 0y 1pk
y 1pk
y
0 −→ Zp(i) −−−→ Qp(i) −−−→ Qp/Zp(i) −→ 0
En prenant la GS-cohomologie, on obtient le diagramme commutatif a` lignes
et colonnes exactes :
Zi −−−→ Zi →֒ 0
↓ ↓ ↓
H1S(F,Zp(i))/p
k →֒ H1S(F,Z/p
k(i)) ։ H2S(F,Zp(i))[p
k]
↓ fi ↓ ↓
H1S(F,Zp(i))⊗Qp/Zp[p
k]
gi
→֒ H1S(F,Qp/Zp(i))[p
k] ։ H2S(F,Zp(i))[p
k]
↓ ↓ ↓
0 0 0
ou` Zi de´signe Z/pk(i) pour i 6= 0 et 0 sinon. On voit sur ce diagramme que
Vi(F, p
k)(i) = f−1i (Im gi). Maintenant, le carre´ commutatif suivant
H1S(F,Z/p
k(i))
res
−−−→ H1S(F
c,Z/pk(i))
fi
y
y
H1S(F,Qp/Zp(i))
res
−−−→
∼
H1S(F
c,Qp/Zp(i))Γ
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montre que l’application de´tordue
(res ◦ fi)(−i) : H
1
S(F,Z/p
k) → H1S(F
c,Qp/Zp)
est inde´pendante de i : c’est l’application naturelle de l’e´nonce´. Puisque
Im gi = H
1
S(F,Qp/Zp(i))
div[pk], c’est que
Vi(F, p
k) = (res ◦ fi)(−i)
−1((H1S(F
c,Qp/Zp(i))Γ)div[pk](−i))
¤
Preuve de 4.1.12 : On conside`re les accouplements
H1S(E
c,Qp/Zp) ⊗ X (Ec) −−−→ Qp/Zpx
y
x
H1S(E
c,Z/pn)Γ ⊗ X (Ec)Γ/pn −−−→ Z/p
(4.1)
Comme sous-module de H1S(E
c,Z/pn)Γ, (H1S(E
c,Qp/Zp)(j)Γ)div[pn](−j) est
l’orthogonal, pour le second accouplement dans 4.1, du sous-module
(tZpX (E
c)(−j)Γ)/p
n(j) de X (Ec)Γ/p
n. D’apre`s le lemme 4.1.13, resE
c
E Vj(E, p
n)
est donc l’orthogonal de (tZpX (E
c)(−j)Γ)/p
n(j) et il suffit de montrer que
resE
c
E V0(E/F, p
n) est orthogonal a` (tZpX (E
c)(−j)Γ)/p
n(j).
Comme j est E-bon, tΛX (E
c)(−j)Γ est fini et on a une suite exacte
(tΛX (E
c)(−j))Γ →֒ tZpX (E
c)(−j)Γ ։ tZpfΛX (E
c)(−j))Γ
L’hypothe`se X(j)(Ec)0 = 0 signifie la liberte´ de fΛX (E
c) (cf rem. 3.2.27).
On voit donc finalement que (tΛX (E
c)(−j))Γ = tZpX (E
c)(−j)Γ. Montrons
donc que resE
c
E V0(E/F, p
n), comme sous-module de H1S(E
c,Qp/Zp), est or-
thogonal a` tΛX (E
c), ce qui terminera le preuve. Remarquons d’abord que
V0(E/F, p
n) = H1(F˜ /E,Z/pn). L’orthogonalite´ souhaite´e provient alors de
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la surjectivite´ de la premie`re fle`che verticale dans le diagramme commutatif
suivant
H1S(F˜ /E,Qp/Zp) ⊗ X (E
c) −−−→ Qp/Zpx
y
x
H1S(F˜ /F,Qp/Zp) ⊗ X (F
c) −−−→ Qp/Zp
et de l’orthogonalite´ de H1S(F˜ /F,Qp/Zp) et tΛX (F
c) (0 est F -bon).
¤
Preuve de 4.1.9 : Encore graˆce au lemme 4.1.13, on voit que Vi(F, p
k) =
Vj(F, p
k) si et seulement si
tZpX (F
c)(−i)Γ/p
k(i) = tZpX (F
c)(−j)Γ/p
k(j)
comme sous-modules de X (F c)Γ/p
k. Comme tΛX (F
c)(−i)Γ est fini, c’est que
tZpX (F
c)(−i)Γ/p
k(i) est l’image re´ciproque de tZpfΛX (F
c)(−i)Γ/p
k(i) dans
X (F c)(−i)Γ/p
k(i), et de meˆme pour j. Ainsi, Vi(F, p
k) = Vj(F, p
k) si et seule-
ment si l’on a, dans X (F c)Γ/p
k, l’e´galite´ suivante :
tZpfΛX (F
c)(−i)Γ/p
k(i) = tZpfΛX (F
c)(−j)Γ/p
k(j)
Il est bien connu (cf rem. 3.2.27) que (X(i)(F c)0)∨ est isomorphe au co-
noyau de l’application canonique
fΛX
(−i)(F c) → E0(E0(fΛX
(−i)(F c)))
ou`, comme en 1.2.2, E0(M) de´signe le Λ-module a` gauche HomΛ(M,Λ). La
preuve de la proposition 4.1.9 se re´duit donc au lemme alge´brique suivant :
Lemme 4.1.14 Soit M un Λ-module noethe´rien, sans torsion et e ∈ Z. Soit
H le conoyau de l’application naturelle M → E0(E0(M)). Notons encore
h = min(vp(H
Γ), vp(H(e)
Γ)
et
n = vp((Zp× : κ(Γ))) + 1 = vp(m1(F ))
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κ e´tant le caracte`re cyclotomique. Alors
n+ vp(e) ≥ h+ k ⇒ (tZpMΓ)/p
k = (tZpM(e)Γ)/p
k
Si l’on suppose de plus que l’un des deux Λ-modules H, H(e) est fixe´ par
Γ, alors on a en fait l’e´quivalence
(tZpMΓ)/p
k = (tZpM(e)Γ)/p
k ⇔ n+ vp(e) ≥ h+ k
Preuve de 4.1.14, sens direct : Nous utiliserons le lemme suivant :
Lemme 4.1.15 Soit Z un Zp-module noethe´rien, h et k deux entiers natu-
rels, alors l’image de l’application naturelle Z/ph+k[ph] → fZpZ/p
k est tri-
viale.
Preuve : C’est trivial si l’on de´compose Z = tZpZ ⊕ fZpZ.
¤
Supposons n + vp(e) ≥ h + k, on peut alors faire les identifications sui-
vantes : MΓ/p
h+k = M(e)Γ/p
h+k et MΓ/p
k = M(e)Γ/p
k. Il s’agit de montrer
que tZpMΓ/p
k et tZpM(e)Γ/p
k(−e), vus comme sous-modules de MΓ/p
k, sont
e´gaux. D’abord ils ont meˆme ordre puisque
#(fZpMΓ/p
k) = #(fZpM(e)Γ/p
k) = pk rgΛM
Ensuite le lemme 4.1.15 applique´ a` Z = MΓ et Z = M(e)Γ montre que tous
deux contiennent l’image de l’application naturelle MΓ/p
h+k[ph] → MΓ/p
k.
On peut supposer sans perte de ge´ne´ralite´ que h = vp(H
Γ). Dans ce cas
vp(tZp(MΓ)) = h et MΓ/p
h+k[ph] contient tZpMΓ/p
h+k. On en de´duit que
tZpM(e)Γ(−e) contient tZpMΓ/p
k, ce qui termine la preuve puisqu’ils ont
meˆme ordre.
¤
Preuve de 4.1.14, suite : Passons a` l’e´quivalence dans le cas ou` l’un des deux
Λ-modules H, H(e) est fixe´ par Γ. Nous utiliserons le lemme suivant :
Lemme 4.1.16 On conserve les hypothe`ses et notations du lemme 4.1.14.
Soit Z un Λ-module fini. Si Z et Z(e) sont fixe´s par Γ, c’est que vp(Z) ≤
vp(e) + n.
106
Preuve : C’est imme´diat si l’on de´compose Z en Λ-modules cycliques (comme
groupes).
¤
Il s’agit de montrer que si tZpMΓ/p
k = tZpM(e)Γ/p
k, alors vp(e) + n ≥
h + k. Comme dans [G1], 6., on de´finit les Λ-modules Y , Ye, Z et Ze par
l’exactitude des suites suivantes
0 −→ Y −−−→ M −−−→ fZpMΓ/p
k −→ 0
0 −→ Ye −−−→ M(e) −−−→ fZpM(e)Γ/p
k −→ 0
0 −→ Y −−−→ E0(E0(M)) −−−→ Z −→ 0
0 −→ Ye −−−→ E
0(E0(M))(e) −−−→ Ze −→ 0
Par hypothe`se, on a tZpMΓ/p
k = tZpM(e)Γ/p
k, et donc Ye = Y (e) et
Ze = Z(e).
Conside´rons alors le diagramme suivant :
0 −→ Y −→ Y −→ 0
↓ ↓ ↓
0 −→ M −→ E0(E0(M)) −→ H −→ 0
↓ ↓ ↓
0 −→ fZpMΓ/p
k −→ Z −→ H −→ 0
↓ ↓ ↓
0 0 0
En prenant la Γ-cohomologie, on observe que le cobord
HΓ → fZpMΓ/p
k
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est nul. Cela re´sulte de la commutativite´ du diagramme
HΓ −−−→ MΓy
y
HΓ −−−→ fZpMΓ/p
k
Ainsi, la suite
0 −→ fZpMΓ/p
k −−−→ ZΓ −−−→ HΓ −→ 0
est exacte. De la meˆme fac¸on, on a une suite exacte
0−→ fZpM(e)Γ/p
k −−−→ Z(e)Γ −−−→ H(e)Γ −→ 0
Notons alors Z ′ l’image re´ciproque, dans Z, de H ′ = HΓ ∩ H(e)Γ. Les
deux suites exactes ci-dessus montrent que Z ′ et Z ′(e) sont fixe´s par Γ.
Reste, pour appliquer le lemme 4.1.16, a` de´terminer l’exposant de Z ′. On
peut supposer, sans perte de ge´ne´ralite´, que Z est fixe´ par Γ. La surjection
ΛrgΛM ≃ E0(E0(M)) ։ Z montre alors que rgpZ/p ≤ rgΛM . On en de´duit
que rgpZ
′/p ≤ rgΛM . La suite exacte tautologique
0−→ fZpMΓ/p
k −−−→ Z ′ −−−→ H ′ −→ 0
montre alors que vp(Z
′) = k+vp(H
′) = k+h puisque fZpMΓ/p
k = (Z/pk)rgΛM .
Graˆce au lemme 4.1.16, on en conclut que vp(e) + n ≥ k + h, et cela termine
la preuve.
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¤Remarque 4.1.17 Si aucun des deux Λ-modules H, H(e), n’est fixe´ par Γ
l’e´quivalence dans 4.1.14 n’est plus vraie (et donc a priori dans 4.1.9 non
plus) : cela tient au fait qu’on ne controˆle plus le p-rang de Z ′. L’exemple
suivant illustre bien la situation : soit M l’ide´al ((1 + p)−1(1 + T )− 1, p2) de
Λ = Zp[[T ]], et choisissons n = e = k = 1. On a alors H = Z/p2(1), si bien
que ni H, ni H(1) n’est fixe´ par Γ et que h = 1. On ve´rifie facilement que les
sous-groupes tZpMΓ/p et tZpM(1)Γ/p de MΓ/p sont e´gaux, bien que l’ine´galite´
h + k ≤ n + vp(e) ne soit pas satisfaite. En fait Z = Zp[[T ]]/(T 2, pT, p2) et
Z ′ = ZΓ = pZ + TZ = Z/p ⊕ Z/p, le raisonnement de la preuve ci-dessus
donne donc seulement n+ vp(e) ≥ vp(Z
′) = 1.
4.2 La conjecture faible
Nous e´tudions le proble`me de capitulation faible a` l’aide des outils de´veloppe´s
pre´ce´demment.
4.2.1 Re´capitulatif
Re´e´crivons ici les hypothe`ses dont l’e´tude, motive´e par la conjecture
(GG), a e´te´ propose´e en 2.2 :
FCap(i)(F ) : (capitulation forte) Il existe une Zp-extension F∞/F ve´rifiant
cap(i)(F∞/F ) = H
2
S(F,Zp(i))
TCap(i)(F ) : (capitulation totale) cap(i)(F˜ /F ) = H2S(F,Zp(i))
fCap(i)(F ) : (capitulation faible) H2S(F,Zp(i)) 6= 0 ⇒ cap
(i)(F˜ /F ) 6= 0
Les re´sultats de la section 4.1.1 (pour j = 0) sugge`rent d’e´noncer, pa-
ralle`lement, les hypothe`ses suivantes :
FCi,j(F ) : Il existe a ∈ H
1
S(F,Zp(j)) tel que H
1
S(F,Zp(i))∪a = H
2
S(F,Zp(i+
j))
TCi,j(F ) : H
1
S(F,Zp(i)) ∪H
1
S(F,Zp(j)) = H
2
S(F,Zp(i+ j))
fCi,j(F ) : H
2
S(F,Zp(i+ j)) 6= 0 ⇒ H
1
S(F,Zp(i)) ∪H
1
S(F,Zp(j)) 6= 0
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L’e´tude de ces trois dernie`res hypothe`ses est motive´e inde´pendamment
par la conjecture suivante, propose´e par McCallum et Sharifi dans [MCS] :
Conjecture 4.2.1 ([MCS], conj. 5.3) Si F = Q(µp) alors TC1,1(F ) est
vraie.
Proposition 4.2.2 Soit F = Q(µp). Si p ve´rifie la conjecture de Vandiver,
alors
TC1,1(F ) ⇔ TCi,j(F )
pour tous i, j F -bons.
Preuve : Il est bien connu que sous la conjecture de Vandiver, on a X ′(F c)0 =
0. Le re´sultat de´coule alors de la proposition 4.1.9.
¤
Les six hypothe`ses ci-dessus sont en fait lie´es, pour F quelconque, par la
proposition suivante :
Proposition 4.2.3 Soit i 6= 0 F˜ /F -bon. On a les implications suivantes :
FCap(i)(F ) ⇒ TCap(i)(F ) ⇒ fCap(i)(F )
⇑ ⇑ ⇑
FCi,0(F ) ⇒ TCi,0(F ) ⇒ fCi,0(F )
De plus, pour une infinite´ de Zp-extension F∞/F , il existe n0 tel que
FCap(i)(F ) ⇒ FCi,0(Fn) ∀n ≥ n0
Si H2S(F,Zp(i)) cyclique, alors on les implications supple´mentaires
FCap(i)(F ) ⇐ TCap(i)(F )
FCi,0 ⇐ TCi,0(F )
Enfin si H2S(F,Zp(i)) est cyclique d’ordre p, on a en plus
TCap(i)(F ) ⇐ fCap(i)(F )
TCi,0 ⇐ fCi,0(F )
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Preuve : Le premier diagramme d’implications est donne´ par le corollaire
4.1.4 et le the´ore`me 4.1.7. L’implication asymptotique est une conse´quence
directe du the´ore`me 2.2.3 et du corollaire 4.1.4. Si H2S(F,Zp(i)) est cyclique,
l’e´quivalence de FCi,0(F ) et TCi,0(F ) est triviale ; l’implication TCap
(i)(F ) ⇒
FCap(i)(F ), quant a` elle, ne semble pas posse´der de preuve imme´diate ; en
fait c’est le the´ore`me 2.3.4 re´interpre´te´ graˆce au the´ore`me 2.2.3. Les deux
dernie`res implications sont triviales.
¤
En particulier on voit que la conjecture 4.2.1 et la conjecture de Vandiver
(toutes deux ve´rifie´es pour p < 1000, cf [Sh]) entraˆınent la validite´ de l’hy-
pothe`se TCap(i)(F ) pour F = Q(µp).
Remarque 4.2.4 En fait, on peut pre´ciser l’implication asymptotique de la
fac¸on suivante. Pour une infinite´ de Zp-extension F∞/F il existe n0 tel que :
FCap(i)(F ) ⇒ Vi(Fn, p) ∪ V0(Fn/F, p) = H
2
S(Fn,Zp(i))/p ∀n ≥ n0
4.2.2 Re´sultats ne´gatifs
Nous donnons ici deux re´sultats paralle`les, tous deux ne´gatifs, qui montrent
que le corps de Hilbert ne semble pas jouer le roˆle attendu dans le proble`me
capitulation du noyau sauvage.
Corps de Hilbert et capitulation
Soit L′/F c l’extension non ramifie´e, S-de´compose´e (ie. de´composant tota-
lement toutes les (p)-places), maximale de F c. La recherche d’un analogue
du the´ore`me de l’ide´al principal pour H2S(F,Zp(i)) conduit naturellement a`
se poser la question suivante (cf [Ka], introduction) :
Question 4.2.5 Est-ce que H2S(F,Zp(i)) capitule dans L
′/F ?
La re´ponse a` cette question ne peut eˆtre affirmative en ge´ne´ral. En effet :
Proposition 4.2.6 On suppose que i 6= 0 est L′/F -bon. Si G(L′/F c) est
pro-p-libre et si i = 1mod[F (µp) : F ], alors :
cap(i)(L′/F ) = 0
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Preuve : Il suffit de montrer que si E/F est une extension galoisienne finie non
ramifie´e S-de´compose´e, alors cap(i)(E/F ) = 0. En effet en remplacant F par
Fn, et en passant a` la limite inductive sur n et E on obtient imme´diatement
cap(i)(L′/F c) = 0, ce qui suffit a` conclure puisque la pro-p-liberte´ deG(L′/F c)
force X ′(F c)0 = 0, donc X(i)(F c)0 = 0, et enfin cap(i)(F c/F ) = 0.
Soit donc une telle extension E/F . Dans le diagramme commutatif a`
lignes exactes suivant :
0 −→ Ker2S(E,Zp(i)) −−−→ H
2
S(E,Zp(i)) −−−→ ⊕
v∈S(F )
IndG(E/F )H
2(Ev,Zp(i))
x
x
x
0 −→ Ker2S(F,Zp(i)) −−−→ H
2
S(F,Zp(i)) −−−→ ⊕
v∈S(F )
H2(Fv,Zp(i))
Sur chaque composante locale de la somme directe, la dernie`re fle`che verticale
n’est rien d’autre que l’application injective naturelle
H2(Fv,Zp(i)) → IndG(E/F )H2(Fv,Zp(i))
Ainsi on lit sur le diagramme commutatif ci-dessus que
cap(i)(E/F ) ⊂ Ker2S(F,Zp(i))
Nous allons donc montrer que l’application
Ker2S(F,Zp(i))
resF
c
F→ Ker2S(E,Zp(i))
est injective. Remarquons d’abord que X ′(F c) et X ′(Ec) sont Zp-libres. No-
tons tr le transfert de F c a` Ec, on de´finit C tautologiquement :
0 −→ X ′(F c)
tr
−−−→ X ′(Ec) −−−→ C −→ 0
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L’injectivite´ a` gauche provient du fait facile que le noyau, s’il e´tait non trivial,
serait tue´ par [Ec : F c]. Le serpent de la multiplication par p donne alors la
suite exacte
0 −→ C[p] −−−→ X ′(F c)/p −−−→ X ′(Ec)/p
or la fle`che X ′(F c)/p→ X ′(Ec)/p est duale a` la co-restriction
H1(L′/Ec,Z/p) → H1(L′/F c,Z/p)
et celle-ci est surjective puisque cdpG(L
′/F c) = 1. On en conclut donc que
C[p] = 0. En tenant compte de l’isomorphisme fonctoriel Ker2S(F,Zp(i)) =
X ′(F c)(i)Γ, on obtient une suite exacte
X ′(Ec)(i)Γ −→ C(i)Γ −→ Ker2S(F,Zp(i))−→ Ker
2
S(E,Zp(i))
Comme i est E-bon, c’est que X ′(Ec)(i)Γ, Ker2S(F,Zp(i)) et donc C(i)
Γ, sont
finis. Mais C[p] = 0, on en conclut que C(i)Γ = 0 et cela termine la preuve.
¤
Remarque 4.2.7 En fait cette proposition admet une re´ciproque ([NQD]
th. 3.1) : Soit F ⊃ µp un corps de nombres. On suppose que l’invariant
d’Iwasawa µ(X ′(F c)) est trivial. Si cap(2)(L′/F ) = 0, alors G(L′/F c) est
pro-p-libre.
Remarque 4.2.8 L’hypothe`se de liberte´ est ve´rifie´e par exemple si λ = 1,
µ = 0 et cap(i)(F c/F ) = 0. C’est le cas pour F = Q(µp), sous Vandiver, si
λ = 1.
Ainsi, dans la recherche de sous-extensions E/F de F˜ /F dans lesquelles
H2S(F,Zp(i)) capitulerait, il convient d’e´carter les extensions cyclotomiques
du (p)-corps de Hilbert.
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Corps de Hilbert et cup-produit
Paralle`lement, il est naturel de chercher a` atteindre les e´le´ments du noyau
sauvageKer2S(F,Zp(i)) par cup-produit avec des e´le´ments “sauvages”. Comme
le noyau de localisation Ker1S(F,Zp) est trivial, il faut regarder le cup-produit
modulo pk avec des e´le´ments de Ker1S(F,Z/p
k). La` encore, la proposition sui-
vante montre que la situation n’est pas si simple.
Proposition 4.2.9 On suppose que la pro-p-extension non ramifie´e S-de´com-
pose´e maximale L′/F c est pro-p-libre. Si i 6= 0 est L′/F -bon et si i =
1mod[F (µp) : F ], alors l’image du cup-produit restreint a`
H1S(F,Zp(i))⊗Ker
1
S(F,Z/p
k) → H2S(F,Zp(i))/p
k
est nulle.
Preuve : Soit a ∈ Ker1S(F,Z/p
k), on veut montrer que H1S(F,Zp(i)) ∪ a = 0.
Notons E le corps fixe´ par Ker a, G = G(Ec/F c) et pt = o(G) = o(resF
c
f a).
Par fonctorialite´ du cup-produit, on obtient le diagramme commutatif sui-
vant :
lim
←−
(H1S(En,Zp(i)))
G ⊗ Ker1S(E
c,Z/pk)G ∪−−−→ (WX(2)(Ec)/pk)G
resE
c
Fc
x corEcFc
y ⋆⋆ corEcFc
y
lim
←−
H1S(Fn,Zp(i)) ⊗ Ker
1
S(F
c,Z/pk) ∪−−−→ WX(i)(F c)/pk
corF
c
F
y ⋆ resFcF
x corFcF
y
H1S(F,Zp(i)) ⊗ Ker
1
S(F,Z/p
k)
∪
−−−→ Ker2S(F,Zp(i))/p
k
Comme G(L′/F c) est pro-p-libre et que i est F -bon, c’est que X(i)(F c)Γ = 0.
D’apre`s 3.2.2, on en de´duit que la fle`che ⋆ est surjective. Maintenant resF
c
F a
posse`de un ante´ce´dant d’ordre pt par la fle`che note´e ⋆⋆, il suffit pour le voir
de plonger Ec/F c dans une Zp-extension non ramifie´e S-de´compose´e de F c
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(c’est possible puisque G(L′/F c) est pro-p-libre), puis de proce´der comme
dans la preuve de 3.1.1. D’apre`s le diagramme commutatif ci-dessus, il suffit
donc de montrer corE
c
F c ((WX
(i)(Ec)/pk)G[pt]) = 0. La` encore on utilise la
pro-p-liberte´ de G(L′/F c) : comme dans la preuve de 4.2.6, on montre que
l’injectivite´ de l’application X ′(F c)/pk → X ′(Ec)/pk, puis de
resE
c
F c : WX
(i)(F c)/pk → WX(i)(Ec)/pk
L’argument habituel de restriction - co-restriction permet de conclure.
¤
4.2.3 Re´sultats positifs
Dans toute la section, F est un corps de nombres contenant µp. On pro-
pose ici une approche du proble`me de capitulation faible via le controˆle de la
taille des groupes de de´composition aux (p)-places dans les extensions E˜/E
pour E ⊂ F˜ . Apre`s avoir e´tabli quelques lemmes, nous distinguons le cas
s(F ) > 1 et le cas s(F ) = 1. Dans le premier, on peut conclure si F contient
un corps de nombres quadratique imaginaire dans lequel (p) se de´compose.
Strate´gie
On souhaite e´tablir une condition suffisante pour ve´rifier la validite´ de la
version faible suivante pour (GG) :
Conjecture 4.2.10 (GGf (i)) : F ve´rifie l’hypothe`se fCap(i).
Rappelons d’abord un lemme :
Lemme 4.2.11 Soit F ′/F une sous-extension galoisienne finie d’une pro-p-
extension galoisienne F ′′/F . Si i est F ′-bon, alors
cap(i)(F ′′/F ) = 0 ⇒ cap(i)(F ′′/F ′) = 0
Preuve : Comme F ′/F est re´soluble, on peut, quitte a` de´visser l’extension
F ′/F , supposer que celle-ci est cyclique, disons de groupe G. Il s’agit alors de
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montrer queH1(F ′′/F ′,H1S(F
′′,Zp(i))) = 0, ou encoreH1(F ′′/F ′,H1S(F
′′,Zp(i)))G =
0. La suite exacte d’inflation-restriction donne
H1(F ′′/F,H1S(F
′′,Zp(i))) −→ H1(F ′′/F ′,H1S(F
′′,Zp(i)))G −→ H2(F ′/F,H1S(F
′,Zp(i)))
Maintenant, comme G est cyclique, on a pour tout q, (cf 1.1.7)
Hˆq(F ′/F,H1S(F
′,Zp(i))) ≃ Hˆq+2(F ′/F,H1S(F
′,Zp(i))) = Hˆq(F ′/F,H2S(F
′,Zp(i)))
En particulier, on voit queH1(F ′/F,H2S(F
′,Zp(i))) = 0. CommeH2S(F
′,Zp(i))
est fini, son quotient de Herbrand est trivial, si bien que l’on a en fait
H2(F ′/F,H1S(F
′,Zp(i))) = H2(F ′/F,H2S(F
′,Zp(i))) = 0
La suite exacte d’inflation-restriction ci-dessus permet donc de conclure.
¤
Comme toujours, par une (p)-place, on entend une place v ∈ S(FS). Le
lemme ci-dessus va nous permettre d’appliquer le the´ore`me 4.1.1, non pas
au niveau de F , (ce qui semble a priori trop ambitieux en ge´ne´ral puisque
le cup-produit ne remplit le noyau de capitulation qu’asymptotiquement, cf
cor. 4.1.4) mais au niveau d’une sous-extension L/F de F˜ /F , triviale en v.
Proposition 4.2.12 Soit K ⊃ µp un corps de nombres, E/K une extension
finie, et i 6= 0 E˜/K bon.
(i) S’il existe une sous-extension finie L/E de E˜/E et une (p)-place v ve´rifiant
Lv = Ev = Kv et
rgp Im(H
1
S(L,Zp(i))/p→ H
1(Kv,Z/p(i))) ≥
1
2
rgpH
1(Kv,Z/p(i))
rgp Im(H
1(E˜/L,Z/p) → H1(Kv,Z/p)) ≥ 1 +
1
2
rgpH
1(Kv,Z/p)
alors cap(i)(E˜/E) 6= 0.
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(ii) S’il existe une sous-extension finie L/E de K˜E/E et une (p)-place v
ve´rifiant Lv = Ev = Kv et
rgp Im(H
1
S(L,Zp(i))/p→ H
1(Kv,Z/p(i))) ≥ 1 +
1
2
rgpH
1(Kv,Z/p(i))
rgp Im(H
1(K˜E/L,Z/p) → H1(Kv,Z/p)) ≥
1
2
rgpH
1(Kv,Z/p)
alors cap(i)(K˜E/E) 6= 0.
Preuve : (i) Le diagramme commutatif
H1S(L,Zp(i)) ⊗ H
1(E˜/L,Zp)
∪
−−−→ H2S(L,Zp(i))y
y
y
H1(Kv,Z/p(i)) ⊗ H1(Kv,Z/p)
∪
−−−→ H2(Kv,Z/p(i))
montre, compte-tenu de la non-de´ge´ne´rescence du symbole de Hilbert et des
minorations de l’e´nonce´, que l’image du cup-produit de la premie`re ligne du
diagramme est non triviale. On en de´duit cap(i)(E˜/L) 6= 0 par le the´ore`me
4.1.1 (ou le corollaire 4.1.4). Cela qui suffit a` conclure graˆce au lemme 4.2.11.
(ii) Meˆme chose avec le diagramme commutatif
H1S(L,Zp(i)) ⊗ H
1(K˜E/L,Zp)
∪
−−−→ H2S(L,Zp(i))y
y
y
H1(Kv,Z/p(i)) ⊗ H1(Kv,Z/p)
∪
−−−→ H2(Kv,Z/p(i))
¤
Remarque 4.2.13 Pour obtenir une extension L/E ve´rifiant les hypothe`ses
de la proposition ci-dessus, il suffit de trouver
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pour (i) : une sous-extension L′/K de K˜/K, triviale en v, ve´rifiant la premie`re
ine´galite´, et une sous-extension L′′/E de E˜/E, triviale en v, ve´rifiant la se-
conde.
pour (ii) : une sous-extension L′/E de K˜E/E, triviale en v, ve´rifiant la
premie`re ine´galite´ et une sous-extension L′′/K de K˜/K, triviale en v, ve´rifiant
rgp Im(H
1(K˜/L′′,Z/p) → H1(Kv,Z/p)) ≥
1
2
rgpH
1(Kv,Z/p)
On prendra alors L = L′L′′.
A partir d’ici, on note, pour tout corps de nombres F , D˜v(F ) (resp. I˜v(F ))
le sous-groupe de de´composition (resp. d’inertie) de G(F˜ /F ).
Lemme 4.2.14 Soit F un corps de nombres contenant µp, alors il existe
une (p)-place v telle que
rgZp I˜v(F ) ≥
1
2
rgpH
1(Fv,Z/p)
En particulier, il existe une sous-extension finie L/F de F˜ /F ve´rifiant Lv =
Fv et
rgp Im(H
1(F˜ /L,Z/p) → H1(Fv,Z/p)) ≥
1
2
rgpH
1(Fv,Z/p)
Preuve : Comme le p-groupe de classes est fini, c’est que les sous-groupes
d’inertie I˜v(F ) engendrent un sous-groupe d’indice fini dans Γ˜. Il y a donc
une ine´galite´
1 +
1
2
∑
v∈S(F )
[Fv : Qp] = 1 + r2(F ) = rgZpΓ˜ ≤
∑
rgZp I˜v(F )
et celle-ci montre qu’il existe un groupe d’inertie I˜v(F ) dont le Zp-rang est
strictement supe´rieur a` 1
2
[Fv : Qp] = 12rgZ/pH
1(Fv,Z/p) − 1, ce qui donne
l’ine´galite´ souhaite´e puisque [Fv : Qp] est pair.
On a alors a fortiori
rgZpD˜v(F ) ≥
1
2
rgpH
1(Fv,Z/p)
Le choix d’une section de l’injection naturelle Dv(F )⊗Qp → Γ˜⊗Qp produit
alors une sous-Zp-extension multiple E/F de F˜ /F , dans le groupe de laquelle
D˜v(F ) s’injecte avec un conoyau fini. L = E
D˜v(F ) posse`de alors les proprie´te´s
requises.
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¤Remarque 4.2.15 Si F/Q est galoisienne, alors toute les (p)-places convien-
nent.
Le cas s(F ) > 1
Pour v ∈ S(F ), on note pv l’ide`le de F dont l’entre´e est p a` la place v et
1 partout ailleurs. Pour une extension abe´lienne E/F , on note (pv, E/F ) ∈
G(E/F ) le symbole d’Artin de pv.
The´ore`me 4.2.16 Soient F un corps de nombres. On suppose que F contient
un corps K ⊃ µp ve´rifiant, pour toute (p)-place v :
(i) (pv, F˜ /F ) 6= 0.
(ii) Fv = Kv.
(iii) K ve´rifie la conjecture de Leopoldt.
(iv) X ′(Kc)0 = 0.
alors F ve´rifie GGf (i) de`s que i est F˜ /K-bon.
Commenc¸ons par un lemme :
Lemme 4.2.17 Si le symbole d’Artin (pv, F˜ /F ) est non trivial, alors
rgZpD˜v(F ) = 1 + rgZp I˜v(F )
Preuve : Il s’agit de montrer que l’extension re´siduelle de la Zp-extension
multiple (F˜ )v/Fv est infinie. Comme D˜v(F ) ne posse`de pas de Zp-torsion,
l’hypothe`se implique que le symbole local (pk, (F˜ )v/Fv) est non trivial, ceci
pour tout k ≥ 0. Pour un groupe G, on note Gˆab le pro-p-comple´te´ abe´lien de
G. La composition des applications naturelles (de restriction et de transfert)
Gˆ((F˜ )v/Fv)
ab → Gˆ((F˜ )v/Qp)ab → Gˆ((F˜ )v/Fv)ab
envoie (pk, (F˜ )v/Fv) sur l’e´le´ment non nul (p
k[Fv:Qp], (F˜ )v/Fv). L’image par
Artin de pk[Fv/Qp] dans Gˆ((F˜ )v/Qp)ab est donc non triviale. Maintenant,
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puisque (F˜ )v/Qp contient la Zp-extension cyclotomique Qpc/Qp, c’est que
le noyau de l’application d’Artin
Q̂p× → Gˆ((F˜ )v/Qp)ab
est contenu dans pZp . D’apre`s ce qui pre´ce`de, on en conclut que ce noyau est
ne´cessairement trivial. On en conclut que l’extension re´siduelle de (F˜ )v/Qp,
et donc celle de (F˜ )v/Fv, est infinie et cela termine la preuve.
¤
Remarque 4.2.18 On pourrait remplacer pv par n’importe quel ide`le, trivial
hors de v, et dont l’entre´e en v est de norme absolue dans pZp ⊂ Q̂p× (ie.
l’entre´e en v est une norme universelle dans l’extension Qpc/Qp).
Remarque 4.2.19 Si F/Q est galoisienne, il est facile de voir que l’hy-
pothe`se (i) du the´ore`me 4.2.16 est e´quivalente a` l’hypothe`se (Dec) pour le
corps FG(F/Q)v . Il n’est donc pas raisonnable d’espe´rer qu’elle soit toujours
ve´rifie´e : le corps FG(F/Q)v peut tre`s bien eˆtre totalement re´el.
On peut ne´anmoins se poser la question suivante :
Question 4.2.20 Peut-on espe´rer que tout corps posse`dant au moins une
place complexe ve´rifie l’hypothe`se (Dec) ?
Preuve de 4.2.16 : On souhaite appliquer la proposition 4.2.12 avec E = F .
Nous suivons la de´marche indique´e dans la remarque 4.2.13 (i). La sous-
extension L′/K de K˜/K est fournie par la seconde partie du lemme 4.2.14
applique´ a` K, duquel on de´duit, pour une certaine (p)-place v, l’ine´galite´
rgp Im(H
1
S(L
′,Zp(i))/p→ H1(Kv,Z/p(i))) ≥
1
2
rgpH
1(Kv,Z/p(i))
par changement de twist : comme K ve´rifie la conjecture de Leopoldt, la
proposition 4.1.12 montre que comme sous-espaces de H1S(L
′,Z/p), on a
H1(K˜/L′,Z/p) = V0(L′/K, p) ⊂ Vi(L′, p) = H1S(L
′,Zp(i))/p
Reste a` construire la sous-extension L′′/F de F˜ /F . On proce`de comme dans
la seconde partie du lemme 4.2.14 : une section de D˜v(F ) ⊗ Qp → Γ˜ ⊗ Qp
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de´termine une sous-Zp-extension multiple, on prend les points fixes par D˜v(F )
pour obtenir L′′. On alors
rgp Im(H
1(F˜ /L′′,Z/p) → H1(Kv,Z/p)) = rgZpD˜v(F )
si bien que l’ine´galite´ souhaite´e de´coule du lemme 4.2.17 applique´ a` F , et de
la premie`re partie du lemme 4.2.14 : comme rgZp I˜v(F ) ≥ rgZp I˜v(K), c’est
que
rgZpD˜v(F ) = 1 + rgZp I˜v(F ) ≥ 1 +
1
2
rgpH
1(Fv,Z/p)
¤
Remarque 4.2.21 Si F est galoisien sur Q, il suffit que les hypothe`ses du
the´ore`me 4.2.16 soient ve´rifie´es pour une seule (p)-place.
Cas particulier
On donne une famille de corps pour lesquels la conjecture GGf (i) est
vraie.
The´ore`me 4.2.22 Soit F un corps de nombres contenant un corps K ⊃ µp
et un corps k ve´rifiant
(i) k est un corps quadratique imaginaire dans lequel (p) se de´compose.
(ii) Fv = Kv pour toute (p)-place.
(iii) K ve´rifie la conjecture de Leopoldt.
(iv) X ′(Kc)0 = 0.
alors F ve´rifie GGf (i) de`s que i est F˜ /K-bon.
Corollaire 4.2.23 Soit F un corps de nombres contenant µp. On suppose
que F ve´rifie la conjecture de Leopoldt et que i 6= 0 est F˜ /F -bon. Si F
contient un corps quadratique imaginaire k dans lequel (p) se de´compose,
alors F ve´rifie la conjecture GGf (i).
Preuve de 4.2.22 : Il suffit de ve´rifier l’hypothe`se (i) du the´ore`me 4.2.16. On
dispose pour cela du re´sultat suivant :
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Lemme 4.2.24 ([Mi1] lemma 3.1) Soit k un corps quadratique imaginaire
dans lequel (p) se de´compose, v ∈ S(k), alors (pv, k˜/k) 6= 0
Preuve : Soit (p) = pp′ la de´composition de l’ide´al (p) dans k. On note v (resp
v′) la place associe´e a` p, (resp. p′) et [p] (resp. p′) la classe d’un l’ide´al p (resp.
p). Si o([p])o([p′])(p− 1) | k, alors il existe π = 1mod p′, π′ = 1mod p tels que
pk = ππ′. Par la the´orie du corps de classes, on a un diagramme commutatif
a` lignes exactes
0 −−−→ U1v ⊕ U
1
v′
(.,kabS (p)/k)−−−−−→ X (k)
y
y
ES(k)⊗ Zp −−−→ k̂×v ⊕ k̂
×
v′
(.,kabS (p)/k)−−−−−→ X (k)
sur lequel on voit que
(pkv , k
ab
S (p)/k) = ((π
′−1, π), kabS (p)/k) 6= 0
puisque (π′−1, π) ∈ U1v ⊕ U
1
v′ . On a ainsi montre´ que l’ordre de (p
k
v , k
ab
S (p)/k)
n’est pas borne´, d’ou` le re´sultat.
¤
De (pv, k˜/k) 6= 0, on de´duit que (pv, F˜ /F ) 6= 0 par fonctorialite´ du symbole
d’Artin. En effet, si l’on note (pv)F l’ide`le de F et (pv)k cellui de k, on a
NF/k(pv)F = (pv)
[Fv:kv ]
k .
¤
Remarque 4.2.25 Dans le cas ou` l’on suppose, en plus des hypothe`ses de
4.2.22 (ou 4.2.23), que H2S(F,Zp(i)) est cyclique d’ordre p, le the´ore`me 2.3.4
montre qu’en fait, F ve´rifie la conjecture (GG). Ces cas sont de´ja` connus
puisque l’on a alors ne´cessairement s(F ) = 2 et Cl′(F )⊗Zp = 0 ([Mi1] prop
3.B, [Mi2] th. 2).
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Le cas s(F ) = 1
C’est le cas a priori difficile : dans la configuration la plus simple, ie.
lorsque H2S(F,Zp(i)) est cyclique d’ordre p, H
2
S(F,Zp(i)) est re´duit a` son
noyau sauvage.
Comme s(F ) = 1, (pv, F
ab
S /F ) est ne´cessairement d’ordre fini, puisque
dans le cas contraire les groupes d’inertie et de de´composition de Γ˜ n’auraient
pas le meˆme Zp-rang (cf preuve de 4.2.17), ce qui est absurde. On ne peut donc
pas espe´rer appliquer le the´ore`me 4.2.16 tel quel. Il convient de le modifier
comme suit.
Soit v ∈ S(F ), π une uniformisante de F dont la norme absolue est une
puissance de p. Pour tout corps E, on note (πv)E l’ide`le de E e´gal a` π en v,
trivial ailleurs. On e´crit simplement (πv, •/E) = ((πv)E, •/E).
The´ore`me 4.2.26 Notons E le p-corps de Hilbert de F et E1 le sous-corps
de E˜ fixe´ par G(E˜/E)p. Si on a
(i) E ⊂ F˜ .
(ii) E ve´rifie la conjecture de Leopoldt.
(iii) (πv, E1/E) 6= 0.
alors F ve´rifie GGf (i) de`s que i est F˜ /F -bon
Preuve : On utilise cette fois le (ii) du the´ore`me 4.2.12 avec K = F , selon
le plan indique´ par la remarque 4.2.13. On prend L′ = L′′ = E. D’abord,
comme E est le (p)-corps de Hilbert de F et que v est l’unique (p)-place de
F , c’est que G(F˜ /E) = G(F˜ /F )v, si bien que le noyau de
H1(F˜ /E,Z/p) → H1(Fv,Z/p)
est trivial. Cela donne la seconde ine´galite´ dans la remarque 4.2.13(ii). Pas-
sons a` la premie`re ine´galite´ de la remarque 4.2.13(ii). Comme (πv, F˜ /E) =
(πv, F˜ /F ) = 0 (noter que NE/F (πv)E = (πv)F ) alors que (πv, E1/E) 6= 0),
c’est que
rgp Im(H
1(E1/E,Z/p) → H1(Fv,Z/p)) ≥ 1+rgp Im(H1(F˜ /E,Z/p) → H1(Fv,Z/p))
et cela donne, compte tenu de l’ine´galite´ de´ja` de´montre´e :
rgp Im(H
1(E˜/E,Z/p) → H1(Fv,Z/p)) ≥ 1 +
1
2
rgpH
1(Fv,Z/p)
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Comme 0 et i sont E-bon et que l’on peut supposer X ′(Ec)0 = 0 (sans quoi
cap(i)(Ec/E) 6= 0 et la conclusion est imme´diate), la proposition 4.1.9 permet
d’obtenir l’ine´galite´ souhaite´e :
rgp Im(H
1
S(E,Zp(i))/p→ H
1(Fv,Z/p(i))) ≥ 1 +
1
2
rgpH
1(Fv,Z/p(i))
¤
Malheureusement, la condition (πv, E1/E) 6= 0 semble comple`tement in-
accessible en ge´ne´ral. Pour F = Q(µp), R. Sharifi, inspire´ par le travail de
Ohta et Harder et Pink, a re´cemment e´nonce´ (voir [Sh]) une condition suffi-
sante pour la surjectivite´ du cup-produit c1,1. Celle-ci fait intervenir les formes
modulaires et la the´orie de Hida, et s’exprime en fonction de l’ope´rateur de
Hecke Up. Il est tre`s inte´ressant de noter que l’approche de [Sh] fait intervenir
de fac¸on cruciale la valeur du Frobenius en (p) dans une extension abe´lienne
sur le corps de Hilbert de F c, ce qui constitue un analogue au niveau infini
de la situtation qui nous pre´occupe.
Question 4.2.27 Est-il possible d’e´noncer une condition similaire a` celle de
[Sh] (eg. th 5.6), mais au niveau fini cette fois, et qui permettrait de ve´rifier
les hypothe`ses du the´ore`me ci-dessus ?
Nous espe´rons revenir sur ce point dans un travail ulte´rieur.
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