This paper addresses the problem of maximum margin classification given the moments of class conditional densities and the false positive and false negative error rates. Using Chebyshev inequalities, the problem can be posed as a second order cone programming problem. The dual of the formulation leads to a geometric optimization problem, that of computing the distance between two ellipsoids, which is solved by an iterative algorithm. The formulation is extended to non-linear classifiers using kernel methods. The resultant classifiers are applied to the case of classification of unbalanced datasets with asymmetric costs for misclassification. Experimental results on benchmark datasets show the efficacy of the proposed method.
Introduction
In many classification tasks the cost of misclassification is different for each class. For instance, in case of medical diagnosis of cancer (Kononenko, 2001) , the cost of misclassifying a normal patient is far less than that of misclassifying a cancer patient. Hence there is need to design classifiers that have some bias towards a particular class. Also, the number of patients with cancer is far less than those who are normal. Hence, in such situations, the training data will be highly unbalanced. Traditional classification methods like SVM (Vapnik, 1998) do not address these issues satisfactorily. In this paper we study this problem in the context of two classes, when data is summarized by the moments of class conditional densities. We also assume that the maximum false positive and false negative error rates (η 1 , η 2 respectively) that can be tolerated are given. For instance, in the case of Medical diagnosis, one can allow a low η 1 and a relatively high η 2 . In this way we can model the bias towards the positive class.
Let D = {(x i , y i )|x i ∈ R n , y i = {1, −1}, i = 1, . . . , m} be the training dataset consisting of data points x i and labels y i . Let X 1 represent the random vector that generates examples of class 1 and X 2 represent that of class −1. Let the mean and covariance of X i be µ i ∈ R n and Σ i ∈ R n×n respectively for i = 1, 2. Σ 1 , Σ 2 are symmetric positive semi-definite.
Previously (Lanckriet et al., 2002; Lanckriet et al., 2003) addressed the problem of classification given µ 1 , µ 2 , Σ 1 and Σ 2 in a minimax setting (minimax probability machine). In their approach, a Chebyshev inequality is used to bound the error of misclassification. Biased Minimax Probability Machine (Huang et al., 2004) extends the minimax probability machine to the case of classification with asymmetric costs. In this method, the probability of correctly classifying positive examples (p 1 ) is maximized, while keeping a lower bound on that for the negative class (p 2 ). However, with this method, at the optimum, p 1 may turn out to be less than p 2 . Other techniques such as the methods of sampling (Chawla et al., 2002; Kubat & Matwin, 1997) , the methods of adapting the thresholds and adjusting costs (Bach et al., 2005; Provost, 2000; Cardie & Howe, 1997) can be used to incorporate a certain bias into the learning methods. However, the sampling methods favor the more important class by down-sampling (removing) some instances of the less important class or up-sampling (duplicating) some instances of the more important class. Down-sampling will lose information, while up-sampling may introduce noise. In the case of the methods that adjust costs, it is usually hard to build direct quantitative connections to the biased classifiers performance. These methods therefore fail to provide a rigorous approach to the task of classification where preferential bias towards one class is needed.
In this paper, we address the problem by designing maximum margin classifiers given µ 1 , µ 2 , Σ 1 , Σ 2 , η 1 and η 2 . Using the Chebyshev inequality, the problem is posed as a Second Order Cone Programming problem (SOCP). SOCPs are a special class of non-linear convex optimization problems, which can be efficiently solved by interior point codes (Lobo et al., 1998) . Interestingly, the dual of the formulation leads to an elegant geometric optimization problem, that of computing the distance between two ellipsoids. This observation immediately leads to a fast iterative algorithm, based on the approach of (Lin & Han, 2002) . Using kernel methods, the original formulation can be extended to the case of non-linear classifiers. This kernelized formulation turns out to be similar to the original and hence can be cast as an SOCP or solved using the iterative algorithm for finding the distance between ellipsoids.
The paper is organized as follows. In section 2 we review the related past work on Large Margin Classification. The main contributions of the paper are in section 3. Experimental results for the formulations are shown in section 4. The concluding section 5 summarizes the main contributions and future directions of work.
Large Margin Classifiers
In this section we review the SVMs (section 2.1), which are the state-of-the-art classifiers. The derivation of the proposed formulation requires understanding of these SVM formulations. In section 2.2 we review the geometric interpretation of the SVMs. This will help in understanding the analogy between the SVMs and the proposed classifiers, whose geometric interpretation is of finding minimum distance between two ellipsoids. We conclude the section with a brief discussion on the variants of SVMs (section 2.3) that can be used in biased learning.
Review of SVMs
Consider the problem of classification using hyperplanes. In such cases the classifier is defined as
The classifier essentially divides the space into two halfspaces, so that all datapoints belonging to the positive class lies in w ⊤ x − b > 0 and all datapoints lying in the negative class belongs to the other halfspace w ⊤ x−b < 0. Given a dataset the problem of computing the classifier is then equivalent to finding w, b so that the predicted labels (f (x)) is equal to the given labels y. This requirement can be enforced via the constraints
The constraints ensure that the label prediction error of the hyperplane classifier on the training set is low. However, if (w, b) is a solution that satisfies the constraints, then (γw, γb), for any γ ∈ R, also satisfies the constraints. In order to handle this, the constraints can be modified as
The set of hyperplanes w ⊤ x − b = −1 and w ⊤ x − b = 1 are called the supporting hyperplanes. The distance between the set of supporting hyperplanes is termed as margin. It is easy to see that margin is 2 w 2 . The generalization error for a classifier f is measured as R(f ) = P (Y = f (X)). It can be shown (Vapnik, 1998 ) that
holds with probability greater than 1 − δ where
and
The parameter h is the VC dimension for the set of classifiers, in the present context it is over all linear classifiers. For linear classifiers the VC dimension is related to the margin via the following theorem.
Theorem 2.1. Consider the dataset D defined in the previous section and let max i x i = R. The VC dimension h of the classifiers as defined in (2.1), is given by the following relation
To compute a classifier with low generalization error one needs to find f (·) so that both R emp and Φ( h m ) are minimized. It is to be noted that Φ(·) is an increasing function of h and thus if w is low, Φ(·) is also low. Hence maximizing the margin, or equivalently minimizing w leads to lower generalization error provided that R emp is low.
The well known hard-margin SVM formulation (Vapnik, 1998) maximizes the margin subject to the constraints (2.2):
The constraints ensure that R emp is 0. However if the data is not linearly separable then it is not possible to obtain R emp = 0. This problem is then approached by hunting for a classifier which has the lowest value of R emp amongst the class of linear classifiers with low VC dimension. This problem turns out to be difficult. To alleviate this problem one considers the following loss function, which is called the hinge loss function
This is actually an upperbound on R emp and can be easily implemented via linear inequalities. Consider now the following objective
where, W is some positive real number. The constraint w 2 ≤ W is put in order that the hyperplane classifier achieves good generalization (Vapnik, 1998) . Geometrically, this constraint puts a lower bound on the separation (margin) between the set of supporting hyperplanes.
The problem (2.4) is an instance of Second Order Cone Programming problem. An SOCP problem is a convex optimization problem with a linear objective function and second order cone constraints (SOC). An SOC constraint on the variable x ∈ R n is of the form
where b ∈ R m , c ∈ R n , A ∈ R m×n are given. The problem (2.4) can be equivalently written as the following convex quadratic programming problem:
(2.4) is the famous SVM soft-margin formulation. The parameters C and W are related. However, W has the elegant geometric interpretation as a lower bound on the margin.
Geometric Interpretation of SVMs
In the following text we discuss the geometrical interpretation of the above optimization problem (2.3), due to (Bennett & Bredensteiner, 2000) . The Wolfe dual (Fletcher, 1989 ) of this primal is (α i are the Lagrange multipliers):
Then, the dual can be written as:
Since the above dual is a convex optimization problem one can find optimal value of λ by minimizing the objective keeping β i fixed. Suppose
Then, clearly the objective is minimized at λ = 2 a 2 and is equal to −2 a 2 . Thus the dual can be expressed as below: 
Geometrically this means that, the optimization is equivalent to finding the closest points u * and v * on the convex hulls formed by the positive and negative labeled datapoints in D. It can also be shown that w = u * −v * i.e., the optimal hyperplane is perpendicular to the line joining the closest points in S 1 and S 2 (see figure 1 ). There are efficient algorithms that solve the dual. (Platt, 1999) proposes a Sequential Minimal Optimization (SMO) algorithm to solve dual (2.7). (Keerthi et al., 2000) proposes a fast iterative nearest point algorithm to solve dual (2.10).
The geometrical interpretation of the proposed classifier turns out to be that finding closest points of ellipsoids, whose centroids are the means and the shapes are described by the covariance matrices of the class conditional densities. This is the analogy between the proposed method and the SVM. As in the case of SVMs, a simple iterative scheme for solving the dual also exists in the case of the proposed classifiers.
Biased Classification using SVMs
Previous researchers have proposed simple methods like penalizing the ξ i in the SVM problem (2.6) with costs different for different classes. For instance, the term C i ξ j in (2.6) is replaced with C + yj =1 ξ j + C − yj =−1 ξ j and the formulation can be rewritten as:
By varying the values of C + and C − , one can achieve different bias for the classes. Though such simple methods work well in practice, the theoretical connections between the values of C + , C − chosen and the bias obtained towards a particular class are hard to obtain. On the contrary, the proposed method obtains a classifier that theoretically guarantees a maximum error rate of η 1 on the positive class and a maximum error rate of η 2 on the negative class.
A New Maximum Margin Formulation
In this section, we present a novel formulation we use to solve the above discussed classification problem. The dual of this formulation and its geometric interpretation are discussed in section 3.1. An iterative algorithm to solve the dual will be presented in section 3.2. In section 3.3, we extend the formulation to non-linear classifiers and suggest ways of solving the kernelized primal and dual problems.
Let w ⊤ x − b = 0 be the discriminating hyperplane. Let us denote the corresponding positive and negative half spaces by:
As mentioned above, we wish to design a maximum margin classifier such that the false positive and false negative error rates do not exceed η 1 and η 2 . To this end, consider the following problem:
The constraints in the above formulation can be rewritten as deterministic constraints using the following multivariate generalization of Chebyshev-Cantelli inequality (Marshall & Olkin, 1960) .
Theorem 3.1. Let X be an n dimensional random vector. The mean and covariance of X be µ ∈ R n and Σ ∈ R n×n . Given w ∈ R n , w = 0 and b ∈ R, let
Applying theorem 3.1 with X = X 1 and H = H 1 (see also (Lanckriet et al., 2003) ), the constraint for class 1 can be handled by setting
which result in two constraints
Similarly applying theorem 3.1 to the other constraint, two more constraints are obtained. Note that the constraints are positively homogeneous. That is, if w, b satisfy the constraints then cw, cb also satisfy the constraints, for any positive c. To deal with this extra degree of freedom, one can impose the constraint that the classifier should separate the means even if η i = 1. This can be imposed by requiring that w
The problem (3.12) can now be stated as a deterministic optimization problem.
Since both the matrices Σ 1 and Σ 2 are symmetric positive semi-definite, there exist square matrices C 1 and C 2 such that Σ 1 = C 1 C ⊤ 1 and Σ 2 = C 2 C ⊤ 2 . Now, (3.14) can be written as:
Clearly, the optimization problem (3.15) is feasible whenever µ 1 = µ 2 . This is because one can choose η 1 = η 2 = 1, in which case the constraints in (3.15) imply that the hyperplane w ⊤ x − b = 0 must separate the means µ 1 , µ 2 . Thus whenever the means are not coinciding, the problem (3.15) can be made feasible by choosing appropriate values for η 1 , η 2 . Note that the formulation is a convex programming problem, with a strict convex quadratic objective function (Hessian is the identity matrix). Hence, whenever feasible, the problem has a unique global solution (Fletcher, 1989 
SOCP problems can be efficiently solved by interior point methods for convex non-linear optimization (Nesterov & Nemirovskii, 1993) . As a special case of convex non-linear optimization, SOCPs have gained much attention in recent times. For a discussion of further efficient algorithms and applications of SOCP see (Lobo et al., 1998) . Once the formulation is solved for w and b, the decision function given in (2.1) can be used to classify a new data point x.
The Dual Formulation and Geometric Interpretation
The constraints in (3.15) have an elegant geometric interpretation. In order to see this, consider the following problem. Suppose
represents an ellipsoid centered at µ, whose shape is determined by C and size by κ. We also assume that C is square full-rank, in which case (3.18) where Σ = CC ⊤ . Now suppose we wish to put a constraint that all points in this ellipsoid must lie on the positive halfspace of the hyperplane w ⊤ x − b = 1 (we assume that the given hyperplane does not intersect the ellipsoid). More formally the constraint can be written as:
Though this is a set of infinite constraints, one can satisfy them by doing the following: find the point that lies in the ellipsoid which is nearest to the hyperplane and then put a constraint that this point must lie on the positive half-space of w ⊤ x − b = 1. Now finding the point nearest (x * ) to the hyperplane is easy because of the special form of the set B(µ, C, κ). First of all this point must lie on the boundary of the ellipsoid since we assumed that the hyperplane does not intersect the ellipsoid. Next, the direction of normal at x * for the ellipsoid must be opposite to w (see figure 2) . In other words:
where α is some negative constant. Now substituting this into the boundary of ellipsoid in (3.18), one obtains the value α = −2κ
Using this value of α and (3.20), one can get the value of x * as x * = µ − κΣw C ⊤ w 2 As told earlier, it is enough to put the constraint that w ⊤ x * − b ≥ 1 in order to satisfy the infinite constraints in (3.19). In other words, w ⊤ µ − b ≥ 1 + κ C ⊤ w 2 , which is similar in form as the constraints in the proposed formulation (3.15).
Thus the geometrical interpretation of the proposed formulation is to find a maximum margin hyperplane that separates ellipsoids whose centers are the means, shape is parameterized by the covariance matrices of the class conditional densities and the size by the parameters κ 1 and κ 2 (see figure 3) . In the following text we derive this more rigorously using the Duality theory.
Using the dual norm characterization 
Then the Lagrangian of this problem is given by
with the constraints u 1 2 ≤ 1, u 2 2 ≤ 1, λ 1 ≥ 0 and λ 2 ≥ 0. At optimality, from Karush-Kuhn-Tucker (KKT) conditions (Fletcher, 1989) , we have ∂L ∂b = 0 which implies that λ 1 = λ 2 = λ, where λ ≥ 0 is a Lagrange variable. The optimal w satisfies ∇ w L = 0 giving
The dual formulation is obtained by maximizing L with respect to the dual variables λ ≥ 0, u 1 and u 2 , subject to the constraints 
The objective is maximized when (3.22) and the maximized value is 2 z1−z2 2 2 . Noting that maximizing such an objective is equivalent to minimizing its reciprocal, the dual can be stated as follows:
where,
The above optimization problem has a very elegant geometric interpretation. The sets B 1 (µ 1 , C 1 , κ 1 ) and B 2 (µ 2 , C 2 , κ 2 ) are ellipsoids centered at µ 1 and µ 2 and the parameterized by the matrices C 1 and C 2 respectively. The dual optimization problem can be thus seen as finding the minimum distance between the two ellipsoids. The optimal z * 1 and z * 2 can be used to compute λ by (3.22) and consequently using (3.21) one can find
The KKT conditions of the dual can be summarized as follows
at optimality. In this paper, we are interested in the case of non-intersecting ellipsoids, in which case the original problem (3.15) is feasible. In such a scenario, since B 1 and B 2 are disjoint, z 
It is interesting to note the analogy between the geometrical interpretation of the SVM dual (Bennett & Bredensteiner, 2000) and that of the present formulation. In case of SVM, the dual turns out to be the problem of finding distance between two convex hulls, whereas in the present case, the dual turns out to be distance between ellipsoids. Figure 4 shows the optimal hyperplane as obtained with the formulation (3.15) and that with SVM on a synthetic dataset. In general, one can observe that if the training data has small number of noisy examples, then the convex hull solution is more effected than the ellipsoid solution. To circumvent this problem, the soft-margin SVMs are introduced. However they involve an additional regularization parameter C. The figure also confirms the equivalence of the primal (3.15) and dual (3.23).
An Iterative Algorithm for Solving the Dual
The geometric insight presented in the previous section gives us a way of solving the formulation using a simple iterative scheme for finding the distance between two ellipsoids. (Lin & Han, 2002) provide an iterative, provably convergent algorithm for finding the minimum distance between two ellipsoids. We provide here the application of the same algorithm to our case. Suppose the matrices Σ i are positive definite, in which case C i can be chosen to be square matrices of full rank. Then, the equation of the ellipsoid B i (µ i , C i , κ i ) in the standard form is
where
Once this is done, the following iterative algorithm can be used to solve the dual: 
(c) Solve for roots of quadratic, such that 0 ≤ t i ≤ 1 and calculate z k i = (1 − t i )c 1 + t i c 2 , the points of intersection (d) If t 1 > t 2 , then the problem is infeasible.
Terminate giving an error. 2. If the line segment joining the centers is normal at the points z 
Note that in the algorithm, the standard form of ellipsoids is used. Hence, C i need not be calculated explicitly. Also, for all values of δ i , the spheres with centerc i and radius δ i touch the ellipsoids at z , the spheres will entirely lie inside the ellipsoids. Hence, we choose δ i = 1 Ai 2 to get maximum possible iterative step size. The algorithm given above will converge to the optimal solution of (3.23). The outline of the proof of convergence is provided here (refer (Lin & Han, 2002) for details), assuming that the ellipsoids are separated. The KKT optimality conditions for (3.23) are (in terms of the ellipsoids in standard form):
where, Ω(B i ) represents the boundary of the ellipsoid B i . These optimality conditions say that the optimal (z * 1 , z * 2 ) lie on the boundaries of corresponding ellipsoids and the line segments joining the optimal points are the normals at those points. Since the problem is convex, KKT conditions are necessary and sufficient. Note that these conditions are equivalent to those given in (3.25). This argument justifies step 2 of the above algorithm. In case of finding distance between two spheres, one can get the optimal points as the points of intersection of the line segment joining the centers with the spheres. Thus, this algorithm can be viewed as if the two ellipsoids were being iteratively approximated locally by spheres. Using the notation given in the algorithm,
Using triangle inequality, we have
Using these inequalities, we have the following monotonicity property that every step:
Therefore, the sequence of distances { z k 1 − z k 2 } is monotone and hence converges. Now one can also prove that for such a sequence,
Note that at every step of iteration, two onedimensional quadratic equations are solved. The SMO algorithm (Platt, 1999) , which is used to solve the dual of the SVM, also solves a one-dimensional optimization problem that has a closed form solution. Thus, the iterative algorithm of solving the dual (3.23) and the SMO algorithm are analogous. However, the initialization cost is high for the above iterative algorithm, due to inversion of matrices, which is of O(n 3 ) time complexity (n is the dimension of z i ). In addition to this, at each step of iteration, the coefficients of the two quadratic expressions need to be computed. This is of O(n 2 ) time complexity.
3.3 Non-linear Classifiers The formulation (3.14) gives a linear classifier and hence cannot deal with nonlinearly separable data. In the following text, we extend the formulation to such data. Let T 1 be a n × m 1 , data matrix for one class, say with label y = 1, where each column of T 1 is a datapoint with positive label. Similarly, let T 2 be a n × m 2 data matrix for the other class having the label y = −1. More formally let,
represent the horizontal and vertical concatenation of the matrices M 1 and M 2 respectively. The empirical estimates of the mean and covariance are given as:
and similarly
where, e i is a vector of ones of dimension m i and I i is an identity matrix of dimensions m i × m i . w, being a vector in n dimensional space, can be written as a linear combination of the training data points and some other points in R n , which are orthogonal to the training data points, such that together the set of data points span the whole of R n . Mathematically, w = [T 1 , T 2 ]s + Mr where M is a matrix with its columns as vectors orthogonal to training data points and s, r are vectors of combining coefficients. The columns of T 1 , T 2 and M together Table 1 : Results on benchmark datasets, comparing the performance of the four algorithms. span entire R n . Now, the terms involving w in the constraints of (3.14) can be written as
where the matrices
2 T 2 consist of elements which are dot products of data points, more precisely the i th row j th column entry for the matrix K 12 (i, j) = x ⊤ 1i x 2j . Note that the constraints are independent of the matrix M and the objective to be minimized is 1 2 w 2 2 . Hence, the entries in r for the optimal w must be all 0. In other words, at optimality, w = [T 1 , T 2 ]s. Thus, the formulation (3.14)
can be written as:
where, K = [K 11 , K 12 ; K 21 , K 22 ]. Note that to solve the above problem, one needs to know only the dot products of training data points. Thus, one can solve the above problem in any feature space as long as the dot products in that space are available. One way of specifying dot product is by kernel functions satisfying positive definite conditions (Mercer, 1909) . Assuming that we have such a kernel function k : R n × R n → R, the quantities g 1 , g 2 , G 1 , G 2 and K can be calculated. Suppose K is positive definite, in which case write K = L ⊤ L, where L is a full rank square matrix. Now re-parameterize the formulation (3.28), in terms of a new variable v = Ls.
. Note that the above formulation is similar to the original formulation (3.14). Again, H i , being positive semi-definite, can be written as (3.29) can be solved using interior point methods when cast into the following standard SOCP form.
Using the arguments presented in section 3.1, the dual of (3.29) is min u1,u2
and can be solved using the iterative geometric algorithm presented in section 3.2. Once the optimum value of v and b are obtained either by solving the SOCP problem or by the iterative algorithm, one can classify a new data point x using the following decision function.
where, s = L −1 v and k(:, x) is the vector of kernel values of all training data points with the new data point x.
Finally we conclude this section with a note on estimating the moments of class conditional densities.
In practical experiments, it may well happen that the positive/negative data error rate computed on the test set is greater than η 1 /η 2 . This seems to contradict the previous claim that η 1 /η 2 is an upper bound on the misclassification error on positive/negative data. This is because the bounds are valid under the assumption that the moments of the class conditional densities are accurate. In practice, since we do not know the mean and covariance a priori, they need to be estimated from the data. The validity of the bound depends on how good the estimate is. This is an issue especially in the "small sample" case. One can use methods suggested in (Lanckriet et al., 2003) , where the authors propose ways of introducing robustness into the classifiers by handling the uncertainties in moment estimations.
Experimental Results
The SOCP formulations for non-linear classifier (3.30) and for linear classifier (3.16) are solved using publicly available SeDuMi software (Sturm, 1999) . Let NL-SOCP and L-SOCP denote these classifiers respectively. The dual problems for non-linear classifier (3.31) and for linear classifier (3.23) are solved using the iterative algorithm presented in section 3.2. Let NL-ITER and L-ITER denote these classifiers respectively. Recall that the iterative algorithm required that the matrices Σ i and H i to be positive definite (section 3.2). However, in practice, Σ i or H i can be ill-conditioned.
To handle such cases, regularization Σ i = Σ i + ǫI and H i = H i + ǫI has been used. ǫ being a small positive quantity, regularization does not effect the final classifier much. Gaussian kernel k(x i , x j ) = exp{−σ x i − x j 2 2 }, with parameter σ, is used to evaluate dot products in the feature space.
The first set of experiments have been done to show that:
• By varying η 1 and η 2 different classifiers are obtained, whose false positive and false negative error rates vary accordingly.
• The classifiers NL-SOCP, NL-ITER are equivalent. Similarly L-SOCP, L-ITER are equivalent.
• If data is non-linearly separable, then non-linear classifiers perform better than the linear classifiers. Table 1 shows the results of building the four classifiers on some benchmark datasets. The Breast Cancer and Heart Disease datasets have been acquired from UCI-ML repository (Blake & Merz, 1998) . These datasets are unbalanced and the cost of misclassifying positive examples is higher than cost of misclassifying negative examples. The Two Norm and Ring Norm datasets have been generated using the standard dataset generation scripts got from Delve-Benchmark repository (available at http://www.cs.toronto.edu/ ∼ delve/data/datasets.html). The table shows the dimensions of each dataset and the value of σ used for non-linear classifiers. For each dataset, the % error on class 1 (+ve) and class −1 (-ve) data points obtained with all the 4 classifiers is shown, which is the 3-fold cross validation error averaged over 3 cross validation experiments. The value '×' in the table represents infeasibility of the problem. In order to show the nature of dependency of % error on the values of η i used for each dataset, the value of η 2 is kept constant and η 1 is varied. Observe that, in general, as η 1 value is decreased the % +ve error decreases and % -ve error increases. This shows the potential of the proposed classifiers in classification applications with asymmetric costs for misclassification. The Ring Norm dataset is not linearly separable, in fact, µ 1 ≈ µ 2 . Hence, for all values of η i shown, the classifiers L-SOCP and L-ITER fail. However, the classifiers NL-SOCP and NL-ITER work well. The second set of experiments have been done to show that the proposed classifiers achieve accuracies and risks comparable to the state of the art classifiers, SVMs where C + , C − are varied (2.11). These are variants of the traditional SVMs where the term C i ξ i in the objective of the SVMs is replaced by C + yi=1 ξ i + C − yi=−1 ξ i . Thus allowing for biased classification. We show experiments on two Datasets: Pima Indian Diabetes dataset (m = 768, n = 8, m 1 = 268, m 2 = 500) and Breast Cancer dataset from UCI-ML repository. These datasets are highly unbalanced, the cost of misclassifying the positive class is higher than the other and in general, linear classifiers work well on them. Table 2 summarizes the results that compare the cross validation error obtained with Linear SVMs (L-SVM) and the proposed classifier L-SOCP. The values of parameters are chosen to be the tuned set of parameters that gave the least cross validation error. Table 3 summarizes the results that compare the risk of L-SOCP and L-SVM. The risk shown in the table is computed assuming that the cost of misclassifying positive class is twice that of the other. Thus if e + and e − are the cross validation errors, then the risk is 2e + + e − . Again we show the results for tuned set of parameters only. The results show that in the case of both datasets, the proposed classifier achieves performance comparable to that of SVMs.
Conclusions
We have presented a maximum margin classifier whose probability of misclassification, for each of the two classes, is bounded above by a specified value. Assuming that the training data is summarized by moments of class conditional densities, using Chebyshev-Cantelli inequality, the problem is cast as an SOCP. The dual problem of the original formulation turns out to be that of finding the distance between two ellipsoids. The optimal hyperplane is perpendicular to the line joining the minimum distant points on the ellipsoids. An iterative algorithm to solve the dual was presented. An extension of the original formulation for non-linear classifiers using kernel methods, assuming empirical estimates of moments of class conditional densities, was presented. As in the linear classifier case, the non-linear extension can be solved by casting as an SOCP or by using the iterative algorithm. Experiments on some benchmark datasets were done to show the working of the classifiers. Experiments also confirm the equivalence of the primal and dual, in the case of both linear and non-linear classifiers.
In the future, we would like to explore fast and efficient algorithms for solving the problem of minimizing distance between ellipsoids. The theoretical benefits of the proposed classifier have potential to be exploited in real world applications, where false positive and false negative error rates that can be tolerated are specified.
