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Введение
В настоящее время задача распознавания образов актуальна во мно-
гих сферах, например — распознавание автомобильных номеров, биомет-
рических данных, текстовой информации — банковские чеки, почтовые ад-
реса, различные бланки и документы. Распознавание документов являет-
ся непростой задачей, так как помимо задачи корректного распознавания
символов и формирования слов возникает задача правильной сегментации,
определение шаблона документа — выделение колонок, извлечение изобра-
жений, таблиц, графиков и другой нетекстовой информации.
Так же в настоящее время широко распространенно использование элек-
тронной информации. Существует множество электронных библиотек, но
не все книги и статьи доступны в таком варианте. Множество научных из-
даний содержит сложные математические формулы и выражения, но боль-
шинство существующих систем распознавания не способны представить
корректный результат, так как для распознавания двумерной структуры
формул необходимы несколько иные методы. Решение задачи распознава-
ния математического текста могло бы дать возможность для перевода книг
и статей в цифровой вид, а так же возможность откорректировать инфор-
мацию перед сохранением.
Обзор существующих решений
На сегодняшний день существует много вариантов программного обес-
печения для распознавания печатного текста. Коммерческие программы
— Abbyy FineReader [1], OmniPage [2], Acrobat Capture, OCR, font, and
page recognition [3]. Эти программы имеют большую функциональность,
высокую точность распознавания, поддерживают большое число языков,
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например, Abby FineReader обеспечивает поддержку 192 языков. Из сво-
бодно распространяемых программ можно отметить Tesseract [4], который
имеет открытый исходный код и обеспечивает поддержку 100 языков.
Но все описанные решения либо совсем не обеспечивают распознава-
ние математических символов, либо, как Abby FineReader, поддерживают
простые строчные формулы, допуская только верхние и нижние индексы.
InftyReader [5] — коммерческое программное обеспечение для распознава-
ния математических формул и текстов, которое предлагает выходной текст
в 3 форматах — LATEX, MathML и XHTML.
Постановка задачи
Цель данной работы – разработать систему, способную распознать мате-
матический текст на английском языке и представить результат в формате
LATEX.
Для успешного решения задачи распознавания документа необходимо
решить несколько подзадач:
1. Анализ и подготовка изображения страницы: удаление шума, определе-
ние угла наклона содержимого страницы, сегментация — разбиение на
текстовые и нетекстовые блоки.
2. Формирование структуры документа.
3. Оптическое распознавание извлеченных символов.
4. Формирование и вывод результата.
Данная работа построена следующим образом. Примерно, каждая гла-
ва описывает одну из стадий (изображено на рис. 1) обработки документа,
проблематику задач данного этапа, методы их решения, реализацию или
адаптацию подходящего алгоритма. В Главе 1 описываются методы предва-
рительной обработки документа — удаление шума, определение угла иска-
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жения, сегментация на блоки, в Главе 2 описывается структурный анализ,
в Главе 3 дается архитектура нейронной сети, описывается распознавание
символов, Глава 4 описывает модуль, генерирующий выходной результат.
Глава 5 представляет некоторые результаты и разработанный интерфейс.
Рис. 1. Блок-схема
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Глава 1. Предварительная обработка изображения
документа
Предварительная обработка — необходимый этап в распознавании изоб-
ражения документа, так как, в то время как удаление шума может лишь по-
высить результаты распознавания, то не решив задачу сегментации, невоз-
можно предоставить корректный результат.
1.1. Удаление шума
Одна из задач обработки изображения документа — удаление шума,
который возникает из-за качества бумаги, процесса сканирования или воз-
действия еще каких-либо факторов. Цель этого шага — улучшение каче-
ства изображения для повышения точности сегментации и распознавания
символов.
Решить данную задачу в общем случае достаточно трудно, так как шум
может быть разных видов: например, при сканировании некачественных
или старых документов или при сканировании с низким разрешением мо-
жет возникнуть шум типа «соль и перец», при сканировании страниц книг
могут возникать крупные черные области по бокам изображения. Так же
сильный шум «соль и перец» достаточно трудно удалить полностью, не
повредив текст. Некоторый обзор видов шума, возникающих в текстовых
документах, и алгоритмов удаления даётся в [6].
В данной работе основное внимание уделено алгоритмам и методам
борьбы с шумом типа «соль и перец», так как это наиболее часто встреча-
ющийся вид шума в отсканированных печатных документах.
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1.1.1. Обзор методов, выбор оптимального алгоритма
Стандартным алгоритмом борьбы с данным типом шума является ме-
дианный фильтр, адаптивный медианный фильтр и различные модифика-
ции [7], а так же модификации для избавления от шума высокой плотности,
например, предложенные в [8] и [9]. Недостаток стандартного медианного
фильтра применимо к задаче обработке текстового документа состоит в
том, что для устранения крупного шума необходимо взять больший раз-
мер окна фильтра, а это свою очередь может вызвать размытие и эрозию
текста, что отрицательным образом скажется на результатах распознава-
ния.
В [10] предложен альтернативный метод, использующий coordinate logic
filter. Фильтр представлен в виде логических операций над результатами
эрозии и дилатации, которые реализованы применением логического умно-
жения на некоторую маску двоичного представления всех значений пиксе-
лей изображения.
Другой метод — алгоритм kFill, описанный в [11], предложен как ме-
тод специализированный для обработки бинарных текстовых изображений.
Суть метода в передвижении окна размера k вдоль изображения и запол-
нении «ядра» — внутренних (𝑘− 2)2 ячеек — противоположным цветом, в
зависимости от выполнения условия, о котором будет сказано далее. Также
необходимо сказать, что «ядрo» может быть заполнено, как белым, так и
черным цветом. Для каждого положения окна рассчитываются 3 величи-
ны для 4(𝑛− 𝑘) внешних ячеек: 𝑐 — число компонент связанности черного
(белого) цвета, 𝑛 — число пикселей черного (белого), 𝑟 — число угловых
пикселей черного (белого) цвета. Заполнение происходит при выполнении
1.1:
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𝑐 = 1 ∧ (𝑛 > 3𝑘 − 4 ∨ (𝑛 = 3𝑘 − 4 ∧ 𝑟 = 2)) (1.1)
Алгоритм является итеративным и выполняется, пока не произойдет
итерация, где условие не выполнится ни разу. Также в [12] рассмотрено
некоторое улучшение данного метода, с целью сделать возможным уни-
чтожение одиночного шума при больших размерах фильтра k и достигнуть
результата за одну итерацию.
В ходе исследования было реализовано два алгоритма — адаптивный
медианный фильтр и улучшенный алгоритм kFill. В итоге тестирования
было отмечено, что kFill лучше справляется с шумом, но так же силь-
нее размывает символы и может вызывать их разъединение, что критиче-
ски сказывается на результатах распознавания. Поэтому был использован
адаптивный медианный фильтр, который хуже борется с шумом, однако
лучше сохраняет границы символов.
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1.2. Сегментация и структурный анализ изображения
документа
Перед непосредственно распознаванием символов необходимо решить
ряд задач для получения структуры документа. Изображение документа
состоит из компонент связанности — символов, которые образуют слова,
текстовые линии и блоки. Задача сегментации и структурного анализа —
найти и извлечь нетекстовую информацию, разбить текстовую на блоки,
если они присутствуют, выделить текстовые линии. Так же сюда можно
отнести задачу определения угла искажения документа.
На сегодняшний день существует несколько алгоритмов, решающих дан-
ные задачи. Перед их рассмотрением необходимо ввести несколько поня-
тий.
«Mанхэттенский» layout — такой, что текст можно разбить на прямо-
угольные блоки.
«Неманхэттенский» layout — соответственно такой, что разделение на
прямоугольные блоки невозможно.
Также стоит выделить задачу определения угла наклона, так как неко-
торые алгоритмы сегментации работают только с неискривленными изоб-
ражениями. Алгоритмы для решения этой задачи обычно используют про-
фили проекции [13], преобразование Хафа [14] или основаны на корреляции
между строками [15]. После определения угла наклона изображение пово-
рачивается на нужный угол и решается задача сегментации. Однако ниже
будут рассмотрены алгоритмы, инвариантные относительно угла наклона
и позволяющие вычислить его одновременно с сегментацией.
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1.2.1. Обзор методов
Некоторый обзор предложен в [16] — рассмотрены 6 основных методов
сегментации текста, а так же проводится их анализ и сравнение.
По принципу работы алгоритма все методы можно разделить на три
группы — top-down, bottom-up и гибридные методы. Top-down подход —
это подход постепенного разбиения страницы на меньшие блоки, начиная
со всей страницы целиком; bottom-up — обратная к нему идея, сегменты
формируются начиная с неразделимых структур — компонент связанности
или даже пикселей; соответственно гибридный подход – комбинация дан-
ных методов. Результат работы алгоритмов представляет сегментацию на
блоки - колонки текста, крупные заголовки и т. д. Ниже дается небольшой
обзор существующих методов.
Методы, работающие с «манхэттенским» layout:
1. X-Y cut [17] — алгоритм, строящий дерево документа, корнем которо-
го является сам документ, на основе рекурсивного деления блоков с
некоторым пороговым значением. На каждом шаге для каждого бло-
ка считаются вертикальный и горизонтальный профили проекции и в
местах, где значения меньшего некоторого порогового значения, разби-
ваются на подблоки. Соответственно процесс происходит рекурсивно,
пока каждый подблок не окажется неразделимым.
2. Smearing [18] — алгоритм, работающий на бинарных изображениях в
RLE-представлении. RLE-представление — представление последова-
тельности в виде пар, содержащих значение элемента и число его по-
вторений подряд в этой последовательности. Пусть белый пиксель — 0,
черный — 1. Тогда подпоследовательности нулей меняются на единицы,
если длина подпоследовательности больше некоторого порога. Данная
операция применяется горизонтально и вертикально вдоль изображе-
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ния, к двум полученным изображениям применяется логическое умно-
жение и затем, к результирующему изображению, ещё раз горизонталь-
но применяется описанная операция.
3. В [19] описан алгоритм сегментации с помощь максимальных белых
прямоугольников. На изображении отыскиваются максимальные белые
прямоугольники, задается некоторый функционал качества, с помощью
которого они упорядочиваются. До удовлетворения заданного крите-
рия, прямоугольники достаются из списка и области вырезаются из
изображения. В итоге оставшиеся области представляют сегментацию
изображения.
4. [20] предлагает сегментацию при помощи фильтра Габора.
Более интересными представляются следующие два алгоритма, пред-
ложенные как способные сегментировать и «неманхэтеннский» layout.
1. В [21] описывается алгоритм основанный на построении диаграммы Во-
роного. Диаграмма Вороного – такое разбиение, при котором каждой
области принадлежат точки, ближайшие к одному из элементов обла-
сти. Суть алгоритма в том, что на основе компонент связанности, най-
денных на изображении строится диаграмма Вороного. Далее, ребра
между двумя компонентами связанности удаляются, если расстояние
между центрами ячеек удовлетворяет некоторым заданным соотноше-
ния и порогам.
2. Docstrum [22] подробнее изложен ниже с описанием некоторой адапта-
ции под данную задачу.




Данный метод впервые был предложен в [22], он основан на класте-
ризации элементов на k-ближайших соседей и анализе расстояний между
ними.
Основные шаги алгоритма:
1. Предварительная обработка — очищение изображения от мелкого шума
и извлечение крупных, явно нетекстовых, компонент.
2. Выделение компонент связанности и вычисление для каждой координат
ограничивающего прямоугольника и его центра.
3. Для каждой компоненты связанности находятся k-ближайших соседей.
В качестве расстояния рассматривается евклидово расстояние между
центрами ограничивающих прямоугольников. Так же есть альтерна-
тивный вариант, где рассматривается расстояние между центроидами
компонент связанности.
4. Для каждой пары соседей рассчитывается также угол между центрами
(или центроидами).
5. Строится гистограмма с некоторым шагом, которая показывает распре-
деления значений углов между компонентами. Пик гистограммы будет
соответствовать среднему углу ориентации линий текста. Эта оценка
будет уточняться в следующих шагах.
6. Для оценки расстояний строится две гистограммы — одна для рассто-
яний между элементами угол которых лежит в некоторой окрестности
угла, найденного на прошлом шаге, другая — в окрестности угла, пер-
пендикулярного к нему.
7. Используя как пороговое значение пик первой гистограммы прошлого
шага, проводится транзитивное замыкание соседних компонент, объеди-
няя компоненты связанности в «слова» в текстовых линиях.
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8. Методом наименьших квадратов определяются базовые линии (рис. 2)
компонент, найденных на предыдущем шаге, и по ним строится уже
более точная оценка угла наклона.
Рис. 2. Линии, найденные регрессией
9. Для каждой пары найденных линий вычисляется 4 значения — разница
угла наклона, перпендикулярное расстояние, параллельное расстояние
и длина перекрытия. Линии приблизительно параллельные, близкие в
перпендикулярной дистанции и близкие в параллельной или имеющие
положительную длину перекрытия считаются принадлежащими одно-
му блоку. Длина перекрытия между отрезками 𝑖 и 𝑗 рассчитывается
так: концы отрезка 𝑖 проецируются на линию, которой принадлежит
отрезок 𝑗 и, если, спроецированный отрезок пересекает отрезок 𝑗, рас-
сматривается их общая часть, иначе — отрезок, лежащий между ними.
Если есть пересечение отрезков — длина считается положительной, ина-
че отрицательной. Точные формулы данных расчетов приводятся в [22].
Параллельное расстояние составляет длина полученного отрезка. Пер-
пендикулярное расстояние рассматривается как расстояние между се-
рединой найденного отрезка и прямой, которой принадлежит отрезок
𝑖.
Алгоритм был с использован, с некоторыми модификациями и допол-
нениями, с целью выделить текстовые блоки, линии, группы слов и мате-
матические выражения, особенность которых в том, что они могут быть
представлены несколькими линиями. Docstrum был выбран как оптималь-
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ное решение поставленной на данном этапе задачи в силу следующих при-
чин. Статистика, найденная в ходе его работы, может быть использована
для выделения линий и выражений, метод позволяет вычислить угол иска-
жения изображения — отпадает необходимость совершать дополнительные
вычислительные затраты. Кроме этого, в ходе работы был реализован по-
иск угла искажения с помощью трансформации Хафа и данный алгоритм
показал более точные результаты.
В оригинальной статье предложены параметры, корректно работаю-
щие на тестовой выборке. Некоторые из них необходимо изменить в силу
некоторых особенностей рассматриваемого типа документов. В качестве
k-ближайших соседей предлагается взять 𝑘 = 5 – в теории это означает,
что, скорее всего, будут рассмотрены соседи снизу, сверху, слева и справа и
один дополнительно. Но в математических документах крупные формулы
часто размещаются посередине строки и имеют достаточно большой отступ
справа и слева - для многих компонент среди ближайших соседей может не
оказаться ни одного снизу или сверху, поэтому было взято 𝑘 = 7. Разница
проиллюстрирована на рис. 3 и рис. 4. Зеленым цветом выделен главный
элемент, синим – его соседи.
Рис. 3. 5 ближайших соседей
Оценки для определения принадлежности блокам были взяты из ори-
гинальной статьи.
Для определения принадлежности двух фрагментов одной линии или
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Рис. 4. 7 ближайших соседей
выражению были предложены следующие критерии. Будем считать, что
далее речь идет о рассмотрении пар фрагментов, уже определенных при-
надлежащими одному блоку.
Обозначим ℎ — среднюю величину символа в документе, рассчитанную
следующим образом: из длин всех найденных компонент связанности со-
ставляется интервальный вариационный ряд, строится гистограмма частот
и за ℎ берется её пик. Если рассматриваемая пара фрагментов имеет поло-
жительное расстояние перекрытия и перпендикулярная дистанция меньше
либо равна 𝛼ℎ, то данные фрагменты считаются принадлежащими одному
выражению. Если рассматриваемая пара сегментов имеет отрицательное
расстояние перекрытия и перпендикулярная дистанция меньше либо рав-
на 𝛽ℎ, то данные фрагменты считаются принадлежащими одной линии.
Также стоит отметить, что точки над буквами «i», «j» или в качестве
символа производной могут вызвать нежелательное объединение линий,
так располагаются между двух линий и дистанция между символом и обе-
ими может быть меньше пороговой. В целях предотвращения этой ситу-
ации рассчитывается число ℎ𝑚𝑖𝑛 = 𝑚𝑖𝑛(ℎ2 , 1.5ℎ1), где ℎ1 - соответствует
наибольшей частоте из гистограммы, меньшей ℎ2 . Фрагменты, высота и ши-
рина, которых меньше или равна ℎ𝑚𝑖𝑛 соединяются с ближайшим к ним,
если находится такой, удовлетворяющий критериям.
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Коэффициенты 𝛼, 𝛽 были подобраны тестовым путем и составили 1.7
и 0.7 соответственно. Некоторые результаты представлены ниже. Pис. 5
представляет найденные блоки, на рис. 6 показаны найденные границы
выражений. Видно, что линии не нарушены, но некоторые выражения ока-
зались разделенными на несколько частей, об их объедении будет сказано
ниже, но важно отметить, что такие элементы как дроби оказались объ-
единены в одно выражение, что и было одной из основных целей данного
этапа.
Рис. 5. Найденные границы блоков
Рис. 7 демонстрирует, что использование вышеприведенных критериев
в общем случае не объединяет обычные текстовые линии.
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Рис. 6. Найденные границы выражений
Рис. 7. Найденные линии
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Глава 2. Формирование структуры строк документа
и выражений
Данная глава описывает формирование структуры блоков, полученных
на предыдущем шаге и построение дерева для каждого выражения. Здесь и
далее будем считать, что получено представление страницы в виде блоков,
состоящих из массива линий, каждая из которых в свою очередь состоит из
выражений. Выражением будем называть набор символов, определенных
предыдущей частью алгоритма, как наиболее близких, обычно это слово
или несколько слов, или часть математической формулы.
2.1. Уточнение границ
Несмотря на то, что метод, описанный в предыдущей главе работает до-
вольно неплохо, в некоторых случаях, в основном из-за верхних или ниж-
них индексов, некоторые текстовые линии могут быть объединены алго-
ритмом в одну, пример такой ситуации показан на рис. 8. Для борьбы с
этим была предложена следующая эвристика. Для каждой линии блока
рассматривается профиль её горизонтальной проекции — на рис. 9 пока-
зан график для двух последних линий рис. 8. Далее находятся всё точки,
равные нулю, идущие подряд объединяются в отрезок, который представ-
ляется центральной точкой; затем для всех таких точек, исключая крайние,
если они совпадают с координатами ограничивающего прямоугольника ли-
нии, рассматривается длина отрезков сверху и снизу, если для для каждого
из них длина больше ℎ — средней высоты символа в тексте, точка счита-
ется разделяющей. После отыскания всех таких точек для линии, она и её
вложенных сегменты разбиваются линиями, горизонтально проходящими
через найденные точки, на пары новых.
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Рис. 8. Ошибочно объединенные текстовые линии
Рис. 9. Горизонтальный профиль проекции строк
Результат работы для линий рис. 8 показан на рис. 10
Рис. 10. Результат после уточнения границ
2.2. Сегментация выражений
В данном подпараграфе описывается модуль, реализованный для рас-
познавания структуры выражений, а так же приводится некоторый обзор




Достаточно большой обзор дается в [24]. Многие работы посвящены
распознаванию рукописных выражений — эта задача сложнее, так как воз-
никает больше сложностей с сегментацией символов и распознаванием, но
проблемы анализа структуры остаются такими же. В основном для ре-
шения задачи сегментации двумерной структуры используется bottom-up
подход — выделяются компоненты связанности и задача ставится в опре-
делении пространственных отношений между ними. Обычно для хранения
используется какая-нибудь пригодная для этих целей структура — графы
или деревья. Например, в [25] выражение представляется в виде графа, вер-
шинами которого являются компоненты связанности, а ребрами отношения
между ними; граф перестраивается по заданным правилам, в результате
получая структуру выражения. В [26] предлагается метод, использующий
дерево — на первой итерации оно строится на основе пространственных
взаимоотношений между символами, затем определяются семантические
отношения между символами и дерево при необходимости перестраивает-
ся.
Концептуально другая группа методов, разработанных для распозна-
вания математических выражений, — методы, основанные на контекстно-
свободных грамматиках и нечетких множествах. Эта идея интересна ис-
пользованием одновременно и информации о пространственном положе-
нии соседних символов и четких правил их семантических взаимоотноше-
ний. Однако, возникают некоторые проблемы с заданием грамматики и
правил, так как математическая нотация, во-первых, достаточно обшир-
на, во-вторых, двумерна. [27] описывает применение 2D-грамматик, строя
двумерную сеть, однако требуется, чтобы каждая ячейка сети была за-
полнена, а к математическим выражениям это неприменимо, поэтому ис-
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пользуются слегка модифицированные 2D-грамматики, не требующие по-
добного расположения символов. Также используется вероятностный под-
ход — стохастические грамматики, [28] описывает метод, использующий
контекстно-стохастические грамматики, основанный на CYK-алгоритме.
[29] представляет подход, основанный на контекстно-стохастических грам-
матиках и нечетких множествах. Эта работа интересна тем, что подробно
описывает введенный для описания выражений формализм и грамматику,
однако авторы указывают, что некоторая часть математической нотации
не поддерживается их системой.
2.2.2. Предложенный метод
Предложенный метод — некоторая комбинация подходов описанных вы-
ше, в целом идея состоит в том, чтобы использовать как пространственную
информацию о символе и его соседях, так и семантические отношения меж-
ду ними, но при этом не ограничивать их строгими правилами.
Сначала стоит ввести некоторые обозначения и пояснения. В программ-
ной реализации выражение представляется в виде дерева, корнем которого
является само выражение целиком. Каждый узел дерева представлен клас-
сом Node, который содержит информацию о данной части выражения —
координаты ограничивающего прямоугольника, тип выражения и состав-
ляющие его элементы . Элементы могут быть двух типов — линейные, если
данный элемент разделим в вертикальной проекции и зависимые (рис. 11)
в ином случае, так же в случае корня — вложенные.
Введем следующие типы узлов:
1. Одиночный символ — содержит одну компоненту связанности (SINGLE).
2. Сегмент, содержащий несколько компонент связанности, но не имею-
щий точек разрыва в горизонтальной проекции (MULTI).
20
3. Сегмент, содержащий несколько компонент связанности, имеющий одну
или более точек разрыва — несколько линий (MULTILINE).
4. Сегмент, содержащий несколько линий, одна из который предположи-
тельно является знаком деления (FRACTION).
5. Сегмент, содержащий две линии, одна из которых является акцентом
(ACCENTED).
Рис. 11. Схема сегмента
Таблица 1 также представляет отчасти условное разбиение поддержи-
ваемых символов на классы в зависимости от их написания.
Таблица 1. Типы символов




, (, ), {, }, [, ], |, ∪, ∩, 𝜕, 𝜆, 𝛿
Descender g, j, p, q, y, 𝛾, 𝛽
Normal a-z (except: asc., desc.), +, -, ←, →, >, <, 𝜋, ∞, 𝜔, ̸=, ∈, 𝜎, 𝜀, 𝛼
Алгоритм является рекурсивным. Парсер принимает на вход изображе-
ние и определяет число компонент связанности (это делается с использова-
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нием функции библиотеки OpenCV), если найдена одна — выход из функ-
ции, выражение считается сегментированным, иначе — находятся точки
разрыва в вертикальной проекции, для каждого фрагмента определяется
тип, границы между ними уточняются, полученные сегменты сохраняют-
ся как линейные элементы текущего выражения или, если их количество
равняется одному, разделяются на вложенные. Далее для каждого из по-
лученных линейных/вложенных вызывается парсер, пока каждый элемент
не будет представлен одной компонентой связанности.
Тип фрагмента очевидно определяется из числа и расположения компо-
нент связанности его составляющих. Определение фрагмента как SINGLE и
MULTI понятно из их определения, для MULTILINE и FRACTION точками раз-
рыва в горизонтальной проекции находятся все составляющие их линии.
Если их две и одна из них является акцентом — тип фрагмента отмечает-
ся как ACCENTED, иначе линии анализируются, если линия содержит одну
компоненту связанности, символ распознается и, если он является горизон-
тальной чертой, а линия имеет соседние сверху и снизу — он помечается
как знак дроби и запоминается его ширина. После анализа всех линий, если
найден хотя бы один знак дроби — тип фрагмента изменяется на FRACTION,
находится основной знак дроби — если он не один, берется наибольший по
ширине, если не один с равной шириной — берется ⌈𝑛2⌉ по счету, где 𝑛 —
число найденных знаков, фрагмент разбивается на верхнюю часть и ниж-
нюю относительно определенного знака.
Затем все полученные фрагменты обрабатываются в зависимости от
типа:
1. SINGLE — определяется тип символа.
2. MULTI — обычно этот тип представляет либо корень с подкоренным вы-
ражением или символы, написанные курсивом, и поэтому нераздели-
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мые точками в вертикальной проекции. За стартовый символ считается
крайний левый, все найденные ограничивающие прямоугольники сор-
тируются по 𝑥-координате левой вершины прямоугольника в порядке
возрастания. Будем рассматривать это как очередь и постепенно уби-
рать из неё элементы. Изначально стартовый символ считается теку-
щим. Например, обозначим текущий символ за n. Тогда, если 𝑛 — знак
корня, все символы, границы, которых входят в ограничивающий пря-
моугольник 𝑛, отмечаются как вложенные и убираются из очереди, и
если очередь не пуста — берем следующий символ. Иначе — берем сле-
дующий символ 𝑚 из очереди, если 𝑚 является индексом 𝑛 — коор-
динаты прямоугольника 𝑚 расширяют соответствующие координаты
вложенной части 𝑛, иначе — 𝑚 считается текущим, 𝑛 добавляется в
массив линейных частей, составляющих рассматриваемый сегмент. В
конце последний текущий сегмент, добавляется в массив линейных.
3. MULTILINE — если тип уже отмечен как ACCENTED — фрагмент счита-
ется обработанным. Иначе, если одна из линий, проанализированных




» — эта линия отме-
чается, как главный элемент фрагмента, а остальные относительно её
прямоугольника делятся на нижнюю и верхнюю части. В ином случае
осуществляется ещё один проход по массиву найденных линий, и ли-
нии, представленные символом акцента, или высота, которых меньше
порогового значения объединяются с ближайшей. Далее ограничиваю-
щий прямоугольник делится пополам и линии, оказавшиеся в верхней
части соответственно становятся верхней частью фрагмента, нижние -
нижней, а если линия пересекает середину, то она относится к главной.
4. FRACTION — было указано выше, на данном этапе это вся обработка.
Уточнение границ — функция, анализирующая должны ли два фраг-
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мента быть связаны, она рассматривает два соседних сегмента и при необ-
ходимости соединяет их. Например, для двух фрагментов типа SINGLE
определяется принадлежат ли они одной базовой линии или нет, в случае
необходимости определяются верхние и нижние индексы. Здесь стоит отме-
тить, что после анализа предыдущих работ было замечено, что во многих
случаях ошибки связаны с тем, что иногда индексы либо слишком круп-
ные, либо символы принадлежат разным типам (Таблица 1) и унифици-
ровать критерий, определяющий является ли для данного символа сосед-
ний индексом, трудно. Для улучшения результатов для разных пар типов
определяется их взаимное расположение по несколько разным критериям,
подобранным экспериментальным путем. Для остальных классов рассмат-
риваются пространственные отношения между их частями, например: для
SINGLE и MULTI рассматривается отношение SINGLE к первому из линей-
ных элементов MULTI, для SINGLE и MULTILINE всё зависит от типа второго
фрагмента — в случае ACCENTED они рассматриваются как два SINGLE, ес-
ли MULTILINE имеет главную компоненту — рассматривается отношение с
ней, в ином случае рассматривается является ли SINGLE доминантным над
ними или, наоборот, принадлежит одной из линий.
Затем для всех вложенных частей линейных компонент данного фраг-
мента снова вызывается парсер. Таким образом в итоге каждое выражение
представлено в виде дерева.
24
Глава 3. Распознавание символов и текста
Глава описывает нейронную сеть, реализованную для распознавания
символов, и некоторую коррекцию данных полученных на предыдущих ша-
гах.
3.1. Нейронная сеть
Для распознавания символов была реализована сверточная нейронная
сеть [30], архитектура представлена в Таблицax 2 и 3.
Таблица 2. Архитектура сети, часть 1






Таблица 3. Архитектура сети, часть 2




В качестве метода оптимизации был использован Adam [31], основан-
ный на вычислении моментов, для регуляризации и борьбы с переобучени-
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ем использовалась 𝑙2-регуляризация весов. Сеть была обучена на данных,
описанных в Главе 5, для тренировки выделено 90% датасета, для тести-
рования — 10%, результат составил 98% на тестовой выборке.
3.2. Касающиеся символы
Одна из проблем распознавания текста — касающиеся символы, они
неразделимы в вертикальной проекции и очевидно, что система, обученная
только на отдельных символах, никогда не даст правильный результат.
В случае изображения рукописного текста или печатного с очень низким
качества — это проблема весьма весомая и для её решения применяются
различные подходы, строящие деревья возможных вариантов сегментации,
выбирая оптимальный вариант.
Однако, так как на данном этапе разрабатываемая система предпола-
гает изображение текста в достаточно хорошем качестве, был рассмотрен
более простой случай, который тем не менее часто встречается в печатных
документах даже хорошего качества и сильно портит конечный результат.
Это соединения букв типа «li», «lm», «in».
В [32] предложен метод, который, применяя к столбцам бинаризован-
ного изображения логическую операцию «И», ищет в полученном векторе
точки минимума. Они считаются точками-кандидатами разбиения изоб-
ражения, строится дерево возможных вариантов и выбирается наиболее
вероятный вариант. Однако применять к каждой сегментированной части
изображения алгоритм, во-первых, весьма неоптимально, во-вторых, мо-
жет вызвать новые ошибки, разделив правильно распознанный символ,
не состоящий из касающихся. В оригинальной статье кандидаты в каса-
ющиеся символы выбираются на основе сопоставления профилей сторон,
что в данном случае также достаточно затратно в вычислительном плане,
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учитывая большое количество классов и символов в распознаваемом доку-
менте. В связи с этим была предложена следующая эвристика. Для всех
символов из коллекции, на которой обучалась нейронная сеть, была рас-
считано среднее отношение высоты к ширине, далее оно вычисляется для
распознанного символа и, если результат отличается от эталонного более
чем на 50%, к символу применяется описанный алгоритм. К построенному
алгоритмом дереву применяется аналогичная логика — оценивается разни-
ца между эталоном и полученным результатом для каждого узла дерева и
выбирается поддерево, имеющее наименьшее отклонение.
Также был рассмотрен метод с использованием Hu-moments [33], однако
он давал много ошибок классифицируя корректный символ, как касающий-
ся.
3.3. Обработка полученного результата
Полученные выражения обрабатываются в зависимости от их типа.
Для предположительно математических выражений — представлены
деревом, которое имеет глубину 2 и более, необходимо решить две основные
задачи: объединить символы из нескольких компонент связанности («=»,
«6», «>» и т. д.), найти слова, являющиеся названиями функций («lim»,
«sin» и т. д.). Для решения первой задачи рассматриваются узлы дере-
ва, верхняя, нижняя и центральная части которых представлены одной
компонентой связанности или отсутствуют. Для решения второй рассмат-
риваются линейные части узлов, которые не имеют дочерних частей.
Текстовую часть необходимо разбить на слова и inline-формулы, дере-
во которых имеет глубину, равную 1. Так как интерес в данной работе в
основном представляло выделение формул и их распознавание, то для раз-
деления текста на слова был выбран простой алгоритм, определяющий в
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одном ли слове два соседних символа по расстоянию между ними. Для это-
го необходимо получить некие средние значения пробелов во всем тексте.
Если построить гистограмму частот по значениям пробела между парами
соседних символов и взять два её пика, то один из них соответствующий
меньшему расстоянию будет, вероятнее всего, соответствовать приблизи-
тельно межбуквенному расстоянию, а другой — расстоянию между слова-
ми. Таким образом такая гистограмма строится по полученным выражени-
ям, учитывая только те, глубина дерева которых равна 1. Соответственно
затем выражения разделяются, встречая либо расстояние больше порого-
вого, либо нетекстовый символ. Далее слова ищутся в словаре [34], и ес-
ли такое слово не найдено, то оно меняется на ближайшее по расстоянию
Левенштейна. Буквы, принадлежащие одному слову, соединяются в одно
выражение, которое также содержит слово, которое они составляют.
Так же на данном этапе выражения классифицируются как MATH или
TEXT для последующей обработки.
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Глава 4. Формирование результата
Данная глава описывает обработку блоков и выражений и формирова-
ние на их основе строки LATEX.
4.1. Формирование макета страницы
На этом этапе блоки анализируются и объединяются, образуя колонки.
Все блоки отсортированы по координатам верхней левой точки их огра-
ничивающего прямоугольника. Блоки по очереди сравниваются и, если,
встречаются два, которые перекрываются по оси 𝑦, формируются колонки
относительно этих блоков. Далее, если сформирована хотя бы одна пара
колонок — для каждой, в её рамках, происходит аналогичная процедура,
пока вся страница не будет размечена.
4.2. Обработка выражений
В зависимости от типа выражения их значение формирует строку. Для
выражений типа TEXT — слово, представляющее выражение добавляется в
строку, для выражений типа MATH алгоритм рекурсивно проходит по всем
вложенным частям выражения, формируя выход в соответствии с правила-
ми LATEX— добавляя верхние/нижние индексы, подстрочные/надстрочные
символы, знак дроби, если часть выражения отмечено, как дробь. На ри-
сунке 12 показан промежуточный шаг в виде блок-схемы.
Рис. 12. Промежуточный шаг
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Глава 5. Тестирование, оценка результатов,
интерфейс
Глава описывает проблемы метрики и оценки полученных результатов
и демонстрирует предложенный интерфейс.
5.1. Тестовые данные
В качестве тестовых данных и данных для обучения были использованы
Infty-датасеты [35]. Один содержит 500 страниц из математических жур-
налов и информацию для извлечения символов — они были использованы
для обучения нейронной сети. Другой содержит примерно 4000 изображе-
ний отдельных изображений математических формул — эти данные были
использованы для подбора параметров и тестирования модуля, отвечаю-
щего за сегментацию выражений, представленного в Главе 2.
5.2. Оценка результата
Оценка результата для данной системы — нетривиальная задача. Оце-
нить даже работу модуля, отвечающего за распознавание выражений до-
статочно трудно — не существует четко введенной метрики. Методы оцен-
ки в предыдущих работах обычно основаны на реализации и применимы
только для предложенной работы, поэтому результаты исследований за-
труднительно сравнивать даже между собой. Соответственно по этой при-
чине нет крупной базы, содержащей допустим изображения выражений и
какого-либо экспертного представления результата. Кроме того, даже ес-
ли говорить о проблеме в ключе данного исследования, представляющего
результаты в виде строки LATEX, сравнение двух строк также не очевидно,
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так как одно и тоже выражение может быть записано по-разному.
В [36] рассматриваются проблемы, связанные с оценкой результатов си-
стем распознавания математических выражений, предлагая ввести 3 ме-
ры — процент правильной сегментации, процент распознанных символов и
процент соответствия полученного выражения входному. Однако предло-
женный алгоритм оценки и сопоставления также не универсален, так как
для этого используется представление в формате MathML.
Ввиду описанных проблем, в рамках данной работы тестирование было
организовано следующим образом. Из [35] было взято 150 произвольных
изображений и представлено в виде строки LATEX, далее результат вручную
сравнивался со строкой, полученной алгоритмом. Результат представлен в
Таблице 4.
Таблица 4. Результаты
Корректно распознанные выражения 70%
Ошибки распознавания 20%
Ошибки распознавания структуры 10%
5.3. Интерфейс и реализация
На данном этапе предложен простой web-интерфейс, позволяющий поль-
зователю загрузить изображение формулы или текста, и получить рас-
познанный результат. Есть окошко предварительного просмотра, которое
отображает результат компиляции строки с помощью библиотеки MathJax,
и поле, где отображается строка в формате LATEX. Пользователь может со-
хранить и откорректировать результат, пример представлен на рис. 13.
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Программная реалиазиция выполнена на языке java, для реализации
серверной части использован framework Spring, интерфейс - javascript,
AngularJs.
Рис. 13. Пример интерфейса
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Заключение
В работе изучена проблема распознавания изображения математическо-
го документа. Рассмотрены этапы и проблемы предварительной обработки
текстовых документов, выбраны и адаптированы наиболее подходящие ме-
тоды. Реализована система для распознавания документа, в которую инте-
грирован разработанный модуль для распознавания математических выра-
жений и восстановления их структуры. Так же предложен web-интерфейс,
с помощью которого пользователь может загрузить изображение форму-
лы или текста и получить результат, который можно откорректировать и
сохранить.
Конечно, система нуждается в доработке и улучшении. Например, под-
держка более сложных математических конструкций — на данном этапе си-
стема может распознавать системы, однако матрицы, которые могут иметь
не стандартную структуру, содержать специальные символы — диагональ-
ные точки, крупные символы, занимающие несколько ячеек, на данный
момент не поддерживаются. Кроме того, возможно, добавление большего
числа правил и семантики фрагментам может улучшить результаты рас-
познавания структуры.
Также, если говорить в целом о системе обработки изображения доку-
мента, то необходим модуль классифицирующий нетекстовые части изоб-
ражения — картинки, графики, распознающий таблицы. Однако, это от-
дельная нетривиальная задача, не являющаяся целью данной работы.
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