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Аннотация. В статье осуществлен анализ связной устойчивости
крупномасштабной системы динамических уравнений на временной
шкале. Рассмотрен случай, когда система линейного приближения
имеет неасимптотически устойчивое нулевое решение. На основании
метода функций Ляпунова получены достаточные условия связной
асимптотической устойчивости нулевого решения системы рассмо-
тренного класса.
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Введение
Исследованию динамических уравнений на временной шкале в на-
стоящее время посвящено множество работ. В статье [1] рассмотрены
линейные динамические уравнения на временной шкале. При помо-
щи интегральных неравенств на временной шкале типа Гронуолла
получены условия экспоненциальной устойчивости тривиального ре-
шения нерегрессивных уравнений с переменными коэффициентами
на временной шкале с ограниченной зернистостью. В работе [2] ис-
следуется устойчивость решений линейных динамических уравнений
на временной шкале. При помощи прямого метода Ляпунова получе-
ны достаточные условия экспоненциальной устойчивости для систем
с медленно меняющимися коэффициентами. Рассмотрены системы
исследованного типа при линейных возмущениях и для них развит
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критерий неустойчивости. Работа [3] посвящена исследованию устой-
чивости разных типов для решений линейных динамических уравне-
ний на временной шкале. В работе [4] получены теоремы о линейном
приближении динамических уравнений на временной шкале. Полу-
ченные результаты могут быть использованы при изучении взаимо-
связи между обыкновенными дифференциальными уравнениями и
численными схемами, применяемыми к ним. В статье [5] изучаются
гибридные динамические системы на временной шкале. При помощи
прямого метода Ляпунова получены достаточные условия практи-
ческой устойчивости гибридных динамических систем на временной
шкале. В статье [6] получены достаточные условия строгой устойчи-
вости относительно динамических систем на временной шкале. Рабо-
та [7] посвящена обобщению понятий банахового пространства и гиль-
бертового пространства функций и приведены примеры, иллюстри-
рующие структуру соответствующих пространств. В статье [8] при
помощи дифференциальных неравенств получены теоремы о практи-
ческой устойчивости динамических систем на временной шкале. В
качестве приложения полученных результатов рассмотрен специаль-
ный класс крупномасштабных систем управления с неопределенно-
стью. В работе [9] изучены обратное неравенство типа Гельдера и
двумерный аналог неравенства Гельдера на временной шкале.
Исследование критических случаев в теории нелинейных обыкно-
венных дифференциальных уравнений восходит к работам А. М. Ля-
пунова. Классическим методом исследования устойчивости критиче-
ских положений равновесия является сочетание последовательных
замен переменных, приводящих систему к наиболее простому и удо-
бному для дальнейшего применения прямого метода Ляпунова ви-
ду. После такого упрощения применение вспомогательных функций
простейшего вида приводит к необходимым и достаточным услови-
ям устойчивости критических положений равновесия. А. М. Ляпу-
нов рассмотрел случай одного нулевого корня, пары чисто мнимых
корней и случай двукратного корня с непростым элементарным дели-
телем. Рассмотрение более сложных критических случаев проведено
в работах Н. Г. Четаева, Г. В. Каменкова, И. Г. Малкина, Н. Н. Кра-
совского. В частности, Г. В. Каменков исследовал случай двух пар
чисто мнимых корней и вырождения в этом случае.
Современное состояние теории устойчивости критических поло-
жений равновесия подытожено в монографиях [10, 11]. В этих рабо-
тах исследование устойчивости критических положений равновесия
проводится по следующей схеме: 1) система дифференциальных урав-
нений в окрестности особой точки приводится к нормальной форме
А. Пуанкаре; 2) используя принцип сведения (теорему о центральном
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многообразии), исследование устойчивости критического положения
равновесия сводится к исследованию некоторой модельной системы,
размерность которой равна коразмерности критического случая. Как
правило, модельная система обладает нетривиальной группой симме-
трии, наличие которой значительно упрощает исследование устойчи-
вости особой точки и построение вспомогательной функции Ляпуно-
ва или Четаева. Отметим, что универсальных и стандартных мето-
дов исследования устойчивости критических положений равновесия
модельной системы не существует, и результативность исследования
зависит от искусства исследователя.
К современным достижениям теории устойчивости критических
положений равновесия ОДУ можно отнести установление критериев
устойчивости для модельных систем с коразмерностью до трех вклю-
чительно, установление алгебраической неразрешимости проблемы
устойчивости в критическом случае [10], исследование устойчивости
в резонансных случаях [10], решение А. М. Молчановым проблемы
устойчивости в критическом случае n пар чисто мнимых корней в
отсутствии резонансов [10, 12], исследование критических состояний
равновесия неавтономных ОДУ [13], разностных уравнений [14], ис-
следование критических положений равновесия дифференциальных
уравнений с импульсным воздействием [15,16], доказательство полу-
алгебраической разрешимости проблемы устойчивости для монотон-
ных дифференциальных уравнений [17,18].
Целью настоящей работы является получение достаточных усло-
вий связной асимптотической устойчивости нулевого решения кру-
пномасштабной системы динамических уравнений на временной шка-
ле в критическом случае.
1. Постановка задачи
Рассматривается крупномасштабная система динамических урав-
нений на временной шкале
x∆(t) = F (t, x), F (t, 0) = 0, (1.1)
где x ∈ Rn, F ∈ CrdR(T×R
n,Rn) (то есть, F является rd-непрерывной
и регрессивной функцией [19]). При T = R данная система являе-
тся крупномасштабной системой обыкновенных дифференциальных
уравнений [21]. Предполагается, что система S допускает декомпо-
зицию на m подсистем, динамика каждой из которых описывается
уравнением
x∆i (t) = Aixi + fi(t, xi) + hi(t, x), (1.2)
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где вектор xi(t) является положением системы Si и представляет i-ую
компоненту вектора x(t) = (xT1 (t), x
T
2 (t), . . . , x
T
m(t))
T крупномасшта-
бной системы. В (Si) функция Aixi + fi(t, xi) описывает динамику
подсистемы Si, независимой от влияния других подсистем системы
S, а функция hi описывает действие крупномасштабной системы S
на подсистему Si. Предполагается, что функции hi(t, x) представля-
ются в виде
hi(t, x) ≡ hi(t, ei1x1, ei2x2, . . . , eimxm), i = 1, 2, . . .m, (1.3)
где элементы eij матриц взаимосвязи E = [eij ]
m
i,j=1 определяются так:
eij =
{
1, если Sj действует на Si
0, если Sj не действует на Si.
(1.4)
Предполагается также, что указанные функции удовлетворяют
всем условиям, которые гарантируют существование и единствен-
ность решения задачи Коши для крупномасштабной системы S, обра-
зованной подсистемами Si.
Для системы S поставим задачу о связной устойчивости ее три-
виального решения x = 0. В случае T = R имеем задачу о связной
устойчивости нулевого решения крупномасштабной системы обыкно-
венных дифференциальных уравнений [20], а в случае T = Z — о
связной устойчивости нулевого решения крупномасштабной системы
разностных уравнений.
Приведем некоторые определения.
Определение 1.1. Положение равновесия x = 0 крупномасштабной
системы S является связно асимптотически устойчивым тогда и
только тогда, когда оно асимптотически устойчиво при всех ма-
трицах взаимосвязи E.
Определение 1.2. Фундаментальной матрицей взаимосвязи Ef
называется матрица E, которая отвечает ситуации, когда все су-
ществующие между подсистемами Si связи “включены”, то есть
равны 1 соответствующие им элементы eij.
Рассмотрим крупномасштабную систему динамических уравне-
ний на временной шкале T
x∆i (t) = Aixi, i = 1, 2, . . . ,m. (1.5)
Обозначим через eAi(t, t0) матричную экспоненциальную функцию
[19] i-ой подсистемы, i = 1, 2, . . . ,m. При этом будем предполагать,
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что выполняются оценки
sup
t≥t0,
t∈T
‖eAi(t, t0)‖ ≤ c1(t0),
sup
t≥t0,
t∈T
‖e−1Ai (t, t0)‖ ≤ c2(t0),
i = 1, 2, . . . ,m. (1.6)
2. Преобразование уравнений
возмущенного движения
В системе (S) выполним замену переменных x(t) = Ω(t, t0)y(t), где
Ω(t, t0) = diag{eA1(t, t0), eA2(t, t0), . . . , eAm(t, t0)}, y(t) = (y
T
1 (t), y
T
2 (t),
. . . , yTm(t))
T , yi ∈ R
ni , i = 1, 2, . . . ,m. Тогда подсистемы (Si) нелиней-
ной системы (1.1) преобразуются к виду
y∆i (t) = eAi(t0, σ(t))fi(t, eAi(t, t0)yi(t))
+ eAi(t0, σ(t))hi(ei1eA1(t, t0)y1(t), . . . , eimeAm(t, t0)ym(t)), (2.1)
где eAi(σ(t), t0) — значение матричной экспоненциальной функции
eAi(t, t0) в точке σ(t), обозначающей скачок в точке t, который опре-
деляется так: σ(t) = inf{s ∈ T : s > t}. Предположим, что функции в
правых частях уравнений (2.1) допускают псевдолинейное представ-
ление в виде
eAi(t0, σ(t))fi(t, eAi(t, t0)yi(t)) = Gi(t, yi)yi,
eAi(t0, σ(t))hi(ei1eA1(t, t0)y1(t), . . . , eimeAm(t, t0)ym(t))
=
m∑
j=1
eijHij(t, y)yj ,
Hij : T × R
n → Rni×nj , i = 1, 2, . . . ,m. Тогда (2.1) можно переписать
в виде
y∆i (t) = Gi(t, yi)yi +
m∑
j=1
eijHij(t, y)yj . (2.2)
При этом относительно элементов матриц Gi(t, yi) и блочной матри-
цы H(t, y) = [Hij(t, y)]
m
i,j=1, образованной матрицами Hij(t, y), допол-
нительно предположим, что существуют ρ1 и ρ2-окрестности точки
y = 0 такие, что
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(а) существуют положительные постоянные G
(1)
i , H1 и ν1 такие,
что для всех y из окрестности ‖y‖ < ρ1, равномерно по t ∈ T,
выполняются оценки
‖Gi(t, yi)‖ ≤ G
(1)
i ‖yi‖
ν1 , i = 1, 2, . . . ,m,
‖H(t, y)‖ ≤ H1‖y‖
ν1 .
(2.3)
(b) для всех y таких, что ‖y‖ < ρ2, существуют производные
∂Gi(t,yi)
∂yki
и ∂H(t,y)
∂yk
, для которых при всех t ∈ T выполняются оценки
∥∥∥∂Gi(t, yi)
∂yki
∥∥∥ ≤ G(2)i ‖yi‖ν2 , i = 1, 2, . . . ,m, k = 1, 2, . . . , ni,∥∥∥∂H(t, y)
∂yk
∥∥∥ ≤ H2‖y‖ν2 , k = 1, 2, . . . ,m,
(2.4)
где G
(2)
i > 0, H2 > 0, ν2 > −1, а y
k
i , y
k — k-ые компоненты
субвектора yi и вектора y, соответственно.
Следующая лемма устанавливает связь задачи о связной устой-
чивости тривиального решения x = 0 крупномасштабной системы S
и решения y = 0 системы (2.1).
Лемма 2.1. Если состояние равновесия y = 0 системы (2.2) свя-
зно асимптотически устойчиво, то состояние равновесия x = 0
крупномасштабной системы (1.1) также связно асимптотически
устойчиво.
Доказательство очевидно.
3. Основной результат
Чтобы получить условия связной асимптотической устойчивости
решения y = 0 крупномасштабной системы, образованной подсисте-
мами (2.2), которую можно переписать в виде
y∆(t) = R(E, t, y)y, (3.1)
где
R(E, t, y) = G(t, y) + H˜(E, t, y),
G = diag{G1, G2, . . . , Gm},
H˜(E, t, y) = [eijHij ]
m
i,j=1,
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сделаем некоторые дополнительные предположения относительно ди-
намики подсистем Si и связей между ними. Эти предположения выра-
жаются в виде ограничений на функции Gi(t, yi) и H(t, y).
Обозначим
Λi(k, yi) = Ii + µ(ρ(τk))Gi(ρ(τk), yi),Πi(k, yi) = Ii +
τk−1∫
ρ(τk)
Gi(s, yi)∆s,
Λ˜(E, k, y) = µ(ρ(τk))H˜(E, ρ(τk), y), Π˜(E, k, y) =
τk−1∫
ρ(τk)
H˜(E, s, y)∆s,
M(E, k, y) = ΛTXΛ˜ + Λ˜TXΛ + Λ˜TXΛ˜−ΠTXΠ˜− Π˜TXΠ− Π˜TXΠ˜,
где ρ(t) обозначает скачок назад в точке t шкалы T, который опреде-
ляется формулой ρ(t) = sup{s ∈ T : s < t}; Λ = diag{Λ1,Λ2, . . . ,Λm},
Π = diag{Π1,Π2, . . . ,Πm},Mij — блок матрицыM , состоящий из эле-
ментов mkl матрицы M , удовлетворяющих условиям:
n1 + n2 + · · ·+ ni−1 < k ≤ n1 + n2 + · · ·+ ni,
n1 + n2 + · · ·+ nj−1 < l ≤ n1 + n2 + · · ·+ nj .
Предположение 3.1. Существуют связные окрестности Ni⊂R
ni
состояний равновесия yi = 0, матрицы Xi ∈ R
ni×ni, последователь-
ность {τk}
∞
k=1 точек шкалы T, постоянные αi, α˜i, αij > 0, а также
функции класса Хана δ(r), δ1(r), . . . , δm(r) (δ(r) — дифференцируемая)
такие, что:
1) матрицы Xi являются симметричными положительно опре-
деленными;
2) последовательность {τk}
∞
k=1 является возрастающей, неогра-
ниченной и обладающей свойством: supk∈N{τk+1 − τk} <∞;
3) для δ(r) в N выполняются предельные равенства:
lim
r→0
δ(r)
rν1+ν2+1
=∞, lim
r→0
δ(r)
δ′(r)rν1+1
=∞, lim
r→0
δ(r)
r2ν1
=∞;
4)
∑m
i=1 α˜iδi(‖yi‖)‖yi‖
2 ≥
∑m
i=1 αiδ(‖y‖)‖yi‖
2, при всех y ∈ N =
N1 ×N2 × · · · × Nm, (k, yi) ∈ N×Ni, i = 1, 2, . . . ,m;
5) yTi
(
ΛTi (k, yi)XiΛi(k, yi)−Π
T
i (k, yi)XiΠi(k, yi)
)
yi<−α˜iδi(‖yi‖)‖yi‖
2,
при всех y ∈ N = N1 × N2 × · · · × Nm, (k, yi) ∈ N × Ni, i =
1, 2, . . . ,m;
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6) yTi Mij(E, k, y)yj ≤
1
2eijαijδ(‖y‖)‖yi‖‖yj‖, при всех y ∈ N , k ∈ N,
yi ∈ Ni, yj ∈ Nj, i, j = 1, 2, . . . ,m.
Условие 5) предположения 3.1 определяет ограничения на изоли-
рованную i-ую подсистему из (2.2), а 6) — условия на взаимосвязь
H.
Обозначим C(E) матрицу с элементами cij = −δijαi+eijαij , δij —
символ Кронекера.
Теорема 3.1. Пусть выполняются условия предположения 3.1 и
матрица C˜ = 12(C
T (Ef ) + C(Ef )) является отрицательно опреде-
ленной. Тогда состояние y = 0 системы (3.1) связно асимптотиче-
ски устойчиво.
Доказательство. Для доказательства устойчивости воспользуемся
вспомогательной матрично-значной функцией
U(t, y) = [vij(t, y)]
m
i,j=1,
элементы vij(t, y) которой имеют вид псевдобилинейных форм:
vij(t, y) = y
T
i Pij(t, y)yj , i, j = 1, 2, . . . ,m,
где функция Pij : T× Rn → Rni×nj является блоком матрицы
P (t, p) = Φ(t, τk, p)X −
t∫
τk
Φ(t, σ(s), p)Q(p)∆s, (3.2)
состоящим из элементов pkl матрицы P , удовлетворяющих условиям
n1 + n2 + · · ·+ ni−1 < k ≤ n1 + n2 + · · ·+ ni,
n1 + n2 + · · ·+ nj−1 < l ≤ n1 + n2 + · · ·+ nj .
В формуле (11) t ∈ [τk, τk+1), p ∈ R
n, X = diag{X1, X2, . . . , Xs},
Q(p) : Rn → Rn×n — положительно-определенная дифференцируемая
по компонентам pk вектора p матричнозначная функция. Φ(t, τk, p)
обозначает оператор эволюции линейного динамического матрично-
го уравнения с параметром p:[
I + µ(t)R(E, t, p)
]T
Z∆t (E, t, p)
[
I + µ(t)R(E, t, p)
]
+ Z(E, t, p)R(E, t, p) +R(E, t, p)TZ(E, t, p)
+ µ(t)R(E, t, p)TZ(E, t, p)R(E, t, p) = 0. (3.3)
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На основании матричнозначной функции U(t, y) построим скалярную
функцию Ляпунова в виде
v(t, y, θ) = θTU(t, y)θ, θ ∈ Rm+ . (3.4)
Положим θ = (1, 1, . . . , 1)T и рассмотрим функцию v(t, y) = v(t, y, θ)
=
∑m
i,j=1 vij(t, y), которая является вспомогательной при доказатель-
стве теоремы. Структура доказательства предлагается следующей.
Найдем сначала, какими свойствами обладает∆-производная v∆(t, y)
в силу системы (3.1), а также разность ∆v = v(τk, y(τk)) − v(τk − 0,
y(τk − 0)) в силу системы (3.1). Здесь y(τk − 0) и v(τk − 0, y(τk − 0))
обозначают:
y(τk − 0) =
y(ρ(τk)), если ρ(τk) < τk,lim
s→τk−0
y(s), если ρ(τk) = τk;
v(τk − 0, y(τk − 0)) =
v(ρ(τk), y(ρ(τk))), если ρ(τk) < τk,lim
s→τk−0
v(s, y(s)), если ρ(τk) = τk.
На следующем этапе, исходя из найденных свойств функции
v(t, y) докажем связную асимптотическую устойчивость решения y =
0 системы (3.1).
Обозначив для удобства y(τk−0) = y
(k), непосредственными вычи-
слениями находим разность ∆vij :
∆vij = y
T
i (τk)Pij(τk, y(τk))yj(τk)− (y
(k)
i )
TPij(τk − 0, y
(k))y
(k)
j
= yTi (τk)
(
Φij(τk, τk, y(τk))Xj
−
τk∫
τk
[Φij(τk, σ(s), y(τk))Q(y(τk))]ij∆s
)
yj(τk)
− (y
(k)
i )
T
(
[Φ(τk − 0, τk−1, y
(k))X]ij
−
τk−0∫
τk−1
[Φ(τk − 0, σ(s), y
(k))Q(y(k))]ij∆s
)
y
(k)
j
= yTi (τk)IijXjyj(τk)− (y
(k)
i )
T
(
[Φ(τk − 0, τk−1, y
(k))X]ij
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−
τk−0∫
τk−1
[Φ(τk − 0, σ(s), y
(k))Q(y(k))]ij∆s
)
y
(k)
j , (3.5)
где, а также всюду далее, матрицы вида Rij обозначают блоки соо-
тветствующей матрицы R, состоящие из ее элементов таким же обра-
зом, как и ранее введенные блоки Pij матрицы P .
Поскольку y(t) — решение уравнения (3.1), то имеет место фор-
мула
y(τk) =
(
I + µ(ρ(τk))R(E, ρ(τk), y(ρ(τk)))
)
y(ρ(τk)).
Нетрудно доказать, что решение y(t) является непрерывным слева в
плотных слева точках τk, то есть lims→τk−0 y(s) = y(τk), если ρ(τk) =
τk. Следовательно, приведенную формулу можно переписать в виде
y(τk) =
(
I + µ(ρ(τk))R(E, ρ(τk), y(ρ(τk)))
)
y(τk − 0).
Подставив вместо y(τk) в (3.5) полученное выражение, приходим к
следующей формуле для ∆vij :
∆vij =
m∑
l=1
yTl (τk − 0)
[
I + µ(ρ(τk))R
T (E, ρ(τk), y
(k))
]
li
IijXj
×
m∑
r=1
[
I + µ(ρ(τk))R(E, ρ(τk), y
(k))
]
jr
yr(τk − 0)
− (y
(k)
i )
T
[
Φ(ρ(τk), τk−1, y
(k))X
]
ij
y
(k)
j
+ (y
(k)
i )
T
( ρ(τk)∫
τk−1
[Φ(ρ(τk), σ(s), y
(k))Q(y(k))]ij∆s
)
y
(k)
j
=
m∑
l=1
yTl (τk − 0)
[
ΛT (k, y(k)) + Λ˜T (E, k, y(k))
]
li
IijXj
×
m∑
r=1
[
Λ(k, y(k)) + Λ˜(E, k, y(k))
]
jr
yr(τk − 0)
− (y
(k)
i )
T
[
Φ(ρ(τk), τk−1, y
(k))X
]
ij
y
(k)
j
+ (y
(k)
i )
T
( ρ(τk)∫
τk−1
[Φ(ρ(τk), σ(s), y
(k))Q(y(k))]ij∆s
)
y
(k)
j .
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Как доказано в работе [22], оператор Φ(t, s, p) представляется в
виде
Φ(t, s, p)Y =
(
e−1R (t, s, p)
)T
Y e−1R (t, s, p), (3.6)
при любых s, t ∈ T, где Y — n × n-матрица, eR(t, s, p) обозначает
матричную экспоненциальную функцию динамического уравнения
y∆(t) = R(E, t, p)y,
содержащего p ∈ Rn в качестве параметра. В работе [23] доказано
также равенство
eR(t, s, p) = I +
t∫
s
R(s1, p)∆s1 +
t∫
s
R(s1, p)
s1∫
s
R(s2, p)∆s1∆s2 + · · ·
+
t∫
s
s1∫
s
· · ·
sl−1∫
s
R(s1, p)R(s2, p)R(sl, p)∆s1∆s2 · · ·∆sl+O
(
‖p‖(l+1)ν1
)
,
справедливое при всех l ∈ N, |t−s| < h и ‖p‖ < min
{
ρ1, ((
∑m
i=1G
(1)
i +
H1)h)
−1/ν1
}
. Используя (3.6), оператор Φ можно записать через сум-
му в правой части последнего равенства, в частности, при l = 1. Тогда
получим
Φ(ρ(τk), τk−1, y
(k))X
=
(
e−1R (ρ(τk), τk−1, y
(k))
)T
Xe−1R (ρ(τk), τk−1, y
(k))
= eTR(τk−1, ρ(τk), y
(k))XeR(τk−1, ρ(τk), y
(k))
=
(
I +
τk−1∫
ρ(τk)
GT (s, y(k))∆s+
τk−1∫
ρ(τk)
H˜T (E, s, y(k))∆s+O(‖y(k)‖2ν1)
)
X
×
(
I +
τk−1∫
ρ(τk)
G(s, y(k))∆s+
τk−1∫
ρ(τk)
H˜(E, s, y(k))∆s+O(‖y(k)‖2ν1)
)
=
(
ΠT (k, y(k)) + Π˜T (E, k, y(k)) +O(‖y(k)‖2ν1)
)
X
×
(
Π(k, y(k)) + Π˜(E, k, y(k)) +O(‖y(k)‖2ν1)
)
=
= ΠT (k, y(k))XΠ(k, y(k)) + ΠT (k, y(k))XΠ˜(E, k, y(k))+
+ Π˜T (E, k, y(k))XΠT (k, y(k)) + Π˜T (E, k, y(k))X
× Π˜(E, k, y(k)) +O(‖y(k)‖2ν1),
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при всех k ∈ N и ‖y(k)‖<min{ρ1, β}, β =
((∑m
i=1G
(1)
i +H1
)
supk∈N(τk−
τk−1)
)−1/ν1 . С учетом последнего выражения, формула (3.5) примет
вид
∆vij =
m∑
l=1
m∑
r=1
(y
(k)
l )
T
[
[ΛT ]li(k, y
(k))IijXjΛjr(k, y
(k))
+ [ΛT ]li(k, y
(k))IijXjΛ˜jr(E, k, y
(k)) + [Λ˜T ]li(E, k, y
(k))IijXjΛjr(k, y
(k))
+ [Λ˜T ]li(E, k, y
(k))IijXjΛ˜jr(E, k, y
(k))
]
y(k)r
− (y
(k)
i )
T
[
ΠT (k, y(k))XΠ(k, y(k)) + ΠT (k, y(k))XΠ˜(E, k, y(k))
+ Π˜T (E, k, y(k))XΠT (k, y(k)) + Π˜T (E, k, y(k))XΠ˜(E, k, y(k))
+O(‖y(k)‖2ν1)
]
ij
y
(k)
j + Fij , (3.7)
где Fij = (y
(k)
i )
T
( ∫ ρ(τk)
τk−1
[Φ(ρ(τk), σ(s), y
(k))Q(y(k))]ij∆s
)
y
(k)
j . В случае
i 6= j двойная сумма будет равна 0, поскольку блок Iij единичной
матрицы I в этом случае состоит только из нулей. В случае же i = j
двойная сумма равна
(y
(k)
i )
TΛTi (k, y
(k))XiΛi(k, y
(k))y
(k)
i
+
m∑
l=1
m∑
r=1
(y
(k)
l )
T
[
[ΛT ]li(k, y
(k))XiΛ˜ir(E, k, y
(k))
+ [Λ˜T ]li(E, k, y
(k))XiΛir(k, y
(k))
+ [Λ˜T ]li(E, k, y
(k))XiΛ˜ir(E, k, y
(k))
]
y(k)r . (3.8)
Далее, используя доказанный в работе [23] результат о том, что
существуют положительные постоянные K1 и r0 такие, что
sup
τk≤s≤t
‖Φ(σ(t), σ(s), y)‖ ≤ K1, (3.9)
при всех ‖y‖ < r0 и t ∈ [τk, τk+1), равномерно по k ∈ Z, получим
также оценку последней в формуле (3.7) псевдобилинейной формы
Fij
Fij ≤ ‖y
(k)
i ‖‖y
(k)
j ‖
ρ(τk)∫
τk−1
‖Φij(ρ(τk), σ(s), y
(k))‖‖Qij(y
(k))‖∆s
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≤ ‖y
(k)
i ‖‖y
(k)
j ‖
ρ(τk)∫
τk−1
K1‖Qij(y
(k))‖∆s
≤ ‖y
(k)
i ‖‖y
(k)
j ‖K1 sup
k∈N
(τk − τk−1)‖Qij(y
(k))‖,
справедливую при всех ‖y(k)‖ < r0. Положим
Qij(y) = Γijδ(‖y‖)Q˜ij , где Γij =
eijαij
2K1‖Q˜ij‖ supk∈N(τk − τk−1)
,
Q˜ij — постоянная матрица размерности ni × nj такая, что ‖Q˜ij‖ 6= 0,
i, j = 1, 2, . . . ,m. Тогда оценка Fij примет вид
Fij ≤
1
2
eijαijδ(‖y
(k)‖)‖y
(k)
i ‖‖y
(k)
j ‖. (3.10)
Из формул (3.7), (3.8) получаем выражение для ∆v в силу системы
(3.1) на промежутке (τk, τk+1):
∆v =
m∑
i,j=1
∆vij(t, y) =
m∑
i=1
(y
(k)
i )
TΛTi (k, y
(k))XiΛi(k, y
(k))y
(k)
i
+
m∑
i,j=1
(y
(k)
i )
T [Mij(E, k, y
(k))+Fij ]y
(k)
j +(y
(k))TΘ(y(k))y(k)O(‖y(k)‖2ν1),
при всех y(k) ∈ N ∩ B(0,min{ρ1, β, r0}), где Θ обозначает некоторую
ограниченную матричнозначную функцию. Учитывая далее оценки
(3.9), (3.10) и условия 4)–6) предположения 3.1, находим:
∆v <
m∑
i=1
−αiδ(‖y
(k)‖)‖y
(k)
i ‖
2
+
m∑
i,j=1
eijαijδ(‖y
(k)‖)‖y
(k)
i ‖‖y
(k)
j ‖+ (y
(k))TΘ(y(k))y(k)O(‖y(k)‖2ν1)
= zTC(E)z δ(‖y(k)‖) + (y(k))TΘ(y(k))y(k)O(‖y(k)‖2ν1),
где z = (‖y
(k)
1 ‖, ‖y
(k)
2 ‖, . . . , ‖y
(k)
m ‖)T . Поскольку C(E) при всех значе-
ниях матрицы взаимосвязей E является матрицей Мецлера, то
zTC(E)z ≤ zTC(Ef )z. Согласно условию теоремы, матрица C˜, по-
лученная симметризацией матрицы C(Ef ), является отрицательно
определенной, следовательно, справедлива оценка
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zTC(Ef )z δ(‖y
(k)‖) + (y(k))TΘ(y(k))y(k)O(‖y(k)‖2ν1)
≤
[
λmax(C˜)δ(‖y
(k)‖) +O(‖y(k)‖2ν1)
]
‖y(k)‖2
=
[
λmax(C˜)
δ(‖y(k)‖)
‖y(k)‖2ν1
+ ϕ(‖y(k)‖2ν1)
]
‖y(k)‖2ν1+2,
где функция ϕ(r) — ограниченная константой ϕ0, то есть такая, что
при всех r > 0 |ϕ(r)| ≤ ϕ0. В силу условия 3) предположения 3.1
имеем, что limr→0
δ(r)
r2ν1
= ∞ при всех r ∈ N . Это означает, что для
произвольного ϕ1 > 0 существует r1 > 0 такое, что при всех r ∈
N ∩B(0, r1) будет выполнятся неравенство δ(r) > r
2ν1
(
ϕ1 −
ϕ0
λmax(C˜)
)
.
Тогда для ∆v получим окончательную оценку
∆v < ϕ1λmax(C˜)‖y
(k)‖2ν1+2 =: −b(‖y(k)‖), (3.11)
справедливую при всех y(k) ∈ N ∩B(0,min{ρ1, β, r0, r1}).
Вычислим теперь дельта-производную функции v(t, y) в силу си-
стемы (3.1) на промежутке времени [τk, τk+1):
v∆(t, y)
∣∣∣
(9)
= yT (t)P (t, y)y∆(t) + (yT (t)P (t, y))∆y(σ(t))
∣∣∣
(3.1)
= yT (t)P (t, y)y∆(t) + (yT (σ(t))P∆(t, y) + (y∆(t))TP (t, y))(y(t)
+ µ(t)y∆(t))
∣∣∣
(3.1)
= yT (P (t, y)R(E, t, y) +RT (E, t, y)P (t, y)
+ µ(t)RT (E, t, y)P (t, y)R(E, t, y)
+ (I + µ(t)R(E, t, y))TP∆(t, y)(I + µ(t)R(E, t, y)))y
∣∣∣
(3.1)
.
Согласно лемме 2.1 имеем
P∆(t, y)
∣∣∣
(3.1)
= P∆t (t, y) +
{ 1∫
0
P ′y(σ(t), y(t) + hµ(t)y
∆(t)) dh
}
y∆(t)
∣∣∣
(3.1)
= P∆t (t, y) +
{ 1∫
0
P ′y(σ(t), y(t) + hµ(t)R(E, t, y)y) dh
}
R(E, t, y)y
= P∆t (t, y) + Y (t, y)R(E, t, y)y,
где P∆t (t, y) обозначает дельта-производную функции P (t, y) по явно
содержащемуся времени, а Y (t, y) обозначает выражение в скобках,
и тогда производная v∆(t, y) при t ∈ [τk, τk+1) будет равна
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v∆(t, y)
∣∣∣
(3.1)
= yT (P (t, y)R(E, t, y)
+RT (E, t, y)P (t, y) + µ(t)RT (E, t, y)P (t, y)R(E, t, y)
+ (I + µ(t)R(E, t, y))TP∆t (t, y)(I + µ(t)R(E, t, y)))y
+ yT (I + µ(t)R(E, t, y))TY (t, y)R(E, t, y)yy.
Нетрудно убедиться, что функция P (t, p), определена формулой (3.2),
при подстановке ее выражения в уравнение (3.3) преобразует его
в правильное тождество на промежутке [τk, τk+1). Следовательно,
первая в последнем выражении псевдоквадратичная форма равна
−yTQ(y)y, и тогда
v∆(t, y)
∣∣∣
(3.1)
= −yTQ(y)y + yT (I + µ(t)R(E, t, y))TY (t, y)R(E, t, y)yy.
(3.12)
Поскольку обе части тождества
(I + µ(t)RT (E, t, y))P∆t (t, y)(I + µ(t)R(E, t, y))
+ P (t, y)R(E, t, y) +RT (E, t, y)P (t, y)
+ µ(t)RT (E, t, y)P (t, y)R(E, t, y) = −Q(y) (3.13)
удовлетворяют всем условиям леммы о дифференцируемости по
параметру решений динамических уравнений на временной шкале
[23], то, продифференцировав обе части тождества (3.13) по yi (i =
1, 2, . . . , n), получим n тождеств относительно функций ∂P (t,y)
∂yi
:
(I + µ(t)RT (E, t, y))
(∂P (t, y)
∂yi
)∆
t
(I + µ(t)R(E, t, y))
+
∂P (t, y)
∂yi
R(E, t, y) +RT (E, t, y)
∂P (t, y)
∂yi
+ µ(t)RT (E, t, y)
∂P (t, y)
∂yi
R(E, t, y) = −Mi(t, y),
i = 1, 2, . . . , n, (3.14)
где Mi(t, y) обозначает сумму
µ(t)
(∂R(E, t, y)
∂yi
)T
P∆t (t, y)(I + µ(t)R(E, t, y))
+ µ(t)(I + µ(t)RT (E, t, y))P∆t (t, y)
∂R(E, t, y)
∂yi
+ P (t, y)
∂R(E, t, y)
∂yi
+
(∂R(E, t, y)
∂yi
)T
P (t, y)
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+ µ(t)
(∂R(E, t, y)
∂yi
)T
P (t, y)R(E, t, y)
+ µ(t)RT (E, t, y)P (t, y)
(∂R(E, t, y)
∂yi
)T
+
∂Q(y)
∂yi
,
i = 1, 2, . . . , n. (3.15)
Рассматривая (3.14) как уравнения относительно ∂P (t,y)
∂yi
, находим
формулу
∂P (σ(t), y)
∂yi
= Φ(σ(t), τk, y)
∂P (τk, y)
∂yi
−
σ(t)∫
τk
Φ(σ(t), σ(s), y)Mi(s, y)∆s,
i = 1, 2, . . . , n,
при всех [τk, τk+1). Поскольку P (τk, y) = X, то
∂P (τk,y)
∂yi
= 0, ввиду
постоянности матрицы X. Следовательно,
∂P (σ(t), y)
∂yi
= −
σ(t)∫
τk
Φ(σ(t), σ(s), y)Mi(s, y)∆s, i = 1, 2, . . . , n.
Из оценки (3.9) следует существование положительных постоян-
ных K2 и K3 таких, что
‖P (t, y)‖ ≤ K2, ‖P
∆
t (t, y)‖ ≤ K3, (3.16)
при всех ‖y‖ < r0 и t ∈ T. Действительно, из формулы (3.2) имеем
‖P (t, y)‖ ≤ ‖Φ(t, τk, y)X‖+
t∫
τk
‖Φ(t, σ(s), y)Q(y)‖∆s
≤ ‖Φ(t, τk, y)‖‖X‖+
t∫
τk
‖Φ(t, σ(s), y)‖‖Q(y)‖∆s.
Отсюда, в силу оценки (3.9) получаем, что если ‖y‖ < r0, то
‖P (t, y)‖ ≤ K1‖X‖+
t∫
τk
K1‖Q(y)‖∆s
≤ K1‖X‖+ (τk+1 − τk)K1 sup
‖y‖<r0
‖Q(y)‖
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≤ K1‖X‖+K1 sup
k∈N
(τk+1 − τk) sup
‖y‖<r0
‖Q(y)‖ =: K2. (3.17)
Вторая в (3.16) оценка является следствием того факта, что фун-
кция P (t, y) является решением линейного динамического матрично-
го уравнения с ограниченными в r0-окрестности точки y = 0 (в силу
свойств G(t, y) и H(t, y)) коэффициентами и свободным членом.
Используя оценки (3.9), (3.16), а также выражение (3.15) для
Mi(t, y), находим оценку нормы
∂P (σ(t),y)
∂yi
на промежутке [τk, τk+1):
∥∥∥∂P (σ(t), y)
∂yi
∥∥∥ ≤ σ(t)∫
τk
‖Φ(σ(t), σ(s), y)‖‖Mi(s, y)‖∆s
≤
σ(t)∫
τk
K1‖Mi(s, y)‖∆s ≤ K1
σ(t)∫
τk
(
2µ(s)
∥∥∥∂R(E, s, y)
∂yi
∥∥∥‖P∆s (s, y)
× ‖(1 + µ(s)‖R(E, s, y)‖) + 2‖P (s, y)‖
∥∥∥∂R(E, s, y)
∂yi
∥∥∥
+ 2µ(s)
∥∥∥∂R(E, s, y)
∂yi
∥∥∥‖P (s, y)‖‖R(E, s, y)‖+ ∥∥∥∂Q(y)
∂yi
∥∥∥)∆s
≤ K1
σ(t)∫
τk
(
2
∥∥∥∂R(E, s, y)
∂yi
∥∥∥(K3µ(s)(1 + µ(s)‖R(E, s, y)‖)
+K2 +K2µ(s)‖R(E, s, y)‖
)
+
∥∥∥∂Q(y)
∂yi
∥∥∥)∆s
≤ K1
σ(t)∫
τk
(
2C2‖y‖
ν2(K2 +K3µ0)(1 + C1µ0‖y‖
ν1) +
∥∥∥∂Q(y)
∂yi
∥∥∥)∆s
≤ K1(σ(τk+1)− τk)
(
2(C2K2 + C2K3µ0)‖y‖
ν2
+ 2(C2K2C1µ0 + C2K3C1µ
2
0)‖y‖
ν1+ν2 +
∥∥∥∂Q(y)
∂yi
∥∥∥)
=: h(‖y‖) +K1(σ(τk+1)− τk)
∥∥∥∂Q(y)
∂yi
∥∥∥,
при всех ‖y‖ < r0, t ∈ [τk, τk+1) и k ∈ N. Здесь обозначено C1 =∑m
i=1G
(1)
i +H1, C2 =
∑m
i=1G
(2)
i +H2.
Если y выбрать принадлежащим окрестности нуля радиуса
ρ˜, выбранного меньшим положительного решения γ+ уравнения
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γν1+1C1µ0 + γ − r0 = 0, то тогда получим, что при h ∈ [0, 1]
‖y + hµ(t)R(E, t, y)y‖ ≤ ‖y‖+ µ(t)‖R(E, t, y)‖‖y‖
≤ ‖y‖+ µ0C1‖y‖
ν1+1 < γ+ + µ0C1γ
ν1+1
+ = r0,
то есть полученная для
∥∥∂P (σ(t),y)
∂yi
∥∥ оценка будет справедлива и в то-
чке ξ = y + hµ(t)R(E, t, y)y
∥∥∥∂P (σ(t), y)
∂yi
∣∣∣
y=ξ
∥∥∥ ≤ h(‖ξ‖) +K1(σ(τk+1)− τk)∥∥∥∂Q(y)
∂yi
∣∣∣
y=ξ
∥∥∥
≤ h(‖y‖+ C1µ0‖y‖
ν1+1) +K1(σ(τk+1)− τk)
∥∥∥∂Q(y)
∂yi
∣∣∣
y=ξ
∥∥∥. (3.18)
Используя неравенство (3.18) и выражение для Y (t, y), получаем
оценку
‖Y (t, y)‖ ≤
∥∥∥∥∥
1∫
0
P ′y(σ(t), ξ) dh
∥∥∥∥∥ ≤
1∫
0
‖P ′y(σ(t), ξ)‖ dh
= C3
1∫
0
max
1≤i≤n
∥∥∥∂P (σ(t), y)
∂yi
∣∣∣
y=ξ
∥∥∥dh = C3h(‖y‖+ C1µ0‖y‖ν1+1)+
+ C3K1(σ(τk+1)− τk) max
1≤i≤n
1∫
0
∥∥∥∂Q(y)
∂yi
∣∣∣
y=ξ
∥∥∥dh.
Оценим максимум во втором слагаемом, учитывая, что Q(y) =
δ(‖y‖)[ΓijQ˜ij ]
m
i,j=1 и обозначив Γ = ‖[ΓijQ˜ij ]
m
i,j=1‖
max
1≤i≤n
1∫
0
∥∥∥∂Q(y)
∂yi
∣∣∣
y=ξ
∥∥∥dh = max
1≤i≤n
1∫
0
∥∥∥∂Q(r)
∂r
∣∣∣
r=‖ξ‖
∥∥∥∣∣∣∂‖ξ‖
∂yi
∣∣∣dh
= Γ max
1≤i≤n
1∫
0
δ′(‖ξ‖)
∣∣∣ ∂
∂yi
‖y + hµ(t)R(E, t, y)y‖
∣∣∣dh
≤Γ max
1≤i≤n
1∫
0
δ′(‖y‖+ hC1µ(t)‖y‖
ν1+1)
∣∣∣ ∂
∂yi
(‖y‖+ hC1µ(t)‖y‖
ν1+1)
∣∣∣dh
=Γ max
1≤i≤n
1∫
0
δ′(‖y‖+hC1µ(t)‖y‖
ν1+1)(1+hC1µ(t)(ν1+1)‖y‖
ν1)
∣∣∣∂‖y‖
∂yi
∣∣∣dh.
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Поскольку, как нетрудно в этом убедиться,
∣∣∂‖y‖
∂yi
∣∣ ≤ 1, то
max
1≤i≤n
1∫
0
∥∥∥∂Q(y)
∂yi
∣∣∣
y=ξ
∥∥∥dh
≤ Γ max
1≤i≤n
1∫
0
δ′(‖y‖+ hC1µ(t)‖y‖
ν1+1)(1 + hC1µ(t)(ν1 + 1)‖y‖
ν1) dh
= Γδ′(‖y‖+ θC1µ(t)‖y‖
ν1+1)(1 + θC1µ(t)(ν1 + 1)‖y‖
ν1),
где θ ∈ [0, 1].
Таким образом,
‖Y (t, y)‖ ≤ C3h(‖y‖+ C1µ0‖y‖
ν1+1) + C3K1(σ(τk+1)− τk)
× Γδ′(‖y‖+ θC1µ(t)‖y‖
ν1+1)(1 + θC1µ(t)(ν1 + 1)‖y‖
ν1), (3.19)
где ‖y‖ < ρ˜, θ ∈ [0, 1].
Используя (3.19), находим оценку нормы второго слагаемого в
выражении (3.12) для дельта-производной функции v(t, y)
‖yT (I + µ(t)RT (E, t, y))Y (t, y)R(E, t, y)yy‖
≤ C1‖y‖
ν1+3(1 + C1µ(t)‖y‖
ν1)‖Y (t, y)‖
≤ C1C3h(‖y‖+ C1µ0‖y‖
ν1+1)(‖y‖ν1+3 + C1µ(t)‖y‖
2ν1+3)
+ C1C3K1(σ(τk+1)− τk)Γδ
′(‖y‖+ θC1µ(t)‖y‖
ν1+1)(‖y‖ν1+3
+ C1µ(t)‖y‖
2ν1+3)(1 + θC1µ(t)(ν1 + 1)‖y‖
ν1)
=: Σ1‖y‖
ν1+ν2+3 + o(‖y‖ν1+ν2+3)+
+ δ′(‖y‖+ θC1µ(t)‖y‖
ν1+1)(Σ2‖y‖
ν1+3 + o(‖y‖ν1+3)),
где ‖y‖ < ρ˜. Здесь Σ1 и Σ2 являются ограниченными функциями от µ.
Таким образом, оценка ∆-производной v вдоль решений уравне-
ния (3.1) принимает вид
v∆(t, y)
∣∣∣
(9)
≤ −Γδ(‖y‖)‖y‖2 +Σ1‖y‖
ν1+ν2+3 + o(‖y‖ν1+ν2+3)
+ δ′(‖y‖+ θC1µ(t)‖y‖
ν1+1)(Σ2‖y‖
ν1+3 + o(‖y‖ν1+3)) =W (‖y‖).
(3.20)
Исходя из условия 3) предположения 3.1, выясним свойства функ-
ции W (r). С этой целью вычислим предел
L = lim
r→0
δ(r)
Σ1rν1+ν2+1 + o(rν1+ν2+1) + δ′(r)(Σ2rν1+1 + o(rν1+1))
,
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где r = r + θC1µ(t)r
ν1+1. Заметим, что взаимоотношение функций
δ′(r) и rν2 исчерпывается двумя взаимоисключающими случаями, а
именно: δ′(r) = O(rν2) или rν2 = o(δ′(r)). В первом случае передел L
равен
L = lim
r→0
δ(r)
Σ1rν1+ν2+1 + o(rν1+ν2+1) + Σ2O(1)rν1+ν2+1
= lim
r→0
δ(r)
rν1+ν2+1
Σ1 +Σ2O(1) + o(1)
=
lim
r→0
δ(r)
rν1+ν2+1
lim
r→0
(Σ1 +Σ2O(1) + o(1))
=∞,
согласно первому предельному равенству условия 3) предположе-
ния 3.1. То же самое имеем во втором случае
L = lim
r→0
δ(r)
Σ1rν1+1o(δ′(r)) + o(rν1+1o(δ′(r))) + δ′(r)(Σ2rν1+1 + o(rν1+1))
= lim
r→0
δ(r)
(Σ1o(1) + Σ2)δ′(r)rν1+1 + o(rν1+1δ′(r))
= lim
r→0
δ(r)
δ′(r)rν1+1
(Σ1 + 1)o(1) + Σ2
=∞,
согласно второму предельному равенству условия 3) предположе-
ния 3.1.
Следовательно, L = +∞, то есть существует ρ3-окрестность то-
чки y = 0, для всех y из которой слагаемое −Γδ(‖y‖)‖y‖2 являе-
тся по модулю большим остальных слагаемых в правой части не-
равенства (3.20). Это означает, что поведение функции W (‖y‖) в
указанной окрестности полностью определяется поведением функции
−Γδ(‖y‖)‖y‖2, то есть имеет место представлениеW (‖y‖) = −δ1(‖y‖),
где δ1(r) — функция класса Хана. Таким образом, при всех ‖y‖ <
min{ρ˜, ρ3} правильно неравенство
v∆(t, y)
∣∣∣
(3.1)
≤ −δ1(‖y‖). (3.21)
Оценки (3.11) и (3.21) отображают свойства разности и дельта-
производной, соответственно, вспомогательной функции v(t, y) вдоль
решений уравнения (3.1). Исходя из них, нетрудно также выявить и
другие свойства функции v(t, y). Так, очевидна оценка
v(τk, y) = y
TΦ(τk, τk, y)Xy = y
TXy ≥ λmin(X)‖y‖
2 =: a(‖y‖), (3.22)
где λmin(X) суть наименьшее собственное число матрицыX. Из (3.16)
следует, что при всех ‖y‖ < r0 справедлива оценка
v(t, y) ≤ K2‖y‖
2 =: c(‖y‖). (3.23)
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Таким образом, оценки (3.11), (3.21)–(3.23) отображают свойства
матрично-значной функции Ляпунова v(t, y) в силу решения системы
динамических уравнений (3.1). Покажем, что из этих оценок следует
связная асимптотическая устойчивость решения y = 0 системы (3.1).
Из уравнения (3.1) следует интегральное уравнение
y(t) = y(τk) +
t∫
τk
R(E, s, y(s))y(s)∆s,
справедливое для любых k ∈ N и t ∈ T таких, что τk ≤ t < τk+1.
Обозначив R1(E, t, y) = R(E, s, y)y, приходим к оценке ‖y(t)‖
‖y(t)‖ ≤ ‖y(τk)‖+
t∫
τk
‖R1(E, s, y(s))‖∆s
= ‖y(τk)‖+
t∫
τk
‖R1(E, s, y(s))−R1(E, s, 0)‖∆s.
Функция R1(E, t, y) удовлетворяет условию Липшица, то есть суще-
ствует постоянная L > 0 такая, что
‖R1(E, s, u)−R1(E, s, v)‖ ≤ L‖u− v‖, (3.24)
при всех t ∈ T, u, v таких, что ‖u‖, ‖v‖ < min{ρ1, ρ2}.
Действительно, рассмотрим функцию w(h) = R1(E, t, hu + (1 −
h)v) = R1(E, t, zh). Поскольку по предположению 1, существуют
производные ∂Gi(t,yi)
∂yki
и ∂H(t,y)
∂yk
, являющиеся ограниченными в ρ2-
окрестности точки y = 0, то существует производная dwdh , которая
находится по формуле:
dw
dh
= [R2(E, t, zh)zh +R1(E, t, zh)](u− v) = w0(h)(u− v),
где через R2(E, t, zh) обозначен оператор, действующий так, что R2y
является матрицей, в которой i-ый столбец образует вектор ∂R1
∂yi
y.
Оценим норму w0(h):
‖w0(h)‖ ≤ ‖R2(E, t, zh)zh‖+ ‖G(t, zh)‖+ ‖H˜(E, t, zh)‖
=
( n∑
i=1
∥∥∥∂R1
∂yi
∣∣∣
y=zh
zh
∥∥∥2)1/2 + ‖G(t, zh)‖+ ‖H˜(E, t, zh)‖
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≤
n∑
i=1
( m∑
j=1
G
(2)
j +H2
)
‖zh‖
ν2+1 +
( m∑
j=1
G
(1)
j +H1
)
‖zh‖
ν1
= nC2‖zh‖
ν2+1 + C1‖zh‖
ν1 ≤ nC2(h‖u‖+ (1− h)‖v‖)
ν2+1
+ C1(h‖u‖+ (1− h)‖v‖)
ν1 =: χ(h, ‖u‖, ‖v‖).
Очевидно, что функция χ(h, u, v) является ограниченной в области
D = {(u, v) ∈ R2+|u, v < min{ρ1, ρ2}}, при всех h ∈ [0, 1], сле-
довательно, ограниченной в D будет также и функция χ1(u, v) =∫ 1
0 χ(h, u, v) dh, то есть, существует постоянная L > 0 такая, что
χ1(u, v) ≤ L при всех (u, v) ∈ D. Таким образом,
‖R1(E, t, u)−R1(E, t, v)‖ = ‖w(1)− w(0)‖ = ‖
1∫
0
w0(h) dh(u− v)‖
≤
1∫
0
‖w0(h)‖dh‖u− v‖ = χ1(‖u‖, ‖v‖)‖u− v‖ ≤ L‖u− v‖,
при всех u, v таких, что ‖u‖, ‖v‖ < min{ρ1, ρ2}. Неравенство (3.24)
доказано.
Используя неравенство (3.24) к оценке ‖y(t)‖, имеем
‖y(t)‖ ≤ ‖y(τk)‖+
t∫
τk
L‖y(s)‖∆s.
Далее, используя обобщенное неравенство Гронуолла, получаем окон-
чательную оценку
‖y(t)‖ ≤ eL(t, τk)‖y(τk)‖, (3.25)
справедливую для любых k ∈ N и t ∈ T таких, что τk ≤ t < τk+1. По-
скольку последовательность {τk}
∞
k=1 удовлетворяет, по предположе-
нию 3.1, условию 2), то supk∈N eL(τk+1, τk) является положительным
числом, которое обозначим L1. Тогда неравенство (3.25) примет вид
‖y(t)‖ ≤ L1‖y(τk)‖, (3.26)
при всех k ∈ N и t ∈ T таких, что τk ≤ t < τk+1.
Выберем достаточно малое ε > 0 и положим l = a( εL1 ). Пусть
t0 ∈ T — произвольно. Поскольку функция v(t, y) непрерывна в точке
y = 0, то существует η > 0 такое, что η < ε и для всех y из η-
окрестности нуля выполняется неравенство: v(t, y) < l. Исследуем
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поведение функции v(t, y(t)). Обозначим k = min{k : τk ≥ t0} и k =
max{k : τk ≤ t}. Тогда имеет место представление
v(t, y(t)) = v(t0, y(t0)) +
ρ(τk)∫
t0
v∆(s, y(s))∆s+
ρ(τk+1)∫
τk
v∆(s, y(s))∆s
+ · · ·+
t∫
τ
k
v∆(s, y(s))∆s+
k∑
k=k
(
v(τk, y(τk))− v(τk − 0, y(τk − 0))
)
,
(3.27)
в чем нетрудно убедиться при помощи принципа индукции на вре-
менной шкале [19]. Поскольку решение уравнения (3.1) непрерывно
зависит от начальных данных (согласно лемме 2 из работы [23]), то,
выбрав y0 из достаточно малой η1-окрестности нуля (η1 < η), можно
добиться, чтобы на промежутках интегрирования в формуле (3.27)
решение y(t; t0, y0) находилось в окрестности точки y = 0 наперед за-
данного радиуса. Поэтому, выбрав y0 принадлежащим пересечению
η1-окрестности и окрестностей нуля, в которых выполняются оценки
(3.11) и (3.21), в силу последних из (3.27) получим оценку
v(t, y(t)) ≤ v(t0, y0)−
ρ(τk)∫
t0
δ1(‖y(s)‖)∆s−
ρ(τk+1)∫
τk
δ1(‖y(s)‖)∆s− · · ·
−
t∫
τ
k
δ1(‖y(s)‖)∆s−
k∑
k=k
b(‖y(τk− 0)‖) < v(t0, y0)−
k∑
k=k
b(‖y(τk− 0)‖),
из которой для любых t1, t2 ∈ T, t0 ≤ t1 < t2 имеем аналогично
v(t2, y(t2)) < v(t1, y(t1))−
∑
τk∈[t1,t2]
b(‖y(τk − 0)‖). (3.28)
А поскольку функция b(r) является функцией класса Хана, то окон-
чательно имеем
v(t2, y(t2)) < v(t1, y(t1)), (3.29)
если существует k ∈ N такое, что τk ∈ [t1, t2], и
v(t2, y(t2)) ≤ v(t1, y(t1)), (3.30)
если такого k не существует.
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Обозначим η2 (η2 < η) — радиус окрестности точки y = 0 такой,
что если ‖y0‖ < η2, то выполняются оценки (3.29)–(3.30). Из пре-
дыдущих рассуждений очевидно, что такая окрестность существует.
Докажем, что траектория решения y(t) = y(t; t0, y0) динамического
уравнения (3.1) с начальным условием ‖y0‖ < η2 никогда не покинет
ε-окрестность точки y = 0, то есть
‖y(t)‖ < ε при любых t ≥ t0. (3.31)
Действительно, в точке t = t0 условие (3.31) выполняется:
‖y0‖ < η2 < η < ε.
Пусть неравенство (3.31) неверно для некоторого t > t0, то есть
‖y(t)‖ ≥ ε, и k0 ∈ N такое, что τk0−1 < t ≤ τk0 . Отсюда, используя
оценку (3.26), находим
‖y(τk0)‖ ≥
ε
L1
. (3.32)
На основании (3.22), (3.27)–(3.30), (3.32) и вследствие монотонно-
сти функции a(r) получаем цепочку неравенств
l > v(t0, y(t0)) > v(t, y(t)) > v(τk0 , y(τk0)) ≥ a(‖y(τk0)‖) ≥ a
( ε
L1
)
= l,
что невозможно. Таким образом, найденное противоречие доказывает
(3.31).
Покажем, что для любого движения y(t) = y(t; t0, y0) существует
η0 > 0 такое, что из условия ‖y0‖ < η0 следует limt→∞ y(t) = 0.
Из (3.29) и (3.30) заключаем, что функция v(t, y(t)) монотонно
убывает и ограничена снизу. Следовательно, справедливо равенство
lim
t→∞
v(t, y(t)) = inf
t
v(t, y(t)) = α ≥ 0. (3.33)
Если α > 0, то тогда существует σ такое, что
‖y(t)‖ ≥ σ > 0, при t ≥ t0. (3.34)
Действительно, если это не так, то существует последовательность
точек t1, t2, . . . , tn, . . .→ +∞ шкалы такая, что
lim
k→∞
x(tk) = 0.
Тогда из оценок (3.22), (3.23) получаем неравенства
lim
k→∞
a(‖y(tk)‖) ≤ lim
k→∞
v(tk, y(tk)) ≤ lim
k→∞
c(‖y(tk)‖).
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Так как функции a(r) и b(r) — непрерывные и равны нулю в точке
r = 0, то
lim
k→∞
v(tk, y(tk)) = 0,
что противоречит положительности α.
Таким образом, если α > 0, то выполняется (3.34), и можно в силу
(3.31) предполагать также, что ‖y(t)‖ < η0.
Обозначим l = b(σ). Тогда из (3.34) очевидно следует, что для
всех s ∈ [t0, t] справедливо неравенство
b(‖y(s)‖) ≥ l > 0, (3.35)
так как b(r) монотонно возрастает, являясь функцией класса Ха-
на. Следуя далее неравенству (3.28), получим оценку для функции
v(t, y(t)) в виде
v(t, y(t)) ≤ v(t0, y(t0))− l(t− t0). (3.36)
Из (3.36) следует, что существует t ≥ t0 такое, что v(t, y(t)) < 0, а
это противоречит равенству (3.33). Таким образом, предположение о
положительности α неверно, следовательно
lim
t→∞
v(t, y(t)) = α = 0. (3.37)
Положим γ1 = a(ε). В силу (3.37) существует T = T (ε) > t0 такое,
что
v(T, y(T )) < γ1.
Так как функция v(t, y(t)) монотонно убывает, то
v(t, y(t)) < γ при t ≥ T, (3.38)
и отсюда имеем
‖y(t)‖ < ε при t > T. (3.39)
Действительно, если для некоторого значения t1, большего T ,
выполняется противоположное неравенство
‖y(t1)‖ ≥ ε,
то, учитывая равенство a(ε) = γ1 и формулу (3.38), мы имели бы
γ1 > v(t1, y(t1)) ≥ a(‖y(t1)‖) ≥ γ1,
что, очевидно, невозможно.
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Таким образом, на основании неравенства (3.39) делаем вывод:
lim
t→∞
y(t) = 0, (3.40)
что и требовалось доказать.
Таким образом, поскольку имеют место оценка (3.31) и предель-
ное равенство (3.40), причем при всех значениях матрицы взаимо-
связей E, то отсюда делаем вывод об асимптотической устойчивости
решения y = 0 системы (3.1) при всех значениях матрицы взаимо-
связей E, то есть, о связной асимптотической устойчивости. Теорема
доказана.
В силу леммы 2.1, положение равновесия x = 0 исходной системы
S является связно асимптотически устойчивым.
Заключение
В статье рассмотрена крупномасштабная система динамических
уравнений на временной шкале при некоторых предположениях отно-
сительно динамики независимых подсистем и свойств связей между
ними. На экспоненциальные функции линейных приближений неза-
висимых подсистем и функции, обратные к экспоненциальным фун-
кциям, наложено требование ограниченности. Нелинейные части не-
зависимых подсистем и связи между подсистемами имеют при этом
псевдолинейный вид. Такие предположения обобщают для произволь-
ной шкалы T множество упомянутых во введении критических слу-
чаев в теории устойчивости решений дифференциальных уравнений.
Исследование связной устойчивости, то есть, устойчивости при
всех значениях матрицы взаимосвязи, проведено на основании мат-
рично-значной концепции метода вспомогательных функций Ляпуно-
ва, причем вспомогательные функции являются разрывными по пе-
ременной шкалы (по обобщенному времени). В результате получены
достаточные условия связной асимптотической устойчивости нулево-
го решения крупномасштабной системы динамических уравнений на
временной шкале.
Логичным продолжением выполненных в данной статье исследо-
ваний является более подробное рассмотрение отдельных критиче-
ских случаев, которые охватываются условием (1.6), а также поиск
крупномасштабных систем динамических уравнений на временной
шкале, которые при помощи некоторой ляпуновской замены пере-
менных приводятся к системам исследованного в данной статье типа.
Актуальной также является задача построения примеров, иллюстри-
рующих полученные теоретические результаты.
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