Assessment of uncertainty of borehole resistivity measurements is important to quantify the accuracy of hydrocarbon reserves and production forecasts. We develop an efficient Bayesian inversion method for the quantitative interpretation of general borehole resistivity measurements. It enables the estimation of resistivity properties together with their uncertainties in conjunction with arbitrary sets of a priori information about the measurements and/or the unknowns. The inversion method can process either raw voltage measurements (raw electrical conductivities) or apparent resistivities acquired with induction or laterolog instruments. Two field cases of application verify the accuracy and stability of the new Bayesian inversion method.
Introduction
Resistivity logging is a component of formation evaluation widely used to quantify the pore volume of rocks occupied by interconnected connate water. Over the years, researchers have developed a plethora of procedures for resistivity log inversion. Of special note are the contributions by Lin et al. (1984) , Kuth and Neubauer (1988) , Chew and Liu (1994) , and Jammes and Faivre et al. (2000) . Most modern resistivity interpretation methods rely on deterministic inversion procedures to estimate electrical conductivity models from borehole resistivity measurements. Common disadvantages of deterministic inversion methods are the following:  Inversion methods based on nonlinear minimization require explicit information about model derivatives (Jacobian matrix, e.g., Gauss-Newton method).  The output from these methods is usually only one possible model within a large set of equally possible solutions (Tarantola, 2004) . Therefore, no explicit information is provided about the uncertainty of the model solution.  Because of the common existence of several local minima in the cost function, minimization results are often biased by the initial search point in model space.
Very useful information is usually contained in the derivatives of the cost function being minimized by deterministic nonlinear inversion methods. Derivative-free minimization methods, however, become a practical option for the solution on nonlinear inverse problems in cases where the forward simulation problem exhibits great numerical complexity and there are many unknown model parameters involved (Andrew et al., 2009 The common disadvantage of Bayesian inversion methods over deterministic nonlinear inversion methods is the need to perform a multitude of forward problems to sample the posterior probability function in model space. Without efficient searching methods in model space the competence of Bayesian inversion methods quickly deteriorates. The Bayesian inversion method advanced in this paper is specifically tailored to solve inverse problems arising in the interpretation of borehole geophysical measurements. It includes two strategies to improve computer efficiency in the presence of large data sets: multi-grid model sampling and data windowing in depth. Testing of the inversion method is performed on two field data sets.
 Noisy measurements.
 A noisy distribution.
Method
Bayesian Method to Calculate the Posterior Distribution Figure 1 shows the generic 2D layered formation model assumed in this paper. The formation is described with an axial-symmetric model consisting of N horizontal layers. Depth locations for different bed boundaries are described with the vector z .
The relationship between petrophysical properties and borehole resistivity measurements is referred to as the forward model, where () G is the forward function and , , , ,
are included in vector m as the set of unknown model properties. Thus, one has ()
The goal is to estimate vector m . Specifically, what we have is a noisy data set, d , and we need to estimate m from noisy and perhaps inadequate measurements. According to physical experience, when apparent resistivities are adopted as input measurements, we may assume a log normal distribution for noise present in d , while when receiver coil voltage is adopted as input measurement, we may assume a normal distribution for noise present in d .
We denote the a priori distribution by () p m , the conditional probability distribution by ( | ) p dm , and the posterior probability distribution for model parameters by ( | ) q md . Bayes' theorem relates the a priori and posterior distributions in a way that makes computations of ( | ) q mdtractable. In this manner, Bayes' theorem can be written as
where () p d is a marginal likelihood which is not a function of the formation model. In order to avoid specific assumptions for the a priori distribution, an uninformative prior is adopted as a priori distribution of the unknown formation model. The inversion problem consists of finding the maximum conditional posterior probability distribution. Bayesian inversion inputs are:  Forward function model.  A priori distribution. The output from Bayesian inversion is the posterior distribution.
Let D C be the covariance matrix for the logarithm of the data, and let C d be the covariance matrix for the measurements. In the case of lognormal distribution noise, the likelihood function is written as
Thus, the misfit function used by MCMC sampling is
In the case of noise with normal distribution, the likelihood function is written as
The misfit function is
Efficient Bayesian Inversion This paper introduces two strategies to improve the efficiency of Bayesian inversion when applied to borehole measurements. The first is the multi-grid method, which separates parameters into sequenced subspaces of lower dimensions.
Different sensitivities of () G with respect to each parameter in m are adopted to separate all the parameters into different 'sensitivity grids' g , namely, 
in which gv is the value grid and L is the number of grids for this parameter. The multi-grid method reduces the dimension of the inverse problem while increasing the stability of the inversion, especially for a sequence of thin beds.
The second strategy invokes a sliding window to parse the input data along local depth segments. Usually, in field cases there are hundreds of formation beds together with a large set of acquired measurements. Based on the local depth sensitivity of resistivity measurements, we separate acquisition data sets into different non-overlapping depth windows or inversion segments. Figure 2 shows a block diagram of the sliding-window approach. In each window, there are several formation beds. All windows are combined to process the complete borehole data set. The procedure used to define a window is as follows:  There is at least one bed included in each window.  The window contains a few formation beds wherein all included beds have a finite thickness.  The length of each window is not greater than 2.5 meters.
Solution with Uncertainty
The solution of Bayesian inversion is the set of model samples that define the posterior distribution. Unlike classical confidence intervals, the uncertainty obtained from Bayesian inversion is described as probability intervals calculated from the posterior distribution.
The borehole resistivity 2D inverse problem is nonlinear; because of this property, standard analysis methods are not adequate to appraise uncertainty. For example, the covariance of model parameters obtained with the Levenberg-Marquardt covariance matrix is given by
where * m is the solution of the nonlinear inverse problem, and * () Jm is the Jacobian matrix. Equation 9 is based on the assumption
where () Fm is the misfit function, F designates the change in F , while m designates the change in m . When the above linearization is not accurate the calculated confidence intervals will be biased (Aster et al., 2005) . It is difficult to abide by this assumption when interpreting general borehole resistivity measurements.
Another method used to calculate uncertainty is the CRB, given by 
where  is the regularization parameter. This is the theoretical minimum bound for uncertainty. The necessary and sufficient condition behind equation 12 is
where () K m is a function of m which has no relationship with d . In borehole resistivity problems, one must consider that model uncertainty originates from measurement uncertainty, whereby the actual uncertainty is larger than predicted by the CRB.
Compared to existing nonlinear inversion methods, Bayesian inversion is a good choice to reliable quantify the uncertainty of borehole resistivity inversion products.
Numerical Examples
Because the new Bayesian inversion method can process both laterolog and induction resistivity measurements, we select High-Resolution Laterolog Array Tool (HRLA 1 ) and Array Induction Imager Tool (AIT 1 ) measurements for testing.
AIT
1 Field Case for Vertical Well Invasion Zone Measurements considered in this example were acquired with the AIT 1 . This case was selected because of the following:  High resistivity values for an induction tool.  High resistivity contrast for some shoulder beds.  Inversion based on both induction coil raw data and apparent resistivities.
There are 181 beds and 1179 measurement points with a minimal bed thickness close to 0.5ft. Field data are already borehole-corrected, hence inclusion of borehole properties in the inversion is not necessary. We obtain the Bayesian
Processing windows
Updated windows solution from both raw AIT 1 coil voltage (raw conductivities) and apparent resistivities. Figure 3 shows the values of t R estimated with Bayesian inversion. The left graph shows inversion results obtained with raw coil data. Processing of the sliding windows with overlap required a total of 4.3 hours of CPU time. Note that the calculation platform is a core 2 duo CPU operating on Windows XP. The right graph shows inversion results obtained with apparent resistivity logs. A total of 6.5 hours of CPU time were required to obtain the final result. The vertical resolution of input apparent resistivity logs is 2ft.
Field Case for Well 0001 with HRLA 1 resistivity measurements
The following aspects will be tested on this HRLA 1 field case:  Performance of Bayesian inversion on a large borehole resistivity data set.  Performance of Bayesian inversion in the presence of a ramp-down radial invasion profile.
There are 109 formation beds and 625 measurement points included in this case. Bed boundaries are selected using the RLA1 resistivity channel. The assumption is that all beds exhibit invasion. Borehole diameter is 8.5 inches and m R is 1.01 Ω-m. Figure 4 shows inversion results obtained for this field example.
Conclusions
We introduced an efficient Bayesian inversion method to estimate unknown model properties as well as their uncertainty from borehole resistivity measurements. This method can be used to invert general borehole resistivity measurements and combinations of them. Compared to traditional inversion methods, the new method reliably estimates the uncertainty of inverted products without the need of derivative information. This was verified with HRLA 1 and AIT 1 resistivity measurements acquired in two field cases. Results indicate that the inversion method is efficient, especially when operating on large input data sets. Likewise, the inversion method has the flexibility to perform inversion based on both raw coil data and apparent resistivity logs.
