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Observational study - how do journalists really verify user generated content? 
The importance of user generated content (UGC) in journalism is growing relentlessly [1] [2] [3]. 
Smartphones are becoming more powerful year on year, with high quality cameras able to take 
excellent eyewitness images, record videos of events as they happen and even stream videos in real-
time via sites like Periscope1. Eyewitness media content will often appear on social media sites 
before any mention occurs on mainstream broadcast channels. 
To better understand the real-world strategies and workflows employed by journalists the University 
of Southampton IT Innovation Centre and Deutsche Welle have worked together to conduct an 
observational study of journalists doing UGC verification. We worked with 3 experienced journalists 
for a day, filming them and asking them to ‘think aloud’ as they performed several different UGC 
verification tasks. We watched what they did and asked them why they did it. 
The results are summarized in this article and provide a window into the reality of UGC verification 
today. Our long term hope is that these results will allow future verification tools to be developed 
that better support what journalists really do day to day. We have created a short video2 introducing 
the study and discussing its findings.  
 
Figure 1: Researchers and journalists in action during the observational study 
  




The three participants were all experienced DW journalists with many years of experience. Some 
work with UGC on a daily basis whilst others have more limited exposure in their daily role. They all 
came from different backgrounds and had different education and experience levels. 
 Julia Bayer - DW Social Media Journalist 
 Zulfikar Abbany - DW Science and Technology Journalist 
 Ruben Bouwmeester - DW Innovation UGC Researcher 
Tasks 
We prepared three tasks, each of which contained 5-10 content items and/or profiles. For all tasks 
participants followed their standard verification processes taking up to 20 minutes for item. Each 
task ended with a short verbal summary per item for if they would consider using it in a news story 
and what evidence is behind this verification decision. 
 Task 1: Assess credibility and bias of a UGC source profile. Decide whether a source can be 
trusted to report sufficiently unbiased facts about a given topic. 
 Task 2: Verify a UGC claim. Decide whether a UGC claim is "good enough" (i.e. credible) to be 
used in a news story. 
 Task 3: Verify an eyewitness media post. Decide whether a UGC image or video is "good 
enough" (i.e. authentic) to be used in a news story. 
It was made clear that this was not a test and we were interested only in the process and the 
evidence that was accepted/discarded, not the final conclusion. Observations were made in a 
training room at Deutsche Welle’s premises not at a live UGC news desk. 
  
Results - Participant approaches 
Julia Bayer - ‘get the big picture’ 
This journalist was driven by the bigger picture more than by small details. Whilst she did have first 
impressions, she collected all possible information about the author who generated the content and 
this heavily influenced her decision. Independent of which task she did, an extensive profile check 
was done to decide whether the author in question was credible or not.  
Zulfikar Abbany - ‘trust your gut’ 
This journalist was able to decide quickly whether an item was worth pursuing further or not. Whilst 
still carrying out the required checks he was able to process the suggested items much quicker than 
the two other journalists relying more on instinct. 
Ruben Bouwmeester - ‘the devil is in the detail’ 
This journalist had a more structured approach, following the same workflow with each item. The 
biggest selection of tools was used of all the participants and the level of detailed examined was 
highest. This meant the verification accuracy was higher than the other two journalists, with little 
things spotted that the others missed. This journalist used all of the time allotted unlike the others 
before making a decision. 
A video3 containing three perspectives on video verification from these participants is available as 
part of work from the inVID project4
                                                          
3 http://www.invid-project.eu/video-verification-workflow-analysis/ 
4 http://www.invid-project.eu 
Results - Verification strategies and tools used by the participants 
 
Figure 2: Overview of the UGC verification strategies and tools used by participants 
Challenges 
One of the biggest challenges for journalism is the quickly changing environment in which they are 
expected to carry out their work. There are many sources of UGC (e.g. Twitter, Facebook, Instagram 
or whatever social media platform emerges tomorrow) and each has a set of tools needed to analyse 
them. 
We found that all of the tools used in this study were web-based, because journalists cannot install 
desktop tools on their work PCs for security reasons and because of company policies. The majority 
of these tools were used in their free (i.e. functionally reduced) versions because of the multitude of 
existing tools, each covering just a niche verification task. For some tools companies may acquire 
licenses but they are often expensive and only pay off for larger institutions. 
All journalists are under constant time pressure and need to make quick decisions about whether 
UGC can be used or not. This is particularly difficult given that any mistakes reduce the journalists 
own reputation. 
Work such as this article, understanding the scattered tooling and strategies required to facilitate 
high level UGC verification, is essential when looking at the future direction of tools to effectively 
support the verification process. 
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