Abstract
Introduction
The clinical application of a highly conformal treatment requires corresponding improvements in targeting precision. Image-guided patient positioning using diagnostic kilovoltage x-ray radiographs offers the desired positioning accuracy. However, manual alignment of each daily radiograph with the treatment plan increases the time needed for patient setup, thereby reducing the number of treatments that can be performed. A wide variety of automatic methods have been proposed for positioning a patient on a treatment couch using radiographs [1] . Automated patient positioning can be broadly classified into intensity-based methods and feature-based methods. Intensity-based methods find the patient position by computing a numeric score directly from the raw or corrected image intensities. Scores are generally computed for a set of candidate positions and orientation parameters, and the position parameters that maximize this score are then accepted. In contrast, feature-based methods perform matching based on a reduced representation, such as point or curve landmarks within the image. Once the landmarks are identified, the position parameters are computed from the landmark positions using geometric optimization.
In general, intensity-based registration algorithms are simple, and can produce highly accurate results. The most common intensity-based registration algorithms are correlation techniques, which include cross correlation, normalized cross correlation, mean squared error, and variants [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Information theoretic metrics, which include mutual information and entropy, are also well established [10] [11] [12] [13] [14] [15] [16] [17] . Before applying these methods, an image may be transformed to enhance edge information [2,9,10], or to perform classification [17] . While the accuracy of intensity-based registration might be superior to feature-based registration in some cases [18] , intensity-based registration can be confused by anatomical changes or medical hardware [9] . User interaction is generally limited to selecting regions of interest [4, 6, 7] or deselecting unwanted portions with an eraser tool [19] .
Feature-based registration algorithms can be characterized by the use of a reduced representation of the image. Possible features include landmark points and their surrounding regions [3, 7, 8, 20] , curves [21] [22] [23] [24] [25] [26] [27] or segmented sets [22, 24, 28] . Reference features may be explicitly matched against corresponding features in the other image [3, 7, 8, 20, 21, 23, 25] , or the reference features may be scored against the other image using a method such as chamfer matching [22] [23] [24] . Unlike intensity-based methods, feature-based methods can recover 3D rigid motion parameters, including out-of-plane rotations, from pairs of 2D images [29, 30] . In addition, landmark-based methods are computationally efficient, and are preferred for use in real-time systems [20] . However, feature-based methods are sensitive to the accuracy of the feature extraction algorithm. Because of this, user interaction is often required for landmark identification [19] .
Despite the algorithmic improvements made in recent years, automated treatment setup software is still inspected, verified and sometimes corrected before each treatment. For this reason, we feel that a semi-automated setup procedure, using anatomically significant feature points, is the best approach. Feature locations are easily verified, and errors in feature localization can be corrected in a single mouse click. Furthermore, feature points are easily enabled or disabled based on their proximity to regions of greater importance, such as the tumor site or critical organs. This work describes the development of a simple and reliable tool that will assist in the selection of anatomic features for daily patient setup. In our new prototype system, manually selected features from the first treatment fraction are automatically located on the second and subsequent fractions, as shown in figure 1. We estimate that patient throughput can be improved and accuracy increased, without sacrificing the flexibility and robustness of a fully manual system.
Material and methods

Clinical Procedure
In our current procedure at the Northeast Proton Therapy Center, we perform patient alignment using radiographs, which are captured by flat panel imaging devices and sent to an analysis program. Before treatment, a trained therapist marks anatomically significant features on a pair of digitally reconstructed radiographs (DRR). These features are selected based on their ability to resolve translation and rotation degrees of freedom, their visibility in diagnostic x-ray, and their proximity to the tumor site. The coordinates of these features with respect to isocenter are computed and stored. Then, on each day of treatment, the patient is lined up using lasers and a pair radiographs are taken. The therapist manually selects the features on each radiograph, and couch movements are computed to align the DRR features with the radiograph features.
An example showing nine features marked on a DRR is shown in figure 2 . The features are labeled according to their ability to resolve vertical translation, horizontal translation, horizontal and vertical translation, or out-of-plane rotation. Translations and in-plane rotations are computed from the relative positions of the points that resolve translation. Out-of-plane rotation is computed using points that lie at known locations outside of the isocenter plane.
Resolves horizontal translation
Resolves vertical translation
Resolves horizontal and vertical translation
Resolves out-of-plane rotation 
Overview of Automation Procedure
We use multiresolution analysis and template matching to localize a small set of geometrically important features within the daily image. Four stages of processing are required. First, we identify the portion of the image suitable for matching. In particular, pixels occluded by the imaging field or crosshair are identified. Second, we generate a multiresolution representation of the image. Third, we use weighted normalized cross correlation (WNCC) template matching to roughly align the reference image with the daily image. Finally, we use multiresolution WNCC template matching to locate each feature.
Constructing the Weight Mask
The first stage of processing is to identify the field aperture and crosshair and construct a weight mask. The weight mask is a binary image where valid pixels have value 1 and invalid pixels have value 0. Pixels occluded by the aperture or crosshair are given a weight of 0, and are not used for feature matching.
The details of the weight mask construction are beyond the scope of this paper, but we will sketch the general procedure. First, a set of candidate points for the field edge and crosshair are identified. The curves and lines describing the field and crosshair are fit to the candidate points using a robust statistics.
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Figure 4:
The entire reference image is matched with the entire daily image at low resolution for rough registration.
The final mask is then rendered based on the recovered curves and lines. An example of this procedure is shown in figure 3 .
Multiresolution Template Matching
Multiresolution processing is a general technique for improving the reliability and efficiency of a wide variety of image processing tasks. We use the Gaussian pyramid formalism [31] , which decomposes a single image into a pyramid of images. At each level of the pyramid, the image is smoothed and subsampled to reduce both the resolution of the image and its level of detail. Thus, identifying features on each level of the pyramid allows us match a feature at multiple levels of detail. Pyramids are built for both the intensity image, and the weight mask. At each level of the pyramid, the image is smoothed and resolution is reduced by one half. The core of our feature localization method is based on maximizing the weighted normalized cross correlation (WNCC), a variant of the well-known normalized cross correlation method [32] . Let each feature point in the reference image be described by a small image region, which we call its template. WNCC is used to match a template T (with weight mask V) to its location within a search area S (with weight mask U). For simplicity, suppose that T has coordinates ranging from (-m,-n) to (m,n). We compute the WNCC at each position (p,q) within S by correlating and normalizing with respect to both the intensities and the weight masks. If T is the weighted mean of the pixels in T, and S is the weighted mean of the pixels in the 2 region of S centered at (p+x,q+y), then the WNCC is defined as: After the weight masks and pyramids are built, we perform a rough global matching at coarse resolution using WNCC. The purpose of this step is to initialize the search windows for subsequent feature matching, and therefore need be accurate only within about 50 pixels or so. Figure 4 shows an example of rough global registration at the coarsest resolution. First, a window containing all valid pixels in the reference image is identified. This window is used as a template, and matched with the daily image using WNCC. We have found that this procedure works well for the head and neck because of the clear contrast between head and exposed background.
Results
The accuracy of this method has been evaluated retrospectively using 216 setup radiographs from seven different patients. All legal permutations of reference and daily images were used, resulting in a total of 10,128 feature detection operations. The automatically extracted feature locations were then compared with the feature locations that were manually selected before treatment and used for setup. A histogram of the differences between manual and automatic feature localization is shown in figure 6 . The mean difference was 2.7 mm, and the median difference was 1.3 mm. Average computation time to detect 10 features in a 1600 x 1152 image was 1.25 seconds. Finally we perform the feature matching. Starting with the lowest resolution, a pattern window surrounding each feature is defined in the reference image, and a search area around the current location for the feature is defined in the daily image. The feature location is found by maximizing the WNCC within the search window, as shown in figure 5 . This procedure is repeated at higher resolutions, using the location found at the previous resolution to determine the search area for the next resolution.
Conclusion
We have presented a simple method for identifying anatomic features which can be used to quickly and accurately reposition a patient for daily treatment. A feature-based alignment method was chosen for improved user interactivity. This system is currently under evaulation for use in head and neck sites.
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