In this paper we prove the Chomsky Conjecture (all languages recognized by the Lambek calculus are context-free) for both the full Lambek calculus and its product-free fragment. For the latter case we present a construction of context-free grammars involving only product-free types.
Introduction
The notion of a basic categorial grammar was introduced in [1] . In the same paper it was proved that the languages recognized by basic categorial grammars are precisely the context-free ones.
Another kind of categorial grammar was introduced by J. Lambek [8] . These grammars are based on a syntactic calculus, presently known as the Lambek calculus (cf. [13] for its semantic interpretations). Chomsky [6] conjectured that these grammars are also equivalent to context-free ones. In [7] Cohen proved that every basic categorial grammar (and, thus, every context-free grammar) is equivalent to a Lambek grammar. He also proposed a proof of the converse. However, as pointed out in [2] , this proof contains an error. Buszkowski proved that some special kinds of Lambek grammars are context-free [2, 3, 4] . These grammars use weakly unidirectional types or types of order at most two.
The main result of this paper (Theorem 2) says that Lambek grammars generate only context-free languages. Thus they are equivalent to context-free grammars and also to basic categorial grammars. This fact (sometimes called the Chomsky Conjecture) was proved in [10] and [11] . Here we present an improved version of the proof. Some details of this improvement were independently obtained by W. Buszkowski [5] .
Preliminaries
For any set M we denote by M * (resp. M + ) the set of all finite (resp. finite non-empty) strings consisting of elements of M. The set of all subsets of M will be denoted by P(M).
Lambek calculus
We consider the syntactic calculus introduced in [8] . The types of the Lambek calculus L are built of primitive types p 1 , p 2 , . . . and three binary connectives • , \, /. We shall denote the set of all types by Tp and the set of all types that do not contain • (product-free types) by Tp(\, /).
Capital letters A, B, . . . range over types. Capital Greek letters range over finite (possibly empty) sequences of types. The empty sequence is denoted by ∅.
Sequents of the Lambek calculus are of the form Γ → A, where A is a type and Γ is a non-empty sequence of types.
Axioms: p i → p i Rules:
We write L ⊢ Γ → A if the sequent Γ → A is derivable in the Lambek calculus. The cut-elimination theorem for this calculus is proved in [8] .
Definition. The length A of a type A is defined as the total number of primitive type occurreces in A.
The length of a sequence of types is defined in the natural way.
Definition. We denote the set of all primitive types occurring in a type A by Var(A).
For any two natural numbers m and q we introduce a finite set of types Tp(m, q) and a finite set of sequences of types Ls(m, q).
Lambek grammars and context-free grammars
Definition. A Lambek grammar is a triplet T , D, f , where T is a finite set (the alphabet), D ∈ Tp(\, /), and f is a function f : T → P(Tp(\, /)) such that for any t ∈ T the set f (t) is finite. The language generated by the Lambek grammar T , D, f is defined as the set of all strings t 1 . . . t n over the alphabet T for which there exists a derivable sequent B 1 . . . B n → D such that B i ∈ f (t i ) for all i ≤ n. We shall denote this language by L(T , D, f ).
Definition. A context-free grammar is a quadruple T , W, S, R , where T and W are two disjoint finite sets (the alphabet of terminal symbols and the set of non-terminal symbols), S ∈ W, and R is a finite set of context-free rewrite rules of the form X ⇒ e, where X ∈ W and e ∈ (T ∪ W)
+ . ByḠ(T , W, S, R) we denote the set of all expressions over the alphabet T ∪ W that arise through some finite sequence of rewritings of the start symbol S via the rules of R.
The language generated by the context-free grammar T , W, S, R is defined as
2 Construction of the context-free grammar corresponding to a given Lambek grammar
Our main aim is to prove that for any Lambek grammar there exists a context-free grammar such that the languages generated by these grammars coincide. Here we deduce this result from the hypothesis that every sequent Γ → A derivable in the Lambek calculus can be derived from some short derivable sequents by means of the cut rule only. The hypothesis will be proved later. In order to formalize the notion of derivability by means of the cut rule only, we introduce for every pair of positive integers m and q a calculus Lcut(m, q).
Definition. A sequent Γ → A is an axiom of Lcut(m, q) iff A ∈ Tp(m, q), Γ ∈ Ls(m, q), and the sequent Γ → A is derivable in the Lambek calculus. The only rule of Lcut(m, q) is (CUT ).
Theorem 1 will be proved in Section 6.2.
Theorem 2 For any Lambek grammar there exists a context-free grammar such that the languages generated by these grammars coincide.
Proof. Take an arbitrary Lambek grammar T , D, f . Evidently there are positive integers m and q such that D ∈ Tp(m, q) and for any t ∈ T , f (t) ⊂ Tp(m, q) (since only a finite number of types are relevant in the definition of a language generated by a Lambek grammar).
Assume for convenience that T and Tp(m, q) do not intersect. Now we construct the desired context-free grammar T , W, S, R .
The set R consists of obvious rules describing the function f and of Lcut(m, q)-axioms with their sequent arrows reversed. We must prove that Proof. Easy induction involving the following reduction.
It is easy to see that if there is a Lcut(m, q)-derivation of Θ → D using only cuts whose left premise is an axiom, then Θ ∈Ḡ(T , W, S, R). This completes the proof of
The following lemma is well-known.
, then there exists a sequence B 1 . . . B n ∈ W + such that (i) the word B 1 . . . B n can be obtained from S using only rules from R 2 ;
(ii) for each i ≤ n the set R 1 contains the rule B i ⇒ t i .
Proof. Induction on the number of rewritings. This completes the proof of Theorem 2.
Thin sequents
In this section we introduce the notion of "thin" sequents and reduce Theorem 1 to the "thin" case.
Definitions
Definition. For each natural number i we define a function σ i : Tp → N as follows. (Here N stands for the set of all natural numbers.)
In other words, σ i (A) counts occurrences of the primitive type p i in A. We extend this definition to finite sequences of types.
We make two observations concerning σ i .
Lemma 3 If a sequent Π → A is derivable in the Lambek calculus, then for any i, σ i (ΠA)
is an even number.
Proof. Straightforward induction on derivations.
Lemma 4 For any type
Definition. A sequent Π → A is thin iff σ i (ΠA) ≤ 2 for any i (i.e., no primitive type occurs in the sequent more than twice).
Reduction to the case of thin sequents
Lemma 5 If Theorem 1 holds for thin sequents, then it holds for all sequents of the Lambek calculus.
Proof. Assume that Theorem 1 holds for thin sequents. We prove that for any types
The sequent B 1 . . . B n → D may have several derivations in the Lambek calculus. We consider only one of these derivations and introduce a new primitive type for each axiom instance in this derivation. Let these new primitive types be p q+1 , p q+2 , . . . p q+k , where k is the number of axiom instances in the derivation (i.e., k = 1 2
We define a function φ: {p q+1 , . . . , p q+k } → {p 1 , . . . , p q } associating with p q+i the old primitive type that occurs in the i-th axiom instance in the derivation of B 1 . . . B n → D. We extend the definition to complex types and sequents stipulating
for any types E, E j , F . Now we are going to replace everywhere in the derivation of B 1 . . . B n → D old primitive types by new ones. In axioms this is done in the obvious way (using the new primitive type that corresponds to a given axiom instance as a substitute for the only primitive type occurring in this axiom instance). Conclusions of rules inherit the replacement from premises. (In the Lambek calculus, as well as in the multiplicative fragment of the linear logic, every primitive type in the conclusion of a rule has a unique prototype in one of the premises of the rule.)
Thus we obtain a derivation of a sequent
By our assumption, Lcut(m, q+k) ⊢ A 1 . . . A n → C. It remains to replace in this Lcut(m, q+k)-derivation every sequent Π → E by its image φ(Π → E). We obtain the desired Lcut(m, q)-derivation of B 1 . . . B n → D.
Free group interpretation
Let F G stand for the free group generated by the enumerable set of all primitive types {p 1 , p 2 , p 3 , . . .}. The identity element will be denoted by ε. For any element u ∈ F G, we define |u| as the length of u written as a reduced word, i.e., a word that does not contain any subwords of the form p i p
Definition. The free group interpretation (written as [[ ]]
) is the following mapping of types and finite sequences of types into F G.
D. Roorda obtained this result in terms of atomic markings and balance. The lemma has also an immediate proof in the free group environment [9] . Proof. Induction on derivations.
Obvious. 
Case 7: (/ →) Similar to the previous case.
Interpolation
In this section we prove the interpolation theorem for the product-free fragment of the Lambek calculus and obtain a corollary for interpolation of thin sequents. Interpolation in the product-free fragment of the Lambek calculus is more complicated than in the full Lambek calculus. (See [12] for the proof of the interpolation theorem in the full Lambek calculus allowing empty antecedents.) Namely, in the product-free fragment we must allow not only single types, but also finite sequences of types to appear as interpolants.
, and L ⊢ ΦΘΨ → C. (Some, but not all, of Φ, Θ, and Ψ can be empty.) Then there is a natural number r≥0, there are sequences of types Θ 1 , . . . , Θ r ∈ Tp(\, /) + , and there are types E 1 , . . . , E r ∈ Tp(\, /) such that (i) Θ 1 . . . Θ r = Θ, i.e., the sequence Θ is divided into r nonempty continuous subsequences
We shall write Φ[Θ]Ψ → C instead of ΦΘΨ → C in order to show the selected part of the antecedent.
We say that the sequence E 1 . . . E r is an interpolant for Θ in ΦΘΨ → C. 
Note that no single product-free formula is an interpolant for
Proof of Lemma 7. Induction on the length of a cut-free derivation. Case 1: ΦΘΨ → C is an axiom, i.e., there exists i such that C ≡ p i ≡ ΦΘΨ. Actually, the proof also works for axioms of the form C → C for arbitrary (not necessarily primitive) types C.
In all the following cases we shall consider the partition of premises induced by the given partition of the conclusion of a rule. By induction hypothesis there exist interpolants for the premises.
By the induction hypothesis we find Θ 1 , . . . , Θ r , E 1 , . . . , E r such that Θ 1 . . . Θ r = Θ, L ⊢ Θ j → E j for any j≤r, AΦE 1 . . . E r Ψ → B, and σ i (E 1 . . . E r ) ≤ min(σ i (Θ), σ i (ΦΨC)) for any i. We verify that (i), (ii), (iii), and (iv) hold for the conclusion of the rule (→ \) with the same Θ 1 , . . . , Θ r , E 1 , . . . , E r as for the premise. The clauses (i) and (ii) are evident from the induction hypothesis. The derivation
establishes (iii). The clause (iv) follows from σ i (Γ∆(A\B)) = σ i (AΓ∆B) and the induction hypothesis.
Similar to case 2.
Let E 1 . . . E r and F 1 . . . F m be the interpolants of the left and right premises respectively. It is easy to verify that F 1 . . . F m E 1 . . . E r is an interpolant for the conclusion of the rule (\ →).
Let E 1 . . . E r denote the interpolant for the right premise. We establish that it is also an interpolant for the conclusion. The clause (iii) is obvious. By the induction hypothesis, Γ ′′ B∆ ′ ≡ Θ 1 . . . Θ r . Let the particular occurrence of formula B belong to the part Θ k . Then Θ k ≡ ΞBΥ for some sequences Ξ and Υ.
We putΘ k = ΞΠ(A\B)Υ andΘ j = Θ j for any j = k. Evidently Γ ′′ Π(A\B)∆ ′ ≡ Θ 1 . . .Θ r . Using the induction hypothesis (ii) we obtain
andΘ j → E j for any j = k. This proves (ii). To prove (iv), it is sufficient to observe that
Let E 1 , . . . , E r be an interpolant for the right premise, corresponding to the partition
. . , F m be an interpolant for the left premise, corresponding to the partition Π ′ ≡ Ξ 1 . . . Ξ m . Then, for a suitable sequence Υ,
We show that (F m \(. . . \ (F 1 \E 1 ) . . .)) E 2 . . . E r is an interpolant of the conclusion, corresponding to the partition Π ′′ (A\B)∆ ′ ≡Θ 1 . . .Θ r , whereΘ 1 = Π ′′ (A\B)Υ and Θ j = Θ j for any j = 1.
Clause (iv) is obvious from
Next we prove (ii). We only need to verify that
Finally, we prove (iii).
Case 5: (/ →) Similar to case 4.
Lemma 8 Let the sequent ΦΘΨ → C be thin and E 1 . . . E r be an interpolant for Θ in
(ii) the sequent ΦE 1 . . . E r Ψ → C is thin;
Proof. To prove (i), we note that
To establish (ii), we observe that
It remains to prove (iii). According to Lemma 6 . . , u n ∈ F G, n>1, and u 1 . . . u n = ε, then there is a number k<n such that |u k u k+1 | ≤ max(|u k |, |u k+1 |).
Proof. Let k be the least positive integer less than n such that |u 1 . . .
, and w ⇀ ↽ u k+1 . Now we can apply the following lemma.
Lemma 9.1 If u, v, w ∈ F G, |u| < |uv|, and |uv| ≥ |uvw|, then |vw| ≤ max(|v|, |w|).
Proof. Assume for the contrary that |vw| > |v| and |vw| > |w|.
There exist three reduced words x 1 , y 1 , and 
|v|.
Similarly, there exist three reduced words x 2 , y 2 , and z 2 in F G such that v = x 2 y 2 , w = y −1 2 z 2 , vw = x 2 z 2 , and the words x 2 y 2 , y −1 2 z 2 , x 2 z 2 are reduced. From |w| < |vw| we obtain |y 2 |+|z 2 | < |x 2 |+|z 2 |, whence |y 2 | < |x 2 |, and finally |y 2 | < On the other hand, from |vw| > |v| we obtain |x 2 z 2 | > |x 2 y 2 |, whence |z 2 | > |y 2 |. Contradiction.
Proof of Theorem 1
We shall prove Theorem 1 for the case of thin sequents.
Proof. Induction on A 1 . . . A n . If A 1 . . . A n ≤ 2m, then the sequence A 1 . . . A n belongs to Ls(m, q) and thus A 1 . . . A n → C is an axiom of Lcut(m, q).
Assume that A 1 . . . A n > 2m. We are going to divide the sequence A 1 . . . A n into continuous subsequences
. . . A j l such that 0 < j 1 < j 2 < . . . < j l = n, Π i ≤ m for any i≤l, and Π i Π i+1 > m for any i<l. This is done as follows.
First we choose for j 1 the maximal value satisfying A 1 . . . A j 1 ≤ m. Next, for each i we put j i = max{j | j i−1 <j≤n and A j i−1 +1 . . . A j ≤ m} until we obtain j i = n. Obviously, for any i, Π i ≤ m and Π i Π i+1 > m.
Applying Lemma 9 we find a positive integer k≤l such that |u k u k+1 | ≤ m. The following two cases arise.
we find an interpolant E 1 . . . E r for Π k Π k+1 in Π 1 . . . Π l → C. This means that Π k Π k+1 is divided into r continuous subsequences Θ 1 , . . . , Θ r such that L ⊢ Θ i → E i for every i≤r, L ⊢ Π 1 . . . Π k−1 E 1 . . . E r Π k+2 . . . Π l → C, and E 1 . . .
Note that E 1 . . . E r ≤ m, but Π k Π k+1 > m. Thus It follows that E 1 . . . E r Π l ∈ Ls(m, q) and consequently, E 1 . . . E r Π l → C is an axiom of Lcut(m, q).
On the other hand, for any i≤r, Θ i ≤ Θ 1 . . . Θ r = Π 1 . . . Π l−1 < Π 1 . . . Π l and we can apply the induction hypothesis for the thin derivable sequents Θ i → E i .
The rest of the proof of case 2 is similar to that of case 1.
Proof of Theorem 1. Immediate from Lemma 10 and Lemma 5.
