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RÉS"CMÉ 
Ce mémoire porte ur Pétude d'un mouvement brownien où le paramètre sont dé-
terminés par une chaîne de MarkoY à temps continu , appelé mouvement brownien 
avec changements de régime. Nous nous intéressons à la distribu t ion du premier 
temps de passage de ce processus. En utilisant la méthodologie de Hieber (2014), 
nous arrivons à une expression ana(vtique pour décrire la distribution dans le cas 
où deux régimes existent en alt,ernanee. 
_ · ous illu tron en uite une application financière du mom·ement brownien avec 
changement de régime. En effet. nou cherchon à déterminer i la règle du 80% 
que nous attribuons à Li et Zhou (2006), s'applique toujours dans un contexte où 
les paramètres du mom ement brovïnien ne sont pas connu d avance mais bien 
aléatoire. et décrits par des changements de régime déterminés par une chaîne de 
Markov à temps continu à deux états. 
lous arrivons finalement à un exemple qui montre que la borne inférieure uni-
verselle de 80% ne s·appliqu e pas dan un contexte de changement de régime. 
la probabilité d ·atteinte de 1 objectif pouvant même de cendre sou la barre de 
20%. 
:tvlOTS-CLÉS : mouvement brownien, changements de régime, premier temps de 
passage. 
IKTROD -cTIO~ 
En probabilité; 1 étude du premier temps de passage d;un processus stochastique se 
résume à établir la probabilité que le me ures d'un phénomène aléatoire évoluant 
dan. le temp atteignent pour la première fois un c:ertain niveau à l'intérieur d·un 
intervalle de temps prédéterminé. Ce problème se rencontre fréquemment dan 
plusieurs domaine des sciences appliquées tels que la biologie. l'informatique; 
ainsi que dans certaines sphère économique et financière .. 
En finance, le mouvement brownien et ses eAiension occupent une place impor-
tante dans la modélisation de phénomènes aléatoires comme le prix d'une action 
ou le comportement du marché bour ier. Toutefois, plusieurs modèles supposent 
que le paramètres du mouYement brm-Ynien sont prédéterminé. , alor. qu une mo-
délisation plus réaliste de ce phénomène suggérerai l'emploi de paramètre aléa-
toires. 
Ce mémoire porte sur r étude du premier temps de passage de plusieurs types de 
mouvements browniens. D'abord, au chapitre L on s intéresse au premier temps 
de passage d un mom·ement brownien standard avec dérive et géométrique. Puis 
le chapitre 2 porte sur le premier temps de passage d'un mouvement brownien a,·ec 
dérive où le paramètre ont régi par une chaîne de 1arkov à temps continu 
connu dans la li ttérature comme un mouvement brownien avec changements de 
régime. F inalement le chapitre 3 ill ustre une application financière d 'un modèle 
de mom ement brownien avec changements de régime. 
CHAPITRE I 
PREMIER TEMPS DE PASSAGE D;U 1 MOUVEMK T BROvY ïIEN AVEC 
DÉRIVE 
En premier lieu, nous nous intéressons au premier temps de passage du mou-
vement brownien standard, aussi appelé processus de Vliener, et du mouvement 
brownien avec dérive. Il serait approprié de rappeler certaines notion de processus 
stochastiques avant de passer à la dérivation du premier temps de passage. 
1.1 Rappels de processu stochastiques 
D éfinit ion 1.1.1. Un processus stochastique est une collection de variables aléa-
toires indicées {X(t)} , où t ET Ç IR. 
D éfinit ion 1.1.2. Un processus stochastique {W(t) : t ~ O} est appelé mou-
vement brownien standard, ou processus de Vvïener s'il satisfait aux conditions 
suivantes : 
l. Ti\/(0) = O. 
2. W(t) "'N(O , t) pour tout t > O. 
3. {W(t ) : t ~ O} a des accroissements indépendants et stationnaires. 
Il est intéressant de noter qu 'une combinaison linéaire de mouvements browniens 
standards indépendants avec coefficients non tous nuls est , à une constante prè , 
un mouvement brownien. 
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Théorème 1.1. Soient TiV1 (t), .. . , Hlm(t) de mouvement. bwwniens tandards 
indépendants et . oient a1 , . . . , am E IR de constante non toutes nulles . Alors, 
m 
X(t) = 1 L aiT1Ci(i) e. t un mouvement brownien standard. 
J"L7=,1 a; i = l 
Démonstration. Il suffit de montrer que X(t) satisfait aux 3 condition de la dé-
finition 1.1. 2. 
m m 
1. On a bien X (O) = L aiH1i(O) = L a1 · 0 = O. 
i=l i=O 
2. Soit i > O. Comme X (t) est une somme de normales ind épendantes, alors 
X (t) e t également une ,·ariable aléatoire de loi normale d"esp( érance E[X )(t~ = 
m 1 m 1 L E [T1Vi(t)] = 0 et de ,·ariance Var [X (t)] = L a;t = 
i=l J"L7=,1 a; i = l /"L7=,1 a; 
t . On a bien X(t) '"'-' (0, t ). 
3. Soient s > 0 et t > O. Pour la stationnarité des accroissements. on a 
X (t+s)-X(t) = 
Les accroissements ne dépendent donc pas de t. 
De plu , pui que le accroissements de chaque Hli(t) sont indépendants et 
que les T,Vi(t) sont indépendants, lï ndépendance des accroi ements de X(t) 
peut être déduite en montrant que ceux-ci ont comme loi conjointe une 
normale mult ivariée et que leur covariance est nulle. 
On conclut que le processus X(t) est donc un mouvement brownien standard 
puisque les 3 condition de la définit ion sont re pectée . D 
D éfinit ion 1.1.3. "Gn proces u toch tique {X(t) : t 2:: O} est appelé mouYe-
ment brownien a,·ec déri,·e si 
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X (t) = µl + o-W(t), 
où îiV(t ) est un mouvement brownien standard, µ =/: 0 et a- > O. De plus on 
appelle µ la dérive et a- la volatilité. 
Définition 1.1.4. Un processus stochastique {X(t) : t ;:::: O} est appelé mouve-
ment brownien géométrique s il satisfait à l'équation différentiell e stochastique 
dX(t) = µX(t )dt + o-X(l)dH'(t), X (O) = xo E IR, 
où Ml (t ) est un mouYement broVi nien standard, µ E IR et a- > O. De plus, il est 
bien connu que runique solution à cette équation est 
X(t) = X(O) exp ( ( µ - ~
2
) t + a-vV(t) ) . 
Une fo is le mouvement browni en défi ni, nous nous intéressons au premier instant 
où celui-ci atteint un seuil prédéterminé a E IR. On peut définir ce concept de 
façon mathématique de la manière suivante. 
Définition 1.1.5 . Soit {X(t) : t ;:::: O} un proce sus stochastique. On définit Ta, 
le premier temps de passage au niveau a, comme étant 
Ta= { inf{t > 0 : X(t);:::: a} si a;:::: X(O) 
inf { t > 0 : X ( t) ~ a}, si a < X ( 0). 
Finalement, il serait ut ile de défin ir la distribut ion inverse-gaussienne qui sera ut i-
lisée lors de la di t ribut ion du premier temps de passage d'un mouvement brownien 
avec dériYe. 
Définition 1.1.6. Soit X une ·rnriable aléatoire. On dit que X suit un loi inverse-
gaussienne de paramètre À > 0 et 1  > 0, que l'on note X ,......, IG(>- , v) , si la densité 
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de X est donnée par 
{ 
[
_À ] 
1
1
2 
exp ( - ,\(x _ v)2) 
fx(x)= ox32n 2v2x Si X> 0, 
smon. 
1.2 Di tribut.ion du premier temps de passage 
On peut maintenant chercher la distribution du premier temps de passage d'un 
mouvement brownien avec dérive. D abord . on peut trouver aisément la densité 
du premier temps de passage d'un mouvement brownien standard. En effet, si 
Ti\" (t) est un moU\·ement brownien standard. on a pour a> 0 et T > 0 
P(Ta :ST) P(Ta :ST n X(T) 2'.'. a) P(Ta :S T n X(T) < a) 
P(Ta :S TIX(T) 2'.'. a) P(X(T) 2'.'. a) 
+ P(X (T) < alTa :ST) P(Ta :S T ) 
1 · ( 1 - <I> ( rT)) + l P (Ta :S T ) 
2<I> (;)) 
(par symétrie) 
où <I>(,) désigne la fonction de réparti t ion d'une loi normale centr ' réduite. En-
suite, il suffit de dériver par rapport à T pour obtenir la densité. On obtient alors 
{ 
a ( a
2
) d exp - - i T > 0, 
!Ta.W(t )(T ) = dT P(Ta :S T ) = T 312 ./2.Tt 2T . 
0 . mon. 
A partir de ce résultat, on peut facilement d ' duire le résultat du cas où µ = 0 
a 
et u > 0 arbitraire. En effet, on a X(t) > a si et seulement si W(t) > - . On en 
(J' 
déduit donc 
si T > 0, 
mon . 
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_ otons que si a < 0, on utilise la propriété de symétrie du mouvement brownien 
pour obtenir les densités pour ce cas. Il uffit de remplacer a par -a dans les 
densités précédentes. 
F inalement, on ut ilise les deux résultats précédents pour déduire le cas µ -/= 0 et 
O" > O. Puisqu 'il s'agit d"un résultat b ien connu, on ne présentera qu'une ébauche 
de la preuve se trouvant dans Karatzas et Shreve (1996). 
La clé pour arriver au résultat est d'invoquer le t héorème de Girsanov. Soit X(t ) = 
W (t ) + µt, où µ-/= O. Alors, en vertu de ce théorème il existe une unique mesure 
de probabilité p (µ ) sous laquelle le processus W(t) = W(t) -µtest un mouvement 
brownien standard. De plus, pour tout événement A E Ft'1 , p (µ) satisfait à 
p(µ)(A) = E[ A exp(µW(t) - µ2t/2)], 
où A désigne la fonction indicatrice de l 'événement A. Par ailleurs, on a que sous 
p (µ) T,V(t ) = W(t) + µt est un mouvement brownien avec dérive. On a alors 
E[ {Ta:ST} exp(µW( T ) - µ 2T / 2)] 
E[ {Ta:ST} E[exp(µW(T) - µ2T /2) IF :in(Ta,T)ll 
E[ {Ta:ST} exp(µ îiV (min(Ta, T )) - µ2 min(Ta, T )/ 2)] 
E[ {Ta:ST} exp(µa - µ2Ta/2)] 
1T ( 1 ) lai ( a2 ) exp µa - -µ 2s 1 -J2ii- exp -- ds 0 2 s3 2 21r 2s 
puisque l'on connaît la distribut ion de Ta pour le mouvement brownien standard 
W(t) . On en déduit donc que la densité du premier temps de passage d'un mou-
vement brownien avec dérive où O" = 1 est 
{ 
lai exp (- (a-µT)2 ) siT>O 
fr0 ,µ=pO,cr=l(T) = T 312 v'2n 2T ' 
0 sinon. 
Enfin. pour le cas du mouvement brm,·nien avec dériYe avec O" > 0 arbitraire, 
il suffit de remarquer que diviser le processus X (t) par O" nous ramène au cas 
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précédent. Le terme de dériYe de,·ient !!. et la nom·elle barrière à franchir est 9-_. 
Œ Œ 
On a donc que la densité d'un mouvement brownien mec dérive X(t ) est donnée 
par 
{ 
\a\ ( (a - µT )2 ) 
h.x(t)(T) = ;T'i'./2,i exp - 2a2T si T > O; 
sinon. 
Il est important de noter que cette densité est incomplète dans le cas où µ et a 
sont de signes opposés. En effet, on peut montrer que 
P(Ta < oo) = exp(µa - \µ,a.[). 
qui vaut 1 si et seulement si µ et a sont de même signe. Pour montrer l ;égalité 
ci-haut , il fa.ut d 'abord calculer E[e-sTa] = e-lalv2s, s > 0, pour un mouvement 
brownien standard W(t). Puis. on substitue cette ,·aleur dans l'équation p (µ.)( Ta ::; 
T ) = E []{r
0
::;r} exp(µa - µ 2Ta/2) ] en faisant tendre T vers rinfini et en posant 
µ2 
s= 2· 
Finalement, on remarque que si µ et a ont de signe opposé , alor Ta uit une 
a 2 a 
loi inver e-gaussienne de paramètres À= 2 et v = -. Œ µ 
1.3 Exemple d 'application 
Considérons une application financière pour un modèle de mouvement brownien 
géométrique tirée de Particle de Li et Zhou (2006) . 
On s'intéresse au cas d'un inve tisseur ayant une richesse initial x0 et qui souhaite 
atteindre un objectif z à hntérieur d'un horizon de temps prédéterminé T. On 
considère un marché constitué de m+ 1 titres: d 'abord, un compte d 'épargne sans 
risque à taux d'intérêt connu r(t) pour tout t E [O , T ], que l'on peut décrire par 
l'équation différentielle tochastique suiyante 
dSo(t) = r(t )S0('t)dt , t E [O, T], 
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et m titres avec ri que (actions) dont le processus de prix est donné par 
dS,(t ) - S,(t ) [µ, (t )dt + t o-,;(t)dW;(t )] , t E [ 0, T ], i E { 1 , ... , m} , 
où les U 1(t ) sont des mouvements browniens standards indépendants , µi(t ) est le 
taux d"appréciat ion de !"action i au temps t et Œij(t ) est la volatilité des actions. 
On suppose les µi(t ) et Œij(t ) connus pour tout t E [O , T ] et on po e les conditions 
init iales 50 (0) = s0 > 0 e Si(O) =si> 0 si i E {l , ... , m}. 
Soit X (t ) la richesse de hnvestisseur au temps t E [O, T]. En supposant que les 
échanges d 'actions sont autofinancées et continue et qu il n'existe pas de frais liés 
à ces échange , on peut montrer que X(t ) satisfait à 
dX(t) - { r(t)X(t) + t[µ ,(t) - r(t)J1r,(t) } dt + t ta-;; (t)1r,(t)dW;(t), 
pour tout t E [O , T] avec X(O) = x0 > 0 et 1r1(t) désignant la valeur totale des 
parts de l'action i dans le portefeuille au temps t . 
Sous ce marché, on considère le portefeuille optimal selon la stratégie moyenne-
Yariance de Marko"·itz. Cette statégie consiste à choisir le portefeuille ayant la 
plus petite variance tout en atteignant en moyenne l'objectif z . Dans les faits on 
cherche à minimiser E[(X(T)- z)2] sous les contraintes E[X(T)] = z et X(O) = x 0 . 
La solution à ce problème, si elle existe, porte le nom de portefeuille efficient . 
Évidemment, nous supposons z > x0efZ' r(t)dt, sans quoi le problème serait trivial 
(l 'objectif z serait toujour atteint au temp T en laissant la richesse initia.le x0 
dans le compte sans risque). 
Pour alléger la notation, on définit la matrice de covariance Œ( t) = ( Œi) t) )mxm, 
le vecteur 
B (t ) := (µ 1(t) - r(l ), ... ,µm(t ) - r(t)), t E [O, T], 
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et le vecteur 
e(t) = (e1(t), ... , em(t)) := B (t)[CY(t) 't1, t E [O, T ], 
où' dénote la transposée vectorielle ou matricielle et CY - 1 (t ) est l'inverse matriciel 
de CY(t) . On peut alors réécrire le processus de richesse comme 
dX(t) = [r(t)X(t) + B (t)7r(t)] dt + 7r(t)'CY(t)dî~! (t), t E [ü, Tl, 
où ~! (t) = (~11 (t), .. . , Wm(t)) est le vecteur contenant les m mouvements brow-
niens standard indépendant . 
Il est possible de montrer que l'unique portefeuille efficient est donné par 
'lf z(t) = (7r{(t), ... , 'lf~(i))' = -[CY(t)CY(t)'t1 B(t)' [x (t) - rye-ft r(s)ds] ) 
z _ X e- Jilr(t)- l61 (t)l2Jdt 
où 'Y= 0 r et 1 · 1 désigne la norme v ctorielle. 
1 _ e- J0 1e(t)l2dt 
.AJ.i.n d 'étudier la probabilité de l'atteinte d 'un objectif d 'investissement selon cette 
stratégie, il nous faut poser Tz le premier temps où la richesse X (t ) atteint la valeur 
escomptée de z, qui correspond à l'instant où l'on pourra placer toute la richesse 
dans le compte sans risque et atteindre l'objectif dïnvestissement avec cert it ude. 
Cela correspond à 
Tz = inf {t E [O,T] : X(t ) = zexp ( - lT r(s)ds)}. 
De plu , on pose inf 0 = +oo dans le cas où l'objectif d 'investissement n 'est pas 
atteint à Pintérieur de 1 'horizon prédéterminé. 
Pour arriver à calculer analytiquement cette probabilité, on doit d 'abord réécrire 
le premier temps de passage sous une autre form e, à l 'aid e d 'un changement de 
variable, pour se ramener à un processus connu. 
Théorème 1.2. Pour tout z > x0 exp(f{ r(t)dt), on a 
Tz = inf { 0 ~ t ~ T: ~ 1t 1e(s)l2ds + 1t e(s)dW(s) = 1T 1e(s) l2ds } . 
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Démonstration. Poson Y(t) = X (t) - ,e- It r(s)ds _ On a 
dY (t) = dX (t) - r (t )'Ye- ft r(s)dsdt , t E [O, T]. 
En ubstituant 1ï(t) par le portefeuille efficient 1ï2 (t) dans l'équation de richesse 
dX(t) = [r(t) X (t) + B (t)1ï(t)] dt + 1ï(t)'c,(t)dW(t) , t E [O , TL 
on arrive à 
dY (t) = {r(t )(Y (t) + Ïe-ft r(s)ds) - B (t)[c,(t)c, (t)'J-l B (t)'Y (t) 
-r(t )ïe-ft r(s)ds}dt - Y(t )'B(t) [c,(t)c,(t)'J- 1c,(t)dW(t) , t E [O, T ], 
qui peut se simplifier comme 
dY(t ) = [r(t ) - IO(t)l 2]Y (t)dt - e(t )Y (t) dî-1 (t), t E [O , T], 
étant donné que c,(t)c,(t)' est symétrique et que IO(t)l 2 = e(t )O(t)' car O(t) est un 
vecteur ligne. 
T X _ -e- J[ r(t)dt 
ïous avons comme condit ion initiale Y(O) = x0 - ïe- f, r(s)ds = 0 "' T . 1 - e- fo JO(t )l2dt 
Or, de façon analogue au mouvement bro,,rnien géométrique, il est connu que cette 
équat ion différentielle stochastique admet comme unique solution 
Y(t ) = Y(O) exp (1t [r (s) - ~IO(s)l 2 ] ds -1t O(s)dvV(s)) , 
Il s'ensuit que 
X(t ) - ze- ft r(s)ds Y(t ) + (ï _ z)e- Jt r(s)ds 
e- Jt r(s)ds (z _ Xoef[ r(s)ds) 
ef[ IB(t)l2dt _ 1 
t E [O,T] . 
x [l - efZ' IB(t)l2dt exp(-~ 1; IO(s) [2ds - 1; O(s )dHI (s) )] . 
e- Jt r(s)ds(z _ X efZ' r(s)ds) 
Puisque T O > O. la valeur escomptée de z est atteinte par 
efo JO(t)l2dt _ 1 · 
le portefeuille, ( est-à-dire X ( t) = ze- It r(s)ds, si et seulement si le terme entre 
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crochets est égal à zéro, ce qui signifie 
31t 1t lT 
- IB(s)l 2ds + B(s)dW(s) = IB(s)l 2 ds. 
2 0 0 0 
D 
En écrivant le processus sous cette forme, il nous est maintenant possible d'évaluer 
le. probabilité. associée au premier temps de passage à l 'aide de résultat connus 
et d 'une technique de changement de temps. Toutefois , nous allons d abord tenter 
d'illus rer la règle à l'aide d'un exemple. 
Dans l'énoncé du théorème 1.2, il est intére sant de noter que si r(t ). O"(t ) et µ(t) 
sont constants sur [O , Tl, alors B(t) = e est constant et le processus décrit du côté 
gauche de l"équation est un mouvement brownien avec dérive où le paramètre 
de dérive est µ* = ~IBl2 et le paramètre de volatilité est O"* = 1e1 en vertu du 
théorème 1.1. De plus, la barrière que ce proce sus doit atteindre, qui se trouve 
du côté droit de l'équation , ne dépend pas de la richesse initiale x 0 ni de l 'objectif 
à atteindre z. 
Supposons que l'on modéli e un marché de m = 10 actions et un titre sans risque 
par le modèle moyenne-variance de Ivfarkowitz. Pour simplifier les calculs suppo-
ons que les 10 actions proviennent de secteurs économiques indépendants ce qui 
signifie que D"i)t) = 0 pour tout t > 0 si i-/: j. 
Considérons le. paramètres de marché suivants : pour l'action i E {l , 2, ... , 10}, la 
volatilité et la dérive au temps t sont constantes et identiques, D"ii(t) = O" = 0.05 et 
µi(t) = µ = 0.03. Supposons que le taux d'intérêt du titre sans risque est constant 
pour tou t > 0, r(t) = r = 0.01. Un investisseur utilise la stratégie moyenne-
Yariance de . farkowitz en espérant faire croître une richesse initiale x 0 = 1 de 
20% (z = 1.20) en plaçant dè que possible a richesse dans le titre sans risque. 
On s 'intéresse à la probabilité d 'atteindre cet objectif d 'inve. t issement au temp 
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T > O. 
Comme r(t ) a(t) et µ(t ) ont fixes ur l'horizon [O, T] pour tout T > 0, il s'ensuit 
que la ,·aleur de e(t ) est également constante sur [O T], qu e nou noterons e. 
Par conséquent la distribution de Tz, l'instant où ron place toute la richesse 
dans le compte d'épargne, correspond à celle du premier temps de passage d'un 
3 
mouvement brownien de paramètres µ * = 21e1
2 et a* = 1e1 à travers une barrière 
fixe a* = 1T 1e( )12ds = r 1e1 2 . Puisque e =/. O. µ* et a* sont tous deux positifs et 
il s 'ensui t que Tz rv IG (À= T2 1e12 , v = 2;) par la section 1.2. 
VlO · (0.03 - 0.01) 2 En uite on calcule 1e1 = )B(t)[a(t)1J-1 [a(t)J - 1B (t)1 = _2 O.Ob 
1.6. Il nous est maintenant possible d'évaluer la probabilité que l'investisseur at-
teigne son objectif de faire croître de 20% sa richesse d 'ici un temps d 'échance T 
prédéterminé, c'est-à-dire P(Tz ::; T ). Pour ce faire , il suffit d 'évaluer la fonction 
de répartition de Tz, une variable aléatoire de loi irn·erse-gaussienne. 
Graphiquement , si on fait ,arier T de 0.01 à 10 par des saut de 0.01. nou obtenon 
avec raid e du logiciel MATLAB le graphique suivant : 
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Figure 1.1 Probabilité d'atteinte d'un objectif d 'investissement 
On remarque que la probabilité d'atteindre l'objectif est toujours supérieure à 
80%, quel que soit T. Cette borne inférieure n'a rien à voir avec nos choix de 
paramètre . En effet, une propriété intéressante de cette stratégie est que la pro-
babilité d'atteindre l'objectif z au temps T est toujour. supérieure à 80%, peu 
importe les paramètres du marché et l'horizon T considéré. Dans la littérature, 
cette propriété porte le nom de règle du 80%. 
1.4 La règle du 80% 
Dans cette section, nous allons démontrer la règle du 80%. D'abord , il serait 
pertinent de rappeler la définition de la fonction d'erreur afin d'alléger la notation. 
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D é f i n i t i o n  1 . 4 . 1 .  S o i t  x  E  I R .  O n  d é f i n i t  l a  f o n c t i o n  d ' e r r e u r  E r f c ( x )  c o m m e  
2  e - u  d u .  
1
0 0  2  
E r f c ( x )  : =  f a  x  
I l  e s t  f a c i l e  d e  v é r i f i e r  E r f c ( x )  =  2 ( 1  - N ( . . / 2 x ) ) ,  o ù  N ( x )  =  F L . e - u
2
1
2
d u  
l
x  1  
- o o  V  2 7 ï  
d é s i g n e  l a  f o n c t i o n  d e  r é p a r t i t i o n  d ' u n e  l o i  n o r m a l e  c e n t r é e  r é d u i t e  é , · a l u é e  e n  x .  
T h é o r è m e  1 . 3 .  S o i t  z  >  x
0
e f !  r ( t ) d t .  L a  p r o b a b i l i t é  q u e  l e  p r o c e s s u s  d e  r i c h e s s e  
X  (  t )  d é c r i t  p a r  l e  p o r t e f e u i l l e  e f f i c i e n t  a t t e i g n e  l a  v a l e u r  e s c o m p t é e  d e  z  d  ï c i  l e  
t e m p s  T  e s t  d o n n é e  p a r  
P ( T z  ~ T )  =  
~ E r f c  ( - J 1 ; 1 e ( s ) l
2
d s )  
2  2 . . / 2  
+ ~  e x p  (  3 1 T  1 e ( s )  l
2
d s )  E r f c  (
5
V  J ;  1 e ( s ) l 2 d s )  
2 . . / 2  .  
31t  1t  
D é m o n s t r a t i o n .  P o s o n s  c . p ( t )  =  - 1 e ( s ) l
2
d s  +  e ( s ) d v V ( s )  p o u r  t  E  [ O,  T ] .  E n  
2  0  0  
v e r t u  d u  t h é o r è m e  p r é c é d e n t ,  o n  p e u t  é c r i r e  
T z  =  i n f  {  0  ~ t  ~ T :  c . p ( t )  =  1 T  1 e ( s ) l 2 d s }  .  
E n  v e r t u  d ' u n e  t e c h n i q u e  d e  c h a n g e m e n t  d e  t e m p s  ( Yo i r  I d e k a .  e t  , V a t a n a b e ,  1 9 8 9 ) ,  
i l  e x i s t e ,  s u r  l e  m ê m e  e s p a c e  d e  p r o b a b i l i t é ,  u n  m o u v e m e n t  b r o V l ' n i e n  s t a n d a r d  
-
W ( t ) ,  t  2 ' .  0 ,  t e l  q u e  
1t  e ( s ) d W ( s )  =  W ( , B ( t ) L  t  E  [ ü ,  T l ,  
o ù  , B ( t )  : =  1t  1e ( s ) l
2
d s .  I l  s ' e n s u i t  q u e  
3  -
< p ( t )  =  2 8 ( t )  +  î , V ( , B ( t ) ) ,  
t  E  [O, T ] .  
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De plu , on remarque que inf { 0 ~ t ~ T: cp(t) = 1T 1e(s) l2ds } ~ T si et seu le-
ment si up <p(t) 2 ( T 1e(s)l2ds. On a donc 
09~T lo 
P(Tz ~ T ) = p ( up (t) 2 (T 1e(s)l2ds) 
O<t<T lo 
P ( - ~P (~t + w(t)) ;:: f3(t) ) . 
O~t~/3(T) 2 
Or, selon Borodin et Salminen (page 250. 1.1.4). cette probabilité est égale à 
P(T2 ~ T ) = ~ Erfc ( (3(T) - (3/2) v/frÏl) 
2 J2(3(T) v2 
+~ 3/3(T) Erf ( (3(T) + (3/2) v/frÏl) 
2 J2(3(T) v2 
~ Erfc ( - v/frÏl) + ~e3.B(T) Erfc ( Sv/frÏl ) 
2 2../2 2 2../2 
~ Erfc ( - J J; 1.e(s)l2ds 
2 2-/2 
l-----
+3J[l•(,)l'd Erfc ( 0 J~:)l'ds) 
puisque (3(T) = 1T 1e(s)l2ds. D 
Ensuite, pour alléger la notation, nou. allon poser 
f(x) := -Erfc -- + - x Erfc -1 ( X ) 1 3 2 ( 5x ) 
. 2 2.)2 2 2../2 ' 
A,·ant de poursuivre, il nous faudra les deux lemmes suivants. 
Lemme 1.4. Pour tou T > 0 P(T, ST)~ f ( lr 18( )l'ds). 
Démonstration. Le ré ultat e. t immédiat en vertu du théorème 1.2. D 
Lemme 1.5 (Abramowitz et Stegun, 1972) . Soit x > O. Alors, 
T(x) :S 1 - J4 + x2 - x e-x2;2 _ 
2./'iii 
Démonstration. Soit Y une Yariable aléatoire dont la densité est donnée par 
{ 
ye-y
2
:\ si y 2 x, 
f y(y) = f x ye-Y / dy 
Ü Î y < X. 
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Par lïnégalité de Jensen. on a E [ ~-] 
pour y > O. On en dédui t 
1 . . 1 2 EIY] puisque la fonct10n y est convexe 
J; e_Y2/2dy fx ye_Y2 /2dy 
r 2/ > roo 2/ · Jx ye-Y 2dy - Jx y2e-Y 2dy 
On p eut évaluer deux de ce intégrales. D'abord on a directement 
1 ye_Y2/2dy = [-e- y2/2] ,y=oo = e-x2/2 . X y=x 
En intégrant par parties, on po eu= y et dv = ye-Y2!2dy pour obtenir 
100 y2e-y2/2dy = [-ye_Y2/2] ,y= - 100 - e-y2/2dy = xe-x2;2 + 1 e_Y2/2dy. X y=x X X 
En substituant ce valeurs dans l 'inégalité précédente et en multipliant , on a (1 e-•'l'dy) ( xe-•'i' + 1 e-•'i'dy), > e-•' (f -,'i'dy + xct') > _,, + x':-•' 
1 -y2/2d xe-x2 /2 ? R2 e y + > e-x-/2 l + -4 X 2 1 e_Y2/2dy > -x212 J 4 + x2 - X e 2 . 
1 100 2 En remarquant que N(x) = 1 - ~ e-Y l 2dy on a 
y27ï X 
./'iii(l - N(x)) > -x2 / 2 J 4 + X
2 
- X 
e 2 
{:;> - (x) J 4 + x
2 
- X -x2;2 < 1- e 2'12ii ' 
ce qui corre pond à l'énoncé du lemme. D 
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Le premier lemme justifie l'étude de la fonc ion auxiliaire f en explicitant le 
lien entre celle-ci et la probabilité d'atteindre l"objectif à l'intérieur de l 'horizon 
[O, T] prédéterminé. Le second lemme. quant à lui . sera utilisé dans le calcul de la 
borne inférieure uni,·erselle de la probabilité d atteinte de ] 'objectif. Tou avons 
maintenan tous les outils nécessaires à la dérivation de cette borne, c'e -à-dire 
la fameuse règle du 80%. 
Théorème 1.6 . 
f(x) 2:: ]\- (~) + ]__ (10 e- 1/ 10 ~ 0.8072 vs 12V-; \lx 2::. O. 
Démonstration . D'abord, on peut réécrire f(x) en fonct ion de (x) en utilisant 
la relation Erfc( x) = 2( 1 - N ( ,./2,x)). On a 
f(x) 1 f ( X ) 1 3x2 c ( 5x ) - Er c --- + -e Enc --
2 2,./2 2 2\/2 
( 1 _ N ( -; ) ) + e3x2 ( 1 _ _ r ( 5
2
x) ) 
]\ (;) + e3x2 ( 1 _ N ( s;)) 
pour tout x 2:: O. Ensuite, en utilisant le résultat d"Abramowitz et Stegun, on a 
f(x) > NGj+e'"' (1-(1- c(5x/2)'/2/4+(5;;,;-5x/2)) 
N ( :. ) + e-x2 18 Jl6 + 25x2 - 5x. 
2 4~ 
( x) 2 Jl6 + 25x
2 
- 5x Posons maintenant g(x) := N 2 e-x I 4.)27r pour tout x 2:: O. En 
dérivant g(x) , on obtient, après quelques manipulations, 
e-x
2
/8 [ ( 5x2 25x3 ) ( 2lx 3)] 
g'(x) = ~ 16 - 16Jl6 + 25x2 + 4Jl6 + 25x2 - 4 · 
5x2 25x3 5x2 25x3 
On remarque que - - > - - ~ = 0 pour tout x 2:: O. On 
16 16Jl6 + 25x2 - 16 16v L,VX-
. 1. . 2lx . . 1 remarque aussi que ·expression est strictement croissante orsque 
4Jl6 + 25x2 
2lx 3 21 3 
x > l. On a donc - - > fi," - - > 0 pour tout x > l. 
4Jl6 + 25x2 4 - 4v41 4 -
19 
On peut alor conclure g'(x) > 0 pour x ~ l et on en déduit g(x) > g(l ) -
(1) VÎl-5 - + - 1/ .,/2ii ~ O. 150 pour tout x ~ l. 2 4 27ï 
Par ailleurs, comme f (x) est continue ell e doit admettre un point minimum x* ur 
l'intervalle [O, 1]. Étant donné que f(x) es différentiable, on doit avoir f'(x*) = 0 
dans le ca où x* E (0 , 1). 
Pour x E (0, 1), on calcule 
x - --e + xe - . - - --e e !'( ) _ 1 - x 2 / 8 3 3x2 (l T\ (5X)) 5 3x2 - 25x2 / 2-/'h 2 2 .,/2ii 
- 3xe3x
2 (1-N (5t) ) - ~e- x2 / . 
Puisqu 'on doit également avoir f'(x*) = 0, on en déduit la relation 
Donc, si ce x* existe, par la définition de la fonction f il doit satisfaire à 
f(x*) 
Ensuite, poson 
h(x) := (X) 1 - x2 / - + e 2 v'iii3x ' XE (0 , 1) , 
et étudions cette fonc ion . En déri,·ant on calcule 
h'(x) 1 - x2 ; 8 1 - x2 ; 8 1 --e e ----
2.,/2ii 12~ 3J2;x2 
~ (5 __ 1) 
./2ri 12 3x2 · 
Puisque l'exponentielle e t toujours strictement po it i,·e, on constate que la seule 
2 
racine de h et a tein e en x = ,;g· De plu on remarque que h'(x) < 0 i 
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0 < x < x et h'(x) > 0 si x < x. Alor. , x e t le minimum global de h, ce qui 
implique 
h(x ) ~ h ( Js) (_l_) + 2_ {10 - 1/ 10 ~ O. 072 v15 12 V-:; pour x E (0 1). 
De plu . on a f(O ) = 1 et f (l ) ~ O. 162. On conclut donc que le minimum de .f 
ur l'intervalle I0,1] est atteint en un certain x* tel que .f(x*) ~ h(x) ~ O. 072. 
P uisque pour tout x ~ l. f(x ) ~ g(x) ~ g(l ) ~ O. 150) on déduit le résultat 
énoncé au début du théorème. soit 
f(x) ~ l\T (~) + 2_ filie - 1110 ~ O. 072 
../5 12 y-:; Vx ~ O . 
D 
Enfin. il suffit d 'as embler ce résultat pour arriver à la règle du 80% .. ous devons 
ce résultat à Li et Zhou (2006). 
Théorème 1.7 (La règle du 80o/c) . Pour tout T > 0, 
P(Tz ~ T ) ~ .A ( ~) + 2_ filie- 1110 ~ O. 072. 
v0 12V-:; 
Démonstration . Le résultat est immédiat en vert u du lemme 1.3 et du théorème 
·T 
1.5 pui que h IB(s)l 2ds et toujour sup 'rieur ou égal à O. D 
ou avons donc montré que sous cette tratégie d 'invest i sernent, la probabilité 
qu 'un objectif soit atteint est touj ours supérieure ou égale à 80%, quel. que soient 
le para.mètre du marché et le temps dont on dispose. 
CHAPITRE II 
PREMIER T EMPS DE PASSAGE D; - I MOUVEME IT BROW IIEN AVEC 
CHANGEMENTS DE RÉGIME 
Au chapitre précédent, nous nous sommes intéressés à un modèle financier com-
portant un mouvement brownien avec dérive et nous avons montré que ce modèle 
possédait une propriété très intéressante. En fait, quelque soit l'objectif visé et 
la fenêtre de temps dan laqu li e on désirait l'atteindre, l'investisseur touchait la 
richesse souhaitée plus de 80% du temp . 
Toutefois; Putilisation de ce modèle dans un tel contexte peut sembler élémentaire. 
En effe ; ce modèle suppose que les paramètres du marché, c'est-à-dire la dérive et 
la volatilité représentés par les paramètres d'un mouvement brownien avec dérive, 
sont constants tout au long de la péri ode d;im'estissement. Or, il serait plus naturel 
de supp oser que ceux-ci varient de façon aléatoire au fil du temps. 
Dan ce chapitre nous nous intéressons à un modèle de mouvement brownien 
dont les paramètre varient de façon aléatoire selon le temp parmi un nombre 
fini de valeurs po sibles . Le modèle est le mouvement brownien avec changements 
de régime. 
Essentiellement , nous allons montrer qu'il existe une expression analytique pour 
décrire le premier temps de passage d 'un tel modèle à tra,·er une barrière fixe. 
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2.1 Rappel sur le chaines de Markm à temps continu 
Avant de présenter le modèle de mou-vement brownien avec changements de régime, 
il est pertinent de faire quelques rappels sur les chaines de JVIarkov à temp continu. 
qui ont nécessaires à la construction du modèle. 
Pour ce qui suit, on construira la définition de chaine de MarkoY à temp continu 
comme extension de la chaîne de Ivlarkov à temps discret impliquant un généra-
teur. 
Définition 2.1.1. Soit Q une matrice réelle carrée S x S, où SEN*. On dit que 
Q est un générateur infinitésimal si elle satisfait aux conditions sui,·antes : 
1. La somme des éléments de chaque ligne de Q est O. 
2. Les éléments sur la diagonale de Q sont strictement inférieurs à O et les 
autres ont non-négatifs . 
Définition 2.1.2. Soit S un ensemble fini. ln processu tochastique {X(k ) 
k E N} est appelé chaîne de MarkoY à temp discret si 
P(X(k + 1) = Sk+1IX(k) = sk) = P(X(k + 1) = sk..-1IX(k) = sk, ... , X(O) = s0), 
où sa, ... , Sk+1 E S. 
Dans une chaine de Markov à temps discret, on dénote les probabilités de transi-
t ion P (X(k+l) = jlX(k) = i) = Pii · Il est important de noter que ces probabilités 
sont stationnaires, c'est-à-dire qu'elles sont les mêmes quel que soit k E N. Cela 
revient à dire que la chaîne est homogène. 
Il est assez simple de con t ruire une chaîne de Markm· à temps continu à partir 
d: une chaîne à temps di cret. En effet, il. uffi de générer un temps d'attente entre 
chaque transition afin de mettre le temps sur une échelle continue. A partir d'un 
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générateur Q, on peut con truire une chaîne de Markov à temps continu 8(t) où 
t 2: O. grâce à l'algorithme suivant : 
1. Définir un état initial X (O) E {l) .. . , S} à la chaîne de Markov à temps 
discret. Cela peut être fait à partir d'une distribution initiale 7ïo ou encore 
de façon déterministe. 
2. Poser k = 1 et t0 = O. 
3. Générer le temps d'attente t1r selon une loi exponentielle de paramètre 
-qx(1r-1 )X(k-1 ). c · est-à-dire avec la probabilité 
P(t1r > tlX(k - 1) = i) = eq;;t t 2: o. 
4. Générer l'état après la transition X(k) E {l, ... ) S}, où les probabilité de 
transition sont données par 
{ 
-qiJ/qii si i =f. j 
Ai = P(X(k) = JIX(k - 1) = i) = O 
SI Z = j. 
5. Poser 8(t) = X(k - 1) pour tout t E [tk-1, tk)-
6. Incrémenter k de 1 et revenir à l'étape 3. 
_ ous avons donc une chaîne de Markov à temps continu { 8(t) : t 2: O} qu i sera 
nécessaire pour construire un mouvement brownien avec changements de régime. 
2.2 Introduction aux changements de régime 
L'idée du mouvement brownien avec changements de régime est simple. En fait 
il s'agit d'un mouvement brownien avec déri'\'e dont les paramètres ont régi par 
une chaîne de Markov à temps continu. De façon plus formelle , on peut définir le 
proces us de la manière suivante. 
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Définit ion 2.2.1. Soit {B(t) : t ~ O} un proce su. tochastique, {G(t) : t ~ O} 
une chaîne de Markov à temp. continu à S état ayant comme générateur infinité-
imal la matrice Q et vF(t) e t un mouvement brownien standard indépendant de 
G(t). On dit que B(t ) est un mouvement brownien avec ·hangement de régime 
s'il est décrit par r équation différentielle tocha tique uivante : 
B(O ) = X . 
La valeur initiale du processus en i = 0 est B (O) = x E R Le paramètres µe(I) 
et Œe(i) son sujet aux même restriction que lor du mouvement brownien a,·ec 
dériH. c'est-à-dire que µ 1 , ... , µ5 E R et Œ1 ..... 0"5 > O. De plu . on dit que le 
modèle est pleinement déterminé si l"état initial est connu ou, de manière plu 
générale, s'il exi te une distribution initiale n0 connue. 
Ce modèle , plus complexe que le mouvement brownien avec dérive. permet une 
modélisation plu réaliste de certain phénomène cientifique ou financiers . En 
finance, les changements de régime sont utilisés pour mieux décrire le comporte-
ment du marché boursier (Yoir Guo, 2001); en ajoutant l'alternance entre le bear 
market (tendance à la bais e) et le bull market (tendance à la ha.us e) . Il sont 
aussi utilisés en biologie pour modéliser le comportements d'entrée-. ortie dans 
les neurones sou différents stimuli qui alternent de façon aléatoire dans le temps 
(voir Buonocore Di Crcscenzo et Di ardo , 2002). 
Il erait pertinent de fa ire un exemple pour mi ux ù sualiser la modèle. Supposons 
un mouvement brownien avec changements de régime avec S = 2 régim es donnés 
:: l~:ê:éI5~::,~n~n::s'.:al~ Q -~, a(1-~ 1 ~-)L ·::::n::::::i:::i::s ~;:;~i: 
1 -1 
an'c probabilité 1. ::\°otons que nou. avons choi. i la dérive grande par rapport à 
la volatilité pour mieux illu. ter quand se produi ent le changement. de régime 
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ainsi que leurs eff t . 
ous allons simuler 3 trajectoire de ce proce us sur l'intervall [O, l] avec de pas 
de di crétisation D. = 0.0001. Pour ce faire il faut d 'abord simul r la chaîn des 
changements de régime sur l'horizon [O 1], pui simuler la po it ion du proce u 
D. plus tard ou au moment du prochain changement de régime 'il a eu lieu moins 
que D. après le temps actuel. On répète ce processus jusqu 'à la fin de l'intervalle. 
Le code MATLAB pour simuler ce proce sus se t rouve en ann xe. 
Nous avon alors le graphique suivant : 
Trajectoires de mouvement brownien 
avec changements de régime 
a--~-------~-.::.._- -.-=--~-------~ 
6 
4 
~ 2 
,::(;::/ w-~ 
0 ~ 
-2 ~~ 
.,,..,,... 
-4 
0 01 02 03 0.4 05 06 07 0 .8 09 
Temps (l) 
Figure 2.1 Trajectoires de mouv ment brownien avec chang ments de régime 
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Il emble que la trajectoire jaune ait ubi un changem nt de régime autour de 
t = 0.2 comme l'indique la tendance générale qui pas e soudainement du po itif 
au négatif. La trajectoire a peut-être ubi un changement de régim autour de 
t = O. , mais le cour t temps ent re ce moment et la fin des ob ervations nous 
permet difficilem nt de vérifier graphiquem nt ette affirmation. 
Afin de trouver la di tribu tion du premier t mps d passag du proce su B (t) à 
traver une barrière con tante , il suffi t de trouver la transformée de Laplace de 
cette distribution , puis de l'inverser. 
Pour ce faire, il nous era nécessaire de définir le premier temps d sorti d 'un 
intervalle. 
D éfinit ion 2.2 .2 . Soit {X (t) : t 2'. O} un proce su stochastiqu . On d ' fini t T ab 
le premier temp d sortie de l'intervalle (b, a) , où b < X (0) < a, comme étant 
{ 
inf{ t > 0: X (t) ri (b , a)} , 
Tab = 
+ 
s'il existe , 
inon. 
Cette léfinition t néce saire à la dérivation du premier temp · d pa sage à un 
unique niveau constant. De plus, il serait pertinent d rappeler la définition de la 
tran formée de Laplace d 'une variable aléatoire. 
D éfinit ion 2 .2.3 . Soit X une variable aléatoire. On définit la transformée de 
Laplace de X comme 
llt x(u) := E[ xp(-uX)]. 
Pour arriver au résultat cherch ,, nous aurons besoin d 'une techn ique appelée fac-
tori a tion de \!Vien r-Hopf, qui sera décrite au cours de la prochain section. 
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2.3 Factorisation de Vviener-Hopf 
La factorisation de Wiener-Hopf est une façon de factoriser un processus de diffu-
sion impliqua.nt une paire de matrice dans le but de résoudre des équation avec 
barrière . Dans notre cas, elle sera ut ilisée pour trouver la transformée de Laplace 
de la densité du premier temps de passage. 
D éfinit ion 2. 3 .1 (Factorisation de ·wiener-Hopf) . Soit Q5 l'ensemble des ma-
trices réelle génératrice irréductibles ( c'est-à-dire que ses entrées hors de la dia-
gonale principales sont non-négative. et que la somme de éléments de chaque 
ligne est aussi non-négative) de format S x S. On appelle factorisation de Vhener-
Hopf du processus (B(t), G(t)) le couple (Q_, Q_) , où Q+, Q_ E Q5 , si on a pour 
tout u > 0 l'égalité '.::: (-Q+) = '.::(Q- ) = 0 où 
'.::: (P ) := !E2 P 2 V P + Q - u l 5 , 
2 
avec E := diag(o-1 ... , o-5), V:= diag(µ 1 , .. . , µ5) , Q le générateur infinitésimal des 
changements de régime, et 15 la matrice identité S x S . 
Il existe un lien qui nous sera essent iel entre cette facto risation et \li Tab ( u) qui sera 
explicité dans le t héorème suivant. Cependant, il nous faudra au préalable définir 
l'exponentielle matricielle. 
D éfinit ion 2.3.2. Soit NI un e matrice carrée. On définit l'exponentielle matri-
cielle de lvf, notée exp(.l\1), par la série 
Mk 
xp(.M) = ~ -. L k! 
k=O 
A partir de cette définition il est possible de montrer que exp(J\,1) est également 
d 
la solut ion à 1 équation différentielle matricielle dty(t ) = l\lly (t ). 
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Théorème 2.1. 
1. La factorisation (Q,, Q_) de la défini ion précedente et unique. 
2. Latran formée de Laplace du premier temp de passage e t 
où n0 E R.1x 5 est la di t ribution initiale de la chaîne et 1 E JR5 x 1 est un 
vecteur dont toutes le entrée sont le chiffre 1. Dan le cas où l'on ne 
ïntércs e à un e seule barrière constante a > B(O) = x ou b < B(O ) = x . on 
a re pecti,·ement 
( u, x) := li m 'lb;b( u x) = exp( Q.,. (a - x) ), 
b-t+oo 
?j;= .b(u,x) := a li ~1 'lb-;;_b(u,x) = exp(Q_(x-b)). 
Dan le cas d·une double barri :re on a 
'li;-;;_b(u , x) = [exp(Q_ (a - x)) - exp(Q_(x - b)) exp(Q,(a - b))] 
oc 
x L [exp (Q-(a -b))exp(Q, (a -b))]\ 
k=O 
?j;-;;_b ( u, x) = [ exp ( Q _ ( x - b)) - exp ( Q + ( a - x)) exp ( Q _ ( a - b))] 
x L [exp(Q+ (a - b)) exp(Q _(a - b))t, 
k=O 
Démonstration. Voir Jiang et Pi. torius (200 ). D 
En uite, il suffit d 'inYer er la t ransformée de Laplace résultante pour arriver à 
une forme algébrique. Il est important de noter que la méthodologie pré. entée 
jusqu ici e t , alide quel que oit le nombre S d'état ou de régimes. On pourrait, 
par exemple, poser S = 1 et retrouver les ré ultats connu . ur le premier temps 
de passage du mouYement bro~ nien a,·ec dériYe. 
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2.4 Redérivation du premier temps de passage avec un état 
Il pourrait être intéressant de s'assurer que la méthodologie de Hieber (2014) 
fonctionne pour un cas connu. Dans cette section , nous allons redériver le premier 
temps de passage dans le cas où il n'y a que S = 1 régime ce qui correspond au 
mouvement brownien avec dérive. 
Soit {B (t) : t?: O} un mouvement brownien avec dérive de paramètre de dérive 
µ et de volatilité cr > O. Dan ce cas, il est facile de vérifier que la factorisat ion 
de v\iiener-Hopf est le couple (Q , Q_) E JR2 tel que '.::: (Q_) = '.::: (-Q-'-) = 0 pour 
tout u > 0, où 
1 
'.::: (Q) := 2cr2Q2 + µQ - u . 
Il est facile de trouver les racines de l'équation quadratique ci-haut. On trouve 
-µ- )µ 2 + 2cr 2u -µ + )µ2 + 2cr 2u Q_ = 2 et -Q+ = 2 . 
cr cr 
En prenant B(O) = 0, la deuxième partie du théorème 2.1 nous dit que la trans-
formée de Laplace de la densité du premier temps de passage Ta d 'un mouvement 
brownien avec dérive à travers une barrière supérieure a > 0 est donnée par 
S>r, ( u) = exp(aQ+) = exp ( a(µ~ J ~: + Zo-'u) ) ; 
pour tout u?: O. 
Pour vérifier que la densité sous-jacente est l'inverse-gaussienne, on doit calculer la 
transformée de Laplace de la densité inverse-gaussienne, puis conclure par l'unicité 
de la transformée pour les fonctions continues. 
{ 
lai exp ( - (a - µt )2 ) 
Lemme 2.2 . Soit J(t) = ;t312./2'ii 2cr2t si t > 0, 
sinon , 
où cr> 0 et a> O. Alors, la transformée de Laplace de f (t ), .C{f}(u), est donnée 
par <I>rJ u) trouvée plus tôt par la. factorisation de 1,i\Teiner-Hopf. 
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-µ2 
Démonstration. Soit u > --2 . On calcule 2a 
.C{J} ( '11.) 100 - ut f (t)dt 
100 a ( 2a2ut2 + (a - µt) 2) ----exp - dt o at312 .J2;i- 2a2i 
exp(;,) exp (-aJ2;:u + µ' ) x 
1 a ( (2a2'11 + µ 2)t2 - 2a-J2a2u + µ2t + a2 ) ----exp - dt 0 at312 .J2;i- 2a2t 
(
a.(µ - .J µ 2 + 2a2u)) 
exp x 
a2 
r:,o a exp ( - (a - j2a2u + µ2t )2) dt 
) O at3/ 2 .j2;i- 2CT2t 
(
a(µ - j µ 2 + 2a2u) ) 
~p 2 . 
(J 
L'intégrale final e. t 1 puisque P(T; < oo) = 1, où T; est le premier temps de 
passage d 'un mouvement brownien de déri,·e j µ 2 + 2a2u > 0 et de volatilité 
a > 0 à traver une barrière a> O. Pui que la dérive et la barrière sont de même 
signe, la probabilité que la barrière soit éventuellement atteinte est 1 en vertu des 
résultat d la fin de la section 1. 2. D 
Par conséquent, puisque <I>rJu) = .C{f}(u) on conclut que la fonct ion pour la-
quelle <I>r
0 
est la transformée de La.place est f. La densité du premier temps de 
passage de B(t) est donc f (t), ce qu i concorde avec les résultats trouvés au chapitre 
précédent par le th, orème de Girsanov. 
2.5 Dérivation du premier temps de passage a.Yec deux états 
Dan cette section: nous allons appliquer la méthodologie décrite plus haut pour 
tenter d 'arriver à une forme explicite pour la distribution du premier temp de 
p~ sage d. un mouwment brownien avec changement de régime où il y a deux 
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états. 
La première étape sera de trouver la factorisation de "\iViener-Hopf associé au 
proces us (B(t), 8 (t)). Le résultat era lié aux racines de Péquation de Cramér-
Lundberg donnée par 
où qu et q22 sont le , aleur sur la diagonale du générateur infinitésimal de 8 ( t) . 
Le lemme suivant . 'avérera nécessaire à la factorisation de "\~ïener-Hopf. 
Lemme 2 .3. L' équation de Cramér-Lundberg 
admet 4 racines réelles distinctes, -oo < /31,u < /32,u < 0 < /33,u < /34,u < +oo . 
Démonstration. Posons 
pour (3 E lR. Soient B1 et B2 les deux racines du polynôme 
D 'une part , on a f(O) = u2 - uq11 - uq22 = u(u - q11 - q22) > 0 étant donn é 
que u > 0 dans le conte:.\.'t,e de "\iViener-Hopf et qu q22 < 0 puisque ce sont les 
entrées sur la diagonale principale d'un générateur infinitésimal. Par ailleurs, on 
a lim f ((3) = oo > 0 et lim f ((3) = oo > O. 
e~oo e~-00 
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On a aussi f(81) = f(82 ) = -q11 q22 < O. Par ailleurs, on calcule 
e,e, = (-1'1 + J µJ ~l 2ufü11 - u) ) ( -µ1 - J µJ ~t1( q11 - u) ) 
µ ,1 - (µî - 2crf ( q 11 - u)) 
af 
2(q11 - u) 
a? 
< O. 
Comme µi - 2crf (q11 - u) > O. on a 81 . 82 E R Puisque leur produit est négatif, 
81 et 82 sont de signe opposés, a...-ec 81 > 0 et 82 < O. 
Puisque f (B) est continue pour tout f3 E IR, on conclut qu ' il existe 4 racine réelle 
distincte à l'équation f(/3) = O. oit /31,u E (-oo, 82), /32 .u E (82, 0), !33,u E (0, 81) 
et /34.u E ( 81, oo) . D 
À raide de ce lemme, il nous era possible de trouver la factori ation de ,Viener-
Hopf de (B(t), 8 (t)) . 
Théorèm e 2.4 . Soit {B(t) : t > O} un mouvement brownien avec changement 
de régime décrit par la défini t ion 2.2.1 avec S = 2 régimes. La factori ation de 
1Niener-Hopf (Q+, Q_) de ce modèle est donnée par 
Q_ 
où -oo < /31,u < f32.u < 0 < /33,u < /34.u < +oo sont les racines de l'équation de 
Cramér-Lundberg associée aux paramètres du modèle. 
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Démonstration. Pour trouver la factorisation de Wiener-Hopf> il suffit de trouver 
-Q+ et Q _ E Q2 satisfaisant l'équation de la définition 2.3.1, c'est-à-dire 
-q11 ) (0 0) 
q22 - 'U O O ) 
u > O. 
Posons Q _ = (an a12) . On obtient alors un système de 4 équation quadra-
a21 a22 
ique a·rnc 4 inconnues. Le terme d en hau à gauche nou permet de déduire 
1 2 2 
20"1 (a.u + a.12a21) + µ 1a 11 + qu - u = 0) 
ce qui est équivalent à 
De plus le terme d 'en haut à droite nous donne l'équation 
1 2 
20"1 a12(a11 + a22) + µ1a12 - qll = 0) 
ou, de façon équivalente. 
La clé pour trouver Q _ sera de trouver ses valeurs propres ainsi que le. vecteurs 
propres qui leur sont associés. On remarque d>abord que Q_ a deux valeurs propres 
réelle non-positive À1 ~ À2 ~ O. En effet on a 
(an - >- )(a22 - À) - a12a21 
À2 - (au + a22)À + (a11a22 - a12a21) . 
Puisque Q_ E Q2, on doit avoir a12) a 21 2: 0 et au) a22 ~ O. Les solut ions à 
l' équat ion det(Q _ - >-h ) = 0 sont réelle car le discriminant est 
ai1 a~2 - 2a11a22 + 4a12a21 
(au - a22) 2 + 4a12a21 
> 0 
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Soient v1 et v2 le vecteurs propres associés à À 1 et À2 respectivement . En vertu 
de l'équat ion de ·wiener-Hopf, on a pour tout u > 0 
On peut ré oudre Péquation ci-haut en proposant comme solu tions 
( 
2132 ) (}'2 1 u 
-
2
-· + µ2 /31.u + q22 - U 
q22 
et 
( ~; ~I" + i,,:: . + qu - u) 
En effet, on remarqu e qu'en effect uant les opérations du côté gauche, on obtient 
un vecteur dont les deux composante sont l'équation de Cramér-Lun dberg avec 
{3 = /3i.u, i E {l, 2}. Puisque /31,u et /32.u sont les racines de cette équation , on a 
bien l' égalité . 
Ensui te, puisque la somme des valeurs propres d 'une matrice est sa trace et que le 
produit de ses valeur propre est on dét erminant , on déduit a11 +a22 = /31.u + /32,u 
et det( Q _ ) = f31. ufJ2.u -
Cela nous permet de déd uire 
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On a aussi det (Q-) = a u a22 - a 12a21 = a11(.B1.u + .82.u - a u) - a 12a21 = .B1 ,uf32,u-
On peut alors trouver a.11 en se souvenant que 
De façon analogue. il suffi t d"échanger le triplet (cr? . µ 1, q11 ) pour (o-~, µ.2, q22 ) dans 
la toute première équation de la preuve afin de trouver les deux termes du bas, 
soit 
et 
Cela nous donne bien 
tel que mentionné dans l 'énoncé du t héorème. 
Finalement, par symétrie (en remplaçant µ 1 par -µ 1, µ2 par -µ2 , ,81,u par - ,84,u 
et ,82,u par - (33.u dans l'équation de \ iener-Hopf où Pon substitue -Q,_ par es 
valeurs propres), on obtient 
D 
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Afin de s;assurer qu'il ;agit bel et bien de l'unique factorisation de \i\-iener-Hopf, 
il faudrait vérifier que Q _ E Q2 et Q..,.. E Q 2. 
Démonstration. Il fa.ut vérifier que la somme de chaque ligne de Q _ et Q+ est 
non-positive et que les éléments non-diagonaux de ces matrices sont non-négatifs. 
Pour ce faire . il suffit de vérifier que le dénominateur de chaque élément de Q _ 
est négatif et que le dénominateur de chaque élément de Q_ est positif. 
En se rappelant la démonstration du lemme 2.3 ; on a /31.u < e2. /32 .11 E (e2, 0), 
-µ1 + J µi - 2crr(q11 - u) 
/33,u E (0, e1) et (34,u > e1 avec e1 = et aussi e2 = 
-µ1 - J µi - 2cri(q11 - u) 
cr? 
D;abord , on a 
{:}, /31,u + !32,u + 2µi/ crf < -e1 
=? /31.u + f32,u + 2µi/ crf < 0 
pui qu e e1 est strictement positif. 
crf 
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De façon analogue, on montre que /33.u + /34.,u + 2µ i/O"i > 0 en commençant par 
/33,u /34.u > B1 . Pour montrer le deux autre inégali té , il suffit d'appliquer le 
même raisonnement en considérant plutôt le racines du polynôme 
-µ2 + J µ2 - 20"2 (q22 - u) On obtient alor. comme nouvelles racine e~ = 2 2 2 > 0 et 
(J" 2 
e~ = -µ 2 - J µ~ -
2
20"~(qzz - u) < O. Le inégalités restante se montrent ainsi 
(J" 2 
de façon analogue aux première . D 
Maintenant que nou arnns bel et bien J"unique factorisation de ·vriener-Hopf 
as ociée à (B(t) 8(t)), la prochaine étape pour l'obtention de la tran formée de 
Laplace du premier temps de passage est de calculer l'exponentielle des matrices 
Q_ et Q+-
Lemme 2.6 . Pour tout k > 0, le exponentielles des ma rice Q_ et Q _ sont 
donnée respecti,·ement par 
et 
(3 élh,u _ (3 k/31,u ek/31 ,u _ ek/32 ,u 
exp(Q_k) = l.u 2,u I + Q (3 (3 2 /3 (3 -~-, l ,u - 2,u l.u - 2,u 
où I , - G ~) est la matrice identité 2 x 2. 
Démonstration. !\ ous allons faire le calculs pour l'exponentielle de Q _ . La d ' -
monstration avec Q.J. e fait de façon analogue. 
Supposons Q_ diagonali able telle que Q _ = SAs- 1 . Alors . par définition d'ex-
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ponentielle matricielle, on aurait 
exp(Q_k) 
Or, on ait que/\.= ( Ài O) , où À1 et À2 sont le valeur. propre de Q _ et S est 
0 À2 
corn po -e des vecteur propres associés. Les valeur propre et vecteur propres de 
Q _ ont déjà été trouvés dan la preuve du théorème 2.2 . On a À1 = /31,u . À2 = 82 .u 
(
o-f~fu + µ2/31 ,u + q22 - U qll ) 
et S = · 2132 · 0-1 2 u q22 - 2-' + µ 1/32,u + qll - U 
Comme il s'agit d'une matrice 2 x 2, on peut facilement calculer 
-1 - 1 ( _0-1_2:_i_.u + µ1 /32,u + qll - U -qll 
s - -- 2132 det(S) 0-2 1,u /3 
- q22 - 2- + µ2 l,u 
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ekf31,u - é/32,11 f31 ek/32,11 - /32 kf31.u 
D'abord , montrons bn = (3 (3 a 11 + .u (3 /3 .u 
l.u - 2.u l,u - 2.u 
1 
D'une part. on calcule directement bn = det(S) (ek81·" sn 22 - é 132·"qnq22 ) en 
effectuant 1 produit ma riciel. Ensuite, pui que f31.u et f32.u . ont de racine de 
l'équation de Cramér-Lundberg. on a 
En utilisant la econde égalité ci-haut dans det (S), on a 
det (S) = 
= 
Pui , en calculant bn à J'aide du produit matriciel, on a 
bu 
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( k/31 k/32 ) (CTi /31.u/32,u + ) e ,u - e .u q22 - u 
2 
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ekf31,u _ ekf32,u 
Pour montrer b21 = a21 on procède de façon analogue à partir de 
/31,u - /32,u 
ekf31. u S22q22 - é f32 .u S22q22 
b21 = det(S) . On a alors 
~i (-0-i_:_?_.u + µ1 /32,u + q11 - U) (81,u - /32,u) (/31.u + /32.u + 2~ 2) 
e /cf31,u - ekf32. u ( 2q22 / 0-~ ) 
/31.u - /32.u /31 .u + /32.u + 2µ2/ 0-i 
ekB1.u _ ekf32 .u 
-----a21 -f31.u - /32.u 
Enfin , on procède de façon analogue pour q12 et q22 . mais en utilisant plutôt 
l'identité q11 q22 = ( 0-îii,u + µ1/31.u + qll - 11) ( o-?~i.u + µ2 /31.u + q22 - U) dans 
l'expression de det(S). D 
Nous avons maintenant tout ce qui est nécessaire à l'obtention de la t ransformée 
de Laplace du premier temps de pa sage à traver une barri 're fixe , qu 'elle soit 
supérieure ou inférieure. 
Théorème 2 .7. Soit {B(t) : t > O} un mouvement bro,,·nien avec changements 
de régime décrit par la définition 2.2.1 avec S = 2 régimes. Soit 7ïo = (ri , 1 - ri) = 
(P(8(0) = 1), P(8(0) = 2)), la distribution init iale des états. Alors , la transformée 
de Laplace du premier temps de passage à une barrière fixe supérieure a > B(O) = 
x ou inférieure b < x est respectivement donnée par 
'li!+ (u) = 
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où /31.u < /32.u < 0 < /33,u < /34,u sont le racines de Péquation de Cramér-Lundberg 
associée au modèle. 
Démonstration. En vertu du théorème 2.1. on a 1l'=00 b(u ) = ri0exp(Q _(x - b)) l. , 
En posant k = (x - b) dans le résultat du lemme 2.6 . on a 
Pour montrer le résultat pour w;,+00 (u), il suffit de poser k = (a-x) et de procéder 
de façon analogue en effectuant directement les produits matriciels. 0 
Enfin, nous pouvon en déduire une expression ana.ly ique pour la fonction de 
répartition du premier temp de pas age d 'un tel processus à travers une barrière 
fixe. Pour ce faire, il suffit d'inverser la transformée de Laplace. ~ ous arrivons 
directem nt à la fonct ion de répartition du premier temps de passage sans pas er 
par sa densité en vertu de la propriété suirnnte. 
Lemme 2.8. Soit X une variable aléatoire posit ive continue de densité f x et soit 
.C{fx}(u) = E[exp(-uX)] = 100 e- uxfx(x)dx la transformée de Laplace de X . 
Alor , la tran formée de Laplace de la fonction de répartition de X, .C{Fx }(u), 
est donnée par 
.C{Fx}(u) := f 00 e-uxFx (x )dx = .C{fx}(u) . Jo u 
Démonstration. Puisque X est une variable aléatoire positive, on a Px (x) 
lx f x(t)dt pour tout x 2". O. On calcule donc 
.C{Px }(u) 100 e- ux Px (x)dx 
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1 e-= [ fx(t)dtdx 
11·= e~uxfx(t)dxdt (en changeant l'ordre d' intégration, Fubini) 0 i x=oo 1 fx(t ) [- e~ux ] dt 
x=i ~ r e-ut !x(i)dt 
u Jo 
i:,{fx }(u) 
u 
ce qui montre le résultat. D 
Pour inverser une transformée de Laplace, il existe un résultat très connu appelé 
intégrale de Bromwich , qui sera énoncé san démon tration. 
Lemme 2 .9. (Formule de Bronnvich) 
Soit f une fonction avant comme transformée de Laplace i:,{f}(u) et t E IR.. Alors, 
on peut inverser la transformée pour retrouver la fonction en utili ant 1 'intégrale 
1 1 .>.+ioo f(t) = -. etu .c{f} (u)du, 
2m >.-i 
où À E IR. est une valeur arbitraire plus grande que la partie réelle de toutes les 
singularités de .C{f}(u). 
Finalement , grâce aux deux lemmes préc' dents, on peut inverser la transformée 
de Laplace trouv' e précédemment pour arriver à une expression analytique pour 
la fonction de répartition du premier temp de passage d'un mouvement brmrnien 
avec changement de régime B(t) à travers une barrière fixe. Koton ce premier 
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temps de passage Ta si la barrière a e t supérieure à la ,-aleur initiale du mouve-
ment B (O) = X et n si la barrière b est inférieure à X. 
Théorème 2.10. Soit {B (t ) : t > O} un mouvement brownien aYec changement 
de régime décrit par la définition 2.2.1 avec S = 2 régime avec P(X(O) = 1) = ft . 
Alors , pour tout T > 0 et tout À > 0, la di tribut.ion du premier temps de passage 
est donnée par 
P(Ta :::; T ) = _l 1 00 eT(>.-iu) -w ;;,_,_cx: (>. _+ iu ) du 
21r -ex: À + 'lU 
pour une barrière supérieure a et par 
P(Tb :::; T ) = - eT(>.+ iu) - ,b . du 1 1 . -w - (À+ iu ) 
21r -oc À+ iu 
dans le cas d \me barrière inférieure b. 
Il est important de noter que lorsque -w=(-) est évaluée en des valeurs complexes, 
la relation d · ordre pour les racines de l' équation de Cramér-Lundberg doit être 
effectuée sur la partie réelle des racines. En d'autre termes, au lieu d'ordonner 
/31.u < /32,u < 0 < /33.u < /34,u, la num érotation des racin es doit se faire . elon la 
relation Re( /31 ,u) < Re( /32,u) < 0 < Re( /33,u) < Re( /34 u), où Re(-) désigne la partie 
réelle d'un nombre complexe. 
D émonstration. Sans perdre de généralité, supposons qu 'on considère une barri ère 
1 1>.+i 
supérieure a. On a alors P(Ta:::; T ) = FrJT) = - . eTu.C{FrJ(u)du par 
21ri >. -ioo 
la formule de Brom1Yich, avec À supérieur à la partie réelle de toutes les singularités 
de la t ransformée de Fra. (-) . 
On a .C{FrJ (u) = w;;::_oo(u) par le lemme 2_ . Soit T > 0 et upposon l'existence 
u 
d 'un À > 0 plus grand que la partie réelle de toutes les singularités de w;,+00 (- ). 
1 
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On a donc 
P(Ta ~ T ) - eTu a,, du 1 1 ,hioo w+ (u) 
2rii >. - ioo U 
-. eT(,hiv) a,+ . (idv) 1 100 w+ (À + iv) 
2m _00 À + iv ( u-À ) en posant v = - i-. -
= _!_ r eT(>.+iv) W!+oo (À + iv)dv , 
21r } _ À + iv 
ce qui correspond à l 'énoncé. 
D 
Tous avons maintenant une expression analytique pour la fonct ion de répartition 
du premier temps de passage en un point T. Cep endant, cette formule est difficile-
ment utilisable sans l'aid e d ' un ordinateur puisque le calcul analyt ique des racine, 
fJi,u de l 'équation de Cramér-Lundberg (un polynôme d degré 4) est compliqué. 
Nous pouvons toutefois a pproximer le racines et évaluer numériquement 1 inté-
gra.le à 1 aide d 'un logiciel de calcul ce qui nous permet d obtenir les probabilités 
d e premier temps de passage dans un contexte de changements de régime. Nous 
verrons une app li cation de ce type de modèle au prochain chapitre. 

CHAPITRE III 
APPLICATIO - FL TANCIÈRE D 'GN _10 VEME TT BRO\ i\ l\1EN AVEC 
CHAKGEMEKTS DE RÉGr:tvIE 
Dan ce chapitre , nous allons présenter une application au modèle de mouvement 
brownien avec changements de régime décrit au chapitre précédent. Tous allons 
résoudre un problème relatif au premier temp de passage d'un processus utilisé 
en finance . 
En fait , nous allons considérer le problème de portefeuille optimal de Markowitz , 
comme dans notre premier chaptire, sauf que nous y ajouterons de changements 
de régime. _ ous allons vérifier si la règle du 80% décrite à la section 4 du chapitre 
1 tient toujours dan ce cas. 
3.1 Description et contexte du problème 
Comme précédemment, nous allons considérer une application financière pour le 
modèle de mouvement bro-wnien avec changements de régime. 
On s'intéres e encore une fois au cas d'un investisseur ayant une richesse initiale x 0 
et q ui souhaite atteindre un objectif z à un temps T prédéterminé. On considère 
un marché constit ué de m + 1 produits. D"une part, un compte d .épargne sans 
risque de taux d intérêt connu r (t ), pouvant être décrit par l'équation différentielle 
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stochastique 
dS0 (t) = r(t)S0 (t)dl, t E [O. T]. 
D'autre part, m actions dont le prix est décrit par 
dS; ( t) ~ S; ( t) [/'i,ecn ( t )dt + t, o-,;.e(t) ( t )dW; ( t)] , t E [ 0, T], i E { 1, ... , m} , 
où {G(t) : t E [O. Tl} dé igne une chaîne de Markov à temp continu à 2 état , 
µi.G(l)(t) est le taux d'appréciation de l'action i au temp t lorsque rétat de la 
chaîne a.u temp l est 8 (t) , Œij.G(t) (t) . sont les paramètre de volatilité entre les 
titres i et j au temps t lor. que la chaîne se trouve à l'éta.t 8(t) et les îiVi(t) 
ont m mom·ements brov,niens standards indépendants de la chaîne des régimes 
et indépendants entre eux. De plus, on uppose que pour tous i E {l .. . , m}, 
j E {l , ... , m} et t E [O, TJ. les paramètre r(t), µi.l(t) , µ.1 .2(t), Œij,1(t) et Œij,2(t) 
sont connus . 
. ïous po on les conditions initiales S0 (0) = s0 > 0, Si(O) = si > 0 et nous 
uppo ons l'état initial de la chaîne connu. On suppose, san. perdre de généralité, 
que 8(0) = 1 avec probabilité 1. De plus, on ne considère que le cas non-triviaux 
où z > xoef;{ r(t)dt . 
Totons que l'ajout de la chaîne des régimes rend la modélisation boursière un peu 
plu réaliste. En effet, on peut supposer deux régimes différents correspondant aux 
états du marché qui sont en alternance, un qui affichera une plus grande hausse 
des prix de action ( bull market) et l autre qui sera marqué par une hausse 
plu timide ou encore une bai se (bear market). De plus, nous avons supposé r(t) 
indépendant de la chaîne des régimes pour simplifier le problème. 
Pour alléger la notation. on définit la matrice de cO\·aria.nce 
0-G(t)(t) := (o-ij.8(t)(t))mxm, t E IO, T], 
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le vecteur 
Be(i )(t ) := (µ 1.e (l,) (t) - r (t ) ... ,µm.e (t)( t ) - r(t )) t E !O T] 
et le , ecteur 
t E [O, T], 
où ' dénote la transposée Yectorielle ou matricielle. 
Soit X (t ) la richesse de lïnvestisseur au temps t E [O , T]. En gardant le hypothè es 
que le. échange d actions sont autofinancée , sans frais et con inus. on peut écrire 
X (t ) comme 
dX(t ) = [r (t )X(t) + Bect)(t)1ï(t) ]dt + 1ï(t)'aect)(t)dvV(t) , t E [O, T], 
avec X(O) = :r 0 > 0 la richesse initiale: 1ï(t) désignant toujours la valeur des 
stock de l'action i dan le portefeuille au temps t et W(t) = (W1 (t) , .. . , îVm(l)) 
un vecteur contenant le. m mouvements browniens standards indépendants. 
_ ·ous considérons le portefeuille efficient 7ïz(t) = (1ïf (t) , ... , 7ï!.(t) )' qui est défini 
comme étant le portefeuille optimal elon la stratégie moyenne-variance de Marko-
witz: c'e t-à-dire celui minimisant E[(X(T) - z)2] sous la contrainte E[X(T)] = z . 
La stratégie de 1 investisseur sera la même qu'à la section 1.3. Il uivra le porte-
feuille efficient 7ïz(t) jusqu à ce que sa richesse X(t) atteigne la ,,aJeur escomptée 
de z, soit z - It r (s) ds _ A ce moment, il placera tout son argent dans le compte 
d 'épargne san risque pour s'assurer d'atteindre son objectif d'inve tissement au 
temps T. 
Zhou et Yin (2001) ont montré que i le taux d'intérêt r(t) ne dépend pas du 
régime, alors, en upposant que l état initial du marché est assurément 1. le por-
tefeuille efficient au temps t dépend du régime en Yigueur à ce moment et e t 
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donné par 
où 
,\ - Z - Xo P(O , 1) - J{ r(s)ds 
- P (O, l)e- 2f{ r(s)ds _ l 
et P(t , i) est décrit comme la solution du système d'équations différentielles 
{ 
àP;: ,i) = [B,(t)B,(t)' - 2r(t)]P(t. i ) - tq;1P(t,j) 
P (T , 1) 1. pour t E [O , T] et i E {l , 2}. 
Ici , % fait référence aux composante du générateur infinitésimal Q de la chaîne 
des états et i fait référence aux régimes possibles du marché. 
iotons qu 'il est possible de montrer que P(t , i) > 0 pour tout t E [O, T ] et 
i E {l , 2}. Il est aussi possible de montrer que P (O, 8 (0)) = P(O 1) < e2 J[ r(s)ds _ 
Les détails e tro uvent dans la section 6 de Zhou et Yin (2001) . 
3.2 Résolution analytique du problème du premier temps de passage 
Dans cette section , on s 'intéresse à la probabilité que la Yaleur escomptée du 
processus de richesse X(t ) atteigne l'objectif z au temps T . En d'autres termes, 
on définit 
Tz = inf { t E [O, T] : X(t ) = z exp (-1T r(s)ds)} , 
avec inf 0 = +oo, et on cherche à évaluer P (T2 ::; T ). Pour ce faire, nous allons 
procédér de façon analogue au cas à un seul régime en effectuant un changement 
de variable sur le processus de richesse X ( t). 
Théorème 3.1. Pour tout z > x0 exp(J; r(t)dt ), on a 31·i 1t Tz =inf{tE[O, T] : - IBe(s )(s)l 2ds+ Be(s)(s)dvV(s) 
2 0 9r 
= - ln(P (O, 1)) + 2 fo r(s)ds }. 
5 1  
D é m o n s t r a t i o n .  P o s o n s  Y ( t )  =  X ( t )  +  À e - f t  r ( s ) d s .  O n  e n  d é d u i t  
d Y ( t )  =  d X ( t )  +  r ( t ) À e - f [  r ( s ) d s d t ,  
t  E  [ O ,  T ] ,  
a v e c  Y ( O )  =  x
0  
+  > . e - J : [  r ( s ) d s  c o m m e  c o n d i t i o n  i n i t i a l e .  P u i s .  e n  s u b s t i t u a n t  1 ï ( t )  
p a r  l e  p o r t e f e u i l l e  e f f i e i e n t  7 ï e ( l /  t )  d a n s  l " é q u a t i o n  d e  r i c h e s s e ,  o n  a r r i v e  à  
d Y ( t )  =  { r ( t ) Y ( t )  - Y ( t ) B e ( t ) ( t ) [ o - e ( t ) ( t ) o - e ( t ) ( t ) ' J -
1
B e ( t ) ( t ) ' }  d t  
- Y  (  t  ) B e ( t )  (  t )  [ o - e ( t )  ( t  ) ' J -
1
0 - e ( t )  ( t t
1
0 - e ( t )  ( t ) d W ( t )  
Y ( t ) [ r ( t )  - l 8 e ( t ) ( t ) l 2 ] d t  - Y ( t ) 8 e ( t ) ( t ) d W ( t ) ,  
o ù  1  ·  1  d é s i g n e  l a  n o r m e  v e c t o r i e l l e .  
O r ,  c e t t e  é q u a t i o n  d i f f é r e n t i e l l e  s t o c h a s t i q u e  s e  r é s o u t  d e  f a ç o n  s i m i l a i r e  à  c e l l e  d u  
m o u v e m e n t  b r o w n i e n  g é o m é t r i q u e  o u  d u  p r o c e s s u s  a n a l o g u e  d u  c h a p i t r e  1 .  E l l  
a d m e t  c o m m e  u n i q u e  s o l u t i o n  
Y ( t )  =  Y ( O )  e x p  ( 1 t [ r ( s )  - ~ l 8 e ( s ) ( s ) l
2
] d s  - 1 t  8 e ( s ) ( s ) d W ( s ) ) ,  t  E  [ O,  T ] .  
E n  p o s a n t  Z ( t )  =  e x p  ( l a t  [ r ( s )  - ~ l 8 e ( s ) ( s ) l
2
] d s  - 1 t  8 e ( s ) ( s ) d î i \ J ( s ) )  p o u r  a l l é -
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ger la notation, on a 
X(t) - ze- Jt r(s)ds Y (t) - (.\ + z)e- ft r(s)ds 
[xo + Àe- J;r(s)ds]z(t) - (.\ + z)e- Jt r(s)ds 
[
X - X P(O l)e- 2 J[ r(s)ds 
Z(t) o o ' 
1 _ P(O, l)e-2f[ r(s)ds 
+ XoP(O, l)e-2 J[ r(s)ds _ Z - J[ r(s)dsl 
1 _ P (O, 1) -2![ r(s)ds 
T [·'.C P (O l)e- J[ r(s)ds - z 
- J, r(s)ds __ o --'-----=--e I T 1 - P(O. 1 )e-2 fo r(s)ds 
z - zP(O, 1 )e- 2 f{ r(s)d5 l 
+ T 1 - P(O, l)e-2 fo r(s)ds 
[ 
X _ -e- J[ r(s)ds l 
0 ;,, T Z(t) 
1 - P(O, l )e-2 fo r(s)ds 
+ [zP(O, l)e- 2 f[ r(s)ds - Xo P (O, l )e-f[ r(s)ds l X 
1 _ P(O , l )e-zf[ r(s)ds 
e- Jt r(s)ds 
X _ ze- J[ r(s)ds 
0 T [Z(t) 
1 - P(O, l) e-2fo r(s)ds 
- P (O, 1 )e- J[ r(s)dse- Jt r(s)ds] . 
Pui que x 0 - ze- f[ r(s)ds < 0 et 1 - P(O , 1 )e-2 J[ r(s)ds > 0, on en déduit que 
X ( t ) = ze- It r(s)ds si et seulement i Z ( t) = P (O, 1) e- J[ r(s)ds e- It r(s)ds, ou encore 
~ f IBe(s)(s)[ 2ds + t Be(s)(s)dW(s) = 2 {T r(s) ds - lnP(O , 1) 
2 Jo Jo Jo 
en prenant le logarithme de chaque côté et avec un peu d 'algèbre. D 
Le processus du côté gauche de l'équation ci-ha.u est un mouvement brnwnien 
avec changement de régime i 81 (t) = 81 et 82 (t) = 82 pour tout t E [O, T J. 
1otons que de supposer le paramètres r(t), o-i(t) et µ,i(t) con tants pour tout 
temps t E [O, T] et tout régime i E {l , 2} est une hypothèse suffisante, mais non 
nécessaire, pour satisfaire à cette condi t ion. 
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En travaillant avec cette nouvelle bypotbè e, nous sommes alors en train de consi-
dérer un mouvement brownien à deux régimes dont les paramètre sont donnés 
par 
et nous nous intéressons au premier temp. de passage à travers la barrière supé-
neure 
a* 2 fT r (s) ds - lnP(O, 1) 
.J 0 
2rT - ln P (O. 1). 
Il est important de noter que la position initiale du processu est X (O) = 0 et le 
régime initial est 8(0) = 1 avec probabilité 1. Cela nous permet de déduire une 
propriété très intéressante de ce modèle. En effet on verra que comme dans le cas 
à un seul régime, la probabilité d'atteinte de l'objectif ne dépend ni de la richesse 
initiale, ni de 1 objectif ,·isé. 
Par ailleurs, pour obtenir la ,,aleur de la barrière. il faut trouver la ,·aleur de 
P(O , 1) qui a,·ait été définie par le système d"équation différentielle 
{ 
aP~,i) - [1B,j 2 -2r(t) ]P(t;i)-t,q,1P(t , j), 
P(T, i) 1, pour t E [O , T] et i E {l 2} . 
Théorème 3.2. Pour tou t E [O T], on a 
[
P(t, l)l [l] = exp(-(T - t )1vf) * 
P(t , 2) 1 
où exp(-) dénote l'exponentielle matricielle et 
]\if = [IB11 2 - qn - 2r 
q22 
D , . E,. tP(t) [P(t,l)l tal ,, . l emonstration. n ecnvan = , on peu ors reecnre e 
P(t , 2) 
ystème 
comme l'équation différentielle matricielle 
d:?) = M P(t), P(T) - [:] 
Or. il est bien connu et rappelé par la défini t ion 2.3.2 que l'unique olution à cette 
équation est donnée par 
P (t ) = exp(t.M)P (O) . 
En vertu des propriétés de l'exponentielle matricielle , on obtient 
P(t ) exp(tl\1)P(O) 
exp((t - T + T)l\1)P(O) 
exp(-(T - t )M) exp(T M)P(O ) 
exp(-(T - t )l\1)P(T) 
exp(-(T - t)M) * [:] 
D 
Avec ce résultat, nous pouYons facilement déduire la valeur de P(O , 1) faisant partie 
de la barrière à atteindre. En effet, il suffit de prendre la première composante 
lor. qu'on ha.lue en t = O. 
Enfin, pour évaluer P(Tz :=:; T ), il suffit d 'inverser la tran formée de Laplace donnée 
à la fin de la section 2. 5 pour le premier temps de passage d'un mouvement 
bro~ nien avec deux régimes . Les paramètres à utiliser sont décrits plus haut . 
Voici un exemple pour illu trer le tout. Supposons que l'on modélise un marché 
de m = 10 action et un tit re sans risque par le mod èle moyenne-variance de 
Markowitz avec changement de régime. Pour simplifier le. calculs, supposons que 
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les 10 actions provienn ent de secteurs économiques indépendants , ce qui signifie 
que crij.e(l)(t) = 0 pour tout t > 0 si if= j. 
Consid érons les paramètres de marché suivants : pour Paction i E {l , 2, ... , 10}. la 
volatili té et la dérive au temps t sont constantes et identique lorsque le régime 
k E {l, 2} et en ù gueur , crii,1(t) =cri = 0.05 ,crii.2(t) = cr2 = 0.1, et µ.i.l(t) = µ1 = 
0.03, µi_2(t) = µ2 = 0.06. Supposons que le taux d intérêt du titre san risque est 
constant pour tout t > 0, r(t) = r = 0.01. De plus, le .. temp entre le changement 
de régimes sont indépendants et de loi exponentielle de movenne 1. Ln im estisseur 
ut ilise la stratégie moyenne-variance de Markowitz en espérant faire croître une 
riche e initiale x0 = 1 de 20% (z = 1.20) en plaçant dès que po sible sa richesse 
dans le titre sans risque. On s'intéresse à la probabilité d 'atteindre cet objectif 
d 'investis. cment au temps T = 1. 
Puisque pour k E {l , 2}, les valeurs rk(t), crk(t) et µk(t) ont fixes ur l'horizon 
[O, T] pour tout T > 0, il s'ensuit que la valeur de ek(t) est également constante sur 
[O , T], que nous noterons ek. Par conséquent, la distribution de T2 , l'instant où l'on 
place toute la richesse dans le eompte d'épargne, correspond à celle du premier 
temps de passage d'un mouvement brownien avec changements de régimes de 
paramètres µ.'{ = ~1e11 2, µ; = ~1e2 12 et cr; = 1e11 cr2 = 1e21 à travers une barrière 2 2 
fixe a* = 2rT - ln P(O , 1). Notons qu e ce processus a O comme valeur init iale. 
· / 10 · (0 .03 - 0.01)2 
Pms, on calcule 1e1 1 = JB1(t)[cr1(t)'J - 1[cr1(t)J-1B1(t)' = y 0_052 
1.6 et je2t = JB2(t)[cr2(t)'] - 1[cr2(t)J - 1B2(t)' = J10 . (0.~6
1
~ O.Ol )
2 
= 2.5 . De 
[
1.62 + 1 -2*0.0l - 1 l [3.54 -1 ] . plus, on a Jvf = = , ce qm 
-1 2.52 + 1-2*0.0l -1 7.23 
nous permettra d 'évaluer numériquement P(O , 1). 
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Comme T = l . on a 
P(O) exp(-M) * [: l 
0.0352 0.00 l * [ l ] 
0.00 0.002 1 
0.0439] ' 
0.0116 
c:e qui nou, permet de déduire que la barrière à atteindre dan. CC't exemple est 
2rT - ln P(O . 1) = 2 * 0.01 * 1 - ln(0.0439) = 3.145. 
On calcule ensuite la probabilité que le premier temps de pas age à traYers cette 
barrière oit inférieur à T = 1 pour un mouvement brownien à 2 régime donnés 
par 
( µ1 = ;1e11 2 = 3. 4,0"1 = IB1I = 1.6) , 
(µ2 = J1e21 2 = 9.375 , 0"2 = IB2I = 2.5) . 
Awc l 'aide de ?\1ATLAB, on a finalement P(Tz ::; 1) = O. 652. Cela . ignifie qu·en 
uiYant la stratégie décrite plus tôt, l'investisseur a une probabilité de 86,52% 
d'atteindre son objectif d 'augementer a richesse in itiale de 20%. 
3.3 La règle du 80% avec deux régimes 
Il e t naturel de e demander si l 'ajout de changements de régime à ce modèle 
change la validi té de la règle du 0%. On se souvient qu 'au chapit re 1, il avait 
été montré qu en utilisa.nt la même tratégie avec un seul régime, la probabilité 
d 'atteinte d 'un obj ectif d 'investissement était touj our su péri ure à 80% et ce, 
indépendamment de la riches e initia le, de l'objectif à atteindre, de l 'horizon et 
de para.mètres du marché. 
:v'Ialheureusement. cette règle ne tient plu. lorsqu'on considère un modèle avec 
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2 régimes. Pire encore, dans certains cas: la probabilité d 'atteinte d:un objectif 
avec cette tratégie peut même descendre sous la barre des 20% ce qu i est 4 fo is 
plus ba. que la probabilité minimale dans le cas à un seul régime. Il suffit d'un 
contre-exemple pour s'en convaincre. 
Considéron le paramètre. IB11 = 0.01 IB2I = O. , r = 0.01 et Qn = q22 = -1. En 
faisant varier la valeur de T, on peut tracer un graphique de la probabilité d·at-
teinte d'un objectif d\nvestissement z quelconque (rappelon que la probabili té 
ne dépend pa de l'objectif z ni de la richesse initiale x 0 ) en fonction de Phorizon 
de temp T. 
A Fa.ide du logiciel MATLAB, on calcule la probabilité que l'objectif soit atteint 
en codant l'intégrale corre. pondant au ré. ultat du théorème 2.10. 
On a alors le graphique suivant : 
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Figure 3.1 Probabilité d'atteinte d'un objec if en fonction du temps 
_ -oton que nou avon fait ,-arier T de 0.01 à 10 par de saut de 0.01. A partir 
de ce graphique on peut conclure que la règle du 80% ne s'applique pa. dans 
le cru avec changement de régime. On remarque cependant que la forme de la 
courbe ressemble à celle de la figure 1.1 corre pondant à la probabilité d'atteinte 
du même objectif avec un . eul régime. 
CO. 1CLUSIO:\" 
Le deux principaux objectifs de ce mémoire étaient d'ét udi er la distribution du 
premier temps de passage d 'un mouvement brownien aYec changement. de régime 
et de considérer de applications de ce modèle . 
A.u chapitre 1 nou avons déri,·é la distribution du premier temp de passage d'un 
modèle plus imple, le mouvement brownien avec dérive. P uis. nous avons consi-
déré une application financière de ce modèl , soit la stratégie moyenne-Yariance 
de Markowitz. Nou arnns montré qu'il existait une borne inférieure universelle 
pour la probabilité 'atteinte d'un objectif d'investissement. elon ce mod 'le. Cette 
propriété porte le nom de règle du 80%. 
Ensuite. au chapitre 2, nous ayons dérivé la di tribut.ion du premier temps de 
passage à travers une barrière fixe d · un mouvement brownien avec 2 régimes dont 
1 alternance est régie par une chaîne de Markov à temps continu. Pour ce faire 
nous avons factorisé le processu par la méthode de vVeiner-Hopf pour trouver la 
tran formée de Laplace, puis nou avon inversé cette tran formée pour arriver à 
une expre ion analytique de la distribu tion. 
Enfin , au chapitre 3, nous a,·ons consid éré I application du chapitre 1 avec des 
changements de régime. Nous avon ut ilisé l'expression analytique trom'ée de la 
di tribut ion du premier temps de passage trouvée au chapit re 2 pour vérifier nu-
mériquement à 1 aide du logiciel MATLAB, que la règle du 80% qui rendait 
la stratégie moyenne-rnriance attrayante. n'était malheureu ement plus Yérifée 
!or.que de changement .. de régime sont pré ent .. 
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Cependant, même si la probabilité minimale en fonction du temps pour un en-
semble de paramètre peut être très basse) nous avons observé toujours la même 
forme générale de graphique quel que soient le paramètres. On commence tou-
jours ha.ut. puis on de cend assez rapidement vers un creux se situant entre T = 0 
et T = 2 avant de finalement remonter de façon concave vers 1. Il serait intére sa.nt 
d'étudier la. forme de ces courbes dans le futur. 
APPE. -DICE A 
CODE MATLAB 
A. l Simulation de traj ect.oires 
Fonction sen-ant à simuler des trajectoires de mou ·ement brownien avec change-
ments de régimes où S = 2 régimes. 
function [ trajectoires J = brownienRegime( mu, sigma , q, 
nbTraj, zO, T, initState) 
%Trace nbîraj trajectoires de brownien avec changement de régime 
%(8=2 régimes) dont l'espace entre chaque point est delta 
%sur l'horizon T avec état initial initState 
delta= 1/ 10000; %paramètre caché 
trajectoires= zeros(nbîraj, floor(T/delta)+1); 
for k = 1 :nbîraj 
%generation de la chaine 
chain = [O]; 
t = O; 
state = initState; 
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noîrans = 1; 
while t <= T 
end 
t = t - log(rand) / q (state ); %genere changement regime 
i f t > T 
chain = [chain T]; 
else 
chain = [chain t] ; 
state = 1 + (state 1) ; 
end 
%generation de la trajectoire 
trajectoires (k,1 )=z0; 
pos = zO; 
stat e = initState; 
for i = 1: (length(chain)-1) 
%cas ou deux transitions dans le même sous intervalle 
i f floor (chain (i) / delta) == floor (chain(i+1 )/delta) 
pos = pos + mu(state)*(chain(i+1)-chain(i)) 
else 
+ sigma(state)*sqrt(chain (i+1)-chain(i ))*randn ; 
state = 1 + (state == 1); 
pos = pos + mu(state)*(delta*(l+floor(chain(i)/delta)) 
-chain(i ) ) + sigma(state)*sqrt(delta* 
(1+floor(chain(i)/delta))-chain(i))*randn; 
j = floor(chain (i )/delta) + 2; 
trajectoires(k,j)=pos; 
j = j+1; 
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sigma2, mu1, mu2 )/( 2*pi ) ; 
end 
Fonction calculant l'intégrale du théorème 2.10 . 
funct i on [ integ J = integRoots( T, a, x, q11 , q22 , s i gma1 , sigma2, 
mu1, mu2 ) 
%l ' i ntegrale dans Hieber ave c l a f onction r oots 
integ=integral (@(u) phiComplexeNumeri que(T , a, x, q11, q22, 
sigma1, sigma2, mu1, mu2, u) ,-Inf,Inf , 'ArrayValued',true); 
end 
Fonction calculant la transformée de Laplace du premier t.emp de passage. 
function [ phi] = phiComplexeNumerique(T, a, x, q11, q22, sigma1, 
sigma2, mu1, mu2, u) 
%la fonction phi evaluee pour -iu sans utiliser le package analytique 
lambda= 0. 02; 
poly = [ (sigma1-2*sigma2-2) / 4 (mu1*sigma2-2 + mu2*sigma1-2) / 2 
mu1*mu2+ (sigma1-2*(q22-1i*u-lambda)+sigma2-2*(q11 - 1i*u- l ambda)) /2 
mu1* (q22-1i*u-lambda)+mu2*(q11-1i*u-lambda) 
(-1i*u-lambda)*( q11+q22-1 i*u- lambda)]; 
raeines = roots (poly) ; 
c- , idx ] = sort (real(racines) , 'descend'); 
racines= racines(idx); 
beta4 = racines(1,1 ); 
beta3 = racines(2,1) ; 
phi= (exp((1i*u+larnbda)*î)*((beta3*exp(beta4*(x-a)) -
beta4*exp(beta3*(x-a) ))/(beta3 - beta4 ) +((exp(beta3*(x-a)) -
exp(beta4*(x-a))) /(beta3-beta4))* 
(beta3*beta4+2*(1i*u+lambda)/(sigma1-2 )) / 
(beta3 + beta4 + 2*mu1 /( sigma1-2 ) ))/(1i*u+lambda)); 
end 
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