The simulated tempering (ST) is an important method to deal with systems whose phase spaces are hard to sample ergodically. However, it uses accepting probabilities weights which often demand involving and time consuming calculations. Here it is shown that such weights are quite accurately obtained from the largest eigenvalue of the transfer matrix -a quantity straightforward to compute from direct Monte Carlo simulations -thus simplifying the algorithm implementation. As tests, different systems are considered, namely, Ising, Blume-Capel, Blume-Emery-Griffiths and BellLavis liquid water models. In particular, we address first-order phase transition at low temperatures, a regime notoriously difficulty to simulate because the large freeenergy barriers. The good results found (when compared with other well established approaches) suggest that the ST can be a valuable tool to address strong first-order phase transitions, a possibility still not well explored in the literature.
I. INTRODUCTION
Many statistical systems are difficult to "probe" since their phase spaces display complicated landscapes full of energetic valleys and hills 1, 2 . In such case, a non-representative sampling of the microstates, e.g., due to uneven visits to the different domains 3 , can lead to metastability and broken ergodicity, with a consequent non-convergence to equilibrium and poor estimates for the thermodynamic quantities 4, 5 . This is exactly the situation found in first-order phase transitions 6 , where the free-energy minima are separated by large barriers, and simple one-flip Metropolis approaches are unable to solve the problem.
Thus, different methods -aimed to guarantee ergodic simulations in the context described above -have been proposed [7] [8] [9] [10] [11] [12] [13] . Among the so called enhanced sampling algorithms, a particularly important one due to its simplicity and generality is the simulated tempering (ST) 14, 15 (closely related to the also relevant parallel (or replica) tempering, PT, approach 16 ).
Here, tempering means that along the simulations the system can undergo temperature
changes. Consider we shall analyze a system at T = T 1 . Besides an usual Monte Carlo (MC) prescription, in the ST algorithm T is also treated as a dynamical variable: the temperature can assume distinct values from a set {T 1 < T 2 < . . . < T N }, switching from time to time according to established accepting probabilities p's. Of course, during the simulations the relevant averages necessary to obtain the sought thermodynamic quantities are performed only when the system is at T 1 . The central idea is that temporary evolutions at higher T 's strongly facilitates the crossing of the free-energy barriers, then allowing uniform visits to the multiple regions of a fragmented phase-space 17 .
A fundamental ingredient in the ST is the definition of the accepting probabilities 14 ;
system features at T = T 1 , the actual temperature of interest. Such technical aspects associated to the g's are even more delicate for first order phase transitions, a situation rarely analyzed with the ST 6, 23 .
Given the previous comments, our purpose in this contribution is twofold. First, to present a numerically simple -yet quite accurate -procedure to obtain the weight factors g, thus making the ST algorithm easier to implement, e.g., by avoiding involving recursive protocols 21 . This is accomplished with a method proposed in Ref. 19 , where Z is calculated directly from the transfer matrix largest eigenvalue (λ (0) ), straightforward to compute from Monte Carlo simulations. The key point is that although λ (0) gives the exact Z only at the thermodynamical limit, i.e., for infinite systems, the convergence is very fast. So, even for a relatively small system (as will be illustrated in the examples), any difference between its exact Z and that from λ (0) can be neglected and for all practical reasons the approach leads to the correct g's. Second, to consider the ST for the already mentioned difficult case of first-order transitions, showing that the ST is also a helpful tool to address such regime, a possibility barely explored in the literature.
The work is organized as the following. We review the ST algorithm and how to calculate g from the transfer matrix in Section II. Also in Section II we exemplify the procedure efficiency by computing the partition function for the Ising model, a system for which Z can be obtained exactly. In Section III and IV we compare the present with other well established methods to study first-order phase transitions, taking as case studies the Blume-Capel, Blume-Emery-Griffiths (BEG) and Bell-Lavis models. Finally, remarks and the conclusion are drawn in Section V.
II. THE ST AND THE CALCULATION OF g
As mentioned in the Introduction, the ST algorithm is generally implemented as two steps procedure, repeated a given number of times. First, at a temperature T n ′ (n ′ = 1, 2, . . . , N), a standard Metropolis prescription is used to promote the transition σ ′ → σ ′′ with the probability P σ ′ →σ ′′ = min{1, exp[−β n ′ (H(σ ′′ ) − H(σ ′ ))]} (for σ representing the system microscopic configurations). Second, an attempt to change the replica temperature (from T n ′ to T n ′′ ) is made according to
In Eq. (1), H is the problem Hamiltonian, σ the actual microscopic state, and n ′′ = 1, . . . , N arbitrary, so non-adjacent temperatures changes are allowed. Moreover, β = 1/(k B T ) with k B always set equal to 1 hereafter.
We observe that p n ′ →n ′′ is strongly dependent on the weights g's. Indeed, for an appropriate sampling the evolution should uniformly visit all the established temperatures, which is the case when g n = β n f n for f n the free-energy per volume V at T n . Recalling the rela- Briefly, at the thermodynamic limit it holds true that (see details in the Appendix)
suppose for definiteness a 2D system with K layers of L sites each, so V = L × K. Next, consider the full Hamiltonian decomposed as
where
. . , σ L,k ) represents the state configuration of the k-th layer. We further assume periodic boundary conditions, or S K+1 = S 1 . The transfer matrix is defined (Appendix) so that its elements read
Then, as shown in the Appendix, we have (
This expression enables one to calculate the largest eigenvalue λ (0) of T in terms of the averages T (S k ) and δ S k ,S k+1 , with δ S k ,S k+1 = 1 (δ S k ,S k+1 = 0) if the layers S k and S k+1 are equal (different). We also should mention that T (S k ) and δ S k ,S k+1 can be evaluated from quite standard MC simulations.
As the final step, the weights follow from
A relevant issue is that even thought Eq. (2) is exactly only for infinite size systems, if L (or K) is not too small the relation is extremely accurate. Hence, for any practical purpose Eq. (6) gives the correct g, as we are going to illustrate in the next Sections.
In this way, we can summarize the proposed approach as the following. First, with Eqs. representing different thermodynamic quantities, will give poor results. So, a second point is that the transfer matrix alone is not a reliable method to study first-order phase transitions.
Lastly, we mention that in the limit of large systems and high temperatures δ S k ,S k+1 is small, since the probability for the configurations S k and S k+1 to be the same is very low.
As a consequence, one may get bad estimations for the weights. In this case, a possible way to circumvent the problem is to decrease the size L of each layer and to increase the number of layers, maintaining the volume V = L × K constant (see also the discussion in the Section V).
A. An example: the partition function for the Ising model
Just to verify how good is the Eq. (2) for finite size systems, we consider the Ising model, whose partition function can be calculated exactly. The Hamiltonian is Since the above system presents a very well known and simple first-order phase transition (for H = 0 and T < T c ), we prefer to address such regime, our focus in this contribution, for other models in the following Sections.
III. THE LATTICE-GAS MODEL WITH VACANCIES (BEG)
The lattice-gas with vacancies (BEG) model is given by the Hamiltonian (σ = 0, ±1)
for which the transfer matrix T (S k ) elements are
For the values of K/J we are going to consider here and at low temperatures, if D is small, the system presents an ordered phase. When D increases, a gas phase takes place. These regimes are separated by a strong first-order phase transition at D = D * . For simplicity, hereafter all the quantities will be given in units of J.
A. The Blume-Capel model To study the Blume-Capel model around first-order phase transition, we perform finite size scaling analysis using the PT algorithm. We first recall that according to a rigorous theory of first-order phase transitions at low temperatures 28 , all thermodynamic quantities should scale with V . Then, for Fig. 3 we show the order parameter q = Q /V and the isothermal susceptibility B. The full, K = 0, BEG model Next, we briefly comment on the full BEG model, i.e., K = 0. Generally, approaches based on cluster algorithms are known to be very appropriate for lattice-gas systems 7 . Nevertheless, it is also a fact that first-order phase transitions for some special K's, like K = 3.3,
can be a little trick to solve. So, modifications in the cluster method are necessary 8 . In the absence of calculations of f and Z when K = 3. As a final observation, we recall that K = 3.0 has been extensively studied under different approaches 9, 29, 30 . In particular, it has been shown 32 that for this parameter value, the ST is an efficient method to study the first-order phase transition for 2D square lattices as small as L = 20.
IV. THE BELL-LAVIS MODEL
As a last example, we consider the Bell-Lavis water model 33, 34 . It is defined on a triangular lattice, whose occupational variable σ i (i = 1, 2, . . . , V ) takes the values 1 (0) if the site is (is not) occupied by a water molecule. Moreover, each molecule is described by an orientational state, indicating to which nearest neighbor a hydrogen bonding can be formed. So, for a non-empty site i, we define the quantity τ 
where µ is the chemical potential and ǫ vdw and ǫ hb are, respectively, the Van der Waals and hydrogen bonds interaction energies. The Van der Waals force tends to increase the system density by filling the lattice with molecules. On the other hand, the hydrogen bond interaction essentially favors an increasing in the hydrogen bonds, so it effectively may limit the molecule density if µ is negative and small. Finally, the T (S k ) elements are given by
The Hamiltonian in Eq. (11) exhibits a very rich phase diagram. For instance, recent numerical simulations 35 show that the parameter conditions allowing the existence of two stable liquid phases take place when the hydrogen bonds are at least three times higher than the Van der Wall interaction, or ζ ≡ ǫ vdw /ǫ hb < 1/3. In such case, for low negative µ values the system presents only a gas phase. By increasing µ a low-density-liquid-phase (LDLP) arises. In the limit of higher chemical potentials, we have a high-density-liquidphase (HDLP). At T = 0, the LDLP (HDLP) has a global density of ρ = 2/3 (ρ = 1), with the hydrogen bond density per molecule being ρ hb = 3/2 (ρ hb = 1). Furthermore 35 , both phase transitions are of first-order: that between the gas and the LDLP occurring at µ * = −3 (1 + ζ)/2 and that between the LDLP and HDLP at µ * = −6 ζ. For T > 0, the former remains first-order, ending at a tricritical point, whereas the latter becomes second-order, belonging to the Ising universality class 35 . Next, we will focus on the first-order phase transition case, gas-LDLP, assuming ζ = 1/10
and presenting all the results in units of ǫ hb . First, we test the efficiency of the transfer matrix to yield the free-energies, hence the weights for the ST. In Fig. 5 we compare some values of f calculated from the T approach with those obtained from numerical integration of the Gibbs-Duhem equation, S dT − V dp + N dµ = 0, at fixed temperatures. Thus, dp = ρ dµ where the pressure is related to the free-energy per volume (grand-canonical) by the expression f = −p. As it can be seen, even for a small lattice size of L = 18 and low T 's, the agreement is very good. Now, we assume a lattice of L = 24 and a rather small T = 0.25, difficult to simulate by standard one-flip algorithms. In Fig. 6 we plot the density ρ (the order parameter) as function of the chemical potential µ (the control parameter) around the phase transition point. We consider both the ST as well as an usual Metropolis algorithm. Contrary to the latter, the ST predicts the phase transition without displaying any hysteresis. In fact, hysteresis is a characteristic behavior of methods not able to properly sample the system when the phase space presents high free-energy barriers. Also, for the low T considered, the transition µ * should not be too different from -1.65, the thermodynamic value at T = 0 when ζ = 1/10. Indeed, an expectation confirmed by Fig. 6 .
Due to the lack of studies discussing first-order phase transition for the Bell-Lavis model (either by means of general or dedicated methods), here we compare the proposed ST algo- rithm with calculations based on the parallel tempering (PT) approach, recently shown to be a very efficient tool to analyze such thermodynamical regime 29, 32, 36, 37 . In Fig. 7 we plot the histogram of the order parameter ρ at the phase coexistence for T = 0.25 and L = 24.
In 'tuning' the chemical potential so to have the two peaks of about the same high, we find µ = −1.6533. We emphasize the quite good agreement between the methods, both being able to circumvent metastable states and to promote frequent visits between the gas phase 
and the LDLP.
We finally perform a finite-size analysis to determine the phase coexistence. We plot in Fig. 8 the order parameter ρ and the compressibility χ T as functions of µ, assuming different system sizes L and fixed T = 0.25. Note that we obtain very smooth curves and that χ T exhibits sharper peaks as L increases. Moreover, all the isotherms for the density ρ cross each other at the same point µ * = −1.6528(1) (as it should be 28 , a value close but smaller than that for a finite system, e.g., the one in Fig. 7 ). After locating µ * with accuracy, we can perform a rescaling of the data, finding a very good collapse by plotting ρ × (µ − µ * ) V and χ T /V × (µ − µ * ) V . Such results confirm the amenability of the present procedure for estimating the transition points in discontinuous phase transitions.
V. REMARKS AND CONCLUSION
In this paper we have considered an alternative simple protocol to calculate very accurate Second, by increasing too much the system size, the accepting probabilities for the temperature exchanges decrease, eventually leading to a poor estimation for the thermodynamic quantities (but for a possible way to assuage it, see the end of Section II). In fact, the difficulty in simulating large systems is not a peculiarity of the ST. It also may be the case in others methods like the PT and Wang-Landau. A finite-size analysis circumvent this problem, but in practice should use L's up to a certain maximum value L m , for which the considered method still works well. The crucial point is whether L m allows a correct extrapolation to the thermodynamic limit. In our many examples, for L around 25 we already can predict this limit. But other situations would require, say, L = 100, which in principle could be calculated with our approach if we use a larger set of temperatures {T n }, but with ∆T = (T n − T 1 ) fixed. Presently, such issue is under investigation and will the subject of a forthcoming publication.
In summary, the examples given show that the ST algorithm allied to our straightforward way to calculate the weights is able to deal with free-energy barriers, common at the phase coexistence, and therefore can be very useful in characterizing first-order phase transitions.
Here we present a general overview on the transfer matrix method 19 , and how it can be used to calculate Z.
Consider a general Hamiltonian of a regular lattice, written as
for
. . , σ L,k ) the state configuration of the k-th layer (each having L sites).
Also, assume periodic boundary conditions, so that S K+1 = S 1 .
From the definition of the (grand-canonical) partition function Z, we have that the probability P (S 1 , S 2 , ..., S K ) for the layer 1 to have the configuration S 1 , the layer 2 the configuration S 2 , and so on, is given by (β = 1/(k B T ))
We then can define the transfer matrix T such that its elements T (S ′ , S ′′ ) are equal to exp[−βH(S ′ , S ′′ )], for S ′ and S ′′ being the configurations of two successive neighbor layers.
Hence, the r.h.s. of Eq. (A2) reads T (S 1 , S 2 ) . . . T (S K , S 1 )/Z.
Next, since
it naturally follows that
But observe that S k T (S k−1 , S k ) T (S k , S k+1 ) = T 2 (S k−1 , S k+1 ), with this last term denoting the element (S k−1 , S k+1 ) of the matrix T 2 . Thus, using such relation recursively in Eq. (A4), one finds
If now we calculate all the eigenvalues {λ (m) } of T , from basic linear algebra we get
Finally, for K large enough, the most important contribution in Eq. (A6) comes from the largest eigenvalue of T , λ (0) , and thus we recover Eq. (2) of Sec. II (which is exact in the thermodynamic limit of K → ∞).
To derive an expression for λ (0) , observe that the marginal probabilities P (S 1 ) = S 2 ,...,S N P (S 1 , S 2 , S 3 , . . . , S N ), P (S 1 , S 2 ) = S 3 ,...,S N P (S 1 , S 2 , S 3 , . . . , S N ), (A7) are readily obtained from Eq. (A2) and from proper products of the T matrix elements, or
For |m being the eigenvector associated to the eigenvalue λ (m) of T , we have that the usual spectral expansion of an operator, T = m λ (m) |m m|, yields
for φ (m) (S ′ ) an element of |m in the representation of the layer configurations {S}. Therefore
and
Again, considering K large enough, Eqs. (A10) and (A11) can be approximated by
Setting S ′ = S ′′ in Eq. (A12), we arrive at
Lastly, summing Eq. (A13) over S ′ and identifying the averages (for T (S ′ ) ≡ T (S ′ , S ′ ))
we obtain Eq. (5).
