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ABSTRACT
Domain adaptation provides a powerful set of model training
techniques given domain-specific training data and supple-
mental data with unknown relevance. The techniques are
useful when users need to develop models with data from
varying sources, of varying quality, or from different time
ranges. We build CrossTrainer, a system for practical domain
adaptation. CrossTrainer utilizes loss reweighting from [6],
which provides consistently high model accuracy across a
variety of datasets in our empirical analysis. However, loss
reweighting is sensitive to the choice of a weight hyperpa-
rameter that is expensive to tune. We develop optimizations
leveraging unique properties of loss reweighting that allow
CrossTrainer to output accurate models while improving
training time compared to naïve hyperparameter search.
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1 INTRODUCTION
The availability of large, labeled training datasets has made
the development of data-intensive machine learning models
increasingly accessible [15–17, 22, 34]. However, when devel-
oping models for new domains, acquiring sufficient training
data for a user’s target setting can be costly or infeasible. In
these scenarios, supplemental but potentially less relevant
datasets can also boost model performance by serving as
additional training data. For instance, while a data scientist
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Figure 1: CrossTrainer trains amodel tomaximize val-
idation accuracy by learning a weighting α between
target and source data. CrossTrainer addresses the bot-
tleneck of tuning α with optimizations to reduce both
the parameter search space and retraining time.
at a small online retailer may only have access to a limited
number of reviews from their retail portal to construct a
sentiment prediction model, they can augment their small
training set with larger public datasets such as the Amazon
reviews dataset [25]. This scenario in which users want to
train models using limited training data from the target do-
main with supplemental data from a source domain is a form
of transfer learning called domain adaptation (DA) [14, 26].
Despite the common need to deal with data from varying
sources and of varying quality, practitioners lack the means
to easily apply DA to their machine learning pipelines. In
this paper, we develop CrossTrainer, a system for practical
DA that integrates with existing ML training workflows, i.e.
those using the scikit-learn API. CrossTrainer takes source
and target datasets as input, and trains a model optimized
for accuracy on the target domain (Figure 1). In building
CrossTrainer, we address two practical challenges that are
overlooked in the DA literature.
First, the machine learning literature proposes a wide
range of methods for domain adaptation [6, 12, 13, 33], with
no clear consensus on their applicability. Different DA meth-
ods provide different trained model accuracies depending on
the target and source datasets, which makes it challenging
for users to select the appropriate method a priori. To address
this challenge of method choice, we perform an empirical
analysis of six DA techniques across eight datasets, focusing
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on techniques that are agnostic to model architecture. We
find that loss reweighting [6], which adjusts the loss func-
tion of a base model to balance the relative importance of
the target and source datasets, consistently achieves high
accuracy across a variety of source and domain types. In
particular, unlike many alternatives, loss reweighting never
performs worse than training with target or source data in
isolation. Further, loss reweighting is compatible with any
base model that uses loss minimization, including logistic
regression and gradient boosted decision trees, and requires
no adjustments to standard training procedures and feature
formats. As a result, CrossTrainer utilizes loss reweighting
as its core method to perform domain adaptation.
However, the accuracy of loss reweighting depends heav-
ily on a key hyperparameter α that determines the relative
importance of datasets during training. Naïvely tuning α
requires potentially expensive hyperparameter search over
many possible values, retraining the model for each config-
uration. For instance, searching over 100 hyperparameter
values for a logistic regression model over 7 million data-
points can take 80 minutes.
This leads us to a second challenge: loss reweighting re-
quires expensive tuning and retraining procedures that can
limit its practical application. To address this, CrossTrainer
introduces two optimizations for hyperparameter selection
that decrease both the number of evaluations and the com-
putational cost of each evaluation. First, to prune the search
space, we leverage the unimodal relationship between model
accuracy and α , verified both in practice and in the con-
text of a theoretical upper bound introduced in [6]. As a
result, CrossTrainer uses golden section search to prune the
hyperparameter space [19]. Second, we observe that the hy-
perparameter search consists of repeatedly training models
under similar conditions, yielding model coefficients that are
closer to each other than random initialization. To decrease
the cost of each evaluation of α , CrossTrainer utilizes warm-
start initialization [11], further reducing training time for
models trained with iterative procedures such as stochastic
gradient descent. Together, these optimizations improve loss
reweighting performance by up to 48× compared to a grid
search over 100 values.
In summary, we make the following contributions:
• We empirically evaluate six domain adaptation techniques
and find that loss reweighting provides consistent best
or second-best accuracy across real-world and synthetic
workloads.
• Based on these results, we introduce CrossTrainer, a sys-
tem utilizing loss reweighting to provide accurate and
rapid domain adaptation for loss-minimizing models.
1 from crosstrainer import CrossTrainer
2 from sklearn import linear_model
3 lr = linear_model.LogisticRegression (...)
4 ct = CrossTrainer(lr, k=5, delta= 0.01 )
5 lr, alpha = ct.fit(
6 X_target , Y_target , # task target
7 X_source , Y_source) # supplemental source
8 Y_pred = lr.predict(X_test)
Figure 2: CrossTrainer usage with scikit-learn. Here
we fit a logistic regression classifier, but other classi-
fiers are also compatible.
• We develop optimizations that provide up to 48× speedup
for loss reweighting compared to naïve hyperparameter
tuning, and analyze the soundness of the optimizations.
The remainder of this paper proceeds as follows. In Sec-
tion 2, we introduce our system and its usage. In Section 3, we
provide details on the loss reweighting technique for domain
adaptation. In Section 4, we describe runtime optimizations
for CrossTrainer. In Section 5, we evaluate CrossTrainer for
accuracy, robustness, and runtime. In Section 6, we discuss
related work. We conclude in Section 7.
2 SYSTEM OVERVIEW
CrossTrainer is a system for improving machine learning
model accuracy using domain adaptation. Given input tar-
get and source datasets, as well as a model to fit, CrossTrainer
trains themodel using the loss reweighting technique from [6],
optimizing for model validation accuracy on the target do-
main (Figure 1). Users can separately configure hyperparam-
eter settings for model training and loss reweighting. The
major CrossTrainer parameters are k , the number of folds
used for cross-validation on the target data, and δ , the de-
sired precision of the hyperparameter tuning procedure for
loss reweighting’s α parameter (i.e., estimate the optimal α∗
with respect to validation accuracy within α∗ ± δ ).
We implement CrossTrainer in Python1. In Figure 2, we
demonstrate how CrossTrainer can serve as a drop-in sup-
plement for existing machine learning workflows using the
scikit-learn API [27]. CrossTrainer does not require any mod-
ifications to feature pre-processing or downstream moni-
toring pipelines, as it trains models that operate on target
(ST = (XT ,YT )) and source (SS = (XS ,YS )) features directly.
As output, CrossTrainer produces a model that performs bet-
ter than models trained naïvely on only the target or source
data separately.
To emphasize CrossTrainer’s broad applicability, we de-
scribe three motivating use cases.
1https://github.com/stanford-futuredata/crosstrainer
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Sentiment Analysis. Consider the case of an online shoe
retailer who wishes to build a sentiment classifier for reviews
on her website. While she can curate a labeled target dataset
specific to her needs, it might be expensive for her to collect
and label a large enough dataset [17] to effectively train a
model. However, if the retailer were to make use of a large
source dataset of labeled Amazon reviews [25] in conjunction
with a small amount of target shoe review data, CrossTrainer
would enable her to train a model that outperforms those
trained on either dataset separately.
Data Cleaning. Consider the case of an advertisement con-
tent sensor who wants to build a movie genre classifier to
detect horror movies using publicly available datasets from
IMDb [3] and Yahoo [4]. The IMDb dataset has 50K exam-
ples, but its genre labels are noisy (e.g. having “Kids" and
“Horror" tagged for the same movie). In contrast, the Yahoo
dataset contains only 10K examples but is much cleaner. Cor-
rect handling of dirty data has the potential to significantly
improve model performance [21]. In this case, CrossTrainer
can help users balance the two related datasets and improve
the final classifier performance.
Time-varying behaviors. Consider the case of an airline
operator who would like to train a model for predicting
flight delay status. While current flight information is more
relevant for training, there might only be a small amount
of recent flight data collected and labeled for use. With
CrossTrainer, the operator can leverage larger datasets with
labeled historical data to augment the training and enable
accurate prediction on current data.
3 LOSS REWEIGHTING
We describe domain adaptation, loss reweighting, and loss
reweighting’s properties that enable our optimizations.
3.1 Domain Adaptation
In domain adaptation, a domain is pair (D, f ) consisting of
a distribution D over inputs x ∈ X and a labeling function
f : X → {0, 1}. Data is drawn from a target domain (DT , fT )
and a related, not always identical source domain (DS , fS ).
Both domains share the same input space X. The goal of
domain adaptation is to learn a classifier h that minimizes
the target error, defined as the probability that h disagrees
with a labeling function fT according to the distributionDT :
ϵT (h) = Ex∼DT [|h(x) − fT (x)|], h, fT : X → {0, 1}.
We assume that for training, we have access tom instances,
where βm instances are drawn from DT , and (1 − β)m are
drawn from DS .
3.2 Loss Reweighting
Loss reweighting [6] is an instance-based method for su-
pervised domain adaptation that adjusts the loss function
of a classifier to weight the relative importance of target
and source datasets. Loss reweighting seeks to find a classi-
fier h that minimizes the empirical α-error ϵˆα (h), which is a
linear combination of the empirical source error ϵˆS (h) and
empirical target error ϵˆT (h) for a given α ∈ [0, 1]:
ϵˆα (h) = αϵˆT (h) + (1 − α)ϵˆS (h). (1)
Intuitively, the hyperparameter α provides a means to trade
off the importance of the target dataset with the value of a
potentially larger but less relevant source dataset. By choos-
ing α appropriately, we should be able to learn at least as
well as if we only used source (α = 0) or target data (α = 1),
or if we use the union of the source and target data (α = β).
The authors in [6] show that ϵˆα (h) is a proxy for the true
error on the target distribution ϵT (h). Specifically, a classifier
hˆ = minh ϵˆα (h) that minimizes empirical α-error and a clas-
sifier h∗T = minh ϵT (h) that minimizes target error satisfies:
ϵT (hˆ) ≤ ϵT (h∗T ) + д(α) (2)
д(α) = 2B
√
α2
β
+
(1 − α)2
1 − β + 2(1 − α)A. (3)
д(α) is thus an upper bound on the cost of optimizing ϵˆα
instead of the unknown ϵT .A ∈ R≥0 is a constant measuring
the distributional divergence between source and target, and
B ∈ R≥0 is a constant measuring classifier class complexity,
for more details see [6].
3.3 Properties of α and Loss Reweighting
In practice, the optimal reweighting parameter α∗ depends
on both the size and quality of the source and target training
sets. While one could derive an estimate for α∗ from the
upper bound in Equation 3, good estimates for A are compu-
tationally intractable and optimize for an upper bound rather
than the true accuracy. Instead, users can empirically tune α
as a hyperparameter and optimize for target performance on
a validation set. However, the repeated training necessary
for tuning α are computationally expensive.
In this section we investigate properties of α and ϵˆα that
will allow us to reduce the overhead of naïve hyperparameter
search. First, we formally verify the empirical observation
in [6] that д(α) is convex, and thus there exists a single value
αд that minimizes д(α).
Proof of convexity of error upper bound. Let
z(α) =
√
α2
β
+
(1 − α)2
1 − β .
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Figure 3: Across a variety of datasets, the accuracy curves are unimodal, but not always concave.
Then,
д′′(α) = 2B · z ′′(α) = − 2B(β(2α − 1) − α2) · z(α) .
We want to show that д′′(α) ≥ 0. Since B ≥ 0, z(α) ≥ 0, we
must show that β(2α − 1) − α2 ≤ 0. There are two cases:
(1) α ≤ 0.5: We have (2α − 1) ≤ 2× 0.5− 1 = 0, also given
β ≥ 0,−α2 ≤ 0⇒ β(2α − 1) − α2 ≤ 0.
(2) α > 0.5: Since β ∈ [0, 1], β(2α − 1) ≤ 2α − 1. Therefore
β(2α − 1) − α2 ≤ 2α − 1 − α2 = −(α − 1)2 ≤ 0.
Therefore, д(α) is convex.
Empirical evidence. Equation 3 shows that the error is
upper bounded by a convex function of α , but we must verify
that the empirical error curve itself is convex in practice. The
authors in [6] show a few promising examples, andwe extend
their empirical evaluation to a wider range of datasets.
We train a series of logistic regression models that mini-
mize empirical α-error under varying α . Figure 3 reports the
achieved test accuracy for two different target dataset sizes
on a number of datasets. As we report accuracy instead of
error, we expect the curves to be concave, not convex.
We first observe that for a wide range of target and source
datasets, the optimal choice of α∗ is not at α = 0 or α = 1,
indicating that the identification of α∗ requires tuning. Fur-
ther, contrary to the observations in [6], the empirical target
accuracy is sometimes not concave (Figure 3). However, the
accuracy curves are still all unimodal, a weaker property
than concavity that describes functions with a unique local
maximum. A function f (x) is defined as unimodal if there
exists a unique value x∗ that maximizes the function, and
that the function monotonically increases for x ≤ x∗ and
monotonically decreases for x > x∗. Unimodality is sufficient
to enable optimizations in Section 4.1 that improve hyperpa-
rameter search performance. Although for some datasets, the
results have small fluctuations (Figure 3) and are not strictly
unimodal, in practice these do not hinder the effectiveness
of our optimizations.
4 OPTIMIZING CROSSTRAINER
To enable efficient usage of loss reweighting in CrossTrainer,
we reduce the computational overhead of tuning theα param-
eter. We introduce two optimizations: we reduce the range
of α to evaluate using golden section search, and reduce the
runtime for each iteration using warm start.
4.1 Golden Section Search
Hyperparameter search is a well studied problemwith simple
solutions such as grid search, to state of the art improvements
to random search such as Hyperband [23] and Bayesian
optimization [20]. However, unlike in traditional, domain-
agnostic hyperparameter search, here we can take advantage
of the unimodal relationship between ϵT (hˆ) and α to more
quickly hone in on α∗.
As we wish to approximate the optimal α∗ to a precision of
δ , we begin by considering grid search with a granularity of
δ (i.e., with 1δ grid points) as a baseline. However, for logistic
regression on datasets with a few million points and with
δ = 0.01, the grid search procedure can take on the order of
an hour on a modern processor.
Concretely, unimodality allows us to use golden section
search (Figure 4) to find a value of α that minimizes target
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Figure 4: Illustration of golden section search. The
spacing betweenprobe points are iteratively narrowed
according to the golden ratio.
error [19]. Just as binary search reduces the search space
for finding specific values of a monotonic function, golden
section search reduces the search space for locating the ex-
tremum of a unimodal function. The algorithm works by
iteratively narrowing the range of a bracket of three probe
points that covers the location of the extremum. Each nar-
rowing reduces the range of the probe points by a factor
of 1 − ϕ−1 (where ϕ is the golden ratio), so, to get brack-
ets with range less than δ , we need O(log ( 1δ )) iterations,
compared to O
( 1
δ
)
for grid search. We find in practice (Ta-
ble 2) that minor deviations from unimodality do not affect
golden section search’s ability to approximateα∗. We provide
the pseudocode for hyperparameter tuning α using golden
section search in Algorithm 1. Note that before the golden
section search, we first use a form of binary search to find
three values of α that must bracket the optimum value.
Algorithm 1 Find reweighting factor
1: function Find_Bracket(l, r, δ )
2: m = (l + r) / 2
3: al = Accuracy(l), am = Accuracy(m), ar = Accuracy(r)
4: if r - l < δ or max(al , am , ar ) == am then
5: return l, m, r ▷ Stopping criteria, or bracket found
6: else if al ≤ ar then ▷ Binary search
7: return Find_Bracket(m, r)
8: else
9: return Find_Bracket(l, m)
10: end if
11: end function
12:
13: procedure FindWeighting(δ )
14: left, mid, right = Find_Bracket(0, 1, δ )
15: if Accuracy(right) > Accuracy(mid) then
16: return right
17: else if Accuracy(left) > Accuracy(mid) then
18: return left
19: else
20: return GSS(left, mid, right) ▷ Golden section search
21: end if
22: end procedure
4.2 Warm Start
While golden section search reduces the search space for
α , we can go further by taking advantage of the fact that
each retraining operation is relatively similar to the previous
operations, with a minor change in the value of α . When
working with models trained iteratively (i.e., using stochastic
gradient descent [30], or SGD), we can take advantage of
warm start optimizations to reduce the cost of each succes-
sive retraining. Intuitively, as we train on the same data with
slightly different objective functions, the feature weights
should remain similar across different choices of α .
Thus, in CrossTrainer when optimizing SGD-based clas-
sifiers, we save the trained model coefficients for different
α during golden section search and re-use them to initialize
SGD when training for new values of α . This reduces the
number of SGD epochs required to converge.
While this initial warm start implementation is straightfor-
ward, we find it provides runtime improvements in practice.
More sophisticated warm start techniques for incremental
learning [37] and hyperparameter estimation [11] can also
be incorporated in future work.
5 EVALUATION
We empirically evaluate CrossTrainer in terms of model
accuracy and training time. We demonstrate:
1) CrossTrainer consistently produces models that match
or exceed the accuracy of competing methods on real
datasets.
2) CrossTrainer’s performance is robust over a variety of
source and target data distributions.
3) CrossTrainer’s optimizations decrease training time
while maintaining model accuracy.
5.1 Experimental Setup
Implementation. We implement CrossTrainer in Python.
For most experiments, we use scikit-learn’s implementation
of logistic regression with stochastic gradient descent [27]
as the base model. We also evaluate CrossTrainer with gra-
dient boosted decision trees (GBDTs), using the XGBoost
package [10]. By default, we use k-fold cross-validation with
k = 5 to optimize model- and method-specific hyperpa-
rameters including the regularization parameter for logistic
regression, the number of estimators (trees) for GBDTs, and
α for CrossTrainer.
Baselines. We compare against three standard domain adap-
tation baselines:
(1) Target: This baseline trains a single model on only the
target data (α = 1).
(2) Source: This baseline trains a single model on only the
source data (α = 0).
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(3) All: This baseline trains on uniformly weighted union of
the source and target datasets (α = β).
Competing Methods. In addition to the baselines, we eval-
uate the following domain adaptation methods.
(1) CrossTrainer: Our implementation of loss reweighting
including optimizations. Unless otherwise specified, we
use δ = 0.01 throughout the experiments.
(2) Pred: This method trains a class-balanced logistic regres-
sion model to distinguish between the source and target
training examples. The trained model weights each in-
stance of the combined dataset by the predicted proba-
bility of the instance belonging to the target dataset.
(3) Import: Similar to Pred, this method trains a logistic re-
gression model to distinguish between source and target
for instance-specific reweighting. Given a predicted prob-
ability p = Pr(Target|x , f (x)), the instance x is weighted
byw = c/
(
1
p − 1
)
where c = nSnT , an asymptotically opti-
mal importance weighting for covariate shift [32].
(4) FeatAug [13]: This method first augments input features
of the source and target data, and trains a model on the
combination of the augmented data. Given original fea-
tures x , source features are represented as ⟨x ,x , 0⟩ and
target features are represented as ⟨x , 0,x⟩.
(5) TrAdaBoost [12]: This method uses a variant of boost-
ing by iteratively training an ensemble of models with
misclassified target instances up-weighted, and misclas-
sified source instances down-weighted at each iteration.
Note that TrAdaBoost is only implemented for binary
classification tasks.
(6) CORAL [33]: This method aligns second-order statistics
of the source and target datasets as a pre-processing step
before training on the combined datasets. CORAL can
also be used for semi-supervised domain adaptation, but
we apply it here in a supervised setting.
Datasets. We perform evaluation on 7 real-world datasets
and 1 synthetic dataset (Table 1). Of the target data, we set
aside 80% for training, and use the remaining 20% as a test
set. As CrossTrainer focuses on regimes with very limited
target data, we downsample the target training data to assess
performance on small target datasets.
In addition to the datasets that are commonly used in DA
studies (Newsgroups [2], SRAA [1] and Amazon reviews [8]),
we evaluate on the IMDb [3]/Yahoo [4] movie datasets, UCI
Gas Sensor Array Drift [16, 38], the UCI HEPMASS [5, 16],
and the MNIST [22, 24] datasets. We describe how each
dataset is split into target and source in the Appendix A.
We construct the synthetic dataset as follows. Both source
and target are sampled from the same Gaussian distribution
in 500 dimensions. The labeling function for target data is
a zero-one threshold function applied to a linear function
Table 1: Datasets and classification tasks used in the
evaluation.
Name Clf Task Domain Split nS nT d
Newsgroups Topic Category 3.5K 3.6K 50K
SRAA Topic Category 8K 8K 60K
Amazon Review Product 2K 2K 500K
movie Genre Site Source 80K 10K 100
gas Chem Time 5.9K 4.4K 128
hepmass Binary Particle 7M 7M 26
MNIST Image Perturbation 70K 60K 784
synthetic Binary Label Shift 100K 100K 500
of the input features given by д(x) = ∑500j=1 x j , plus Gaussian
(N(0, 1)) noise. The labeling function for the source data is
equivalent except the weights of the linear component are
changed to д(x) = ∑500j=1 c jx j , where c j ∼ N(1,σ ).
5.2 Empirical Evaluation of DA Methods
Comparison of TargetAccuracy. In Table 2, we report the
target accuracy of different domain adaption methods and
baselines under a total of eighteen settings. We summarize
the key observations below.
First, simple baselines are surprisingly difficult to beat;
CrossTrainer is the only method that consistently outper-
forms all baselines. For example, when source-only outper-
forms target-only (e.g., Amazon (e → k) with nT = 500),
Pred, Import, FeatAug, TrAdaBoost, and CORAL all perform
worse than simply training on the union of the source and
target data. However, since loss reweighting tunes α using
the validation set, it is able to adapt to circumstances where
the source data is more or less useful compared to the target.
Second, CrossTrainer works across different types of do-
main splits. For datasets such as MNIST, the distribution
of labels p(y), p(y |x) is similar between target and source,
while the distribution of the covariates p(x) is different as
the infinite MNIST [24] (source) features are generated from
deformations and translations of the MNIST (target) fea-
tures. For datasets like Synthetic, the covariate distributions
are equivalent with the difference coming from the labeling
distribution p(y |x). In both situations, CrossTrainer signifi-
cantly outperforms other methods.
As a whole, CrossTrainer using loss reweighting is able
to produce high-quality models, and achieves the best target
accuracy in 15 out of the 18 evaluated scenarios. To better
understand the robustness and generality of these results,
we further vary a number of parameters in our experiments
including dataset size, the discrepancy between source and
target, and the types of models.
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Table 2: Comparison of output model accuracy. CrossTrainer outperforms related methods on most datasets and
always performs at least as well as the baselines.We report the performance of loss reweighting with no optimiza-
tions along with CrossTrainer. Bold entries achieved accuracy within 0.1% of the best method and starred entries
did not underperform any of the baselines.
Dataset nT Target Source All CrossTrainer (unopt.) Pred Import FeatAug TrAdaBoost CORAL
Newsgroups 500 90.1 68.6 88.9 91.9 (91.7)* 90.4* 89.3 90.3* 85.3 70.1
Newsgroups 1000 93.5 68.6 92.3 95.3 (95.2)* 94.0* 93.3 93.8* 89.1 74.1
SRAA 500 91.6 77.1 85.8 92.5 (92.5)* 90.3 85.5 90.1 89.1 63.7
SRAA 1000 93.3 77.1 89.1 94.0 (93.9)* 92.6 89.0 92.4 90.7 69.2
Amazon (b→ e) 500 79.2 70.8 78.6 79.2 (79.2)* 80.3* 80.3* 78.6 77.6 74.3
Amazon (b→ e) 1000 82.4 70.8 83.7 83.7 (83.7)* 82.7 83.0 83.0 82.1 75.8
Amazon (e→ k) 500 80.9 84.4 86.8 86.8 (86.9)* 84.2 85.0 83.2 85.5 79.6
Amazon (e→ k) 1000 85.7 84.4 88.6 89.5 (89.5)* 87.4 87.8 87.6 87.6 81.1
movie 500 85.1 79.7 85.0 85.2 (85.1)* 86.3* 85.9* 87.2* 86.2* 82.1
movie 1000 88.8 79.7 87.0 88.9 (88.9)* 87.0 85.7 88.6 86.6 86.1
gas 500 98.4 81.4 96.7 98.5 (98.5)* 98.1 87.3 98.0 – 79.3
gas 1000 98.7 81.4 97.6 98.7 (98.7)* 98.2 90.1 98.6 – 83.9
hepmass 500 89.2 89.1 89.1 89.7 (89.7)* 89.8* 89.1 88.8 89.9* 90*
hepmass 1000 89.9 89.1 89.1 90.0 (90.0)* 89.7 89.1 88.8 89.9* 90*
MNIST 500 83.3 89.5 89.5 89.9 (89.9)* 86.7 80.4 85.2 – 75.1
MNIST 1000 85.2 89.5 89.5 90.0 (90.0)* 88.4 83.9 86.5 – 77.2
synthetic 500 72.8 84.2 84.5 85.7 (85.7)* 74.0 75.6 73.2 76.1 82.6
synthetic 1000 79.8 84.2 84.8 86.3 (86.3)* 80.1 81.2 80.2 70.0 84
Figure 5: Comparison of target accuracy over varying
sizes of the target dataset for SRAA (top) and MNIST
(bottom).
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Robustness to target dataset size. In Figure 5, we eval-
uate the effect of target dataset sizes on the performance
of different domain adaption methods on the SRAA and
MNIST datasets. Across both datasets and all methods, per-
formance tends to increase with more training data from the
target domain. For the SRAA dataset, with small amounts of
target data (Figure 5, SRAA, nT < 1250), all domain adapta-
tion methods except for CrossTrainer perform worse than
the target-only baseline. On the other hand, we observe
that source data helps improve model performances over
the target-only baseline for most methods on the MNIST
dataset. However, with small amounts of target data (Figure 5,
MNIST, nT < 1500), all methods except for CrossTrainer per-
form worse than the source-only or all baselines. For both
datasets, CrossTrainer consistently outperforms baselines
and achieves the best accuracy across the board.
Robustness to source distribution change. In Figure 6,
we evaluate CrossTrainer and other DA methods subject to
changes to the source distribution on the synthetic dataset.
We vary σ , the parameter that defines the difference between
the target and source labeling distributions. Larger values of
σ indicate that the source distribution is further away from
the target distribution. When the source distribution is very
close to the target distribution, CrossTrainer matches the
performance of the source-only model. At the other extreme,
when the source distribution is very different from the target
distribution, CrossTrainer matches the performance of the
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Figure 6: Comparison of output model accuracy over
varying the difference between the source and target
distributions for Synthetic with nT = 500.
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Table 3: Domain adaptation using GBDT models with
nT = 1000. Bold entries achieved accuracy within 0.1 of
the best method and starred entries did not underper-
form any of the baselines.
Dataset Target Source All CrossTrainer Pred Imp. FeatAug
Newsgroups 84.4 62.3 79.5 85.1* 84.2 81.7 82.6
SRAA 91.7 84.8 90.1 92.2* 91.7 90.1 92.0*
MNIST 86.4 92.5 93.4 93.4* 93.3 93.3 92.9
target-only model. Between these extremes, CrossTrainer
outperforms all methods except Import when σ = 3.
Robustness to model type. In Table 3, we compare
CrossTrainer to baselines and competing methods using gra-
dient boosted decision trees (GBDTs) for three datasets with
nT = 1000. As GBDTs are not trained using SGD, the warm-
start optimization does not apply, but CrossTrainer is still
able to use golden section search. As with logistic regression,
we find that CrossTrainer outperforms competing methods
and does not do worse than the baselines.
5.3 Effect of Optimizations
We first evaluate the effectiveness of golden section search as
a hyperparameter search strategy. Figure 7 compares the tar-
get accuracy achieved by golden section search, grid search
and random search after a fixed number of search iterations.
We find that across multiple datasets, golden section search
converges within at most fifteen iterations. Random search
can reach high accuracies very quickly, but it often fails to
match the final performance of golden section search even
with 100 iterations. Grid search eventually achieves high
Figure 7: Comparison of search strategies for α with
nT = 1000. CrossTrainer utilizes golden section search
to quickly converge to a value of α that yields high
accuracy.
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Table 4: Cumulative factor analysis of total training
time for loss reweighting with δ = 0.01. CrossTrainer
provides speedups between 11− 48× over unoptimized
loss reweighting.
Dataset Baseline +GSS +Warm-start Speed-up
Newsgroups 15.5s 2.1s 1.1s 15×
SRAA 7.2s 1.0s 0.7s 11×
Amazon 14.2s 2.5s 1.0s 14×
movie 2.2m 15.8s 5.3s 25×
gas 18.5s 2.6s 0.7s 26×
hepmass 80.1m 8.9m 1.7m 48×
MNIST 31.4m 5.1m 1.7m 19×
synthetic 20.8m 2.2m 38.3s 32×
accuracies, but takes many more iterations to converge than
golden section search.
We also evaluate the end-to-end performance gains of
our optimizations. Table 4 shows that golden section search
and warm-start initialization decrease training time by up
11-48× compared to the baseline (grid search without warm
starts). Golden section search consistently provides an order
of magnitude improvement in training time over grid search.
Warm-starting improves training time in each case, with
more of an effect for models that take longer to run, offering
up to 5× speedup.
Finally, we validate the soundness of our optimizations by
verifying that they do not reduce the final accuracy of the
models trained.We compare test set accuracy for CrossTrainer
with optimizations enabled with those from a baseline grid
CrossTrainer: Practical Domain Adaptation with Loss Reweighting DEEM’30, June 30, 2019, Amsterdam, Netherlands
search of 100 values (unopt.) in Table 2 and find that our
optimizations have a very small impact on accuracy: the
difference is consistently less than the differences between
alternative methods.
6 RELATEDWORK
Wedevelop a system for domain adaptation, a type of transfer
learning where one has different but related data domains,
but the same underlying feature space and tasks [6, 13, 26].
We focus on supervised settings for domain adaptation as
opposed to the unsupervised case where the learner only
has access to an unlabeled target dataset [33].
Different techniques for domain adaptation can be catego-
rized as in [26, 35, 39]:
(1) Instance-based methods that integrate source and tar-
get instances by assigning a weight to each instance
based on its estimated relevance. Examples include
TrAdaBoost [12] and loss reweighting [6].
(2) Feature-based methods that align features from dif-
ferent domains by either transforming features or by
learning common feature structures. Examples include
feature augmentation [13] and CORAL [33].
(3) Parameter-based methods that share parameters from
models or priors between the source and the target
domain, including many methods from deep transfer
learning. Examples include [18, 36, 40].
In practice, instance-based methods can be applied as a drop-
in wrapper to any training pipeline that supports weighting
input data. This makes instance-based methods a natural
choice for building a generic system. In contrast, feature-
based methods may require modifying feature preprocessing
and analysis routines, and parameter-based methods are
most effective when developed and tuned for specific model
architectures (i.e. deep neural nets).
Thus, in this paper, we primarily compare against instance-
based methods as well as a number of representative feature-
based methods. The “frustratingly easy” domain adaptation
technique in [13] is also designed for ease-of-use and speed,
but as acknowledged by the authors, does not provide con-
sistently accurate results in some settings. Loss reweighting
is proposed in [6] as a theoretical framework for domain
adaptation. However, the authors in [6] do not address the
accuracy of their method compared to other techniques or
consider runtime and usability.
We draw inspiration from other systems for machine learn-
ing with limited training data in other settings including data
cleaning and weak supervision [21, 28, 29]. Additional re-
lated settings include semi-supervised learning [9], where
one has unlabeled source data from the same domain, co-
variate shift [7], where one has unlabeled target data and
the conditional label assignment is known to be the same
between domains, and active learning [31], where one can
iteratively acquire new target training examples.
7 CONCLUSION
We proposed CrossTrainer and evaluated its performance for
accurate, robust, and fast domain adaptation. CrossTrainer
utilizes loss reweighting, which we find to be consistently
effective, and incorporates optimizations to alleviate the over-
head of hyperparameter tuning.
Looking forward, potential extensions of CrossTrainer
to support additional methods and input types are promis-
ing directions for future work. The simplicity of the loss
reweighting algorithm suggests that it may be helpful to use
reweighting simultaneously with other domain adaptation
methods, as well as to incorporate cross-validation hyperpa-
rameter tuning more deeply into these methods. Extending
the evaluation and optimizations to support simultaneous
adaptation from multiple sources would further improve us-
ability in scenarios where users have many potential source
domains to draw from.
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A DATASET TASKS
DA Datasets. We evaluate DA methods on three datasets
commonly used in previous DA studies: Newsgroups [2],
SRAA [1] and Amazon [8]. For Newsgroups, we use the rec
vs. talk domain split. For SRAA, we use the auto vs. aviation
domain split. For Amazon, we use the b → e and e → k
domain splits.
Additional Datasets. We evaluate DA methods on four
additional real-world datasets: movie (IMBb and Yahoo), Gas,
HEPMASS and MNIST. The task of the movie dataset is to
classifymovies as horror or comedy based on plot summaries,
with target coming from Yahoo and source coming from
IMDb. The Gas dataset is split according to time with target
batches 5-6 and source batches 7-10. TheHEPMASS dataset is
split with the target dataset containing collisions of particles
with 1,000 mass and the source dataset containing all other
collisions. For the MNIST dataset, we use the original dataset
for target and use samples from the infinite MNIST dataset
[24] generated via pseudorandom transformations to the
original MNIST data for source.
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