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Abstract Using generative adversarial networks (GANs),
we investigate the possibility of creating large amounts
of analysis-specific simulated LHC events at limited
computing cost. This kind of generative model is anal-
ysis specific in the sense that it directly generates the
high-level features used in the last stage of a given
physics analyses, learning the N-dimensional distribu-
tion of relevant features in the context of a specific anal-
ysis selection. We apply this idea to the generation of
muon four-momenta in Z → µµ events at the LHC. We
highlight how use-case specific issues emerge when the
distributions of the considered quantities exhibit partic-
ular features. We show how substantial performance im-
provements and convergence speed-up can be obtained
by including regression terms in the loss function of the
generator. We develop an objective criterion to assess
the geenrator performance in a quantitative way. With
further development, a generalization of this approach
could substantially reduce the needed amount of cen-
trally produced fully simulated events in large particle
physics experiments.
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1 Introduction
In High Energy Physics (HEP), the use of Monte Carlo
(MC) simulation techniques is a consolidated approach
to characterize the experimental signature of a given
signal hypothesis and to study potential background
processes. This strategy was successfully applied many
times in the last fifty years, e.g., to support the obser-
vation of neutral currents by Gargamelle [1] or, more
recently, to optimize the search for the Higgs boson
at the CERN Large Hadron Collider (LHC) [2,3]. The
time distance between these two publications gives an
indication of how consolidated this practice is in HEP.
The setup of a typical HEP experiment foresees
sufficient computational resources to provide analysts
with large sets of MC simulated events. Though it has
not been the case historically, it is becoming common
for LHC physics results to suffer from limited statis-
tical precision in their MC datasets, due to the high
CPU and size-on-disk cost of generating and storing
MC events (see for instance Refs. [4,5]). Currently, ac-
curate detector response simulations, typically based on
the GEANT4 [6] library, are among the most CPU-intense
workflows on the LHC computing grid, as discussed, for
instance, in Ref. [7] for the CMS experiment.
With the perspective of integrating as much as 300
fb−1 by the end of Run III and as much as 3000 fb−1
during the High-Luminosity LHC (HL-LHC) phase [8],
the LHC experiments (particularly ATLAS and CMS)
will face a substantial increase of computing needs for
MC event processing. In general, there will be a need
for larger MC samples, to match the larger collected
dataset. Moreover, event simulation and reconstruction
processes will become much more computationally in-
tense, with more granular detector components to be
modelled and as many as 200 collisions overlapping with
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the event of interest (pileup). The increase in required
resources will not be matched by an equivalent increase
in computational power, as discussed for instance in
Ref. [9] for the CMS experiment. This limitation would
offset the advantage coming from the large collected
dataset and put under question the need to go at such
a high luminosity. This is why the HEP community is
investigating possible directions to speed up the detec-
tor simulation [10,11].
Generative Adversarial Networks (GANs) [12] of-
fer a concrete possibility to speed up MC generation,
as already demonstrated in recent studies (see Sec. 2).
These efforts mostly attempt to replace specific steps
of the event generation+reconstruction pipeline with
generative models, resulting in a substantial reduction
of CPU usage. On the other hand, the needed CPU re-
sources might still be substantial. For instance, generat-
ing single-particle showers and jet images with GANs [13,
14] one would still have to perform tasks such as particle
tracking, event selection, and computation of high-level
quantities used in the final signal-extraction statistical
analysis. This point is addressed in Ref. [13] in the con-
text of jet simulation. There, a GAN model is trained
to return reconstructed jets as images. However, this
is not necessarily a general solution. For instance, an
event-as-image representation might not perfectly fit a
reconstruction based on Particle Flow [15].
A typical reconstructed MC event consists of∼ 1 MB
of data. However, a typical analysis would only use
∼ 10 kB of high-level features, computed from recon-
structed particles in the event. If one could directly gen-
erate the information pertaining to the relevant set of
particles in the event, i.e. the analysis-specific ∼ 10 kB
of data, the total CPU and size-on-disk savings would
be measured in orders of magnitude. In this study, we
attempt to short-circuit the entire event generation pro-
cess, using a GAN model to go straight from random
numbers to a complete reconstructed event, represented
not in terms of raw detector hits but as a vector of
quantities needed in the last stages of a specific anal-
ysis. This strategy would come with tremendous CPU
and storage saving, since the final ∼ 10 kB of high-level
features could be directly produced, bypassing any in-
termediate processing and reducing needs for sample
storage.
In this paper, we implement a proof-of-concept for
generating analysis-specific datasets with GANs. As our
example, we consider a hypothetical analysis which uses
O(20) features from a dimuon final state, e.g. lepton
momentum vectors, isolation, and jet transverse mo-
menta. We use GANs to learn the multi-dimensional
distribution of a Drell-Yan sample and generate new
events following the same distribution. This would be
similar to using numerical representations of a generic
function, e.g. with kernel methods. On the other hand,
the use of neural networks offers in general better scal-
ing performance with the number of dimensions.
For a considered dataset of O(10) quantities, a gen-
erator and discriminator with O(200,000) tunable pa-
rameters spread over roughly 10 layers provides repro-
ducible and satisfactory performance. We obtain good
accuracy on a minimal setup and highlight use-case-
specific issues that degrade precision whenever the dis-
tribution of the quantities of interest exhibit edges at
the boundary of the definition range, have multiple peaks,
or are discrete in nature. Use-case-specific workarounds
are discussed. This paper is intended to demonstrate
the potential of this strategy, but its outcome cannot
be taken as a conclusive and ready-to-use algorithm.
A more robust R&D program will need to be under-
taken to consolidate this approach beyond the small-
scale demonstration presented here.
Nevertheless, the advantages of the proposed strate-
gies are already clear. The speed-up factor for the full
generation process is found to be substantial, even when
compared to the fast-simulation workflow used to gen-
erate our reference events. In particular, our final gen-
erative model encodes a 2 GB dataset while taking up
less than 10 MBs on disk, and is capable of producing
over 5000 events per second. For comparison, generat-
ing 5000 events (with PYTHIA [16]) and reconstructed
them (with DELPHES [17]) requires ∼ 2 and ∼ 1.5 min-
utes on a 3 GHz Intel i5, respectively. A GEANT-based
detector simulation and a full event reconstruction (in-
cluding tracking) would be typically two orders of mag-
nitude slower.
Besides presenting a practical implementation of our
idea, we propose a best-model selection strategy, based
on a quantitative assessment of the generation accu-
racy. Such a procedure allows to deal with the known
instabilities of GAN training and to avoid the kind of
by-eye quality assessment which is often adopted for
GAN applications.
This paper is organized as follow: related works are
briefly discussed in Section 2. Section 3 describes the
dataset and features used. The network models and
training procedure are presented in Section 4, and the
results are shown in Section 5. In Section 6, we discuss
the quality of the results and address possible limita-
tions in generalizing this approach to different datasets.
Conclusions are given in Section 7.
2 Related Work
Generative adversarial networks [12] have been investi-
gated for LHC applications to simulate the energy de-
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Fig. 1 Distribution of the selected features in the target dataset, Drell-Yan to dimuon events generated with PYTHIA8 and
reconstructed with the CMS detector simulation in DELPHES
posits of individual particles [18,19,20] and jets [13,14],
as well as to accelerate Matrix-Element methods [21].
Recently, a GAN-based generator was developed to sim-
ulate data collected in test-beam studies for the fu-
ture CMS Highly Granular Calorimeter [22]. A similar
study was carried on in the context of cosmic-ray de-
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tection [23]. A discussion of how GAN models could be
relevant to event simulation in future HEP experiments
can be found in Ref. [24].
Typically, GAN applications in HEP focus on im-
age representations of the collected data. Instead, this
work is based directly on high-level features computed
from the reconstructed events. To our knowledge, the
only other work exploring this possibility is Ref. [25],
which appeared while we were finalizing this paper.
Ref. [25] describes the same idea proposed here, with
similar methodology and results. In addition, improved
performances are obtained when using variational au-
toencoders, previously investigated in Ref. [26] in the
context of anomaly detection.
The adversarial training (AT) technique is used in
HEP for tasks other than event generation: reference [27]
discusses how to account for uncertainties associated to
a given nuisance parameter using AT. Reference [28]
uses AT to preserve the independence of a given net-
work score (a jet tagger) from a specific physics quantity
(the jet mass). This technique was also used to train au-
toencoders for jet tagging [29]. Reference [30] discusses
how to use a GAN setup to unfold detector effects.
3 Dataset description
We consider a sample of Z → µµ events in proton-
proton collisions, generated using the PYTHIA8 [16] event
generator at a center-of-mass energy of 13 TeV. Detec-
tor resolution and efficiency are taken into account us-
ing the parametric description of the upgraded CMS
detector for High-Luminosity LHC [31,9] provided by
the DELPHES detector simulation library [17]. Events are
generated with an average of 20 simultaneous collisions
(pileup), similarly to what the LHC delivered in 2015-
2016.
Events are represented as an array of numbers, cor-
responding to the following 17 features:
– The four-momenta (pµix , p
µi
y , p
µi
y , E
µi) of the two
muons (i = 0, 1) in Cartesian coordinates.1 In early
stages of this work, a cylindrical-coordinate repre-
sentation of the muon four-momenta was consid-
ered, which resulted in a degradation of the gen-
erator performances.
1 As is common for collider physics, we use a Cartesian co-
ordinate system with the z axis oriented along the beam axis,
the x axis on the horizontal plane, and the y axis oriented up-
ward. The x and y axes define the transverse plane, while the
z axis identifies the longitudinal direction. The azimuth an-
gle φ is computed from the x axis. The polar angle θ is used
to compute the pseudorapidity η = − log(tan(θ/2)). We fix
units such that c = h¯ = 1 and give all energy-based quantities
in units of GeV.
– The number of reconstructed primary vertices in the
event, nVTX.
– The Cartesian coordinates (p missx , p
miss
y ) of the miss-
ing transverse momentum p missT , defined as the neg-
ative vector sum of transverse momenta for all re-
constructed particles in the event. Its absolute value,
the missing transverse energy (EmissT ), provides a
measurement of the transverse momentum carried
by undetected particles.
– The muon isolation, computed as the sum of the
transverse momenta in a cone around the muon,
normalized by the muon transverse momenta, from
three classes of particles: charged particles, photons,
or neutral hadrons. For each particle class, the pre-
cise definition for the isolation is:
Iso =
∑
i 6=µ
piT
pµT
, (1)
where the index i refers to particles of the appro-
priate class, excluding the muon itself in the case
of charged objects, within angular distance ∆R =√
(∆η)2 + (∆φ)2 < 0.3 from the muon.
– The transverse momenta of the five highest-pT jets
in the event, clustered, using the anti-kT algorithm
with a radius parameter R = 0.4 [32]. If less than
five jets are found, pT =0 is assigned to additional
jets.
With no loss of generality, all features related to
the two muons are ordered such that i = 0 (i = 1)
corresponds to the muon with highest (lowest) pT.
In order to facilitate the generator training, we pre-
process the inputs as follows: A rotation of the two
four-momenta is applied, so that pµ1y = 0, after the
rotation. Once this is done, pµ1y is discarded from the
dataset. Then, the number of vertices, nVTX, a discrete
quantity, is smoothed by replacing the integer value
with a floating point number sampled from a Gaus-
sian centered at the integer value with width σ = 0.5.
For instance, an event with 25 vertices is assigned an
nVTX value sampled from the probability density func-
tion (pdf) 1√
pi
e−2(x−25)
2
. When the generator is used to
create new events, we take the floor of nVTX, making it
a discrete quantity again. The processed distributions
of these 17 features are shown in Fig. 1 for the target
dataset 2.
For the purpose of verifying how well the generator
predicts correlations between quantities, we also inspect
the following quantities, computed from the 17 input
features:
2 The data used for this project can be downloaded
from the link: http://uaf-10.t2.ucsd.edu/~bhashemi/GAN_
Share/total_Zmumu_13TeV_PU20_v2.npa.
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Fig. 2 Distribution of six quantities computed from the 18 considered features of the Z → µµ dataset.
– The dimuon invariant mass, M``.
– The transverse momentum of the dilepton system,
corresponding to the pT of the Z → µµ boson.
– The event EmissT and its azimuth angle φ
miss.
– The angular separation of the two muons in the
transverse plane, ∆φ, defined in the interval [−pi, pi].
– The jet multiplicity, Njets, computed by counting
the number of jets with pT > 15 GeV.
The distributions of these six quantities are shown in
Fig. 2.
4 Model definition
A detailed explanation of how to build and train GAN
models can be found in the original paper [12] and in
many of the application papers discussed in Section 2.
In this section, we introduce two implementations of
the application presented in this work, designed for two
specific use cases. In the first, the Drell-Yan dataset of
Section 3 is reduced to the two muon four-momenta. In
the second, the full dataset is considered.
The same network architecture is used for both cases
(see Fig. 3), besides adapting the length of the input
and output layers of the generator and the input layer
of the discriminator to fit the dataset dimensionality N
of each problem (17 for the full dataset and 7 for the
reduced one). The generator network consists of 7 fully
connected layers with 64, 128, 256, 512, 256, 128, N
neurons. Neurons in the inner layers are activated by
leaky ReLU functions, while linear activation functions
are used for the output layers. The input to the gener-
ator network consists of N “noise” floating-point num-
bers, sampled from a Gaussian distribution centered at
0 with unit variance. In early stages of this work, we
tried to increase the model size, by increasing the num-
ber of input noise variables beyond N and using wider
inner layers. These changes caused frequent problems of
mode collapse before the training could reach equilib-
rium, a frequent issue when training GANs. The final
architecture of Fig. 3 was chosen to limit this problem.
The discriminator network consists of 9 hidden dense
layers with 128, 128, 256, 256, 128, 64, 32, 16, and 8
neurons, activated by a leaky ReLU function. The last
hidden layer is fully connected to a single-neuron output
layer with sigmoid activation. In addition, a layer con-
nected directly to the input layer returns the dilepton
mass as part of the output. The per-batch distribution
of this quantity is used to the loss function. This ad-
ditional ingredient allows to stabilize the training and
improve results, as discussed below.
The combined network is trained adversarially for
100,000 single-batch epochs for the full model with N =
17, and 40,000 epochs for the simplified model with
N = 7. In both cases, the batch size is fixed to 512
events. Each batch consists of random examples from
the full dataset (1.6 million examples).
The network training proceeds as follows: first, the
discriminator network is given a half-batch of 256 ex-
amples of real events and 256 examples of generator
output. In a pre-training stage, a binary cross entropy
(BCE) loss function is minimized: the network is trained
to output 1 for the real examples and 0 for the exam-
6 B. Hashemi et al.
Fig. 3 Network architectures for the discriminator (top) and generator (bottom).
ples returned by the generator. Then, the generator is
trained using a three-term loss function:
L = BCE + c1 · (M`` −MZ)2 + c2 · (σM`` − σMZ )2 . (2)
In Eq. (2), the second term is the square of the aver-
age deviation from the mass of the Z boson over all gen-
erated events in the batch. The final term is the squared
difference between the standard deviation of the M``
values for the batch produced by the generator, and
the standard deviation of the M`` values in the target
dataset. We fix MZ = 89.6 GeV and σMZ = 7.7 GeV,
corresponding to the mean and RMS of the M`` dis-
tribution in the input dataset. The c1 and c2 terms in
Eq. (2) guarantee that the three contributions to L are
of comparable size. Training our models, we verified
that changing c1 and c2 has little impact on perfor-
mance. Because of this, we simplify the loss function
forcing c1 = c2 = 0.0001 with no loss of generality.
5 Results
All networks were implemented in KERAS [33], using
TensorFlow [34] as a back-end. The code is available
on GitHub [35]. The training was carried on using the
adadelta optimizer [36]. We also ran experiments using
the adam [37] optimizer, for which a deterioration of
the generator performances was observed.
The training was performed using an NVIDIA GeForce
GTX Titan X. In addition, part of the work was car-
ried on at the Piz Daint supercomputer of the Swiss Na-
tional Supercomputing Center (CSCS), mounting NVIDIA
Tesla P100 GPU cards. To achieve the best perfor-
mance, the training was repeated 100 times for the full
model with N = 17 features, and 10 times for the re-
duced model with N = 7. The evolution of the loss
function in Eq. (2) as a function of training epoch is
shown in Fig. 4 for the trails whose results are displayed
in this section.
To assess training convergence, network weight val-
ues are saved every 100 epochs. For each of these saved
training snapshots, a Kolmogorov-Smirnov (KS) test is
performed on M``−MZ , φmiss, and Iso1, comparing the
distribution of these features in the original dataset to
what is produced by the generator. Using the sum of
the three KS scores as a figure of merit, the collected
training snapshots are assessed, as shown in the right
plot of Fig. 4 for one of the large-model trainings. For
each training, the outputs of the top-20 networks were
further inspected by eye, to select the best performing
network. The networks with the lowest summed rank
were found to give very similar performances. In ad-
dition, the best KS scores are found to occur in co-
incidence with an overall good description of all the
features in the dataset. This allows to reliably assess
the overall generator performance by looking at only a
subset of the generated quantities. On the other hand,
the procedure could be easily extended to the full set of
features, if required by specific aspects of a given input
dataset.
5.1 Training on Reduced Dataset
Figure 5 shows the distributions returned by the genera-
tor for the inputs of the reduced model (two muon four-
momenta and the dilepton mass distribution), for one
of training snapshots with the top-20 KS score sums.
An overall good agreement is observed.
Figure 6 shows a similar result, obtained setting
c1 = c2 = 0 in Eq. (2). The four-momenta of the two
muons are still well reproduced, with some performance
loss observed (e.g., in pµ2z ). As expected, once any re-
lation between the M`` distribution and the loss is re-
moved, a strong performance degradation is observed
in the description of M``.
The comparison of this result to those of Fig. 5 high-
lights how the network architecture should be adapted
to the specific dataset one wants to generate: post-
LHC analysis-specific datasets with Generative Adversarial Networks 7
0 20000 40000 60000 80000 100000
0
2
4
6
8 D loss G loss
0 20000 40000 60000 80000 100000
101
102
Z width Z mass
0 20000 40000 60000 80000 100000
4
6
8
10
12
14 KS metric
0 10000 20000 30000 40000
0
1
2
3
4
5
6
7
D loss G loss
0 10000 20000 30000 40000
101
102
Z width Z mass
0 10000 20000 30000 40000
0.2
0.4
0.6
0.8
1.0 KS metric
Fig. 4 Training history for a typical network training on the reduced (top) and full (bottom) dataset. Left: Discriminator and
generator loss as a function of the training epoch. Center: Mean and standard deviation of invariant masses calculated from
generated samples. Right: Sum of Kolmogorov-Smirnov test statistics across all marginal distributions.
0 50 100 150 200 250
E 0
0.00
0.25
0.50
0.75
1.00
1.25
1.50
pr
ob
ab
ilit
y 
de
ns
ity
1e 2
Target
Generated
100 50 0 50 100
p 0x
0
1
2
3
4
1e 2
100 50 0 50 100
p 0y
0
1
2
3
1e 2
200 100 0 100 200
p 0z
0
1
2
3
4
5
6
1e 3
0 50 100 150 200 250
E 1
0.0
0.5
1.0
1.5
2.0
1e 2
100 50 0 50 100
p 1x
0
1
2
3
4
5
1e 2
200 100 0 100 200
p 1z
0.0
0.2
0.4
0.6
0.8
1e 2
60 80 100 120 140
M
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1e 1
Fig. 5 Comparison between the distribution of input and GAN-generated quantities, and for the M`` distribution derived
from them and entering the minimized loss function defined in Eq. (2).
processing should be foreseen for each interesting func-
tion of the input quantities, and a set of corresponding
terms should be added to the loss function to force the
learning of the quantity’s distribution. Once the net-
work is forced to learn these extra quantities, it is pos-
sible to achieve reliable analysis-specific dataset genera-
tion. This provides a viable alternative to methods such
as density kernel estimation for approximating pdfs on
arbitrary data, with the advantage of offering a better
scalability with increasing dataset dimension.
5.2 Training on Full Dataset
Following the training quality assessment described in
the previous section, we trained a GAN model on the
full dataset. Figure 7 shows a comparison between the
target and generated distributions for all 17 input quan-
tities defining the training dataset, where the generator
model was selected as the best performer from the top-5
models selected by the KS sum test. Figure 8 addition-
ally shows a comparison for meaningful physics quanti-
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Fig. 6 Comparison between the distribution of input and GAN-generated quantities, and for the M`` distribution derived
from them, obtained removing the two M``-related terms from the loss function in Eq. (2).
ties derived from the 17 features generated by the same
generator model.
The GAN model is still capable of describing the
muon four-momenta with accuracy, at least in the marginal
distributions, but less perfect agreement is observed for
the lepton isolation variables and the jet pT. Both quan-
tities are characterized by a sharp edge at the lower
boundary of the range in which these features are de-
fined. Such boundaries and sharp features appear to be
difficult to learn for the GAN,
In this respect, we found it more convenient to use,
when possible, Cartesian coordinates to represent four-
momenta. A further complication with the jet pT dis-
tribution comes from the presence of a spike at zero,
disjoint from the rest of the distribution. This is an ar-
tifact produced by zero-padding for events having small
jet multiplicity. This problem could be circumvented
training different models on events with different jet
multiplicities. This is just an example of the many case-
specific workarounds that could be played to simplify
the GAN’s task (see Appendix 7 for a similar discussion
on discrete quantities). On the other hand, we found in-
teresting to discuss the result of a generic training, to
show not just the success but also any encountered lim-
itation, to offer a sense of where the consolidation effort
should go in the future.
It is also interesting to notice that the symmetry in
φmiss is broken, due to small deviations in the transverse
plane’s missing momentum. This demonstrates the im-
portance of choosing input variables that are most im-
portant for the analysis. Additionally, as a consequence
of the imperfect modelling of the jet pTs, the jet multi-
plicity deviates from the target dataset to a moderate
degree (see Fig. 6).
Figure 4 shows that the full model does not seem
to be able to converge to a stationary minimum in the
loss function. This is likely why perfect agreement in
the M`` distribution is not achieved with the full model,
even with the explicit dependence of the loss function
on the mean value and width. Even so, reasonable per-
formance can be achieved by cherry-picking an epoch
where the cost function is near a minimum with the
help of the additional KS based metric described in this
section.
Further insight can be derived comparing the cor-
relation matrix between all variables, shown in Fig. 9
for both the target distribution and the trained model.
On a qualitative level, the GAN model is capable of
learning the main structures observed in the original
dataset, but the quantitative agreement is poor. De-
spite this overall lack of precision, the GAN is capable
of learning some non trivial correlation between vari-
ables. For instance, the left plot of Fig. 10 shows that
the Z boson peak is fairly (but not perfectly) modeled.
The right plot in the same figure shows that EmissT dis-
tribution is correctly learned both for large and small
pileup events, i.e., for events with > 25 and < 15 ver-
tices, respectively.
Finally, Fig. 11 shows the correlation between pZT
and the leading-jet pT, which is a direct consequence
of pT conservation . The correlation is expected to be
roughly linear (pZT ∝ EmissT ), since the Z boson primar-
ily recoils against the highest-pT jet. This relation is
observed for pT > 40 GeV and correctly modelled by
the GAN, as shown by the relation between the median
Z pT and the jet pT, represented by the orange line in
both plots.
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Fig. 7 Comparison of the target distributions to those generated by the generator model for the full dataset.
6 Remarks on performance
Results in Fig. 6 show that GANs can learn the multi-
dimensional pdf of O(10) features. In addition, the cost
function in Eq. (2) provides a performance enhance-
ment by incorporating regression terms into the loss
function. The usefulness of this method is boosted due
to the empirical observation that models which per-
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formed best for a small subset of features tended to per-
form better in other variables as well. Figures 7 and 9
indicate that a fair performance is still possible with a
larger number of quantities but the reached precision
is still insufficient to meet the precision requirements
of an LHC data analysis. The GAN shows problems in
learning distributions with sharp features such as edges,
spikes (see for instance jet pT’s and lepton isolation
quantities) and multiple peaks. This inaccuracy is then
propagated to some of the quantities computed from
the generated features, e.g. M`` and φ
miss. One could
cure this problem training separate subsets of the data
(e.g., exclusive jet multiplicities), or trading sharply dis-
tributed quantities for some smoother function of them
(e.g., log pT rather than pT). As an example of this, we
consider the case of discrete quantities, for which we
find it convenient to apply a Gaussian smearing. This
approach could be used in general for any discrete quan-
tity, but it is also true that a use-case-dependent clever
design of the dataset might avoid the need to deal with
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(right) samples.
some of the discrete features (see Appendix 7). For in-
stance, when dealing with opposite-charge lepton pairs,
one could order the two leptons by their electric charge
(rather than by the pT ) and implicitly encode any cor-
relation between the charge and kinematic features into
differences in the distribution of the kinematic quanti-
ties (e.g., p
(+)
T vs.p
(−)
T ). We didn’t follow this strategy
here, in the spirit of showing the drawbacks as well as
the strong points of the approach we propose.
As a final remark, an overall improvement on de-
rived quantities can be achieved adding extra regression
terms to the loss function, in the same spirit of what is
done in Eq. (2).
7 Conclusions and Outlook
We investigated the possibility of using Generative Ad-
versarial Networks as a tool to create analysis-specific
datasets for LHC data analyses. Starting from the con-
sideration that a generic LHC data analysis only uses
O(10) physics quantities, and using the promising per-
formances of GANs to learn complicated probability
distribution functions, we train a set of GAN models
to generate new examples. We show a fully working ex-
ample, which highlights the potential of this method,
as well as a large-dimension extension where problems
with specific features in the dataset are observed. We
discuss how these problems are related to discrete fea-
tures, features exhibiting edges and spikes, as well as
multiple peaks. We comment on how the solution to
12 B. Hashemi et al.
this problem is intrinsically use-case specific and can
be handled with specific workarounds. We show how,
in general, better performances are obtained when the
GAN loss function is modified with regression terms, a
fact that was already stressed for image-related GAN
models [13,18,19]. We also propose an objective crite-
rion, based on the KS test, to select the best model in a
quantitative way, i.e., not just relying on a qualitative
by-eye assessment of the generator performance.
With additional consolidation and development, this
kind of generative model might be used to increase the
statistics of centrally-produced Monte Carlo datasets.
As the HEP community faces ever-increasing demand
for simulated events, specifically in the era of the High-
Luminosity LHC, this possibility could imply a substan-
tial paradigm shift. In this new paradigm, large-scale
production of simulated events would be biased toward
“tail distributions” that populate low probability re-
gions of phase space, and for which large equivalent
immensities correspond to small number of events to
be generated. Generative models could instead be used
to augment statistics for the largest samples, reducing
the need for full simulation. The biggest upside of this
method would be that datasets derived in this man-
ner will be analysis-specific. One one hand, this would
reduce the amount of MC to be centrally produced,
also allowing to reduce the intermediate storage uti-
lization. On the other, each analysis will require a ded-
icated training and a dedicated output dataset, with a
consequent demand for a centralized network-training
facility. We stress the fact that the GPU utilization to
train the models for this project was relatively modest
and that the emergence of this new workflow is perfectly
in line with on-going R&D projects on train-on-demand
solutions in HEP (see for instance Refs. [38,39]).
Io our opinion, analysis-specific GAN models are
an interesting research direction to possibly solve the
problem of large MC simulation needs, and possibly
an answer to the foreseen large MC demand for the
High-Luminosity LHC upgrade. Generating the target
dataset with PYTHIA and Delphes was found to be ∼
3600 times slower; the generator model is stored in a
file which is smaller than 10 MBs, whereas the gener-
ated events take up 2 GBs, a reduction of two orders of
magnitude in size.
In addition to the application promoted in this pa-
per, the unsupervised nature of GANs make this kind
of method extremely general for generation of discrete
events in fields where detailed knowledge of the under-
lying mathematical dynamics is not available. We hope
that this work will motivate further studies to consol-
idate this strategy into an application-specific set of
models.
As a final remark, we stress the fact that a minor
strategy modification would allow to extend this work
to the problems of fast simulation of detector responses
as well as to unfolding. These extensions will be dis-
cussed in a future publication
NOTE ADDED: while finalizing this paper, Ref. [25]
appeared. There, a similar strategy is presented and
similar results are obtained. In addition, Ref. [25] pro-
vides an interesting comparison between GANs and vari-
ational autoencoders.
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Appendix A: Discrete Quantities
Training GAN models on datasets which included inte-
ger quantities, e.g. the number of vertices, was associ-
ated with lower performance. This could perhaps have
been anticipated, given that discrete valued pdfs are
not differentiable on the real line and so can lead to is-
sues with back-propagation. However, our dataset, and
presumably many other real datasets to which discrete
event generation based on GANs might be applied, will
contain a mix of both continuous and discrete or cat-
egorical data. Therefore, generic applications of high
dimensional GAN-based fits will often need methods
for dealing with discrete quantities. We list below sev-
eral ideas for dealing with discrete quantities, which we
experimented in this study:
– Quantities like number of vertices, nVTX, can be
considered ‘psuedo-continuous’ in that a minimal
change of ±1 in the count is reflected by a small
change in the rest variables. More rigorously, a mini-
mal change in the discrete quantity generates a min-
imal change in the pdf on the sub-manifold popu-
lated by the rest of the quantities. In other words,
the distribution of any function of the subset of in-
put vectors with nVTX = 25, should be very close
to the distribution of that function with nVTX = 24
or 26. In this case, a Gaussian smearing (see Sec-
tion 3) is a straightforward procedure to turn the
discrete distribution into an analytic one. Taking
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the floor of the generator output will then return
integers which should be distributed very closely to
the original discrete distribution.
– Counts, like the number of jets in an event, can be
treated by generating continuous values for each in-
stance and using a cutoff threshold for counting. For
instance, to get the number of jets in an event, our
event vector contains slots for momenta of the 5
leading energy jets. If less than 5 jets were gener-
ated in the event, the additional jet energies are set
to 0. In order to construct the number of jets from
a generated event, we simply count the number of
jet pTs which are greater than 15 GeV.
– Ordering can be used to make certain categorical
distinctions in cases where the number of categories
is small or “dense”. For instance, if the charge of
the muons needed to be predicted in our dataset,
an easy way to assign charge would be to order the
lepton four-momenta by charge rather than pT.
In general, application-specific solutions might be em-
ployed, depending upon the nature of the problem.
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