Introduction
The A-calculus and its variable free equivalent, combinatory logic, were initiated around 1930 by Church, Schonfinkel and Curry respectively. The intention of the founders of the subject was to study rules; in other words to study the old-fashioned notion of " function" in the sense of definition. In contrast to Dirich let's notion (of graph, that is the set of pairs of argument and associated value) the older notion referred to the process of stepping from argument to value, a process coded by a definition. Generally we think of such definitions as given by words in ordinary English, applied to arguments also expressed by words (in English). Or, more specifically, we may think of the definitions as programs for machines applied to, that is, operating on, such programs. In both cases we have to do with a type free structure, where the objects of study are at the same time function and argument. In particular, a function can be applied to itself. For the usual conception of a function in mathematics (in Zermelo-Fraenkel set theory) this is impossible (because of the axiom of foundation).
The A-calculus represents a class of (partial) functions (A-definable functions) on the integers which turns out to be the class of (partial) recursive functions. The equivalence between the Turing computable functions and the general recursive functions was originally proved via the A-calculus: the general recursive functions are exactly the A-definable functions as are the Turing computable functions.
The equivalence between the A-definable functions and the recursive functions was one of the arguments used by Church to defend his thesis proposing the identification of the intuitive class of effectively computable functions with the class of recursive functions; in fact one can give arguments for the so called Church's superthesis which states that for the functions involved this identification preserves the intensional character, i.e. process of computation.
Historically the first undecidable problem was constructed by Church as a problem about terms of the A-calculus (whether they have a normal form). The first definition, due to Church and Kleene, of the recursive ordinals went via the A-calculus. The fixed point theorem of the A-calculus inspired Kleene to the recursion theorem. Thus the A-calculus played a central role in the early investigations of the theorv of recursive functions. INTRODUCTION 
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Church seemed to have lost interest in using the A-calculus to provide a foundation for the whole of mathematics. C u r r y et al. [1958, 1972] , on the other hand, have developed various systems of illative combinatory logic intended as an ultimate foundation. These systems, however, have not been developed enough to be a satisfactory basis for mathematics. See also D x. In Section 7 it is proved that M = N iff M = N G $** iff M, /V have equivalent trees.
Towards the theory
The A-calculus studies functions and their applicative behavior, and not, as in category theory, just their behavior under composition. Therefore application is the primitive operation of the A-calculus. The function ƒ applied to the argument a is denoted by fa.
Schonfinkel observed that it is not necessarv to introduce functions of more variables. Indeed, for a function of say two variables ƒ(a, y), one can consider g, with gx (y) = /(a, y ), and then ƒ' with f'x = gx; hence (f'x)y = ƒ(a*, y). Therefore a convenient notation is hx} • • • a" = (• • • (hx\) • • • xn) (association to the left), the above example becoming f'xy =f (x,y) . A similar construction occurs in the s-m-n theorem in recursion theory.
1.1. D efinitio n. An applicative system is a structure $ c = (X, •), where • is a binary operation (application) on X.
The set of terms (using variables au, fli, . . . ) over 93?, T(3)l), is inductively defined as follows: , a, E T(®i); a E X => ca E T (S?); A, B E T(50f)=^> (/\B )E ca is the constant corresponding to a. Juxtaposition of terms denotes application.
A,A2~ • • denotes (• • • (A, A 2) • * • A") (association to the left).
1.2. D efinitio n. A combinatory algebra is an applicative system such that 3)i is not trivial (i.e. C ard (X )> 1) and for each term A over 9Ji, with variables among y,,...,y", we have in 9J?: In 1.3 combinatory completeness is expressed by an existential axiom.
By an extension of the type of the language this can be expressed in a universal way (cf. the elementary theory of groups where the axiom Vjc 3y x -y = e can be expressed by x ' x ' = e after extending the lan guage with '). In fact there are two ways to do this. The first one, employed by Church, adds to the language an abstraction operator A : if A is a term, so is Ax. A. Combinatory completeness now follows from
Multiple abstraction can be replaced by simple ones following
The other approach, due to Curry, results from realizing that combina tory completeness follows from two of its instances.
1.6. T h e o r e m . Let = (X, •) be an applicative structure such that for some /c, s E X one has in 3)i:
(i) k / s, (ii) kxy = x, (iii) The (formal) A-calculus is essentially the theory which has application and abstraction as primitives and /^-conversion as axiom. In addition it has the notion of reduction which formalizes the fact that e.g. an expression like (A.y,.y2+ 1)3 can be computed to yield 10, but not conversely. Due to the Church-Rosser theorem, reduction is very useful for the proof theory of the A-calculus.
It should be stressed that in a theory about functions as rules, terms play a central role. This view differs with that of Scott, who puts the models central. It is true indeed that models are of interest not only for the insight they give on the equality of terms, but also for their mathematical structure. But the theory of D* is especially beautiful because of the limit characterization of equality of terms; see Section 7.
Typical questions asked about terms are:
(i) What kind of functions on terms are representable?
(ii) Which terms are equal, which ones essentially different? Which terms can/should be equated?
Restricted to numerals, the classical answer to (i) is: the recursive functions. Question (ii) can be approached by either giving consistency proofs for reasonable extensions of the A-calculus or by constructing models and considering the set of equations true in them.
and Jf* of Section 5 were found by the first and second method respectively. Also the questions under (ii) explain why extensionality is sometimes added to the A-calculus. Cf. the theorem of Bohm in 2.23, which states that the extensional theory is complete with respect to terms having a nf.
The theory 1.7. D e f i n i t i o n . The A-calculus has the following language.
Alphabet: a(h a i,... variables -= reduction, equality;
A, ), ( auxiliary symbols.
Terms are inductively defined:
(i) Any variable is a term;
(ii) if M, N are terms, so is (MN); (iii) if M is a term and x a variable, then (AxM) is a term.
Formulas:
The rule ext can be axiomatized bv adding the rule
The A-calculus with this additional reduction rule is called the A 77calculus. Provability in this theory is denoted by A77 b • • • .
M and N are (77)-convertible iff \(rj)\-M = N.
The models
Our main object of study is the A-calculus. Therefore we would want that the combinatory algebras are also models for this theory, i.e. that there is an interpretation of the A-operator. However unless a combinatory algebra is extensional, there is a choice for the element ƒ representing the function A in 1.3. Thus the combinatory algebras have not enough structure to be models for the A-calculus. Remarks.
(1) For most S U c this assignment A » -» A*x. A is provided for by the proof that is a combinatory algebra.
(2) Although the definition of a pre-A-algebra is not formulated in a conventional first order way, from a constructive point of view it is completely clear. 
(ii)
A A-algebra 9)Z is extensional iff 93Z satisfies Vx (fx = gx)->f = g (extensionality).
R e m a r k .
(1) An extensional A-algebra is cleary w.e.
(2) A combinatory algebra satisfying extensionality is an extensional A-algebra, since there is only one way to define abstraction.
(3) There are interesting A-algebras that are not weakly extensional, e.g. W (A ) (see below) as follows by the co-incompleteness of the A-calculus (cf. P lotkin [1974] ) or ^11.
(4) The only A-algebras that are considered here are either w.e. or term models.
General concepts and notations
c o denotes the set of natural numbers. Xx.---denotes the mapping x h* -• (meta lambda).
Notions connected with theories
A is the set of A-terms. A" is the set of closed A-terms. Let T be a set of 
Notions connected with models
For a A-algebra Si, Th(Si) is the A-theory {M = N I M, N E A" and S i b M = /V}. The consistency follows from the fact that Card (SO?) > 1 (see
The interior of S?, notation Sin, is the substructure consisting of the images in Si of the closed A-terms. Up to isomorphism S?n = Sin(Th(Si)).
St is hard iff Si = Si". The hard A -algebras are the prime structures among the A-algebras.
For A-algebras a homomorphism h : Sc -> S?; should not only preserve application, but also abstraction, i.e. for a term A E T(S?), h(\*x.A) = A *x. hA in Si' where for B E T (S?), hB E T(Si') is the term obtained by replacing in B all constants c" by cha.
We will use homomorphisms only in connection with term models.
There the description is simple. If S C T are A-theories, then a 
Classical A-calcuIus
The classical theory is mainly concerned with S?(A). Among others the following theorems will be proved. All recursive functions are A-definable (K1 eene). The set of terms with(out) a normal form is undecidable (Church). There is no recursive model for the A-calculus (Grzegorczyk).
The last two theorems follows most easilv from a theorem of Scott. Finally the theorem of Bohm is stated, which shows the completeness of /By conversion for terms having a normal form.
Remarks.
(1) The fixed points can be found in a uniform way: let Y = A/. (Aa . f(xx ))(Aa . / ( a a )); then Ah Yf = f(Yf).
(2) Since the theorem holds for terms possibly containing free variables, each element of a A-algebra has a fixed point.
(3) Curry calls Y the paradoxical combinator.
Note that in 2.1, A h M -> FM. This explains why the related construc tions in the recursion theorem or Godel's self-referential sentence are somewhat puzzling, cf. B a r e n d r e g t [to appear], §6.7.
2.2. Frequently we need some standard terms. Let I = Aa.a, K = Aav.a, S = Axyz. xz (yz) and
Cl -(Aa . aa ) (Aa . aa ).
Then

A h IM = M, A h K M M = M and A h SMNL = ML(NL).
From 1.6 it follows that each closed term can be defined in terms of ƒ, K and S.
Truth values t (true) and f (false). Define t = K, f = KI. Then
A ht M N = M and A hfM N = N. Note that f in any A-algebra Si, for otherwise Si would satisfy a = tAV = fAy = y and hence be trivial.
Conditional
If B is a term taking values t and f, then the intuitive value of " /ƒ B then \I else N " can be represented bv BMN. provide a convenient base for the representation of the recursive functions.
C h u rc h [1941] used the following numerals: n = Afx.fn xy where f( ) x = x and f n + 'x = f(fn x).
2.7. Definition, (i) A redex is a term of the form (Ax.P)Q (in the extensional theory also (Aa. Pa), with x&FV(P), is a redex).
a redex (if it is necessary to distinguish n fs in the A -and Ay-calculus one talks about ¡3and ¡3-q-nfs).
Intuitively a term is in nf if it cannot be computed any further.
Example. (A a.aa)v has the nf y y ; O has no nf. Note that for every natural number n, n is in nf. Now an important theorem on reduction will be stated. (*) is proved by defining a relation -A on A-terms, such that (i)-^ has the diamond property; (ii) -» is the transitive closure of . The diamond property for -» then follows by a simple diagram chasing.
The relation is defined inductively as follows:
Then ( 
We want to define F such that it satisfies Fx = if Zero a, then k, else G (F(Pa))(Pa). By 2.4 this can be expressed as
Then we can take F as being the fixed point of ( It can be shown that for partial functions, ?// is A-definable iff i// is partial recursive. In order to do this one must show that certain terms have no nf.
For this purpose the following reduction strategy is useful. having a nf but also an infinite reduction chain.
Undecidability results
After coding syntactical objects as natural numbers one can speak of the decidability of a set of terms or equations. It will be shown that the A-calculus is essentially undecidable, i.e. has no decidable consistent 
Let the recursive functions Ap and Num be A-defined by the terms Ap and Num. Define co = \ x . F(Apx (Num x)) and X = co]co]. Then 
Construction of the graph model
The first A-algebras were the lattice models D* constructed by Scott in 1969, see Section 4. The graph model ZPoj is less involved and therefore will be described first. This model was found by P lotkin [1972] and, in a more [1975a] , [1976] .
The role of continuity in the model construction was already mentioned in Section 1. The topology on &co is such that a continuous function £Pco -» &(o can be coded as an element of ZPoj. This is the essential feature of the model. d. f(d, e) ). By 3.10 this is a continuous function in e and by 3.7 and 3.6(i) one has (A * d . f(d, e) ). d = f(d, e) . interpretation in This makes tyco into a A-algebra. Since A * is defined by functions in extension, &0) with A * is w.e. □ S c o tt [1975a] considers an extension of the lambda calculus, called LA M BD A , together with an interpretation in ^a). It is proved that the interior of tyto with respect to LA M B D A consists exactly of the recursively enumerable sets.
. Construction of Dx
The results in this section are due to S co tt [1972] . Again continuity is the essential feature in the model construction.
First complete lattices and their induced topologies are considered. Then follows the construction of the A-algebras as a projective (and at the same time direct) limit of these lattices.
4.1. D e f in itio n . Let D be a complete lattice, i.e. a partially ordered set (D , C ) such that each subset X C D has a supremum U X E D. Then each subset X has an infimum as well:
Top, t = LID, and bottom 1 = I IO are resp. the largest and smallest elements of D. A subset X C D is directed iff Vx, y E X 3 z E X x, yQz.
Further, x U y (x n y ) is the supremum ( ( 4 = ) Again ƒ is monotonie, since if x Ç y, then y = x U y, hence > r ,(a ) )-----). Since (//(</>(a)) = a, this is the same as a in D". 1)1+i(y,), by 4.14(ii (x,+2(<l),{(y"),)))= <£>,,, °ipi °xi+2(<l)i(yn) Since D c is extensional there is no ambiguity interpreting A-terms in it. However for later reference, the interpretation will be given explicitly. 4.24. D efin itio n , (i) A valuation (in D ,) is a mapping p : variables -» D ,. Whenever possible the valuation p will be omitted in the notation [Mjp.
Solvability
The concept of solvability and the related notion of head normal form were introduced respectively in the dissertations of Barendregt and
Wadsworth. Both theses give arguments for the computational irrelevance of unsolvable terms. Therefore a A-theory (or A-algebra) is called sensible iff it equates all unsolvable terms. It turned out that there is a unique maximal sensible theory. In Section 7 it will be proved that this theory equals T h (D J. The following can be proved syntactically. A semantic proof will be given in 7.9 and 7.10. The possibility that $6 has a unique maximally consistent extension is due to the fact that the language of the A-calculus is logic free, i.e. it is not possible that for an undecided sentence cr we make two extensions by adding a and ~n (t respectively, because the language does not contain negation. The theory A however has 2N " maximal consistent extensions.
T h e
5.10
. D e f i n i t i o n . A À-algebra is sensible iff ÿJl\= 36. In that case Th(®c)C 26* bv 5.9.
The " least" sensible model is ^(3 6 * ): (iii) BT(Aa . a )~t, BT(AAy.Ay).
The following is a less trivial example of equivalent Bohm trees.
Together with the characterization Theorem 7.1 it shows that in a normal form may be equal to a term without a nf. The rather technical proof occupies the rest of this section and can be omitted at a first reading. 6.9. D e f i n i t i o n . Let A, A' be Bohm trees. 
