The first optically resolved electron tracks from an 55 Fe X-ray source are presented together with the resulting energy spectrum. These tracks were produced in a TPC operating in low pressure carbon tetrafluoride (CF 4 ) gas, and imaged using a fast lens and low noise CCD optical system. Using GEM/THGEM amplification devices, effective gas gains of 2 × 10 5 were obtained in pure CF 4 at low pressures in the 25-100 Torr range. The detector's very high signal-to-noise and the low gas pressures allowed individual ionization tracks from 5.9 keV X-ray interactions to be imaged and resolved. The ability to resolve tracks of such low energies has important applications in dark matter and other rare event searches, as well as in X-ray polarimetry. A practical application of the optical signal from 55 Fe is that it provides a tool for mapping the detector spatial uniformity.
Introduction
The capability of a high resolution and high signal-to-noise detector used to study properties of low energy recoils is demonstrated. Motivated by directional searches for dark matter, all measurements were taken at low pressures in the 25-100 Torr range, where low energy tracks are long enough to be resolved. We show that at these low pressures, with sufficient gas gain and light collection efficiency, the electron tracks produced from interactions of 5.9 keV 55 Fe X-rays can be optically imaged and resolved using a low-noise, high quantum efficiency CCD (charge-coupled device) camera. Optical 55 Fe spectra have been obtained with a PMT readout for a GEM-based detector in 750 Torr He/CF 4 [1] and a capillary plate detector in 760 Torr Ar/CF 4 [2, 3] but, to our knowledge, this is the first time it has been done using a CCD imaging system at such low pressures. In addition, the ability to operate at low pressures has allowed the low energy electrons tracks to be clearly resolved. Although this has been demonstrated using charge readouts (e.g., a pixellated readout) for 5.9 keV recoils [4, 5] and optically for 15-22 keV recoils [6, 7] , to our knowledge this is the first time it has been done using optical imaging for 55 Fe energies. The detector used for the measurements was a low pressure TPC (time projection chamber) operating in 99.999% CF 4 with GEM (gas electron multiplier) and thick GEM (THGEM) amplification, and a CCD-based optical readout. GEMs are a micro-pattern amplification device invented by Sauli at the European Organization for Nuclear Research (CERN) [8] ; further information on the operation of GEMs with CCD readout can be found in Refs. [1, 9, 10, 11, 12, 13] . THGEMs are very similar to GEMs but with dimensions (thickness, hole size, and pitch) that are typically about one order of magnitude larger. Exceptionally high gas gains have been achieved in both types * Corresponding author of amplification devices, but the THGEMs have been shown to excel at the very low pressures of interest here [14] .
Detector Setup
A schematic of the detector setup is shown in Figure 1 . At each pressure, the choice of amplification device between single GEM/THGEM or multiple GEMs/THGEMs was made to maximize stability, gas gain, and spatial resolution. For the 100 Torr measurements, the detector used a cascade of three standard copper GEMs separated by 2 mm (Figure 1 ). The GEMs were manufactured at CERN using a 50 µm thick, 7 × 7 cm 2 sheet of kapton. The sheet was copper-clad on both surfaces (∼5 µm thick) and chemically etched with a hexagonal array of bi-conical holes of diameter of 50/70 µm (inner/outer), at a pitch of 140 µm. For a thorough review of GEMs, see Ref. [15] . A 7 × 7 cm 2 cathode was located 1 cm below the GEM stack, defining the detection/drift volume. The cathode was constructed from a ∼ 360 µm thick copper mesh with ∼500 µm pitch. Finally, a 1 mm pitch anode wire grid plane made from 20 µm thick gold plated tungsten wires was situated 3 mm above the top-most GEM (GEM 3), forming the induction gap (further details of this detector can be found in Ref. [13] ).
At pressures below 100 Torr we replaced the triple-GEM cascade with THGEMs, which are better suited for high gain operation at low pressures [14] . Even going from 100 Torr to 75 Torr, for example, the maximum stable gas gain in the triple-GEM detector was no longer sufficient to image 55 Fe tracks. eliminate burring from the drilling process, an annular region of thickness 0.05 mm was chemically etched around each hole.
In our 50 Torr measurements a single THGEM with an active region of 3 × 3 cm 2 was used. To better accommodate the longer tracks at these low pressures, the drift gap was increased from 1 cm to 2 cm. In addition, the separation from the amplification device and the wire grid was increased from 3 mm to ∼7 mm, which provided better stability at the lower pressures.
For the 35 Torr measurements a double-THGEM, with a 9.5×9.5 cm 2 active area 2 , was required to achieve the necessary gas gain. The drift gap, transfer gap between the THGEMs, and induction gap between the THGEM and wire grid were 2 cm, 4 mm, and 9.5 mm, respectively. In addition, the wire grid size was increased to match the THGEM area by laying copper tape around the perimeter of the wire frame.
For all measurements, the detector was housed inside a ∼10 liter cylindrical aluminum vacuum vessel. Calibration was done using internally mounted 55 Fe (5.9 keV X-rays) and 210 Po (5.3 MeV alphas) sources, which could be individually turned on or off using a rotary feed-through (Figure 1b ). Prior to powering up the GEMs/THGEMs, the vacuum vessel was pumped out to < 0.1 Torr for at least one day before back-filling with pure (99.999%) carbon tetrafluoride (CF 4 ) gas. A 4-inch diameter BK-7 glass window was positioned above the wire grid to allow scintillation light from the final amplification stage to be captured and imaged by the lens and CCD camera. BK-7 is a material with a relatively high transmittance for the optical component of the CF 4 scintillation, which peaks around 620 nm [16, 17] , and is lower cost compared to quartz.
The optical system consisted of a fast 58 mm f/1.2 Nikon Noct-NIKKOR lens mated to a back-illuminated Finger Lakes Instrumentation (FLI) CCD camera (MicroLine ML4710-1-MB) through a 20 mm extension tube for close-focus imaging. The whole setup was mounted on top of the vacuum vessel (Figure 1a) in a light tight box. The camera contained an E2V 18.8 mm diagonal sensor with a 1024×1024 pixel array (CCD47-10-1-353), consisting of 13 × 13 µm 2 pixels. The mid-band coated CCD sensor had a peak quantum efficiency of 96% at 560 nm and could be cooled down to a stable operating temperature of −38
• C using the built-in Peltier cooler. Two readout speeds were available, 700 kHz and 2 MHz, with 16-bit digitization and a maximum 16 × 16 on-chip pixel binning. At the lowest operating temperature and slowest readout mode, the read-out noise was ∼10 e − rms and the dark current was ∼0.03 e − /pix/sec with 1 × 1 on-chip pixel binning. At our focusing distance, the CCD-lens system imaged a ∼3 × 3 cm 2 physical region of the GEM/THGEM surface. The known pitch of the holes on this surface was used to calibrate the length-scale of the images.
Detector Calibrations

GEM/THGEM Gain
The gas gain was determined using an ORTEC 448 research pulse generator and an ORTEC 142IH charge sensitive preamplifier, which read out the charge signal from the last GEM/THGEM 2 Two 3 × 3 cm 2 THGEMs were not available.
surface. The pulse generator output was connected to the test input of the preamplifier via a built-in 1 pF capacitor for calibration purposes. This allowed the preamplifier gain (fC/V) to be determined. The 5.9 keV 55 Fe X-ray calibration source was then used to determine the effective gas gain from the output voltage signal of the preamplifier. The conversion of the X-ray created 172 electron-ion pairs on average, which was calculated from the W-value (the average energy per ionization) of 34.2 eV for CF 4 [18] .
For each pressure the maximum stable gain was determined iteratively by raising the GEM/THGEM voltages and testing for stability. The latter was done by firing a highly ionizing source ( 210 Po alpha source) into the detection volume. If no sparks occurred over several hours, then the voltage setting was deemed stable and the procedure repeated until the maximum stable gain was found.
At a pressure of 100 Torr, a maximum stable effective gain of ∼ 1 × 10 5 was achieved with GEM 1 = 279 V, GEM 2 = 334 V, and GEM 3 = 380 V, and a drift field of 400 V/cm. At these GEM voltages the transfer fields were 1.40 kV/cm and 1.67 kV/cm between GEMs 1 and 2, and 2 and 3, respectively, and the induction field was 260 V/cm between GEM 3 and the grid. A higher effective gas gain of ∼ 2 × 10 5 was achieved with GEMs 1 and 2 = 290 V and GEM 3 = 450 V, where the drift, transfer, and induction fields were 400 V/cm, 1.45 kV/cm, and 360 V/cm, respectively. This setting, however, was not entirely stable under alpha irradiation, which initiated a spark about once per hour. Nevertheless, we were able to acquire 55 Fe images and an energy spectrum without any sparks at this setting.
For the 50 Torr measurements, the THGEM was powered to a voltage of 830 V and the drift field was set to 200 V/cm (same E/p as in the 100 Torr measurements). The induction field was 824 V/cm with the wire grid set to a lower voltage than the top THGEM surface so that all electrons produced in the avalanche were collected by this electrode. The electrical stability at this voltage setting was similar to the highest gain setting at 100 Torr in that both were moderately but not completely stable. For this measurement we estimate the gain to be ∼ 1.5 × 10 5 . Finally, in the 35 Torr measurements, the THGEM voltage biases were THGEM 1 = 573 V and THGEM 2 = 470 V, where THGEM 1 is the one facing the cathode and THGEM 2 is nearest to the wire grid. The drift, transfer, and induction fields were 200 V/cm, 718 V/cm, and 495 V/cm, respectively. Here we estimate the gas gain, which was stable, to be ∼1.6 × 10 5 .
CCD Calibration
The CCD images (or frames) were calibrated using a set of co-averaged flat-field and dark frames. Both were taken with the same 5 second exposure time as the data images. Dark frames, taken with the camera shutter closed, were used to correct for the variable accumulation rate of dark current across the pixels in the CCD sensor. Flat-field frames, used to correct for vignetting and pixel to pixel variation in light sensitivity, were acquired by taking exposures of a uniformly illuminated screen. For each type of calibration frame, a set was acquired and co-averaged together to create a master calibration frame. For accuracy, the averaging required rejecting pixels in individual frames that suffered direct hits from cosmic rays or radioactivity. This was done using an algorithm that compared the value of the same pixel across the set of frames, excluding those above three sigmas of the initial average of the pixels. The average was re-computed and the process iterated until there was a convergence in the average value of the pixels. Finally, the data image was calibrated by subtracting the master dark frame and dividing the resulting frame by the normalized, master flat-field frame.
Results
100 Torr
A sample image containing 55 Fe tracks taken at the maximum stable gain setting in 100 Torr CF 4 is shown in Figure 2a . On chip binning of 6 × 6 was used for this image, resulting in each binned pixel imaging 165 µm in real space. The signal is well above the noise in the CCD image and individual tracks are resolved. With this level of signal-to-noise and resolution one could easily characterize the spatial uniformity of the gas gain across the GEMs.
The corresponding optically derived energy spectrum, using images of these tracks, is shown in Figure 2b in units of ADUs 3 . The peak value in the spectrum is obtained from a fit which comprises of a single Gaussian signal component and a constant plus exponential for the background components. The range of the fit is set so as to exclude the secondary peak seen at ∼3500 ADU, which is due to pile-up events. The fit has a reduced χ 2 (χ 2 /nd f ) = 0.66, a peak value of µ 100Torr = 1621 ± 5, and σ 100Torr = 264 ± 5. The FWHM energy resolution is 38% and we obtain an energy conversion factor of 275 ADUs/keV.
In Figures 3a and 3b , a sample image of 55 Fe tracks imaged at 6 × 6 binning and a higher gain of ∼2×10 5 in 100 Torr CF 4 is shown along with the corresponding energy spectrum. The same procedure for fitting the spectrum as described above gives a peak value of 2505 ± 25, σ of 324 ± 29, and energy conversion factor of 425 ADUs/keV. Interestingly, the FWHM energy resolution is 30%, significantly better than that of the moderate gain 100 Torr data at the same image binning.
For the 16×16 high gain data, a sample image of 55 Fe tracks and the corresponding energy spectrum are shown in Figures 4a  and 4b . A fit of the spectrum gives a peak value of 2615 ± 14, σ of 331 ± 16, and energy conversion factor of 443 ADUs/keV. The 4% difference in peak value between the 6 × 6 and 16 × 16 data could be the result of a reduced efficiency for finding the entire track due to a slightly lower signal to noise in the lower binned data. Alternatively, the difference could simply be due to drift in the gas gain over time between acquisition of the two data sets. Both high gain data sets, however, have the same FWHM energy resolution of 30%.
25, 35 & 50 Torr
In Figure 5 , two sample images of 55 Fe tracks taken at a pressure of 50 Torr in CF 4 are shown. As expected, the tracks are longer and much better resolved than those in the 100 Torr data and, additionally, differences in ionization density are also clearly visible. The corresponding energy spectrum is not shown because not enough images were taken at this pressure due to onset of electrical instability, which is not surprising given the low operating pressure and high gas gain. Nevertheless, as these images unambiguously show, CCD-based TPCs with sufficiently high signal-to-noise and imaging resolution can resolve electron recoils with energies as low as 5.9 keV.
For the 35 Torr data, a sample image containing 55 Fe tracks is shown in Figure 6a . As in the 50 Torr data the tracks are clearly resolved but the resolution is poorer due to the presence of a second THGEM and the transfer region within the double THGEM amplification structure. The energy spectrum obtained from a series of these images is shown in Figure 6b . A fit of the spectrum to a single Gaussian signal component and a background component which consists of uniform and exponential components gives a reduced χ 2 (χ 2 /nd f ) = 0.80. The fitted peak value is µ 35Torr = 2327 ± 18 and σ 35Torr = 400 ± 28. This gives a FWHM energy resolution of 40% which is similar to, within errors, the energy resolution obtained from the moderate gain 100 Torr data.
Finally, in Figure 7 , we present sample images of 55 Fe tracks acquired at a pressure of 25 Torr pure CF 4 . However, there is insufficient data for an energy spectrum because electrical instabilities (discharges) prevented a long data run. But with additional fine tuning of THGEM voltages and detector setup, it is conceivable that stable operation at this pressure with sufficient gas gain for imaging individual 55 Fe tracks could be achievable.
Light Yield and Contaminants
Two effects on the light yield in 100 Torr CF 4 were observed in our 55 Fe calibration data. The first was due to contamination from out-gassing, and the second was an indication of light quenching at high gas gains. We discuss these here. 55 Fe calibrations were required over 8 days for a different application 4 , providing us data to study the effects of possible gas contaminants on the light yield. Before the start of the 8 day data run, the detector vessel was sealed and pumped out to <0.1 Torr overnight. Subsequently, each day of data taking started by back-filling the detector vessel to 100 Torr with 99.999% pure CF 4 , powering up the detector and acquiring ∼70 minutes of 55 Fe data. This was followed by ∼14 hours of neutron data and a second ∼70 minute 55 Fe exposure at the end of the day, after which the detector was powered down and the vessel pumped out for ∼3 hours. This procedure was repeated for each day of data taking. The GEMs were powered up to the same voltages each day, with the values given in Section 3.1 for the moderate, stable gas gain of ∼ 1×10 5 . The electronic 55 Fe spectrum was used to monitor the gas gain, which remained constant within 10% over the 8 days. The optical 55 Fe data over this period, however, showed an increase in the light yield, which is highly sensitive to gas purity. With the detector kept sealed over the 8 days, out-gassing would be the main source of contamination with the expectation that its rate would decrease over time.
The results of the data runs are plotted in Figure 8 , which shows the fitted peak value of the optical 55 Fe spectrum at the start and end of each of the 8 days of data acquisition. The large difference in the start and end spectrum peak values for data run 1 is most likely the result of insufficient time given between GEM power up and data taking; we found that the GEMs required about 1-2 hours after being brought up to voltage before stable operation ensued.
With the exception of run 1, the start and end spectrum peak values are always within 4% of each other, which suggests that that any compositional change of the gas does not affect the light output significantly over a single day. The data, however, shows a clear rise in the spectrum peak value over the 8 days. Between run 2 and run 8 the light output increased by 21% in the end series, and by 19% in the start series. The light yield in the end series is monotonically increasing whereas that in the start series has scatter due to variability in the time between GEM power up and data taking. Nevertheless, the steady increase in light yield over the 8 days is consistent with improved gas purity due to a decrease in the out-gassing rate, which can have a long half-life in sealed vessels that have not been baked out.
The second effect, possibly due to light quenching, was the change in the ratio of the optical 55 Fe spectrum peak and the corresponding effective gas gain for the two gain settings, ∼ 1×10 5 and ∼ 2×10 5 . In the lower gain data, this ratio was ∼ 0.016, and in the high gain data it was ∼ 0.013. This ratio, which can be thought of as an effective photon yield (photons per secondary electron), is lower by ∼19% at the higher gas gain. Unfortunately, the low and high gain measurements were taken months apart so it is difficult to definitively attribute the lower photon yield to quenching. We nevertheless describe the various possibilities as some of them have important implications for applications such as directional dark matter searches.
The first possibility is that it could be a charge density effect, where the photon yield decreases (is quenched) as the charge density increases at high gas gains. Of course, the emission spectrum from CF 4 could also be affected at high charge densities, lowering the number of photons produced in the wavelength range of sensitivity for our CCD camera and lens. Another possibility is that there were more contaminants due to out-gassing in the high gain measurements, which could also explain the lower light yield.
Lower light yields resulting from contamination due to outgassing could be dealt with with a long pump down and/or continuous filtering of the gas in a circulation system. However, quenching due to high charge density arising from either high gas gains and/or high primary ionization densities has important consequences for applications where measuring the charge density along a recoil track is required. An example is directional 55 Fe energy spectrum at the start and end of the day over eight days of data taking. With the exception of the first data run, the start and end peak values are within 4%. The large change (∼ 20%) seen between the start and end in the first data set is likely due to insufficient time for the GEMs to charge up and stabilize. The raising peak value with run number is likely the result of a reduction in concentration of contaminants with the additional pump down in-between runs.
dark matter detection in which the sense (vector direction) of the ionization track is determined by measuring the asymmetry in the charge deposition along the track. If quenching plays a significant role in the low pressure regime where directional dark matter experiments operate, it could limit how well the directional signature can be measured in gas based TPCs operated at high gas gains.
Conclusion
We have shown that a GEM and THGEM based detector can be operated in low pressure CF 4 (25-100 Torr) with gains exceeding 2×10 5 . This allowed individual 55 Fe tracks to be imaged by a low noise CCD camera and for an optically measured spectrum to be obtained. We found that it is important to pump down the detector for an extended period of time to reduce contaminants in the gas that can suppress light output. We also noted a decrease in light yield at higher gas gains, which could be due to light quenching at high charge densities. If confirmed, this could affect directional dark matter experiments that rely on the asymmetry in charge density to determine the recoil direction of a track. Finally, we showed that electronic recoils as low as 5.9 keV in energy can be optically resolved. This is important for rare event searches such as direct dark matter detection experiments that rely on differences in stopping power to discriminate between different types of recoils.
