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1. Introduction
Non-equilibrium relaxation of different observables in a closed quantum system at T = 0
after a sudden change of parameters in the Hamiltonian is of recent interest, both
experimentally (see [1] for a review) and theoretically (see [2] for a review). From a
theoretical point of view, up to now, much attention has been paid to the problem
of the global quench, when parameters of the Hamiltonian are modified uniformly in
space [3]–[44]. In this case one is concerned with the functional form of the relaxation
process, as well as the properties of the stationary state, both for integrable and non-
integrable quantum systems.
Another interesting process is the local quench, when parameters are modified on a
given site. Experimentally, this happens during x-ray absorption in metals [45]. Most
of the theoretical studies in this field are concentrated on one-dimensional systems, in
particular at quantum critical points.
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In this case, analytical results have been derived using conformal field theory
(CFT) [46, 47]. In a continuum description the system evolves in a space–time region
with coordinates (x, t). The value of some local parameter, such as the strength of
a coupling at x = 0, changes from κ1 before the quench (t < 0) to κ2 after the
quench (t > 0). The expectation values of different observables are obtained using
path-integral techniques. CFT generally works for appropriate boundary conditions:
κ = 0 (uncoupled half chains) or κ = ∞ (fixed local spin) and κ = 1, i.e., uniformly
coupled chain. For the dynamical entanglement entropy [48]–[52], after changing from
κ1 = 0 to κ2 = 1, a logarithmic increase is found [46] which takes the universal
form, S(t) = (c/3) ln t + const, involving the central charge c of the CFT. In a finite
system of total length L the time dependence is periodic, having a sinusoidal form in
terms of t/L [47]. Using CFT, predictions have been made about the behavior of the
magnetization and different correlation functions: power laws in time and distance from
the local quench are found, with exponents given by combinations of bulk and surface
static scaling dimensions [46]. Numerical results obtained on specific models are in good
agreement with these CFT predictions [53].
Local quenches in non-conformally-invariant systems have been studied, too. When
the quench is performed in the ordered phase, a semi-classical approach can be
used [33] which has been numerically tested on the transverse Ising chain (TIC) [53].
For disordered systems, such as the random TIC, a variant of the strong disorder
renormalization group method [54] has been used to predict the time evolution of the
entanglement entropy [55, 56], as well as the related full counting statistics [57]. At the
random critical point both quantities have an ultra-slow time dependence: S(t) ∼ ln ln t,
which has been confirmed by numerical calculations.
In this paper we study the time evolution of the local magnetization at the critical
point of the TIC, after a general local quench, when the values of both the local coupling
and the local transverse fields are changed at t = 0. It is known from exact calculations
that the static critical behavior near a local defect in the TIC is non-universal, i.e., the
scaling dimension of the local magnetization varies continuously with the defect strength,
xi = xi(κi) [58]–[63]. The problem has later been treated using S-matrix theory [64],
conformal methods [65]–[70] and conformal field theory [71]–[73]. Similarly, the ground-
state [50], [74]–[76] and the dynamical [50, 77] entanglement entropy across a defect
involves a prefactor, the so-called effective central charge, which is also a function of the
defect parameters. It is therefore expected that the non-equilibrium critical relaxation
of the defect magnetization also involves exponents which are non-universal. Our goal in
this work is to calculate their parameter dependence, as well as to study the functional
form of the defect relaxation in large, but finite systems.
The structure of the paper is the following. The model and the scaling predictions
about the (imaginary and real) time dependence of the local magnetization is presented
in section 2. Results of numerical investigations for initially ordered and initially non-
ordered defects are presented in section 3 and discussed in the final section. The
calculation of the defects static exponents is presented in the appendix.
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2. Model and scaling behavior
2.1. Model
We consider a critical TIC of length L with free boundary conditions and a defect at
L/2. The Hamiltonian of the system may be generally written as
Hi=−1
2
[
L−1∑
n=1
σxnσ
x
n+1+(Ji−1)σxL/2σxL/2+1+
L∑
n=1
σzn+(hi1−1)σzL/2 + (hi2−1)σzL/2+1
]
, (2.1)
where the σx,zn ’s are Pauli spin operators. The index i = 1, 2 refers to the values of the
transverse fields hi1, hi2 and the coupling Ji, before and after the quench at t = 0. We are
interested in the time dependence of the local magnetization after the quench, mn(t),
which is given by the off-diagonal matrix element [78] of the magnetization operator
in the Heisenberg picture, 〈Φ0|σxn(t)|Φ1〉, between the ground-state |Φ0〉 of the initial
Hamiltonian H1 and its first excited state |Φ1〉. In the Heisenberg representation, the
magnetization operator is given, for t > 0, by σxn(t) = e
−iH2tσxne
iH2t where H2 is the
Hamiltonian after the quench. We follow the evolution of the local magnetization at the
defect, md(t) = mn=L/2(t).
2.2. Scaling behavior in imaginary time
Let us first analyze the scaling behavior of the defect magnetization in imaginary time
t = iτ at criticality. Then the process viewed in the n − τ plane corresponds to a
two-dimensional (2d) critical classical Ising model with a composite ladder defect at the
center (see figure A1 for an illustration; the x (y) axes there correspond to τ (n) here).
The parameters of the defect are different for τ < 0 and for τ > 0, respectively. Along
the defect line the magnetization has the finite-size scaling behavior
md(τ, L) = L
−xi m˜id(τ/L), i = 1(2), τ < 0 (> 0) . (2.2)
According to exact calculations, which are recapitulated in the appendix, the local
scaling exponent xi depends on a combination of the defect parameters
κi =
Ji
hi1hi2
. (2.3)
and it is given by
xi =
2
pi2
arctan2
(
1
κi
)
. (2.4)
The scaling function m˜id(z) = const for |z|  1, i.e., for |τ |  L and for |z|  1 it has
a power-law dependence m˜id(z) ∼ |z|ωi . The value of the exponent ωi is related to the
scaling behavior of the local magnetization in the region τ  L, where the two different
semi-infinite defect lines meet. Here the local critical behavior is influenced by both
defects and, asymptotically, we have
md(τ  L,L) ∼ L−x12 , (2.5)
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where x12 is the composite defect (or generalized corner) exponent. As shown in the
appendix, x12 is given by the geometric mean of x1 and x2 (see equation (A.12)).
The scaling behaviors in equations (2.2) and (2.5) remain compatible if the exponent
ωi takes the form x12 − xi. As a consequence the magnetization profile for 0 < τ  L
behaves as
md(τ) ∼ τx12−x2 , 0 < τ  L . (2.6)
Let us have a few comments before closing this section. First, the scaling behavior
is the same on both sides of the defect. Second, the fixed-spin initial condition can be
realized either with h1j = 0 (j = 1 and/or 2) or with J1 =∞, leading to κ1 =∞. Then,
according to (2.4), x1 = x12 = 0, so that (2.6) simplifies to
m
(+)
d (τ) ∼ τ−x2 0 < τ  L . (2.7)
Our third and final comment is about a protocol where two half-chains, initially
disconnected, are connected by a bulk coupling for τ > 0. Let xm and xms be the
scaling dimensions of the magnetization, in the bulk and at a free surface, respectively.
Thus initially κ1 = 0 and x1 = xms = 1/2 whereas κ2 = 1 and x2 = xm = 1/8 for τ > 0.
In this case the magnetization behaves as
m
(fb)
d (τ) ∼ τ 1/8 , 0 < τ  L . (2.8)
2.3. Scaling behavior in real time
Concerning the scaling behavior of the magnetization in real time, some results have
been obtained in special cases, when in the initial state either the spin at the defect is
fixed (κ1 =∞) or the chains are disconnected (free) (κ1 = 0), and the final state is the
homogeneous bulk one (κ2 = 1).
For fixed-spin initial state the local magnetization has been predicted by CFT to
decay as [46]
m
(+)
d (t) ∼ t−2xm 0 < t L , (2.9)
a result which has been checked numerically on the TIC [53]. In a finite system, for
large t and L, the time dependence of the local magnetization is periodic. In an open
chain the numerical results are well described by the following sinusoidal form [53]
m
(+)
d (t, L) ∼
[
L sin
(
pi
t
L
)]−2xm
, 0 < t < L , (2.10)
which reduces to (2.9) for t L.
For the initial state with two disconnected chains, the numerical results on the TIC
are summarized in the following conjectured formula [53]:
m
(fb)
d (t, L) ∼ L−1/2
[
L sin
(
pi
t
L
)]1/4
, 0 < t < L . (2.11)
At short time it behaves as
m
(fb)
d (t) ∼ m0(L) t1/4, 0 ≤ t L , (2.12)
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where m0(L) ∼ L−xms is the equilibrium value of the defect magnetization in the initial
state.
In equation (2.12) the time exponent can be rewritten in the form 1/4 = 2(xms/2−
xm) where the exponents x12 = xms/2 and x2 = xm of the protocol (κ1 = 0 to κ2 = 1) are
in evidence. The same form applies to (2.9) where x12 = 0 for a fixed-spin initial state.
Comparing the scaling behaviors in imaginary time (equations (2.7) and (2.8)) and real
time (equations (2.9) and (2.12)), we see that they are equivalent if one substitutes t2
for τ . Thus we conjecture that in real time the magnetization generally behaves as
md(t) ∼ m0(L) t2(x12−x2), 0 < t L , (2.13)
with m0(L) ∼ L−x1 . The periodic behavior in a finite-size system is then expected to
be given by
md(t, L)∼L−x1
[
L sin
(
pi
t
L
)]2(x12−x2)
, 0 < t < L . (2.14)
In the following, the validity of the two last equations, which constitute our main result,
will be checked through large scale numerical calculations.
3. Numerical investigations
3.1. Technical details
In the numerical investigations we make use of the fact that the TIC can be expressed in
terms of free fermions [79]. The local magnetization is given by a Pfaffian [80] which is
evaluated through the calculation of the determinant of an antisymmetric matrix. The
whole investigation necessitates the numerical diagonalization of 2L× 2L matrices with
the real time t entering as a parameter in the calculation. Details of the free-fermionic
techniques can be found in [81].
In the actual calculation of the magnetization profile we used open chains of length
up to L = 1024 for initially ordered defects, while in the general case the largest size
was L = 512.
Finite-size values of the defect exponents can be estimated by exploiting the
properties of the expression conjectured for md(t) in equation (2.14). The defect
magnetization is calculated in a system of size L at times t = L/2 and t = 3L/4
and in a system of size L/2 at time t = L/4. Forming the ratios †
r(L) = md(t = L/2, L)/md(t = L/4, L/2) ,
r′(L) = md(t = L/2, L)/md(t = 3L/4, L) , (3.1)
the following combinations of exponents are asymptotically obtained
ln r(L)
ln 2
= α(L)→ −x1 + 2(x12 − x2) , (3.2)
† Due to the sine, the value of the defect magnetization in equation (2.14) should be the same at
t = L/4 and t = 3L/4, however at L/4 some oscillating corrections to the leading behavior are often
not negligible, see next section.
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Figure 1. (a) Log–log plot of the relaxation of the defect magnetization in a finite
system of length L = 1024 after a quench from an ordered defect initial state. The
values of κ2 in the final state vary from 1.6 to 0.4, in steps of 0.2, from top to bottom.
The dashed lines indicate the expected decay as given in equation (2.13). Note that
the amplitude of the decaying initial oscillations is increasing with decreasing κ2. (b)
Estimated values (circles) of the decay exponents in a system of length L = 512 for
different values of κ2 in a log–log scale. The error of the estimate is smaller than the
size of the symbols. The line gives the theoretical prediction 2x2(κ2).
and
2 ln r′(L)
ln 2
= α′(L)→ 2(x12 − x2) . (3.3)
Note that the relation in equation (3.2) is a consequence of scaling alone and does not
depend on the functional form of the time evolution. In contrast, equation (3.3) requires
the sine function to be valid. These exponent combinations have been calculated for
sizes up to L = 4096.
3.2. Ordered defect in the initial state
When the defect is initially ordered, i.e., when κ1 = ∞, two of the three exponents
are vanishing, x1 = x12 = 0. Thus the relaxation of the defect magnetization in
equation (2.13) is governed by x2 alone. In the numerical calculations the ordered
initial state is realized with h11 = h12 = 0 and J1 = 1 and the quench is towards a final
state with h21 = h22 = 1 and J2 = κ2. The evolution of the defect magnetization is
shown in a log–log plot in figure 1(a) for different values of κ2.
When the quench is performed to the homogeneous chain, κ2 = 1 (middle
curve in figure 1(a)), the decay of the magnetization follows the conformal prediction:
m
(+)
d (t) ∼ t−1/4, see equation (2.9). This has been verified before in [53]. When the
coupling at the defect is increased with respect to the bulk value, κ2 > 1, the decay
becomes slower and slower and the corresponding exponent is in good agreement with the
value 2x2 given by equation (2.13). For weakened defect couplings κ2 < 1 the relaxation
presents a decaying oscillatory modulation around the expected value, the amplitude
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Figure 2. Scaling plot of the defect magnetization for different system sizes from an
initially ordered defect (a) to κ2 =
√
2−1 and (b) to κ2 =
√
2+1. In the insets, ρ is the
ratio of the numerical result for L = 512 to the analytical conjecture in equation (2.14).
of which is increasing with decreasing κ2. For sufficiently small κ2 and for early times
the local magnetization may even change sign. In order to deduce a decay exponent
in this case too, we have measured the series of minimum [mmin(ti)] and maximum
values [mmax(ti)] of the oscillations. Their average, mav(ti) = [mmax(ti) + mmin(ti)]/2,
is expected to represent an effective (non-oscillating) decay and this series has been
used to analyze the power-law decay. The estimated values of the decay exponent as a
function of κ2, shown in figure 1(b), are in quite good agreement with the theoretical
prediction of equations (2.13) and (2.4).
We have also studied the time dependence of the oscillation amplitudes, ∆m(ti) =
mmax(ti)−mmin(ti). The decay is algebraic, ∆m(t) ∼ t−a, with an exponent a = 1.6(2)
which has only a weak κ2 dependence, at least for small values of κ2.
To understand the origin of these oscillations let us consider the quench to two
uncoupled half chains, i.e., to κ2 = 0. In this case the problem is reduced to the decay
of the surface magnetization starting from a fixed surface spin. Using the notation of [81]
(equation (A.7)) we can write m
(+)
d (t) = P1,1(t), the value of which can be calculated
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Table 1. Finite-size estimates of the relaxation exponent at the defect as defined in
equations (3.2) and (3.3) after a quench from an ordered defect to different values of
κ2. In the last line the conjectured exact results are given.
κ2 =
√
2 + 1 κ2 = 1 κ2 =
√
2− 1
L α(L) α′(L) α(L) α′(L) α(L) α′(L)
128 -0.06208 -0.06243 -0.25305 -0.25758 -0.55512 -0.65624
256 -0.06235 -0.06293 -0.25224 -0.25308 -0.57922 -0.62445
512 -0.06266 -0.06267 -0.25118 -0.25072 -0.60196 -0.54546
1024 -0.06258 -0.06247 -0.25008 -0.25056 -0.54929 -0.57194
2048 -0.06248 -0.06254 -0.25015 -0.25027 -0.56824 -0.56046
4096 -0.06251 -0.06250 -0.25006 -0.25013 -0.56219 -0.56107
Exact -0.0625 -0.0625 -0.25 -0.25 -0.5625 -0.5625
at the critical point by the method outlined in [4]. In the thermodynamic limit this is
given by
m
(+)
d (t) =
J1(2t)
t
' t
−3/2
√
pi
cos
(
2t− 3
4
pi
)
, κ2 = 0 . (3.4)
Here J1(x) denotes the Bessel function of the first kind for which the asymptotic behavior
at large t is indicated. Thus for κ2 = 0 the surface magnetization has just an oscillatory
behavior and the corresponding amplitude decays with an exponent a = 3/2. This value
agrees within the error of the calculations with the values of a obtained for κ2 > 0.
The numerical results for κ2 > 0 and the exact limiting behavior for κ2 = 0 suggest
that the leading time dependence of m
(+)
d (t) is governed by two terms. The dominant
asymptotic behavior is given by the power-law in equation (2.13) which is supplemented
by an oscillating correction as in equation (3.4). Thus we expect the following form:
m
(+)
d (t) ' A(κ2)t−2x2(κ2) +B(κ2)t−a cos(2t+ φ) . (3.5)
Here a ≈ 1.5 and the prefactors, A(κ2) and B(κ2) are even functions of κ2 due to
symmetry. For small κ2 we have A(κ2) ∼ κ22 and B(κ2) ' 1/
√
pi − bκ22.
Next we study the finite-size behavior of the defect magnetization which, according
to equation (2.14), has an oscillatory time dependence of period L ‡. In a semi-classical
approach this can be explained in terms of ballistically moving quasi-particles, which
are reflected at the free boundaries of the chain. The scaled magnetization L2x2m
(+)
d is
plotted as a function of t/L, for different values of L, for κ2 =
√
2− 1 in figure 2(a) and
for κ2 =
√
2 + 1 in figure 2(b). For small values of t/L, in particular for small κ2, there
are strong oscillations in agreement with equation (3.5). For larger t/L, as well as for
not too small κ2, the scaled functions present a good data collapse, well described by
the conjectured expression in (2.14). This is illustrated in the insets of figure 2 in which
the ratio ρ of the numerical results for L = 512 and the analytical conjecture in (2.14)
‡ Note that for t > L the absolute value of the sine has to be taken in equation (2.14).
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Figure 3. Log–log plot of the time dependence of the defect magnetization in a chain
of length L = 512 after a local quench, when the strength of the defect changes from
(a) κ1 = 0 and (b) κ1 =
√
2− 1 to different values of κ2. The dashed lines indicate the
analytical result in equation (2.13). Note that in both figures there are two quenches
with the same decay exponent.
is shown as a function of t/L. For the latter the prefactor is fixed in order to have a
ratio ρ = 1 at t = L/2.
Finite-size estimates for the defect exponent x2 has been obtained using the relations
in equations (3.2) and (3.3). The results collected in table 1 converge rather well to the
expected exact values, which confirms also that the sinusoidal form of the profile in
equation (2.14) is probably exact. Again, for the smallest value of κ2,
√
2 − 1, due to
the oscillations the data are non-monotonic in L.
3.3. Non-ordered defect in the initial state
For initially non-ordered defects we use the parameters h11 = h12 = 1 and J1 = κ1 and
the quench is performed to h21 = h22 = 1 and J2 = κ2. The values of κ1 and κ2 are taken
from the set {0, tan(pi/8) = √2 − 1, 1, 1/ tan(pi/8) = √2 + 1}. The defect exponents
are then rational numbers {1/2, 9/32, 1/8, 1/32}, respectively, and the same is true for
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Figure 4. As in figure 3, for (a) κ1 = 1 and (b) κ1 =
√
2 + 1.
the composite defect exponents. The time dependence of the defect magnetization is
shown in log–log plots for different values of the initial and final defect couplings with
κ1 = 0 and
√
2 − 1 in figure 3, κ1 = 1 and
√
2 + 1 in figure 4. The values of κ2 are
the remaining ones in the set given above. In agreement with the scaling results the
curves have a linear starting behavior and the slope is well described by the analytical
expression in (2.13). The short-time behavior is more or less oscillating, depending on
the relative strength of the defect, before and after the quench.
The finite-size behavior of the defect magnetization have been also studied, in
order to check the scaling prediction and the functional form given in equation (2.14).
The scaled defect magnetization md(t, L)L
x1−2(x12−x2) is shown in figure 5 for κ1 = 0
and for two values of κ2. An excellent data collapse is obtained for the smaller value
κ2 =
√
2−1 (figure 5(a)). For κ2 =
√
2+1 (figure 5(b)) the collapse is perturbed by the
oscillations, which are stronger at smaller sizes. In both cases the overall trend confirms
the conjectured result in equation (2.14). This is well illustrated in the insets, where
the ratio ρ of the numerical results for L = 512 to the analytical conjecture in (2.14) is
shown. Once more the amplitude of the latter is chosen so that ρ = 1 at t = L/2.
Quantitative estimates of the defect exponents have been obtained using the
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Figure 5. Scaling plot of the defect magnetization for different system sizes for a
quench from an initial state with κ1 = 0 to a final state with (a) κ2 =
√
2− 1 and (b)
κ2 =
√
2 + 1. The inset gives the ratio ρ of the numerical result for L = 512 to the
analytical conjecture in equation (2.14).
Table 2. Finite-size estimates of the relaxation exponent at the defect as defined in
equations (3.2) and (3.3) after a quench from κ1 =
√
2 − 1 to different values of κ2.
The conjectured exact results are given in the last line.
κ2 = 0 κ2 = 1 κ2 =
√
2 + 1
L α(L) α′(L) α(L) α′(L) α(L) α′(L)
128 -0.52609 -0.23745 -0.15460 -0.12094 -0.15554 0.13977
256 -0.52870 -0.24379 -0.15547 -0.12299 -0.15528 0.12397
512 -0.52970 -0.24679 -0.15586 -0.12399 -0.15584 0.12133
1024 -0.53061 -0.24839 -0.15606 -0.12449 -0.15607 0.12086
2048 -0.53093 -0.24923 -0.15616 -0.12474 -0.15617 0.12476
4096 -0.53109 -0.24962 -0.15620 -0.12487 -0.15620 0.12446
Exact -0.53125 -0.25 -0.15625 -0.125 -0.15625 0.125
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Figure 6. Log–log plot of the time dependence of the defect magnetization in a
chain of length L = 256 with a more complex defect structure after the quench. In
the initial state J1 = 1 +
√
2, h11 = h12 = 1 thus κ1 = 1 +
√
2 and x1 = 1/32. In the
final state J2 = 1, h21 =
√
q, h22 = 1/
√
q thus κ2(q) = 1, x2 = 1/8 and x12 = 1/16.
The slopes for the different values of q are in good agreement with the expected one,
2(x12 − x2) = −1/8 (dashed line).
relations given in equations (3.2) and (3.3) for finite-size results on chains with sizes
up to L = 4096. The values of the effective exponents for κ1 =
√
2 − 1 and different
values of κ2 are shown in table 2. For each combination of κ1 and κ2 the effective
exponents are found to converge to the conjectured values. The finite-size estimate
for α(L) at the largest size agrees with the conjectured value up to four or five digits
except when κ2 is small, the defect magnetization showing then strong oscillations (see
equation (3.5)). Very good, although somewhat less accurate estimates are found for
the exponent α′(L), too. This confirms that the conjecture about the finite-size scaling
form in equation (2.14) is most probably exact.
4. Discussion
We have studied the evolution of the local magnetization in the TIC after a quench, when
parameters at a defect are suddenly modified. At short time, the defect magnetization
displays a power-law behavior which is closely related to the local static critical behavior
at a composite line defect in the 2d classical Ising model, which corresponds to the
imaginary time version of our problem. The composite defect exponents have been
exactly calculated making use of conformal invariance. Since the perturbation is truly
marginal the local magnetic exponents are continuously varying with the parameters of
the composite defect, i.e., their values before and after the quench in real time.
In finite chains the defect magnetization is a periodic function of time and we
have conjectured its asymptotic functional form. The analytical expressions, both for
t  L, as well as for t/L = O(1), have been confronted to the results of large-scale
numerical calculations and an excellent agreement has been found. Therefore we expect
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that equations (2.13) and (2.14) are a consequence of conformal invariance and can be
derived rigorously.
The defect exponents x1 and x2, as well as the composite defect exponent x12, are
functions of the defect parameters κ1 and κ2, as defined in equation (2.3). We have
checked numerically (see figure 6 for an illustration) that details of the local defect
structure (asymmetry in the transverse fields, etc.) are indeed irrelevant and that only
the values of κi matter in this respect. The same property is expected to hold for the
critical entanglement entropy across a defect.
As mentioned above, the non-universal local critical behavior found in our study
is a specificity of the TIC and is related to the fact that the perturbation caused by
a localized defect is truly marginal for this system. In other models such a thermal
perturbation may be irrelevant or relevant, depending on the value of the correlation
length exponent ν in the unperturbed system [63]. For ν > 1, as for the Q-state
Potts model with Q < 2 (such as uncorrelated percolation), the defect is an irrelevant
perturbation and the local critical behavior at the defect is the same as in the bulk of the
system, thus x1 = x2 = x12 = xm for a weak local perturbation. In such models a local
quench has no effect on the non-equilibrium properties of the system. For ν < 1, such as
for a quantum Potts chain with 2 < Q ≤ 4, the defect is a relevant perturbation and the
local critical behavior is different for κ < 1 and for κ > 1. For weakened local couplings,
κ < 1, the defect is renormalized to a cut and the defect exponent is the same as at
a free surface, xi = xms. In contrast, for local couplings stronger than the bulk ones,
κ > 1, the defect renormalizes to an ordered one, consequently xi = 0. Then a local
quench is efficient only when the fixed points, before and after the quench, are different.
If κ1 > 1 and κ2 < 1, then x2 = xms and x1 = x12 = 0 §, and from equation (2.13) we
see that the decay is given by md(t) ∼ t−2xms .
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Appendix: Composite defect exponents
Let us consider the critical Ising model on the square lattice with a line defect as shown
in figure A1. The composite defect results from the junction of two semi-infinite line
defects, indexed 1 and 2, with different horizontal (Kij) and vertical (Ki) perturbed
couplings (i, j = 1, 2). Since the scaling dimension of the bulk energy density, xe = 1, is
§ Note that, due to local order, the composite-defect exponent x12 is always expected to vanish when
x1 = 0.
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Figure A1. Composite line defect in the critical two-dimensional square lattice Ising
model. The composite defect is made of two half-lines of perturbed couplings on a
ladder.
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Figure A2. (a) Under the conformal transformation w = (L/2pi) ln z the full plane
with a composite line defect becomes an infinite cylinder with circumference L and
two infinite equidistant line defects, parallel to the cylinder axis. (b) In the extreme
anisotropic limit, the column-to-column transfer operator can be expressed as the
exponential of the Hamiltonian of a TIC, up to a rescaling factor.
the same as the dimension of the line defect, the perturbation is marginal and varying
local magnetic exponents are expected as for the infinite line defect [58, 59].
In the off-critical system the local behavior of the magnetization, at a distance
from the defect smaller than the bulk correlation length ξ, is governed by three different
exponents. In the central region the local magnetization exponent x12 is influenced by
the two parts of the composite defect. Outside this region, at a distance larger than ξ
from the junction, the local magnetization exponents, x1 and x2, are the same as for
infinite line defects.
The composite defect exponent x12 can be obtained using conformal methods and
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finite-size scaling [65]–[70]. In a first step, the infinite critical system of figure A1, with
a single composite line defect along the x-axis, is transformed into a cylinder with two
equidistant line defects, 1 and 2, parallel to the cylinder axis, through the conformal
transformation w = (L/2pi) ln z where z = x + iy and w = u + iv. The transformed
system, shown in figure A2(a), is infinite along the u-axis and periodic with size L, even,
in the transverse direction. In the cylinder geometry the gap-exponent relation [82] can
be used to extract the composite defect exponents.
Although the column-to-column transfer matrix can in principle be diagonalized for
arbitrary couplings, a simplification occurs in the strongly anisotropic (Hamiltonian)
limit [83, 84] where the couplings in the longitudinal direction (Ku in the bulk and
Kij on the line defects) are strong while the couplings in the transverse direction (Kv
in the bulk and Ki on the line defects) are weak. For a critical bulk in the extreme
anisotropic limit, corresponding to a continuous imaginary time along the u-axis, the
ratio Kvc/K
∗
uc → 1 whereas on the line defects Ki/K∗uc → Ji and K∗ij/K∗uc → hij. Then
the transfer operator takes the form T = exp(−2K∗ucH) where H is the Hamiltonian of
a TIC [79] (see figure A2(b))
H = −1
2
[
L∑
n=1
σxnσ
x
n+1 + (J1 − 1)σxLσx1 + (J2 − 1)σxL/2σxL/2+1
+
L∑
n=1
σzn + (h11 − 1)σzL + (h12 − 1)σz1 + (h22 − 1)σzL/2 + (h21 − 1)σzL/2+1
]
. (A.1)
Expressing the Pauli spin operators, σxn and σ
z
n, in terms of fermion operators
via the Jordan-Wigner transformation [85] a quadratic form in fermions is obtained
which, due to the periodic boundary conditions, involves an operator P = (−1)Q,
associated with the bond (L, 1) and commuting with H, with eigenvalues +1 (−1)
corresponding to Q = 0 (Q = 1) when the number of fermions is even (odd). In each
subspace H(Q) is diagonalized by a Bogoljubov transformation [80, 79] and takes the
form H = ∑k k (η†kηk − 12) in terms of the new fermion operators ηk and η†k.
The excitation energies k squared are the Q-dependent eigenvalues of the L × L
matrix equation (M− 2k) Φk = 0 with line n (1 < n < L) given by:
h(n−1)J(n−1)Φk(n−1) + [h2(n)+J2(n−1)−2k]Φk(n)+h(n)J(n)Φk(n+1)=0. (A.2)
In lines 1 and L one has to replace J1 by (−1)Q+1J1. h(n) is the transverse field at site
n and J(n) the coupling between sites n and n+ 1 as shown in figure A2(b).
With 2k = 4 sin
2(k/2) and using the Ansatz
Φk(1) = −A , Φk(n) = (−1)n
(
B eikn + C e−ikn
)
(n = 2, L/2) ,
Φk(L/2+1)= (−1)L/2+1D, Φk(n) = (−1)n
(
E eikn+F e−ikn
)
(n = L/2+1, L), (A.3)
equation (A.1) becomes a linear system of six equations for the amplitudes A to F . The
characteristic equation gives the allowed values of k in each Q sector.
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Figure A3. The conformal transformation w = z2 maps the upper half-plane onto
the full plane with a cut along the positive real axis.
In the continuum limit (1/L→ 0), with k = k = α/L, the characteristic equation
can be expanded in powers of 1/L. To leading order, O (L−2), one obtains
cosα =
[
κ1 − (−1)Q κ2
]2 − [1 + (−1)Q κ1κ2]2
[κ1 − (−1)Q κ2]2 + [1 + (−1)Q κ1κ2]2
,
κi =
Ji
hi1 hi2
(i = 1, 2) , (A.4)
where κi is an effective bond interaction. This can be rewritten as
cot
(α
2
)
= ± κ1 − (−1)
Q κ2
1 + (−1)Q κ1κ2 = − tan
(α
2
− pi
2
)
. (A.5)
Introducing the angle θi = arctan(1/κi) (i = 1, 2) leads to the relation
tan
(α
2
− pi
2
)
= ± tan θ1 − (−1)
Q tan θ2
1 + (−1)Q tan θ1 tan θ2
= ± tan [θ1 − (−1)Q θ2] . (A.6)
Thus the fermionic excitation energies take the form [68, 70]
±r (Q) =
2pi
L
(1/2±∆Q + r) , Q = 0, 1 , (A.7)
where r is an integer and
∆0 =
∣∣∣∣θ1 − θ2pi
∣∣∣∣ , ∆1 = 1− θ1 + θ2pi . (A.8)
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The local magnetization exponent follows from the gap-exponent relation [82]
x12 =
L
2pi
(Eσ − E0) , (A.9)
where E0 = E0(0) is the ground-state energy of H in equation (A.1) which belongs to
the even sector of the fermionic Hamiltonian whereas Eσ, which is the first excited state
of H, belongs to the odd sector. Since these two states belong to different sectors the
gap involves the difference ∆E between the ground-state energies in the two sectors and
is given by
Eσ − E0 = ∆E + 0(1) = E0(1)− E0(0) + 0(1) , (A.10)
with [68]
∆E =
2pi
L
[
1
2
(
∆21 −∆20
)]
, 0(1) = 1/2−∆1 . (A.11)
Collecting these results, one finally obtains a simple expression for the local
magnetization exponent
x12 =
2
pi2
arctan
(
1
κ1
)
arctan
(
1
κ2
)
=
√
x1x2 . (A.12)
This result can be verified for the “composite defect” of figure A3(b) where
κ1 = 0 (cut on the positive u-axis) and κ2 = 1 (no perturbation on the negative
u-axis). Then x1 is the free surface exponent xms = 1/2, x2 the bulk exponent
xm = 1/8 and equation (A.12) gives x12 = 1/4. Let us now apply the conformal
transformation w = zω/pi to the critical upper half-plane of figure A3(a). One obtains a
corner with opening angle ω and corner exponents are related to surface exponents via
xc = pixms/ω [86, 87]. When ω = 2pi, the transformed system is the full plane with a
cut of figure A3(b) so that x12 = xms/2 = 1/4.
The gap leading to the local energy density exponent is E − E0, where E is the
lowest eigenstate of H with two fermions. Both states belong to the even sector so that,
according to equation (A.7), the local energy exponent, given by
L
2pi
(E − E0) = L
2pi
[
−0 (0) + 
+
0 (0)
]
= 1 , (A.13)
keeps its unperturbed value. This is necessary to keep a truly marginal behavior for the
local magnetization when the defect strength is modified. Otherwise the marginality
criterion would no longer be satisfied.
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