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7V O R W O R T
Regelmäßig legt das Max-Planck-Institut für Informatik einen Bericht für die breitere 
Öffentlichkeit vor. Wir wollen damit allen Wissenschaftsinteressierten Themen, Ziele 
und Methoden der modernen Informatik und die Arbeiten unseres Instituts vorstellen. 
Insbesondere hoffen wir, Ihnen, liebe Leser, die Faszination unserer Wissenschaft 
näher zu bringen. 
Das Max-Planck-Institut für Informatik will ein Leuchtturm der Wissenschaft sein. 
Wir wirken entlang mehrerer Achsen. Erstens durch unsere wissenschaftliche Arbeit, 
die wir in Publikationen und Büchern, aber auch in Form von Software verbreiten. 
Zweitens durch die Ausbildung von Nachwuchs, insbesondere in der Promotion und 
danach. Wir bringen künftige Vordenker und Führungskräfte für Wissenschaft und 
Wirtschaft hervor. Drittens durch eine Leitrolle im Fach. Wir initiieren und koordinie-
ren große Forschungsprogramme und übernehmen Aufgaben in wichtigen Gremien. 
Viertens als Anziehungspunkt für Talente aus dem In- und Ausland. Von den über 
190 wissenschaftlichen Mitarbeiterinnen und Mitarbeitern des Instituts kommt etwa 
die Hälfte aus dem Ausland. Fünftens durch den Transfer unserer Ergebnisse in die 
Wirtschaft. Dieser Transfer geschieht in Kooperationsprojekten, durch Ausgründun-
gen und mittels einzelner Personen. Sechstens durch den Aufbau eines Kompetenz-
zentrums von Weltrang in Kooperation mit den anderen Informatikeinrichtungen am 
Standort (Fachbereiche Informatik und Computerlinguistik der Universität des Saar-
landes, Deutsches Forschungszentrum für künstliche Intelligenz und Max-Planck-
Institut für Softwaresysteme). Entlang jeder dieser Achsen waren wir in den letzten 
Jahren sehr erfolgreich.   
Sichtbarer Ausdruck des Erfolgs der Saarbrücker 
Informatik sind zum einen die Neubauten am 
Platz der Informatik: Max-Planck-Institut für 
Softwaresysteme, Bioinformatik und Intel Visual 
Computing Institute, Informatikhörsaalgebäude, 
Bibliothek der Informatik und Mathematik und 
Exzellelenzclustergebäude. Zum anderen freuen wir uns darüber, dass sowohl der 
Exzellenzcluster „Multimodal Computing and Interaction“ als auch die „Saarbrücken 
Graduate School of Computer Science“ verlängert wurden sowie über die erfolg-
reiche Evaluierung unserer IMPRS (International Max-Planck Research School).
Der Bericht folgt einer einfachen Gliederung. Nach einer Übersicht über das gesamte 
Institut, die Abteilungen und die Forschergruppen, stellen wir die Forschungsschwer-
punkte des Instituts vor. An diesen Themen, die quer zu den Abteilungen verlaufen, 
werden wir auch in den nächsten Jahren weiter forschen. Dem schließt sich ein kur-
zer Überblick zu aktuellen Ereignissen an. Im letzten Teil des Berichts fi nden Sie eine 
Auswahl von wissenschaftlichen Publikationen für das Jahr 2012 sowie Kennzahlen 
unseres Instituts für diesen Zeitraum. 
Wir wünschen Ihnen viel Spaß bei der Lektüre dieses Berichts.
Bernt Schiele  Geschäftsführender Direktor
V O R W O R T
Ü B E R B L I C K8
Das Max-Planck-Institut für Informatik
Ein Überblick
Computersysteme beeinfl ussen in steigendem Maße unser Leben. Sie bilden die Grundlage 
für nicht nur praktisch alle geschäftlichen Prozesse, sondern haben schon seit längerem auch 
in Wissenschaft und Technik sowie in unseren Alltag und unsere Unterhaltung Einzug gehalten. 
Heute ist die digitale Informationsverarbeitung aus praktisch keinem Bereich des Lebens mehr 
wegzudenken. Damit ist sie ein die Gesellschaft bestimmender Faktor. Ferner sind Computer 
sowie die auf ihnen laufende Software und die aus ihnen gebildeten Netzwerke - allen voran 
das weltumspannende Internet - die komplexesten Strukturen, die je von Menschenhand 
geschaffen wurden. In der Tat sind Hardware und in noch weit größerem Maße Software so 
komplex, dass sie nicht mehr in all ihren Einzelheiten verstanden werden können. Das macht 
Computersysteme zu einem sowohl machtvollen als auch mysteriösen Werkzeug. Sowohl das 
Leistungsvermögen als auch die Geheimnisse von Computersystemen verlangen nach ihrer 
wissenschaftlichen Erforschung.
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 Beim wissenschaftlichen Umgang 
mit Computersystemen handelt es sich 
um Grundlagenforschung, die jedoch 
in vielen Fällen in kurzer Zeit zu drama-
tischen Änderungen im Alltag führt. 
Gerade die beiden letzten Jahrzehnte 
machen dies deutlich: World Wide Web, 
soziale Netzwerke, Suchmaschinen, 
Kompressionsverfahren für Videos und 
Musik und (das Bemühen um) sicheres 
Electronic Banking mittels kryptographi-
scher Methoden sind wenige Jahre nach 
ihrer Entdeckung in Universitäten und 
Forschungsinstituten aus unserem Alltag 
nicht mehr wegzudenken.  
 Die Max-Planck-Gesellschaft als 
führende Einrichtung der Grundlagen-
forschung in Deutschland hat auf diese 
Entwicklung reagiert und 1990 das 
Max-Planck-Institut für Informatik 
(MPI-INF) in Saarbrücken gegründet. 
Im Jahr 2005 folgte die Gründung des 
Max-Planck-Instituts für Softwaresysteme 
(MPI-SWS) mit den Standorten Saar-
brücken und Kaiserslautern. In einigen 
weiteren Instituten gibt es Abteilungen 
mit starken Informatikkomponenten. 
Die Neuausrichtung des Max-Planck-
Instituts für Metallforschung in ein In-
stitut für intelligente Systeme wird die 
Informatik in der Max-Planck-Gesell-
schaft weiter stärken. Angesichts der 
Bedeutung des Gebiets ist die Grün-
dung weiterer Institute in der Informatik 
oder in informatiknahen Gebieten 
wünschenswert.   
Zielsetzung
 Das Max-Planck-Institut für Infor-
matik will ein Leuchtturm der Wissen-
schaft sein. Wir wirken entlang mehrerer 
Achsen. 
 Erstens durch unsere wissenschaft-
liche Arbeit, die wir in Publikationen und 
Büchern aber auch in Form von Software 
verbreiten. Zurzeit konzentrieren sich 
unsere Arbeiten auf Algorithmen für 
sehr große multimodale Datenmengen. 
Multimodal steht dabei für Text, Spra-
che, Bilder, Videos, Graphen und hoch-
dimensionale Daten.  
 Zweitens durch die Ausbildung 
von Nachwuchs, insbesondere während 
der Promotion und danach. Wir bringen 
künftige Vordenker und Führungskräfte 
für Wissenschaft und Wirtschaft hervor. 
In unserem Institut arbeiten über 190 
Forscher und Forscherinnen, die im 
Schnitt etwa drei Jahre bei uns bleiben. 
Damit stellen wir der Gesellschaft pro 
Jahr über 60 hervorragend ausgebildete 
Nachwuchswissenschaftler zur Verfü-
gung. 
 Drittens durch eine Leitrolle im 
Fach. Wir initiieren und koordinieren 
große Forschungsprogramme und über-
nehmen Aufgaben in wichtigen Gremien, 
etwa dem Wissenschaftsrat. Bei der 
Einwerbung des Exzellenzclusters 
„Multimodal Computing and Interaction“ 
und der Exzellenz-Graduiertenschule 
Informatik durch die Universität des 
Saarlandes hat das Institut eine wesent-
liche Rolle gespielt.
 Viertens als Anziehungspunkt für 
Talente aus dem In- und Ausland. Von 
den Mitarbeiterinnen und Mitarbeitern 
des Instituts kommt etwa die Hälfte aus 
dem Ausland. Damit stärken wir das 
Deutschland zur Verfügung stehende 
Talent und bilden Brückenköpfe im 
Ausland. 
 Fünftens durch den Transfer 
unserer Ergebnisse in die Wirtschaft. 
Dieser Transfer geschieht in Koopera-
tionsprojekten, durch Ausgründungen 
und durch Personen. Intel gründete 2009 
gemeinsam mit der Universität des Saar-
landes, dem DFKI, dem MPI-SWS und 
dem MPI-INF das Intel Visual Compu-
ting Institute. Intel investiert zwölf Milli-
onen US-Dollar in die neue Forschungs-
einrichtung mit Sitz auf dem Campus 
der Saarbrücker Hochschule. Im Mittel-
punkt steht die Entwicklung zukünftiger 
Grafi k- und Visual Computing-Techno-
logien. Die Investition erfolgt über einen 
Zeitraum von fünf Jahren und ist bislang 
Intels umfangreichste Kooperation mit 
einer Universität in Europa.
 Sechstens durch den Aufbau eines 
Kompetenzzentrums von Weltrang in 
Kooperation mit den anderen Informatik-
einrichtungen am Standort Saarbrücken 
(Fachbereiche Informatik und Computer-
linguistik der Universität des Saarlandes, 
Deutsches Forschungszentrum für künst-
liche Intelligenz und Max-Planck-Institut 
für Softwaresysteme). 
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Historie und Institutsstruktur
 Das Max-Planck-Institut für Infor-
matik wurde im Jahre 1990 gegründet. 
Kurt Mehlhorn war der Gründungs-
direktor und leitet seitdem die Abteilung 
„Algorithmen und Komplexität“. Auch 
Harald Ganzinger war von Anfang an 
mit dabei und leitete bis zu seinem Tod 
im Jahr 2004 die Abteilung „Logik der 
Programmierung“. Im Jahre 1999 folgte 
der Aufbau der dritten Abteilung „Com-
putergrafi k“ unter der Leitung von Hans-
Peter Seidel. Thomas Lengauer kam im 
Jahre 2001 an das Institut und leitet seit-
dem die Abteilung „Bioinformatik und 
Angewandte Algorithmik“. Seit 2003 leitet 
Gerhard Weikum die Abteilung „Daten-
banken und Informationssysteme“. 2010 
kam die neue Abteilung „Bildverarbeitung 
und multimodale Sensorverarbeitung“ hin-
zu, die von Bernt Schiele geleitet wird.
 Neben den Abteilungen beher-
bergt das Institut selbständig arbeiten-
de Forschungsgruppen. Derzeit ist die
von Christoph Weidenbach geleitete 
Forschungsgruppe „Automatisierung der 
Logik“ und die von Fabian Suchanek 
geleitete Otto-Hahn-Forschungsgruppe 
„Ontologies“ am Institut tätig; ebenso wie 
einige selbstständige Nachwuchsgruppen 
des Exzellenzclusters Multimodal Com-
puting and Interaction und der Max-
Planck Stanford Kooperation (Martin 
Bokeloh, Adrian Butscher, Michael 
Kerber, Erik Reinhard, Tobias Ritschel, 
Michael Stark, Carsten Stoll, Thorsten 
Thormählen, Péter Vajda und Tino 
Weinkauf).
Senior Researcher
 Orthogonal zur organisatorischen 
Struktur ist das Institut auf der wissen-
schaftlichen Seite in 31 Forschungs-
gruppen gegliedert. Diese Forschungs-
gruppen werden von sogenannten Senior 
Researchern geleitet. Direktoren und selb-
ständige Forschungsgruppenleiter werden 
durch ihre Berufung ans Institut automa-
tisch zu Senior Researchern. Darüber hi-
naus können auch promovierte Forscher 
über ein Aufnahmeverfahren, ähnlich dem 
Berufungsverfahren auf eine Professur an 
einer Universität, zu Senior Researchern 
werden. 
 Akutell sind Mario Albrecht, Ernst 
Althaus, Jan Baumbach, Benjamin Doerr,
Khaled Elbassioni, Tobias Friedrich, 
Rainer Gemulla, Ivo Ihrke, Olga Kalinina, 
Thomas Lengauer, Alice McHardy, Nicole 
Megow, Kurt Mehlhorn, Sebastian Michel, 
Karol Myszkowski, Antti Oulasvirta, 
Michael Sagraloff, Thomas Sauerwald, 
Ralf Schenkel, Bernt Schiele, Hans-Peter 
Seidel, Viorica Sofronie-Stokkermans, 
Rob van Stee, Fabian M. Suchanek, 
Martin Theobald, Christian Theobalt, 
Thorsten Thormählen, Michael Wand, 
Christoph Weidenbach, Gerhard Weikum 
und Tino Weinkauf die Senior Researcher 
des Instituts.
Forschungsthemen
 Der zentrale Forschungsgegenstand 
des Instituts ist der Algorithmus. Ein 
Algorithmus ist eine Rechenvorschrift, 
eine genaue Anweisungsfolge an den 
Computer, wie er etwas zu berechnen 
hat. Unsere Arbeitshypothese ist, dass 
die Entwicklung neuer Algorithmen einen 
schnelleren Fortschritt in der Informatik 
bewirken kann als die Hardwarebeschleu-
nigung. Um ein typisches Beispiel zu 
nennen: Der Stand von Hardware und 
Algorithmen im Jahr 1970 ermöglichte 
die Berechnung einer optimalen Reise-
route für einen Handelsreisenden (ein 
klassisches Optimierungsproblem und 
anerkannter Benchmark für die Rechen-
leistung) durch 120 Städte. Beim Hinzu-
fügen einer weiteren Stadt multipliziert 
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sich die Laufzeit des klassischen Algo-
rithmus mit 120, bei der nächsten Stadt 
mit 121 und so weiter - ein superexpo-
nentielles Wachstum. Legen wir nun 
also die durch die heutige Technologie 
erhöhte Hardware-Geschwindigkeit und 
die Algorithmen von 1970 zusammen, 
so könnten wir heute lediglich optimale 
Routen zwischen 135 Städten ermitteln. 
Es ist der Fortschritt bei den Algorith-
men, der es heute ermöglicht, optimale 
Routen zwischen Tausenden von Städten 
zu fi nden. Würden wir uns hier nur auf 
den Fortschritt bei der Hardware verlas-
sen, wäre eine solche Leistung in Hun-
derten von Jahren nicht möglich.  
 Die Aufgabe, die von eigener Hand 
erstellten Algorithmen und deren Reali-
sierung in Computerprogrammen zu ver-
stehen, ist eine wissenschaftliche und 
hat zwei wichtige Aspekte. Zum einen 
die Frage, ob das Programm auch das 
berechnet, was beabsichtigt war, und 
dabei nicht „abstürzt“, „einfriert“ oder 
alle Ressourcen des Computers blo-
ckiert. Zum anderen die Frage, ob das 
Programm auch „effi zient“ ist und der 
bestmögliche Algorithmus gefunden 
wurde. In der Abteilung „Algorithmen 
und Komplexität“ werden die Ressourcen 
untersucht, die ein Algorithmus für seine 
Berechnung braucht. Die wichtigsten 
Ressourcen sind Rechenzeit (Wie lange 
muss ich auf das Berechnungsergebnis 
warten?) und Speicherplatz (Reicht mein 
Speicher für meine Berechnung?). Dabei 
werden nicht nur neue Algorithmen ent-
wickelt, die den Bedarf an Rechenzeit 
und Speicherplatz minimieren und somit 
eine direkt hohe, praktische Relevanz 
haben, sondern es werden auch die grund-
sätzlichen Grenzen dieser Vorgehens-
weise beleuchtet: Wie viel Rechenzeit/ 
Speicherplatz ist grundsätzlich für eine 
Berechnung notwendig?  
 Die Forschungsgruppe „Automati-
sierung der Logik“ erforscht mathema-
tisch präzise, generische Verfahren zur 
Lösung schwieriger, so genannter harter 
Probleme. Typische Anwendungen der 
logikbasierten Verfahren sind die Verifi -
kation von Systemen mit einem signifi -
kanten digitalen Anteil sowie Optimie-
rungsprobleme.
 Computer werden heute vielfach 
dazu benutzt, Ausschnitte der realen oder 
einer virtuellen Welt auf dem Rechner 
nachzubilden, zu simulieren und darzu-
stellen. Aufgrund der Bedeutung visueller 
Information für den Menschen hat sich 
die Computergrafi k deshalb im vergan-
genen Jahrzehnt zu einer Schlüsseltech-
nologie der modernen Informations- und 
Kommunikationsgesellschaft entwickelt. 
Ein wichtiges Charakteristikum der Ar-
beiten in der Abteilung „Computergrafi k“ 
ist dabei die durchgängige Betrachtung 
der gesamten Verarbeitungskette von der 
Datenakquisition über die Modellierung 
(Erzeugung einer geeigneten rechner-
internen Szenenbeschreibung) bis zur 
Bildsynthese (Erzeugung von beliebigen 
Ansichten). Hieraus ergeben sich fol-
gende wissenschaftliche Herausforde-
rungen: Zum einen wollen wir Modellie-
rungswerkzeuge entwickeln, welche die 
effi ziente Handhabung und Weiterverar-
beitung der Datenfl ut auf der Eingabe-
seite ermöglichen, zum anderen suchen 
wir neue Algorithmen zur schnellen und 
dabei qualitativ hochwertigen Darstellung 
unter enger Verzahnung mit den Möglich-
keiten moderner Grafi khardware auf der 
Ausgabeseite.
 Die Abteilung „Bioinformatik und 
angewandte Algorithmik“ trägt der Tatsa-
che Rechnung, dass die Lebenswissen-
schaften durch die dramatischen tech-
nologischen Fortschritte im Umfeld der 
Genomsequenzierung zunehmend vom 
Computereinsatz abhängig sind. Der 
Computer hat hier eine zentrale Rolle 
übernommen, sowohl bei der Vorberei-
tung und Konfi guration von biologischen 
Experimenten als auch insbesondere 
bei der Interpretation von den durch 
sie generierten biologischen Daten. 
Der Rechner ist heute ein wesentliches 
Instrument der modernen Biologie und 
Medizin. Das Verständnis biologischer 
Vorgänge auf molekularer Ebene ist ohne 
den Rechner nicht möglich, zum einen, 
weil es in der modernen Biologie im-
mense Datenmengen zu verarbeiten gilt 
und zum anderen, weil die Komplexität 
der biochemischen Interaktionen in ei-
nem lebenden Organismus das Studium 
dieser Kreisläufe ohne Zuhilfenahme 
des Rechners aussichtslos macht. Bio-
informatische Methoden sind somit ein 
Grundbestandteil für die moderne For-
schung zur Diagnose und Therapie von 
Krankheiten geworden. 
 Die Otto-Hahn-Forschungsgruppe 
„Ontologies“ beschäftigt sich mit dem 
automatischen Aufbau von großen Wis-
sensdatenbanken. Forschungsthemen 
sind Wissensextraktion aus Web-Doku-
menten, das Lernen von Regeln auf 
Daten, die Integration von Web-Services 
und Ontology Matching.
 Die Abteilung „Datenbanken und 
Informationssysteme“ widmet sich im 
Besonderen der Thematik der Suche, 
Verteilung und Organisation von Daten 
in digitalen Bibliotheken, wissenschaft-
lichen Datensammlungen sowie dem 
größten aller Computernetze, dem World 
Wide Web. Unser langfristiges Ziel be-
steht in der Entwicklung von leicht zu 
bedienenden, skalierbaren und präzisen 
Werkzeugen zur intelligenten Informa-
tionssuche, die den Benutzer aktiv bei 
der Formulierung von Anfragen und dem 
Finden von relevanten Informationen in 
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verschiedensten Datenformaten unter-
stützen. Ein besonderer Augenmerk die-
ser Forschung liegt in der automatischen 
Extraktion von strukturierten Informati-
onen aus unstrukturierten Quellen wie 
dem World Wide Web. Unsere Extrakti-
onsverfahren kombinieren dabei Ansätze 
zur Mustererkennung, Extraktionsregeln 
sowie linguistische Methoden und sta-
tistische Lernverfahren. Auf diese Wei-
se hat die Abteilung in den vergangenen 
Jahren bereits eine der umfassendsten, 
auf Wikipedia basierenden und frei ver-
fügbaren Wissensbasen geschaffen. Für 
die effektive und effi ziente Suche in 
semistrukturierten und unstrukturierten 
Datensammlungen entwickeln wir da-
rüber hinaus neue Methoden und Soft-
ware-Werkzeuge zur Suche und Analyse 
von XML-Dokumenten, graphbasierten 
RDF-Daten und sehr datenintensiven 
Internetarchiven. Zur besseren Skalier-
barkeit verfolgen wir verschiedene An-
sätze zur Implementierung dieser Me-
thoden in verteilten Rechnersystemen.
 Die 2010 gegründete Abteilung 
„Bildverarbeitung und multimodale Sen-
sorverarbeitung“ beschäftigt sich mit der 
Verarbeitung und dem Verstehen von 
Sensorinformation. Sensoren können 
sehr mächtig (z. B. Kameras) oder rela-
tiv einfach (z.B. GPS und Beschleuni-
gung) sein. Sie sind heutzutage in immer 
mehr Geräten und Umgebungen einge-
bettet. Auch wenn die rechnergestützte 
Verarbeitung solcher Sensorinformation 
enorme Fortschritte erzielt hat, ist diese 
in aller Regel auf einfache Sachverhalte 
beschränkt. Das bedeutet insbesondere, 
dass Geräte und Computer, die Zugriff 
auf die Sensorinformationen haben, die-
se nicht vollständig interpretieren und 
somit ihre Umgebung nicht wirklich ver-
stehen können. Solches Sensorverstehen 
ist aber die Grundvoraussetzung für viele 
Bereiche wie z.B. die Mensch-Maschine-
Interaktion, die Indizierung von Bild- und 
Videodatenbanken, oder für autonome 
Systeme wie beispielsweise Roboter.
Exzellenzcluster Multimodal Computing 
and Interaction
 Das Institut spielt eine wichtige 
Rolle in dem 2007 von der Deutschen 
Forschungsgemeinschaft (DFG) einge-
richteten und 2012 verlängerten Exzel-
lenzcluster Multimodal Computing and 
Interaction. Alle Direktoren des Instituts 
gehören dem Cluster als Principal Inves-
tigators an, wissenschaftlicher Koordina-
tor des Clusters ist Hans-Peter Seidel.
 Ausgangspunkt des Forschungspro-
gramms im Cluster ist die Beobach tung, 
dass sich unsere Lebens- und Ar beits-
umstände in den letzten zwei Dekaden 
dramatisch verändert haben. Vor zwanzig 
Jahren bestanden digitale Inhalte über-
wiegend aus Text, heute sind diese In-
halte erweitert um Audio, Video und 
Grafi k, im Umfang explodiert und prak-
tisch überall verfügbar. Als Herausfor-
derung ergibt sich, diese multimodale 
Information auf robuste, effi ziente und 
intelligente Weise zu organisieren, zu 
verstehen und zu durchsuchen sowie 
zuverlässige und sichere Systeme mit 
intuitiven multimodalen Interaktions-
möglichkeiten zu schaffen.
 Der Exzellenzcluster Multimodal 
Computing and Interaction stellt sich 
diesen Herausforderungen. Der Begriff 
„multimodal“ bezeichnet sowohl die un-
terschiedlichen Arten von Information 
wie Text, Sprache, Bilder, Video, Grafi k 
und hochdimensionale Daten wie auch 
die Art der Wahrnehmung und Kommu-
nikation, insbesondere durch Sehen, 
Hören und Körpersprache. Unser erstes 
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Ziel ist es, die Fähigkeiten von Compu-
tersystemen zu verbessern, Daten ganz 
unterschiedlicher Modalitäten effi zient 
und robust zu erfassen, zu verarbeiten 
und darzustellen. Auch große, verteilte, 
verrauschte und unvollständige multi-
modale Daten sollen analysiert und inter-
pretiert werden; das erfasste Wissen soll 
aufbereitet und in Echtzeit visualisiert 
werden. Wir bezeichnen dies als multi-
modale Verarbeitung. Die tägliche zwi-
schenmenschliche Kommunikation be-
ruht auf einer Vielzahl unterschiedlicher 
Modalitäten: Unser zweites Ziel ist eine 
ähnlich natürliche multimodale Interak-
tion mit Informationssystemen, und zwar 
überall und zu jeder Zeit. Die Systeme 
müssen den Umgebungskontext berück-
sichtigen, auf Sprache, Text und Gesten 
reagieren und in angemessenen Modali-
täten antworten.
 Das vorgeschlagene Forschungs-
programm baut auf bestehenden Stärken 
auf. Der Cluster umfasst die Fachberei-
che für Informatik, für Computerlingu-
istik und Phonetik und für Angewandte 
Linguistik der Universität des Saarlan-
des, das Max-Planck-Institut für Infor-
matik, das Deutsche Forschungszentrum
für Künstliche Intelligenz sowie das Max-
Planck-Institut für Softwaresysteme. 
Die beteiligten Einrichtungen haben sich 
auf ein gemeinsames und langfristiges 
Forschungsprogramm verständigt, das 
die Grundlage der Arbeiten bildet. 
Universität und Land unterstützen den 
Cluster in besonderer Weise.
 Ein ausdrückliches Ziel des Clus-
ters ist die Qualifi kation und Förderung 
des wissenschaftlichen Nachwuchses. 
Saarbrücken nimmt hier schon lange 
eine führende Rolle ein und hat sich über 
die Jahre den Ruf einer Kaderschmiede 
für junge Wissenschaftler erworben. Der 
überwiegende Teil der bewilligten Mittel 
wird deshalb zur Einrichtung von wissen-
schaftlichen Nachwuchsgruppen verwen-
det. Dieses Konzept hat sich in den ver-
gangenen Jahren als überaus erfolgreich 
erwiesen, und eine Vielzahl von Nach-
wuchswissenschaftlern wurde inzwi-
schen auf Professuren im In- und Aus-
land berufen.
Publikationen und Software
 Die wissenschaftlichen Ergebnisse 
des Max-Planck-Instituts für Informatik 
werden durch Vorträge und Publikationen 
in Form von Software und durch Web-
services verbreitet. Unsere Publikationen 
erscheinen auf den besten Tagungen und 
in den besten Zeitschriften des Gebiets. 
Die meisten Publikationen sind im Re-
positorium des Instituts frei zugänglich 
[ http://www.mpi-inf.mpg.de/publications/ ]. 
Einen Teil unserer Ergebnisse stellen 
wir in Form von herunterladbarer Soft-
ware als Webservice zur Verfügung. 
Beispiele sind die CGAL (Computatio-
nal Geometry Algorithms Library) sowie 
der klinisch genutzte Webservice geno-
2pheno zur Beratung bei der HIV The-
rapie. Veröffentlichungen in Form von 
Software und Webdiensten machen un-
sere Ergebnisse direkter und für einen 
weiteren Kreis von Nutzern zugänglich 
als klassische Publikationen.  
Nachwuchsförderung
 Ein weiteres Ziel des Instituts ist 
die Schaffung eines stimulierenden 
Klimas für Nachwuchsforscher, damit 
diese die Möglichkeit haben, ihre eige-
nen Ideen zu entwickeln und eigene 
Gruppen aufzubauen. Das Max-Planck-
Institut für Informatik betreibt ein ak-
tives Förderprogramm für Doktoranden 
und Postdoktoranden. Dieses beginnt 
nach dem Bachelor mit dem Doktoran-
denprogramm der „International Max 
Planck Research School for Computer 
Science“ (IMPRS-CS, siehe Seite 94) 
und erlaubt nach der Promotion über 
internationale Kooperationsabkommen
(wie dem „Max Planck Center for Visual 
Computing and Communication“, siehe 
Seite 26, im Bereich der Computergra-
fi k und dem „Indo Max Planck Center 
for Computer Science (IMPECS)“, siehe 
Seite 102) und die Beteiligung an inter-
nationalen Forschungsprojekten, den 
Austausch mit Spitzeninstitutionen in 
der ganzen Welt. Wir ermutigen damit 
unsere Nachwuchsforscher, ihre eigenen 
Forschungsprogramme zu etablieren und 
zu anderen Einrichtungen zu wechseln. 
Seit Gründung des Instituts gingen zahl-
reiche Forscher vom Saarbrücker Max-
Planck-Institut für Informatik zu anderen 
Forschungseinrichtungen und viele von 
ihnen nahmen eine Professur an. 
Gliederung des Berichts
 Nach einer Kurzvorstellung der 
Abteilungen und Forschungsgruppen 
des Instituts gibt dieser Bericht einen 
Überblick über die Institutsarbeit, der 
nach Themenbereichen gegliedert ist. 
Der Bericht endet mit der Vorstellung 
der IMPRS-CS, einer Übersicht zu ak-
tuellen Ereignissen, einer Darstellung 
des Instituts in Zahlen, infrastrukturel-
len Aspekten sowie einer tabellarischen 
Aufl istung von Kooperationen und
Publikationen. 
 Wir wünschen Ihnen viel Freude  
bei der Lektüre und sind gerne bereit, 
weiterführende Fragen zu beantworten. 
Ansprechpartner werden für jedes 
Thema separat genannt.              :::
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ABT . 1  Algorithmen und Komplexität
Algorithmen und Komplexität
PROF. DR. KURT MEHLHORN
Die Arbeitsgruppe existiert seit der Gründung des Instituts und umfasst derzeit etwa 
40 Mitarbeiter und Doktoranden. Unsere Ziele sind:
•   herausragende Grundlagenforschung im Bereich Algorithmen
•   Umsetzung unserer Grundlagenarbeiten in Demonstratoren und allgemein nützlichen 
 Softwarebibliotheken
•   Förderung des wissenschaftlichen Nachwuchses in einer stimulierenden Arbeitsgruppe
Wir sind in allen drei Aspekten erfolgreich und wirken durch Veröffentlichungen, Software 
und Personen. Wir publizieren reichlich in den besten Zeitschriften, wir präsentieren unsere 
Ergebnisse auf den großen internationalen Tagungen des Gebiets, unsere Softwarebibliotheken
LEDA und CGAL werden weltweit genutzt, die CompleteSearch Suchmaschine bietet neuartige 
Möglichkeiten für die effi ziente und intelligente Suche in großen Datenmengen. Viele ehemalige 
Mitglieder der Gruppe bekleiden Spitzenpositionen im In- und Ausland.
K O N T A K T
Algorithmen und Komplexität
Sekretariat 
Ingrid Finkler-Paul | Christina Fries
Telefon  +49 681 9325-1000
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 Algorithmen sind das Herz aller 
Softwaresysteme. Wir bearbeiten den 
Entwurf und die Analyse von Algorith-
men in vielen Facetten: kombinatorische, 
geometrische und algebraische Algo-
rithmen, Datenstrukturen und Suchver-
fahren, verschiedenste Rechnermodel-
le (sequentiell, parallel, verteilt, fl acher 
Speicher oder Speicherhierarchie), ex-
akte und approximative Lösungen, prob-
lemspezifi sche Methoden und allgemeine 
Heuristiken, deterministische und rando-
misierte Lösungen, obere und untere 
Schranken, Analyse im schlechtesten 
Fall und im Mittel. Dabei geht es um die 
Entwicklung effi zienter Algorithmen so-
wohl für Modellprobleme, d.h. für die 
abstrahierte Version von Anwendungs-
problemen, als auch für konkrete Anwen-
dungen, z.B. die ressourcenoptimierte 
Produktion von Halbleitern. Einen Teil 
unserer theoretischen Einsichten setzen 
wir in Software-Demonstratoren und 
Softwarebibliotheken um, in einem Teil 
unserer praktischen Arbeiten kooperieren 
wir mit Unternehmen.
 Herausragende theoretische Ergeb-
nisse der letzten beiden Jahre sind un-
ter anderem ein neuer Algorithmus zur 
hocheffi zienten und gleichzeitig beweis-
bar korrekten Isolation von Nullstellen, 
sogenannte zertifi zierende Algorithmen 
für Zusammenhangsprobleme in Gra-
phen (d.h. Algorithmen, die nicht nur 
eine Lösung berechnen, sondern auch 
ein einfaches Zertifi kat für die Richtig-
keit der Lösung mitliefern) sowie ein 
einfacher (und damit praktisch anwend-
barer) Algorithmus zur Berechung von 
Gleichgewichtspreisen im Modell von 
Fischer und Walras. Neben dem Design 
von guten Algorithmen versuchen wir 
auch, tieferliegende Zusammenhänge 
algorithmischer Natur zu erkennen. 
Dazu gehören algorithmische Erklärungs-
modelle dafür, dass bestimmte Organis-
men in der Natur scheinbar sehr leicht 
kürzeste Wege berechnen können, eine 
mathematische Begründung dafür, dass 
sich Informationen in sozialen Netzen 
sehr schnell verbreiten, oder ein Beweis 
für die Tatsache, dass unkoordiniertes, 
eigenmächtiges Handeln in bestimmten 
Routingproblemen in Ringnetzen (einer 
der am häufi gsten anzutreffenden Netz-
strukturen) nicht wesenlich schlechtere 
Ergebnisse liefert als ein zentralisierter, 
optimaler Routingalgorithms.
 Herausragende praktische Ergeb-
nisse der letzten Jahre sind unsere Bei-
träge zu der im internationalen Verbund 
erstellten Softwarebibliothek CGAL so-
wie die Complete Search Suchmaschine 
und ihre Anwendung in einer der wich-
tigsten Literaturdatenbanken der Infor-
matik. Auch unsere in den 90er Jahren 
gestartete Softwarebibliothek LEDA für 
Graphalgorithmen erfreut sich weiterhin 
zahlreicher Nutzung in Wissenschaft 
und Industrie.
 Unsere theoretischen und prakti-
schen Arbeiten befruchten sich gegen-
seitig. Unsere theoretischen Arbeiten 
sind die Grundlage für die Demonstra-
toren und Bibliotheken. So beruht die 
CompleteSearch Engine etwa auf einer 
neuen Indexstruktur, die mächtiger ist 
als bekannte Strukturen, aber dennoch 
nicht mehr Platz benötigt. Die Algorith-
men in CGAL nutzen ein tiefes theore-
tisches Verständnis von algebraischen 
Kurven und Flächen. Die Kombination 
von theoretischer und experimenteller 
Forschung in der Algorithmik hat sich 
inzwischen weiter durchgesetzt. Die 
DFG unterstützt diese Forschungsrich-
tung in ihrem Schwerpunktprogramm 
Algorithm Engineering.
 Die Gruppe ist in internationale 
Projekte eingebunden: das GIF-Projekt 
Geometric Computing (mit der Univer-
sität Tel Aviv) und das Indo-German Max-
Planck-Center for Computer Science 
(IMPECS). Zusätzlich besteht ein reger 
internationaler Austausch durch individu-
elle Förderungen der Spitzenforschung. 
Unsere Mitarbeiter wurden gefördert 
durch Stipendien der Humboldt-Gesell-
schaft, der Europäischen Union (Marie-
Curie) und des Deutschen Akademischen 
Auslandsdienstes (DAAD). In Deutsch-
land nehmen wir am Schwerpunktpro-
gramm Algorithm Engineering teil und 
sind Teil des Transregio-Sonderforschungs-
bereiches AVACS (Automatic Verifi cation 
and Analysis of Complex Systems). Sie-
mens und Google fi nanzieren Doktoran-
den der Arbeitsgruppe.
 Die Förderung des wissenschaft-
lichen Nachwuchses ist ein integraler 
Bestandteil unserer Arbeit. Wir halten 
Vorlesungen an der Universität des Saar-
landes, die sich an Studierende, aber 
auch an unsere Doktoranden richten. 
Unsere jährliche Sommerschule bringt 
führende Experten und ausgezeichnete 
internationale Doktoranden nach Saar-
brücken.                :::
D I E  A B T E I L U N G E N
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ABT . 2  Bildverarbeitung und multimodale Sensorverarbeitung
Bildverarbeitung und multimodale Sensorverarbeitung
PROF. DR. BERNT SCHIELE
ABT. 2 Die Arbeitsgruppe wurde 2010 neu gegründet und umfasst derzeit 16 Wissenschaftler. 
Die Arbeitsgebiete der Gruppe sind zum einen die Computer Vision mit einem Schwerpunkt 
auf Objekterkennung und 3D-Szenenbeschreibung und zum anderen multisensorbasierte 
Kontexterkennung im Bereich des Ubiquitous und Wearable Computing.
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 Sensoren wie Kameras, GPS und 
Beschleunigungssensoren werden immer 
häufi ger in Geräte und Umgebungen ein-
gebettet und sind uns heute schon auf 
vielfältige Weise nützlich. Die rechner-
gestützte Verarbeitung der Sensorinfor-
mation hat enorme Fortschritte erzielt, 
ist aber in aller Regel auf einfache Sach-
verhalte beschränkt. Das bedeutet ins-
besondere, dass Geräte und Computer, 
die Zugriff auf diese Sensorinformation 
haben, diese nicht vollständig interpre-
tieren und somit ihre Umgebung nicht 
wirklich verstehen können. Die Arbeits-
gruppe beschäftigt sich deshalb mit dem 
Verstehen von Sensorinformation, wobei 
wir zum einen mächtige Sensoren wie 
Kameras, aber auch eingebettete Senso-
ren wie z. B. Gyroskope und Beschleu-
nigungssensoren verwenden. 
 Im Bereich der Computer Vision 
hat sich die Arbeitsgruppe z. B. mit dem 
Problem der Objekterkennung beschäf-
tigt, das eines der fundamentalen Pro-
bleme des Bildverstehens darstellt. In 
den letzten Jahren hat dieses Gebiet der 
Computer Vision beeindruckende Fort-
schritte erzielt, wobei der Arbeitsgruppe 
hier eine Vorreiterrolle zukommt, indem 
sie neuartige Verfahren vorgestellt hat. 
Eines dieser Verfahren erkennt und 
segmentiert das Objekt simultan, was 
zu deutlich verbesserten Ergebnissen 
gegenüber Standardverfahren führte. 
In aktuellen Arbeiten wurden Verfahren 
vorgestellt, bei denen Objektmodelle 
in 3D gelernt werden. Diese ermöglichen 
nicht nur die robuste Detektion von 
Objekten, sondern erlauben zusätzliche 
Parameter wie z.B. die Blickrichtung 
zu schätzen, die essentiell sind für 3D-
Szenenverstehen.
ABT. 2
 Ein weiteres zentrales Thema der 
Arbeitsgruppe ist die Detektion und Ver-
folgung von Personen unter Verwendung 
bewegter Kameras. Dieses Problem stellt 
auf der einen Seite besondere Heraus-
forderungen an die Computer Vision, 
hat aber auch vielfältige Anwendungen 
wie z. B. das Verstehen von Bildern und 
Videos, oder in der Robotik und im Au-
tomobilsektor. Wenn z. B. ein Auto mit 
einer solchen Kamera ausgerüstet wird, 
könnte das Auto in der Zukunft die Be-
wegungen der Fußgänger vorhersagen 
und somit besser auf deren Verhalten 
reagieren. Die Arbeitsgruppe hat Verfah-
ren entwickelt, die es ermöglichen, Per-
sonen robust zu fi nden und diese über 
längere Zeiträume zu verfolgen, auch 
wenn sie lange verdeckt sein sollten. Ein 
kürzlich vorgestellter Ansatz erlaubt es 
hierbei nicht nur die Personen, sondern 
die gesamte 3D-Szene zu beschreiben, 
was einen weiteren Schritt in Richtung 
Bild- und Szenenverstehen bedeutet. 
 Neben der Computer Vision ist der 
zweite zentrale Arbeitsbereich der For-
schung die Verarbeitung und das Verste-
hen multimodaler Sensorinformationen. 
Die zugrundeliegende Beobachtung ist 
hierbei, dass immer mehr Rechner und 
Sensoren in unserer Umgebung, in Ob-
jekten und auch Kleidung zu fi nden sind. 
Damit diese Rechner dem Menschen 
nützlich werden können, ohne dass 
dieser mit all diesen explizit interagieren 
muss, wird der Kontextsensitivität, d. h. 
dem automatischen Verstehen der jewei-
ligen Situation des Menschen, eine große 
Bedeutung beigemessen. In diesem Be-
reich hat die Arbeitsgruppe Verfahren zur 
Erkennung langfristiger Aktivitäten und 
auch der Modellierung des persönlichen 
Tagesablaufes vorgestellt. Es konnte auch 
gezeigt werden, dass die Unterbrechbar-
keit einer Person aufgrund weniger in 
Kleidung eingebetteter Sensoren mit 
erstaunlicher Genauigkeit vorhergesagt 
werden kann. 
 Der dritte Arbeitsbereich der Grup-
pe ist der Bereich des maschinellen Ler-
nens. Diesem kommt die wichtige Rolle 
des Querschnittthemas zu, das die Ge-
meinsamkeit der anderen Arbeitsberei-
che, die Verwendung probabilistischer 
Modellierungs- und Inferenzverfahren, 
darstellt. Diese erlauben z. B. die Model-
lierung der Unsicherheiten, die bei jeder 
Sensorverarbeitung existieren. Desweite-
ren erlauben diese die Verwendung gro-
ßer Datenmengen, um auch Vorwissen 
elegant zu integrieren.                :::
18
ABT .  3  Bioinformatik und Angewandte Algorithmik
Bioinformatik und Angewandte Algorithmik
PROF. DR. THOMAS LENGAUER, PH.D.
ABT. 3 Diese Abteilung existiert seit Oktober 2001 und wird von Prof. Dr. Thomas Lengauer 
geleitet. Die Abteilung beschäftigt derzeit etwa 20 Wissenschaftler, die ausschließlich 
im Bereich Bioinformatik forschen.
K O N T A K T
Bioinformatik und Angewandte Algorithmik
Sekretariat 
Ruth Schneppen-Christmann
Telefon  +49 681 9325-3000
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 Die Abteilung forscht vornehmlich 
an Themen, die im engeren oder weite-
ren Sinne für die Diagnose und Thera-
pie von Krankheiten relevant sind. Auf 
molekularer Ebene können Krankheits-
prozesse auf Anomalien in der „bioche-
mischen Verschaltung“ eines Organismus 
zurückgeführt werden („Bioinformatik“, 
Seite 42). Die Bausteine solcher bioche-
mischer Netzwerke sind DNS, RNS so-
wie Proteine. Die Verschaltung entsteht 
durch eine vorübergehende Bindung der 
Moleküle aneinander und an kleine orga-
nische Moleküle. Auf diese Weise kata-
lysieren Proteine chemische Reaktionen, 
steuern das Ablesen von Genen oder lei-
ten Signale innerhalb und zwischen Zel-
len weiter. 
 In unserer Forschung konzentrieren 
wir uns auf zwei Krankheitsgruppen. 
 Zum einen analysieren wir virale 
Infektionen. Das molekulare Verständnis 
der Krankheit erfordert hier die Aufklä-
rung der Funktion der beteiligten viralen 
Proteine und ihrer Wechselwirkungen 
mit Molekülen des befallenen Patienten 
sowie mit Wirkstoffmolekülen (Medika-
menten). Eine solche Analyse muss auf 
dem Niveau der dreidimensionalen Struk-
turen der beteiligten Moleküle geschehen. 
Die einzelnen Bindungsereignisse setzen 
sich zu komplexen biochemischen Netz-
werken zusammen, deren Analyse für das 
Verständnis der molekularen Grundlage 
der Krankheit wesentlich ist.
 Unsere Methoden werden in kon-
kreten Fallbeispielen auf Infektions-
krankheiten wie AIDS („Proteinstruktur 
und Wechselwirkungen“ Seite 44) sowie 
Hepatitis B und Hepatitis C („Analyse 
von viralen Genomen mittels neuer Se-
quenzierungsverfahren“, Seite 46) ange-
wendet. Bei der Suche nach optimier-
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ten Therapien für Infektionskrankheiten 
spielt AIDS eine herausragende Rolle. 
Bei dieser Krankheit gehen wir am Max-
Planck-Institut für Informatik sogar noch 
einen Schritt weiter: Wir analysieren Re-
sistenzen des HI-Virus gegen verabreich-
te Wirkstofftherapien („Bioinformatische 
Unterstützung von HIV-Therapie“, Seite 
45). Ferner untersuchen wir die geogra-
fi sche Verbreitung des Virus („Netzwer-
ke und Phylogenien – verstehen, wie sich 
Krankheiten ausbreiten und entwickeln“, 
Seite 48). 
 Bei Krankheiten wie Krebs, neuro-
degenerativen oder immunologischen 
Erkrankungen greifen andere Prinzipien. 
Hier ist der Ausgangspunkt der Krank-
heit oft ein Zusammenspiel zwischen 
dem Genom des Patienten und der Um-
welt. Daher kann zum Beispiel bei Krebs 
die Früherkennung anhand genetischer 
und so genannter epigenetischer Verän-
derungen erfolgen. Das Epigenom – die 
Gesamtheit aller chemischen Modifi kati-
onen der DNS im Zellkern sowie des sie 
umgebenden, aus Proteinen bestehen-
den Chromatins – ist der Schlüssel für 
die komplexe Regulation der Zelle, die in 
solchen Krankheiten ein Fehlverhalten 
zeigt. Die Kartierung des Epigenoms ist 
eine der großen weltweiten Herausforde-
rungen der Biologie der nächsten Jahre 
(„Kartierung von Epigenomen“, Seite 49).
 Ein Großteil der Methodenent-
wicklung in der Abteilung führt zu Soft-
waresystemen, die weltweit von zahlrei-
chen akademischen, klinischen und oft 
auch industriellen Nutzern angewandt 
werden. Beispiele, über die in diesem 
Band berichtet wird, gibt es im Bereich 
der Epigenetik („EpiExplorer und 
RnBeads – integrative Methoden zur Ana-
lyse epigenomischer Daten“, Seite 90), 
der Analyse von Proteinfunktion und 
Proteinwechselwirkungsnetzen sowie der 
Optimierung von Therapien gegen virale 
Infektionen („Bioinformatische Unterstüt-
zung von HIV Therapie“, Seite 45). 
 Die Abteilung ist eine der tragen-
den Säulen des Zentrums für Bioinfor-
matik Saar, einer wissenschaftlichen 
Einrichtung an der Universität des Saar-
landes, die Lehre und Forschung im Be-
reich der Bioinformatik zum Gegenstand 
hat. Die Abteilung ist Mitglied nationa-
ler und internationaler Konsortien, so 
des Deutschen Arevir-Netzes sowie der 
Europäischen Konsortien EuResist und 
CHAIN, die alle der bioinformatischen 
Forschung zur viralen Resistenzentwick-
lung dienen. Darüber hinaus koordiniert 
sie die Bioinformatik für das Deutsche 
Epigenom Programm (DEEP), das vom 
BMBF gefördert wird und ist Partner in 
den europäischen Forschungsgprogram-
men BLUEPRINT (Epigenetik) und 
PREDEMICS (Erforschung von Viren 




ABT .  4  Computergrafi k
PROF. DR. HANS-PETER SEIDEL
Die Arbeitsgruppe Computergrafi k wurde 1999 gegründet und umfasst derzeit knapp 40 Wissen-
schaftler. Ein wichtiges Charakteristikum der Arbeiten ist die durchgängige Betrachtung der 
gesamten Verarbeitungskette von der Datenakquisition über die Modellierung bis zur Bild-
synthese (3D-Bildanalyse und -synthese). Typisch für das Gebiet ist das Zusammentreffen sehr 
großer Datensätze mit der Forderung nach schneller, wenn möglich interaktiver, Darstellung.
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 Computer werden heute oft ein-
gesetzt, um Ausschnitte der realen oder 
einer virtuellen Welt auf dem Rechner 
nachzubilden, zu simulieren und dar-
zustellen. Aufgrund der Bedeutung visu-
eller Information für den Menschen hat 
sich die Computergrafi k im vergangenen 
Jahrzehnt zu einer Schlüsseltechnologie 
der modernen Informations- und Kom-
munikationsgesellschaft entwickelt. Ihr 
zukünftiges Anwendungspotential wird 
durch Schlagworte wie Multimedia, di-
gitales Fernsehen, Telekommunikation, 
virtuelle Realität oder 3D-Internet ledig-
lich angedeutet. Typisch für das Gebiet 
ist das Zusammentreffen sehr großer 
Datensätze mit der Forderung nach 
schneller (wenn möglich interaktiver) 
visueller Darstellung der Ergebnisse 
mit hoher Bildqualität auf skalierbaren 
Displays. Außerdem soll der Benutzer 
in die Lage versetzt werden, auf mög-
lichst intuitive Art und Weise mit seiner 
Umgebung zu interagieren. 
 Aufgrund der genannten Herausfor-
derungen werden auch in wissenschaft-
licher Hinsicht neue Ansätze benötigt. 
Ein wichtiges Charakteristikum der Ar-
beitsgruppe ist deshalb die durchgängige 
Betrachtung der gesamten Verarbeitungs-
kette von der Datenakquisition über die 
Modellierung (Erzeugung einer geeig-
neten rechnerinternen Szenenbeschrei-
bung) bis zur Bildsynthese (Erzeugung 
von beliebigen Ansichten). Diese inte-
grierte Sichtweise ist notwendig, um die 
Leistungsfähigkeit moderner Hardware 
sowohl bei der Eingabe (bildgebende 
Verfahren) als auch bei der Ausgabe 
(Grafi khardware) adäquat auszunutzen. 
Inzwischen wurde für diese integrierte 
Sichtweise der Begriff der 3D-Bildana-
lyse und -synthese geprägt. Als wissen-
schaftliche Herausforderungen ergeben 
sich hieraus zwei zentrale Aspekte: Die 
Entwicklung geeigneter Modellierungs-
werkzeuge zur effi zienten Handhabung 
und Weiterverarbeitung der Datenfl ut 
auf der Eingabeseite sowie die Entwick-
lung neuer Algorithmen zur schnellen 
und dabei qualitativ hochwertigen Dar-
stellung unter enger Verzahnung mit den 
Möglichkeiten und Perspektiven moder-
ner Grafi khardware auf der Ausgabeseite.
 Die wissenschaftlichen Aktivitäten 
der Arbeitsgruppe Computergrafi k sind 
in eine Reihe von Projektaktivitäten auf 
nationaler, europäischer und internatio-
naler Ebene eingebettet.
 Von besonderer Bedeutung ist das 
von der Max-Planck-Gesellschaft und 
der Stanford University mit maßgeblicher 
Unterstützung des BMBF im Oktober 
2003 gemeinsam eingerichtete „Max 
Planck Center for Visual Computing and 
Communication“. Ziel dieses Brücken-
schlags zwischen den beiden führenden 
Standorten in Deutschland und den USA 
ist es, die Forschungsanstrengungen auf 
diesem Schlüsselgebiet der modernen 
Informations- und Kommunikationstech-
nologie zu stärken und zu bündeln. Durch 
die Etablierung neuer Austauschmecha-
nismen mit attraktiven Rückkehrmög-
lichkeiten soll zudem ein wesentlicher 
Beitrag zur Herausbildung und Rück-
gewinnung hervorragender Nachwuchs-
wissenschaftler geleistet werden. Die 
Leitung des Zentrums liegt in den Hän-
den von Professor Bernd Girod, Professor 
Leonidas Guibas (beide Stanford Uni-
versity) und Professor Hans-Peter Seidel 
(Max-Planck-Institut für Informatik). 
 Darüber hinaus ist die Gruppe 
Computergrafi k maßgeblich in die Ak-
tivitäten des Exzellenzclusters „Multi-
modal Computing and Interaction“ ein-
gebunden. Der Exzellenzcluster wurde 
im Jahr 2007 im Rahmen der Exzellenz-
initiative des Bundes und der Länder 
neu eingerichtet und im vergangenen 
Jahr erfolgreich um eine weitere Förder-
periode (2012 – 2017) verlängert. Wis-
senschaftlicher Koordinator des Exzel-
lenzclusters ist Professor Hans-Peter 
Seidel. 
 Eine weitere wichtige Entwicklung 
ist die Gründung des „Intel Visual Com-
puting Institute“ im Mai des Jahres 2009. 
Das neue Forschungsinstitut ist auf dem 
Campus angesiedelt und wird gemeinsam 
von Intel, der Universität des Saarlandes, 
dem DFKI, dem Max- Planck-Institut 
für Informatik und dem Max-Planck-In-
stitut für Softwaresysteme getragen. Im 
Governance Board des Instituts ist die 
MaxPlanck-Gesellschaft durch Professor 
Hans-Peter Seidel vertreten. Professor 
Christian Theobalt ist Mitglied des 
Steering-Committees.
 Während der vergangenen zehn 
Jahre haben mehr als 30 ehemalige Nach-
wuchswissenschaftler der Gruppe Rufe 
auf Professuren im In- und Ausland er-
halten. Die Gruppe hat eine Reihe von 
Preisen angezogen, im vergangenen 
Jahr neben Nachwuchspreisen für die 
Wissenschaftler beispielsweise auch 
den Eurographics Distinguished Career 
Award für Professor Hans-Peter Seidel 
sowie den Deutschen Mustererkennungs-
preis für Professor Christian Theobalt. :::
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Datenbanken und Informationssysteme
ABT .  5  Datenbanken und Informationssysteme
PROF. DR.- ING. GERHARD WEIKUM
ABT. 5 Die von Gerhard Weikum geleitete Abteilung forscht in fünf Themenfeldern:
1.  Wissenserschließung im Web mit statistisch und logisch basierten Methoden der 
 automatischen Faktenextraktion aus Internet-Quellen wie Wikipedia
2.  Text-Mining zur automatischen Klassifi kation von Dokumenten und zur Identifi kation 
 interessanter Muster in großen Textkorpora, insbesondere in Text- und Web-Archiven 
 über lange Zeitskalen
3.  Ranking- und Inferenz-Verfahren für Anfragen, bei denen nur die Top-k-Antworten 
 wichtig sind, und für den Umgang mit unsicheren Daten (z.B. für automatisch aus 
 Texten extrahierte Relationen)
4.  Anfrageverarbeitung und Optimierung von Ausführungsplänen für die effi ziente Suche 
 auf semistrukturierten Daten (z.B. im XML- oder RDF-Format)
5.  Methoden und Werkzeuge für Big-Data-Analytik auf großen Sammlungen strukturierter 
oder unstrukturierter Daten (z.B. für individualisierte Musikempfehlungen, die automatisch 
aus Kommentaren und Bewertungen in Online-Communities generiert werden, oder für die 
Erkennung von Entitäten in Nachrichten und anderen Texten).
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 Ein zentrales Leitthema in den wis-
senschaftlichen Arbeiten der Abteilung  
ist die automatische Erschließung umfas-
sender Wissensbasen aus Informations-
quellen im World Wide Web sowie das 
Entdecken, Verfolgen und Analysieren 
von Mustern und individuellen Entitäten 
(Personen, Organisationen, usw.) und 
deren Querbeziehungen in dynamischen 
Web-Quellen. Im YAGO-NAGA-Projekt 
wurde mittels Faktenextraktion aus Wiki-
pedia und Integration mit der WordNet-
Taxonomie eine sehr große Wissenskol-
lektion namens YAGO (Yet Another Great 
Ontology) erstellt. Für die Exploration 
und intelligente Suche auf YAGO wurde 
eine neuartige Suchmaschine namens 
NAGA (Not Another Google Answer) 
entwickelt. Beide beruhen auf dem 
Semantic-Web-Datenmodell RDF (Re-
source Description Framework), und die 
Gruppe hat eine der schnellsten RDF-
Suchmaschinen entwickelt, genannt 
RDF-3X (RDF Triple Express). Eine Viel-
zahl weiterer Projekte, etwa zur Erschlie-
ßung multilingualer Information, zur 
systematischen Sammlung multimoda-
ler Daten (z.B. Fotos von Personen), zur 
Analyse der zeitlichen Veränderungen 
im Wissen oder zur Deduktion neuer 
Zusammenhänge auf der Grundlage von 
wahrscheinlichem, aber nicht hundert-
prozentig sicherem Wissen, sind um den 
YAGO-NAGA-Kern gruppiert und mit-
einander verzahnt. Die YAGO-Wissens-
basis ist frei verfügbar und verzeichnet 
mehr als 10.000 Downloads. Sie wurde 
in vielen Arbeiten weltweit verwendet, 
darunter Projekte bei Google, Microsoft 
und im Watson-Projekt von IBM.
ABT. 5
 Die Vision, die diese Arbeiten treibt, 
ist das langfristig erwartete Zusammen-
wachsen des Semantic Web mit formalen 
Ontologien und logikorientierter Suche 
und Inferenz, des Social Web (Web 2.0) 
mit seiner latenten „Wisdom of the Crowds“, 
und des de facto vorherrschenden Statis-
tical Web, bei dem die Faktenextraktion 
aus natürlichsprachigen Texten statistische 
Lernverfahren benötigt und Suchmaschi-
nen inhärent probabilistisch arbeiten. 
Das Web könnte damit die Grundlage 
einer allumfassenden Wissensbasis wer-
den, die das gesamte Wissen der Mensch-
heit – von vollständigen Enzyklopädien 
bis zu aktuellen Nachrichten – in formal 
strukturierter, maschinenlesbarer und 
damit für Programme und Web-Dienste 
leicht zu verarbeitender Form enthält. 
Der Nutzen einer solchen Wissensbasis 
wäre enorm.  
 Viele der in der Gruppe entwickelten 
Prototypsysteme sind als Open-Source-
Software öffentlich verfübar und werden 
weltweit von anderen Forschungsgruppen 
genutzt. Dazu gehören insbesondere:
1. die XML-Suchmaschine TopX , die 
über mehrere Jahre Spitzenplätze in 
der INEX-Benchmarking-Reihe er-
zielt hat und als Referenzsystem für 
den INEX-Wettbewerb auf einem 
 semantisch annotierten Wikipedia-
Korpus dient,
2. die RDF-Suchmaschine RDF-3X, mit 
der Semantic-Web-Daten und andere 
graph-strukturierte Daten sehr effi zi-
ent nach komplexen Mustern durch-
sucht werden können,
3. der Softwareprototyp RDF-Express 
zur Entitäten-Suche auf kombinier-
ten RDF/Text-Daten,
4. die Softwarewerkzeuge, die zur auto-
matischen Erstellung und Pfl ege der 
YAGO-Wissensbasis dienen, sowie 
die Wissenskollektion YAGO selbst,
5. die Werkzeuge SOFIE und PROSPE-
RA, mit denen relationale Fakten aus 
beliebigen Webseiten und Texten ex-
trahiert werden können, 
6. das Softwarepaket PATTY, mit dem 
aus großen Webkorpora semantisch 
typisierte Textmuster für relationale 
 Ausdrücke und deren Paraphrasen 
destilliert wurden, 
7. die AIDA-Software zur Erkennung 
und Disambiguierung von Entitäten 
in englischsprachigen Texten.
 Die Abteilung ist an einer Reihe 
von Drittmittelprojekten beteiligt, ins-
besondere an den EU-Forschungspro-
jekten „Living Knowledge“ und „Longi-
tudinal Analytics of Web Archive Data“, 
am BMBF-Verbundprojekt „WisNetGrid“ 
sowie am DFG-Exzellenzcluster „Multi-
modal Computing and Interaction“. Die 
Gruppe wurde mit einem Google Fo-
cused Research Award ausgezeichnet.  :::
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Die unabhängige Forschungsgruppe „Automatisierung der Logik“ unter der Leitung von 
Prof. Dr. Christoph Weidenbach beschäftigt sich mit der kompletten Pipeline von der 
Erforschung neuer Logiken bis hin zu industriell genutzten Werkzeugen.
 Logiken sind Sprachen mit einer exakten Bedeutung und exakten Regeln zum 
Rechnen. Ein einfaches Beispiel dafür sind lineare Gleichungssysteme, wie wir sie 
aus der Schule, mit dem zu ihrer Lösung gehörenden Variableneliminationsverfahren, 
kennen. Logiken wurden Ende des 19. Jahrhunderts entwickelt, um allgemein mathe-
matische Argumente exakt zu formulieren, denn unsere alltägliche Sprache ist zum 
Beispiel auf Grund von Mehrdeutigkeiten für eine exakte Beschreibung ungeeignet.
Mit der Erfi ndung des Computers und der Informationstechnologie wurden Logiken 
für die Beschreibung von Computersystemen und deren Eigenschaften weiterent-
wickelt, um auch diese analysieren und letztendlich beweisen zu können. Bis etwa 
Mitte der 90er Jahre erforderten solche Analyse- und Beweisverfahren grundsätzlich 
eine massive manuelle Interaktion durch den Menschen und damit einen hohen Zeit- 
und Geldaufwand. Seitdem gab und gibt es aber bahnbrechende Verbesserungen in 
der Automation der Verfahren.
 Berechnungen der Eigenschaften von Computersystemen sind typischerweise 
„hart“, d.h. wenn sie überhaupt mit einem automatischen Verfahren lösbar sind, dann 
wächst die potentielle Anzahl der Berechnungsschritte mindestens exponentiell mit 
der Größe des Problems. Seit Mitte der 90er Jahre bis heute konnten trotzdem für 
viele Fragestellungen praktisch relevante Verfahren entwickelt werden, die vollauto-
matisch arbeiten. Die automatische Anwendung von Logiken erweiterte sich somit 
von Fragestellungen der Mathematik auf die Eigenschaften von Computersystemen 
im weitesten Sinne. Zusätzlich stellte sich heraus, dass viele der entwickelten Techni-
ken generell erfolgreich auf Problemen mit großer Komplexität sind. Die erfolgreiche 
Anwendung von logikbasierten Analyse- und Beweistechniken weitete sich seit dieser 
Erkenntnis noch einmal generell auf harte Probleme, wie etwa auf kombinatorische 
Optimierungsprobleme, aus.
 Unsere Arbeitsgruppe beschäftigt sich mit der Entwicklung von automatischen 
Verfahren zum Rechnen in Logiken. Die Verfahren sollen in der Lage sein, in akzepta-
bler Zeit Lösungen für praktisch relevante Anwendungen zu berechnen. Wir interes-
sieren uns insbesondere für die Verifi kation von Steuerungen, verteilten Protokollen 
und Systemen, Sicherheitseigenschaften, Software, aber auch für Entscheidungs- und 
Optimierungsprobleme und das Rechnen in spezifi schen Domänen wie lineare und 
nicht-lineare Arithmetik. Wir versuchen immer komplexere Fragestellungen vollauto-
matisch und in akzeptabler Zeit beantworten zu können. Dazu müssen die heute ver-
wendeten formalen Analyseverfahren in ihrer Produktivität erheblich gesteigert wer-
den. Das ist das Ziel unserer Forschungsgruppe „Automatisierung der Logik“.         :::
Automatisierung der Logik
PROF. DR. CHRISTOPH WEIDENBACH
FG. 1  Automatisierung der Logik
D I E  F O R S C H U N G S G R U P P E N
FG. 1
K O N T A K T
Automatisierung der Logik
Prof. Dr. Christoph Weidenbach
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DR. FABIAN M. SUCHANEK
FG. 2
Ontologies
FG. 2  Ontologies
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Die unabhängige Otto-Hahn-Forschungsgruppe „Ontologies“ unter der Leitung von Dr. Fabian M. 
Suchanek existiert seit Januar 2012. Sie beschäftigt sich mit der automatischen Konstruktion von 
Wissensdatenbanken und deren Anwendungen.
 Computer können heute bereits viele Dinge des täglichen Lebens verstehen: 
Internet-Suchmaschinen können auf einfache Fragen direkt antworten (z.B. „Wann 
wurde Max Planck geboren?“). Das Siri-System in Apples iPhone kann gesprochene 
Fragen verstehen. Und das Watson-System von IBM hat neulich bei der amerikani-
schen Version von „Wer wird Millionär?“ gewonnen. Diese Dinge sind nur möglich, 
weil die Systeme über eine strukturierte Sammlung von Wissen verfügen. Eine solche 
Wissensdatenbank heißt „Ontologie“. Ontologien enthalten üblicherweise Entitäten 
(wie Personen, Städte, Unternehmen, oder Filme) und Fakten über diese Entitäten 
(wie z.B. welcher Schauspieler in welchem Film auftritt, welches Unternehmen in 
welcher Stadt beheimatet ist, usw.).
 In der Forschungsgruppe „Ontologies“ beschäftigen wir uns damit, wie man 
solche Ontologien automatisch erstellen und pfl egen kann. Die Gruppe existiert seit 
Anfang 2012 und besteht zur Zeit aus dem Leiter, einem Doktoranden und einem 
Master-Studenten. Sie wird fi nanziert durch ein Otto-Hahn-Stipendium der Max-
Planck-Gesellschaft. In unserer Forschung entwickeln wir Algorithmen, die Informa-
tionen aus Datenquellen (wie z.B. Wikipedia) extrahieren können. Wir beschäftigen 
uns ebenfalls damit, wie diese Informationen automatisch auf ihre Konsistenz geprüft 
werden können, sodass die extrahierten Fakten so akkurat wie möglich sind. Unser 
Hauptprojekt, das wir in Zusammenarbeit mit Abteilung 5 verfolgen, ist YAGO. 
YAGO ist eine Ontologie, die wir automatisch aus verschiedenen Datenquellen gene-
riert haben. Sie enthält mittlerweile rund 10 Millionen Entitäten und 100 Millionen 
Fakten und ist frei verfügbar auf http://yago-knowledge.org .
 Unsere Gruppe beschäftigt sich auch mit verschiedenen Aspekten von Ontologien 
über deren Konstruktion hinaus. Zum Beispiel arbeiten wir daran, logische Zusammen-
hänge in Ontologien automatisch zu entdecken. So können wir z.B. herausfi nden, 
dass Ehepartner üblicherweise in derselben Stadt wohnen, dass der Doktorvater eines 
Wissenschaftlers üblicherweise an der Universität arbeitet an der der Wissenschaftler 
seine Promotion erhalten hat oder dass Päpste üblicherweise in Rom sterben. 
 In Zusammenarbeit mit dem französischen INRIA Institut in Saclay arbeiten 
wir daran, verschiedene Ontologien automatisch zu verknüpfen. In unseren Arbeiten 
mit der Université de Versailles geht es darum, Web-Services in Ontologien zu inte-
grieren. Andere Forschungsgebiete sind Informations-Extraktion und das Nachweisen 
und Darstellen der Herkunft von Fakten. Damit decken wir eine ganze Anzahl von 
Forschungsfragen rund um das Thema Ontologien ab. Unsere YAGO Ontologie wird 
unter anderem in dem anfangs genannten IBM Watson System verwendet.            :::
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Max Planck Center for Visual Computing and Communication
PROJEKTLEITUNG: PROF. DR. HANS-PETER SEIDEL
Zur Stärkung des Wissenschafts- und Forschungsstandorts Deutschland 
wurde im Jahr 2003 unter maßgeblicher Förderung des BMBF (Bundes-
ministerium für Bildung und Forschung) das „Max Planck Center for 
Visual Computing and Communication“ eingerichtet. Das Max Planck 
Center verbindet mit dem Max-Planck-Institut für Informatik in Saar-
brücken und der Stanford University zwei weltweit führende Einrich-
tungen auf diesem Gebiet. 
 Die Forschungsschwerpunkte dieser Kooperation liegen 
in der Grundlagenforschung im Bereich des Visual Computing 
and Communication und umfassen insbesondere die Teilgebiete 
Bildakquisition, Bildanalyse, Rechnersehen, Bildsynthese, Visu-
alisierung, Mensch-Maschine-Interaktion sowie den ungestörten 
und schnellen Austausch von Bilddaten und Videos in komple-
xen Netzwerken. 
Stärkung des Wissenschafts- und Forschungsstandorts 
Deutschland im Bereich der Informatik
 Ein wesentliches Ziel des Programms ist die Herausbildung 
und Förderung des wissenschafl ichen Nachwuchses. Dies ge-
schieht dadurch, dass besonders qualifi zierten jungen Informa-
tikern ein Weg zu früher wissenschaftlicher Selbstständigkeit 
bei gleichzeitiger enger Einbettung in ein international kompe-
titives, stimulierendes und wissenschaftliches Umfeld eröffnet 
wird. Hierbei wird besonders herausragenden jungen Postdok-
toranden die Möglichkeit gegeben, unter der Betreuung je eines 
Mentors aus Deutschland und aus den USA, eigenständig mit 
einer kleinen Arbeitsgruppe bis zu fünf Jahre lang zu forschen. 
Nach einem zweijährigen Aufenthalt in Stanford mit dem Sta-
tus eines „Visiting Assistant Professors“ (Phase I), kehren die 
Wissenschaftler nach Deutschland zurück und setzen ihre Ar-
beit als Nachwuchsgruppenleiter am Max-Planck-Institut für 
Informatik fort (Phase II). Die zweite Phase des Programms 
steht grundsätzlich auch herausragenden, rückkehrwilligen 
Postdoktoranden aus anderen Ländern offen.
Aktueller Stand
 Seit nunmehr acht Jahren setzt dieses Modell dem oft 
beobachteten „Brain Drain“ in die USA attraktive Rückkehr-
perspektiven in Deutschland entgegen. Auf diese Weise liefert 
es einen Beitrag zur Herausbildung und Sicherung hochqua-
lifi zierten wissenschaftlichen Nachwuchses und damit auch 
zur nachhaltigen Stärkung der Innovations- und Wettbewerbs-
fähigkeit des Standortes. Seit seiner Gründung hat sich das 
Max Planck Center in der internationalen Fachwelt den Ruf 
einer echten Talentschmiede erarbeitet. Seit Einrichtung des 
Programms im Jahr 2003 haben bisher insgesamt 17 Nach-
wuchswissenschaftler das Programm vollständig durchlaufen. 
Hiervon wurden inzwischen vierzehn Nachwuchswissenschaft-
ler (82 %) auf Professuren berufen, dreizehn davon in Deutsch-
land (76 %), acht davon auf Lehrstühle. Die erfolgreiche 
Zwischenevaluierung im vergangenen Jahr stellt sicher, dass 
das Programm auch zukünftig in gewohntem Umfang weiter-
geführt werden kann.
 Der Erfolg des Programms zeigt, dass es in Deutschland 
durchaus möglich ist, im weltweiten Kampf um die besten 
Köpfe erfolgreich zu bestehen. Einige Kernelemente dieses 
erfolgreichen Programms sind dessen internationale Ausrich-
tung sowie das fl exible und hochdynamische Forschungspro-
gramm, dessen Ausrichtung die Bewerber selbst wesentlich 
mitgestalten. Weitere wichtige Elemente sind die frühe wissen-
schaftliche Selbstständigkeit der Nachwuchswissenschaftler 
bei gleichzeitiger enger Einbettung in ein internationales, 
wissenschaftlichesUmfeld sowie die attraktiven Rückkehr-
perspektiven. Aufgrund ihres Erfolges könnten diese struktu-
rellen Elemente des Programms möglicherweise auch für 
andere Fachdisziplinen Modellcharakter haben.   :::
K O N T A K T
Prof. Dr. Hans-Peter Seidel
Sekretariat Sabine Budde
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Exzellenzcluster Multimodal Computing and Interaction
Der Exzellenzcluster Multimodal Computing and Interaction wurde im 
Jahr 2007 von der Deutschen Forschungsgemeinschaft (DFG) im Rahmen 
der Exzellenzinitiative des Bundes und der Länder neu eingerichtet und 
im vergangenen Jahr nach erfolgreicher Antragstellung um eine weitere 
Förderperiode (2012 – 2017) verlängert.
 Ausgangspunkt des Forschungsprogramms im Cluster ist 
die Beobachtung, dass sich unsere Lebens- und Arbeitsumstän-
de in den letzten zwei Dekaden dramatisch verändert haben. 
Vor zwanzig Jahren bestanden digitale Inhalte überwiegend aus 
Text, heute sind diese Inhalte erweitert um Audio, Video und 
Grafi k, sie sind im Umfang explodiert und praktisch überall 
verfügbar. Als Herausforderung ergibt sich, diese multimodale 
Information auf robuste, effi ziente und intelligente Weise zu or-
ganisieren, zu verstehen und zu durchsuchen sowie zuverlässige 
und sichere Systeme mit intuitiven multimodalen Interaktions-
möglichkeiten zu schaffen.
 Der Exzellenzcluster Multimodal Computing and Interac-
tion stellt sich diesen Herausforderungen. Der Begriff „multi-
modal“ bezeichnet dabei sowohl die unterschiedlichen Arten 
von Information wie Text, Sprache, Bilder, Video, Grafi k und 
hochdimensionale Daten, wie auch die Art der Wahrnehmung 
und Kommunikation, insbesondere durch Sehen, Hören und 
Körpersprache. Erstes Ziel ist es, die Fähigkeiten von Computer-
systemen zu verbessern, Daten ganz unterschiedlicher Modali-
täten effi zient und robust zu erfassen, zu verarbeiten und dar-
zustellen. Auch große, verteilte, verrauschte und unvollständige 
multimodale Daten sollen analysiert und interpretiert werden; 
das erfasste Wissen soll aufbereitet und in Echtzeit visualisiert 
werden. Dies wird als multimodale Verarbeitung bezeichnet. 
Die tägliche zwischenmenschliche Kommunikation beruht 
darüber hinaus auf einer Vielzahl unterschiedlicher Modalitäten 
(Sprache, Gestik, Mimik). Zweites Ziel ist daher eine ähnlich 
natürliche und multimodale Interaktion mit Informationssyste-
men, und zwar überall und zu jeder Zeit. Die Systeme müssen 
den Umgebungskontext berücksichtigen, auf Sprache, Text und 
Gesten reagieren und in angemessenen Modalitäten antworten.
 Das vorgeschlagene Forschungsprogramm baut auf beste-
henden Stärken auf. Der Cluster umfasst die Fachbereiche für 
Informatik, für Computerlinguistik und Phonetik und für An-
gewandte Linguistik der Universität des Saarlandes, das Max-
Planck-Institut für Informatik, das Deutsche Forschungszen-
trum für Künstliche Intelligenz sowie das Max-Planck-Institut 
für Softwaresysteme. Die beteiligten Einrichtungen haben sich 
auf ein gemeinsames und langfristiges Forschungsprogramm 
verständigt, das die Grundlage der Arbeiten bildet. Universität 
und Land unterstützen den Cluster in besonderer Weise.
 Ein ausdrückliches Ziel des Clusters ist die Qualifi kation 
und Förderung des wissenschaftlichen Nachwuchses. Saar-
brücken nimmt hier schon lange eine führende Rolle ein und 
hat sich über die Jahre den Ruf einer Kaderschmiede für junge 
Wissenschaftler erworben. Der überwiegende Teil der bewillig-
ten Mittel wird deshalb zur Einrichtung von wissenschaftlichen 
Nachwuchsgruppen verwendet. Dieses Konzept hat sich in den 
vergangenen vier Jahren als überaus erfolgreich erwiesen, und 
eine Vielzahl von Nachwuchswissenschaftlern wurden inzwi-
schen auf Professuren im In- und Ausland berufen.
 Das Institut trägt mit seinen wissenschaftlichen Aktivitä-
ten maßgeblich zum Gelingen des Clusters bei. Alle Direktoren 
des Instituts gehören dem Cluster als Hauptantragsteller an, 
wissenschaftlicher Koordinator des Clusters ist Hans-Peter 
Seidel.             :::
K O N T A K T
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Menschenerkennung und Posenschätzung 
in anspruchsvollen Szenen der Realwelt
3D-Szenenanalyse
3D-Objektdetektion
Markerlose Rekonstruktion dynamischer Szenen
Skalierbarkeit der Objektklassen-Erkennung
Neue Methoden für die komplexe Videobearbeitung
Erkennen von Küchenaktivitäten in Videos
3D-Szenenverständnis mit monokularen Kameras
Gelernte visuelle Repräsentationen
A N A L Y S E  V O N











Bioinformatische Unterstützung von HIV-Therapie
Analyse von viralen Genomen mittels neuer Sequenzierungsverfahren
Neue Angriffspunkte gegen HIV
Netzwerke und Phylogenien – verstehen, wie sich Krankheiten 
ausbreiten und entwickeln
Kartierung von Epigenomen






Exaktes Lösen von algebraischen Gleichungssystemen und 
ihre Anwendung im geometrischen Rechnen
Automatisches Beweisen
Zertifi zierende Algorithmen
Model Checking für hybride Systeme 
Der Umgang mit Egoismus in der Optimierung 
Quantorenelimination – auch Aussagen kann man ausrechnen







M U L T I M O D A L E
I N F O R M A T I O N  &
V I S U A L I S I E R U N G
Verbesserung von Stereo- und HDR-Bildern: Modelle und Techniken
Fortschrittliches Echtzeit-Rendering




Korrespondenzen und Symmetrien in 3D-Szenen
Analyse von Strömungen










O P T I M I E R U N G Berechnung von Gleichgewichtspreisen
Regelbasierte Produktkonfi guration
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&  V I D E O S
Das Verstehen von Bildern und Videos 
ist eines der grundlegenden Probleme 
der Bildverarbeitung. Hierbei reichen die 
wissenschaftlichen Fragestellungen von der 
Modellierung und Verfolgung von Personen 
und Objekten in Kamerasystemen bis hin 
zur Rekonstruktion und Beschreibung von 
3D-Szenen. Für diese Arbeiten gibt es 
vielfältige Anwendungen. Hierzu zählen die 
Animation von Personen und Visualisierung 
von 3D-Szenen, die Indizierung von Bild- und 
Videomaterial oder auch die 3D-Erfassung 
der Umgebung für Automotive-Anwendungen. 
Dieses Forschungsgebiet liegt somit an der 
Schnittstelle zwischen Computer Vision und 
Computergrafi k, woraus sich vielfältige 
Möglichkeiten der Kooperation innerhalb 
des Instituts ergeben.
 Verschiedene Forschungsgruppen 
des Max-Planck-Instituts für Informatik 
beschäftigen sich mit verschiedenen As-
pekten des Bild- und Videoverstehens. 
Im Bereich der Modellierung von Perso-
nen wird auf der einen Seite z. B. an der 
Rekonstruktion von Animationsmodellen 
aus Multi-Video-Daten gearbeitet. Hier-
bei liegt das primäre Ziel darin, Personen 
möglichst detailgetreu modellieren und 
visualisieren zu können. Auf der anderen 
Seite werden Verfahren zur Detektion 
und Verfolgung von Personen erforscht, 
die nur monokulare Kameras benötigen 
und viele Personen gleichzeitig in kom-
plexen Szenen detektieren und verfolgen 
können.
 Auch wenn diese Arbeiten grund-
sätzlich verschiedene Zielsetzungen ver-
folgen und auch unterschiedliche Kamera-
konfi gurationen verwenden, profi tieren 
sie voneinander, da in beiden Bereichen 
ähnliche Modelle und Algorithmen zur 
Anwendung kommen.
 Ein weiterer Bereich des Bild- und 
Videoverstehens ist die Rekonstruktion 
und Beschreibung von 3D-Szenen. 
Auch hier gibt es verschiedene Arbeiten 
innerhalb des Institutes, die voneinan-
der profi tieren. Zum einen werden z. B. 
3D-Szenen aus Bildfolgen rekonstruiert, 
um eine möglichst detailgetreue Ober-
fl ächenbeschreibung von 3D-Objekten 
zu ermöglichen. Zum anderen wird die 
3D-Umgebung eines fahrenden Autos 
beschrieben. Hierbei liegt das besondere 
Augenmerk auf der vollständigen Erfas-
sung und Beschreibung der Fußgänger 
und anderer Verkehrsteilnehmer. Alle 
diese Arbeiten zeigen, dass durch die 
Integration und Verwendung von 3D-
Szenenmodellen deutlich robustere 
Ergebnisse zu erzielen sind.
 Eines der fundamentalen Probleme 
des Bildverstehens ist die Erkennung von 
Objekten. Durch die heutige Omnipräsenz 
von digitalem Bildmaterial werden auto-
matische, visuelle Objektklassenerken-
nungstechniken immer wichtiger. Auch 
wenn heutige Verfahren bemerkenswer-
te Ergebnisse erzielen können, bleibt es 
eines der bedeutendsten Probleme, wie 
Objektmodelle gelernt bzw. erstellt wer-
den. Deshalb ist ein zentrales Thema 
verschiedener Forschungsarbeiten am 
Institut, wie solche Objektmodelle mit 
möglichst geringem manuellem Arbeits-
aufwand erstellt werden können, um eine 
breite Anwendbarkeit heutiger Verfahren 
zu ermöglichen.
 Ein weiteres fundamentales 
Problem ist es menschliche Aktivitäten 
zu beschreiben und verstehen zu können. 
Hier erforschen wir zum einen verschie-
dene Verfahren zur Personen- und Ob-
jekterkennung, zum anderen aber auch 
die Verwendung linguistischer Beschrei-
bungen der Aktivitäten. Dies ermöglicht 
z.B. die Erkennung menschlicher Akti-
vitäten aufgrund sprachlicher Beschrei-
bungen ohne dass hierfür eigens Beispiel-
daten vorher aufgenommen werden 
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Menschenerkennung und Posenschätzung in anspruchsvollen 
Szenen der Realwelt
 Menschen zu erkennen und ihre 
Pose einschätzen zu können ist die 
Schlüsseltechnologie für viele Anwen-
dungen wie z. B. Fahrzeugsicherheit, 
Mensch-Computer Interaktion, Roboter-
technik oder die Katalogisierung von Bil-
dern und Videos aus dem Web. Gleich-
zeitig ist es aber auch eines der anspruchs-
vollsten Probleme der Bildverarbeitung 
und eine wissenschaftliche Herausforde-
rung für realistische Szenen.
 Obwohl heutige Methoden bei ein-
fachen Szenen mit gehenden Menschen 
gut funktionieren, scheitern sie oft bei 
Szenen, in denen Menschen komplexe 
Tätigkeiten ausführen sowie bei komple-
xen Szenen mit zahlreichen Menschen, 
die sich häufi g teilweise oder vollständig 
verdecken. In diesem Projekt beschäfti-
gen wir uns mit diesen Einschränkungen, 
indem wir auf den neusten Fortschritten 
bei der generischen Objekterkennung 
und der grafi schen Datenverarbeitung 
aufbauen.
Trainingsmodelle in der Bildverarbeitung 
aus synthetisch generierten Bildern
 Eine Schlüsselkomponente für den 
Erfolg heutiger Methoden ist die Fähig-
keit, sich menschliche Erscheinungs-
formen aus einer großen Anzahl von 
Trainingsbildern automatisch anzueig-
nen. Wir erforschen, inwiefern auf 3D-
Modelle des menschlichen Körpers aus
der grafi schen Datenverarbeitung zu-
rückgegriffen werden kann, um syntheti-
sche Trainingsdaten zu erhalten, die für 
Trainingsmodelle in der Bildverarbeitung 
geeignet sind. Wir stützen uns dabei auf 
neue statistische 3D-Modelle mensch-
licher Erscheinungsform und Pose, die 
sich aus einer großen Anzahl menschli-
cher Körperscans ergeben. Unser Ansatz 
erlaubt es uns, Datenschwankungen bei 
grundlegenden Abweichungen menschli-
cher Erscheinungsformen und Posen, die 
oft schwierig zu erfassen sind, wenn Trai-
ningsbilder aus der Realwelt manuell ge-
sammelt werden, direkt zu kontrollieren. 
Unsere Methode ist dazu in der Lage, 
synthetische Bilder von Menschen zu ge-
nerieren, entweder durch direkte Proben 
aus dem 3D-Modell oder durch die au-
tomatische Umformung realer Bilder von 
Menschen. Wir prüfen die Effektivität 
unseres Ansatzes anhand der artikulier-
ten Menschenerkennung und Posen-
schätzung. Die erhaltenen Resultate zei-
gen, dass unsere automatisch generierten 
synthetischen Daten zu einer merklichen 
Leistungsverbesserung in beiden Aufga-
benstellungen beitragen [Abbildung 1 und 2]. 
Kombinierte Erkennung und Tracking 
von Menschen in komplexen Szenen
 Wir wenden das Konzept der syn-
thetischen Generierung von Trainingsda-
ten auf Menschenerkennung und Posen-
schätzung in komplexen Szenen an und 
verbinden es mit der Erkenntnis, dass 
bei teilweiser Verdeckung die kombinier-
te Erkennung von Menschenpaaren oft 
leichter ist als die Erkennung von Einzel-
personen. Wir schlagen einen Detektor 
vor, der auf gemeinsamen Mustern von 
Personen-Personen Verdeckung basiert 
und sie als Erkennungsmerkmal mit ein-
bezieht. Sobald eine kombinierte Anord-
nung von Menschen erkannt ist, kann 
diese in die Erkennung von Einzelperso-
nen aufgeschlüsselt werden. Anordnun-
gen von zwei Menschen weisen jedoch 
auch eine höhere Anzahl von Erschei-
nungsformvariationen auf, was bekann-
termaßen das Erkennungsproblem ver-
stärkt. Wir gleichen dies aus, indem wir 
Beispiele teilweiser Verdeckung und ge-
meinsamer Ausrichtung von Menschen 
in verschiedenen Abstufungen synthetisch 
generieren. Wir zeigen auf diese Weise, 
dass unser Detektor die Erkennung in 
komplexen Szenen signifi kant steigert und 
zu einer Verbesserung beim Tracking von 
Menschen führt. [Abbildung 3 und 4]. :::
Abbildung 1 und 2:
Beispielergebnisse – 
Menschendetektion und 
Posenschätzung erzielt durch 
unseren Ansatz basierend 
auf synthetisch generierten 
Trainingsdaten
Abbildung 3 und 4:
Beispielergebnisse – 
unsere Methode für 
kombinierte Erkennung 
und Tracking in kom-
plexen Szenen
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3D-Szenenanalyse
Einfache Erzeugung von neuen 3D-
Objekten durch Mischungen existieren-
der Modelle
 Im Internet stehen immer mehr 
freie oder kommerzielle 3D-Datenbanken 
mit professionell erstellten 3D-Objekten 
zur Verfügung. Für einen ungeübten An-
wender ist es aufgrund der komplizierten 
Handhabung der aktuellen Modellierungs-
werkzeuge schwierig, ähnlich gute 3D-
Objekte zu erzeugen. Daher besteht für 
diese Anwender häufi g nur die Option, 
ein bestehendes Model aus einer 3D-
Datenbank auszuwählen, das den Vor-
stellungen des Anwenders am ehesten 
entspricht. Im Rahmen unseres Projekts 
wurde ein Werkzeug entwickelt, das es 
einem ungeübten Benutzer ermöglicht, 
ein neues 3D-Objekt nach seinen Wün-
schen aus bestehenden Objekten einer 
3D-Datenbank neu zu kombinieren. 
Dazu müssen die Datenbank-Objekte 
automatisch analysiert werden, um fest-
zustellen, welche Teile ausgetauscht 
werden können. Die Analyse umfasst 
zunächst die Segmentierung eines Ob-
jekts in seine Einzelteile. Anschießend 
werden Nachbarschaftsbeziehungen und 
Symmetrien zwischen den Einzelteilen 
ermittelt. Das Verfahren erlaubt dann, 
Varianten der Objekte zu erzeugen, die 
ähnliche Nachbarschaftsbeziehungen 
und Symmetrien der Teile aufweisen 
[Abbildung 1] .
Automatisches Zuweisen von 
Materialien für 3D-Objekte
 Materialien von Gegenständen 
korrelieren stark mit der geometrischen 
Form der Gegenstände und deren Bezie-
hung zu anderen Gegenständen in der 
direkten Umgebung (Kontext). In einem 
weiteren Projekt haben wir versucht, 
diese kontext-abhängige Korrelation zu 
modellieren und zeigen, dass diese aus 
einer Datenbank mit mehreren hundert 
3D-Objekten mit bekannten Materialien 
gelernt werden kann. Wird nun ein 3D-
Modell ohne Materialien an die von uns 
entwickelte Software übergeben, kann 
das erlernte Modell verwendet werden, 
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um voll automatisch Materialien plausi-
bel zuzuweisen (einschließlich diffuser 
und spekularer Refl ektion, Glanzstärke 
und Transparenz) [Abbildung 2] . 
 Darüber hinaus haben wir eine 
Benutzeroberfl äche entwickelt, die Vor-
schläge für alternative Materialien gibt. 
Diese Benutzeroberfl äche kann verwen-
det werden, um die automatischen Vor-
schläge weiter zu verfeinern [Abbildung 2 
rechts] . Sobald eine Verfeinerung vorge-
nommen wurde, verwendet das Modell 
diese Informationen, um die automati-
sche Zuweisung anderer Teile des 3D-
Objektes weiter zu verbessern. Der An-
satz funktioniert für 3D-Objekte mit 
einer unterschiedlichen Anzahl von 
Teilen und mit unterschiedlicher topo-
logischer Komplexität. Durch Versuche 
mit ungeübten Benutzern konnte gezeigt 
werden, dass das vorgeschlagene Ver-
fahren im Vergleich zu konventionellen 
Ansätzen das Zuweisen von Materialien 
erheblich vereinfacht und beschleunigt. :::
Abbildung 2: Ausgehend von einem 3D-Objekt ohne Materialien (links) kann unser Verfahren dem 3D-Objekt 
automatisch passende Materialien zuweisen (2. von links). Ebenfalls werden dem Benutzer alternative 
Materialien vorgeschlagen, die interaktiv ausgewählt werden können, um die automatische Zuordnung 
weiter zu verbessern (rechts).
Abbildung 1: Automatische Erzeugung von Mischungen (Mitte) zwischen einem Fahrrad (links) und einem Motorrad (rechts).
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3D-Objektdetektion
 Die Detektion und Lokalisierung 
von Objekten in Bildern stellt einen 
wichtigen Bestandteil vieler Applikatio-
nen dar, etwa in der Robotik, dem auto-
nomen Fahren, der Bildsuche oder der 
Überwachung. Traditionell ist die Objekt-
detektion als das Finden von Instanzen 
bestimmter Objektklassen (zum Beispiel 
Autos) in Bildern wie folgt defi niert: 
für ein gegebenes Eingabebild besteht 
die Aufgabe darin, ein zweidimensiona-
les Rechteck auszugeben, welches das 
Objekt bestmöglich umschließt.
 In jüngster Zeit wurde zunehmend 
deutlich, dass Anwendungen wie das 
automatische Verstehen visueller Szenen 
und die Objektverfolgung von einer fei-
ner aufgelösten und dreidimensionalen 
Objektrepräsentation profi tieren können. 
Eine solche Repräsentation schließt ne-
ben dem nötigen, das Objekt umschlie-
ßenden Rechteck auch eine Schätzung 
des jeweiligen Beobachtungspunkts und 
eine relative Positionsangabe von Objekt-
teilen in 3D mit ein. Sie ermöglicht so 
das Herleiten von Nebenbedingungen 
auf der Szenenebene, die sowohl meh-
rere Objekte (Objekte können sich im 
Raum nicht überlappen) als auch ver-
schiedene Ansichten desselben Objekts 
(Blickpunktschätzungen müssen mit 
der Kamerabewegung konsistent sein) 
betreffen können.
 In ähnlicher Weise wurde der tra-
ditionelle Fokus von „basic-level“ Katego-
rien, wie Autos, Vögel und Personen, auf 
fein-granulare Kategorien erweitert, etwa 
auf Automarken sowie Pfl anzen- und 
Tierspezies. Jene fein-granularen Katego-
rien können abermals Nebenbedingungen 
für das Szenenverstehen bereitstellen.
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3D-Objektklassenmodelle
 Das Ziel des Projekts besteht im 
Entwurf eines dreidimensionalen Objekt-
klassendetektors, welcher zusätzlich zum 
traditionellen Rechteck [ siehe Abbildung 1 ] 
Blickpunktschätzungen und relative Posi-
tion von Objektteilen in 3D ausgibt [ siehe 
Abbildung 2 ].
 Da die Modellierung von Objekt-
klassen in 3D Trainingsmaterial in Form 
von 3D-Daten benötigt, greifen wir auf 
3D Computer Aided Design (CAD) Mo-
delle zurück, welche als Geometrieproto-
typen fungieren. Zusätzlich benutzen wir 
2D-Fotografi en von Objekten, um deren 
Erscheinung realitätsnah modellieren zu 
können. Eine der größten Herausforde-
rungen besteht hier darin, die Verbindung 
zwischen artifi zieller Geometrie und re-
aler Erscheinung herzustellen, was wir 
durch Techniken des nicht-fotorealisti-
schen Abbildens erreichen.
 Die 3D-Objektklassenrepräsen-
tation besteht dann aus einer Ansamm-
lung von Objektteilen, welche sich im
 Rahmen eines probabilistischen Mo-
dells relativ zueinander bewegen können. 
Das Modell wird mithilfe von Techniken 
des maschinellen Lernens sowohl aus 
3D-Geometrie- als auch aus 2D-Bild-
daten generiert.
 Unsere Experimente haben gezeigt, 
dass unser Modell exzellente Ergebnisse 
sowohl im Hinblick auf traditionelle 
Objektdetektion mittels das Objekt um-
schließender Rechtecke als auch in der 
Schätzung von Blickpunkten und relati-
ver 3D-Position von Objektteilen liefert.
Fein-granulare Kategorisierung für das 
3D-Szenenverstehen
 Dieses Projekt basiert auf der In-
tuition, dass fein-granulare Objektkate-
gorien metrische Informationen kodieren 
können, die wertvolle Nebenbedingun-
gen für das 3D-Szenenverstehen bereit-
stellen. Beispielsweise kann die Kennt-
nis des exakten Typs eines Autos genutzt 
werden, um dessen physische Größe in 
einer Produktdatenbank nachzuschlagen. 
Schließlich kann seine Entfernung zur 
Kamera abgeschätzt werden, indem phy-
sische Größe und die Größe seiner Pro-
jektion in der Bildebene zueinander in 
Bezug gesetzt werden.
 Wir haben unser 3D-Objektklassen-
modell um die Repräsentation von fein-
granularen Objektklassen erweitert und 
einen neuen Datensatz mit verschiede-
nen Autotypen erstellt. In unseren Expe-
rimenten konnten wir zeigen, dass unser 
Modell zu besseren Ergebnissen führt 
als traditionelle Bildklassifi katoren. Des-
weiteren konnten wir fein-granulare Ka-
tegorien zum Vorteil des 3D-Szenenver-
stehens nutzen, indem wir die kodierten 
metrischen Informationen als Neben-
bedingungen für die Szenengeometrie 




Markerlose Rekonstruktion dynamischer Szenen
Rekonstruktion detaillierter Animations-
modelle aus Multi-Video Daten
 Computergenerierte Personen, so-
genannte Avatare, haben sich zu einem 
wichtigen Bestandteil visueller Medien 
entwickelt, so zum Beispiel in Compu-
teranimationen, Filmen oder virtuellen 
vernetzten Welten. Um eine virtuelle 
Person überzeugend darstellen zu kön-
nen, müssen die einzelnen Eigenschaf-
ten der Person, wie zum Beispiel ihre 
Bewegung, Geometrie und Oberfl ächen-
textur, extrem realistisch modelliert wer-
den. Eine Möglichkeit dies zu erreichen,
 besteht darin, jeden Teilaspekt der Ge-
samterscheinung manuell in einem Ani-
mationsprogramm zu defi nieren. Dies ist 
allerdings ein extrem zeitaufwendiger und 
komplexer Prozess: Die Geometrie der 
Person muss in präziser Detailarbeit kon-
struiert werden und jede Nuance der Be-
wegung muss fein abgestimmt werden. 
Es ist daher leicht nachvollziehbar, dass 
komplett manuell erzeugte Animationen, 
insbesondere hinsichtlich der Qualität der 
Bewegungsanimation, nicht den Detail-
grad eines echten Menschen erreichen.
 Die Alternative zur manuellen Mo-
dellierung besteht darin, Teilaspekte der 
Animation an echten Menschen zu mes-
sen. So ermöglichen es Motion Capture 
Systeme, die Bewegung eines Skelett-
modells aus Videobildströmen einer Per-
son zu rekonstruieren. Leider ist diese 
Bewegungserfassung ein sehr komplexer 
Prozess und die zu vermessende Person 
muss oftmals einen speziellen hautengen 
Anzug mit optischen Markierungen tra-
gen. Zudem können mit solchen Syste-
men weder die sich über die Zeit verän-
dernde Geometrie noch die Textur einer 
Person gemessen werden. 
 In unserer Forschung haben wir 
völlig neuartige Performance Capture Al-
gorithmen entwickelt. Diese ermöglichen 
zum ersten Mal, detaillierte Bewegung, 
dynamische Geometrie und dynamische 
Textur einer Person in komplexer Klei-
dung, wie zum Beispiel einem Rock oder 
einem Ballkleid, allein aus Multivideo-
strömen zu rekonstruieren. Unsere Ver-
fahren erfordern daher keine optischen 
Marker in der Szene. 
 Im Berichtszeitraum konnten wir 
unsere Performance Capture Verfahren 
in vielerlei Hinsicht deutlich verbessern. 
Ein neuer Algorithmus ermöglicht es uns 
zum ersten Mal, detaillierte Animations-
modelle von mehreren interagierenden 
Schauspielern zu erstellen. Ein weiterer 
Meilenstein war die Entwicklung eines 
Verfahrens zur Schätzung der einfallen-
den Beleuchtung einer Szene aus Multi-
Video Daten. Mit Hilfe dieses geschätz-
ten Beleuchtungsmodells kann anschlie-
ßend die Oberfl ächengeometrie der einer 
Person viel genauer rekonstruiert werden 
als dies bisher möglich war [Abbildung 1]. 
Basierend auf diesen grundlegenden 
neuen Theorien haben wir das erste Ver-
fahren überhaupt entwickelt, um hoch-
detaillierte Animationsmodelle von Ge-
sichtern mit nur einer Stereokamera zu 
rekonstruieren, und ein Verfahren vor-
gestellt [Abbildung 2], das mit Hilfe von 
Beleuchtungsinformation viel exaktere 
Körperposititionen berechnet. Eine 
weitere wichtige Neuerung war die 
Entwicklung eines sehr schnellen Be-
wegungsmessverfahrens, das komplexe 
Skelettbewegungen aus Multi-Video 
Daten messen kann, die vor einem be-
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liebigen Szenenhintergrund aufgenom-
men wurden. Das heißt ein kontrollier-
ter grüner Hintergrund, wie er in Studios 
üblich ist, wird nicht mehr benötigt. 
Echtzeit Motion Capture mit Tiefen-
sensoren
 Die Performance Capture Metho-
den zur detailgenauen Rekonstruktion,
die im vorherigen Abschnitt beschrie-
ben wurden, erfordern sehr komplexe
Berechnungen und sind daher nicht 
echtzeitfähig. Zudem brauchen diese 
Methoden mehrere Videokameras. 
Bewegungsmessung aus einer einzelnen 
Kameraperspektive stellt ein extrem 
komplexes, da hochgradig unterbe-
stimmtes Berechnungsproblem dar.
 Neuartige Tiefenkameras, wie zum 
Beispiel sogenannte Time-of-Flight Ka-
meras, messen 2.5D-Szenengeometrie 
in Echtzeit. Durch die gemeinsame Ver-
wendung von Tiefen- und Videodaten ist 
es leichter, Körperbewegungen auch aus 
einer einzelnen Kameraperspektive zu 
rekonstruieren. Leider sind die Tiefenka-
meradaten in der Regel sehr verrauscht, 
besitzen eine sehr geringe Aufl ösung und 
weisen systematische Verzerrungen auf. 
In unserer Forschung haben wir daher 
Methoden entwickelt, um Tiefensensoren 
zu kalibrieren, das Rauschen zu eliminie-
ren und die Aufl ösung der Kameras durch 
Berechnungen auf den Originaldaten zu 
erhöhen (Superresolutions-Verfahren). 
 Mit diesen verbesserten Tiefenda-
ten und durch ein von uns neu entwi-
ckeltes Verfahren kann die komplette 
Köperbewegung einer Person aus einer 
einzelnen Kameraperspektive gemessen 
werden. Der Echtzeitalgorithmus zur Be-
wegungsmessung kombiniert ein tiefen-
basiertes Posenoptimierungsverfahren 
mit einem Verfahren zum schnellen Auf-
fi nden ähnlicher Posen aus einer großen 
Datenbank von Bewegungssequenzen. :::
Abbildung 2: Aus Videoframes von nur 2 Kameras 
(links) können wir ein hoch detailliertes dynamisches 
3D-Modell des Gesichts rekonstruieren (rechts).
Abbildung 1: Links: Eingabebild; Rechts: 3D-Modell 
mit hochdetailliert rekonstruierter Oberfl äche
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Skalierbarkeit der Objektklassen-Erkennung
 Durch die Allgegenwärtigkeit digita-
ler Medien ist die automatische visuelle 
Erkennung von Objekten von zunehmen-
der Wichtigkeit. Der Fokus liegt auf der 
Erkennung und Detektion ganzer Objekt-
klassen, wie z.B. Autos, im Gegensatz zur 
Identifi kation spezifi scher Instanzen wie 
„ein bestimmter roter Sportwagen“. Wäh-
rend die bestehenden Systeme heutzuta-
ge eine bemerkenswerte Erkennungsleis-
tung für einzelne Klassen erreicht haben, 
bleibt die simultane Erkennung mehrerer 
Klassen eine große Herausforderung. Zur 
Trainingszeit bedarf das Erstellen von zu-
verlässigen Objektklassenmodellen einer 
ausreichenden Anzahl von repräsentativen 
Trainingsbeispielen – oft in der Form von 
annotierten Bildern. Zur Testzeit muss 
die Vorhersage effi zient sein, so dass die 
korrekte Bezeichnung über eine große 
Anzahl von möglichen Klassen inferiert 
werden kann.
Automatische Identifi zierung von wieder-
verwendbaren Komponenten
 Um Modellkomponenten in der 
Praxis wiederverwenden zu können, müs-
sen die wiederverwendbaren Komponen-
ten zunächst automatisch identifi ziert 
werden. In diesem Projekt korrespondie-
ren die Modellkomponenten entweder 
mit verschiedenen Attributen, also visu-
ellen Eigenschaften wie Farbe und Tex-
tur, oder mit ganzen Objektklassenmo-
dellen. Wir schlagen vor, Objektklassen 
und Attribute in Bezug zu bringen, indem 
natürlich-sprachliche Informationsquel-
len durchsucht werden. Hierzu gehören 
beispielsweise WordNet, Wikipedia, 
Flickr und Yahoo web search. [Abbildung 1]
 Die ermittelten Beziehungen können 
sogar zur Generierung von Modellen der 
Klassen herangezogen werden, für die 
keine Trainingsbeispiele verfügbar sind 
und die somit gänzlich auf wiederverwen-




 Die besten Ansätze zur Objektde-
tektion, die uns heutzutage zur Verfügung 
stehen, erreichen die Detektion mehrerer 
Klassen durch die Kombination mehrerer 
Einzeldetektoren. Dies ist unerwünscht, 
da die Rechenzeit linear mit der Anzahl 
der Klassen ansteigt. Eine genauere Ana-
lyse der am meisten verbreiteten Archi-
tekturen zeigt, dass diese unabhängigen 
Detektionsschemen Redundanz aufwei-
sen. Intuitiv suchen ein Auto- und ein 
Fahrraddetektor nach Rädern, aber die 
Algorithmen nutzen dies nicht aus und 
suchen vielmehr zweimal nach Rädern. 
Deshalb führen wir das Konzept von 
„sparselet“ ein, das die Gemeinsamkeiten 
zwischen solchen Teilen mittels einer ge-
meinsamen Basis erfasst, die wir mittels 
„sparse coding“ berechnen. Im Gegenzug 
müssen wir nur die Aktivierung dieser 
Basis berechnen, die von allen Objekt-
klassen geteilt wird. Aus dieser resultie-
renden Zwischenrepräsentation können 
wir die Aktivierungen der originalen Teil-
detektoren mit guter Genauigkeit zurück-
gewinnen. [Abbildung 2] Die resultierende 
Methode nutzt zusätzlich die Hardware-
Beschleunigung der Grafi kkarte, was zu 
einer 35-fachen Beschleunigung der De-
tektion von 20 Klassen führt und uns so-
mit eine Erkennung in Echtzeit erlaubt.
Effektive Verwendung von Rechenzeit
 Echtzeitsysteme genauso wie große 
bildbasierte Suchanwendungen sind oft-
mals durch ein Rechenbudget beschränkt. 
Derzeitige Detektionssysteme beziehen 
diese Beschränkung nicht mit ein und 
ändern ihre Verarbeitungsabfolge nicht 
bzgl. des zu erwartenden Gewinns oder 
Rechenaufwands eines Klassifi kators 
oder Detektors. In unserer Arbeit schla-
gen wir eine Methode vor, die Zugang 
zu mehreren Bildklassifi katoren und 
-detektoren hat und lernt, diese mit 
einer optimalen Strategie anzuwenden, 
so dass eine durch die Anwendung de-
fi nierte Belohnung unter den Rechen-
budgetbeschränkungen optimiert wird. 
Zwischenergebnisse werden benutzt, um 
zu bestimmen, welcher Algorithmus als 
nächstes ausgeführt werden soll. Im Ge-
gensatz zu früheren Ansätzen wählt un-
ser „reinforcement learning“ Ansatz auch 
Aktionen aus, die sich nicht unmittelbar 
durch eine Detektion auszahlen. Bei-
spielsweise kann der Ansatz die Ausfüh-
rung eines Bildklassifi kators auswählen, 
der uns über den möglichen Inhalt des 
Bildes informiert, was zwar zu keiner De-
tektion führt, aber uns hilft, den Detek-
tor auszuwählen, der als nächstes ausge-
führt werden soll. Wir zeigen die Vorzüge 
dieses Ansatzes in verschiedenen Situati-
onen, die zu einer Verbesserung der De-
tektionsleistung von bis zu 60% führen. :::
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Abbildung 1: Automatische 
Identifi kation von wiederver-
wendbaren Attributmodellen
Abbildung 2: Effi ziente Objektklassen-Erkennung 
durch Nutzung von Gemeinsamkeiten zwischen 
Objektklassen
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Oben: Original Videobild, unten: Videobild, in dem 
die Personen im Vordergrund entfernt und der dyna-
mische Hintergrund automatisch eingefüllt wurde
Neue Methoden für die komplexe Videobearbeitung
 Bildbearbeitungsmethoden spielen 
eine wichtige Rolle bei der Nachbearbei-
tung von Fotografi en. Ein Beispiel ist die 
nachträgliche Bearbeitung von Bildern 
durch die Anwendung spezieller Filter, 
um Rauschen zu unterdrücken oder um 
den Kontrast zu verbessern. Oftmals ist 
es auch notwendig, einzelne Elemente 
aus Bildern zu entfernen und die entste-
hende Lücke algorithmisch zu füllen. Die 
Grundlage dieser und ähnlicher Metho-
den bilden mathematische Verfahren, die 
das Bildsignal analysieren und verändern 
bzw. fi ltern. Viele Standardprogramme 
zur Bildbearbeitung stellen solche Algo-
rithmen zur Verfügung.
 Die Nachbearbeitung von Videos 
ist eine ungleich schwierigere Aufgabe. 
Videos sind nicht nur eine zeitliche Ab-
folge von Einzelbildern. Veränderungen, 
die an Videos nachträglich vorgenommen 
werden, müssen daher nicht nur räum-
lich im Bild konsistent sein, sondern 
auch über die Zeit, d. h. über mehrere 
Videobilder hinweg. Viele kommerziell 
verfügbare Videobearbeitungsprogramme 
basieren aber auf der Annahme, dass Vi-
deos Folgen von Einzelbildern sind. Die 
Nachbearbeitung, die mit solchen Werk-
zeugen möglich ist, beschränkt sich da-
her oft auf die Anwendung einfacher Fil-
ter über ein Zeitfenster hinweg. 
 Typische Videobearbeitungsaufga-
ben sind allerdings weitaus komplexer, 
wie folgendes Beispiel zeigt: In profes-
sionellen Film- und Videoproduktionen 
kommt es oftmals vor, dass ganze Szenen-
elemente, wie zum Beispiel Personen, 
nachträglich entfernt werden müssen, 
oder dass ihre Position in der Szene ver-
ändert werden muss. Dies führt dazu, 
dass ganze Bildbereiche, die nun sicht-
bar werden, über die Zeit hinweg einge-
füllt werden müssen. Zudem muss unter 
Umständen die Beleuchtung der Szene 
angepasst werden. Kein existierendes Fil-
terverfahren wäre in der Lage eine solch 
komplexe Aufgabe auch nur annähernd 
automatisch zu lösen. Die Konsequenz 
ist, dass solche Aufgaben in der Regel 
durch manuelle Bearbeitung einzelner 
Pixel gelöst werden, was selbst bei kur-
zen Videosequenzen leicht einen Arbeits-
aufwand von mehreren Wochen nach 
sich ziehen kann. Für normale Anwender 
steht ein solcher Aufwand außer Frage.
 Ziel dieses Forschungsvorhabens ist 
es daher, algorithmische Theorien und 
Methoden zu entwickeln, um komplexe 
Videobearbeitungsaufgaben, wie die eben 
genannte, effi zient und automatisch zu 
lösen. Hierzu muss ein Algorithmus mehr 
kennen als das Bildsignal zu jedem Zeit-
punkt. Viel mehr ist es nötig, dass ein Al-
gorithmus ein semantisches Verständnis 
für ein Video entwickelt: Welche Objekte 
sind vorhanden? Wie sieht die Beleuch-
tungssituation aus? Wie hängen einzelne 
Elemente eines Videos über die Zeit zu-
sammen? Die algorithmischen Heraus-
forderungen für jeden einzelnen dieser 
Verständnisschritte sind sehr groß, und 
die bisher entwickelte Theorie steckt 
noch in den Anfängen. Die Entwicklung 
von entsprechenden Verfahren ist es-
senziell, um auch unerfahrene Benutzer 
in die Lage zu versetzen, komplexe Vi-
deobearbeitungsaufgaben zu defi nieren 
und diese mit dem Computer weitge-
hend automatisch zu lösen. 
Entfernen von Objekten und Einfüllen   
von dynamischem Hintergrund
 Eine wichtige Teilaufgabe vieler 
komplexer Videobearbeitungsschritte ist 
das Einfüllen von dynamischem Hinter-
grund in einem Video. Wenn zum Bei-
spiel ein Vordergrundobjekt aus einem 
Video entfernt werden soll, werden vor-
her verdeckte Szenenelemente des Hin-
tergrunds sichtbar. Man könnte also sa-
gen, dass ein Loch im Video entsteht, das 
algorithmisch eingefüllt werden muss. 
Die grundlegende Idee eines Einfüllver-
fahrens ist es, in anderen Bildern (also 
zu anderen Zeitpunkten in einem Video) 
nach den entsprechenden Bildinhalten 
zu suchen, die man in das entstandene 
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Loch im Video kopieren kann. Zu ande-
ren Zeitpunkten im Video war der ein-
zufüllende Bereich nämlich vielleicht 
unverdeckt. Sollte das Loch im Bereich 
unbeweglicher Hintergrundobjekte lie-
gen, ist das Einfüllen im Wesentlichen 
ein Umkopieren von Bildinhalten. Sollte 
das einzufüllende Loch allerdings ein dy-
namisches Szenenelement freilegen, also 
zum Beispiel eine sich bewegende Person 
im Hintergrund, muss auch die Dynamik 
des Hintergrunds im Loch synthetisiert 
werden. Dies ist ein weitaus komplexeres 
Problem. Wir haben die ersten Ver fahren 
entwickelt, um dynamischen Hintergrund 
automatisch einzufüllen. Unsere Verfah-
ren funktionieren sowohl mit Videose-
quenzen, die mit statischen Kameras 
aufgenommen wurden, als auch mit 
Sequenzen, die mit handgeführten 
Kameras gefi lmt wurden. Ein Beispiel 
hierfür ist in der Abbildung zu sehen.  :::
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Erkennen von Küchenaktivitäten in Videos
 Die Erkennung von menschlichen 
Aktivitäten in Videos gewinnt in der Bil-
derkennung in den letzten Jahren stark 
an Bedeutung. Die Aktivitätserkennung 
hat dabei weit gefächerte Anwendungs-
bereiche, wie Mensch-Maschine Inter-
aktion, Überwachung, intelligente Wohn-
umgebungen, automatische Extraktion 
von Wissen aus (Internet-) Videos oder 
Unterstützung von Menschen mit Be-
hinderungen. Gleichzeitig steht der For-
schungsbereich noch durch eine große 
Anzahl an Herausforderungen, wie kom-
plexe menschliche Bewegungen und 
Interaktionen, sehr unterschiedliche Ak-
tivitäten, die beschränke Bildaufl ösung 
und -qualität sowie die eingeschränkte 
Beobachtbarkeit, in den Kinderschuhen.
Fein-granulierte Aktivitäten im Küchen-
szenario
 Der derzeitige Fokus vieler wissen-
schaftlicher Arbeiten ist die Unterschei-
dung sehr unterschiedlicher Aktivtäten 
wie „laufen“, „schwimmen“ oder „trinken“ 
in Videos mit sehr beschränkter Qualität. 
Im Gegensatz dazu benötigen viele Assis-
tenzsysteme detaillierte Erkennung von 
sehr ähnlichen Aktivitäten, z.B. ist es für 
eine blinde Person wichtig zu wissen, ob 
der Gegenüber einem die Hand schüt-
teln oder die Handtasche abnehmen will. 
In unserer Arbeit wollen wir dieses Prob-
lem näher untersuchen und haben dazu 
das Szenario „Küche“ ausgewählt, da sich 
hier die Komplexität von einfachen Akti-
vitäten wie „Karotte schälen“, bis hin zu 
komplexen Gerichten, die gleichzeitig 
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von mehreren Personen zubereitet werden, 
variieren lässt. Für dieses Forschungs-
projekt haben wir eine voll funktionsfähige 
Küche gebaut und diese mit mehreren 
Kameras ausgestattet. [Abbildung 1a] In 
einem ersten Datensatz haben wir von 
zwölf Probanden insgesamt acht Stunden 
hoch aufl ösende Aufnahmen gemacht, 
wie diese verschiedene Gerichte zuberei-
ten. Auf dem veröffentlichen Datensatz 
haben wir verschiedene aktuelle Ansätze 
zur Aktivitätserkennung evaluiert, um 
fein-granulierte Aktivitäten wie schnei-
den, würfeln, auspressen, schälen oder 
waschen zu unterscheiden. [Abbildung 1b-h] 
Eine Möglichkeit, diese Aktivitäten zu er-
kennen, basiert darauf, die Bewegung der 
Arme durch die Trajektorien der Gelenke 
zu erfassen und dann die Unterschiede 
zwischen den verschiedenen Aktivitäten 
zu lernen. [Abbildung 2] Ein zweiter An-
satz extrahiert Trajektorien sich bewe-
gender Bildpunkte im gesamten Video 
und berechnet Bild- und Videodeskripto-
ren entlang sich bewegender Elemente.
Im Vergleich schneidet letzterer Ansatz 
deutlich besser ab, da diesem basierend 
auf Gelenktrajektorien keine visuellen 
Informationen wie Farbe und Gestalt zur 
Verfügung stehen. Eine Kombination bei-
der Ansätze bringt jedoch eine weitere 
Verbesserung der Erkennung. Insgesamt 
hat sich gezeigt, dass insbesondere sehr 
ähnliche, fein-granulierte Aktivitäten, 
wie „Scheiben schneiden“ und „Streifen 
schneiden“, sehr schwierig zu unterschei-
den sind.
Erkennung von Handlungsabfolgen mit 
Attributen und Skripten
 Die beschriebenen fein-granularen 
Aktivitäten sind meist zu komplexen 
Handlungsabfolgen zusammengesetzt, 
im Küchenszenario z.B. die Zubereitung 
eines Gerichts. Diese Handlungsabfol-
gen zu erlernen ist schwierig, denn die 
Abfolgen für das gleiche Gericht sind 
zwischen unterschiedlichen Probanden 
sehr verschieden und es ist fast unmög-
lich alle denkbaren Kombinationen mit 
Trainingsdaten zu erfassen. Wir greifen 
dieses Problem auf, indem wir die Hand-
lungsabfolgen durch Attribute beschrei-
ben, in unserem Szenario sind das neben 
den Aktivitäten die Zutaten und Küchen-
geräte. Diese Repräsentation mit Attri-
buten erlaubt eine fl exible Kombination, 
um neue Varianten und ganz unbekann-
te Handlungsabfolgen zu erkennen. Um 
mögliche Varianten und die Attribute von 
unbekannten Handlungsabfl ogen zu be-
stimmen, nutzen wir textuelle Beschrei-
bungen (Skripte), die sich einfach, z.B. 
mittels Crowdsourcing, sammeln lassen. 
[Abbildung 3]               :::
Abbildung 1: Beispiele fein-granulierter Küchen-
aktivitäten
Abbildung 2: Trajektorien der Gelenke zum Erkennen 
von Aktivitäten
Abbildung 3: Handlungsabfolgen repräsentiert durch 
Attribute, die mittels Skriptinformationen transferiert 
werden können
39
3D-Szenenverständnis mit monokularen Kameras
Szenenverständnis – der „heilige Gral“ 
des maschinellen Sehens
 Inspiriert vom visuellen System 
des Menschen, galt visuelles Szenenver-
ständnis vom Beginn der Forschungs-
aktivitäten an als der „heilige Gral“ des 
maschinellen Sehens. In der Anfangszeit 
wurde versucht ausgehend von Merkma-
len wie Kanten und deren Ausrichtung 
eine vollständige Szenenbeschreibung 
und Szenenerfassung mittels Bottum-
up-Methodik zu erlangen. Dabei wurde 
versucht sensornahe Merkmale zu ex-
trahieren, um diese für ein abstrakteres 
Verständnis nach und nach zu gruppie-
ren. Leider erwies sich die zuverlässige 
Extraktion dieser Low-level-Merkmale 
aufgrund ihrer begrenzten Ausdrucks-
kraft und ihrer inhärenten Mehrdeu-
tigkeiten als sehr schwierig. Als Folge 
dessen blieb Szenenverständnis trotz 
enormer Bemühungen selbst für relativ 
eingeschränkte und einfache Szenen ein 
illusorisches Ziel. Enttäuscht von den Er-
gebnissen dieser frühen Ansätze wandte 
sich die Forschungsgemeinschaft leich-
teren Teilproblemen zu und erzielte be-
merkenswerte Resultate im Bereich der 
Kamerageometrie, Bildsegmentierung, 
Objekterfassung und Objektverfolgung. 
Da die Leistungsfähigkeit dieser Algo-
rithmen beginnt ein bemerkenswertes 
Niveau zu zeigen, glauben wir, dass das 
Problem der automatischen Erschließung 
und Erfassung von 3D-Szenen aus Ein-
zelbildern und Videosequenzen neu un-
tersucht werden sollte.
Anwendungen im Bereich Robotik und 
automobiler Sicherheit
 Ohne Frage sind Anwendungssze-
narien, wie zum Beispiel mobile Service-
roboter und Fußgängerschutz im Auto-
mobilbereich, von hoher wissenschaft-
licher und wirtschaftlicher Bedeutung. 
Daher benutzen wir die Erkennung von 
Fußgängern und Fahrzeugen mit einer 
bewegten Kamera, die auf einem Auto 
oder einem Roboter montiert ist, als 
Anwendungsbeispiel für unsere Arbeit. 
Für beide Anwendungsbereiche können 
wir domänenspezifi sches Wissen wirk-
sam einsetzen. Die Kamera kann zum 
Beispiel relativ zur Umgebung kalibriert 
werden; daher ist die Kamerahöhe über 
Grund und die Ausrichtung der Kamera 
relativ zur Umgebung ungefähr bekannt. 
Darüber hinaus kann angenommen wer-
den, dass der Grund in einer lokalen 
Umgebung fl ach ist und sich alle Objek-
te auf ihm befi nden. Zusätzlich kann die 
Größe der Fußgänger sowie die Fahr-
zeughöhe als normalverteilt angenommen 
werden. Diese Annahmen stellen zusätz-
liche Nebenbedingungen dar, die es uns 
erlauben Mehrdeutigkeiten zu eliminie-
ren und das Szenenverständnisproblem 
für solche Anwendungsbereiche leichter 
zu lösen. Eine Beispielszene ist in Abbil-
dung 1 gezeigt.
Integriertes 3D-Szenenmodell
 Das von uns entwickelte System 
kombiniert a priori Wissen mit leistungs-
fähigen Objektklassendetektoren, semanti-
scher Segmentierung und dem Begriff von 
so genannten Tracklets. Objektklassen-
detektoren bestimmen die 2D-Position 
von Objekten in einem Bild; semantische 
Szenensegmentierung erkennt semanti-
sche Klassen wie Straße, Himmel oder 
Objekt für jeden Bildpunkt, während 
Tracklets Bildinformationen über meh-
rere Einzelbilder hinweg akkumulieren. 
Mit diesem Modell kann über die Zeit 
auf Grund geometrischer und dynami-
scher Konsistenz ein robusteres Ergebnis 
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 monocular-3d-scene
Abbildung 1: Das Ziel unseres System ist es, eine 
3D-Szene basierend auf einer Kombination von 
a priori Wissen und Bildfolgen einer monokularen 
Kamera zu erfassen.
Abbildung 2: 2D-Objektdetektionen, semantische 
Szenensegmentierung und Ergebnisse unserer 
3D-Szeneninferenz
erreicht werden (siehe Abbildung 2 als 
Beispiel für 2D-Detektionen, Segmen-
tierung und Systemergebnis). Durch die 
3D-Modellierung ist unser System in der 
Lage, komplexe Interaktionen, wie zum 
Beispiel Verdeckungen und physische 
Abgrenzung zwischen Objekten sowie 
geometrische Konsistenz, darzustellen. 
Unsere Ergebnisse sind ermutigend und 
zeigen, dass die Kombination der indi-
viduellen Algorithmen nicht nur die 
Erfassung eines 3D-Welt-Modells er-
laubt, sondern gleichzeitig auch die Er-
kennungsleistung der Objektklassende-
tektoren verbessert. Und obwohl wir bei 
diesem Forschungsprojekt durchweg mo-
nokulare Kameras benutzen und daher 
nicht in der Lage sind, Tiefeninformation 
aus der Disparität eines Bildpaares zu 
extrahieren, ist unsere Methode in der 
Lage, vergleichbare Stereo-Kamera-
systeme zu übertreffen.                 :::
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Gelernte visuelle Repräsentationen
 Der Fortschritt von Sensortechno-
logien erlaubt Maschinen, eine detail-
reiche Aufnahme von der Umgebung zu 
machen. Jedoch klafft eine große Lücke 
zwischen den unverarbeiteten Sensorda-
ten, die ein Computer beispielsweise von 
einer Kamera bekommt und dem seman-
tischen Verständnis eines Menschen, 
wenn dieser die selbe Szene sieht. Wir 
müssen diese Kluft überbrücken, um das 
volle Potential von Anwendungen wie der 
autonomen Robotik, der bildbasierten 
Suche und der visuellen Assistenz für 
Blinde zu entfalten.
 Das automatische Bildverstehen hat 
durch Repräsentationen, die versuchen 
Schritt für Schritt diese Diskrepanz zu 
unterbinden, große Fortschritte gemacht. 
Jedoch sehen wir trotz des beeindrucken-
den Fortschritts immer noch eine Diver-
genz zwischen den Methoden und sind 
noch weit davon entfernt mit der Adap-
tivität, Effi zienz und Effektivität der 
menschlichen Wahrnehmung gleichzu-
ziehen. Deshalb streben wir prinzipielle 
Methoden an, mit denen es uns möglich 
ist, visuelle Repräsentationen abzuleiten, 
die letztendlich an die menschliche Wahr-
nehmung heranreichen oder sie sogar 
übertreffen.
Latente Additive Merkmal Modelle
 Inspiriert durch Modelle aus der 
Dokumentenverarbeitung, haben wir 
Methoden, die automatisch Themen aus 
Texten extrahieren können, auf die vi-
suelle Domäne angewendet.Mit diesen 
können wir Objekte und Bildbereiche in 
Unterteile und Unterstrukturen zerlegen 
und visuelle Repräsentation komplett 
unüberwacht lernen. Die Anwendbar-
keit wurde durch eine Analogie zwischen 
Wörtern in der Textdomäne und lokalen 
Gradientenstrukturen in der visuellen 
Domäne ermöglicht. Abbildung 1 illus-
triert wie die Gradientenverteilung eines 
Fahrrads auf der linken Seite in Unter-
komponenten auf der rechten Seite zer-
legt wird. Wir verwenden Methoden, die 
es uns erlauben, Erwartungen über die 
unbekannten Variablen zu formulieren, 
um dieses schlecht konditionierte Lern-
problem zu lösen. Unsere Experimente 
zeigen, dass diese Art von Repräsentati-
onen gut geeignet ist für Aufgaben wie 
Objektklassenerkennung und -detektion 
und sogar gut mit Effekten wie Transpa-
renz umgehen kann.
 Kürzlich haben wir ein rekursives 
Schema defi niert, welches uns erlaubt,
hierarchische Repräsentationen basie-
rend auf dem selben Prinzip abzuleiten. 
Unsere Studien haben die Wichtigkeit 
von holistischer Inferenz beim Lernen 
dieser Repräsentationen gezeigt, im Ge-
gensatz zur sonst üblichen reinen Vor-
wärtspropagierung. 
Repräsentationen über Datendomänen 
und Sensoren hinweg
 Die schnelle Entwicklung des Inter-
nets und mobiler Geräte stellt uns reich-
haltige Informationsquellen zur Verfü-
gung. Wenn wir diese nutzen wollen, 
sehen wir uns einer großen Heterogenität 
in Sensoren, Qualität und Quantität 
gegenübergestellt. 
 Wir haben Ansätze zur Domänen-
adaption untersucht, um die Lücke zwi-
schen Daten aus dem Internet und Sen-
soren mit hoher und niedriger Qualität 
zu schließen [Abbildung 2]. Unsere Unter-
suchungen zeigen, dass einige der auf-
getretenen Probleme durch das Lernen 
einer neuen Metrik behoben werden 
können und dadurch Bilddaten aus dem 
Internet effektiver für Erkennung von 
Objekten in der realen Welt genutzt wer-
den können. Ständig werden bessere 
Sensoren in elektronische Geräte des 
Massenmarktes eingebaut. Zur Zeit sind 
wohl 3D Sensoren eines der prominen-
testen Beispiele. Unsere Untersuchun-
gen zielen darauf ab, wie 2D- und 3D-
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Repräsentationen am besten miteinander 
kombiniert werden können, um die Ob-
jekterkennung zu verbessern. Zu diesem 
Zweck haben wir Randbedingungen in 
den Objektgrößen verwendet und gezeigt 





tischen und realen Daten
 Es gibt ein steigendes Interesse an 
der Verwendung von synthetisch gene-
rierten Daten für das Training von visu-
ellen Klassifi katoren, um den Aufwand 
der Datensammlung zu verringern und 
damit mehr Daten zur Verfügung stellen 
zu können. Trotz des Fortschritts im Be-
reich der Synthetisierungstechniken un-
terscheiden sich solche Bilddaten immer 
noch sowohl visuell als auch statistisch 
von echten Bilddaten. Wir verwenden 
öffentliche und kommerziell verfügbare 
Materialsyntheseprogramme, um neue 
Beispiele für unsere Trainingsprozedu-
ren zu erzeugen. Wir haben verschie-
dene Methoden für Domänenadaption 
und Datenalinierung untersucht, um die 
Erkennung von Materialien realer und 
virtueller Daten zu unterstützen, was zu 
einer Verbesserung in der Erkennungs-
leistung von bis zu 8% führt.             :::
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Die Bioinformatik ist eine Schlüsseldisziplin 
für den schnelleren Erkenntnisfortschritt in 
den Biowissenschaften, wie Biotechnologie, 
Pharmazie und Medizin. Die Bioinformatik 
vertieft und beschleunigt mit Hilfe des Com-
puters die Planung von höchst komplexen 
biologischen Experimenten sowie die Inter-
pretation der in sehr großen Mengen anfal-
lenden Daten.
 Seit etwa 20 Jahren trägt die Bio-
informatik wesentlich zum Erkenntnis-
gewinn in den Biowissenschaften bei. 
Sie ist Teil einer Revolution der Biologie. 
Sie unterstützt Forscher bei der Planung 
von Experimenten, sammelt Daten, die 
aus allen Bereichen der Biologie stam-
men und wertet diese Daten mit compu-
tergestützten Methoden aus. Mit Hilfe 
der Bioinformatik dringen Wissenschaft-
ler bis zu den molekularen Abläufen in 
Zellen – den Grundeinheiten von leben-
den Organismen – vor, in ein komple-
xes System, das Materie, Energie und 
Information verarbeitet. Das Genom 
enthält den Bauplan der Zelle und den 
Ablaufplan ihrer Stoffwechselprozesse in 
komplex codierter Form. Um diese Zell-
prozesse zu unterhalten, müssen immer 
wieder Teile des Genoms „abgelesen“ 
werden, so etwa Gene, die zum Beispiel 
die Baupläne von Proteinen, den zellulä-
ren Molekular-Maschinen, zur Verfügung 
stellen. Das Ablesen der Gene wiederum 
wird durch komplexe molekulare Netz-
werke gesteuert. Für die Synthese von 
Proteinen und auch für ihren Abbau gibt 
es spezielle molekulare Komplexe, die 
selbst wieder detaillierter molekularer 
Steuerung unterliegen. Die Zelle wandelt 
Energie um, sie kommuniziert mit Zellen 
in ihrer Umgebung, sie nimmt unterschied-
liche Strukturen und Formen an und sie 
bewegt sich. Sie reagiert auf Änderungen 
in ihrer Umgebung, zum Beispiel auf Ver-
änderungen des Lichts, der Temperatur 
und des pH-Werts und sie wehrt Ein-
dringlinge ab. Fehlsteuerungen dieser 
Prozesse sind die molekulare Grundlage 
für Krankheiten. Therapien zielen darauf 
ab, ein verträgliches molekulares Gleich-
gewicht wieder herzustellen.
 Seit gut zehn Jahren wird die klas-
sische biologische Forschung, die bis 
dahin zumeist auf sehr eng eingegrenzte 
Teilsysteme der Zelle konzentriert war, 
durch Hochdurchsatz-Experimente er-
gänzt. Diese erfassen zellweit Daten, 
etwa durch eine umfassende Analyse des 
Genoms oder durch Messen von Häufi g-
keiten aller abgelesenen Gene (Trans-
kriptom). Erfasst werden ferner die Vari-
anten der von der Zelle verwandten Pro-
teine (Proteom) und deren Wechselwir-
kungen (Interaktom). Aus diesen Daten 
kohärente Einsichten über die Biologie 
der Zelle, die Grundlagen von Krank-
heiten sowie Ansätze für Therapien 
abzuleiten, ist eine hoch komplexe in-
formationstechnische Aufgabe. Dieser 
Herausforderung stellt sich die Bioin-
formatik. Am Max-Planck-Institut für 
Informatik wird in vielen der hier ange-
sprochenen Bereiche geforscht.
 Damit hat die Bioinformatik den 
hybriden Charakter einer Grundlagen-
wissenschaft, die frühzeitig klare An-
wendungsperspektiven defi niert. Diese 
einzigartige Eigenschaft wird durch eine 
beträchtliche Zahl von Ausgründungen 
aus bioinformatischen Forschungsgrup-
pen unterstrichen. So hat beispielsweise 
Professor Lengauer mit seinen Mitar-
beitern die Firma BioSolvelT GmbH ge-
gründet, die Software für den Entwurf 
von Medikamenten entwickelt und ver-
treibt. Zu den Nutzern dieser Software 
gehören Pharmafi rmen weltweit. 
 Das bis zum Jahr 2010 von der DFG 
geförderte Zentrum Bioinformatik Saar, 
dessen Vorsitzender Professor Lengau-
er ist, wurde unter den fünf Zentren in 
Deutschland bei der letzten Bewertung 
(2007) als führend in der Forschung 
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Proteinstruktur und -wechselwirkungen
Proteine als biologische Maschinen
 Proteine sind biologische Moleküle, 
die die Prozesse des Lebens umsetzen: 
Sie sind katalytische Maschinen, deren  
Bauplan in DNS codiert ist. Dabei hat 
jedes Protein eine oder mehrere spezifi -
sche funktionale Rollen im Organismus. 
Sie sind dazu in der Lage, weil sie aus 
Ketten von Aminosäuren bestehen, die 
sich jeweils in eine komplexe dreidimen-
sionale Struktur falten. So werden ein-
dimensionale Informationen in der DNS 
in dreidimensionale Proteinstrukturen 
übersetzt. Die spezifi sche Art, wie sich 
jedes Protein faltet, wird von den physi-
kalischen und chemischen Eigenschaften 
der Aminosäuren bestimmt, aus denen es 
besteht. In der Strukturbiologie hat man 
umfassende Daten über 3D-Strukturen 
von Proteinen gesammelt, die sich mit 
bioinformatischen Methoden analysie-
ren lassen. 
 Wenn wir die oben beschriebenen 
Konzepte von Strukturen auf Mechanis-
men ausweiten, dann ist ein einzelnes 
Protein keine Maschine, sondern Teil ei-
nes Fließbandes, das spezifi sche Aktionen 
ausführt, um ein übergreifendes Ziel zu 
erreichen. Deshalb setzen sich Proteine 
häufi g zu Komplexen zusammen, um ihre 
Aufgaben zu erfüllen. Diese Komplexe 
können hundertfach größer sein als ein 
einzelnes Protein. Die Vorhersage und 
die Analyse der Eigenschaften von Prote-
inkomplexen zählen zu den wichtigsten 
Aufgaben der Struktur-Bio-informatik.
Strukturelle Bioinformatik viraler 
Systeme
 Viren befallen die Zellen höherer 
Organismen und nutzen diese um sich zu 
vervielfachen. Viren sind kleine Systeme, 
im wesentlichen verpackte Erbinforma-
tion. Sie bestehen in der Regel aus nur 
10 bis 20 Arten von Proteinen. Mit die-
sem begrenzten Instrumentarium bauen 
sie ein komplexes Wechselwirkungsnetz-
werk mit der Wirtszelle auf und nut-
zen ihre Mechanismen zur Reprodukti-
on. Die Mechanismen zum Kopieren der 
viralen Genome neigen zu Fehlern; sie 
bringen dabei Varianten hervor, durch 
die die Viren dem ständigen Selektions-
druck, der vom Immunsystem der Wirts-
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zelle und den verabreichten Medika-
menten ausgeübt wird, zügig ausweichen 
können. Der Umfang der in Laboren und 
Krankenhäusern erhältlichen Daten über 
die Varianten der Genom- und Protein-
sequenzen in den Viren ist daher beein-
druckend. Diese Informationen machen 
virale Systeme zu einem einzigartigen 
Gegenstand für die bioinformatische 
Forschung. Hier kann man gleichzeitig 
etwas über Evolution lernen und Patien-
ten helfen: Die bei verschiedenen Pati-
enten isolierten Proteinsequenzen der 
Virenstämme liefern wertvolle Informati-
onen für die Behandlung. Dies zeigt bei-
spielsweise der richtungweisende Ansatz 
„geno2pheno“ unseres Instituts (siehe 
„Bioinformatische Unterstützung von 
HIV-Therapie“ von Thomas Lengauer).
 Durch die Berücksichtigung von 
Strukturinformationen in der Analyse 
können wir verstehen, wie die Varianten 
der Sequenzen die Funktion des Proteins 
und seine Wechselwirkungen mit seinen 
Partnern beeinfl ussen. So kann beispiels-
weise eine Mutation des aktiven Zentrums 
des Proteins die katalytische Fähigkeit 
des Proteins unterbinden, während eine 
andere Mutation in der Nähe dieses Be-
reichs nur die Stärke seiner Bindung 
an einen Wirkstoffmolekül verringert. 
Eine Mutation, die an einer Wechselwir-
kungsschnittstelle mit einem Wirtspro-
tein stattfi ndet, kann die Bindung des 
Virusproteins an seinen zellulären Bin-
dungspartner in der Zelle verhindern und 
das mutierte Virus wird sich dann nicht 
reproduzieren.
Eine integrierte Analyse der Sequenzen 
und Strukturen von Virenproteinen
 In unserer Arbeit untersuchen wir 
die Sequenzen von viralen Proteinen in 
ihrem strukturellen Kontext und umge-
kehrt. Wir extrahieren Sequenzeigen-
schaften, die typisch für Viren mit be-
stimmten Eigenschaften sind (z.B. Arz-
neimittelresistenz) und analysieren die 
Strukturen der entsprechenden Protei-
ne, um den Mechanismus verstehen zu 
können. Wir haben eine Analyse von HI-
Viren durchgeführt, die sich gezielt mit 
einem der beiden Proteine (CCR5 oder 
CXCR4) an der Oberfl äche der mensch-
lichen Immunzelle verbinden, die das Vi-
rus zur Reproduktion befallen muss. Wir 
haben die beteiligten Viren- und Zell-
proteine nachgebildet und sind zu der 
Erkenntnis gelangt, dass die elektrostati-
sche Ladung bei dieser Wechselwirkung 
eine entscheidende Rolle spielt. Die La-
dung wird vermutlich durch die post-
translationale Glykosylierung des 
viralen Hüllproteins verliehen (wobei ein 
Zuckermolekül an das Protein angehängt 
wird, nachdem das Protein von der Wirts-
zelle produziert worden ist), was wiede-
rum von großer Bedeutung für die Ent-
wicklung von Impfstoffen ist.
 Ausgehend von den umfassenden 
Daten zur HIV-Resistenz haben wir eine 
Methode zur computergestützten Unter-
suchung der Bindungsstärke zwischen der 
HIV-Protease von verschiedenen Viren-
stämmen und ihren Inhibitoren (Arznei-
mitteln, die an das Protein binden, um die 
Reproduktion der Viren zu blockieren) 
entwickelt, was die Medikamentenent-
wicklung erheblich unterstützen kann. :::
Ladungsabhängige Wechselwirkung zwischen 
CCR5 und CXCR4 und ihren Liganden oder dem 
HIV-Hüllprotein
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Bioinformatische Unterstützung von HIV-Therapie
 Die Vermeidung und Kontrolle von 
viraler Resistenz ist das zentrale Ziel bei 
der Auswahl von medikamentösen Thera-
pien gegen virale Infektionen. HIV, zum 
Beispiel, gibt es in Millionen von Varian-
ten. Um die Vervielfältigung der Viren 
im Körper des Patienten zu unterbinden, 
werden Kombinationen von Medikamen-
ten aus einer Grundmenge von über zwei 
Dutzend Medikamenten zusammenge-
stellt [siehe Abbildung 1]. Die wesentliche 
Information für die Auswahl ist der virale 
Genotyp, der mit Methoden der Genom-
sequenzierung aus Blutproben des Pati-
enten ermittelt werden kann. Aus dem 
Genotyp kann mit bioinformatischen 
Methoden der virale Resistenz-Phänotyp 
ermittelt werden. Hierbei gibt es zwei 
Ansätze. Der erste besteht darin, von 
Experten manuell bestimmte Regeln zur 
Ermittlung des Phänotyps aus dem Ge-
notypen in rechnergestützten Experten-
systemen zur Anwendung kommen zu 
lassen. Der zweite systematischere An-
satz besteht in der Ermittlung des viralen 
Phänotyps aus einer geeigneten Menge 
klinischer Daten über die virale Resis-
tenz. Am Max-Planck-Institut für Infor-
matik verfolgen wir den zweiten Ansatz. 
Unsere Arbeit der letzten zwölf Jahre hat 
zu dem geno2pheno System geführt, das 
im Internet unter www.geno2pheno.org frei 
verfügbar ist und in Deutschland und 
Europa zur Behandlung von AIDS-Pati-
enten eingesetzt wird. Analyseangebote 
des geno2pheno Servers haben Eingang 
in die europäischen Richtlinien zur Be-
handlung von AIDS-Patienten mit be-
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stimmten Wirkstoffen gefunden. Im Jahr 
2010 wurde die Arbeit an geno2pheno 
mit dem AIDS Forschungspreis der 
Heinz-Ansmann Stiftung gewürdigt.
Die Klasse der Analyseangebote von 
geno2pheno, die in die klinische Praxis 
Eingang gefunden haben, kann man als 
virtuelle Phänotypen bezeichnen. Unter 
einem virtuellen Phänotyp versteht man 
eine bioinformatische, also rechnerge-
stützte Prozedur, die das Ergebnis eines 
Laborexperiments schätzt, das für die 
Behandlung des Patienten informativ 
ist, also als Begleitdiagnostik bei der 
Medikamentenauswahl dienen kann. 
 Das Laborexperiment selbst ist da-
bei in der Regel in der Klinik nicht ein-
setzbar, sei es, weil es zu teuer, zu lang-
wierig, oder weil es zu unzugänglich ist. 
Deshalb wird ein solches Experiment nur 
in einem begrenzten Forschungsszenario 
durchgeführt, um eine ausreichende 
Datenmenge zu erhalten, auf deren Basis 
der virtuelle Phänotyp entwickelt werden 
kann. Geno2pheno stellt diverse virtu-
elle Phänotypen zur Verfügung, die als 
Begleitdiagnostik für die Verabreichung 
von bestimmten AIDS-Medikamenten 
dienen.
 Darüber hinaus bietet geno2pheno 
bereits eine zweite Generation bioinfor-
matischer Unterstützung der Therapie-
auswahl an. Diese Systeme ermitteln 
nicht nur die virale Resistenz gegen ein-
zelne Wirkstoffe, sondern bewerten eine 
Therapie aus einer Kombination von 
Wirkstoffen insgesamt. Dabei wird auch 
in Betracht gezogen, wie schwierig es 
für das Virus ist, zukünftig Resistenz 
gegen die Therapie zu entwickeln. Diese 
zweite Generation von Vorhersagesyste-
men befi ndet sich noch in einem For-
schungsstadium und hat bisher keinen 
Eingang in die klinische Praxis gefunden. 
Gründe hierfür bestehen in einer noch 
nicht hinreichenden Validierung der Ver-
fahren. Ferner kann die Genauigkeit der 
Verfahren weiter verbessert werden, un-
ter anderem durch die Hinzunahme zu-
sätzlicher Information, zum Beispiel über 
die bisherige Abfolge der Therapien des 
Patienten oder über sein genomisches 
Profi l, vor allem das seines Immunsys-
tems. Schließlich aber sind die Vorher-
sagen bisher auch nicht interpretierbar 
genug. Der Behandler erwartet von einer 
bioinformatischen Methode nicht nur 
das Vorhersageergebnis, sondern auch 
eine  Argumentation, die das Ergebnis 
dem Benutzer plausibel macht. Die For-
schung zur Verbesserung der Vorhersa-
gesysteme der zweiten Generation bildet 
zurzeit einen Fokus in unserer Arbeit.
 Neue Sequenzierungstechniken er-
möglichen die Aufl ösung praktisch der 
gesamten Virenpopulation im Patienten 
(siehe auch „Neue Angriffspunkte gegen 
HIV“, Seite 47 und „Analyse von viralen 
Genomen mittels neuer Sequenzierungs-
verfahren“, Seite 46). Auf der Basis dieser 
Daten kann eine genauere Vorhersage 
des Therapieerfolges gemacht werden. 
Wenn die Anzahl der resistenten Viren 
ein gewisses Maß überschreitet, ist von 
der Therapie abzuraten [Abbildung 2].    :::
Abbildung 1: Millionen 
von HIV-Varianten stehen 
hunderte von Kombinations-
therapien aus über zwei 
Dutzend Wirkstoffen gegen-
über. Die Auswahl profi tiert 
von der Unterstützung durch 
den Rechner.
Abbildung 2: HIV Partikel, 
die von einer befallenen 
Immunzelle (unten rechts) 
abknospen (courtesy 
Prof. Schneweis, Bonn)
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Analyse von viralen Genomen mittels neuer Sequenzierungsverfahren
 Die Erforschung von Virusinfek-
tionen basiert in starkem Maße auf der 
Analyse der Genomsequenzen des Virus 
und seines menschlichen Wirtes. Diese 
Genomsequenzen sind die Grundlage 
für das Verständnis des komplexen mole-
kularen Zusammenspiels zwischen dem 
Krankheitskeim und dem Patienten, ein 
Wissen, das sowohl für die Entwicklung 
von Medikamenten als auch für die Op-
timierung von Therapien wichtig ist. Die 
Einführung von neuen Sequenzierungs-
verfahren führte zu einer starken Verrin-
gerung der Kosten und einem entspre-
chenden Ansteigen des Durchsatzes bei 
der Sequenzierung. Die Speicherung, 
Analyse und Interpretation von Sequenz-
daten stellen die Forscher jedoch vor 
neue technische und methodische Pro-
bleme. In letzter Zeit wurde deutlich, 
dass das hauptsächliche Hindernis für 
den Fortschritt in der Hochdurchsatz-
Genomforschung nicht die begrenzte 
Verfügbarkeit von Patientenproben oder 
Sequenzierungsgeräten ist. Vielmehr 
fehlen automatische Software-Werkzeuge 
und gut ausgebildete Bioinformatiker, die 
in der Lage sind, die Flut an Daten zu 
analysieren.
Standardisierung der viralen Sequenz-
analyse mit Virana
 Virale Genome weisen häufi g einen 
sehr komplexen Genotyp aufweisen. Da-
her sind herkömmliche Software-Werk-
zeuge und Analysemethoden, die zur 
Untersuchung menschlicher Genome 
entwickelt wurden, für die Analyse von 
Viren nur bedingt geeignet. Ziel unserer 
Forschung ist es, diese Verfahrenslücke 
durch die Entwicklung von „Virana“ zu 
schließen, einem Softwarepaket und da-
zugehörigem Webservice für die Unter-
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suchung viraler Sequenzdaten. Virana ist 
speziell auf die klinische Datenanalyse 
zugeschnitten und kann sowohl mit dem 
komplexen viralen Genotyp wie auch mit 
der Besonderheit der zeitlichen Abfolge 
antiviraler Therapien umgehen. 
Sequenzdynamik des Hepatitis-C-Virus
 Virana wird gegenwärtig bei unse-
ren Kooperationspartnern an der Univer-
sitätsklinik Frankfurt im klinischen Um-
feld angewendet, um die Anpassung des 
Hepatitis-C-Virus an eine neue Medika-
tion zu untersuchen. Die Charakterisie-
rung des äußerst komplexen Genotyps 
dieses Virus ist für die Untersuchung 
neuartiger Resistenzmechanismen wich-
tig, die das Virus entwickelt, um der Be-
handlung mit antiviralen Medikamenten 
zu entgehen. Die einzigartigen Metho-
den, die Virana bietet, gestatten es den 
Forschern, aus den Sequenzdaten sta-
tistische Rückschlüsse auf genotypische 
Marker, wie etwa seltene Sequenzvari-
anten und Genom-Haplotypen, zu zie-
hen. Diese Marker können im Verlauf 
einer Infektion verfolgt und mit phäno-
typischen Werten, wie zum Beispiel dem 
Therapieerfolg, kombiniert werden. Die 
sich daraus ergebenden Erkenntnisse 
über die Evolution des Virus helfen, 
klinische Entscheidungen zum Wohle 
des Patienten zu treffen. Die Ergebnisse 
solcher und ähnlicher Analysen fi nden 
dann in unserem Softwaresystem geno2-
pheno[hcv] Eingang, einem kostenlosen 
Webservice, der Ärzte bei der Bestim-
mung von viralen Resistenzen gegen 
Wirkstoff-Therapien unterstützt [siehe 
Abbildung]. Damit können wichtige Er-
kenntnisse der personalisierten Genom-
forschung zum Wohle des Patienten ge-
nutzt werden.
Modifi kation des natürlichen Verlaufs 
einer chronischen Infektion
 Ein weiteres Anwendungsgebiet 
von modernen Sequenzierungsverfahren 
ist die Untersuchung der komplexen In-
teraktion eines Virus mit dem Immun-
system des Patienten anhand des viralen 
Genomes. Zum Beispiel wird der natür-
liche Verlauf einer Hepatitis B Infektion 
in vier Phasen unterteilt. Die immun-
tolerante Phase und die inaktive Phase 
zeichnen sich durch einen gutartigen 
Verlauf der Infektion aus, wohingegen 
die immunaktive Phase und die reak-
tivierte Phase mittelfristig mit hoher 
Wahrscheinlichkeit zu einer schwerwie-
genden Schädigung der Leber führen. 
Trotz intensiver Forschung wissen wir 
bisher nur sehr wenig über die Faktoren, 
welche einen Phasenübergang z.B. von 
der inaktiven Phase zur reaktiven Phase 
verursachen. Zusammen mit unseren 
Kooperationspartnern am Universitäts-
klinikum Düsseldorf analysieren wir die 
gesamte virale Population innerhalb eines 
Patienten zu verschiedenen charakteristi-
schen Zeitpunkten. Wir hoffen, auf diese 
Weise Indikatoren für einen Phasenüber-
gang zu erkennen und diesen vorhersa-
gen zu können. Mit diesem Wissen sol-
len anstehende Phasenübergänge durch 
die Verabreichung einer geeigneten Me-
dikation verhindert werden. So könnten 
in Zukunft schwere Folgeerkrankungen 
einer Hepatitis B Infektion mit minima-
lem Medikamenteneinsatz teilweise ver-
mieden werden.    :::
Auszug aus dem Webservice geno2pheno[hcv]
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 34 Millionen Menschen waren laut 
Weltgesundheitsorganisation (WHO) 
im Jahr 2011 weltweit mit HIV infi ziert. 
Etwa 1,7 Millionen Menschen sind im 
gleichen Jahr an AIDS gestorben – da-
runter auch 230.000 Kinder. Die Zahl 
der HIV-Neuinfektionen lag 2011 laut 
WHO weltweit etwa bei 2,5 Millionen. 
Um diesem Problem entgegenzuwirken, 
sind präventive Maßnahmen unumgäng-
lich. In der HIV-Impfstoff-Forschung ist 
es in den letzten Jahren zu einigen wich-
tigen Fortschritten gekommen. So gelang 
es zum Beispiel Walker und Kollegen, 
Antikörper zu isolieren, die sehr viele 
verschiedene HIV-Stämme binden und 
damit neutralisieren können. Da eine 
HIV-Infektion bisher nicht heilbar ist, 
konzentriert sich ein Großteil der HIV-
Forschung darauf, die Symptome der 
infi zierten Patienten mit Hilfe von anti-
retroviralen Medikamenten zu lindern 
und deren Leben zu verlängern. Eine 
neue Klasse von antiretroviralen Medi-
kamenten gegen HIV ist die der so ge-
nannten Eintritts-Hemmer. 
Vorhersage von HIV Corezeptornutzung 
aus der viralen Genomsequenz
 Bevor ein HIV-Eintrittshemmer 
verschrieben werden kann, muss festge-
stellt werden, ob er für die Virenpopula-
tion in dem jeweiligen Patienten geeignet 
ist. HI-Viren können eins von mehreren 
zellulären Oberfl ächenproteinen, den so 
genannten Corezeptoren, zum Zelleintritt 
nutzen. Da es bisher lediglich Eintritts-
hemmer gibt, die den CCR5-Corezeptor 
blockieren, können nur Patienten mit 
Eintrittshemmern behandelt werden, die 
hauptsächlich Viren beherbergen, die nur 
mit Hilfe dieses Corezeptors in die Zelle 
gelangen können. Um dies festzustellen, 
verwenden wir den Ansatz, der im Arti-
kel „Bioinformatische Unterstützung von 
HIV-Therapie“, Seite 45 näher beschrie-
ben ist. Hierfür ist jeweils nicht die ge-
samte genetische Sequenz der HI-Viren 
notwendig, sondern nur die genetische 
Sequenz der so genannten V3-Schleife – 
eines Teils des Proteins von HIV, das in 
der Virenhülle steckt und beim Zell-
eintritt an den Corezeptor bindet. Wir 
haben gezeigt, wie man direkt aus den 
komplexen Daten der neuen Sequenzier-
verfahren lernen kann, um die Vorher-
sage der Corezeptornutzung und damit 
auch die Entscheidung, ob der Eintritts-
hemmer verschrieben werden kann, zu 
verbessern. Wir konnten so auch ein sta-
tistisches Modell ableiten, um das Wis-
sen, das man mit den neuen hochauf-
gelösten Daten erworben hat, auf die 
Vorhersage der Corezeptornutzung ba-
sierend auf Daten zu verbessern, die mit 
der ursprünglichen Sequenziermethode 
erhalten werden. Dies ist insbesondere 
wichtig, da viele Kliniken noch keinen 
Zugang zu den neuen Sequenzierern 
haben. Zusätzlich konnten wir wichtige 
Positionen in der V3-Schleife fi nden, die
aussagekräftig für die jeweilige Corezep-
tornutzung sind. Dies kann Hinweise da-
rauf geben, wie die Interaktion zwischen 
V3-Schleife und Corezeptor abläuft, und 
vielleicht weitere Angriffspunkte gegen 
HIV aufzeigen.
Analyse von verschiedenen Antikörpern 
gegen HIV
 Ein wichtiger Schritt in Richtung 
eines universellen Impfstoffes gegen HIV 
ist die Untersuchung der Eigenschaften 
von Antikörpern, die das Virus neutrali-
sieren können. Um die Wirksamkeit po-
tentieller Kandidaten zu untersuchen, 
werden im Labor Tests durchgeführt, die 
zeigen, welche HIV-Stämme von einem 
bestimmten Antikörper neutralisiert wer-
den können. Hierzu werden Virenstäm-
me verwendet, die die Diversität der ver-
schiedenen in der Welt vorkommenden 
Varianten so gut wie möglich abdecken. 
Mit unseren Analysen haben wir gezeigt, 
dass bestimmte Virenstämme in diesem 
Zusammenhang weniger wichtig sind als 
andere, und dass bestimmte Antikörper 
gerade diese Stämme, die nicht relevant 
sind, nicht gut neutralisieren kännen. 
Dies führt dazu, dass diese Antikörper in 
den Bewertungen schlechter dastehen, 
als sie eigentlich sind. Die Forschungs-
ergebnisse können dazu beitragen, die 
Antikörpertests zu verbessern und sind 
damit ein wichtiger Schritt auf dem Weg 
zur Entwicklung eines universell einsetz-
baren Impfstoffes gegen HIV.              :::
Ergebnisvisualisierung der Vorhersagemethode: Zusätzlich zu der verbesserten Vorhersagemethode wurde 
auch eine neuartige Visualisierung entwickelt, die zeigt, welche Aminosäuren an welcher Position einen 
besonderen Einfl uss auf die Vorhersage hatten. Ein roter Buchstabe bedeutet, dass der Patient das Medikament 
eher nicht nehmen sollte, ein grüner steht für Unbedenklichkeit. Die Sequenz ist ein Beispiel für eine V3-
Schleifensequenz eines Virus, das nicht mit dem Eintrittshemmer behandelt werden sollte.
48 B I O I N F O R M A T I K
Netzwerke und Phylogenien – verstehen, wie sich Krankheiten ausbreiten 
und entwickeln
Netzwerkmodelle für die Ausbreitung 
von Krankheiten
 Netzwerke, in denen Knoten Indi-
viduen oder Gruppen darstellen und 
Kanten ihre Verbindungen, sind zu füh-
renden mathematischen Darstellungs-
strukturen der Übertragung von Krank-
heiten geworden, da sie die Heteroge-
nität menschlicher Kontakte erfassen 
können. Die Struktur des Netzwerks hat 
dabei einen starken Einfl uss auf die Aus-
breitung der Krankheit. Abhängig von 
den Besonderheiten der betrachteten 
Krankheit können verschiedene Netz-
werkstrukturen verwendet werden. 
 Die Kleine Welt ist ein gängiges 
Modell zur Darstellung sozialer Kon-
takte. Es stellt die Gesellschaft als eine 
Ansammlung von kleinen Gruppen dar, 
deren Mitglieder in engem Kontakt zu-
einander stehen und über Knoten, d.h. 
Brücken zwischen den Gruppen, mitei-
nander verbunden sind. Die Lösung zur 
Vermeidung der Krankheitsausbreitung 
in solchen Netzwerken besteht darin, die 
Brücken, über die sich die Krankheit von 
einer Gruppe auf die nächste ausbreitet, 
zu identifi zieren. Wir haben herausge-
funden, dass die Brückenknotenpunkte, 
die für die Krankheitsausbreitung in den 
Netzwerken dieser Kleinen Welt ent-
scheidend sind, über eine einfache mor-
phologische Messzahl, die K-Shell, ge-
funden werden können. Unsere Arbeit 
hat weiterhin ergeben, dass Eingriffe, 
z.B. Impfungen an diesen Knoten, eine 
Ausbreitung der Krankheit auf das ganze 
Netzwerk effektiv verlangsamen oder gar 
verhindern können. Wenn beispielsweise 
öffentliche Einrichtungen wie Schulen 
und Spielplätze in einem solchen Netz-
werk als Knoten abgebildet werden, kön-
nte die Methode feststellen, welche Ein-
richtungen geschlossen werden müssten, 
um zu verhindern, dass sich die ausge-
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brochene Krankheit ausbreitet. Ein wei-
teres bekanntes Modell ist das Skalen-
freie Netzwerk. Dieses Modell stellt die 
Tatsache in den Vordergrund, dass ein 
paar Knoten viele Verbindungen haben, 
während die meisten Knoten peripher 
sind und nur über ein paar Verbindungen 
verfügen. Die meisten neuen oder auf-
keimenden Krankheiten kommen von der 
Peripherie in das Netzwerk. Wir haben 
erstmals auf der Grundlage der lokalen 
Kontaktstruktur eines Knotens eine 
Messzahl dafür entwickelt, wie leicht ein 
individueller Knoten das restliche Netz-
werk infi zieren kann. Kurz gesagt zeigen 
unsere Ergebnisse, dass die Ausbreitungs-
stärke eines Knotens nicht von der An-
zahl seiner Verbindungen abhängt, son-
dern eher von der Anzahl der Verbindun-
gen seiner Kontakte.
Phylogenie
 Viele Krankheitserreger entwickeln 
sich so schnell, dass messbare genetische 
Veränderungen in derselben Zeitspanne 
wie die Krankheitsübertragungen statt-
fi nden. Die Phylogenie, das heißt der 
Stammbaum der Erreger, stellt also ein 
entscheidendes Hilfsmittel zur Untersu-
chung von Krankheitsdynamiken dar.
 In den letzten fünf Jahren konn-
te man beobachten, dass die Phylodyna-
mik, also die Analyse der geographischen 
Ausbreitung eines sich verändernden 
Erregers, zunehmend angewandt wurde, 
um zu verstehen, wie sich HIV ausbrei-
tet. Unsere Publikation vom August 2012 
in Medical Microbiology and Immuno-
logy „Endogenous or exogenous spreading 
of HIV-1 in Northrhine-Westphalia, Ger-
many, investigated by phylodynamic ana-
lysis of the Resina cohort“ zeigte, dass die 
HIV-Infektion starke endogene Wurzeln 
in dieser Region hat. Zur Zeit rekonstru-
ieren wir mittels der Daten des EURE-
SIST-Konsortiums Übertragungscluster. 
Diese Daten erfassen ganz Europa, was 
dies zur bisher größten europaweiten 
Studie macht. Die vorläufi gen Ergebnisse 
lassen auf niedriges geographisches 
Mischverhalten und kleine Intervalle 
zwischen den Übertragungen schließen. 
 Mit Genomsequenzierungstech-
nologien können wir die gesamte Viren-
population, die sich in einem Patienten 
befi ndet, untersuchen. Oftmals spiegeln 
diese Daten mehrere Zeitpunkte wieder. 
Dies eröffnet beispiellose Möglichkeiten 
zum Verständnis der Entwicklung der 
Viren innerhalb einer Wirtszelle. Aller-
dings widerspricht die Datenstruktur 
vielen grundsätzlichen Annahmen tradi-
tioneller phylogenetischer Methoden. 
Wir arbeiten gerade intensiv an der Ent-
wicklung geeigneter Hilfsmittel, die auf 
die Entwicklung der Medikamentenre-
sistenz des Hepatitis-C-Virus (HCV) 
angewandt werden können.
 Phylogenetische Methoden verfü-
gen über Anwendungsmöglichkeiten, die 
weit über das Verständnis sich schnell 
entwickelnder Erreger hinausreichen; 
sie werden in allen biologischen Berei-
chen angewandt. Dennoch stecken die 
verfügbaren Methoden und Hilfsmittel 
immer noch in ihren Kinderschuhen. 
Diejenigen, die mit großen Daten zu-
rechtkommen, vernachlässigen wich-
tige Feinheiten. Bayessche Methoden 
berücksichtigen diese Feinheiten, kön-
nen aber nur mit kleinen Datenmengen 
umgehen. Ein hybrider Ansatz aus den 
Bayesschen und Maximum-Likelihood-
Methoden, welchen wir gerade entwi-
ckeln, könnte eine schnelle Bayessche 
Einschätzung großer Phylogenien er-
möglichen.                 :::
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Kartierung von Epigenomen
 Die Epigenetik ist ein Forschungs-
gebiet, das heute im Zentrum der welt-
weiten Aufmerksamkeit liegt. Der Grund 
hierfür ist, dass nach der Sequenzierung 
des menschlichen Genoms vor gut zehn 
Jahren schnell klar wurde, dass wesent-
liche Aspekte der Zellregulation nicht 
direkt aus der genomischen DNS abzu-
lesen sind – denn diese ist ja in allen 
Zellen gleich. Dabei handelt es sich vor 
allem um solche Aspekte, in denen sich 
verschiedene Gewebe voneinander un-
terscheiden – etwa kranke von gesun-
den Zellen – und in denen sich zentrale 
biologische Prozesse wie die Antwort auf 
Stress und das Altern manifestieren. 
 Diese Aspekte der Zellregulation 
gehen auf die dynamische Organisation 
des Genoms im Zellkern zurück, die auf 
chemischen Modifi kationen der geno-
mischen DNS und des sie umgebenden 
Molekülgerüsts aus Proteinen basieren. 
Mit in den letzten zwei Jahrzehnten ent-
wickelten molekularbiologischen Tech-
niken können diese Modifi kationen ge-
nomweit vermessen werden. Damit ist 
ihre Gesamtheit – das sogenannte Epige-
nom – kartierbar.
 Während ein Mensch nur ein Ge-
nom hat, hat er dementgegen viele Epi-
genome. Im Prinzip unterscheiden sich 
die Epigenome in allen der etwa 200 
Gewebetypen des Organismus; darüber 
hinaus unterscheiden sie sich in jedem 
Zelltyp in gesunden und krankhaft ver-
änderten Zellen. Die Kenntnis des Epi-
genoms gilt als Voraussetzung für das 
Verständnis der Prozesse in dem betref-
fenden Zelltyp. Aus diesem Grund wur-
de vor einigen Jahren das International 
Human Epigenome Consortium (IHEC) 
gegründet – ein weltweiter Zusammen-
schluss von Wissenschaftlern mit dem 
Ziel, in den nächsten fünf Jahren min-
destens 1000 Epigenome von menschli-
chen Zellen zu kartieren.
 Das Max-Planck-Institut für Infor-
matik ist an zwei Stellen an IHEC betei-
ligt. Zum einen ist es Partner im BLUE-
PRINT Projekt der EU. Dieses Projekt 
mit einer EU Fördersumme von 30 Mio 
Euro, der größten an ein einzelnes Pro-
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jekt im Bereich der Biologie verliehenen 
Summe, hat zum Ziel, 100 Epigenome 
von Zellen der Blutlinie (hämatopoeti-
sche Zellen), sowohl von kranken (haupt-
sächlich bösartig veränderten) als auch 
gesunden Zellen, zu kartieren. Zum an-
deren ist es Partner im Deutschen Epi-
genom Programm (DEEP), dem vom 
BMBF mit rund 20 Mio Euro fi nanzierten 
deutschen Beitrag zu IHEC. In DEEP 
werden vor allem Stoffwechsel- und Im-
munkrankheiten untersucht und weitere 
70 Epigenome kartiert. Das Max-Planck-
Institut koordiniert den Bioinformatik-
bereich von DEEP.
 Neben der Kartierungsarbeit selbst 
umfassen die Forschungsarbeiten natür-
lich auch die biologische Interpretation 
der Daten. Dazu gehört das Auffi nden 
von epigenetischen Mustern, die charak-
teristisch für bestimmte Krankheitstypen 
und -stadien sind. 
 Zu diesem Zweck werden am Max- 
Planck-Institut für Informatik seit Jahren 
Softwaresysteme entwickelt, die weltweit 
eingesetzt werden (siehe „EpiExplorer 
und RnBeads – integrative Methoden zur 
Analyse epigenomischer Daten“ Seite 90). 
Neben der Entwicklung solcher Software 
ist das Max-Planck-Institut für Informatik 
auch an Validierungsstudien beteiligt, in 
denen die Software eingesetzt wird, um 
aus epigenetischen Daten neue biologi-
sche Erkenntnisse zu gewinnen. So konn-
ten in einer im Jahre 2012 veröffentlich-
ten Studie die Ursprungsgewebe von 
einer Reihe von verschiedenen bösartigen 
Tumoren identifi ziert werden, die im 
Patienten nur noch in gewebsfremden 
Metastasen zu fi nden waren. Eine solche 
Gewebsbestimmung ist zentral für eine 
effektive Tumortherapie.                :::
Die Methylierung der DNS beeinfl usst, wie gut diese für die Lesemaschinerie der Zelle zugänglich ist.
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Software soll verlässlich sein. Das wichtigste 
Kriterium für die Verlässlichkeit einer Soft-
ware ist die Korrektheit. Fast genauso wichtig 
aber ist oft die Performanz: Eine korrekte Ant-
wort, die man nicht rechtzeitig bekommt, ist 
nicht hilfreich. Die Suche nach Korrektheits- 
und Performanzgarantien ist eine abteilungs-
übergreifende Fragestellung am Max-Planck-
Institut für Informatik.
 Computer sind heute ein allgegen-
wärtiger Teil unseres Lebens. Wir be-
nutzen sie ständig – teils bewusst, wie 
den Computer auf dem Schreibtisch, 
teils unbewusst, wie die elektronische 
Steuerung im Auto, im Flugzeug oder in 
der Waschmaschine. Je mehr wir unser 
Leben abhängig von Software machen, 
umso mehr stellt sich die Frage, ob das 
Vertrauen, das wir in diese Produkte set-
zen, gerechtfertigt ist. Die Beantwortung 
dieser Frage ist insbesondere deshalb so 
schwierig und komplex, weil Software 
nicht robust ist. Ein einziger Fehler in 
einer Zeile eines Programms mit meh-
reren hunderttausend Zeilen oder eine 
kleine Änderung in der Berechnungswei-
se des Prozessors kann dazu führen, dass 
das Programm als Ganzes abstürzt und 
nicht mehr funktioniert. Ein weiterer 
häufi ger Fehler ist das Ignorieren seltener 
aber möglicher Eingaben mit der Folge, 
dass eine jahrelang zuverlässig arbeitende 
Software plötzlich ein falsches Ergebnis 
generiert. 
 Die Gewährung von Garantien wird 
darüber hinaus noch komplexer, wenn 
wir nicht nur ein einzelnes Programm, 
sondern ein System von Programmen 
untersuchen, in dem die Teile selbstän-
dig aber auch miteinander agieren und 
dabei verschiedene Ziele verfolgen. In 
dem Artikel „Der Umgang mit Egoismus 
in der Optimierung“, Seite 56, wird genau 
diese Situation untersucht. Ein Beispiel 
dafür sind auch unsere aktuellen Internet-
provider, die sich auf der einen Seite ver-
pfl ichtet haben, jeglichen Internetver-
kehr weiterzuleiten, aber im Sinne einer 
Profi toptimierung den Datentransfer von 
gut zahlenden Kunden bevorzugen wollen.
 Garantien für geometrische Berech-
nungen sind insbesondere deshalb wich-
tig, weil heute fast jede größere Maschi-
ne, wie beispielsweise ein Flugzeug, am 
Computer konstruiert wird. Verklemmt 
sich z. B. auf Grund eines Berechnungs-
fehlers das Ruder eines Flugzeugs im 
Laufe seines Lebenszyklus, so ist das 
keine wünschenswerte Situation. Der 
Artikel „Exaktes Lösen von algebraischen 
Gleichungssytemen und ihre Anwendung 
im geometrischen Rechnen“, Seite 52, 
beschreibt, welcher Aufwand für ein ex-
aktes Rechnen im Geometriekontext tat-
sächlich notwendig ist. Um allgemeine 
Garantien von Programmen unabhängig 
von konkreten Problemstellungen zu ge-
währen, bedarf es deduktiver Methoden, 
die es erlauben, die gewünschten Eigen-
schaften aus dem Programm herzuleiten. 
Dazu sind sowohl automatische Beweis-
verfahren, wie sie im Artikel „Automati-
sches Beweisen“, Seite 53,  diskutiert 
werden, als auch Techniken notwendig, 
um die verwendeten Theorien, insbeson-
dere die der Arithmetik, beherrschen zu 
können. Dieser Aspekt wird in dem Ar-
tikel „Quantorenelimination – auch Aus-
sagen kann man ausrechnen“, Seite 57, 
behandelt. Eine gezielte Anwendung 
von Beweisverfahren zur Überprüfung 
von Ergebnissen beschreibt der Artikel 
„Zertifi zierende Algorithmen“, Seite 54.
 Es ist heute im Allgemeinen noch 
nicht möglich, alle gewünschten Garan-
tien in perfekter Präzision und in akzep-
tabler Zeit zu überprüfen. In diesem 
Fall ist es sinnvoll, systematische, auf 
Modellannahmen basierende Verfahren 
anzuwenden, wie sie in dem Artikel 
„Model Checking für hybride Systeme“, 
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Exaktes Lösen von algebraischen Gleichungssystemen und 
ihre Anwendung im geometrischen Rechnen
 Das Lösen von algebraischen Glei-
chungssystemen stellt ein fundamentales
Problem der algorithmischen Mathema-
tik dar. Für m gegebene Polynome in n 
Variablen sollen alle Punkte im n-dimen-
sionalen Raum bestimmt werden, für die 
alle Polynome gleichzeitig den Wert 0 
annehmen. Solche Gleichungssysteme 
treten in nahezu allen Bereichen der 
Mathematik, der Physik oder den In-
genieurswissenschaften auf. Die For-
schungsgruppe „Computer Algebra and 
Geometric Computing“ beschäftigt sich 
vorrangig mit solchen Systemen, wie sie 
typischerweise aus geometrischen Frage-
stellungen hervorgehen. So setzen die 
meisten Algorithmen aus der Computa-
tional Geometry oder dem Computer 
Aided Design exakte Berechnungen mit 
geometrischen Objekten voraus. Beispiels-
weise möchte man gerne die Schnitt-
punkte zweier Kurven bestimmen, bezie-
hungsweise entscheiden können, ob sich 
mehrere Kurven in einem gemeinsamen 
Punkt schneiden. Solche Fragestellun-
gen führen üblicherweise zu einem Glei-
chungssystem in niedriger Dimension, 
wobei einige der Polynome hohen Grad 
haben können. Ein gängiges Verfahren 
aus der Computer Algebra zur Lösungs-
fi ndung ist die implizite Projektion aller 
Lösungen auf eine Gerade. Dazu be-
stimmt man unter Verwendung algebra-
ischer Umformungen ein sogenanntes 
Eliminationspolynom, dessen Nullstellen 
genau die Projektionen der Lösungen des 
Gleichungssystems sind. In vielen Fäl-
len kann so das allgemeine Problem auf 
den Spezialfall m = n = 1 zurückgeführt 
werden.
 Im Vergleich zu rein numerischen 
Methoden, wie sie auch in industriel-
len Softwarepaketen Anwendung fi nden, 
erlaubt der obige Ansatz die Entwick-
lung vollständiger und exakter Verfahren. 
Das bedeutet, dass auch für besonders 
schwierige Eingaben stets alle Lösun-
gen gefunden und auch als solche nach-
gewiesen werden können. Leider gehen 
damit auch einige Nachteile einher: So 
führen die symbolischen Umformungen 
generell zu einem sehr hohen Rechen-
aufwand, auch dann, wenn die Lösun-
gen von relativ einfacher geometrischer 
Natur sind (z.B. einfache oder gut von-
einander separierte Lösungen). Dieses 
nicht adaptive Verhalten resultiert aus 
der Tatsache, dass die zugrundeliegende 
Algebra gegenüber solchen einfacheren 
Situationen „ignorant“ ist. Ein weiteres 
Problem des Projektionsansatzes besteht 
darin, dass das entsprechende Eliminati-
onsproblem hohe Komplexität aufweist, 
was insbesondere die Bestimmung seiner 
Nullstellen erschwert.
 
 Die Forschungsgruppe hat in den 
vergangen Jahren Methoden entwickelt, 
um die Effi zienz von Eliminationsverfah-
ren deutlich zu verbessern. Ein wesent-
liches Ziel ist dabei seit jeher, unnötige 
symbolische Berechnungen durch nume-
rische zu ersetzen, ohne dabei auf Exakt-
heit oder Vollständigkeit zu verzichten. 
Darüber hinaus entwickeln wir effi ziente 
Methoden zur Durchführung der verblie-
benen, und auch notwendigen, symboli-
schen Schritte. Bei der Berechnung des 
Eliminationspolynoms für bivariate Sys-
teme sowie der Berechnung des größten 
gemeinsamen Teilers von Polynomen ha-
ben wir ein neues Verfahren entwickelt, 
dessen Implementierung auf Grafi khard-
ware die Parallelisierbarkeit der Methode 
in höchstem Maße ausnutzt. Im Vergleich 
zu den schnellsten konkurrierenden Ver-
fahren können so die oben genannten 
Berechnungen um ein Hundertfaches 
beschleunigt werden. Durch Kombina-
tion von Ergebnissen aus unterschiedli-
chen Gebieten, wie der Computer Alge-
bra, der Numerischen Mathematik und 
der Algebraischen Geometrie, ist es uns 
außerdem gelungen, Verfahren zu entwi-
ckeln, die ausschließlich solche symboli-
schen Berechnungen benötigen, die auf 
Grafi khardware ausgelagert werden kön-
nen. So konnten wir hinsichtlich der Ge-
schwindigkeit erstmalig mit numerischen 
Methoden, welche keinerlei Zusatzgaran-
tien liefern, gleichziehen. Parallel dazu 
konnten wir auch die theoretische Effi -
zienz unserer Algorithmen nachweisen. 
Die entsprechenden Schranken für die 
Anzahl der benötigten Schritte zur Lö-
sungsfi ndung verbessern die besten bis-
her bekannten Schranken um mehrere 
Größenordnungen. Nach dem momen-
tanen Kenntnisstand gehen wir sogar da-
von aus, dass diese nahezu optimal sind.
 Ein ähnlicher Durchbruch ist uns 
auch für den klassischen Spezialfall 
m = n = 1 gelungen. In den 80er und 
90er Jahren wurden äußerst komplizierte 
Algorithmen entwickelt, um die Null-
stellen eines Polynoms in nahezu opti-
maler (theoretischer) Laufzeit zu be-
stimmen. Die praktische Relevanz dieser 
Verfahren konnte allerdings bis heute 
nicht bestätigt werden. Im Gegenzug 
ist es uns gelungen, ein einfaches und 
praktisch sehr effi zientes Verfahren so 
zu modifi zieren [ siehe Abbildung ], dass 
es auch hinsichtlich der theoretischen 
Komplexität mit den optimalen Metho-
den konkurrieren kann.             :::
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Kombination des Descartes Verfahrens 
(lineare Konvergenz) und der Newton 
Iteration (quadratische Konvergenz) 
liefert ein einfaches und nahezu opti-
males Verfahren zur Bestimmung der 
reellen Nullstellen eines Polynoms.
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Automatisches Beweisen
 Um garantieren zu können, dass 
eine Hardware oder Software korrekt ar-
beitet, muss man sie verifi zieren – das 
heißt, die Korrektheit formal nachweisen. 
Kernelement einer jeden Verifi kation ist 
die Untersuchung, ob bestimmte Eigen-
schaften aus anderen, bereits bekannten 
Eigenschaften eines Systems folgen. Mit 
der Frage, wie man Computerprogramme 
zum Lösen solcher Beweisaufgaben ein-
setzen kann, beschäftigen sich Wissen-
schaftler bereits lange Zeit. Schon seit 
den fundamentalen theoretischen Ergeb-
nissen von Gödel und Turing zu Beginn 
des zwanzigsten Jahrhunderts weiß man, 
dass nicht alles, was im mathematischen 
Sinne wahr ist, auch beweisbar ist, und 
dass nicht alles, was beweisbar ist, auto-
matisch beweisbar ist. Deduktionssysteme 
unterscheiden sich dementsprechend 
deutlich in ihrer Ausdrucksstärke und 
ihren Eigenschaften: Entscheidungsver-
fahren sind auf eine bestimmte Art von 
Daten (etwa reelle Zahlen) spezialisiert 
und können innerhalb dieses Bereichs 
garantiert die Korrektheit oder Inkorrekt-
heit einer Aussage nachweisen. Automa-
tische Beweiser für die so genannte erst-
stufi ge Logik können mit beliebigen, in 
einem Programm defi nierten Datentypen 
umgehen. Hier steht aber nur fest, dass 
sie einen Beweis fi nden, falls er existiert; 
falls keiner existiert, dann suchen sie mög- 
licherweise erfolglos weiter, ohne jemals 
anzuhalten. Noch schwierigere Proble-
me können mit interaktiven Beweisern 
bearbeitet werden; diese funktionieren 
allerdings nur mit Benutzerunterstützung 
und ohne jede Vollständigkeitsgarantie.
 Wie arbeitet ein automatischer 
Beweiser für erststufi ge Logik? Ein Pro-
gramm zu schreiben, das aus gegebenen 
Formeln neue Formeln logisch korrekt 
ableitet, ist nicht schwer. Eine logisch 
korrekte Ableitung ist allerdings nicht 
unbedingt eine sinnvolle Ableitung. 
Wer zum Beispiel 2 · a + 3 · a erst in 
2 · a + 3 · a + 0 und dann in 2 · a + 3 · a + 0 + 0 
umwandelt, der macht zwar keinen Re-
chenfehler, kommt seinem Ziel aber kei-
nen Schritt näher. Die eigentliche He-
rausforderung besteht also darin, aus 
unendlich vielen korrekten Ableitungen 
die wenigen sinnvollen Ableitungen her-
auszusuchen. Dabei stellt man zunächst 
fest, dass es nützlich ist, Gleichungen so 
anzuwenden, dass sich das Ergebnis ver-
einfacht, also etwa „ x + 0 = x “ nur von 
links nach rechts und nicht umgekehrt.
 Dieser Ansatz reicht allerdings 
nicht immer aus. Deutlich wird das 
beispielsweise bei der Bruchrechnung: 
Bekanntlich muss man einen Bruch hin 
und wieder erweitern, bevor man damit 
weiterrechnen kann. Beim Erweitern 
passiert aber genau das, was man eigent-
lich vermeiden möchte: Die Gleichung 
(x · z) / (y · z) = x / y wird von rechts nach 
Gleichungsanwendung
links angewendet – aus einem einfachen 
Ausdruck wird ein komplizierterer. Der 
1990 von Bachmair und Ganzinger entwi-
ckelte Superpositionskalkül bietet einen 
Ausweg aus diesem Dilemma. Einer-
seits rechnet er vorwärts, andererseits 
aber identifi ziert und repariert er syste-
matisch die möglichen Problemfälle in 
einer Formelmenge, für die ein Rück-
wärtsrechnen unvermeidbar sein könnte. 
Superposition ist damit die Grundlage 
fast aller heutigen Beweiser für erststufi -
ge Logik mit Gleichheit. Das gilt auch für 
unseren am Institut entwickelten Bewei-
ser SPASS.
 Derzeit arbeiten wir in unserer 
Forschungsgruppe insbesondere an 
Verfeinerungen des allgemeinen Super-
positionsverfahrens für spezielle An-
wendungen. Beispielsweise entwickeln 
wir Techniken, um die Fähigkeiten ver-
schiedener Beweisverfahren (Superpositi-
on und arithmetische Entscheidungsver-
fahren) zu kombinieren. Wir beschäftigen 
uns mit der Frage, wie man Superposition 
für Business-Anwendungen (Produkt-
konfi guration, Autorisationsanalyse) ein-
setzen kann. Außerdem benutzen wir 
Superposition, um Netzwerkprotokolle 
zu verifi zieren, und um probabilistische 
Systeme zu analysieren, d. h. Systeme, 
deren Verhalten teilweise von zufälligen 
Entscheidungen abhängt.  :::
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Ausgabe eines auto-
matischen Beweisers
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Zertifi zierende Algorithmen
 Die Übertragung eines Algorith-
mus (d.h. eines Lösungsprozesses, der 
in natürlicher Sprache beschrieben ist) 
in ein Programm ist fehleranfällig. Sogar 
mäßig komplexe Algorithmen benötigen 
Programme mit tausenden Zeilen. Die 
Bibliothek LEDA enthielt beispielsweise 
einen Fehler, der erst nach Jahren inten-
siver Nutzung entdeckt wurde.
 Im Software-Engineering sind viele 
Methoden bekannt, um die Qualität von 
Programmen zu verbessern, z.B. ausgie-
biges Testen. Dies erfordert allerdings 
Eingaben mit bekannten Lösungen. Oft 
ist dies eine schwierige Vorgabe, da das 
Programm intuitiv nicht gebraucht wür-
de, wenn es leicht wäre, die richtigen 
Antworten zu fi nden. Anstatt die Qualität 
der Implementierungen zu verbessern, 
verbessern zertifi zierende Algorithmen 
die Methoden zur Problemlösung, so 
dass es einfacher wird, Fehler zu fi nden. 
Erreicht wird dies durch eine Erweite-
rung der Algorithmen um ein Zertifi kat, 
das beweist, dass die Antwort korrekt 
ist. Das Zertifi kat kann dabei von einem 
viel einfacheren Programm, dem Che-
cker, überprüft werden. Nur der Checker 
muss sorgfältig auf Fehler untersucht 
werden.
 Ein wichtiges Ziel für zertifi zieren-
de Algorithmen besteht darin, Zertifi ka-
te zu fi nden, die so einfach sind, dass der 
Checker formal überprüft werden kann. 
Dann kann ein formaler Beweis konst-
ruiert werden, der zeigt, dass der Code 
(nicht nur seine Beschreibung) korrekt 
ist. Zertifi zierende Algorithmen erlauben 
es, Verifi kation ausschließlich auf den 
Checker anzuwenden, um zu beweisen, 
dass die Antworten immer korrekt sind.
 Zertifi zierenden Algorithmen sind 
vor allen Dingen für Probleme wichtig, 
bei denen die bekannten Lösungen kom-
plex sind, da korrekte Implementierun-
gen schwierig zu schreiben sind. Wenn 
man für ein solches Problem einen zerti-
fi zierenden Algorithmus hat, kann man
jede einzelne Antwort überprüfen. Aus 
diesem Grund werden zertifi zierende 
Algorithmen heute in Software-Biblio-
theken wie LEDA genutzt. 
Aktuelle Forschungsprobleme
 Das Testen eines Graphen auf 
3-Zusammenhang ist so ein Problem. 
Ein Graph ist 3-zusammenhängend, wenn 
man mindestens drei Knoten löschen 
muss, um ihn in mehrere Teile zu zer-
legen. Obwohl es Linearzeit-Lösungen 
für dieses Problem gibt, beschreibt keine 
von ihnen ein Zertifi kat. Ein Zertifi kat für 
3-Zusammenhang ist eine so genannte 
Konstruktionssequenz, also eine Sequenz 
einzelner Schritte, die den Graphen er-
zeugt, wenn sie auf K4 angewandt wird. 
Die zur Zeit schnellsten Algorithmen, die 
3-Zusammenhang zertifi zieren, benötigen 
eine Zeit von O(|V|2). 
 Wir haben den ersten zertifi zieren-
den Linearzeit-Algorithmus zum Testen 
eines Graphen auf 3-Zusammenhang 
entwickelt. Der Algorithmus wurde im-
plementiert und steht öffentlich zur Ver-
fügung. Ein aktuelles Forschungsproblem 
besteht darin, ein direktes Zertifi kat für 
den 3-Kanten-Zusammenhang zu fi nden, 
da der Algorithmus für 3-(Knoten)Zu-
sammenhang recht komplex ist. Zu den 
offenen Fragen für künftige Forschungen 
gehört das Finden von Zertifi katen für 
k-Zusammenhang oder k-Kanten-Zusam-
menhang für k  4.
Überprüfung der Checker
 Wir haben ein System zur Über-
prüfung der Checker entwickelt. Es ga-
rantiert die Korrektheit für alle zertifi zie-
renden Algorithmen, deren Zertifi kate 
überprüft werden können. Wir haben das 
System auf mehrere Beispiele der LEDA-
Bibliothek im Bereich der Graphenthe-
orie angewandt. So haben wir Checker 
für zusammenhängende Komponenten 
in Graphen, das Finden kürzester Wege 
und für Paarungen mit maximaler Kar-
dinalität in allgemeinen Graphen über-
prüft. Aktuell bewerten wir alternative 
Programme für das Überprüfungssystem. 
Die alternativen Programme wurden ver-
wendet, um einen Checker auf Nicht-
Planarität von Graphen zu testen. Zudem 
haben wir die Checker für zusammen-
hängende Komponenten in Graphen und 
das Finden kürzester Wege auch mit den 
alternativen Programmen überprüft und 
beide Ansätze miteinander verglichen. :::
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Konstruktionssequenz eines 3-zusammenhängenden Graphen G
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Model Checking für hybride Systeme
 Das Verhalten vieler technischer 
Geräte lässt sich beschreiben, indem 
man ihre Zustände und Zustandsüber-
gänge angibt. Eine Waschmaschine kann 
sich beispielsweise im Anfangszustand 
„Tür geöffnet, Trommel leer, Maschine 
ausgeschaltet“ befi nden oder auch im 
Zustand „Waschgang“. Zustandsüber-
gänge sind Wechsel von einem Zustand 
in einen anderen. Diese können automa-
tisch stattfi nden, wie der Wechsel zwi-
schen Waschgang und Abpumpen, oder 
durch äußere Einwirkungen, beispiels-
weise durch die Betätigung eines Schal-
ters. Nun gibt es aber auch denkbare 
Zustände, die offenbar unerwünscht 
sind, zum Beispiel „Wasserzulauf geöff-
net, Tür geöffnet“. Wenn wir nachweisen 
wollen, dass das Gerät sicher ist, dann 
müssen wir zeigen, dass es keine Mög-
lichkeit gibt, durch Zustandsübergänge 
aus dem Anfangszustand in einen derarti-
gen unsicheren Zustand zu geraten.
 Wie kann man dabei vorgehen? 
Man kann Zustände und Zustandsüber-
gänge durch einen Graphen beschreiben. 
Hierzu symbolisiert man jeden Zustand 
durch einen Kringel und jeden mögli-
chen Zustandsübergang durch einen 
Pfeil. Das Ergebnis sieht vielleicht wie 
folgt aus:
 Angenommen A ist der Anfangs-
zustand und L ist unsicher. Was sind 
dann die Vorgängerzustände von L, also 
die Zustände, von denen aus ein Pfeil 
nach L zeigt? Offenbar gibt es nur einen 
solchen Zustand, nämlich K. Also ist 
auch K unsicher, denn sollte K erreich-
bar sein, dann kann man von dort aus 
auch L erreichen. Ebenso sind die Vor-
gängerzustände von K, nämlich G und J, 
unsicher. Betrachtet man nun die Vor-
gängerzustände von G und J, also L und 
G, dann stellt man fest, dass diese be-
reits als unsicher bekannt sind. Das be-
deutet, es gibt keine Möglichkeit, von 
außen in die Zustandsmenge {G, J, K, L} 
hineinzukommen.
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 Damit ist klar, dass {G,J,K,L} die 
einzigen Zustände sind, die per se unsi-
cher sind oder von denen aus man einen 
unsicheren Zustand erreichen kann. Alle 
anderen Zustände sind also sicher, ins-
besondere auch der Anfangszustand A. 
Man bezeichnet dieses Verfahren, die Si-
cherheit eines Systems nachzuweisen, als 
Model Checking oder Modellüberprüfung.
 Leider wird in der Praxis die An-
zahl der Zustände schnell zum Problem. 
Nehmen wir an, dass das Verhalten einer 
elektronischen Steuerung von 60 Bits 
(b1,...,b60) abhängt, also von 60 Bauele-
menten, die jeweils den Wert wahr oder 
falsch annehmen können. Nun sind 60 
Bits nicht viel, aber wenn man alle mög-
lichen Kombinationen daraus betrachtet, 
erhält man 260 Zustände, also über eine 
Trillion. Das symbolische Model Checking 
bietet hier einen Ausweg: Man zählt die 
Mengen der unsicheren Zustände und 
die zulässigen Zustandsübergänge nicht 
Beispiel
Unsichere Zustände
wie oben explizit auf, sondern repräsen-
tiert sie symbolisch durch logische For-
meln. Beispielsweise steht die Formel
b5 und nicht b32
für alle Zustände, bei denen b5 wahr 
und b32 falsch ist – das sind eine Viertel-
trillion Zustände, die man anderenfalls 
explizit aufzählen müsste.
 Ein neues Problem taucht auf, wenn 
wir versuchen, auf diese Weise auch 
die Sicherheit einer Fahrzeugsteuerung 
nachweisen. Eine solche Steuerung ist 
ein hybrides System. Das heißt, man hat 
es nicht mehr nur mit sprunghaften, dis-
kreten Zustandswechseln (Beschleuni-
gen/Bremsen) zu tun, sondern auch mit 
Variablen wie der Geschwindigkeit, die 
sich gleitend, kontinuierlich ändern kön-
nen. In den Zustandsformeln müssen 
also auch numerische Variablen vorkom-
men, zum Beispiel   
b5 und nicht b32 und (x2 > 50)
 Die diskreten Zustandsübergänge 
kann man auch mit dieser Erweiterung 
noch wie bisher behandeln. Wie sieht es 
aber mit den kontinuierlichen Zustands-
übergängen aus? Solange das dynamische 
Verhalten mathematisch gesehen einfach 
ist, wie zum Beispiel bei gleichförmiger 
Änderung der Geschwindigkeit, kann 
man zu diesem Zweck ein Verfahren ein-
setzen, das als Quantorenelimination be-
kannt ist. Man benötigt allerdings einige 
technische Tricks, um zu verhindern, 
dass man zu schnell zu große Formeln 
erhält. In unserer Arbeitsgruppe beschäf-
tigen wir uns zur Zeit insbesondere mit 
der Entwicklung von Verfahren, die auch 
bei einem komplizierteren dynamischen 
Verhalten anwendbar sind.  :::
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Der Umgang mit Egoismus in der Optimierung
 In unserer Forschung konzentrieren 
wir uns auf Optimierungsprobleme, die 
im weiteren Sinne mit Egoismus (selfi sh-
ness) zu tun haben. Dabei behalten ego-
istische Agenten in der Regel einen Teil 
der Eingabedaten und können die Daten 
falsch darstellen, wenn dies ihrem ei-
genen Vorteil dient. Ein hervorragendes 
Beispiel hierfür bieten Planungsproble-
me, bei denen Maschinen von egoisti-
schen Agenten kontrolliert werden, wo-
bei nur der jeweilige Agent weiß, wie 
schnell seine Maschine ist. Die Agenten 
sind nur an der Maximierung ihres eige-
nen Gewinns interessiert, der durchaus 
vom globalen Optimierungsziel abwei-
chen kann. Unser Ziel bei der Entwick-
lung von Algorithmen-Mechanismen ist 
die Gestaltung von Mechanismen, die 
sicherstellen, dass die Angabe der wah-
ren Geschwindigkeiten eine dominante 
Strategie der Agenten ist. Nur so können 
wir darauf hoffen, die wahren Geschwin-
digkeiten zu erfahren und die globale 
Zielfunktion erfolgreich zu optimieren. 
 Ein Mechanismus sammelt Ange-
bote von den Agenten, die hoffentlich 
ihre wahren Geschwindigkeiten wider-
spiegeln, weist den Maschinen Aufgaben 
zu und bezahlt die Agenten für ihre Ar-
beit. Der Gewinn eines Agenten ist die 
Auszahlung des Mechanismus abzüglich 
der Kosten, die für die Bearbeitung der 
ihm zugeteilten Aufgaben entstehen. 
Diese Kosten bezeichnet man auch als 
Auslastung der Maschine; sie entspre-
chen der Gesamtgröße der Aufgaben, die 
ihr zugeteilt wurden dividiert durch ihre 
Geschwindigkeit. Eine Strategie (ange-
gebene Geschwindigkeit) eines Agenten 
ist dominant, wenn diese Strategie den 
Gewinn dieses Agenten maximiert, unab-
hängig von den Strategien, die die ande-
ren Agenten gewählt haben. Wenn eine 
wahrheitsgemäße Aussage die dominan-
te Strategie jedes Agenten ist, sagen wir, 
dass unser Mechanismus wahrheitslie-
bend ist.
 Es ist bekannt, dass es eine not-
wendige und ausreichende Bedingung 
für einen wahrheitsliebenden Mechanis-
mus ist, wenn die Aufgabenzuteilung des 
Mechanismus monoton ist. Monoton be-
deutet, dass die Gesamtgröße der einem 
Agenten durch den Mechanismus zuge-
wiesenen Aufgaben nicht erhöht wird, 
wenn er seine angegebene Geschwindig-
keit verringert. Die Menge der zugeteil-
ten Aufgaben muss allerdings nicht un-
bedingt gleich bleiben.
 In der Vergangenheit wurden bereits 
viele Zielfunktionen betrachtet, sowohl 
in der klassischen Form (ohne Agenten) 
als auch im Rahmen der oben beschrie-
benen Spieltheorie. Viele davon sind 
Funktionen über die Auslastung der Ma-
schinen, zum Beispiel die Produktions-
dauer (maximale Auslastung). Zusammen 
mit Leah Epstein und Asaf Levin habe 
ich vor kurzem ein einheitliches mono-
tones Approximationssystem für alle be-
kannten Zielfunktionen, die Funktionen 
über die Auslastung sind, wie die Pro-
duktionsdauer, die Deckung (wobei das 
Ziel in der Maximierung der Mindestaus-
lastung liegt) und die p-Norm der Aus-
lastungen, entwickelt. Ein Approximati-
onssystem besteht aus einer Familie von 
Approximationsalgorithmen, die zusätz-
lich zu den gegebenen Maschinen und 
Aufgaben einen positiven Wert Epsilon 
als Eingabe nimmt und ein Output pro-
duziert, für das der Wert der Zielfunktion 
innerhalb eins plus Epsilon des Optimal-
wertes für diese Aufgaben und Maschinen 
liegt. Dies ist eine Verbesserung und Ver-
allgemeinerung von vorangegangenen 
Approximationssystemen, die sich ent-
weder auf Zufallswerte gestützt, viele 
Sonderfälle und eine schwierige Analyse 
genutzt oder quasi-polynomielle Zeit be-
nötigt haben. 
 Abgesehen von der Entwicklung 
von Algorithmen-Mechanismen, inter-
essiere ich mich auch für die verwandte 
Frage, wie schädlich Egoismus ist. An-
ders formuliert, um wie viel könnten wir 
die Leistung eines Systems verbessern, 
indem wir eine zentrale Koordination 
nutzen, verglichen mit der Möglichkeit, 
dass jeder Teilnehmer seine eigenen Ent-
scheidungen treffen kann. Ein bekann-
tes Beispiel für ein System, in dem jeder 
seine eigenen Entscheidungen trifft, ist 
das Routing: Wenn man morgens seine 
Route zur Arbeit plant, interessiert man 
sich im Allgemeinen nur für die eigene 
Reisezeit und kümmert sich nicht um die 
Reisezeiten der anderen Leute auf der 
Straße. Wir formalisieren solche Systeme 
als Netzwerke mit egoistischen Agenten. 
Jeder Agent hat einen Start- und einen 
Zielpunkt und möchte sein Ziel so schnell 
wie möglich erreichen. Wie lange das 
dauert, hängt davon ab, wie viele andere 
Agenten dieselben Verbindungen nutzen 
wie dieser Agent. Über das Selfi sh Rou-
ting in Bezug auf allgemeine Graphen ist 
schon viel bekannt, aber die Ringstruktur 
wurde bis jetzt noch nicht sehr detailliert 
untersucht (obwohl es bereits erste For-
schungsergebnisse gibt). Diese Struktur 
ist jedoch sehr praxisrelevant. Denn das 
Internet in Europa besteht de facto aus 
ineinandergreifenden Ringen, das deut-
sche Netzwerk beispielsweise beruht auf 
einem Ring. Gemeinsam mit Xujin Chen, 
Benjamin Doerr, Xiaodong Hu, Weidong 
Ma und Carola Winzen habe ich gezeigt, 
dass auf Ringen durch das Fehlen eines 
zentralen Koordinators höchstens ein 
Faktor zwei verloren geht, wenn das Ziel 
darin besteht, die maximale Latenz eines 
Spielers zu minimieren.  :::
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Quantorenelimination – auch Aussagen kann man ausrechnen
 Das Verständnis von Rechnen auf 
Computern hat sich historisch in meh-
reren Schritten erheblich weiterent-
wickelt. In der Frühzeit der elektroni-
schen Rechenanlagen stand, neben der 
Handhabung großer Datenmengen, die 
numerische Verarbeitung von Zahlen im 
Vordergrund. Die Entwicklung der Com-
puteralgebra seit Mitte der sechziger Jah-
re des 20. Jahrhunderts erweiterte dies 
auf das Rechnen mit symbolischen Aus-
drücken: Ein einfaches Beispiel ist die
Berechnung von (x – 1) . (x + 2) + 2 mit 
dem Ergebnis x2  +  x. Dass hier tatsäch-
lich Rechenarbeit geleistet wurde, wird 
unter anderem daran deutlich, dass die 
Auswertung des ursprünglichen Aus-
drucks für ein konkretes x doppelt so 
viele arithmetische Operationen erfor-
dert wie die des Ergebnisses. Auf dieser 
Grundlage wurde es beispielsweise mög-
lich, reelle Funktionen automatisch ab-
zuleiten oder sogar unbestimmte Integra-
le vollautomatisch zu berechnen.
 In der Mathematik tauchen sym-
bolische Ausdrücke typischerweise in 
komplexen Aussagen auf, die einige 
der in den Ausdrücken vorkommenden 
Symbole quantifi zieren können, wie zum 
Beispiel folgende Aussage über reelle 
Zahlen: Für alle x gibt es ein y, so dass 
x2 + xy + b > 0 und x + ay2 + b 0. Was 
kann es bedeuten, eine solche Aussa-
ge „auszurechnen“ ? Ob unsere Aussage 
wahr ist oder nicht, hängt von der Wahl 
von a und b ab. Wir bestimmen daher 
die möglichen a und b für die die Aus-
sage wahr ist. Das Ergebnis lässt sich 
wieder als eine Aussage formulieren, die 
jetzt jedoch keinerlei Quantifi zierungen 
mehr enthält: a < 0 und b > 0. Auch hier 
wurde erhebliche Rechenarbeit geleistet, 
denn im Gegensatz zur ursprünglichen 
Formulierung kann man anhand des Er-
gebnisses für konkrete Wahlen von a und 
b mit minimalem Aufwand feststellen, ob 
unsere betrachtete Aussage wahr ist oder
nicht.
Aussagen über reelle Zahlen, die arithme-
tische Operationen, Vergleiche, logische 
Verknüpfungen und Quantifi zierungen 
wie in unserem Beispiel erhalten, kann 
man stets so ausrechnen, dass im Ergeb-
nis keinerlei Quantifi zierungen mehr auf-
tauchen. Im Spezialfall, dass in einer Aus-
sage alle auftretenden Symbole quanti-
fi ziert sind, enthält das Ergebnis über-
haupt keine Symbole; es ist dann entwe-
der 0 = 0 („wahr“) oder 1 = 0 („falsch“).
 Betrachten wir zum Beispiel eine 
Folge von reellen Zahlen, die wie folgt 
gebildet wird: Die ersten beiden Elemen-
te x1 und x2 sind beliebig. Alle weiteren 
werden nach der Regel xn+2  = | xn+1 | –  xn 
gebildet. Starten wir etwa mit 1, 2, so 
erhalten wir nachfolgend 1, –1, 0, 1, 1, 
0, –1, 1, 2, und wir sehen, dass sich die 
Folge nach den ersten neun Gliedern 
wiederholt. Diese Tatsache kann man als 
eine „für alle“-Aussage über x1, ..., x11 
formulieren. Unser Verfahren berechnet 
daraus 0 = 0. Damit beweisen wir auto-
matisch, dass sich die Folge für beliebige 
Startwerte nach den ersten neun Glie-
dern wiederholen wird.
 Wenn wir unsere Aussagen auf 
ganze anstelle reeller Zahlen beziehen, 
so kann es – mathematisch beweisbar – 
keine Software geben, die Entsprechen-
des leistet. In diesem Sinne bewegen 
sich die hier diskutierten Verfahren hart 
an der Grenze des mathematisch Mögli-
chen. Neben ganzen und reellen Zahlen 
gibt es in den Naturwissenschaften aber 
K O N T A K T
Thomas Sturm
FG. 1  Automatisierung der Logik
Telefon  +49 681 9325-2920
   
zahlreiche andere Domänen, die am Ins-
titut im Hinblick auf entsprechende Ver-
fahren erforscht werden. Dies schließt 
sogar Bereiche ein, in denen die Sym-
bole nicht nur für Zahlen, sondern auch 
für Funktionen stehen. In den Aussagen 
können dann neben der Arithmetik auch 
Ableitungen auftreten.
 Diese theoretische Forschung fi n-
det ihre praktische Umsetzung im Soft-
waresystem Redlog, das weltweit von 
zahlreichen Wissenschaftlern als ein 
mächtiges und effi zientes Rechenwerk-
zeug geschätzt wird. Die Rechenzeit für 
unseren obigen Beweis über die Zahlen-
folge beträgt mit Redlog nur etwa 0.07 
Sekunden.
 Eine aktuelle Anwendung von Red-
log in diesem Jahr bestand beispielsweise 
in der Analyse einer automatischen Ge-
schwindigkeitsregelung für Autos. Hier-
bei wird die Geschwindigkeit automa-
tisch so geregelt, dass ein Auffahren auf 
ein vorausfahrendes Fahrzeug unmög-
lich ist. Redlog berechnete Ausgangsge-
schwindigkeiten, bei denen die Kontrolle 
gefahrlos an die Anlage übergeben wer-
den kann.
 Weitere interessante Anwendungen 
fi nden sich im Bereich der Analyse kom-
plexer Systeme in den Naturwissenschaf-
ten, wie etwa elektrische Netzwerke 
in der Physik, Reaktionssysteme in der 
Chemie oder Gen-Regulations-Netzwer-
ke in der Biologie.               :::
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Digitale Information hat unsere Gesellschaft 
und Wirtschaft, das Arbeiten in den Wissen-
schaften und das Alltagsleben fundamental 
verändert. Moderne Suchmaschinen liefern 
zu praktisch jeder Frage nützliche Informa-
tionen und das Internet hat das Potential, 
die weltweit umfassendste Sammlung 
maschinell verarbeitbaren Wissens zu sein. 
Doch Wissensstrukturen im Internet sind 
amorph und Suchmaschinen haben selten 
präzise Antworten auf Expertenfragen, für 
die man Lexika und Fachliteratur zu Rate 
ziehen muss. Eine große Herausforderung 
und Chance ist der Schritt vom Rohstoff 
„Information“ zum computergestützten, 
intelligenten Umgang mit digitalem Wissen.
 Parallel zum Anvisieren dieses 
Quantensprungs beobachten wir eine 
Komplexitätsexplosion beim Rohstoff 
digitaler Information: Quantität, struk-
turelle Vielfalt, Multimodalität, digitale 
Historie und Verteilung. 
  Zusätzlich zu den mehr als 20 Milli-
arden Webseiten zählen heute Online-
Nachrichtenströme, Blogs, Tweets und 
soziale Netze mit mehreren hundert 
Millionen von Benutzern, Web2.0-Com-
munities über Photos, Musik, Bücher, 
wissenschaftliche Spezialthemen und 
nicht zuletzt die Enzyklopädie Wikipedia 
zu den potentiell wichtigen Informations-
quellen. Das Gesamtvolumen dieser Da-
ten liegt in der Größenordnung von Exa-
bytes: 10 hoch 18 Bytes – mehr als eine 
Millionen Terabyte-Platten.
  Dabei kommen zunehmend aus-
drucksstärkere Datenrepräsentationen 
zum Einsatz: XML-Dokumente, RSS-
Feeds, semantisch verknüpfte RDF-
Graphen und vieles mehr. Die reichere 
Struktur und Heterogenität der Daten 
erhöht wiederum die Komplexität zur 
Beherrschung dieser digitalen Vielfalt.
  Zusätzlich zu textorientierten und 
strukturierten Daten erleben wir eine 
Explosion multimodaler Information: 
Milliarden von Menschen werden zu 
Datenproduzenten im Web, indem sie 
ihre Bilder, Videos und Tonaufzeichnun-
gen mit dem Rest der Welt teilen. Dies 
geht häufi g einher mit zwischenmensch-
lichen Kontakten, die über das Internet 
entstehen und in großen Online-Netzen 
organisiert sind.
  Die Historie digitaler Information – 
beispielsweise frühere Versionen unserer 
Instituts-Webseite, die zum Teil vom
Internet Archive konserviert werden – 
ist eine potentielle Goldmine für tiefer-
gehende Analysen entlang der Zeitdimen-
sion. Davon können Soziologen und Po-
litologen profi tieren, aber auch Medien- 
und Marktanalysten sowie Experten für 
geistiges Eigentum.
  Die Quantität und Vielfalt der im 
Internet verfügbaren Information ist so 
hoch geworden, dass Suchmaschinen 
längst nicht mehr alle relevanten Ver-
weise in einem zentralen Index vorrätig 
halten können. Daher muss globale In-
formationssuche langfristig mit verteilten 
Algorithmen angegangen werden, indem 
beispielsweise viele lokale Suchmaschinen 
für spezifi sche Aufgaben dynamisch fö-
deriert werden.Hier spielen dann nicht 
nur die lokale Rechen- und Suchgeschwin-
digkeit eine wichtige Rolle, sondern auch 
die Kommunikationseffi zienz im Netz 
der Netze, dem Internet, und den darin 
eingebetteten Peer-to-Peer-Netzen.
 Am Max-Planck-Institut für Infor-
matik wird dieses globale Thema unter 
verschiedenen Blickwinkeln untersucht. 
Zum einem beschäftigen wir uns mit der 
effi zienten Suche auf semistrukturierten 
XML-Dokumenten, die vor allem in di-
gitalen Bibliotheken und bei e-Science-
Daten eine wichtige Rolle spielen. Einen 
weiteren Forschungsbereich stellt der 
skalierte Umgang mit graphstrukturierten 
RDF-Daten dar, die im Semantic-Web-
Kontext entstehen, aber auch als Daten-
repräsentation in der Computational-
Biology an Bedeutung gewinnen. Bei 
anderen Projekten steht die benutzerori-
entierte Sicht auf Web2.0-Communities 
und multimodale Daten im Vordergrund. 
Die große Vision vom Quantensprung in 
der Wissenssuche wird schließlich in Ar-
beiten über automatische Wissensextrak-
tion aus Web-Quellen wie zum Beispiel 
Wikipedia verfolgt. Das Max-Planck-
Institut für Informatik hat hier eine welt-
weite Vorreiterrolle.              :::
59
A N A L Y S E  V O N 
B I L D E R N  &  V I D E O S
B I O I N F O R M A T I K
G A R A N T I E N
I N F O R M A T I O N S S U C H E
&  D I G I T A L E S  W I S S E N
M U L T I M O D A L E  I N F O R M A T I O N
&  V I S U A L I S I E R U N G
O P T I M I E R U N G
S O F T W A R E
Suche und Analyse in Web-Archiven   . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  60
Skalierbare Analyse sehr großer Datenmengen . . . . . . . . . . . . . . . . . . . .  61 
AIDA – wer zum Kuckuck ist Müller?. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  62
Ontology Matching mit PARIS  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63
YAGO – eine digitale Wissensammlung  . . . . . . . . . . . . . . . . . . . . . . . . . . .  64
URDF – effi zientes Schließen in unsicheren RDF-Wissensbasen  . . . . .  65









60 I N F O R M A T I O N S S U C H E  &  D I G I T A L E S  W I S S E N
Suche und Analyse in Web-Archiven
 Das World Wide Web (kurz: Web) 
wächst ständig, und täglich kommen 
neue Inhalte hinzu. Ein Teil dieser Inhal-
te wird im Web erstmals und ausschließ-
lich veröffentlicht und spiegelt 
aktuelles Geschehen wieder. In den 
letzten Jahren ist das Bewusstsein dafür 
gewachsen, dass im Web veröffentlichte 
Inhalte wertvoll sind und langfristig be-
wahrt werden müssen. Nationalbiblio-
theken und Organisationen wie das In-
ternet Archive [http://www.archive.org] ha-
ben diese Aufgabe übernommen. Andere 
Inhalte wurden ursprünglich vor langer 
Zeit veröffentlicht und sind nun erstmals, 
dank verbesserter Digitalisierungsverfah-
ren, im Web verfügbar. Ein Beispiel hier-
für sind Zeitungsarchive. Das im Web zu-
gängliche Archiv der britischen Zeitung 
The Times etwa reicht bis ins Jahr 1785 
zurück. 
 Unsere aktuelle Forschung beschäf-
tigt sich mit ausgeklügelten skalierbaren 
Suchverfahren, die dem Benutzer den Zu-
griff auf die oben genannten Web-Archive 
erleichtern. Darüber hinaus entwickelt 
unsere Forschungsgruppe effi ziente Ana-
lyseverfahren für Web-Archive. Mithilfe 
solcher Analysen lassen sich unter ande-
rem Erkenntnisse über Veränderungen im 
Sprachgebrauch oder populäre Themen 
der Vergangenheit gewinnen. Im Folgen-
den beschreiben wir drei Teilaspekte un-
serer Arbeiten.
Zeitreisen in Web-Archiven
 Bestehende Suchverfahren igno-
rieren die in Web-Archiven vorhandene 
Zeitdimension. So ist es beispielsweise 
nicht möglich, eine Suche nur auf jene 
Dokumente zu beschränken, die in ei-
nem gewissen Zeitraum oder zu einem 
bestimmten Zeitpunkt existiert haben.
Unter solch einer Zeitreise-Anfrage ver-
stehen wir eine aus Schlüsselwörtern 
bestehende Anfrage wie „Prognosen zur 
Bundestagswahl“, die um einen zeitlichen 
Kontext, beispielsweise September 2009, 
erweitert ist. Ergebnis dieser Anfrage sind 
relevante Dokumente, die im genannten 
Zeitraum tatsächlich existiert haben. 
Unsere Verfahren basieren auf dem in-
vertierten Index, welcher für jedes Wort 
eine Liste der Dokumente enthält, in 
denen das Wort vorkommt. Je nachdem 
welche Anfragen unterstützt werden 
sollen, speichert der invertierte Index 
für jedes Dokument eine Identifi kations-
nummer, wie häufi g das Wort im Doku-
ment vorkommt oder an welchen Stel-
len im Dokument das Wort zu fi nden 
ist. Wir erweitern die pro Wortvorkom-
men gespeicherte Information um ein 
Gültigkeits-Zeitintervall. Zudem nutzen 
wir aus, dass sich verschiedene Versio-
nen eines Dokumentes typischerweise 
nur geringfügig unterscheiden. Dies er-
laubt uns, die Größe des Index drama-
tisch zu reduzieren. Eine Beschleunigung 
der Anfragebearbeitung lässt sich durch 
redundante Datenhaltung erzielen, in-
dem man für jedes Wort mehrere Listen 
mit den Wortvorkommen in bestimmten 
Zeiträumen unterhält. Daraus ergibt sich 
ein Zielkonfl ikt zwischen Zeiteffi zienz 
und Platzbedarf. Unser Ansatz beinhaltet 
verschiedene Optimierungsverfahren, um 
in diesem Zielkonfl ikt unter bestimmten 
Vorgaben (beispielsweise einer Beschrän-
kung des Platzbedarfs) zu vermitteln.
Informationsbedürfnisse mit Zeitbezug
 Informationsbedürfnisse von Be-
nutzern haben häufi g einen Zeitbezug. 
Dieser kann unmittelbar aus der Such-
anfrage ersichtlich sein, beispielsweise 
wenn diese explizit ein Jahr oder Jahr-
hundert erwähnt. Web-Archive sind ide-
ale Dokumentensammlungen, um solche 
Informationsbedürfnisse zu bedienen. 
Bestehende Suchverfahren scheitern je-
doch oft an diesen zeitbezogenen Infor-
mationsbedürfnissen. Der Grund hierfür 
ist, dass ihnen die Bedeutung in Doku-
menten enthaltener Zeitangaben verbor-
gen bleibt. Für die Suchanfrage „Deutsche 
Maler 15. Jahrhundert“ wird ein Dokument 
mit Details zum Leben von Albrecht 
Dürer, welches viele Jahresangaben wie 
sein Geburtsjahr 1471 enthält, nicht 
zwingend als relevant eingestuft. 
Der Grund hierfür ist, dass bestehende 
Suchverfahren nicht wissen oder erken-
nen können, dass das Jahr 1471 im 15. 
Jahrhundert liegt. Um solche Beziehun-
gen zwischen Zeitangaben zu erkennen, 
repräsentieren unsere Verfahren Zeitan-
gaben formal als Zeitintervalle. Dieses 
Wissen kann dann verwendet werden, 
um bessere Suchergebnisse für Infor-
mationsbedürfnisse mit Zeitbezug zu 
erreichen. Hierzu erweitern wir so ge-
nannte Statistical Language Models um 
das Wissen über Zeitangaben.
Identifi kation charakteristischer Phrasen
 Ein weiterer Gegenstand unserer 
Forschung ist die Analyse von Web-Archi-
ven. Betrachtet man einen beliebigen 
Ausschnitt eines Web-Archives, beispiels-
weise alle Dokumente, die von Olympi-
schen Spielen handeln, so lassen sich da-
rauf aufschlussreiche Analysen durch-
führen. Man kann etwa fragen, welche 
Personen, Orte oder allgemein Phrasen 
besonders charakteristisch für ein be-
stimmtes Jahr sind. Eine Phrase wird 
hierbei als charakteristisch angesehen, 
wenn sie häufi g in Dokumenten des 
bestimmten Jahres jedoch selten in 
Dokumenten anderer Jahre vorkommt. 
In unserem Olympia-Beispiel könnten 
etwa die Phrasen Vogelnest, Michael 
Phelps und Amnesty International cha-
rakteristisch für Dokumente des Jahres 
2008 und damit für die Olympischen 
Spiele in Peking sein. Um solche cha-
rakteristischen Phrasen effi zient zu er-
mitteln, benötigt man Statistiken über 
die Häufi gkeit so genannter n-Gramme 
(d.h. Folgen eines oder mehrerer Wör-
ter) in Dokumenten eines bestimmten 
Jahres. Zur verteilten Berechnung dieser 
Statistiken entwickeln wir Verfahren, die 
effi zient sowie elastisch sind und somit 
eine reibungslose Skalierung der Rechen-
kapazität erlauben, um dem Wachstum 
von Web-Archiven in Zukunft Stand 
halten zu können.   :::
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Skalierbare Analyse sehr großer Datenmengen
 Die technischen Möglichkeiten der 
Datenerhebung und vor allem die Anzahl 
der verfügbaren Datenquellen sind in 
den letzten Jahren enorm angestiegen, 
sodass die Informationsverarbeitung 
heute vor neuen, nie dagewesenen Her-
ausforderungen steht. Die Entwicklung 
des Web 2.0 und sozialer Netwerke, die 
zunehmende Verbreitung von mobilen 
Endgeräten und Sensornetzwerken so-
wie Fortschritte in der Erhebung wissen-
schaftlicher Daten tragen maßgeblich zu 
dieser Entwicklung bei. Die entstehende 
Datenfl ut ist schwierig oder überhaupt 
nicht mit traditionellen Werkzeugen der 
Datenverarbeitung – wie zum Beispiel 
relationalen Datenbanksystemen – zu 
handhaben. Zum einen erfordert die 
Größe der Daten eine massiv-parallele 
Verarbeitung mit Hilfe von hunderten 
oder tausenden Computern, zum ande-
ren sind neue Methoden der Datenanaly-
se zur Gewinnung nützlicher Informatio-
nen aus den Detaildaten notwendig.
 Am Max-Planck-Institut für Infor-
matik entwickeln wir effi ziente, hoch-
skalierbare Verfahren und Systeme zur 
statistischen Auswertung solch großer 
Datenmengen. Zum Beispiel stellen In-
ternetfi rmen wie Amazon, Google oder 
Netfl ix ihren Nutzern personalisierte 
Empfehlungen von Produkten, Websei-
ten, Nachrichten, Filmen oder Bildern 
zur Verfügung. Aus Sicht der Nutzer er-
möglichen solch personalisierte Empfeh-
lungen die gezielte Exploration der für 
sie interessanten Objekte; aus Sicht der 
Anbieter erhöht sich dadurch Kunden-
zufriedenheit und Kundenbindung. Der 
US-amerikanische Online-Filmverleih 
Netfl ix erlaubt seinen mehr als 20 Millio-
nen Nutzern beispielsweise die Bewer-
tung der von ihnen gesehenen Filme mit 
einem 5-Sterne-System. Diese Bewer-
tungen werden dann zur individuellen 
Empfehlung neuer, noch nicht gesehe-
ner Filme verwendet. Moderne Empfeh-
lungssysteme arbeiten auf der Basis des 
sogenannten „kollaborativen Filterns“, 
d.h. das Verhalten von vielen Nutzern 
und Nutzergruppen wird ausgewertet, 
um Empfehlungen für jeden einzelnen 
Nutzer zu erstellen. Die Kernherausfor-
derungen von Empfehlungssystemen 
sind hierbei (1) das Modellieren und 
Vorhersagen der Interessen jedes Nut-
zers und (2) das Generieren von interes-
santen Empfehlungen auf Basis dieser 
Vorhersagen.
 Ein erfolgreiches Verfahren zur 
Vorhersage, das auch von Netfl ix in der 
Praxis eingesetzt wird, modelliert die 
vorhandenen Filmbewertungen in Form 
einer unvollständigen Matrix und ver-
sucht dann, die Matrix zu vervollständi-
gen. Jede Zeile der Eingabematrix ent-
spricht einem Nutzer, jede Spalte einem 
Film und jeder Eintrag einer Bewertung 
des entsprechenden Nutzers für den 
jeweiligen Film. Eine solche Eingabe-
matrix ist in Abbildung 1 dargestellt; 
schwarze Punkte entsprechen hier unbe-
kannten Bewertungen. Wir haben paral-
lele Verfahren entwickelt, die unvollstän-
dige Matrizen mit Millionen von Nutzern 
und Filmen sowie Milliarden von Einträ-
gen in wenigen Minuten vervollständigen 
können. Jeder Eintrag der Ausgabematrix 
entspricht dann einer vorhergesagten 
Bewertung. Abbildung 2 zeigt eine durch 
unsere Verfahren produzierte Ausgabe-
matrix.
 Eine Möglichkeit, Empfehlungen 
für jeden Nutzer zu erstellen, ist es, ein-
fach die Filme mit den höchsten vorher-
gesagten Bewertungen vorzuschlagen. In 
der Praxis möchte man allerdings sicher-
stellen, dass Empfehlungen diversifi ziert 
sind, d.h. dass jedem Nutzer möglichst 
unterschiedliche Filme vorgeschlagen 
werden (z.B. unterschiedliche Genres 
oder Regisseure). Die Verfügbarkeit von 
Lizenzen oder physischen Medien ist 
hier auch wichtig: Wenn ein Nutzer eine 
Empfehlung akzeptiert, soll diese auch 
schnell lieferbar sein. Die von uns ent-
wickelten Verfahren erlauben eine effi zi-
ente, möglichst optimale Erstellung von 
personalisierten Empfehlungen unter 
solchen Rahmenbedingungen.
 Neben personalisierten Empfeh-
lungen arbeiten wir u.a. an Verfahren zur 
interaktiven Exploration großer Doku-
mentensammlungen, zur Analyse und 
automatischen Extraktion von Wissen 
aus natürlichsprachigem Text sowie zur 
Mustererkennung und zum logischem 
Schließen über den so generierten Wis-
sensbasen.                       :::
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Abbildung 1: Eine unvollständige Matrix Abbildung 2: Vervollständigte Matrix
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AIDA – wer zum Kuckuck ist Müller?
 Haben Sie schon einmal nach Ih-
rem eigenen Namen gegoogelt um her-
auszufi nden, was das Web über Sie weiß ? 
Diese Suche wird dadurch erschwert, 
dass Sie aller Wahrscheinlichkeit nach 
nicht die einzige Person mit Ihrem Na-
men sind. Webseiten mit Informationen 
über Sie sind zwischen vielen anderen 
versteckt – es sei denn, Sie sind wirklich 
berühmt! Dieses Szenario ist aber na-
türlich nicht das einzige, bei dem die 
Namensmehrdeutigkeit das Leben er-
schwert. Auch beim Lesen der Tageszei-
tung fällt auf, dass die meisten Namen 
mehrdeutig sind. Als Mensch gehen wir 
mit dieser Mehrdeutigkeit beinahe un-
merklich um, die richtige Bedeutung 
erscheint uns offensichtlich. Nur in 
schwierigen Fällen – beispielsweise in 
dem Satz „Müller ist Torschützenkönig.“ –
fällt es uns auf. Ohne weitere Kontext-
informationen können wir nicht sagen, 
wer mit „Müller“ gemeint ist: Gerd Mül-
ler, Bomber der Nation und Weltmeister 
von ‘74, oder Thomas Müller, Torschüt-
zenkönig der WM 2010?
 Wenn nun Namen im Web – oder 
auch in jedem beliebigen Text – den ein-
deutigen Personen (oder Organisationen, 
Orten, Filmen, Musiktiteln, usw.) zu-
geordnet sind, ergeben sich daraus viele 
mögliche Anwendungen. Bisher konnten 
Suchmaschinen nur nach einer Buch-
stabenfolge suchen, jetzt kann dies der 
Nutzer wesentlich spezifi scher tun. Sucht 
man beispielsweise nach der Firma Mül-
ler erscheinen keine Fußballergebnisse 
mehr. Auch für Forscher ergeben sich 
neue Möglichkeiten: Medienforscher 
können nun ganz einfach alle Artikel 
zu Gerd und Thomas Müller ausfi ndig 
machen, etwa um quantitative Verglei-
che durchzuführen, ohne einen einzigen 
Artikel selbst gesehen zu haben.
 Unsere AIDA-Methode löst die 
Mehrdeutigkeit von Namen auf, indem 
die Namen mit einer kanonischen Enti-
täten-Repräsentation einer Wissensbasis 
verknüpft werden. Solch eine Wissens-
basis ist beispielsweise YAGO. Hier wer-
den fast 10 Millionen solcher Entitäten 
gespeichert, darunter 1 Million Personen, 
aber auch Orte, Organisationen, Produk-
te und Ereignisse – ausführlichere Infor-
mationen zu diesem Thema fi nden Sie 
im Artikel „YAGO – eine digitale Wissen-
sammlung“ des vorliegenden Jahresbe-
richts. Um einen gegebenen mehrdeuti-
gen Namen korrekt aufzulösen, ermittelt 
AIDA aus verschiedenen Daten über die 
möglichen Entitäten Hinweise auf die 
vermutlich zutreffende Entität. Die rich-
tige Kombination aller Hinweise identi-
fi ziert schließlich die korrekte Entität.
 Die wichtigsten Bestandteile für 
eine korrekte Namensaufl ösung sind die 
Folgenden: Wahrscheinlich wird ein Name 
mit seiner prominentesten Bedeutung 
verwendet. Wenn „Paris“ in einem Text 
steht, dann ist meist die französische 
Hauptstadt gemeint. Es muss starke 
Hinweise im Kontext geben, dass dies 
nicht der Fall ist. Im Beispielsatz „Paris 
raubte Helena ihrem Mann, dem König 
von Sparta.“ weisen die Wörter im Kon-
text von Paris darauf hin, dass es sich um 
eine Person der griechischen Mythologie 
handelt. Diese Art der kontextbezogenen 
Hinweise ist der zweite Bestandteil un-
seres Systems. Jede Entität in unserer 
Wissensbasis ist mit einer textuellen Be-
schreibung in Form von Schlüsselwörtern 
versehen, die mit der Umgebung des 
Namens im Text verglichen werden. Je 
besser die Schlüsselwörter einer Entität 
zum Kontext passen, desto größer ist die 
Indikation für diese. In einigen Fällen 
jedoch sind die Kontexthinweise nicht 
genug, insbesondere wenn der Kontext 
sehr kurz ist. Um diese Fälle korrekt zu 
behandeln, löst unsere Methode alle 
Namen im Text zusammen auf und be-
vorzugt Entitäten, die gut zueinander 
passen. Im Beispielsatz „Paris traf Helena“ 
sind Paris und Helena von Troja bessere 
Kandidaten als Paris Hilton und Helena 
Rubinstein.
 Die Güte von AIDA wurde auf 
einer Sammlung von Nachrichtentexten 
getestet, AIDA erzielt bessere Ergebnis-
se als alle bisher bekannten Ansätze zur 
Disambiguierung von Namen. Das von 
AIDA bereitgestellte Wissen um die 
Entitäten eines Textes ermöglicht sowohl 
eine einfachere Suche in Texten als auch 
die Gewinnung von neuem Wissen aus 
diesen Texten, beispielsweise über Bezie-
hungen zwischen Entitäten.  :::
K O N T A K T
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Ontology Matching mit PARIS
 Für viele Fragen des täglichen Le-
bens hält das Web eine Antwort bereit. 
Allerdings können Computer Webseiten 
nicht „lesen“ oder „verstehen“. Wenn man 
etwa nach Konzerten eines französischen 
Sängers in Deutschland sucht, muss man 
zunächst eine Liste französischer Sänger 
fi nden und anschließend deren Tournee-
Pläne studieren. Parallel zum World Wide 
Web hat sich in den letzten Jahren das 
sogenannte Semantic Web entwickelt. 
Es ist das computerlesbare Pendant zum 
World Wide Web. Dort sind Informationen 
in einer Form gespeichert, die Computer 
direkt verarbeiten können. Wenn also ein 
Computer im Auftrag seines Benutzers 
nach Konzerten eines französischen Sän-
gers in Deutschland sucht, kann der Com-
puter im Semantic Web zunächst eine 
Liste französischer Sänger fi nden, und 
im Anschluss an anderer Stelle im Se-
mantic Web die Konzerte dieses Sängers 
in Deutschland in Städten in der Nähe 
des Benutzers. Das Semantic Web befi n-
det sich seit einigen Jahren im Aufbau.
 Im Semantic Web sind Informatio-
nen in sogenannten Ontologien gespei-
chert. Eine Ontologie ist ein gerichteter 
Graph, in dem die Knoten Entitäten sind 
(wie beispielsweise die Sängerin Alizée 
oder das Land Frankreich), und dessen 
Kanten Relationen sind (wie etwa die 
Relation „ist Bürger von“ zwischen Alizée 
und Frankreich). Ferner sind die Enti-
täten in sogenannten Klassen gruppiert. 
Alizée etwa ist in der Klasse der Sänger, 
und Frankreich in der Klasse der europä-
ischen Länder. Es gibt im Semantic Web 
hunderte solcher Ontolgien. Jede einzel-
ne enthält Entitäten, Klassen, und Rela-
tionen. Zusammen enthalten sie mehrere 
Milliarden Entitäten und Relationen. 
 Da einzelne Ontologien unabhängig 
voneinander existieren, kann jedermann 
Ontologien zum Semantic Web beitragen. 
Die Schwierigkeit liegt nun darin, die In-
formationen über die verschiedenen On-
tologien hinweg zu verknüpfen. Wenn also 
eine Ontologie weiß dass Alizée eine Sän-
gerin ist (und nicht etwa ein Mandolinen-
Ensemble), und eine andere Ontologie 
die Konzerte einer gewissen „A. Jacotey“ 
enthält, so muss die Entität „Alizée“ in 
der einen Ontologie mit der Entität 
„A. Jacotey“ in der anderen Ontologie ver-
knüpft werden. Andernfalls könnte der 
Computer sie nicht in die Suche nach 
Konzerten von Sängern einbeziehen. 
Diese Verknüpfung ist alles andere als 
einfach: Schon wenn beide Ontologi-
en nur jeweils 20 Entitäten enthalten, 
könnte es potenziell zwei Trillionen Ver-
knüpfungsmöglichkeiten zwischen den 
Ontologien geben. Echte Ontologien 
enthalten mehrere Millionen Entitäten. 
Auch taucht nicht jede Entität der einen 
Ontologie notwendigerweise in der ande-
ren Ontologie auf. Darüber hinaus müs-
sen nicht nur die Entitäten verknüpft 
werden, sondern auch die Namen der 
Relationen. Die Relation „ist Bürger von“ 
könnte in der anderen Ontologie „hat 
Nationalität von“ heißen. Ähnlich sieht es 
mit den Namen der Klassen aus. Zudem 
sind die Verknüpfungen zwischen Klas-
sen asymmetrisch: Eine Ontologie könn-
te die spezielle Klasse „Französische Sän-
ger“ haben, die andere hingegen nur das 
generische „Sänger“.
 Bisherige Ansätze zur Verknüpfung 
von Ontologien haben meist nur die Ver-
knüpfung von Klassen und Relationen 
betrachtet oder die Verknüpfung von 
Entitäten. Unsere Idee war, dass diese 
beiden Vorgehensweisen sich ergänzen 
können: Wenn wir wissen, dass „ist Bür-
ger von“ dasselbe bedeut wie „hat Na-
tionalität von“, so kann uns das helfen, 
„Alizée“ und „A. Jacotey“ zu verknüpfen. 
Haben wir diese beiden verknüpft, so ist 
es einfacher, die Klassen „Sänger“ und 
„Französische Sänger“ aufeinander abzu-
bilden. Dies wiederum vereinfacht es, 
andere Sänger zu verknüpfen, wodurch 
weitere Relationen erschlossen werden 
können. Da Verknüpfungen niemals 
sicher sind, sondern immer nur graduell, 
haben wir ein probabilistisches Modell 
für dieses Verfahren entwickelt, in dem 
die Wahrscheinlichkeiten der Verknüp-
fungen voneinander abhängen.
 Wir haben dieses Projekt gemein-
sam mit dem in der Nähe von Paris an-
sässigen Forschungszenturm INRIA 
Saclay begonnen. Unser Ansatz heißt 
passend dazu „PARIS – Probabilistic 
Alignment of Relations, Instances, and 
Schema“. Wir haben diesen Ansatz im-
plementiert und haben das System so 
optimiert, dass es auch mit großen On-
tologien umgehen kann. Unser System 
kann in wenigen Stunden beispielsweise 
unsere YAGO Ontologie auf die DBpe-
dia Ontologie abbilden. Beide enthalten 
mehrere Millionen Entitäten und Fakten. 
Da PARIS das Wechselspiel zwischen 
Relationen und Entitäten geschickt 
ausnutzt, erreicht es eine Korrektheit 
von über 90% bei der Verknüpfung der 
Ontologien.
 Durch dieses System haben wir 
einen Beitrag dazu geleistet, die Onto-
logien im Semantic Web miteinander zu 
verbinden. Auf diese Weise können sich 
die Ontologien ergänzen, und Compu-
ter können auf der Suche nach Informa-
tionen von einer Ontologie zur anderen 
wandern – ebenso wie man über Hyper-
links von einer Webseite zu einer ande-
ren wandern kann. Dadurch wird das 
Semantic Web mehr und mehr zu einem 
wirklich verknüpften „Web“.  :::
K O N T A K T
Fabian M. Suchanek
FG. 2   Ontologies
Telefon  +49 681 9325-5014
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YAGO – eine digitale Wissensammlung
 In den letzten Jahren hat sich das 
Internet zu einer bedeutenden Informa-
tionsquelle entwickelt. Zugfahrpläne, 
Nachrichten, ja sogar ganze Enzyklopä-
dien sind inzwischen rund um die Uhr 
online verfügbar. Mithilfe von Suchma-
schinen können wir diese Informationen 
abfragen, allerdings stößt man gelegent-
lich an die Grenzen dieser Technologie. 
Nehmen wir beispielsweise an, dass wir 
wissen möchten, welche bekannten 
Wissenschaftler auch politisch aktiv sind. 
Diese Frage lässt sich kaum so formulie-
ren, dass sie von Google sinnvoll beant-
wortet werden kann. Alle Anfragen nach 
„Wissenschaftler Politiker“ geben lediglich 
Stellungnahmen zu politischen Ereignis-
sen zurück. Die Ursache für dieses Pro-
blem liegt darin, dass die heute verwen-
deten Computer zwar Unmengen an 
Daten speichern können, aber weit da-
von entfernt sind, diese in einen Kontext 
einzuordnen oder gar zu verstehen. Wenn 
es gelänge, dem Computer diese Daten 
als Wissen begreifl ich zu machen, so 
könnte dieses Wissen nicht nur bei der 
Internetsuche helfen, sondern auch bei 
vielen anderen Aufgaben, wie dem Ver-
stehen gesprochener Sprache oder der 
automatischen Übersetzung eines Textes 
in mehrere Sprachen. Dies ist das Ziel 
des Projektes „YAGO-NAGA“ am Max-
Planck-Institut für Informatik.
 Damit der Computer das Wissen 
überhaupt verarbeiten kann, muss es auf 
eine strukturierte Art abgespeichert wer-
den. Eine solche strukturierte Wissen-
sammlung heißt Ontologie. Die Baustei-
ne einer Ontologie sind Entitäten. Eine 
Entität ist jede Art von konkretem oder 
abstraktem Objekt: der Physiker Albert 
Einstein, das Jahr 1879 oder der Nobel-
preis. Die Entitäten sind durch Relatio-
nen miteinander verbunden. So ist bei-
spielsweise Albert Einstein über die Re-
lation „geboren“ mit dem Jahr 1879 ver-
bunden [ siehe Grafi k ]. Wir haben einen 
Ansatz entwickelt, der eine solche Onto-
logie automatisch erstellt. Dazu nutzen 
wir die Online-Enzyklopädie Wikipedia. 
Wikipedia enthält Artikel zu Abertausen-
den von Persönlichkeiten, Produkten und 
Organisationen. Jeder dieser Artikel wird 
eine Entität in unserer Ontologie.
Beispielsweise gibt es einen Artikel über 
Albert Einstein, sodass der Physiker als 
Entität in die Ontologie aufgenommen 
werden kann. Jeder Artikel in Wikipedia 
ist bestimmten Kategorien zugeordnet, 
der Artikel über Einstein zum Beispiel 
der Kategorie „Geboren 1879“. Durch 
das Schlüsselwort „Geboren“ kann der 
Computer den Fakt, dass Einstein 1879 
geboren ist. Dadurch erhalten wir eine 
sehr große Ontologie, in der alle in Wi-
kipedia bekannten Entitäten ihren Platz 
haben. Diese Ontologie heißt YAGO (Yet 
Another Great Ontology, http://www.mpi-inf.
mpg.de/yago-naga/yago/). Momentan enthält 
YAGO fast 10 Millionen Entitäten und 
rund 80 Millionen Fakten.
 YAGO2, eine kürzlich erschienene 
Erweiterung der ursprünglichen Wissens-
basis, legt besonderes Augenmerk auf die 
Einordnung von Entitäten und Fakten in 
Raum und Zeit – zwei Dimensionen, die 
bei der Suche in einer Wissensbasis von 
großem Nutzen sind. So ist zum Beispiel 
die große Mehrheit der ca. 900 000 Per-
sonen-Entitäten in YAGO2 über ihr Ge-
burts- und Todesdatum in der Zeit veran-
kert, um diese auch in ihren historischen 
Kontext stellen zu können. So lassen sich 
beispielsweise Fragen nach wichtigen 
historischen Ereignissen zu Lebzeiten 
eines bestimmten Präsidenten, Kaisers 
oder Papstes beantworten oder auch die 
Frage, wann die betreffende Person über-
haupt Präsident war.
 Die meisten der ca. 7 Millionen 
Orte in YAGO2 sind mit geographischen 
Koordinaten versehen, die sie auf der 
Erdoberfl äche platzieren. So kann bei 
Anfragen an die Wissensbasis auch die 
räumliche Nähe zweier Orte ein Krite-
rium sein. Eine beispielhafte Suche mit 
Hilfe der Kriterien Raum und Zeit wäre 
dann: Alle Wissenschaftler, die im 20. 
Jahrhundert gelebt haben und mit einem 
Nobelpreis ausgezeichnet wurden sowie 
im weiteren Umkreis von Stuttgart gebo-
ren wurden. In YAGO2 fi ndet sich hier 
u.a. Albert Einstein, da sowohl die Zeit, 
in der dieser gelebt hat (1879–1955), 
als auch dessen Geburtsort Ulm (70 km 
Luftlinie zu Stuttgart) in YAGO2 gespei-
chert sind.   :::
K O N T A K T
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URDF – effi zientes Schließen in unsicheren RDF-Wissensbasen
Automatisches Schließen in unsicheren 
Wissensbasen
 Trotz verbesserter Techniken zur 
Wissensextraktion können automatisch 
extrahierte Wissensbasen oft ein hohes 
Maß an Unschärfe bzw. Inkonsistenzen 
enthalten. Oft sind solche Inkonsisten-
zen nicht leicht zu entdecken und sogar 
einem menschlichen Benutzer nicht auf 
den ersten Blick ersichtlich. In großen 
RDF-Wissensbasen mit Millionen von 
Fakten kann eine automatisierte Suche 
nach Inkonsistenzen häufi g nur durch 
komplizierte, logikbasierte Inferenztech-
niken ausgeführt werden, wobei ein über-
eifriges Entfernen von Inkonsistenzen 
sogar zum Verlust korrekter Daten führen 
kann. Automatisches Schließen in großen 
Wissensbasen braucht daher eine hohe 
Robustheit im Hinblick auf unvollstän-
dige, ungenaue oder sogar inkonsistente 
Daten, welche wir im Folgenden unter 
dem Begriff unsichere Daten zusammen-
fassen wollen. Während sich traditionel-
le Anfragetechniken auf den Umgang mit 
sicheren Daten beschränken, fokussiert 
sich die Forschung in unserem neuesten 
Projekt, URDF, speziell auf die Anfrage-
bearbeitung über unsicheren RDF-Wis-
sensbasen. 
 So können wir beispielsweise in 
URDF ausdrücken, dass viele Personen 
im gleichen Ort wie ihr Ehepartner woh-
nen. Hierbei handelt es sich um eine eher 
heuristische Regel, die auch von einigen 
Instanzen (in diesem Falle Personen) in 
der Wissensbasis verletzt werden kann. 
Andererseits können wir jedoch mit Si-
cherheit ausschließen, dass eine Person 
in mehreren, geographisch unterschied-
lichen Orten geboren wurde. Dies stellt 
also eine strikte Bedingung dar, die bei 
der Antwortbearbeitung nicht verletzt 
werden darf. In einer logikbasierten Re-
präsentation werden solche Regeln häu-
fi g als Implikationen, so genannte Horn-
Klauseln, repräsentiert, wobei eine kon-
junktive Bedingung von Fakten einen 
neuen Fakt impliziert:
marriedTo(person1, person2)  
livesIn(person2, location1) 
  livesIn(person1, location1)
 Die obige Formulierung liegt in 
Prädikatenlogik erster Ordnung vor. Wir 
können also häufi ge Muster zwischen den 
Instanzen in der Wissensbasis erkennen, 
und wir verallgemeinern (bzw. lernen) 
dann solche Muster als Regeln erster 
Ordnung auf induktive Weise. Umge-
kehrt können wir von einer solchen Regel 
erster Ordnung wiederum deduktiv auf 
einzelne Instanzen schließen. In diesem 
Falle können wir die Regel also zum Bei-
spiel auf die Personen „Angela Merkel“, 
„Joachim Sauer“ und den Ort „Berlin-
Mitte“ anwenden:
marriedTo(Joachim_Sauer, Angela_Merkel) 
   livesIn(Angela_Merkel, Berlin-Mitte) 
 livesIn(Joachim_Sauer, Berlin-Mitte)
 Eine spezielle Variante von Horn-
Klauseln besteht in der Gruppierung von 
rein negierten Fakten innerhalb einer 
Disjunktion, also beispielsweise:
¬ bornIn(Angela_Merkel, Hamburg)  
¬ bornIn(Angela_Merkel, Bremen)
 Diese Horn-Klausel lässt uns aus-
drücken, dass „Angela Merkel“ nicht in 
„Hamburg“ und ebenfalls in „Bremen“ 
geboren worden sein kann. Durch den 
Einsatz von Negationen wie im obigen 
Beispiel können wir nun Inkonsistenzen 
formal identifi zieren. Wenn also im Ex-
traktionsschritt beide Fakten 
bornIn(Angela_Merkel, Hamburg) und 
bornIn(Angela_Merkel, Bremen) 
irrtümlich als Eingabefakten in die Wis-
sensbasis eingefügt wurden, können wir 
durch die obige Negation formulieren, 
dass nur einer der beiden Fakten wahr 
sein kann. 
Effi ziente Auswertungsstrategien
 URDF unterstützt sowohl logikba-
sierte als auch probabilistische Auswer-
tungsstrategien zum Beantworten von 
Benutzeranfragen. Beim propositiona-
len (aussagenlogischen) Schließen wird 
versucht, dem Benutzer eine konsistente 
Sicht über eine möglicherweise inkonsi-
stente Wissensbasis als Antwort auf eine 
Anfrage zu liefern. Dieses Problem wird 
in URDF auf das Maximale-Erfüllbar-
keitsproblem (Max-Sat), ein klassisches 
Problem in der Aussagenlogik, zurück-
geführt. Für URDF wurde dabei ein neu-
artiges, hocheffi zientes Verfahren zum 
Lösen einer Verallgemeinerung dieses 
Max-Sat-Problems unter Einbeziehung 
strikter und nichtstrikter Regeln entwi-
ckelt. Probabilistisches Schließen erlaubt 
es uns andererseits, Fakten nicht nur 
binäre Wahr/Falsch-Werte zuzuordnen, 
sondern auch Konfi denzgewichte, die 
einer probabilistischen Interpretation 
ihrer Ableitungen entsprechen.
 Diese enorme Expressivität von 
regelbasierten und probabilistischen 
Inferenztechniken stellt natürlich auch 
enorme Herausforderungen an neue, 
effi ziente Auswertungsstrategien für An-
fragen. Beiden oben genannten, logik-
basierten und probabilistischen Auswer-
tungsstrategien liegt eine enorm höhere 
kombinatorische Komplexität als klassi-
schen Auswertungsstrategien in rela-
tionalen Datenbanken zugrunde. Exakte 
Auswertungsalgorithmen können daher 
nicht mehr für große Datenmengen, wie 
sie bei der Wissensextraktion aus dem 
World Wide Web entstehen, eingesetzt 
werden. Unsere Forschungen konzen-
trieren sich aus diesem Grunde auch 
auf effi ziente Approximationsalgorithmen 
mit guten Approximationsgarantien, die 
speziell auf diese Auswertungsstrategien 
zugeschnitten sind.                :::
K O N T A K T
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EnBlogue – was ist neu und interessant im Web 2.0 ?
 Die Popularität des Web 2.0 und 
die damit verbundene Masse an verfüg-
baren Webinhalten macht es zunehmend 
schwierig oder sogar unmöglich ständig 
über aktuelle und wichtige Themen in-
formiert zu bleiben. Benutzer des Inter-
nets, die zuvor meist reine Konsumenten 
von Webinhalten waren, generieren nun 
ihrerseits Informationen. Dies geschieht 
häufi g in Form so genannter Micro-News 
(z.B. Twitter) oder Blogeinträgen, die über 
das ganze Web verteilt sind. Um in die-
sem endlosen Strom von Informationen 
nicht den Überblick zu verlieren, braucht 
man Methoden, die die Essenz der aktu-
ellen Ereignisse extrahieren und in ge-
eigneter Form an Anwender weitergeben.
 Mit enBlogue wurde am Max-
Planck-Institut für Informatik ein Ansatz 
entwickelt, der Datenströme des Web 2.0 
kontinuierlich nach interessanten Ereig-
nissen durchsucht, die Aufmerksamkeit 
in Blogs, Twitter oder anderen Medien 
erregt haben. Der Name enBlogue soll 
an die Redensart „etwas ist en vogue“ 
erinnern.
 EnBlogue verarbeitet zeitlich und 
inhaltlich annotierte Webinhalte und un-
tersucht diese auf überraschende Verän-
derungen, die Hinweise auf ein inter-
essantes Ereignis geben. Dabei werden 
nicht nur einzelne Themen und Annota-
tionen (so genannte Tags) in ihrer Popu-
larität bewertet, sondern auch die Korre-
lationen zwischen verschiedenen The-
men berücksichtigt. Zwei Themen sind 
stark korreliert, falls die relative Anzahl 
der Dokumente, die über beide Themen 
zugleich berichten, hoch ist. Dabei sind 
besonders die dynamischen Anstiege der 
Korrelation interessant.
 Beispielsweise sind unter normalen 
Umständen die Themen Island und 
Flugbetrieb nicht sonderlich stark korre-
liert. Dies änderte sich abrupt mit dem 
Ausbruch des Eyjafjallajökull im Früh-
jahr 2010.
 Die Auswahl der Themen ist a priori 
unbeschränkt, richtet sich aber in erster 
Linie nach den von Benutzern generier-
ten Annotationen. Dabei können auch 
Methoden zur Klassifi zierung in The-
menbereiche sowie zum Entdecken von 
Personennamen und Orten zum Einsatz 
kommen. Das enBlogue-System erlaubt 
auch eine Mischung von Personen, Orten 
und regulären Themen.
 Ein Modell, welches sowohl die 
Quantität der Änderung als auch deren 
zeitliche Nähe und Intensität berück-
sichtigt, wird angewandt, um Themen-
paare in einer übersichtlichen und be-
nutzerfreundlichen Art und Weise zu 
ordnen.
 EnBlogue ermöglicht einen Einstieg 
in aktuelle und interessante Themen, 
mit deren Hilfe Benutzer zu den eigentli-
chen Daten weitergeleitet werden. 
Eine Personalisierung, die bestimmte 
Themengebiete je nach Benutzerin-
teressen bevorzugt und dabei auch den 
Ort des Geschehens (falls vorhanden) 
berücksichtigt, ist derzeit Bestandteil 
der Forschung.                            :::
Von enBlogue identifi zierte Ereignisse des 8. Juli 
1996 (anhand des New York Times Archivs)
Die enBlogue Webseite
K O N T A K T
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Moderne Computersysteme sind mit einer 
Vielzahl an Ausgabemodalitäten ausgestattet. 
Diese umfassen visuelle und auditorische Aus-
gaben, aber auch beispielsweise haptische 
Ausgaben. Visuelle Darstellungstechnologien, 
die vom einfachen Bildschirm über komplexe 
Multiprojektorsysteme in der virtuellen Rea-
lität reichen, sind hierbei besonders wichtig. 
Algorithmen zur geeigneten Visualisierung 
digitaler Informationen spielen in der For-
schung am Max-Planck-Institut für Informatik 
daher eine herausragende Rolle.
Moderne Computersysteme, von mobilen 
Geräten bis zu eingebetteten Systemen, sind 
heute auch mit einer Vielzahl an Sensoren 
zur Eingabe ausgestattet (neben klassischen 
Eingabegeräten: Kameras, haptische Sen-
soren, GPS Empfänger, Lage- und Beschleu-
nigungssensoren etc.). Die Entwicklung von 
Algorithmen zur optimalen Verarbeitung und 
Kombination der Informationen aus diesen 
multimodalen Eingabe- und Ausgabeströmen 
ist ein wichtiges Thema am Max-Planck-
Institut für Informatik.
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 Die Basis qualitativ hochwertiger 
computergenerierter Bilder sind akkurate 
Szenenmodelle. Am Max-Planck-Institut 
für Informatik entwickeln wir Verfahren 
zur Rekonstruktion statischer und dyna-
mischer Szenen. Dies gewinnt immer 
mehr an Bedeutung und fi ndet Anwen-
dung in der Computeranimation sowie 
in den Bereichen 3D-TV und 3D-Video 
(siehe hierzu auch die Forschungsberich-
te aus dem Bereich Analyse von Bildern 
und Videos). Aufbauend auf solchen Re-
konstruktionen können durch statistische 
Analyse auch weiterführende, generali-
sierte Modelle der realen Welt errechnet 
werden. Auf diese Weise können zum 
Beispiel grundlegende Ähnlichkeiten und 
Symmetrien zwischen verschiedenen 
Modellen sowie innerhalb eines einzel-
nen 3D-Modells entdeckt werden. Auch 
kann man die grundlegenden Konstruk-
tionsprinzipien von 3D-Formen erkennen 
und neue Varianten automatisch erzeugen. 
 Um die Modelle virtueller Welten 
naturgetreu erscheinen zu lassen, ent-
wickeln wir auch neue Methoden zur 
Echtzeitsimulation der Lichtausbreitung 
in Szenen, der so genannten globalen Be-
leuchtung. 
 Die durch die Bildsynthese oder 
durch Bildaufnahme entstandenen Bilder 
umfassen typischerweise einen Hellig-
keitsbereich (Dynamik), der nahe an die 
reale Welt heranreicht. In unserer Arbeit 
befassen wir uns mit Algorithmen zur 
Bildverarbeitung auf solchen High Dyna-
mic Range Bildern (HDR) sowie Metho-
den zu deren Darstellung auf Standard-
displays. Zudem erforschen wir Metho-
den, die auf der Simulation menschlicher 
Wahrnehmung basieren, um die Darstel-
lungsqualität auf neuartigen Stereodisplays 
zu verbessern.
 Bildgebungsverfahren (oder Rende-
ringverfahren) spielen auch bei der visu-
ellen Auswertung komplexer Datensätze 
eine immer wichtigere Rolle. Solche Da-
ten fallen in vielen Bereichen der Wissen-
schaft und in praktischen Anwendungen 
an, zum Beispiel bei der Wettersimula-
tion, der Strömungssimulation oder in 
der statistischen Analyse gesellschaft-
licher Entwicklungen. Wir entwickeln 
daher Methoden, um solche komplexen 
Datensätze so darzustellen, dass wichtige 
Zusammenhänge und Effekte in den 
Daten erkannt werden können.
 Die optimale Verarbeitung optischer 
Eingabedaten ist mittlerweile von ebenso 
großer Bedeutung. Wir arbeiten daher an 
neuen optischen Systemen für Kameras 
und entwickeln die klassische Kamera zu 
einem Berechnungsinstrument weiter, 
das aus einzelnen Bildern weit mehr In-
formationen extrahieren kann als reine 
Lichtintensitäten, wie zum Beispiel 
3D-Geometrie. Zukünftige Computer-
systeme werden die optische Erfassung 
einsetzen, um die reale Umgebung kor-
rekt zu interpretieren, zum Beispiel um 
komplexe Aktivitäten von Menschen zu 
verstehen und zu interpretieren. Dies 
eröffnet völlig neuartige Wege der Inter-
aktion mit Benutzern, und der computer-
basierten Unterstützung von Menschen 
im Alltag. Hierbei ist es wichtig, die Ge-
samtheit verfügbarer Sensor- und Aus-
gabedaten sinnvoll zu fusionieren. Die 
grundlegenden Algorithmen für dieses 
komplexe Aufgabenfeld werden am Max-
Planck-Institut für Informatik entwickelt 
und im Folgenden an ausgewählten Pro-
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Verbesserung von Stereo- und HDR-Bildern: Modelle und Techniken
Computermodelle menschlicher 
Wahrnehmung
 Für die Visualisierung steht immer 
der Mensch und seine visuelle Wahrneh-
mung am Ende einer Kette von Verarbei-
tungsschritten. Zu deren optimaler Aus-
gestaltung ist ein möglichst komplettes 
und korrektes Modell der menschlichen 
visuellen Wahrnehmung notwendig. Wäh-
rend die Sinnesphysiologie zahlreiche 
theoretische Modelle kennt, sind diese in 
der Praxis oftmals nicht anwendbar. Dies 
hat zwei Gründe: Erstens gehen sie auf 
zu stark vereinfachte Annnahmen zurück, 
die auf reale Fragestellungen kaum über-
tragbar sind. Zweitens sind sie oft nur 
passive Beschreibungen physiologischer 
Gesetzmäßigkeiten. Die Herausforderung 
unserer Arbeit liegt darin, konkrete Ver-
arbeitungsschritte für den Computer zu 
fi nden, die effi zient und zuverlässig die 
menschliche Wahrnehmung komplexer 
Inhalte, wie 2D- und 3D-Bilder oder Fil-
me, vorhersagen können und gleichzeitig 
deren Darstellung verbessern.
 Die Berechnung des wahrgenomme-
nen Unterschieds zwischen zwei Film-
sequenzen ist ein solches von uns entwi-
ckeltes Verfahren. Aufbauend auf physio-
logischen Modellen berechnet das Ver-
fahren aus der Stärke, der Größe und 
den Veränderungen visueller Muster in 
beiden Eingaben eine dritte Bildsequenz.
In dieser wird sichtbar, ob die Unter-
schiede der Eingabe erkennbar sind, und 
wenn ja, wie stark. Es kann erstaunlich 
sein, wie stark der perzeptuelle Unter-
schied von einem naiv numerischen, 
berechneten Wert abweicht. Der Ansatz 
kann verwendet werden, um Video-Kom-
pressionsverfahren oder Rendering-Ver-
fahren zu steuern oder zu vergleichen.
 In einem weiteren unserer Verfah-
ren wird der Unterschied zwischen zwei 
Stereobildern berechnet. Unsere Arbeit 
geht hier über die verfügbaren sinnes-
physiologischen Modelle hinaus: In Nut-
zerstudien wurde zunächst ein Modell 
für Stereowahrnehmung entwickelt. 
Dieses beschreibt erstmals, wie stark der 
Tiefeneindruck einer Fläche mit Struk-
turen einer bestimmten Frequenz und 
Amplitude für den Menschen ist. Aus-
gehend von diesem Modell wurde ein 
Verfahren entwickelt, das den wahr-
nehmbaren Unterschied zwischen zwei 
Stereo-Bildern misst. Dieses fi ndet An-
wendung in der Komprimierung und Ma-
nipulation von Stereobildern. Auch die 
Darstellung eines Inhalts auf sehr ver-
schiedenen Ausgabegeräten profi tiert von 
unserem Ansatz: Würden beispielsweise 
Stereo-Bilder, die für eine Kinoleinwand 
konzipiert sind, ohne Änderung auf dem 
wesentlich kleineren Display eines 
Smartphones dargestellt werden, wäre 
der Raumeindruck gestört oder es würde 
zu einer Überanstrengung der Augen 
kommen.
 Unsere Verfahren erlauben weiter-
hin, über die Bewertung existierender In-
formationen hinaus die Darstellung von 
Inhalten zu verbessern. Ist z. B. berechen-
bar, wie das Auge ein bewegtes Original-
Bild verarbeiten wird, kann man ein Bild-
schirm-Bild bei der Darstellung derart 
verändern, dass der Sinneseindruck dem 
Original am nächsten kommt. Solche An-
sätze erlauben, bewegte Bilder auf einem 
Monitor schärfer erscheinen zu lassen, 
als eigentlich physikalisch möglich ist, 
Körpern einen Stereo-Eindruck zu geben, 
obwohl fast keine Tiefeninformation dar-
gestellt wird oder Farben heller wirken 
zu lassen, als der Monitor physikalisch 
ermöglicht.
 Zusammen mit ähnlichen von uns 
entwickelten Verfahren für die Model-
lierung der Wahrnehmung von Bildern 
und Videos mit hohem Kontrast (HDR), 
Blendeffekten, Hell-Dunkel-Gradienten 
oder Farben wird ein zunehmend ganz-
heitliches Computer-Modell der mensch-
lichen Wahrnehmung vorstellbar, das alle 
Inhalte auf allen Geräte für alle Nutzer 
optimal darstellt.                              :::
Ein herkömmliches anaglyphes Stereobild (Oben) 
enthält Farb-Artefakte. Mit unseren Ansätzen (Unten) 
können diese Artefakte reduziert werden, während 
ein Tiefeneindruck erhalten bleibt.
Einer unserer Ansätze fi ltert ein bewegtes Bild, so 
dass Einzelbilder (1-3, unten links) detaillierter auf 
die menschliche Retina abgebildet werden, als bei 
herkömmlichen Verfahren (Rechts).
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Fortschrittliches Echtzeit-Rendering
Effi ziente Simulation indirekter 
Beleuchtung
 Die Erzeugung photo-realistischer 
Bilder durch den Computer (Rendering) 
ist die Basistechnologie verschiedener 
visueller Medien. In Kinofi lmen zunächst 
nur für Spezialeffekte verwendet, sind 
ganze Filme, die nur am Rechner entste-
hen, heute selbstverständlich. Der für 
Kinofi lme benötigte Realismus allerdings 
wird nur durch einen immensen Rechen-
aufwand, der mit hohen Kosten verbun-
den ist, ermöglicht. Beispielsweise wer-
den zur Berechnung eines einzelnen 
Kinobilds typischerweise mehrere Stun-
den benötigt. Zugleich ist interaktives 
Echtzeit-Rendering aber ein Teil unseres 
Alltags: Von Computerspielen über Geo-
visualisierung wie Google Earth bis zum 
interaktiven Küchenplaner wird ein Bild 
zu einer Nutzereingabe (Interaktion) quasi 
instantan erzeugt. Um diese Geschwindig-
keit zu erreichen, wurden zahlreiche ver-
einfachende Annahmen getroffen, die zur 
Entwicklung hochspezialisierter Grafi k-
hardware (GPUs) geführt haben. Unsere 
Arbeit beschäftigt sich damit, die Lücke 
zwischen hochrealistischem Offl ine-
Rendering und interaktivem Rendering 
zu schließen.
 Im Speziellen erlauben unsere Ver-
fahren erstmalig die interaktive Simula-
tion indirekter Beleuchtung. Bei direkter 
Beleuchtung hat das Licht eine bestim-
mte Quelle, wird von einer Fläche refl ek-
tiert und trifft dann in das Auge. In der 
Natur allerdings, trifft diese Vereinfachung 
oftmals nicht zu. Zahlreiche visuelle Ef-
fekte, wie die Wirkung von Materialien 
oder das Verstehen räumlicher Anord-
nungen, sind nachweislich von indirekter 
Beleuchtung mitbestimmt. Um diese ef-
fi zient zu berechnen, werden in unseren 
Verfahren ebenfalls vereinfachende An-
nahmen getroffen. Sie unterscheiden sich 
von klassischen numerischen Verfahren 
zur Berechnung indirekter Beleuchtung 
(Finite-Elemente Radiosty oder Raytrac-
ing) durch zwei Aspekte: erstens durch 
die Ausnutzung von Grafi k-Hardware 
und zweitens durch das Einbeziehen von 
Annahmen über menschliche Betrachter.
 Um existierende, kommerzielle 
Grafi khardware voll auszunutzen, ver-
wenden unsere Verfahren Kombinatio-
nen bereits existierender Funktionalität 
z. B. das Zeichnen von Punkten oder das 
Anwenden lokaler Bild-Filter. Diese An-
wendungen werden in GPUs durch tau-
sende parallele Kerne gleichzeitig ausge-
führt: Gelingt es, diese Funktionalität zu 
nutzen, werden Qualität oder Geschwin-
digkeit um Größenordnungen verbessert. 
Unsere Verfahren erlauben insbesondere 
komplexe Lichtverteilungen und kom-
plexe dynamische Geometrie in die Be-
rechnung einzubeziehen.
 Um für Menschen wahrnehmbare 
Effekte zu berechnen, beziehen unsere 
Verfahren Kenntnisse über die mensch-
liche visuelle Wahrnehmung mit ein und 
erweitern diese. Es ist beispielsweise für 
K O N T A K T
Karol Myszkowski
ABT. 4   Computergrafi k
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Interaktive Simulation eines indirekt beleuchteten dynamischen Stück Stoffs
Unsere Verfahren erzielen die Qualität einer Refe-
renzlösung (links, Stunden) um Größenordnungen 
schneller (rechts, wenige Sekunden).
indirekte Beleuchtung nicht vollständig 
bekannt, wie diese wahrgenommen wird 
und damit auch nicht, welche Vereinfa-
chungen getroffen werden können. In 
Nutzer-Studien untersuchen wir, wie 
bespielsweise indirekte Schattenverläufe 
wahrgenommen werden, was uns erlaubt, 
die richtigen Vereinfachungen für deren 
Berechnung zu treffen.
 Die (eigentlich lange bekannte) Idee, 
Berechnungen in einem Netzwerk (der 
„Cloud“) auszuführen und dann auf 
„Client“-Geräte wie Smartphones zu 
übertragen und darzustellen, ist auch 
auf Rendering anwendbar. Unsere Ar-
beiten zu Grafi khardware und menschli-
cher Wahrnehmung fi nden auch auf 
diese Probleme Anwendung. In einem 
von uns entwickelten System werden 
Berechnungen auf einem Server ausge-
führt, deren Ergebnisse (3D-Informati-
on und Farben) dann so codiert werden, 
dass sichtbare Fehler minimiert werden. 
Dies ist möglich, indem bespielsweise 
Kanten der 3D- oder Farbinformation 
erhalten werden. Die Grafi khardware 
der Client-Seite kann dann verwendet 
werden, um aus diesen Informationen 
ein perzeptuell plausibles Bild zu extra-
polieren.              :::
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PICASSO fi ndet den passenden Soundtrack für Bilder
 Folgendes Problem kennt vermut-
lich jeder: Man hat während einer Ur-
laubsreise unzählige Fotos gemacht und 
möchte diese nach der Reise den Freun-
den präsentieren. Was dazu noch fehlt 
ist ein gut passender Soundtrack. Unser 
Ansatz, namens PICASSO, fi ndet solch 
einen Soundtrack und zwar vollkommen 
automatisch aus einer vom Benutzer be-
reitgestellten Menge an Musikstücken.
 Es gibt zwei Welten, die separat be-
trachtet durch die Forschung der letzten 
Jahre relativ gut verstanden sind. Das ist 
zum einen die Welt der Musik und zum 
anderen die Welt der Bilder. Für jede 
dieser Welten gibt es entsprechende 
Methoden, um für ein gegebenes Objekt 
ähnliche Objekte zu fi nden. So können 
zum Beispiel zu einem gegebenen Ur-
laubsfoto ähnliche Fotos gefunden wer-
den. Charakteristika wie Farben, Hel-
ligkeit und Kanten werden benutzt, um 
diese Ähnlichkeiten zu berechnen. Für 
Musik sind jedoch andere charakteristi-
sche Eigenschaften, wie beispielsweise 
die Klangfarbe oder der Rhythmus, für 
eine präzise Suche entscheidend.
 Was bislang fehlte ist eine Verbin-
dung zwischen der Welt der Musik und 
der Welt der Bilder. Mit PICASSO wur-
de ein Ansatz entwickelt, der diese Ver-
bindung lernt und anwenden kann.
 Um einen möglichst breiten Bereich 
beider Medien abzudecken, bedarf es 
einer große Menge an Beispiel-Verknüp-
fungen von Bild und Musik. Die Idee, 
die dabei hinter PICASSO steht, ist die 
Analyse von Filmen.  Filme bieten genau 
die Daten, die wir für unsere Aufgaben-
stellung benötigen: (bewegte) Bilder und 
die dazu passende Filmmusik, die manu-
ell von erfahrenen Regisseuren zugewie-
sen wurde. Durch die Analyse von über 
50 Filmen erzeugt PICASSO eine große 
Menge an Paaren der Form (Bild, Film-
musik).
 Für ein gegebenes Foto sucht PI-
CASSO eine Filmszene, die dem Foto 
ähnelt. Damit sind wir in der Welt der 
Musik angekommen und können anhand 
der Filmmusik den am besten passen-
den Song auswählen. Aus Effi zienzgrün-
den haben wir den letzten Schritt die-
ser Suche bereits vorberechnet, d. h. wir 
können direkt von der Szene auf ein Mu-
sikstück springen. Die Abbildung oben 
veranschaulicht diesen Prozess.
 Das Ganze funktioniert auch für 
eine Menge von Fotos gleichzeitig. Da-
bei wird für jedes Foto eine Vielzahl von 
geeigneten Soundtracks berechnet und 
anschließend wird bestimmt, welche 
Soundtracks am besten für die Gesamt-
heit der Fotos geeignet sind. Man möch-
te dabei natürlich vermeiden, dass der 
Soundtrack zwar zu dem Hauptteil der 
Fotos passt, aber zu einigen davon gar 
nicht. Man sucht vielmehr den Mittel-
weg, also einen Soundtrack, der gut zu 
allen Fotos passt. PICASSO ist auch auf 
Videos anwendbar. Dabei wird das Video 
als Reihe von Bildern interpretiert, für 
die dann ein Soundtrack empfohlen wird.
Der Prozess hinter der Erzeugung der PICASSO 
Datenbank
Bildschirmfotos der iPhone App PicasSound
 Es existiert bereits eine kostenlo-
se Anwendung, namens PicasSound, für 
iPhones sowie Android basierte Smart-
phones. Damit können Fotos aufgenom-
men werden oder man kann aus beste-
henden Fotos auswählen. PICASSO 
schlägt dann die zehn geeignetsten Mu-
sikstücke, die sich auf dem Smartphone 
befi nden, vor. Sie können direkt abge-
spielt werden.   :::
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Internet http://picasso.mmci.uni-saarland.de/demo/
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Rechnergestützte Fotografi e
Rechnergestützte Fotografi e
 Die herkömmliche Fotografi e wurde 
bereits vor Jahren von der digitalen Fo-
tografi e abgelöst. Während traditionelle 
Verfahren auf chemischer Basis operie-
ren, wandeln digitale Kameras das ein-
fallende Licht direkt in Zahlenwerte um. 
Diese Umwandlung geschieht mit Hilfe 
einer Recheneinheit, die auf der Kamera 
untergebracht ist. Das neuentstandene 
Fachgebiet Computational Photography, 
oder rechnergestützte Fotografi e, beschäf-
tigt sich mit der Frage, wie herkömmliche 
Kameras durch rechentechnische Verfah-
ren verbessert werden können. Unsere 
Arbeitsgruppe erforscht neuartige Algo-
rithmen, um bekannte Schwachpunkte 
herkömmlicher Kameras zu beheben 
und neue Anwendungsfelder wie zum 
Beispiel in der 3D-Rekonstruktion, zu 
schaffen.
Ein Aufnahmeverfahren für sehr schnelle 
menschliche Bewegungen
 Einer der Schwachpunkte herkömm-
licher Kamerasysteme ist die beschränkte 
Bildwiederholrate, oder auch zeitliche 
Aufl ösung, der eingesetzten Kameras. Es 
ist daher sehr schwierig zeitlich schnelle 
Bewegungsabläufe aufzunehmen, wie 
jeder Hobbyfotograf bestätigen kann. In 
der rechnergestützten Bewegungsanalyse, 
die auch im Bereich Spezialeffekte für 
Film- und Fernsehproduktionen Anwen-
dung fi ndet, erweist sich diese Bewegungs-
unschärfe als sehr hinderlich. Während 
die Unschärfe im künstlerischen Bereich 
manchmal absichtlich eingeführt wird, 
um Geschwindigkeit zu illustrieren, 
gehen für die rechengestützte Analyse 
unweigerlich Daten verloren. Wir haben 
daher, in Zusammenarbeit mit der Grup-
pe „Graphics, Vision and Video“, ein Ver-
fahren entwickelt, das eine zeitlich hoch-
aufgelöste Aufnahme von menschlichen 
Bewegungen mittels herkömmlicher 
Kameras mit niederer Bildwiederholrate 
erlaubt. Unsere Experimente haben ge-
zeigt, dass 20 herkömmliche Kameras 
mit einer Bildwiederholrate von 20 Bil-
dern pro Sekunde dazu eingesetzt wer-
den können, Bewegungen mit bis zu 400 
Bildern pro Sekunde dreidimensional zu 
digitalisieren. Diese Entwicklung könnte 
den Einsatz kostengünstiger Standardka-
meras zum Zweck der Bewegungsanalyse 
ermöglichen.
Kaleidoskopische Kameras zur Erzeu-
gung hemisphärischer Blickrichtungs-
verteilungen
 Die dreidimensionale Digitalisierung 
von Objekten stellt ein weiteres bedeu-
tendes Anwendungsgebiet für neuartige 
Kameratechnologien dar. Die Digitalisie-
rung, auch 3D-Scanning genannt, wird 
in immer größerem Umfang in der Mess-
technik, Qualitätskontrolle, digitalen 
Sicherung von Kulturgütern, aber auch 
in der Unterhaltungsindustrie, hier vor 
allem in Filmproduktionen, eingesetzt. 
Ein grundlegendes Problem dieser Sys-
teme ist die fehlende Rundumsicht her-
kömmlicher Kameras: ein Objekt kann 
nur aus einer Perspektive auf einmal be-
trachtet werden. Daraus folgt, dass eine 
Rundumdigitalisierung dynamischer 
Objekte nur unter erheblichem Aufwand 
durch den Einsatz von Mehrkamera-
systemen möglich ist. In einer früheren 
Arbeit haben wir festgestellt, dass kalei-
doskopische Spiegelsysteme die Rund-
umaufnahme eines Objektes mit Hilfe 
einer einzigen Kamera in einem Bild er-
möglichen. Um eine lebensechte Digita-
lisierung von Objekten zu erreichen, ist 
es darüber hinaus aber notwendig, das 
Objekt aus allen möglichen Richtungen 
zu beleuchten, und das korrespondieren-
de Erscheinungsbild in einem Rundum-
system abzubilden. Üblicherweise wird 
hierfür ein hoher Hardwareaufwand not-
wendig: typische Systeme installieren 
ca. 200 Kameras und 200 Lichtquellen 
in einer kugelförmigen Verteilung um das 
Objekt. Auf unseren früheren Arbeiten 
aufbauend haben wir ein System ent-
wickelt, das das Erscheinungsbild und 
die Geometrie eines Objektes unter allen 
möglichen Beleuchtungsrichtungen mit 
Hilfe eines einzigen Kamera-Projektor-
paares aufzunehmen erlaubt. Im jetzigen 
Entwicklungsstadium erreicht unser Pro-
totyp leider noch nicht die geometrische 
Aufl ösung kommerzieller Geräte, die rein 
zur Geometrieverfassung entworfen wur-
den. Unsere Arbeiten weisen jedoch auf 
interessante Entwicklungsmöglichkeiten 
für die heutige Scannertechnologie hin: 
in der Zukunft wird es möglich sein, die 
Geometrie und Refl ektanz eines Objek-
tes mit Hilfe eines statischen, preisgüns-
tigen Systems, zu erfassen.               :::
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Aufbau zur Rundumaufnahme der Geometrie und Refl ektanzeigenschaften eines Objektes unter beliebigen 
Beleuchtungsbedingungen. Ein Spiegelsystem vervielfacht die beobachtbaren Blickrichtungen. Gleichzeitig 
kann das Objekt mit Hilfe eines dreifarbigen Lasers abgetastet und beleuchtet werden.
Blick ins Innere des Aufnahmesystems mit Büste 
Max Plancks (Ausschnitt)
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Kalibriertes Displaymanagement
 Die bei Sonnenschein vorhandene 
Lichtmenge ist etwa um 10 Größenord-
nungen größer als bei Sternenlicht. Den-
noch können sich Menschen mit der Zeit 
an dieses enorme Lichtspektrum anpassen. 
Der Dynamikbereich des menschlichen 
Sehvermögens ist immer deutlich kleiner, 
um etwa 4 Größenordnungen. Dennoch 
ist dies immer noch zwei Größenordnun-
gen (ein Faktor 100) oberhalb dessen, was 
aktuelle Video-, Film- und Fotokameras 
erfassen und konventionelle Monitore, 
Fernsehapparate und Projektoren anzei-
gen können.
 HDR-Bilder gehören zu einem 
Forschungsgebiet, das Hardware- und 
Softwarelösungen für das Missverhältnis 
zwischen den Dynamikreichen aktueller 
Technologien und des menschlichen 
Sehvermögens auf der einen Seite und 
aktueller Technologien und dem in rea-
len Szenen vorhandenen Lichtspektrum 
auf der anderen Seite untersucht. Dies 
hat zur Entstehung von einigen Aufnah-
metechniken geführt, durch die Bilder 
und Videos mit einem Dynamikbereich 
aufgenommen werden können, der dem 
menschlichen Sehvermögen entspricht 
oder sogar darüber liegt.
 Ein wichtiger Aspekt bei HDR-
Bildern ist die Darstellung solcher Bilder 
auf konventionellen Displays. Mit an-
deren Worten: Die Frage ist, wie man 
Bilder mit einem mehr als zwei Größen-
ordnungen höheren Dynamikbereich auf 
einem Display darstellen kann, das nur 
zwischen etwa 100 verwendbaren Ebenen 
unterscheiden kann. Algorithmen, die 
dieses Problem lösen, sind allgemein als 
Tone-Reproduction-Operatoren bekannt. 
Sie skalieren das Bild, bis es sich inner-
halb des Kontrastbereichs des Displays 
befi ndet und versuchen zusätzlich die 
Bildqualität aufrechtzuerhalten, so dass 
das dadurch entstandene Bild natürlich 
aussieht, wie man in der Abbildung 1 se-
hen kann.
 Die Dynamikkompression (Tone Re-
production) ist in dieser Hinsicht sicher-
lich erfolgreich. Dennoch neigen die Algo-
rithmen der Dynamikkompression dazu, 
Aspekte des menschlichen Sehvermö-
gens zu vernachlässigen, insbesondere 
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das menschliche Farbsehvermögen. Das 
bedeutet, dass die Ergebnisse nicht ganz 
so natürlich sind, wie sie idealerweise 
sein könnten.
 Das menschliche Farbsehvermögen 
beruht auf ähnlichen adaptiven Prozessen 
wie die oben erwähnten, obgleich sie die 
Farbwahrnehmung beeinfl ussen. Wenn 
wir beispielsweise eine farbig beleuchtete 
Szene betrachten, würden wir die Farbe 
der Beleuchtung zu einem gewissen Teil 
ignorieren, so dass Oberfl ächen in der 
Szene, die weiß refl ektieren, tatsächlich 
weiß erscheinen würden. Zudem hängt 
die Farbigkeit einer Szene stark von der 
Beleuchtungsstärke ab. Wenn wir einen 
Helligkeitsregler mit einer Lichtquelle 
verbunden hätten und die ausgestrahlte 
Lichtmenge langsam erhöhen würden, 
dann würden die Farben in der Szene an 
Farbenreichtum gewinnen. Allgemein ge-
hört die Erforschung, wie farbige Stellen 
unter spezifi scher Beleuchtung wahrge-
nommen werden, zum Bereich der Mo-
dellierung der Farberscheinung. Daraus 
ergeben sich wichtige Folgen für die Dy-
namikkompression, die oft unbeachtet 
bleiben. Insbesondere sollten wir, wenn 
wir den Dynamikbereich eines HDR-Bil-
des verringern, auch die codierte Farbig-
keit des Bildes verringern, um dem nahe 
zu kommen, was in der Realität passie-
ren würde, wenn wir den Helligkeitsreg-
ler runterdrehen. Zudem müssten wir das 
Bild korrigieren, wenn es unter einer spe-
zifi schen Beleuchtungsfarbe aufgenom-
men wurde und auf einem Monitor darge-
stellt wird, der sich in einem Zimmer mit 
einer anderen Beleuchtung befi ndet.
 Das Ziel unseres Projekts ist die 
Kombination von Farberscheinungsef-
fekten mit Dynamikkompression, wobei 
wir effektiv Aspekte von HDR-Bildern 
und der Modellierung der Farberschei-
nung vereinen. Unser Algorithmus stellt 
auf vorsichtige Weise alle relevanten 
Aspekte des menschlichen Farbsehver-
mögens dar und ist folglich in der Lage, 
Bilder zu produzieren, die in Bezug auf 
die Wahrnehmung korrekt sind, vergli-
chen mit mehreren existierenden psycho-
physischen Datenmengen [Abbildung 2].  :::
Abbildung 1: Ein HDR-Bild, dynamikkomprimiert zur 
Darstellung auf einem konventionellen Display
Abbildung 2: Ein Bild, das mittels unseres Algorith-
mus, der Dynamikkompression mit Farbmanagement 
kombiniert, bearbeitet wurde
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Erkennung menschlicher Aktivitäten
Erkennung menschlicher Aktivitäten    
mit tragbaren Sensoren
 Das Erfassen und Verstehen des 
Kontexts eines Benutzers spielt eine 
entscheidende Rolle bei der Mensch-
Computer-Interaktion. Diese kann na-
türliche Kommunikation ermöglichen, 
zum Beispiel mit Robotern, die die Ziele 
des Benutzers verstehen und zum richti-
gen Zeitpunkt Unterstützung bieten. 
In unserer Arbeit konzentrieren wir uns 
auf eine bestimmte Art von Kontext: die 
Erkennung menschlicher Aktivitäten.
 Bei der Erkennung von kurzen und 
individuellen Aktivitäten, wie zum Bei-
spiel dem Händeschütteln oder Laufen 
konnten bereits beeindruckende Fort-
schritte erzielt werden. Dagegen sind  
komplexere menschliche Aktivitäten, die 
mehrere Minuten oder Stunden dauern 
können und typischerweise aus einer 
Reihe von Subaktivitäten bestehen, wie 
zum Beispiel die Morgenroutine oder 
eine Montageaufgabe, bisher weitaus 
weniger adressiert worden. In unserer 
Forschungsgruppe untersuchen wir ver-
schiedene Aspekte bei der Erkennung 
komplexer menschlicher Aktivitäten.
Erfassung von Bewegungsdaten zu 
menschlichen Aktivitäten 
 Am Körper angebrachte, tragbare 
Sensoren können Aktivitäten direkt aus 
der Ich-Perspektive zu jeder Zeit und 
an jedem Ort erfassen. Angesichts der 
Fortschritte in der Mikrotechnologie sind 
kostengünstige Sensoren bereits heute 
weit verbreitet und in Uhren, Handys 
oder sogar Kleidungsstücken zu fi nden. 
Bewegungsdaten können dann erfasst 
und analysiert werden, um die Aktivitä-
ten mithilfe von Techniken des maschi-
nellen Lernens zu verstehen.
Zusammengesetzte Aktivitäten: 
Entdecken und Kombinieren relevanter 
Subaktivitäten
 Im Allgemeinen ist nicht die bloße 
Abfolge individueller Aktivitäten inter-
essant, sondern vielmehr das übergeord-
nete Ziel, das durch kombinierte Sub-
aktivitäten erreicht werden soll. Da eine 
zusammengesetzte Aktivität neben den 
relevanten Subaktivitäten auch irrelevan-
te Aktivitäten enthalten kann, kann die 
Beobachtung aller auftretenden Subakti-
vitäten suboptimal sein und die Erken-
nung verwirren. Viele zusammengesetz-
te Aktivitäten können bereits durch eine 
Untermenge an diskriminativen Sub-
aktivitäten erkannt werden [Abbildung 1]. 
So kann beispielsweise das Mittagessen 
durch das Gehen zu einer bestimmten 
Tageszeit charakterisiert werden, ohne 
die eigentliche Aktivität des Essens zu be-
obachten. In einer Diskriminanzanalyse 
haben wir beobachtet, dass ein überra-
schend kleiner Bruchteil relevanter Sub-
aktivitäten ausreichen kann, um die zu-
sammengesetzte Aktivität zu erkennen.
Hierarchisches Modell für zusammen-
gesetzte Aktivitäten
 Aktivitäten als Hierarchie betrach-
tet, bringt Vorteile mit sich. Beim Um-
setzen einer Bauanleitung für einen Spie-
gel [Abbildung 2] besteht eine Aufgabe da-
rin, den Rahmen zu befestigen. Diese 
scheinbar einfache Aufgabe setzt sich aus 
mehreren Schritten zusammen, die von 
verschiedenen Nutzern niemals exakt 
reproduziert wird: Zusammengesetzte 
Aktivitäten können unterbrochen wer-
den, die Dauer kann sehr unterschiedlich 
sein und deren Subaktivitäten können in 
verschiedener Reihenfolge erfolgen. 
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Abbildung 2: Zusammengesetzte Aktivität für eine 
Konstruktionsaufgabe
Die Verwendung der gleichen Ansätze 
wie bei der Erkennung individueller 
Aktivitäten ist suboptimal, da diese eine 
große Menge an Trainingsdaten benöti-
gen. Daher schlagen wir ein hierarchi-
sches Modell vor, das relevante Subak-
tivitäten erkennt und verbindet, um zu-
sammengesetzte Aktivitäten in ähnli-
cher Weise zu erkennen, wie man auch 
Buchstaben zu Worten verbindet. Experi-
mente zeigen überlegene Leistungen im 
Vergleich zu Standardansätzen, die zur 
Erkennung von individuellen Aktivitäten 
verwendet werden.
Abbildung 1: Relevante Teile zusammengesetzter 
Aktivitäten
Zusammengesetzte Aktivitäten und 
Wissenstransfer
 Subaktivitäten, die in verschiede-
nen Aktivitäten vorkommen, können 
ähnlich zu einem Vokabular wiederver-
wendet werden. Durch Übertragung 
gemeinsam verwendeter Subaktivitäten 
können dann neue zusammengesetzte 
Aktivitäten mit minimalen Trainings-
daten gelernt werden.             :::
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Korrespondenzen und Symmetrien in 3D-Szenen
Korrespondenzen 
 Eines der wichtigsten Probleme 
der modernen Informatik ist das maschi-
nelle Verstehen von Strukturen in Daten. 
Wir Menschen haben bemerkenswerte 
Fähigkeiten, Strukturen in den Sinnes-
eindrücken unserer Umwelt zu erken-
nen. Offensichtlich sind Computer sehr 
weit von vergleichbaren kognitiven 
Fähigkeiten entfernt. Nichtsdestotrotz 
hat die maschinelle Strukturierung von 
Daten viele Vorteile: So macht es einer 
Maschine nichts aus, tagelang in riesi-
gen Datenmengen zu suchen, und sie 
kann dabei extrem große Datenbestände 
durchforsten. Bemerkenswerte Struktu-
ren auf dieser Skala sind für den Men-
schen oft nicht oder nicht so leicht 
sichtbar.
 Unser Forschungsgebiet beschäf-
tigt sich mit dem maschinellen „Verste-
hen“ von geometrischen Formen. Unser 
Ziel ist es, dem Computer beizubringen, 
zu einem gewissen Grade zu verstehen, 
wie geometrische Objekte strukturiert 
sind. Um uns diesem Fernziel zu nähern, 
haben wir uns in den letzten Jahren vor 
allem mit einem low-level-Problem be-
schäftigt, dem Etablieren von Korrespon-
denzen. Das Ziel ist es hier, festzustel-
len, ob zwei geometrische Objekte im 
Wesentlichen gleich sind, und falls ja, 
welche Paare von Punkten aus beiden 
Objekten einander entsprechen. Dieses 
Problem haben wir auf zwei Arten unter-
sucht: Zum einen haben wir Modelle 
und Algorithmen entwickelt, um Kor-
respondenzen zwischen geometrischen 
Objekten zu berechnen. Zum anderen 
haben wir uns auch damit beschäftigt, 
die Struktur solcher Korrespondenzen zu 
analysieren, um so weitere Informationen 
über die Geometrie zu erhalten.
Korrespondenzprobleme und Symmetrie
 Das Korrespondenzproblem kann 
in vielfältiger Weise dargestellt werden. 
Der erste Aspekt ist das Transformations-
modell: Welche Änderungen sind für 
ähnliche Formen akzeptabel? Das ein-
fachste Modell erlaubt starre Transfor-
mationen (Rotation, Spiegelung, Ver-
schiebung [Abbildung 1] ), es ist aber auch 
möglich, dass sich ein Objekt verformt 
hat und die Korrespondenzfi ndung dies 
tolerieren muss [Abbildung 2]. Ein noch 
allgemeineres Modell sind semantische 
Korrespondenzen: Hier lernt der Com-
puter die statistische Abhängigkeit von 
Form und Funktion mit Hilfe von Ver-
fahren aus dem maschinellen Lernen 
[Abbildung 3] aus wenigen Trainingsbei-
spielen.Ein zweiter Aspekt ist die Frage, 
ob Korrespondenzen nur zwischen Paa-
ren von Objekten hergestellt werden sol-
len, oder auch innerhalb eines Objektes 
oder einer größeren Modellkollektion. 
Letzteres Problem wird auch als partielle 
Symmetrieerkennung bezeichnet.
Anwendungen
 Korrespondenzinformationen sind 
für viele Anwendungen ganz offensicht-
lich nützlich. Korrespondenzalgorithmen 
erlauben bespielsweise mehrere Scans 
eines Gebäudes (starre Transformati-
onen) oder einer Person (deformierba-
res Modell) in einem Datensatz zusam-
menzuführen. Das Finden semantischer 
Symmetrien ist darüber hinaus hilfreich 
um z. B. große Geodatenbanken wie 3D-
Stadtscans automatisch zu annotieren. 
Neben diesen direkten Anwendungen 
von Korrespondenzen ergeben sich wei-
tere, weniger offensichtliche, aber min-
destens eben so interessante Anwendun-
gen, wenn man die Symmetriestruktur 
einer 3D-Szene analysiert: Symmetrien 
führen zu einer Zerlegung in Bausteine, 
die nun neu zusammengesetzt werden 
können um so automatisch neue Mo-
delle zu erzeugen [Abbildung 4]. Auch das 
Editieren und Erzeugen von Modellva-
rianten kann stark vereinfacht werden, 
wenn Symmetrieinformationen berück-
sichtigt werden. Solche Methoden sind 
hilfreich, um den Aufwand für das Er-
stellen neuer Modelle oder Varianten z. B. 
in Computerspielen zu erleichtern.     :::
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Automatisch berechnete Korrespondenzen zwischen 
zwei 3D-Scans einer Person in verschiedenen Posen.
Zerlegung eines Modells in Bausteine mittels 
Symmetrie. Symmetrische Bausteine erscheinen in 
der selben Farbe.
Abbildung 3: Semantische Korrespondenzen, die mit 
Hilfe maschinellen Lernens aus wenigen Beispielen 
abgeleitet wurden. Datensatz: LKVK Saarland.
Abbildung 4: Die Bausteine können neu zusammen-
gefügt werden, um automatisch Variationen der 
Eingabemodelle zu erzeugen.
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Analyse von Strömungen
 Strömungen von Flüssigkeiten und 
Gasen sind in vielen technischen Prozes-
sen von großem Interesse. So geht es bei-
spielsweise bei der Entwicklung eines 
Kraftstoff sparenden Fahrzeuges unter 
anderem um die Verringerung des Luft-
widerstandes. Dazu wird zunächst die 
Strömung um das Fahrzeug im Compu-
ter simuliert. In einer anschließenden 
Strömungsanalyse können dann Wirbel 
identifi ziert werden, die häufi g einen ne-
gativen Einfl uss auf den Luftwiderstand 
haben. Ziel moderner Analyseverfahren 
ist die Erhöhung des physikalischen 
Verständnisses von einer Strömung, um 
Rückschlüsse auf nötige Veränderungen 
am Design eines Fahrzeuges zu ermög-
lichen.
Strömungsvisualisierung in der Praxis
 Die Eigenschaften einer Strömung 
lassen sich anhand der Bewegung von 
Partikeln erklären. Ein Partikel bewegt 
sich mit der Strömung auf seiner so ge-
nannten Bahnlinie. Sie umfasst alle 
Punkte, an denen sich der Partikel im 
Laufe der Zeit befunden hat. In einem 
realen Experiment im Strömungslabor ist 
eine Bahnlinie jedoch nur schwer sicht-
bar zu machen, da ein einfaches Foto 
nur den momentanen Aufenthaltsort des 
Partikels wiedergeben kann. Deswegen 
werden andere charakteristische Kurven 
zur Visualisierung herangezogen: Eine 
Streichlinie besteht aus einer Vielzahl 
von Partikeln, die alle nacheinander 
vom selben Ort aus in die Strömung ein-
gebracht wurden. Im Labor wird dazu 
fortwährend Rauch aus einer Düse ge-
blasen, der sich dann mit der Strömung 
bewegt und somit die Streichlinie bildet. 
Eine weitere Möglichkeit zur Visualisie-
rung ist eine Zeitlinie. Sie entsteht durch 
eine kurzzeitige Abgabe von Rauch ent-
lang eines Schlitzes: Die anfangs gerade 
Rauchlinie wird durch die Strömung fort-
getragen und in Wirbeln eingerollt. Da-
durch werden interessante Strömungs-
muster sichtbar.
Strömungsvisualisierung im Computer
 Während sich in der Praxis Streich- 
und Zeitlinien einfach und Bahnlinien 
nur schwer sichtbar machen lassen, ist 
es in einer computergestützten Visua-
lisierung genau umgekehrt. Es ist seit 
langem bekannt, dass sich Bahnlinien 
mathematisch mittels gewöhnlicher 
Differentialgleichungen ausdrücken 
lassen, für deren Lösung es Standard-
verfahren gibt. Zudem ermöglichen 
diese Gleichungen auch Rückschlüsse 
auf wichtige Eigenschaften von Bahn-
linien. So lässt sich beispielsweise deren 
Krümmung ermitteln, ohne die Bahn-
linien selbst berechnen zu müssen. 
Viele wichtige Verfahren der computer-
gestützten Strömungsanalyse basieren 
auf der einfachen, aber leistungsfähigen 
Repräsentation von Bahnlinien mittels 
gewöhnlicher Differentialgleichungen. 
Zur Berechnung von Streich- und Zeit-
linien gab es lange Zeit nur vergleichs-
weise aufwändige Algorithmen, die zu-
dem keinen Rückschluss auf die inhä-
renten Eigenschaften der Linien boten. 
Zusammen mit unserem Kooperations-
partner Prof. Dr. Holger Theisel von der 
Universität Magdeburg ist es uns ge-
lungen, einen neuen mathematischen 
Ansatz zu entwickeln, der es erlaubt, 
Streich- und Zeitlinien mittels gewöhn-
licher Differentialgleichungen auszudrü-
cken. Diese Arbeit wurde mit dem Best 
Paper Award der jährlichen IEEE Visuali-
zation Konferenz ausgezeichnet.
Neue Möglichkeiten
 Dadurch ergibt sich eine ganze 
Reihe von neuen Verfahren für die 
Strömungsanalyse, da die inhärenten 
Eigenschaften von Streich- und Zeit-
linien erstmals mathematisch kompakt 
dargestellt werden können. Abbildung 
2 zeigt beispielsweise eine so genannte 
Wirbelkernlinie im Zentrum sich rotie-
render Streichlinien. Derartige Wirbel-
kerne können nun erstmals auf Basis 
unseres neuen mathematischen Ansatzes 
berechnet werden und stellen eine wich-
tige Grundlage zur Identifi kation von 
Wirbeln in Strömungen dar. Des Weite-
ren lassen sich Streich- und Zeitlinien 
in vielen Fällen mit dem neuen Ansatz 
wesentlich schneller berechnen. Die 
5000 Zeitlinien in Abbildung 1 wurden 
mit dem neuen Verfahren in 14 Sekun-
den berechnet. Der klassische Algorith-
mus benötigt dafür 45 Minuten.         :::
Abbildung 1: Die Zeitlinien in der Strömung hinter einem Zylinder stellen – im Gegensatz zu Bahnlinien – 
klar die Verwirbelungen in der Strömung dar.
Abbildung 2: Wirbelkernlinie (rot) im Zentrum sich 
rotierender Streichlinien.
78
Leistungssteigerung durch Optimierung von Benutzerschnittstellen
 Trotz jahrzehntelanger Forschung 
und beträchtlicher industrieller Investi-
tionen sind die Benutzerschnittstellen, 
die wir am meisten nutzen, überholt und 
teilweise uralt. Beispielsweise wurde die 
QWERTY-Tastatur im 19. Jahrhundert 
erfunden, das Menü in den 1950er Jah-
ren und die Maus sowie der Touchscreen 
in den 1960ern. In der Softwareentwick-
lung gehört die Entwicklung der Benut-
zerschnittstelle zu den anspruchsvolls-
ten Aufgaben. Durch die überwältigende 
Menge denkbarer Designs ist es nicht 
möglich, funktionelle und benutzer-
freundliche Interfaces durch bloßes Aus-
probieren zu schaffen. Ein Designer 
kann nur einen winzigen Bruchteil aller 
möglichen Designs in Betracht ziehen. 
Nehmen wir zum Beispiel die Gestal-
tung eines einfachen Menüs, einer der 
meistgenutzten Benutzerschnittstel-
len: Die Anzahl möglicher Designs für 
ein Menü mit 20 Elementen ist 20 ! = 
2432902008176640000 – mehr als es 
Sterne im beobachtbaren Universum 
gibt (10 24 !).
 Wir glauben, dass computerge-
stützte Methoden für die Gestaltung der 
Schnittstellen verwendet werden können. 
Durch die Automatisierung wiederkeh-
render Probleme kann sich ein Designer 
auf gänzlich neue Aspekte konzentrieren. 
Anstatt nur einen oder ein paar Fälle 
gleichzeitig zu generieren und auszupro-
bieren, defi niert der Designer Optimie-
rungsziele, Annahmen über den Benutzer 
und die Nutzung und setzt Restriktionen 
fest. Der Computer untersucht dann die 
besten Designs. Durch unsere Schnitt-
stellen-Optimierer kann der Designer 
zwei entscheidende Fragen beantworten:
1)  Wie weit ist ein bestimmtes Design  
 vom Optimum entfernt? 
2)  Was ist das optimale Design?
Die vier allgemeinen Schritte dieses 
Ansatzes sind:
1)  Darstellung des Design-Bereichs als  
 kontinuierliche/diskrete Variablen,   
 die frei/abhängig sind,
2)  Operationalisierung der erwünschten 
 Effekte/Ergebnisse der Interaktion 
 als Optimierungsziel(e),
3)  Erstellung eines Prognosemodells, 
 mit dem jedes Element des Design-
 Bereichs dargestellt werden kann und
4)  Festlegung einer passenden Optimie-
 rungsmethode.
 Wir erforschen diesen Ansatz für 
zahlreiche Fälle, von klassischen Proble-
men wie Texteingabe und Menüauswahl, 
bis hin zu neuen multimodalen Schnitt-
stellen wie der auf Computer Vision 
basierenden Ganzkörperkontrolle.
 In unserem ersten Fall haben wir 
eine optimierte Tastatur für die Textein-
gabe mit zwei Daumen für Tablet-Geräte 
entwickelt. Zur Ableitung eines Prognose-
modells haben wir eine zweihändige 
Schreibaufgabe erstellt. Das abgeleitete 
Modell sagt exakt die Zeit voraus, die 
für die Koordination der Daumenbewe-
gung auf jeder beliebigen Tastatur benö-
tigt wird. Das Modell wurde für einen 
Optimierer genutzt, der Millionen von 
alternativen Tastaturlayouts in Betracht 
gezogen hat. Die mit der prognostizierten 
Tastatur erzielte Geschwindigkeit ist die 
höchste, die für Texteingaben mit zwei 
Daumen auf Touchscreen-Geräten je 
verzeichnet wurde. Sie verbesserte die 
Benutzerleistung um 70 %. 
 Zurzeit arbeitet die Gruppe an der 
Optimierung von Tastaturen für verschie-
dene Sprachen, wodurch sie die Vorherr-
schaft der QWERTY-Tastatur und ihrer 
Varianten als Universaltastatur in Frage 
stellt. Mehr als ein Jahrhundert nach sei-
ner Erfi ndung ist das QWERTY-Layout 
allgegenwärtig: gleichermaßen bei Smart-
phones, PCs und großen Bildschirmen, 
obwohl durch neue Formfaktoren und 
Eingabetechnologien eine wesentlich er-
gonomischere Bedienung möglich wäre.
Die entscheidende Voraussetzung für 
diesen Design-Optimierungsansatz ist 
das Vorhandensein aussagekräftiger Prog-
nosemodelle, die die Nutzerleistung für 
jedes beliebige Design des Design-Be-
reichs zuverlässig einschätzen. Für einfa-
che sensomotorische Aufgaben, wie z.B. 
das Ausstrecken eines Fingers, um einen 
Knopf zu drücken, gibt es bereits Model-
le, die stabil genug sind, solche Vorher-
sagen beispielsweise für das Maschinen-
schreiben zu tätigen. Das große Problem 
bestand darin, neue Modelle zu erarbei-
ten, um den Ansatz auf andere Benutzer-
schnittstellen auszuweiten. Die Arbeits-
gruppe orientiert sich zur Ableitung sol-
cher Modelle an den Erkenntnissen der 
Verhaltenswissenschaften und der Bio-
mechanik.
 In einem anderen Fall untersuchen 
wir die Ganzkörperkontrolle, wie etwa 
in den aktuell beliebten Kinect-Spielen. 
Hierbei kann menschliche Bewegung 
auf nahezu zahllose Weisen als virtuelle 
Bewegung abgebildet werden. Jede Ab-
bildung ist dabei mit unterschiedlichen 
Leistungs- und Ermüdungseigenschaften 
verbunden. Der Light-Pen wurde bei-
spielsweise als ernstzunehmende Alterna-
tive für die Maus gepriesen, wurde aber 
niemals angewendet, weil er nicht von 
Informationsdienst-Mitarbeitern genutzt 
werden konnte. Wir haben eine neue 
Methode entwickelt, durch die optimale 
Abbildungen mittels einer Kombination 
von biomechanischer Simulation und der 
Analyse der Geschwindigkeits-Genauig-
keits-Relation mit nur einem einzigen 
Experiment gesucht werden können. 
Diese Methode ermöglicht es Designern, 
optimale Gesten für Spiele und Anwen-
dungen zu ermitteln.                :::
K O N T A K T
Antti Oulasvirta
ABT. 4   Computergrafi k
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Optimierungsverfahren sind heutzutage von 
zentraler Bedeutung für die Effektivität von 
Unternehmen. Sie werden zum Beispiel ein-
gesetzt, um den Bedarf an teuren Ressourcen 
wie Arbeit oder Rohstoffen einzusparen. 
Die Herausforderung an die Wissenschaft 
ist es, effektive Verfahren zum Lösen von 
Optimierungsproblemen zu entwickeln. 
Mit Hilfe dieser Verfahren sollen sich schnell 
optimale Lösungen fi nden lassen oder zumin-
dest solche, die nahe am Optimum liegen.
 Gute Optimierungsverfahren sind 
in verschiedensten Bereichen von zentra-
ler Bedeutung. Bei großen Unternehmen 
haben sie einen entscheidenen Einfl uss 
auf die Wettbewerbsfähigkeit. Durch sorg-
fältige Planung können in Industriepro-
jekten oft große Mengen an Ressourcen 
eingespart werden, was zu geringeren 
Kosten führt. Allerdings sind solche Pla-
nungsprobleme meist sehr komplex und 
haben viele unterschiedliche Anforderun-
gen zu berücksichtigen. Das macht es für 
den Computer schwer, optimale oder zu-
mindest sehr gute Lösungen zu fi nden. 
 Am Max-Planck-Institut für Infor-
matik beschäftigen wir uns mit schwie-
rigen Optimierungsproblemen aus ver-
schiedensten Anwendungsbereichen wie 
der industriellen Optimierung oder der 
Medizin. Zum einen entwickeln wir aus-
gefeilte Verfahren, um höchst effi zient 
optimale Lösungen zu fi nden. Ist das 
zugrunde liegende Problem zu schwierig, 
um eine optimale Lösung schnell zu be-
rechnen, entwickeln wir Verfahren, die 
zumindest eine Lösung fi nden, die nahe 
am Optimum liegt. Außerdem erforschen 
wir, in welcher Weise die Verwendung 
von Zufallsentscheidungen zu effektive-
ren und einfacheren Optimierungsver-
fahren führen kann. Hierbei betrachten 
wir auch Verfahren, welche durch Opti-
mierungsprozesse in der Natur inspiriert 
sind. Solche Verfahren ermöglichen es 
oft, eine gute Lösung für ein gegebenes 
Problem ohne viel Entwicklungsaufwand 
zu erzielen.
 Da die Optimierung in sehr vielen 
verschiedenen Bereichen eine wesent-
liche Rolle spielt, untersuchen Wissen-
schaftler aus allen Forschungsgebieten 
des Instituts Optimierungsprobleme. 
Optimierung ist heutzutage ein wesentli-
cher Schlüssel zur effi zienten Gestaltung 
von Planungsabläufen. Diese Bedeutung 
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Berechnung von Gleichgewichtspreisen
O P T I M I E R U N G
 Der Ausgleich zwischen Angebot 
und Nachfrage geschieht durch Preis-
bildung. Für ein einzelnes Gut ist die 
Frage des Gleichgewichtspreises leicht 
zu klären. Die Nachfrage ist eine fallen-
de Funktion des Preises und das Angebot 
ist eine steigende Funktion des Preises. 
Daher gibt es immer einen Gleichge-
wichtspreis, bei dem sich Angebot und 
Nachfrage ausgleichen. Wir steht es nun 
in einer Wirtschaft, in der es viele Güter, 
viele Anbieter und viele Kunden gibt?
Die Marktmodelle von Fischer und 
Walras
 Fischer (1890) und Walras (1875) 
haben schon im 19ten Jahrhundert ma-
thematische Modelle für Märkte einge-
führt. Das Modell von Fischer ist wie 
folgt: Es gibt Käufer und Güter. Käufer 
haben ein gewisses Geldbudget und 
Präferenzen über die Güter, Güter sind 
in einer bestimmten Menge vorhanden. 
Die Präferenz sagt aus, wieviel Nutzen 
ein Käufer aus einer gewissen Menge 
eines bestimmten Gutes zieht. Im ein-
fachsten Fall der linearen Präferenzen 
ist der Nutzen eine lineare Funktion der 
Menge. Nehmen wir nun weiter an, dass 
Güter Preise haben: eine Einheit des 
Gutes X hat einen Preis pX. Dann gibt 
es für jeden Käufer und jedes Gut die 
Größe Nutzen pro Einheit Geld. Bei 
einem Preis von 2 Euro pro Flasche 
Champagner und 1 Euro pro Flasche 
Bier ist für viele Käufer der Nutzen pro 
Einheit Geld bei Champagner höher als 
bei Bier. Fischer postuliert nun, dass je-
der Käufer nur solche Güter kauft, die 
den Nutzen pro Einheit Geld für ihn 
maximieren. Fischer fragt, ob es immer 
Preise gibt, so dass alle Käufer ihr Bud-
get vollständig ausgeben und alle Güter 
vollständig verkauft werden?
 Das Modell von Walras ist etwas 
anders: Er nimmt nicht an, dass Käufer 
von vorn herein über eine gewisse Men-
ge Geld verfügen. Vielmehr sind Käufer 
auch Verkäufer. Sie besitzen Güter und 
erhalten Geld nur durch den Verkauf von 
Gütern. Die Frage ist wieder die gleiche: 
Gibt es Preise, so das alle Käufer ihr durch 
den Verkauf ihrer Güter erhaltenes Bud-
get vollständig ausgeben und alle Güter 
vollständig verkauft werden?
 Im Modell von Fischer hat Geld ei-
nen Wert an sich, im Modell von Walras 
dient es nur dazu, Güter zu vergleichen. 
Das Modell von Fischer ist ein Spezial-
fall des Modells von Walras. 
Existenz von Gleichgewichtspreisen
 Es hat bis 1954 gedauert, bis die 
Existenz von Gleichgewichtspreisen von 
Arrow und Debreu mathematisch strin-
gent bewiesen wurde. Arrow and Debreu 
wurden dafür und für andere Leistungen 
mit dem Nobelpreis für Wirtschaftswis-
senschaften ausgezeichnet. Der Beweis 
von Arrow und Debreu ist dabei ein rei-
ner Existenzbeweis und liefert kein Ver-
fahren zur Berechnung von Gleichge-
wichtspreisen. 
Berechnung von Gleichgewichtspreisen
 Kann man Gleichgewichtspreise 
effi zient berechnen? Es hat mehrere 
Jahrzehnte gedauert, bis für das Modell 
von Walras die Antwort gefunden wurde. 
Für das Modell von Fischer wurde die 
Frage schon früher beantwortet. Erst 
2007 fand K. Jain einen Algorithmus mit 
polynomieller Laufzeit, der allerdings 
wegen der Benutzung der Ellipsoidme-
thode noch unbefriedigend ist. Ran Duan 
und Kurt Mehlhorn fanden 2012 einen 
relativ einfachen kombinatorischen 
Algorithmus.                 :::
K O N T A K T
Ran Duan
ABT. 1   Algorithmen und Komplexität
Telefon  +49 681 9325-1009
  
Kurt Mehlhorn
ABT. 1   Algorithmen und Komplexität
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 Das Prinzip von Produktlinien 
spielt in der heutigen Industrie und Wirt-
schaft eine große Rolle. Hierbei werden 
verschiedene Produkte basierend auf 
einer möglichst hohen Anzahl gleicher 
Bauteile zusammengefasst und gemein-
sam designet, entwickelt und produziert. 
Ein typisches Beispiel ist die konzernin-
terne Herstellung verschiedener Automo-
bilmodelle auf einer gemeinsamen Basis. 
Ein aktuell gerne praktizierter Ansatz zur 
Beschreibung von Produktlinien ist die 
Verwendung von Regeln: Sie geben an, 
welche Bauteile in einem bestimmten 
Kontext oder nach einer expliziten Vor-
auswahl von Bauteilen zu einem Gesamt-
produkt konfi guriert werden können. 
Kontexte können zum Beispiel zeitlicher 
oder technischer Natur sein. Alternativ 
oder zusätzlich werden Produkte an Hand 
der hierarchischen Struktur des Zusam-
menbaus beschrieben.
 Ein Beispiel für eine Bauteilaus-
wahl bei einem Auto wäre die Wahl einer 
Farbe, die eines Motors oder eines Aus-
stattungsdetails wie einer Klimaanlage. 
Ein zeitlicher Kontext wäre ein bestimm-
tes Bau- oder Modelljahr, ein technischer 
Kontext könnte eine Obergrenze für den 
CO2-Ausstoß oder das Gesamtgewicht 
sein. Die Regeln selbst beschreiben dann 
Abhängigkeiten zwischen den Bauteilen 
und Kontexten: Ein starker Motor bedingt 
durch die mögliche Erzielung ho her Ge-
schwindigkeiten bestimmte Radkombi-
nationen, während die Anhängerzugvor-
richtung schwache Motoren ausschließt. 
Diese Wechselwirkungen stellen so ge-
nannte Wenn-Dann-Regeln dar, die dann 
durch Entscheidungen des Benutzers 
dieses Regelsystems aktiv werden. Im 
Rahmen unserer Forschung interessieren 
wir uns für eine formale Beschreibung 
und Verifi kation solcher Regelsysteme. 
Zusätzlich wollen wir in der Lage sein, 
mathematisch präzise Analysen der 
Gesamtproduktstruktur zu berechnen. 
Bei vielen der sich heute bereits im 
Einsatz befi ndlichen Systeme liegt die 
Herausforderung aber nicht darin, das 
Regelsystem zu erstellen, sondern wich-
tige globale Eigenschaften wie Wider-
spruchsfreiheit zuzusichern.
 Der oben beschriebene Regelansatz 
zeichnet sich insbesondere durch seine 
Flexibilität aus. Regeln lassen sich leicht 
auf die Art der zu konfi gurierenden Pro-
dukte und die damit in Frage kommen-
den Bauteile und das jeweilige Anwen-
dungsgebiet anpassen. Der gewünschte 
Detailgrad kann frei gewählt werden: 
So kann ein Produkt aus reiner Verkaufs-
sicht oder aber bis zur letzten, einzelnen 
Schraube betrachtet werden. Der Ansatz 
kann auch zur Beschreibung von aus 
Einzelmodulen komponierten Produkten 
angewendet werden. Neben der Auto-
mobilindustrie sind zum Beispiel auch 
Anwendungen für Softwareprodukte, die 
sich aus einzelnen Bausteinen zusammen-
setzen, möglich. Produktionsanlagen, 
die aus einer Abfolge von Einzelanlagen 
bestehen, oder die Komposition von Ge-
schäftsangeboten aus einzelnen Doku-
mentteilen, lassen sich ebenfalls mit 
Hilfe von Regelsystemen beschreiben.
 Während auf der Anwendungsseite 
bereits vielversprechende Erfahrungen 
mit Regelsystemen gesammelt wurden, 
ist eine entsprechende Formalisierung, 
d. h. eine explizite und konsistente Er-
fassung eines regelbasierten Systems in 
eine Sprache der Logik, noch ein Thema 
der Grundlagenforschung. Die Formali-
sierung ist aber eine Voraussetzung zur 
Zusicherung globaler Eigenschaften. Zu 
diesen wichtigen Eigenschaften gehören 
Konsistenz, d. h. Widerspruchsfreiheit 
des Regelsystems, oder die Eindeutigkeit 
der berechneten Resultate. Weitere Bei-
spiele für Eigenschaften sind die globale 
Anzahl der möglichen Produkte aus einer 
Produktlinie unter Vorauswahl von Bau-
teilen oder Kontexten, Optimalitätseigen-
schaften von Produkten wie minimale 
Herstellungskosten, oder die Erkennung 
von Bauteilen, die zu keinem Produkt 
(mehr) beitragen. Bei Regelsystemen, 
die insbesondere auch einen Prozess be-
schreiben, z.B. einen Herstellungs- oder 
Konfi gurationsprozess, spielt zusätzlich 
Konfl uenz des Regelsystems eine große 
Rolle: Unabhängig von der Reihenfol-
ge der Regelanwendungen auf einen be-
stimmten Startzustand, ist das Ergebnis 
immer das gleiche.
 Die aktuelle Forschung umfasst 
die Analyse vorliegender regelbasierter 
Systeme, die Entwicklung einer geeigne-
ten formalen Sprache und den Ausbau 
automatischer Methoden zur Berech-
nung von Eigenschaften.               :::
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Approximationsalgorithmen für gewinnmaximierende 
Preisbildungsprobleme
 Eine der grundlegenden Methoden 
zum Umgang mit NP-schweren Optimie-
rungsproblemen ist die Entwicklung von 
Approximationsalgorithmen mit polyno-
mineller Laufzeit. Diese führen zu einer 
Lösung, die nachweisbar nicht weit vom 
Optimum entfernt ist. Formal bezeichnet 
man einen Algorithmus als x-Approxima-
tionsalgorithmus für ein Maximierungs- 
(oder Minimierungs-)Problem, wenn er 
in polynomieller Zeit in Größe der Ein-
gabe läuft und eine Lösung ausgibt, de-
ren Zielwert von der optimalen Lösung 
höchstens um einen Faktor x abweicht. 
In diesem allgemeinen Rahmen haben 
wir uns mit Problemen aus unterschied-
lichen Bereichen beschäftigt, einschließ-
lich Graphenproblemen, Computational 
Economics, algorithmischer Geometrie 
und mathematischer Programmierung. 




 Gewinn- (oder Ertrags-)maximie-
rung ist ein klassisches und grundlegen-
des wirtschaftliches Ziel. Die Gestaltung 
von rechnerisch effi zienten Preisberech-
nungsprogrammen für verschiedene Ge-
winnmaximierungsprobleme hat in letzter 
Zeit viel Aufmerksamkeit erlangt, was 
größtenteils an Anwendungen für den 
Internethandel lag. 
 Durch das Vorhandensein schnell 
entstehender Online-Märkte haben Ein-
zelhändler nun die Möglichkeit, Güter 
wie Bücher, Flugtickets und Hotelzim-
mer interessierten Konsumenten, die zu 
Hause sitzen, zum Verkauf anzubieten. 
Aufgrund der Flexibilität in einem sol-
chen Markt können Konsumenten dem 
Einzelhändler ihre Budgets für jede Teil-
menge von Artikeln, für die sie sich in-
teressieren, mitteilen. Der Einzelhändler 
kalkuliert den Input von allen Kunden 
und versucht eine Preiskalkulationsstra-
tegie zu ermitteln, die den Gewinn maxi-
miert. Ein typisches Beispiel wäre: Wie 
setzt man den Preis pro Nacht für ein 
Hotelzimmer so fest, dass der erzielte 
Gewinn, abhängig von dem angegebenen 
Budget für den gesamten Aufenthalt des 
Kunden, maximiert wird. 
K O N T A K T
Khaled Elbassioni
ABT. 1   Algorithmen und Komplexität
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 Man muss natürlich sorgfältig ab-
wägen, wie man die Stückpreise festlegt. 
Setzt man niedrige Preise an, bedeutet 
dies auch hohe Verkaufszahlen, da viele 
Menschen sich ihre bevorzugten Artikel 
leisten können; der Ertrag aber, der durch 
jeden Artikel erwirtschaftet wird, ist ge-
ring. Setzt man hohe Preise an, steigt 
der Ertrag von jedem verkauften Artikel, 
aber die Verkaufszahl nimmt dement-
sprechend ab. Das aus einer solchen 
Abwägung resultierende Optimierungs-
problem ist relativ komplex und grund-
sätzlich nicht linear. Falls das Angebot 
jedes Artikels begrenzt ist, gibt es manch-
mal eine zusätzliche Komplikation auf-
grund der Notwendigkeit, eine gerechte 
Verteilung der Güter auf die Kunden zu 
erreichen. Es könnte notwendig werden, 
die Preise bestimmter Artikel zu erhöhen, 
um sicherzustellen, dass das Angebot aus-
reicht, die Kunden mit Teilmengen des 
Artikels zu erreichen, die sie sich zu den 
festgesetzten Preisen leisten können. 
Die Komplexität dieser Art von Problemen 
manifestiert sich in einer schweren Ap-
proximation, d.h. unter plausiblen Kom-
plexitätsannahmen gibt es normalerweise 
keine Algorithmen mit polynomineller 
Laufzeit, die gute Approximationsverhält-
nisse für die optimale gewinnmaximie-
rende Preisbildung liefern. In Zusammen-
arbeit mit Parinya Chalermsook, Danupon 
Nanongkai und He Sun haben wir ver-
sucht, diese grundsätzliche Schwierigkeit 
einer Basisvariante dieses Problems zu 
überwinden, indem wir uns auf eine rea-
listischere Situation konzentriert haben. 
Bei dieser wird für die Entscheidungs-
menge festgelegt, dass die Kunden an 
der Erfüllung einer bestimmten geome-
trischen Restriktion interessiert sind. 
Anstatt eine allgemeingültige Situation 
zu betrachten, bei der jeder Konsument 
C eine beliebige Menge von Artikeln 
SC betrachtet, ist es vernünftig, anzu-
nehmen, dass jeder Konsument ein be-
stimmtes Kriterium für jede Eigenschaft 
des Artikels im Kopf hat und seine Ent-
scheidungsmenge aus allen Artikeln be-
steht, die alle seine Kriterien erfüllen. 
Diese natürliche Annahme diente bereits 
in anderen Bereichen wie Marketing-
forschung, Gesundheitsökonomie und 
Stadtplanung als Forschungsmodell. 
Man bezeichnet das auch als attribut-
basiertes Screening. Wenn wir annehmen, 
dass es d-relevante Attribute gibt, dann 
werden die Konsumenten und die Artikel 
als Punkte im d-dimensionalen euklidi-
schen Raum dargestellt. Die Entschei-
dungsmenge SC des Konsumenten C ist 
die Menge der Artikelpunkte, die den 
Punkt dominieren, der C in jedem Attri-
but entspricht. Beispiele für Attribute 
eines Kunden, beispielsweise bei einem 
Autokauf, sind Pferdestärken, Motor-
größe, Anzahl der Türen usw. Jeder Kon-
sument C gibt sein Budget BC an; sobald 
die Preise feststehen, wird der günstigste 
von allen Artikeln der Entscheidungs-
menge SC mit einem Preis von höchstens 
BC gekauft.
 
 Wir haben gezeigt, dass die niedrige 
Dimensionalität der Entscheidungsmen-
gen, die bei diesem Preisbildungsproblem 
auftritt, in der Tat zu verbesserten Appro-
ximationsverhältnissen führt, weil sie 
sublineare Approximationsalgorithmen 
für die obige Variante des Problems fi ndet. 
Unser Algorithmus entsteht durch die 
Kombination von algorithmischer Preis-
berechnung und geometrischen Tech-
niken. Die Ergebnisse deuten darauf 
hin, dass die Betrachtung geometrischer 
Aspekte eine vielversprechende For-
schungsrichtung sein könnte, um ver-
besserte Approximationsalgorithmen 
für solche Preisberechnungsprobleme 
zu erhalten.                   :::
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Anfragekomplexität: zwischen Theorie evolutionärer Algorithmen 
und Mastermind
K O N T A K T
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 Wieviel muss ich über ein Problem 
wissen, um es optimal lösen zu können? 
Diese Frage ist weniger algorithmischer 
Natur, sondern gehört zum Gebiet der 
Anfragekomplexität, das zusammen mit 
der Kommunikationskomplexität und der 
Kodierungstheorie die grundlegenden 
Fragestellungen zum Umgang mit Infor-
mationen betrachtet. 
 Dennoch kennt nahezu jedes Kind 
ein einfaches Problem der Anfragekom-
plexität, nämlich das Spiel Mastermind. 
In diesem Spiel versucht ein Spieler, den 
geheimen Farbencode zu erraten, den 
der andere Spieler aus vier Steckern mit 
sechs möglichen Farben gebildet hat. Bei 
jedem Rateversuch erfährt der erste Spie-
ler, an wie vielen Positionen sein Tipp 
mit dem geheimen Code übereinstimmt. 
Er erfährt allerdings nicht, welche Positi-
onen dies sind. Die Herausforderung bei 
Mastermind ist es, den geheimen Code 
mit dieser limitierten Information und 
möglichst wenigen Rateversuchen zu 
fi nden. 
 Die Informatik interessiert sich aus 
verschiedenen Gründen für Probleme 
der Anfragekomplexität. Zum einen ist 
die Anfragekomplexität offenbar ein fun-
damentales Maß für die Schwierigkeit, 
ausreichende Informationen über ein 
unbekanntes Objekt zu erhalten. Sie ist 
damit ein zentraler Begriff der theoreti-
schen Informatik. 
 Neben einem fundamental begrün-
deten Interesse gibt es auch praktische 
Gründe für die Untersuchung von Anfra-
gekomplexitäten. Evolutionäre Algorith-
men und andere randomisierte Heuristi-
ken versuchen, Probleme mit generischen 
Methoden zu lösen. Sie haben daher kei-
nen Zugriff auf eine explizite Problembe-
schreibung, sondern gewinnen Informati-
onen über das zugrundeliegende Problem 
nur dadurch, dass sie Lösungsversuche 
generieren und bewerten. Ein evolutio-
närer Algorithmus für ein Problem kann 
daher nicht besser sein, als die zugehö-
rige Anfragekomplexität.
 Auch Vertraulichkeitsaspekte kön-
nen zu Anfragekomplexitätsproblemen 
führen, natürlich mit dem Fokus, dass 
die unbekannte Information nicht aus 
den Anfragen ermittelbar ist. Ein Bei-
spiel für ein solches Problem ist der 
Abgleich genetischer Daten. Niemand 
möchte, dass seine genetische Informa-
tion anderen zugänglich ist. Deshalb 
wird, beispielsweise beim Vergleich 
zweier Genomsequenzen, nur eine vage 
Information über die Ähnlichkeit der bei-
den Sequenzen bekanntgegeben. Genau 
wie beim Mastermind-Spiel stellt sich 
auch hier die Frage, wie viele solcher 
vagen Informationen ausreichen, um die 
Gensequenz zu entschlüsseln. 
 Neben fundamentalen Ergebnis-
sen haben unsere jüngsten Anstrengun-
gen auch ein unterhaltsames Ergebnis 
hervorgebracht, nämlich die aktuell beste 
Strategie für das verallgemeinerte Mas-
termind-Spiel mit n Farben und n Steck-
plätzen. Während bisher unterschiedli-
che Strategien bekannt waren, die mit 
etwa n log(n) Fragen den Code erraten, 
genügen bei unserer neuen Strategie 
etwa n log(log(n)) Fragen. Auch wenn 
das Problem damit noch nicht endgültig 
gelöst ist (die beste untere Schranke be-
sagt, dass man mindestens n Fragen be-
nötigt), so ist unser Ergebnis doch ein 
großer Fortschritt bei einer Fragestellung, 
die Mathematiker und Informatiker seit
über 30 Jahren fasziniert.  :::
Mastermind – ein alltägliches Beispiel aus dem 
Bereich der Anfragekomplexität
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 Matchings sind grundlegende Struk-
turen in der Informatik. Abgesehen da-
von, dass sie zahlreiche Anwendungs-
möglichkeiten bieten, hat die Forschung 
in diesem Bereich zu vielen bedeutenden 
Fortschritten in den Gebieten der viel-
fl ächigen Kombinatorik, der Graphen-
theorie und des Algorithmendesign 
geführt.
 Bei einem Matching-Problem ist 
ein Graph mit einer Menge von Knoten 
und Kanten gegeben. Wir möchten dann 
eine Teilmenge der Kanten fi nden, für die 
keine zwei Kanten einen gemeinsamen 
Endpunkt haben. So eine Teilmenge wird 
Matching genannt. Oft soll ein solches 
Matching bestimmte Optimalitätskriterien 
(abhängig von den Anwendungen) erfül-
len. Im Folgenden betrachten wir einige 
gängige Optimalitätskriterien und die 
Ergebnisse, die wir erzielt haben. 
Matching mit Präferenzen: 
Stabilität und Beliebtheit
 Angenommen eine Menge von 
Männern und Frauen ist gegeben, wobei 
jede(r) von ihnen die Angehörigen des 
anderen Geschlechts präferiert. Idealer-
weise möchten wir ein „gutes“ Matching 
erreichen – ein Matching, bei dem die 
Männer und Frauen mit der aktuellen 
Situation glücklich sind. Eine mögliche 
Optimalitätsbedingung, um zu bewerten, 
wie „gut“ ein Matching ist, ist die Stabi-
lität: Ein Matching ist stabil, wenn es 
kein Personenpaar gibt, die einander 
ihrem zugeteilten Partner vorziehen. 
Die Frage, wie man in diesem Kontext 
ein stabiles Matching fi ndet, wird oft 
das Hochzeitsproblem (Stable-Marriage-
Problem) genannt. Dieses Problem bietet 
zahlreiche wichtige reale Anwendungs-
möglichkeiten, die berühmteste ist das 
NRMP-Programm in den USA, bei dem 
die Einwohner Krankenhäusern zugeteilt 
werden.
 Eine weitere mögliche Optima-
litätsbedingung ist die Beliebtheit. Ein 
Matching ist beliebter als ein anderes, 
wenn mehr Menschen das erste dem 
zweiten vorziehen. Ein Matching ist be-
liebt, wenn es kein Matching gibt, das 
beliebter ist. Allgemein gesagt kann man 
die Beliebtheit als eine Art „globale“ Sta-
bilität sehen; das bedeutet, wir wollen 
eine Situation, die von der Mehrheit der 
Leute bevorzugt wird.
 Sowohl beliebte als auch stabile 
Matchings sind sehr aktive Forschungs-
themen. Jedes Jahr werden viele For-
schungsarbeiten veröffentlicht, die sich 
mit diversen Aspekten dieser Themen 
beschäftigen. Insbesondere wurde Alvin 
Roth und Lloyd Shapley erst vor kurzem 
der Wirtschaftsnobelpreis für ihre Arbeit 
über stabile Matchings und Marktdesign 
verliehen. 
 Wir haben gezeigt, dass das Finden 
eines beliebten Matchings in maximaler 
Größe in polynomieller Zeit erzielt wer-
den kann. Eine Verallgemeinerung des 
Problems der stabilen Matchings – ge-
nannt klassifi ziertes stabiles Matching, 
kann ebenfalls in polynomieller Zeit ge-
löst werden.
Matching mit maximalem Gewicht: 
Approximativer Ansatz
 Im Matching-Problem mit maxima-
lem Gewicht wollen wir, dass die Summe 
der gewichteten Kanten im Matching 
maximal ist. Die traditionelle und wich-
tigste Motivation für das Matching mit 
maximalem/minimalem Gewicht ist das 
Zuordnungsproblem, eines der grundle-
genden kombinatorischen Optimierungs-
probleme. Bei diesem Problem gibt es 
eine Anzahl von Arbeitern und dieselbe 
Anzahl von Aufgaben. Jedem Arbeiter 
kann eine Aufgabe zugeordnet werden, 
jeweils mit unterschiedlichen Kosten/
Nutzen. Alle Aufgaben müssen so aus-
geführt werden, dass jede Aufgabe genau 
einem Arbeiter so zugeordnet wird, dass 
die Gesamtkosten der Zuordnung mini-
miert oder der Gesamtgewinn maximiert 
wird.
 Wenn wir jeden Arbeiter und jede 
Aufgabe im Graphen als Knoten darstel-
len, wobei das Gewicht der Kante zwi-
schen einem Arbeiter und einer Aufgabe 
den Kosten/Nutzen der Zuteilung die-
ses Arbeiters zu der Aufgabe entspricht, 
kann man leicht erkennen, dass das Zu-
ordnungsproblem dem Matching-Prob-
lem mit minimalem/maximalem Gewicht 
entspricht. Zu beachten ist, dass ein sol-
cher Graph bipartit ist. Allerdings gibt es 
auch Gründe dafür, maximale Matchings 
für allgemeine Graphen zu fi nden, der 
Algorithmus wird dabei deutlich kompli-
zierter.
 Obwohl das Matching-Problem mit 
maximalem Gewicht seit Jahrzehnten 
untersucht wird, ist die rechnerische 
Komplexität, wie man ein optimales 
Matching fi ndet, immer noch relativ 
offen. Wir haben den ersten Linearzeit-
algorithmus zur Berechnung des appro-
ximativen Maximal-Matchings für all-
gemeine Graphen entwickelt, der ein 
beliebig kleines Approximationsverhältnis 
erreichen kann.                :::
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Informatik ist zum einen eine Grundlagen-
wissenschaft, die sich mit universellen 
Berechnungs- und Problemlösungsmethoden 
und deren fundamentalen Eigenschaften wie 
Korrektheit und Komplexität beschäftigt. Auf 
der anderen Seite besitzt sie aber auch den 
Charakter einer Ingenieurswissenschaft und 
lebt von den vielfältigen Berührungspunkten 
mit verschiedensten Anwendungen. Die 
Entwicklung von Software erfüllt in diesem 
Kontext mehrere Funktionen. Sie ist Grund-
lagenforschungsgegenstand, Resultat der 
Umsetzung neuer Ergebnisse der Grundlagen-
forschung sowie die ingenieurmäßige Reali-
sierung einer Spezifi kation zur Lösung eines 
konkreten Anwendungsproblems. Somit ist 
Software ein inhärenter Bestandteil und 
Bindeglied der Informatikforschung.
 Am Max-Planck-Institut für Infor-
matik wird diese Philosophie seit der 
Gründung des Instituts mit großem Er-
folg umgesetzt. Alle Abteilungen und 
Gruppen arbeiten daran, die Ergebnisse 
ihrer Grundlagenforschung in relevante 
Softwaresysteme umzusetzen und für 
Wissenschaft und Industrie verfügbar zu 
machen. Es gibt eine beachtliche Anzahl 
am Institut entwickelter Softwaresysteme 
aus allen Abteilungen und Gruppen, die 
ihren Weg in die Wissenschaftsgemeinde 
gefunden haben und an vielen Orten der 
Welt für Forschungsarbeiten verwendet 
werden. Dabei handelt es sich überwie-
gend um kostenfreie Open-Source-Soft-
ware. In einigen Fällen wurden aber auch 
Startup-Firmen gegründet, die die Soft-
ware industriell weiterentwickeln und 
vertreiben.
 Die geschickte Umsetzung mathe-
matischer Modelle und Algorithmen in 
lauffähige Software ist dabei ein wichti-
ger Forschungsgegenstand. Algorithmen, 
die abstrakt sehr gute, mathematisch 
analysierbare Laufzeit- und Speicher-
platzeigenschaften haben, so genannte 
asymptotische Komplexitätsmaße, sind 
in der Implementierung auf modernen 
Rechnern und gerade auf den aktuell 
immer wichtiger werdenden verteilten 
Mehrprozessor- und Cluster-Systemen 
nicht automatisch effi zient. Eigenschaf-
ten der Kommunikation, Prozessoren, 
Speicher und Festplatten sowie die 
Charakteristika realer Daten müssen 
im Design der Software berücksichtigt 
werden, um einsatztaugliche Software-
systeme zu erstellen. Gelingt die Erstel-
lung eines Softwaresystems für ein neu 
entwickeltes Verfahren, so liefert das Sys-
tem selbst wiederum wertvolle Hinweise 
auf relevante Spezialfälle oder sinnvolle 
Generalisierungen des behandelten Pro-
blems oder der verwendeten Methoden.
 Die Artikel zum Forschungsschwer-
punkt Software bilden einen Querschnitt 
durch unsere Aktivitäten. Der Artikel 
„RDF-3X – schnelle Suche auf semanti-
schen Daten“, Seite 91, beschreibt die 
bedeutungsgesteuerte Suche auf Daten 
aus dem WWW (World Wide Web). Das 
Softwaresystem geht damit weit über die 
heute verwendete rein textuelle Suche 
hinaus. Der Artikel „EpiExplorer und 
RnBeads – integrative Methoden zur 
Analyse epigenomischer Daten“, Seite 90, 
behandelt zwei Softwaresysteme aus 
der Bioinformatik, die es erlauben, 
Eigenschaften der DNS zu studieren. 
Der Artikel „Markerless Performance 
Capture“, Seite 92, beschreibt ein Sys-
tem, das Bewegungen ohne explizite 
Markierungen an den Personen erfasst, 
um daraus ein Bewegungsmodell zu er-
zeugen und dieses dann wiederum für 
Zwecke erweiterter Visualisierung oder 
Analyse einzusetzen. Allen drei Software-
systemen ist gemeinsam, dass es ihnen 
gelingt, aus riesigen Mengen an z.T. 
„verrauschten“ Daten die für die jewei-
lige Anwendung relevante Information 
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EpiExplorer und RnBeads – integrative Methoden zur Analyse 
epigenomischer Daten
 Die DNS im unserem Genom ko-
diert das Aussehen und Verhalten aller 
Zellen unseres Körpers. Es gibt jedoch 
eine Vielzahl zusätzlicher Regulations-
schichten, die das Schicksal der Zelle 
bestimmen. Die Verpackung der DNS 
beeinfl usst, ob und wie die in der DNS 
codierten Gene abgelesen werden können 
und ist damit für die äußere Erscheinung 
und Funktion der Zelle, dem sogenannten 
Phänotyp, verantwortlich. Sie wird durch 
chemische Modifi kationen der DNS 
selbst (DNS Methylierung) oder ihres 
molekularen Gerüstes, z.B. durch Modi-
fi kation der an die DNS bindenden His-
tonproteine, beeinfl usst. Die Analyse 
dieser epigenetischen Träger molekularer 
Information wird durch Software ermög-
licht, die am Max-Planck-Institut für 
Informatik entwickelt wird: EpiExplorer 
basiert auf Technologie, die für die Suche 
nach textueller Information im Internet 
entwickelt wurde und stellt ein Werkzeug 
dar, mit dem genomische und epigeno-
mische Merkmale schnell und intuitiv er-
kannt, dargestellt und interaktiv erkundet 
werden können. Bei RnBeads handelt es 
sich um ein leicht zu bedienendes Soft-
warepaket für die umfassende Analyse 
experimentell ermittelter DNS Methylie-
rungsdaten.
EpiExplorer – ein Werkzeug für die 
effi ziente Suche und den Vergleich geno-
mischer und epigenomischer Merkmale
 Moderne Labortechniken ermögli-
chen eine umfassende „Kartierung“ der 
epigenetischen Modifi kationen verschie-
denster Zelltypen und Individuen zu er-
schwinglichen Kosten (siehe auch „Kar-
tierung von Epigenomen“, Seite 49). 
Große Herausforderungen der Bioinfor-
matik bestehen in der Integration der 
sich ergebenden, äußerst vielschichtigen 
Datenfl ut und darin, das Verständnis des 
Zusammenspiels genomischer und epige-
nomischer Faktoren zu ermöglichen. 
Mithilfe von EpiExplorer können Wis-
senschaftler schnell und intuitiv große, 
heterogene Datensätze durchforsten 
und wissenschaftliche Hypothesen ent-
wickeln. Dies geschieht genomweit in 
Echtzeit über das Internet. Das Tool in-
tegriert eine Vielzahl (epi-)genomischer 
Karten und ermöglicht die Identifi kation 
besonders interessanter genomischer Re-
gionen. Unter der Haube basiert EpiEx-
plorer auf einem vielseitigen Indizierungs-
verfahren, welches sekundenschnelle, 
umfassende Analysen und Visualisierun-
gen ermöglicht. Ebenso können Daten-
sätze quantitativ verglichen werden und 
Benutzer können eigene Datensätze in 
ihre Analysen mit einbeziehen.
Umfassende Analyse von DNS Methylie-
rungsdaten mithilfe von RnBeads
 Die Methylierung der DNS ist ein 
wichtiger Bestandteil der epigenetischen 
Regulation genetischer Programme und 
die derzeit wahrscheinlich am intensiv-
sten erforschte epigenetische Modifi ka-
tion. Sie spielt eine wichtige Rolle in der 
Embryonalentwicklung und ist an der 
Entstehung komplexer Krankheiten 
wie beispielsweise Krebs beteiligt. Der-
zeit gibt es eine Reihe experimenteller 
Verfahren, um genomweit DNS-Methy-
lierungsmuster zu kartieren. Mithilfe 
von RnBeads können sowohl experimen-
tell als auch bioinformatisch orientierte 
Wissenschaftler die Daten aus Labor-
experimenten umfassend analysieren: 
Verzerrungen der Daten durch experi-
mentelle Einfl üsse können identifi ziert 
und Muster in der Methylierung quan-
tifi ziert, visualisiert und verglichen wer-
den. Beispielsweise ist es möglich geno-
mische Regionen zu identifi zieren, deren 
Methylierungs-Fingerabdrücke sich sig-
nifi kant zwischen Normal- und Krebs-
gewebe unterscheiden und diese an-
schließend mit biologischen Merkmalen 
zu annotieren. Identifi zierte Regionen 
können in den EpiExplorer exportiert 
und dort mit anderen (epi)genomischen 
Karten verglichen werden. Obwohl eine 
umfassende Standardanalyse in RnBeads 
kein Expertenwissen voraussetzt, er-
möglicht der modulare Aufbau des Soft-
warepakets konfi gurierbare, individuelle 
Analysen. Standardmäßig werden umfas-
sende und interpretierbare Resultate in 
HTML Dokumenten ausgegeben. Somit 
ist es leicht, Analysen zu verwalten, zu 
vergleichen und mit Kollegen oder Kolla-
borationspartnern auszutauschen.       :::
S O F T W A R E
Mithilfe von EpiExplorer können (epi-)genomische Karten 
schnell und intuitiv durchsucht und visualisiert werden.
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RDF-3X – schnelle Suche auf semantischen Daten
Semantische Daten
 RDF-3X ist ein Datenbanksystem 
zur Verwaltung und Suche auf semanti-
schen Daten, also Daten die Informatio-
nen über Beziehungen zwischen Objek-
ten enthalten. Solche Beziehungen sind 
allgegenwärtig. Ein Buch hat beispiels-
weise einen oder mehrere Autoren, ein 
Protein nimmt an bestimmten Reakti-
onen teil und ein Benutzer von Web 2.0 
Webseiten hat Verknüpfungen zu seinen 
Freunden. Diese Beziehungen zwischen 
Dingen – oder abstrakter: Entitäten – 
bilden zusammen mit den Entitäten selbst 
eine Netz- oder Graphstruktur. Durch 
eine zugehörige formale Semantik wer-
den die Datengraphen zu semantischen 
Netzen, d. h. Netzen in denen automati-
siert Schlüsse gezogen werden können.
 Ein Datenformat, das speziell für 
graphstrukturierte Daten entworfen wur-
de, ist das Resource Description Frame-
work (RDF). Eine RDF-Datensammlung 
besteht aus Tripeln, die jeweils einer Kan-
te und dem zugehörigen Knotenpaar im 
Datengraphen entsprechen. Ein Tripel 
besteht in RDF-Schreibweise aus Sub-
jekt, Prädikat und Objekt. Im Graph ent-
spricht dies der mit „Prädikat“ beschrif-
teten Kante von Subjekt zu Objekt. Im 
Beispiel gibt es die Kante < id1, geboren, 
1859 >, die ausdrückt, dass das Subjekt 
„id1“ mit dem Namen Arthur Conan 
Doyle 1859 geboren wurde. Weitere 
Kanten wie <id1, autorVon, id2>, <id1, 
geborenIn, Edinburgh> und <Edinburgh, 
liegtIn, Schottland> geben an, dass das 
Objekt „id2“ von id1 geschrieben wurde, 
dass id1 in Edinburgh geboren ist und 
dass Edinburgh in Schottland liegt.
Suche in RDF-Graphen
 Auch komplexe Zusammenhänge 
lassen sich durch diese Art von Verweisen 
relativ einfach formulieren. Die Einfach-
heit und Flexibilität, die durch die Graph-
struktur der Daten erreicht wird, führt 
allerdings dazu, dass die Suche in RDF 
relativ aufwändig ist. Suchanfragen wer-
den normalerweise in einer Anfragespra-
che wie zum Beispiel SPARQL formuliert 
und beschreiben ein Muster, das in den 
Daten gesucht werden soll. Wenn man 
beispielsweise die Titel von Büchern 
schottischer Autoren sucht, kann man 
das mit folgenden Tripel-Mustern be-
schreiben:
?autor < geborenIn > ?stadt 
?stadt < liegtIn > Schottland 
?autor < autorVon > ?buch 
?buch < Titel > ?titel
 Die mit Fragezeichen beginnenden 
Teile sind jeweils Variablen, deren Werte 
vom Datenbanksystem bestimmt werden 
müssen. Die Teile in spitzen Klammern 
sind vom Benutzer als Suchbedingung 
vorgegebene Werte. Um diese Anfrage zu 
beantworten, muss das Datenbanksystem 
also alle Tripel fi nden, die die Muster der 
Anfrage erfüllen. Da die Datengraphen 
sehr groß sind, kommen dabei aber für 
die einzelnen Teile viele Millionen Tripel 
in Frage, was eine effi ziente Suche sehr 
schwierig macht.
 Das von uns entwickelte Daten-
banksystem RDF-3X (RDF Triples Ex-
press) geht diese Probleme auf mehreren 
Ebenen an. Zunächst einmal werden die 
Daten selbst geeignet gespeichert, damit 
einzelne Tripel-Muster effi zient ausge-
wertet werden können. Wir haben dazu 
die Daten geschickt komprimiert und 
mit Suchbäumen indexiert, so dass jedes 
beliebige Tripel-Muster sehr schnell aus-
gewertet werden kann. Das allein reicht 
jedoch nicht aus, denn Benutzer sind 
meist an größeren Zusammenhängen in-
teressiert und stellen deshalb Anfragen 
mit mehreren verknüpften Tripel-Mus-
tern. Daher bildern wir solche zusammen-
gesetzten Anfragen auf Ausführungsstra-
tegien mit algebraischen Operatoren ab 
und wählen aus den verschiedenen Aus-
führungsalternativen diejenige aus, die 
voraussichtlich am schnellsten die Ant-
worten zur Anfrage liefern kann. Mit 
Hilfe von statistischen Modellen werden
die verschiedenen Alternativen bewertet 
und dann die effi zienteste Alternative aus-
gewählt. Für die Beispielanfrage müsste 
man etwa schätzen, ob es mehr Autoren 
oder mehr Städte gibt und wie sich dies 
auf die Laufzeit der Ausführung aus-
wirkt. Eine sorgfältige Auswahl der Aus-
führungsstrategie kann die Anfragever-
arbeitung oft um einen Faktor 10 oder 
mehr beschleunigen.
Effi zienz und Skalierbarkeit
 Die Suche in semantischen Daten 
ist schon bei relativ kleinen Graphen 
schwierig, da die Graphen häufi g keine 
bekannte Struktur aufweisen (d. h. kei-
nem Schema genügen). Trotzdem war 
uns wichtig, dass RDF-3X nicht nur auf 
kleinen Daten, sondern auch auf sehr 
großen Datensätzen mit Milliarden von 
Kanten effi zient funktioniert. Ein großes 
Problem ist dabei auch, solche großen 
Daten zu aktualisieren, d.h. neue Daten 
einzufügen und gegebenenfalls alte zu 
entfernen, ohne dabei die ganze Daten-
bank anhalten zu müssen. Im Lauf der 
Zeit haben wir deshalb zahlreiche Tech-
niken wie Sideways Information Passing 
und Triple Versioning in RDF-3X einge-
baut, um zu solchen Datengrößen zu 
skalieren. In experimentellen Vergleichen 
mit anderen Systemen schneidet RDF-
3X regelmäßig hervorragend ab. Gerade 
bei komplexen Anfragen mit vielen Tripel-
Mustern ist RDF-3X häufi g weit schnel-
ler als andere Systeme.                        :::
Beispielgraph für RDF-Daten
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Markerless Performance Capture
 Die Möglichkeit, detaillierte Be-
wegungsdaten von realen Personen oder 
technischen Prozessen aufzuzeichnen, 
ist in vielen Anwendungsgebieten der 
Wirtschaft und Wissenschaft von großer 
Bedeutung. In der Medizin oder Bio-
mechanik wird Bewegungsanalyse (engl. 
Motion Capture) eingesetzt, um den 
Heilungserfolg einer Behandlung oder 
die Effi zienz eines Bewegungsablaufs zu 
messen. Motion Capture wird auch im 
Produktdesign oder in der Ergonomie-
forschung eingesetzt, zum Beispiel um 
Rückschlüsse auf die Benutzbarkeit tech-
nischer Geräte ziehen zu können. Be-
wegungserfassung wird heute sogar bei 
Onboard Systemen von Kraftfahrzeugen 
eingesetzt, zum Beispiel um Fußgänger 
in der Umgebung des Automobils, sowie 
deren Bewegungen zu erkennen. Motion 
Capture Verfahren werden aber auch in 
der Film- und Computerspielbranche ein-
gesetzt. Virtuelle Schauspieler (Avatare) 
sind elementare Bestandteile von Spezial-
effekten und virtuellen 3D Welten. 
 Stand der Technik in der Industrie 
bei kommerziell verfügbarer Motion Cap-
ture Verfahren sind in der Regel marker-
basierte optische Verfahren. Diese Ver-
fahren sind invasiv, da bestimmte Marker 
in der Szene angebracht werden müssen. 
Die Anwendung dieser Systeme ist kosten- 
und zeitintensiv. In vielen Fällen können 
diese Methoden nicht eingesetzt werden, 
zum Beispiel überall dort, wo nicht aktiv 
in die Szene eingegriffen werden kann.
K O N T A K T
Nils Hasler
ABT. 4   Computergrafi k
Telefon  +49 681 9325-4055
 
Carsten Stoll
ABT. 4   Computergrafi k
Telefon  +49 681 9325-4004
 
 Unser Team, bestehend aus Dr. 
Nils Hasler, Dr. Carsten Stoll, MsC 
Michal Richter und unserem Mentor 
Prof. Dr. Christian Theobalt, entwickelt 
im Rahmen einer Förderung durch das 
Programm Exist-Forschungstransfer des 
BMWi Software, die markerlose Rekon-
struktion von menschlichen Bewegungen 
aus normalen Videobildern durchführt. 
Zunächst wird die Skelettbewegung von 
einem neuen, sehr robusten und gleich-
zeitig schnellen Ansatz berechnet, der 
Videobilder und getrackte Person durch 
implizite Funktionen darstellt und diese 
dann versucht in Einklang zu bringen. 
Anders als bei industriellen Verfahren 
werden bei diesem Ansatz weder Marker 
noch explizite Silhouetten benötigt. Da-
durch ist es uns möglich, die Bewegun-
gen von Personen in alltäglicher Kleidung 
zu erfassen. Dies ist besonders bei der 
Erfassung von Sportlern oder virtuellen 
Schauspielern wichtig.
 Das von uns entwickelte markerlose 
Trackingverfahren ist qualitativ hochwer-
tig und mit markerbasierten Ansätzen ver-
gleichbar. Es ist jedoch deutlich fl exibler 
und funkioniert auch unter weniger re-
striktiven Nebenbedingungen. So funk-
tioniert das neue Verfahren auch ohne 
Greenscreen, ohne Synchronisation der 
Kameras und ist gleichzeitig bedeutend 
schneller als alle markerlosen Tracking-
verfahren aus der Literatur. Dabei kön-
nen die Charakteristika, die früheren An-
sätzen einen Genauigkeitsvorsprung bei 
stark erhöhter Laufzeit beschert haben, 
z.B. Feature Tracking und implizite Ste-
reo-Rekonstruktion, in das neue Verfah-
ren integriert werden. Dadurch kann 
zusätzlich zur Skelettbewegung auch 
eine 3D-Oberfl ächenrekonstruktion der 
Person erfasst werden (sogenanntes Per-
formance Capture). Hier wird eine kom-
plexe Optimierung durchgeführt, die 
aus einer Kombination von multi-view 
Stereo und Shape-from-Shading besteht. 
Dies ermöglicht die zeitliche Rekonstruk-
tion der Bewegung loser Kleidung oder 
Falten.                  :::
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International Max-Planck Research School
for Computer Science (IMPRS-CS) 
Die Ausbildung des wissenschaftlichen Nachwuchses ist von elementarer Bedeutung für 
die Zukunft von Wissenschaft, Forschung und Innovation in Deutschland. Die Max-Planck-
Gesellschaft hat daher gemeinsam mit der Hochschulrektorenkonferenz eine Initiative zur 
Nachwuchsförderung ins Leben gerufen: die International Max Planck Research Schools 
(IMPRS). Diese bieten besonders begabten deutschen und ausländischen Studierenden die 
Möglichkeit, sich im Rahmen einer strukturierten Ausbildung unter exzellenten Forschungs-
bedingungen auf die Promotion vorzubereiten. Auf diese Weise sollen verstärkt junge 
Wissenschaftler angeworben und ausgebildet werden.
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Förderung des wissenschaftlichen 
Nachwuchses
 Die IMPRS-CS ist ein Angebot 
für Nachwuchswissenschaftlerinnen 
und -wissenschaftler, die zwischen dem 
Bachelor- oder Masterabschluss und 
der Promotion stehen. Dies umfasst 
ein erstklassiges Ausbildungsangebot, 
wissenschaftliche Schwerpunktbildung, 
oft mit thematischer Verzahnung meh-
rerer Promotionen, und eine enge Zu-
sammenarbeit von Doktoranden und 
ihren Betreuern.
 Ein Schwerpunkt liegt auf der 
internationalen Zusammenarbeit: Die 
IMPRS-CS will insbesondere auslän-
dische Bewerberinnen und Bewerber 
für eine Promotion in Deutschland ge-
winnen, sie mit den Forschungseinrich-
tungen vertraut machen und ihr Inter-
esse für eine spätere Tätigkeit in oder in 
Kooperation mit deutschen Forschungs-
einrichtungen wecken. Über 50 Prozent 
unserer Doktoranden stammen aus dem 
Ausland, wobei Bulgarien, China, Indien 
und Polen zu den am stärksten vertrete-
nen Herkunftsländern zählen.
Programme der IMPRS-CS
 Die IMPRS-CS bietet in Zusam-
menarbeit mit der Universität des Saar-
landes und der Saarbrücker Graduierten-
schule für Informatik Programme für die 
Qualifi zierung zum Promotionsstudium 
sowie für die Promotion selbst. 
 Alle Graduiertenprogramme wer-
den in enger Kooperation mit dem Max-
Planck-Institut für Informatik, dem Max-
Planck-Institut für Softwaresysteme und 
dem Fachbereich Informatik der Univer-
sität des Saarlandes angeboten. Die Pro-
jekte werden gemeinsam von den Wis-
senschaftlern der Max-Planck-Institute 
und deren Kollegen aus dem Fachbe-
reich Informatik der Universität betreut. 
Hervorragende Englischkenntnisse sind 
für alle Bewerber unerlässlich.
Finanzielle Unterstützung
 Die zur IMPRS-CS zugelassenen 
Studierenden erhalten ein Stipendium, 
das Gebühren, Lebenshaltungskosten 
und Krankenversicherungskosten sowohl 
der Studierenden als auch gegebenen-
falls ihrer Ehepartner und Kinder ab-
deckt. Außerdem helfen wir unseren 
Stipendiaten bei der Wohnungssuche 
und organisatorischen Problemen aller 
Art und bieten Englisch- und Deutsch-
kurse auf mehreren Niveaus, gemeinsa-
me Aktivitäten und Exkursionen an.   :::
K O N T A K T
Jennifer Gerling
IMPRS-CS
Telefon  +49 681 9325-1801
   
Internet http://www.imprs-cs.de
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Der aktuelle Teil beinhaltet einen Überblick über wichtige Ereignisse des letzten Jahres: gelei-
stete Nachwuchsarbeit, Berufungen und Ehrungen von Wissenschaftlern, gewonnene Stipendien 
und erfolgreiche Kooperationen sowie wichtige Ereignisse rund um das Max-Planck-Institut. 
Dazu zählte in diesem Jahr beispielsweise die erfolgreiche IMPRS Begutachtung. Desweiteren 
wählte der indische Botschafter unser Institut aufgrund unserer nachhaltigen IMPECS Koopera-
tion für seinen Antrittsbesuch in Deutschland aus. Der im August unterzeichnete VERIDIS-Vertrag 
ist das erste Projekt INRIAs mit einem ausländischen Partner. Das Jahr endete mit einem Sympo-
sium zum 60. Geburtstag von Prof. Dr. Lengauer, Direktor der Abteilung Bioinformatik.
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Preise, Ehrungen, Auszeichnungen
 Professor Hans-Peter Seidel, 
Leiter der ABT. 4 „Computergrafi k“, 
wurde von der European Association for 
Computergraphics mit dem Eurogra-
phics Distinguished 
Career Award 2012 
ausgezeichnet. Die 
internationale Fach-




der Computergrafi k sowie dessen heraus-
ragende Rolle bei der Herausbildung und 
Förderung des Hochschullehrernach-
wuchses in Deutschland und Europa. 
 Der alle zwei Jahre verliehene Eu-
rographics Distinguished Career Award 
ist der höchste Wissenschaftspreis, der 
auf europäischer Ebene im Fachgebiet 
Computergrafi k vergeben wird. Mit 
Seidel erhält erstmals ein deutscher 
Wissenschaftler diese Auszeichnung.   :::
  Professor Kurt Mehlhorn, Grün-
dungsdirektor des MPI-INF und Leiter 
der ABT. 1 „Algorithmen und Komple-






eine der ältesten 
in Deutschland, 
ist nicht fach- oder 
themenspezifi sch aufgestellt, sondern 
hat sich einer breiten interdisziplinä-
ren Kommunikation verschrieben. Kurt 
Mehlhorn, seit 1974 im Saarland, bleibt 
seiner bayerischen Geburtsheimat mit 
dieser Ernennung mehr als nur sprach-
lich verbunden.                                   :::
 Professor Gerhard Weikum 
wurde für weitere drei Jahre in den Wis-
senschaftsrat berufen. Laut Selbstver-
ständnis berät der Wissenschaftsrat die 
Bundesregierung 
und die Regierun-
gen der Länder in 
Fragen der inhaltli-
chen und strukturel-
len Entwicklung der 
Hochschulen, der 
Wissenschaft und 
der Forschung. 24 Wissenschaftler und 8 
Repräsentanten des öffentlichen Lebens 
werden vom Bundespräsidenten beru-
fen und bilden die zwei Kommissionen 
aus denen der Wissenschaftsrat besteht. 
Dieses Gremium besteht seit 1957 und 
hat während dieser Zeit entscheiden-
de Impulse zur Entwicklung der Hoch-
schullandschaft in der Bundesrepublik 
Deutschland gegeben. Neben der bera-
tenden Tätigkeit übernimmt es auch ak-
tuelle Aufgaben, wie Akkreditierung von 
privaten Hochschulen oder Arbeit in der 
Exzellenzinitiative.                              :::
 Die Akademie der Wissenschaften 
und Literatur Mainz hat Professor 
Gerhard Weikum in ihrer Sitzung vom 
9. November 2012 zum ordentlichen 
Mitglied der Mathematisch-Naturwis-
senschaftlichen Klasse aufgenommen. 
Die Akademie, 1949 von ehemaligen 
Mitgliedern der Preußischen Akademie 
der Wissenschaften gegründet, betreibt 
als Trägerin von Forschungsprojekten die 
Pfl ege von Wissenschaft und Bewahrung 
von Kultur.                :::
 Christian Theobalt, Professor an der 
UdS und Gruppenleiter in der Abteilung 
Computergrafi k am MPI-INF wurde mit 
einem bedeuten-
den Preis für Nach-
wuchswissenschaft-
ler ausgezeichnet, 





nung ehrte ihn für seine ausgezeichneten 
und bahnbrechenden Arbeiten auf dem 
Gebiet der 3D-Rekonstruktion aus Ka-
merabildern und Videosequenzen sowie  
seine richtungsweisenden Arbeiten zum 
Thema markerlose Bewegungsmessung. 
Der Preis wird jährlich vergeben und ist 
mit 5.000 Euro dotiert.   ::: Professor Hans-Peter Seidel wurde 
zum Mitglied der Europäischen Akade-
mie der Wissenschaften (Academia Euro-
paea) ernannt. Ziel der Academia Euro-
paea ist die Förderung und Vernetzung 
von Wissenschaft und Forschung auf 
gesamteuropäischer Ebene.               :::
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 Im Verlauf des letzten Jahres ging 
eine Reihe von Rufen auf Professoren-
stellen an Nachwuchswissenschaftler 
unseres Instituts: 
Panagiotou, Konstantinos  |  ABT. 1 
Universität München
Baumbach, Jan  |  ABT. 3  
Southern Denmark University
Doerr, Benjamin  |  ABT. 1  
École Polytechnique, Paris
Theobald, Martin  |  ABT. 5  
Universität Antwerpen
Hose, Katja  |  ABT. 5  
Universität Aalborg
Elbassioni, Khaled  |  ABT. 1 
Masdar Institute of Science   
and Technology in Abu Dhabi
Friedrich, Tobias  |  ABT. 1  
Universität Jena
Megow, Nicole  |  ABT. 1  
TU Berlin
Hermelin, Danny  |  ABT. 1  
Ben Gurion University
Spöhel, Reto  |  ABT. 1  
Fachhochschule Bern
van Zuylen, Anke  |  ABT. 1  
William and Mary 
College Williamsburg (VA)
Lasowski , Ruxandra  |  ABT. 4
Hochschule Furtwangen
Thormählen, Thorsten  |  ABT. 4  
Universität Marburg
Müller, Meinard  |  ABT. 4  
Universität Erlangen                     
Sauerwald, Thomas  |  ABT. 1  
Universität Helsinki        
Elbassuoni, Shady  |  ABT. 5  
Amerikanische Universität Beirut        
Wahlström, Magnus  |  ABT. 1  
Royal Holloway University 
of London        
 Hannah Bast, ehemalige Doktoran-
din bei Kurt Mehlhorn und Mitarbeiterin 
in der ABT. 1, wurde in diesem Jahr mit 
dem Google Forschungspreis ausgezeich-
net. Von diesem wurden bisher weltweit 
nur 42 vergeben, davon lediglich acht 
nach Europa. Mit knapp 1 Mio US$ ist 
er in der höchsten von Google vergebe-
nen Preiskategorie. Hannah Bast hatte 
während ihrer Zeit am MPI-INF einen 
eineinhalbjährigen Forschungsaufent-
halt bei Google, wo sie ein Verfahren 
entwickelte, das die Routenplanung von 
öffentlichen Verkehrsnetzen deutlich be-
schleunigt. Seit 2009 ist sie Professorin 
für Informatik. Sie wurde von der Uni-
versität Freiburg auf den dortigen Lehr-
stuhl für Algorithmen und Datenstruk-
turen berufen.                 :::
Personalien
  Der Lise-Meitner-Preis, vom 
MPI-INF an Nachwuchswissenschaftle-
rinnen im Bereich Informatik verliehen, 
wurde in diesem Jahr Anna Adamaszek, 
University of Warwick, zugesprochen. 
Mit dem Preis verbunden ist ein steuer-
befreiter zweijähriger Forschungsaufent-
halt am MPI-INF und Forschungsgelder. 
Sie wird ihre Studien zu Algorithmen bei 
Kurt Mehlhorn, ABT. 1, fortsetzen. :::
 Gerard de Melo, ABT. 5, wurde für 
seine Dissertation „Graph-based Methods 
for Large-Scale Multilingual Knowledge 
Integration“ der Dr.-Eduard-Martin-Preis 
2012 verliehen. Der Preis wird von der 
UdS vergeben und trägt den Namen des 
langjährigen Präsidenten der Vereinigung 
der Freunde der Universität des Saarlan-
des. Jährlich geht der Preis an die besten 
Nachwuchswissenschaftler der Universi-






 Tunç O. Aydin, bis 2011 Doktorand 
in der ABT.  4 bei Prof. Seidel, erhielt für 
seine Dissertation „Human Visual System 
Models in Computer Graphics“ den Euro-
graphics PhD Award 2012.                 :::
                 Bertram Somieski
Otto-Hahn-Medaille
 Matthias Hullin, ABT. 4, wurde im 
Juni für die „Entwicklung neuer Verfahren 
zur Vermessung und Wiedergabe von 3D-
Geometrie und Refl ektanz realer Gegen-
stände“ mit einer Otto-Hahn-Medaille für 
2011 ausgezeichnet. Die Max-Planck-
Gesellschaft zeichnet mit dieser Ehrung 
junge Wissenschaftler aus, die hervor-
ragende Erkenntnisse in Rahmen ihrer 
Dissertation gewonnen haben.  :::
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 Stipendien sind ein vielfältig ein-
gesetztes Mittel zur direkten Förderung 
von Personen. Als Teil der akademischen 
Ausbildung ist die Vergabe von Stipendien 
aus der heutigen Zeit nicht mehr wegzu-
denken. Je nach Förderer und Zielrich-
tung sind sie eine geringe Unterstützung 
oder decken den gesamten fi nanziellen 
Bedarf des Stipendiaten, gegebenenfalls 
sogar einer Arbeitsgruppe mit Doktoran-
den und Postdocs. Dauer des Stipendi-
ums und Aufl agen an den Stipendiaten 
variieren in einem breiten Spektrum. Das 
Renommee mancher Stipendien ist so 
hoch, dass sie einen veritablen Karriere-
schritt bedeuten. Im MPI-INF werden 
derzeit sechs junge Wissenschaftler mit 
derart hochklassigen Stipendien unter-
stützt:
 Ivo Ihrke, ABT.  4 und MMCI, so-
wie Nicole Megow und Konstantinos 
Panagiotou, beide  ABT. 1, sind im Jahr 
2012 ins Emmy-Noether-Programm zur 
Förderung herausragender Nachwuchs-
wissenschaftler aufgenommen worden. 
Die Förderung läuft jeweils über fünf 
Jahre und ermöglicht es den jungen For-
schern beispielsweise eigene Doktoran-
den einzustellen. Die Themen mit denen 
sie sich erfolgreich für die Förderung be-
warben lauten: „Plenoptic Image Acquisi-
tion and Projection: Theoretical Develop-
ments and Applications“ bei Ivo Ihrke und 
bei Nicole Megow „Models, Algorithms 
and Complexity for Scheduling Under Un-
certainty: On the Tradeoffs between Per-
formance and Adaptivity“. Der Titel des 
Projektes von Konstantinos Panagiotou: 
„Real-world Networks and Random Graph 
Models“. Ivo Ihrkes Fördersumme beläuft 
sich auf insgesamt 1,2 Millionen Euro.
 Artur Jez, Postdoc in der ABT. 1, 
hat sich erfolgreich bei der Alexander von 
Humboldt-Stiftung beworben. Ab dem 1. 
Februar 2013 wird er für 22 Monate ein 
Humboldt-Forschungsstudium erhalten.  
 Carola Winzen, ABT. 1, wird seit 
2011 von der Google Stiftung mit einem 
Google European Doctoral Fellowship 
Stipendium gefördert.
 Während des Jahres 2012 wurden 
drei Doktoranden am MPI-INF von der 
Siemens AG durch Stipendien unter-
stützt: Claudio Magni, ABT. 1, Ching 
Hoo Tang, FG. 1, und Mohamed Yahya, 
ABT. 5.
 
 Drei weitere Doktoranden erhielten 
Doktoranden-Stipendien von Microsoft: 
Martin Suda, FG. 1, Elena Tretyak, 
ABT. 2, und Xiaokun Wu, ABT.1.          :::
                 Bertram Somieski 
 
Stipendien
Neue Senior Researcher 2012
 Fünf junge Wissenschaftler konn-
ten dank ihrer ausgezeichneten Leistun-
gen im Verlauf des Jahres zum Senior 
Researcher ernannt werden:
Olga Kalinina  |  ABT. 3  
Structural Bioinformatics 
of Protein Interactions
Nicole Megow  |  ABT. 1  
Combinatorial Optimization & 
Graph Algorithms
Antti Oulasvirta  |  ABT. 4 
Human-Computer Interaction
Thomas Sauerwald  |  ABT. 1  
Randomization and Load Balancing
Fabian Suchanek  |  FG. 2  
Otto Hahn Group, Ontologies






 Die Grundlagenforschung des Max-
Planck-Instituts für Informatik führt 
manchmal zu Ergebnissen, die eine di-
rekte kommerzielle Verwertung ermög-
Ausgründungen
 Die Arbeiten der Gruppe um Pro-
fessor Christian Theobalt, ABT. 4, zur 
Analyse und Bearbeitung von bewegten 
Bildern haben einerseits breites Medien-
echo hervorgerufen. Andererseits wurde 
auch das Interesse der Spielfi lmindustrie 
geweckt, die die Techniken zur Erfassung 
und schnellen Bearbeitung von Video-
Thema Aktivität Beteiligte
A Clipping-free Algorithm for Effi cient 





Videoscapes: Exploring Sparse, 
Unstructed Video Collections
Erfi ndungsmeldung Kim / Theobalt / Tompkin / Kautz
Method and System for Tracking an Object 
in a Sequence of Digital Video Images
Erfi ndungsmeldung Stoll / Theobalt / Seidel
A Perceptual Mode for Disparity Patentverwaltungs- und 
Verwertungsvereinbarung
Ritschel / Eisemann /
Myszkowski / Seidel
Method and Apparatus for Encoding High 
Dynamic Range Video
Patentverlängerung Mantiuk / Krawczyk / Myszkoski / 
Seidel
A Luminance-Contrast-Aware Disparity 
Model and Applications
Erfi ndungsmeldung Didyk / Eisemann / Ritschel/
Myszkowski / Seidel / Matusik
Apparant Display Resolution 
Enhancement for Moving Images
Patentanmeldung und 
Lizenzvertrag
Didyk / Eisemann / Ritschel /
Myszkowski / Seidel
Backward Compatible High Dynamic Range 
MPEG Video Encoding
Lizenzvertrag Efremov / Mantiuk / Krawczyk /
Myszkowski / Seidel
A System for Automatic Material 
Suggestions for 3D Objects
Erfi ndungsmeldung Jain / Thormählen / Ritschel / Seidel
lichen. Besteht eine merkliche Erfi n-
dungshöhe, lassen sich solche Ergebnisse 
als Erfi ndung oder zum Patent anmelden. 
Die Tabelle zeigt die Patent-, Lizenz- und 
Erfi ndungsaktivitäten des Max-Planck-
Instituts für Informatik im Jahr 2012.  :::
sequenzen kommerziell nutzen möchte. 
Um dem Rechnung zu tragen erschien 
die Bildung einer Struktur außerhalb des 
Max-Planck-Instituts der beste Weg.
 Dr. Nils Hasler, Dr. Carsten Stoll 
und Prof. Christian Theobalt haben sich 
erfolgreich im EXIST-Forschungstransfer, 
ein Förderprogramm des Bundesminis-
teriums für Wirtschaft und Technologie, 
für eine Anschubfi nanzierung zum 
Gründen einer Firma beworben. Details 
siehe Seite 92 „Markerless Performance 
Capture“.               :::
               Bertram Somieski
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Kooperationen
 Vor drei Jahren wurde das IVCI als 
größte Intel Forschungseinrichtung in 
Europa gegründet. Auf Grund der welt-
weit einzigartigen Dichte von Informati-
kern/Computerwissenschaftlern im Saar-
land entschloss sich Intel, sein Institut in 
Saarbrücken anzusiedeln. Die Lenkung 
des IVCI erfolgt durch ein Steuerungs-
komitee, das paritätisch von Intel und 
den vier saarländischen Partnern (Uni-
versität des Saarlandes, DFKI und beide 
Max-Planck-Institute – MPI-INF und 
MPI-SWS) besetzt wird. Für zunächst 
fünf Jahre wurden zwölf Millionen Euro 
durch das Hightechunternehmen be-
reitgestellt. Die Projekteauswahl erfolgt 
durch ein eigens eingerichtetes steering 
committee. Vertreter des Max-Planck-
Instituts für Informatik im steering 
committee ist Prof. Christian Theobalt. 
Zwei seiner Projekte, „Markerless Motion 
Capture“ und „User-centric Video Pro-
cessing“, werden ebenfalls im Rahmen 
des Intel-Instituts bearbeitet. Des Weite-
ren sind Dr. Michael Wand, ABT. 4, mit 
„Symmetry-based Shape Processing and 
Analysis“ und Dr. Thorsten Thomählen, 
ebenfalls ABT. 4, mit „3D Reconstruction 
Using Active Illumination“ als Projektlei-
ter im IVCI präsent. 
[www.intel-vci.uni-saarland.de]              :::
                Bertram Somieski
 Das „Indo-German Max Planck 
Center for Computer Science“ (IMPECS) 
wurde am 3. Februar 2010 vom dama-
ligen Bundespräsidenten Horst Köhler 
im Indian Institute of Technology in 
Delhi (IIT Dehli) eröffnet. Das Ziel des 
Centers ist die Förderung erstklassiger 
Grundlagenforschung in der Informa-
tik durch die enge Kooperation zwischen 
indischen und deutschen Wissenschaft-
lern. Durch gemeinsame Forschung, dem 
Austausch von Doktoranden und Post-
docs, einer Max Planck Gastprofessur 
und zahlreichen Workshops und Schools 
soll die Zusammenarbeit gefördert wer-
den. Das IMPECS wird vorerst fünf 
Jahre lang von der MPG, dem Bundes-
ministerium für Bildung und Forschung 
(BMBF) und dem indischen Ministeri-
um für Wissenschaft und Technologie 
(DST) fi nanziert. Das Leitungsgremium
 besteht aus Kurt Mehlhorn (MPI-INF) 
und Rupak Majumdar (MPI-SWS) von 
MPG-Seite, Naveen Garg (IIT Delhi) 
und Manindra Agrawal (IIT Kanpur) 
von der indischen Seite. 
 IMPECS fi nanziert rund zehn 
deutsch-indische Forschungsgruppen. 
Als indischer Partner kann sich jede Uni-
versität/Institution bewerben; auf deut-
scher Seite muss hingegen ein Partner 
vom MPI für Informatik oder vom MPI 
für Softwaresysteme sein. Zur Zeit wer-
den acht binationale Forschungsgruppen 
gefördert, weitere Gruppen sind ausge-
schrieben. 
 Durch das IMPECS besteht ein 
aktiver Austausch von Postdocs und 
Studenten in beiden Richtungen. Prof. 
Manindra Agarwal vom IIT Kanpur, 
Preisträger des Humboldt Research 
Awards, hat im Sommer 2011 das Max-
Planck-Institut für Informatik für meh-
rere Monate besucht. Prof. Helmut Seidl 
von der TU München hat das IISc Ban-
galore im Herbst 2011 für zwei Monate 
besucht.
 Darüber hinaus hat das IMPECS 
die Workshops „Complexity Theory“ in 
Kanpur und „Recent Trends in Algorithms 
and Complexity“ in Mysore co-fi nanziert.
Mehr Informationen dazu unter 
[www.impecs.org].                    :::
                Bertram Somieski
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 Der Science Tunnel der Max-Planck-
Gesellschaft refl ektiert über die großen 
Themen der Grundlagenforschung: In 
welche bedeutenden Richtungen wird 
derzeit geforscht, wie und auf welchen 
Gebieten stellt sich die Wissenschaft 
kommenden Herausforderungen. Der 
Name leitet sich vom Ausstellungskon-
zept ab, das, unähnlich klassischen Aus-
stellungen, den Besucher in eine Umge-
bung setzt, die vertikale Begrenzungen 
einschließt. Der Science Tunnel ist eine 
Wanderausstellung, die der Öffentlich-
keit in ihrer derzeitigen Form in Pader-
born vorgestellt wurde. Für seinen ers-
ten Präsentationsort wurde das dortige 
Heinz Nixdorf MuseumsForum gewählt, 
das dem deutschen Computerpionier 
Heinz Nixdorf gewidmet ist. Am 18. 
Oktober wurde die nunmehr dritte 
Aufl age des Science Tunnel eröffnet; 
nächste Station wird im März 2013 
Moskau sein. 
 In acht Modulen werden sowohl 
naturwissenschaftliche (Universum, 
Materie), gesellschaftliche (Energie, Ge-
sellschaft, Leben, Gesundheit) als auch 
kognitive (Gehirn, Komplexität) Themen 
refl ektiert. 
 Für die Lebensdauer des Science 
Tunnel 3.0 fanden zwei Themen des 
MPI-INF Eingang in das Modul „Kom-
plexität“. Unter der Rubrik „Von der Na-
tur lernen“ werden in der Ausstellung 
intelligente und lernfähige Systeme vor-
gestellt und analysiert. Ein mit „Sprache 
aus Stein“ überschriebenes Beispiel the-
matisiert die Arbeiten von Art Tevs und 
Michael Wand, beide ABT. 4, automa-
tisch Muster im Scan von 3D-Objekten 
zu erkennen. Dank der Lernfähigkeit der 
Mustererkennung können die von den 
Computergrafi kern entwickelten Algo-
rithmen riesige 3D-Scans von ganzen 
Städten erfassen und analysieren und 
mit den dabei erkannten Mustern neue 
Städtemodelle bauen. Die Algorithmen 
analysieren dabei Charakteristika (ana-
log zu Wörtern in einer Sprache) und 
typische Anordnungen (analog zur 
Grammatik in einer Sprache) der Mus-
ter – sie lernen sozusagen die „Sprache 
der Muster“. 
 „Virtual Mirror Cabinet – The Real-
time Reshaping of Humans“ von Michal 
Richter und Kollegen, ebenfalls ABT. 4, 
präsentiert anhand einer Videosequenz 
neu entwickelte Möglichkeiten der Echt-
zeit-Videobearbeitung: Verschiedene Kör-
permerkmale eines Menschen lassen sich 
per simplem Schieberegler verändern. 
Der Besucher sieht direkt im Computer-
monitor, wie sich seine Beine verlängern, 
seine Muskeln verstärken oder seine 
Hüfte schmaler wird, während er sich 
vor der Kamera bewegt. 
 Im Zuge der Eröffnung des Science 
Tunnel war der Leiter der ABT. 3, Prof. 
Dr. Thomas Lengauer, gebeten, eine 
der Einführungsvorlesungen des neuen 
Science Tunnel zu bestreiten. Am 29. 
November referierte Thomas Lengauer 
im Heinz Nixdorf MuseumsForum in 
Paderborn zum Thema „Jagd auf das 
Virus – mit dem Computer gegen AIDS“. 
[www.sciencetunnel3.de].                      :::
                 Bertram Somieski
 Die Initiative Software Campus, 
die sich der Förderung von Nachwuchs-
akademikern aus der Informatik zu Füh-
rungskräften in der deutschen IT-Indus-
trie verschrieben hat, wurde nach dem 
Auftakt 2011 in diesem Jahr regulär auf-
gestellt.
Das von Christian Kurz vorgeschlagene 
Thema „Robuste 3D-Rekonstruktion aus 
visuellem Datenmaterial“ fand die Akzep-
tanz der Bewertungskommission und bei 




Das Ziel des Projek-
tes ist die Entwick-
lung einer massen-
markttauglichen 
Applikation zur anwenderunterstützten 
3D-Rekonstruktion von Gegenständen 
des täglichen Lebens aus Bildern, Videos 
und anderem visuellen Datenmaterial. 
Bis zu 100.000 Euro stehen Christian 
Kurz dafür innerhalb der nächsten 12 
bis 15 Monate zur Verfügung. Gleicher-
maßen wichtig für den Projekterfolg ist 
der intensive Kontakt zu den wissen-
schaftlichen Partnern und Mentoren 
beim Industriepartner. Zur Vorbereitung 
auf eine später mögliche Führungsposi-
tion wird den Teilnehmern des Software 
Campus intensives Training und An-
sprechpartner aus dem oberen Manage-
ment geboten.                        :::
                 Bertram Somieski
SoftwareCampusScience Tunnel
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Eröffnung neues Gebäude Max-Planck-Institut für Softwaresysteme
Der „Platz der Informatik“ ist komplett
 Am 15. Oktober 2012 wurde das 
neue Institutsgebäude für das Max-Planck-
Institut für Softwaresysteme feierlich er-
öffnet. Damit haben alle in Saarbrücken 
beheimateten Forscher des MPI-SWS 
ein einheitliches Dach über dem Kopf, 
die jahrelange Diaspora ist beendet. 
 Der geschäftsführende Direktor 
des MPI-SWS, Rupak Majumdar, dankte 
der saarländischen Landesregierung, der 
Max-Planck-Gesellschaft und nicht zu-
letzt den Bauausführenden für die neue 
sechsgeschossige Wirkungsstätte. Sie be-
herbergt neben den Wissenschaftlern des 
Max-Planck-Instituts für Softwaresysteme 
auch Teile der Gemeinsamen Verwaltung 
von MPI-INF und MPI-SWS. 
 Der neue große Hörsaal ist mit 178 
Plätzen und der neuesten Medientechnik 
ausgestattet, er wird von beiden Instituten 
genutzt. Zum Beispiel fi ndet dort an jedem 
ersten Mittwoch im Monat die „Joint 
MPI-INF/MPI-SWS Lecture Series“ statt. 
Bei diesen Veranstaltungen stellen Senior 
Researchers beider Institute den Stand 
ihrer Forschung in einer Vorlesung einem 
breiten Fachpublikum vor. In der obersten 
Etage des neuen Gebäudes hat die MPI-
INF Forschungsgruppe „Automation der 
Logik“ Quartier bekommen. 
 Der Neubau in Saarbrücken hat 
rund 17 Millionen Euro gekostet, er bietet 
Platz für 185 Mitarbeiter. Der Schnitt 
des von hoher Funktionalität geprägten 
Gebäudes des MPI-SWS folgt dem Kon-
zept einer zwanglosen Kommunikations-
förderung. Offene und miteinander ver-
knüpfte Strukturen ermöglichen gezielte 
und spontane Begegnungen, Diagonalen 
und Verjüngungen lösen strenge rechte 
Winkel auf. Dies ist der vorerst letzte Bau 
am „Platz der Informatik“ innerhalb des 
Saarbrücker Uni-Campus, konzeptioniert 
zur architektonischen Ergänzung und 
Komplettierung des Vorhandenen. 
Das Gebäude konnte Dank des großen 
Engagements der Landesregierung des 
Saarlandes erstellt werden.                 ::: 
                 Bertram Somieski
Geschäftsführender Direktor des MPI-SWS, 
Rupak Majumdar
Foto: Johannes-Maria Schlorke
Generalkonsul der Republik Indien
Antrittsbesuch in Saarbrücken
 Shri Taranjit Singh Sandhu, Gene-
ralkonsul der Republik Indien in Frank-
furt/Main, weilte am 19. Januar 2012 
zum Antrittsbesuch in Saarbrücken. 
Neben Fragen  der wirtschaftlichen Zu-
sammenarbeit zwischen Indien und dem 
Saarland interessierte er sich besonders 
für die Lebensverhältnisse der Bürger in-
discher Nationalität, die im Saarland le-
ben. Nach kurzer Visite des Deutschen 
Forschungsinstituts für Künstliche In-
telligenz besuchte er die beiden Max-
Planck-Institute. Hier ließ er sich über 
wissenschaftliche Zusammenarbeit und 
Arbeitsbedingungen informieren. Alle 
indischen Wissenschaftler und Studenten 
der beiden Institute waren zur gemeinsa-
men Diskussionsrunde eingeladen.       :::  
                        Bertram Somieski
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Neubesetzung Fachbeirat
 Die Max-Planck-Gesellschaft wird 
zwar hauptsächlich von der Bundesregie-
rung und den Ländern fi nanziert, ist aber 
in ihrer Arbeit nur der wissenschaftlichen 
Exzellenz verpfl ichtet. Diese wird für 
jedes Institut alle zwei Jahre durch den 
sogenannten Fachbeirat überprüft und 
bewertet. Ihm gehören führende Wissen-
schaftler der jeweiligen Forschungsgebie-
te des Instituts an. Der Fachbeirat selbst 
wird regelmäßig erneuert: die Amtszeit 
eines Mitglieds beträgt maximal sechs 
Jahre. So wurde auch der Fachbeirat des 
Max-Planck-Institut für Informatik für 
die Periode ab 2013 neu bestimmt. 
Ausgeschieden sind:
Prof. Dr. Pankaj Kumar Agarwal von der 
Duke Universität, Prof. Dr. Douglas L. 
Brutlag von der Universität Stanford, 
Prof. Dr. Joseph M. Hellerstein von der 
Universität Berkeley, Prof. Dr. Friedhelm 
Meyer auf der Heide vom Heinz Nixdorf 
Institut und vom Fachbereich Informatik 
der Universität Paderborn, Prof. Dr. Euge-
ne Myers vom Howard Hughes Medical 
Institute, Prof. Dr. Frank Pfenning (Vor-
sitzender des alten Fachbeirats) von der 
Carnegie Mellon Universität und Prof. Dr. 
Claude Puech von INRIA Paris und von 
der Universität Paris. 
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Das Foto zeigt die Begehung durch den Fachbeirat 
2011. Die nächste Begehung fi ndet turnusgemäß 
wieder 2013 statt, dieses Mal am 14. und 15. Mai.
Die vom Präsident der Max-Planck Ge-
sellschaft neu berufenen Mitglieder des 
Fachbeirats sind: 
Prof. Dr. Travor Darell von der Universität 
Berkeley, Prof. Dr. Nir Friedman von der 
Hebrew Universität Jerusalem, Prof. Dr. 
Pascal Fua von der EPFL Lausanne, 
Prof. Dr. Jürgen Giesl von der RWTH 
Aachen, Prof. Dr. Alon Halevy von Google 
Research in Mountain View, Kalifornien, 
Prof. Dr. Yves Moreau von der Universität 
Leuven, Prof. Dr. Nicole Schweikardt 
von der Universität Frankfurt, Prof. Dr. 
François Sillion von INRIA Grenoble 
Rhône-Alpes und Prof. Dr. Emo Welzl 
von der ETH Zürich, die durch die ver-
bleibenden Mitglieder Prof. Dr. Yannis E. 
Ioannidis von der Universität Athen, 
Prof. Dr. Éva Tardos von der Cornell Uni-
versität und Prof. Dr. Demetri Terzopoulos 
von der Universität Los Angeles, ergänzt 
werden.                  :::   
           Christoph Weidenbach
Journalistenreise Informatik
Europäische Journalisten zu Gast auf dem Saarbrücker Campus
 Vom 28. bis 30. März informierten 
sich mehr als ein Dutzend europäische 
Journalisten über die neuesten im Saar-
land beheimateten Forschungs- und Ent-
wicklungsergebnisse aus Informatik und 
benachbarten Fachbereichen. Auf dem 
Saarbrücker Campus waren alle infor-
matikrelevanten Einrichtungen Ziel der 
Reise, die unter dem Motto stand: „How 
Computer Science and Materials Science 
are improving the world“. In dichter 
Agenda präsentierten Vertreter aller 
beteiligten Strukturen ihre Organisation 
und deren Forschungsthemen. Thomas 
Lengauer mit „Bioinformatics Support of 
HIV Therapy – Spearheading Personalized 
Medicine“ und Bernt Schiele mit „Cars 
learn to see and predict“ machten die 
Journalisten mit wichtigen Themen des 
MPI-INF vertraut. Thorsten Thormählen 
und Christian Theobalt komplettierten 
die Themenauswahl unseres Instituts mit 
„Hollywood-style 3D Animations for Every-
one“ und „Optical Performance Capture“.
 Zum zweiten Mal nach 2008 hatten 
die Vertreter der saarländischen Informa-
tikforschung zur Journalistenreise Infor-
matik eingeladen. Journalisten aus ganz 
Europa können daran teilnehmen, wenn 
sie im EUSJA-Dachverband (Europäische 
Vereinigung der Wissenschaftsjournalis-
ten) organisiert sind. Die Bandbreite der 
Teilnehmer deckte wieder die gesamte 
Medienlandschaft ab: Tageszeitungen, 
Hörfunksender sowie Wissenschafts- 
und Technikmagazine sind, neben On-
line-Medien, die Publikationsvarianten. 
 Im Anschluss an den Besuch des 
Informatik-Teils des Saarbrücker Campus 
wurden die Teilnehmer auch eine Nacht 
auf Schloss Dagstuhl – Leibniz-Zentrum 
für Informatik beherbergt und abschlie-
ßend im Material Engineering Center 
Saarland über die dortigen Aktivitäten in 
Kenntnis gesetzt.                  :::   
                        Bertram Somieski
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INRIA Forschungsprojekt VERIDIS
Der Rahmenvertrag für das deutsch-französische Projekt ist unterzeichnet
 Am 28. August 2012 unterzeich-
neten Prof. Dr. Karl Tombre und Prof. 
Dr. Stephan Merz für die französische 
Seite und Prof. Dr. Kurt Mehlhorn und 
Prof. Dr. Christoph Weidenbach für die 
deutsche Seite den Rahmenvertrag zum 
INRIA Forschungsprojekt VERIDIS (Mo-
deling and Verifi cation of Distributed 
Algorithms and Systems). 
 Bi- oder multinationale Projekte 
sind in der Wissenschaftswelt nichts 
ungewöhnliches. VERIDIS hingegen ist 
das erste Projekt in der Geschichte der 
staatlichen französischen Informatikfor-
schungsorganisation INRIA (Institut 
National de Recherche en Informatique 
et en Automatique), bei dem eine der 
beiden beteiligten Partnergruppen nicht 
aus Frankreich kommt. Die Gruppe von 
Prof. Dr. Stephan Merz vom INRIA Stand-
ort Nancy und die Gruppe von Prof. 
Dr. Christoph Weidenbach vom Max-
Planck-Institut für Informatik wollen 
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in den nächsten Jahren gemeinsam an 
der Verifi kation von verteilten Algorith-
men und Systemen forschen. Während 
die französische Gruppe hochkarätiges 
Know-How auf der Seite der Modellie-
rung und interaktiven Verifi kation sol-
cher Systeme mitbringt, ist die deutsche 
Gruppe weltweit mit führend bei auto-
matischen Verifi kationsverfahren. Die 
Kombination der Ansätze soll es in den 
nächsten Jahren ermöglichen, Eigen-
schaften verteilter Systeme in Zukunft 
schneller und mit deutlich geringerem 
manuellen Aufwand zu beweisen.      :::
          Christoph Weidenbach
Besuch von Studenten der ENS Cachan
40 französische Studenten besuchten Vorträge und Workskops
 Die ENS (École Normale Supèri-
eure) Schulen in Frankreich bilden die 
Eliteuniversitäten für den wissenschaft-
lichen Nachwuchs Frankreichs. Ein Teil 
der Ausbildung ist ein einsemestriger 
Aufenthalt außerhalb der Schule, bzw. die 
externe Promotion an einer Forschungs-
einrichtung wie dem Max-Planck-Institut 
für Informatik. 
 Wir pfl egen seit über 20 Jahren den 
Kontakt zu der ENS in Cachan bei Paris 
und Schüler der ENS sind regelmäßig 
Gäste am MPI-INF und am Fachbereich 
Informatik in Saarbrücken. Am 26. Januar 
2012 besuchten uns wieder rund 40 Stu-
denten der ENS Cachan unter Führung 
von Dr. Sylvain Schmitz. Nach einem 
Übersichtsvortrag zum Informatikstand-
ort Saarbrücken von Prof. Dr. Kurt Mehl-
horn, nahmen die Studenten an sechs 
verschiedenen Workshops teil:
Workshops:
Prof. Dr. Holger Hermanns: 
„Dependable Systems and Software“
Dr. Khaled Elbassioni: 
„Combinatorial Optimization“
Prof. Dr. Markus Bläser: 
„Computational Complexity“
Prof. Dr. Bernd Finkbeiner: 
„Reactive Systems“
Dr. Sebastian Altmeyer: 
„Programming Languages and Compiler 
Construction“
Prof. Dr. Christoph Weidenbach: 
„Automation of Logic“
Anschließend nutzten sie die Möglichkeit 
der Diskussion mit den Vortragenden.  :::
            Christoph Weidenbach
107
IOI Training 2012
Ein straffes und forderndes Programm als Vorbereitung auf die Informatik-Olympiade
 Das Max-Planck-Institut für Infor-
matik ist zusammen mit dem Bundes-
ministerium für Bildung und Forschung, 
der Gesellschaft für Informatik (GI) und 
dem Fraunhofer IuK-Technologie Ver-
bund Träger der Initiative „Bundesweit 
Informatik Fördern“ [BWINF, siehe http://
www.bwinf.de/]. Wir engagieren uns insbe-
sondere bei der Vorbereitung im natio-
nalen Wettbewerb erfolgreicher Schüler, 
um sie für die Teilnahme an internatio-
nalen Wettbewerben zu qualifi zieren. 
So waren wir auch dieses Jahr zusam-
men mit Dr. Pohl, dem Geschäftsführer 
des BWINF, Organisator des Abschluss- 
und Auswahltrainings für die Informatik-
olympiade 2012 (IOI).
 Vom 12. bis 15. Juni 2012 trainier-
ten Pawel Gawrychowski, ehemaliger 
Trainer des polnischen Teams und jetzt 
Forscher am MPI-INF und Patrick Klitz-
ke, ehemaliger erfolgreicher Olympiateil-
nehmer und jetzt Student der Informatik 
in Saarbrücken, die sechs ausgewählten 
Schüler. Wie jedes Jahr gab es ein straf-
fes und forderndes Programm, das mor-
gens um 9 Uhr begann und bis weit in 
die Abendstunden reichte. Wir sind den 
Organisatoren von Schloss Dagstuhl sehr 
dankbar, dass sie uns wieder einmal Un-
terkunft und Infrastruktur kurzfristig zur 
Verfügung gestellt haben.
 Eine typische Aufgabe der Informa-
tikolympiade ist ein Problem, das zuerst 
konzeptionell gelöst und dann fehlerfrei 
programmiert werden muss. Das dafür 
benötigte Hintergrundwissen umfasst 
bereits Teile, die erst im Hauptstudium 
der Informatik unterrichtet werden, wie 
z.B. den linearen Algorithmus von Tarjan 
zur Feststellung des zweifachen Zusam-
menhangs eines Graphen. Das Training 
besteht aus der Bearbeitung solcher Pro-
bleme, aber auch aus der anschließenden 
Diskussion der Lösungen der Teilnehmer 
und der damit dann verbundenen Erwei-
terung des Wissens- und Methodenre-
pertoires.
 Es geht uns bei der Konzeption des 
Abschlusstrainings nicht nur um den Er-
folg bei der späteren Olympiade, sondern 
auch darum, bei den Teilnehmern die 
Faszination für die Informatikforschung 
zu wecken. Dazu wurde das „Rechnen 
der Aufgaben“ im Programm immer wie-
der durch wissenschaftliche Vorträge 
und Diskussionen ergänzt. Dieses mal 
waren die Themen „Erlauben Zufälle bes-
sere Algorithmen?“ von Prof. Dr. Markus 
Bläser, „Was ist Quantorenelimination?“ 
von Dr. Thomas Sturm und „Wie funkti-
onieren moderne SAT Solver?“ von Prof. 
Dr. Christoph Weidenbach.
 Die Olympiade fand dann anschlie-
ßend vom 23. bis 30. September 2012 in 
Sirmione am Gardasee statt. Tobias Lenz 
errang eine Silbermedaille und Julian 
Labeit eine Bronzemedaille.                 ::: 
            Christoph Weidenbach
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MPC-VCC Begutachtung
Das Beratergremium war beeindruckt von der hervorragenden wissenschaftlichen Arbeit
 Das Max Planck Center for Visual 
Computing and Communication, siehe 
Artikel Seite 26, ist ein Förderprogramm 
des BMBF für den akademischen Nach-
wuchs, angesiedelt am MPI-INF und der 
School of Engineering der Stanford Uni-
versity. Die geförderten Junior-Gruppen-
leiter sollen während dieser Phase ihre 
Forschungsthemen bearbeiten und aus-
bauen, Doktoranden betreuen und sich 
zu selbständigen wissenschaftlichen Lei-
tern entwickeln. Das Max Planck Center 
veranstaltet einmal im Jahr eine Zusam-
menkunft mit seinem Scientifi c Advisory 
Board. 
 Für die jährliche Berichterstattung 
an die Berater treffen sich alle Hoch-
schullehrer, die als Mentoren für die 
Junior-Gruppenleiter wirken, sowie die 
Junior-Gruppenleiter mit ihren Doktoran-
den und wissenschaftlichen Ratgebern, 
um den Status des Förderprogramms 
und die Forschungsergebnisse zu präsen-
tieren. 
 In diesem Jahr war wieder Saarbrü-
cken der Austragungsort für das Annual 
Review Meeting. Fast einen ganzen Tag 
lang erläuterten die Junior-Gruppenleiter 
in 13 hochklassigen Vorträgen Status und 
Ausblick ihrer Themenfelder. Die Dokto-
randen ergänzten dies in einer Präsenta-
tion mit ca. 30 Postern. 
 Die Mitglieder des Scientifi c Ad-
visory Board zeigten sich beeindruckt 
von der Vielfalt der Themen und der 
Kooperation innerhalb des Max Planck 
Centers. Vor allem hoben sie die abso-
lute Spitzenklasse der geleisteten wissen-
schaftlichen Arbeit hervor.                :::    
                Bertram Somieski  
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MPI-Läufer vor der der Abreise zum Firmenlauf
Firmenlauf Saarland
Die „Planck-Quanten“ liefen erfolgreich im vorderen Viertel
 Am saarländischen Firmenlauf, 
der jedes Jahr tausende Läufer anzieht, 
nahmen auch im Jahr 2012 wieder Lauf-
enthusiasten vom Max-Planck-Institut 
für Informatik teil. Das Massenspekta-
kel führte am 28. Juni über einen Rund-
kurs von 5 km durch die Dillinger Innen-
stadt. Sieben Teams à vier Starter waren 
vom Max-Planck-Institut für Informatik 
gemeldet: „Fire Breathing Dragons“ und 
„Planck-Quanten“ Nummer 1 bis 6 liefen 
jeweils in der Kategorie gemischte Mann-
schaft. Das Team „Planck-Quanten 6“ 
belegte dabei in der mixed Wertung den 
241. Platz von 1129.               :::       
                     Bertram Somieski
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CeBIT 2012
Großes Medieninteresse für die Informatik im Saarland
 Die CeBIT ist jedes Jahr aufs Neue 
ein Besuchermagnet, gleichermaßen für 
die Frau und den Mann der Straße oder 
Fachpublikum. Neueste Produkte und 
Entwicklungen auf dem Gebiet der In-
formationstechnologie werden vorge-
stellt, nationale und internationale Fir-
men präsentieren sich und ihre Produk-
te. Studenten, Schüler und Hausfrauen 
frequentieren die Messestände genauso 
wie Kollegen, Partner und Wettbewerber. 
 Wie auch in den Vorjahren nahm 
das Max-Planck-Institut für Informatik 
einen Teil des Gemeinschaftsstands 
„Saarland“ ein. Zusammen mit Mitarbei-
tern vom Deutschem Forschungsinstitut 
für künstliche Intelligenz, dem Fachbe-
reich Informatik des Saarlandes und dem 
CISPA (Center for IT-Security, Privacy 
and Accountability) und anderen Cam-
pus-beheimateten Institutionen zeigten 
MPI-Forscher der interessierten Öffent-
lichkeit Ergebnisse ihrer wissenschaft-
lichen Tätigkeit. In der Messehalle 26,  
Motto „Das Labor“, beherbergte der Saar-
land-Stand eine Mixtur von Exponaten 
vielfältiger Grundlagenforschung. 
Traditionell informierte sich auch die 
Saarländische Landesregierung, an der 
Spitze Ministerpräsidentin Annegret 
Kramp-Karrenbauer, über die am Stand 
ausgestellten Spitzenleistungen.
 Von den Forschungsergebnissen des 
MPI-INF wurden für die CeBIT 2012 
zwei Exponate abgeleitet. „Markerless 
Motion Capture“ von Dr. Nils Hasler 
und Professor Christian Theobalt, ABT. 
4, zeigte die Rekonstruktion von mensch-
lichen Bewegungen aus Videodaten. Die 
Arbeitsgruppe hat ein Verfahren entwi-
ckelt, das die Bewegungen in Echtzeit 
rekonstruieren kann und dabei keine 
Marker oder speziellen Hintergründe 
(greenscreen) braucht. „3D-Animationen 
à la Traumfabrik Hollywood für jeder-
mann“ war der Titel des Exponats einer 
Gruppe von Wissenschaftlern um Dr. 
Thorsten Thormählen. Die vorgestellte 
Software nutzt frei verfügbare oder kos-
tengünstige Datenbanken, die computer-
lesbare Repräsentationen dreidimensi-
onaler Objekte enthalten. Diese lassen 
sich auf einfachste Art und Weise ver-
ändern, erweitern und stufenweise in-
einander überführen und dadurch neue 
3D-Charaktere defi nieren; auch ambi-
tionierten Heimanwendern kann damit 
die Animation von Figuren à la Toy Story 
gelingen. Wie auch in den Jahren zuvor 
erweckte das am Saarland-Stand Ausge-
stellte großes Medieninteresse.            :::   
                 Bertram Somieski
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Kuratoriumssitzung
Kuratoriumsmitglieder informieren sich über den Status des Institutes 
 Durch das Instrument der Kura-
torien stellen Max-Planck-Institute ihre
Arbeit Vertretern der breiten Öffentlich-
keit vor. Das Kuratorium für das Max-
Planck-Institut für Informatik setzt sich 
aus hochrangigen Vertretern von Exeku-
tive, Industrie, Wissenschaft, Medien 
und akademischen Organisationen zu-
sammen. Die Anliegen des Instituts zu 
vermitteln und das Vertrauen der Öffent-
lichkeit in die Arbeit der autonom orga-
nisierten Forschung zu stärken ist die 
Aufgabe der Kuratoren. Deren vielfältige 
Vernetzungen innerhalb der Gesellschaft 
ermöglichen ihnen Ratschläge zur Stär-
kung des Standorts und strategischen 
Ausrichtung der Einrichtung.
 Am 29. Februar 2012 traf das 
Kuratorium des MPI-INF zu seiner all-
jährlichen Sitzung zusammen. Unter der 
Leitung von Professor Wolffried Stucky 
als Vorsitzender ließen sich u.a. Peter 
Jacobi, Minister für Wirtschaft und Wis-
senschaft im Saarland, und Professor 
Margret Wintermantel, Vorsitzende der 
Hochschulrektorenkonferenz, über den 
Status des Instituts informieren. Profes-
sor Bernt Schiele, Geschäftsführender 
Direktor des MPI-INF vermittelte in 
seinem Bericht wissenschaftliche Errun-
genschaften und personelle Entwicklun-
gen des letzten Jahres. Er betonte, das 
Institut erhalte Dank der ehrenamtlichen 
Tätigkeit der Kuratoren kontinuierliche 
Rückmeldung über seine gesellschaft-
liche Akzeptanz und das Interesse der 
Öffentlichkeit. Professor Kurt Mehlhorn 
berichtete über die Bemühungen und 
Fortschritte der Arbeitsgruppe Industrie-
ansiedlung.
 Als Beispiel für Spitzenforschung 
durch Nachwuchskräfte trugen Rainer 
Gemulla, Michael Sagraloff, Fabian 
Suchanek und Tino Weinkauf ihre jüngs-
ten Ergebnisse vor. Diesen vier wurde 
von Professor Stucky die Urkunde zur 
Ernennung als Senior Researcher über-
reicht. Auf der anschließenden Postersit-
zung zeigten junge Forscher des MPI für 
Informatik neueste Forschungsergebnisse 
in kondensierter Form.   ::: 
                         Bertram Somieski 
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IMPRS Evaluierung
Das gute Ergebnis sichert die weitere Finanzierung
 Im Juli 2012 wurde die Interna-
tional Max Planck Research School for 
Computer Science (IMPRS-CS), siehe 
Artikel Seite 94, durch ein hochkarätiges 
Team internationaler Experten evaluiert. 
Die Doktoranden der IMPRS stellten 
sich in einer großen Poster-Session den 
Fragen der Gutachter. Diese gaben der 
IMPRS-CS ein hervorragendes Zeugnis: 
Sowohl die Qualität der Doktoranden 
und ihrer Forschungsarbeiten als auch 
die individuelle Betreuung wurden 
gelobt. 
 Die Gutachter stellten besonders die 
vorbildliche Zusammenarbeit zwischen 
dem Max-Planck-Institut für Informatik 
und der Universität des Saarlandes her-
aus. Aufgrund des sehr positiven Urteils 
hat die Max-Planck-Gesellschaft ent-
schieden, die Finanzierung der IMPRS-
CS für weitere sechs Jahre fortzuführen. 
Somit ist das Max-Planck-Institut für 
Informatik eines der wenigen Institute, 
die eine IMPRS besitzen, und dies schon 
über einen sehr langen Zeitraum.        ::: 
                             Gerhard Weikum
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60. Geburtstag Thomas Lengauer
Das Max-Planck-Institut lud zum Festkolloquium
 Zum Anlass des 60. Geburtstages 
von Professor Thomas Lengauer luden 
das Max-Planck-Institut für Informatik 
und das Zentrum für Bioinformatik Saar 
am 16. November 2012 zum Festkollo-
quium in den Günther-Hotz-Hörsaal ein. 
Die Professoren Kurt Mehlhorn, MPI-
INF, Burkhard Rost, TU München, und 
Volkhard Helms, UdS/Bioinformatik, lob-
ten als Laudatoren Thomas Lengauer für 
seine wissenschaftliche Arbeit. Sie stell-
ten heraus, dass der Jubilar in der Lage 
sei, schneller als die Meisten, Dinge 
anzuschieben und voran zu treiben. Alle 
10 Jahre habe er ein neues Thema inner-
halb der Wissenschaft begonnen und sei-
ne Beiträge darin zur Weltspitze geführt.
 Sechs Gastredner steckten mit 
ihren Vorträgen das Gebiet der Bioinfor-
matik ab. Drei von ihnen, Niko Beeren-
winkel, Christoph Bock und Matthias 
Rarey, die inzwischen selbst Lehrstüh-
le besetzen, waren ehemalige Doktoran-
den von Thomas Lengauer; drei weitere 
Fachkollegen, Eugene Myers, Burkhard 
Rost und Martin Vingron, komplettier-
ten das Sextett. Das Auditorium hörte in 
komprimierter Form eine breite Auswahl 
von Themen rund um die Bioinformatik 
auf internationalem Spitzenniveau.      :::
                 Bertram Somieski
Thomas Lengauer mit ehemaligen Doktoranden der Bioinformatik
ADFOCS 2012
Die Sommerschule bringt Nachwuchs- und Spitzenwissenschaftler zusammen
 Alljährlich versammeln sich junge 
Algorithmiker im Sommer am MPI-INF 
zur ADFOCS, Max Planck Advanced 
Course On the Foundations of Computer 
Science. Vom 13. bis 17. August 2012 
kamen über 50 Masterstudenten und 
Doktoranden zusammen, um ihre Kennt-
nisse in der Theorie der Computerwissen-
schaften zu vertiefen. Unter der Leitung 
von He Sun, ABT. 1, war an fünf Tagen 
wieder intensives Hören und Anwenden 
von den jungen Wissenschaftlern gefor-
dert. Auch in diesem Jahr hatten die Ver-
anstalter Dozenten mit internationalem 
Renommee gewinnen können: 
Luca Trevisan, Stanford University, 
Berthold Vöcking, RWTH Aachen, und 
Avi Wigderson, Princeton, gaben hoch-
klassige Vorlesungen mit anschließenden 
Übungen.  
 Prof. Kurt Mehlhorn rief diese Wei-
terbildungsveranstaltung im Jahr 2000 
ins Leben, um Nachwuchswissenschaft-
ler abseits des normalen Lehrbetriebs 
direkt mit Spitzenwissenschaftlern zu-
sammen zu bringen. Deren Aufgabe ist 
es, aktuelle Forschungsthemen in die 
Vorlesungen und Übungen einfl ießen 
zu lassen. Die mittlerweile 13. Aufl age 
zeugt vom anhaltenden Interesse an 
dieser Sommerschule. [www.mpi-inf.mpg.de/
conference/adfocs/index.html]                     ::: 
                Bertram Somieski
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VTSA 2012
Die Sommerschule für Promotionsstudenten war hochkarätig besetzt
 Die Universitäten Luxemburg, 
Liège und die Forschungsinstitute INRIA 
Nancy und das Max-Planck-Institut für 
Informatik organisieren jedes Jahr ab-
wechselnd an ihren Standorten die VTSA: 
die Sommerschule zu „Verifi cation 
Technology Systems and Applications“, 
konzipiert für Promotionsstudenten 
[http://www.mpi-inf.mpg.de/vtsa12/]. Die Idee 
der Sommerschule ist es, Doktoranden 
die Möglichkeit zur Erweiterung ihres 
Wissens zu geben und den Austausch 
mit führenden Forschern zu fördern.
 Im Jahr 2012 fand die Schule vom 
3. bis 7. September am Max-Planck-Ins-
titut für Informatik statt, also mehr eine 
Herbst- als eine Sommerschule. Es ge-
lang uns zum wiederholten Male welt-
weit führende Wissenschaftler für die 
Schule zu verpfl ichten:
Prof. Dr. Carsten Schürmann von der Uni-
versität Kopenhagen referierte zum The-
ma „Logical Frameworks“, Prof. Dr. Armin 
Biere von der Universität Linz sprach 
über „Understanding Modern SAT Sol-
vers“ und  Prof. Dr. David Monniaux vom 
Forschungsinstitut Verimag an der Uni-
versität Grenobel erklärte die Grundide-
en von „Abstract Interpretation“.
Prof. Dr. Jürgen Giesel von der RWTH 
Aachen erläuterte aktuelle Ansätze zu 
„Automated Termination Analysis“ und 
Prof. Dr. Ahmed Bouajjani von der Uni-
versität Paris Diderot führte in die  „Ve-
rifi cation of Concurrent Programs under 
Weak Memory Models“ ein.
 Diese Kompaktlehrveranstaltungen 
wurden begleitet durch Vorträge der Dok-
toranden zu ihren Promotionsthemen, 
die dann auch ausführlich, insbesondere 
mit den „gestandenen Forschern“, disku-
tiert wurden.                                        :::
           Christoph Weidenbach
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Forschungstage Informatik 2012
„Fordern und Fördern“ hochbegabter Informatikschüler
 Das Max-Planck-Institut für Infor-
matik veranstaltet jährlich, in Zusammen-
arbeit mit dem Fachbereich Informatik 
der Universität des Saarlandes und dem 
DFKI, die Forschungstage Informatik für 
hochbegabte Informatikschüler.
 Im Jahr 2012 wurden vom 19. bis 
20. Juli die erfolgreichen Teilnehmer der 
zweiten Runde des Bundeswettbewerbs 
Informatik sowie die jeweils zwei besten 
Abiturientinnen und Abiturienten rhein-
land-pfälzischer Schulen mit Leistungs-
kurs Informatik eingeladen. Die Schüler 
hatten die Gelegenheit in aktuelle For-
schungsthemen des Max-Planck-Insti-
tuts, des Fachbereichs Informatik und 
des DFKIs hinein zu schnuppern und 
aktiv daran mitzuarbeiten.
 Das „Schnuppern“ bestand, nach 
einer sportlichen Kennenlernveranstal-
tung am ersten Abend, aus der Teilnah-
me an Vorträgen, beispielsweise zum 
Thema „Zeitanalyse“, oder dem Besuch 
einer aktuellen Vorlesung aus dem Infor-
matikstudium zum Thema „Programmie-
rung II“. In verschiedenen Workshops 
konnten die Teilnehmer beispielsweise 
einen 3D-Scanner bauen und diesen an-
schließend selbst testen, oder miterleben, 
wie man eine einfache Webcam zu ei-
nem Game Controller umbauen kann. 
Die Gruppenarbeiten waren so gestaltet, 
dass alle Bereiche abgedeckt waren: 
von den Grundlagen der Informatik über 
Programmieren und Netzwerke bis hin 
zu Grafi k und Computer Sehen, war für 
jeden etwas dabei. 
 Das Motto der Forschungstage In-
formatik lautet „Fordern und Fördern“. 
Das Max-Planck-Institut für Informatik, 
der Fachbereich Informatik der Univer-
sität des Saarlandes und das DFKI ver-
suchen damit unter anderem, junge 
Menschen für das Fach Informatik zu 
begeistern, neue Talente zu identifi zieren 
und zu fördern.    :::  
      Jennifer Müller 
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Informationsdienste und 
Technologien
Ungehinderte weltweite Kooperation und 
Kommunikation in einem motivierenden 
Umfeld bilden die Basis für ein Institut mit 
dem Anspruch, erstklassige Forschungs-
ergebnisse hervorzubringen. Flexibilität, 
Qualität und Zuverlässigkeit der Ausstattung 
sowie ihre einfache Nutzbarkeit leisten dazu 
einen entscheidenden Beitrag.
 Dieser Anspruch lässt sich auf un-
sere IT-Infrastruktur übertragen: Wir be-
treiben ein vielfältiges, sich den Anforde-
rungen entsprechend schnell änderndes 
System, das sich dem Anwender einheit-
lich und verlässlich präsentiert. Trotz der 
notwendigen Offenheit, die man für die 
Unterstützung internationaler Kooperati-
on braucht, vernachlässigt es dabei nicht 
die Sicherheit.
Vielfalt der Werkzeuge 
 Die Forschung an der vordersten 
Front in der Informatik bedeutet meist 
auch den Einsatz innovativer Systeme 
verschiedenster Herkunft, ebenso wie 
den Einsatz von Prototypen und Cross-
Plattform Setups in Hard- und Software. 
Als Konsequenz unterstützen wir sowohl 
Hardware unterschiedlicher Hersteller 
als auch alle gängigen Betriebssysteme: 
MacOS auf Klienten, Solaris für File-
Server sowie Linux und Windows für 
Klienten und Server-Systeme. Um die 
Benutzung der resultierenden heteroge-
nen Infrastruktur zu vereinfachen, 
sind die Benutzerdaten und die meis-
ten wichtigen Software-Pakete auf allen 
Plattformen verfügbar.
Automatisierung als Garantie für 
Zuverlässigkeit 
 Ständige Updates und Upgrades 
bei Soft- und Hardware in heterogenen 
Systemen stellen hohe Anforderungen 
an die Zuverlässigkeit der Installations- 
und Administrationsvorgänge. Dabei 
verbietet schon die Vielzahl der einge-
setzten Hard- und Softwarekomponen-
ten den Einsatz von image-basierten Ins-
tallationssystemen. Stattdessen verwen-
den wir ein weitgehend von uns genau 
nach dem eigenen Bedarf konzipiertes 
und weiterentwickeltes automatisiertes 
Installationssystem.
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 Sobald die Routinen für eine auto-
matische Installation implementiert 
sind, können die resultierenden Soft-
ware-Konfi gurationen beliebig wieder-
holt und sehr schnell auf die ganze In-
frastruktur angewandt werden. Diese 
Implementierungsarbeit ist aufwändig 
und verzögert in manchen Fällen die Re-
alisierung. Die Vorteile für die Betriebs-
sicherheit, der Gesamtaufwand und die 
Zeit bis zum Fertigstellen größerer Än-
derungen wiegen diesen Nachteil jedoch 
eindeutig auf.
 Das System ist so fl exibel gestaltet, 
dass es durch spezifi sche Erweiterungen 
des Installationssystems schnell an neue 
Anforderungen, z. B. seitens der Hard-
ware, angepasst werden kann. Es wird 
allerdings nur für sich wiederholende 
Vorgänge genutzt. Kurzlebige Spezial-
installationen werden von Hand durch-
geführt.
Sicherheit und Schutz
 Pauschale Schutzmechanismen ge-
gen Sabotage und Spionage sind in offe-
nen Systemen nicht möglich. Sie schrän-
ken die Nutzbarkeit zu sehr ein. Die 
Sicherheitsrichtlinien können deshalb 
nur einen Kompromiss darstellen, der 
fl exibel den Anforderungen folgt.
 Zwar können die Strukturierung 
des Netzwerks, die Firewall, die Ver-
schlüsselung für externe Zugriffe oder 
die Virenscanner einige direkte Gefahren 
abwenden. Indirekte Gefahren aber, die 
unter anderem durch den Anschluss 
virenverseuchter Rechner im Intranet 
oder durch Fehler in extern agierenden 
Software-Systemen entstehen, müssen 
mit aktuellen Softwareständen und kon-
tinuierlich aktualisierten lokalen Viren-
scannern bekämpft werden.
Betriebssicherheit 
 Die Stromversorgung und die Küh-
lung sind zur Überbrückung von Ausfall- 
und Wartungszeiten redundant ausgelegt. 
Eine unterbrechungsfreie Stromversor-
gung (USV) unterstützt dieses System 
bei kurzen Stromausfällen. Ein großer 
Generator sichert den Betrieb der Kern-
Infrastruktur bei längeren Ausfällen.
 Ein Überwachungssystem auf Basis 
von Nagios (Open Source) informiert die 
IT-Mitarbeiter über kritische Zustände in 
der gesamten Infrastruktur und alarmiert 
sie per E-Mail und SMS. Unter anderem 
überwacht das System die Stromversor-
gung und die Kühlung, das Netzwerk 
und die Server-Systeme aber auch kom-
plexe Prozesse und Dienste wie der Ver-
sand und der Empfang von E-Mails.
Kooperation und Kommunikation 
 Unser Netzwerk ist nach organisa-
torischen und sicherheitsrelevanten Ge-
sichtspunkten in verschiedene Bereiche 
aufgeteilt. Extern zugreifbare aber ano-
nym nutzbare Dienste (DNS (Internet-
Adressbuch), WWW, FTP (Datentrans-
fer), SMTP (E-Mail) etc.) werden an 
der Firewall des Institutes in mehreren 
entmilitarisierten Zonen (DMZs) zusam-
mengefasst, die entsprechend ihrer Be-
deutung und ihres Gefährdungspoten-
tials unterschieden werden.
 Gastwissenschaftler und Studenten 
können eigene Hardware per Kabel oder 
Funk-Lan anschließen. Das Netzwerk 
lenkt sie automatisch in dafür eingerich-
tete Gäste-Netze.
 Die internationale Kooperation 
verlangt darüber hinaus externe Zugriffs-
möglichkeiten auf interne Ressourcen 
der Infrastruktur (Intranet). Hier bieten 
wir unter anderem einen gesicherten Ter-
minal-Zugang und den Zugriff auf E-
Mail und andere wichtige Datenbanken 
und Dienste an. Die Kooperation in der 
Softwareentwicklung wird durch einen 
geschützten Zugang zu einer Versions-
datenbank unterstützt (Software-Repo-
sitory: Subversion).
 Die zuvor beschriebene logische
Netzwerkstruktur ist mit einem Back-
bone mit 10 GB Bandbreite realisiert, der 
unsere Flur- und Data-Center-Switche 
verbindet. Er dehnt sich über Gigabit 
und 10-Gigabit Standleitungen zu allen 
betreuten Standorten und zu mehreren 
Partnern an den Universitäten in Kaisers-
lautern und Saarbrücken aus. Die Or-
ganisationsstruktur dient als Grundlage 
für die Konfi guration, die je nach Institut 
oder Abteilung unterschiedlich ist. Die 
Internet-Konnektivität wird über einen 
mit der Universität des Saarlandes ge-
meinsam genutzten 2,6 Gigabit-XWIN-
Anschluss des DFN-Vereins realisiert.
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 Workstations und Notebooks wer-
den über ihren Etagen-Switch mit Giga-
bit-Ethernet versorgt. Zentrale Server, 
Server-Farmen und Cluster-Systeme 
nutzen je nach Bandbreitenbedarf Giga-
bit- oder 10Gigabit-Ethernet. Abgesehen 
von Notebooks und Workstations sind 
die meisten Netzwerkverbindungen aus-
fallsicher mit mehreren  Leitungen rea-
lisiert.
Compute-Service 
 Wir betreiben mehrere größere Sys-
teme, die mit bis zu 64 eng gekoppelten 
Prozessoren und bis zu einem Terabyte 
Hauptspeicher ausgestattet sind. Diese 
Maschinen werden für wissenschaftliche 
Forschungen und Applikationen genutzt, 
die eine hohe Parallelität und einen uni-
formen Zugriff auf den großen Haupt-
speicher benötigen.
 Unser bisher größtes Cluster, mit 
128 Systemen mit je acht Kernen und 48 
GByte Hauptspeicher, wurde Mitte 2010 
in Betrieb genommen. Es wird unter der 
„Grid Engine“ betrieben. Durch die au-
tomatische Verteilung der Prozesse auf 
die einzelnen Rechner des Clusters errei-
chen wir eine hohe Auslastung des Ge-
samtsystems. Die zuvor erwähnten grö-
ßeren Systeme können fl exibel in dieses 
System integriert werden. Berechnungen 
werden ihrem Bedarf entsprechend kate-
gorisiert, so dass die GE-Software die op-
timale Verteilung der für die Berechnung 
notwendigen Prozesse auf die verfügbare 
Hardware vornehmen kann. Die Priori-
sierung bestimmter Prozesse hilft bei der 
angemessenen und fairen Verteilung der 
Ressourcen auf die insgesamt anstehen-
den Berechnungen.
File-Service und Datensicherung
 Die ca. 150 TB Daten des Instituts 
werden über die Protokolle NFS und 
CIFS (SMB) zur Verfügung gestellt. 
Ca. 20 File-Server verteilen die Volumes 
von etwa 60 RAID-Systemen mit mehr 
als 3000 Festplatten. Die RAID-Syste-
me sind über ein redundant ausgelegtes 
Storage Area Network (SAN) an die 
Server angeschlossen. Um auch gegen 
den Ausfall eines ganzen RAID-Systems 
geschützt zu sein, werden alle RAID-
Volumes paarweise mit Hilfe von ZFS 
gespiegelt betrieben. Das ZFS-File-Sys-
tem nutzt Prüfsummen, um die Daten 
gegen schleichende Veränderungen zu 
schützen. Das bedeutet auch, dass zeit-
raubende File-System-Überprüfungen 
vor einem Daten-Zugriff entfallen kön-
nen. Die File-Systeme werden im laufen-
den Betrieb geprüft.
 Unsere Spiegelhälften werden in 
unterschiedlichen Brandabschnitten un-
tergebracht, damit auch ein Brand mög-
lichst ohne Verlust der Daten oder der 
Zugriffsmöglichkeit überstanden wird. 
Mindestens drei Fileserver teilen sich je-
weils eine Sicht auf den Plattenbestand 
und können durch virtuelle Netzwerk-
adressen und SAN Technik in sehr kur-
zer Zeit füreinander einspringen. Dies 
erlaubt auch Updates der Server ohne 
spürbare Unterbrechungen des Dienstes.
 Unsere Datensicherung basiert auf 
zwei unterschiedlichen Systemen: einem 
konventionellen Band-Backup, das die 
Daten direkt mittels des Tivoli Storage 
Managers TSM auf einen Band-Roboter 
(Storage Tek) sichert und einem Online-
Disk-Backup-System, das mit Hilfe von 
Datenvergleichen den Platzbedarf mini-
miert und die gesicherten Daten immer 
online bereit hält (Open-Source-System 
Backup PC). Da keine Daten in diesem 
System wirklich mehrfach gehalten wer-
den, können ca. 615 Terabyte Brutto-
Daten der verschiedenen Backupläufe 
auf etwa 36 Terabyte untergebracht 
werden. Um die Vorteile von Disk- und 
Tape-Technologien zu vereinen, werden 
wir dieses System in Zukunft mit dem 
Bandroboter kombinieren.
 Der Bandroboter hat in der aktuel-
len Ausbaustufe die Möglichkeit, auf 700 
Bänder mit einer Gesamtkapazität von 
700 TB zuzugreifen (unkomprimiert). Er 
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steht in einem eigens dafür vorbereiteten 
Raum, um dem Schutz der Datenkonser-
ven schon bei ihrer Lagerung im Roboter 
einen maximalen Stellenwert einzuräu-
men. In der nächsten Ausbaustufe wird 
das System um einen zweiten Roboter 
erweitert, der dann an einem anderen 
geographischen Standort betrieben wird, 
um auch einen Schutz der Daten gegen 
Katastrophenfälle zu erreichen. Dies wird 
im Augenblick zumindest offl ine durch 
die Lagerung von Kopien in einem spezi-
ellen feuersicheren Datentresor vor Ort 
oder an einem zweiten Standort erreicht.
Spezialsysteme 
 Für spezielle Forschungsaufgaben, 
insbesondere aus dem Bereich der Com-
putergrafi k, werden diverse Spezialsyste-
me benötigt. Es stehen u.a. ein digitales 
Videoschnittsystem, mehrere 3D-Scan-
ner, Multivideoaufnahmesysteme und 
3D-Projektionssysteme zur Verfügung. 
Externe Kommunikation und Kollabo-





 Die beschriebenen Dienste, Server 
und Compute-Cluster werden für eine 
Vielzahl wissenschaftlicher Projekte in 
den unterschiedlichsten Szenarien ein-
gesetzt, teilweise auch in internationa-
len Kooperationen wie beispielsweise 
der „CADE ATP System Competition“ 
[http://www.cs.miami.edu/~tptp/CASC/]. 
Um den daraus resultierenden und sehr 
unterschiedlichen Anforderungen ge-
recht werden zu können, bietet IST eine 
fein abgestufte Betreuung an, die vom 
reinen Server-Hosting in Einzelfällen bis 
hin zur Applikationsbetreuung reicht. 
Die Aufgabentrennung ergibt sich in den 
meisten Fällen aus der Schnittmenge der 
Projektanforderungen und dem Portfolio 
von IST. So kann IST bei Problemen mit 
selbstadministrierten Systemen nur bera-
tend zur Seite stehen.
Zuständigkeiten
 IT-Einkauf, Installation, Administ-
ration, Betrieb, Anwenderbetreuung 
und Fortschreibung der beschriebenen 
Systeme und Techniken sind die Auf-
gaben von IST (Information Services 
and Technology), einer Abteilung der 
Gemeinsamen Verwaltung der Institute 
für Informatik und Softwaresysteme. 
Bedingt durch das Engagement der 
beiden Institute in Kooperationen mit 
Fachbereichen und Instituten der Uni-
versität, ist IST auch für die IT der 
„Campusbibliothek Informatik + Mathe-
matik“ und des Exzellenzclusters „Mul-
timodal Computing and Interaction“ 
zuständig.
 IST teilt sich in eine Core- und 
Support-Gruppen auf. Vereinfacht dar-
gestellt ist die Core-Gruppe für Dienste 
und Dienstleistungen zuständig, die für 
beide Institute identisch sind oder sogar 
gemeinsam betrieben werden. Die Sup-
port-Gruppen decken dementsprechend 
die spezifi schen Bedürfnisse ihres Insti-
tutes ab und sind für den Service für die 
Wissenschaftler zuständig.
Personalstruktur 
 Neben Leitung und Einkauf (zwei 
Stellen) steuert das Max-Planck-Insti-
tut für Informatik sechs wissenschaftli-
che Mitarbeiter und einen Techniker bei, 
drei davon für IST-Core. Für die zusätz-
lichen Administrationsaufgaben zur Un-
terstützung der gemeinsamen Bibliothek 
und des Exzellenzclusters steht jeweils 
ein Mitarbeiter zur Verfügung.
 Die Support-Gruppe des Max-
Planck-Instituts für Informatik für In-
formatik wird bei der Anwenderbetreu-
ung (Servicedesk) durch ein Team von 
Studenten unterstützt. Sie sind einer-
seits virtuell per E-Mail oder Web-Inter-
face, zu Bürozeiten aber auch persönlich 
erreichbar. Neben der Bearbeitung von 
Fragen zur Benutzung der Infrastruktur 
pfl egt diese Gruppe auch Informations-
systeme, wie beispielsweise ein Doku-
mentations-Wiki.              :::




Telefon  +49 681 9325-5800
   
Internet http://www.mpi-klsb.mpg.de/gvw/ist.html
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Ausgewählte Kooperationen
 A N A L Y S E  V O N 
 B I L D E R N  &  V I D E O S
 
::: Deutsches Forschungszentrum für 
künstliche Intelligenz, Kaiserslautern, 
Germany
::: ETH Zürich, Zürich, Schweiz
::: Katholieke Universiteit Leuven, 
 Leuven, Niederlande
::: Max-Planck-Institut für Intelligente 
Systeme, Tübingen, Deutschland
:::  Microsoft Research, Cambridge, 
Großbritannien
::: RWTH Aachen, Aachen, Deutschland
:::  Stanford University, Stanford, USA
:::  Technicolor, Paris, Frankreich
::: Technische Universität Darmstadt, 
Darmstadt, Deutschland
::: Tsinghua University, Peking, China
::: University of British Columbia, 
 Vancouver, Kanada
:::  University College London, London, 
Großbritannien
::: University of California, Berkeley, 
USA
::: Universität des Saarlandes, 
 Saarbrücken, Deutschland
 B I O I N F O R M A T I K
::: BioSolveIT GmbH, Sankt Augustin, 
Deutschland 
 
::: CeMM Research Center for Molecu-
lar Medicine, Wien, Österreich
::: Heinrich-Heine-Universität, 
 Düsseldorf, Deutschland 
::: Informa s.r.l, Rom, Italien 
::: Karolinska Institut, Stockholm, 
Schweden 
 
::: Stanford University, Stanford, USA 
  
::: Siemens Healthcare Diagnostics, 
Berkeley, USA
::: Universität Freiburg, Freiburg, 
Deutschland
::: Universität Heidelberg, Heidelberg, 
Deutschland
::: Universität Köln, Köln, Deutschland
 
::: Universität des Saarlandes, 
 Saarbrücken, Deutschland
::: Goethe-Universität, 
 Frankfurt am Main, Deutschland
 G A R A N T I E N
 
::: Chinese Academy of Sciences, 
 Peking, China 
 
::: Google, Zürich, Schweiz
::: Microsoft Research, Cambridge, 
Großbritannien
::: New York University, New York, USA
::: Technische Universität München, 
München, Deutschland
::: Universität Freiburg, Freiburg, 
Deutschland
::: University of Haifa, Haifa, Israel
::: University of Melbourne, Melbourne, 
Australien
::: Universität Oldenburg, Oldenburg, 
Deutschland
 I N F O R M A T I O N S S U C H E 
 &  D I G I T A L E S  W I S S E N
 
::: DERI, Galway, Irland 
::: Google, Mountain View, USA
::: Hasso Plattner Institut, Potsdam, 
Deutschland
::: Hebrew University of Jerusalem, 
 Jerusalem, Israel
::: Hungarian Academy of Science, 
 Budapest, Ungarn
::: IBM Almaden Research Center, 
 San Jose, USA
::: INRIA Saclay, Paris, Frankreich
::: Internet Memory, Paris, Frankreich
::: Microsoft Research, Redmond, USA
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::: Paris Institute of Technology, 
 Paris, Frankreich
::: Siemens AG, München, Deutschland
::: University of Antwerpen, Antwerpen, 
Belgien
::: University of Patras, Patras, 
 Griechenland
::: Universität des Saarlandes, 
 Saarbrücken, Deutschland
::: Université de Versailles, 
 Versailles, Frankreich
::: Yahoo! Research, Barcelona, Spanien
 M U L T I M O D A L E 
 I N F O R M A T I O N  &   
V I S U A L I S I E R U N G
::: Delft University of Technology, Delft, 
Niederlande
::: ETH Zürich, Zürich, Schweiz
::: Inria Rhône Alpes, Grenoble, 
 Frankreich
::: Massachusetts Institute of Technolo-
gy, Cambridge, USA
::: Microsoft Research, Cambridge, 
Großbritannien
::: MIT Media Lab, Cambridge, USA
:::  Stanford University, Stanford, USA
:::  Telecom ParisTech, Paris, Frankreich
::: Tsinghua University, Peking, China
::: Universität Bonn, Bonn, Deutschland
:::  University of British Columbia, 
 Vancouver, Kanada
::: University College London, London, 
Großbritannien
:::  University of Glasgow, Glasgow,  
Großbritannien
::: University of Helsinki, Helsinki, 
Finnland
::: Universität Magdeburg, Magdeburg, 
Deutschland
::: University of St. Andrews, 
 St. Andrews, Großbritannien
 O P T I M I E R U N G
 
::: Aarhus University, Aarhus, Dänemark
::: Centre National de la Recherche  
Scientifi que, Paris, Frankreich
::: Christian-Albrechts-Universität zu 
Kiel, Kiel, Deutschland
::: CRS, Rom, Italien
::: Danish Technical University, 
 Kopenhagen, Dänemark
 
::: ETH Zürich, Zürich, Schweiz  
 
::: Indian Institute of Technology Delhi, 
Neu Delhi, Indien 
 
::: Indian Institute of Technology 
 Kanpur, Kanpur, Indien 
 
::: INRIA Nancy, Nancy, Frankreich
::: INRIA Saclay – Ile de France, 
 Paris, Frankreich 
 
::: Logic4Business GmbH, Saarbrücken, 
Deutschland
::: Max-Planck-Institut für biologische 
Kybernetik, Tübingen, Deutschland
 
::: Siemens AG, Wien, Österreich
::: TATA Institute of Fundamental Re-
search Mumbai, Mumbai, Indien
::: University of Adelaide, Adelaide, 
 Australien
::: University of Birmingham, 
 Birmingham, Großbritannien
::: University of California, Berkeley, 
USA
::: Universität Jena, Jena, Deutschland
::: University of Liverpool, Liverpool, 
Großbritannien
::: Universität Paderborn, Paderborn, 
Deutschland
::: Universität des Saarlandes, 
 Saarbrücken, Deutschland
 
::: University of Sheffi eld, Sheffi eld, 
Großbritannien
 S O F T W A R E
:::  Forschungsgesellschaft für Ange-
wandte Naturwissenschaften, 
 Wachtberg, Deutschland
:::  Linköping University, Linköping, 
Schweden
:::  Los Alamos National Laboratory, 
 Los Alamos, USA
:::  Rheinische Friedrich-Wilhelms-Uni-
versität Bonn, Bonn, Deutschland
:::  Technische Universität Dortmund, 
Dortmund, Deutschland
:::  University of California, Davis, USA
:::  Universität Hannover, Hannover, 
Deutschland
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Das Max-Planck-Institut für Informatik (Gebäude E1 4) befi ndet sich 
auf dem Campus der Universität des Saarlandes etwa 5 km nordöstlich 
vom Zentrum der Stadt Saarbrücken im Wald nahe bei Dudweiler.
Saarbrücken besitzt einen eigenen Flughafen (Saarbrücken-Ensheim) 
und ist mit Auto-, Shuttle-Bus- und Zugverbindungen an die Flughäfen 
Frankfurt und Luxemburg angebunden. Zugstrecken verbinden Saar-
brücken im Stundentakt mit zahlreichen Städten innerhalb Deutschlands. 
Regelmäßig verkehrende Züge schaffen eine Anbindung an die Städte 
Metz, Nancy und Paris. 
Autobahnen führen nach Mannheim/Frankfurt, Luxemburg/Trier/Köln, 
Straßburg und Metz/Nancy/Paris.
Sie erreichen den Campus... 
 von Saarbrücken-Ensheim, Flughafen
 mit dem Taxi in ungefähr 20 Minuten
 von Saarbrücken, Hauptbahnhof
 mit dem Taxi in ungefähr 15 Minuten
 mit dem Bus in ungefähr 20 Minuten 
 Richtung „Dudweiler-Dudoplatz“ oder „Universität Campus“
 Ausstieg „Universität Mensa“  
 alternativ Ausstieg „Universität Busterminal“
 von Frankfurt oder Mannheim über die Autobahn A6
 Abfahrt „St.Ingbert-West“
 den weißen Schildern „Universität“ zum Campus folgend
 von Paris über die Autobahn A4
 Abfahrt „St.Ingbert-West“
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