Introduction
Periods of moderate growth performances of developed countries and impressive growth rates in some emerging countries have been seriously threatened by recent financial turmoil, as the momentum of a real economic recovery is not yet in sight. However, when we look at the trade statistics, we can notice tremendous results. International trade has reached 18.26 trillion USD in 2011, increasing almost threefold since 2002, and when considered in volume terms world trade recorded more than four-fold increase between 1980 and 2011. A large share of the increase in international trade goes to developing countries. High and middle-income countries hence developed and developing countries continue to have a leading role, while low-income countries', including those least developed, participation in world trade remains limited, albeit with increasing tendencies (UNCTAD, 2013) . Many factors have contributed to this impressive expansion of trade. Easy financial conditions (banks liquidity and stable inflation rates, decreases in transport and communication costs), trade liberalization and geopolitics facilitated are among them. Manufactured goods increasingly dominate the composition of exports in developing countries. The fact that their major trading partners continue to be the developed countries remains. Most of the countries differ in the extent of international trade and financial position as some countries that have opened their trade accounts have kept different degrees of control over their capital accounts.
As developing countries are exposed to international market forces, terms of trade ratio become a more and more critical aspect of the international position. For example, a country with an open current account-closed capital account is likely to have a lower ability to absorb terms of trade shocks so current account volatility will be low and a shock is expected to propagate to the output, investment, and consumption (Patnaik, Bhattachary & Pundit, 2013) . Most of the developed countries and many developing countries are still suffering from the outcomes of the recent recession. Many economies, namely emerging ones are keeping their growth drive because of amplified investment tendencies, expanded productive capacities and large domestic demands, but also because of favourable external conditions that are manifested through relatively low global interest rates and the rise in commodity prices, hence through the dynamics of terms of trade (Tomic, 2016) . The issue of movements in terms of trade of developed-developing-undeveloped countries or North (developed) vs. South (developing and emerging) countries has generated great academic interest (not seen since the Singer-Prebish hypothesis (1950) caught attention) because terms of trade determine the divisions of gains from international trade among the trading partners. The inherent volatility in (especially commodity) export and import prices makes difficult detection of the terms of trade trends. Macroeconomic factors such as the exchange rate dynamics also played a role as did destabilizing policy responses such as export restrictions in the past. The price spikes at the time of World War I, again in the 1970s and most recently since 2000 are more than clear (Hallam, 2018) .
Though today we detect general convergence in the dynamics and lower volatility of the terms of trade, this still does not explain the evolution of the terms of trade, thus whether the movements in this variable have been random. This paper examines aggregated time series data (for the period 1960-2015) of the terms of trade for the variety of countries (grouped by different aspects: geography, income, membership in different international organizations) to find out if there are any signs of nonlinearity in these series. If we find evidence of nonlinearity, this suggests that economic models that include terms of trade could be improved by switching from linear to nonlinear modelling strategy. For this purpose, we use BDS nonparametric test as it is one of the most popular tests for the nonlinearity that can be used as a portmanteau test or miss-specification test when applied to the residuals from a fitting model. Results reject the nonlinearity presumption going in favour of linear behaviour of the terms of trade.
Literature Review
Much of the contemporary literature analyzes the relationship between terms of trade and other macroeconomic variables (especially economic growth 1 ) based on the crosscountry evidence, but there is a paucity of studies that deal with terms of trade through univariate analyses. The number of papers that are, at least, indirectly related to nonlinear behaviour of terms of trade is even smaller. For example, Jerzmanowski (2006) following Markov switching logic for 89 countries in 32 years found switching among growth regimes (miracle growth, stable growth, stagnation, and crisis) based on the severity of terms of trade shocks, which is mainly determined by the quality of institutions. Berg Ostry and Zettelmeyer (2006) analysed so-called 'growth spells' as the period of acceleration and deceleration in growth by observing 140 countries through panel data analysis and found that external shocks, such as in terms of trade are negatively associated with growth spells, but their overall importance is small. Empirical facts suggest that it is crucial to monitor the process of terms of trade, i.e., its process changes since terms of trade can have low-and highfrequency fluctuations and in that manner shift in a regime. This shift could also be a significant factor in assessing growth regimes turning points to higher or lower levels of growth in a nonlinear manner. Tomic (2016) found evidence of nonlinearity in the income terms of trade variable for Croatia (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) and identified two distinct levels in the data using Markov switching approach with time-varying transition probabilities. Takala and Viren (1995) 1 For a more in-depth insight into this topic see Skare, Simurina, and Tomic (2012) .
Using cross-country time-series (panel) data, based on five-year non-overlapping panel data according to 175 countries during 1980 to 2010 Brueckner and Carneiro (2018) analysed the effects that terms of trade volatility on real gross domestic product (GDP) per capita growth. The research results confirm that terms of trade volatility have significant adverse effects on economic growth in countries with procyclical government spending, but at the same time, this relationship has no significant effect of economic growth according to countries where government spending is countercyclical.
A parallel strand of studies also using multi-country analysis (selected ASEAN countries) by applying a panel cointegration method was done by Conduah and Yoo (2018) . They found that fluctuations in oil price and non-fuel raw material price index have caused terms of trade volatility, which limits economic growth. Price convergence between the countries also plays an important role in terms of trade (Liu et al., 2018) .
The same goal was searched by Jawaid and Raza (2015) according to China using annual time series data over the period 1980-2010. By applying Autoregressive distributed lag (ARDL) cointegration and Johansen and Juselius cointegration methods, they found the significant negative long-run relationship of terms of trade and volatility of terms of trade with economic growth. Jebran et al. (2018) tested the effect of terms of trade on the economic growth of China between 1980-2013. They applied the autoregressive distributed lag (ARDL) and Granger causality test. Their result is the same as Jawaid and Raza in long-run but also in short-run. Karama and Zaki (2015) searched for macroeconomic and sectoral effects of goods and service trade on the economic performance of MENA countries over the period 1960-2011. Their research results confirm relations between real GDP and both service trade on real GDP is positive.
One of the main goals of Reinsdorf's research (2010) was to explain the conceptual framework for measuring the effects of changes in export and import prices on real income for U. S. between, 1973-2009 . Fisher indexes based on U.S. national accounts data for1974-2007 show significant terms of trade effects in many years. Faisal et al. (2018) empirically investigated the relationship between economic growth, electricity consumption, trade and urbanization in Iceland, from 1965 to 2013, by applying the ARDL method and Granger causality. The empirical results showed the existence of a positive and statistically significant impact of economic growth, trade, and urbanization on electricity consumption for Iceland, in short, and long-run. Furthermore, they found evidence that economic growth is causing trade. The goal of Tam's research (2018) was to investigate the impacts of economic policy uncertainty (EPU) on global trade flows in gauging international trade developments. Using a global vector autoregressive (GVAR) trade model he finds various direct and indirect channels through which uncertainty can affect trade. The research results at least confirm the significance of EPU of China and the United States. Pradhan et al. (2017) used sophisticated panel cointegration and Granger causality tests to study the nexus between stock market depth, economic growth, trade openness, and foreign direct investment in 25 ASEAN regional forum (ARF) countries 1961-2012. The research results indicated that there is a long-run equilibrium relationship among these variables, but the nature of the causal relationship is complex and differ in results in short and long-run. Quite similar research was done by Lal (2017) in China, India, and Mexico over the period 1980-2011. The study estimates the VAR or VECM of these three variables. The research results showed the existence of long-run causal relationships between the three variables for China and Mexico.
To our knowledge, our paper is the first study to investigate the possibility of nonlinear dynamics of terms of trade on a cross-country scale. For that purpose, we used the BDS test, developed within chaos theory, which became one of the most popular tests for nonlinearity. Interesting empirical studies that used BDS test are Akintunde, Oyekunle and Olalude (2015), Bisaglia and Gerolimetto (2014) , Vlad and Pentiuc (2009), Peǹa and Rodriguez (2005) , Zhang (2002) , Koller and Fischer (2001) , Brooks (1996) , Takala and Viren (1995) .
Terms of Trade as Relevant Economic Variable
Terms of trade ratio became an essential explanatory variable in macroeconomics and international economics since its improvement can contribute to economic stability and long-term growth through efficient resource allocation and diminution of inflationary pressures. While positive movements in terms of trade could increase domestic purchasing power and real income, significant terms of trade shocks can lead to macroeconomic instability. Terms of trade dynamics also appear to play a role in explaining the turning points in growth accelerations. Different terms of trade measurements are often used for economic monitoring, as they sometimes present it as an indicator of a country's economic health. It closely relates the point of understanding the international financial position and trade to the comprehension of the terms of trade. Growth economists have discovered a profound impact in terms of trade changes on economic growth, especially in developing countries. Terms of trade, and the terms of trade volatility, can have a critical impact on economic growth. Both real import and export solidly depend on exchange rate or terms of trade, and their developments (Tomic, 2016) . Changes in terms of trade occur, last over time as shocks, trend and have substantial repercussions; the analysis of the dynamics of evolution of terms of trade throughout history could be of great help in understanding the dynamics of international trade.
Many factors contributed to different dynamics of terms of trade. A steady decline in North-North trade and the rising share of South-South trade in world export, few large economies still dominate international trade, fluctuations in world commodity prices and changes in the composition of trade (within intra-industry trade). Trade in commercial services (when measured in value-added rather than gross terms, services appear to play a more significant role in 2 The majority of the systems in nature have a nonlinear behaviour, which is the opposite of the idealized linear behaviour. So it became international trade), an overall decrease in countries specialization, globalized world vs. regionalized world (trade flows between regions are rising again), trade is concentrating in the hands of few global companies, a significant decline in transport and communication costs (WTO, 2013) . Structural breaks clear over the whole post World War II period also suggest that high prices are accompanied by heightened price volatility. For most of the 20th-century commodity prices and manufactures prices moved together, but that pattern was disrupted in the 1980s with the series diverging as commodity prices slumped until the upswing in commodity prices in mid-2000s (Hallam, 2018) . However, clear distinct dynamics between different economies and a different group of economies suggested a different story behind each country or a group of countries. For example, if the intense (liberalized) trade lead to commodity price equalization, it could subsequently lead to factor price equalization (based on the price equalization theorem; see Helpman & Krugman, 1985) .
As we can notice from Figure 1 , divergent dynamics in terms of trade between selected groups of countries ended with the effect of the oil price spike in the mid-1970s and with a general decline in terms of trade which was followed by a commodity price boom that lasted till the start of the 1980s. From that point, we can notice a similar relative trend in terms of trade across all groups. However, when we observe those groups of countries selectively, their dynamics seem somewhat different, following different trends that could be random but also could arise from some not random background. We can observe it in the variable's volatility when we split the period of observation in two parts; before and after the 1980s. Namely, average level and standard deviations of the terms of trade across the group of countries and the decades vary, especially till the mid1980s. Much monetary time series such as relative prices, terms of trade, changes in price levels and money aggregates show a nonlinear behaviour. Prices are often more volatile than the real series, therefore could adjust asymmetrically to some shocks (Takala & Viren, 1995) . For the purpose of macroeconomic modelling, it would be important to detect whether there is a nonlinearity in the variable terms of trade, for it could guide against model mis-specification by using linear modelling.
Utilization of the BDS Test

Method
Linear models, being simple and intuitive, have been a part of theoretical and applied economics and econometrics for most of the 20th century with only in the last two decades that nonlinear models were getting attention, owing it to the economic theory that frequently suggested the possibility of nonlinear relationships between economic variables (Bisaglia & Gerolimetto, 2014) . It resulted in testing whether a linear model may generate a single economic series or group of the series against the alternative they were non-linearly related instead. The birth of a nonlinear time series model arises from natural sciences. Linear models are limited in explaining economic circumstances because of several facts. Referring to Zhang (2002) , with the linearity assumption, the stationary solution to time series converges to a constant point as time goes to infinity, so it is hard to use linear time series models to describe limit cycles. The joint distribution of linear models is symmetric; therefore, they may not be suitable for strongly asymmetric data. Linear models are not ideally suited for data exhibiting sudden bursts of substantial amplitude at irregular time epochs (Zhang, 2002) . For Source: World Bank (2018) Example, the existence of nonlinearities in the formation of economic series is usual in financial economics. In particular, the stock market is characterized by high complexity in its function, having as a result highlevel dynamical noise. That implies that linear models cannot be used for describing the formation of stock prices. The evidence of nonlinearity is compelling for the unemployment variable (see Zhang, 2002) . We often relate nonlinearity to chaos theory based on the assumptions that the underlying system is a nonlinear process, and a deterministic system. To decide whether we should apply the methods of nonlinear time series analysis, first stage that must be carried out is to test for nonlinearity. If we find the time series to have an underlying stochastic dynamic, we reject the chaotic hypothesis. A frequently used test is the BSD test (Vlad & Pentiuc, 2009) .
BDS test was initially developed in 1987 and in time became a powerful tool for detecting serial dependence in a time series (see Brock, Dechert & Scheinkman, 1996) . It tests the null hypothesis of independent and identically distributed data, i.e., iid (by estimating the correlation integral at various embedding dimensions) against an unspecified alternative through nonparametric technique. Test cannot monitor chaos directly, but only nonlinearity provided that we have removed any linear dependence from the data by using traditional ARIMA-type models or taking the first difference of natural logarithms. Before the BDS test, to increase the relevance of the test, the time series should be detrended and to eliminate autocorrelation the time series must be first differenced. The advantage of the BDS test is that it is static which requires no distributional assumption on the data to be tested. Next, this test is robust to random variables which do not possess high-order movements. The additional advantage of the BDS test is that when applied to model residuals, the first order asymptotic distribution of BDS statistic is independent of estimation errors under certain sufficient conditions. For linear additive models or models that can be transformed into that format, the BDS test is a nuisance parameter free and requires none adjustment when applied to fitted model residuals. Therefore, the BDS test can test for nonlinearity, or model misspecification. This nonparametric statistical method requires very weak population assumption (enabling the study of chaos and linear time series models with the same tool) which come to a price because nonparametric statistics converge at a slower rate than parametric statistics, with the rate of convergence depending on dimensions (Mizrach, 1995) .
We base our demonstration of the BDS test on the description from Bisaglia and Gerolimetto (2014) . First, we define two distinct hypotheses; H0: the data are independently and identically distributed (idd) and H1: the data are not idd, which implies that the time series is nonlinearly dependent (if first differences of the natural logarithm have been taken). Next, we can execute the BDS test. The BDS statistics is based on the correlation integral, a measure of the number of times with which temporal pattern is repeated in the data. Given a time series Xt, t = 1, 2…, n and define its m-history as X t m = (xt, xt-1,…, xt-m+1), the correlation integral at the embedding dimension m is:
where T m = T − (m − 1)and I X t m ,X s mis an indicator function which equals 1 if the sup norm ‖ − ‖ < ε and equals 0 otherwise. So, C m,T (ε) counts up the number of m-histories that lie within a hypercube of the sizeoeµ of each other. Put it differently; the correlation integral estimates the probability that any two m-dimensional points are within a distanoe µ of each other:
(| − | < , | −1 − −1 | < , … , | − +1 − − +1 | < ) (2) If the Xt are iid, this probability should be equal to the following in the limiting case C 1,T (ε) m = P(|X t − X s | < ε) m , then Brock, Dechert, and Scheinkman (1996) define the BDS statistics as:
where sm,T is the standard deviation. Under moderate regularity conditions, the BDS statistic converges in distribution to N (0, 1).
Data
Our study analyses the underlying process of the terms of trade time series on an aggregated scale for the period 1960-2015. Annual data have been collected from the World Bank (2018) database and are presented as the terms of trade effects which equal the capacity to import less export of goods and services. As an alternative expression of the variable terms of trade that does not deviate from the traditional index expression which is calculated as the percentage ratio of the export unit value indexes to the import unit value indexes. We have transformed data to their logarithmic form. Since we want to test aggregated time series data, we have rendered terms of trade for the variety of countries which have been grouped by different aspects such as geography, by income, by stage of development, by resource endowment and by membership in distinct international organizations. Nonlinearities have been detected in many macroeconomic series with different univariate tests. In that manner, by examining a distinct set of countries, we want to answer whether the terms of trade data fully reflect the information from the past years, i.e., that successive price changes are independent (and identically distributed) or we can track some nonlinearity in their behaviour. By observing Figure 2 (data presented in natural logarithm) and Figure 3 we can perceive relatively different dynamics in terms of trade in distinct periods. As we already mentioned, there is different dynamics in terms of trade between different countries till the 1980s, but afterward, their behaviour seems to resemble. However, when we analyse groups of countries selectively, their dynamics seem slightly different, following different trends that could be random but also could arise from some not random feature. Because of this, we survey the independence and nonlinear deterministic structure of the terms of trade. In addition, since there is a visible volatility in the variable across the countries within certain periods, we have split the period of observation on two sub-samples; before and after 1985, as a year that splits the sample in two similar periods taken by the number of observations, but the periods that are showing dissimilar behaviour.
Results
To test our hypothesis, we first tested standard linear unit root tests. Following the unit root tests (Augmented Dickey-Fuller test, Phillips-Perron test, and KwiatkowskiPhillips-Schmidt-Shin test; results available upon request), variables revealed a non-stationary behaviour, meaning we have an I(1) order of integration for most of the variables. Thus, the random walk hypothesis can be rejected. For determining the possibility of nonlinear dependency, we used the BDS test which is applied for the variable terms of trade itself (in first differences) and the residuals from the AR(1) models (unadjusted variables) 3 . We display results of the BDS test in Table 1 and Table 2 , suggesting high BDS statistics, thus that the data generating mechanism is not linear. However, this is just the case for the analysis of the whole period. When observing sub-samples, the results are strikingly different. Namely, BDS test results strongly suggest that the terms of trade series are non-linearly dependent when observing the whole period for all groups of countries 4 . Even AR(1) and AR(2) models could not rule out the H1 hypothesis. That is because some patterns (or cycles) show up more frequently than would be expected in a real random series. However, when we split the sample into two subsample periods, we get contrary results. The BDS statistics from an AR(1) model for the whole period suggested linear dependency (H0) for the terms of trade of only a few groups of countries (for example, low-income countries, countries in the Middle East and Africa, Sub-Saharan Africa, Euro Area (17), G7 and IDA countries. When taking into account different sample periods, we come closer to the conclusion in favour of the null hypothesis. For the period 1960-1984, we can reject the null hypothesis of the BDS test for all the groups (except for the lower middle-income countries confront that the underlying probability structure of the terms of trade could be linearly dependent 6 . If the null hypothesis is accepted (or not rejected with uniformity) then there would be little point to continue further, since either the lack of nonlinear structure or the shortness of the time series would strongly question the informativeness of tests for more specific forms of nonlinearity (Koller & Fischer, 2001) . How should we interpret conflicting evidence between the linear unit root test and the BDS test, and the dissonance between the whole and sub-sample results? To answer this question is not an easy task. First, the trend decline/rise in terms of trade has often been accompanied with considerable volatility (related to the changes in commodity prices or periods of economic cycles). The diversity of the country's experience (regarding selected macroeconomic and international policy with short-vs. long-run economic goals, tariff reforms, reduction of non-tariff barriers, export incentives, liberalization of foreign capital transactions) is also essential. In the period after the 1980s, international developments had a less impact on terms of trade that resulted in reduced volatility. Global economy experienced liberalization of trade on a significant scale with the diversification of export and import, there was a fall in prices of primary commodities with some recovering trends lately, low and stable inflation downward pressured many prices in foreign currency terms. Such divergent movements and heterogeneity in two sub-samples could have yielded the evidence of nonlinearity in a whole sample. However, this is not the proof of nonlinear dynamics of the terms of trade variable. Perhaps, the best way to summarize this evidence is to conclude that there are signs of nonlinearity, but not so emphatic it would suggest towards, for example, the theory deterministic chaos. Again, we accentuate that the BDS test does not provide a direct, but an indirect test for nonlinearity, meaning that other methods can test this property. Considering historical trends in terms of trade and our results, we think there should be further discussion, both theoretical and empirical, on this topic. 
Conclusion
We found different dynamics in terms of trade between different countries, which implied that the development of this variable could have a nonlinear deterministic structure. In macroeconomic modelling, it is important to detect whether there is nonlinearity in terms of trade, for misinterpretation of the data could guide towards model mis-specification by using linear models. A failure to recognize and deal with the presence of nonlinearity in the generating mechanism of a time series can often lead to poorly behaved parameter estimates and models who miss significant serial dependencies altogether. In this paper, we provided a comparative analysis of a different group of countries by testing nonlinearities in terms of trade time series. Nonlinearities have been detected in many macroeconomic series with different univariate tests. In that manner, by examining a distinct set of countries, we wanted to answer whether the terms of trade data fully reflect the information from the past years, i.e. that successive price changes are independent (and identically distributed) or we can track nonlinearity in their behaviour. We perform empirical evaluation with the use of BDS nonparametric statistical test which requires very weak population assumption and has proven its versatility in this area, by making it possible to study chaos theory and linear time series models with the same tool.
The results of the BDS test on the whole period 1960-2015, suggested that the terms of trade data generating mechanism is not linear. However, when we analysed subsample periods, results show that the underlying probability structure of the terms of trade could be linearly dependent and identically distributed. Maybe divergent movements and heterogeneity of data in two sub-sample periods could have yielded the evidence of nonlinearity in a whole sample. However, this is not proof of nonlinearity in terms of trade data. Still, at the end of this study, we can conclude that, despite relatively convincing evidence of nonlinearity, when confronted to a specific time domain and test, terms of trade data showed linear dependency features. The univariate analysis is obvious, but nonlinearities could be present. We need further study in this line of research. For example, testing asymmetries in the data could help within the election of suitable nonlinear methods of analysis, such as ARCH models, ARMA or ARFIMA models, SETAR models and in that manner be of great help to Monte Carlo study which can be used in assessing the power of specific tests and models. An analysis that focuses on individual country assessment could also be of great help in clarifying the ambiguity of the results on an aggregated level. Our approach and deductions made above are just the results of a modest empirical evaluation. Therefore, results and conclusion could/should be subject to revision.
