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magine that you are at a large summer music festival. You walk over to one of the side stages and observe a band that's about to begin their sound check. Each member of the band has long unkempt hair and is wearing black t-shirts, black boots, and tight black jeans with a studded black leather belt. It would be reasonable to expect that they play heavy metal music. Furthermore, it would be natural for you to check out a different stage before you hear them play a single note if you're not a fan of heavy metal music. This suggests that the outward appearance, or image, of an artist can play a role in how their music is received by audiences. Whether this image is carefully constructed by a public relations consultant or results from unintentional lifestyle habits of the performer, it encodes valuable information that helps place the artist into a musical context.
To this end, we're interested in exploring the relationship between music and music-related images-such as album cover artwork and promotional photographs of artists (see Figure 1 ) for a number of reasons. Currently, popular music discovery engines, such as Pandora (see http://www.pandora.com) and Last.fm (see http://last.fm), rely on such images to make their Web and mobile applications visually appealing. That is, streaming both music and associated images provide a listener with an engaging multimedia experience.
While improving aesthetics is important for music discovery, 1 our work focuses on using techniques from computer vision to make additional use of music-related images. First, we propose a new measure of music similarity based on visual appearance. Such a measure is useful, for example, because it let us develop a novel music-retrieval paradigm in which a user can discover new artists by specifying a query image. Second, images of artists also represent an unexplored source of music information that's useful for the automatic annotation of music: associating semantic tags with artists. 2 Once annotated, an artist can be retrieved using a text-based query similar to how Web pages are retrieved when using a typical Internet search engine (for example, Yahoo! and Google). Finally, music-related images provide us with a meaningful visual representation of sound. This is important when considering that it requires much less time to browse a large collection of images than to listen to a few short clips of music. In this article, we describe an imageannotation system that can both compute artists' similarity and annotate artists with a set of genre tags based on album cover artwork or promotional photographs. Our system is based on a recently proposed baseline approach called joint equal contribution (JEC). 3 JEC incorporates multiple forms of low-level color and texture information and has been shown to outperform numerous state of-the-art approaches on standard benchmark image data sets. To use this approach for artist annotations, we modify it in a straightforward manner so that we can use multiple images per artist to significantly improve performance.
Image similarity
To compute image similarity between two images using JEC, we first compute seven separate distances between each pair of images.
Feature Article
A computer-vision system predicts music genre tags by making use of content-based image analysis, suggesting that we can learn some notion of artists' similarity on the basis of visual appearance alone.
Image features
The first three distances are related to color information. For each image, we compute one color histogram over each of three color spaces: red-green-blue (RGB), hue-saturation value (HSV), and CIELAB (LAB). The three color histograms are 3D and extracted on 16 equally spaced bins for each color channel. 
Joint equal contribution
To combine the distances of the seven features using JEC, we normalize the distances for a feature by the maximum distance between any pair of images. This results in imageimage distances is in the range [0, 1], where 0 denotes that the two images are the same, and 1 denotes the most dissimilar pair of images. To combine feature vectors, we average the seven normalized distances over each pair of images.
Note that JEC is a relatively simple approach because it doesn't require us to learn the parameters of (often complex) parametric models as is common in other approaches to image annotation. This makes the algorithm relatively easy to implement and fast to compute.
Artist annotation experiments
In this section, we explore image-based music similarity by considering the problem of annotating artists with genre tags. That is, we assume that two artists are similar if they're associated with a similar set of genres. In musicological terms, a genre encodes both auditory and cultural similarities between artists. 4 In information retrieval research, Lamere and Celma find in a user study that computing artist similarity based on social tags leads to better music recommendations than when determined by human experts or audio content analysis.
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They point out the majority of their social tags are music genres. McFee et al. also find that genre tags in particular are extremely useful for predicting artist similarity as determined by collaborative filtering. 6 Our genre tags are provided by Last.fm and are determined by a large number of individuals through a social tagging mechanism (that is, wisdom of the crowds). Our system works by first finding visually similar artists to a given seed artist, and then propagating genre labels from these artists to the seed artist (see Table 1 ). 7 For example, for a given seed artist (such as Daft Punk), we retrieve the groundtruth tag-annotation vectors from the artists with the most similar images (such as Astral Projection and Deadmau5) and then average their annotation vectors to calculate a predicted annotation vector. We argue that if the true genre tags for the seed artists are related to the propagated tags from the visually similar artists, then our system is correctly finding some notion of music similarity based solely on visual appearance. We note that genre is a common surrogate for music similarity in information retrieval research.
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Data
Using Last.fm, we collect two separate image data sets (album covers and promotional photos) and a set of genre tags for a large number of artists. First, we create a vocabulary of genres by picking the 50 most popular genre tags on Last.fm. Due to the particular interests of the Last.fm community, some genres are rather broad (such as classical and country) while others are somewhat specific (such as melodic death metal and trip-hop).
Next, for each tag we gather a list of the 50 most representative artists. We then collect a list of tags for each artist and retain the tags that appear in our vocabulary of 50 genre tags. This resulted in a set of 1,710 unique artists and a binary tag matrix with an average of 4.74 tags per artist. Finally, for each artist, we attempt to download the five most popular promotional photos and five most popular album covers. Popularity is determined by Last.fm and appears to be related to the number of positive and negative votes that each image receives by their users. Last.fm precrops the downloaded images to 126 Â 126 pixels. This results in a set of 8,417 album covers (average of 4.92 per artist) and 8,527 promotional Table 1 . Image-based artist annotation using tag propagation. For a particular image from the seed artist (Daft Punk), we average the tag vectors of the four closest artists (Astral Projection, Deadmau5, Eurythmics, and Einstürzende Neubauten) and compare the resulting vector to the actual tag vector for the seed artist.
Artist
Electronic Dance Pop House Classical Astral Projection 1 0 0 0 0 Deadmau5 1 1 0 1 0 Eurythmics 1 1 1 0 0 Einstürzende Neubauten 1 0 0 0 0 Tags predicted for Daft Punk using joint equal contribution (JEC) 1.0 0.5 0.25 0.25 0.0 Daft Punk 1 1 0 1 0
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photos (average of 4.99 per artist). Finally, we clean up our data sets by removing duplicate artists. We also ignore duplicate images, which often appear, for example, when two or more artists in our data set appear on a compilation album or in a promotional photo together. Table 1 for an illustrative example of the annotation process.
Tag propagation
To evaluate the particular set of imagesimilarity features, we compute a predicted tag vector for each artist. For each of the images associated with the artist, we find the 1-nearest neighbor image from the set of all other images in our data set. Next, we average the tagannotation vector for each of the matched artists. Thus, for each artist we have a predicted tag vector of values in the range [0, 1], with 1 meaning that all neighboring artists are associated with the genre tag. See
Evaluation
Next, we compute two information retrieval performance metrics for each tag: Mean area under the ROC curve (AUC) and mean average precision (MAP). For each tag, we start by ranking artists by their predicted tag value, and then calculate each performance metric using the ground truth tags for the artists. An ROC curve is a plot of the true positive rate as a function of the false positive rate as we move down this ranked list of artists. The area under the ROC curve is found by integrating the ROC curve. A perfect ranking (that is, all the relevant artists at the top) results in an AUC equal to 1.0 and a random ranking produces and expected AUC of 0.5. Average precision is found by moving down our ranked list of artists and averaging the precisions at every point where we correctly identify a relevant artist. More details on these standard information-retrieval metrics can be found in chapter 8 of Manning, Raghavan, and Schtze. 9 To evaluate image-similarity features, we compare the averages of the AUC and average precision over all 50 genre tags. When comparing image features, statistical significance is determined using a two-tailed paired t-test over the n ¼ 50 tags with a ¼ 0.05. For example, we compare 50 differences in AUC scores for the 50 tags when comparing, say, randomly ranking songs versus ranking songs based on RGB information. When one ranking system consistently outperforms another ranking system according to a t-test on these 50 differences, we say that that the system is significantly better.
Results
First, we explore our set of image features to determine which features are most appropriate for artist annotation. As in Makadia et al., 3 we consider the performance of each imagesimilarity feature separately, and then calculate the performance when we combine features.
The results for the seven image-similarity features as well as the combined JEC approach are listed in Table 2 . We find that all of the features perform significantly better than random. It's interesting to note that, for the album cover data set, texture features (GaborQ, Haar, and HaarQ) perform best; whereas for the promotional photo data set, color features work best (RGB, HSV, LAB). More importantly, we note that the combination of all seven features using JEC performs significantly better than any individual feature. In addition, we explored removing individual features before computing JEC. In general, this didn't seem to significantly impact performance. However, for album covers, removing LAB significantly improved performance.
In Table 3 (next page) we show that increasing the number of images used for each artist improves performance, but only up to the fourth image; adding the fifth most popular image of the artist decreases performance. Thus, we use the four most popular images for each artist for the rest of our analysis. In Table 4 , we list the AUC performance of the 10 best individual tags with JEC for both image data sets. Some of the tags, such as metal-related, dance, pop, and classical, tend to perform best (that is, AUC > 0.63). It's also worth noting that six or seven of the 10 most successful tags for both data sets contain the word ''metal'' (specifically, metal, death metal, melodic death metal, thrash metal, and so on), indicating that the top-level genre metal has a specific visual appearance that makes it easy to identify, based on our set of features.
On the other hand, we find that the performance of six individual tags isn't statistically different from random when annotating artists using album covers. For each tag, we determine statistical significance (a ¼ 0.05) by comparing the AUC for the tag with n ¼ 1,000 bootstrapped estimates for AUC values based on different random rankings of the artists. This allows us to directly calculate a p-value from the empirical distribution of AUC values. When annotating based on promotional photos, we find that there are 10 tags that show no statistical difference from random. The common tags to both of these sets are funk, country, reggae, and blues.
Comparison with human performance
To compare the performance of our computer-vision system with human performance on the same task, we conducted a second experiment. Our study involved 397 English-speaking participants, each of whom was familiar with western popular music. Each individual participated in 12 trials, which took a total of between five to eight minutes to complete. In each trial, we displayed either one or four images from either the album cover or promotional photo data set. We then asked the participant whether they recognized the artist based solely on these images, and then we asked them to select between one and five genre tags from our vocabulary of tags. We discarded the first two trials for each participant to account for the time necessary to become familiar with the format of the study. We then computed the average F-measure over all trials separated into the appropriate categories, as Table 5 shows. The F-measure is computed as the harmonic mean of precision and recall for Table 3 . Effect of using multiple images of each artist with all seven features (using AUC). Table 4 . AUC performance of the 10 bestperforming individual tags using the JEC on both data sets. Table 5 . Results of human study on the two image sets. each trial. In this case, precision is the number of tags that are both selected by the user and found in the Last.fm tags divided by the number of user-selected tags. Recall is the number of tags selected by the user and found in the Last.fm tags divided by the total number of tags found from Last.fm.
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Images
To compare human with computer-vision performance, we select the top five tags using JEC with tag propagation, as described previously, based on either (one or four) promotional photos or album covers. Here, we compute statistical significance by performing a paired t-test on all trials (a ¼ 0.05; n > 160) performed by our system and humans for each of our four categories. As expected, the highest performance was attained when the participants recognized the artist in the images. More surprisingly, we see that our computer-vision system (JEC) performs comparably with humans when they don't recognize the artist. For example, when considering four album covers, the participants' performance when they don't recognize the artist isn't significantly different from the performance of our system. We observed that using four images instead of just one led to a significantly better performance for both humans as well as our system. Note that both humans and our computer-vision system perform well above random performance, thus signifying that information about musical genre can be extracted from music-related images.
Finally, we observe that humans perform well on some of the tags that our system performed worst on, such as country, rap, and reggae, indicating that the respective artist images do in fact encode information about the musical style; however, our imageannotation system doesn't adequately extract, encode, or model this information. Table 6 lists the five best tags based on human performance.
Discussion
In this article, we showed that we can automatically annotate artists with a large set of genre tags based solely on the analysis of album cover artwork and promotional photographs. We believe that this is an exciting new research direction for a number of reasons. First, it provides us with a novel query-byimage music-discovery paradigm. To this end, we developed a prototype Web-based music image browser for exploring music similarity and annotation called the Artist Image Browser (see http://jimi.ithaca.edu/aib). We can also use this browser to visualize images that are the most representative of a genre tag based on content-based image analysis (see Figure 2) . Second, we identified music-related images as a novel source of information for semantic music annotation. 2 Third, we showed that images associated with music encode valuable information that's useful for contextualizing music. This has implications for how developers might design a music-discovery engine that provides a more effective and efficient means to visualize search results using relevant images. It's important to note that the JEC system presented in this article is only a baseline approach. That is, performance could be improved with a different selection of image features or an alternative image-annotation model. 10 However, as we showed, the performance of our computer-vision system is comparable to the performance of humans when they don't recognize the artist. This suggests that it might be hard to significantly improve our system without taking advantage of additional external information (for example, audio content). Last, we recognize that our artist-selection method biases our results toward more popular artists with a clearly established and commercialized image. Our system might perform worse on lesser-known artists where outward appearance might be less carefully managed and manipulated. MM
Related Work
Over the last decade, there has been a growing interest in developing techniques for both computing music similarity and for annotating music with tags. 1 This body of work focuses on content-based audio analysis, as well as using other sources of music information, such as social tags, music scores, lyrics, Web documents, and preference data. [2] [3] [4] To the best of our knowledge, music-related images-such as album covers and promotional photos-haven't been used for these tasks. However, computer vision has been employed for other tasks such as optical music recognition, 5 identifying documents with music notation, 6 and identifying lyrics in scores. 7 In addition, standard computer-vision techniques have been applied to 2D representations (for example, spectrograms) of audio content for music identification and fingerprinting. 8 Within the extensive computer-vision literature, there are two general tasks that are related to our work. First, contentbased image retrieval (CBIR) involves computing similarity between pairs of images. Deselaers et al. 9 provide a recent survey of CBIR research and describe a number of useful image features, many of which are used in the main article.
The second relevant task is image annotation. For this task, the goal is to annotate an image with a set of tags (for example, sky, polar bear, and forest). Makadia et al. 10 recently proposed a system that combines color and texture features using joint equal contribution (JEC) as a baseline approach for this task. However, the authors unexpectedly found that this approach performs better than a number of (more complex) systems. We use JEC as the core of our artist annotation system, but extend it to use multiple images of each artist.
