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ABSTRACT STUDY OF SOME CLASSES OF SELF-COMPLEMENTARY PERFECT GRAPHS 
ABSTRACT 
The class of perfect graphs and several classes of perfect graphs had been 
studied because of their potential applications and nice combinatorial structures. The 
field is one of the most active areas "of current research. Today the world of perfect 
graphs has grown to include over 200 special classes. 
Perfect graphs were introduced by Berge [3] motivated in part by Shannon's 
[19] notion of the zero error capacity of graphs. Characterization of perfect graphs has 
been known to be difficult. The first breakthrough was due to Lovasz in 1972 and was 
the affirmative answer to the then Perfect Graph Conjecture, a Berge's first conjecture 
[2]. Berge's second conjecture known as Strong Perfect Graph Conjecture (SPGC) 
till recently, is responsible to a great extend for the theoretical development of perfect 
graphs [2]. Recently, a team of researchers consisting of Maria Chudnovsky et al. 
submitted a proof of SPGC in its full generality [5]. After remaining unsolved for 
more that fourty years it is now called the Strong Perfect Graph Theorem (SPOT). 
Efforts to prove SPGC have led to deep insights in the field of structural graph 
theory in the past fourty years where many related problems remain open. SPGC has 
led to the definitions and study of many new classes of graphs [4]. Perfect graphs 
include many important families of graphs, and serve to unify results relating 
colorings and cliques in those families. For instance, in all perfect graphs, the graph 
coloring problem, maximum clique problem, and maximum independent set problem 
can be solved in polynomial time [11]. These problems are NP-hard in general. 
However most of the NP-complete problems remain NP-complete when restricted to 
perfect graphs. 
Berge [4] showed that many familiar classes of graphs such as comparability 
graphs, chordal graphs (also known as triangulated graphs), unimodular graphs and 
line graphs of bipartite graphs are perfect. 
In 1986 Cornell [6] identified self-complementary (sc) graphs, regular graphs 
and various other classes of graphs to be complete classes for SPGC. This result of 
Cornell motivates the study of various classes of sc perfect graphs, which enjoy both 
the properties of sc graphs and perfect graphs. 
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Comparability graphs have been studied by various authors in context of 
partially ordered sets (poset). Recognition and transitive orientation of comparability 
graphs is the solution of seriation problem which has many applications in 
archeology, psychology and political science, chemical ordering of molecules. 
Golumbic gave an algorithm to recognize the comparability graphs with time 
complexity 0(dm), where d is the maximum degree of any vertex and m is the number 
of edges [10]. McConell and Spinrad [1],[15] gave various algorithms on transitive 
orientation and recognition of comparability graphs using modular decomposition, 
introduced by Gallai [9]. But till today, for the recognition of comparability graphs 
the best bound is 0(«^^) or 0{dm). However the transitive orientation of 
comparability graphs can be obtained in 0(n + m) [15]. Many graphs problems 
including the optimization problems can be solved in polynomial time on 
comparability graphs [15]. 
Another class of perfect graph extensively studied in literature is chordal 
graph introduced by Hajnal and Suranyi [14]. Chordal graphs find applications in 
evolutionary trees, scheduling, representing the model of protein interaction network 
and multidomain proteins. Many graphs problems including the four classical 
optimization problems that are NP-hard in general graphs can be solved in polynomial 
time in chordal graphs though many problems are NP-complete for this class too [I], 
[10]. It turns out that all the existing chordal graph recognition algorithms and many 
optimization problems in chordal graphs make use of a perfect elimination scheme 
(PEO). 
Farber [8] introduced a subclass of chordal graphs; a strongly chordal graph. 
The class of strongly chordal graphs is an interesting subclass of chordal graphs since 
there are several combinatorial graph problems which are NP-hard in chordal graphs 
but polynomially solvable in strongly chordal graphs. For example Farber's 
motivation was a polynomial time algorithm for the weighted dominating set problem 
on strongly chordal graphs; the problem is NP-hard for chordal graphs. 
There are several subclasses of chordal graphs characterized by single 
forbidden induced subgraph. Examples of single forbidden induced subgraph are 
gem-free chordal graphs. Si-free chordal graphs and claw-free chordal graphs [1]. In 
this thesis we study various other subclasses of sc chordal graphs characterized by 
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single forbidden induced subgraph. 
Spectral graph theory involves the investigation of the usual properties of 
graph and extracts information from its structure with the algebraic spectral properties 
of various matrices associated with it like adjacency matrix, Laplacian matrix etc. By 
for the most common matrix investigated has been the adjacency matrix. It finds 
many important applications to other fields such as chemistry. Some of the common 
problems studied in the graph spectra are study of cospectral graphs, bounds on 
eigenvalues, energy of graphs [7]. 
Cospectral graphs have been studied since very beginning of the development 
of the theory of graph spectra. CoUatz and Sinogowitz were first to report that non-
isomorphic graphs can have same set of eigenvalues [7]. Sridharan Balaji [20] studied 
the problem of cospectrality for sc chordal graphs. The concept of energy EnijG) of a 
graph was introduced by Gutman [13], in connection to the so called total TT- electron 
energy and defined as the sum of the absolute values of its eigenvalues. 
New developments made it clear that eigenvalues and eigenvectors of the 
related Laplacian matrices of graph enter the theory in several applications more 
generally than eigenvalues of adjacency matrices [18]. Upper bounds on the largest 
Laplacian eigenvalues have been studied in much detail than lower bound on largest 
Laplacian eigenvalues. Recently, the concept of Laplacian energy LE(G) is introduced 
by Mirjana [17] and Gutman and Zhou [12] independently, There is a great deal of 
analogy between the properties of E„((j) and LE{G) but with some significant 
differences. 
In this thesis we consider certain subclasses of sc perfect graphs namely sc 
comparability graphs, sc chordal graphs, sc strongly chordal graphs, chair-free sc 
chordal graphs, H-free sc chordal graphs and cross-free sc chordal graphs. We study 
some structural, algorithmic and spectral aspects of these classes. The classes 
considered in this thesis enjoy the properties of sc graphs apart from their own 
properties. 
Chapter-1 provides the necessary ground to understand the contents presented 
in the subsequent sections. It includes the general introduction of perfect graphs, its 
various subclasses and basic definitions. 
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In Chapter-2 we consider sc comparability graphs and sc chordal graphs. An 
inclusion relation among various classes of sc perfect graphs is obtained It is also 
shown that sc comparability graphs is a subclass of sc weakly chordal graphs, in 
general there is no relation between them. We achieved a condition for a sc chordal 
graph to be comparability using bipartite transformation of sc chordal graphs. In the 
last section it is shown that chordal completion number and interval graph completion 
number is less than or equal to the total number of C4 in a sc comparability graph. 
In Chapter-3, we develop different algorithms for various classes of sc perfect 
graphs. We report linear time algorithm for the recognition of sc comparability 
graphs. An algorithm for generating PEO for sc chordal graphs is also proposed. Two 
recognition algorithms for sc chordal comparability graphs are designed. We also 
compile a catalogue for sc comparability, sc chordal and sc chordal comparability 
graphs. 
Several subclasses of sc chordal graphs characterized by single forbidden 
induced subgraph are considered in Chapter-4. These includes chair-free sc chordal 
graphs, H-free sc chordal graphs, cross (stari, 1,1,2)-fi"ee sc chordal graphs. We obtain 
some structural results on these classes and a recognition algorithm is proposed based 
on these results. The important point is that the same algorithm runs for all the classes 
considered in the chapter. 
Chapter-5 deals with an interesting subclass of sc chordal graphs namely sc 
strongly chordal graph. We obtain some results for this class. Two recognition 
algorithms for sc strongly chordal graphs are also designed. First algorithm is based 
on BQ and uses the concept of chordal bipartite graphs. Second algorithm uses some 
structural properties of sc strongly chordal graphs and the concept of tip of sunflower. 
Chapter 6 is devoted to the spectral results of sc comparability graphs and sc 
chordal graphs. We show that no two non-isomorphic sc comparability graphs with n 
vertices (n < 13) have the same spectrum. It is also shown that the smallest positive 
integer for which there exists a hyper-energetic sc comparability graph is 13 [16]. 
Lower and upper bounds of largest Laplacian eigenvalues of sc chordal are obtained. 
We also obtain the lower bound of largest Laplacian eigenvalues for sc comparability 
graphs. Finally, several conjectures are proposed. 
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Chapter 1 Introduction 
Chapter 1 
Introduction 
This chapter provides the background for the subsequent chapters. In section 
1.1, we present general introduction on perfect graphs and some of its classes. 
In section 1.2, we present synopsis of the thesis. In the last section, we 
introduce the graph theoretic terminology and notations used in the thesis. 
1.1 General introduction 
Many graphs that arise from real world problems have a special structure. This 
special structure makes it often possible to solve problems in polynomial time 
that are NP-complete in general. Perfect graphs are one of them. This class of 
graphs is one of the most active areas of current research for their potential 
applications and for their nice combinatorial structures as well. Today the 
world of perfect graphs has grown to include over 200 special classes. 
Perfect graphs were very much motivated by Shannon's [153] notion of 
the zero error capacity of graph. Shannon observed that the graph G for which 
the independence number a(G) = the minimum number of cliques needed to 
cover the vertex set 6(G) represents perfect channel in communication theory. 
This might prompted Berge [9] to introduce the concept of perfect graph. Berge 
[8] and [11] made two conjectures concerning perfect graphs. Berge's first 
conjecture has become known as Perfect Graph Conjecture which states that 
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"A graph is perfect if and only if its complement is perfect". Berge's second 
conjecture became one of the most famous conjectures and was known as 
Strong Perfect Graph Conjecture (SPGC). It states that 
For a graph G the following conditions are equivalent: 
i) G is X- perfect or 
ii) G is a- perfect 
iii) G andG do not contain induced subgraph isomorphic to Cik+x or C2k+\ for 
all /t > 2. 
During the initial stages the properties of a-perfectness and 
_;^ -perfectness were thought to be distinct. But all a-perfect graphs were found 
to be;f- perfect. This might have prompted Berge [8] to conjecture that a graph 
is a-perfect graphs if and only if it is /-perfect. Lovasz [102] settled this 
conjecture in affirmative. After Lovasz's characterization of perfect graph, 
SPGC was simplified and asserts that "A graph G is perfect if and only if it 
does not contain Cik+x or Cik+i for all A: > 2 as an induced subgraph of G ". 
Lovasz [103] in 1972 proved the Perfect Graph Theorem, Berge's first 
conjecture. A slightly stronger Theorem was proved by Reed [141] in 1987, 
known as Semi-Strong Perfect Graph Theorem. It asserts that the perfectness of 
a graph solely depends on the structure of P4's. In its original version, this 
theorem was expressed in terms of P4-isomorphism: Two graphs G and H are 
P4 isomorphic if they have the same vertex set and if every set of four vertices 
that induces a P4 in G, induces a P4 in H. 
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Semi-Strong Perfect Graph Theorem [141]: If a graph G is i'4-isomorphic to a 
perfect graph, then G is perfect. 
Since the complement of a P4 is again P^, the Semi-Strong Perfect 
Graph Theorem implies the Perfect Graph Theorem. 
Attempts to prove SPGC contributed much to the development of graph 
theory in the past fourty years. SPGC has led to the definitions and study of 
many new classes [10] of graphs for which the correctness of this conjecture 
has been verified. For several of these classes the SPGC has been proved by 
showing that every graph in this class can be obtained from certain simple 
perfect graphs by repeated application of perfection preserving operations. By 
using this approach, a team of researchers consisting of Maria Chudnovsky et 
al. submitted a proof of SPGC in its full generality at workshop at the 
American Institute of Mathematics in Palo Alto California in May 2002 [21]. 
After remaining unsolved for more that fourty years it is now called the Strong 
Perfect Graph Theorem (SPGT). 
Soon after the introduction of perfect graphs many started to identify 
these graphs. Berge [10] showed that many familiar classes of graphs such as 
comparability graphs, chordal graphs (also known as triangulated graphs) are 
perfect. 
Graphs classes are particular sets of graphs, define based on some 
restrictions, often the restrictions are based on structural characterizations or 
forbidden induced subgraph(s). Most NP-complete problems remain NP-
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complete when restricted to perfect graphs however, Grotschel et al. [77] found 
polynomial algorithm for computing a maximum clique and minimum coloring 
for perfect graphs. Unfortunately their algorithm make use of ellipsoid method 
and is therefore of mainly theoretical interest. One possible way to overcome 
the difficulty in recognizing and optimizing perfect graphs is to consider large 
classes of perfect graphs. Examples of such a class of perfect graphs are 
perfectly orderable graphs. 
Perfectly orderable graphs were introduced by Chvatal [25] in 1984 as 
those graphs which admit a perfect orientation, i.e., an acyclic orientation such 
that no P4 [a,b,c,d] is oriented a -> b and c <— <3?. In 1990, Middendorf and 
Pfeiffer [115] proved that it is NP-complete to test whether a graph has a 
perfect orientation. However maximum clique and minimum coloring can be 
found in linear time, if perfect orientation is given [25]. Comparability graphs 
and chordal graphs are two well studied subclasses of perfectly orderable 
graphs. 
The characterization of perfect graphs by minimal forbidden subgraph 
was proved for some subclasses of graphs: A-free graphs by Seinsche [152], 
claw-free graphs by Parthasarathy and Ravindra [127], diamond-free graphs by 
Tucker [170] and Conforti [33], bull-free graphs by Chv'atal and Sbihi [23], 
chair-free graphs by Sassano [150], dart-free graphs by Sun [165] etc. For more 
classes see [5]. 
A class of graphs is said to be valid for a conjecture if the conjecture is 
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true for this class of graphs and a class of graph is said to be complete for a 
conjecture if the truth of the conjecture on this class implies the truth of the 
conjecture in general. Comeil [35] has identified self-complementary graphs, 
regular graphs and various other classes of graphs to be complete classes for 
SPGC/T. This result of Comeil motivates the study of various classes of self-
complementary perfect graphs and self-complementary imperfect graphs. In 
this thesis, we study the self-complementary comparability graphs and self-
complementary chordal graphs; classes of self-complementary perfect graphs. 
The class of self-complementary comparability graphs (self-complementary 
chordal graphs) enjoys both the properties of self-complementary graphs and 
the properties of comparability graphs (chordal graphs). Self-complementary 
graphs, comparability graphs and chordal graphs had been studied extensively 
in the literature. We discuss briefly about the various results available on these 
classes. 
Self-complementary graphs (sc graphs) 
Ringel [142] and Sachs [149] proved that sc graphs with n vertices exists if and 
only if « = 4A: or n = 4A; + 1 for some positive integer k. Ringel [142] obtained 
algorithms to construct sc graphs with 4k and 4k + 1 vertices. Algorithms for 
constructing sc graphs with 4k and 4k + 1 vertices were also obtained by Gibbs 
[67] by modifying Ringel's algorithms. Harary [87] posed the problem of 
counting non-isomorphic sc graphs given the number of vertices. A complete 
solution for this problem was given by Read [137] and [138]. His method is 
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based on enumeration theory originated by Redfield [140] and Polya [133], 
developed further by DeBruijn [43] and [44]. The number of sc graphs (non-
isomorphic) S^ for a given number of vertices n is given in the following table 
for«< 17. 
n 
s„ 
1 
1 
4 
1 
5 
2 
8 
10 
9 
36 
12 
720 
13 
5600 
16 
703760 
17 
11220000 
Table-1.1 
An asymptotic formula for S^ as «^oo was derived by Palmer [125]; 
also refer Robinson [144], Sridharan [163], Parthasarthy [128] and Schwenk 
[151]. The problem of deciding whether two given graphs are isomorphic or 
not is called the isomorphism problem. Isomorphism of sc graphs and regular 
sc graphs was discussed by Colboum et al. [29] and [30]. They proved that the 
isomorphism of these classes is polynomial equivalent to the general graph 
isomorphism. The problem of deciding whether a given graph is sc graph or not 
is called the recognition problem of sc graphs. Colboum et al. [30] proved that 
the recognition of sc graphs is polynomial equivalent to general graph 
isomorphism. Catalogue of sc graphs with small number of vertices was 
compiled by Alter [1], Faradzhev [53], Kropar et al. [95], Morris [120] and 
Venkatachalam [172]. For catalogue on sc graphs we refer to [72]. Clapham 
and Kleitman [26] had obtained a necessary and sufficient condition for a 
degree sequence to be the degree sequence of a sc graphs. Gibbs [67] proved 
that for a sc graph with 4A: + 1 vertices, the degree of fixed vertex VQ is 2k. 
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Further results on the degree sequence of sc graphs are given in [19] and [27]. 
For various other results on sc graphs we refer to Farrugia [55], which is a 
comprehensive survey of sc graphs and contains 410 references. 
Comparability graphs 
Comparability graphs have been studied by various authors [52], [62], [68], 
[71], [73], [93], [107], [108] and [132] in context of partially ordered sets 
(poset) and is one of the classic classes of perfect graphs. Recognition and 
transitive orientation of comparability graphs is the solution of seriation 
problem which has many applications in archeology, psychology and political 
science etc. For more application of comparability graphs see [70] and [143]. It 
also works as subroutine in many algorithms like recognition algorithm of 
interval graph, permutation graph etc [70]. It also finds applications in 
chemical ordering of molecules [76]. See also [93] and [143]. 
Ghouila-Houri [73] and Gilmore-Hoffman [68] were in the first batch to 
characterize comparability graphs independently. Later, Gallai [62] wrote a 
comprehensive paper giving various results on comparability graph. Gallai [62] 
also obtained all ordering of finite comparability graphs. L.N. Shevrin and N.D. 
Filippov [155] later did the same thing for infinite comparability graphs. N.D 
Filippov [57] and [58] continued this investigation of comparability graphs. 
Gilmore-Hoffman [68] and Pnueli et al. [132] presented the algorithm 
for recognizing the comparability graphs but they did not mention complexity 
and implementation of algorithm. In late seventies, Golumbic [71] gave first 
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complete algorithm to recognize the comparability graphs with time 
complexity 0(Sm), where S is the maximum degree of any vertex and m is the 
number of edges. This algorithm was based on G-Decomposition of graph. In 
late nineties McConell and Spinrad did lot of work on transitive orientation and 
recognition of comparability graphs. They proposed algorithms based on 
modular decomposition, introduced by Gallai [62]. In 1985 Spinrad [159] 
proposed an algorithm for transitive orientation, which has a time complexity 
0(n^) where n is the number of vertices. In 1997 and 1999 McConell and 
Spinrad [107] and [108] presented an algorithm for transitive orientation, 
which has linear time complexity. But till today, for the recognition of 
comparability graphs the best bound is 0(n ) or 0{dm). However the transitive 
orientation of comparability graphs can be obtained in 0{n + m) [107]. Many 
graphs problems including the optimization problems can be solved in 
polynomial time on comparability graphs [70], [93] and [107]. There are large 
number of NP-complete problems for comparability graphs, these includes 
hamiltonian path, hamiltonian cycle [96], dominating set [46], connected 
dominating set [131], independent dominating set [36], total dominating set 
[36] and Steiner tree of minimum cardinality [63]. See also [14]. 
Chordal graphs, strongly chordal graphs and X-free chordal graphs 
Another classical class of perfect graph is chordal graph which is extensively 
studied in literature [7], [17], [47], [64], [65], [84], [91], [146], [148], [154], 
[156], and [169]. Chordal graphs were introduced by Hajnal and Suranyi [84]. 
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They prove that these graphs are a-perfect. Berge [9] proved that x-perfectness 
of these graphs. These graphs find appHcations in evolutionary trees [17], 
scheduling [126] and solutions of sparse systems of linear equations [146]. 
Recently, in order to represent the model of protein interaction network and 
multidomain proteins, chordal graphs becomes an important ingredient in the 
field of computational biology [134]. Many graphs problems including the four 
classical optimization problems that are NP-hard in general graphs can be 
solved in polynomial time in chordal graphs [64] though testing Hamiltonicity 
[28], determining the domination number [13] and other problems [63] and 
[92] are NP-complete for this class too. A concept called Perfect Elimination 
Ordering (PEO) is important in chordal graphs. It turns out that all the existing 
chordal graph recognition algorithms and many optimization problems in 
chordal graphs make use of PEO [91], [98], [147], [154], [166] and [167]. 
Fulkerson and Gross [61] characterized these graphs as the graphs having a 
perfect elimination scheme. Dirac [47] shows these graphs as the graphs for 
which every minimal vertex separator induces a complete subgraph. Buneman 
[17], Gavril [64] and Walter [174] prove that a graph is chordal if and only if it 
is an intersection graph of the subtrees of a tree. For various other 
characterizations and results see [5], [7], [70], [111] and [136]. 
Farber [54] introduced a subclass of chordal graph; a strongly chordal 
graph. The class of strongly chordal graphs is an interesting subclass of chordal 
graphs since there are several combinatorial graph problems which are NP-hard 
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in chordal graphs but polynomially solvable in strongly chordal graphs. For 
example Farber's motivation was a polynomial time algorithm for the weighted 
dominating set problem on strongly chordal graphs; the problem is NP-hard for 
chordal graphs. 
There are several subclasses of chordal graph characterized by single 
forbidden induced subgraph. Examples of single forbidden induced subgraph 
are gem-free chordal graphs [89], S's-free chordal graphs [18] and claw-free 
chordal graphs [32]. For more details see [5]. Chordal graph are also 
characterized by collection of finite forbidden subgraphs some of them are: 
(gem, crown, jewel)-free chordal graph also known as restricted unimodular 
(RU) chordal graphs [130], (gem, dart)-free chordal graph also known as block 
duplicate (BD) [69], (gem, arrow, jewel)-free chordal graphs also known as 
restricted block duplicate (RBD) [69]. 
Finally, other results or information on perfect graphs or its subclasses, 
which are not mentioned here can be found in: 
(i) "Perfect graphs" edited by Ramirez and Reed is a collection of survey 
papers on perfect graphs. It contains almost all main results on perfect graphs 
up to 2000 [136]. 
(ii) "Graph Classes: A survey" by Brandsdadt et al. This survey is 
comprehensive with respect to definitions and theorems, citing over 1100 
references [5]. 
(iii) "Classes of perfect graphs" by Stefan Hougardy [88] is a useful paper; it 
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contains inclusion relation among 120 classes of perfect graphs. 
Moreover, Chavtal maintains an exhaustive website [24], which is the 
current pointer to a frequently on-line updated bibliography of perfect graphs 
and an online tool for checking the class containment for a larger set of more 
than 200 graph classes has been developed by Rostock University [175]. 
Spectral graph theory involves the investigation of the usual properties 
of graph and extracts information from its structure with the algebraic spectral 
properties of various matrices associated with it. Different matrices associated 
with graphs are adjacency matrix, Laplacian matrix, signless Laplacian matrix. 
By for the most common matrix investigated has been the adjacency matrix. 
Eigenvalues of an adjacency matrix ^ of a graph is real because A is 
symmetric. There are also important applications of spectral graph theory to 
other fields such as chemistry [168]. Some of the common problems studied in 
the graph spectra are study of cospectral graphs, bounds on eigenvalues, energy 
of graphs and various others [37]. Graph spectra have been studied extensively 
in the literature. Here we present only brief information on some spectral graph 
invariants. We refer to several books such as [22], [37], [38] and [39] for a 
more through discussion and list of references to original papers. For some 
recent open problems on graph spectra, we refer to [66]. 
Cospectral graphs have been studied since very beginnings of the 
development of the theory of graph spectra [37]. The subject although present 
in the investigations all the time, has recently attracted special attention (see, 
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e.g., [40] and [41]). Collatz and Sinogowitz [31] were first to report that non-
isomorphic graphs can have same set of eigenvalues. They gave an example of 
non-isomorphic trees which are cospectral on 8 vertices. Sridharan and Balaji 
[160] studied the problem of cospectrality for sc chordal graphs. An overview 
of results on graph spectra is given in [37]. For various other results related to 
cospectral graphs we refer to [6], [37], [38] and [39]. 
The energy of a graph is the sum of the absolute values of its 
eigenvalues. This concept was introduced by Gutman [82] in connection to the 
so called total TT- electron energy. Considerable work and new concept related 
to energy has been developing since the first result reported in [82]. For details 
on the general theory of the total ;r - electron energy as well as its chemical 
application, we refer to [82]. McCUeand [106] gave the general bound for the 
energy. There are numerous other bounds on the energy of a graph usually 
under the assumption of some specific structure [82], [177] and [180]. Two 
graphs having the same energy are known as equi-energetic graphs. This 
concept was introduced by Ramane et al. in [135]. Gutman [82] conjectured 
that among n vertices graphs the complete graph has the greatest energy, later 
disproved by Walikar [173]. Since then graphs having energy greater than the 
energy of complete graphs on same number of vertices are known as hyper-
energetic graphs. Additional results on hyper-energetic graphs were 
subsequently reported in [164] and [176]. For a recent survey on graph energy 
and its related concepts, we refer to [16]. We use En{G) or E„ for energy of 
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graph instead ofE. 
The adjacency matrix and its eigenvalues have been investigated more 
than the Laplacian matrix and according to Mohar [118] the Laplacian 
eigenvalues are more intuitive and much more important than the spectrum of 
the adjacency matrix. New developments in 1980s made it clear that 
eigenvalues and eigenvectors of the related Laplacian matrices of graph enter 
the theory in several applications more generally than eigenvalues of adjacency 
matrices [118]. Laplacian matrix of graph L{G) is a real symmetric matrix. The 
eigenvalues of Laplacian matrix of graph are non-negative real numbers with 
the smallest eigenvalue 0. The Laplacian matrix of a graph and its eigenvalues 
can be used in various areas of mathematics mainly discrete mathematics and 
combinatorial optimizations with interpretation in several physical and 
chemical problems [6], [78] and [117]. For more on Laplacian eigenvalues see 
[74],[112], [113], [114]and[118]. 
Among all eigenvalues of the Laplacian of a graph, one of the most 
popular is the second smallest, called by Fiedler [56], the algebraic 
connectivity of a graph. Its importance is due to the fact that it is a good 
parameter to measure, to a certain extent, how well a graph is cormected. For 
example, it is well-known that a graph is connected if and only if its algebraic 
connectivity is different from zero. Recently, the algebraic connectivity has 
received much more attention. More detail can be found in [6], [56], [75], 
[113], [114] and [117]. Upper bounds on the largest Laplacian eigenvalue have 
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been studied in much detail than lower bound on largest Laplacian eigenvalue. 
Some known upper bounds are: 
/1(G) < max{ d{u) + d{v)\uv e E{G)} by Anderson and Morley [2], 
A(G) <2 + V(r-2)(5-2) by Li and Zhang [100], 
/1(G) < max{d{u) + m(v)\veV{G)} where m(v) is the average of the degrees of 
the vertices adjacent to v, which is called average 2-degree of vertex v, by 
Merris[112], 
A{G)< max{d{u) + div)-\N(u)-N{v)\\u:^v} by Rojo et al. [145], 
A(G) < max{^2d(v)d{v) - w(v))| v e F(G)} by Li and Pan [101], 
1 r. p^  
2 n " 2 
/1(G) < < + - + , < - - +i:d,(d,-d„) byShuetal. [157], 
1=1 
A(G) < max{d{v) + ^d{v)m{v)\v e V(G)} by Xiao-Dong Zhang [178]. 
Some of the lower bounds on largest Laplacian eigenvalue are discussed in [74] 
and [99]. 
Recently, the concept of Laplacian energy LE(G) is introduced by 
Mirjana [116] and Gutman and Zhou [79] independently, but the concept given 
by Gutman attracted more attention which defined Laplacian energy 
2m 
as:LE{G) = -E 
i=\ 
Ai--
n 
where A\, Xj, . . . , A„ are the eigenvalues of Laplacian 
matrix of G. They proved that for a graph with m edges, n vertices and p 
component 
14 
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n 
2M where M = m + ~\ ^ cf, 
2v'=i n J 
There is a great deal of analogy between the properties of En{G) and 
LE{G) but also some significant difference. In [139] it is shown that LE and £„ 
have similar structure-dependence only when molecules of different sizes are 
compared, when a good linear correlation between them exists. Within classes 
of isomers, LE and E^ are either not correlated at all or are inversely 
proportional. For more on Laplacian energy see [3]. 
1.2 Synopsis of the thesis 
We give here a synopsis in order to mention the contributions contained 
in the thesis. Chapter 1 provides the necessary ground to understand the 
contents presented in the subsequent sections. It includes the general 
introduction of perfect graph, its various subclasses and basic definitions. 
We study in Chapter 2, sc comparability graphs and sc chordal graphs. 
An inclusion relation among various classes of sc perfect graphs is obtained. 
We achieved a condition for a sc chordal graph to be comparability using 
bipartite transformation of sc chordal graphs. In the last portion it is shown that 
chordal completion number and interval graph completion number is less than 
or equal to the total number of C4 in a sc comparability graph. 
In Chapter 3, we develop algorithms for various classes of sc perfect 
graphs. We give a recognition algorithm for sc comparability graphs. A simple 
recognition algorithm and an algorithm for generating PEO for sc chordal 
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graphs are also proposed. Two recognition algorithms for sc chordal 
comparability graphs are designed. 
We deal with several subclasses of sc chordal graphs characterized by 
single forbidden induced subgraph in Chapter 4. In particular, we study the 
chair-free sc chordal graphs, H-free sc chordal graphs, cross (stari i i 2)-free sc 
chordal graphs and an algorithm is proposed which recognizes all these classes. 
Chapter 5 deals with an interesting subclass of sc chordal graphs namely 
sc strongly chordal graph. Some results on sc strongly chordal graphs are 
obtained. Two recognition algorithms for sc strongly chordal graphs are also 
designed. First algorithm is based on BQ while the other uses the concept of tip 
of sunflower introduced by Eschen et al. in [49]. 
Last Chapter is devoted to the spectral results of sc comparability graphs 
and sc chordal graphs. The following is studied. 
a) Spectral properties of sc comparability graphs with respect to 
adjacency matrix. 
b) Lower and upper bounds of largest Laplacian eigenvalues of 
sc chordal are obtained. We also obtain the lower bound of 
largest Laplacian eigenvalues for sc comparability graphs. 
c) Spectral properties of sc comparability graphs and sc chordal 
graphs with respect to Laplacian matrix are discussed. 
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1.3 Basic definitions and notations 
Basic definitions and the notations not mentioned here, are either given at their 
places of use or can be found in [6], [12], [51], [70], [86] and [129]. 
Definition 1.1. A graph G - {V, E) consists of a finite non empty set denoted 
by V(G) or by Fand a collection E{G) or E of unordered pairs {M,V} of distinct 
elements from V. Each element of Fis called a vertex and each element of E is 
called an edge. We write ViVj e £ to mean {vi,Vj} £ E, and if e = VjVj e E, we 
say Vj and Vj are adjacent. The number of vertices and the number of edges of a 
graph G are denoted by n and m respectively. 
Definition 1.2. The degree of a vertex v in a graph G is the number of edges 
incident with it and it is denoted by d{v). 
Definition 1.3. The degree sequence of a graph G is the sequence of the 
degrees of the « vertices of G arranged in non-increasing order which is 
denoted by d] > dj^ ... > d„. 
Definition 1.4. The open neighborhood N{u) of a vertex M in a graph G is the 
set of all vertices adjacent to M in G and the closed neighborhood N[u] is N{u) 
u {M}. We use N' (v) to denote the set V-N[u] of non-neighbors of w. 
Definition 1.5. A subgraph / /of a graph G is a graph having all its vertices and 
edges in G. 
Definition 1.6. Let G be a graph. For any subset V of V(G), the vertex 
induced subgraph < F' > is the maximal subgraph of G with V as the vertex 
set. 
17 
Chapter 1 . Introduction 
Definition 1.7. A sequence of vertices VQ, ..., v^  is a path from voto vj^  of length 
A: in G provided that v,.iV/ e £ for / = 1, 2, . . . , A:. A path is simple if every 
vertex in the sequence appears precisely once and a path is chordless if it is 
simple and there are no other edges between the vertices in the path except for 
those between two consecutives vertices and is denoted by P„. 
Definition 1.8. A sequence of vertices VQ, ..., v .^i, VQ is called a cycle of length k 
if v,.iv, e £ for / = 1, 2, . . . , A-l and Vk.\VQ E E. A cycle is simple if every vertex 
in the sequence appears precisely once. A cycle is odd (even) if its length is 
odd (even). A cycle is chordless if it is simple cycle and there are no other 
edges between vertices in the cycle except for those between v, and v,+i and is 
denoted by C„. 
Definition 1.9. A chordless cycle of length 2k + 1 and A: >1 is called odd hole 
and its complement an odd antihole. 
Definition 1.10. A vertex induced subgraph of a graph G which is a chordless 
path (cycle) is called an induced path (cycle) of G. 
Definition 1.11. A graph is connected if every pair of vertices is joined by a 
path otherwise disconnected. Given a connected graph G, the distance ciQ(u,v) 
between u and v is the length of shortest path in G joining u and v. 
Definition 1.12. A graph is said to complete if every pair of its vertices are 
adjacent. A complete graph with n vertices is denoted by Kn- A clique of a 
graph is maximal complete subgraph of the graph. A clique C of a graph G is 
maximum if there is no other clique of G with more number of vertices than the 
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number of vertices in C. For a graph G, the number of vertices in a maximum 
clique of G is called the clique number of G and it is denoted by a)(G). 
Definition 1.13. Let G be a graph. A subset 5 of G is stable set (also called an 
independent set) if no two vertices of S are adjacent in G. A stable set of G 
which has maximum number of vertices in it is called a maximum stable set of 
G. The number of vertices in a maximum stable set of G is called the stability 
number of G and is denoted by a(G). 
Definition 1.14. A clique cover of order A: of a graph G is a partition of its 
vertex set V(G) into k subsets V\, Vj, ..., V^ such that each <F,> is a clique of 
G. A clique cover of G with smallest order is called a minimum clique cover of 
G. The order of a minimum clique cover of a graph G is called the clique cover 
number of G and is denoted by 0(G). 
Definition 1.15. A proper vertex coloring of a graph G is assigning colors to 
the vertices of G such that no two adjacent vertices are assigned the same color. 
The chromatic number ^(G) of a graph G is the minimum number of colors 
needed to properly color the vertices of G. 
Definition 1.16. A graph G is ;^ f-perfect if/f(//) = co(H) for every induced 
subgraph H of G . A graph G is a-perfect if a{H) = d{H) for every induced 
subgraph / /o f G. A graph G is perfect if it is ;t'-perfect (or equivalently it is a-
perfect). 
Definition 1.17. A graph G is said to be bipartite if the vertices of G can be 
partitioned into two non empty sets so that no edge joins two vertices in the 
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same set. 
Definition 1.18. A bipartite graph is chordal bipartite if it contains no induced 
even cycle of length greater than 4. 
- » - » 
Definition 1.19, A directed graph G = (V,E) consists of a set of vertices Fand 
a set of directed edges £ , where a directed edge is an ordered pair of vertices. 
Definition 1.20, The directed graph G = iV,E) that arises from an undirected 
graph G = (V, E)hy assigning a direction to each edge in E is called orientation 
ofG. 
Definition 1.21. An orientation (V,E) of a graph G is called transitive if it 
satisfies the following conditions: {x,y) e E and (y^) e E implies {x,z) E E. 
Definition 1.22. An undirected graph G is called comparability if it admits 
transitive orientation. 
Definition 1.23. A tournament is an oriented complete graph. A tournament 
which is also transitive is called transitive tournament. 
Definition 1.24. Two graphs G' and G" are isomorphic if there exists a one-to-
one correspondence between the vertex sets of G' and G" which preserves 
adjacencies of the vertices. Such a one-to-one correspondence is called a vertex 
isomorphism of G' onto G". If G' and G" are isomorphic, then we denote it by 
G' s G". Two graphs are non-isomorphic if they are not isomorphic. 
Definition 1.25. The complement G of a graph G has V{G) as its vertex set 
and two vertices are adjacent in G if and only if they are non-adjacent in G. 
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Definition 1.26. A graph G is self-complementary (sc) if it is isomorphic to its 
complement G. The number of non-isomorphic sc graphs with n vertices is 
denoted by Sn-
Deflnition 1.27. A complementation permutation (cp) cr of a sc graph G is a 
vertex isomorphism of G onto G. A cp cr of G can be written as product of 
disjoint permutation cycles denoted by (j\02...crs since G and G have the same 
vertex set. We write o(Vi)a(vj) &EXo mean {a{v^,o{v^} 6 E. 
Definition 1.28. Let G be a sc graph and let (T= cricr2...oi be a cp of G. The 
length of a permutation cycle a; is the number of vertices present in it. 
Deflnition 1.29. Let G be a sc graph with n = Ak vertices. A cp a* = 
a*ia*2---cr*iOfG where C7*/ = (V/I,VQ,...,V,^ )such that Vi2Vi4e E for all 1 <i< 
s is called star cp of G. Let G be a sc graph with n = 4k+ 1 vertices. A cp or* = 
o*]0*2---o*s of G where o*\ = (VQ) and a*, = (v,i,v,2,.--,v,^.) such that Vi2Vi4 e 
E for all 2 < / < 5 is called star cp of G. 
Deflnition 1.30. Let G be a sc graph and a = a\a2...as where o; = 
(VibV,2,...,v,^  ) be cp of G. A vertex Vy of cr; is even or odd labelled if the 
subscript j of v,y is even or odd respectively. The set consisting of all even 
labelled vertices and odd labeled vertices of a are denoted by Evenf'q;) 
= u'^, Even(ar,) and Odd(a) = u'^, G(ic/(cr J respectively. 
Deflnition 1.31. A sc graph which is also perfect is called sc perfect graphs. 
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Definition 1.32. A graph is split graph if its vertex set can be partitioned into 
C and S such that C is a clique of G and 5 is a stable set of G. 
Definition 1.33. Let G be a graph with an induced P4 [a,b,c,d]. Then vertices 
b, c are called midpoints of the P4 and a, dare called endpoints of the P4. 
Deflnition 1,34. A graph is chordal if it has no induced cycle C„ for all « > 4. 
Definition 1.35. A graph is a strongly chordal graph if it is chordal and each 
even cycle of length at least 6 has strong chord, meaning a chord joining 
vertices whose distance along the cycle is odd. 
Definition 1.36. A graph G is weakly chordal if neither G nor its complement 
G contains a chordless cycle with 5 or more vertices. 
Definition 1.37. A sc graph which is also comparability (chordal, strongly 
chordal and weakly chordal) is called a sc comparability (sc chordal, sc 
strongly chordal and sc weakly chordal) graph. 
Definition 1.38. A graph is an interval graph if its vertices can be put in a one-
to-one correspondence with a set of intervals on a real line in such a way that 
the two vertices are adjacent if and only if the corresponding interval overlaps. 
Definition 1.39. A cycle in directed graph (or directed cycle) is a sequence of 
vertices VQ, ... ,Vk.] such that vo -> v i ^ . . . -^v^.i -> VQ. A directed graph G is 
called cyclic if it contains directed cycle, otherwise it is called acyclic. 
Definition 1.40. Let G be a graph with n vertices whose vertices are labeled 
1, 2,..., 77. For G, its adjacency matrix is defined as the n x n matrix (aij) where 
fly is given by fly = 1, if z/ G E(G) otherwise 0. 
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Definition 1.41. Let A be adjacency matrix of graph G. The eigenvalues of ^ 
and the spectrum of A (which consists of the eigenvalues) are also called the 
eigenvalues and the spectrum of G respectively. The eigenvalues of G are 
usually denoted hy^\,IU2,..., fi„and we assume that fu\>fi2>... >//„. 
Definition 1.42. Let G be a simple graph with adjacency maXhxA. Suppose D 
= diag (d],d2,...,dn) is the diagonal matrix with the degrees d\,d2,...,dn of 
vertices vi,V2,...,Vn of G on the diagonal (with the same vertex ordering as in 
A). Then L = D - ^ is the Laplacian matrix of G (often abbreviated to the 
Laplacian and also known as admittance matrix). Its eigenvalues are real and 
non negative and form Laplacian spectrum, X\,X2, ••.,K of graph G and assume 
that/li>A2>... >/ln. 
Definition 1.43. Graphs with the same spectrum are called isospectral or 
cospectral graphs. 
Definition 1.44. A system is a set F together with a binary relation E{xy) "<" 
which holds for certain pairs of elements x and y of V. A system is called 
partial order if the following conditions are satisfied. 
i) ifjc<>'then y^x 
ii) x<y and y < z thenx < z. 
Partial order is called linear order if every two distinct elements x and y of V 
are comparable, i.e., if x <>' or >• < x. If partial order P and linear order L, both 
defined on same set of vertices V, then linear order L is known as linear 
extension of partial order P. 
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Definition 1.45. Time needed by an algorithm expressed as a function of the 
size of a problem is called time complexity of the algorithm. 
Definition 1.46. An algorithm is said to have time complexity of 0(/(x)) if time 
taken by algorithm is atmost cifix), where c is a positive integer and x is the 
size of input. 
Definition 1.47. An algorithm is said to be polynomially computable if time 
complexity is 0{P{x)), where P{x) is polynomial function. An algorithm is said 
to be computable in linear time if time complexity of algorithm is 0{P{x)), 
where P{x) is a polynomial of degree one. 
Notations 
Sc Self-complementary. 
AT Asteroidal triple. 
CAT Complement of asteroidal triple. 
BQ Bipartite transformation of sc chordal graph G. 
r End of the proof 
V{cc) the vertices of central clique 
incoming-neighbors {u)\{x} denotes the set of vertices obtained from the set 
incoming-neighbors (M) by removing the vertex x. 
outgoing-neighbors {u)\{x} denotes the set of vertices obtained from the set 
outgoing-neighbors (M) by removing the vertex x. 
Remark: We use C^ "^  programming language to implement various algorithms 
discussed in the thesis. We also use Mathematica 5.0 for calculating various 
spectral graph parameters in chapter 6. 
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Chapter 2 O/i sc comparability and sc chorda! sraphs 
Chapter 2 
On self-complementary comparability and self-
complementary chordal graphs 
In this chapter, we deal with some resuhs on sc comparability and sc chordal 
graphs. In particular, 
a) We study sc comparability graphs and obtain its inclusion 
relation with some other classes of sc perfect graphs. 
b) Sc comparability and sc chordal graphs are considered and a 
condition is achieved for a sc chordal graph to be 
comparability using bipartite transformation of sc chordal 
graph. 
c) We also show that chordal completion number and interval 
graph completion number of a sc comparability graph is less 
than or equal to the total number of C4 in a sc comparability 
graph. 
The chapter is developed through the following sections. In section 2.2, 
inclusion relation among various classes of sc perfect graphs namely sc 
comparability, sc chordal and sc weakly chordal graphs is obtained. In section 
2.3 we obtain a condition for a sc chordal graph to be comparability. Section 
2.4 deals with the triangulation of sc comparability graphs. 
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2.1 Introduction 
Ghouila-Houri [73] in 1962 and Gilmore and Hoffmann [68] in 1964 
characterized comparability graphs. The first paper considers only finite graphs 
while the second allows graphs to be infinite. The next major result is due to 
Gallai [62], which characterizes finite comparability graphs in terms of 
minimum list of graphs that are excluded as induced subgraphs using asteroidal 
triple (AT in short). The asteroidal triple was introduced by Lekkerkerker and 
Boland [97] to study interval graphs. Infact there is a close relation between 
asteroidal triple and comparability graphs. Later, Kelly [93] extended the idea 
of Gallai to infinite graphs. In 1979, Golumbic [71] gave algorithmic 
characterization of comparability graphs in terms of implication classes. 
A weakly chordal comparability graph is a graph which is both weakly 
chordal and comparability. Weakly chordal comparability graph has been 
studied by Eschen et al. [50]. A chordal comparability graph is a graph which is 
both chordal and comparability. Hsu and Ma [90] and Ma and Spinrad [105] 
studied the recognition problem of chordal comparability graphs, however the 
characterization problem for this class has not been well focused. Therefore it 
is required to study a characterization of chordal comparability graphs. So we 
study the same and obtain a necessary and sufficient condition for a sc chordal 
graph to be comparability using bipartite transformation of sc chordal graphs. 
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2.2 Sc comparability graphs and some other classes of sc perfect graphs 
""An independent set of three vertices such that there exist a path between the 
two avoiding the neighborhood of the third, forms asteroidal triple (AT)". 
Below, we illustrate various instances of asteroidal triple. 
X 
(a) (b) 
Figure-2.1: Examples of A T: vertices x, y and zform A T in each graph 
The complement of AT is a triangle and referred as C4r in the chapter. 
The following Theorem gives the relation between edges xy and 
o{x)a{y) in a sc graph. 
Theorem 2.1. Let G be a sc graph then xy e E{G) if and only if c7{x)o{y) 
^ E{G). 
Proof. Note that xy e E{G) if and only if o{x)o{y) e E{G) as cr is 
isomorphism of G onto G. Moreover, a{x)a{y) e E(G) if and only if o{x)o(y) 
€ E{G). Hence, xy^E{G) if and only if o{x)a{y) € E{G). D 
The following results can be obtained from the structure of sc graphs. 
Lemma 2.2. Let G be a sc graph and H be an induced subgraph of G. Then 
there exists an induced subgraph of G isomorphic toi7. 
Proof. Let cr be a cp of G and FH be the vertex set of induced subgraph H. 
Since CTIS cp, <a{yv)> is an induced subgraph isomorphic to H in G. Hence 
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the result. • 
Next, we show the relation between AT and comparability graphs with 
the help of examples. We observe that for the graph in figure-2.1(a), vertices x, 
y and z form AT and graph is not comparability. Though for the graph in 
figure-2.2, vertices x, y and z form AT but graph is comparability. It is clear 
from these examples that 
"AT/ree is not a necessary condition for a graph to be comparability." 
Figure-2.2 
Now, we relate AT and sc comparability graphs. For this we need the 
following result. 
Theorem 2.3[62]. C4rcarmot be transitively oriented. 
The following Lemma relates cycle €„ for n > 6 and AT. 
Lemma 2.4. Every cycle C for « > 6, contains AT. 
Proof. For n = 6, i.e., Ce, it can be clearly seen that every triplet of alternate 
vertices of Cg forms AT. For example in figure-2.2, vertices x, y and z are 
alternate and form AT. 
For « > 6, as number of vertices increases such triplets of alternate vertices also 
increase in Q, see figure-2.3. So there always exists AT in C„, n> 6. Hence 
the Lemma. D 
28 
Chapter 2 On sc comparability and sc chordal graphs 
Figure-2.3 
Next Theorem characterizes sc comparability graph in terms of AT. 
Theorem 2,5. Let G be a sc comparability graph. Then it is AT-Free. 
Proof. Let G be a sc comparability graph with cp a. Suppose G contain AT 
and let V = {x,y^} be the set of vertices of AT. Then by Lemma 2.2, <a{V' )> 
induces a subgraph isomorphic to CAT in G. By Theorem 2.3, CAT can not be 
oriented transitively. So transitive orientation of G is not possible. Hence G is 
AT-Free. D 
Since the class of sc comparability graphs is a subclass of sc perfect 
graphs, which does not allow any induced odd cycle (C5, C^, Cgetc). Therefore 
a sc comparability graph does not contain any induced odd cycle. Thus, we 
have the following Theorem pertaining to induced cycles in a sc comparability 
graph. 
Theorem 2.6. Let G be a sc comparability graph. Then it contains only C3 or 
C4 as an induced cycle. 
Proof. Let G be a sc comparability graph. Then by Theorem 2.5, G is AT-free 
and clearly G is Cs-free. By Lemma 2.4, for « > 6 every cycle C„ contains AT. 
So G has no induced cycle isomorphic to C„ (n > 6). Therefore, G cannot 
contain any induced cycle of length greater than or equal to 5. Hence G can 
contain only C3 or C4 as an induced cycle. D 
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Remark 1: From Theorem 2.6, it is obvious that 
''Forbidden induced cycles for sc comparability graphs are €„, for « > 5." 
Recall that a sc graph G is weakly chordal if and only if G does not 
contain a chordless cycle with 5 or more vertices. There is no relation between 
comparability graph and weakly chordal graph, as it can be easily seen from 
figure-2.1(a) and figure-2.2. The graph in figure-2.1(a) is weakly chordal but 
not comparability while graph in figure-2.2 is comparability but not weakly 
chordal. In the case of sc graphs, we get a relation between sc comparability 
graphs and sc weakly chordal graphs by the following result. 
Theorem 2.7. Every sc comparability graph is sc weakly chordal. 
Proof. Let G be a sc comparability graph. From Theorem 2.6, the only possible 
induced cycles in G are C3 or C4. This clearly shows that G is weakly chordal. 
Hence the Theorem. D 
Now, AT is not allowed in a sc comparability graph by Theorem 2.5. 
But it may happen that sc weakly chordal graph contains AT. The graph shown 
in figure-2.4 is weakly chordal as there is no induced cycle Q, n > 5, but it 
contains AT, as any three vertices of {x,y^,w} form AT. Hence converse need 
not be true, i.e., sc weakly chordal graph need not be comparability. 
7. 
Figure-2.4 
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The following result shows the relation between AT and sc weakly 
chordal graphs. 
Lemma 2.8. Every (AT, C5)-free sc graph is sc weakly chordal. 
Proof. Let G be a (AT, C5)-free sc graph. By Lemma 2.4, it does not contain 
Cn, « > 6. Also, it is Cs-free. Clearly it does not contain Q, « > 4. Hence graph 
is weakly chordal. D 
A sc weakly chordal graph may contain AT. The graph shown in figure-
2.4 is weakly chordal but it contains AT. Thus converse need not be true, i.e., 
sc weakly chordal graph need not be AT-free. 
As it is well known that chordal graphs do not contain an induced cycle 
Cn, n > 3. There are some sc comparability graphs which contain C3, but not C4 
Hence these graphs are also chordal and those graphs which contain C4 as 
induced cycle are weakly chordal, but not chordal. Below, we give examples 
for each case. In figure-2.5(a), graph is chordal and comparability as there is no 
induced cycle C„, n > 3 and there exists a transitive orientation of the graph. 
Graph in figure-2.5(b) is not chordal but weakly chordal as there exists induced 
cycle V2, V4, V6, vg, V2 of length 4 and it is comparability as there also exists 
transitive orientation of the graph, which can be checked easily. 
V, V, 
(a) (b) 
Figure-2.5: Examples ofsc comparability graphs 
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Thus we obtain the following intersection, which shows the inclusion 
relation among the various subclasses of sc perfect graphs like sc comparability 
graphs, sc weakly chordal graphs and sc chordal graphs. The inclusion relation 
is shown in figure-2.6. 
SC PERFECT GRAPHS i 
sc weakly chordal graphs 
(AT,C5>fi«e 
sc graphs 
sc chordal comparability 
graphs 
sc chordal 
graphs 
sc comparability 
gr^hs 
Figure-2.6: Relation among various classes of sc perfect graphs 
By Theorem 2.7, every sc comparability graph is sc weakly chordal. So, 
there is no need to study the class of sc weakly chordal comparability graphs. 
In the next section, we consider the class of sc comparability graphs that is also 
chordal. 
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2.3 Sc chordal comparability graphs ' 
The following graphs will be used to characterize sc chordal graphs to be 
comparability and are referred in the later part of the chapter. 
'4 Vj 
V2 
Figure-2.7: Rising sun, S;, co-rising sun and S^. cc stands for central clique 
From figure-2.6, it is clear that there is no inclusion relation between sc 
comparability graphs and sc chordal graphs. Thus, sc graphs which are both 
chordal and comparability can be studied in the following two ways: 
i) sc comparability graphs which are also chordal and 
ii) sc chordal graphs which are also comparability. 
For case i), the following result gives a condition for a sc comparability graph 
to be chordal. 
Theorem 2.9. Let G be a sc comparability graph with n = 4k or n = 4k + 1 
Submitted for publication. 
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vertices. Then G is chordal if and only if G has no induced subgraph 
isomorphic to C4. 
Proof, Let G be a sc comparability graph. If G is also chordal then obviously it 
does not have C4 as an induced cycle. Conversely let G has no induced 
subgraph isomorphic to C4. Then using Theorem 2.6, G has no induced cycle 
Cn (for n >3), so G is also chordal. Hence the result. D 
It would be interesting to study the case ii), i.e, when a sc chordal graph 
is comparability. For this we need a result due to Foldes and Hammer [59]. 
Theorem 2.10[59]. Let G be a graph. Then G is split if and only if both G and 
G are chordal. 
We get the following Corollary for a sc graph from Theorem 2.10. 
Corollary 2.11. Let G be a sc graph. Then G is split if and only if G is chordal. 
From the Corollary 2.11 it is clear that the class of sc split graphs is 
equivalent to the class of sc chordal graphs. The following Theorem due to 
Foldes and Hammer [60], gives the condition for a split graph to be 
comparability in terms of forbidden induced subgraphs. 
Theorem 2.12[60]. Let G be a split graph. Then G is comparability if and only 
if G is (5'3, ^ 3 )-free and co-rising sun-free. 
Using Corollary 2.11, the above Theorem can be modified and 
rephrased as follows. 
Corollary 2.13. Let G be a sc chordal graph. Then G is comparability if and 
only if G is (^3, S, )-free and co-rising sun-free. 
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Next result deals with S^ in a sc graph. 
Lemma 2.14. Let G be a sc graph. Then G is 53-free if and only if G is ^j-free. 
Proof. Let G be a sc graph with cp a such that G is 5'3-free. We have to show 
that G is ^j-free. Suppose G contains ^3 and V be the set of vertices that 
induces 5*3 in G. Then by Lemma 2.2, <a{V')> induces a subgraph isomorphic 
to Si in G, a contradiction. Thus G is 5'3-free implies that G is S^-free. 
Similarly G is S^ -free implies that G is 5'3-free. This proves the Lemma. D 
The following resuh is analogue to Lemma 2.14 for co-rising sun and 
the proof is on similar pattern as given in Lemma 2.14. 
Lemma 2.15. Let G be a sc graph. Then G is co-rising sun-free if and only if G 
is rising sun- free. 
Now, we have the following result for a sc chordal graph to be 
comparability. 
Theorem 2.16. Let G be a sc chordal graph. Then G is comparability if and 
only if G is S3 -free and rising sun-free. 
Proof. Proof follows from Corollary 2.13, Lemma 2.14 and Lemma 2.15. D 
The following result is due to Sridharan and Balaji [161]. 
Theorem 2,17[161]. Let G be a sc graph with n = 4k or n = Ak + 1 vertices. 
Then G is chordal if and only if 
co(G) =2k forn = 4k and co{G) = 2k + I for« = 4yt+l. 
Next result due to Sridharan and Balaji [161], is for the collection of 
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even labeled vertices of star cp o*, denoted by Even(<7*), for a sc chordal graph 
with n = Ak vertices. 
Theorem 2.18[161]. Let G be a sc graph with n = Ak vertices, <y(G) = 2k and 
star cp a*. Then <Even(cr*)> is a maximum clique of G. 
Since for a sc chordal graph G with n = Ak vertices and star cp CT* has 
co{G) == 2k, so the collection of even labeled vertices of o*, Even(cr*) induces a 
maximum clique in a sc chordal graph, i.e., (i){G) = | Even(<7*)| = 2k. 
Next, for the stability number of sc chordal graph we have the following 
result. 
Theorem 2.19. Let G be a sc chordal graph with n = Akoxn = Ak+ 1 vertices. 
Then G is chordal if and only if 
a{G) = 2kfovn = Akmdia{G) = 2k+ 1 ioxn = Ak+ 1. 
Proof. For a graph G, the maximum clique number is equal to the stability 
number of its complement, i.e., oiG) = a{G). Since G is sc graph, so a(G) = 
a(G). Thus co(G) = a(G). So, for a sc chordal graph G, a(G) = GKG) = 2k for n 
= 4k vertices and cc{G) = co{G) = 2A: + 1 for « = 4A: + 1 vertices. D 
For a sc chordal graph with « = 4A: vertices and star cp <j*, a(G) = 2k 
and clearly Odd(a*) = CT*(Even(c7*)) as if vertices x,y e Even(c7*) then 
o*{x)o*(y) ^ £ by Theorem 2.1. So vertices a*(x),a*(y) e Odd(CT*). Thus 
<Odd(a*)> induces stable set in G, i.e., the collection of odd labeled vertices of 
star cp a* induces a maximum stable set in a sc chordal graph, i.e., a(G) = 
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|Odd(o*)| = 2k. 
For a sc chordal graph with n = 4k+ \ vertices, we have the following 
result. 
Theorem 2.20. Let G be a sc chordal graph with n = 4k+ \, co{G) = 2A; + 1 and 
star cp o*. Then <Even(a*) u Vo> is a maximum clique of G, where VQ is the 
fixed vertex. 
Proof. Let G' be a sc chordal graph on Ak vertices with star cp a*. Then, by 
Theorem 2.18, Even(cr*) induces a maximum clique of size 2k, i.e., Q)(G') = 
2k. Now, we construct a sc chordal graph G on 4^ + 1 vertices by adding a 
fixed vertex, VQ to G'. Since co{G) = 2A: + 1 for a sc chordal graph on n = 4A: + 1 
vertices, VQ must be adjacent to all vertices in Even(a*) (i.e., 2k vertices). 
Moreover, VQ can not be adjacent to any vertex of 0dd((7*) as the degree of VQ is 
always 2k in a sc graph with 4k + 1 vertices, so <Even(cr*) u Vo> is a 
maximum clique of G . D 
Now, similar result is obtain for Odd(a*) u VQ. 
Theorem 2.21. Let G be a sc chordal graph with n = 4k+ 1, a(G) = 2^+1 and 
star cp o*. Then <Odd(a*) u vo> is a maximum independent set of G, where 
vo is the fixed vertex. 
Proof. By the Theorem 2.20, <Even(o*) u vo> is a maximum clique of G. 
Since a*(Even(o*)) = Odd(CT*), O*(VQ) = VQ, SO for any vertex v e Even(o*), 
<7*(v)(7*(vo) € E ^> a*(v)vo i E, i.e., the fixed vertex VQ is not adjacent to any 
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vertex of Odd(a*). So <0dd((7*) u vo> is a maximum independent set of G. U 
Next, result deals with the behavior of the fixed vertex VQ, in a sc chordal 
graph with « = 4A: +1 vertices. 
Theorem 2.22. Let G be a sc chordal graph with n = Ak+\ vertices and star cp 
a*. Then a(G) = a{G) = 2A: + 1 with exactly one vertex common in a 
maximum clique and a maximum independent set. 
Proof. Let G be a sc chordal graph on 4A: + 1 vertices and star cp a*. Then by 
Theorem 2.20 and Theorem 2.21, <Even(cj*) u vo> is a maximum clique and 
<Odd(a*) u vo> is a maximum independent set of G. Clearly VQ is common in 
both maximum clique and maximum independent set. Now, for a vertex u e 
Even((7*), o*{u) e. Odd(cT*) so M ^ Odd(a*). Similarly for a vertex v e 
Odd(c7*), o*{y) e Even(a*), so v ^ Even(a*). So no other vertex belongs to 
both maximum clique and maximum independent set. Hence exactly one vertex 
vo is common. D 
From now onwards, for a sc chordal graph with n = Ak+ 1, Even((T*) is 
a set consisting of all even labelled vertices in star cp a* and VQ , similarly 
Odd(a*) is a set consisting of all odd labelled vertices in star cp a* and VQ. 
Now, since a(G) = 10dd(o*)l = Ik and G)(G) = 1 Even(cF*)| = Ik for a sc 
chordal graph with n = Ak vertices, we can partition the graph uniquely in two 
equal parts, i.e., into Even(c7*) and Odd(a*), covering all the vertices. Again, 
for a sc chordal graph with n = Ak+\ vertices, since a(G) =| Odd(<7*)| = 2A: + 1 
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and co{G) = \ Even(a*)| = 2k + 1, we can also partition the graph uniquely in 
two equal parts, i.e., into Even(a*) and Odd(cT*). However, one vertex is 
common to both partitions. 
sc chordal graph G on w = 4ft or « = 4/t+l 
In order to explore sc chordal graphs more with respect to rising sun and 
Si, we require the vertices of a rising sun and ^3 which belong to Even(cr*) and 
Odd((T*). Next result is a step towards the same. 
Theorem 2.23, Let G be a sc chordal graph with n = 4k or n = 4k + 1 vertices 
and star cp o*. Then central clique, cc of S^ and cc of rising sun lies in 
Even(a*), i.e., 
V(cc) of Si lies in Even(a*), 
V{cc) of rising sun lies in Even(f7*). 
Proof. We consider cc of each graph one by one. 
cc of 5^. The vertices V2, V4 and vg form cc of ^3 (see figure-2.7). Clearly 
vertices either belong to Even(a*) or Odd(a*), so the following cases arise: 
i) All the vertices belong to Odd(a*),which is not possible. Thus 
discarded, 
ii) One vertex belongs to Even((7*) and two vertices belong to Odd(c7*), 
this is not possible as two vertices that belong to Odd(c7*) are not 
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adjacent, so discarded. 
iii) Two vertices say vi and V4 belong to Even(a*) and one vertex (vg) 
belongs to Odd(a*). In this case vertex ve must be adjacent to both 
the vertices in Even(a*), since vg is adjacent to two more vertices in 
53 namely viand V5 so these vertices lie in Even(CT*). As a result four 
vertices vi, V2, V4 and V5 of ^3 belong to Even(a*). Vertices V], vj, V4 
and V5 induce K^, as the vertices of Even((7*) are mutually adjacent. 
This is not possible, hence discarded. 
iv) All the vertices vi, V4 and vg belong to Even(a*), then any vertex can 
be adjacent to at least two vertices in Odd(a*). 
Therefore, V{cc) of ^3 lie in Even(cr*). 
cc of rising sun. The vertices V2, V4, V5 and V7 form cc of rising sun (see 
figure-2.7). The following cases are possible: 
i) All the vertices belong to Odd(a*),which is not possible. Thus 
discarded. 
ii) One vertex belongs to Even(a*) and three vertices belong to 
Odd(a*), this is. not possible as three vertices that belong to Odd(a*) 
are not adjacent. So discarded. Similarly, if two vertices belong to 
Even(a*) and two vertices belong to Odd(<7*), then two vertices that 
belong to Odd(CT*) are not adjacent. This is not possible. 
iii) Three vertices belong to Even(a*) and one vertex belongs to 
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Odd(a*). Then there are two subcases: 
a) A vertex V2 of degree 5 belongs to Odd(a*), then V2 is 
adjacent to vi and V3. So V] and V3 can not lie in Odd(<7*). 
Thus, vi and V3 lie in Even((T*). This implies five vertices 
of rising sun lie in Even(a*). This is not possible as it 
induces Ks. 
b) A vertex V4 of degree 4 belongs to Odd(a*), then V4 is 
adjacent to all three vertices of cc in Even(cr*). 
Moreover, vertex V4 is adjacent to vertex V3 and V3 can 
not belong to Odd(a*) so it belongs to Even(a*). This 
implies that vertex V4 is adjacent to four vertices of 
Even(CT*) inducing Ks, which is not possible. Thus 
discarded. 
iv) All the vertices vi, V4, V5 and V7 belong to Even(a*). 
Therefore, V{cc) of rising sun lie in Even(a*). This completes the proof D 
Next result deals with the fixed vertex VQ in .^ 3 and rising sun. 
Theorem 2.24. Let G be a sc chordal graph on n = Ak+ \ vertices and star cp 
a*. Then for the fixed vertex VQ 
i) vo ^ 53 
ii) vo i rising sun. 
Proof. Let VQ be the fixed vertex of G, then by Theorem 2.22, VQ e Even(a*) 
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and vo e Odd(a*). 
i) If Vo e 53, then VQ = V) (or V3 or V5) or VQ = V2 (or V4 or ve), see figure-2.7. 
Let Vo = vi (or V3 or V5). Now VQ e Even(a*) and V2,V4,V6 e Even(a*) by 
Theorem 2.23. Vertex VQ is adjacent to V2, V4 and ve, as vertices of Even(cr*) are 
mutually adjacent inducing ^4. which is not possible. Thus VQ ^ vi (or V3 or V5). 
Again if VQ = V2 (or V4 or v^). Since V{cc) lie in Even(cT*), so vertices VQ, 
V4 and V6 are mutually adjacent. Moreover, VQ is adjacent to V) and V3, none of 
which can belong to Even(a*), as it induce a Kn, « >3. So vi,V3 e Odd(a*),also 
Vo e Odd(a*) so vo cannot be adjacent to vi and V3, this implies that VQ ^ V2 (or 
V4 or ve). This proves the first part of the Theorem. 
ii) If VQ e rising sun, then VQ = V| (or V3 or vg) or vo = V2 (or v-i) or VQ = V4 (or 
V5). Suppose Vo = vi (or V3 or vg) since V{cc) of rising sun lie in Even(a*) => 
V2,V4,V5,V7 e Even(a*). Also VQ 6 Even((7*), this induces ^"5, which is not 
possible. Hence VQ ^ v\ (or V3 or v^). 
Again, if VQ = V2 (or v?) => vo,V4,V5,V7 e Even(cr*). VQ is adjacent to vi and V3, 
none of them belongs to Even(cr*). So both the vertices belong to Odd(o*). 
Moreover, VQ e Odd(cF*) so vo cannot be adjacent to Vi and V3. Thus VQ ^ vj 
(or V7). 
Again, VQ = V4 (or V5) => vo,V2,V5,V7 e Even(a*). Now, VQ is adjacent to V3, so V3 
belongs to Odd(a*). Moreover, vo e Odd(a*) so VQ cannot be adjacent to V3. 
Hence vo ^  V2 (or V7). Hence the result. D 
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Next Theorem deals with the number of vertices of ^3 and rising sun 
belonging to Even(a*) and Odd(a*). 
Theorem 2.25. For a sc chordal graph G with n = 4korn = 4k+ I vertices and 
star cp o* 
i) Number of vertices of rising sun which lie in Even(cr*) = 4, 
Number of vertices of rising sun which lie in Odd(cr*) = 3. 
ii) Number of vertices of ^3 which lie in Even(a*) = 3, 
Number of vertices of ^3 which lie in Odd(o*) = 3. 
Proof, i) By the Theorem 2.23, V{cc) of rising sun e Even(c7*). This implies 
that four vertices of rising sun lie in Even((7*). Now, if possible, one more 
vertex of rising sun belongs to Even(cr*), then it induces K5 in G. This is not 
possible, as rising sun does not contain Ks as an induced subgraph. So exactly 
four vertices of rising sun belong to Even(a*). Since G can be partitioned 
uniquely into two parts, so the remaining vertices of rising sun belong to 
Odd(a*), which proves the part i). 
ii) Part ii) can be proved with the help of similar arguments as given in part i). 
Hence the result. D 
Now, we transform sc chordal graph G into a new graph by partitioning 
G into two parts: first part contains the vertices of Even(a*) and second part 
contains the vertices of Odd(o*) and define the adjacency between the vertices 
of Even(a*) and Odd(cr*) in a new graph as follows. 
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a) For a vertex u e Even(CT*) and a vertex v e Odd(0*), there is an 
edge uv in a new graph if and only if wv e E. 
b) The vertices of Even(a*) and Odd(a*) are non adjacent in the new 
graph. 
For example, consider the following sc chordal graph G which has star 
cp a* = (vi,V4,V5,vg) (v3,V6,V7,V2). Vcrtcx set of Even(CT*) = {v2,V4,V6,vg} induces 
a Kn, vertex set of Odd(a*) = {vi,V3,V5,V7} induces a stable set. Now, we 
partition the graph G and define adjacency by rule a) and b) mentioned above, 
we get the following new graph BQ of the graph G. 
Vl 
Vj C = > 
Baie.) BG(O) 
Figure-2.8 
The new graph obtained is called bipartite transmormation of G. For the 
sake of simplicity we denote first partition of BQ as B^e) and second partition 
of 5G as BG(O). Note that the vertices of Bde) are mutually adjacent in G and 
vertices in BQ(O) are mutually non adjacent in G. Also note that only those 
edges of G are present in Be for which one vertex lie in 5G(e) and other vertex 
lie in 5G(O). E(BG) denotes the edges of 5G. 
Next result deals with the behaviour of VQ in a BQ of sc chordal graph G 
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with n = 4k+ 1 vertices. 
Theorem 2.26. Let G be a sc chordal graph on n = 4A: + 1 vertices and star cp 
o*. Then the fixed vertex VQ of sc chordal graph is isolated vertex in BQ. 
Proof. Let G be a sc chordal graph on n = 4k+\ vertices and star cp a*. Let 
vertex set of G be {vo,vi,..., V4k}, then Even(cr*) = Bde) induces maximum 
clique of size 2k+\ in G and Odd(a*) = 5G(O) induces maximum independent 
set of size 2A: + 1 in G. By Theorem 2.22, VQ is common in both set of vertices. 
Let VQ, V], V3,..., V4k.i are the vertices of Odd(cr*) and VQ, V2, V4,...,V4k are the 
vertices of Even(a*). Now voVi,voV3,voV5,voV7,...,voV4k.| i E{BQ) as 
vo,vi,V3,V5,V7^ ...,V4k.i is independent set. Moreover voV2,voV4,voV6,voV8,...,voV4k ^ 
E{BQ), by the definition of 5G (rule b)). So VQ is isolated vertex in BQ- • 
Remark: So while constructing 5G of G on n = 4A: + 1 vertices, we do not take 
vo into consideration. 
Next, we obtain a result that relates S^, rising sun in G and its 
corresponding subgraph in BQ. 
Theorem 2.27. Let G be a sc chordal graph with n = '\kor n = Ak+ 1 vertices 
and star cp o*. Then G has an induced subgraph isomorphic to 53 if and only if 
BQ has Cg as an induced subgraph. 
Proof. Let G be a sc chordal on « = 4^ or « = 4^ + 1 vertices and BQ be its 
bipartite transformation. Assume that G has induced subgraph isomorphic to ^3. 
Then by Theorem 2.23, V{cc) lie in Even(a*) => V2,V4,V6 e BQ{e), See figure-
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2.9 . By Theorem 2.25, vi,V3,v5 e Odd(a*) => vi,V3,V5 e BQ{O). 
cc 
Boie) " " Bo(o) 
Figure-2.9 
Now the edges viV2,V2Vj,V3V4,V4V5,V5V6,V6V| e E{BQ). Clearly it induces Ce 
in BQ. TO prove converse, let vertices vi, vi, V3, V4, V5 and v^  induce C(, in 5G, 
then there is only one possibility that three vertices of Ce belong to BQ{e) and 
the remaining three vertices belong to BQ{P). Since the vertices that lie in Bcie) 
are mutually adjacent in G. So vertices V2, V4 and ve induce KT, in G. Again these 
vertices are alternate in cycle. Hence vertices v\, vj, V3, V4, V5 and ve induce a 
graph isomorphic to '^3, see figure-2.10. Hence the result. D 
Figure-2.10 
Theorem 2.28, Let G be a sc chordal graph with n = Akorn = Ak+ 1 vertices 
and star cp a*. Then G has an induced subgraph isomorphic to rising sun if and 
only if 5G has Pj as an induced subgraph. 
Proof, Let G be a sc chordal graph on t^ = Ak ox n = Ak+ \ vertices and BQ be 
its bipartite transformation. Suppose that G has rising sun as an induced 
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subgraph, then by Theorem 2.23 and Theorem 2.25, vertices V2,V4,V5,V7 e BQ{e) 
and vertices vi,V3,V6 e BG{O). NOW from the rising sun vertex V5 is adjacent to 
V6, V6 is adjacent to V7, V7 is adjacent to vi, vi is adjacent to vi, V2 is adjacent to 
V3 and V3 is adjacent to V4 this adjacency relation induces P7 in 5G-
Figure-2.11 
Conversely, let there exists P-j as an induced subgraph in BQ, then there are two 
possibilities. 
i) 4 vertices of P7 lie in BQ{e) and 3 vertices of Pj lie in 5G(O) as shown in 
figure-2.12. 
Since all four vertices of ^cCe) induce a Ki^ in G. Thus, in this case the vertices 
of P7 in BQ induce rising sun in G. 
ii) 3 vertices of P-j lie in BQ{e) and 4 vertices of P^ lie in BQ{O) as shown in 
figure-2.13. 
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Bo(e) Bd.0) BG 
Flgure-2.13 
Since the vertices V2,V4 and V6 are mutually adjacent and vertices V], V3, V5 and 
V7 are mutually non adjacent in G, so we get the following subgraph induced by 
Pi of 5G in G. 
Clearly it is a co-rising sun. By Lemma 2.2, <a*(F(co-rising sun))> is an 
induced subgraph isomorphic to rising sun. Therefore, existence of induced P-] 
in BQ such that three verices of P-j are in B(^Q) and four vertices of P7 are in 
BG{O) implies that there exists an induced rising sun in G. So, it is clear from 
both the cases that P? in BQ always contributes an induced rising sun in G. 
Hence the Theorem. D 
Combining last two Theorems, the following result is immediate. 
Theorem 2.29. Let G be sc chordal graph with n = Ak or n = Ak+ 1 vertices 
and star cp a*. Then G has an induced subgraph isomorphic to '^3 or rising sun 
if and only if 5G has C^ or Pj as an induced subgraph respectively. 
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Finally, we have the following Theorem that relates sc chordal and sc 
comparability via bipartite transformation of sc chordal graph. 
Theorem 2.30. Let G be a sc chordal graph with n = 4A; orn = 4A: + 1 vertices 
and star cp o*. Then G is comparability if and only if BQ has no induced 
subgraph isomorphic to Ce or P-j. 
Proof. Proof follows from Theorem 2.16 and Theorem 2.29. D 
2.4 Sc comparability graphs and triangulation 
A triangulation of a graph G is a graph H on the same vertex set as G that 
contains all edges of G and is chordal. A minimal triangulation of G is a 
triangulation 7/such that the set E(H)-E(G) is minimal w. r. t. inclusion. 
Let G be a graph. A set F of edges is called a chord cover of G if F fl £ 
= (j) and if every induced Ck of G with k>4 has a chord in F. A minimal chord 
cover of G is a chord cover that is minimal w. r. t. inclusion. 
Let G be a graph. The minimum fill or chordal completion number 
ccn{G) is the minimum number of the edges that must be added to G to obtain a 
chordal graph, i.e., 
ccn (G) - min {\E{H) - E{G) \:His chordal, E{G) e E(H)}. 
The interval graph completion number icniG) is the minimum number 
of edges that must be added to G to obtain an interval graph, i.e., 
icniG) = min {|£(//) - EiG) \:His interval, E{G) e E{H)}. 
It has already been shown that sc comparability graph contains only Cj, 
or C4 as a induced cycle so while triangulating the sc comparability graphs we 
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have to cover only C^s. Mohring [119] showed the following resuh for AT-
free graphs. 
Theorem 2.31 [119]. Let G be a AT-free graph and let F be a minimal chord 
cover of G. Then / / = {V,E\J F)\s again AT-free. 
Lekkerkerker and Boland [97] demonstrated the importance of 
asteroidal triple in the following Theorem. 
Theorem 2.32 [97]. A graph is interval graph if and only if it is chordal and 
AT-Free. 
Next result is obtained for minimum triangulation of sc comparability 
graph, which states that. 
Theorem 2.33. Let G be a sc comparability graph. Then minimum 
triangulation of G is interval. 
Proof. Suppose G is a sc comparability graph. By Theorem 2.5, G is AT-free. 
Let F be a minimal chord cover, which contains all the chords covering C4's for 
triangulating G. Then by Theorem 2.31, / / = (F, E KJ F) is again AT-free. 
Hence the resulting graph H is AT-free and chordal, since all the C4's are 
covered. Thus by Theorem 2.32, H is interval graph. D 
The following Theorem due to Mohring [119] gives the relation between 
ccn{G) and icn{G) for AT-free graphs. 
Theorem 2.34 [119]. Let G be a AT-free graph. Then ccn{G) = icn(G). 
From the above Theorem we get the Corollary for sc comparability 
graphs. 
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Corollary 2,35. Let G be a sc comparability graph. Then ccn{G) = icn(G). 
Proof. Since sc comparability graph is AT-free, so by Theorem 2.34, ccn{G) = 
icn(G). • 
Next we give the result which gives the relation among ccn{G), icn{G) 
and number of C4. 
Theorem 2.36. Let G be sc comparability graph. Then ccn(G) = icn{G) < 
number of C4 in G. 
Proof. Let G be sc comparability graph so by Theorem 2.6 only allowed 
induced cycles are C3 or C4. If G contains only C3 as an induced cycle then 
there is nothing to prove. 
Suppose G contains C4, i.e., it is weakly chordal, so chords are needed to cover 
only C4's to make G chordal. If every pair of C4's meets at edge or meets at 
vertex or is disjoint, see figure-2.15 (a)-(c), then one chord is required to cover 
each C4. In this case, the total number of chords required is equals to the 
number of C4, i.e., ccn{G) = number of C4 in G. 
Again, if any pair of C4's meets at non edge, see figure-2.15(d)-(e), then one 
chord is required to cover the pair of C4's. So the total number of chords 
required is less than the number of C4 in G. i.e., ccn{G) < number of C4 in G. 
Thus, ccn{G) < number of C4 in G. 
T T T T ** " 
• i i 1) • • 
(a) (b) (c) 
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(d) 
Figure-2.15 
Again by Corollary 2.35, for sc comparability graph G, ccn(G) = icn{G). 
Hence ccn{G) = icn(G) < number of C4 in G. D 
Remark 2. In particular, ifG contains only C3, i.e., G is sc chordal then number 
ofC4 = zero. Hence ccn(G) = icn(G) = number ofC4 = zero. 
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Chapter 3 
Some algorithms on self-complementary comparability and 
self-complementary chordal graphs 
In this chapter, we develop the following algorithms for some classes of sc 
perfect graphs. 
a) A recognition algorithm for sc comparability graphs is 
presented. 
b) A simple recognition algorithm and an algorithm for 
generating PEO for sc chordal graphs are proposed. 
c) Two recognition algorithms for sc chordal comparability 
graphs are designed. First algorithm is based on Theorem 2.30 
while the other algorithm uses the property of vertices of 
Odd(a*) which are simplicial in a sc chordal graph. 
The rest of the chapter deals in the following way. In Section 3.3, we 
develop an algorithm to recognize sc comparability graphs. In Section 3.4, we 
obtain catalogue of sc comparability graphs while in section 3.5, we discuss 
recognition algorithm for sc chordal graphs and also propose two recognition 
algorithms for sc chordal comparability graphs. An algorithm for generating 
PEO for sc chordal graphs is also presented in the same section. Section 3.6 
contains a catalogue for sc chordal and sc chordal comparability graphs. 
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3.1 Introduction 
In past many researchers [71], [83], [107], [108],] and [159] developed distinct 
approaches to the problem of transitive orientation and recognition of 
comparability graphs. Infact, there are mainly three approaches to recognize 
comparability graphs. 
(1) G-Decomposition based approach due to Golumbic [71]. 
(2) Modular decomposition based approach due to Spinrad & McConnell 
[107], [108],] and [159]. 
(3) Partition refinement based approach due to Habib et al. [83]. 
The fundamental difference between the Golumbic and other two 
approaches is that the resulting orientation in Golumbic approach is transitive, 
if the algorithm terminates successfully. While in (2) and (3), algorithms 
compute the orientation. If input graph is comparability then this orientation is 
transitive otherwise the orientation is not transitive. So we have to check 
separately whether an orientation is transitive or not, which can be done in 
0{n-^^) as given in [83], [107] and [159]. So for the sake of simplicity, 
recognition of comparability graphs can be divided in two stages 
(1) Orientation of the given graph. 
(2) Checking transitivity of the orientation. 
However, in Golumbic's approach the second stage is not required. In the 
following table 3.1 we note these approaches with their time complexities. 
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Different approaches with their time complexTwgs 
Approaches ^ 
1 Steps 
Step J 
Orientation 
Step 2 
Checking the transitivity 
of the orientation 
G -Decomposition 
\Golumbic\ 
*0(5m) [71] 
Not required 
Modular Decomposition 
{Spinrad\ 
Of>7+OT;[107]and[108] 
O(n') [159] 
Or«"'"; [107], [108] and 
[159] 
Partition 
Refinement 
[Habibetal] 
0(n+m logn) [83] 
Oin''") [83] 
*Where 5 is the maximum degree of a vertex and m is the number of edges. 
Table-3.1 
The central structure of Golumbic's theory is G-decomposition. This is a 
partition of edges into so called implication classes which determines transitive 
orientation. The central concept in Spinrad approaches is the computation of 
input data structure for proper orientation, called Modular decomposition, 
which is a recursively defined tree-representation of G. Modular decomposition 
was first found by Gallai [62] in 1967 while investigating comparability 
graphs. The bottleneck step of these algorithms is checking the orientation for 
transitivity. 
Recall that, a chordal comparability graph is a graph which is both 
chordal and comparability. Chordal comparability graphs have been studied by 
Hsu [90] and Ma [105]. Ma and Spinrad [105] presented a linear time 
algorithm for determining whether a oriented chordal graph is transitive, which 
yields an 0(«^) algorithm for recognizing chordal comparability graphs. Later, 
Hsu and Ma [90] proposed a linear time algorithm to transitively orient prime 
chordal graphs based on substitution decomposition of chordal graph, which 
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together with algorithm discussed in [105] give linear time algorithm for 
recognizing chordal comparability graphs. Borie and Spinrad [15] gave method 
for construction of elimination scheme for chordal comparability graphs. 
3.2 Transitivity of oriented complete graph (tournament) 
Our proposed algorithm for the recognition of sc comparability graph also uses 
the concept of transitive oriented complete graph, so before developing 
algorithm, we first give an algorithm to check whether oriented complete graph 
is transitive or not. For this we need the following result. 
Theorem 3.1 [70]. Let F be an orientation of the complete graph K„ Then the 
following statements are equivalent: 
1) F is transitive tournament. 
2) F is acyclic. 
3) The vertices can be linearly ordered [vi, V2,...,v„] such that v,has in-degree 
/ - 1 in F , for all /. 
4) v,vy e F if and only if/ <j. 
By above Theorem it is obvious that for checking the transitivity of any 
oriented complete graph, we just have to check the acyclicity of the oriented 
graph. Moreover, this Theorem provides us a linear time algorithm for 
recognizing transitive tournament by just counting indegrees or outdegrees of 
vertices. The algorithm is given below. 
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Algorithm: Check-Transitivity 
Input: An oriented complete graph. 
Output: ''Yes" if orientation is transitive; 'Wo" otherwise. 
Stepl: calculate in-degrees/out-degrees of each vertex. 
Step2: look for duplicates among the in-degrees/out-degrees. 
Step2: If no duplicates found then 
return "Yes". Else return 'Wo". 
End if 
3.3 Recognition of sc comparability graphs' 
The proposed recognition algorithm is divided into two stages. In first stage, 
we orient the graph and in second stage, we test the transitivity of orientation of 
graph. To orient the graph (first part), we use algorithm given by Spinrad [108], 
which has linear time complexity. For second part (checking transitivity) we 
use the Theorem given by Dushnik and Miller [48] for conjugate partial order. 
We first prove the converse of the Theorem, then using these Theorems, we 
present an algorithm to check the transitivity of orientation of sc graphs in 
0{n + m) time complexity. We start with the following basics. 
If P and Q are two systems on the same set of elements of V, then A = P 
~^ Q "" Q '^ P will denote the system which contains those and only those 
ordered pairs which occur in either P or Q. 
Let P and Q be two partial orders on same set of vertices V and suppose 
that every pair of distinct elements of V is ordered in just one of these partial 
' Presented at 12"" Annual Conference ofVijnana Parishad of India Jodhpur (INDIA) 25-27* Oct. 2007 
(submitted for publication). 
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orders. Then P and Q are known as conjugate partial orders [48]. 
In others words, if either x^yoxy-^x\s\x\P then neither x -> >' nor 3; ^ x is 
in Q. Then P and Q are known as conjugate poset. A partial order is called 
reversible if and only if it has conjugate. 
Throughout the chapter, system is an oriented graph without loops and 
multi-edges. Partial order is transitively oriented graph. Linear order (so 
linear extension) is same as transitive tournament. 
We take A\ - F +H,A2= F +H*, where H* is obtained by reversing 
the direction of H , also we assume that orientation of comparability graphs is 
always transitive. 
Dushnik and Miller [48] gave the following Lemma for partial order 
having conjugate. 
Lemma 3.2 [48]. If the partial order P has conjugate Q. Then 
PO]=P+Q and 
P02 = P + Q* 
are both linear extension (linear order) of P, where Q* is obtained by 
inverting the direction of Q. 
It is to be noted here that linear extension of P is itself a linear order 
hence any two elements are comparable, i.e., for any pair (x, y) either x ^ ;^  or 
y -^ X. We use Lemma 3.2 as a main tool in recognition of sc comparability 
graphs, but first we give the simplified version of Lemma 3.2 in terms of 
graphs. 
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Corollary 3.3. Let G be a sc comparability graph with transitive orientation F. 
Then both A \ and A2 give transitive tournaments. 
Proof. Let G be a sc comparability graph so there exist a transitive orientation 
F. Since G is sc so its complement G is also comparability, thus there exist 
transitive orientation say H of G. By the definition of conjugate partial order, 
F and H both are conjugate partial orders to each other. Hence by the Lemma 
3.2 
A\ = F + H, A2= F + H* are transitive tournaments. 
Where H* is obtained by reversing the direction of / / . D 
The Corollary 3.3 guarantees that if the input graph is sc comparability 
then both ^1 and Aj are transitive tournaments. But if we have a sc graph which 
is not comparability, then we have to make sure that the either y4i or A2 fails to 
give the transitive tournament. Hence we have the following result. 
Theorem 3.4. Let G be a sc graph which is not comparability with orientation 
F. Let H be the orientation of G. Then either y4| or ^2 fails to give transitive 
tournament. 
Proof. By the definition of transitive orientation \fx-^y and >; -> z are the 
oriented edges of a graph then there exists an oriented edge jc ^^ z. Since G is 
not comparability, so there is a violation of transitivity in orientation F of G, 
which can take place in following two ways. 
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X 
/ '^ 
"^  r ' 
^ ^ 
y 
ii) 
Figure-3.1 
X 
^ 
y 
^ 
^ 
Z 
i) 
Case i): If there exist an oriented cycle in F then both A\ "^ F + H, Aj^ F 
+ H* contain this oriented cycle. Hence A\ and A2 are not transitive 
tournaments. 
Case ii): Let the orientation F of G contains x-> >>—> z, then there exist an edge 
between vertices x and 2 in G, which can be oriented as either jc —> z or z -> x. 
Let X -> z be in H then there is no violation of transitivity in ^1 = F +H. But 
in H* the orientation between the vertices x and z is z—> x (by inverting the 
direction). So there is violation of transitivity among the vertices x, y and z as 
oriented cycle is generated in A2 as shown in figure below. 
edges xy, yz E. G, xz E G 
Figure-3.2 
SoA2=F+ H* fails to give a transitive tournament. 
Hence we can conclude that if the graph is not comparability then at least one 
of the ^ 1 or ^ 2 fails to give transitive tournament. Hence the result. D 
Next, we give a necessary and sufficient condition for a sc graph to be 
comparability with fixed orientation. 
Theorem 3.5. Let G be a sc graph with orientation F. Then G is comparability 
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if and only if both 4^] and ^ 2 give transitive tournaments. 
Proof, Necessity follows from Corollary 3.3. 
For sufficiency, let G be a sc graph with an orientations Fand HonG andG 
respectively. 
Suppose A] = F + H andA2= F+ H* (1) 
are transitive tournaments. We show that G is comparability graph with 
transitive orientation F. 
Assume that G is not comparability graph, so is G. Hence both orientations 
F,H are not transitive. So by Theorem 3.4 both A\ and A2 can not give 
transitive tournaments at a time, i.e., at least one of them violates the 
transitivity, which contradicts the equation (1). So our assumption that G is not 
comparability graph is wrong. Thus G is comparability graph. This proves the 
Theorem. D 
The Algorithm 
Now, we are in a position to give recognition algorithm for sc comparability 
graphs, which works as follows: It takes sc graph as an input and uses 
algorithm given by Spinrad [108], as a subroutine to orient the sc graph in 
0(« + m). Next, it orients G to obtain H as if x - ^ j ' in G then o{x) -^ o(y) in 
G by replacing x by o(x) and y by o(y) in adjacency list of F . Then algorithm 
obtains tournaments A^ = F + H and ^2 = ^ + H*. Next, it checks the 
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transitivity of ^i and A2. If both A\ and A2 are transitive tournaments, then it 
returns "Yes", otherwise "No". Our algorithm also invokes a procedure Check-
Transitivity which, given a complete oriented graph (tournament) checks the 
transitivity of tournament. The algorithm Rec-scComparability relies on 
Corollary 3.3, Theorem 3.4, and Theorem 3.5. The algorithm is as follows. 
Algorithm: Rec-scComparability 
Input: A sc graph G with cp <y. 
Output: ''Yes"" if the input graph is comparability; ''No" otherwise. 
Stepl. Transitively orient G using algorithm in [108] to obtainF. 
— —» 
Step2. Orient G to obtain H as follows: 
if J: -> >' in G then 
o{x) -> oiy) in G by replacing x by o(x) and y by a{y) in 
adjacency list of F. 
Step3. obtain tournaments A] = F + H and ^2 = F+ H*. 
Step4. status =Check-Transitivity {A\) and Check-Transitivity {A2). 
Step5. If status = true then 
return "Fe^". 
Else 
return 'Wo". 
End if 
The following result shows the validity of the algorithm Rec-
scComparability. 
Theorem 3.6. Algorithm Rec-scComparability can check whether input graph 
is a comparability or not correctly. 
62 
Chapter 3 Some algorithms on sc comparabilitv andsc chorda! p-aphs 
Proof. Let us input a sc graph. The above algorithm orients the graph and its 
complement to produce A\ and Aj. Theorem 3.5 makes sure that if both ^i and 
Ai produce transitive tournaments then input sc graph G is comparability. If 
any of them fails to give transitive tournament then input sc graph is not 
comparability. This verifies the validity. J 
For computing the time complexity of the algorithm Rec-
scComparability, we need the following Theorem that shows that tournaments 
A\ and A2 can be obtained from orientationsF, H in linear time. 
Theorem 3.7. Let G be a sc graph with orientations F and H on G andG. 
Then A] = F + H and A2= F + H* can be computed in linear time. 
Proof. Let F and H be orientations on G and G, represented by adjacency 
lists. We can move through vertex w G adj (v) for each v E V'm Hand add w at 
—> 
the end of the adjacency list for corresponding vertex (v) in F .In this way we 
add all the vertices of Hin F togetA\-F + H. For moving through whole 
adjacency list of if, we have time complexity EVGI/^^M"^ 0(m). Adding a 
vertex in F requires constant time. This can be achieved by using extra 
variable which stores the address of last vertex in adjacency list for each vertex 
V G Fin F. Hence ^1 can be obtained in linear time. Similarly we can compute 
A2 in linear time. j 
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Complexity. 
The time complexity of algoritlim Rec-scComparability can be computed in the 
following steps. 
Step 1: It requires to obtain transitive orientations (possibly)Fof G and Hoi 
G. This can be done in total time complexity of 0{n + m) by using an 
algorithm given in [108]. 
Step 2: We just have to reverse the orientation of H to obtain H*. It can be 
done in linear time. 
Step 3: It requires to combine F and H to obtain complete oriented graph^|. 
Similarly F and //* can be combined to obtain complete oriented graph Ai-
These can be done in linear time by Theorem 3.7. 
Step 4: It requires checking the transitivity of ^i and A2 which can be done in 
linear time by using algorithm check-transitivity. 
Step 5: It takes constant time to check whether status is true or not. 
Hence the overall time complexity for the algorithm Rec-scComparability is 
0{n + m). 
Now, we demonstrate the algorithm Rec-scComparability on following 
two examples. 
Consider an sc graph with 8 vertices, which has cp cr = (vi,V2,V3,V4) 
(V5,V6,V7,V8). 
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Step 1: Orient G to obtain F and use op a to obtain H of G 
Vs V7 
Figure-3.3: Graph G with orientation F 
To obtain orientation inG, we give orientation f7(vj) -^ cKVj), whenever tiiere is 
oriented edge Vj -> Vj in G. 
V? V5 
- • 
Figure-3.4: Graph G with orientation H 
—r — r — * 
Step 2: Obtain H* by reversing the orientation of / / . So the H* is V3 -^ V2, V3 
-^ V6, V3 - > Vg, V3 - ^ Vi, V3 ->• V5, V3 - ) • V7, V8 - > V,, V5 ->• Vg, V5 -^ V7, V6 - ^ V7, V4 
^ V|, V6-> V,, V5-> V|, V7-> Vi. 
Figure-3.5: Graph G with orientation H* 
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Step 3: Obtain yli = F + H and A2= F +H*. It gives two complete oriented 
graphs as shown in figure-3.6 and figure-3.7. 
^ -
Figvre-3.6: Orienled complete graph Ai==F + H 
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V3 
Figure-3.7: Oriented complete graph A2 = F + H* 
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Step 4: Check the transitivity of A] and Aj by using algorithm 
Check- Transitivity. 
Vertices 
Vl 
V2 
V3 
V4 
Vi 
V6 
V7 
Vg 
Ai Out-degrees Ai 
7 
1 
0 
6 
2 
4 
5 
3 
1 
0 
6 
7 
4 
5 
3 
2 
We observe that there are no duplicates among the out-degrees of A\ and A2. 
Hence the graph is sc comparability. 
Consider an sc graph with 5 vertices (C5) which has cp cr = (vi) 
(V2,V3,V5,V4). 
Step 1: We orient G to obtain F and use cp a to obtain H of G 
To obtain orientation of G, we give orientation a(v,) -> a(vj), whenever there 
is oriented edge Vj -^ Vj in G. 
V5 • < • v j 
Figure-3.8: Graph G with orientation F and graph G with orientation H 
Step 2: Obtain H* by reversing the orientation of//. 
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V 5 » > • V2 
Figure-3.9: Graph G with orientation H * 
Step 3: Obtain/ii = F + H and.42 = F+ H*. It gives two oriented complete 
graphs. 
Figure-3.10: Oriented complete graphs A i = F + H and AT = F + H* 
Step 4: Check the transitivity ofA\ and Aj by using algorithm Check-
Transitivity. 
Vertices 
Vl 
V2 
V3 
V4 
Vs 
AI Out-degrees Ai 
2 
3 
2 
2 
1 
2 
3 
0 
2 
3 
We observe that there are duplicates among the out-degrees of both ^i 
and A2. Hence the graph is not sc comparability. 
3.4 On the catalogue compilation of sc comparability graphs 
Sridharan and Balaji [160] catalogued sc chordal graphs up to 13 vertices using 
existing catalogue of sc graphs. From the available catalogue of sc graphs at 
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most 12 vertices they locate those graphs which are chordal and obtain the 
catalogue of sc chordal graphs with at most 12 vertices. They also obtained the 
catalogue of sc chordal graphs with 13 vertices by giving a method for 
obtaining all non-isomorphic sc chordal graphs with Ak+\ vertices from the set 
of all non-isomorphic sc chordal graphs with Ak vertices. Table 3.2 shows 
catalogue of sc chordal graphs up to 13 vertices as reported in [160]. 
Number of vertices 
Number of non-isomorphic sc graphs 
Number of non-isomorphic sc chordal graphs 
4 
1 
1 
5 
2 
1 
8 
10 
3 
9 
36 
3 
12 
720 
16 
13 
5600 
16 
Table-3.2 
Using algorithms Rec-scComparability, we compile the catalogue of sc 
comparability graphs with at most 17 vertices from the available catalogue of 
sc graphs with at most 17 vertices. We found that there is only one sc 
comparability graph with 4 and 5 vertices. 
Figure-3.11 
There are following 4 non-isomorphic sc comparability graphs with 8 vertices. 
(a) (b) 
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Figure-3.12 
Figure-3.13 shows all 4 non-isomorphic sc comparability graphs with 9 
vertices. 
Figure-3.13 
Below we show all 14 non-isomorphic sc comparability graphs with 12 
vertices. 
(b) (c) 
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(d) (e) (f) 
(g) (h) (i) 
a) (k) (I) 
(m) (n) 
Figure-3.14 
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There are 31 non-isomorphic sc comparability graphs with 13 vertices. 
However, we are not showing these graphs here, the details of these graphs are 
with the author. Finally, we report a catalogue of sc comparability graphs in the 
following table-3.3. 
Number of vertices 
Number of non isomorphic sc graphs 
Number of non isomorphic sc 
comparability graphs 
4 
1 
1 
5 
2 
1 
8 
10 
4 
9 
36 
4 
12 
720 
14 
13 
5600 
31 
16 
703760 
842 
17 
11220000 
1056 
Table-3.3 
3.5 Recognition of sc chordal comparability graphs^ 
In this section, we propose two different algorithms for the recognition of sc 
chordal comparability graphs. First is to generate the recognition algorithm by 
taking the advantage of Theorem 2.30, which characterizes sc chordal graph to 
be comparability in terms of forbidden induced subgraphs of BQ, while for 
another we borrow the idea from Ma et al. [105]. First, we discuss recognition 
algorithm for sc chordal graph that is common in both the algorithms as a 
subroutine. 
3.5.1 Recognition of sc chordal graphs 
Balaji [162] characterized sc split graph in terms of degree sequence. 
Theorem 3.8[162]. Let G be a sc graph with degree sequence d] > d2> ... > 
d„. Then G is a split graph if and only if 
2],^, di = 61^ - 2k when n = 4k and 2 ] " d = 6k^ when n = 4k+ 1. 
• Submitted for publication. 
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Using above Theorem and Corollary 2.11, the following result is 
obvious. 
Corollary 3.9. Let G be a sc graph with degree sequence d\ > d2> ... ^ d„. 
Then G is a chordal graph if and only if 
,^ id, =6k - 2k when n = 4k and 2^._^di = 6k when n-4k+ \. 
Corollary 3.9 immediately provides us an algorithm for recognizing the 
sc chordal graphs in linear time. The algorithm works as follows. Input a sc 
graph, counts the degrees of each vertex and arrange the degree sequence in 
non-increasing order. Calculate the sum which is taken from 1 to 2k in the 
given degree sequence. Check, if sum = 6A:^  - 2k for 4k vertices or check if sum 
= 6^ for 4^+1 vertices. If the condition is satisfied then it returns "Yes" 
otherwise it returns "No". The algorithm is given below. 
Algorithm: Rec-scChordal 
Input: A sc graph G as an adjacency list or as an adjacency matrix. 
Output: '•'Yes" if sc graph is chordal; "A o^" otherwise. 
Begin: 
Calculate the degrees of each vertex. 
Sort the degrees in non- increasing order. 
For i==l to 2k do 
Sum = Sum + d[. 
Endfor 
If {no of vertices = 4^) then 
If (Sum = 6k^- 2k) then 
return "Fe^". 
Else 
return " No'". 
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End if 
Else 
If {sum - 6}^) then 
return ''Yes". 
Else 
return 'Wo". 
End if 
End if 
End: 
The following result justifies the claim of the algorithm Rec-scChordal. 
Theorem 3.10. Algorithm Rec-scChordal can check whether input graph is 
chordal or not correctly. 
Proof. Follows from Corollary 3.9. ~1 
Next, we discuss complexity of algorithm Rec-scChordal. 
Complexity. 
We can input a sc graph either as an adjacency list or as an adjacency matrix. 
In case of adjacency list, calculating degree of each vertex can be done 
in ^ adjiy) = 0{m) while calculating degree of each vertex in adjacency 
veF 
matrix can be done in 0(«^). Degree sequence of a sc graph contains n integers 
so it takes 0(«) time to sort the sequence in non-increasing order. Now, to get 
the sum of degrees upto 2k vertices requires 0(2A:) = 0(k) time. Moreover, to 
check the 'If Condition constant time is required. Hence the overall time 
complexity is 0(«+ m) in case of adjacency list and 0(«^) in case of adjacency 
matrix. 
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3.5.2 Working with BQ of sc chordal graph 
Since the first algorithm for the recognition of sc chordal comparability graphs 
uses the concept of BQ. SO first we give procedure how to work with BQ of the 
given sc chordal graph G. In fact, we do not construct BQ separately; instead we 
represent BQ by means of same adjacency list or adjacency matrix of G. For 
this purpose, we simply collect all the vertices at even position and odd 
position in star cp o* into two sets, say X and Y. Now, if G is input as an 
adjacency matrix then we consider row R[ V/eXand discarding remaining 
rows for consideration. Similarly for columns we consider column Cj ^ j eY 
and discarding remaining columns. In this way, the resultant matrix is 
equivalent to the bipartite adjacency matrix where bipartite adjacency matrix is 
{X, Y, E') such that X= BQ{e), Y= BQ{O), and E' is the set of edges whose one 
vertex lies in X and other lies in Y. Now in the case of adjacency list when we 
are required to work with vertices of ^  we only consider the adjacency lists of 
vertices of X and skip the adjacency lists of vertices of Y. Same procedure is 
applied when working with vertices of Y. We refer the above procedure as 
construct-BQ in the rest of thesis, keeping the point in mind that we are not 
really constructing BQ separately. Since star cp o* consists of n vertices so 
collecting the vertices into sets Xand Y take 0(«) time. 
Now, we will turn to the problem of recognizing sc chordal 
comparability graphs. First we discuss recognizing algorithm based on BQ. 
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3.5.3 Recognition of sc chorda! comparability graphs using 
Once the input sc graph is checlced to be a chordal graph, we can use Theorem 
2.30 to develop an algorithm for the recognition of a sc chordal comparability 
graph. Infact, the algorithm inputs the sc graph and checks whether it is chordal 
or not? If it is not, then the algorithm is terminated returning "No", otherwise it 
constructs ^G- Next, it checks whether BQ contains induced subgraph 
isomorphic to C(, or Pi, if it contains any of them as an induced subgraph then 
returns "No" otherwise returns "Yes". The whole procedure of algorithm is 
given below. 
Algorithm: Rec-scChordalComp-Bc 
Input: A sc graph G with star cp a*. 
Output: ''Yes" if input graph is chordal comparability; ''No" otherwise. 
Begin: 
Run Rec-scChordal on G. 
If G is chordal then 
Construct BQ. 
If there exists induced Cg or P-j as induced graphs in Be then 
return "No". 
Else 
return "Yes". 
End if 
Else 
return "No". 
End if 
End: 
Theorem 3.11. Algorithm Rec-scChordalComp-Bc can check whether an 
input sc graph is chordal comparability or not correctly. 
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Proof. Follows from Theorem 2.30. U 
Complexity. 
Clearly chordal graph can be checked in linear time using algorithm Rec-
scChordal. Moreover, the time complexity of checking whether BQ has an 
induced Cg or P-j is same as finding C^ or P7 in bipartite graph. Hence overall 
time complexity of the algorithm is equivalent to locating Cg or P•^ in any 
bipartite graph [136]. 
However, the algorithm takes higher time but it is quite simple to 
implement. Unfortunately, the bottleneck step of the above algorithm is to 
check whether BQ contains Ce or Pj [136]. 
Now, we demonstrate the algorithm Rec-scChordalComp-BQ with the 
following two examples. Consider the following sc graph on n =13 vertices 
given in figure-3.15 with a star cp cr* = (VQ) (vi V4V5VIOV9V8_V3V2,V]| V6^ V7_VI2) 
The given graph has degree sequence (9,9,9,9,9,9,6,3,3,3,3,3,3). Now, X/=i* '^'^  
54 and 61^ = 6(3)^ = 54 (as k = 3). Since X!-=V'= ^'^' * e graph is chordal. So 
Even(a*) ={vo,V2,V4,V6,vg,v,o,vi2} and Odd(cr*) ={ vo,vi,V3_V5,V7,V9,vn}. Next, we 
construct Be of the given graph that can be seen in figure-3.15. Note that VQ is 
not included in BQ AS it is clearly seen that BQ of G neither contains Cg nor Pj 
as induced subgraphs. Hence the algorithm Rec-scChordalComp-BG decides 
that given sc graph is chordal comparability. 
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Now, consider another sc graph on n = 12 vertices as given in figure-3.16 with 
a star cp CT* = (vi_V6_V7Vi2) (vn,V2V5_V8) (V3 vioV9_V4). The given graph has degree 
sequence (9,9,9,9,6,6,5,5,2,2,2,2). Hence, X/=V'= 48 and ek^-lh- 6(3)^ -2*3= 
48 (as k = 3). Since 2,=i'^'~ ^^ ' 2^' ^^e graph is chordal. So Even(cr*) = 
{v2,V4,V6,vg,Vio,vi2} and Odd{o*) = {vi,V3V5,V7,V9,vii}. Next we construct BQ of 
the given graph which can be seen in figure-3.16. As it is clearly seen that BQ 
of G contain Pj induced by vj, vi, V12, V5, vg, v-j and vg. These vertices induce 
rising sun in G (shown by bold lines). Hence the algorithm Rec-
scChordalComp-Bc decides that given sc graph is not chordal comparability. 
c=> 
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Since time complexity of algorithm Rec-scChordalComp-Bc is higher so there 
is a need to develop another algorithm to recognize sc chordal comparability 
graphs. We discuss this in section 3.5.5. 
3.5.4 A simple method to generate PEO for sc chordal graphs 
A simplicial vertex in a graph is a vertex v whose neighborhood JV(V) induces a 
clique. A co-simplicial vertex in a graph is a vertex v whose non neighborhood 
A'^ '(v) induces a stable set. \ perfect elimination scheme (ordering) PEO is an 
ordering of the vertices of a graph such that for each vertex v, the neighbors of 
V, which occur after v in the ordering, form a clique. Next result shows the 
behavior of vertices those belong to Odd(a*). 
Lemma 3.12. For a sc chordal graph with n - Ak ox Ak + 1 vertices, every 
vertex v e Odd(c7*) is simplicial. 
Proof. Let v € Odd(c7*), then v cannot be adjacent to any vertex w e Odd((7*), 
since the vertices of Odd(a*) are mutually non-adjacent. So v is adjacent to the 
vertices of Even (a*). Let v be adjacent to w\, W2,...,Wj in Even((7*). Since 
vertices of Even(a*) are mutually adjacent. So vertices w\, W2,...,Wj always 
induce a clique, i.e., N{v) always induce a clique. Therefore v is simplicial. This 
is true for any vertex of Odd (a*). Hence the result. 1 
Lemma 3.13. For a sc chordal graph with « = 4^ or 4^ + 1 vertices, every 
vertex v e Even(a*) is co-simplicial. 
Proof. Let v e Even(a*), then v is adjacent to remaining vertices of Even(a*), 
so non-neighbors of v always belong to Odd(a*). Suppose w\, W2,...,M>y are 
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non-neighbors of v. Since wi, W2,..., Wj belong to Odd(0*), they are mutually 
non-adjacent. So the non neighbors of v, i.e.,jV'(v) always induce stable set. 
Therefore v is co-simplicial. Hence the result. J 
Lemma 3.14. For a sc chordal graph with n = 4k+ \ vertices, fixed vertex VQ is 
always simplicial and co-simplicial as well. 
Proof. Since in a sc chordal graph with n = 4k+ 1 vertices, VQ is adjacent lo the 
all vertices of maximum clique of size 2«. So N(vo) always induces a clique. 
Hence VQ is simplicial vertex. Again, VQ is non-adjacent to the vertices of 
Odd(CT*), and vertices of Odd(a*) are mutually non-adjacent, so A'^ '(vo) always 
induces a stable set. Hence VQ is co-simplicial. D 
The following result is obvious. 
Theorem 3.15. Let G be a sc chordal graph with n = 4k vertices and star cp 
o*. Then {Odd(cF*), Even(cr*)} is perfect elimination scheme, where 
{Odd(a*), Even((7*)} is any ordering of vertices of Odd (CT*), then Even(CT*). 
On the basis of Theorem 3.15, a PEO for sc chordal graphs can be 
generated as follows. 
Algorithm: Generate-PEO 
Input: A sc chordal graph G with star cp a*. 
Output: PEO. 
Step 1: collect the vertices of star cp a* at even position into Even-Set 
and odd positioned vertices into Odd-Set. 
Step 2: arrange the vertices of Odd-Set in any order. 
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Step 3: arrange the vertices of Even-Set in any order. 
Note: For n = 4A; +1, the fixed vertex VQ can be placed at any position in elimination order. 
To illustrate algorithm, consider the sc chordal graph G as given in figure-3.17 
with a star cp CT* = (vo)(vi,vio,Vn,v7,V9,V6,V7,V4,V5,V2,V3,v,2) Even-Set 
={v2,V4,V6,V8,Vio,V|2}, Odd-Set= {vi,V3,V5,V7,v9,v,i}. Now consider vertex v,, the 
neighbor, A (^vi) = {v2,V6,vi2}. Clearly, N{v\) forms a clique. Similarly, it is clear 
from graph in figure 3.17 that neighbors of V3, V5, V7, V9, vn form a clique. So, 
we can delete these vertices in any order. We start with vertex V]. Next in the 
remaining graph G\, vertex V3 is simplicial, so it is deleted. Now vertices V5, V7, 
V9 and vii are deleted in similar fashion in the resulting graphs. Since all the 
vertices of Odd(a*) are deleted and the remaining graph, i.e., Gg is complete so 
all the vertices in Ge are simplicial. Thus, they can be put in any order. So 
perfect elimination order is(vi,V3,V5,V7,V9,v,,,vo,V2,V4,V6,V8,Vio,vi2), i.e., (vertices 
oi Odd-Set, VQ, vertices of Even-Set). Whole procedure is shown in figure-3.17. 
Figure-3.17 
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3.5.5 Recognition of sc chordal comparability graphs: another algorithm 
The incoming-neighbors of v are {w | wve F}, similarly the outgoing-
neighbors of v are {« | VM e F} . Consider an oriented complete graph. The 
violation of transitivity involving vertices x, y and z occurs when x -^y,y ^> z 
and z ^ X, i.e., oriented cycle. So acyclic oriented complete graph is always 
transitive. Moreover, if we make sure that the oriented graph is acyclic then 
only possibility that violates the transitivity is jc —> >^ , >^  —> z but no oriented 
edge between jc and z. So for checking the acyclicity of oriented graph, we use 
the very well known search method known as depth first search method, 
popularly referred as DFS. The most natural result of a DFS on a graph is a tree 
of the vertices reached during search, known as a depth-first tree. In depth-first 
tree, back edges are those edges (M,V) consisting a vertex u to an ancestor v. 
The following Lemma for oriented graphs fulfills our purpose [34]. 
Lemma 3.16[34]. An orientation f of a graph G is acyclic if and only if a DFS 
of F yields no back edges. 
Consider an oriented sc chordal graph with star cp o* which is acyclic. 
Then there is no violation of transitivity in a subgraph induced by Even(a*) 
because graph induced by Even(a*) is oriented complete graph and the only 
possible violation of transitivity in such oriented graph is oriented cycle which 
is not possible. Thus, if there is a violation of transitivity involving vertices ;c, >' 
and z then clearly the case is x —> >- -> z. 
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Since the end vertices of ^3 makes stable set and are neighbors of mid vertex of 
P3. Thus, we have following result. 
Lemma 3.17. Simplicial vertex cannot be mid vertex of P3. 
For a P3 [x^^] the ve rtex y g Odd(a*) as every vertex of Odd(a*) is 
simplicial vertex by Theorem 3.12 and simplicial vertex cannot be mid vertex 
of P3 by Lemma 3.17. Next, all the vertices x, y and z cannot belong to 
Even(<7*) as it induces clique. So the following two cases arise: 
i) X e Odd(0*) and> ,^ z e Even(a*) or z e Odd(a*) and x, y e Even(0*) 
ii) x,z e Odd(c7*) and_v e Even(a*) 
Hence, we have following result. 
Lemma 3.18. Let G be sc chordal graph with acyclic orientation F. If there is 
—> 
a violation of transitivity in F then at least one vertex of Odd{a*) must be 
involved in violation as an end vertex of oriented P^. 
So, for every vertex v e Odd(a*) we check whether v is involved in any 
violation of transitivity. If not, then delete the vertex v to get new reduced 
graph. Now, we have to make sure that deletion of v does not create any new 
violation of transitivity, for this we have the following result. 
Lemma 3.19. Let G be sc chordal graph with acyclic orientation^. If a vertex 
V e Odd(cr*) does not involve in any violation of transitivity, then deletion of v 
from G does not create a violation inF. 
Let w be the vertex with minimum out degree among all vertices with edges to 
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V and y be the vertex with minimum in degree among all vertices with edges 
from V. 
Now, it remains to check the transitivity condition for every v e 
Odd((7*). The following Theorem deals with the same. 
Theorem 3.20. Let G be sc chordal graph with acyclic orientation F. For a 
vertex v e Odd(CT*), there is a violation of transitivity involving v if and only if 
incoming-neighbors (w) ^ incoming-neighbors (v)\{w} or 
Outgoing-neighbors iy) ^ outgoing-neighbors {v)\{y} 
Proof. We prove the first condition only since the proof is essentially same for 
Outgoing-neighbors (y) ^ outgoing-neighbors (v)\{y}. Let a vertex v e 
Odd(cT*). Suppose w is a vertex of minimum out degree among vertices to v. if 
incoming-neighbors {M>) ^ incoming-neighbors (v)\{w}, then there exist a 
vertex x such that either 
i) X e incoming-neighbors (w) and >:^incoming-neighbors (v)\{w} 
ii) X e incoming-neighbors (v)\{w} and x^ incoming-neighbors (w). 
Suppose X satisfies condition i) then clearly {x,\v) {w,v) is a violation of 
transitivity involving v, i.e., v <— w <— x. 
Again, if x satisfies condition ii). Since v e Odd(o*), the A^ (v) induces a clique 
so X is outgoing-neighbor of w. Since w is of minimum out degree of any 
incoming-neighbors of v and (w,jc) is an oriented edge, there must be a vertex z 
such that z is outgoing-neighbor of x but not of w. This creates a violation as 
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iw, x) (x, z) are the oriented edges. 
Now, to prove the converse. Suppose there is a violation of transitivity 
involving ve Odd(<7*). Clearly a vertex v is the end vertex in the violation of 
transitivity. Assume the violation is v <— w <— x. Clearly there exist a vertex x, 
which is not incoming-neighbor of v\{w} but incoming-neighbor of (w). 
Similarly, if x is a vertex such that x e Odd(cr*) then clearly outgoing-
neighbors (x)\{w} ^ outgoing-neighbors (w). Hence the result. H 
Now, if equality holds in above Theorem, then the following result is 
obvious. 
Corollary 3.21. Let G be sc chordal graph with acyclic orientation F. For a 
vertex v e Odd(<7*), there is no violation of transitivity involving v if and only 
if incoming-neighbors (w) == incoming-neighbors (v)\ {w} or 
Outgoing-neighbors (y) = outgoing-neighbors (v)\{y}. 
Moreover it is clear that after running the DFS, if at any stage algorithm 
finds the oriented complete graph then at that point we can conclude that the 
orientation is transitive. 
The Algorithm 
We start by checking whether the input graph G is chordal. If it is not, then 
clearly G is not chordal comparability graph. Otherwise transitively orient the 
chordal graph and then run DFS to make sure that the orientation is acyclic. 
Next, for each vertex v e Odd(a*), check the transitivity conditions, if 
satisfied, delete the vertex v from Odd(a*) and repeat the procedure for 
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remaining vertices of Odd(f7*). If all the vertices of Odd(a*) are deleted 
successfully from the graph then the remaining graph is oriented complete 
graph, which is clearly transitive. Hence the algorithm concludes that the input 
graph is sc chordal comparability graph. The recognition algorithm works as 
follows. 
Algorithm: Rec-scChordalComp 
Input: A sc graph G with star cp (T*. 
Output; ''Yes" if input graph is chordal comparability; 'Wo" otherwise. 
Begin: 
Run Rec-scChordal on G. 
IfG is chordal then 
Transitively orient G, let F be the output. 
Run DPS on F . 
If there are no back edges then 
While there exist vertex v in Odd(c7*). 
w = min. out degree vertex among all vertices with edges to v. 
y = min. in degree vertex among all vertices with edges from v. 
//•(incoming-neighbors (w) it incoming-neighbors (v)\{w} and 
Outgoing-neighbors (y) ^ t outgoing-neighbors (v)\{y}) then 
return 'Wo". 
Else 
delete v from Odd(o*). 
End if 
End while 
Else 
return 'Wo". 
End if 
Else 
return "A^o". 
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End if 
End: 
Theorem 3.22. Algorithm Rec-scChordalComp can check whether input graph 
is chordal comparability or not correctly. 
Proof. Follows immediately from Theorem 3.20 and Corollary 3.21. J 
Complexity. 
Recognition of sc chordal graph can be done in linear time. Moreover 
orientation (possibly transitive) of chordal graph and running DFS takes 
0(« + m) time each, see [34] and [108]. Since for each vertex ve Odd {a*), the 
testing in the " i f statement takes time proportional to |A (^v)|, the algorithm Rec-
scChordalComp tests in linear time when an input sc graph is chordal 
comparability graph. 
To illustrate the algorithm Rec-scChordalComp, we consider the graph 
shown in figure 3.18(a) with a star cp a* = (VQ) (vi,V4,V5,V2,V7,V6,V3,vg). 
Figure-3.18 
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The degree sequence of the graph is (6,6,6,6,4,2,2,2,2). First, algorithm invokes 
subroutine Rec-scChordal, which decides the graph is chordal since X!/=i^'~ (^ 
+ 6 + 6 + 6) = 24 = 6it^  (as yt = 2). So Even(a*) = {vo,V2,V4,V6,V8} and Odd(o*) = 
{vo,vi,V3,V5,V7}. Next, algorithm orients the graph and obtains the orientation of 
graph as shown in figure 3.18(b). Since Odd((7*) = {vo,vi,V3,V5,V7}. We start 
with V = vo, we get w = Vf, and y = vg. Now, we calculate incoming-
neighbors(w), incoming-neighbors(v)\{H'}, outgoing-neighborsO^) and 
outgoing-neighbors(v)\ {y}. 
Incoming-neighbors {v^ = {v^}, incoming-neighbors (vo)\{v6} = {v4,V6}\{v6} = 
{V4}. Thus, incoming-neighbors (ve) = {V4} = incoming-neighbors (vo)\{v6}. 
Outgoing-neighbors (vg) = {V2} and outgoing-neighbors (vo)\{v8} = {v2,vg}\{vg} 
= {V2}. So outgoing-neighbors (vg) = {V2} = outgoing-neighbors (vo)\{vg}. 
Hence the vertex VQ satisfies the condition of transitivity. So the vertex VQ is 
deleted from the graphs figure-3.18(b) resulting the new graph shown in figure-
3.18(c). Now vertices vi, V3, V5 and v-j of Odd(a*) are deleted in the similar 
fashion. The whole procedure is shown in figure-3.18(b-g). Since all the 
vertices are deleted from Odd(cr*). Thus there is no violation of transitivity. 
Hence the algorithm decides that the input sc graphs chordal comparability. 
Let us take another example shown in Figure-3.19(a) with a star cp a* = 
(vi,vg,V7,V2)(v3,vio,V9,V4)(v5,vi2,vii,V6). The degree sequence of the graph is 
(9,9,8,8,7,7,4,4,3,3,2,2). First, algorithm invokes subroutine Rec-scChordal, 
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which decides the graph is chordal since X,=,^' = ( 9 + 9 + 8 + 8 + 7 +7) = 48 
= 6k^ - 2k (as k = 3). So Even(a*) = {v2,V4,V6,V8,vio,vi2} and Odd{o*) = 
{vi,V3,V5,V7,V9,vii}. Ncxt, algorithm orients the graph and obtains the orientation 
of graph as shown in figure-3.19(b). 
(a) Figure-3.19 
We start with v = vi, we get w = v^ and y = vj. Now, Incoming-neighbors (v^) 
= {V4}, incoming-neighbors (vi)\{vi2} = {V4}. Thus, incoming-neighbors (v^) 
= {V4} = incoming-neighbors (vi)\{vi2}. Again, outgoing-neighbors (V2) = {v6, 
vg, vio} outgoing-neighbors (vi)\{v2} = (|). 
So outgoing-neighbors (V2) ^ outgoing-neighbors (vi)\{v2}. Hence the vertex 
V| does not satisfy the condition of transitivity. Hence, the algorithm halts and 
returns the input sc graph is not chordal comparability. 
3.6 On the catalogue compilation of sc chordal and sc chordal 
comparability graphs 
Now, we compile a catalogue of sc chordal and sc chordal comparability with 
at most 17 vertices. Sc chordal graphs on 4 and 5 vertices shown in figure-3.11. 
All sc chordal graphs on 8 vertices are shown in figure-6.3(a-c). Sc chordal 
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graphs on 9 vertices are shown in figure-6.5. On « = 12 vertices, all sc chordal 
graphs are shown in figure-6.6. Figure-6.7 shows all sc chordal graphs « = 13 
vertices. Next, we found that graphs on 4 and 5 vertices shown in figure-3.11, 
are sc chordal comparability. Graphs shown in figure-3.12(a) and figure-
3.12(b) are sc chordal comparability graphs on 77 = 8 vertices. Sc chordal 
comparability on « = 9 vertices are shown in figure-3.13(a) and figure-3.13(b). 
Graphs in figure-3.14(a), figure-3.14(b) and figure-3.14(d) are sc chordal 
comparability on 12 vertices. Sc chordal comparability graphs on n =13 
vertices are shown in figure-6.7(a-b) and figure-6.7(m). In the table-3.4, we 
report the catalogue of sc chordal and sc chordal comparability graphs up to 17 
vertices. 
Number of vertices 
Number ofnon isomorphic sc graphs 
Number of non-isomorphic sc chordal 
graphs 
Number ofnon isomorphic sc chordal 
comparability graphs 
4 
1 
I 
1 
5 
2 
1 
1 
8 
10 
3 
2 
9 
36 
3 
2 
12 
720 
16 
3 
13 
5600 
16 
3 
16 
703760 
218 
22 
17 
11220000 
218 
22 
Table-3.4 
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Chapter 4 
On X-free self-complementary chordal graphs 
In this chapter, we deal with several subclasses of sc chordal graphs 
characterized by single forbidden induced subgraph. In particular, we study the 
following subclasses of sc chordal graphs. 
i) Chair-free sc chordal graphs. 
ii) H-free sc chordal graphs. 
iii) Cross (stari_ i i 2)-free sc chordal graphs. 
We obtain some results on these classes and an algorithm is proposed 
based on these results. The proposed algorithm recognizes these classes. 
The chapter is developed through the following sections. In section 4.2, 
we consider chair-free sc chordal graphs, H-free sc chordal graphs and cross-
free sc chordal graphs and obtain some results. In section 4.3, we propose an 
algorithm for the recognition of X-free sc chordal graphs, where X is chair or H 
or cross. Catalogue for X-free sc chordal graphs is reported in section 4.4. 
4.1 Introduction 
Let (^  be a family of graphs. A graph G is ^ -free if G contains no induced 
subgraph isomorphic to a member of ^ . Gem-free chordal graphs, iSa-free 
chordal graphs, claw-free chordal graphs are examples of subclasses of chordal 
graphs defined in terms of single forbidden induced subgraph. Howorka [89] 
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studied gem-free chordal graphs and gave several characterizations of these 
graphs, one of which is that they satisfy the following inequality for all vertices 
xuX2,y\ and>'2 
dcixhyi) dcixi^x) < doixi^T) dG(y\,y2) + ^G(-^I,J^I) ^Gfe,>'2)-
For this reason these graphs are called Ptolemaic graph after Ptolemy's 
Theorem, which states that the Euclidean distance, satisfy above inequality. 
Howorka also gave an efficient algorithm for the recognition of these graphs. 
5'3-free chordal graphs are studied by Chang and Nemhauser [18] and Bandelt 
and Mulder [4]. Claw-free chordal graphs were studied by Giuseppe 
Confessorea et al. [32]. For more subclasses defined in terms of single 
forbidden induced subgraphs, we refer to book [5]. There are several subclasses 
of chordal graphs characterized by collection of finite forbidden subgraphs. 
These classes were studied by Golumbic et al. [69] and Peled et al. [130]. In 
this chapter we restrict our study to sc chordal graphs characterized by single 
forbidden induced subgraph. The following graphs are frequently referred in 
this chapter. 
Vl • 
V2 V3 
V4 
(a) Chair = Fork 
V| 
V2 
fy 
V j 
V4 
(b) H 
• 
Xi 
yi 
• 
."' 
» 
m' m' 
(c) Cross = stari 112 
Figure-4.1 
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4.2 Chair-free, H-free, cross-free sc chordal graphs' 
The graph shown in figure 4.1(a) is known as chair (fork). A sc graph G is 
chair-free sc chordal if it is chordal and there is no induced subgraph of G 
isomorphic to the chair. We can consider chair as a P4 with one vertex adjacent 
to one of the mid vertices of P4. If we take vertex V2 as a root, then chair is 
stari 12- Recall that sc chordal graph can be partitioned uniquely into equal 
parts, so first we decide how many vertices of chair belong to each partition. 
The following results give the maximum number of vertices of chair that 
belong to Even(cT*) and Odd((7*) of sc chordal graph, remembering the fact 
that vertices of Even(a*) are mutually adjacent and vertices of Odd(0*) are 
mutually non adjacent. 
Lemma 4.1. For a sc chordal graph G with n = Ak ox n = Ak -^\ vertices and 
star cp a*, maximum two vertices of chair belong to Even(a*). 
Proof. As in chair the maximum clique is Ki, so the maximum number of 
vertices belonging to Even(a*) is two. D 
Lemma 4.2. For a sc chordal graph G with n = Akovn = Ak+\ vertices and star 
cp a*, maximum three vertices of chair belong to Odd(a*). 
Proof. Since in chair the size of maximum independent set is three so the 
maximum number of vertices that belongs to Odd {o*) is three. D 
Next, we consider the following possible cases for the vertices of chair. 
• Case I. At most one vertex lie in Even(cr*) and four or more vertices lie 
Submitted for publication 
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in Odd((7*). 
• Case II. Two vertices lie in Even(c7*) and three vertices lie in Odd(0*). 
• Case III. Three or more vertices lie in Even(a*) and two or less vertices 
lie in Odd(a*). 
In the light of Lemma 4.1 and Lemma 4.2, case I and case III are not 
possible. Thus, we get the following result. 
Theorem 4.3. For a sc chordal graph G with n = 4k or n = ^ k +\ vertices and 
star cp o*, i) Number of vertices of chair which lie in Even(cr*) = 2, 
ii) Number of vertices of chair which lie in Odd(a*) = 3. 
Now, h remains to get the vertices of chair belong to each partition. First 
we describe how the vertex of maximum degree in chair behaves by the 
following result. 
Lemma 4.4. Let G be a sc chordal graph with n = 4k or n = 4k +\ vertices and 
star cp o*. Then vertex of degree 3 of chair e Even(a*). 
Proof. Let G be a sc chordal graph with star cp a*. Suppose vertex V2 e 
Odd(0*). From the structure of chair, V2 is adjacent to vertices V], V3 and ;c, so 
vi,V3,x g .Odd(a*) as Odd(o*) induces stable set. Thus vi,V3^ e Even(<7*). 
Hence vertices vi, V3 and x induce K^ which is not possible. Hence our 
assumption that V2 e Odd(a*) is wrong. Therefore V2 e Even(a*). D 
Now, we extend the above Lemma to the following result. 
Theorem 4.5. For a sc chordal graph G with n = 4k or n = 4k +\ vertices and 
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Star cp <7*, i) Vertices of degree 3 and degree 2 of chair lie in Even(cy*), 
ii) All the vertices of degree 1 of chair lie in Odd((7*). 
Proof. By Lemma 4.4, vertex V2 e Even(a*). So by Lemma 4.3, another vertex 
of chair e Even(c7*) and we have to show that this vertex is of degree 2. In 
chair, two stable sets of size three are {v]^,Vi} and {vi,x,V4}. So we have the 
following two possibilities: 
(i) v,^ ,V3 e Odd(a*), 
(ii) Vi,x,V4 e Odd(c7*). 
Suppose vi ,^V3 e Odd(cr*), then vertices V2,V4 e Even(cr*)=> V2V4 e E, but V2V4 
g E. Hence discarded. 
Now the remaining case is (ii), i.e., vi^ ,V4 e Odd(a*), then V2,V3 e 
Even(a*) =^ V2V3 e E. As edge V2V3 e E, this case is true. Now vertices V2 and 
V3 have degree 3 and 2 respectively. This proves the part i). Moreover vertices 
vi, X and V4 have degree 1 proving the part ii). Hence the Theorem, n 
For sc chordal graph with n = 4k+ 1, we have following result. 
Theorem 4.6. Let G be a sc chordal graph with n = 4k+ \ vertices and star cp 
o*. Then for a fixed vertex VQ 
i) vo^ chair ii) VQ g H iii) VQ Across. 
Proof. We prove the Theorem by contradiction. By Theorem 2.22, fixed 
vertex VQ e Even(cr*) and VQ e Odd(a*). If VQ e chair, then VQ be any of the 
vertices of chair, i.e., VQ = V) (orx or V4) or VQ = V2 or VQ = V3, from figure-4.1(a). 
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Let vo = vi (or x or V4), then VQ e Even(a*), also V2,V3 e Even(0*) from 
Theorem 4.5. This implies VQ, vi and V3 induces K^, a contradiction. Hence VQ ^ 
V| (or X or V4). Again if VQ - vi, then VQ is adjacent to v\,x and V3, which is not 
possible as VQ e Odd((7*) and Odd(<7*) induces stable set. Thus VQ ^ V2. 
Again, let vo= V3, VQ e Even((7*) and VQ e Odd(cr*). By Theorem 4.5, all 
the vertices of degree 1 lie in Odd(c7*)=> V4 e Odd(a*). From figure-4.1(i), VQ 
is adjacent to V4, which is not possible as V3,V4 e Odd(CT*). Thus VQ ^ V3. This 
implies vo g chair. This proves the part i) of the Theorem. Similarly, part ii) and 
part iii) can be proved. Hence the Theorem. D 
Now, using Theorem 4.5 and Theorem 4.6, we construct BQ of sc 
chordal graph and see how the chair in G is transformed in BQ. 
Boie) °G 5G(O) 
Figure-4.2 
Following Theorem gives the relation between chair in G and its 
corresponding induced subgraph in BQ of sc chordal graph. 
Theorem 4.7. Let G be a sc chordal graph on « = 4A: or n = 4A; + 1 vertices and 
star cp o*. Then G has induced subgraph isomorphic to chair if and only if 5G 
has disjoint K^i and K2 as induced subgraphs such that vertex of first partition 
of A:,,2 e Bcie). 
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Proof. Necessary part of the Theorem follows from Theorem 4.5. 
For sufficiency, let BQ has disjoint AT] 2 (induced by vj, V2 and x) and Ki 
(induced by V3 and V4) as an induced subgraphs such that vertex of first 
partition of K\2 He in Bde) (see figure-4.2). Then edge V2V3 e E, since 
vertices V2,V3 e Bcie) and the vertices of BQ{e) are mutually adjacent, Thus 
disjoint K\2 and Ki in BQ always induce chair in G. D 
Next, we change the Theorem 4.7 in terms of neighbors of vertices of 
Bcie) or Even(cr*). The following result deals the same. 
Theorem 4.8. Let G be a sc chordal graph onn = Akoxn = Ak+\ vertices and 
star cp a*. Then G is chair-free if and only if Even(a*) does not have a pair of 
vertices u and v such that 
a) |A^[M]| > 2A: + 2 and |A/'[V]| > 2A: + 1 for AZ = 4A; vertices, 
|A^[M]| > 2A: + 3 and |A^[V]| > 2A: + 2 for « = 4A:+ 1 vertices 
and 
b) \N[u]-N[v]\ > 2 and |A^[V]-A^[M]| > 1,where N[u] and 
N[v] are closed neighborhood of M and v respectively. 
Proof. Let G be a sc chordal graph on n = 4k vertices. For a vertex u e 
Even(c7*), the least value of \N[U]\ is 2k, since vertices of Even(a*) are 
mutually adjacent. Suppose G has chair as an induced subgraph then there is a 
vertex u e Even(a*) such that u has at least two vertices in Odd(a*) adjacent 
to it, so \N[U]\ > 2^ + 2. Similarly, for a vertex v e Even(a*), 
98 
Chapter 4 . Ow X-free sc chorda! ergphs 
N{v\ > 2k+ \. From the figure-4.2, it is clear that at least two vertices of 
those adjacent to M(=V2) should not be adjacent to V(=M3). Similarly, at least one 
vertex of those adjacent to V(=M3) should not be adjacent to M(=V2). Thus 
|A^[M]-A^[V]| > 2 and |A^[V]-A^[M]| > 1. 
Now, fox n = Ak+ 1 vertices. Since VQ e Even(a*), so the value of \N[U\ is at 
least 2k + 1 for a vertex u e Even(c7*). Thus |A^[M]| > 2k+ 3 and 
\N[V]\ > 2A: + 2 for n = 4k + I vertices. Obviously second condition remains 
the same. 
Conversely, let Even(o*) has pair of vertices u and v satisfying condition a) 
and b). Since vertices of Even(a*) are mutually adjacent in G so wv e E. 
Clearly this induces a chair in G. This proves the Theorem. D 
If we add one more vertex adjacent to a vertex of degree 2 or degree 3 in 
chair, then we get two new graphs shown in figure-4.1 (b) and figure-4.1(c). 
First graph is known as H and the second graph is known as cross. A sc graph 
G is a H-free(cross-free) sc chordal graph if it is chordal and there is no 
induced subgraph of G isomorphic to H(cross). Next, we consider these graphs 
one by one. 
H-free sc chordal graphs 
Following result is immediate for the vertices of H. 
Lemma 4,9, For a sc chordal graph G with n = 4k orn = 4k +\ vertices and 
star cp o* i) Maximum two vertices of H belong to Even(a*), 
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ii) Maximum four vertices of H belong to Odd(o*). 
Now considering different possible cases of vertices of H as we 
considered earlier for the vertices of chair, we get the following resuh analogue 
to Theorem 4.3. 
Theorem 4.10. For a sc chordal graph G with n = 4k or n = Ak+\ vertices and 
starcpo* i) Number of vertices of H which lie in Even(a*) = 2, 
ii) Number of vertices of H which lie in Odd(a*) = 4. 
Now, we look for the two vertices that belong to Even(a*). 
Lemma 4.11. Let G be a sc chordal graph with n = 4^ or « = 4A; +1 vertices and 
star cp a*. Then both vertices of degree 3 of H lie in Even(cT*). 
Proof. In figure-4.1(b), vertices of degree 3 are vj and V3. Since edge V2V3 e 
E{¥i), hence both the vertices cannot belong to Odd(a*). So we have the 
following possible cases: 
i) V2 e Even(o*) and V3 e Odd(a*) or vice versa, 
ii) Both the vertices lie in Even(cr*) 
Let V2 e Even(a*) and V3 e Odd(a*), since number of vertices of H lie in 
Even(a*) - 2, so one more vertex belongs to Even(a*). Let another vertex Vj e 
Even(<7*) as Vi is adjacent to V2, then remaining four vertices x, y, V3 and V4 
belong to Odd(0*) and all these vertices should induce independent set. But V3 
is adjacent to vertex y in Odd(a*), this is not possible. Again, let vertex 
X e Even(a*), then V],y,V4,V3 e Odd(CT*) and induce independent set. But V3 is 
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adjacent to vertex j in Odd(a*), this is not possible. Hence case i) is discarded. 
Now we are left with case ii), therefore both the vertices of degree 3, i.e., vj and 
vaofH lie inEven(c7*). D 
Using Theorem 4.10 and Lemma 4.11, we get the following result. 
Theorem 4.12. For a sc chordal graph G with n = 4^ or n = 4^ +1 vertices and 
starcpa* i) Both the vertices of degree 3 of H lie in Even(o*), 
ii) All the vertices of degree 1 of H lie in Odd(c7*). 
Next, we construct BQ of a sc chordal graph and study the behaviour of 
H. 
5G(e) 5G 5G(O) 
Figure-4.3 
From the above figure, we obtain the following result. 
Theorem 4.13, Let G be a sc chordal graph with n =^ 4k or n = 4k + 1 vertices 
and star cp o*. Then G has an induced subgraph isomorphic to H if and only if 
BQ has an induced subgraph isomorphic to 2K\2 such that the vertices of first 
partition of each K\2 he in Bde). 
Proof, Necessary condition follows from Theorem 4.12. 
For Sufficient condition, let BQ has 2A:I,2 as an induced subgraph (see figure-
4.3) then edge V2V3 e E, since vertices V2,V3 e BQ(e) and as the vertices of 5G(e) 
are mutually adjacent, so 2K]2 in BQ induces H in G. D 
The following result is different version of Theorem 4.13 in terms of 
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neighborsof vertices of H. 
Theorem 4.14. Let G be a sc chordal graph with n = 4k or n = 4k + 1 vertices 
and star cp o*. Then G is H-free if and only if Even(cr*) does not have a pair of 
vertices u and v such that 
a) |A^[M]| > 2A; + 2 and |A^[V]| > 2A: + 2 for n = 4A: vertices, 
|A^[M]| > 2/t + 3 and |A^[V]| > 2A; + 3 for n = 4A: + 1 vertices 
and 
b) \N[u]-N[v]\ > 2 and |A^[v]-iV[M]| > 2, where iV[v], N[u] are 
closed neighborhood of v and u respectively. 
Proof. Follows from the similar argument as given in Theorem 4.8. D 
Cross-free sc chordal graphs 
Since cross admits the similar structure as of chair and H. So, for cross-free sc 
chordal graphs we can similarly prove the following results. 
Theorem 4.15. Let G be a sc chordal graph with n = 4k or n = 4k + 1 vertices 
and star cp o*. Then G has induced subgraph isomorphic to cross if and only if 
Be has induced subgraphs isomorphic to disjoint A^i 3 and K2 such that vertex of 
first partition of ATi 3 e Bde) . 
Theorem 4.16. Let G be a sc chordal graph with « = 4^ or « = 4^ + 1 vertices 
and star cp o*. Then G is cross-iree if and only if Even(cr*) does not have a 
pair of vertices u and v such that 
a) |A^[W]| > 2A: + 3 and||A^[v]| > 2k + \ for n = 4k vertices, 
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\N[u]\ > 2k + 4 and |A^[V]| > 2k + 2 for n-= 4k+\ vertices 
and 
b) \N[u]-N[v]\ > 3 and |A^[V]-7V[M]| > 1, where N[u], N[v] are 
closed neighborhood of u and v respectively. 
4.3 Algorithm for the recognition of chair-free sc chordal, H-free sc 
chordal and cross-free sc chordal graphs 
Now, we propose an algorithm to check whether input sc graph is chair-free (or 
H-free or cross-free) sc chordal graph or not. Essentially, the algorithm relies 
on the Theorem 4.8, Theorem 4.14 and Theorem 4.16. Algorithm X-free-
scChordal takes a sc graph as an input and returns "Yes" if input graph is 
chordal and does not contain a subgraph isomorphic to X, where X is chair or H 
or cross. Otherwise returns "No". The algorithm works as follows. 
Algorithm first invokes algorithm Rec-scChordal as a subroutine to 
check whether input graph G is a chordal or not. If not, then it immediately 
returns "No", otherwise algorithm constructs BQ of G and looks for two 
vertices u and v in Even(a*) such that these vertices satisfy conditions of 
Theorem 4.8 (for chair). Theorem 4.1.4 (for H), Theorem 4.16(for cross). If 
such a pair of vertices exists it implies that there exists a chair (or H or cross). 
Thus algorithm X-free-scChordal decides that input sc graph contains chair (or 
H or cross) as an induced subgraph. Hence algorithm returns "No" otherwise 
returns "Yes". 
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Algorithm: X-free-scChordal 
Input: A sc graph G with star cp cj*. 
Output: "Fes" if sc graph is chordal and does not contain X as an induced 
subgraph; "TVo" otherwise. 
Begin: 
Run Rec-scChordal on G. 
If G is chordal then 
Construct BQ. 
While there exist a vertex u e Even(cr*) s.t \N[U]\ > 2k+ i do 
While there exist a vertex v e Even(c7*) s.t \N[V]\ > 2k+ j do 
If V ^u then 
Calculate N[u] - N[v] and N[v] - N[u]. 
If\N[u]-N[v]\ > ^and |7V[V]-7V[M]| > r then 
return 'Wo". 
End if 
End if 
End while 
End while 
return 'Te^". 
Else 
return 'Wo". 
End if 
End: 
Note: For the different values of ij, q and r algorithm Z-free-scChordal works 
as follows: 
For n = 4k 
For i = 2, j = \, q = 2 & r = I the algorithm runs for chair-free sc chordal 
graphs 
Fori = 2,j = 2,q = 2&r = 2 the algorithm runs for H-free sc chordal graphs 
For I = 3,J = I, g = 3 & r = 1 the algorithm runs for cross-free sc chordal 
graphs 
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For « = 4A: + 1 
For i^l>, j = l, q~2&r= 1 the algorithm runs for chair-free sc chordal 
graphs 
For i = 3, J = 3, q = 2 & r = 2 the algorithm runs for H-free sc chordal graphs 
For i = A, j = 2, q = 3&r= 1 the algorithm runs for cross-free sc chordal 
graphs 
Theorem 4.17. Algorithm X-free-scChordal checks whether input sc graph is 
X-free sc chordal or not correctly. 
Proof. Follows from Theorem 4.8, Theorem 4.14 and Theorem 4.16. D 
Now, we compute the time complexity of the algorithm 
Complexity. 
Algorithm X-free-scChordal first invokes subroutine Rec-scChordal 
which checks whether input sc graph is sc chordal or not in linear time. If 
"Yes", then it takes 0(n) time to collect vertices at even position in star cp a*. 
Moreover, outer and inner loop take 0(n/2) time each. So the overall time 
complexity is 0(n^/4)= 0(«^). In fact the running time is one fourth of 0{n^). 
Now, we illustrate the algorithm X-free-scChordal with the help of 
examples. 
Chair-free sc chordal {i = 3,J = 2,q = 2,r = \ for n = 4k+ \) 
Let us consider the sc graph G shown in figure-4.4(a), with a star cp a* = (VQ) 
(vi,v8,V5,V4)(v3,V6,V7,v2). The. degree sequence is (7,7,5,5,4,3,3,1,1). Now, 
2 ] " d= 24 and 6 ^ = 6(2)' = 24 (as k = 2). Since Y.Z^ = /^t^ , subroutine Rec-
scChordal decides that the sc graph is chordal. So Even((T*) = {vo,V2,V4,v6,V8}. 
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(a) 
V3 
Figure-4.4 
Now algorithm looks for a pair of vertices u and v{^u ) in Even(a*) 
such that \N[U]\ > 2k + i^7 and \N[v]\ > 2k + j = 6. Only vertices V4 and vg 
satisfy the condition |A'^ [v]| > 2k + i -7. Vertices vj, V4, V(, and vg satisfy the 
condition I A'^ [M]| > 2/r + y" = 6. So M = V4 or vg and v = V2 or V4 or V(, or vg. Now, 
we calculate the closed neighbors of the vertices of Even(cr*). 
N[V2]= {V0,V2,V3,V4,V6,Vg},A^V4]= {Vo,V2,V3,V4,V5,V6,V7,Vg}, 
M V 6 ] = {VO,V2,V4,V6,V7,V8},AT;V8]= {VO,V,,V2,V3,V4,V6,V7,V8}. 
Taking, u = V4 and v = vg, Nlv^] - //[vg] ^{vs} and A^vg] - N\yi\={v{\. This does 
not satisfy the condition|A^[M]-A^v]| > 2 . Hence discarded. The case is same 
for w = Vg and v = V4. Now, 
u = V4 and v = V2, A^V4] - }^V'i\ - {v5,V7} and A'Iv2] - 1^A\= (t», 
M = V4 and V = V6, N\yi\ - N[v(,] = {v^^vs} and N[v^] - N[v4]= (j), 
u = V8 and v = V2,A'Ivg] - Nlvj] = {v\,v-,} and N[v2] - N[vi]= (j), 
w = v* and v = V6, A^vg] - N[ve] = {vi,V3} and N[V(] - A'Ivg]= ^. 
Since algorithm does not find a pair of vertices u and v in Even(a*) such that it 
satisfy \N[u]\ > 7,\N[V]\ > 6,\N[U]-N[V]\ > 2 and |A^[V]-7V[U]| > l .Thus 
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the input sc graph does not contain chair as an induced subgraph. Hence the 
graph is chair-free sc chordal graph. 
{i = 2,7 = 1 9 = 2, r = 1 for n = 4^) 
Let us consider another sc graph G shown in figure-4.4(b) with a star cp 
o* = (vi,V4,V3,V2)(v5,V8,V7,V6). The degree sequence is(5,5,5,5,2,2,2,2). Now, 
Y!!lA^ 20 and 6k^ - Ik = 6{lf -2(2) = 20 (as k - 2). Since X/=V'= ^^^ - 2K 
so the sc graph is chordal. So Even(a*) = {v2,V4,V6,V8). Now algorithm looks for 
a pair of vertices u and v{^u ) in Even(<7*) such that |A^[W]| > 2k + i = 6 and 
\N[V'\ > 2A: + y = 5. All the vertices of Even(a*) satisfy condition|A''[M]| >6 
and |AT^V]| > 5. Now, we calculate the closed neighbors of the vertices of 
Even(a*). 
A/[V2]= {Vi,V2,V4,V6,V7,V8},7V[V4]= {V2,V3,V4,V5,V6,V8}, 
N{Vb\= {V2 ,V3 ,V4 ,V5 ,V6 ,V8} ,AT;V8]= {VI,V2,V4,V6,V7,V8}. 
Taking u = V2 and v = vs, 
iV[v2] - A v^e] ={v, V7,} and N{v^-\ - iV[v2]={v3, vj}. Since |7V[v2] - N{ve\\ = 2 
and \N{V(,] - N{v2\\ = 2. Thus algorithm finds a pair of vertices vj and vg in 
Even(a*) such that it satisfy |A^[M]| > 6,|A^[V]| > 5, |A^[M]-MV]| >2 and 
|A [^v] - A [^M]| > 2. Thus the input sc graph is chordal but contains chair induced 
by vertices vi, vi, V6, V5 and V7 shown by bold lines in figure-4.4(b). Hence the 
graph is not chair-free sc chordal graph 
H-free sc chordal (/ = 3, / =^  3, ^ = 2,r = 2 for « = 4/t + 1) 
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The SC graph shown in figure-4.4(a) is also H-free since algorithm does not find 
a pair of vertices u and v in Even( cr*) such that it satisfy |A'^ [W]| ^ 2k + i-7 
\N[v]\ > 2k + j = 7,\N[u]-N[v]\ > 2 and |iV[v]-iV[w]| > 2. 
Again, consider the graph G shown in figure-4.5 with a star cp a* = (VQ) 
(vi,V4,V3,V2)(v5,V8,v7,V6). Clearly, the graph is sc chordal so Even(a*) = 
{vo,V2,V4,V6,V8}. Taking M = vg and v = V4_ A^ v^g] = {vo,vi,V2,V4,V6,V7,vg}, Nlv^] = 
{Vo,V2,V3,V4,V5,V6,Vg}, 
AT^Vg] - NIV4] = {V],vj} and Nlv^] - N[vg] = {V3,V5}. Since w = vg and v = V4 
satisfy the condition |A^[M]| > 7, |A^[V]| > 7, \N[U]-N[V]\ > 2 and 
|A^ [v] - A [^M]| > 2. Thus, the algorithm finds that the graph contains H induced 
by vertices vi, V3, V4, V5, v^ and vg shown by bold lines in figure-4.5. Hence the 
graph is not H-free sc chordal graph. 
Cross-free sc chordal (i = 3,j = l,q = 3,r = I for n = Ak) 
Consider sc graph G shown in figure-4.6(a), with a star cp a* = 
(vi,Vio,vii,vg,V9,V6,v7,V4,V5,V2,V3,vi2). The degree sequence is 
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(8,8,8,8,8,8,3,3,3,3,3,3). Now, X M ^ ' = 48 and 6^ - 2k = 6(3)' -2*3 = 48 (as k 
= 3). Since X L ^ ' ^ ^^' ^^' ^° ^^ ^ '"P"^ ^^ graph is chordal. Thus Even(<7*) = 
{v2,V4,V6,V8Vio,vi2}. Now algorithm looks for a pair of vertices u and v(9tM) in 
Even(a*) such that |A^[M]| > 2k + i = 9 and \N[V]\ > 2k + j = 7. AW the 
vertices of Even(o*) satisfy both conditions so calculating closed neighbors of 
vertices of Even(cr*). 
M.'^l] = {Vl,V2,V3,V4,V6,Vg,V9,Vio,Vi2}, AT;V4] = {V2,V3,V4,V5,V6,V8,Vio,Vi i,Vi2}, 
M.V6] = {Vl,V2,V4,V5V6,V7,Vg,V,o,V,2}, A^Vg] = {V2,V3,V4,V6,V7,V8,V9,V,o,Vi2}, 
N[V\o\ = {V2,V4, V5 V6,V8,V9,Vio,Vii,Vi2}, N[Vn] = {Vi,V2,V4,V6,V7,Vg,Vio, Vii,Vi2}. 
Proceeding as in earlier examples, the algorithm does not find a pair of vertices 
wand V in Even(o*) such that |7V[M]-iV[v]| > 3 |MV]-A^[M]| > 1. Thus the 
algorithm decides that input sc graph does not contain cross as an induced 
subgraph. Hence the graph is cross-free sc chordal graph. 
(b) 
Figure-4.6 
Again, consider the graph G shovwi in figure-4.6(b) with star cp o* 
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(v,,V6,V7,vi2)(v3,V2,V9,V4)(v5,vio,vii,V8). The degree sequence is 
(8,8,8,8,8,8,3,3,3,3,3,3). Clearly, the graph is sc chordal so Even(a*) = 
{v2,V4,V6,V8V,o,vi2}. Now algorithm looks for a pair of vertices u and v{^u) in 
Even(CT*) such that |A^M]| > 2k + i = 9 and |A^[V]| > 2k + j = l. All the 
vertices of Even(a*) satisfy the above conditions so calculating closed 
neighbors of vertices of Even(a*). 
N{V2] = {Vi,V2,V4,V6,V8,V9,Vio,Vii_Vi2}, AT;V4] = {V2,V3,V4,V5,V6, V7,V8,Vio V ^ } , 
N[Ve] = (V2,V3V4,V5V6,V7,V8,Vio,Vi2},iV[V8] = {V2,V3,V4, V5 V6,V7,V8,Vio,Vi2}, 
M v i o ] = { Vi V2,V4,V6,V8,V9Vio,Vii,Vi2},MVi2] = {Vi,V2,V4,V6,V8,V9,Vio,Vi i,Vi2}. 
Taking M = V2 and v = vg, A^ V2] - A^ v^g] = {vi,V9,vii} and A^ v^g] - A^ V2] = 
{v3,V5,V7}. Since u = v^ and v = V4 satisfy the condition |A'^[M]-A^[V]| > 3 
|A'^[V]-A'^[M]| > 1. Thus, the algorithm decides that the graph contains cross 
induced by vertices vi, V2, V9, vn, V7 and V8 shown by bold lines in figure-4.6(b). 
Hence the graph is not cross-free sc chordal graph. 
4.4 On the catalogue compilation of X-free sc chordal graphs 
Now, we compile a catalogue of X-free sc chordal graphs with at most 17 
vertices from the available catalogue of sc graphs with at most 17 vertices. 
Graphs on 4 and 5 vertices shown in figure-3.11 are chair-free sc chordal, H-
free sc chordal and cross-free sc chordal graphs. All sc chordal graphs on 8 
vertices are shown in figure-6.3(a-c), in which (a) is chair-free, H-free, cross-
free and (b), (c) are cross-free. All sc chordal graphs on 9 vertices are shown in 
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figure-6.5, in which (a) is chair-free, H-free, cross-free while (b), (c) are cross-
free. Onn= 12 vertices, all sc chordal graphs are shown in figure-6.6, in which 
(a) is chair-free, H-free, cross-free while (b),(c),(h),(i) and (1) are cross-free sc 
chordal graphs. On « = 13 vertices, all sc chordal graphs are shown in figure-
6.7, in which (a) is chair-free, H-free, cross-free while (b),(c),(g),(h) and (1) are 
cross-free sc chordal graphs. Finally, the catalogue up to 17 vertices is reported 
intable-4.1. 
Number of vertices 
Number of nan isomorphic sc graphs 
Number of nan isomorphic sc chordal 
graphs 
Number of non isomorphic chair-free sc 
chordal graphs 
Number of non isomorphic H-free sc 
chordal graphs 
Number of non isomorphic cross-free sc 
chordal graphs 
4 5 
2 
1 
1 
1 
1 
8 
10 
3 
1 
1 
3 
9 
36 
3 
1 
1 
3 
12 
720 
16 
1 
1 
6 
13 
5600 
16 
1 
1 
6 
16 
703760 
218 
1 
1 
13 
17 
11220000 
218 
1 
1 
13 
Table-4.1 
Remark: up to « = 17 vertices, it is found that all non isomorphic H-free sc chordal 
graph are chair-free. No H-free sc chordal graph is found such that it contains chair. 
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Chapter 5 
On self-complementary strongly chordal graphs 
This chapter deals with an interesting subclass of sc chordal graphs namely sc 
strongly chordal graph. We obtain some results on sc strongly chordal graphs. 
Two recognition algorithms for sc strongly chordal graphs are also designed. 
First algorithm is based on BQ while the other uses the concept of tip of 
sunflower introduced by Eschen et al. in [49]. 
The rest of the chapter deals in the following way. In Section 5.2, we 
obtain some results on sc strongly chordal graphs. In section 5.3, we propose 
two recognition algorithms for sc strongly chordal graphs. A catalogue of sc 
strongly chordal graphs is compiled in section 5.4. 
5.1 Introduction 
Chordal graphs and strongly chordal graphs enjoy similar type of 
characterizations. For example, chordal and strongly chordal graphs are 
characterized by existence of special vertices namely simplicial vertices and 
simple vertices. Dirac [47] proved that a graph is chordal if and only if every 
induced subgraph has simplicial vertex. The analogue by Farber [54] is that a 
graph is strongly chordal if and only if every induced subgraph has simple 
vertex. Both the families are hereditary (closed under taking induced 
subgraphs) so they are having elimination ordering, i.e., chordal graph has 
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simplicial elimination scheme while strongly chordal graph has simple 
elimination scheme. Infact Farber's characterization of strongly chordal graph 
is more subtle. Many other characterizations of strongly chordal graphs can be 
found in [18], [20], [42], [54], [109] and [110]. 
Farber [54] gave polynomial time recognition algorithm for sc strongly 
chordal graphs. The proposed algorithm either generates strong elimination or 
locates the subgraph not containing simple vertex. Currently the fastest 
algorithms for recognizing strongly chordal graphs run in time 0{m logn) due 
to Paige and Tarjan [124] and O(n^) for dense graphs due to Spinrad [158]. 
Uehera [171] has retracted his claim of a linear time algorithm to solve the 
problem, citing fundamental flaws in his algorithm. 
We start with giving the definition of sun as follows: 
By a k-sun ((dud2,..-,dk),{(^\,C2,...,Ck)) with A; > 3 we denote the graph 
obtained by taking a clique on vertices Ci,C2,..., c^. , a stable set on vertices 
d\42,---,d\i, and for each / ,1< / < A:, adding edges fifjCj, d[C\^\ with subscript taken 
modulo k. we refer k-sun simply as a sun. Simplest example is ^3, for ^ = 3 
shown in figure-2.7 and iS'4, for k =4 shown in figure-5.1. 
House s, 
Figure-5.1: Some useful graphs 
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5.2 Some results on sc strongly chordal graphs' 
Farber [54] characterized strongly chordal graph in terms of infinite forbidden 
induced subgraphs by the following result. 
Theorem 5.1[54]. A graph is a strongly chordal graph if and only if it does not 
contain as an induced subgraph a cycle of length greater than 3 or sun. 
We show that in case of sc strongly chordal graph this characterization 
can be obtained in terms of finite forbidden induced subgraphs. For this we 
need the following result due to Chang and Nemhauser [18] for sun Sy for k >5. 
Lemma 5.2[18]. Every sun S^ (k>5) contains .S", as an induced subgraph. 
Lemma 5.3. Let G be a sc graph such that it does not contain as an induced 
subgraph a cycle of length greater than 3 or ^3 or S4 or S^. Then G is strongly 
chordal. 
Proof. Let G be a sc graph. Suppose G does not contain as an induced 
subgraph a cycle of length greater than 3 or ^3 or 4^ or S^. By Lemma 5.2, 
every sun .Sk, ^ > 5 contain ^ 'j as an induced subgraph. So G does not contain S^ 
as an induced subgraph implies that G is S^ (k > 5)-free. Thus, G is sun-free. 
Hence, by Theorem 5.1 G is sc strongly chordal graph. D 
Next, we obtain necessary and sufficient condition for sc graphs to be 
strongly chordal. 
Theorem 5.4. A sc graph is a strongly chordal graph if and only if it does not 
' Presented at NMRSC-2007, {ndian Institute of Technology, (IITK), Kanpur, (INDIA) 30* Oct. to 3"* Nov. 
2007. (Submitted for publication). 
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contain as an induced subgraph a cycle of length greater than 3 or S^, or S4. 
Proof. Let G be a sc graph. Suppose G is strongly chordal graph. Then by 
Theorem 5.1, G does not contain as an induced subgraph a cycle of length 
greater than 3 or sun. This implies that G does not contain as an induced 
subgraph a cycle of length greater than 3 or ^3, or S^ 
Conversely, assume that G does not contain as an induced subgraph a 
cycle of length greater than 3 or ^3 or S^. Then, by Lemma 2.14, G is 5'3-free 
implies that G is ^3-free. So by Lemma 5.2, G does not contain sun S\^,k>5 as 
an induced subgraph. Thus G is sun-free. Hence by Theorem 5.1, the result 
follows. D 
The above Theorem can be restated as 
Theorem 5.5. A sc chordal graph is a strongly chordal graph if and only if it 
does not contain ^3 or S^ as an induced subgraph. 
A vertex v is said to be simple if the set {A [^M] : u G N{V)} can be linearly 
ordered by set inclusion. Alternately, A vertex v is said to be simple if for any 
two vertices x,ye N{v) either N[x] c N[y] or N[y] c A'^ [x]. The following 
result is due to Farber [54] for the existence of simple vertices in strongly 
chordal graph. 
Theorem 5.6[54]. If G is a non-trivial strongly chordal graph of diameter k. 
Then G has two simple vertices u and v such that <5?G(W,V) > min (3, k). 
Next, we give a result for the existence of simple vertices in a sc 
strongly chordal graph. For this, we need the following intermediate result due 
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to Harary and Robinson [85]. 
Lemma 5.7[85]. Let G be a sc graph then the diameter of G is either 2 or 3. 
Using above Lemma, we get improved version of Theorem 5.6 for a sc 
strongly chordal graph. 
Theorem 5.8. If G is a sc strongly chordal graph, then G has two simple 
vertices u and v such that do (u, v) > 2. 
Proof. Let G be a sc strongly chordal graph. Then by Lemma 5.7, its diameter 
is either 2 or 3. By Theorem 5.6, G has two simple vertices u and v such that 
dc (u, v) > min (3, k), where k is diameter. 
=> dc (M, V)> min(3, 2), if diameter = 2 and dgiu, v) > min(3, 3), if diameter = 3. 
=> do (u, v) > 2, if diameter = 2 and dgiu, v) > 3, if diameter = 3. 
=> dQ (u, v) > 2 for a sc strongly chordal graph. D 
Next result deals with P5 in a sc chordal graphs. 
Lemma 5.9. Let G be a sc chordal graph. Then G is Ps-free. 
Proof. Let G be a sc chordal graph. Suppose G contains vertices vi, V2,...,vs 
such that these vertices induce P5 in G. Then by Lemma 2.2, vertices a(vi), 
CT(V2),..., a(v5) induce house in G, as the complement of P5 is house. Clearly, 
house contains C4 as an induced subgraph, a contradiction. Hence G does not 
contain P5 as an induced subgraph. This proves the Lemma. D 
The following Lemma is obvious. 
Lemma 5.10. Let G be a graph. Then G is Ps-free implies that G is P(,-free. 
It is clear that above Lemma also holds for general case, i.e., for a 
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positive integer k, following result shows the relation. 
Lemma 5.11. Let G be a graph. Then G is Pk-free implies that G is Pk+rfree 
for k >5, where A: is a positive integer. 
Next result reveals the relation between P5 and P^. 
Lemma 5.12. Let G be a graph. Then G is Ps-free implies that G is Fk-free for 
A: > 5, where ^ is a positive integer. 
Proof. Let G be a graph such that G is Ps-free. Then by Lemma 5.10, G is Pg-
free. Moreover, by Lemma 5.11, for A: = 6, G is also Pk+pfree = Pv-free. Again 
{k = 7) P7-free implies P7+i-free = Pg-free. Continuing in this fashion, we have 
a result, P5-free implies thatPk-free for A: > 5. Hence the result. D 
Combining Lemma 5.9 and Lemma 5.12, we get a result for an induced 
path Pjtin sc chordal graphs. 
Theorem 5.13. Let G be a sc chordal graph. Then it has induced path P^, 
for A: < 4. 
Next result gives the distance between simple vertices in sc strongly 
chordal graphs. 
Theorem 5.14. Let G be a sc strongly chordal graph. Then G has two simple 
vertices u and v such that dG(u,v) = 2 or 3. 
Proof. Let G has two simple vertices u and v, then by Theorem 5.8, dG{u,v) > 2. 
This implies do (u, v) = 2, 3, 4... But, by the Theorem 5.13, there does not exist 
induced Pk for A: > 5. Therefore, G has two simple vertices u and v such that 
dG('u,v) = 2 or 3. D 
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Above Theorem can be rephrased as follows. 
Theorem 5.15. Let G be a sc strongly chordal graph then G has two simple 
vertices u and v such that u and v are the end vertices of P3 or P4. 
Recall that, a simplicial vertex cannot be mid vertex of P3, by Lemma 
3.17. Since every simple vertex is simplicial, so the Lemma holds for simple 
vertex too, i.e., simple vertex cannot be mid vertex of P3. Now, we extend the 
Lemma 3.17 from P3 to ^4 for simple vertices. 
Lemma 5.16. Mid vertices of a P4 carmot be simple vertex. 
Proof. Let the vertices a, b, c and d induce P4 in a graph G. Then P4 has two P3 
as induced subgraphs, i.e., [a,b,c] and [b,c,d] are two P3 in P4. Since simple 
vertex cannot be mid vertex of P3, this implies that mid vertices of P^'s cannot 
be simple vertex, i.e., vertices b and c cannot be simple vertex. Moreover 
vertices b and c form mid vertices of P4 [a,b,c,d\. Hence, mid vertices of P4 
cannot be simple vertices. Hence the result. D 
Using Lemma 5.16, we impose some restriction on simple vertices to lie 
on the end vertices of P3. 
Lemma 5.17. Let G be a sc strongly chordal graph and [a,b,c] be an induced P3 
extendible to P4. Then end vertices of P3 cannot be simple vertex such that 
dG(a,c) = 2. 
Proof. Follows from Lemma 5.16. D 
The following is a result due to Gibbs [67] for the number of disjoint 
induced F4's in a sc graph. 
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Theorem 5.18[67]. A sc graph on n ^ 4k or n = 4k + 1 vertices contains k 
disjoint induced P^'s. 
Next, we give upper and lower bounds for the number of simple vertices 
and pair of non-adjacent simple vertices in sc strongly chordal graphs.. 
Theorem 5.19. Let G be a sc strongly chordal graph with n = 4k or n = 4k + 1 
vertices. Let NS be the number of simple vertices and NASP is the number of 
non-adjacent pairs of simple vertices in G. Then, the following conditions hold: 
i) 2<NS<{n-2k) 
ii) l<NASP<h^-2k] 
Proof, i) Lower bound is obvious from Theorem 5.8. For the upper bound, by 
Theorem 5.18, There exists k disjoint induced P4S in a sc graph with n = 4kor 
n = 4k + 1 vertices and by Lemma 5.16, mid vertices of any P4 cannot be 
simple vertex. Therefore, in a sc strongly chordal graph at least 2 * no of 
induced P4 = 2k vertices cannot be simple vertices. So number of simple 
vertices < (« - 2k). Hence, 2<NS<(n- 2k). 
ii) Lower bound follows from Theorem 5.14. Since G is sc, thus there 
exist n(n-l)/4 edges and n{n-l)/4 pairs of non-adjacent vertices. Now the 
maximum number of pairs of simple vertices to exist in G is n(n-l)/4. From 
Theorem 5.18, in a sc graph with n = 4k or n ^ 4k + 1 vertices there exist k 
disjoint induced P4 in G. Let [a,b,c,d] be an induced P4 in G. 
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Then the vertices {a,c} and {b,d} are the end vertices of induced P^. By 
Lemma 5.16, vertices b and c of P4, cannot be simple vertices while non-
adjacent vertices a and d can be. Therefore, the non-adjacent pairs {a,c} and 
{b,d} cannot form non-adjacent pair of simple vertices in G. Thus in G, at least 
2k pairs of non-adjacent vertices cannot be non adjacent pair of simple vertices 
among «(«-l)/4 non-adjacent pairs of vertices. Thus, the upper bound. Hence 
1 < NASP <| "^""^^ - 2A: I. This proves the Theorem. D 
5.3 Recognition of sc strongly chordal graphs^ 
We begin with the designing of recognition algorithms for sc strongly chordal 
graphs. Since the class of sc strongly chordal graphs is a subclass of sc chordal 
graphs, we can start the algorithm by testing whether a given sc graph G is 
chordal or not. For this purpose we use linear time recognition algorithm Rec-
scChordal. If G is not chordal, then we can immediately conclude that the 
graph G is not sc strongly chordal, otherwise we proceed further. 
It is noted that we can show that for a sc chordal graph with n^ 4k+ 1 
vertices, the fixed vertex VQ i S^ and for a sc chordal graph with n = 4kor n = 
4k + 1 vertices, F(cc) of 5*4 lie in Even((7*) by using similar arguments as given 
in Theorem 2.24 and Theorem 2.23. In order to obtain first recognition 
algorithm, we need the following result. Although, the proof uses similar lines 
as Theorem 2.27, but for the sake of completeness we include the proof 
Submitted for publication. 
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Theorem 5.20. Let G be a sc chordal graph with n^^ Akor n = Ak+ 1 vertices 
and star cp a*. Let BQ be a bipartite transformation of G. Then G has an 
induced subgraph isomorphic to ^3 or S^ if and only if BQ has Ce or Cg as an 
induced subgraph. 
Proof. We only consider the case oiS^. Let BQ be bipartite transformation of sc 
chordal graph G on n = Ak ox n = Ak + \ vertices. Suppose that G has 4^ as 
induced subgraph, then V{cc{Si)) lies in Even((7*) ^ V2,V4,V6,vg e BQ{e) and 
vi,V3,V5,V7 e BQ{O). Now, from the 154, we have VjVi+i as an edge for / = 1,2,...,7 
and an edge vgV]. This adjacency relation induces C% in BQ as shown in figure-
5.2. 
^=> 
Bo{e) 5G(O) 
Figure-5.2 
Conversely, let there exists a Cg as an induced subgraph in BQ. Since the 
vertices of ^cCe) are mutually adjacent shown by dotted lines in figure-5.3, the 
vertices vi,...,V8 induce 5*4 in G. 
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For ^3 proof is given in Theorem 2.27. Hence the result. 0 
Next result gives relation between sc strongly chordal graph G and 
induced cycles in BQ. 
Theorem 5.21. Let G be a sc chordal graph with n = 4korn = 4k+ 1 vertices 
and star cp o*. Let BQ be a bipartite transformation of G. Then G is strongly 
chordal graph if and only if BQ has no induced subgraph isomorphic to C^ or 
Proof. The proof immediately follows from Theorem 5.5 and Theorem 5.20. 
Theorem 5.22. Let G be a sc chordal graph with n = 4k or n = 4k + 1 vertices 
and star cp o*. Let BQ be a bipartite transformation graph of G. Then G has an 
induced subgraph isomorphic to 5 3 if and only if BQ has 3K2 as an induced 
subgraph. 
Proof. Let G has induced subgraph isomorphic to S3 . Then, V2,V3,V6 e Boie) by 
using similar arguments as given in Theorem 2.23 (see figure-2.7). Vertex V2 is 
adjacent to V|, V3 is adjacent to V4 and vg is adjacent to V5. This clearly induces 
3K2 in BQ. Again, assume that BQ has 3K2 as an induced subgraph. Since the 
vertices of 5G(e) are mutually adjacent, so 3K2 in BQ induces 53 in G. D 
Now, we obtain a result relating sc strongly chordal graphs and chordal 
bipartite graphs. Recall that, a bipartite graph is said to be chordal bipartite if it 
contains no induced even cycle of length greater than 4, i.e., Q, Cg, C^-.-
Theorem 5.23. Let G be a sc chordal graph. Then G is strongly chordal if and 
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only if 5G is chordal bipartite. 
Proof. Let G be a sc chordal with star cp CT*. Suppose G is strongly chordal 
graph. Then by Theorem 5.21, 5G is (Ce, C8)-free. Now, it remains to prove that 
5GisCk-freeforA:>10. 
First, we take k= 10, it can be clearly seen that in C\o, there exist 2>K2 
V2V3, V5V6 and vgvg as induced subgraph (shown by dotted lines in figure-5.4). 
By Theorem 5.22, 3A^2 in BQ induces 5*3 in G, which implies that there exist ^3 
in G by using Lemma 2.14. ^3 in turn induces C(, in BQ-, a contradiction 
Therefore BQ is Cio-free. 
For k> 10, as the size of cycle increases the number of Ki goes on 
increasing, so by the similar lines of argument, we have BQ is Q-free A: >10. 
''2 V4 V6 »'8 V,o 
Figure-5.4 
Conversely, Let BQ be chordal bipartite, then it is Ck-free {k > 6), clearly 
Ce and Cg free. Thus, by Theorem 5.20, there does not exist ^3 and 4^ as 
induced subgraphs in G. Hence, by Theorem 5.5, G is strongly chordal. D 
Now, we discuss first algorithm to recognize sc strongly chordal graph. 
5.3,1 Algorithm-I 
Our first algorithm is based on Theorem 5.23 and works as follows. If G 
is sc chordal, then construct BQ. Next check whether BQ contains induced 
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subgraphs isomorphic to Ce or Cg. If 5G does not contain the above said graphs 
as induced subgraph then G is sc strongly chordal otherwise G is not strongly 
chordal. Actually, the bottleneck step of the whole algorithm is to check 
whether BQ contains Ce or Cg. We have two ways to check this: one is to look 
for Ce and Cg directly in BQ, but this will take higher time complexity, so in 
order to fix this problem we take another way which uses the concept of 
chordal bipartite graph. A 0/1 matrix has a T if there is some pair of rows r\ < 
n and columns c\ < C2 such that {r\, ci) = (ri, Ci) = (rj, c\) = 1 and (ri, cj) = 0. 
The crucial Theorem is that a graph is chordal bipartite if and only if the rows 
and columns of the bipartite adjacency matrix can be permuted to form F-free 
matrix [50]. Algorithm for constructing F-free ordering, works by using a 
technique called doubly lexical ordering of matrix and this ordering can be 
found in 0{m log «) due to Paige and Tarjan [124] , 0{m log n) due to Lubiw 
[104] and 0(«^) due to Spinrad [158]. The algorithm is given below. 
Algorithm: Rec-scStronglyChordal-Bc 
Input: A sc graph as an adjacency matrix with star cp o*. 
Output: ''Yes" if sc graph is strongly chordal;'Wo" otherwise. 
Begin: 
Run Rec-scChordal on G. 
IfG is not chordal then 
return 'Wo". 
Else 
Construct BQ. 
I/BQ is chordal bipartite then 
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return ''Yes". 
Else 
return 'Wo". 
End if 
End if 
End: 
Next Theorem shows the vahdity of the algorithm Rec-StronglyChordal-
BG-
Theorem 5.24. The algorithm Rec-scStronglyChordal-Bc checks whether G is 
strongly chordal or not correctly. 
Proof. Since every strongly chordal graph is chordal, so algorithm first tests 
whether G is chordal or not using algorithm Rec-scChordal. Remaining part of 
the Theorem follows from Theorem 5.21 and Theorem 5.23. D 
Complexity. 
As the sc graph G is input as adjacency matrix, algorithm Rec-scChordal runs 
in 0(«^) time to ensure that the input G is chordal or not. Next, we need to 
construct BQ, which can be implemented in linear time. Testing whether BQ is 
chordal bipartite can be done in 0(«^) or 0(w logn) time. Therefore, the 
algorithm spends overall 0(«^) time. 
To illustrate the algorithm Rec-scStronglyChordal-Bo, consider a sc 
graph on 12 vertices with star cp a* = (vi,V2,V7,V8)(v3,vio,V9,V4)(v5,V6,Vii,vi2) 
shown in figure-5.5. The degree sequence of G is (10,10,8,8,6,6,5,5,3,3,1,1). 
Since the graph G has 12 vertices i.e. Ak=\2oxk=3. Now, Y^^_^di= (10+10 
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+ 8 + 8 + 6 + 6) = 48 and 6yt^  - 2A: = 6(3)^ - 2(3) = 48. Thus X,!!, ^' = 48 = 6k^ -
2k. Therefore, by algorithm Rec-scChordal, input graph is a chordal graph. 
Now, Even(c7*) = {v2,V4,V6,V8,vio,v,2} and Odd(a*) = {v,,V3,V5,V7,V9,vii}. Next 
we construct BQ, where Bde) consist of vertices of Even(o*) and BQ{O) consist 
of vertices of Odd(a*). 
Vl2 
C=> 
Figure-5.5 
It is easily seen that BQ does not contain any induced even cycle Ck, for 
k> A. So, BQ is chordal bipartite. Hence, the algorithm decides that input graph 
G is sc strongly chordal. 
Let us take another sc graph shown in figure-5.6 on 12 vertices with star 
cp (7* = (vi,vg,V7,V2)(v3,vio,V9,V4)(v5,vi2,vn,V6). The degree sequence of G is 
(9,9,8,8,7,7,4,4,3,3,2,2). X/=V'= ^8 and ek^ - 2k ^ 6{2>f - 2(3) = 48. Thus 
^ . ^ 1 ^ , = 48 = 6/t^  - 2/t so the input graph is sc chordal. Thus, Even(cr*) = 
{v2,V4,V6,vg,vio,vi2} and Odd(c7*) = {vi,V3,V5,V7,V9,vii}. Next we construct 5Gand 
observe that vertices vi, vj, V3, V4, V5 and V12 induce Ce in BQ shown by bold 
lines. So, BQ is not chordal bipartite. Hence, the algorithm decides that input 
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graph G is not sc strongly chordal. 
Vl2 
V9 C = ^ 
Figure-5.6 
Next we propose an algorithm which does not uses matrix manipulation 
and simply looks for vertex known as a tip of sunflower [49]. 
5.3.2 Algorithm-II 
We begin by giving some definitions and results. 
By a sun/lower ((F,, P2,..., Fk),(ci, C2,...,Ck)) with A: > 3 we denote the 
graph obtained by taking an arbitrary graph with vertices ci,C2,...,Ck, and for 
each /, \ <i <k, adding an induced path P, of length at least two joining c, to 
Ci+i with the subscripts taken modulo k. The paths P, are called the petals of the 
sunflower. The edges of the petals are called boundary edges of the sunflower. 
Vertices c, are called center vertices; the remaining vertices of the sunflower 
are called petal vertices. If a path Pj has length two, the petal vertex of P, is 
called a tip of the sunflower. 
From the definition of sunflower, if a simplicial vertex v is in a sun in G, 
then V is a tip of sunflower in G. Eschen et al. [49] proved the following result. 
Theorem 5.25[49]. Let v be a simplicial vertex of graph G, if v is a tip of 
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sunflower in G then G contains a sun. 
The next Lemma is obvious. 
Lemma 5.26. A complete graph K„ is strongly chordal. 
Since K^ is strongly chordal, so there is no vertex of K^, that belongs to 
the tip of sunflower. Hence, we do not need to test whether the vertices of A^n 
are the tip of sunflower or not. 
Lemma 5.27. Let G be a sc chordal graph with n = Akox n = Ak+ 1 vertices 
and star cp a*. Then, if all the vertices of Odd(CT*) are deleted such that they 
are not the tip of sunflower, then G is strongly chordal. 
Proof. Let G be a sc chordal graph with n = Akoxn~Ak-\- 1 vertices such that 
V{G) = Even(a*)uOdd(a*). Now, if the vertices of Odd(c7*) are deleted after 
testing that they are not the tip of sunflower, then the remaining graph is a 
graph induced by Even(a*), which is complete graph by Theorem 2.18. By 
Lemma 5.26, remaining graph is strongly chordal. This clearly implies that G is 
a sc strongly chordal. Hence the result. D 
In order to obtain algorithm Rec-scStronglyChordal, we need a 
subroutine tip-of-sunflower, whose details are given in [49]. 
Complexity. 
The algorithm tip-of-sunflower can be implemented in 0(«^) [49]. 
The recognition algorithm Rec-scStronglyChordal, starts testing if the 
given sc graph G is chordal by using algorithm Rec-scChordal. If the graph is 
chordal, then for each v e 0dd((7*), we invoke the subroutine tip-of-
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sunflower(G, v) [49]. This subroutine determines whether v is a tip of 
sunflower in G or not, if yes, then we return that G is not sc strongly chordal 
graph otherwise remove v from G. We call the subroutine tip-of-sunflower for 
remaining vertices of Odd(a*) in a similar fashion, remembering the fact that if 
a vertex v is simplicial in G then deletion of any other vertex w in G does not 
destroy the property of being simplicial vertex, i.e., v remains simplicial in G -
u and every vertex of Odd(cr*) is simplicial by Lemma 3.12. If all the vertices 
are deleted successfully in this way, it returns that G is sc strongly chordal 
graph. Otherwise returns the input graph is not sc strongly chordal. The 
algorithm is given below: 
Algorithm: Rec-scStronglyChordal 
Input: A sc graph with star cp a*. 
Output: ''Yes" if sc graph is strongly chordal; 'Wo" otherwise. 
Begin 
Run Rec-scChordal on G. 
If G is not chordal then 
return 'Wo". 
Else 
For each vertex v e Odd(CT*) do 
If {tip-of-sunflower {G, v)) then 
return "TVo". 
Else 
Delete v from G. 
End if 
End for 
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return ''Yes". 
End if 
End: 
The following Theorem shows the correctness of the algorithm Rec-
scStronglyChordal. 
Theorem 5.28. The algorithm Rec-scStronglyChordal checks whether G is 
strongly chordal or not correctly. 
Proof. The algorithm starts testing if the given graph is chordal by using 
algorithm Rec-scChordal. If the graph is chordal, then by Theorem 3.12 every 
vertex v e Odd(a*) is simplicial, the subroutine tip-of-sunflower determines 
whether or not v is a tip of sunflower in G, if yes, then by Theorem 5.25, G 
contains sun. Hence, we conclude that G is not strongly chordal graph 
otherwise G is sc strongly chordal. This verifies the validity of algorithm. D 
Complexity. 
To check whether sc graph is chordal or not takes linear time. Next, the 
subroutine tip-of-sunflower can be implemented in 0(«^) time complexity. Now 
subroutine tip-of-sunflower is called for all the vertices of veOdd(cr*),i.e., nil 
times as worst case. So the overall time complexity is 0{n'*nH) = O(n^). 
Hence, the algorithm Rec-scStronglyChordal can be implemented to run in 
0{r?). 
To illustrate algorithm Rec-scStronglyChordal, consider the graph 
shown in figure 5.7(a) with star cp a* = (vi,V6,V7,V4,V5,V2,V3,vg) 
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n 
Figure-5.7 
The degree sequence of G is (5,5,5,5,2,2,2,2). Now, X M ^ ' ^ (5 + 5 + 5 
+ 5) = 20 and ek^ - 2k = 6{2f - 2(2) = 20. Thus ^ M ^ ' = 20 = 6^ - 2k. 
Therefore, by algorithm Rec-scChordal, input sc graph is chordal. Thus 
Odd(a*) = {vi,V3,V5,V7}. Here central vertices are C\ = vj, ci = V4, C3 = V6 and C4 = 
vg. Petal vertices are V], V3, V5 and v^. Since each petal has length two so for a 
vertex vi e Odd(cr*), it is clear from definition that vi is a tip of sunflower. So 
it cannot be deleted. By symmetry, remaining vertices of Odd(o*) are also tip 
of the sunflower. Thus algorithm Rec-scStronglyChordal decides that the input 
sc graph is not strongly chordal. 
Let us consider another graph shown in figure-5.7(b) with star cp CT* = 
(vi,V4,V3,V8)(v5,V2,V7,V6). The graph is sc chordal since the degree sequence of G 
is (5,5,5,5,2,2,2,2). Thus Odd{o*) = {vi,V3,V5,V7}. Select vertices of Odd(<7*) 
one by one and check whether it is tip of sunflower. Clearly vi is not tip of 
sunflower so delete it from the graph. Again consider the vertex V3 from the 
remaining vertices of Odd(cr*). Vertex V3 is not tip of sunflower so again delete 
V3. Similarly, delete vertices V5 and Vy. Now the remaining graph is complete 
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graph induced by Even(a*). Hence the graph is sc strongly chordal graph. The 
whole procedure of deletion is shown in figure-5.8. 
Vf 
V 
V 7 ^ 
• V3 
V( 
V 
' \ y"^ 
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5.4 On the catalogue compilation of sc strongly chordal graphs 
We found that graphs on 4 and 5 vertices shown in figure-3.11 are sc strongly 
chordal. Graphs shown in figure-6.3(a) and figure-6.3(b) are sc strongly 
chordal graphs on « = 8 vertices. Sc strongly chordal on n = 9 vertices are 
shown in figure-6.5(a) and figure-6.5(b). Graphs in figure-6.6(a), figure-6.6(b), 
figure-6.6(f), figure-6.6(h) and figure-6.6(m) are sc strongly chordal on 12 
vertices. Sc strongly chordal graphs on n =13 vertices are shown in figure-
6.7(a), figure-6.7(b), figure-6.7(e), figure-6.7(g) and figure-6.7(m). In table-5.1, 
we report the catalogue of sc strongly chordal graphs with at most 17 vertices. 
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Number of vertices 
Number of non isomorphic sc graphs 
Number of non isomorphic sc chordal 
graphs 
Number of non isomorphic sc strongly 
chordal graphs 
4 
1 
1 
1 
5 
2 
1 
1 
8 
10 
3 
2 
9 
36 
3 
2 
12 
720 
16 
5 
13 
5600 
16 
5 
16 
703760 
218 
41 
17 
11220000 
218 
41 
Table-5.1 
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Chapter 6 
Spectral study of some classes of self-complementary perfect 
graphs 
This chapter is devoted to the spectral results of sc comparability graphs and sc 
chordal graphs. The following will be studied. 
a) Some spectral properties of sc comparability graphs with 
respect to adjacency matrix are discussed. 
b) Lower and upper bounds for the largest Laplacian eigenvalues 
of sc chordal graphs are obtained. Lower bound for the largest 
Laplacian eigenvalues of sc comparability graphs is also 
obtained. 
c) Spectral properties of sc comparability graphs and sc chordal 
graphs with respect to Laplacian matrix are discussed. 
The chapter grows through the following sections. In section 6.2, we 
show that no two non-isomorphic sc comparability graphs with n vertices (« < 
13) are cospectral and there does not exist a hyper-energetic sc comparability 
graph for « < 13 vertices. In section 6.3, we obtain lower and upper bounds for 
the largest Laplacian eigenvalues for sc chordal graphs and sc comparability 
graphs. Same section deals with more spectral results with respect to Laplacian 
matrix for sc graphs, sc comparability graphs and sc chordal graphs. 
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6.1 Introduction 
Finding pair of non-isomorphic graphs with the same spectrum, known as 
cospectral, is one of the earliest and continuing problems in spectral graph 
theory. Collatz and Sinogowitz [31] were the first to report that non-isomorphic 
graphs can have same set of eigenvalues. For various other results related to 
cospectral graphs we refer to [37], [38], [40] and [41]. Bearing this problem in 
mind we study the spectrum of sc graphs, sc comparability graphs and sc 
chordal graphs with respect to adjacency and Laplacain matrices of the graphs. 
The concept of energy was introduced by Gutman [82], in connection to 
the so called total ;r- electron energy as E„{G) = Zl /^ I > where ^\, /Uj, •••, Mn are 
the eigenvalues of adjacency matrix of G [82]. 
6.2 Spectral results with respect to adjacency matrix ' 
Sridharan and Balaji [160] studied sc chordal graphs with respect to adjacency 
matrix, showing that the least positive integer for which there exists non-
isomorphic cospectral sc chordal graphs is 12. In this section, we consider sc 
comparability graphs only. 
6.2.1 On the cospectrality ofsc comparability graphs 
In this section, we show that no two non-isomorphic sc comparability graphs 
with n vertices (« < 13) have the same spectrum. Obviously, no two non-
isomorphic sc comparability graphs with 4 or 5 vertices are cospectral, as there 
Published in J. Korean Society of Industrial and Applied Mathematics, vol. 11, no. 3 (2007), pp. 65-75 
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is only one sc comparability graph with 4 or 5 vertices shown in figure-3.11. 
Theorem 6.1. No two non isomorphic sc comparability graphs with 8 vertices 
are cospectral. 
Proof. Characteristic polynomials of the four non-isomorphic sc comparability 
graphs with 8 vertices shown in figure-3.12 are 
a l-4x-6>^+20x^+Ux^-20x^-14x^+x^ 
b. 16>^+40x^ + 21x''-16x^-14x^+x® 
c. -8x-8>^+32x^+37x^-8x^-14x^ + x^  
d. 12x^+40x^+33x''-8x^-14x^+x\ 
We note that none of the above polynomials can be obtained from the other 
polynomials by multiplying by a real number. Hence no pair of non-isomorphic 
sc comparability graphs with 8 vertices have the same spectrum. D 
Theorem 6.2. No two non isomorphic sc comparability graphs with 9 vertices 
are cospectral. 
Proof. Characteristic polynomials of the four non-isomorphic sc comparability 
graphs with 9 vertices shown in figure-3.13 are 
a. -5 X + 16 x^ + 6 x-' - 40 x'' - 11 x^ + 32 x® + 18 x'^  - x^ 
b, -32x^-68x''-25x^ +28x®+18x''-x^ 
c. -16 X + 32 x^ + 44 x^ - 64 x^ - 61 x^ + 16 x^ + 18 x' - x^ 
d, 24 x^ + 8 x^ - 72 x"* - 57 x^ + 16 x^ + 18 x'' - x^ _ 
We note that none of the above polynomials can be obtained from the other 
polynomials by multiplying by a real number. Hence no pair of non-isomorphic 
sc comparability graphs with 9 vertices have the same spectrum. D 
Theorem 6.3. No two non isomorphic sc comparability graphs with 12 vertices 
are cospectral. 
Proof. Characteristic polynomials of the fourteen non-isomorphic sc 
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comparability graphs with 12 vertices shown in figure-3.14 are 
a. 
b. 
c. 
d. 
e. 
f. 
g-
h. 
i. 
J-
k 
1- 7 x' + 80 x^ --12x+7"^ 
16 x^ + 8 x^ - 115 x"* - 104 x^ + 187 x' 
66 x^ - 172 x^ + 91 x^ + 192 x^ - 10 x® - 92 x^ - 33 x^° * -^ ^ 
1 6 / ---^ 
3x^-
ox*^-! 33x1°. xl2 
139 x"* - 96 x^ + 259 x^ + 344 x'^  + 60 x*^  - 80 x^ - 33 x^" + x^ ^ 
llx^ 81 x^ + 360 x^ + 607 x^ + 444 x"' + 72 x^ - 76 x^ - 33 x^" + x^^ 
-20 x^ - 128 x-^  - 239 x^ - 12 x^ + 435 x^ + 464 x'^  + 112 x^ - ( 
16 x^ - 24 x^ - 151 x^ - 12 x^ + 419 x^ + 488 x^ + 140 x^ - 60 : 
-20 x^ - 160 x^ - 391 x"* - 272 x^ + 271 x^ + 484 x'^  + 172 x^ -
n o A a c n o 
•' 3 3 x i ° . x -
x - ' + 2 7 1 " ^ . 0 . . . 7 
68 x^ 
60 x ^ -
- 3 3 x l ° . x i 2 
.12 
484x ' '+ 172 x' 
- 3 6 x^ - 264 x^ - 671 x^ - 644 x^ + 43 x^ 
12 x'^  - 8 x^ - 123 x^ - 52 x^ + 351 
- 3+ 55x2+ g^ 
-48 
2 0 2 " ' ' 
x " - 1 7 9 x ^ 
x ' - 3 4 0 x ^ ^ 
^ 448 x'^  
ZK * 176 
x « - 52 x ^ -
x « - 4 8 " 9 
184 
x"+ 492 x^+ 6 x ^ - 4 8 x ^ - 33x1° 
x ^ -
X 
5 2 x ^ - 3 3 x l ° . x l 2 
,9 33xl°.^'12 
„12 
48x2 
m 
x « - 4 0 " 3 
x " - 4 0 - 3 
3 3 x 1 ° . xl2 
135 x^ + 468 x'' + 198 x^ - 44 x^ -
' + 295x^+ 484x ' '+ 196 x ^ -
436x^+ 39x^+ 452x ' '+ 212 
x - ^ - 2 9 1 x ^ - 3 0 0 x ^ + 1 7 5 x ^ + 4 6 8 x ' ' + 204 ^ 
535 x^ 
that 
X 
x ^ - 1 1 6 x ^  
8 0 x - ^ - 2 1 1 x ' 
-72 "^ 
-,-, 10 12 3 3 X + X 
40 x^-
x" - 33 x^"+ x^' 
x ^ - 3 3 x l ° . x l 2 
^ - 3 3 x l ° . x l 2 
1 45 x^ + 252 x^ +  + 516 x^ + 180 x^ - 40 x^ - 33 xl° + x^^ 
Note that none of the above polynomials can be obtained from the other 
polynomials by multiplying by a real number. Hence no pair of non-isomorphic 
sc comparability graphs with 12 vertices has the same spectrum. D 
Theorem 6.4. There exist non-isomorphic cospectral sc comparability graphs 
with 13 vertices. 
Proof. Consider the two sc graphs with 13 vertices given in figure-6.1, since 
their degree sequences are different they are non-isomorphic. These graphs are 
comparability graphs as there exist transitive orientation. 
Figure-6.1 
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The characteristic polynomials associated with these sc comparability graphs 
are given below. 
a. 24 x^ + 248 x^ + 940 x^ + 1633 x^ + 1142 x*" - 229 x"' - 736 x^ - 250 x^ + 70 x^ ° + 39 x^ ^ - x" 
b. 24 x^ + 248 x^ + 940 x'' + 1633 x^ + 1142 x^ - 229 x^ - 736 x^ - 250 x^ + 70 x^ ° + 39 x^ ^ - x^ -^  
Since spectrums are same for these graphs, Thus they are cospectral. D 
Combining Theorems 6.1, 6.2, 6.3 and 6.4, we get the following result. 
Theorem 6.5. The smallest positive integer for which there exist cospectral sc 
comparability graphs is 13. 
6.2.2 Energy of sc comparability graphs 
If for two graphs G\ and G2, the equality E„(G\) = E„{Gj) is satisfied, then Gj 
and G2 are said to be equi-energetic [135]. Obviously ''Cospectral graphs are 
equi-energetic but converse need not be true.'' 
Since their exist only one sc comparability graph on 4 or 5 vertices, so 
there are no equi-energetic sc comparability graphs on 4 or 5 vertices. 
Therefore, we check for equi-energetic sc comparability graphs for 8 or more 
vertices. 
Theorem 6.6. There exist non-isomorphic non-cospectral equi-energetic sc 
comparability graphs with 8 vertices. 
Proof. Consider two sc graphs as shown in Figure-3.12(b) and Figure-3.12(d). 
These two graphs are non-isomorphic, as the graph in Figure 3.12(b) has four 
vertices of degree 2 while graph in Figure-3.12(d) does not have any vertex of 
degree 2. These graphs are comparability graphs as there exists transitive 
orientation. By Theorem 6.1, their spectrums are different so they are non-
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cospectral. The energies of these graphs are 11.1231, so these graphs are equi-
energetic. Hence there exist non-isomorphic non-cospectral equi-energetic sc 
comparability graphs with 8 vertices. D 
Thus, we have the following result. 
Theorem 6.7. The smallest positive integer for which there exist non-
isomorphic non-cospectral equi-energetic sc comparability graphs is 8. 
The spectrum of complete graph K^ is {«-!, _i _i ... _ i ) . So the energy 
[n-\) limes 
of complete graph K^ is 2{n - 1). If the energy of a graph G is greater than 
2(« - 1), i.e., energy of complete graph, then graph is said to be Hyper-
energetic [82]. Gutman [82] conjectured in 1978 that there is no hyper-
energetic graph. The same has been disproved by Walikar et al. [173]. 
Koolen and Moulton [94] gave the following upper bound of energy of 
graphs. 
Theorem 6.8 [94]. For a graph G with n vertices and m edges, the energy E„(G) 
satisfies the condition 
4 ( G ) < — + J(«-1) 
n n 
Now, we obtain the following result. 
Theorem 6.9. A sc graph G with n vertices {n < 8) cannot be hyper-energetic. 
Proof. Let G be sc graph with n vertices. Then by Theorem 6.8, we have 
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4(G)<—+ > - ! ) 
n -©; 
^. , • • n{n-\) Since the graph is so, so m = 
Using this value ofm in above inequality, we get 
£:„(G)<^(i + V 0 ^ ) . 
If the graph is not hyper-energetic, then following condition holds. 
£„(G)<^(l+V(«+l))<2(«-l), 
or — (l+ ^(«+l) ) < 2(«-l), 
or (l + ^ («+l))<4, 
or [n+\) <9, or «< 8 
Hence no sc graph is hyper-energetic with « < 8. D 
From the Theorem 6.9, it is clear that there does not exist hyper-
energetic sc graph on 4, 5 and 8 vertices. Now we check for hyper-energetic sc 
comparability graphs for « > 8. 
Theorem 6.10. No sc comparability graph with 9 vertices is hyper-energetic. 
Proof. Energies of the four non-isomorphic sc comparability graphs with 9 
vertices shown in Figure-3.I3 are 13.0712, 12.5262, 14.7123, and 15.1231. 
Clearly none of the graphs have energy more than 2{n -1) = 16. Hence, no non-
isomorphic sc comparability graph with 9 vertices is hyper-energetic. D 
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Theorem 6.11, No sc comparability graph with 12 vertices is hyper-energetic. 
Proof. Below we give the energies of 14 non-isomorphic sc comparability 
graphs with 12 vertices, shown in Figure-3.14. 
a ) 19.1128 b) 18.6082 c) 18.8042 d) 17.893 e) 19.1164 
f) 19.161 g) 19.4695 h) 19.9059 i) 19.1242 j) 20.3072 
k) 18.9625 1) 20.0305 m) 19.2901 n) 17.893 
We note that none of the graphs have energy more than 2(« -1) = 22. 
Hence no non-isomorphic sc comparability graph with 12 vertices is hyper-
energetic. • 
Theorem 6.12. There exists a hyper-energetic sc comparability graph with 13 
vertices. 
Proof. Consider a sc graph on 13 vertices as shown in figure-6.2. It is 
comparability since there exists transitive orientation. Energy of this graph is 
24.1439, which is greater than E{K\i) = 2(13 - 1) = 24. Thus, the graph is 
hyper-energetic. Hence the result. D 
Figure-6.2 
Combining the above arguments, we have the following result. 
Theorem 6.13, The smallest positive integer for which there exists a hyper-
energetic sc comparability graph is 13. 
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6.2.3 Catalogue and some observations 
Now we present the catalogue for equi-energetic, cospectral, hyper-energetic 
sc comparability graphs. We also include the details of sc comparability graphs 
with/^„ >-l, which have been investigated in much detail in [2], [3] and [4]. 
Number of 
< 
n 
O. 
n 
V9 
4 
5 
8 
9 
12 
13 
Sc 
comp. 
graphs 
01 
01 
04 
04 
14 
31 
Equi-energetic sc 
comparability 
graphs 
00 
00 
*02 
Energy= 11.1231 
0 
*02 
Energy=17.893 
"02 
Energy=21.8682 
"02 
Energy=22.8333 
*02 
Energy=22.8934 
Hyper-energetic 
sc comparability 
Graphs 
00 
00 
00 
00 
00 
01 
Energy =24.1439 
Cospectral sc 
comparability 
graphs 
00 
00 
00 
00 
00 
3 pairs 
sc comparability 
graphs for which 
01 
01 
01 
00 
00 
00 
*non-cospectral equienergetic graphs 
^cospectral equienergetic graphs 
Table - 6.1 
We observe that for « = 13, 3 pairs of graphs are cospectral graphs. 
There are no other graphs which are cospectral on « = 4, 5, 8, 9, 12 vertices. 
There are 2 graphs on « = 8 and n = 12 and 3 pairs on « = 13, which are 
equi-energetic. But for « = 8 and « = 12, these equi-energetic graphs are non 
cospectral. Hence this verifies that cospectral graphs have same energy but 
converse need not be true. 
From the behavior of equi-energetic graphs it can be observed that for 
« = 4A: + 1, there do not exist equi-energetic sc comparability graphs, which are 
non-cospectral. Note that for « = 13 all the equienergetic graphs are cospectral. 
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From the final catalogue we observe that there exist so comparability 
graphs with 4, 5, 8 vertices for which //„ > - 2 , but from n = 9 onwards there 
does not exist any sc comparability graph satisfying //„ > - 2 . 
We conclude the section with the following conjectures. 
Conjecture 1. For n = 4k+ 1 vertices, no non-isomorphic non-cospectral sc 
comparability graph is equi-energetic. 
Conjecture 2. For « > 8 vertices there does not exist any sc comparability 
graph for which/j^ > - 2 . 
6.3 Spectral result with respect to Laplacian matrix 
Gutman et al. [80] and [81] discovered connection between photoelectron 
spectra of saturated hydrocarbons (alkanes) and the Laplacian eigenvalues of 
underlying molecular graphs. So it is significant and necessary to investigate 
the relations between the graph theoretic properties of G and its eigenvalues. 
We shall assume that/I, > /^ ^ > ... > /l„. It is well known that /ln= 0 and the 
multiciplity of zero equals to the number of connected components in G. Since 
sc graph is always connected so for a sc graph G, multiciplity of zero is always 
1. Matrix \L\ = D + A is called the signless Laplacian matrix. We denote 
cospectral graphs with respect to Laplacian matrix as L-cospectral, equi-
energetic as L-equi-energetic and characteristic polynomial of Laplacian matrix 
as LCP. In this section we extend our study and also consider sc graphs, sc 
chordal graphs apart from sc comparability graphs. 
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6.3.1 Some bounds on Laplacian eigenvalues 
The triangle number t{u) of a vertex w in a graph G is the number of triangles in 
G containing u, while t{G) is the total number of triangles in G. 
N(u) is the neighbors of vertex u. Till now, plenty of upper bounds on the 
largest Laplacian eigenvalue of graphs have been given [2], [100], [101], [112], 
[145], [157] and [178]. But lower bounds for largest Laplacian eigenvalue X\ 
were given by Grone and Merris [74] and Li and Pan [99]. Nikiforov [123] 
obtained lower bounds for graphs characterized by forbidden induced 
subgraphs. 
Tufan theorem determines the maximum number of edges that a simple 
graph on n vertices can have without containing a clique of size r + 1 [12]. In 
this section, first we obtain lower bound for sc chordal graph and sc 
comparability graphs, for this we require the following results. 
Theorem 6.14[122]. Let G be any graph. Then I / (M) = 3t(G) 
Theorem 6.15 [45] If G is graph with n vertices and m edges. Then 
r2 i:d\u)> 4m^ 
ueK 
The following resuh relating A\, the largest Laplacian eigenvalue of 
graph and t(G) the number of triangles in G is due to Nikiforov [123], 
Theorem 6.16[123]. If G is a graph with n vertices and m edges then 
^ Submitted for publication. 
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Now, we obtain bounds on largest Laplacian eigenvalue for sc chordal 
graphs in terms of «. 
Theorem 6.17. Let G be a sc chordal graph then 
. ^ 2n{n - 1 ) ^ . , 
A, > ^  —for n = 4k, 
' ( « - 2 ) ( « + l) 
2 _ T 
;i, >- -forn = 4k + \ 
n + 1 
Proof. For n = Ak 
By Theorem 218., for sc chordal graph co(G) = Ik. It implies that G is Kj'^+r 
free. Therefore, N{u) induces ATak-free graph for each u belongs to V. 
Then by Turan's Theorem 
2yt-2 , 
t{u)< d\u). 
2{2k-\) 
Summing the above inequality for all u belongs to V, we get 
2k —2 
u^v 2(2k — \)u^v 
Using Theorem 6.14, we get 
21c — 1 
2{2k-\)uev 
2k — 2 
(2A:-1)«EK 
Using Theorem 6.16 and above inequality, we get 
^2A:-2^ 
v 2 y t - l y 
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>2m«/l] > (« + / l , ) - /7 
V U€V 
In the view of Theorem 6.15, 
Imnl^ > (« + i,)-« (2k-2 yik-x 
Am' 
J) 
>\{n^ -lm)> 2mn 
2k-\' 
n(n — 1) Since G is sc, so m = — , so the inequality reduces to 
A, ^ 2 n{n-\) n 
n{n-\) 
> 
2k-\ 
(6.1) 
Putting, 2k = nl2, as « = 4A and solving, the lower bound on .i| is obtained as 
A,> 2n{n-\) («-2)(« + l)' 
Hence completing the proof for n = Ak. 
¥ovn = Ak+\ 
Again, by Theorem 2.17, for sc graph on « = 4A: +1 vertices co(G) = 2A: + 1. It 
implies that G is i^ 2k+2-free. Therefore, N{u) induces A[^ 2k+i-free graphs for each 
u belongs to V. Thus, again by Turan's Theorem, 
t{u)< 2k + \-2 2, , 
2(2yt + I - l ) 
tiu)<^d\u). Ak 
Summing the inequality for all u belongs to V. 
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2k-\ _ ,2 
Ik — \ 
Mt{G)<^Y.d\u) 
k ueV 
Using Theorem 6.16, we get the following inequality 
j:d\u)>in + A^)Zd\u)-2mnA^. 
ueV uey 2k ji. 
Now, solving the inequality as solved for n = 4k, the following bound is 
obtained, 
(" + 1) 
Hence the Theorem. 1 
These bounds are always true for ySf-free so chordal graph, sc strongly 
chordal graph and sc chordal comparability graphs as these graphs are also 
chordal. But for those sc comparability graphs which are not chordal, we need 
another bound to be obtained. For this we take the advantage of a result due to 
Sridharan and Balaji [161] which states that 
Theorem 6.18 [161). Let G be sc graph, then 
0}{G) <2nif n = 4k 
0){G)<2n + lif n = 4k + l. 
Since equality holds if and only if G is sc chordal, so for sc 
comparability graphs, which are not sc chordal we have 
co(G)<2k\f n = 4k and CO (G)< 2k + 1 if« = 4A:+ 1. 
This gives another bound for sc comparability graphs. 
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Theorem 6.19. Let G be a sc comparability graph which is not chordal then 
, ^ 2«(«-l) _ ., 
/l > ^  — ifn-Ak, 
(«-4)(« + l) 
X,> ^  — ifn-Ak + \. 
(«-3)(« + l) 
Proof. For n = Ak 
Since graph G is not chordal so to(G) < 2k. This implies that G is A'2k-fi"ee. So 
for each vertex u belongs to V, N{u) induces A[2k-i-free graph. Hence, by 
Turan's Theorem 
t{u)< ^^~^ ci\u) 
ueV 4(A; - 1) ueV 
^nt{G)<-^Y.d\u). 
Now, solving as earlier cases we get the inequality 
2nin-\) 
(«-4)(n + l) • 
FoTn = 4k+\ 
Since graph G is not chordal so co (G) < 2k+ 1. This implies that G is i<C2k+rfree. 
So for each vertex u belongs to V, N(u) induces Kj^-free graph. So this case is 
similar as Theorem 6.17 for « = 4k up to inequality (6.1) 
« (« - l ) 
A 
^ 
^2_rK!lz}l]>. 2 
2k-\ 
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Putting, 2k = {n-l)l2, as « = 4A:+ 1, we get 
_ 2 « ( « - l ) _ ^ 
^ («-3)(« + l) 
Remark: In fact Theorem 6.19 is true for the class of sc graphs which is not 
chordal. 
Now, we obtain upper bound for the largest Laplacian eigenvalue of sc 
chordal graph. For this, we need the following results 
Lemma 6.20 [179]. Let G be a graph. Then 
Grone and Merris [74] proved the following lower bound for largest 
Laplacian eigenvalue, Xi in terms of largest degree, d\. 
Lemma 6.21 [74]. Let G be a connected graph with n vertices and degree 
sequences?, > J j > ... > d„ .l\\Qn 
\ >c/,+1. 
equality holds if and only if J, = « - 1 . 
For sc graph, we have following result. 
Lemma 6.22 [161]. Let G be a sc graph with degree sequence 
d, > d. > ... > d . Then 
d\ + t/n-i+i = « - 1 where \<i<n 
From Lemma 6.22, d^ =n-\ never holds for a sc graph as d[ ^ 0. So, in 
the view of Lemma 6.21, we have the following resuh. 
Lemma 6.23 Let G be a sc graph with n vertices and degree 
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sequence(iI > d^ > — ^ c/„.Then 
\>d^+\ (6.2) 
Theorem 6.24[121].LetF = {(x,,JC2,...,xJ:x, >0,2x, =l}.Then 
' max..,<x,^x>. 
co{G) 
The following theorem gives the upper bound for largest Laplacian 
eigenvalues of so chordal graphs. 
Theorem 6.25. Let G be a sc chordal graph on n vertices with degree 
sequence^/, > d^ > ... > (i„.Then 
^^j^E^Ei,,^ 
Proof. Let (y 1, >^ 2, • • •, >'n) be normalized eigenvector corresponding to A, (|Z,|), 
then A,(III) = I (;;, +y^f = Y.d,y,' + I 2y,y^. 
Since ^  J,' =1, so 
X,(\L\)<d, + Y.2y,y^ 
ijeh 
^L\)-d,<l,2y,yj. 
ijEk 
By Lemma 6.20, 
A,(G)<A,(\L\)=>A,i\L\)-d, >X,{G)-d, and A, (G) - ^, > 1 
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M\L\)-d,>\. 
ijeE 
iX,iG)-d,Y<\ Y^2y,y^ 
Now, applying Cauchy inequality, we get 
2 2 , 
«(« — ]) 2 Z yh' 
A 
as m = 
n{n-\) 
>{A,{G)-d,f<n{n~\)\ Y^yh^ 
\il^E J 
WElzi^,{^^.^. 
n{n-\) \<J^E' (6.3) 
Smc^iy^' ,y2\...,y„'')>{) and y^^ + yj'' +••• +y„^ = 1, then by Theorem 6.24, 2 2 2 . 2 
U^E CO{G) 2rt 
ijeE 2 2n 
In the view of (6.3) and (6.4) 
{X,{G)-d,)\\(^ 1 
(6.4) 
< - l -
n{n-\) 2y 2n 
4 ( i , ( G ) - ^ , ) ^ < ( « - l ) ( 2 « - l ) 
(A,(G)-J,) ^^n~l){2n-\) 
2 
\ < 
V(«-l)(2«-l) 
+ (i,. 
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This proves the resuU. • 
Sum of two largest Laplacian eigenvalues of sc chordal graphs 
Li and Pan [99], proved the following lower bound for second largest 
Laplacian eigenvalue, 
A^>d^. (6.5) 
Next, we give strict lower bound for the sum of two largest Laplacian 
eigenvalues of sc chordal graph. 
Theorem 6.26. Let G be sc chordal graph, then 
A^+A2>6k^-2k-Zd,+\ if n = Ak, 
/=3 
^,+^2 >6A;2-X^,+1 ifn = Ak + \. 
/=3 
Proof. Let G be sea chordal graph with degree sequenced, > d^ > ... > d „ . 
Suppose the Laplacian eigenvalues are /I, > /I2 >... > /l„ = 0. 
Adding inequality (6.2) and (6.5), we get 
/I,+/I2 >fi?,+C/2+I. (6.6) 
By Corollary 3.9 , Sc/, =6^ ' -2k if n^4k and I J , =6it' if n = 4k + \ for 
/=i (=1 
sc chordal graphs. 
Now, for n = 4k 
Zd,+d,+d2=6k^-2k 
d^+d^ =6k^ -2k - ^ c / , . 
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Using inequality (6.6), we get 
2k 
X^+X^>ek^-2k-Zd,+\. (6.7) 
1=3 
Similarly, for « = 4A; +1, 
- 2k 
X^+X^>6k^ -Y.d,+\. Hence the result. D 
/=3 
Theorem 6.27[118]. If G is complement of graph G. Then 
\{G) = n-\_,{G) 
Now we obtain strict upper bound for smallest Laplacian eigenvalue of 
sc chordal graph. 
Theorem 6.28. If G be a sc chordal graph. Then 
0<A„_, <^J:d,-{6k^-2k + \) + n + ?^ forn = Ak, 
/=3 
2k . 
0<A„_, <Ec/,-(6A:^+l) + « + ;i2 forn = Ak + \. 
1=3 
Proof, In Theorem 6.27, put ^ = 1, we get 
/l,(G) = «-A„_,(G). 
For a sc graph G,G^G. Thus, i , (G) = « - /l„_, (G), i.e., /I, = « - A„_^ 
=^A,+A„_, =« (6.8) 
In the view of inequalities (6.7) and (6.8) 
2k 
«-Vi+^2 >6k-2k-'Zd^+\ 
(6-9) 
4-1 <Td,-i6k^-2k + \) + n + A^. 
(=3 
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Inequality (6.9) gives the upper bound for the smallest Laplacian 
eigenvalue (algebraic connectivity, different from zero) for sc chordal graphs 
on n = 4k vertices. Also A„_, > 0 for sc graphs as sc graphs are always 
2k . 
connected. Thus, 0<4_ , < 10?,-(6^^-2A: + l) + « + A2 forn = U. (6.10) 
/=3 
Similarly, for n = 4k+\ vertices, we have 
2k -
0 < 4 _ , <Z^/-(6A:^+l) + « + ;i2 forn = 4k + \. (6.11) D 
1=3 
6.3.2 On the L-cospectrality of sc, sc comparability and sc chordal graphs 
On L-cospectrality of sc graphs 
Since, there exists only one sc graph on 4 vertices, no L-cospectral sc graph on 
« = 4 vertices exist. For « > 4, we have following results. 
Theorem 6.29. No two non isomorphic sc graphs with 5 vertices are L-
cospectral. 
Proof. LCPs of the two non-isomorphic sc graphs (C5, Bull) with 5 vertices are 
given below. 
- 1 5 x + 4 0 x ^ - 3 3 x - ^ + l O x ^ - x ^ and - 2 5 X + 50 x ^ - 35 x^ + 10 x^ - x^ . 
We note that none of the above polynomials can be obtained from the other 
polynomials by muhiplying by a real number. Hence, no pair of non-
isomorphic sc graphs with 5 vertices has the same spectrum. • 
Theorem 6.30. No two non isomorphic sc graphs with 8 vertices are L-
cospectral. 
Proof. All the 10 non-isomorphic sc graphs with 8 vertices and their LCPs are 
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given below. 
a. -2688 X + 8480 x^ - 10096 x^ + 5876 x^ - 1840 x^ + 316 x^ - 28 x'' + x^ 
b. -4608 X + 11904 x^ - 12224 x^ + 6480 x^ - 1920 x^ + 320 x^ - 28 x'^  + x^ 
c. -4800 X + 12080 y^ - 12272 x^ + 6484 x^  - 1920 x^ + 320 x^ - 28 x'^  + x^ 
d. -6272 x+ 15008 x^ - 14 256 x^ + 7076 x^ - 2000x^ + 324 x^ - 28 x'' + x^ 
e. -6336 X + 15024 x^ - 14256 x^ + 7076 x^ - 2000 x^ + 324 x^ - 28 x'' + x^ 
f. -6528 X + 15200 x^ - 14304 x^ + 7080 x^ - 2000 x^ + 324 x^ - 28 x'^  + x^ 
g. -8704 x + 18816 x^ - 16480 x^ + 7688 x^ - 2080 x^ + 328 x^ - 28 x'' + x^ 
h. -8192 X + 18432 x^ - 16384 x^ ^ + 7680 x^ - 2080 x^ + 328 x^ - 28 x'^  + x^ 
i. -9216 x+ 19200 x ^ - 16576 x^+ 7696 x ^ - 2080 x^ + 328 x^ - 2 8 x'^  + x^ 
j . -94 08 x+ 1937 6 x 2 - 16624 x^ + 7700 x" - 2080 x^ + 328 x^ - 28 x'' + x^ 
We note that none of the above polynomials can be obtained from the other 
polynomials by multiplying by a real number. Hence no pair of non-isomorphic 
sc graphs with 8 vertices has the same spectrum. D 
Theorem 6.31. There exist non-isomorphic L-cospectral sc graphs with 9 
vertices. 
Proof. Consider the following two graphs of sc graphs shown in figure 6.4. The 
LCPs associated with these sc graphs are given below. 
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Figure-6.4 
-81648 X + 174960 x^  - 159408 x^  + 80676 x^  - 24813 x^  + 4752 x^  - 554 x'' + 36 x^  - x^  
-81648 X + 174960 x^  - 159408 x^  + 80676 x^  - 24813 x^  + 4752 x^  - 554 x'^  + 36 x^  - x^  
Since spectrums are same for these graphs, they are L-cospectral. Hence the 
result. • 
In the view of Theorem 6.31, we have the following result. 
Theorem 6.32. The smallest positive integer for which there exist non 
isomorphic L-cospectral sc graphs is 9. 
On L-cospectrality of sc comparability graphs 
Since, there exists only one sc comparability graph on 4 and 5 vertices, 
obviously, no L-cospectral sc comparability graph on « = 4 or « = 5 vertices 
exist. For « > 5, we have following results. 
Corollary 6.33. No two non-isomorphic sc comparability graphs with 8 
vertices are L-cospectral. 
Proof. Follows from Theorem 6.30. D 
Theorem 6.34. No two non-isomorphic sc comparability graphs with 9 vertices 
are L-cospectral. 
Proof. LCPs of the 4 non-isomorphic sc comparability graphs with 8 vertices, 
shown in figure 3.12, are 
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-20349 X + 66924 x^ - 85358 x^ + 55224 x^ - 20159 x^ + 4320 x^ - 538 x'' + 36 x^ - x^ 
-35280 X + 94752 x^ - 104488 x^ + 61704 x^ - 21329 x^ + 4428 x^ - 542 x'^  + 36 x^ - x^ 
-76320 X + 169704 x^ - 157528 x^ + 80388 x^ - 24797 x^ + 4752 x^ - 554 x'' + 36 x^ - x^ 
-72000 X + 165600 x^ - 156100 x-^  + 80172 x^ - 24785 x^ + 4752 x^ - 554 x''+ 36 x^ - x^ _ 
a. 
b. 
c. 
d. 
We note that none of the above polynomials can be obtained from the other 
polynomials by multiplying by a real number. Hence, no pair of non-
isomorphic sc graphs with 8 vertices has the same spectrum. D 
Theorem 6,35. There exist non-isomorphic L-cospectral sc comparability 
graphs with 12 vertices. 
Proof. Consider the two non isomorphic sc comparability graphs shown in 
figure-3.14(g) and 3.14(h). The characteristic polynomials associated with 
these sc comparability graphs are given below. 
-1281Se700x+292465CTJ^-2931336aB>? + 171180ei7x^  - 64944Crojr'+ IfflSffiOx^ - 305e!196x'+ 389^ 
-1281S6r7rox+2S246E530j^ -29S13361S>?U7U8Cffl7x''-649M000>^+lffl53520x*-305aiS6x' + 3 8 ^ 
Since spectrums are same for these graphs, they are L-cospectral. Hence the 
result. D 
Thus, from the above discussion we have following result. 
Theorem 6.36. The smallest positive integer for which there exist non-
isomorphic L-cospectral sc comparability graphs is 12. 
On L-cospectrality of sc chordal graphs 
Since, there exists only one sc chordal graph on 4 and 5 vertices, no L-
cospectral sc chordal graph on « = 4 or « = 5 vertices exist. For n > 5, we have 
following results. 
Corollary 6.37. No two non-isomorphic sc chordal graphs with 8 vertices are 
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L-cospectral. 
Proof. Follows form Theorem 6.30. • 
Theorem 6,38. No two non-isomorphic sc chordal graphs with 9 vertices are 
L-cospectral. 
Proof. All the 3 non-isomorphic sc chordal graphs with 9 vertices and their 
LCPs are given below. 
-2034 9 X + 66924 x^ - 85358 x^ + 55224 x^ - 20159 x^ + 4320 x^ - 538 x'' + 36 x^ - x^ 
-35280 X + 94752 x - 104488 x^^ + 61704 x^ - 21329 x^ + 4428 x^ - 542 x'^  + 36 x^ - x^ 
-36288 X + 95904 x^ - 104940 x^ + 61776 x^ - 21333 x^ + 4428 x^ - 542 x'' + 36 x^ - x^ 
We note that none of the above polynomials can be obtained from the other 
polynomials by multiplying by a real number. Hence no pair of non-isomorphic 
sc graphs with 9 vertices has the same spectrum. D 
158 
I 
^ 
VO 
vo 
I 
3 
Ml 
^ 
IJ3 
>i 
U5 
r-
o 
<N 
X 
<D 
r~ 
o CM 
IT) 
ro 
00 
in 
X 
>x> 
in 
CM 
CO 
o 
X 
o 
Csl 
CO 
o 
C\l 
LD 
IT) 
O 
X 
o 
o 
o 
o 
CO 
r-
X 
o 
o 
CM 
X 
eg 
X 
CM 
X 
eg 
X 
00 
o 
VO 
o 
CM 
^ r-
o 
X 
o 
<< m 
<r CVi 
LT) 
CN 
1 
o 
*x> 
(^  X 
^ CM 
CN 
^ U3 
•^  CN 
^c 
X 
(N 
r^  
X 
CM 
CTi 
f^ 
^ >X) 
• ^ 
CM 
i,D 
X 
"^  
X 
CM 
n 
C30 
X 
en 
X 
o 
X 
CM 
o 
o 
X 
o 
X 
CM 
X 
CM 
O 
OD 
_ I E 
i-( 
rt 
>, 
x> 
bO 
C3 
>. 
*—H 
3 
B 
"rt 
o 
C3 
'o 
X3 
-4-» 
o 
-*-» 
s 
o 
g 
'3 
^ 
o 
o 
M 
"rt 
•g 
O 
"o D-
(U 
> 
o 
(U 
o 
c 
o 
c 
,4_rf 
• 4 - ^ 
•4—> 
o 1=1 
a> 
^ 
n 
s 2 
o 
ex 
M 
c c3 
O 
'p^ 
c? 
h-J 
<u 
CO 
1/1 
C/3 
«! J 3 
w 
u 
o 
••s 
> 
(N 
^ 
M 
c? 
t/3 
o 
s 
o 
s 
o • 1-H 
c o 
c 
<+1 
o 
'3 
a, 
o 
c (U 
u< 
<u 
^ B 3 
c 
, 
(U 
CI, 
o 
u 
o 
t 
<u 
> f o 
• ^ 
cc 
X I 
cd 
00 
13 
13 
o 
j:3 o 
o 
XI 
& 
o 
B o 1 / ! 
1 
c o 
c 
o 
1/3 
o 
-•-» 
o 
d 
T t 
vd 
S 
0) 
u 
e 
H 
r~^  
^ 
i- i 
3 
M d 
C 
• ^ ^ 
o 
X 
1/3 
i - i 
e« 
1/3 
OH 
U 
"5 X 
-*-> 
TS 
c CO 
cfl 
••6 
> 
m 
^^  
:S 
i 
X 
CO 
bO 
"cO 
o 
X 
o 
o 
c« 
o 
X 
Br 
o 
o 
c« 
1 
c 
o 
^ 
'"' 
< 
(«^  © 
o 
X iZ .-^ 
o 
I 
a 
ve 
u 
a 
Of 
-a 
S 
,i 
ul 
O i-H 
t-H O 
rH m 
<H O 
C« 
^ -S 
• 
r~ . -5 
o . „ 
(T> r-i 
CO rH 
_ ' S 
>, 
-O 
&0 
g
•_?% 
."& 
6 
>, 
^ 
00 
13 
'e o 
c 
_>. 
"o 
ex 
O 
0) 
J3 
s 
o 
TS 
H) 
.c 
-2 5 
o 
4J 
X) 
§ 
O 
en 
e 
o 
> 
o 
<D 
•5 
<4H 
o 
0) 
o 
c 
era 
• * - » 
o 
e 
g 
5 o 
PL, 
c/3 
.2 G 
JH 
"& ca 
H-1 
u 
6 03 
-•-J 
c« 
«5 
J3 
C/5 
o 
u 
> (^  
^^  X ! 
^ 
1/3 
i^  l-( 
o 
o 
• ^ 
& 
o 
s o 
1 
o 
d i ^ 
o } ^ 
• i-H 
ex 
o 
c 
u< (U 
X3 
B 
•(-< 
3 
) - l 
el 
o 
*^  o 
^i; 
^ 
(U 
T 3 
c o o 
75 
o 
••6 
> 
m f—1 
o 
- 4 ^ 
§^  
IZl 
X3 
P H 
«3 
13 
o 
X5 
o 
, 
cx 
w O 
o 1 
^ 
i / i 
o 
o 
•a 
J3 
F-H 
T t 
s 
u h 
o 
H 
(N 
Chapter 6 Spectral study of some classes ofsc perfect graphs 
In view of above results, we report the following conjecture. 
Conjecture 3. There do not exist L-cospectral sc chordal graphs on n = 4k or 
n = 4k + \ vertices. 
6.3.3 Laplacian Energy of sc, sc comparability and sc chordal graphs 
Let G be a graph on n vertices and .1] , M, • • • , •^ are the eigenvalues of 
Laplacian matrix of G. Gutman [79] defined the Laplacian energy of G as 
LE(G)^Z 
1=1 n 
. Let Gi and G2, be two graphs such that LE{G\) = LE{G2), 
then we call G] and G2, L-equi-energetic. 
On L-equi-energetic sc graphs 
Since there exist only one sc graph on 4 vertices, we start with n =5 vertices. 
Theorem 6.42. No two non isomorphic sc graphs with 5 vertices are L-equi-
energetic. 
Proof. There exist only two sc graphs (Bull, C5) on « = 5 vertices and the 
Laplacian energies of Bull and C5 are 7.84162 and 6.47212. Clearly they are 
not equal. Thus, no two non-isomorphic sc graphs with 5 vertices are L-equi-
energetic. D 
Theorem 6.43. No two non isomorphic sc graphs with 8 vertices are L-equi-
energetic. 
Proof. Laplacian energies of all 10 non isomorphic sc graphs shown in figure-
6.3(a-j), are 18.8098, 17.6569, 17.798, 15.3137,14.9282, 15.391, 12.391, 
11.6569, 9.5, 13.6568. We note that no two sc graphs have equal energy. Thus, 
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no two non- isomorphic sc graphs with 8 vertices are L-equi-energetic. D 
Theorem 6.44. There exist non-isomorphic non L-cospectral, L-equi-energetic 
sc graphs with 9 vertices. 
Proof. Consider the following two sc graphs in figure-6.8. 
(a) 
Figure-6.8 
These two graphs are non-isomorphic. They are non L-cospectral as the LCPs 
of both graphs are different as given below. 
-9Cra0x+18966J5^-lffiaM>^+83934x'-25399}^+4806x^-556x' + 3 6 x ^ - j ^ a n d 
-1M976X+2099E2X? - IflCraex^+8f7480x''- 2eDaix'+48eDx^ - 558x''+ 36x^ - >^  
The Laplacian energies of graphs are 16. Thus, these graphs are non-
isomorphic non L-cospectral and L-equi-energetic. D 
Thus, we have the following result. 
Theorem 6.45. The smallest positive integer for which there exists non-
isomorphic non L-cospectral L-equi-energetic sc graph is 9. 
On L-equi-energetic of sc comparability and sc chordai graphs 
Since their exist only one sc comparability and one sc chordai graph on 4 or 5 
vertices, so there are no L-equienergetic sc comparability graphs and L-equi-
energetic sc chordai graphs on 4 or 5 vertices. Thus, we get the following 
result. 
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Theorem 6.46. No two non isomorphic sc comparability graphs and sc chordal 
graphs with 8 vertices are L-equi-energetic. 
Proof. Follows from Theorem 6.43. • 
Theorem 6.47. No two non isomorphic sc comparability graphs and sc chordal 
graphs with 9 vertices are L-equi-energetic. 
Proof. Laplacian energies of the four non-isomorphic sc comparability graphs 
with 9 vertices, shown in Figure-3.13(a-d), are 23.8299, 23.4031, 16.5164, and 
15.4031. We note that no two graphs have equal energy. Thus, no two non-
isomorphic sc comparability graphs with 9 vertices are L-equi-energetic. 
Similarly, Laplacian energies of the three non-isomorphic sc chordal graphs 
with 9 vertices, shown in Figure-6.5(a-c) are 23.8299, 23.4031 and 23.4891. 
Clearly no two graphs have same energy. This proves the Theorem. D 
Theorem 6.48. No two non isomorphic sc comparability graphs and sc chordal 
graphs with 12 vertices are L-equi-energetic. 
Proof. Laplacian energies of the fourteen non-isomorphic sc comparability 
graphs with 12 vertices, shown in Figure-3.14(a-h) are 40.8058, 39.6529, 
33.6529, 38.4852, 35.0746, 30.4852, 27.0746, 27.0746, 24.4852, 22.5919, 
19.8284, 20.6264, 19.8284 and 18.4852. We note that no two graphs have 
equal energy. Thus, no two non-isomorphic sc comparability graphs with 12 
vertices are L-equi-energetic. Similarly, Laplacian energies of the 16 non-
isomorphic sc chordal graphs with 12 vertices, shown in Figure-6.6(a-p) are 
40.8058, 39.6529, 39.794, 39.2992, 39.3588, 39.1925, 39.3045, 40.7009, 
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40.7271, 39.2684, 39.2218, 38.8301, 38.4852, 38.6538, 38.7468 and 38.8021. 
Clearly, no two graphs have same energy. Hence the result. • 
Theorem 6.49. No two non isomorphic sc comparability graphs and sc chordal 
graphs with 13 vertices are L-equi-energetic. 
Proof. Laplacian energies of the 31 non-isomorphic sc comparability graphs 
with 13 vertices (graphs are not shown) are 47.827, 47.4001, 41.8633, 39.4001, 
40.1111, 40.2605, 35.0591, 40.1418, 39.4272, 33.2973, 32.0159, 40.0432, 
34.2947, 39.7527, 46.8251, 38.9249, 38.8251, 34.0966, 29.1397, 33.1397, 
32.4315, 32.6227, 30.8251, 30.9249, 27.4757, 27.2, 27.1562, 27.442, 24.6227, 
25.6307 and 22.8251. We note that no two graphs have equal energy. Thus, no 
two non-isomorphic sc comparability graphs with 13 vertices are L-equi-
energetic. Similarly, Laplacian energies of the 16 non-isomorphic sc chordal 
graphs with 13 vertices, shown in Figure-6.7(a-p), are 47.827, 47.4001, 
47.4861, 47.2234, 47.2631, 47.1621, 47.2377, 47.7527, 47.7718, 47.2123, 
47.184, 47.0664, 46.8251, 46.9451, 47.0102, and 47.0476. Clearly no two 
graphs have same energy. This proves the result. D 
Theorem 6.50. There do not exist non-isomorphic non L-cospectral L-equi-
energetic sc comparability and sc chordal graphs up to 13 vertices. 
In view of above Theorem 6.50, we propose the following conjecture. 
Conjecture 4. There do not exist non-isomorphic non L-cospectral L-equi-
energetic sc comparability and sc chordal graphs on n = 4k or n = 4k + I 
vertices. 
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