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ABSTRACT
A Comparison of Bias in Four Measures of Monitoring Accuracy
by
Frederick H. Kuch
Dr. Gregory Schraw, Examination Committee Chair
Professor of Educational Research, Cognition, and Development
University of Nevada, Las Vegas
Typically in calibration research, subjects perform a task and make a judgment
about the success of the task. Accurate findings help subjects improve self-calibration.
In addition, researchers rely on the accuracy of findings to make inferences about
underlying metacognitive processes. Consequently, it is important that the measures used
to assess monitoring accuracy are as free of bias as possible. Bias indicates whether an
observed value of monitoring accuracy over- or underestimates the true value.
This study examined gamma and three other viable statistics, d′, C, and the G
Index, currently used to measure monitoring accuracy. Using Monte Carlo simulation
techniques, I sought to determine whether bias occurred in the use of any of the four
measures, and if so, which was least biased. I found substantial bias in gamma, d′, and C,
especially in shorter and less difficult experimental conditions. Bias was caused
primarily by the presence of empty cells in a 2 x 2 contingency table. Empty cells, in
turn, were caused by a small sample size that was often insufficient to populate all the
cells in the table with at least one response. The fourth statistic, the G Index, was not
affected by the same computational issues as the other statistics and showed no bias.
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CHAPTER 1
INTRODUCTION
The statistic gamma has been frequently used in metacognitive research to
measure monitoring accuracy, especially in the context of calibration research. Masson
and Rotello (2009) identified 64 articles appearing in experimental psychology journals
between 2000 and 2008 that dealt with metacognition and monitoring. The most
frequently used statistic to measure the relationship between performance and judgment
of performance was gamma. Although gamma has a number of qualities that make it
desirable for use in metacognitive research, it has been suspected of producing results
that were biased, that is, results that differed from true values. This dissertation study
examined gamma and three other statistics used in metacognitive research to determine if
any of these four measures were biased and to what degree. This research helped to
identify the least biased statistic available.
Metacognition is cognition about one’s own cognitive processes (Baker, 2002;
Flavell, 1979; Williams & Atkins, 2009). In the context of metacognition, monitoring
accuracy refers to an individual’s ability to accurately judge the correctness or
incorrectness of their own performance. In education, monitoring accuracy is part of a
larger process often referred to as “self-regulated learning.” Pintrich (2000) proposed a
general framework for self-regulated learning that included four phases: Planning,
Monitoring, Control, and Reaction. In the Monitoring phase, students, in addition to
performing the learning task at hand, also pay attention to metacognitive concerns such
as, “Did I answer that question correctly?” or “Am I understanding the main points?” or
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“What is the author’s point of view?” Accurate monitoring is indispensable to successful
self-regulated learning.
Hacker, Dunlosky, and Graesser (2009) argued that successful students take
charge of their own learning. To do so requires application of Pintrich’s phases or a
similar scheme, including the ability to monitor cognitive processes as well as the ability
to regulate cognitive processes to improve effectiveness (Williams & Atkins, 2009).
Based on their metacognitive monitoring, students may increase or decrease the amount
of time they study, may employ specific learning techniques, or may change their
learning strategies depending on how they judge their learning to be progressing.
Unfortunately, individuals may judge their learning or anticipate their
performance inaccurately. In doing so, they may spend more study time than necessary
when they already know the material. Or they may think they have successfully mastered
the material when in fact they have not, and they will do poorly on an upcoming test
because of this inaccuracy. It is important that students’ monitoring accuracy be as wellcalibrated as possible (Hacker, Bol, & Keener, 2008).
Calibration in this context describes the relation between one’s actual
performance and one’s judgment about that performance (Keren, 1991; Lin & Zabrucky,
1998; Winne, 2004). Typically, in calibration research, subjects perform a task and make
a judgment about the success of the task. Researchers in the fields of metacognition,
metamemory, and metacomprehension rely on the accuracy of calibration judgment to
make inferences about underlying metacognitive processes (Van Overschelde, 2008).
The focus of this dissertation is on four statistical outcome measures that researchers use
to measure monitoring accuracy in experiments.
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A Monitoring Accuracy Model and Experiment Paradigm
Because monitoring accuracy involves the relationship between two variables
(usually test item performance and a corresponding judgment), contingency tables or
cross-tabulations are often used to visualize this relationship. Table 1 shows the general
form of a contingency table used for this purpose.

Table 1
General Form of a 2 x 2 Contingency Table for an Experiment

Performance
Correct

Incorrect

Correct

a

b

Incorrect

c

d

Judgment

Note: Contingency tables can contain many more cells. A 2 x 4 table is not uncommon.
However, in this study, the analysis was confined to the 2 x 2 table. A 2 x 2 contingency
table is the minimum size required to express a measure of association (Mueller,
Schuessler, & Costner, 1977).
A typical experiment in monitoring accuracy might involve a subject completing
a spelling test. The subject spells each word and makes a judgment about the correctness
or incorrectness of the response. Thus, each item of the test is used twice in the
experiment: once as an indicator of performance (Did the subject spell the word
correctly?) and again as an indicator of judgment (Did the subject think the word was
3

spelled correctly?). After the subjects complete the experiment, their responses are
categorized. Because each response can be either correct or incorrect, and each judgment
of the response can be either correct or incorrect, there are four categories. These four
categories of responses and their respective cell letters corresponding to Table 1 follow:
•

Correct, and the subject judged the response to be correct

(cell a)

•

Incorrect, but the subject judged the response to be correct

(cell b)

•

Correct, but the subject judged the response to be incorrect

(cell c)

•

Incorrect, and the subject judged the response to be incorrect

(cell d)

Monitoring is accurate when responses fall into cell a or cell d. Accordingly, the
number of responses in cells a and d will be higher when the subject has a good idea
about what they know and what they do not know. Monitoring is inaccurate when
responses fall into cells b and c. Accordingly, the number of responses in cells b and c
will be higher when the subject does not have a good idea about the correctness or
incorrectness of their responses.
Calibration is the relation between performance and judgment. Researchers
would say an individual’s metacognition is well-calibrated when his or her monitoring is
highly accurate. In fact, an individual’s monitoring would be perfectly calibrated if all
their responses were categorized in cells a and d.
To summarize, in an experiment of the type described above in metacognitive
research, the relationship between two variables or characteristics, usually performance
and judgment, is being examined. The experiment is most often based on a test
consisting of a number of items or tasks. Each item or task becomes the object of two
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cognitive activities: performing the task and judging if the task was done correctly. In an
experiment, researchers seek to understand the relationship between these two activities.
The focus of this dissertation is not on students scoring well on tests, although in
the final analysis, that is one of the ultimate objectives of both the student applying selfregulating techniques and the psychologist using experiments to learn more about this
process. The focus of this dissertation is on the statistics used in experiments involving
performance and judgment that help researchers better understand monitoring and
calibration.
The Purpose of This Research
This dissertation examined gamma and three other viable measures of monitoring
accuracy. Measures used to assess monitoring accuracy should be as unbiased as
possible; bias indicates whether an observed value of monitoring accuracy overestimates
or underestimates the true value. Likewise, the conditions under which distortion and
inaccuracy tend to occur must be identified. With this knowledge, a researcher’s choice
of statistics can be better informed, and the conclusions of metacognitive research will be
stronger. Depending on the circumstances, using a combination of two or more statistics
might be the most fruitful approach for the metacognitive researcher.
Four Measures of Monitoring Accuracy
The four measures of monitoring accuracy examined in this study are gamma (γ),
d′, C, and the G Index. These measures are described below and summarized in Table 7
at the end of this chapter.
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Gamma (γ)
Gamma has been interpreted as a measure of the statistical association between
two variables (Freeman, 1987; Gibbons, 1993; Siegel & Castellan, 1988). Gamma was
derived mathematically by Goodman and Kruskal in 1954 and has several desirable
properties. Prior to 1954, a number of statistics were being used to measure association,
including Q, a statistic developed by Yule (1900, 1912). Nelson (1984) examined several
statistics for potential use in metacognitive research and determined that gamma was the
best statistic for this purpose.
The value of gamma is the difference between the diagonal cross-products of the
contingency table divided by their sum. The formula for gamma is

ad – bc
γ = ————.
(1)
ad + bc

Gamma places importance on the pairing of cells: Cells a and d indicate monitoring
accuracy, and cells b and c indicate monitoring inaccuracy.
Table 2 shows a hypothetical example from monitoring research. The task is a
20-item spelling test. After spelling each word, the subjects indicate whether they feel
the word is spelled correctly, and the results are tallied. Cell a is the count of words that
are spelled correctly and judged by the subject to be correct. Cell b is the count of words
that are spelled incorrectly but judged by the subject as correct. Cell c is the count of
words that are spelled correctly but judged as incorrect. Cell d is the count of words that
are spelled incorrectly and judged as incorrect. The pair of cells, a and d, are especially
6

important in this context— they are the cells the subject judged rightly. Cell a reflects
words spelled correctly that the subject judged as correct, and cell d reflects words
spelled incorrectly that the subject judged as missed.

Table 2
A Contingency Table for a Hypothetical Experiment Based on a 20-Item Spelling Test

Performance
Correct

Incorrect

Correct

7

4

Incorrect

3

6

Judgment

Gamma is used in the example to indicate the relationship between performance
of a task and the judgment about the performance. The calculated value of gamma is
gamma = [(7)(6) – (4)(3)] / [(7)(6) + (4)(3)]
= (42 – 12) / (42 + 12)
= 30 / 54
= .56.
This value indicates that performance and judgment have a moderately strong, positive
relationship to each other. A value of gamma approaching one indicates a very strong
relationship between performance and judgment. In contrast, a value of gamma
7

approaching zero indicates no relationship between performance and judgment. Yule
(1912) referred to this condition as independence. Guessing (i.e., actually spelling about
half the words correctly and not being sure if words are being spelled correctly or not)
produces a value of gamma approaching zero. Although the operational range of gamma
is –1 to +1, negative values of gamma are not usually obtained as this would indicate that
the subject performed worse than just guessing, producing higher frequencies in cell b
(words spelled incorrectly but judged correct) and cell c (words spelled correctly but
judged as incorrect). In general, gamma will show a higher value, and therefore a higher
degree of association, when the subject predicts performance accurately, that is, when the
values in cell a (right answers predicted to be right) and cell d (wrong answers predicted
to be wrong) are greater.
A number of studies have noted a variety of strengths and weaknesses of gamma
(Nelson, 1984; Siegel & Castellan, 1998). Strengths include being easy and rapid to
calculate, being simple to understand, and having properties similar to other statistics
such as a range of –1 to +1, where +1 indicates maximum association and zero indicates
maximum independence (Goodman & Kruskal, 1954; Yule, 1900). One weakness of
gamma is a tendency to underestimate true values, especially when tests are short or easy
(Nietfeld et al., 2006; Schraw, Kuch, & Roberts, 2011). Gamma will produce an
undefined value whenever all the responses are concentrated in one row or one column.
Another weakness is a computational problem that occurs whenever the value of any one
of the four cells of the contingency table is zero. This produces a distorted value of
gamma of –1 or +1 irrespective of the values of the other cells (Goodman & Kruskal,
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1954; Nietfeld et al., 2006). See Appendix A for examples of these computational
problems. Table 7 at the end of this chapter summarizes the characteristics of gamma.
Several researchers have developed statistics that are either extensions or
alternatives to gamma (Cheng & Lin, 2009; Green & Swets, 1966; Holley & Guilford,
1964; Masson & Rotello, 2009). Three of these statistics are d′, C, and the G Index. I
focused on these statistics because they are regularly used in the monitoring literature,
often in lieu of gamma.
Monitoring Accuracy with d′
A statistic frequently used to measure monitoring accuracy is d′ (“dee-prime”).
The d′ measure of discrimination originated during World War II when radar was a newly
developed technology. Radar operators had to learn to discriminate true signals
(approaching enemy planes) from “noise” (flocks of birds or clouds). Measures of
discrimination such as d′ showed radar-operators-in-training how successful they were in
distinguishing true signals from noise. This field of experimentation and measurement is
called Signal Detection Theory (SDT) and was first applied in psychology in 1966
(Green & Swets, 1966; Macmillan & Creelman, 2005). The general form of an SDT
contingency table is shown in Table 3.
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Table 3
General Form of a Contingency Table in Signal Detection Theory (SDT) Research

Signal Present
Yes

No

Present

Hit

False Alarm

Not Present

Miss

Correct
Rejection

Judgment

In this contingency table, a Hit meant that an actual plane was present, and the
operator correctly identified it. A Miss indicated that a plane was present, but the
operator did not discern it. A False Alarm occurred when there was no plane, but the
operator believed there was. A Correct Rejection occurred when the operator did not
detect a plane, and in reality, there was no plane to detect.
To calculate d′, a Hit Rate and False Alarm Rate are first calculated. The Hit Rate
is the proportion of Hits to Hits plus Misses. In other words, if the operator did not miss
any incoming planes, the Hit Rate would be one. The False Alarm Rate is calculated in a
similar fashion. The False Alarm Rate is the proportion of False Alarms to False Alarms
plus Correct Rejections. Ideally, an operator would have no False Alarms, so the False
Alarm Rate would be zero. The d′ measure is the standardized difference between the Hit
Rate and the False Alarm Rate. Table 4 shows results from a hypothetical SDT
experiment.
10

Table 4
Data from a Hypothetical Signal Detection Theory (SDT) Experiment

Signal Present
Yes

No

Present

8

4

Not Present

2

6

Judgment

The calculation of d′ based on the data in Table 4 follows:
The Hit Rate is
8
Hit Rate = ——— = .80.
8+2
The False Alarm Rate (FA Rate) is
4
FA Rate = ——— = .40.
4+6
The Hit Rate and False Alarm Rate must be standardized to complete the
calculation of d′. Standardization requires transforming each value into a z-score so that
the resulting values and calculations will have a mean of zero and a normal distribution.
These transformations place d′ on a scale of reference centered around zero, which is
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similar to other statistics. The formula for d′ is

d′ = z(Hit Rate) – z(FA Rate).

(2)

The completed calculation of d′ is
z(Hit Rate) = .84
z(FA Rate) = –0.25
d′ = .84 – (–0.25) = 1.09.
This value of d′ reflects a relatively high degree of discrimination (Green &
Swets, 1966). Guessing or random responses would produce a Hit Rate of approximately
.50 and an FA Rate of approximately .50. When transformed to z-scores, both become
zero, producing a d′ of zero. An extremely high Hit Rate of .99 and an extremely low FA
Rate of .01 would produce a d′ of 4.65. The practical high and low value limits of d′ are
approximately +4.65 and –4.65. A perfect Hit Rate of 1.00 or perfect FA Rate of 0.00
produces an infinite number when standardized, so data are often adjusted slightly to
prevent this (Macmillan & Creelman, 2005). In general, the larger the difference
between z(Hit Rate) and z(False Alarm Rate), the greater a subject’s degree of
discrimination as measured by d′.
In metacognitive experiments, performance is equivalent to the presence or
absence of planes on a radar screen, and judging one’s performance is equivalent to
judging whether a plane is actually present or not. The d′ measure has been used in
several types of metacognitive experiments, such as memory and metamemory (“Will I
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remember this picture a week from now?”) and judgments of learning (“Did I learn this
material well enough to recall it for a test?”) (Banks, 1970; Egan, 1958; Swets, 1986).
The strengths of d′ are well documented (Macmillan & Creelman, 2005). It
condenses the data from the four cells of the 2 x 2 table into two rates and then into a
single number. The number is centered around zero with positive values indicating a
higher degree of discrimination or recollection than negative values—the higher the
value, the greater the discrimination. Moreover, because d′ is standardized, the value it
produces can be compared to the values of other statistics that are also standardized
around zero. The d′ measure is popular and used in a variety of fields of study. Its
weaknesses include the possibility of producing an infinite number—a result that must be
either ignored or recalculated with adjusted data. In addition, d′, as a measure of
discrimination, not association, may not be measuring the same metacognitive constructs
as gamma or other statistics. See Appendix A for examples of its computational issues.
Table 7 summarizes the main characteristics of d′.
C
Cheng and Lin (2009) proposed an alternative measure of association that they
called C. Although similar to gamma in several ways, C is based on a different
mathematical derivation. Whereas gamma is derived from a comparison of the ordering
of paired observations (Goodman & Kruskal, 1954), C is based on the relative magnitude
of the two characteristics being associated, such as performance and judgment.
Suppose a 2 x 2 contingency table listed Salary Greater Than $50,000 (Yes or No)
on one side and Job Satisfaction (Satisfied or Not) on the other. Cheng and Lin (2009)
argued that a statistic such as gamma does not accurately measure association in this
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situation because gamma does not take into account all the possible factors that could
affect Job Satisfaction, such as opportunity for advancement or commuting time. Instead,
they suggested that a better measure of association would focus solely on the relationship
between Salary and Job Satisfaction. Accordingly, if the percentage of employees with
Salary Greater Than $50,000 were to increase, then how much would Job Satisfaction
increase? By focusing directly on the relationship between Salary and Job Satisfaction,
Cheng and Lin claimed that C was a better measure of association than gamma because it
was not contaminated by other factors.
The formula for C is

a
c
——— – ———
(a + b) (c + d)
C = —————————
c
1 – ——— .
(c + d)

(3)

Based on the data from the hypothetical 20-item spelling experiment illustrated in
Table 2, C would be
C = [7/(7 + 4) – 3/(3 + 6)] / [1 – 3/(3 + 6)]
= [7/11 – 3/9] / [1 – 3/9]
= .303 / .667
= .45.
A value of .45 suggests that performance and judgment have a moderately strong,
positive relationship. C has a maximum value of +1 and no lower limit; zero indicates no
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association and +1 indicates maximum association. Guessing (e.g., spelling about half
the words in a test correctly and not being sure if the words are being spelled correctly)
would produce a value of C approaching zero; negative values are not usually found. In
general, C shows a higher value and therefore, a higher degree of association when the
subject predicts correct performance accurately (cell a) and lessens the frequency of
correct answers judged as incorrect (cell c).
The strengths and weaknesses of C are similar to those of gamma. Regarding
strengths, C is relatively easy to calculate and understand, and it has properties similar to
other statistics, such as a maximum value of +1, where +1 indicates maximum
association and zero indicates maximum independence. Furthermore, Cheng and Lin
(2009) claimed that outside factors affected C less than they affected gamma. One
weakness of C is its tendency to underestimate true values. Computational problems
occur whenever both cells a and b are empty and whenever cell b, cell c, or cell d alone is
empty. See Appendix A for examples of these computational issues. Because C is a
relatively new statistic, having been published in 2009, the full extent of its strengths and
weaknesses will be determined with further study. Table 7 contains a summary of the
characteristics of C.
G Index
The G Index is a measure of the likelihood of accurate monitoring exceeding
inaccurate monitoring (Nietfeld et al., 2006). This statistic is also referred to as the
Hamann Coefficient (Romesburg, 1984). It is a measure of absolute accuracy unlike
gamma, a measure of relative accuracy. Relative accuracy is the accuracy of predicting
performance on one item relative to another item (Nelson, 1996; Nietfeld et al., 2006).
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Absolute accuracy is the extent to which an individual is calibrated with regard to his or
her monitoring judgment and the criterion task (Schraw, 1995). This difference is
important in practice because a statistic that measures absolute accuracy may be more
relevant in studies related to an intervention or training, but a statistic that measures
relative accuracy may be more useful in studies designed to measure the extent to which
an individual makes accurate judgments across items (Nietfeld et al., 2006).
The value of the G Index is the difference between the proportion of accurate
monitoring versus inaccurate monitoring. The formula for the G Index follows:

(a + d) – (b + c)
G Index = ———————.
(4)
a+b+c+d

Using the data from Table 2, the G Index is
G Index = [(7 + 6) – (4 + 3)] / (7 + 4 + 3 + 6)
= [13 – 7] / 20
= .30.
This value reflects a higher proportion of correct judgments than incorrect
judgments. As the value of the G Index approaches one, it indicates a higher and higher
proportion of correct judgments. A G Index of zero indicates no difference between
correct and incorrect judgments. And a negative value of the G Index reflects a higher
proportion of incorrect judgments than correct judgments.
Guessing about performance (e.g., actually spelling about half the words in a test
correctly and not being sure if the words are being spelled correctly or not) would
16

produce a G Index approaching zero. This would occur when half the responses are in
cells a and d and the other half in cells b and c. In general, the G Index will produce a
higher value, and therefore a higher proportion of accurate judgments, when the subject
judges performance accurately, that is, when the values in cell a (right answers judged to
be right) and cell d (incorrect answers judged to be wrong) are greater.
The strengths of the G Index include being easy and rapid to calculate, easy to
understand, and having similar properties as other statistics such as a range of –1 to +1
where –1 indicates a minimum value and +1 indicates a maximum value. However,
unlike gamma and C, the calculation of the G Index involves addition, not multiplication.
This property eliminates the loss of data when cross-multiplying two cells when one is
empty and also eliminates the possibility of undefined values because the denominator (a
+ b + c + d) cannot equal zero. The G Index does not produce infinite numbers as d′
does. One limitation of the G Index is that it is not usable with contingency tables
beyond a 2 x 2 matrix. Table 7 contains a summary of the characteristics of the G Index.
The Purpose of This Study
The purpose of this study was to examine the extent to which each of the four
measures described above provides an unbiased estimate of monitoring accuracy. There
were two main research questions. The first question was whether bias exists in the use
of the four measures in metacognitive monitoring research as a function of test length,
test difficulty, or their interaction. To answer this question, I conducted a separate
analysis of each of the four statistics to evaluate its degree of bias and to determine
whether bias is caused by test length, test difficulty, or their interaction. The second
question compared the four measures to determine which are least biased. To answer this
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question, I ranked each statistic from least to most biased based on the analysis of
variance p values. The rationale for this comparison is that the ANOVA p values provide
a common metric by which to compare the four measures, which otherwise use different
measurement scales.
These two questions are important because of the high interest in students’
metacognitive abilities (Carr, Alexander, & Folds-Bennett, 1994; Hacker, Dunlosky, &
Graesser, 2009; Pintrich, 2000). Several authors (Goodman & Kruskal, 1954; Nietfeld et
al., 2006; Yule, 1912) have taken the position that several different statistics should be
available to researchers and researchers should choose statistics appropriate to the
problem at hand. From an operational perspective, it is important for researchers to have
trustworthy statistics for their work. If any of the four measures are biased in certain
circumstances and thereby produce unreliable or unrealistic results, then researchers
should be made aware of this possibility and the conditions when bias is most likely to
occur.
Procedural Implementation of the Study
Monte Carlo simulation techniques were used in the analysis and comparison of
the four measures. These techniques generated data from a computer instead of from
actual human subjects. These techniques permitted the examination of the behavior of a
statistical measure in a wide variety of experimental situations (Mooney, 1997; Paxton,
Curran, Bollen, Kirby & Chen, 2001).
Monte Carlo modeling is commonly used in social science research and highly
reliable when conducted under standard modeling procedures (Fan & Fan, 2005; Fan,
Felsovalyi, Sivo, & Keenan, 2001). The main advantage of studies using Monte Carlo

18

modeling techniques is that they enable a researcher to see how data behave in large- and
small-sample environments, whereas real-life studies typically only use small samples
with limited numbers of subjects and test items due to time and cost constraints. In this
study, Monte Carlo methods were used as a means of understanding the bias that may
occur when using the four measures in different experimental situations and why bias
may occur.
In the simulations of this study, the computer (instead of live subjects) provided
the data for the four cells of the 2 x 2 contingency table. Responses (i.e., data points)
were placed into the contingency table one at a time. The computer performed the
following steps to determine into which cell to place a single simulated response:
1. Divided the numbers from zero to one into four equal segments.
2. Generated a random number between zero and one.
3. Placed a “response” into cell a if the random number fell into the first
segment. Placed a response in cell b if it fell into the second segment, etc.
A response was placed into the chosen cell by adding 1 to the number of
responses, if any, already there.
4. Repeated Steps 1-3 for as many items as there were in the experiment.
For example, for an experiment using a 20-item test, repeated this
procedure 20 times.
On average, each cell had five responses in a 20-item experiment. Because of chance,
however, the total number of responses in each cell varied, sometimes considerably.
The process described above created simulated responses for one subject. This
process was then repeated 10,000 times to create simulated data for 10,000 subjects. In
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general, more subjects are better because a greater number of subjects results in greater
precision (Agresti & Franklin, 2007). In metacognitive research within an actual
experimental setting, however, the maximum number of subjects is often limited by
budget, time, and the availability of suitable participants. The computer, on the other
hand, does not have these constraints. A computer can repeat the simple steps listed
thousands of times per second for virtually no cost, and the simulated results can be
generated for an extremely large number of subjects. To take advantage of these
computer abilities and to be as precise as possible, researchers use a very large number of
subjects, usually 10,000, in Monte Carlo simulations. A computer generates the
responses for 10,000 subjects in only a few seconds. When examined in aggregate, the
10,000 statistical values produced are extremely precise. So, for each simulation in this
study, responses from 10,000 subjects were simulated. The SAS 9.2 program that
generated the simulations can be found in Appendix B.
Design of the Study
This study compared four statistical measures (gamma, d′, C, G Index) using a
2 x 5 design with two accuracy levels (chance and moderately accurate—25% versus
62.5%) and five experimental test lengths (6, 10, 20, 50, and 1,000 items). This
generated 40 (4 x 2 x 5) unique combinations of conditions. A simulation was conducted
for every possible combination. Table 6 displays these combinations and the results of
the simulations.
Accuracy Level
Across the top of Table 6 are the four statistics that were examined. Each statistic
was examined using two distinct levels of monitoring accuracy—chance and moderate
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accuracy. In the chance condition responses were placed in a random fashion into the
four cells of the contingency table as described above. The chance condition was so
named because the chance of a response being placed in any one cell was the same as the
chance of a response being placed in any other cell. Thus, 25% of observations should be
in each of the four cells.
In contrast, it was possible to simulate the situations in which the subjects
achieved higher monitoring accuracy than pure chance as they might do in an actual
experiment. Simulating higher monitoring accuracy was done by placing a number of
responses in cell a ahead of time. In the spelling test experiment, cell a contained the
count of words that were spelled correctly, which the subject had accurately judged to be
spelled correctly. Cell a is important because it reflects both correct performance and
correct judgment. In actual experiments, unless the task or test is extremely difficult,
subjects tend to have a preponderance of responses fall into cell a.
To simulate the moderate accuracy condition, a number of responses were placed
in cell a prior to random assignment. For example, when simulating data in which an
average of 62.5% of observations were in cell a, 50% of the responses were placed in cell
a at the onset of the trial and the remaining 50% were randomly assigned using the fourstep process described above. By starting with 50% of the responses in cell a and
allowing the placement of the remaining responses to vary freely, on average, 62.5% of
the responses were placed in cell a, and 12.5% of the responses were placed in cells b, c,
and d. In an experiment using a 20-item test, about 12 or 13 responses would be in cell a,
and two to three responses would be in cells b, c, and d, which are typical results a
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researcher might obtain in an actual experiment. Because of chance, these frequencies
varied, sometimes considerably.
In this study both chance and moderate accuracy conditions were used. For each
combination of statistical measure and test length, two simulations were conducted: one
reflected pure chance and the other simulated moderate monitoring accuracy.
Test Length
Experiments based on five different test lengths were simulated in this study. To
create true or population values, a hypothetical test of 1,000 items was used. Although a
1,000-item test is not practical in reality, an experiment of this length is possible in
simulations; the values produced are highly stable and are not affected by randomization
or extreme values. The values from the 1,000-item tests were assumed to contain no bias.
In addition, test lengths of 6, 10, 20, and 50 items were simulated. Test lengths of
10 and 20 items are commonly used in experiments. Tests of 50 items are also used in
experiments but less frequently. A test consisting of six items is often used when
questions are difficult or take time to answer and judge such as, “What was the author’s
main point?”
Outcome Measures
I primarily based the analysis of the four measures of monitoring accuracy on the
degree of bias. Bias was calculated as follows. For each of the 40 simulations, 10,000
trials were created, and each trial produced a single statistic—either gamma, d′, C, or the
G Index. The 10,000 values of the statistic were averaged. This mean value was used to
determine the amount of bias by subtracting the mean of the 1,000-item experiment from
it. For example, the mean for the simulation of d′ for the chance condition for a 6-item
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experiment was –.004 and the mean for the simulation of d′ for the chance condition for
the 1,000-item experiment was .001 (i.e., the true value). The degree of bias was –.005.
In other words, d′ in the chance condition for a 6-item experiment underestimated the true
value by .005. Bias was calculated for all simulations in this way (except for the 1,000item experiments that produced the true values).
In addition to mean and bias, other data were collected from each simulation. An
analysis of this additional data helped explain why bias might have existed in the
situations simulated in the study. The average standard deviation, skewness, and kurtosis
were calculated. The lowest and highest values of the statistic were noted, the range was
calculated from the difference, and a count was kept of the number of times a statistic
produced an undefined value. This occurred whenever the denominator of a calculation
was zero. The presence of undefined values can cause bias (Schraw, Kuch, & Roberts,
2011). Further, a count was made of the number of times the calculation produced a
value of +1 or –1.
Hypotheses
This study was designed to evaluate two competing views about measures of
monitoring accuracy. According to one school of thought, measures such as gamma are
accurate indicators of the relationship between two characteristics (Goodman & Kruskal,
1954; Nelson, 1984; Yule, 1912). In this view, statistics that measure relationships that
can be expressed in a 2 x 2 contingency table are suitable for use in a variety of fields
including medicine, epidemiology, politics, and taxonomy. In psychology, gamma has
been specifically recommended for use in studies of feeling-of-knowing accuracy
(Nelson, 1984). Since 1984, psychological researchers have used gamma in a number of
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other areas as well (Criss & Shiffrin, 2004; Kao, Davis, & Gabrieli, 2005; Souchay,
Isingrini, Clarys, Taconnat, & Eustache, 2004).
In contrast, there appears to be significant bias in the values produced by gamma,
d’ and C, especially when test lengths are short (Nietfeld et al., 2006; Schraw, 1995;
Schraw, Kuch, & Roberts, 2011; Spellman et al., 2008). Issues raised by these studies
included (a) the statistics in question did not measure the same underlying constructs, (b)
the statistics underestimated or overestimated true values, and (c) the otherwise valid
research data was discarded when undefined values and infinite numbers were produced.
All these issues can produce bias.
Predictions About Expected Results
The first research question of this study focused on whether bias existed in the use
of any of the four measures of monitoring accuracy as a function of test length, test
difficulty, or their interaction. The second question examined the four measures to
determine which was least biased. Predictions about the anticipated findings from this
study are described below and summarized in Table 5.
Overall, I expected to find severe bias occurring in several of the four statistics
due to the presence of empty cells. From a causal-conceptual perspective, empty cells are
caused by a small sample size that is often insufficient to populate all the cells in Table 1
with at least one response. Indeed, Agresti and Franklin (2007) suggested a minimum of
five observations in each cell and a minimum of 20 observations overall. However, in
cases where there are less than 20 test items used to assess monitoring accuracy, the
likelihood of some cells being empty or having only a single observation is increased.
The presence of empty cells may cause undefined, distorted, or extreme values.
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Collectively, missing cases due to empty cells or extreme values due to a small number of
observations lead to distorted scores and bias.
In this study, I expected to find empty cells because of the nature of the Monte
Carlo process: responses were distributed into the four cells randomly. There was no
guarantee that a cell would receive even a single response. As test length increased, it
became less likely that a cell would be empty or under-populated, so shorter tests had
more empty cells. Additionally, because 50% of the responses were placed into cell a
ahead of time for the moderately accurate condition, there were considerably fewer
responses to be distributed to cells b, c, and d. I expected a greater occurrence of empty
cells b, c, and d for the moderately accurate condition compared to the chance condition.
Gamma exhibited a substantial degree of bias because of the empty cells and undefined
values. It was anticipated that the degree of bias would become greater as the test length
decreased because the number of empty cells would become greater in shorter tests.
Furthermore, comparing the moderately accurate condition to the chance condition, I
expected greater bias in the moderately accurate condition because the number of empty
cells and undefined values would be greater.
In terms of bias, C should have behaved in a similar fashion to gamma. C
produces an undefined value whenever cells a + b = 0 or cell d = 0. C loses data
whenever cell c is zero. Therefore, I expected a significant number of undefined cases
producing substantial bias, especially as test length decreased. It was also anticipated
that bias would be greater in the moderately accurate condition than in the chance
condition.
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An examination of the formula for d′ reveals that it produces undefined values
whenever the Hit and Miss values are both zero or whenever the False Alarm and Correct
Rejection values are both zero. Moreover, d′ produces an infinite result whenever the
Miss or False Alarm value is zero. Because of the large number of undefined and infinite
values, it was anticipated that a substantial degree of bias would be found for d′ and that
the greatest bias would be found at shorter test lengths. It was also anticipated that bias
would be greater in the moderately accurate condition than in the chance condition.
For gamma, C, and d′, I anticipated an interaction of test length and test difficulty
as well as greater bias at shorter test lengths in the moderately accurate condition for C.
In contrast, the G Index does not have the computational issues of gamma, C, or d′.
Because the denominator of the G Index is equal to the number of subjects participating
in the experiment, the denominator cannot be zero; therefore, the G Index can never
produce an undefined value. Furthermore, empty cells do not affect the G Index, unlike
gamma. The G Index will continue to produce reasonable values even when one or more
of the cells are empty. Because cell values in gamma are multiplied, an empty cell will
negate whatever cell value it is multiplied with. Therefore, I predicted that no bias would
be observed in the G Index regardless of test length or test difficulty.
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Table 5
Summary of Predictions About the Presence of Bias
Statistic

Test length

Test difficulty

Length x Difficulty

Gamma

Yes

Yes

Yes

d′

Yes

Yes

Yes

C

Yes

Yes

Yes

G Index

None

None

None

Regarding the second research question, I anticipated that gamma, d′, and C
would all exhibit bias under certain conditions. I anticipated that gamma and C would
exhibit similar degrees of bias as they both produce undefined values and distorted results
due to empty cells. On the other hand, d′ also exhibits bias, but there are a greater
number of conditions in which bias can occur in d′—the presence of empty cells,
undefined values, and infinite numbers, for example. Therefore, I expected greater bias
in d′ than in gamma or C. I expected the G Index to exhibit the least bias.
Comparisons among the four measures are difficult because they do not share a
common measurement scale. However, it was possible to use the p value form of the
analysis of variance to gauge the severity of bias for each statistic. The statistic with the
most significant p value would be regarded as the most biased, whereas the statistic with
the least significant p value would be regarded as the least biased. This made it possible
to determine whether gamma was more or less biased than C and d′. Thus, I was able to
make recommendations to researchers about the absolute amount of bias that appears in
the results of each statistic as well as identify which statistic is least biased compared to
the others.
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Table 6
Monte Carlo Simulation Results for Four Statistics Using Two Accuracy Levels and Five Test Lengths
Gamma
Test length

Variable

Chance

d’

Moderate
accuracy

Chance

C
Moderate
accuracy

Chance

G Index
Moderate
accuracy

Chance

Moderate
accuracy

6 Items

Mean
SD
Skewness
Kurtosis
Range
Minimum
Maximum
Undefined
stat = –1
stat = +1
Bias

–.007
.806
.013
–1.570
2.000
–1.000
1.000
619
2757
2705
–.008

.446
.841
–1.070
–.731
2.000
–1.000
1.000
2344
1880
4819
–.220

–.004
.560
.006
–1.043
1.723
–.861
.861
6081
0
0
–.005

.674
.000
‐‐
‐‐
.000
.674
.674
9043
0
0
–.296

–.012
.905
–1.529
3.438
5.000
–4.000
1.000
1928
588
1448
–.011

.831
.194
–.626
–1.155
.500
.500
1.000
4224
0
2924
.165

.002
.411
–.003
–.330
2.000
–1.000
1.000
0
168
161
.002

.500
.289
.012
–.668
1.000
0.000
1.000
0
0
1264
.000

10 Items

Mean
SD
Skewness
Kurtosis
Range
Minimum
Maximum
Undefined
stat = –1
stat = +1
Bias

.002
.628
.000
–1.086
2.000
–1.000
1.000
26
1111
1125
.001

.455
.738
–1.255
–.041
2.000
–1.000
1.000
599
1760
3858
–.211

.003
.711
.029
–.362
3.336
–1.683
1.683
2262
0
0
.002

.874
.439
.076
–.954
1.507
.135
1.642
6217
0
0
–.096

–.148
.868
–1.903
6.404
8.000
–7.000
1.000
565
371
509
–.147

.738
.231
–.773
.061
.857
.143
1.000
2359
0
2090
.072

.005
.320
.015
–.236
2.000
–1.000
1.000
0
9
15
.005

.501
.226
.022
.433
1.000
0.000
1.000
0
0
345
.001
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Table 6 continued
gamma
Test length

20 Items

50 Items

Variable

Chance

d’

Moderate
accuracy

Chance

C
Moderate
accuracy

Chance

G Index
Moderate
accuracy

Chance

Moderate
accuracy

Mean
SD
Skewness
Kurtosis
Range
Minimum
Maximum
Undefined
stat = –1
stat = +1
Bias

.006
.429
–.016
–.675
2.000
–1.000
1.000
0
63
70
.005

.566
.472
–2.006
4.034
2.000
–1.000
1.000
12
549
1139
–.100

.006
.616
–.040
.178
5.119
–2.563
2.556
133
0
0
.005

1.000
.587
.096
–.481
2.967
–.411
2.556
1700
0
0
.030

–.144
.720
–3.323
21.126
9.778
–8.778
1.000
29
134
32
–.143

.634
.269
–1.498
3.024
1.714
–.714
1.000
561
0
513
–.032

.003
.224
–.016
–.070
1.600
–.800
.800
0
0
0
.003

.502
.160
.015
–.236
1.000
0.000
1.000
0
0
15
.002

Mean
SD
Skewness
Kurtosis
Range
Minimum
Maximum
Undefined
stat = –1
stat = +1
Bias

.004
.276
.026
–.370
1.770
–.861
.909
0
0
0
.003

.640
.222
–1.617
4.769
2.000
–1.000
1.000
0
8
19
–.026

.005
.372
.061
.214
3.368
–1.578
1.790
0
0
0
.004

1.004
.450
–.034
.412
3.607
–.758
2.848
27
0
0
.034

–.043
.328
–1.331
5.223
4.461
–3.604
.857
0
7
0
–.042

.632
.214
–3.527
24.468
3.158
–2.158
1.000
8
0
8
–.034

.002
.142
.054
.028
1.120
–.560
.560
0
0
0
.002

.502
.100
.027
.003
.800
.160
.960
0
0
0
.002
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Table 6 continued
gamma
Test length

1000 Items
(approx.
true value)

Variable
Mean
SD
Skewness
Kurtosis
Range
Minimum
Maximum
Undefined
stat = –1
stat = +1
Bias

Chance
.001
.062
–.027
.026
.456
–.218
.238
0
0
0
‐‐‐‐‐

d’

Moderate
accuracy
.666
.042
–.351
.263
.343
.468
.811
0
0
0
‐‐‐‐‐

Chance

C
Moderate
accuracy

.001
.079
–.028
.055
.581
–.277
.304
0
0
0
‐‐‐‐‐

.970
.091
–.049
.073
.753
.608
1.361
0
0
0
‐‐‐‐‐

Note: N = 10,000 subjects per simulation.

30

Chance
–.001
.063
–.215
.131
.443
–.239
.205
0
0
0
‐‐‐‐‐

G Index
Moderate
accuracy
.666
.031
–.339
.244
.260
.511
.771
0
0
0
‐‐‐‐‐

Chance
.000
.031
–.027
.051
.232
–.110
.122
0
0
0
‐‐‐‐‐

Moderate
accuracy
.500
.022
–.065
.020
.186
.406
.592
0
0
0
‐‐‐‐‐

Table 7
Summary of the Characteristics of Four Measures of Monitoring Accuracy
Statistic

Formula

Construct
measured
Association
between
performance and
judgment

Calculation

Strengths and weaknesses

The difference between the
products of accurate
monitoring counts and
inaccurate monitoring counts
divided by their sum

+ Easy to calculate
+ Simple to understand
+ Similar to other statistics used to measure
association
– Underestimates true values
– Computational problems if any cell is empty

Discrimination
accuracy of hits
vs. false alarms

The standardized difference
between Hit Rate and False
Alarm Rate

+ Very popular and well-known
+ Value centered around zero
+ Standardized and comparable to other statistics
– Can produce infinite values
– May not measure the same construct as other
statistics

[a/(a + b) – c/(c + d)]/
[1 – c/(c + d)]

Association
between
performance and
judgment

The degree to which one
classification can be
increased by increasing the
other

+ Less affected by outside factors than gamma
+ Relatively easy to calculate and understand
+ Similar properties as other statistics
– May underestimate true values
– Has computational problems if certain cells are
empty

[(a + d) – (b + c)]/
(a + b + c + d)

The accuracy of
monitoring, taken
as a proportion

The difference between the
proportion of accurate
monitoring counts and the
proportion of inaccurate
monitoring counts

+ Easy to calculate and understand
+ Similar to other statistics in properties and range
+ Does not have the problem of undefined cases
+ Does not have the problem of infinite values
– Not extended to tables larger than 2 x 2

Gamma

(ad – bc)/(ad + bc)

d′

z[a/(a + c)] – z[b/(b + d)]

C

G
Index
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CHAPTER 2
LITERATURE REVIEW
The goal of this chapter is to compare and contrast four different statistics that
may be used to assess monitoring accuracy. Monitoring accuracy typically is measured
by asking individuals to make a judgment about some dimension of performance.
Accurate monitoring presumably reflects a high degree of metacognitive awareness. For
this reason, indices of monitoring accuracy can be used to evaluate an individual’s
metacognitive monitoring skill or to assess the efficacy of a treatment intervention that
attempts to improve this skill (Nietfeld, Cao, & Osborne, 2005).
The following literature review provides background for the present study and
consists of six sections. The first section presents a model and set of terms describing the
general form of experiments involving monitoring accuracy. The second section traces
the development of gamma as a measure of association from its initial description by
Yule in 1900 through a recent book chapter by Benjamin and Diaz (2008) about the use
of gamma in metamnemonic research. The third section identifies a number of questions
about gamma, particularly in the research areas of self-regulation and metacognition.
Literature was reviewed that describes problems with gamma including bias in gamma
when one or more of the cells are empty. The fourth section describes several other
statistics that are in use as either alternatives or extensions of gamma. The fifth section
summarizes the literature review and uses conclusions to frame the present study. The
sixth section describes the purpose and plan of the study, including the selection of
outcome measures, hypotheses, and predictions about expected results.
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Section 1. A Monitoring Accuracy Model and Experiment Paradigm
All four measures examined in this dissertation can be used to assess the
relationship between two different dichotomous variables in a contingency table.
Because monitoring accuracy involves the relationship between two variables (usually
test item performance and a corresponding judgment), contingency tables or crosstabulations are often used to visualize this relationship. Table 8 shows the general form
of a contingency table used for this purpose.

Table 8 (Replication of Table 1)
General Form of a 2 x 2 Contingency Table for an Experiment
Performance
Correct

Incorrect

Correct

a

b

Incorrect

c

d

Judgment

Note: Contingency tables can contain many more cells. A 2 x 4 table is not uncommon.
However, in this study, the analysis was confined to the 2 x 2 table. A 2 x 2 contingency
table is the minimum size required to express a measure of association (Mueller,
Schuessler, & Costner, 1977).

A typical experiment in monitoring accuracy might involve a subject completing
a spelling test. The subject spells each word and makes a judgment about the correctness
or incorrectness of their response. Thus, each item of the test is used twice in the
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experiment: once as an indicator of performance (Did the subject spell the word
correctly?) and again as an indicator of judgment (Did the subject think the word was
spelled correctly?). After the subjects complete the experiment, their responses are
categorized. Because each response can be either correct or incorrect, and each judgment
of the response can be either correct or incorrect, there are four categories. These four
categories of responses and their respective cell letters corresponding to Table 8 follow:
•

Correct, and the subject judged the response to be correct

(cell a)

•

Incorrect, but the subject judged the response to be correct

(cell b)

•

Correct, but the subject judged the response to be incorrect

(cell c )

•

Incorrect, and the subject judged the response to be incorrect

(cell d)

Monitoring is accurate when responses fall into cell a or cell d. Accordingly, the
number of responses in cells a and d will be higher when the subject has a good idea
about what they know and what they do not know. Monitoring is inaccurate when
responses fall into cells b and c. Accordingly, the number of responses in cells b and c
will be higher when the subject does not have a good idea about the correctness or
incorrectness of their responses.
Calibration is the relation between performance and judgment. Researchers
would say an individual’s metacognition is well-calibrated when his or her monitoring is
highly accurate. In fact, an individual’s monitoring would be perfectly calibrated if all
their responses were categorized in cells a and d.
To summarize, in an experiment of the type described above in metacognitive
research, the relationship between two variables or characteristics, usually performance
and judgment, is being examined. The experiment is most often based on a test
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consisting of a number of items or tasks. Each item or task becomes the object of two
cognitive activities: performing the task and judging if the task was done correctly. In an
experiment, researchers seek to understand the relationship between these two activities.
Section 2. The Development of Gamma as a Measure of Association
This section describes key events in the development of gamma as it eventually
became used to assess monitoring accuracy and calibration. I begin with Yule (1900)
who proposed a statistic, Q, which provided a measure of the degree of association
between two characteristics described in a 2 x 2 contingency table. Although useful, Q
was not usable for tables larger than 2 x 2. Goodman and Kruskal (1954) extended Q and
developed a statistic, gamma, which could be used to measure the degree of association
between two characteristics for tables of any dimensions. Nelson in 1984 examined
several measures of association in use at the time and concluded that gamma was the best
of these measures for use in psychological research, especially feeling-of-knowing (FOK)
research. Nelson argued that gamma was better than Hart’s D, which was the
predominant measure in feeling-of-knowing research at the time (Hart, 1965; Wright,
1996). Benjamin and Diaz (2008) examined several statistics and advocated the use of
gamma as a measurement of metamnemonic accuracy except in a few circumstances.
Yule’s Q
Yule (1900) proposed a statistic, Q, to measure the degree of association between
two characteristics or variables. He showed that the potential association between two
nominal variables can be illustrated using a 2 x 2 table and created standardized
symbolism and notation for the table. He named the statistic Q in honor of a Belgian
statistician Adolphe Quételet (1796-1874). In subsequent literature, this statistic has been
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referred to as “Yule’s Q” (Goodman & Kruskal, 1954; Romesburg, 1984). Yule’s Q is a
precursor to the gamma statistic. The main difference is that gamma was developed to
accommodate contingency tables larger than 2 x 2 on either dimension. Q operates only
on a 2 x 2 table and is identical to gamma in this circumstance.
Later, Yule (1912) further theorized about the nature of the analysis of
association. He made a clear distinction between independence and association: if two
variables are completely independent, they are not associated and vice-versa. This was
reflected in the computed values of Q. A value of zero indicates maximum
independence, and a value of one indicates maximum association. Yule specified several
properties that a useful coefficient of association should have:
1. Easy to calculate.
2. Within the range of –1 to +1, with +1 indicating a maximum association.
3. A calculated value of zero should indicate maximum independence.
4. Increases as the key underlying values are increasing and decreases as the key
underlying values are decreasing.
5. Produces an accurate relative score even when data of different magnitudes
are being analyzed.
Yule (1912) wanted a measure that would make it possible to compare the
strength of association from different but related data sets. For example, if vaccination
and survival rates from different hospitals were being examined, this statistic should
provide a meaningful measure by which to compare hospitals on these variables, with all
else being equal except for the number of subjects in each hospital (Property 5 above). Q
possessed these characteristics when calculated based on the values of categorical
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variables in the 2 x 2 table. Yule hoped that delineating the desirable properties of Q in
1912 would promote its use by researchers.
The value of Q is the difference between the diagonal cross-products of the
contingency table divided by their sum. The formula for Q is

ad – bc
Q = ————.
(5)
ad + bc

(The reader may note that the formula and description of Q are identical to that of gamma
as described in Chapter 1; they are adapted in Chapter 2 for the sake of completeness.)
Q places importance on the pairing of cells. Cells a and d indicate monitoring accuracy,
and cells b and c indicate monitoring inaccuracy.
Table 9 shows a hypothetical example from monitoring research. The task is a
20-item spelling test. After spelling each word, the subjects indicate whether they feel
the word is spelled correctly, and the results are tallied. Cell a is the count of words that
are spelled correctly and judged by the subject to be correct. Cell b is the count of words
that are spelled incorrectly but judged by the subject as correct. Cell c is the count of
words that are spelled correctly but judged as incorrect. Cell d is the count of words that
are spelled incorrectly and judged as incorrect. The pair of cells, a and d, are especially
important in this context—they are the cells the subject judged rightly. Cell a reflects
words spelled correctly that the subject judged as correct, and cell d reflects words
spelled incorrectly that the subject judged as missed.
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Table 9 (Replication of Table 2)
A Contingency Table for a Hypothetical Experiment Based on a 20-Item Spelling Test

Performance
Correct

Incorrect

Correct

7

4

Incorrect

3

6

Judgment

Q is used in the example to indicate the relationship between performance of a
task and the judgment about the task. The calculated value of Q is
Q=

[(7)(6) – (4)(3)] / [(7)(6) + (4)(3)]

=

(42 – 12) / (42 + 12)

=

30 / 54

=

.56.

This value indicates that performance and judgment have a moderately strong, positive
relationship to each other. A value of Q that approaches one indicates a very strong
relationship between performance and judgment. In contrast, a value of Q approaching
zero indicates no relationship between performance and judgment. Yule (1912) referred
to this condition as independence. Guessing (i.e., actually spelling about half the words
correctly and not being sure if words are being spelled correctly or not) produces a value
of Q approaching zero. Although the operational range of Q is –1 to +1, negative values
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of Q are not usually obtained as this would indicate that the subject performed worse than
just guessing, producing higher frequencies in cell b (words spelled incorrectly but
judged correct) and cell c (words spelled correctly but judged as incorrect). In general, Q
will show a higher value, and therefore a higher degree of association, when the subject
predicts performance accurately, that is, when the values in cell a (right answers
predicted to be right) and cell d (wrong answers predicted to be wrong) are greater.
There are a several strengths and weaknesses of Q. Its strengths include being
easy and rapid to calculate, simple to understand, and similar to other statistics with
properties such as a range of –1 to +1, where +1 indicates maximum association and zero
indicates maximum independence (Goodman & Kruskal, 1954; Yule, 1900). One
weakness of Q is a tendency to underestimate true values, especially when tests are short
or easy (Nietfeld et al., 2006; Schraw, Kuch, & Roberts, 2011). Q will produce an
undefined value whenever all the responses are concentrated in one row or one column.
Another weakness is a computational problem that occurs whenever the value of any one
of the four cells of the contingency table is zero. This produces a distorted value of Q of
–1 or +1 irrespective of the values of the other cells (Goodman & Kruskal, 1954; Nietfeld
et al., 2006). See Appendix A for examples of the computational problems. Table 19 at
the end of this chapter contains a summary of the characteristics of Q.
Yule avoided discussion of the potential problems of Q, such as biased results
when empty cells were present. However, this is understandable to some degree because
of the magnitude of the number of subjects Yule dealt with in his studies and the type of
questions he asked. There were several thousand patients in the smallpox studies he
described, which makes it highly unlikely that any cell in a 2 x 2 contingency table would
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be empty. The type of research questions he asked, involving simple Yes/No variables
such as “Did the patient survive?” and “Was the patient vaccinated?”, also made it highly
unlikely that there would be any empty cells.
Goodman and Kruskal’s Gamma
Goodman and Kruskal (1954) developed a number of statistics that could be used
to assess the strength of association between two variables presented in a contingency
table. One of these measures was gamma (see Table 19), which extended Yule’s Q for
use with contingency tables larger than 2 x 2. In addition to seeking a measure of
association that possessed certain desirable properties, Goodman and Kruskal were also
concerned about the context in which the statistic would be used. They referred to this
context as the “model of activity” that a researcher would use in experiments, and they
showed how certain statistics would be more applicable in some situations than others.
They identified particular properties of various statistics so that researchers could judge
and determine over time which statistics were most appropriate for their model of
activity. Within this broader scope than that identified by Yule (1912), Goodman and
Kruskal listed several additional desirable properties that a measure of association should
have:
•

Usable whether both variables do or do not arise from the same distribution.
(This property allows for the comparison of two very different variables, such
as Years of Education vs. Occupation and increases the utility of the statistic.)

•

Useful whether the scale of measure is ordinal (such as the level of formal
education) or nominal (such as city of residence).
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•

Useful whether the classifications are symmetrical or asymmetrical, such as
college attended versus occupation, where one classification precedes the
other chronologically or causally. This is important because some statistics
can be used only if there is a sequential or causal relationship between
variables. Not being restricted by this requirement gives gamma greater
applicability.

•

Able to deal with multiple classes within each classification according to the
natural or most useful grouping of data. Whereas Yule’s Q was designed only
for 2 x 2 tables, it would often be desirable for a statistic to operate on tables
of dimensionality greater than 2 x 2, described symbolically as n x m tables.
For example, a subject might be asked, “How confident are you that the word
was spelled correctly?” and then be asked to choose from responses ranging
from Very confident to Not confident at all. Gamma is capable of
accommodating this type of experimental variable.

Like Yule (1912), Goodman and Kruskal (1954) felt it was important that the
statistic take a value between –1 and +1 with zero indicating independence, whereas any
other value indicated some degree of association. This property, as well as those listed
above, contribute to the usability and wide applicability of the statistic.
In the 1950s, there were several other measures of association in common use.
However, none possessed all or most of the desired properties that Goodman and Kruskal
(1954) had specified. Therefore, Goodman and Kruskal developed a new statistic that
they called gamma. Gamma was based on the idea that any two elements in one
characteristic should be in the same rank order on the second characteristic for
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association to be present (Cheng & Lin, 2009). For example, given two employees at a
company, one will have greater seniority (i.e., length of service). If they rank in the same
order in job performance, it would indicate some degree of statistical association between
seniority and job performance. All possible pairs of employees are examined in this
fashion, and any ties are thrown out.
A description of how gamma was derived mathematically can be found in
Appendix C. For a 2 x 2 contingency table, the calculation of gamma is identical to
Yule’s Q. Refer to Table 9 above and the related discussion. The properties of gamma,
as developed by Goodman and Kruskal (1954), include:
•

It is undefined when all the values in a table are concentrated into a single row
or single column. In other words, gamma cannot be calculated when either of
these conditions exist. (This is an important point that will be discussed in
detail later.)

•

Its values have the range of –1 to +1. It is +1 when the values are
concentrated in the lower-right to upper-left diagonal of the contingency table.
It is –1 when the values are concentrated in the lower-left to upper-right
diagonal.

•

When gamma is zero, it indicates independence between the classifications.

•

Its results are valid with either symmetric or asymmetric classifications.

•

Its results are valid when either or both classifications are ordinal.

•

It is usable whether both classifications arise from the same distribution or
not.

•

It can be calculated fairly rapidly.
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•

Its results are unchanged by permutation of rows or columns.

•

Its results are valid for contingency tables of any size, referred to symbolically
as n x m tables.

In addition, gamma can be used to predict. For example, if Employee A has more
seniority than Employee B, and if there is a strong association between seniority and job
performance, then it is likely that Employee A has a higher job performance rating than
Employee B.
Gamma has all the desirable properties of Yule’s Q. In fact, Yule’s Q is actually
a special case of gamma—that of the smallest possible table. A 2 x 2 table is the
minimum size needed to produce a dependable conclusion about association (Mueller et
al, 1977). Another advantage of gamma that Goodman and Kruskal (1954) pointed out
was that indexes of association that summarize, such as gamma, provide a birds-eye view
of large data sets and also serve to provide an objective look at the data irrespective of the
researcher’s bias or a priori beliefs. The statistic gamma—based on Yule’s Q and
expanded to an n x m model by Goodman and Kruskal (1954)—has been used in a
variety of disciplines. These disciplines include sociology (Mueller & Schuessler, 1961),
politics (Balch, 1979), paleontology (Cheetham & Hazel, 1969), and taxonomy (Grant &
Hoff, 1975).
Hart’s D
Hart (1965, 1967) conducted several experiments involving the accuracy of
feeling-of-knowing. Feeling-of-knowing refers to the phenomenon in which a person
cannot recall an answer or fact, but feels they know it. For example, you may be asked
about the name of an acquaintance. You know the name but cannot recall it. You are
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convinced that given more time, you will in fact recall the name. One facet of this
phenomenon is that you may actually not know the person’s name, but mistakenly think
you do. For example, an acquaintance changes their last name because of getting
married. When asked what the new last name is, you think you know it but you may
have only heard that the person was getting married, but not what their new name is.
Time and effort are wasted trying to recall a name you never actually heard.
Hart studied the feeling-of-knowing phenomenon with a series of experiments.
The basic pattern of the experiments Hart devised involved asking subjects 50 – 75 fillin-the-blank factual items, such as “What is the capital of Portugal?” For those items that
the subject couldn’t immediately answer, he or she was asked if they felt they really did
know the answer but just couldn’t recall it at the moment. In effect, the subject made a
judgment (prediction) about whether they would recall the answer at a future time. The
experiment concluded with the subject answering the same set of items, this time in a
multiple-choice format where the correct answer for each item was among four choices.
Hart recorded results of his experiments in a 2 x 2 contingency table such as Table 10.
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Table 10
A Contingency Table for a Hypothetical Feeling-Of-Knowing Experiment

Performance on Multiple
Choice Items

Feeling-ofKnowing
Judgment

Correct

Incorrect

Yes

14

7

No

9

10

In the hypothetical experiment depicted in Table 10, 75 items were administered.
Of these, the subject immediately recalled the answer to 35, leaving 40 on which the
subject made a prediction about whether they would eventually recognize the answer.
Then, the subject took a multiple-choice test for all 75 items, in which the correct answer
was among four choices for each item. The results are shown in the table.
Hart devised a statistic to measure the results of his experiments called Hart’s D.
The “D” stands for “difference.” The formula for Hart’s D is
D=

[a / (a + b) ] – [ c / (c + d) ].

(6)

Using the values from Table 10, the calculated value of Hart’s D is
D = [14 / (14 + 7)] – [9 / (9 + 10)]
= .667 – .474
= .193.
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This value represents the difference between two proportions. The first is the proportion
of correct responses (in the multiple choice test) on items that the subject felt they knew
but could not recall [a / (a + b)]. The second is the proportion of correct responses on
items that the subject felt they did not know [c / (c + d)]. Hart theorized that subjects
should do better on those items that they felt they knew but could not previously recall,
than on those items they felt they did not know. The values above exemplify this, with
the difference being .193.
This value suggests that the subject did in fact have a better feeling of what was
actually in memory than what was not—the greater the value (i.e., the difference), the
greater the subject’s accuracy in terms of feeling-of-knowing. When D = 1, it indicates
the greatest possible difference and highest possible accuracy. D has a range of –1 to +1.
When D approaches zero, it indicates that there is no difference in performance between
items the subject felt they knew and those they did not. Negative values approaching –1
are not likely as this would indicate that the subject was getting all the items they
anticipated recollecting wrong and all the items they did not know right, which is
counterintuitive. Computationally, D will produce undefined values when either row is
blank, and will also produce undefined values when all the responses are in one cell.
Strengths of the D statistic include being easy to calculate and easy to understand.
Its weaknesses include the problem of producing undefined values in certain
circumstances. A single empty cell does not create a problem in the calculation of D.
Hart’s experiments did not require contingency tables larger than 2 x 2, so D was never
applied to tables of greater size. Hart’s D is summarized in Table 19.
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Hart’s experiments examined the accuracy of a subject’s feeling-of-knowing and
he developed the D statistic to measure it. The underlying questions in Hart’s research
were whether a particular item was in memory and how accurately the subject knew this
item. One of the major implications of his research concerns efficiency: Students do not
want to spend unnecessary time to study material they already know. Hart did not make
prescriptive recommendations about how students might become more accurate in the
monitoring of their memory.
Nelson, 1984
Nelson (1984) compared several measures of association that were being used at
the time to measure feeling-of-knowing accuracy, including Hart’s D which was the most
popular (Dunlosky & Bjork, 2008). Feeling-of-knowing refers to a specific type of
phenomenon in which a subject feels that he or she has something in memory that cannot
be recalled, but would be recognized if seen.
Nelson investigated eight measures being used in feeling-of-knowing
experiments. He stated that, “the diversity of measures makes comparisons across
feeling-of-knowing experiments difficult” (p.109) and went about analyzing the relative
advantages of the eight measures. The eight measures are described in Table 11.
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Table 11
Eight Measures Used in Feeling-Of-Knowing Experiments (Nelson, 1984)
Statistic

Description

P(recognition|FK) – P(recognition|FNK)
(The Hart Difference Score)

The difference between the proportion of
Yes feeling-of-knowing items that
subsequently were recognized and the
proportion of No feeling-of-knowing items
that were subsequently recognized

gamma (Goodman & Kruskal, 1954)

The degree of association between feelingof-knowing predictions and subsequent
recognition

Phi (Pearson r correlation for a 2 x 2 table)

The correlation between feeling-ofknowing judgments and successful
recognition

P(criterion performance|FK)

Correctly predicted “Yes” feeling-ofknowing divided by the total number of
“Yes” predictions

P(correct prediction)

The occurrence of either correctly
recognizing feeling-of-knowing items or
incorrectly recognizing feeling-of-notknowing items

Parametric signal detection theory

The ratio of Hit Rate (proportion of
feeling-of-knowing to recognition) to the
False Alarm Rate (proportion of feelings of
knowing to non-recognition)

Nonparametric signal detection theory

Same as parametric signal detection theory
without the need for assumptions about the
underlying distributions

Pearson r

The degree of relationship between multilevel feelings-of-knowing and recognition
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Nelson (1984) specified six desirable properties for a measure of feeling-ofknowing accuracy, and he referred to these as the “minimum set of properties that any
satisfactory measure should possess (or at least not violate)” (p. 111). He gave no further
elaboration concerning the origin of these properties. The properties were:
1. The measure should be a monotonic function. That is, as feeling-of-knowing
ability increases, the feeling-of-knowing accuracy score should also increase.
2. Given two subjects with equal recognition performance, the one having higher
feeling-of-knowing accuracy should have the higher score.
3. The two characteristics, feeling-of-knowing and recognition performance,
should be free to vary independently of each other. It would be possible for a
subject with perfect feeling-of-knowing accuracy to score 90% or 80% or
70%, etc., on recognition performance.
4. The measure should reflect higher feeling-of-knowledge ability regardless of
recognition ability.
5. The measure should reflect higher feeling-of-knowledge ability regardless of
the difficulty of the recognition test.
6. The feeling-of-knowing accuracy score should be independent of the type of
criterion test (e.g., recognition, reminiscence).
Nelson evaluated each of the eight measures against the six properties. A
synopsis of his evaluation of each measure is given in Table 12.
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Table 12
Evaluation of Eight Measures Used in Feeling-Of-Knowing Experiments (Nelson, 1984)
Statistic

Evaluation

P (recognition|FK) – P (recognition|FNK)
(The Hart Difference Score)

Nelson claimed that The Hart Difference
Score misses the relationship between
feeling-of-knowing and performance by
focusing on feeling-of-knowing alone.

gamma (Goodman & Kruskal, 1954)

Does not violate any of the desired
properties and can be used for n x m tables.

Phi (Pearson r correlation for a 2 x 2 table)

Does not allow the two characteristics to
vary independently of each other (Property
3 above).

P (criterion performance|FK)

Is misleading without consideration of
cases where the predictions of feeling-ofknowing was No.

P (correct prediction)

Reflects a serious fallacy, in that it does not
take into account predictions that are
incorrect (Gilbert, 1884).

Parametric signal detection theory

Both the parametric signal detection theory
and Pearson’s r require multilevel feelingof-knowing ratings. There is no scaling
foundation for the idea of feeling-ofknowing ratings, and hence no evidence
that feeling-of-knowing ratings are
interval-level.

Nonparametric signal detection theory

Often requires more test items than are
practical. For example, in experiments
where a subject learns a list of items, many
observations are necessary because of the
error variance present in the statistic.

Pearson r

See Parametric signal detection theory
above.
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This evaluation is summarized in Table 13, which is based on Nelson (1984, p. 125).

Table 13
Summary of the Evaluation of Eight Measures (Nelson, 1984)
Statistic

Violates one or
more desired
properties

P(recognition|FK) –
P(recognition|FNK)
(Hart Difference Score)
Gamma (Goodman &
Kruskal, 1954)
Phi (Pearson r correlation for
a 2 x 2 table)
P(criterion performance|FK)

Yes

No

No

No

No

Yes

No

No

Yes

No

Yes

No

Yes

No

No

No

P(correct prediction)

Yes

No

Yes

No

Parametric signal detection
theory
Nonparametric signal
detection theory
Pearson r

n/a

n/a

No

Yes

n/a

n/a

No

No

Yes

No

Yes

Yes

One-to-one Margin
relation with sensitive
V

Assumes
an interval
scale

Nelson concluded that out of the eight measures evaluated, the Goodman-Kruskal
gamma correlation was the best statistic for feeling-of-knowing research. Since 1984,
gamma has grown in popularity and is used in a wide range of different psychological
fields and experiments. Masson and Rotello (2009) identified 64 articles published
between 2000 and 2008 in experimental psychology journals that dealt with
metacognition and monitoring. The most frequently used statistic to measure the
relationship between performance and judgment of performance was gamma.
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Once gamma was determined to be the best statistic, Nelson turned his attention
to ways of improving experiment design such as using relative versus absolute
judgments. Hart’s experiments presumed absolute judgments—each item was judged on
whether it was above or below the subject’s threshold of predicting they would recognize
an answer later. A relative judgment would involve the subject describing which of two
items is more likely to be recognized later. Other suggestions included using multilevel
rather than dichotomous variables (which gamma supports but Hart’s D does not) and
finding a better way of assessing recognition because a subject will guess correctly 25%
of the time on 4-item multiple choice question. To this day, gamma persists as the
statistic of choice among monitoring researchers (Schraw, Kuch, & Roberts, 2011).
Benjamin and Diaz (2008)
In 2008, Benjamin and Diaz (2008) compared gamma and another statistic, da
(“dee’ sub a”) for suitability of use in metamnemonic research. The da statistic is derived
from d′ which originated in Signal Detection Theory (Green & Swets, 1966).
Metamnemonics is the knowledge and control of one’s own memory processes. The
article sought to determine which statistic was the better measure for determining
metamnemonic accuracy.
A typical experiment in metamemory monitoring involves a subject being shown
a pair of words and told that he or she will be later shown one of the words and will need
to produce the other from memory (a pair-association experiment). In addition, for each
pair of words, the subject is asked to predict whether he or she will produce the second
word correctly. After some time has elapsed, the subject is then tested. The results can
be displayed in a contingency table, such as Table 14.
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Table 14
Results of a Hypothetical Metamnemonic Experiment

Performance on
Subsequent Memory Test

Prediction of
Memory
Accuracy

Correct

Incorrect

Yes

14

7

No

9

10

For this example, gamma would be:
gamma =

(ad – bc) / (ad + bc)

=

(140 – 63) / (140 + 63)

=

77 / 203

=

.38

In this context, the subject might be provided with memory training between
experiment sessions, such as one or more mnemonic techniques or suggestions about how
to improve concentration (Baddeley, 1982). In this way one experimental session would
be based on pre-training performance, and the second would be based on post-training
performance. The experiment would have predicted that with training, not only would
the subject perform better on the pair-association task, but would improve the prediction
about their performance. Gamma or a similar statistic would be used to measure this
difference.
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Benjamin and Diaz (2008) examined the properties of gamma and da. A summary
of their findings can be found in Table 15. For gamma, they found the following
desirable characteristics in support of the use of gamma as a measurement of relative
metamnemonic accuracy:
1. Gamma can be used for n x m cases.
2. Gamma makes no assumptions about the normality of underlying
distributions, and, as a non-parametric measure, is preferred over da. This is
important because it increases the usability of gamma in a greater number of
experimental situations. Typically, gamma exhibits lower error variance, and
as such, has greater ability to detect differences in experimental conditions
than da.
3. With gamma, the two characteristics under study in experiments in this
context, namely subject performance and prediction of memory accuracy,
should be free to vary independently of each other. For example, it would be
possible for a subject with perfect prediction accuracy to score 90% or 80% or
70%, etc., on actual performance.
4. With gamma, the prediction score should be independent of the type of
criterion test.
However, gamma did present two undesirable properties when used for measuring
memory:
1. Gamma does not support the use of interval-level analyses. In metamemory
research, it may be desirable to compare the effect of two different types of
interventions to see which produces better outcomes. The amount of
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improvement of the two interventions cannot be compared using gamma, only
whether one produces a higher gamma value than the other. The difference
between the amount of gain in scores is not meaningful. For example, in a
feeling-of-knowing experiment, a subject may be asked to rate their prediction
on a 6-point Likert scale with responses ranging from Very Sure to Not Sure.
In the first experimental session, a gamma of .45 might be obtained. In the
second session, a gamma of .58 might be obtained. The only accurate
statement that can be made is that the second score was higher. The
difference of .13 is meaningless.
2. Gamma occasionally exhibits low reliability in instances such as alternative
test forms or test halves (Thompson & Mason, 1996).
In contrast, da exhibits high reliability and is designed for interval-level analyses
(Macmillan & Creelman, 2005). Nelson (1984) had previously questioned whether the
underlying distributions of da were normal in feeling-of-knowing research. Benjamin and
Diaz (2008) in this article gave evidence that in metamemory research, in fact they were
normal. Normality is an important issue because the calculation of a statistic can be
compromised if the underlying distribution is not normal. The evidence produced by
Benjamin and Diaz, namely that the distributions were normal, was important. Until the
publication of this article, da was seldom used, if at all, in metamemory research
primarily because of Nelson’s warning
Still, da has several undesirable characteristics. Perhaps the most significant is
that da requires at least a 2 x 3 table and therefore cannot be used in situations where a 2 x
2 table is sufficient (e.g., in experiments where confidence about remembering can be
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recorded as a simple yes or no). Furthermore, although a 2 x 3 table is the minimum
needed for da, better results are obtained if the matrix is 2 x 4 or greater because da is
calculated based on the differences between the classes of a variable. The more classes,
the more precise the value of da will be.
There are eight cells in a 2 x 4 matrix, and the presence of empty cells may cause
da to be underdetermined. Therefore, a large number of items should be used. This
requirement may place an unwanted burden on both the experimenter and the subject.
These properties of gamma and da are summarized in Table 15.
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Table 15
Summary of the Properties of gamma and da in Metamnemonic Research (Benjamin &
Diaz, 2008)
Measure
gamma

Strengths
•
•
•
•
•

da

•
•
•

Weaknesses

Supports n x m
designs
No assumptions
about normality
Low error variance
Characteristics can
vary independently
Prediction score not
dependent on
criterion test

•

High reliability
Supports intervallevel analyses
Performs better
when rating scale
has at least 4 levels

•

•

•

Does not support
interval-level
analysis
Exhibits low
reliability in
certain
circumstances

Appropriateness for
metamnemonic research
•
•

•

Does not support 2 x •
2 designs
Requires large
number of items in •
certain
circumstances

Use for 2 x 2
designs
Use when large
number of items
cannot be
obtained
Preferred for most
situations except
when interval
level data is being
measured.
Use when intervallevel data is
measured.
Preferred when
rating scale has at
least 4 levels

Benjamin and Diaz (2008) concluded that both gamma and da can be profitably
used as measures of metamemory. The choice of statistic depends on the circumstances;
da is recommended when interval-level data is measured. Also, da performs better (a)
when the rating scale has at least four and preferably six levels and (b) when none of the
cells in the contingency table are empty—a property requiring a large number of items.
Gamma is recommended for most other situations because it does not have the data
quantity requirements of da and can be used in 2 x 2 situations. The authors suggested
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that researchers should evaluate their measurement options given the conditions of the
experiment.
Summary of Section 2. The Development of Gamma as a Measure of Association
Yule’s Q (1900, 1912) served as an effective measure of association for a number
of years and in a variety of fields. Its main drawback was not being usable with
contingency tables greater than 2 x 2. Although Yule’s Q also suffered from
computational problems, these were hardly noticed because of the magnitude of the data
Q was used with. Yule’s studies often involved thousands of subjects. Goodman and
Kruskal (1954) expanded Yule’s Q to operate with contingency tables larger than 2 x 2
and named the statistic gamma. It was derived by comparing ordered pairs and
discarding ties. The computational problems of Yule’s Q were inherited by gamma.
Hart (1967) invented a statistic, D, to measure the difference between the
proportion of correct items for items the subject felt they knew vs. the proportion of
correct items for items the subject felt they did not know. Hart’s D gained popularity
among feeling-of-knowing researchers because it made intuitive sense. Nelson (1984),
however, felt that Hart’s D did not take performance into account and that it focused on
feeling-of-knowing alone. Nelson also examined seven other statistics in addition to
Hart’s D and identified gamma as the best of these for use in feeling-of-knowing research
based on a set of criteria he developed.
Benjamin and Diaz (2008) found some problems with gamma, but in the end
deemed it suitable for use in situations where a 2 x 2 contingency table was sufficient and
when a large number of items cannot be used.
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Section 3. Questions About Gamma
Since gamma’s derivation by Goodman and Kruskal (1954) and its advocacy for
use in psychological research by Nelson (1984), gamma has gained a number of
proponents and has enjoyed widespread use. However, several scholars have raised
questions about gamma. Schraw (1995) compared gamma to the G Index and found that
gamma did not appear to measure the same underlying constructs as the G Index. Schraw
suggested that researchers report both statistics. Nietfeld et al. (2006) conducted Monte
Carlo simulations on both gamma and the G Index (which they referred to as the Hamann
Coefficient) for use in monitoring accuracy. They concluded that gamma is less stable
than the G Index on shorter and less difficult tests. Later, Schraw, Kuch, and Roberts
(2011) examined the calculation properties of gamma using Monte Carlo simulation
techniques and found that a large number of cases were being excluded or incorrectly
reported, generating considerable bias. This bias increases as tests become easier and as
tests become shorter. These analyses of the properties of gamma led to questions about
its applicability in certain situations.
Schraw (1995)
In this paper, Schraw (1995) sought to determine how best to measure feeling-ofknowing accuracy. Feeling-of-knowing refers to the likelihood that a subject may recall
a fact, i.e., that this particular knowledge already exists in the subject’s memory.
Schraw distinguishes between “agreement accuracy” and “association,”
postulating that the two are different in the realm of feeling-of-knowing accuracy.
Association is the relationship between two characteristics (Goodman & Kruskal, 1954;
Nelson, 1984; Yule, 1912). Agreement accuracy is the degree to which feeling-of-
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knowing judgments match recognition performance, counting only those correct
judgments that match correct performance and those incorrect judgments that match
incorrect performance. Schraw concluded that gamma is a measure of association, but
not a measure of accuracy.
Further investigation of the properties of gamma showed that empty cells distort
the observed value of gamma. Gamma will equal one whenever cell b or cell c is zero.
Gamma will equal –1 whenever cell a or cell d is zero. And gamma will be undefined
whenever a row or a column contains only zeroes. Empty cells, in effect, cause subject
responses to be lost. Freeman (1987) suggested that gamma is appropriate only when
each cell contains at least one response, although Agresti and Franklin (2007) suggest a
minimum of five observations per cell. Other statistics, such as the G Index, are not
affected by the presence of empty cells.
Schraw (1995) concluded that gamma and the G Index reported different
psychological constructs. Gamma reports the association between performance and
feeling-of-knowing judgments, and the G Index reports agreement accuracy, which is the
agreement between feeling-of-knowing judgment and observed events. Researchers who
are interested in measuring agreement accuracy should report the G Index. Researchers
who are primarily interested in the association between performance and feeling-ofknowing judgments should report gamma. A better strategy might be to report both,
because the two measures do not appear to be the same from an interpretive point of
view.
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Nietfeld, Enders, and Schraw (2006)
Nietfeld et al. (2006) compared two measures of monitoring accuracy: gamma,
which is a relative measure of monitoring accuracy, and the G Index, which is an
absolute measure. A relative measure of monitoring accuracy predicts performance on
one item relative to another item (Nelson, 1996). An absolute measure of accuracy
indicates the extent to which an individual is calibrated with regard to his or her
monitoring judgment and the task being measured (Schraw, 1995). The study sought to
determine what differences exist between these two types of measures.
Nietfeld et al. (2006) compared each statistic’s performance using Monte Carlo
simulation techniques. Monte Carlo modeling is commonly used in social science
research and is highly reliable when conducted under standard modeling procedures (Fan
& Fan, 2005; Fan, Felsovalyi, Sivo, & Keenan, 2001). A Monte Carlo procedure
simulates the responses of an actual subject. Each response generated corresponds to an
item in a test or an experiment. A set of responses is generated for each subject. In
Monte Carlo simulations, most often 10,000 sets of responses are generated. Nietfeld et
al. used 10,000 subjects for each simulation.
To compare gamma and the G Index, Nietfeld et al. used three test lengths (20-,
50-, and 1000-items) and two levels of test difficulty, chance and accurate. Twenty- and
50-item tests are common lengths, with 50 items perhaps representing the largest
practical test. In real life, a 1,000-item test is not practical but in simulations, the 1,000item test combined with 10,000 subjects produces extremely precise values for the
statistics being studied. These values are helpful in analysis because they provide insight
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into the performance of the statistics under ideal conditions. The values produced in the
simulated 1,000-item test are assumed to be the true values, free of bias.
In the chance condition of test difficulty, responses were placed into the cells of a
2 x 2 contingency table in a random fashion. In the accurate condition, a real-life
situation was simulated in which subjects do better than pure chance. To achieve this, the
simulation process was seeded.
Seeding is a technique in which responses are placed in one or more cells of the
contingency table ahead of time, before the remaining responses have been distributed.
Figure 1 shows two contingency tables immediately prior to randomly distributing
responses into them. Figure 1a shows all cells starting out equally, containing zero
responses. Responses will next be randomly placed into any cell. In an experiment using
a 20-item test, on average 5 responses will be placed in each cell, although the actual
number will vary because of chance.

0

0

12

0

0

0

0

0

a. Chance condition

b. Accurate condition

Figure 1. Chance and accurate conditions immediately prior to distributing responses.
In Figure 1b, 12 responses have been “seeded” in cell a. In metacognitive
research, cell a contains the count of tasks or items that were performed correctly and
judged correctly. For example, in an experiment based on a spelling test, the response of
a subject who spells a word correctly and judged that they spelled it correctly will be
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tallied in cell a for that word. On average, for a 20-item test, Figure 1b would result in 14
responses in cell a, and cells b, c, and d would have two responses each. This represents
a more typical set of responses than pure chance. These average frequencies will vary
because of chance, often considerably.
Therefore, cell a can be seeded to provide a simulated level of difficulty of the
test or experiment under consideration. The table in Figure 1a would produce a
completely random (chance) set of responses, and the table in Figure 1b would produce a
level of test difficulty of 70%, approximately. Nietfeld et al. (2006) used approximately
60% seeding. Based on Monte Carlo simulations, Nietfeld et al. found a number of
differences between gamma and the G Index:
•

The G Index yielded more reliable estimates of accuracy.

•

The G Index was not as influenced by random sources of error.

•

Gamma showed approximately double the variability. This reflects
differences in the precision and accuracy of the two statistics.

•

Gamma produced unexpected values in certain circumstances.

•

Gamma did not appear to reflect a normal distribution. This is important
because significance tests of gamma, which assume a normal distribution,
may produce misleading conclusions.

•

Gamma produced inflated accuracy estimates. This confirmed earlier research
that found that gamma has a tendency to become highly inflated (Agresti,
1976; Blalock, 1974; Hastie & Juritz, 1981; Reynolds, 1974). Reynolds
(1977) found that gamma yields a maximally liberal estimate of monitoring
accuracy.
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There were two main conclusions of the study. The first was that gamma yields a
non-normal distribution that (a) violates kurtosis and skewness assumptions and
(b) yields a positively biased estimate of monitoring accuracy. This is important because
significance tests of gamma based on the normal distribution will yield high Type II error
rates.
The second main conclusion was that assessments of monitoring accuracy will be
far more reliable for the G Index than gamma. Across all the conditions that Nietfeld et
al. (2006) studied, the standard deviation of gamma was nearly twice as large as that of
the G Index. In that study, all test takers were assumed to be equally accurate due to the
nature of the Monte Carlo process, so an effective statistic should yield highly consistent
estimates of accuracy across examinees; it did for the G Index but not for gamma.
Nietfeld et al. (2006) advised that researchers in the context of metacognitive
experimentation should take into account that gamma is a relative measure, but the G
Index is an absolute measure. When more accuracy and precision is sought, the G Index
performs better. However, the G Index is limited to 2 x 2 contingency tables and does
not have a published extension for n x m matrices.
Two limitations of this study were that it did not examine tests of fewer than 20
items, and it did not specifically examine the role of undefined cases in generating bias.
Schraw, Kuch, and Roberts (2011)
Schraw, Kuch, and Roberts (2011) conducted four Monte Carlo simulations to
determine the extent of underestimation bias in gamma in the context of monitoring
accuracy and to recommend viable solutions. Simulation 2 examined the performance of
gamma in 15 conditions: five test lengths (6, 10, 20, 50, and 1,000 items) x three levels of
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test difficulty (47.5%, 62.5%, and 77.5%). This simulation extended the simulations
conducted by Nietfeld et al. (2006) by adding shorter test lengths of 6- and 10-items and
more levels of test difficulty.
Tests that were longer and more difficult produced less bias, although there was
significant bias in shorter test lengths regardless of difficulty. The most important
finding of Simulation 2 was an interaction between test length and test difficulty, which
revealed that underestimation bias is compounded by shorter and easier tests. Also, the
simulation showed that the proportion of empty cells and undefined cases was high for
shorter tests and remained high for empty cells even when the test length was 20 items.
Simulation 4 of this study examined whether artificially placing one response into
an empty cell d would reduce or eliminate underestimation. Similar strategies have been
recommended previously (Macmillan & Creelman, 2005; McNicol, 1972) and used in
practice (Hautus, 1995; Miller, 1996) for other statistics. It was found that placing one
response in an otherwise empty cell d led to significant overestimation bias on short tests.
In addition, this strategy had no effect on 20- and 50-item tests, which were relatively
stable already, having few or no cases of an empty cell d.
The main conclusion of the study was that gamma is very problematic when used
to estimate monitoring accuracy with tests of 20 or fewer items, especially for easy tests.
This problem was not obviated by artificially placing a response in cell d to eliminate an
empty cell. Overall, there appeared to be certain conditions in which gamma does not
operate properly, and these conditions are far more frequent than was previously
suspected.
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Schraw et al. (2011) made several recommendations to address these problems.
Two other statistics, the G Index and d′, were listed as possible alternatives to gamma.
The G Index does not appear to have the same computational problems that gamma does,
especially with regard to empty cells (Romesburg, 1984; Schraw, 2009). The d′ measure
has been proposed as a substitute for gamma (Masson & Rotello, 2009), but Schraw et al.
pointed out that although both statistics possess desirable properties, neither had been
examined with regard to bias on short tests and may not provide a solution to the
problems of empty cells or undefined cases.
Another recommendation was to use a more fine-grained measurement scale.
Instead of yes/no judgments, subjects could be asked to judge their level of confidence on
a scale of 1 to 100, or some similar scale (Masson & Rotello, 2009). But despite all these
other recommendations, it seems that the surest way to eliminate bias in gamma is to
conduct experiments with challenging tests that contain a minimum of 25 items.
Summary of Section 3. Questions About Gamma
A number of questions have surfaced in recent years concerning gamma. Because
gamma is a measure of relative accuracy, it should not be used in research situations
requiring an absolute measure of accuracy (Schraw, 1995). Nietfeld et al. (2006) found
that the G Index was more reliable and not as influenced by random sources of error as
gamma was. Gamma showed much more variability than the G Index and seemed highly
inflated at times. And gamma did not appear to reflect a normal distribution.
Schraw, Kuch, and Roberts (2011) found bias in gamma in shorter test lengths
regardless of test difficulty, although underestimation bias was compounded by shorter
and easier tests. These problems appear to be due, at least in part, to gamma’s
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computational difficulties and are not obviated by artificially placing a single response
into cell d to avoid an empty cell.
Section 4. Alternatives to Gamma
Several statistics have been proposed as alternatives to gamma. A frequentlyused statistic which is similar in several ways to gamma is called d′ (“dee-prime”). It
originated in the field of Signal Detection Theory (SDT). It is an index of sensitivity to
stimuli (Green & Swets, 1966). Recently Cheng and Lin (2009) developed a statistic
similar to gamma called C. C is claimed to be an improvement on gamma because it
focuses more strongly on the relationship between the two variables than gamma does. A
third alternative to gamma is the G Index. The G Index avoids the computation problems
of gamma because the computation of the G Index is based on addition instead of
multiplication.
The statistics d′, C, and the G Index are described in detail below. (The reader
may note that these descriptions are also found in Chapter 1 and were adapted in Chapter
2 for the sake of completeness).
The d′ Measure
A statistic frequently used to measure monitoring accuracy is d′ (“dee-prime”).
The d′ measure of discrimination originated during World War II when radar was a newly
developed technology. Radar operators had to learn to discriminate true signals
(approaching enemy planes) from “noise” (flocks of birds or clouds). Measures of
discrimination such as d′ showed radar-operators-in-training how successful they were in
distinguishing true signals from noise. This field of experimentation and measurement is
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called Signal Detection Theory (SDT) and was first applied in psychology in 1966
(Green & Swets, 1966; Macmillan & Creelman, 2005).
The general form of an SDT contingency table is shown in Table 16.

Table 16
General Form of a Contingency Table in Signal Detection Theory (SDT) Research

Signal Present
Yes

No

Present

Hit

False Alarm

Not Present

Miss

Correct
Rejection

Judgment

In this contingency table, a Hit meant that an actual plane was present and thee
operator correctly identified it. A Miss indicated that a plane was present, but the
operator did not discern it. A False Alarm occurred when there was no plane but the
operator believed there was. A Correct Rejection occurred when the operator did not
detect a plane, and in reality, there was no plane to detect.
To calculate d′, a Hit Rate and False Alarm Rate are first calculated. The Hit Rate
is the proportion of Hits to Hits plus Misses. In other words, if the operator did not miss
any incoming planes, the Hit Rate would be one. The False Alarm Rate is calculated in a
similar fashion. The False Alarm Rate is the proportion of False Alarms to False Alarms
68

plus Correct Rejections. Ideally, an operator would have no False Alarms, so the False
Alarm Rate would be zero. The d′ measure is the standardized difference between the Hit
Rate and the False Alarm Rate. Table 17 shows results from a hypothetical SDT
experiment.

Table 17
Data from a Hypothetical Signal Detection Theory (SDT) Experiment

Signal Present
Yes

No

Present

Hit
8

False Alarm
4

Not Present

Miss
2

Correct
Rejection
6

Judgment

The calculation of d′ based on the data in Table 17 follows:
The Hit Rate is
Hit Rate =

8
————
8+2

= .80.

The False Alarm Rate (FA Rate) is
FA Rate =

4
————
4+6

= .40.
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The Hit Rate and False Alarm Rate must be standardized to complete the
calculation of d′. Standardization requires transforming each value into a z-score so that
the resulting values and calculations will have a mean of zero and a normal distribution.
These transformations place d′ on a scale of reference centered around zero, which is
similar to other statistics. The formula for d′ is
d′ = z(Hit Rate) – z(FA Rate).

(7)

The completed calculation of d′ is
z(Hit Rate) = .84
z(FA Rate) = –0.25
d′ = .84 – (–0.25) = 1.09.
This value of d′ reflects a relatively high degree of discrimination (Green and
Swets, 1966). Guessing or random responses would produce a Hit Rate of approximately
.50 and a FA Rate of approximately .50. When transformed to z-scores, both become
zero, producing a d′ of zero. An extremely high Hit Rate of .99 and an extremely low FA
Rate of .01 would produce a d′ of 4.65. The practical high and low value limits of d′ are
approximately +4.65 and –4.65. A perfect Hit Rate of 1.00 or perfect FA Rate of 0.00
produces an infinite number when standardized, so data is often adjusted slightly to
prevent this (Macmillan & Creelman, 2005). In general, the larger the difference
between z(Hit Rate) and z(False Alarm Rate), the greater a subject’s degree of
discrimination as measured by d′.
In metacognitive experiments, performance is equivalent to the presence or
absence of planes on a radar screen, and the judging of one’s performance is equivalent to
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judging whether a plane is actually present or not. The d′ measure has been used in
several types of metacognitive experiments, such as memory and metamemory (“Will I
remember this picture a week from now?”) and judgments of learning (“Did I learn this
material well enough to recall it for a test?”) (Banks, 1970; Egan, 1958; Swets, 1986).
The strengths of d′ are well-documented (Macmillan & Creelman, 2005). It
condenses the data from the four cells of the 2 x 2 table into two rates and then into a
single number. The number is centered around zero with positive values indicating a
higher degree of discrimination or recollection than negative values—the higher the
value, the greater the discrimination. Moreover, because it is standardized, the value d′
produces can be compared to the values of other statistics that are also standardized
around zero. The d’ measure is very popular and used in a variety of fields of study. Its
weaknesses include the possibility of producing an infinite number—a result that must
either be ignored or recalculated with adjusted data, and d′, as a measure of
discrimination not association, may not be measuring the same metacognitive constructs
as gamma or other statistics. See Appendix A for examples of its computational issues.
Table 19 summarizes the characteristics of d′.
C
Cheng and Lin (2009) proposed an alternative measure of association that they
called C. Although similar to gamma in several ways, C is based on a different
mathematical derivation. Whereas gamma is derived from a comparison of the ordering
of paired observations (Goodman & Kruskal, 1954), C is based on the relative magnitude
of the two characteristics being associated, such as performance and judgment.
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Suppose a 2 x 2 contingency table listed Salary Greater Than $50,000 (Yes or No)
on one side and Job Satisfaction (Satisfied or Not) on the other. Cheng and Lin (2009)
argue that a statistic such as gamma does not accurately measure association in this
situation because gamma does not take into account all the possible factors that could
affect Job Satisfaction, such as opportunity for advancement or commuting time. Instead,
they suggest that a better measure of association would focus solely on the relationship
between Salary and Job Satisfaction. Accordingly, if the percentage of employees with
Salary Greater Than $50,000 were to increase, then how much would Job Satisfaction
increase? By focusing directly on the relationship between Salary and Job Satisfaction,
Cheng and Lin claimed that C was a better measure of association than gamma because it
was not contaminated by other factors.
The formula for C is:

a
c
—— – ——
(a + b) (c + d)
C = ——————
c
1 – —— .
(c + d)

(8)

Based on the data from the hypothetical 20-item spelling experiment illustrated in
Table 9, C would be:
C

= [7/(7+4) – 3/(3+6)] / [1 – 3/(3+6)]
= [7/11 – 3/9] / [1 – 3/9]
= .303 / .667
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= .45.
A value of .45 suggests that performance and judgment have a moderately strong,
positive relationship. C has a maximum value of +1 and no lower limit; zero indicates no
association and +1 indicating maximum association. Guessing (e.g., spelling about half
the words in a test correctly and not being sure if the words are being spelled correctly)
would produce a value of C approaching zero; negative values are not usually found. In
general, C shows a higher value and, therefore, a higher degree of association, when the
subject predicts correct performance accurately (cell a) and lessens the frequency of
correct answers judged as incorrect (cell c).
The strengths and weaknesses of C are similar to those of gamma. Regarding
strengths, C is relatively easy to calculate and understand, and it has properties similar to
other statistics, such as a maximum value of +1, where +1 indicates maximum
association and zero indicates maximum independence. Furthermore, Cheng and Lin
(2009) claimed that outside factors affected C less than they affected gamma. One
weakness of C is its tendency to underestimate true values. Computational problems
occur whenever both cells a and b are empty and whenever cell b, cell c, or cell d alone is
empty. See Appendix A for examples of these computational issues. Because C is a
relatively new statistic, having been published in 2009, the full extent of its strengths and
weaknesses will be determined with further study. Table 19 contains a summary of the
characteristics of C.
G Index
The G Index is a measure of the likelihood of accurate monitoring exceeding
inaccurate monitoring (Nietfeld et al., 2006). This statistic is also referred to as the

73

Hamann Coefficient (Romesburg, 1984). It is a measure of absolute accuracy unlike
gamma, a measure of relative accuracy. Relative accuracy is the accuracy of predicting
performance on one item relative to another item (Nelson, 1996; Nietfeld et al., 2006).
Absolute accuracy is the extent to which an individual is calibrated with regard to his or
her monitoring judgment and the criterion task (Schraw, 1995). This difference is
important in practice because a statistic that measures absolute accuracy may be more
relevant in studies related to an intervention or training, but a statistic that measures
relative accuracy may be more useful in studies designed to measure the extent to which
an individual makes accurate judgments across items (Nietfeld et al., 2006). The value of
the G Index is the difference between the proportion of accurate monitoring versus
inaccurate monitoring.
The formula for the G Index follows:

(a + d) – (b + c)
G Index = ———————.
a+b+c+d

(9)

Using the data from Table 9, the G Index is:
G Index = [(7 + 6) – (4 + 3)] / (7 + 4 + 3 + 6)
= [13 – 7] / 20
= .30.
This value reflects a higher proportion of correct judgments than incorrect
judgments. As the value of the G Index approaches one, it indicates a higher and higher
proportion of correct judgments. A G Index of zero indicates no difference between
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correct and incorrect judgments. And a negative value of the G Index reflects a higher
proportion of incorrect judgments than correct judgments.
Guessing about performance (e.g., actually spelling about half the words in a test
correctly and not being sure if the words are being spelled correctly or not) would
produce a G Index approaching zero. This would occur when half the responses are in
cells a and d and the other half are in cells b and c. In general, the G Index will produce a
higher value and, therefore, a higher proportion of accurate judgments when the subject
judges performance accurately; that is, when the values in cell a (right answers judged to
be right) and cell d (incorrect answers judged to be wrong) are greater.
The strengths of the G Index include being easy and rapid to calculate, easy to
understand, and having similar properties as other statistics such as a range of –1 to +1
where –1 indicates a minimum value and +1 indicates a maximum value. However,
unlike gamma and C, the calculation of the G Index involves addition, not multiplication.
This property eliminates the loss of data when cross-multiplying two cells when one is
empty and also eliminates the possibility of undefined values because the denominator (a
+ b + c + d) cannot equal zero. The G Index does not produce infinite numbers as d’
does. One limitation of the G Index is that it is not usable with contingency tables
beyond a 2 x 2 matrix. Table 19 contains a summary of the characteristics of the G
Index.
Section 5. Summary of the Literature Review
Gamma has been used with considerable success over the years as a measure of
the degree of association between two characteristics or variables. The advantageous
properties of gamma have made it useful in many fields of inquiry. I have traced its
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development from statistic used to examine the dichotomous association between
smallpox and vaccination to a statistical measure of metamnemonic accuracy in present
day research. Gamma has a number of desirable properties that account for its continued,
widespread use.
There are, however, some concerns about gamma. Gamma is frequently biased in
common situations, causes legitimate data from experiments to be discarded, fails to
calculate extreme cases, and produces in some situations a result (either –1 or +1) no
matter what data was supplied. Gamma is a measure of relative accuracy, not a measure
of absolute accuracy. Compared to other statistics, gamma shows more variability and
inflation. A final concern is that gamma, at times, does not appear to reflect a normal
distribution.
A number of other statistics have been proposed for use as measures of
metacognitive accuracy and are, in fact, being used. These other measures are based on
theory, underlying constructs, or derivations that differ from gamma and have been
proposed as alternatives to it. Yet, a fundamental question remains—are gamma, d′, C,
or the G Index biased?
This question about bias in the four measures is important for two reasons. The
first reason concerns the statistical integrity of each of the four statistics—does the
measure produce an accurate value in all circumstances? The second reason concerns
whether more than one statistic should be used to measure monitoring accuracy given
these four measures do not assess the same underlying construct. The d′ statistic
measures discrimination accuracy of Hits versus False Alarm rates. The G Index
measures the difference, proportion-wise, between accurate and inaccurate monitoring.
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Gamma and C measure the degree of association between performance and judgment.
These differences raise questions about what these statistics are measuring. It is possible
that more than one underlying construct may be within the province of metacognitive
monitoring accuracy. If so, statistics can produce different results and appear to be
biased. The question about bias in the four measures is one to be resolved by further
investigation.
Main Conclusion
The literature reviewed led to an important conclusion about gamma. Although in
widespread use and advocated by experts, gamma has flaws and produces biased results.
This conclusion raises the question, given the bias in gamma, are d′, C, or the G Index
any better?
Section 6. The Present Study
(The reader may note that the remaining sections of Chapter 2 are identical to those
sections of Chapter 1; they are adapted in Chapter 2 for the sake of completeness.)
Purpose
The purpose of this study was to examine the extent to which each of the four
measures described above provides an unbiased estimate of monitoring accuracy. There
were two main research questions. The first question was whether bias exists in the use
of the four measures in metacognitive monitoring research as a function of test length,
test difficulty, or their interaction. To answer this question, I conducted a separate
analysis on each of the four statistics to evaluate its degree of bias and to determine
whether bias is caused by test length, test difficulty, or their interaction. The second
question compared the four measures to determine which are least biased. To answer this
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question, I ranked each statistic from least to most biased based on the analysis of
variance p values. The rationale for this comparison is that the ANOVA p values provide
a common metric by which to compare the four measures, which otherwise use different
measurement scales.
These questions are important because of the high interest in students’
metacognitive abilities (Carr, Alexander, & Folds-Bennett, 1994; Hacker, Dunlosky, &
Graesser, 2009; Pintrich, 2000). Several authors (Goodman & Kruskal, 1954; Nietfeld et
al., 2006; Yule, 1912) have taken the position that several different statistics should be
available to researchers and researchers should choose statistics appropriate to the
problem at hand. From an operational perspective, it is important for researchers to have
trustworthy statistics for their work. If any of the four measures are biased in certain
circumstances and thereby produce unreliable or unrealistic results, then researchers
should be made aware of this possibility and the conditions when bias is most likely to
occur.
Procedural Implementation of the Study
Monte Carlo simulation techniques were used in the analysis and comparison of
the four measures. These techniques generated data from a computer instead of from
actual human subjects. These techniques permitted the examination of the behavior of a
statistical measure in a wide variety of experimental situations (Mooney, 1997; Paxton,
Curran, Bollen, Kirby, & Chen, 2001).
Monte Carlo modeling is commonly used in social science research and is highly
reliable when conducted under standard modeling procedures (Fan & Fan, 2005; Fan,
Felsovalyi, Sivo, & Keenan, 2001). The main advantage of studies using Monte Carlo
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modeling techniques is that they enable a researcher to see how data behave in large- and
small-sample environments, whereas real-life studies typically only use small samples
with limited numbers of subjects and test items due to time and cost constraints. In this
study, Monte Carlo methods were used as a means of understanding the bias that may
occur when using the four measures in different experimental situations and why bias
may occur.
In the simulations of this study, the computer (instead of a live subject) provided
the data for the four cells of the 2 x 2 contingency table. Responses (i.e., data points)
were placed into the contingency table one at a time. The computer performed the
following steps to determine into which cell to place a single simulated response:
1. Divided the numbers from zero to one into four equal segments.
2. Generated a random number between zero and one.
3. Placed a “response” into cell a if the random number fell into the first
segment. Placed a response in cell b if it fell into the second segment, etc. A
response was placed into the chosen cell by adding 1 to the number of
responses, if any, already there.
4. Repeated Steps 1-3 for as many items as there were in the experiment. For
example, for an experiment using a 20-item test, repeated this procedure 20
times.
On average each cell had five responses in a 20-item experiment. Because of chance,
however, the total number of responses in each cell varied, sometimes considerably.
The process described above created simulated responses for one subject. This
process was then repeated 10,000 times, simulating the data for 10,000 subjects. In
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general, more subjects are better because a greater number of subjects results in greater
precision (Agresti & Franklin, 2007). In metacognitive research within an actual
experimental setting, however, the maximum number of subjects is often limited by
budget, time, and the availability of suitable participants. The computer, on the other
hand, does not have these constraints. A computer can repeat the simple steps listed
above thousands of times per second for virtually no cost, and the simulated results can
be generated for an extremely large number of subjects. To take advantage of these
computer abilities and to be as precise as possible, researchers use a very large number of
subjects, usually 10,000, in Monte Carlo simulations. A computer generates the
responses for 10,000 subjects in only a few seconds. When examined in aggregate, the
10,000 statistical values produced are extremely precise. So, for each simulation in this
study, responses from 10,000 subjects were simulated. The SAS 9.2 program that
generated the simulations in this study can be found in Appendix B.
Design of the Study
This study compared four statistical measures (gamma, d′, C, G Index) using a
2 x 5 design with two accuracy levels (chance and moderately accurate—25% versus
62.5%) and five experimental test lengths (6, 10, 20, 50, and 1,000 items). This
generated 40 (4 x 2 x 5) unique combinations of conditions. A simulation was conducted
for every possible combination. Table 6 displays these combinations and the results of
the simulations.
Accuracy Level
Across the top of Table 6 are the four statistics that were examined. Each statistic
was examined using two distinct levels of monitoring accuracy—chance and moderate
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accuracy. In the chance condition responses were placed in a random fashion into the
four cells of the contingency table as described above. The chance condition was so
named because the chance of a response being placed in any one cell was the same as the
chance of a response being placed in any other cell. Thus, 25% of observations should be
in each of the four cells.
In contrast, it was possible to simulate the situations in which the subjects
achieved higher monitoring accuracy than pure chance as they might do in an actual
experiment. Simulating higher monitoring accuracy was done by placing a number of
responses in cell a ahead of time. In the spelling test experiment, cell a contained the
count of words that were spelled correctly, which the subject had accurately judged to be
spelled correctly. Cell a is important because it reflects both correct performance and
correct judgment. In actual experiments, unless the task or test is extremely difficult,
subjects tend to have a preponderance of responses fall into cell a.
To simulate the moderate accuracy condition, a number of responses were placed
in cell a prior to random assignment. For example, when simulating data in which an
average of 62.5% of observations were in cell a, 50% of the responses were placed in cell
a at the onset of the trial and the remaining 50% were randomly assigned using the fourstep process described above. By starting with 50% of the responses in cell a and
allowing the placement of the remaining responses to vary freely, on average, 62.5% of
the responses were placed in cell a, and 12.5% of the responses were placed in cells b, c,
and d. In an experiment using a 20-item test, about 12 or 13 responses would be in cell a,
and two to three responses would be in cells b, c, and d, which are typical results a

81

researcher might obtain in an actual experiment. Because of chance, these frequencies
varied, sometimes considerably.
In this study both chance and moderate accuracy conditions were used. For each
combination of statistical measure and test length, two simulations were conducted: one
reflected pure chance and the other simulated moderate monitoring accuracy.
Test Length
Experiments based on five different test lengths were simulated in this study. To
create true or population values, a hypothetical test of 1,000 items was used. Although a
1,000-item test is not practical in reality, an experiment of this length is possible in
simulations; the values produced are highly stable and are not affected by randomization
or extreme values. The values from the 1,000-item tests were assumed to contain no bias.
In addition, test lengths of 6, 10, 20, and 50 items were simulated. Test lengths of
10 and 20 items are commonly used in experiments. Tests of 50 items are also used in
experiments but less frequently. A test consisting of six items is often used when
questions are difficult or take time to answer and judge such as, “What was the author’s
main point?”
Outcome Measures
I primarily based the analysis of the four measures of monitoring accuracy on the
degree of bias. Bias was calculated as follows. For each of the 40 simulations, 10,000
trials were created, and each trial produced a single statistic—either gamma, d′, C, or the
G Index. The 10,000 values of the statistic were averaged. This mean value was used to
determine the amount of bias by subtracting the mean of the 1,000-item experiment from
it. For example, the mean for the simulation of d′ for the chance condition for a 6-item
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experiment was –.004 and the mean for the simulation of d′ for the chance condition for
the 1,000-item experiment was .001 (i.e., the true value). The degree of bias was –.005.
In other words, d′ in the chance condition for a 6-item experiment underestimated the true
value by .005. Bias was calculated for all simulations in this way (except for the 1,000item experiments that produced the true values).
In addition to mean and bias, other data were collected from each simulation. An
analysis of this additional data helped explain why bias might have existed in the
situations simulated in the study. The average standard deviation, skewness, and kurtosis
were calculated. The lowest and highest values of the statistic were noted, the range was
calculated from the difference, and a count was kept of the number of times a statistic
produced an undefined value. This occurred whenever the denominator of a calculation
was zero. The presence of undefined values can cause bias (Schraw, Kuch, & Roberts,
2011). Further, a count was made of the number of times the calculation produced a
value of +1 or –1.
Hypotheses
This study was designed to evaluate two competing views about measures of
monitoring accuracy. According to one school of thought, measures such as gamma are
accurate indicators of the relationship between two characteristics (Goodman & Kruskal,
1954; Nelson, 1984; Yule, 1912). In this view, statistics that measure relationships that
can be expressed in a 2 x 2 contingency table are suitable for use in a variety of fields
including medicine, epidemiology, politics, and taxonomy. In psychology, gamma has
been specifically recommended for use in studies of feeling-of-knowing accuracy
(Nelson, 1984). Since 1984, psychological researchers have used gamma in a number of
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other areas as well (Criss & Shiffrin, 2004; Kao, Davis, & Gabrieli, 2005; Souchay,
Isingrini, Clarys, Taconnat, & Eustache, 2004).
In contrast, there appears to be significant bias in the values produced by gamma,
d’ and C, especially when test lengths are short (Nietfeld et al., 2006; Schraw, 1995;
Schraw, Kuch, & Roberts, 2011; Spellman et al., 2008). Issues raised by these studies
included (a) the statistics in question did not measure the same underlying constructs, (b)
the statistics underestimated or overestimated true values, and (c) the otherwise valid
research data was discarded when undefined values and infinite numbers were produced.
All these issues can produce bias.
Predictions About Expected Results
The first research question of this study focused on whether bias existed in the use
of any of the four measures of monitoring accuracy as a function of test length, test
difficulty, or their interaction. The second question examined the four measures to
determine which was least biased. Predictions about the anticipated findings from this
study are described below and summarized in Table 18.
Overall, I expected to find severe bias occurring in several of the four statistics
due to the presence of empty cells. From a causal-conceptual perspective, empty cells are
caused by a small sample size that is often insufficient to populate all the cells in Table 8
with at least one response. Indeed, Agresti and Franklin (2007) suggested a minimum of
five observations in each cell and a minimum of 20 observations overall. However, in
cases where there are less than 20 test items used to assess monitoring accuracy, the
likelihood of some cells being empty or having only a single observation is increased.
The presence of empty cells may cause undefined, distorted, or extreme values.
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Collectively, missing cases due to empty cells or extreme values due to a small number of
observations lead to distorted scores and bias.
In this study, I expected to find empty cells because of the nature of the Monte
Carlo process: responses were distributed into the four cells randomly. There was no
guarantee that a cell would receive even a single response. As test length increased, it
became less likely that a cell would be empty or under-populated, so shorter tests had
more empty cells. Additionally, because 50% of the responses were placed into cell a
ahead of time for the moderately accurate condition, there were considerably fewer
responses to be distributed to cells b, c, and d. I expected a greater occurrence of empty
cells b, c, and d for the moderately accurate condition compared to the chance condition.
Gamma exhibited a substantial degree of bias because of the empty cells and undefined
values. It was anticipated that the degree of bias would become greater as the test length
decreased because the number of empty cells would become greater in shorter tests.
Furthermore, comparing the moderately accurate condition to the chance condition, I
expected greater bias in the moderately accurate condition because the number of empty
cells and undefined values would be greater.
In terms of bias, C should have behaved in a similar fashion to gamma. C
produces an undefined value whenever cells a + b = 0 or cell d = 0. C loses data
whenever cell c is zero. Therefore, I expected a significant number of undefined cases
producing substantial bias, especially as test length decreased. It was also anticipated
that bias would be greater in the moderately accurate condition than in the chance
condition.
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An examination of the formula for d′ reveals that it produces undefined values
whenever the Hit and Miss values are both zero or whenever the False Alarm and Correct
Rejection values are both zero. Moreover, d′ produces an infinite result whenever the
Miss or False Alarm value is zero. Because of the large number of undefined and infinite
values, it was anticipated that a substantial degree of bias would be found for d′ and that
the greatest bias would be found at shorter test lengths. It was also anticipated that bias
would be greater in the moderately accurate condition than in the chance condition.
For gamma, C, and d′, I anticipated an interaction of test length and test difficulty
as well as greater bias at shorter test lengths in the moderately accurate condition for C.
In contrast, the G Index does not have the computational issues of gamma, C, or d′.
Because the denominator of the G Index is equal to the number of subjects participating
in the experiment, the denominator cannot be zero; therefore, the G Index can never
produce an undefined value. Furthermore, empty cells do not affect the G Index, unlike
gamma. The G Index will continue to produce reasonable values even when one or more
of the cells are empty. Because cell values in gamma are multiplied, an empty cell will
negate whatever cell value it is multiplied with. Therefore, I predicted that no bias would
be observed in the G Index regardless of test length or test difficulty.
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Table 18
Summary of Predictions About the Presence of Bias
Statistic

Test length

Test difficulty

Length x Difficulty

Gamma

Yes

Yes

Yes

D′

Yes

Yes

Yes

C

Yes

Yes

Yes

G Index

None

None

None

Regarding the second research question, I anticipated that gamma, d′, and C
would all exhibit bias under certain conditions. I anticipated that gamma and C would
exhibit similar degrees of bias as they both produce undefined values and distorted results
due to empty cells. On the other hand, d′ also exhibits bias, but there are a greater
number of conditions in which bias can occur in d′—the presence of empty cells,
undefined values, and infinite numbers, for example. Therefore, I expected greater bias
in d′ than in gamma or C. I expected the G Index to exhibit the least bias.
Comparisons among the four measures are difficult because they do not share a
common measurement scale. However, it was possible to use the p value form of the
analysis of variance to gauge the severity of bias for each statistic. The statistic with the
most significant p value would be regarded as the most biased, whereas the statistic with
the least significant p value would be regarded as the least biased. This made it possible
to determine whether gamma was more or less biased than C and d′. Thus, I was able to
make recommendations to researchers about the absolute amount of bias that appears in
the results of each statistic as well as identify which statistic is least biased compared to
the others.
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Table 19
Summary of Measures of Association and Monitoring Accuracy

Statistic

Formula

Construct

Calculation

Strengths and Weaknesses

Yule’s Q

(ad – bc) / (ad + bc)

Association between
two variables

The difference between
cross products divided by
their sum

+ Easy to calculate
+ Simple to understand
– Limited to 2 x 2 contingency tables
– Underestimates true values
– Computational problems if any cell is empty

gamma

(ad – bc) / (ad + bc)

Association between
performance and
judgment

The difference between
the products of accurate
monitoring counts and
inaccurate monitoring
counts divided by their
sums

+ Easy to calculate
+ Simple to understand
+ Similar to other statistics used to measure
association
– Underestimates true values
– Computational problems if any cell is empty

Hart’s D

[a/(a+b)] – [c/(c+d)]

Accuracy of feeling‐
of‐knowing
judgments

The difference between
the proportion of correct
items for items the
subject felt they knew vs.
the proportion of correct
items for items the
subject felt they did not
know

+ Easy to calculate and understand
+ Similar to other statistics in properties and
range
+ Tolerates a single empty cell well
– Can produce undefined cases
– Not extended to tables larger than 2 x 2
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Table 19 continued
Statistic

Formula

Construct

Calculation

Strengths and Weaknesses

d’

z(a/(a+c)) –
z(b/(b+d))

Discrimination
accuracy of hits vs.
false alarms

The standardized
difference between Hit
Rate and False Alarm
Rate

+ Very popular and well‐known
+ Value centered around zero
+ Standardized and comparable to other
statistics
– Can produce infinite values
– May not measure the same construct as
other statistics

C

[a/(a+b) – c/(c+d)] /
[1 – c/(c+d)]

Association between
performance and
judgment

The degree to which one
classification can be
increased by increasing
the other

+ Less affected by outside factors than
gamma
+ Relatively easy to calculate and understand
+ Similar to other statistics in properties
– May underestimate true values
– Has computational problems if certain cells
are empty

G Index

[(a+d) – (b+c)] /
(a+b+c+d)

The accuracy of
monitoring, taken as
a proportion

The difference between
the proportion of
accurate monitoring
counts and proportion of
inaccurate monitoring
counts

+ Easy to calculate and understand
+ Similar to other statistics in properties and
range
+ Does not have the problem of undefined
cases
– Does not have the problem of infinite
values
– Not extended to tables larger than 2 x 2
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CHAPTER 3
METHODOLOGY
The purpose of this study was to examine the extent to which each of the four
measures—gamma, d′, C, and the G Index—provided an unbiased estimate of monitoring
accuracy. There were two main research questions. The first question concerned
whether bias existed in any of the four measures as a function of test length, test
difficulty, or their interaction. Bias is the difference between the observed and expected
values produced by a statistical measure. To answer this question, I conducted a separate
analysis of each of the four statistics to evaluate its degree of bias and determine whether
bias was caused by test length, test difficulty, or their interaction. This question is
important because researchers must be aware of the extent to which a test statistic may be
biased.
The second question concerned which of the four measures was least biased. To
answer this question, I rank ordered each statistic from least to most biased based on the
analysis of variance p values, which indicated the extent to which each of the four
statistics differed from its estimated population value. The rationale for this comparison
was that ANOVA p values provided a common metric by which to compare the four
measures, which otherwise used different measurement scales. This question is
important because a comparison of the four statistics provides useful information about
which statistic minimizes bias. In general, the more extreme the p value, the more the
observed statistic differs from its true value. Therefore, the more extreme the p value, the
more severe the bias.

90

Data Generation and Simulation
To generate the data needed to conduct the analyses described above, I conducted
40 simulations. Tests of five different lengths (6, 10, 20, 50, and 1,000 items) and two
different accuracy levels (chance and moderate accuracy) were simulated for each of the
four measures. A variety of outcome measures were produced consistent with Nietfeld et
al. (2006); the most important was bias, where bias was operationalized as the difference
between the observed value in each condition compared to a simulated 1,000-item test
with 10,000 cases. The table of the four measures, five test lengths, two accuracy levels,
and outcome measures can be found in Table 6 and is further explained below.
In the simulations of this study, the computer provided the data for the four cells
of the 2 x 2 contingency table. Responses (i.e., data points) were placed into the
contingency table one at a time. The computer performed the following steps to
determine into which cell to place a single, simulated response:
1. Divided the numbers from zero to one into four equal segments.
2. Generated a random number between zero and one.
3. If the random number fell into the first segment, placed a simulated response
into cell a. If it fell into the second segment, placed the response in cell b, etc.
A response was placed into the chosen cell by adding one to the number of
responses, if any, already there.
4. Repeated Steps 1-3 for as many items as there were in the experiment. For
example, for an experiment using a 20-item test, this procedure was repeated
20 times.
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Each statistic was examined using two distinct levels of test difficulty: chance and
moderate accuracy. In the chance condition, responses were placed into the four cells of
the contingency table in a random fashion, as described previously. This was referred to
as the chance condition because the chance of a response being placed in any one cell
was the same as the chance of being placed in any other cell. On average, each cell had
five responses in a 20-item experiment. However, the total number of responses in each
cell varied due to chance.
To simulate the moderate accuracy condition, a number of responses were placed
in cell a prior to random assignment. For example, when simulating data in which an
average of 62.5% of observations were in cell a, 50% of the responses were placed in cell
a at the onset of the trial and the remaining 50% were randomly assigned using the fourstep process described above. By starting with 50% of the responses in cell a and
allowing the placement of the remaining responses to vary freely, on average, 62.5% of
the responses were placed in cell a, and 12.5% of the responses were placed in cells b, c,
and d. In an experiment using a 20-item test, about 12 or 13 responses would be in cell a,
and two to three responses would be in cells b, c, and d, which are typical results a
researcher might obtain in an actual experiment. Because of chance, these frequencies
varied, sometimes considerably.
In this study both chance and moderate accuracy were used. The purpose of this
manipulation was to determine whether there was a difference in the degree of bias
between the two conditions. Previous research by Nietfeld et al. (2006) found that both
gamma and the G Index exhibited underestimation bias in the moderate accuracy
condition, and gamma exhibited more bias than the G Index. They attributed the greater
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bias in gamma to a tendency to produce theoretically unexpected values. They found no
bias in either statistic in the chance accuracy condition.
Five different experimental test lengths were used: 6, 10, 20, 50, and 1,000 items.
Ten- and 20-item tests are perhaps the most common experimental test lengths. A 50item test approaches the practical maximum for an experiment with human subjects. Sixitem tests are used when items are complex such as, “What is the author’s point of
view?” The 1,000-item test was used to establish the true population values. The mean
of the 1,000-item test was assumed to be free of bias. Nietfeld et al. (2006) used tests of
20, 50, and 1,000 items in their simulations. They found significant underestimation bias
for both gamma and the G Index as test length was reduced in the moderate accuracy
condition. No bias was found in the chance condition.
To take advantage of the computer’s power and to be as precise as possible, a
very large number of subjects—usually 10,000—can be used in Monte Carlo simulations.
For each simulation in this study, responses from 10,000 subjects were simulated.
Clearly, attempting to approach this number of human subjects would have been
impractical. SAS 9.2 was used to conduct the Monte Carlo simulations based on
guidelines in Fan and Fan (2005). The SAS 9.2 program that generated the simulation
data in this study can be found in Appendix B. As a check, the results produced by the
SAS program were replicated by rerunning the simulations using SPSS or Excel.
No human subjects or data from human subjects were used in this study. IRB
exclusion for this study was obtained and can be found in Appendix D.
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Analysis
The data provided by the simulations established the degree of bias exhibited by
each of the four measures when compared to the 1,000-item test for that statistic, which
was assumed to be the true population value and free of bias. Simple subtraction between
the 1,000-item and n-item conditions indicated which measures tended to over- or
underestimate and to what degree the true value was a function of test length. For each
measure and test length combination, a visual inspection showed the difference between
the chance and moderate accuracy conditions.
To determine whether test length, test difficulty, or the interaction between length
and difficulty was related to bias, I conducted four separate 5 x 2 analyses of variance in
which each of the four outcome measures was analyzed. These analyses revealed
whether each of the four measures was biased.
To determine which of the four statistics was least biased, I used the simulation
data that permitted a rank ordering of the four measures based on the analysis of variance
p values. For example, one statistic may have revealed bias at the p < .01 level, and
another statistic may have revealed bias at the p < .001 level. Using p values provided a
common metric by which to compare the four measures that otherwise used different
measurement scales.
For each of the four statistics, I report descriptive statistics similar to those
reported by Nietfeld et al. (2006): the mean, standard deviation, skewness, kurtosis, and
range of observed values. The mean indicates the difference from the true value
established by the 1,000-item simulation. The standard deviation, skewness, and kurtosis
provide information about the distribution of the statistic. For example, Nietfeld et al.
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(2006) found that in every condition, the standard deviation of gamma was about twice
that of the G Index. This variability suggests that gamma may produce less reliable
estimates of accuracy than the G Index. Collectively, these data enabled me to compare
my results in some of the conditions to Nietfeld et al. (2006). I expected to replicate their
findings exactly, subject to a small degree of error.
Skewness and kurtosis provided information about the shape of a distribution.
Nietfeld et al. (2006) found several instances where gamma was negatively skewed and
leptokurtic (i.e., very peaked), which suggests that gamma may not be normally
distributed; this may cause high Type II error rates (i.e., concluding a treatment effect
does not exist when in fact it does) in subsequent significance tests. Even though 10,000
tests were used in each simulation, the range of observed values (the difference between
the minimum and maximum values) provided some clues about the computational
properties of the four statistics. Nietfeld et al. found in the accurate monitoring condition
that gamma, reflecting its tendency toward greater variability, had about double the range
of the G Index.
I also reported the number of undefined cases and the number of times a statistic
equaled +1 or –1 from each simulation in an effort to shed light on the conditions that
may have caused bias in the four measures. When a statistic equaled +1 or –1 with high
frequency, it may have been due to the presence of empty cells. Empty cells can be
problematic depending on the statistic and the conditions. For gamma, an empty cell can
cause the loss of experimental data. For example, when a cell containing some number
of responses was multiplied by the value of an empty cell (which was zero), the result
was loss of data, inaccuracy, and, sometimes, extreme values. This situation introduced
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bias because the value produced by the statistic was no longer based on the data from the
experiment, but was instead the result of an anomaly in the statistic’s computation.
Undefined cases did not produce a usable value; they caused the complete loss of a
subject’s data. This can introduce bias because it may cause the loss of the most telling
cases. For example, if a subject were to answer all items correctly and judge that all
items were answered correctly (i.e., perfect performance and perfect judgment), the
contingency table would contain the tally of all responses in cell a, and cells b, c, and d
would be zero. Gamma produces an undefined value for this data, which would result in
the loss of this instructive case. See Appendix A for examples of problematic cases.
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CHAPTER 4
RESULTS
This dissertation addresses the difference between the observed and expected
values produced by four statistics: gamma, d′, C, and the G Index. This difference is
referred to as bias. Bias is explored and discussed in this dissertation within the context
of metacognitive research—specifically, monitoring accuracy. The computational
problems of these four statistics can appear, however, in any research context. Results of
experiments in monitoring accuracy are often reported in contingency tables. Although
contingency tables can contain a large number of cells, the analysis in this study was
confined to the 2 x 2 contingency table.
Two research questions were used to focus the investigation of bias. The first
question asked whether bias was found in the typical research use of these statistics. To
answer this question, each statistic was examined in terms of test length, test difficulty,
and their interaction. Test, or experiment, length will vary in monitoring accuracy
research depending on a number of factors, and it was predicted that bias in the four
statistics would vary based on test length. Test difficulty, which reflects the idea that
some experiments are more difficult than others, was also anticipated to affect bias. In
addition, the interaction (or combination) of these two variables was anticipated to affect
bias in the four statistical measures.
The second question asked which of the four statistical measures was least biased.
To answer this question, I rank ordered each statistic from most to least biased based on
the analysis of variance p values, which indicated the extent to which each of the four
statistics differed from its estimated population value. The rationale for this comparison
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was that the ANOVA p values provided a common metric by which to compare the four
measures, which otherwise used different measurement scales. In general, the more
extreme the p value, the more the observed statistic differs from the estimated population
value. Therefore, the more extreme the p value, the more severe the bias.
Monte Carlo simulations were conducted to develop the data necessary to answer
the research questions. Simulations using five test lengths and two accuracy levels were
conducted on the four statistics; SAS 9.2 was used to conduct the simulations. The SAS
program can be found in Appendix B. All simulations were replicated using either SPSS
or Excel. In all, 40 simulations were conducted to produce data for all possible
combinations of four statistics, five test lengths, and two accuracy levels. This 4 x 5 x 2
matrix and the results of the 40 simulations can be found in Table 6.
The Four Statistics
The four statistics examined in this study were gamma, d′, C, and the G Index.
Gamma was included because of the suspected computational issues that several
researchers have described (Nietfeld et al., 2006; Schraw, Kuch, & Roberts, 2011). The
d′ measure was included in the study because it, like gamma, can process 2 x 2
contingency tables and has been well researched (Green & Swets, 1966; Macmillan &
Creelman, 2005). C was included because it is an example of a recently developed
statistic that was intended to be an improvement on gamma (Cheng & Lin, 2009).
Finally, the G Index was included because of its simplicity of calculation, which
seemingly avoids the computational issues of the other statistics. The degree of bias
produced by gamma and the G Index have been examined previously by Nietfeld et al.
(2006) who looked at fewer conditions than the present study. However, to my
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knowledge, no formal investigation of the degree of bias produced by d′ or C has been
conducted previously.
Test Difficulty
Each statistic was examined using two distinct levels of test difficulty, chance and
moderate accuracy. In the chance condition, responses were placed into the four cells of
the 2 x 2 contingency table randomly. This is referred to as the chance condition because
the chance of a response being placed in any one cell is the same as it being placed in any
other cell. On average, each cell will receive 25% of all responses.
In contrast, it is possible to simulate the situation in which the subject achieves
higher monitoring accuracy than pure chance, as he or she might do in an actual
experiment. This is done by placing a number of responses in cell a ahead of time as
shown previously in Figure 1. For example, in a 20-item spelling test experiment, cell a
contains the count of words that were spelled correctly which the subject accurately
judged to be spelled correctly. This cell is important because it reflects both correct
performance and correct judgment. Subjects tend to have a preponderance of responses
fall into cell a in actual experiments, unless the task or test is extremely difficult.
In order to produce more realistic simulations, 50% of the responses were placed
in cell a prior to distributing the rest of the responses. This is referred to as the moderate
accuracy condition. Fifty percent is about midrange between the two extremes of pure
chance and perfect monitoring performance and accuracy, and simulates a test of
moderate difficulty (Nietfeld et al., 2006). By starting with 50% of the responses in cell
a and allowing the placement of the remaining responses to vary freely, on average
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62.5% of all responses will be placed in cell a and 12.5% of the responses will be placed
in cells b, c, and d.
In this study both chance and moderate accuracy conditions were simulated. For
each combination of statistical measure and test difficulty, two simulations were
conducted: one reflected pure chance and the other simulated moderate monitoring
accuracy.
Test Length
Experiments based on five different test lengths were simulated in this study. To
create true or population values, a hypothetical test of 1,000 items was used. Although a
1,000-item test is not practical in reality, in simulations an experiment of this length
provides values that are highly stable and not affected by randomization or extreme
values. The values from the 1000-item tests are assumed to contain no bias and serve as
the expected values a statistic should produce.
In addition, test lengths of 6, 10, 20, and 50 items were simulated. Ten- and 20item tests are perhaps the most common lengths of tests used in experiments. A 50-item
test might be the high limit for actual experiments. And a test consisting of 6 items is
often used in research situations when questions are difficult or take time to answer and
judge such as, “What was the author’s main point?”
In this study, all five test lengths were simulated. For each combination of
statistical measure and test difficulty, five simulations were conducted: one for test
lengths of 6, 10, 20, 50 and 1000 items.
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Results of the Simulations
A single simulation consists of choosing a test length and test difficulty for one of
the statistical measures and conducting a simulated experiment for 10,000 subjects. Ten
thousand values of the statistic are produced in this way for each combination of
conditions. For example, for d′ in the moderately accurate condition for a 10-item test,
10,000 values of d′ were produced by the computer. The average of these 10,000 values
is .874. The 4 x 5 x 2 matrix and the results for all 40 simulations are shown in Table 6.
For each simulation, Table 6 shows the mean, standard deviation, skewness, and kurtosis
of the 10,000 values as well as the range of the calculated values, including endpoints.
The number of undefined (indeterminate) cases is given. And the number of times the
statistic equaled +1 or –1 is given.
Bias is also shown in Table 6. Bias is the difference between the mean of a
simulation and its expected value, the mean of the 1000-item test for that combination of
statistic and test difficulty. The mean of the d′ simulation in the moderately accurate
condition for the 1000-item test is .970. The bias for the 10-item test is .874 less .970, or
–.096. This example showed that d′ in the moderately accurate condition for a 10-item
test underestimates the true value by –.096. Although bias is the main value of interest in
this study, the other fields may help to explain the presence and extent of bias. A
summary of the bias data from Table 6 can be found in Table 20.
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Table 20
Findings About the Presence of Bias With Respect to Population Estimate
gamma

d′

G Index

C

Test
Length
(Items)

Chance

Mod.
Acc.

Chance

Mod.
Acc.

Chance

Mod.
Acc.

Chance

Mod.
Acc.

6

-.008

-.220

-.005

-.296

-.011

.165

.002

.000

10

.001

-.211

.002

-.096

-.147

.072

.005

.001

20

.005

-.100

.005

.030

-.143

-.032

.003

.002

50

.003

-.026

.004

.034

-.042

-.034

.002

.002

In Table 20, the G Index exhibits very little or no bias for either test length or test
difficulty. For gamma and d′, the chance conditions exhibit little bias. However, the
moderately accurate condition for gamma and d′ exhibits substantial bias, especially for
shorter tests where bias tends to be increasingly negative. In the moderately accurate
condition, C overestimates the true values for the shorter test lengths. Unlike the other
statistics, C exhibits substantial bias in the chance condition. In fact C, exhibits greater
bias in the chance condition than in the moderately accurate condition. The reason for
this, as will be described more fully later, is that C has no lower bound and often
produces highly negative values that drive the mean of C down for test lengths of 10 and
20 items.
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The single largest value of bias is -.296 for d′ with moderate accuracy in a 6-item
test. Instead of the expected average value of .970, d′ in these circumstances produces a
value almost .30 units lower than what is expected.
Statistical Findings
For each statistic, I conducted a 5 (test length: 6, 10, 20, 50, and 1,000 items) x 2
(test difficulty: chance and moderate accuracy) fixed-effects between-subjects analysis of
variance using the statistic as the outcome score. The results for each statistic follow.
The Gamma Measure
There was a significant main effect for the test length condition, F (4, 96,390) =
190.34, p < .001. Follow-up pairwise comparisons of marginal means using a Bonferroni
approach to control for the number of comparisons revealed that the means for the 6- and
10-item tests, and the 50- and 1000-item tests did not differ from each other. The 6-, 10-,
and 20-item tests differed from the 50- and 1000-item tests each other at p < .001. This
result showed that gamma decreased with respect to the 50- and 1000-item tests. I
replicated this analysis using bias scores, which yielded identical ANOVA results.
Differences between means reached -.113 between the 1,000-item and 6-item tests, -.104
between the 1,000-item and 10-item tests, -.047 between the 1,000-item and 20-item
tests, and -.011 between the 1,000-item and 50-item tests. This revealed severe
underestimation of .10 units or more for tests of 6 or 10 items regardless of test difficulty.
Only the 50-item tests were not seriously biased compared to the 1,000-item test.
There was a significant main effect for the test difficulty condition, F (1, 96,390)
= 27248.07, p < .001. A pairwise comparison revealed that the difference between
marginal means for the chance condition (M = .001) and the moderately accurate
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condition (M = .554) was significant at p < .001. This finding indicated an increase in
gamma for the easier test.
There was a significant interaction effect between the test length and test
difficulty conditions for gamma, F (4, 96,390) = 174.89, p < .001. This interaction was
due to an increase in the range of gamma scores for the easier, or moderately accurate,
condition. Figure 2 shows means for each test length plotted across the two test difficulty
levels, which revealed how means for the chance condition are nearly equal to one
another, and how the means for the moderate accuracy condition vary substantially from
one another and show increasing underestimation bias at the shorter test lengths.

Figure 2. Marginal means of test length of gamma across test difficulty.
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I followed up the significant interaction with a test of simple main effects for test
length at both of the levels of test difficulty (Kirk, 1994). This examined whether the 6-,
10-, 20-, 50-, and 1,000-item tests differed at each of the test difficulty conditions.
Means for the five lengths did not differ at the chance level, F (4, 49,350) = 0.834, p =
.503. Means for the five lengths did differ at the moderately accurate condition, F (4,
47040) = 336.02, p < .001.
I used a Scheffe test of multiple comparisons with p < .001 to examine the five
test lengths for the moderately accurate condition. These comparisons showed that
means for tests of 6, 10, and 20 items were significantly less than the 1,000-item
condition, p < .001. In addition, the 50-item test differed from the 1,000-item test at the
level of p = .02. This revealed significant underestimation of gamma compared to the
population estimate provided by the 1,000-item simulation, for the moderately accurate
condition only.
Table 6 shows that for gamma in the moderately accurate condition, over half of
the 6-item and 10-item tests had at least one empty cell as reflected in the number of
times gamma equaled +1 or –1. Over one-sixth of the values of the 20-item tests had at
least one empty cell. In addition, the 6-item and 10-item tests had a large number of
undefined cases (i.e., at least two empty cells) at the moderately accurate level. Empty
cells had one of two effects on gamma. A single empty cell produced a value of gamma
of either +1 or –1. Two or more empty cells produced an undefined value of gamma.
Indeed, over 90% of the values in the 6-item test length condition at the moderately
accurate difficulty level yielded at least one empty cell, leading to a great deal of error
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when estimating gamma. Collectively, empty cells and undefined values have been
shown to cause bias in gamma due to a preponderance of extreme values (i.e., +1 or –1)
or undefined values (Schraw, Kuch, & Roberts, 2011).
Table 20 summarizes the bias for each statistic based on the difference between
the 1,000-item test and 6-, 10-, 20-, or 50-item test for both difficulty levels. Because
bias scores represent a linear transformation of means using the difference between the
1,000-item and 6, 10, 20, or 50-item conditions, F values for tests of underestimation
were identical to tests of the differences between means using gamma as the outcome
score. Thus, the main effects for test length and test difficulty, and the two-way
interaction reported above were replicated perfectly using underestimation bias scores.
All of the 6, 10, and 20-item tests significantly underestimated the 1,000-item population
estimate of gamma, with underestimation typically .10 to .25 lower than the estimated
population value.
The d′ Measure
There was a significant main effect for the test length condition, F (4, 74,527) =
120.57, p < .001. Follow-up pairwise comparisons of marginal means using a Bonferroni
approach to control for the number of comparisons revealed that the means for the 20and 50-item tests did not differ from each other. The 6-, 10-, 20- and 50-item tests
differed from the 1000-item test at p < .003. This result showed that d′ varied with
respect to the 1000-item test. I replicated this analysis using bias scores, which yielded
identical ANOVA results. Differences between marginal means reached -.151 between
the 1,000-item and 6-item tests, -.047 between the 1,000-item and 10-item tests, +.017
between the 1,000-item and 20-item tests, and +.019 between the 1,000-item and 50-item
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tests. This revealed underestimation for tests of 6 or 10 items regardless of test difficulty.
The 20- and 50-item tests were not significantly biased compared to the 1,000-item test.
There was a significant main effect for the test difficulty condition, F (1, 74,527)
= 40871.65, p < .001. A pairwise comparison revealed that the difference between
marginal means for the chance condition (M = .003) and the moderately accurate
condition (M = .905) was significant at p < .001. This finding indicated an increase in d′
for the easier test.
There was a significant interaction effect between the test length and test
difficulty conditions for d′, F (4, 74,527) = 108.97, p < .001. This interaction was due to
an increase in the range of d′ scores for the easier, or moderately accurate, condition.
Figure 3 shows means for each test length plotted across the two test difficulty levels,
which revealed how means for the chance condition are nearly equal to one another, and
how the means for the moderate accuracy condition vary substantially from one another
and show increasing underestimation bias at the shorter test lengths.
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Figure 3. Marginal means of test length of d′ across test difficulty.
I followed up the significant interaction with a test of simple main effects for test
length at both of the levels of test difficulty (Kirk, 1994). This examined whether the 6-,
10-, 20-, 50-, and 1,000-item tests differed at each of the test difficulty conditions.
Means for the five lengths did not differ at the chance level, F (4, 41,519) = 0.386, p =
.819. Means for the five lengths did differ at the moderately accurate condition, F (4,
33,008) = 198.25, p < .001.
I used a Scheffe test of multiple comparisons with p < .001 to examine the five
test lengths for the moderately accurate condition. These comparisons showed that
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means for tests of 6, 10, 20, and 50 items were significantly different than the 1,000-item
condition, p < .001. The 6- and 10-item tests severely underestimated d′ compared to the
population estimate provided by the 1,000-item simulation, for the moderately accurate
condition.
Table 6 shows that for d′ in the moderately accurate condition, over 90% of the 6item tests and over 60% of the 10-item tests produced undefined cases which lead to a
great deal of error when estimating d′, and results in the substantial loss of data collected
from research subjects during experiments. In practice, several adjustments have been
developed to reduce the loss of experimental data (Hautus, 1995; Macmillan & Creelman,
2005; McNicol, 1972; Miller, 1996).
Table 20 summarizes the bias in each simulation based on the difference between
the 1,000-item test and 6, 10, 20, or 50-item test for both difficulty levels. Because bias
scores represent a linear transformation of means using the difference between the 1,000item and 6, 10, 20, or 50-item conditions, F values for tests of underestimation were
identical to tests of the differences between means using gamma as the outcome score.
Thus, the main effects for test length and test difficulty, and the two-way interaction
reported above were replicated perfectly using underestimation bias scores. The 6-, 10-,
20-, and 50-item tests differed significantly from the 1,000-item population estimate of
d′, with differences varying from the estimated population value by .03 to .30.
The C Measure
There was a significant main effect for the test length condition, F (4, 90,316) =
241.70, p < .001. Follow-up pairwise comparisons of marginal means using a Bonferroni
approach to control for the number of comparisons revealed that the means for the 10-
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and 50-item tests did not differ from each other, but all other means did differ at p < .001.
The marginal means for the five tests (.409, .295, .245, .295, and .332) did not indicate a
linear pattern of increase or decrease. Differences between means were .077 between the
1,000-item and 6-item tests, -.037 between the 1,000-item and 10-item tests, -.087
between the 1,000-item and 20-item tests, and -.037 between the 1,000-item and 50-item
tests. This indicated a difference for all test lengths when compared to the 1,000-item
test.
There was a significant main effect for the test difficulty condition, F (1, 90,316)
= 53888.38, p < .001. A pairwise comparison revealed that the difference between
marginal means for the chance condition (M = -.070) and the moderately accurate
condition (M = .700) was significant at p < .001. This finding indicated that values for C
increased for the easier test.
There was a significant interaction effect between the test length and test
difficulty conditions for C, F (4, 90,316) = 177.89, p < .001. This interaction was due to
an increase in the range of C’s scores for the easier, or moderately accurate, condition.
Figure 4 shows means for each test length plotted across the two test difficulty levels.
This plot shows a substantial increase for each test length for the easier, or moderately
accurate, condition.
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Figure 4. Marginal means of test length of C across test difficulty.
I followed up the significant interaction with a test of simple main effects for test
length at both of the levels of test difficulty (Kirk, 1994). This examined whether the 6-,
10-, 20-, 50-, and 1,000-item tests differed at each of the test difficulty conditions.
Means for the five lengths differed at the chance level, F (4, 47,473) = 115.77, p < .001.
Means for the five lengths differed at the moderately accurate level, F (4, 42,843), p <
.001.
I used a Scheffe test of multiple comparisons with p < .001 to examine the five
test lengths. For the chance condition, tests of 10, 20, and 50 items were significantly
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different than the 1,000-item condition, p < .001. For the moderately accurate condition,
tests of 6, 10, 20, and 50 items were significantly different than the 1,000-item condition,
p < .001. This revealed significant under- or overestimation of C compared to the
population estimate provided by the 1,000-item value, for all conditions except the 6-item
test in the chance condition.
Table 6 shows that for C in the moderately accurate condition, at least 20% of the
6-item and 10-item tests had at least one empty cell as reflected in the frequency of stat =
+1. In addition, the 6-item and 10-item tests had large numbers of undefined cases at the
moderately accurate level. Empty cells have several deleterious effects on C as
illustrated in Appendix A. An empty cell c causes the responses in cell d to be ignored.
An empty cell d produces an undefined value of C, as does an empty cell a and cell b.
Indeed, over 70% of the values in the 6-item test length condition at the moderately
accurate difficulty level yielded at least one empty cell, leading to a great deal of error
when estimating C. Collectively, empty cells and undefined values have been shown to
cause bias in other statistical measures such as gamma due to a preponderance of extreme
values (i.e., +1 or –1) or undefined values (Schraw, Kuch, & Roberts, 2011).
Table 20 summarizes the bias in each simulation based on the difference between
the 1,000-item test and 6-, 10-, 20-, or 50-item test for both difficulty levels. Because
bias scores represent a linear transformation of means using the difference between the
1,000-item and 6-, 10-, 20-, or 50-item conditions, F values for tests of underestimation
were identical to tests of the differences between means using C as the outcome score.
Thus, the main effects for test length and test difficulty, and the two-way interaction
reported above were replicated perfectly using underestimation bias scores. With the
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exception of the 6-item test in the chance condition, all of the other tests differed
significantly from the 1,000-item population estimate of C, with differences ranging from
.03 to .16.
The G Index Measure
There was not a significant main effect for the test length condition. Nor was
there a significant interaction effect between the test length and test difficulty conditions
for the G Index. However, there was a significant main effect for the test difficulty
condition, F (1, 99990) = 121130.69, p < .001. A pairwise comparison revealed that the
difference between marginal means for the chance condition (M = .002) and the
moderately accurate condition (M = .501) was significant at p < .001. This finding
indicated that the value of the G Index increased for the easier test.
Pairwise comparisons using a Bonferroni approach to adjust for multiple
comparisons revealed no significant differences for the 6-, 10-, 20-, or 50-item tests and
the 1000-item test. Furthermore, a test of simple main effects for test length at both
levels of test difficulty showed that the G Index did not differ for either of the test
difficulty conditions. These findings indicate that no bias was present at any of the test
lengths compared to the population estimate provided by the 1,000-item simulation for
either test difficulty condition.
Figure 5 shows means for each test length plotted across the two test difficulty
levels. This plot shows a substantial increase for each test length for the easier, or
moderately accurate, condition.
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Figure 5. Marginal means of test length of the G index across test difficulty.
Table 6 shows that for the G Index in the moderately accurate condition, about
12.5% of the 6-item tests and 3.5% of the 10-item tests produced a value of +1. These
are the expected frequencies for 6- and 10-item tests and do not reflect the presence of
bias in any of the conditions of the G Index.
Table 20 summarizes the bias in each cell based on the difference between the
1,000-item test and 6-, 10-, 20-, or 50-item test for both difficulty levels. None of the 6-,
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10-, 20- and 50-item tests significantly differed from the 1,000-item population estimate
of the G Index at either difficulty level.
Summary of Statistical Findings
Overall, bias was found for gamma, d′, and C, but not for the G Index in the
moderately accurate condition. Furthermore, bias in gamma, d′, and C was detected as a
function of test length, test difficulty, and their interaction. Table 21 summarizes these
findings.

Table 21
Summary of Findings About the Presence of Bias With Respect to Population Estimate

Statistic

Test Length

Test Difficulty

Length x Difficulty

gamma

Yes

Yes

Yes

d′

Yes

Yes

Yes

C

Yes

Yes

Yes

G Index

None

None

None

Although a significant effect was found for test difficulty in the G Index, further analyses
showed this to be simply the difference between means of the levels of test difficulty and
found no indication of bias with respect to the population estimate.
The Degree of Bias in the Four Measures
The second research question of this dissertation asked which of the four
statistical measures was least biased. To answer this question, I rank ordered each
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statistic from most to least biased based on the analysis of variance p values, which
indicate the extent to which each of the four statistics differs from its estimated
population value. The rationale for this comparison is that the ANOVA p values provide
a common metric by which to compare the four measures, which otherwise use different
measurement scales. Table 22 summarizes these findings.

Table 22
Ranking of the Four Measures Based on ANOVA p Values.
Statistic

Test Length

Test Difficulty

Length x Difficulty

1. C

7.274E-207

< 1E-307

4.369E-152

2. gamma

8.033E-163

< 1E-307

1.524E-149

3. d′

9.807E-103

< 1E-307

9.285E-93

.804

< 1E-307

.912

4. G Index

These calculations were carried out in Excel and replicated in SPSS. Even though
the values are very small, they still reflect differences of many orders of magnitude of p
values. The more extreme the p value, the more the observed statistic differs from its true
value. Therefore, the more extreme the p value, the more severe the bias.
For the test length main effect and for the interaction of test length and test
difficulty, C reflected the most extreme p value of the four measures. The G Index
showed the least extreme p value of the four measures. The p values for the test
difficulty effect were identical for all four statistics, all less than 1E-307. These findings
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indicate that C is the most biased of the four measures, followed by gamma then d′. The
G Index is the least biased.
Summary of Findings
These findings supported my predictions that gamma, d′, and C would show bias
as a function of test length, test difficulty, and their interaction. Previous research has
shown that gamma and d′ have computational problems that can lead to distorted values
and bias (Macmillan & Creelman, 2005; Nietfeld et al., 2006; Schraw, Kuch, & Roberts,
2011). The C statistical measure (Cheng & Lin, 2009), which has been developed only
recently, showed the most extreme level of bias of all measures. The findings also
supported the prediction that no bias would be indicated for the G Index, which is
consistent with previous research (Nietfeld et al., 2006).
Predictions about the degree of bias for the four measures were incorrect. I
predicted that d′ would exhibit a greater degree of bias that gamma or C because d′ can be
affected by a greater number of conditions in which bias can occur, such as empty cells,
undefined values, and infinite numbers. This prediction proved incorrect as C exhibited
the greatest amount of bias. Indeed, the findings showed that C is the most biased
followed by gamma and then d′, with the G Index being the least biased of the four
measures.
It has been hypothesized that measures such as gamma, d′, and C are accurate
indicators of the relationship between two characteristics and are suitable for use in a
variety of disciplines (Cheng & Lin, 2009; Goodman & Kruskal, 1954; Green & Swets,
1966; Masson & Rotello, 2009; Nelson, 1984; Yule, 1912). However, these findings
show that gamma, d′, and C exhibit significant degrees of bias, especially when tests are
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short and comparatively easy. In the worst case, one statistic produced a value almost .30
units lower than what was expected. Only the G Index did not exhibit bias.
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CHAPTER 5
DISCUSSION
Bias is the difference between the observed and expected values produced by a
statistical measure. Within the context of metacognitive research, this dissertation
compared bias in four measures of monitoring accuracy—gamma, d′, C, and the G Index.
Monitoring accuracy is often reported in contingency tables, which may contain a large
number of cells. This study, however, confined the analysis to four cells in a 2 x 2
contingency table.
It has been hypothesized that measures such as gamma, d′, C, and the G Index,
which are used in a variety of disciplines, are accurate indicators of the relationship
between two characteristics (Cheng & Lin, 2009; Goodman & Kruskal, 1954; Green &
Swets, 1966; Masson & Rotello, 2009; Nelson, 1984; Yule, 1912). In contrast, several
studies have found significant bias in the values produced by these measures, especially
when test lengths have been short and test difficulty has been relatively easy (Nietfeld et
al., 2006; Schraw, 1995; Schraw, Kuch, & Roberts, 2011; Spellman et al., 2008). Issues
raised by these studies include (a) the statistics in question (gamma, d′, C, and the G
Index) do not measure the same underlying constructs; (b) they underestimate or
overestimate true values (i.e., are biased); and (c) they produce undefined and infinite
values that result in otherwise valid research data being discarded. The findings of this
dissertation support the position that gamma, d′, and C can produce significant bias as
well as undefined values.
Two research questions focused the investigation of bias. First, is bias found in
the typical research use of these four statistics? Second, which of the four statistical
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measures are least biased? To answer the first question, each statistic was examined in
terms of test length, test difficulty, and test length-test difficulty interaction. Test, or
experiment, length varies in monitoring accuracy research depending on a number of
factors, and it was predicted that bias in the four statistics would vary based on test
length. Test difficulty was also anticipated to affect bias. In addition, the interaction
between (or the combination of) test length and difficulty were also anticipated to affect
bias in the statistical measures examined.
The second question asked which of the four statistical measures was least biased.
To answer this question, I rank ordered each statistic from most to least biased based on
the analysis of variance p values, which indicated the extent to which each of the four
statistics differed from its estimated population value. The rationale for this comparison
is that the ANOVA p values provide a common metric by which to compare the four
measures that otherwise use different measurement scales. In general, the more extreme
the p value, the more the observed statistic differs from the estimated population value.
Therefore, the more extreme the p value, the more severe is the bias.
To develop the data necessary to answer the research questions, Monte Carlo
simulations using five test lengths and two accuracy levels were conducted on the four
statistics. SAS 9.2 was used to generate the simulation data. The SAS program can be
found in Appendix B. All simulations were replicated in either SPSS or Excel. In all, 40
simulations were conducted, and data were produced for all possible combinations of
four statistics, five test lengths, and two accuracy levels. This 4 x 5 x 2 matrix and the
results of the simulations can be found in Table 6.
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Summary of Results
The results from this study showed that three of the four statistics examined—
gamma, d′, and C—were severely biased in certain circumstances. The fourth statistic,
the G Index, exhibited no bias (see Tables 20 and 21). Calculations based on ANOVA p
values showed that C was the most biased statistic, followed in order by gamma, d′, and
the G Index (see Table 22).
Discussion of Bias in Gamma
In gamma, there is little or no bias for the chance condition, but there is increasing
underestimation bias for the moderately accurate condition at shorter test lengths. The
statistical analyses also found significant bias based on test difficulty and the interaction
of test length and test difficulty.
There are several sources of bias in gamma. Gamma can produce undefined
values and extreme values; Appendix A contains several numeric examples that illustrate
this. Gamma produces an undefined value whenever cells a and b or cells c and d are
empty. This results in a subject’s data being lost because a value cannot be calculated
from it. As shown in Appendix A, a single empty cell results in a gamma value of either
+1 (either cell b or c is empty) or –1 (either cell a or d is empty). No matter what data is
present in the other three cells, a single empty cell produces the extreme value of +1 or
–1. The data in the other three cells have no import and are effectively lost. Generally,
the most common non-empty cell would be cell a making it twice as likely that gamma
would be +1 (cell b or c is empty) vs. –1 (cell d being empty). This is in fact borne out in
Table 6 where for all test lengths in the moderately accurate condition, the frequency of a
+1 value is at least double the frequency of the –1 value.
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Empty cells contribute to bias in gamma because of creating undefined values as
well as extreme values. Empty cells are the result, in these simulations, of an insufficient
number of responses to populate each cell. Because there are fewer responses available
to populate the 2 x 2 table at shorter test lengths, bias in gamma is greater here. Also,
bias in gamma is greater for easier tests, where the number of responses found in cell a is
greater. In this study, the moderately accurate condition reflected the seeding of half the
responses in cell a so that the final average distribution of responses in the 2 x 2 table was
62.5% in cell a and 12.5% in cells b, c, and d. Once having seeded cell a, there remained
fewer responses to be distributed into the remaining cells, increasing the possibility of
having at least one cell that was empty. Empty cells are the major contributor to bias in
gamma.
Discussion of Bias in d′
The d′ statistic was severely biased in the moderate accuracy condition. In fact, d′
exhibited the single largest value of bias found in this study, –.296, for the moderate
accuracy condition for a 6-item test. The chance condition showed no bias at any test
length.
The d′ measure had very large frequencies of undefined cases in the moderate
accuracy condition. Over 90% of the cases were undefined for the 6-item test. Over 60%
of cases were undefined for the 10-item test. And 17% of the cases were undefined for
the 20-item test. The very large frequency of undefined cases is due to the presence of
empty cells. If cell a or cell b is empty, d′ produces a value approaching infinity because
of normalizing a fraction that has a numerator of zero, as in [a / (a + c)] where a = 0. If
cell c or cell d is empty, d′ produces a value approaching infinity because of normalizing
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a fraction with a value of one, as in [a / (a + c)], where c = 0. Furthermore, when both
cells a and c are empty, an undefined value is produced due to division by zero. The
same is true when both cells b and d are zero. See Appendix A for examples of these
calculations.
At shorter test lengths, there are fewer responses so the frequency of empty cells
increases greatly. In fact, for a 50% seeded, 6-item test, the possibility that at least one of
the remaining three cells would be empty is over 90%, which is consistent with the
number of undefined values. One can conclude that the presence of empty cells creates a
great deal of error. In reality, empty cells cause undefined values and infinite numbers
that are not included in the statistical mean being calculated during the simulation. By
chance, the values that do remain average to something different than the asymptotic
mean established by the 1000-item test. In the chance condition for the 6-item test, even
though over 6,000 cases are being lost, the remaining cases equal the asymptote. The
same process occurs for the 10-item test in which approximately 2,300 cases were lost.
Discussion of Bias in C
The C statistic was the most biased of the four measures examined. It was the
only statistic of the four that showed significant bias in the chance condition as well as in
the moderate accuracy condition. It was also the only statistic that showed significant
overestimation bias; this was for the 6- and 10-item test lengths in the moderate accuracy
condition.
For the 6- and 10-item tests, C produced a large number of extreme values in
which it equaled +1 or –1. Furthermore, an examination of the formula for C shows that
although +1 is its upper bound, it has no lower bound. Highly negative values occur
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whenever there are relatively high frequencies in cell c (correct responses judged to be
incorrect). These can drive the value of C well below –1. In fact, C produced a value of
–8.778 during the simulation of a 20-item test in the chance condition. C also produced a
large number of undefined values for both test difficulty conditions for 6- and 10-item
tests. Overall, C showed both over- and underestimation bias in a number of conditions,
and more in shorter tests.
C is plagued by a number of computational issues. As shown in Appendix A, C
will be undefined whenever both cell a and cell b are empty. It will also be undefined
whenever only cell d is empty. If only cell b is empty, C produces a value of +1
regardless of the frequencies of the other cells. If only cell c is empty, the value of C will
depend entirely on cells a and b, so that the data in cell d is lost.
Empty cells have a number of effects on C as described above. Table 6 shows
large frequencies of either undefined values or an extreme value of +1, all of which led to
a great deal of error. For the moderate accuracy condition, C shows positive bias at
shorter test lengths. This is due to the preponderance of responses in cell a, which causes
cell b to be frequently empty and which forces the C statistic to be positive. With only
positive values, at least 20% of which are +1, the mean value of C at these test lengths
exhibits positive bias.
For the chance condition, C shows large values of negative bias for the 10- and
20-item tests. This is due to a high frequency of extreme negative values. The largest
negative value of C for the 10-item test was –7.000; the largest negative value of C for
the 20-item test was –8.778. These values drive the mean of C down at these test lengths.
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Unlike the other statistical measures examined in this study, C produces
overestimation bias at shorter test lengths. This is because C will produce a value of +1
whenever cell b is empty, which drives the mean value of C in these conditions above its
expected value. For shorter test lengths, cell b is empty at least 20% of the time. And
unlike the other statistical measures, C exhibits underestimation bias in the chance
condition because of the extreme negative values it produces.
Discussion of Bias in the G Index
The G Index showed no significant bias at either of the test difficulty conditions
or at any of the test lengths. This was because the G Index is simpler, is based on
addition not multiplication, and does not have any of the computational difficulties of the
other measures. The formula for the G Index cannot produce an undefined or infinite
value. Even though the G Index can take on extreme values such as +1, these are within
the normal range of the statistic and are produced as a consequence of the data, not
because of an anomaly in the computation.
The presence of empty cells in the G Index does not produce biased results. Even
so, the G Index is not in widespread use. One reason is that the G Index has not been
extended for use in contingency tables greater than 2 x 2; thus, there are fewer situations
in which it can be used. A second reason is that the G Index may not measure the same
metacognitive constructs as the other statistics in that it is a measure of relative accuracy,
not a measure of absolute accuracy as are gamma and C (Nietfeld et al., 2006).
Summary of the Discussions of Bias
The G Index illustrates no bias and therefore performs best among the four
statistics examined in terms of the degree of bias. C, gamma, and d′ all exhibit severe
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bias at shorter test lengths and for the easier test condition. Three causes of bias were
found in this study: undefined cells, extreme values, and calculations that produce values
approaching infinity. All three causes can be linked to the presence of empty cells. At
shorter test lengths, there are fewer responses available to populate the cells of the
contingency table so the likelihood of an empty cell increases. For easier tests where a
preponderance of responses is found in cell a (correct responses judged to be correct),
there are fewer responses available for distribution to the other cells than for a difficult
test, so the likelihood of an empty cell increases.
Most instances of bias were found in the moderately accurate condition. Bias was
rare in the chance condition. This is because in the chance condition, the number of
observations falling into each of the four cells tends to be equal and the calculation of the
statistic does not generate extreme or unexpected values as frequently. An examination
of Table 6 reveals that the frequencies of a statistic equaling +1 or –1 are nearly equal.
There also is little skewness in the distribution of values. It is only when empty cells are
present in the 62.5% condition that severe bias appears, which can be attributed to nonnormal distributions and extreme negative skewness.
Recommendations for Practice
Given that bias is present for gamma, d′, and C, researchers using these measures
to report and summarize their findings should be made aware that at shorter test lengths
and for easier tests, bias generally increases due to the presence of empty cells.
Some specific recommendations for practice follow:
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•

Use tests that have at least 20 items.

•

Use tests that are at least moderately difficult.

•

Use statistics that are not biased in the context in which the statistic would be
used (Goodman & Kruskal, 1954). If there is reason to believe the statistic is
biased, the researcher should acknowledge this.

•

Consider using several statistics to report findings. A number of researchers
recommend this practice (Goodman & Kruskal, 1954; Nietfeld et al., 2006;
Yule, 1912). Ideally, different statistics will report similar values and/or be
highly intercorrelated. The extent to which they do not report similar findings
should be explained by the researcher.

Even though the G Index exhibited no bias in any of the conditions examined in
this study, it cannot be considered as a wholesale replacement of the other, biased
statistics for at least two reasons. One is that the G Index has not been extended for use
in situations where the contingency table is greater than 2 x 2. A second reason is that
the G Index appears to measure a different construct than gamma, C, and d′: d′ measures
discrimination accuracy; gamma and C report the degree of association between
performance and judgment; and the G Index measures the difference, proportion-wise,
between accurate and inaccurate monitoring. Nietfeld et al. (2006) suggested that
researchers who are primarily interested in the degree of association between
performance and judgment should report gamma. Researchers who are interested in
measuring agreement accuracy should report the G Index.
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Limitations of the Present Study
The present study was limited in several ways. First, the study was based on
Monte Carlo simulations, not data from actual experiments. Simulations provide a
number of advantages including being able to generate more data economically than
actual experiments. They also permit the use of a wider range of conditions. For
example, a 1,000-item test could not practically be used in a calibration experiment.
Furthermore, simulations can provide precise targeting of distributions. For example, in
this study, certain levels of test difficulty and test length were chosen in order to simulate
real-life experiments. Using a simulation, I was able to establish realistic population
values based on the 1,000-item test.
In the final analysis, these are simulations. Assumptions were made about how
realistic the simulated data was. For example, it was assumed that the values from the
1,000-item test did produce realistic population values. The findings presented here are
theoretical and can only be verified as researchers apply these ideas in real-life
experiments with actual subjects.
Another limitation was restricting the scope of the study to the 2 x 2 contingency
table. Although the 2 x 2 contingency table is used extensively in metacognitive
research, as well as in other disciplines, tables that are larger in one or both dimensions,
such as 2 x 6 and 3 x 4 tables, are frequently used as well. One statistical measure, da,
was excluded from this study because it only works with contingency tables of
dimensions 2 x 3 or larger.
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Future Directions
Future studies should investigate a number of the issues that were not examined
directly in this study:
•

Metaanalyses of past studies that used gamma should be conducted to
estimate the magnitude of bias.

•

Researchers should identify the source of bias in a statistic when it exists,
assuming there may be multiple sources. For example, bias in gamma is due
in part to the number of observations and task difficulty (Schraw, Kuch, &
Roberts, 2011).

•

For each statistic that exhibited bias, it should be possible to determine if the
findings presented here account for all the bias.

•

Future studies should look beyond the 2 x 2 contingency table and examine
data from n x m tables for bias.

•

Uniform guidelines for new statistics should be developed to prevent severely
biased measures from ever reaching the researcher’s toolbox.

•

Research should continue to develop and examine statistics for use in
metacognitive research that are unbiased, valid, and account for most or all of
the experimental variance.

This study extended the findings of Nietfeld et al. (2006) who examined three test
lengths; this study examined five. Other studies have used more than two difficulty
levels (Schraw, Kuch, & Roberts, 2011). Instead of several discrete points, it may be
desirable to determine the values of all the points and publish these as tables or charts.
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Such data could provide researchers with insight into the degree of bias to expect in
experiments and help them set acceptable levels of bias and lost experimental data.
Main Contribution of This Dissertation
One would hope that researchers have tools that perform flawlessly and describe
findings accurately. This study, however, found severe bias in several measures
commonly used in calibration research. With the exception of the G Index, the measures
examined produced inaccurate values, resulted in experimental data being lost, and often
prevented the most instructive cases from ever reaching experimental daylight. A
number of authors have claimed that measures such as gamma, d′, and C are accurate
indicators of the relationship between two characteristics and are suitable for use in a
variety of disciplines (Cheng & Lin, 2009; Goodman & Kruskal, 1954; Green & Swets,
1966; Masson & Rotello, 2009; Nelson, 1984; Yule, 1912). This study, however, showed
that gamma, d′, and C exhibit significant degrees of bias, especially when tests are short
and comparatively easy.
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APPENDIX A
Examples of Problematic Cases
This appendix provides illustrative examples of the problematic cases that occur
for gamma, d′, and C. Because of its method of computation, the G Index does not
produce problematic cases.
The types of cases illustrated here include undefined values, which are most often
produced by dividing by zero; empty cells, which occur when no responses are placed
into a cell of the contingency table; infinite numbers, which can occur during the
transformation of a value into a z-score; and extreme values, which can occur when a
statistic has no upper or lower bound.
Gamma (Also Yule’s Q)
ad – bc
gamma = ————
ad + bc
Undefined Values
Whenever a row or a column is empty or all data points fall into one cell, as
illustrated in Cases 1, 2, and 3 in Table 23, gamma will produce an undefined value; all
the experimental data that was collected will be lost. Of special note is Case 1. This
would likely be an important experimental case in which a subject performed perfectly
and predicted perfectly. The import of Case 1 would be lost from experimental analysis
because gamma could not be calculated.
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Table 23
Examples of Problematic Cases

Case 1
Case 2
Case 3
Case 4
Case 5
Case 6
Case 7
Case 8
Case 9
Case 10
Case 11
Case 12
Case 13
Case 14
Case 15
Case 16
Case 17
Case 18
Case 19
Case 20
Case 21
Case 22
Case 23
Case 24
Case 25

cell a

cell b

cell c

cell d

20
12
0
0
7
4
7
15
2
3
0
20
25
25
0
20
0
12
12
6
8
4
6
8
1

0
8
0
4
9
0
9
2
15
2
10
0
10
4
10
0
0
4
0
0
0
4
6
8
2

0
0
13
6
4
6
0
0
0
0
5
5
0
5
0
5
8
4
6
8
12
0
0
0
16

0
0
7
10
0
10
4
3
3
15
15
15
15
0
15
0
12
0
8
12
6
12
8
4
1

Outcome
gamma is undefined
gamma is undefined
gamma is undefined
gamma = –1
gamma = –1
gamma = +1
gamma = +1
gamma = +1
gamma = +1
gamma = +1
d′ is infinite
d′ is infinite
d′ is infinite
d′ is infinite
d′ is undefined
d′ is undefined
C is undefined
C is undefined
C=1
C=1
C=1
C = .5
C = .5
C = .5
C = –10.333

Empty Cells
The presence of a single empty cell produces a value of gamma of +1 or –1,
depending on which cell is empty. This situation causes experimental data in the rest of
the cells to be ignored simply because one cell is empty. See Cases 4 through 7 in Table
23.
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The presence of a single empty cell produces a value of gamma that has very little
or no relation to the data used to calculate it. Cases 8, 9, and 10 show that very different
experimental results all produce the same gamma.
d′
d′ = z[a/(a + c)] – z[b/(b + d)]
Infinite Values
Infinite values occur in d′ whenever there is perfect accuracy, that is, when the Hit
Rate is one or the False Alarm Rate is zero (Macmillan & Creelman, 2005, p.15). In fact,
an infinite value is produced by d′ whenever any one cell is empty, as shown in Cases 11
through 14.
Undefined Values
An undefined value will be produced by d′ whenever both cells a and c or both
cells b and d are empty, as in Cases 15 and 16.
C
c
a
(a + b) (c + d)
C = ————————
c
1
(c + d)

Undefined Values
Whenever cells a and b are both empty or cell d is empty, C will produce an
undefined value as illustrated in Cases 17 and 18. All the experimental data that was
collected will be lost.
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Empty Cells
An empty cell b produces a value of C equal to +1 regardless of the values of the
other cells, as illustrated in Cases 19, 20, and 21. The presence of an empty cell c
produces a situation in which the entire value of C depends only on cells a and b. Cases
22, 23, and 24 produce an identical C. The data in cell d is lost.
Extreme Values
C has no lower bound. Therefore, extreme negative values are possible whenever
a preponderance of responses fall into cell c, as illustrated in Case 25.
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APPENDIX B
SAS 9.2 Program to Generate Monte Carlo Simulation Data
DATA MCGAMMA;
*** This program will run simulations on gamma for the dissertation.;
*** File statements are present to make data for ANOVAs.;
COUNT_OF_PLUS1 = 0;
COUNT_OF_MINUS1 = 0;
FILE "H:\Dissertation\Defense\GammaI1000S50.txt";
DO SUBJECTS = 1 TO 10000; ***sets the subject N;
ITEMS = 1000; *** Sets the number of items in the experiment;
SEED = 500;
*** Sets the number of seeds;
ACCURACY = 1; *** 0 = No seeding, 1 = 50% Seeding;
CELLA = SEED;
CELLB = 0;
CELLC = 0;
CELLD = 0;
DO TESTITEMS = 1 TO (ITEMS - SEED); *** number of items to be
randomly distributed;
OUTCOMEA = INT(4 * RANUNI(246))+1; *** choose one of the cells
using the quantile method);
IF OUTCOMEA = 1 THEN CELLA = CELLA + 1;
IF OUTCOMEA = 2 THEN CELLB = CELLB + 1;
IF OUTCOMEA = 3 THEN CELLC = CELLC + 1;
IF OUTCOMEA = 4 THEN CELLD = CELLD + 1;
END;
GAMMA=((CELLA*CELLD)-(CELLB*CELLC))/((CELLA*CELLD)+(CELLB* CELLC));
IF GAMMA = 1 THEN COUNT_OF_PLUS1 = COUNT_OF_PLUS1 + 1;
IF GAMMA = -1 THEN COUNT_OF_MINUS1 = COUNT_OF_MINUS1 + 1;
PUT #1 ITEMS ACCURACY GAMMA;
OUTPUT;
END;
PUT COUNT_OF_PLUS1= COUNT_OF_MINUS1= ; *** writes counts to the log;
PROC UNIVARIATE DATA = MCGAMMA;
VAR GAMMA;
RUN;

Notes:
This program will generate 10,000 values of gamma for a 1000-item test for the
moderately accurate condition (50% seeding). Test length and seeding are changed
manually for other conditions. Other statistics can be simulated by replacing the
calculation for gamma with the formula for the other statistics.
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APPENDIX C
Derivation of Goodman and Kruskal’s Gamma (1954)
The derivation of the gamma statistic was an important development because it
provided a new way to measure the degree of association between two characteristics or
variables. It has a number of useful properties, including the capability of handling n x m
tables. It has grown in popularity over time, and at present, gamma has a number of
proponents and advocates; it is being used in many fields.
The gamma statistic was derived by examining the ranking of ordered pairs. For
example, given two classifications, Seniority (length of service at a job) and Job
Performance, a group of employees might be ranked on both scales and none would be
are tied. If one were asked which of two particular employees ranked higher in Job
Performance, and no other information was given, then there would be a 50-50 chance of
guessing correctly.
If it became known, however, that Employee A ranked higher in Seniority than
Employee B, one might then be inclined to say that Employee A also ranks higher in Job
Performance than Employee B. The response would be based on the assumption that the
Seniority ranking may shed light on the Job Performance ranking.
In other words, there is some degree of association between the two rankings that
is determined by how similar (or different) the two lists of rankings are. Goodman and
Kruskal determined how similar the two lists of rankings were by looking at all possible
pairs of employees for each list. The lists could be exactly the same, which would mean
that Seniority and Job Performance were completely associated with one another; the lists
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could be the exact reverse of each other, which would indicate that the two lists were
completely independent; or the lists could be somewhere in between.
The degree of association is calculated by examining how any two individuals
rank in relationship to one another on one list: If Employee A ranks higher than
Employee B, then is this relationship the same on the other list, or the opposite? All
possible pairs of employees are compared. When summed, there are two numbers: the
count of employee pairs that are the same on both lists, and the count of employee pairs
that are different on both lists. These two frequencies, then, are used to calculate gamma
Ns - Nd
gamma = --------------,
Ns + Nd
where Ns refers to the number of pairs that are the same, and Nd refers to the number of
pairs that are different. Ties play an important part in the rankings. If two employees
have exactly the same Seniority, one cannot rank above the other and that pair
combination is removed from both lists of rankings. So, any two employees can be the
same in ranking, different in ranking, or tied. Goodman & Kruskal’s formulaic
expression for gamma (p. 749) is
Given
IIs = Probability of any pair ranking the same, and
IId = Probability of any pair ranking differently, and
IIt = Probability of any pair being tied, then
IIs - IId
gamma = -----------,
1 - IIt
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which is the difference between the conditional probabilities of like and unlike given no
ties. Gamma describes the degree to which it is more probable to get like rather than
unlike rankings for two individuals chosen at random from the population.
The worked example that Goodman and Kruskal (1954) used to illustrate this
logic1 is in Table 24. The data were taken from Whelpton and Kiser (1946).
Table 24
Education Level of Wife versus Fertility Planning Status of Couple (Whelpton & Kiser,
1946)
Highest level of formal
education of wife

Fertility planning status of couple
Most
effective

Least
effective

A

B

C

D

102

35

68

34

191

80

215

122

Less than 3 years high
school

110

90

168

223

Column totals

403

205

451

379

1 year of college or more
3 or 4 years of high school

Note: “Effective planning” refers to the use of various forms of contraception to manage
the number and spacing of children.
Both classes are ordered, with the upper-left being “highest” for both classifications and
the lower-right being “lowest.” There were 1,438 subject couples in the study.

1

Even though this dissertation is concerned with 2 x 2 contingency tables, this example is included for two
reasons. First, it is the identical table Goodman and Kruskal used to illustrate their derivation, and second,
it illustrates the derivation more clearly than a 2 x 2 table would.
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All 1,438 couples must be ranked on both lists for the purpose of the calculation.
There are 1,033,203 pairs of couples (1,438 x 1437 / 2). The existence of ties is
extremely helpful in reducing the number of pairs. Ties can be eliminated.
By definition, a couple that is high on both rankings will be one of the 102
couples counted in the upper-left cell. Those 102 couples will always rank higher on
both rankings than the 80 couples in the next cell down and over. In fact, all the couples
in cells to the right and below the cell containing 102 couples are lower in rank.
Using the same logic, the 35 couples in the next cell to the right will be higher on
both rankings than the 215, 122, 168, and 223 couples in lower cells. In the next cell
over, 68 couples will rank higher than the 122 and 223 couples. The same pattern is
followed for the cells containing 191 (and ranking higher than 90, 168, and 223), 80
(ranking higher than 168 and 223), and 215 (ranking higher than 223). This process
results in the calculation of the total number of same-ordered pairs.
The calculation for the probability of no ties and the same order is
Ns = 102(80 + 215 + 122 + 90 + 168 + 223)
+ 35(215 + 122 + 168 + 223)
+ 68(122 + 223)
+ 191(90 + 168 + 223)
+ 80(168 + 223)
+ 215(223)
= 311,632.
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The calculation for the probability of no ties and different order is
Nd = 34(191 + 80 + 215 + 110 + 90 + 168)
+ 68(191 + 80 + 110 + 90)
+ 35(191 + 110)
+122(110 + 90 + 168)
+215(110 + 90)
+80(110)
= 168,295
gamma =

.5(Ns + Nd) – Nd
----------------------.5(Ns + Nd)

=

.5(311,632 + 168,295) – 168,295
------------------------------------------.5(311,632 + 168,295)

=

239,963.5 – 168,295
--------------------------- = .299.
239,963.5

Goodman and Kruskal used proportions in their example as follows:
IIs =

2 x 311,632
---------------- = .301
(1438)(1438)

IId =

2 x 168,295
--------------- = .163
(1438)(1438)

IIt = 1 – .301 – .163 = .536
IIs – IId
.301 – .163
gamma = ------------ = ----------------- = .298.
1 – IIt
.464
This is the difference between the conditional proportions of like and unlike, given no
ties.
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APPENDIX D
IRB Exemption
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