The Lorenz Attractor has been a source for many mathematical studies. Most of them deal with lower dimensional representations of its first return map. An one dimensional scenario can be modeled by the standard two parameter family of contracting Lorenz maps. The dynamics, in this case, can be modeled by a subshift in the Lexicographical model. These subshifts are the maximal invariant set for the shift map in some interval. For some of them the extremes, of the interval, are a minimal periodic sequence and a maximal periodic sequence which is an iteration of the lower extreme (by the shift map). For some of these subshifts the topological entropy is zero. In this case the dynamics (of the respective Lorenz map) is simple. Associated to any of these subshifts (let call it Λ) we consider an extension (let call it Γ) of it that contains Λ which also can be constructed by using an interval whose extremes can be defined by the extremes of Λ. For these extensions, we present here a computer verification of a result that compute its topological entropy. As a consequence, we can affirm: the longer the period of the periodic sequence is, then the lower complexity in the dynamics of the extension the associated map has.
Introduction
The topological theory of Dynamical Systems is a mathematical theory that started in the first quarter of the 20th century due, mainly, to the pioneer work by Poincaré which introduced the definition of the rotation number associated to an homeomorphism of the circle. The main task of this topological theory is to study the dynamical behavior of a continuous map f : X → X, where X is a compact topological space. In the 1960's and in a remarkable article by R. L. Adler, A. G. Konheim and M. H. McAndrew (see [1] ) these authors introduced the topological entropy of a map f : X → X. Let us assume that (X, d) is a compact metric space. Let C 0 (X, X) be the set of continuous maps f : X → X endowed with the topology given by the metric d 0 (f, g) = Sup{d(f (x), g(x)); x ∈ X}. The topological entropy is a map h top : C 0 (X, X) → [0, ∞[ that is not continuous (see [30] ). The number h top (f ) indicates the complexity of the dynamic of the map f : X → X. In fact, the number e h top (f ) = λ f has the following property:
Given a minimal open covering of the space X, say A = {A 1 , A 2 , . . . A p }. Let A n = {A i 0 ∩ f −1 (A i 1 ) ∩ . . . ∩ f −(n−1) (A i n−1 ); A i ∈ A} be the open covering A ∨ f −1 (A) ∨ . . . ∨ f −(n−1) (A). Let N (A n , f) be the small cardinality of an open subcover of A n then N (A n , f) ∼ ³ e h top (f )´n . That is: the number of different orbits of length n, x 0 , x 1 , . . . , x n ; x i+1 = f (x i ) such that x j ∈ A i j , j = 0, 1, . . . , n − 1 is approximately equal to ³ e h top (f )´n .
So, the greater entropy the map f has then the greater number of different orbits the map has. Hence, to compute the topological entropy defined by a map f : X → X is an interesting problem.
The present paper is related with the computation of the topological entropy associated to certain subshifts of the shift map σ : Σ 2 → Σ 2 (here Σ 2 = {θ : N ∪ {0} → {0, 1}}) and σ(θ 0 , θ 1 , θ 2 , . . .) = (θ 1 , θ 2 , θ 3 , . . .). In fact, let us consider a ∈ A ∞ ∞ (see section 2 for the definition of the set A ∞ ∞ ) be a minimal periodic orbit. Accordingly with Aranzubia (see [4] = period of the periodic sequence a.
In this paper we compute h top (σ| Σ[a − b,b + a] ) for a ∈ A ∞ ∞ such that #(a) is a prime number such that 2 ≤ #(a) ≤ 10.000 and we verify, in these cases, that the equation ( * ) is true.
Preliminaries

General Theory
It is well known that one of the purposes of the topological theory of Dynamical Systems is to find universal models describing the topological dynamics of a large class of systems (see for instance [3] , [9] , [33] ).
One of these universal models is the shift on n-symbols σ : Σ n → Σ n where Σ n is the set of sequences {θ : N 0 → {0, 1, 2, . . . , n − 1}} and σ is the shift map defined by (σ(θ))(i) = θ(i + 1). Here Σ n is endowed with a certain topology and certain order.
In fact, several signed orders can be defined in Σ n . Let us doing this here. Let 0 = x 0 < x 1 < x 2 < . . . < x 2n−1 = 1 be 2n points in the unit interval [0, 1] . Let I j = [x 2j , x 2j+1 ] for j = 0, 1, 2, . . . , n−1; and T : 1] be a map such that its restriction to I j is linear and onto [0, 1], for any j = 0, 1, . . . , n − 1. The restriction of the map T to any interval I j can be either orientation preserving or orientation reversing. Hence, we may define 2 n piecewise linear maps T :
the set formed by these 2 n maps. Associated to any T ∈ Lin(n) we have
In this set, we consider the topology induced by the euclidean topology of the interval [0, 1]. It is not hard to see that the set Λ T is bijective to Σ n . In fact, the itinerary map I T : Λ T → Σ n defined by I T (x)(i) = j if and only if T i (x) ∈ I j is bijective. Its inverse map I
, where, from now and on, we denote θ = (θ 0 θ 1 θ 2 . . .). Hence, by using the bijective map I T : Λ T → Σ n we can induce in Σ n : 
Let us denote by Σ n (T ) the ordered, compact topological space (Σ n , τ T , ≤ T ). In this way, we have introduced 2 n of these ordered compact metric spaces.
These models has been extensively used to obtain a great amount of information about maps defined in an interval (see for instances [3, 8, 9, 14, 17, 18, 19, 20, 29, 25] ); vector fields on three dimensional manifolds (see for instance [2, 7, 12, 13, 15, 21, 22, 32, 34] ) among other kinds of dynamical systems.
In the special case of one dimensional dynamics, the shift of two symbols may be used to study increasing (decreasing) map with one discontinuity like the Lorenz maps, unimodal maps like the quadratic family or increasing-decreasing (decreasing-increasing) maps with one discontinuity. Namely, for n = 2 the ordered metric compact space (Σ 2 , τ T , ≤ T ) corresponding to the increasing-increasing map T is known as the lexicographical space which generates the lexicographical world (see for instance [17, 18, 19, 20, 23, 24] ) which is denoted LW.
In this work we deal with the lexicographical world. That is, here we consider the set Σ 2 with the topology induced by the map T :
. Let Σ 0 and Σ 1 denote the sets {θ ∈ Σ 2 ; θ 0 = 0} and {θ ∈ Σ 2 ; θ 0 = 1} respectively. It is clear that
In Σ 2 the order induced by T , ≤ T , is the lexicographical order: θ < α for any θ ∈ Σ 0 and α ∈ Σ 1 or θ < α if there is n ∈ N such that θ i = α i for i = 0, 1, 2, . . . , n − 1 and θ n = 0 and α n = 1.
For
Let a denote the finite string a = a 0 a 1 . . . a n and a be the infinite sequence a = a 0 a 1 . . . a n = a 0 a 1 . . . a n , a 0 a 1 . . . a n , . . .. For example, if a = 0011 then a = 0011 = 00110011001100110011 . . ..
, ∀i ∈ N 0 } denotes the sets of maximal and minimal sequences in the lexicographical order.
The lexicographical world may be used to model the standard two parameter family of Lorenz maps given by
In fact, let us consider the restriction of the dynamics of the map
where a(µ, ν) = lim x↓−µ I(µ, ν)(x) and b(µ, ν) = lim x↑ν I(µ, ν)(x); here the limit is taken over elements x ∈ Λ(µ, ν). The sequences a(µ, ν) and b(µ, ν)
and β(µ, ν) = b(µ, ν), which associate to any (µ, ν) its kneading sequences a(µ, ν) and b(µ, ν). These maps are not continuous (see [20] ). It is clear that we can parameterize the positive (µ, ν)−plane by using the map α or the map β. In this way we have an α and a β−decomposition of the positive (µ, ν)−plane. Also, we have a map L : {(µ, ν); µ ≥ 0, ν ≥ 0} → LW given by L(µ, ν) = (α(µ, ν), β(µ, ν)) = (a(µ, ν), b(µ, ν)). This map is not continuous (see [20] ). Let us consider h top :
. It is unknown if this map is continuous or not. Also, it is unknown if the set {(µ, ν) : h top (µ, ν) = 0} is a connected set. For us this set (the entropy zero set) seems to be arc connected but not locally connected.
Observation 2.2. Let us now establish some notations.
2.
-If a = 0a 1 a 2 . . . a n−1 1 then a − = 0a 1 a 2 . . . a n−1 0 and if
3.-If a 1 , a 2 are two sequences then we define m(a 1 , a 2 ) by m(a 1 , a 2 ) = a 1 a 2 . For instance for a 1 = 001 and a 2 = 01 we have m(a 1 , a 2 ) = 00101. Let A 1 = {m(a 1 , a 2 ), a 1 < a 2 are consecutive sequences in A 0 } ∪ A 0 and A n+1 = {m(a 1 , a 2 ); a 1 < a 2 are consecutive sequences in A n } ∪ A n . So, we have: 
The set
Let A ∞ = ∞ [ n=0 A n . For a ∈ A ∞ let A 0 (a) = {a − (b(a)) m−1 b(a) + , a − b(a) + a n−1 ; n, m ∈ N }; A 1 (a) = {m(a 1 , a 2 ); a 1 < a 2 are consecutive sequences in A 0 (a)} ∪ A 0 (a); and A n+1 (a) = {m(a 1 , a 2 ); a 1 < a 2 are consecutive sequences in A n (a)} ∪ A n (a) and let A ∞ (a) = ∞ [ n=0 A n (a).
Let us consider
Now, associated to any a ∈ A 1 ∞ we construct:
Similarly, for any n ≥ 2, we may define:
Observation 2.4.
• We note that all the elements in A ∞ ∞ are minimal periodic sequences.
• There are minimal periodic sequences a ∈ Min 2 such that a / ∈ A ∞ ∞ . For instance: a = 00111, a = 000111 and a = 001011011.
As part of his PH.D. Thesis Solange Aranzubia (see [4] ) proved the following: (2). So, from this result we conclude that: For elements in A ∞ ∞ the longer the period of the periodic sequence is then the lower complexity in the dynamics of the extension the associated map has. This fact is not true for any minimal periodic sequence a ∈ Min 2 . In fact, let us consider In the present paper we compute the value of the topological entropy, for all the periodic sequences a ∈ A ∞ ∞ whose period is a prime number, p, between 3 and 9973, by using an algorithm associated to graphs. We also verify that the cost of the algorithm is O(p 3 ). These computations can be considered as a computer verification of this theorem for prime period in this range. Associated to a p we will construct a discontinuous map f : To construct the map f let us consider numbers α 0 = 0 < α 1 < α 2 < . . . < α p−1 < c p < α p < β = 1.
Computation of the topological entropy for the map
For the map f we have:
and, in between two of these numbers, the map f is linear. We have figure 1:
Concerning the itineraries associated to these points we have
Hence we have the A−graph (Figure 2 ) see [4] or [16] .
Associated to these graph we have the incidence matrix M given by 
This matrix has λ = 0 as eigenvalue and [4] or [16] ). Now, by using a p = 0 p−1 1 and an algorithm, we are able to construct p − 2 sequences a 1 , a 2 , · · · , a p−2 such that period(a i ) = p and a i ∈ A ∞ ∞ , for
Accordingly with Theorem 3.1.5 in [4] , for any other minimal sequence d ∈ Σ 0 such that period(d) = p we have that d / ∈ A ∞ ∞ . Hence, our algorithm give us all the minimal periodic sequences a with period(a) = p and a ∈ A ∞ ∞ . The general construction of the algorithm may be found in section 3.1.1 in [4] , pages 57-76, and will appear elsewhere. Here, for the sake of completeness, we will show the algorithm for the cases period(a) = 3, 5, and 7.
Let us begin with the case p = 3. Now, multiplying the permutation P by itself we have P · P
Using P 2 we can define a discontinuous map of the interval: Let us now consider the multiplication P · P 2 , we have:
Using this permutation we cannot construct a dynamics that represents some subshift of the lexicographical world.
As we known, there are only two minimal periodic orbits of period three and both of them are in A ∞ ∞ . These sequences are: 001 and 011. So, the proof in the case p = 3 is complete.
• Let us work now with the case p = 5. where a = 01111 and P er(a) = 5. Now, for P 5 we have: Let us now consider P 2 : Let us now consider P 3 : Let us consider P 4 : Let us now consider P 5 : Let us now consider P 6 : Let us now consider P 7 : 
!
Using this permutation we cannot construct a dynamics that represents some subshift of the lexicographical world. Now, these six sequences are minimal periodic sequences with period 7 in A ∞ ∞ . These are: 0 6 1, 0001001, 0010101, 0101011, 0110111 and 01 6 .
We observe that the other minimal sequences of period seven are: Accordingly with theorem A in [4] all of these sequences satisfies h top (α, b(α)) = h top (a, d) and, from observation 2.0.10 at [4] we have:
We also observe that for any α ∈ A ∞ ∞ we have h top (α, b(α)) = 0. Now, let us consider a sequence a ∈ A ∞ ∞ such that per(a) = p. Accordingly with the proof of Theorem C (in [4] ) for any a ∈ A ∞ ∞ as before, we can construct a discontinuous map f a : I \ {c a } → I, I = [0, 1] (like the previous f) such that I f a (0) = a − b(a) and I f a (1) = (b(a)) + a.
For this map, f a , we have a decomposition of the interval
such that the associated graph to the dynamics of f a under this decomposition of the interval, G(f a ), is equal to the graph associated to the previous f (=G(f ) associated to 0 p−1 1). This, in particular, implies that The characteristic polynomial associated to the respective graph is p(λ)
The Algorithm
In this section the algorithm that computes the entropy is described. The figure 3 shows the instructions of the algorithm. The first step consist in to generate the permutations p 0 , p 1 , . . . , p n−1 , each permutation has n + 2 elements indexed between 0 . . . n + 1. The generation of p 0 , p 1 , . . . , p n−1 is performed by the instructions between lines 1 and 11. In the second step (line 12), the algorithm generates the graph associated to the permutation p 1 and then computes the maximum eigenvalue associated to it (line 13). The algorithm returns its natural logarithm (line 15).
Algorithm Entropy
Input: n ∈ N , n a prime number Output: e ∈ R, e entropy value if exists −1 if not exists such entropy value
-e ← log(u) 15.-Return e Figure : The Algorithm.
Cost of the Algorithm
We analyze the efficiency of the algorithm in terms of the memory space and the number of operations. Both parameters are related with the value of n. In terms of space it is necessary to store the permutations, the graphs and the auxiliary vectors to compute the maximum eigenvalue.
Steps
Required Space Number of Operations 
Experimental Results
The algorithm was implemented in C language under Linux OS. The computation of the maximum eigenvalues was performed with the GNU Scientific Library (GSL) [11] . The hardware we used is a Intel 3.60GHz with 4 Gib of RAM. Because the GSL function that computes the maximum eigenvalue of a matrix require 8 bytes (double) per element. The maximum value of n is 20, 123 because the space needed is 20, 123 × 20, 123 × 8 = 3, 239, 481, 032 bytes. In the appendix A are reported the entropy values for prime numbers from p = 3 and up to p = 9973.
Discussion
The main motivation for our studies, concerning the standard quadratic family of Lorenz maps, is to prove the isentrope conjecture for this family. This conjecture were established by John Milnor ([28] ) in a different context. Essentially it consists in to prove that the set H 0 = {(µ, ν); h top (µ, ν) = 0} is a connected set.
The main result, that we have verify here, allows us to advance a step further in to find the boundary of the set H 0 in the region, B, bounded by the curves
, 0 ≤ ν ≤ 2} we have a(µ, ν) = 0. In fact, accordingly with [5] we have the following results in the quadratic family.
Let us consider
include the region L a = {(µ, ν); I(−µ) = a, b + a < I(ν) ≤ 1} which has a non-empty interior (see [20] ). B 3 (0, a − b, b, b + a) include the region R b = {(µ, ν); I(ν) = b, 0 ≤ I(−µ) < a − b} which has a non-empty interior.
The set
3. The explanation of the figures in this section were given at [20] and [31] For
Now, let us denote by B(a, b), for a ∈ A ∞ ∞ and b = b(a) the region bounded by the curves γ a,
The maximal value for the topological entropy in the region B(a, b) is obtained at the intersection of the curves γ b + a and γ a − b and this value is exactly h top (a − b, b + a) = 1 P er(a) ln(2). That is, our values are an upper bound for the values for the topological entropy h top (µ, ν) for (µ, ν) ∈ B(a, b). Now, let us consider the doubling period sequences a 1 = a − b + and and B(a 1 , b 1 ). All of these regions are included in B(a, b) (see figure 8) In this case for the parameter value (µ, ν)
That is for any element (µ, ν) ∈ B(a 1 ,
Therefore, we can connect any point of C 2 (a, b) with any point of  C 1 (a 1 , (b 1 ) + a 1 ) ∪ C 2 (a 1 , b 1 ) ∪ C 3 ((a 1 ) − b 1 , b 1 ) with a path completely contained in the region {(µ, ν); h top (µ, ν) = 0}.
In a similar way we can consider a 2 = (a 1 ) − (b 1 ) + and b 2 = (b 1 ) + (a 1 ) − = b(a 2 ) and to proceed to construct regions C 1 , C 2 , C 3 , B 1 , B 2 , B 3 , B associated to (a 2 , b 2 ) and so on. We observe that for elements (µ, ν) ∈ B(a 2 , b 2 )
Ln (2); that is we have a
Lower bound for the topological entropy than in B(a 1 , b 1 ).
Successively, for a n+1 = (a n )
Moreover, any element in
) can be connected to any element of C 2 (a, b) by an arc γ completely contained in the region {(µ, ν); h top (µ, ν) = 0}. In this way we observe that there is a good chance to obtain a proof that the isentrope {(µ, ν); h top (µ, ν) = 0} is a arc connected set.
Materials and Methods
The algorithm for the computation of the topological entropy is know, see for instance [6] or [16] . 
A. Entropy Values for Prime Numbers Between 3 and 9923
