ABSTRACT Ensemble learning breaks the bottleneck of weak learners and is usually significantly more accurate than base learners. The overall power conversion efficiency of all-organic dye-sensitized solar cells is difficult to obtain by either calculations or experiments. To achieve high-accuracy models, various ensemble learning methods are investigated. Three types of global ensemble models, including homogeneous and heterogeneous ensembles, are constructed, which outperformed the best single base learner, a support vector machine model (MAE: 0.52; Q 2 : 0.76); in particular, a novel local heterogeneous ensemble model (MAE: 0.34 and Q 2 : 0.91) achieved high accuracy and generalization. This paper shows ensemble learning model is capable of exploring complicated quantitative structure activity relationship, where the features are distant from targets.
I. INTRODUCTION
Ensemble learning is a paradigm of machine learning, which can significantly improve the generalization ability of learning systems through utilizing multiple learners [1] . This stems from no single learner applicable for all types of data. For small databases(only containing hundreds of samples), deep learning may not be appropriate to adopt because of too many fitting parameters, therefore, ensemble learning becomes a great choice for building a robust and generalized model. The general ensemble learning frameworks include bagging, boosting, and stacking, where bagging and boosting are usually homogeneously constructed, i.e., based on the same type of learners, while stacking often has heterogeneous learners. In 1990, Schapire first proposed a boosting algorithm [2] , and in 1993 for the first time, Drucker and Schapire used the neural network as a base learner and applied the boosting algorithm to solve the actual optical character recognition (OCR) problem [3] . Since then, it has been widely applied to other fields and taken as the replacement of single learners [4] - [6] . In 1996, Breiman proposed bagging [7] , a similar technique as boosting, where the stability of individual learners in learning ensembles was stressed for having a great impact on the prediction. The earliest proposal of stacking ensembles is by Wolpert in 1992. He mainly introduced the general architecture of stacking and applied it to real data sets to prove that stacking is an alternative tool to estimate and correct deviations, which can be used to reduce the generalization error of a model [8] .
In recent years, since ensemble learning outperforms base learners, it has also been widely used in constructing quantitative structure-activity relationship (QSAR) models, and made gratifying achievements. In 2005, an ensemble of neural network was utilized to develop a set of QSAR models for the prediction of the carcinogenicity TD50 index. The performance of QSAR models had shown to be improved when using ensembles of neural networks instead of single models [9] . In 2016, Besant et al. used ensemble learning based QSAR modeling to predict human intestinal absorption of diverse chemicals. The QSAR models built on proposed gradient boosted tree (GBT) and bagged decision tree (BDT) were performed better than the linear discriminant analysis (LDA) and multiple linear regression (MLR) method [10] .
Dye-sensitized solar cells (DSSCs) are most likely to be the first generation of low-cost organic solar cells for large-scale industrial applications [11] . By 2015 the PCE of DSSC can reach 12.5%, creating a new record of sensitizing efficiency of organic dye-sensitized solar cell [12] . The dye molecules is one of the most important parts for solar cell devices and significantly affects the overall power conversion efficiency (PCE). However, the relationship between dyes and PCE is complicated due to the complex power conversion process, which involves various cell components, photon absorption, electron injection and redox reactions, etc. So the accurate prediction of PCE from dye structures and properties is a challenge for QSAR modeling, as well as the experiments. In 2015, Li et al. proposed a cascaded model structure for support vector machine (SVM) and achieved relatively high accurate prediction based on a 354 organic dye molecule database [13] . In that report, the model had been shown that the complex structural model is feasible for improving complicated predictions. However, in practice the prediction accuracy and robustness of machine learning models are still far away from ideality. And ensemble learning is widely used because of its ability to generalize by combining multiple learners. Therefore, for further improving the model performance, ensemble learning models are explored in this study.
The success of an ensemble strongly depends on the diversity and the combination rule of single learner components [14] . In this study, three global ensemble models are constructed for the overall PCE of DSSCs. The homogeneous ensemble: a boosting method by using gradient boosting decision tree (GBDT) [15] , and a bagging method by random forest (RF) [16] ; and a heterogeneous ensemble, SVM-KNN-WMA, is using the weighted majority algorithm (WMA) [17] to combine SVM [18] and K-nearest neighbor (KNN) [19] regressions to reach the final decision. Moreover, local ensembles (L-SVM and L-SVM-KNN-WMA) are also adopted in comparison with global ensembles. The scheme is ''Clustering first, and then modeling''. Subsets of training sets for a local model are on the basis of K-Means [20] clustering, and the prediction of the test set was performed by the corresponding local model for each subset.
The detailed modeling and results are described as follows. Section II introduces the system framework and describes the Global and Local ensemble learning. Section III gives the experimental results and discussions. Finally, section IV summarizes this paper.
II. METHODS AND MATERIALS

A. SYSTEM FRAMEWORK
This study aims to provide proper ensemble learning strategies for modeling overall PCE from small organic dye databases. Various learning ensembles are constructed as shown in Fig. 1 , where the entire system framework in the study includes global and local ensembles that consist of homogeneous and heterogeneous components. Therein, three types of base learners based on different algorithms are used to ensure the variety of the base learner. SVM is a kernel method, KNN is a distance metric function based method, and DT is a rule-based algorithm. By comparing the results VOLUME 6, 2018 of ensemble modeling with different ways, the best ensemble strategy among them is selected. The detailed description for each ensemble learning strategy is described in the following.
B. GLOBAL ENSEMBLE LEARNING 1) GBDT
Decision tree is a fast but instable algorithm [21] , however the performance can be significantly improved by ensemble techniques [22] . Gradient boosting decision tree (GBDT) [15] is an iterative decision tree algorithm, which consists of multiple decision trees, and the conclusion of all trees accumulates the final prediction. GBDT consists mainly of three concepts: 1) DT (decision tree): The predicted value is the weighted mean of the leaf node target variables [16] , [23] . 2) GB (gradient boosting): It produces a prediction model in the form of an ensemble of base learners, typically decision trees. It builds the model in a stage-wise fashion in the boosting mode, and it generalizes them by allowing optimization of an arbitrary differentiable loss function [24] . 3) Shrinkage: It does not completely trust each residual tree, and only believes that each tree learns only a small part of the truth. So for the results of the residual learning, just a little section of the cumulative progresses toward the goal.
2) RF
Bagging using the bootstrap method from the original data set to extract part of the data samples to build the base learner in iterations, and then a vote or other combination rules to gain the final prediction [7] . Random forest is a variant of bagging. Based on the decision tree, the bagging integration is constructed, and the random attribute selection is introduced in the training process of the decision tree [25] . In principle, it helps to improve the diversity of the base learner. In our work, we choose CART [16] , [23] tree as a base learner. The number of pre-selected variables for the tree node (mtree) is 10 and the number of decision trees included in the random forest (ntree) is 200.
3) SVM-KNN-WMA
The heterogeneous learning ensemble combines two types of single learners, SVM and KNN, and the output is obtained by WMA. SVM is still a currently popular technique to solve classification and regression problems for small highdimensional databases. It was originally implemented in Vapnik's structural risk minimization (SRM) principle [18] , [26] , [27] , which has been shown low generalization errors, and usually does not have over-fitting problems. It solves nonlinear problems by transforming a low-dimensional input into a high-dimensional feature space by using a nonlinear mapping algorithm to make it linearly separable. The function used to perform this transformation is called a kernel function that plays an important role in SVM algorithm and applications [18] . Various kernel function forms can be chosen to utilize. The radial basis function is adopted in this study. And in order to ensure the diversity of SVM algorithm, four SVM learners are developed by setting the RBF parameters to 0.25, 0.5, 1 and 1.5, respectively. KNN is a basic classification and regression method that is simple and easy to use for sorting objects according to the closest training sample (Euclidean distance) in the feature space [19] . In the regression, KNN is to find k nearest neighbors of a sample, and an average of the actual output markers of the k samples is used as the prediction result. Herein, to keep the variety of base learners, four KNN learners (KNN1-4: k=1, 3, 5, 7) are adopted. And the various weights are given to the k neighbors based on the reciprocal of the distance to the predicted sample.
WMA is a general combination rule to integrate the individual learner which was first introduced in 1994 [17] . In this work, all opinions are awarded an initial weight with value 1. Then, the weight of the learner with a smaller mean absolute error (MAE) in all base regressions is multiplied by the learning factor β, which is a user defined parameter. WMA is performed by the following pseudocode in Algorithm 1.
return W n is the number of base learners.
C. LOCAL ENSEMBLE LEARNING
QSAR is based on the assumptions that (1) compounds from the same chemical domain (compounds with similar structures and properties) run in a similar manner, and (2) that the QSAR models based on analogical chemicals are more likely to capture these molecules precisely, thus resulting in better predictive performances. Therefore, we use a scheme of ''Clustering first and modeling'' to establish a local ensemble QSAR model [28] . That is, the 31-dimensional features (descriptors) of the molecules are utilized for KMeans clustering to generate subsets with alike molecules for a local single learner, which is integrated into a learning ensemble.
K-Means: K-Means algorithm is one of the most widely used algorithms in clustering analyses [20] . It divides n objects into k clusters according to their Euclidean distances, so that the obtained clusters satisfy: the similarity of objects in inner clusters is high, at the same time that in inter-clusters is small.
The basic idea of K-Means algorithm is to cluster k points in space and to classify objects closest to them. Equation 1 is to calculate the class c (i) the original data x (i) belong to [29] .
Multiple criteria are used for evaluating the effectiveness of regression models. For the QSAR model, we use the test set prediction error according to the OECD guidelines [13] , [30] . Predictive errors include MAE and root mean square error (RMSE), as shown in Equations 3 and 4. In addition, the OECD proposed the use of predictive squared correlation coefficient (Q 2 ) in Equation 5 to evaluate the model predictive power, and coefficient of determination (R 2 ) in Equation 6 to indicate fitting capability of a model.
Where N is the number of samples in the test set, y i is the experimental value of the ith target sample in the test set, y pred i is the calculated value of y i , and y train mean is the arithmetic mean of the experimental values in the training set.
Where y fit i is the fitted value of the ith target sample, defining a recalibration of the original model predictions y pred i , and y mean is the mean of experimental values of the test set.
In general, a reasonable QSAR model should meet the following conditions: Q 2 >0.5, R 2 >0.6 [13] , [31] .
III. RESULT AND DISCUSSIONS
A. GLOBAL ENSEMBLE LEARNING
The database contains 354 dye molecules and the full list of the molecular descriptors that are the same as that in the reference [13] , where the database was described. The experimental results on two datasets STO and 631G (Molecules were calculated by DFT B3LYP method with two basis sets STO-3G and 6-31G * , respectively.) are shown in Table 1 . The results in bold are calculated by the global SVM-KNN-WMA ensemble and others are from individual base learners. Table 1 shows that the QSAR model established by the global SVM-KNN-WMA ensemble method is improved, which is better than any one of the base learners. The comparisons of three global homogeneous (GBDT and RF) and heterogeneous (SVM-KNN-WMA) learning ensembles are shown in Table 2 . It shows that the heterogeneous SVM-KNN-WMA model gets the smallest MAE (0.492) and the largest Q 2 (0.823) for the STO dataset, while RF get better RMSE (0.682) and R 2 (0.815). For the dataset 631G, RF model gets a smaller MAE (0.569) and RMSE (0.779), the SVM-KNN-WMA model gets better Q 2 (0.781) and R 2 (0.758). Table 2 shows the model based on STO dataset is better than that based on 631G dataset, and the SVM-KNN-WMA model is better generalized on both datasets than homogeneous ensembles. However, the heterogeneous ensembles have no apparent advantages in ensemble modeling.
B. LOCAL ENSEMBLE MODELING
Clustering: K-Means clustering for the training and test set is carried out. Because the subset number n is the number of local models, which is particularly important for local model performance, the determination of the optimal n is preformed VOLUME 6, 2018 first. The training set is clustered into two to four subsets by K-Means clustering, and also the test set is divided into corresponding subsets. The clustering results exemplified by 3 descriptors (actually all 31 descriptors were used when classifying the database from 1 to 4) are shown in Fig. 2 (a) to (d), respectively. As shown in the Fig. 2a , when n is equal to 1, it means that all data are in one class. The number of clustered subsets becomes 2 to 4 in Fig. 2b-d , where one color represents one subset. The number of samples in individual subsets will be greatly reduced as the number n increasing (Fig. 2d) , therefore, the trial maximum number of subsets is four since the database is small. After clustering, the clustered training subsets are used for establishing local models. The results of the local modeling (L-SVM) are shown in Table 3 . As can be seen from Table 3 , each line represents a local model from n= 1∼4. Obviously, when n = 3, all local model (L 1∼3 3 ) performances are better than the global model (L 1 1 ) . In order to verify the final statistical performance of the local models, ensembles are built based on all the clustering results (n=1∼4). The integrated statistical results are shown in Table 4 . As indicated in Table 4 , when the data sets are clustered into three categories (n=3), the best prediction is obtained (the lowest MAE of 0.377, the highest Q 2 of 0.895). Therefore the optimal number of subsets was determined to 3, i.e., the final local ensemble models are based on 3 local models. To compare the predictions of the global and the local ensembles, the scatter plots for the calculated versus the experimental PCE values are shown in Fig. 3 . It was obvious that the results calculated by local models are remarkably improved comparing that by global models. In Fig.3b , the calculated values for both the training set and the test set of the local model are more closed to the y=x straight line than that of the global model.
C. ENSEMBLE LEARNING
The local heterogeneous ensemble model (L-SVM-KNN-WMA) is implemented for the optimal subsets classified by K-Means. The resulting QSAR model produces smaller errors and exhibits stronger generalization capability by the advantages of the comprehensive integration ensemble and the local modeling strategy. As shown in Table 5 , the evaluation parameters MAE and Q 2 of the established local ensemble model are superior to all other models. Through cooperating clustering and multi-types of single learners, the local heterogeneous ensemble learning, L-SVM-KNN-WMA achieved the minimum MAE of 0.343 (0.464) and the largest Q 2 of 0.91 (0.805) for the datasets STO (631G), respectively. The model performance based on STO dataset is much better than that based on 631G, which significantly benefits the model application, because STO calculation costs a lot less than 631G, especially for excited state calculations. For a visualized comparison of all the methods used for modeling, we plot the evaluation parameters VOLUME 6, 2018 of all QSAR models in histograms as shown in Fig. 4 . It can be seen from the figure that L-SVM-KNN-WMA model is the best model, ensemble learning is better than single learners, and the local model is better than the global model.
IV. CONCLUSION
This is a novel try on the PCE prediction of DSSCs with homogeneous and heterogeneous, global and local ensemble learning frameworks. Practically no single algorithm can suppress all others, so multi-learners are pursued for solutions, however, the important issues, such as the combination rule and model structures, need to be profoundly explored. In this paper, we integrated heterogeneous ensembles and local modeling ''Clustering first, and then modeling'' to build a robust model. ''Clustering first'' is to build the similar sample subset, so afterward modeling based on that shows better predictions because analogical chemicals are more likely to capture same category molecules precisely. The results show that the heterogeneous ensemble performs better than corresponding global homogeneous ensembles, and the local ensemble exhibits the best accuracy and generalization capability among the ensemble models, which suggests it is more superior in modeling PCE than global models. By extensive analysis of the ensemble methods for modeling the PCE of DSSCs, the best ensemble method, L-SVM-KNN-WMA based on the optimal subset of clustering, are obtained. It shows the excellent predictive capability (MAE=0.343, RMSE=0.477, Q 2 =0.910), and fitting capability (R 2 =0.901). Using this model, the overall PCE prediction from organic dye molecules has been further improved comparing with other ensemble learning models (GBDT, RF, SVM-KNN-WMA, L-SVM) in this study. This suggests that the proposed approach is promising for extension to QSAR modeling for various physicochemical properties. With the established ensemble learning model new dye structures with high PCE can be predicted, which makes the model of great significance for future practical applications. It also suggests that the heterogeneous ensemble learning may be a tactics to a universal machine learning model for small databases. 
