Abstract-In the above paper, it was claimed that the necessary and sufficient conditions for the quadratic stability and stabilization of dynamic interval systems are given in terms of linear matrix inequalities (LMIs). In this note, numerical examples are presented to show that the necessity of the conditions given in [1] does not hold.
I. INTRODUCTION
Mao abd Chu [1] considered the following dynamic interval system: _x(t) = Ax(t) + Bu(t) (1) where x(t) 2 R n is the state and u(t) 2 R p is the control input, and 
Moreover, let e k 2 R n and h k 2 R p denote the column vectors in which the kth element equals 1 and the others equal 0, k being an appropriate number in each case. Then, Mao and Chu [1] claimed the following results for the quadratic stability and stabilization [2] of dynamic interval system (1). , and real scalars ij > 0 (i;j = 1; 2; ...;n) satisfying
where U and V are given by (7) and (8) given by u(t) = Kx(t) with K = ZX 01 .
Note that conditions (6) and (9) in Propositions 1 and 2 are linear matrix inequalities (LMIs), and the problems of checking for the existence of solutions to these LMIs are globally solvable using the LMI Control Toolbox [4] . However, in Section II, we will present numerical examples to show that the necessity of the conditions given in Propositions 1 and 2 does not hold.
II. COUNTEREXAMPLES
Consider the uncertain linear system described by 
Remark 1:
It is easy to see that the dynamic interval system (1) can be described by (10). In fact, from (2)-(5), the matrices A and B in (1) can be written as Then, the following two theorems from [3] give LMI-based necessary and sufficient conditions for the quadratic stability, and quadratic stabilizability of uncertain system (10), respectively.
Theorem 1: The following statements are equivalent.
i) The uncertain system (10) is quadratically stable.
ii) There exists a symmetric matrix X satisfying X > I; XA( a ) T + A( a )X < 0; for all a 2 av : (15)
Theorem 2:
The following statements are equivalent.
i) The uncertain system (10) is quadratically stabilizable.
ii) There exist a symmetric matrix X and a matrix Z satisfying 
where E 1 = XA T 0 +A 0 X + 12 2 e 1 e T 1 + 32 2 e 3 e T 3 . Using the LMI Control Toolbox, it is found that the uncertain system (1) is quadratically stable for as large as 2.05, this maximal value being obtained by solving the optimization problem: minimize T r(X) subject to (15). However, the largest that satisfies (17) is only 1.47, and the optimization problem: minimize T r(X) subject to (17) has no solution for 1: 48. The computational result shows that the condition (6) in Proposition 1 is too conservative, i.e., necessity does not hold. This computational result shows that the condition (9) in Proposition 2 is again over-conservative, i.e., necessity does not hold.
III. CONCLUSION
In this note, we have presented the counterexamples to show that the necessity of the conditions for the quadratic stability and stabilization of dynamic interval systems given in [1] does not hold. In particular, the counterexamples show that these conditions are not necessary, and essentially conservative when the number of the uncertain entries of matrices A and B is greater than 1. However, it should be pointed out that the conditions are indeed necessary when the number of the uncertain entries of matrices A and B is 1, and the sufficiency of the conditions is correct, which follows from the results in [5] .
