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Fisher Information Lower Bounds with Applications
in Hardware-Aware Nonlinear Signal Processing
Manuel S. Stein, Josef A. Nossek, Kurt Barbe´
Abstract—We discuss the problem of deriving compact and
tractable lower bounds for the Fisher information matrix. To
motivate our particular approach towards such expressions, we
first examine the structure of the exact Fisher information matrix
in the context of exponential family models. Then, by replacing
an arbitrary data model by an equivalent distribution within
the exponential family of distributions, we derive a lower bound
for the Fisher information measure of probabilistic models with
multivariate output and multiple parameters. The pessimistic
information matrix allows a tractable quantitative analysis of the
parameter-specific information flow through nonlinear random
systems. Therefore, the technique is exploited for the performance
analysis concerning direction-of-arrival estimation of wireless
source signals with a binary radio sensor array. Further, by the
example of a sensing device exhibiting amplifier saturation, we
outline how the information bound can be used to learn compres-
sion schemes which preserve the parameter-specific information
within the data while the probabilistic model is unknown. We also
show that the conservative estimation performance characterized
by the pessimistic Fisher information matrix is asymptotically
achieved by a consistent estimator operating on compressed
data. A reformulation of the estimation algorithm turns out
to be reminiscent of Hansen’s generalized method of moments
while the pessimistic Fisher information matrix shows a vivid
interpretation within a particular Gaussian modeling framework.
Index Terms—Crame´r-Rao bounds, compression, DC-level es-
timation, direction-of-arrival, exponential family, Fisher informa-
tion matrix, maximum-likelihood estimator, method of moments,
nonlinear estimation, quantization, Rapp model, 1-bit ADC.
I. INTRODUCTION
F ISHER information [1] [2] is a traditional mathematicalmeasure in estimation and detection theory. It can be used
to predict the performance of efficient estimation algorithms
in a compact way [3] [4] or for the construction of statistical
tests [5] [6]. In the asymptotic regime where the number of ob-
servations is large, its inverse is associated with the covariance
of the maximum-likelihood estimates which are normally dis-
tributed around the true parameter [7]. Therefore, through the
Crame´r-Rao lower bound (CRLB) and its Bayesian extensions
[8], the Fisher information measure has become a popular
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tool for various applied problems in signal and information
processing. These range from the performance analysis and
optimization of positioning systems employing radio waves
[9]–[11] or visible light [12], to radar [13] [14] and sonar [15],
over communications [16], array signal processing [17]–[19],
biomedical imaging [20] to data-compression [21]–[23].
A. Motivation
While the concept of Fisher information is of use in
different applications as well as for several theoretic questions
regarding signal and information processing, exact calculation
of the information measure can turn out to be challenging. In
particular, this is the case when the likelihood function of the
data-generating model is intractable or taking the expectation
of the score function’s outer product turns out to be difficult.
As an example consider the zero-mean Gaussian model
p(y; θ) =
exp
(− 12yTR−1y (θ)y)√
(2pi)M det
(
Ry(θ)
) (1)
with data vector y ∈ Y ,Y ⊆ RM and parameters θ ∈
Θ,Θ ⊆ RD, modulating the covariance Ry(θ) ∈ RM×M .
Its Fisher matrix Fy(θ) takes a simple analytic form, see, e.g.
[24, pp. 47]. This changes if, due to a sensor design featuring
a low-complexity digitization process [25], one observes the
realizations of the data model (1) at the output of a hard-limiter
z = sign (y), (2)
z ∈ Z , where sign (·) is the element-wise signum function
such that Z ⊆ {−1, 1}M . Then the likelihood of (2) is
p(z; θ) =
∫
Y(z)
p(y; θ)dy, (3)
where Y(z) denotes the subset in RM which through (2) is
mapped to the specific binary output vector z. Computing (3)
requires the orthant probability, for which the exact expression
is an open problem [26] [27] for Gaussian models withM > 4.
If one is interested in assessing the asymptotically achiev-
able estimation performance with the coarsely quantized signal
(2) by using the CRLB, the required Fisher information matrix
Fz(θ) ∈ RD×D has to be computed through a summation
Fz(θ) =
∑
Z
(
∂ ln p(z; θ)
∂θ
)T(
∂ ln p(z; θ)
∂θ
)
p(z; θ) (4)
over the entire discrete support Z . As Z contains 2M points,
even with a characterization of (3) and its log-derivative
at hand, direct computation of the matrix Fz(θ) is already
prohibitively complex for cases where M is moderately large.
2Further, considering measurement systems in practical sce-
narios, the exact representation of the system model p(z; θ)
and the resulting information matrix Fz(θ) can rarely be
deduced analytically due to imprecise physical modeling and
nonlinear random effects stemming from imperfect amplifi-
cation, filtering, and digitization hardware. The information
matrix must then be approximated in an empirical way or
through the estimation of the distribution function [28] [29].
In this context, the focus here is on the derivation of
conservative analytic approximations for the Fisher informa-
tion matrix Fz(θ) under intractable data models and their
application to signal processing with nonlinear sensor systems.
B. Related Work
Early works dealing with the performance analysis of non-
linear systems are [30]–[32] and concentrate on representing
the output in terms of polynomials or series expansions.
Another line of work, mainly concerned with communication
systems, focuses on characteristics like the power spectrum
[33]–[35] or the correlation function [36]–[38] of nonlinear
receive devices. Further, [39] discusses signal-to-noise ratio
(SNR) and [40] distortion-to-signal power ratio at the output
of nonlinearities. These works can be considered as initial ap-
proaches for the characterization of information flow through
nonlinear devices. A related discussion in modern communi-
cation theory is the analysis of Shannon’s information measure
for nonlinear channels, see, e.g. [41] [42]. Attempts to derive
the output distributions of nonlinear systems are found in [43]
[44], while a related result in Bayesian inference is [45].
Properties of Fisher information are discussed in [46] while
[47] extends the analysis to a generalized notion of the infor-
mation measure. For studies on the role of Fisher information
in the interplay between estimation and information theory,
see, e.g. [48]–[53]. Constraint probability distributions provid-
ing minimum Fisher information are explored in [54]–[56],
whereas for signal processing [57] [58] focus on the Fisher
information measure and its relation to the Gaussian data
assumption for independent additive noise models. Concen-
trating on hardware-aware performance characterization, [59]
[60] extend the analysis to models with dependent non-additive
noise by bounding the information measure and connecting
the results to the additive Gaussian modeling approach which
is commonly used in the electrical engineering sciences. A
discussion on approximating Fisher information by bounds is
also found in the mathematics literature [61]–[63] but, due
to a missing discourse on the implications of this particular
problem within the applied sciences, did not find proper
attention in the field of signal and information processing.
C. Contribution & Outline
To study the Fisher information matrix under a broad
class of common probability laws, we start the discussion
by considering its structure for the multivariate exponential
family with multiple parameters. Restricting to this model type
yields an identity connecting Fisher information to a weighted
sum of the derivatives of the sufficient statistics expectancy
(Sec. II). This indicates that under certain conditions the exact
computation of the Fisher information matrix can be simplified
for a broad class of data models and renders the exponential
family a suitable framework for compact approximations of
the information matrix under intractable probabilistic models.
To this end, we replace the original system p(z; θ) by an
exponential family counterpart p˜(z; θ) which is equivalent
regarding a set of auxiliary statistics (Sec. III). Through the co-
variance inequality, we ensure that the Fisher information ma-
trix F˜z(θ) of the equivalent exponential replacement p˜(z; θ)
is always dominated by the Fisher information matrix Fz(θ)
of the original system p(z; θ) and as a consequence leads to
a lower bound (in matrix form) for Fz(θ). We comment in
detail on how the presented approach generalizes over and
adds to previous works on Fisher information lower bounds
[59]–[63]. The discussed model replacement technique has the
advantage that a quantitative evaluation of the matrix Fz(θ)
is achieved without explicit characterization of the likelihood
p(z; θ). The exact Fisher matrix Fz(θ) can be explored in
a conservative sense through an analytically tractable version
of F˜z(θ), which exclusively requires access to the mean and
covariance of a set of user-defined auxiliary statistics.
To illustrate the versatility of the derived Fisher information
lower bound, we first apply a raw moment version to the exam-
ple of the Weibull distribution. Then, exploiting the bounding
technique for the performance analysis of nonlinear sensor
systems (Sec. IV), we consider direction-of-arrival (DoA)
estimation with coarsely quantized observations produced by
a wireless sensor array with low-complexity 1-bit analog-to-
digital converters (ADC). To also outline the application of the
information bound in scenarios where the equivalent exponen-
tial replacement p˜(z; θ) can not be determined analytically,
we further consider the task of input DC-offset estimation at
the output of a nonlinear amplifier (Rapp model). Here the
replacement model p˜(z; θ) is learned by calibrated measure-
ments or numerical simulations of the system output z. This
provides access to the guaranteed inference capability of the
nonlinear random system p(z; θ) and to the construction rules
for compression schemes enabling high-resolution parameter
estimation from a dataset of reduced size.
Finally, we show that a conservative version of the CRLB,
characterized by the inverse of F˜z(θ), can be consistently
achieved (Sec. V) through storage-efficient estimators derived
from the score of the replacement p˜(z; θ). Reformulation of
the inference procedure shows that the equivalent exponential
replacement allows connecting the generalized method of
moments [64] [65] to the principle of maximum-likelihood
in a natural and direct way (Sec. VI). In line with [59]
[60], the pessimistic information matrix F˜z(θ) provides an
interpretation of p˜(z; θ) in a particular Gaussian framework.
Note, that the presented results are part of [25] and have
been made available to public as preprint in 2015 [66]. A
discussion regarding the application of F˜z(θ) in the context
of DoA estimation with 1-bit ADCs (Sec. IV) is also found
in [67]. Further application examples are outlined in [68].
II. FISHER INFORMATION AND THE EXPONENTIAL FAMILY
Consider the parametrized family of probability measures,
characterized by a probability density or probability mass
3function p(z; θ), with (continuous or discrete) random vari-
able z ∈ Z and a deterministic unknown vector parameter
θ ∈ Θ. Here Z denotes the support of the multivariate
random variable z of dimension M and Θ ⊆ RD the D-
dimensional parameter space of θ. Throughout the discussion,
we assume that all integrands are absolutely integrable on
Z . All distributions p(z; θ) exhibit regularity and are twice-
differentiable concerning the parameter vector θ, implying that
the support Z is independent of θ. Further, we restrict to
models p(z; θ) with locally identifiable parameters such that
the Fisher information matrix is always non-singular [69].
A. The Exponential Family
The exponential family with a parameter vector θ ∈ RD
are the distribution functions, which can be factorized
p(z; θ) = exp
(
L∑
l=1
wl(θ)tl(z)− λ(θ) + κ(z)
)
, (5)
where wl(θ) ∈ R, l = 1, . . . , L, is the l-th natural parameter,
tl(z) ∈ R is the associated l-th sufficient statistic, λ(θ) ∈ R is
the log-normalizer and κ(z) ∈ R is the carrier measure. The
log-likelihood function of the exponential family is given by
ln p(z; θ) =
L∑
l=1
wl(θ)tl(z)− λ(θ) + κ(z). (6)
Following the notational convention[
∂x(y)
∂y
]
ij
=
∂xi(y)
∂yj
, (7)
with [U ]ij = uij being the i-th column and j-th row entry
of the matrix U (the second index is omitted for the column
vector u with i-th entry [u]i = ui), the score function of the
exponential family attains the structure
∂ ln p(z; θ)
∂θ
=
L∑
l=1
∂wl(θ)
∂θ
tl(z)− ∂λ(θ)
∂θ
. (8)
Under the assumption of regularity, for any considered prob-
ability distribution function it holds that
Ez;θ
[
∂ ln p(z; θ)
∂θ
]
= 0T, (9)
where Ez;θ [·] denotes the expectation operator with respect to
p(z; θ) and 0 a vector or matrix (depending on the context)
with all entries equal to zero. Using (8) in (9) provides
L∑
l=1
∂wl(θ)
∂θ
Ez;θ [tl(z)] =
∂λ(θ)
∂θ
. (10)
Note that the distributions characterized by the factorization
(5) have the useful property that they exhibit maximum
entropy under moment constraints [70] [71] and through their
sufficient statistics allow to compress the information of an
arbitrary amount of data samples in L values [72] [73].
B. Fisher Information Matrix in the Exponential Family
The Fisher information measure for the case of multiple
parameters θ has symmetric matrix form
Fz(θ) =
∫
Z
(
∂ ln p(z; θ)
∂θ
)T(
∂ ln p(z; θ)
∂θ
)
p(z; θ)dz,
(11)
Fz(θ) ∈ RD×D , and exists for all distributions (5). Substitut-
ing one of the score functions in (11) by (8), one obtains
Fz(θ) =
∫
Z
(
∂ ln p(z; θ)
∂θ
)T( L∑
l=1
∂wl(θ)
∂θ
tl(z)
)
p(z; θ)dz
−
∫
Z
(
∂ ln p(z; θ)
∂θ
)T
∂λ(θ)
∂θ
p(z; θ)dz, (12)
such that with (9), it follows that
Fz(θ) =
L∑
l=1
(∫
Z
∂ ln p(z; θ)
∂θ
tl(z)p(z; θ)dz
)T
∂wl(θ)
∂θ
−
(∫
Z
(
∂ ln p(z; θ)
∂θ
)T
p(z; θ)dz
)
∂λ(θ)
∂θ
=
L∑
l=1
(∫
Z
∂p(z; θ)
∂θ
tl(z)dz
)T
∂wl(θ)
∂θ
=
L∑
l=1
(
∂ Ez;θ [tl(z)]
∂θ
)T
∂wl(θ)
∂θ
. (13)
Defining the vector of sufficient statistics
t(z) =
[
t1(z) t2(z) . . . tL(z)
]T
, (14)
t(z) ∈ RL, its expected value
µt(θ) = Ez;θ [t(z)] , (15)
µt(θ) ∈ RL, and the vector of natural parameters
w(θ) =
[
w1(θ) w2(θ) . . . wL(θ)
]T
, (16)
w(θ) ∈ RL, we can state (13) in compact form
Fz(θ) =
(
∂µt(θ)
∂θ
)T
∂w(θ)
∂θ
. (17)
C. Example - Parametric Multivariate Gaussian Model
As an example for (17), we consider the parametric multi-
variate Gaussian distribution (1). Its natural parameters are
w(θ) = −1
2
vec
(
R−1y (θ)
)
(18)
and the sufficient statistics
t(y) = vec
(
yyT
)
, (19)
where the covariance matrix is defined
Ry(θ) = Ez;θ
[
yyT
]
, (20)
4Ry(θ) ∈ RM×M , and the vec-operator vec (U) provides
the columns of U stacked in a single column vector. The
expectancy of the sufficient statistics is given by
µt(θ) = Ey;θ [t(y)] = vec (Ry(θ)) , (21)
such that its derivative is a matrix
∂µt(θ)
∂θ
=
[
∂µt(θ)
∂θ1
∂µt(θ)
∂θ2
. . . ∂µt(θ)
∂θD
]
(22)
with the d-th column being
∂µt(θ)
∂θd
= vec
(
∂Ry(θ)
∂θd
)
. (23)
The derivative of the natural parameters is
∂w(θ)
∂θ
=
[
∂w(θ)
∂θ1
∂w(θ)
∂θ2
. . . ∂w(θ)
∂θD
]
(24)
with the d-th column being
∂w(θ)
∂θd
=
1
2
vec
(
R−1y (θ)
∂Ry(θ)
∂θd
R−1y (θ)
)
. (25)
From (17) it follows that the i-th row and j-th column Fisher
matrix entry for the zero-mean Gaussian model (1) is
[Fy(θ)]ij =
=
1
2
vec
(
∂Ry(θ)
∂θi
)T
vec
(
R−1y (θ)
∂Ry(θ)
∂θj
R−1y (θ)
)
=
1
2
tr
(
∂Ry(θ)
∂θi
R−1y (θ)
∂Ry(θ)
∂θj
R−1y (θ)
)
, (26)
where tr (·) denotes the trace-operator and the last step is due
to the properties of the vec-operator, see, e.g. [74]. With (26)
characterizing the entries of the Fisher information matrix [24,
pp. 47] for the multivariate Gaussian data model (1), it can be
seen that (17) allows shortcutting the conventional calculation
of (11) via the score function [24, pp. 73].
III. LOWER BOUND FOR THE FISHER
INFORMATION MATRIX
If the data-generating model p(z; θ) belongs to the exponen-
tial family (5) and its natural parameters w(θ) as well as the
expectancy of the sufficient statistics µt(θ) is known, equation
(17) demonstrates that the Fisher information matrix (11) can
be computed by evaluating a compact matrix product. It is
then not required to fully characterize the likelihood p(z; θ)
and take the expectation of the score’s outer product (11).
However, in situations where it is not clear if p(z; θ) belongs
to the exponential family (5) or the sufficient statistics t(z)
and the natural parameters w(θ) are unknown, the identity
(17) can not be applied. Nevertheless, the framework of the
exponential family (5) and the structure of its information
matrix (17) provide a guideline for the construction of an
analytically tractable or data-driven lower bound for Fz(θ)
under an arbitrary probabilistic system model p(z; θ).
A. The Equivalent Exponential Replacement
To this end, we replace the original system model p(z; θ)
by a counterpart in the exponential family p˜(z; θ), which is
equivalent regarding a set of L ≥ D auxiliary statistics
φl(z) : Z → R, l = 1, 2, . . . , L. (27)
After selecting the set of functions (27), with the definition
φ(z) =
[
φ1(z) φ2(z) . . . φL(z)
]T
, (28)
φ(z) ∈ RL, we determine the expected values
µφ(θ) = Ez;θ [φ(z)] , (29)
Rφ(θ) = Ez;θ
[(
φ(z)− µφ(θ)
)(
φ(z)− µφ(θ)
)T]
, (30)
µφ(θ) ∈ RL,Rφ(θ) ∈ RL×L, and choose the distribution
p˜(z; θ) defined on the support Z˜ as a probabilistic replace-
ment model which exhibits the factorization (5), the sufficient
statistics φ(z), and equivalent mean and covariance, i.e.,
µφ(θ) = Ez˜;θ [φ(z)] , (31)
Rφ(θ) = Ez˜;θ
[(
φ(z)− µφ(θ)
)(
φ(z)− µφ(θ)
)T]
. (32)
Note that Ez;θ [·] denotes the expectation operator with re-
spect to the data-generating model p(z; θ) and Ez˜;θ [·] the
expectancy regarding the replacement distribution p˜(z; θ).
In the following, we assume that (28) is chosen such that
Rφ(θ) has full rank. For a set of statistics φ
′(z) ∈ RL′
producing a rank-deficient matrix Rφ′(θ) ∈ RL
′
×L′ , one can
modify φ′(z) by projecting onto the L-dimensional span (with
L′ > L ≥ D) of Rφ′(θ), to obtain a full-rank matrix Rφ(θ).
With p˜(z; θ) being of the exponential family type (5), its
score function exhibits the factorization
∂ ln p˜(z; θ)
∂θ
= φT(z)B(θ)−αT(θ), (33)
where the weighting matrix
B(θ) =
[
b1(θ) b2(θ) . . . bL(θ)
]T
, (34)
B(θ) ∈ RL×D, contains L vectors bl(θ) ∈ RD while α(θ) ∈
R
D is a score regularizer. Due the equivalence of (29) and
(31) and the property of the score function (9), it holds that
Ez˜;θ
[
∂ ln p˜(z; θ)
∂θ
]
= Ez;θ
[
∂ ln p˜(z; θ)
∂θ
]
= 0T, (35)
such that the regularizer in (33) is given by
α(θ) = BT(θ)µφ(θ). (36)
Note that the user-defined statistics (27), the equivalence of
(29) and (31), and the equivalence of (30) and (32) allow
that the support Z˜ under the replacement model p˜(z; θ) is
different from the support Z of the actual data model p(z; θ).
Further, note that the approach of approximating p(z; θ) by
an equivalent exponential replacement p˜(z; θ) is distinct from
combining two known distribution functions p(z; θ0) and
p(z; θ1) [75] to form exponentially embedded families [76].
5B. Lower Bound for the Fisher Information Matrix
Using the covariance inequality, it is possible to show that
the equivalent exponential replacement provides a pessimistic
system model concerning the Fisher information matrix.
Result 1 (Equivalent Pessimistic Probabilistic Model):
Given a probability distribution p(z; θ), the exponential
replacement p˜(z; θ) with score function factorization (33),
arbitrary sufficient statistics (28), equivalent mean (31) and
equivalent covariance (32), exhibits the property
Fz(θ)  F˜z(θ), (37)
where
F˜z(θ) =
∫
Z
(
∂ ln p˜(z; θ)
∂θ
)T
∂ ln p˜(z; θ)
∂θ
p˜(z; θ)dz, (38)
F˜z(θ) ∈ RD×D, is the Fisher information matrix of the
replacement model p˜(z; θ) and U  U ′ is used to denote
that the matrix difference U −U ′ is positive semidefinite.
Proof: see Appendix A.
With the result (37), showing that (11) dominates the Fisher
information matrix (38) of the exponential replacement model
(33), it is possible to construct an explicit and analytically
tractable lower bound for the Fisher information matrix (11).
Result 2 (Fisher Information Lower Bound): Given a
probability distribution p(z; θ), a set of auxiliary statistics
(28), their mean (29) and covariance (30), the weighting
matrix of the equivalent exponential replacement p˜(z; θ) is
B(θ) = R−1φ (θ)
∂µφ(θ)
∂θ
, (39)
such that the Fisher information matrix of p˜(z; θ) is
F˜z(θ) =
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
(40)
and, with (37), the Fisher matrix of p(z; θ) is lower bounded
Fz(θ) 
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
. (41)
Proof: see Appendix B.
The challenge for the application of the lower bound (41) is to
choose the auxiliary statistics φ(z) such that the exponential
replacement p˜(z; θ) provides a high-quality approximation of
the actual system model p(z; θ) and its information matrix.
Result 3 (Replacement for Exponential Family Models):
If the actual data-generating model p(z; θ) is precisely
characterizable by an exponential family factorization (5), and
if its sufficient statistics φ(z) = t(z) are used to construct
the equivalent exponential replacement p˜(z; θ), one obtains
Fz(θ) = F˜z(θ). (42)
Proof: see Appendix C.
Due to the identity (42), the sufficient statistics of conventional
exponential family laws provide a well-motivated guideline
for the appropriate choice of the auxiliary statistics (28).
Note that, in conjunction with (40), the equality (42) enables
exact performance evaluation within the exponential family
without explicit likelihood characterization. For example, the
univariate Bernoulli, binomial, and Gaussian (fixed variance)
distribution share the same sufficient statistic t(z) = z while
their individual likelihood functions are distinct and defined
on different supports Z . However, under equivalent parametric
mean and variance on φ(z) = t(z) = z, independently of the
support Z , equation (42) unifies these distributions within one
exact performance-oriented formulation (40). For probability
laws outside the exponential family, the auxiliary statistics
φ(z) act as a projector onto the good-natured probabilistic
structure (5) while, under an engineering perspective, the
free choice of φ(z) forms a particular strength of the pre-
sented replacement technique. If one wishes to evaluate signal
parameter estimation performance as a function of specific
statistics because they are analytically tractable, physically
interpretable, or efficiently implementable, the pessimistic
Fisher information matrix (40) provides a way to explicitly
determine a conservative accuracy level which is asymptoti-
cally achievable with an estimation algorithm (see Sec. V).
C. Special Cases of the Fisher Information Lower Bound
Several special cases of (41) can be found in the literature.
Considering a univariate model with a single parameter p(z; θ)
and using the auxiliary statistic φ(z) = z, yields [59] [61] [62]
Fz(θ) ≥ 1
σ2z(θ)
(
∂µz(θ)
∂θ
)2
, (43)
with mean and variance
µz(θ) =
∫
Z
zp(z; θ)dz, (44)
σ2z(θ) =
∫
Z
(
z − µ(θ))2p(z; θ)dz. (45)
Another compact bounding approach for the univariate-data
single-parameter case, involving the skewness and kurtosis
of the data-generating model, is discussed in [60]. As the
result in [60] features the derivative of (44) and (45), it
provides an approximation accuracy equivalent to the Fisher
information lower bound obtained from (41) with the two
auxiliary statistics φ1(z) = z and φ2(z) = (z − µ(θ))2. A
univariate-data single-parameter version of (41), i.e.,
Fz(θ) ≥
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
, (46)
where φ(z) contains the raw moment statistics of p(z; θ) is
derived in [62] by rearranging the Crame´r-Rao inequality.
Further, the author of [62] indicates the possibility to extend
(46) to the multiple-parameter case with arbitrary statistics,
while requiring strict orthogonality of (27) in the covariance
sense and a reference statistic φ0(z) = 1, ∀z ∈ Z . The work
[63] attempts to generalize the results of [62] to multiple
parameters by presenting a lower bound for the Fisher in-
formation matrix, apparently for the special case p(z; θ) with
univariate observations, without providing a full proof.
To the best of our knowledge, a first compact and ana-
lytically tractable lower bound for models with multivariate
observations and multiple parameters
Fz(θ) 
(
∂µz(θ)
∂θ
)T
R−1z (θ)
∂µz(θ)
∂θ
, (47)
6with
µz(θ) = Ez;θ [z] , (48)
Rz(θ) = Ez;θ
[(
z − µ(θ))(z − µ(θ))T] , (49)
µz(θ) ∈ RM , Rz(θ) ∈ RM×M , was derived through the
covariance inequality in [59] and applied to a sensor design
problem in the context of coarsely quantized systems [77]. The
bound (47) can be obtained from (41) by using φ(z) = z, such
that the expression (47) forms the multivariate-data multiple-
parameter version of (43). However, for the quantized version
(2) of the Gaussian data model (1) one obtains µz(θ) =
0, ∀θ ∈ Θ, such that the special case (47) of (41) can not
be used to assess its Fisher information matrix. Note that,
again with reference to the example of a quantized Gaussian
signal (2), the data processing inequality [52, Lemma 3] allows
to make the qualitative statement that the Fisher information
measure can not increase through quantization, i.e.,
Fy(θ)  Fz(θ). (50)
However, it does not provide a tractable expression for the
right-hand side of (50) with its challenging structure (4). In
contrast, inequality (41) and the pessimistic Fisher matrix (40)
offer access to quantitative results for the right-hand side of
(50) based on the interpretable probabilistic structure (33).
Such a tool allows to explore how much Fisher information is
lost through coarsely quantized observations (see Sec. IV) of
the Gaussian data model (1). Finally, note that the identity (42)
implies that the particular Fisher information lower bound (43)
is tight for univariate models with Bernoulli, binomial, Poisson
or exponential distribution as observed in [59] [60].
D. Example - Parametric Univariate Weibull Model
To illustrate the information bound (41), we consider the
Weibull distribution with univariate observations z ∈ R, z > 0,
and a single parameter θ ∈ R, θ > 0. The Weibull data model
with known shape parameter ξ is characterized by the density
p(z; θ) =
ξ
θ
(z
θ
)ξ−1
exp
(
−
(z
θ
)ξ)
. (51)
The Fisher information measure of (51) is given by
Fz(θ) =
(
ξ
θ
)2
(52)
and its l-th raw moment can be written
Ez;θ
[
zl
]
= θlΓ
(
1 +
l
ξ
)
, (53)
where the Gamma function is denoted
Γ(x) =
∫ ∞
0
ux−1 exp (−u) du. (54)
To formulate a particular version of (41) for (51), we use
φl(z) = z
l. (55)
The mean (29) and covariance (30) of (55) are directly
available by (53) and the required derivative through
∂ Ez;θ
[
zl
]
∂θ
= lθl−1Γ
(
1 +
l
ξ
)
. (56)
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Fig. 1. Information Bound with L Moments - Weibull Distribution
In Fig. 1, we depict the information approximation error
χ(θ) =
F˜z(θ)
Fz(θ)
(57)
for the Weibull model with
F˜z(θ) =
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
(58)
being calculated through (55) for different values of L. It can
be observed that for the considered range of shape values ξ,
the bound (41) with L = 1 and L = 2 can be significantly
improved by incorporating the derivatives of the third (L = 3)
and the fourth raw moment (L = 4).
To visualize the weightings (39) for the Weibull model, in
Fig. 2 the normalized absolute weights
b¯l(θ) =
|bl(θ)|∑L
l=1 |bl(θ)|
, l = 1, . . . , L, (59)
are plotted. The individual normalized weights b¯l(θ) indicate
the importance of the corresponding auxiliary statistic φl(θ)
in the approximation F˜z(θ) of the exact Fisher information
Fz(θ). It can be seen, that the statistic z
ξ attains the full
weight for the cases ξ = 1, 2, 3, 4. This is in line with (42)
as the Weibull distribution is part of the exponential family
and, under a fixed shape parameter ξ, exhibits the sufficient
statistic zξ.
IV. APPLICATIONS OF THE INFORMATION BOUND
A. Performance Analysis of Nonlinear Random Systems
Regarding the example from the introduction where signal
parameter estimation with the Gaussian model (1), observed
at the output of a hard-limiter
z = sign (y), (60)
is considered, the information bound (41) allows access to
the Fisher information measure after coarse quantization for
cases with M > 4. Motivated by the sufficient statistics of
71 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
ξ
b¯ l
(θ
)
b¯1(θ)
b¯2(θ)
b¯3(θ)
b¯4(θ)
Fig. 2. Information Bound with L Moments - Weibull Weights (L = 4)
the Gaussian data model (19) at the input of the quantizer, a
possible approach is to use the auxiliary statistics
φ(z) = Φ vec
(
zzT
)
, (61)
where Φ ∈ {0, 1}L×M2 denotes an elimination matrix dis-
carding the duplicate and the constant diagonal entries in
vec
(
zzT
)
. The mean of the auxiliary statistics (29) then is
µφ(θ) = Ez;θ [φ(z)] = Φ vec (Rz(θ)) , (62)
while, with the correlation matrix (normalized covariance)
Σy(θ) = diag (Ry(θ))
− 1
2Ry(θ) diag (Ry(θ))
− 1
2 (63)
and the arcsine law [78, pp. 284], the quantized covariance is
Rz(θ) =
2
pi
arcsin (Σy(θ)) . (64)
Note, that for a square matrix U the operator diag (U) in (63)
provides a matrix U ′ with diagonal elements equal to the ones
of U and the off-diagonal elements equal to zero.
For the derivative of the auxiliary statistics mean
∂µφ(θ)
∂θ
= Φ
∂ vec (Rz(θ))
∂θ
, (65)
the individual columns d = 1, . . . , D are[
∂µφ(θ)
∂θ
]
d
=
∂µφ(θ)
∂θd
= Φ vec
(
∂Rz(θ)
∂θd
)
. (66)
The matrix entries of the derivative of the quantized covariance
matrix (64) are given by
[
∂Rz(θ)
∂θd
]
ij
=
2
pi
[
∂Σy(θ)
∂θd
]
ij√
1− [Σy(θ)]2ij
, (67)
where the diagonal entries (i = j) are zero. For the covariance
matrix of the auxiliary statistics
Rφ(θ) = Ez;θ
[(
φ(z)− µφ(θ)
)(
φ(z)− µφ(θ)
)T]
, (68)
it is required to compute the matrix
Ez;θ
[
φ(z)φT(z)
]
= Ez;θ
[
vec
(
zzT
)
vec
(
zzT
)T]
. (69)
This implies to evaluate expected values of the form
Ez;θ [zizjzkzq] , i, j, k, q ∈ {1, . . . ,M}. (70)
For cases like i = j = k = q or i = j 6= k = q, one obtains
Ez;θ [zizjzkzq] = 1. (71)
If i = j = k 6= q or i = j 6= k 6= q, the arcsine law results in
Ez;θ [zizjzkzq] =
2
pi
arcsin
(
[Σy(θ)]kq
)
. (72)
The cases i 6= j 6= k 6= q require to calculate
Ez;θ [zizjzkzq] = Pr {zizjzkzq = 1}
− Pr {zizjzkzq = −1} , (73)
involving the evaluation of the 24 = 16 orthant probabilities
of a zero-mean quadrivariate Gaussian variable
y′ =
[
yi yj yk yq
]T
, (74)
with covariance
Ry′(θ) =
=


[Ry(θ)]ii [Ry(θ)]ij [Ry(θ)]ik [Ry(θ)]iq
[Ry(θ)]ji [Ry(θ)]jj [Ry(θ)]jk [Ry(θ)]jq
[Ry(θ)]ki [Ry(θ)]kj [Ry(θ)]kk [Ry(θ)]kq
[Ry(θ)]qi [Ry(θ)]qj [Ry(θ)]qk [Ry(θ)]qq

 .
(75)
A solution for the orthant probability of the zero-mean
quadrivariate model y′ ∼ N (0,Ry′(θ)), requiring four one-
dimensional integrals, is given in [27].
A specific signal processing application with data model
(1) and hard-limiting (2) is the problem of DoA estimation
[79]–[81] with low-complexity sensors featuring ADCs with
single-bit amplitude resolution [67] [82]. DoA estimation is
required in wireless systems if the direction of a radio source
with unknown structure impinging on an antenna array is to be
determined. Knowledge of the DoA can then be used for radio
interference mitigation or localization of wireless sources.
For a DoA estimation scenario with a single narrowband
source and an uniform linear array (ULA) with K sensors,
placed at a distance of half the carrier wavelength, the receive
covariance prior to the hard-limiter can be modeled [67]
Ry(θ) = γ
2A(θ)AT(θ) + I. (76)
Here γ ∈ R denotes the receive signal strength,
A(θ) =
[
ATI (θ) A
T
Q(θ)
]T
, (77)
A(θ) ∈ R2K×2, the array steering matrix with
AI(θ) =


cos ν1(θ) sin ν1(θ)
...
...
cos νK(θ) sin νK(θ)

 , (78)
8AI(θ) ∈ RK×2, and
AQ(θ) =


− sin ν1(θ) cos ν1(θ)
...
...
− sin νK(θ) cos νK(θ)

 , (79)
AQ(θ) ∈ RK×2, where
νk(θ) = (k − 1)pi sin (θ), (80)
and θ ∈ [−pi/2;pi/2] the DoA parameter. The identity matrix
in (76) is due to additive and spatially white sensor noise. Note
that here each sensor within the antenna array features two
real-valued outputs (in-phase and quadrature channel), such
that the dimension of the observed data is M = 2K .
Using the result (41), we can evaluate the hard-limiting loss
by
χ(θ) =
F˜z(θ)
Fy(θ)
, (81)
where the pessimistic Fisher information measure at the binary
quantizer output
F˜z(θ) =
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
(82)
is obtained by using the auxiliary statistics (61) and, according
to (26), the exact Fisher information measure at the input of
the hard-limiter is
Fy(θ) =
1
2
tr
(
∂Ry(θ)
∂θ
R−1y (θ)
∂Ry(θ)
∂θ
R−1y (θ)
)
. (83)
For three different scenarios, Fig. 3 shows the quantization
loss (81) as a function of the number of antennas K when the
wireless signal impinges on the binary sensor array under the
angle θ = 15◦. Note that we denote SNR = γ2. For a setup
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Fig. 3. 1-bit DOA Estimation - Quantization Loss vs. Array Elements
with very low SNR (SNR = −25 dB), the gap between the
1-bit receiver and the ideal receiver (∞-bit ADC resolution)
vanishes slowly with the array sizeK . For a low SNR scenario
(SNR = −15 dB), the relative performance of the 1-bit
receiver improves significantly when increasing the number
of receive sensors K . Considering a scenario with medium
receive strength (SNR = −6 dB), the relative performance
of the binary array increases sharply for a moderate number
of antennas while the additional gain for a large number
of sensors is less pronounced. The performance analysis in
Fig. 3 shows that, in the transition between the low and
the medium SNR regime, DoA estimation with hardware and
energy-efficient 1-bit ADCs can be performed at high accuracy
if the number of array elements is large.
Note that here the benefit of the Fisher information lower
bound (41) is that the DoA performance with 1-bit measure-
ments can be determined explicitly in an analytic way for cases
with K > 2, while prior work [82] had to resort to empirical
methods due to a missing formula for the orthant probability
with M > 4. For coarsely quantized models, the bounding
technique allows reducing the computational complexity of
the Fisher information from O(2M ) (sum (4) with 2M terms)
to O(M4) (covariance matrix (68) with 0.5 ·L(L+1) distinct
entries while after elimination L = 0.5·M(M−1)). Therefore,
here the information bound (41) provides access to an analytic
performance assessment for a coarsely quantized array signal
model with M = 100. The pessimistic nature of (41) ensures
that the quantitative results obtained with expressions like (81)
form a conservative assessment. As such, the results in Fig.
3 support the recent discussion on multiple-input multiple-
output (MIMO) wireless communication systems [83] which
use a large number of low-complexity sensors, i.e., massive
1-bit MIMO, see, e.g. [84] [85].
B. Data-driven Nonlinear Learning and Compression
While for the Weibull and the 1-bit ADC example the
expressions required for the formulation of the information
bound (41) can be obtained analytically, physical signal pro-
cessing systems in real-world scenarios are usually subject
to various nonlinear and random effects. Under such circum-
stances, an accurate analytic description of the probability
distribution p(z; θ) or the mean (29) and the covariance (30)
for the equivalent exponential replacement is usually difficult
to obtain. However, if the parameters θ can be controlled by
a calibrated setup or a numerical simulation, the characteriza-
tion of (29) and (30) can be determined by storage-efficient
measurements at the system output z. Then the pessimistic
Fisher information matrix (41) allows specifying the minimum
inference capability which is achievable with the measurement
system p(z; θ) at hand. Further, like indicated in Fig. 2, the
weighting matrix (39) of the equivalent exponential replace-
ment can be used to identify candidates for the sufficient
statistics of the actual data-generating model among the auxil-
iary statistics. These particular auxiliary statistics form a well-
motivated basis for the formulation of a compression algorithm
which preserves the ability to perform high-resolution signal
processing with a dataset of reduced size.
We demonstrate such a data-driven learning approach with
the example of a parameter estimation problem where the
observations are taken at the output of a solid-state power
amplifier. In this scenario, the system parameter θ of interest is
the direct-current (DC) offset [24, Example 3.3] at the input to
9the nonlinear device. The signal processing task is to estimate
the DC-offset θ of the noisy amplifier input by exclusively
taking measurements at its nonlinear output.
To characterize the mapping from the amplifier input y ∈ R
to the amplifier output z ∈ R, we use the Rapp model [86]
z =
y
(1 + |y|2ρ) 12ρ
, (84)
with smoothness factor ρ ∈ R, ρ > 0. Fig. 4 depicts the input-
to-output relation of this nonlinear model for different settings.
For the considered exemplary measurement setup, we assume
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a Gaussian model
y = θ + η (85)
with η ∼ N (0, 1) at the input of the nonlinear amplifier (84).
For the equivalent exponential replacement, with L = 6 we
set the auxiliary statistics to
φ(z) =
[
z z2 z3 z4 |z| ln |z|]T (86)
and for each value of θ, with 108 realizations of the system
output, calculate the empirical version of (29) and (30).
The derivatives are determined by taking differences between
neighboring grid points on the parameter space Θ.
Fig. 5 shows the information loss
χ(θ) =
F˜z(θ)
Fy(θ)
(87)
which is introduced by the nonlinear Rapp model with smooth-
ness factor ρ = 2.0, where
F˜z(θ) =
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
(88)
is calculated with the auxiliary statistics (86) and, for the input
model (85), Fy(θ) = 1. It is observed from Fig. 5 that for an
input mean θ > 2.5, the saturation of the nonlinear amplifier
(Rapp model) introduces a significant information loss. Fig. 6
shows the normalized absolute weights b¯l(θ) associated with
each auxiliary statistic φl(z), l = 1, . . . , 6. It can be seen that
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the second raw moment φ2(z) and the expected absolute value
φ5(z) play a dominant role in the approximation of the Fisher
information at the amplifier output. Note that here we demon-
strated that, besides an approximation for Fisher information,
the exponential replacement provides valuable insight into a
performance-oriented probabilistic representation of a physical
sensing device through the weighting matrix B(θ).
V. ACHIEVABILITY OF THE INFORMATION BOUND
In theory, the information bound (41) allows determining the
fundamental performance limit concerning an estimation task
under an intractable statistical model p(z; θ) in a conservative
way. However, the question of practical relevance is how to
perform the estimation of the signal parameters θ from data
which is observed after having learned µφ(θ) and Rφ(θ) by
analytic derivations or calibrated measurements.
To this end, we assume that N independent samples of
p(z; θ) have been observed, such that the data matrix
Z =
[
z1 z2 . . . zN
]
, (89)
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Z ∈ RM×N , is available. First, we apply a data compression
step by using the auxiliary statistics to form the sample mean
φ˜ =
1
N
N∑
n=1
φ(zn) (90)
and subsequently discard the original data Z. Note that this
reduces the dimensionality of the dataset by factor of L
MN
.
In the situation where the precise probabilistic characteri-
zation p(z; θ) of the data-generating model is available, the
asymptotically optimum unbiased estimator is found by
θˆML(Z) = argmax
θ∈Θ
N∑
n=1
ln p(zn; θ). (91)
In the situation where no description of the model p(z; θ) is
available, the concept (91) motivates to employ the equivalent
exponential replacement (33) in the sense of a quasi-likelihood
[87] and formulate a conservative maximum-likelihood algo-
rithm (CMLE)
θˆ(Z) = argmax
θ∈Θ
N∑
n=1
ln p˜(zn; θ), (92)
where the solution to (92) satisfies
N∑
n=1
∂ ln p˜(zn; θ)
∂θ
= 0T. (93)
With (36), the root (93) is formulated as
N∑
n=1
∂ ln p˜(zn; θ)
∂θ
=
N∑
n=1
(
φ(zn)− µφ(θ)
)T
B(θ)
= N
(
φ˜− µφ(θ)
)T
B(θ)
= 0T, (94)
such that the CMLE is found by using the compressed data
(90) and solving for the particular θ which results in
BT(θ)
(
φ˜− µφ(θ)
)
= 0. (95)
Result 4 (CMLE - Performance and Consistency): If
the distribution p(z; θ) represents the data-generating
model, the CMLE formulated on the basis of the equivalent
exponential replacement p˜(z; θ) produces consistent estimates
asymptotically distributed
θˆ(Z)
a∼ N
(
θ,
1
N
((
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
)−1)
.
(96)
Proof: see Appendix D.
Therefore, the CMLE asymptotically achieves the signal pa-
rameter estimation performance associated with the inverse of
the pessimistic Fisher information matrix (40).
VI. FURTHER REMARKS
A. Connection to the Generalized Method of Moments
By taking the inner product of (95), the parameter estima-
tion algorithm (92) can be reformulated as
θˆ(Z) = argmin
θ∈Θ
(
φ˜− µφ(θ)
)T
B(θ)BT(θ)
(
φ˜− µφ(θ)
)
,
(97)
which is identified as Hansen’s estimator [65]
θˆ(Z) =
= argmin
θ∈Θ
(
1
N
N∑
n=1
f (zn; θ)
)T
H(θ)
(
1
N
N∑
n=1
f(zn; θ)
)
(98)
with f (z; θ) = φ(z)− µφ(θ) and
H(θ) = B(θ)BT(θ)
= R−1φ (θ)
∂µφ(θ)
∂θ
(
∂µφ(θ)
∂θ
)T
R−1φ (θ). (99)
Note that algorithm (98) is an extension of Pearson’s method
of moments [64], derived from the orthogonality conditions
Ez;θt [f(z; θt)] = 0 (100)
under the true parameter θt. It is observed, that the estimator
(98) follows naturally by approximating p(z; θ) along the
sufficient statistics φ(z) of an equivalent distribution p˜(z; θ)
within the exponential family and applying the principle of
maximum-likelihood. The equivalent exponential replacement,
therefore, forms the unifying link between Pearson’s method
of moments [64] and Fisher’s competing concept of maximum-
likelihood estimation [1], which is subtly requested in [88].
B. Gaussian Interpretation of the Exponential Replacement
In [59] it was observed that the bound (47) can be in-
terpreted within a specific Gaussian modeling framework.
Similarly, the pessimistic Fisher information matrix
F˜z(θ) =
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
(101)
is the exact information matrix of the Gaussian data model
p(φ; θ) =
exp
(
− 12 (φ− µφ(θ))TR−1φ (θ)(φ− µφ(θ))
)
(2pi)
L
2
√
det
(
Rφ(θ)
)
(102)
under the special condition that the covariance matrix fulfills
∂Rφ(θ)
∂θd
= 0, d = 1, 2, . . . , D. (103)
Due to the tightness of the bound (42) and (103), besides the
identity (17), it holds that for exponential family models (5)
Fz(θ) =
(
∂µt(θ)
∂θ
)T
R−1t
∂µt(θ)
∂θ
, (104)
where Rt ∈ RL×L is constant in the parameters θ.
11
If the actual data-generating model p(z; θ) exhibits no
exact representation within (5), the Fisher information matrix
(101) can be interpreted as the information matrix of the data
model (102) where the information about the parameters θ
contained in the covarianceRφ(θ) is discarded. Note that with
the Gaussian interpretation (102), the principle of maximum-
likelihood under the condition (103) leads to
θˆ(Z) = argmin
θ∈Θ
(
φ˜− µφ(θ)
)T
R−1φ (θ)
(
φ˜− µφ(θ)
)
,
(105)
forming an algorithmic alternative to solving for the root of the
score function in (95). Therefore, the equivalent exponential
replacement can be interpreted as a statistical method to
project an arbitrary probabilistic data model p(z; θ) onto the
special Gaussian framework (102).
VII. CONCLUSION
We have discussed a generic approach for the construc-
tion of compact and tractable lower bounds for the Fisher
information matrix. For an arbitrary probabilistic data model
p(z; θ) on the (continuous or discrete) support Z, with a
set of auxiliary statistics φ(z), we approximate the system
model by using a distribution p˜(z; θ) on the support Z˜
(continuous or discrete, depending on the practical choice
or the theoretic perspective of the user) which exhibits an
exponential family factorization, sufficient statistics φ(z) and
equivalent mean and covariance regarding φ(z). Such an
auxiliary model shows lower Fisher information (in matrix
sense) than the true data-generating model and therefore yields
a conservative approximation F˜z(θ) for the Fisher information
matrix Fz(θ). The discussed approach has the advantage that
the probabilistic output model p(z; θ) and its score function
do not have to be specified explicitly for the calculation of the
Fisher information measure. The mean and covariance of the
user-defined auxiliary statistics φ(z), required for computing
the matrix F˜z(θ), can be characterized by tractable analytic
expressions or learned from calibrated measurements and
numerical simulations. Using two practical examples from
parameter estimation with nonlinear sensor systems, we have
outlined how to exploit the presented framework for the
performance analysis within the field of hardware-aware signal
and information processing. Further, we have demonstrated
that, based on the equivalent exponential replacement, a con-
sistent estimator, operating with a compressed data set, can
be formulated and asymptotically achieves the conservative
performance characterized by the inverse of the pessimistic
Fisher information matrix Fz(θ). Through the exponential
replacement model and a maximum-likelihood argument, such
a storage-efficient inference procedure is linked to the gen-
eralized method of moments by Hansen and Pearson. The
derived pessimistic Fisher information matrix F˜z(θ) provides
an illustrative interpretation of the equivalent exponential
replacement in a particular Gaussian modeling framework.
APPENDIX A
EQUIVALENT PESSIMISTIC PROBABILISTIC MODEL
Proof: With (9) it holds that
Ez;θ
[(
∂ ln p(z; θ)
∂θ
)T
∂ ln p˜(z; θ)
∂θ
]
=
=
∫
Z
(
∂ ln p(z; θ)
∂θ
)T(
φT(z)B(θ)−αT(θ)
)
p(z; θ)dz
=
(∫
Z
φ(z)
∂p(z; θ)
∂θ
dz
)T
B(θ)
=
(
∂µφ(θ)
∂θ
)T
B(θ) = F˜z(θ), (106)
where, in the last step, we have used the identity (17).
Further, due to the equivalence between (29) and (31) and
the equivalence between (30) and (32), one obtains
Ez;θ
[(
∂ ln p˜(z; θ)
∂θ
)T
∂ ln p˜(z; θ)
∂θ
]
= Ez;θ
[(
φT(z)B(θ)−αT(θ)
)T(
φT(z)B(θ)−αT(θ)
)]
= Ez˜;θ
[(
φT(z)B(θ)−αT(θ)
)T(
φT(z)B(θ)−αT(θ)
)]
= Ez˜;θ
[(
∂ ln p˜(z; θ)
∂θ
)T
∂ ln p˜(z; θ)
∂θ
]
= F˜z(θ), (107)
where the last step follows from the definition (38). With the
covariance inequality [8, pp. 33] and the symmetry of the
Fisher information matrix it holds that
Fz(θ)  Ez;θ
[(
∂ ln p(z; θ)
∂θ
)T
∂ ln p˜(z; θ)
∂θ
]
· Ez;θ
[(
∂ ln p˜(z; θ)
∂θ
)T
∂ ln p˜(z; θ)
∂θ
]−1
· Ez;θ
[(
∂ ln p˜(z; θ)
∂θ
)T
∂ ln p(z; θ)
∂θ
]
, (108)
such that, with (106) and (107), one can write
Fz(θ)  F˜z(θ)F˜z−1(θ)F˜z(θ) = F˜z(θ). (109)
APPENDIX B
FISHER INFORMATION LOWER BOUND
Proof: With (33) and (36), it holds that
F˜z(θ) = Ez˜;θ
[(
∂ ln p˜(z; θ)
∂θ
)T
∂ ln p˜(z; θ)
∂θ
]
= Ez˜;θ
[(
φT(z)B(θ)−αT(θ)
)T(
φT(z)B(θ)−αT(θ)
)]
= BT(θ)
(
Ez˜;θ
[
φ(z)φT(z)
]
− µφ(θ)µTφ(θ)
)
B(θ)
= BT(θ)Rφ(θ)B(θ). (110)
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Therefore, with (106), we obtain the restriction
F˜z(θ) = B
T(θ)Rφ(θ)B(θ) =
(
∂µφ(θ)
∂θ
)T
B(θ) (111)
which shows that
B(θ) = R−1φ (θ)
∂µφ(θ)
∂θ
(112)
is the only valid choice for the weighting matrix of the
exponential replacement (33). It follows from (109) that
Fz(θ) 
(
∂µφ(θ)
∂θ
)T
R−1φ (θ)
∂µφ(θ)
∂θ
= F˜z(θ). (113)
APPENDIX C
REPLACEMENT FOR EXPONENTIAL FAMILY MODELS
Proof: Using φ(θ) = t(θ) from (106) it follows that
Fz(θ) 
(
∂µt(θ)
∂θ
)T
B(θ). (114)
Due to (17), eq. (114) holds with equality for exponential
family models as for these data models
B(θ) =
∂w(θ)
∂θ
= R−1t (θ)
∂µt(θ)
∂θ
. (115)
APPENDIX D
CMLE - PERFORMANCE AND CONSISTENCY
Proof: Note that by the law of large numbers
1
N
N∑
n=1
ln p˜(zn; θ)
a→ Ez;θt [ln p˜(z; θ)] , (116)
where
a→ denotes almost sure convergence and θt the true
parameter of the actual data-generating model p(z; θt). There-
fore, with the regularizer (36), the asymptotic receive likeli-
hood (116) is maximized when
BT (θ)µφ(θt)−BT (θ)µφ(θ) = 0, (117)
showing that the CMLE (95) is consistent, i.e.,
θˆ(Z)
a→ θt. (118)
In order to analyze the covariance of the CMLE, we use a
Taylor expansion around the true parameter θt
∂ ln p˜(Z; θˆ)
∂θ
=
∂ ln p˜(Z; θt)
∂θ
+ (θˆ − θt)T ∂
2 ln p˜(Z; θ˘)
∂θ2
,
(119)
where we use the notation
∂f(θ′)
∂θ
= ∂f(θ)
∂θ
∣∣∣
θ=θ′
, while θ˘ lies
on the line between θˆ and θt. Due to
∂ ln p˜(Z;θˆ)
∂θ
= 0T,
∂ ln p˜(Z ; θt)
∂θ
= −(θˆ − θt)T ∂
2 ln p˜(Z ; θ˘)
∂θ2
, (120)
such that
√
N(θˆ − θt)T =
=
(
1√
N
∂ ln p˜(Z ; θt)
∂θ
)(
− 1
N
∂2 ln p˜(Z ; θ˘)
∂θ2
)−1
. (121)
With the law of large numbers and the consistency (118),
− 1
N
∂2 ln p˜(Z; θ˘)
∂θ2
= − 1
N
N∑
n=1
∂2 ln p˜(zn; θ˘)
∂θ2
(122)
converges to the constant matrix
−Ez;θt
[
∂2 ln p˜(z; θt)
∂θ2
]
= BT(θt)
∂µφ(θt)
∂θ
. (123)
With the central limit theorem,
1√
N
∂ ln p˜(Z; θt)
∂θ
=
1√
N
N∑
n=1
∂ ln p˜(zn; θt)
∂θ
(124)
converges to a multivariate Gaussian random variable. Due to
the property (35) it is zero-mean while the covariance is
1
N
EZ;θt
[( N∑
n=1
∂ ln p˜(zn; θt)
∂θ
)T N∑
n=1
∂ ln p˜(zn; θt)
∂θ
]
=
= Ez;θt
[(
∂ ln p˜(z; θt)
∂θ
)T
∂ ln p˜(zn; θt)
∂θ
]
= BT(θt)Rφ(θt)B(θt). (125)
With Slutsky’s theorem, it therefore follows that
√
N(θˆ − θt) a∼
a∼ N
(
0,
((
∂µφ(θt)
∂θ
)T
Π(B(θt))
∂µφ(θt)
∂θ
)−1)
(126)
where
Π(B(θ)) = B(θ)
(
BT(θ)Rφ(θ)B(θ)
)−1
BT(θ) (127)
and
a∼ denotes convergence in distribution.
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