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Das Ziel dieser Arbeit besteht darin, Verbesserungen in der Analyse und Synthese von Audiosig-
nalen durch Anwendung von Tonräumen zu erreichen.
Im ersten Teil, der die Kapitel 2 bis 6 enthält und von Gabriel Gatzsche verfasst wurde, erfolgt die
mathematisch-geometrische Beschreibung der Tonalität auf verschiedenen hierarchischen Ebenen
angelehnt an Fred Lerdahls Tonal Pitch Space, David Gatzsches Kadenzkreis und Elaine Chew’s
Spiral Array (Berechnung von geometrischen Schwerpunkten in Tonraummodellen). Mit Hilfe
zweier Formeln, der Symmetriemodell-Generatorformel und dem SYM-Operator, wird es möglich,
die Entstehung der wichtigsten Hauptebenen der abendländischen Tonalität aus einer Quintreihe
zu beschreiben, verschiedene, auf eine Tonart bezogene Modelle zu erzeugen und auf den jeweili-
gen Symmetrieton zu zentrieren. Damit gelingt es, eine Vielzahl bereits existierender Modelle zu
verbinden und in ein einheitliches als Symmetriemodell bezeichnetes Framework zu integrieren.
Um auch reale Musiksignale tonraumbasiert analysieren zu können, wird mit dem Summenvektor
im kreisförmigen Tonraum ein Feature-Vektor vorgestellt, der wichtige tonale Eigenschaften eines
Musiksignals niedrigdimensional repräsentiert. Dazu gehören z.B. funktionstheoretische Eigen-
schaften, das Tongeschlecht, Spannungs- undAuﬂösungsbestreben oder auch harmonischeMehr-
deutigkeiten. Weiterhin wird der Tonigkeits-Tonhöhenraum eingeführt, der den unterschiedlichen
Oktavlagen von Tonigkeiten geometrische Positionen so zuordnet, dass durch Wahl eines Raum-
auschnittes „gut klingende“ Akkorde erzeugt und durch Transformation des Raumausschnittes
„günstig“ ineinander übergeblendetwerden können. Dies führt zur Entwicklung eines neuartigen
Musikinstrumentes, das als HarmonyPad bezeichnet wird. Dieses erlaubt einem Musiker, direkt
mit geometrischen Tonräumen zu interagieren und damit Musiksignale zu erzeugen.
Markus Mehnert untersucht im zweiten Teil der Arbeit in den Kapiteln 7 bis 12 die Anwend-
barkeit des Symmetriemodells auf konkrete Probleme des Music Information Retrieval (MIR). Hier
werden sowohl die Tonart- als auch die Akkorderkennung betrachtet. Im Bereich der Tonarterken-
nung, die sich derzeit auf die Erkennung von Dur- und Molltonarten beschränkt, wird ein neuer
Algorithmus vorgestellt, der auf dem Symmetriemodell basiert. Dieser verbessert den Stand der
Technik erheblich. Darüber hinaus wird ein vollkommen neuer Ansatz vorgestellt, der die Tonart-
erkennung auf die sechs gebräuchlichsten Kirchentonarten erweitert, da diese besser als die reine
Erkennung von Dur und Moll geeignet sind, den Charakter eines Musikstückes widerzuspiegeln.
Zusätzlich wird ein neues Bewertungsmaß eingeführt, das den Vergleich mit zukünftigen Verfah-
ren ermöglicht. Es wird ein für das MIR neues maschinelles Lernverfahren (HMM/KNN) vorgestellt,
das die beidenVerfahren Hidden Markov Models und k Nearest Neighbours verknüpft. Im Bereich der
Akkorderkennung werden mit diesem neuen Verfahren bessere Ergebnisse als mit allen vorherge-
henden Verfahren erzielt. Dabei zeigt sich auch, dass der Merkmalsvektor des Symmetriemodells






The goal of the present work is to improve the analysis and synthesis of musical audio signals by
the application of tonal pitch spaces.
The ﬁrst part written by Gabriel Gatzsche consists of the Chapters 2 to 6. It discusses the
mathematic-geometrical description of tonality on several hierarchical levels based on Fred Ler-
dahl’s Tonal Pitch Space, David Gatzsche’s Cadence Circle and Elaine Chew’s Spiral Array (calcu-
lation of geometric centroids within tonal pitch spaces). Using two formulas, the symmetry model
generator formula and the SYM operator, it is possible 1.) to describe the emergence of the most
important levels of western tonality out of an array of ﬁfths and 2.) to generate several key related
models which are centered to the corresponding symmetry tone. With that steps it becomes possi-
ble to link several existing pitch spaces into a uniﬁed framework called symmetry model. To enable
also the analysis of real music signals based on pitch spaces the centroid vector within the circular
pitch space is introduced. This feature vector is a low dimensional representation of important
tonal properties of musical audio signals. Such properties are functional relationships, the mode,
tension and relaxation or harmonic ambiguities. Furthermore the pitch class - pitch height space is
introduced. This space assigns geometric positions to diﬀerent octaves of a given pitch class such
that ”well sounding” chords can be created by choosing a simple shaped region of the space. By
transforming (rotating, translating, scaling etc.) such a region also well sounding chord transitions
are generated. This leads to the development of a new musical instrument, called HarmonyPad.
The HarmonyPad allows a musician to create music by interacting with pitch spaces directly.
Within the second part of the dissertation consisting of the Chapters 7 to 12 Markus Mehnert
investigates the applicability of the symmetry model to concrete problems of music information
retrieval (MIR) particularly chord and key recognition. The state of the art in the ﬁeld of key recogni-
tion focuses on the estimation of major and minor keys. Within that work a new symmetry model
based algorithm is presented which exceeds the results of current algorithms clearly. Additionally
a new approach is proposed which extends key recognition to the estimation of the most often
used six church modes. The latter represent the character of a musical piece in a better way then
the standard modes ”major” and ”minor” do. Furthermore a new benchmark is introduced which
allows the comparison of the current approach with future algorithms. A new machine learning
algorithm (HMM/KNN) is proposed. The new algorithm combines the approaches Hidden Markov
Models and k Nearest Neighbours. In the ﬁeld of chord recognition the new approach achieves better
results then all of the previous algorithms. It is shown that the symmetry model feature vector
leads to signiﬁcant better chord recognition results then the chroma vector which represents the
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Musik spielt in allen Kulturen der Welt eine große Rolle und ist einem permanenten
Wandel unterzogen. Während die Musik der vergangenen Jahrhunderte hauptsächlich
von einer inhaltlichen Weiterentwicklung geprägt war, wird die Musik der heutigen Zeit
vor allem in der Art der Verbreitung, der Rezeption sowie der Art der Erzeugung einer
drastischen Änderung unterzogen. Durch die weltweite Vernetzung ist zum einen der Zu-
griﬀ auf nahezu unendliche Bestände von Musik möglich, zum anderen wird es immer
einfacher, eigene Musikproduktionen einer großen Öﬀentlichkeit zur Verfügung zu stel-
len. HiermüssenWege gefundenwerden, gewünschteMusikstücke gezielt und schnell in
vorhandenenDatenbeständen aufzuﬁnden. Die softwarebasierte Erzeugung und Bearbeitung
von Musik ermöglicht es darüber hinaus einem immer größer werdenden Personenkreis,
selbst gestalterisch aktiv zu werden und musikalische Werke auf einem hohen Niveau zu
produzieren. Dies führt erstens zu einem zunehmenden Bedarf an musikalischen Krea-
tivwerkzeugen und zweitens spielt die Wiederverwendung existierender Inhalte anderer
Menschen eine immer größere Rolle, was sich z.B. in der Entwicklung neuartiger Lizenz-
modelle wie der Creative-Commons-Lizenz1 widerspiegelt. Um jedoch die große Menge
verfügbarer Inhalte auf Basis semantischer Merkmale sinnvoll rekombinieren zu kön-
nen, müssen Verfahren entwickelt werden, welche in der Lage sind, multimediale Daten
automatisiert inhaltsbasiert zu analysieren.
Ein andererwichtigerAspekt bezieht sich auf elektronische Spiele.Diese bieten realitätsnahe
Graﬁk, professionellen Sound und fesseln den Spieler durch ausgeklügelte Belohnungs-
1 http://creativecommons.org/, „Share, Remix, Reuse – Legally“
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systeme. Verkaufszahlen von Spielen wie Guitar Hero (23 Millionen)2 oder Sing Star (12
Millionen)3 zeigen, dass sich der heimische Spielcomputer mehr und mehr zu einem
Musikinstrument weiterentwickelt. Während derzeitige Spiele oft nur die Kontrolle sehr
weniger Parameter erlauben (wie z.B. das Aktivieren einer vorgegebenen Gitarrenstim-
me), wird schon bald die Nachfrage nach Spielen steigen, die auch die Manipulation und
Gestaltung komplexerer musikalischer Eigenschaften erlauben. Hier müssen Methoden
entwickelt werden, welche die wichtigsten Parameter von Musik der Wahrnehmung ent-
sprechend auf einfach zu interpretierende Dimensionen abbilden und somit über einen
Spielecontroller steuerbar machen.
Zuletzt sollen noch Mobiltelefone genannt werden. Diese haben sich schon lange als Au-
diospieler etabliert, werden immer kleiner, besitzen immer leistungsfähigere Prozessoren
und verfügen über neuartige Eingabemethoden, wie z.B. Multi-Touch-Displays oder Be-
schleunigungssensoren. Ihre Verwendung als Musikinstrument wird dadurch immer in-
teressanter. Hier sind jedochMethoden erforderlich, musikalische Parameter auf engstem
Raum (z.B. einem 3,5-Zoll-Display) zu organisieren und kontrollierbar zu machen. Eine
Möglichkeit in diese Richtung ist der Tonraum. Der Tonraum ist eine in der Musiktheorie
schon sehr lange verwendete Möglichkeit, Töne bzw. Tonfrequenzen geometrisch so zu
organisieren, dass bestimmte musiktheoretische oder auch wahrnehmungspsychologi-
sche Eigenschaften klar aus der geometrischen Position der Töne hervorgehen. Ein sehr
bekannter Tonraum ist der Quintenzirkel, welcher wichtige Verwandtschaftseigenschaf-
ten von Akkorden und Tonarten geometrisch repräsentiert. Der Begriﬀ des Tonraumes
wird schnell klar, wenn man ihn mit dem Farbraum, wie z.B. dem RGB-Raum, vergleicht.
Dieser organisiert Farben entlang der Dimensionen rot, grün und blau. Wenn wir jedoch
eine Menge von Personen bitten würden, Farben zu vergleichen, und die gewonnenen
Ergebnisse anschließend mit Hilfe von Multidimensional Scaling analysieren würden, so
käme heraus, dass Menschen Farben nicht entlang der Dimensionen R, G und B, son-
dern in den Dimensionen Sättigung, Helligkeit und Farbton wahrnehmen, was in einen
anderen Farbraum, den HSV-Raum4, mündet. Ein solcher Raum ist deutlich intuitiver,
denn er ermöglicht es, Farben in einer an der Wahrnehmung orientierten Weise zu ver-





Stand März 2008, Zahlen beziehen sich auf die PAL-Territorien)
4 HSV = Hue, Saturation, Value
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Farben Töne räumlich so organisiert, dass sich entlang der jeweiligen Raumdimensionen
bestimmte Wahrnehmungsparameter widerspiegeln. Je besser ein Tonraum organisiert
ist, desto erfolgreicher können folgende Aufgaben gelöst werden:
• Vergleich von musikalischen Tönen, Akkorden, Musikstücken oder Sammlungen:
Musikalische Strukturen, welche wahrnehmungsmäßig ähnlich sind, belegen be-
nachbarte Regionen imTonraum. Tonräume können damit helfen,musikalischeDa-
tenbestände zu organisieren, gezielter darauf zuzugreifen und einfacher zu durch-
suchen.
• Vorhersage der zeitlichen und spektralen Gruppierung von Tönen: Damit ist die
tonale Verschmelzung von Klängen ebenso gemeint wie die Formierung von Me-
lodien und Akkorden. Diese Eigenschaft von Tonräumen kann für die Entwick-
lung neuartiger Musikinstrumente oder elektronischer Spiele ausgenutzt werden.
Töne, die gut zueinander passen, liegen im Tonraum benachbart. Töne, die nicht
miteinander gespielt werden sollen, liegen entfernt. Dadurch können potentielle
Bedienfehler beim Spiel eines entsprechenden Instrumentes reduziert werden, und
es wird möglich, kleinere Instrumente zu entwickeln. Dies ist Voraussetzung für die
Weiterentwicklung mobiler Endgeräte, wie z.B. Mobiltelefone oder Kleincomputer,
zu Musikinstrumenten.
• Bereitstellen einer Verbindung zwischen musikalischer Struktur und musikpsy-
chologischer Wahrnehmung: Dazu können Emotionen, Assoziationen und auch
visuelle Analogien gehören. Auf der Basis von Tonräumen ist es möglich, die mu-
sikpsychologische Wirkung von Tonkombinationen vorherzusagen und auf der
Grundlage dieser Informationen wiederum Musikstücke zu vergleichen oder auch
Werkzeuge anzubieten, um Musik eines bestimmten Charakters zu erzeugen.
Die Ziele dieser Arbeit bestehen deshalb darin,
1. geeignete Tonraummodelle auszuwählen bzw. zu entwerfen,
2. Werkzeuge zu schaﬀen, welche es ermöglichen, Musiksignale auf Basis von Ton-
räumen zu erzeugen und
3. Verfahren zu entwickeln, welche Musiksignale mit Hilfe von Tonräumen analysie-
ren.
Während sich der letzte Punkt (Analyse) in der Entwicklung einer leistungsfähigen
Tonart- und Akkorderkennung manifestieren wird, hat der zweite Punkt (Synthese) die
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Entwicklung eines neuartigen aufTonräumenbasierten Instrumentenkonzeptes zumZiel.
Die hier entwickelten Techniken können in vielen Bereichen Anwendung ﬁnden, darun-
ter dem Vergleich und der Suche von Musikstücken, der Identiﬁkation von Cover-Songs,
der automatisierten Transkription von Musikstücken, der Entwicklung von inhaltsmerk-
malbasierten Kreativwerkzeugen oder auch der Entwicklung neuartiger elektronischer
Musikspiele, darunter Logik-, Reaktions- und Geschicklichkeitsspiele.
Insgesamt erhoﬀen sichdieAutorendurchdie vorliegendeArbeit nicht nurdieGrundlage
für bessere Musikvergleichs- bzw. -suchverfahren zu legen, sondern auch Voraussetzun-
gen zu schaﬀen, um aktives Musizieren einer deutlich größeren Anzahl von Menschen zu
ermöglichen. Während es den meisten Menschen leicht fällt, Musik in wichtigen Grund-
aussagen zu verstehen, die darin verborgenen Emotionen zu erfassen, Spannung und
Entspannung, Konsonanz und Dissonanz zu erleben, ist es nur sehr wenigen Menschen
gegeben, eigene musikalische Ideen in die Realität umzusetzen. Gerade dieses eigene
Musizieren fördert die Entwicklung sowohl der so wichtigen kommunikativen als auch
geistig-logischen Fähigkeiten [74], [141]. Der Tonraum und die damit verbundenen Ent-
wicklungen sollen ein wichtiger Schritt zur Förderung von musikalischer Kreativität sein.
1.2 Gliederung
• In Kapitel 2 werden zunächst die zum Verständnis von geometrischen Tonalitäts-
modellen erforderlichen Grundlagen eingeführt. Neben musikalisch-musiktheore-
tischen und psychoakustischen Grundlagen von Tönen, Intervallen, Akkorden und
Tonleitern spielen auch wahrnehmungspsychologische Aspekte der Tonalität eine
Rolle.
• Kapitel 3 stellt existierende Tonraummodelle vor, angefangen bei Modellen der
Generalbasszeit des 17. und 18. Jahrhunderts bis hin zu Modellen der Gegenwart.
Neben der Darstellung der Modelleigenschaften spielt die Bewertung der Modelle
hinsichtlich einer möglichen Einsetzbarkeit in der Audioanalyse und -synthese eine
wichtige Rolle.
• In Kapitel 4 wird das Symmetriemodell als ein neuartiges geometrisches Tonali-
tätsmodell eingeführt. Das Symmetriemodell integriert eine Reihe von unabhängig
existierenden Tonraummodellen in ein einheitliches Framework und zeigt einen
Weg, den Zusammenhang unterschiedlicher hierarchischer Ebenen von Tonalität
mathematisch sehr eﬀektiv zu beschreiben. Mit der Einführung des Summenvek-
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tors im kreisförmigen Tonraum wird darüber hinaus eine Möglichkeit aufgezeigt,
kreisförmige Tonräume zur Analyse von Audiosignalen einzusetzen.
• Das Ziel von Kapitel 5 besteht darin, wichtige musiktheoretische Grundelemente in
das Symmetriemodell einzuordnen. Neben der Repräsentation funktionstheoreti-
scher Eigenschaften von Tönen und Akkorden werden auch erweiterte Aspekte wie
Alteration, tonale Stabilität oder Leit- und Strebefähigkeit von Tönen behandelt.
• Viele musiktheoretische Eigenschaften von Tönen lassen sich in Tonräumen und
besonders im Symmetriemodell sehr einfach und klar repräsentieren. Damit ist es
auch möglich, bestimmte musikalische Ton- und Akkordkombinationen durch An-
wendung von Tonräumen zu erzeugen. In Kapitel 6 werden deshalb Möglichkeiten
zur Auralisierung von Tonräumen aufgezeigt. Mit dem HarmonyPad wird darüber
hinaus ein neuartiges tonraumbasiertes Musikinstrument vorgestellt, welches auf
dem Symmetriemodell basiert und die in den vorherigen Kapiteln entwickelten
Grundlagen praktisch anwendet.
• In Kapitel 7 werden die Grundlagen der Musikanalyse erläutert. Das Musiksignal
wird im Frontend in eine geeignete Repräsentation (Reihe von Merkmalsvektoren)
umgewandelt, im ersten Schritt in den Chromavektor. Dieser wird entweder direkt
verwendet oder in ein anderes Tonraummodell überführt. Ein Erkennungsalgorith-
mus nutzt anschließend die Merkmalsvektoren, um die eigentliche Musikanalyse
durchzuführen.
• Das Kapitel 8 gibt zunächst einen allgemeinen Überblick über maschinelles Lernen
(Analysealgorithmen). Anschließend werden die in dieser Arbeit verwendeten ma-
schinellen Lernverfahren gegenübergestellt und diskutiert. Dabei wird ein für die
Musikanalyse neues Verfahren eingeführt, das Hidden Markov Models und K Nearest
Neighbours in einem Verfahren verbindet.
• Um die hier neu vorgestellten Ansätze vergleichen und einordnen zu können, wird
in Kapitel 9 ein umfassender Überblick zum Stand der Technik in der Tonarter-
kennung und Akkorderkennung gegeben. Die Tonarterkennung unterteilt sich in
die Analyse von Partituren (symbolisches Audio) und echten Audiosignalen (reales
Audio). Bei der Analyse von realem Audio werden Tonartproﬁle von Krumhansl
und Temperley eingesetzt. Zur Akkorderkennung werden hauptsächlich Hidden
Markov Models verwendet.
• In Kapitel 10 werden die theoretischen Überlegungen zum Symmetriemodell mit
echtenAudiosignalenbelegt. Eswerden aufgezeichneteTöne, Intervalle undAkkor-
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de im Symmetriemodell geometrisch eingeordnet und analysiert. Darüber hinaus
werden drei bekannte Kompositionen, das „C-Dur Präludium“ von J. S. Bach, „Für
Elise“ von L. v. Beethoven und „Eine kleine Nachtmusik“ von W. A. Mozart, im
Symmetriemodell dargestellt und bewertet.
• Das Kapitel 11 stellt zwei Ansätze zur Tonarterkennung vor, die beide mit den
Merkmalsvektoren des Symmetriemodells arbeiten. Der erste Ansatz erkennt Dur-
und Molltonarten. Dies entspricht dem Stand der Technik. Der zweite Ansatz ist
in der Lage, Kirchentonarten zu erkennen. Für die Evaluierung wird ein neuer
Bewertungsmaßstab eingeführt.
• Im abschließenden Kapitel 12 werden der Chromavektor, der 6D-Vektor von Har-
te, Sandler und Gasser und der Merkmalsvektor des Symmetriemodells mit den
drei Maschinenlernverfahren Hidden Markov Models (HMM), K Nearest Neighbours
(KNN) und dem neuen Verfahren, das HMM und KNN in einem Algorithmus
vereint, kombiniert und für die Akkorderkennung verwendet. Es wird untersucht,
welcher Merkmalsvektor in Verbindung mit welchem Maschinenlernverfahren für
die Akkorderkennung am besten geeignet ist.
• Kapitel 13 fasst die wichtigsten Ergebnisse zusammen und gibt einen Ausblick, wie
die hier erfolgten Arbeiten weitergeführt werden können.
7Kapitel 2
Grundlagen der Tonalität
Die Aufgabe von geometrischen Tonräumen besteht darin, die Beziehungen von Tö-
nen innerhalb von Musikstücken verständlich darzustellen, zu beschreiben und damit
auch analysierbar zu machen. Das Ziel des vorliegenden Grundlagenkapitels besteht
deshalb darin, die wichtigsten Beziehungen zwischen Tönen aufzuzeigen und in einen
psychoakustischen undwahrnehmungspsychologischen Zusammenhang zu stellen. Die-
se Grundlagen stellen eine Basis dar, mit deren Hilfe die in Kapitel 3 beschriebenen Ton-
räume eingeordnet und bewertet werden können. Der Aufbau des Grundlagenkapitels
ist wie folgt: Wir werden zunächst kurz auf den Begriﬀ der „Tonalität“ eingehen, an-
schließend einen Überblick über das auditorische System des Menschen geben und dann
die Grundlagen zur Wahrnehmung von Einzeltönen, Intervallen, Akkorden und Tonar-
ten behandeln. Großen Einﬂuss auf die Wahrnehmung dieser Elemente hat der tonale
Kontext, welcher Gegenstand des abschließenden Kapitels 2.7 ist.
2.1 Tonalität
Ein Musiksignal ist im Grunde genommen eine Aufeinanderfolge und Überlagerung
von musikalischen Ereignissen. Diese Ereignisse stehen in ganz bestimmten Beziehun-
gen zueinander und diese Beziehungen wiederum können auf verschiedenen Ebenen
beschrieben werden. Eine wichtige Ebene hierbei ist der Rhythmus, welcher die zeitlichen
Beziehungen zwischen musikalischen Ereignissen eines Musikstückes beschreibt. Eine
weitere Ebene ist die Klangfarbe, welche das Frequenzspektrum und den zeitlichen Am-
plitudenverlauf der musikalischen Ereignisse zusammenfasst. Und die dritte Ebene ist
die Tonalität, welche auch den Hauptgegenstand der vorliegenden Arbeit darstellt. Die
Tonalität ist nach Piston als die „organisierte Beziehung von Tönen in Musik“ deﬁniert
[125]. Diese Beziehungen ergeben sich zum einen aus zeitlichen und zum anderen aus
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tonhöhenmäßigen Relationen zwischen Tönen. Tonalität wiederum kann in die beiden
Komponenten Harmonie, das ist der gleichzeitige oder aufeinanderfolgende Zusammen-
klang mehrerer Töne, und die Komponente melodische Kontur, das ist der im Großen und
Ganzen wahrgenommene Tonhöhenverlauf eines Musikstückes, zerlegt werden. In der
Musikgeschichte haben sich ganz unterschiedliche historisch und kulturell bedingte To-
nalitätssysteme herausgebildet. Die vorliegende Arbeit konzentriert sich jedoch auf die
Entwicklung von Modellen für eine spezielle Form der Tonalität, das ist die Dur-Moll-
Tonalität, wie sie zwischen 1600 und 1900 entwickelt wurde [83, S. 3]. Diese spezielle Form
der Tonalität – imFolgenden auch als „abendländischeTonalität“ bezeichnet – ist ein guter
Ausgangspunkt für die Entwicklung von Tonraumsystemen. Denn sie stellt nach wie vor
die Grundlage eines sehr großenAnteils aktuellerMusik dar. DesWeiterenweist sie einen
starken psychophysikalischen Bezug auf. 1 Damit ist vor allem gemeint, dass das abend-
ländische Tonsystem zum einen am physikalischen Aufbau und der psychoakustischen
Wirkung von Klängen2 orientiert ist und sich zum anderen in seiner starken Hierarchisie-
rung (vgl. [81]) an der Art und Weise der vermuteten neuronalen Tonsignalverarbeitung
ausrichtet (vgl. [33]). Sie steht damit in einem Kontrast zur Atonalität, die hauptsächlich
mit mathematisch-mengentheoretischen Verhältnissen von Tönen arbeitet [45]. Unter der
Annahme, dass sowohl tonale als auch atonale Musik durch ähnliche oder gleiche ko-
gnitive Mechanismen verarbeitet werden, ist zu erwarten, dass viele Gesetze, die im
Zusammenhang mit der Dur-Moll-Tonalität modelliert werden, auch auf die Klassiﬁka-
tion atonaler Musik oder anderer Tonalitätssysteme übertragen bzw. erweitert werden
können.3 Dies ist jedoch nicht Gegenstand der vorliegenden Arbeit und soll deshalb an
dieser Stelle nur als Ausblick stehen. Bevor wir im nächsten Kapitel zum auditorischen
System des Menschen übergehen, sollen an dieser Stelle die wichtigsten Eigenschaften
des abendländischen Tonsystems zusammengefasst werden:
• Sonanz: Hohe „Tonhaftigkeit“ und der Grad der Abwesenheit von Störungen, d.h.
die Abwesenheit von Fluktuationen, Rauheiten und Schärfen [42] sind ein wesent-
licher Bestandteil der abendländischen Tonalität [159].
1 Dies lässt sich z.B. an demGewicht erkennen, welches Autoren grundlegenderHarmonielehrebücher der Be-
trachtung vonphysikalischen Schwingungen, Schwingungsverhältnissen undObertönen sowie psychoakus-
tischen Wahrnehmungsparametern wie Rauheit, Konsonanz und Dissonanz zumessen.
2 Dazu gehören z.B. die Rauheit, die Schärfe, die Klanghaftigkeit und auch die Ähnlichkeit von Klängen (z.B.
Oktav- und Quintähnlichkeit) [159].
3 Grund für diese Annahme liefert zum Beispiel Tuire Kuusi [87], die gezeigt hat, dass auch die Wahrnehmung
atonaler Tonkombinationen stark durch psychoakustische Parameter wie sensorische Dissonanz geprägt ist.
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• Tonverwandtschaft: Töne mit ähnlichen Obertonfrequenzen4, aber auch Akkorde mit
gemeinsamen Tönen werden als verwandt betrachtet und treten oft zeitlich sehr
dicht beieinander auf [159].
• Grundtonbezogenheit: Tonkombinationen werden vom Gehör auf die Existenz eines
virtuellen Grundtones analysiert. Das abendländische Tonsystem arbeitet viel mit
Klängen, die einen virtuellen Grundton erzeugen [159]. Der Verwandtschaftsgrad
von Akkorden wird dadurch auch durch die Tonverwandtschaft der zugehörigen
virtuellen Grundtöne bedingt /item Hierarchisierung: Die Wahrnehmung von Tönen
erfolgt in Bezug auf einen zentralen Ton oder Akkord, der als Tonika bezeichnet
wird. Die Tonika ist eine Art tonaler Referenzpunkt, auf den eine musikalische
Passage ausgerichtet ist [81, S. 348]. Die Art der Hierarchie hängt vor allem von der
gewählten Tonart ab.
• Stabilität: Je nach Ausprägung der zu einem Zeitpunkt etablierten Tonhierarchie
kann jedem Ton eine Stabilität zugeordnet werden. Diese hängt von der Position
des jeweiligen Tones in der tonalen Hierarchie ab und kann über die Zeitdauer
eines Stückes variieren. Praktisch hängt die Stabilität der Töne von der Auftritts-
wahrscheinlichkeit und Länge sowie der metrischen Position der Töne ab [82].
Näheres dazu ist in Abschnitt 2.7.1 beschrieben.
2.2 Das auditorische System des Menschen
Das auditorische System des Menschen besteht aus der auditorischen Peripherie, das ist
das Außen-, Mittel- und Innenohr, sowie dem zentralen Nervensystem. Das Außenohr
ﬁltert den empfangenen Schall richtungsbezogen und leitet diesen an das Trommelfell
weiter. Das Mittelohr gibt den empfangenen Schall über die Gehörknöchelchen an das
Innenohr weiter, wo die mechanischen Schwingungen in der Cochlea frequenzabhän-
gig in neuronale Nervenaktionspotentiale umgewandelt und an die angeschlossenen
Hörnervenfasern weitergegeben werden. Dadurch kommt es zu einer Kette neuronaler
Erregungen längs der zentralen Hörbahn bis zum auditorischen Kortex [66]. Im Bereich
der auditorischen Peripherie ist für die Wahrnehmung von Tonalität vor allem die Coch-
lea von Bedeutung. Diese zerlegt ein Schallsignal in einzelne Frequenzkomponenten.
Bedingt durch den physiologischen Aufbau gelingt dies jedoch nur zu einem gewis-
sen Grad. Sind z.B. die Frequenzen zweier gleichzeitig erklingender Sinustöne zu dicht
4 Das sind vor allem oktav-, quint- und terzverwandte Töne.
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beieinander, ist der Mensch nicht in der Lage, zwei unabhängige Sinustöne wahrzuneh-
men, sondern er nimmt einen stark schwebenden oder durch Rauheiten geprägten Ton
wahr. Ein Frequenzabschnitt, innerhalb dessen die Intensitäten zweier Sinustöne zu einer
Gesamtintensität zusammengefasst werden und somit gemeinsam früher überschwellig
werden als die Einzelsignale, wird als Frequenzgruppe bezeichnet [42], die spektrale Aus-
dehnung einer Frequenzgruppe als Frequenzgruppenbreite. In Abschnitt 2.4 wird gezeigt,
dass die Frequenzgruppenbreite in einem engen Zusammenhang mit der Wahrnehmung
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Abbildung 2.1 – Neurokognitives Modell der Musikwahrnehmung [79].
Die Wahrnehmung von Musik geht weit über Vorgänge im Innenohr hinaus. Entschei-
dene Verarbeitungsschritte erfolgen erst im menschlichen Gehirn. Eine tiefer gehende
Betrachtung der menschlichen Musikwahrnehmung erfordert deshalb einen Blick auf
die neuronale Verarbeitung von Musik. Ein solcher ist mit Abbildung 2.1 gegeben [79].
Bevor auf die einzelnen Blöcke des Modells eingegangen wird, sollen zunächst wichtige
Hintergrundinformationen zu Kölschs Modell gegeben werden:
• Die Zeitangaben in den einzelnen Blöcken (10-100ms, 100-200ms etc.) bezeichnen
den zeitlichen Abstand zwischen dem Auftreten eines musikalischen Ereignisses
und einer zugehörigen Aktivitätsreaktion des Gehirns. Letztere wird z.B. mit Hilfe
eines Elektroenzephalogramms (EEGs) gemessenund als ereigniskorreliertes Potential
(EKP) bezeichnet.
• So bezeichnet z.B. die Abkürzung N400 in [79] ein EKP, das durch ein negatives
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Potential (N) gekennzeichnet ist und 400ms nach einem bestimmten musikalischen
Ereignis auftritt. DieAbkürzungP600 bezeichnet ein EKP, das ein positives Potential
(P) aufweist und 600ms nach einem musikalischen Ereignis auftritt.
• Die Abkürzungen MMN, ERAN/RATN und LPC bezeichnen besonders typische
und häuﬁg verwendete EKPs. Bei der MMN (Mismatch Negativity) handelt es sich
um ein EKP, das ca. 150 bis 200ms nach Veränderung eines bestehenden Wahrneh-
mungsstimulus hinsichtlich Frequenz, Dauer, Ort oder Intensität auftritt.
• Bei der ERAN (Early Right Anterior Negativity) handelt es sich um ein EKP, das
ca. 180 bis 200ms in Experimenten mit isochronen, sich wiederholenden Stimulis
gemessen werden kann [79]. Dies ist z.B. dann der Fall, wenn musiksyntaktisch
irreguläre Akkorde auftreten [89].
• Das RATN (Right Anterior-Temporal Negativity) kann z.B. in Experimenten gemes-
sen werden, in welchen das „Auftreten irregulärer Akkorde unvorhersagbar“ ist
[79]. Die RATN ist durch eine größere Latenz sowie zeitliche Verteilung gekenn-
zeichnet.
• Die LPC (Late Positive Component) bzw. P600 tritt ca. 600ms nach einem musika-
lischen Ereignis auf und „reﬂektiert die strukturelle Integration“ ... „einer regelba-
sierten sequentiellen Information“ [90].
Nachdem wichtige Abkürzungen aus Abbildung 2.1 erläutert wurden, soll nun auf die
einzelnen Blöcke des Modells eingegangen werden: Die über die Hörnervenfasern über-
tragenen Aktivitätssignale werden zunächst vom auditorischen Gehirnstamm (Auditory
Brainstem) und dem Thalamus empfangen und bereits auf verschiedene grundlegende
Eigenschaften wie Tonhöhe, Klangfarbe, Rauheit, Intensität oder interaurale Diﬀerenzen
analysiert. Dies erfolgt in einem Zeitraum von 10-100ms. Ziel hierbei ist z.B. die möglichst
frühe Ermittlung auditorischer Gefahrensignale. Die ermittelten Informationen werden
an das auditorische Gedächtnis (Auditory Sensory Memory) weitergegeben, wo ein Ab-
gleich erfolgt und bei dem es im Fall von neuen Geräuschen nach ca. 100 bis 200ms
zum Auftreten einer Mismatch Negativity (MMN) kommt. Nach Ermittlung grundle-
gender psychoakustischer Eigenschaften wird das Musiksignal einer „Gestaltformation“
unterzogen, d.h. anhand von Kriterien wie Ähnlichkeit, zeitlicher Nähe und Kontinuität
gruppiert bzw. in getrennte Ströme zerlegt [14] und anschließend auf Akkorde und Melo-
dien untersucht („Analysis of Intervals“). Die Aufgabe des Moduls „Structure Building“
besteht in der Identiﬁkation syntaktischer Strukturen, ähnlich wie es bei Sprachsignalen
der Fall ist. Die so ermittelten Informationen erlauben wiederum dem Modul „Structural
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Reanalysis and Repair“ stark gestörte Signale zu reparieren bzw. zu vervollständigen.
Der Block „Vitalization“ sorgt für die Auslösung von Emotionen oder anderen vitalen
Reaktionen. Das Modul „(Premotor) Action“ schließlich ist für die Planung und Umset-
zung musikbezogener körperlicher Bewegungen – wie z.B. Mitwippen – da. Alle bisher
beschriebenen Blöcke sind mit den Modulen „Meaning“ und „Emotionen“ verbunden,
welche für die Verknüpfung der auditorischen Informationen mit bedeutungsbehafteten
Begriﬀen wie z.B. „hell“ oder „rauh“ sowie für die Ausgabe von Emotionen sorgen.
2.3 Einzeltöne
Die in der realen Musik vorkommenden Töne werden als komplexe Töne bezeichnet. Ihre
Signalform weicht deutlich von einfachen sinusförmigen Tönen ab und kann durch eine
Überlagerung einer endlichen Zahl von sinusförmigen Teiltönen, auch als Obertöne oder
Harmonische bezeichnet, beschrieben werden [159].5 Für die Analyse der Tonalität aus
Audiosignalen haben die folgenden Eigenschaften von Einzeltönen Bedeutung.
2.3.1 Das Obertonspektrum
Anzahl, Frequenz und Energie der Obertöne eines Klanges haben großen Einﬂuss auf
die Klangfarbe, welche zur Bestimmung der Tonalität von Musikstücken jedoch von un-
tergeordneter Bedeutung ist. Trotzdem hat das Obertonspektrum eine große Bedeutung
für das abendländische Tonsystem. William Sethares [149] zeigte, dass die in bestimm-
ten Kulturen vorhandenen Tonsysteme und Skalen auf Basis der Obertonspektren der
verwendeten Musikinstrumente erklärt werden können. Ursache hierfür sind vor allem
klangfarbenbedingte Unterschiede in den Intervalldissonanzen (Abschnitt 2.4.2). Dies
wird im Zusammenhang mit Intervalldissonanzen (Abschnitt 2.4) und der Herleitung
der Diatonik (Abschnitt 2.6.1) noch einmal aufgegriﬀen.
2.3.2 Tonhöhe
Die Tonhöhe ist vor allem für dieAnalyse dermelodischenKontur bzw. für die Separation
polyphoner Musiksignale in Einzelstimmen von Bedeutung. Die Tonhöhe von komple-
xen Tönen ist aufgrund der Überlagerung vieler Teiltöne nicht eindeutig bestimmbar und
5 Die komplexen Töne teilen sich in die Gruppen harmonische komplexe Töne, angenähert harmonische
komplexe und geringharmonische Töne ein, wobei sich diese Kategorien auf den Grad der Abweichung der
Teiltonfrequenzen von den ganzzahlig Vielfachen der Grundfrequenzen bezieht.
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muss durch Einbezug des gesamten Spektrums rekonstruiert werden6. Durch einen Mus-
tervervollständigungsprozess ist das auditorische System des Menschen darüber hinaus
in der Lage, die fehlenden Grundfrequenzen in unvollständigen Spektralmustern zu re-
konstruieren und wahrnehmbar zu machen. Solche nicht im Signal vorhandenen, aber
wahrnehmbaren Grundfrequenzen werden als virtuelle Grundtöne bezeichnet [159].
2.3.3 Oktavähnlichkeit, Tonigkeit und Oktavlage
Klänge, deren Grundfrequenzen im Abstand einer oder mehrerer Oktaven ( f2 = f12n)
sind, werden als sehr ähnlich wahrgenommen. Man spricht hier auch von Oktaväquiva-
lenz. Diese Ähnlichkeit kann sowohl durch das einfache Frequenzverhältnis der beiden
Klänge als auch auf Basis der übereinstimmenden Obertonspektren erklärt werden. Ok-
tavverwandte Klänge besitzen dadurch auch einen sehr hohen Verschmelzungsgrad [155].
Die Gemeinsamkeit zweier oktavähnlicher Töne wird als Tonigkeit bezeichnet. So besitzen
alle Töne mit den Frequenzen f0 ∗ 2n die gleiche Tonigkeit, aber unterschiedliche Oktav-
lagen. Die Tonigkeit ist besonders für die Analyse der Harmonie von Bedeutung. Hier
spielt die Oktavlage von Klängen nur eine untergeordnete Rolle. Interessant in diesem
Zusammenhang sind Ergebnisse von J.D. Warren [165], der zeigte, dass Tonigkeit und
Oktavlage in unterschiedlichen Gehirnregionen verarbeitet werden. Abbildung 2.2a zeigt
ein Modell von Wilhelm Moritz Drobisch [38], das den Zusammenhang zwischen Tonig-
keit und Oktavlage geometrisch veranschaulicht.7 Bei der Analyse von Audiosignalen
ﬁndet sich die Bedeutung der Tonigkeit in der Verwendung von Chromavektoren wieder.
2.3.4 Quintähnlichkeit und Quintverwandtschaft
Klänge, deren Tonigkeiten im Abstand einer Quinte ( f2 = f1 32 ∗ 2n) stehen, werden als
quintverwandt bezeichnet. Wie bei oktavähnlichen Klängen stehen die Grundfrequenzen
quintverwandter Klänge in einfachen Frequenzverhältnissen 32 . Auch fallen die Ober-
tonspektren von quintverwandten Klängen weitgehend zusammen, was zu einer hohen
sensorischen Konsonanz führt. Darüber hinaus tragen quintverwandte Klänge häuﬁg zur
Ausbildung virtueller Grundtöne bei [159]. Abbildung 2.2b zeigt eine Erweiterung von
Drobischs Geometriemodell, bei dem Roger Shepard [152] das Modell um zwei zusätz-
liche die Quintähnlichkeit repräsentierende Dimensionen ergänzt. Zusammenfassungen
6 Um dieses Problem zu lösen, führt Ernst Terhardt [159] den Begriﬀ der Spektraltonhöhen ein. Spektraltonhö-
hen sind alle Tonhöhen, die in einem Klang theoretisch wahrgenommen werden können. Spektraltonhöhen
wiederum werden zu virtuellen Tonhöhen kombiniert.
7 Drobischs Modell ist die Grundlage für den in Abschnitt 4.3.4 vorgeschlagenen Tonigkeits-Tonhöhenraum.
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und weitere Informationen zu Shepards Modell können z.B. in [80, S. 347] oder [81]
gefunden werden.
















































































Abbildung 2.2 – (a) Drobischs geometrisches Modell zur Veranschaulichung der Begriﬀe
Tonigkeit undOktavlage: Der in der XY-Ebene dargestellte Kreis repräsentiert die Zirkularität
der Tonigkeit, die Z-Achse die Tonhöhe. (b), (c), (d) Roger Shepard erweiterte Drobischs
Modell um zwei weitere Dimensionen, welche die Quintverwandtschaft von Tonigkeiten
repräsentieren sollen (aus [152]).
2.3.5 Identiﬁkation bzw. Benennung von Tönen und Tonigkeiten
Die Identiﬁkation von Tönen erfolgt in dieser Arbeit durch Verwendung eines Halb-
tonindexes n und durch Verwendung von Tonigkeitsnamen. Eine temperierte Stimmung
(Abschnitt 2.6.3) vorausgesetzt ergibt sich der Halbtonindex nc eines Tones mit der Fre-
quenz f mit nc = 12*ld(f/16,35Hz). Die Referenzfrequenz 16,35Hz ist die Frequenz des
Subkontra-Cs [159, S. 204], welches dadurch den Halbtonindex n = 0 erhält. Dadurch
ergibt sich die in Tabelle 2.1 dargestellte Zuordnung von Halbtonindizes nc zu Tonig-
keitsnamen8 TN (NN). Weitere Details zur Namensgebung und Indexzuordnung können
z.B. in [112] oder [84] gefunden werden.
8 Wir beschränkenuns indieserArbeit auf dieAngabe vonTonigkeitsnamen.DieMusiktheorie vergibt darüber
hinaus noch unterschiedliche Namen für die unterschiedlichen Oktavlagen einer Tonigkeit (z.B. Großes C,
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nc 0 1 2 3 4 5 6 7 8 9 10 11 12 13 . . .
TN c cis/des d dis/es e f ﬁs/ges g gis/as a ais/b h c cis/des . . .
Tabelle 2.1 – Identiﬁkation von Tönen in Form von Tonindizes nc und Tonigkeitsnamen
0 ... 12 ... 24 ... 36 ... 48 ... 60 ... 72 ... 84 ... 96 ... 108 ...
C2 C1 C c c‘ c2 c3 c4 c5 c6





















Abbildung 2.3 – “Die chromatische Tonskala der abendländischen Musik und die Arten
der Tonbezeichnung. Obere Reihe: Tonindex. Unter dem Manual: Europäisch traditionelle
Tonbezeichnung. Unterste Reihe: Bevorzugte internationale Tonbezeichnung“ [159, S. 202]
2.4 Intervalle
Die zeitlich sequentielle oder simultane Kombination aus zwei Tönen wird als Intervall
bezeichnet.
2.4.1 Identiﬁkation bzw. Benennung von Intervallen
Die Identiﬁkation von Intervallen erfolgt über Frequenzverhältnisse, Intervallbezeich-
nungen und Halbtonabstände. Das Frequenzverhältnis FV zweier Töne ergibt sich mit
FV = f2/ f1. Dabei ist f1 die Grundfrequenz des ersten und f2 die Grundfrequenz des
zweiten Tones. Der Halbtonabstand HTA ergibt sich mit HTA = |nc2 − nc1 |, wobei nc2 der
Halbtonindex des ersten und nc1 derHalbtonindex des zweiten Tones ist (Abschnitt 2.3.5).
Die Zuordnung von Intervallbezeichnungen9 zu Frequenzverhältnissen10 und Halbtonab-
ständen ist in Tabelle 2.2 dargestellt [112].
Bei der Verwendung von Intervallbezeichnungen ist im Zusammenhang mit chroma-
kleines C, eingestrichenes C usw.).
9 In der musiktheoretischen Literatur [84, S. 5] wird über die in Tabelle 2.2 angegebenen Intervalle hinaus
noch zwischen übermäßigen und verminderten Intervallen unterschieden. Das wichtigste Beispiel hier ist
der Tritonus, welcher als übermäßige Quarte oder als verminderte Quinte gedeutet wird.
10 Bei den angegebenen Frequenzverhältnissen handelt es sich um Annäherungen. Die tatsächlichen Frequenz-
verhältnisse hängen von der jeweiligen Instrumentenstimmung ab (Abschnitt 2.6.3). Auf eine Angabe der
Frequenzverhältnisse für die kleine und große Sekunde sowie den Tritonus wurde verzichtet, da die zugrun-
deliegenden Frequenzverhältnisse in der Praxis sich aus den eingestimmten Frequenzen der restlichen Töne
ergeben.







































































































HTA 0 1 2 3 4 5 6 7 8 9 10 11 12
FV 1:1 6:5 5:4 4:3 3:2 8:5 5:3 16:9 15/8 2:1
Tabelle 2.2 – Zuordnung von Halbtonabständen HTA, Frequenzverhältnissen FV und Inter-
vallbezeichnungen IVB
vektorbasierter Audioanalyse (siehe Abschnitt 7.2) zu beachten, dass hier nicht zwischen
sogenanntenKomplementärintervallen [84, S. 7], [112] unterschiedenwerdenkann.Komple-
mentärintervalle sind Intervalle, die sich gegenseitig zur Oktave ergänzen. Dazu gehören
z.B. Quarte und Quinte, große Terz und kleine Sexte. Ursache hierfür ist die Tatsache,
dass der Chromavektor Tonigkeiten repräsentiert und damit keine Tonhöheninformati-
on bereithält. Es ist damit z.B. keine Unterscheidung zwischen der Quinte c-g oder der
Quarte g-c möglich.
2.4.2 Intervallkonsonanz und -dissonanz
Die Wahrnehmung von Intervallen ist hauptsächlich durch Konsonanzen bzw. Dissonan-
zen gekennzeichnet. Verschiedene Maße der Intervallkonsonanz wurden von Euler [41]
(Einfachheit der Frequenzverhältnisse), Helmholtz [67] (Rauheit), Stumpf [155] (Tonver-
schmelzung), Malmberg11 [106], Plomp und Levelt [126], Hutchinson und Knopoﬀ [70]
(Frequenzgruppenbreite), Kameoka und Kuriyagawa [76] (Dissonanzwerte für komplexe
Töne mit unterschiedlich vielen Obertönen), Terhardt [159] (Eindeutigkeit des virtuellen
Grundtones als Konsonanzmaß), Sethares [149] und weiteren erstellt und ausführlich
diskutiert (z.B. [82, S. 55ﬀ], [149], [27]). Insgesamt kann nach heutigem Erkenntnisstand
gesagt werden, dass die Wahrnehmung von Intervallen in einem engen Zusammenhang
mit der cochlearen Frequenzgruppenbreite steht (Abschnitt 2.2, Abbildungen 2.4a, 2.4b
und 2.4c). Die besondere Bedeutung der musikalisch sehr bedeutsamen Intervalle (Quin-
te, Quarte, Terz und Sexte) kann zum einen physiologisch dahingehend erklärt werden,
dass obertonreichen Klänge in diesen Intervallen eine sehr geringe Dissonanz aufweisen
(Abbildung 2.4). Zum anderen gibt es neurophysiologische Erklärungen, die besagen,
11 Malmberg untersuchte die Wahrnehmung von Intervallen mit musikalisch trainierten Personen.
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dass Intervalle mit einfachen Frequenzverhältnissen neuronale Feuermuster mit eben-
falls einfachen Frequenzverhältnissen erzeugen (siehe [82, S. 52]). Die kognitive Last bei
der Wahrnehmung von Intervallen mit einfachen Frequenzverhältnissen könnte dadurch
geringer sein, als die anderer.
(a) Die wahrgenommene Konsonanz von
Intervallen aus sinusförmigen Tönen (aus
[109])
(b) Frequenzgruppenbreite und Intervall-
konsonanz (aus [124])
(c) Frequenzgruppenbreite und das Intervall
der kleinen Terz (aus [124])
(d) Sensorische Konsonanz von Intervallen
aus komplexen Tönen mit sechs Obertönen
(aus [124])
Abbildung 2.4 – Zusammenhang zwischen wahrgenommener Intervallkonsonanz und Fre-
quenzgruppenbreite
2.4.3 Grenzen der Intervallkonsonanz zur Erklärung der Harmonik
Sobald drei odermehr Töne gleichzeitig erklingen, kann derwahrgenommeneWohlklang
nur noch begrenzt auf Basis der Intervalldissonanz vorherbestimmt werden. So versagen
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auf Intervalldissonanz basierende Verfahren bei der korrekten Berechnung des Wohl-
klanges bestimmter Umkehrungen von Dur- und Mollakkorden und der Dissonanz des
übermäßigen Dreiklanges [27]. Auch die geringere Stabilität von Mollakkorden gegen-
über Durakkorden (Abschnitt 2.7.2) [82, S. 50] und der gegenteilige emotionale Charakter
vonDur- undMollakkorden [28], [29], [30], [77], [31] sind auf Basis von Intervalldissonan-
zen nur sehr schwer erklärbar [132], [27]. Lösungsansätze sind hier z.B. der Einbezug der
Auditory Scene Analysis12, kognitiver Eﬀekte wie Akkordspannungen [27] oder hierar-
chischer Strukturierung vonMusiksignalen durch das auditorische SystemdesMenschen
[80], [81], [33].
2.4.4 Satztechnische Bedeutung von Intervallen
Satztechnisch haben die verschiedenen Intervalle in ganz unterschiedlichen Bereichen
Bedeutung, welche hier kurz zusammengefasst werden soll:
• Prime sowie kleine und große Sekunde haben vor allem für die Führung einzelner
Stimmen Bedeutung. Nach dem „Gesetz des nächsten Weges“ soll der Komponist
versuchen, „in jeder Stimme den nächst erreichbaren Akkordton auf kürzestem
Wege zu ﬁnden“. In den Mittelstimmen ist sogar das „Liegenlassen gemeinsamer
Akkordtöne“ [84, S. 31] und damit die Verwendung der Prime ideal. Eine konse-
quente Anwendung dieser Regeln führt dazu, dass zeitlich benachbarte Tonigkeiten
innerhalb einer Stimme in derMehrzahl eine Prime, kleine oder große Sekunde haben.
• Kleine und große Terz: Die harmonischen Grundpfeiler der tonalen Musik sind der
Dur- sowie der Mollakkord, welche als die einzigen in sich ruhenden Dreiklänge
betrachtet werden [85, S. 142]. Diese Tonkombinationen bestehen aus geschichteten
großen und kleinen Terzen, was dazu führt, dass gleichzeitige Tonigkeiten in benach-
barten Stimmen vorrangig Intervalle von einer kleinen oder großen Terz haben.13
• Quinte/Quarte: Das Intervall der Quinte hat hauptsächlich aus der Perspektive der
Kadenz Bedeutung: In musikalischen Musikstücken werden Akkorde zeitlich so
angeordnet, dass eine Tonart bzw. ein Tongeschlecht etabliert wird und das Gefühl
der „Geschlossenheit“ einer Klangfolge [84, S. 11] entsteht. Dies wird vor allem
12 Albert S. Bregman [14, S. 215] berichtet von Experimenten, bei denen festgestellt wurde, dass die Wahrneh-
mung von Intervalldissonanzen, Schwebungen etc. komplett unterdrückt wurden, wenn die beiden Töne in
unterschiedlichen auditorischen Strömen wahrgenommen wurden.
13 Die kleine Terz und die große Terz haben zusätzlich noch im Zusammenhang mit den Nebendreiklängen
eine große Bedeutung bei der Benachbarung von Akkorden.
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durchdenEinsatzderdrei quintverwandtenFunktionenTonika, Subdominanteund
Dominante erreicht (siehe Abschnitt 5.3.1 „Funktionen“). Dies wiederum bedeutet,
dass zeitlich benachbarte Akkorde innerhalb von Musikstücken hauptsächlich dem
Intervall der Quinte folgen.
• Der Tritonus hat eine entscheidende Bedeutung für die Deﬁnition der Tonart: Wie
später noch gezeigt werden wird (Abschnitt 5.4.1), bildet der Tritonus den An-
fang und das Ende des von einem diatonischen Tonset im tonartübergreifenden
Quintenzirkel F belegten Halbkreises (Abbildung 5.6) und weist ein starkes Auﬂö-
sungsbestreben in Richtung eines tonalen Zentrums auf (Abschnitt 5.4.1). Dies ist
auch einer der Gründe, warum der Tritonus Bestandteil von Zwischendominanten
ist (Abschnitt 5.4.2) und in Kombination mit weiteren Tönen häuﬁg als Modulati-
onsmittel auftritt (Abschnitt 5.5.3).
2.5 Akkorde
Eine Kombination aus drei oder mehr Tönen wird als Akkord bezeichnet. Hier sollen nun
die wichtigsten Akkordtypen vorgestellt werden. Die Klassiﬁkation von Akkorden kann
einmal nach psychoakustischen perzeptuellen Kriterien und ein weiteres Mal nach rein
mathematisch mengentheoretischen Kriterien erfolgen.14
2.5.1 Benennung von Dur- und Molldreiklängen
Im abendländischen Tonsystem treten zwei Akkorde besonders stark hervor, das sind
der Dur- und der Molldreiklang. Diese beiden Akkorde dienen als Referenz, auf welche
alle anderen Akkorde bezogen werden. Zur Benennung von Dur- und Molldreiklängen
hat die Musiktheorie ganz unterschiedliche Systeme hervorgebracht. In der vorliegenden
Arbeit werden die folgenden verwendet:
• Die Angabe von Grundtönen (Akkordsymbole): Der tiefste Ton eines Dur- oder
Molldreiklanges in Grundstellung (siehe unten) wird als Grundton bezeichnet.15
Das Tongeschlecht des Akkordes wird in Form der Groß- und Kleinschreibung des
14 Ein Überblick über mengentheoretische Klassiﬁzierungsverfahren sowie ein Vergleich mit der tatsächlichen
Wahrnehmung wurden z.B. von Tuire Kuusi [87], [88] gegeben. Weitere Arbeiten in diesem Zusammenhang
sind bei Arthur G. Samplaski [138] und Cheryl L. Bruner [16] zu ﬁnden.
15 Der Grundton eines Akkordes ist unabhängig von der Umkehrung. Er darf nicht mit dem tiefsten Ton
verwechselt werden. So ist der Grundton des Dreiklanges e-g-c der Ton c, der tiefste Ton jedoch der Ton e.
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Akkordes gekennzeichnet. Der Akkord C-Dur wird somit einfach über Angabe des
Großbuchstabens „C“ und der Akkord c-Moll über Angabe des Kleinbuchstabens
„c“ bezeichnet.
• Die Angabe von Tonigkeitsbezeichnungen bzw. Halbtonindizes: Entsprechend Tabel-
le 2.1 können Akkorde über die Angabe der Akkordtöne identiﬁziert werden. So
kann über die Angabe der Buchstaben „c-e-g“ bzw. der Halbtonindizes „0-4-7“ der
C-Dur-Dreiklang beschrieben werden.
• Die Angabe von Intervallschichtungen: Entsprechend den in Abschnitt 2.4.1 einge-
führten Intervallbezeichnungen kann ein Akkord auch über die Schichtung von
Intervallen identiﬁziert werden. Der Dreiklang „c-e-g“ kann damit auch in Form
der Angabe von „Große Terz + Kleine Terz“ bzw. der Halbtonabstände „4-3“ be-
schrieben werden. Die Verwendung von Intervallschichtung ist vor allem dann von
Bedeutung,wenn nur dieVerhältnisse der einzelnen Töne desAkkordes zueinander
eine Rolle spielen, nicht jedoch die genaue Tonhöhe.
• Die Angabe von Akkordumkehrungen: Mit Hilfe von Akkordumkehrungen wird die
tonhöhenmäßige Reihenfolge der Töne von Dur- und Mollakkorden beschrieben. Im
Beispiel des C-Dur-Dreiklanges wird die Reihenfolge c-e-g (Terz-Terz) als Grundstel-
lung, die Reihenfolge e-g-c (Terz-Quarte) als 1. Umkehrung und die Reihenfolge g-c-e
(Quarte-Terz) als 2. Umkehrung bezeichnet.16
• Die Angabe von Generalbassbezeichnungen: Die Generalbassbezeichnung von Ak-
korden ähnelt sehr der Angabe von Intervallschichtungen. Während bei der Inter-
vallschichtung die Intervalle benachbarter Töne angegeben werden, werden bei der
Generalbassbezeichnung die Intervalle bezogen auf den tiefsten Ton des Akkordes be-
zeichnet. So wird die 1. Umkehrung eines Akkordes (z.B. e-c-g) als Terzsextakkord
bzw. als Sextakkord17 bezeichnet und die 2. Umkehrung eines Akkordes (z.B. g-c-e)
als Quartsextakkord.
• Angabe von Funktionsbezeichnungen: In einer gegebenen Tonart besitzen Akkorde
eine sogenannte Funktion (z.B. Tonika, Dominante oder Subdominante etc.). Dies
ermöglicht es auch, Akkorde über die Angabe von Funktionsbezeichnungen zu
identiﬁzieren. Weiteres dazu ist in Abschnitt 5.3.1 ausgeführt.
16 Spielt die relative Tonhöhe vonAkkordtonigkeiten eine Rolle, sowerden dieAkkordtonigkeiten in Reihenfol-
ge ansteigender Tonhöhe angegeben. Im Beispiel des Akkordes „e-g-c“ (1. Umkehrung des C-Dur-Akkordes)
wird dabei davon ausgegangen, dass e der tiefste, g der mittlere und c der höchste Ton ist.
17 Die „Terz“ bezieht sich auf die Töne e-g und die Sexte auf das Intervall e-c.
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• Kombinationen aus den vorherigen Angaben: In vielen Fällen werden auch die zu-
vor beschriebenen Akkordbezeichnungen kombiniert. Ein Beispiel ist der Domi-
nantseptakkord. Diese Bezeichnung ist eine Kombination aus Funktionsbezeichnung
(Dominante) und Generalbassbezeichnung (Septakkord).
Eine in dieser Arbeit nicht verwendete, aber in der Literatur häuﬁg vorkommende Art
der Akkordidentiﬁkation ist die Benennung von Akkorden über Tonleiterstufen.18 Damit
wird ein Akkord über die Position seines Grundtones auf einer gerade verwendeten
Tonleiter benannt. Die Positionsangabe erfolgt in römischen Zahlen, I, II, III (Durakkorde)
oder i, ii, iii (Molldreiklänge) etc. Die Angabe des Tongeschlechts erfolgt über Groß- und
Kleinschreibung der Zahlensymbole.
2.5.2 Akkordtypen
An dieser Stelle müssten jetzt eigentlich die in dieser Arbeit verwendeten Akkordty-
pen beschrieben werden. Jedoch soll hier auf das Kapitel „Repräsentation musikalischer
Grundelemente im Symmetriemodell“ verwiesen werden (Kapitel 5). In diesem Kapitel
werden verschiedene in der klassischen Komposition verwendete Akkorde im Kontext
des Symmetriemodells diskutiert. Der Autor entschied sich für diesen Schritt, da das
Symmetriemodell viele Eigenschaften von Akkorden geometrisch veranschaulicht und
diese dadurch womöglich einfacher zugänglich macht.
2.5.3 Wahrnehmung von Akkorden
Wie bereits im Abschnitt 2.4.3 angedeutet ist die Wahrnehmung von Akkorden neben
der Wahrnehmung von Intervallkonsonanzen und -dissonanzen durch weitere Wahrneh-
mungsphänomene gekennzeichnet. Hier soll nun ein Überblick über wichtige Eckpunkte
der Akkordwahrnehmung gegeben werden:
• Intervallkonsonanz und -dissonanz , welche in Abschnitt 2.4.2 bereits näher erläutert
wurden, spielen bei der Wahrnehmung von Drei- und Mehrklängen eine wich-
tige Rolle [87]. Die höchste Konsonanz weist der Durdreiklang auf. Zum einen
bilden die Töne dieses Dreiklanges Intervalle mit einfachen Frequenzverhältnis-
sen. Zum anderen kommt das durch den Durdreiklang gebildete Spektralmuster
dem spektralen Muster eines obertonreichen Tones sehr nahe. Ähnliches gilt für
18 Gründe für eine Nichtverwendung von Stufenangaben sind z.B. in [47].
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den Molldreiklang, wobei hier bereits die kleine Terz nicht mehr einem regulären
Obertonmuster entspricht.
• Spannung/Auﬂösung: Es gibtAkkorde, die ein starkes Bestrebenhaben, „sich in ande-
reAkkorde aufzulösen“.DiesesBestrebenwird als „Auﬂösungsbestreben“bezeichnet.
Mit Auﬂösung ist laut [85] die „zwingende Weiterführung eines dissonierenden
Intervalls in ein konsonierendes“ gemeint. Ein sogenannter „spannungsgeladener“
Akkord wird von einem „aufgelösten“ Akkord gefolgt. Das Auﬂösungsbestreben
eines Akkordes kann sich zum einen aus dem musikalischen Kontext ergeben (Ab-
schnitt 2.7). Zum anderen gibt es Klänge, die in sich, d.h. ohne Existenz weiterer
Akkorde, ein starkes Auﬂösungsbestreben aufweisen (siehe Abschnitt 5.3.3). Nor-
man D. Cook [27] zeigte, dass rein intervalldissonanzbasierte Ansätze nicht in der
Lage sind, das Auﬂösungsbestreben von Dreitonkombinationen vorherzusagen.
• Wahrgenommene Verwandtschaft bzw. Nähe (Proximity): Die wahrgenommene Nähe
zweier beliebiger Akkorde ergibt sich laut Kuusi [87] hauptsächlich aus dem Grad
der Konsonanz, der Ähnlichkeit zu vertrauten tonalen Akkorden sowie der Nähe
zur Ganztonreihe19. Weitere Faktoren sind laut Kuusi die Oktavlage20 (Register) und
Oktavbreite21(Width) bzw. Lage. Die Nähe von Dur- und Molldreiklängen ergibt sich
durch die Zugehörigkeit der Akkordtöne zu einer gemeinsamen Tonleiter (leiterei-
gene Klänge), die Quintverwandtschaft der Grundtöne (Abschnitt 2.3.4), die Anzahl
der gemeinsamen Töne und den musikalischen Kontext, in welchem die Akkorde
erklingen [101, S. 53ﬀ], [83] (Abschnitt 2.7.1). Die Verwandtschaft von Dur- und
Mollakkorden wird im Zusammenhang mit dem Symmetriemodell noch einmal in
Abschnitt 5.3.4 ausführlicher behandelt.
• Aﬀekt bzw. emotionaler Charakter: Im Gegensatz zu Intervallen22 besitzen Tonkom-
19 Die Ganztonreihe ist eine Folge von Tönen, wobei jeweils zwei aufeinander folgende Töne das Intervall einer
großen Sekunde bzw. eines Ganztones (Abschnitt 2.4.1) besitzen.
20 Allgemein gesagt beschreibt die Oktavlage eines Akkordes den ungefähren Frequenzbereich, in welchem
sich die Grundfrequenzen des Akkordes beﬁnden. Musiktheoretisch gesehen regelt die Lage entsprechend
[85, S. 147] „zumeinen imvierstimmigen Satz dasVerhältnis der drei Oberstimmen zueinander“. Je nachdem,
wie dicht die Stimmen beieinander liegen, redet man von enger Lage oder weiter Lage.
21 Ein Akkord muss nicht zwangsweise nur aus Tönen einer Oktave zusammengesetzt werden, sondern kann
auch aus Tönen mehrerer Oktaven bestehen. Der Begriﬀ „Oktavbreite“ charakterisiert sehr grob die Breite
des Frequenzbereiches, in welchem sich ein Akkord beﬁndet.
22 Maher [105] untersuchte, ob bereits simultan präsentierte musikalische Intervalle unterschiedliche psycholo-
gische Eﬀekte haben. Die Ergebnisse konnten keinen klaren Zusammenhang zwischen Emotion und Intervall
herausstellen.
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binationen aus drei oder mehr Tönen zum Teil einen sehr deutlichen emotionalen
Charakter. Der Positiv-Negativ-Charakter von Dur- und Molldreiklängen wurde
unter anderem von Robert G. Crowder ausführlich untersucht, welcher feststell-
te, dass bereits dreijährige Kinder die klassischen Stereotypen „Dur-Positiv“ und
„Moll-Negativ“ wahrnehmen [28], [29], [30], [77], [31]. Ein sehr ausführlicher Über-
blick über den emotionalen Charakter von Akkorden und weiteren musikalischen
Elementen ist in der Dissertation von Emery Schubert [142] zu ﬁnden.
2.6 Tonsets, Tonleitern, Modi und Skalen
Nachdem ein grober Überblick über Einzeltöne, Intervalle und Akkorde gegeben wurde,
soll nun die nächsthöhere tonale Organisationsebene besprochen werden, das ist die
Tonart. Wir unterscheiden in diesem Zusammenhang die Begriﬀe „Tonset“, „Tonleiter“,
„Modus“ und „Skale“. Das Tonset ist eine ungeordnete Auswahl von Tonigkeiten23, die
vorwiegend in einem musikalischen Abschnitt verwendet werden. Sie stellt somit das
tonale Grundmaterial eines Musikstückes bereit.24 Der wahrgenommene Charakter eines
Musikstückes hängt jedoch nicht allein von den verwendeten Tönen, sondern auch stark
von der Reihenfolge und einem gewählten Anfangs- und Endton ab, auf den bezogen alle
Töne wahrgenommen werden (siehe Abschnitt 2.7). Eine der Tonhöhe bzw. der Tonigkeit
entsprechend geordnetes Tonset zusammen mit einem gewählten Anfangs- und Endton
wird in dieser Arbeit als Tonleiter bezeichnet. Die Begriﬀe Modus und Skale sind Synonyme
für den Begriﬀ Tonleiter.
2.6.1 Das diatonische Tonset
Das diatonische Tonset25 ist die in der abendländischen Musik am häuﬁgsten verwendete
Auswahl von Tönen. So bilden z.B. die weißen Tasten auf dem Klavier, d.h. die Tonig-
keiten c, d, e, f , g, a und h ein diatonisches Tonset. Ordnet man das diatonische Tonset in
einer der Tonhöhe entsprechenden Reihenfolge, so erhält man eine Reihe aus fünf Ganz-
und zwei Halbtonschritten. Dieser „speziﬁsche Wechsel von Ganz- und Halbtonstufen“
23 Um eine einfache Lesbarkeit und Nähe zu existierender Literatur zu ermöglichen, reden wir in dieser Arbeit
von „Tonset“, obwohl es sich genaugenommen um ein „Tonigkeitsset“ handelt.
24 Synonyme für die Begriﬀe „Tonset“ und „Tonleiter“ sind auch die Begriﬀe „Materialtonleiter“ und „Ge-
brauchstonleiter“ [112, S. 85].
25 Wir reden hier der Einfachheit halber von „dem diatonischen Tonset“. Genau genommen kann auf jeder
existierenden Tonigkeit ein diatonisches Tonset aufgebaut werden.
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wird als „Diatonik“ bezeichnet [112, S. 85]. Es gibt verschiedene Möglichkeiten, die sie-
ben Tonigkeiten eines diatonischen Tonsets herzuleiten: Die pythagoreische Herleitung
besteht darin, ausgehend von einer Referenztonigkeit drei Quinten aufsteigend und drei
Quinten absteigend zu stimmen (siehe auch Abschnitt 4.2.3). Auch kann das diatoni-
sche Tonset über Intervalldissonanzen erklärt werden: In Abschnitt 2.4.2, Abbildung 2.4
wurde gezeigt, dass obertonreiche Klänge besonders konsonant sind, wenn derenGrund-
frequenzen in den Verhältnissen 1:1, 1:2, 2:3, 3:5, 3:4 oder 4:5 stehen. Würde der erste Ton
z.B. der Ton c sein, so ergäben sich bereits 5 Tonigkeiten des diatonischen Tonsets, nämlich
die Tonigkeiten c (1:1), g (2:3), a (3:5), f (3:4), e (3:4). Die fehlenden zwei Tonigkeiten d und h
könnten dann noch als Quinte und Terz der zur Tonigkeit c quintverwandten Tonigkeit g
hergeleitetwerden. Die genauenGrundfrequenzen der Tonigkeiten des diatonischen Ton-
sets hängen sowohl von der gewählten Bezugstonart als auch der gewählten Stimmung
ab (Abschnitt 2.6.3). Die Benennung der Tonigkeiten eines diatonischen Tonsets ergibt sich
aus deren pythagoreischer Herleitung. Diese wird in Abschnitt 2.6.3 behandelt.
Identiﬁkation von diatonischen Tonsets
Da das Tonset gegenüber der Tonleiter in der musiktheoretischen Literatur eine unterge-
ordnete Rolle spielt, gibt es noch kein System zur Identiﬁkation und Benennung diatoni-
scher Tonsets. Die Autoren verwenden deshalb folgende Konventionen: Die Benennung
eines diatonischen Tonsets erfolgt über den Namen der daraus erzeugbaren Durtonleiter.
Wenn vom diatonischen Tonset C-Dur geredet wird, dann sind die Tonigkeiten c, d, e,
f , g, a und h gemeint. Aus diesen Tönen können natürlich auch die anderen Modi a-
Moll/Äolisch, d-Dorisch, e-Phrygisch, f -Lydisch, g-Mixolydisch und h-Lokrisch erzeugt
werden. Die numerische Identiﬁkation eines diatonischen Tonsets erfolgt über einen Ton-
setindex nk.26 Die Variable nk repräsentiert dabei in Anlehnung an [47] die Anzahl der
gegenüber dem diatonischen Tonset C-Dur erhöhten oder erniedrigten Töne und damit
die Anzahl der Vorzeichen. Positive nk repräsentieren eine Anzahl von gegenüber C-Dur
erhöhten Tönen bzw. Kreuzen () und negative nk eine Anzahl von gegenüber C-Dur
erniedrigten Tönen bzw. Bs (). Das diatonische Tonset F-Dur besitzt z.B. ein  und hat
damit einen Tonartindex von nk = −1. Das diatonische Tonset G-Dur besitzt ein  und hat
damit einen Tonartindex von nk = +1. Weitere Zuordnungen sind in Tabelle 2.3 zu ﬁnden.
26 Das k steht für den englischen Term key.
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Tonset ... As Es B F C G D A E ...
nk ... -4 -3 -2 -1 0 +1 +2 +3 +4 ...
Tabelle 2.3 – Zuordnung von Tonsetindizes nk zu diatonischen Tonsets K
2.6.2 Das chromatische Tonset
Das chromatische Tonset ist eine Obermenge des diatonischen Tonsets. Es besteht aus
zwölf Tonigkeiten, wobei der Tonhöhe entsprechend benachbarte Tonigkeiten einen Ab-
stand von einem Halbtonschritt bzw. einer kleinen Sekunde haben. Das chromatische
Tonset kann hergeleitet werden, indem man z.B. die diatonischen Tonsets ausgehend
von quintbenachbarten Tonigkeiten bestimmt und zusammenführt. Die genauen Grund-
frequenzen der Töne sind auch hier von der gewählten Stimmung und der gewählten
Bezugstonart abhängig.
2.6.3 Stimmung
Um die genauen Frequenzen der Tonigkeiten von chromatischen oder diatonischen Ton-
sets zu bestimmen, ist es erforderlich, die genaue Stimmung festzulegen. Jedes Stim-
mungssystem stellt im Grunde genommen einen Kompromiss dar: Entweder stimmt
man die Töne so, dass sich sehr reine Intervalle27 ergeben, oder man stimmt die Töne
so, dass man in möglichst vielen Tonarten spielen kann. In der Musikgeschichte haben
sich verschiedene Stimmungssysteme herausgebildet, wobei hier nur vier kurz betrachtet
werden sollen.
• Die pythagoreische Stimmung: Die zwölf chromatischen Tonigkeiten ergeben sich,
indem man von einer Referenztonigkeit sechs reine Quinten in beide Richtungen
stimmt28. Das Problem dieser Stimmung besteht darin, dass sich Anfang und Ende
der so hergeleiteten Tonigkeitsreihe um ca. 14 Halbton, das sogenannte pythagoreische
Komma29, unterscheiden und sich somit nicht zu einem Kreis schließen [112, S. 88-
90]. Dadurch sind Akkorde, welche Tonigkeiten aus beiden Enden der Quintreihe
27 Unter reinen Intervallen versteht man Intervalle, die in einfachen Frequenzverhältnissen gestimmt sind, z.B.
2:3, 3:4 etc.
28 Z.B. kann man von der Tonigkeit c durch Stimmen in reinen Quinten aufsteigend die Tonigkeiten g, d, a, e, h
und f is und durch Stimmen in Quinten absteigend die Tonigkeiten f , b, es, as, des, ges bestimmen.
29 Als pythagoreisches Komma wird das Frequenzverhältnis (3:2)12 : (2:1)7 = 1,014 bezeichnet, was in etwa
einem viertel Halbton entspricht [112, S. 88-90].
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verwenden, sehr dissonant. Ein weiteres Problem der pythagoreischen Stimmung
ist die Unreinheit der für Dur- und Molldreiklänge so wichtigen Terz. 30
• Die reine Stimmung: Die reine Stimmung versucht das Problemder unreinen Terz der
pythagoreischen Stimmung zu lösen. Die chromatischen Tonigkeiten ergeben sich
dadurch, dass von einer gegebenen Tonigkeit zunächst in reinen Quinten gestimmt
wird und anschließend zu jeder der sich so ergebenden Tonigkeiten die reine große
Terz gebildet wird31,32. Der Vorteil der reinen Stimmung besteht in der Intervall-
reinheit der Hauptdreiklänge der gewählten Tonart (Abschnitt 5.3.1). Jedoch geht
diese Intervallreinheit immer mehr verloren, je weiter sich das Musikstück von der
Ausgangstonart entfernt. Grenzenloses Modulieren in andere Tonarten ist deshalb
mit der reinen Stimmung nicht möglich [112, S. 88-90].
• Die mitteltönige Stimmung: Wie die reine Stimmung soll die mitteltönige Stimmung
das Problem der unreinen Terz in der pythagoreischen Stimmung zu lösen. Das
Problem hierbei besteht darin, dass sich die aus vier Quinten ergebende große
Terz um einen als syntonisches Komma bezeichneten Faktor 8180 von der reinen Terz
unterscheidet und damit etwas zu groß ist. Die mitteltönige Stimmung löst dieses
Problem, indem sie die Intervalle in der Quintreihe um ein Viertel des syntonischen
Kommas verkleinert, so dass vier auf einander folgende Quinten eine reine Terz
ergeben.33 Dadurch wird der spielbare Tonartenbereich vergrößert. Jedoch schließt
sich auch die mitteltönige Quintreihe nach zwölf Quinten nicht zu einem Kreis, so
dass bestimmte Tonarten nicht gespielt werden können.
30 Ein Beispiel: Die Tonigkeiten der reinen Terz c-e haben das Frequenzverhältnis 54 = 1, 25. In der pythagore-
ischen Stimmung aber ergibt sich die Terz c-e über vier Quinten (c-g-d-a-e) und hat das Frequenzverhältnis
3
2
4∗1/4 = 8164 = 1, 266.DasVerhältnis aus pythagoreischer Terz und reiner Terz 8164 : 54 = 8180 wird als syntonisches
Komma bezeichnet.
31 Die chromatischen Tonigkeiten bezogen auf die Tonigkeit C ergeben sich damit folgendermaßen: In Quin-
trichtung: b- f -c-g-d-a. Jeweils in Terzrichtung: d-a-e-h- f is-cis-gis. Hier ist bereits zu sehen, dass die Tonigkeit
d einmal als Quinte der Tonigkeit g und einmal als große Terz der Tonigkeit b vorhanden ist. Das Frequenz-
verhältnis zwischen diesen beiden Tonigkeiten wird als syntonisches Komma bezeichnet [112, S. 89]. (Siehe
auch Abschnitt 2.6.3 und Abschnitt 3.8).
32 Die Idee der reinen Stimmung wird im Euler-Netz sehr schön veranschaulicht (Abschnitt 3.4, Abbildung 3.4).
33 Ein Beispiel: Die reine große Terz c-e besitzt jedoch das Frequenzverhältnis 54 . Die pythagoreische große Terz
c-e lässt wird aus den Quinten c, g, d, a und e hergeleitet und besitzt das Frequenzverhältnis 32
4 ∗ 1/4 = 81/64




80 , dem syntonischen Komma, zu groß. Verringert man nun jede
Quinte der Quintreihe c, e, g, d, a um ein Viertel des syntonischen Kommas ( 8180
1
4 ), so ergeben diese exakt eine
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• Die temperierte Stimmung34 verteilt die zwölf chromatischen Tonigkeiten in logarith-
misch gleichmäßigen Abständen auf den Frequenzbereich einer Oktave. Zwei chro-
matisch benachbarte Tonigkeiten haben dadurch das Frequenzverhältnis f1f0 = 2
1
12 .
Das Frequenzverhältnis der temperiertenQuinte ist dadurch 27/12 = 1,498,was leicht
von der reinen Quinte (3/2 = 1,5) abweicht. Der Vorteil der temperierten Stimmung
besteht darin, dass sich die pythagoreische Quintreihe am Ende schließt. Dadurch
sind die Frequenzverhältnisse der Akkorde aller Tonarten identisch, was es möglich
macht, auch in entfernte Tonarten zu wechseln (zu modulieren).
2.6.4 Kirchentonleitern und weitere Skalen
Aus den sieben Tonigkeiten des diatonischen Tonsets ergeben sich je nach Wahl des
Anfangs- bzw. Endtones die in Tabelle 2.4 aufgelisteten Modi bzw. Kirchentonarten.35
Modus Ionisch Dorisch Phrygisch Lydisch Mixolydisch Äolisch Lokrisch
Anfangston C d e F G a h
Tabelle 2.4 – Die sieben Modi aufbauend auf dem diatonischen Tonset C-Dur (nach [62, S.
71])
Die Kirchentonarten spielten im Mittelalter eine große Rolle, wobei dies jedoch nur für
die Modi Dorisch, Phrygisch, Lydisch und Mixolydisch gilt. Die Modi Ionisch und Äo-
lisch wurden erst zu Beginn der Neuzeit ergänzt [84, S. 9]. Interessant hierbei ist, dass
gerade diese beiden Kirchentonarten, die anfänglich so geringe Bedeutung hatten, im 17.
Jahrhundert als Dur- und Molltonleiter die ursprünglichen vier Kirchentonleitern ver-
drängten. Im 20. Jahrhundert bekamen jedoch alle Kirchentonleitern als Jazz-Skalen im
Bereich der „kreativen Improvisation“ [62, S. 70] oder auch als „modale Bereicherung der
tonalen Qualitäten“ [84, S. 9] wieder neue Bedeutung. In diesem Zusammenhang wur-
den die sechs Kirchentonarten um den Modus „Lokrisch“ erweitert. Eine Einordnung der
Kirchentonarten in das Symmetriemodell ist in Abschnitt 5.5.1 zu ﬁnden.
Neben den diatonischen Kirchentonleitern gibt es verschiedene Modiﬁkationen der Dia-
tonik durch Veränderung (Erhöhung oder Erniedrigung) einzelner Tonigkeiten um einen
Halbton. Die populärste Abwandlung der Diatonik ist die harmonische Molltonleiter, bei
34 Die temperierte Stimmung wird auch als gleichtemperierte, gleichstuﬁge, gleichschwebende oder zwölftem-
perierte Stimmung bezeichnet.
35 Neben den authentischen Kirchentonarten gibt es noch die plagalen Kirchentonarten [112, S. 91], [84, S. 9],
welche hier nicht näher betrachtet werden.
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welcher der siebente Ton der Tonleiter um einen Halbton erhöht wurde, so dass eine Leit-
tonwirkung [84, S. 67] entsteht (siehe auch Abschnitt 5.5.2). Ein Überblick über weitere
Skalen und deren Eigenschaften kann z.B. in [69, Chapter 4] gefunden werden.
2.6.5 Leitereigene und leiterfremde Klänge
Klänge, die aus dem Material eines gegebenen Tonsets erzeugt werden können, wer-
den als leitereigene Klänge bezeichnet, Klänge, die auch Töne oder Tonigkeiten anderer
Tonsets verwenden, als leiterfremde Klänge. In der Wahrnehmung werden leitereigene
Akkorde viel stärker als zusammengehörend empfunden als leiterfremde Klänge (siehe
Abschnitt 2.7.2). Die Verwendung leitereigener Akkorde stellt den Standardfall dar, leiter-
fremde Akkorde dagegen werden in Form von Zwischendominanten, Ausweichungen
usw. eingesetzt, um den harmonischen Kontrast eines Musikstückes zu erhöhen.
2.7 Kontextbezogene Wahrnehmung von Tonalität
Bisher wurde die Wahrnehmung von Einzeltönen, Intervallen und Akkorden für den Fall
betrachtet, dass diese isoliert erklingen. In der Praxis jedoch treten musikalische Ereignis-
se selten allein auf, sondern meist in einem sogenannten Kontext, d.h. im Zusammenhang
mit anderen Klängen. Das auditorische System des Menschen versucht, alle wahrgenom-
menen Ereignisse zueinander in Beziehung zu setzen und in eine schlüssige musikali-
sche Gestalt zu integrieren, ein Prozess, der sich stark auf die qualitative Wahrnehmung
eines Musikstückes auswirkt. Gegenstand dieses Abschnittes sind deshalb verschiede-
ne Grundlagenexperimente, welche die Entstehung des Kontexts sowie dessen Einﬂuss
auf die Wahrnehmung von Einzeltönen und Akkorden demonstrieren. Auf Basis der
hier gelegten Grundlagen wird es später möglich sein, geometrische Tonräume in einen
wahrnehmungspsychologischen Bezug zu setzen und Maße für die harmonieorientierte
Ähnlichkeit bzw. Nähe von tonalen Ereignissen abzuleiten.
2.7.1 Tonale Hierarchien und tonale Stabilität
1982 veröﬀentlichte Carol L. Krumhansl [80] die Ergebnisse eines Experiments, in wel-
chem sie die Wahrnehmung von einzelnen Tönen in einem gegebenen Kontext demons-
trierte. In diesem Experiment hörten musikalisch erfahrene Probanden zunächst eine
Akkordkadenz oder eine Tonleiter, welche von einem sogenannten Testton (Probe To-
ne) gefolgt wurde. Die Aufgabe der Testpersonen bestand darin zu bewerten, wie gut
der am Ende folgende Ton zu der vorher gespielten Ton- oder Akkordfolge passt. Dies
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wurde für alle zwölf chromatischen Tonigkeiten durchgeführt. Ergebnisse des Experi-
mentes sind die in Abbildung 2.5 gezeigten Testtonproﬁle, welche die durchschnittlichen
Bewertungen aller zwölf chromatischen Tonigkeiten wiedergeben und zwar a) für einen
C-Dur Kontext und b) für einen c-Moll Kontext. Das interessanteste Ergebnis dieses Expe-
rimentes besteht in der Ähnlichkeit der Bewertungen unterschiedlicher Probanden. Wie
es scheint, baut das auditorische System des Menschen eine sogenannte tonale Hierarchie
auf, welche bestimmten Gesetzen folgt. Die Position von Tonigkeiten in dieser Hierar-
chie ist ein Maß für die tonale Stabilität. Wie in Abbildung 2.5 gesehen werden kann, ist
der Grundton der Kontexttonart am stabilsten. Er wird deshalb auch als tonales Zentrum
bezeichnet. Alle anderen Töne sind auf diesen Ton bezogen. Weiterhin sehr stabil sind
die Terz und die Quinte des Grundtones. Zusammen mit dem Grundton bilden diese
Tonigkeiten auch den sogenannten Tonikadreiklang (Abschnitt 5.3.1). In der musikalischen
Praxis ﬁndet sich die tonale Stabilität sowohl in der Auftrittswahrscheinlichkeit von Tö-
nen als auch in deren zeitlicher Position wieder: Anhand von Ergebnissen von H. Budge
[18] zeigte Krumhansl weiterhin [82], dass die ermittelten Proﬁle in einem starken Maß
mit den Tonauftrittswahrscheinlichkeiten in Musikstücken des 18. und 19. Jahrhunderts
korrelieren. Anfang und Ende vieler Musikstücke wird in den meisten Fällen durch sta-
bile Tonigkeiten gebildet, das ist die Tonika. Was die Stabilität von Akkorden betriﬀt, fand
Krumhansl in weiteren Experimenten heraus [82, S. 168ﬀ], dass die wahrgenommene Sta-
bilität von Akkorden der Stabilität von Einzeltönen sehr ähnlich ist und durch Bilden der
Mittelwerte der Stabilitäten der Akkordtöne berechnet werden kann (S. 177). Weiterhin
ergab sich, dass Mollakkorde in der Regel weniger stabil als Durakkorde sind und die
harmonische Funktion (Abschnitt 5.3 von Mollakkorden weniger stark ausgeprägt ist.36
2.7.2 Wahrgenommene Nähe von Tönen und Akkorden
In einem weiteren Experiment untersuchte Krumhansl die kontextabhängige, wahrge-
nommene Nähe zweier Töne [81]. Der Kontext wurde zunächst durch Spielen eines Dur-
Akkordes bzw. einer auf- und absteigenden Tonleiter etabliert. Anschließend wurden
zwei Töne sequentiell präsentiert. Die Probanden hatten zu bewerten, wie gut der zweite
Ton des Paares zum ersten Ton passt. Das Experiment wurde für alle möglichen Tonpaare
36 Dies entspricht Terhardts Theorie der virtuellen Tonhöhe (Abschnitt 2.3.2). Durakkorde stimmen stark mit
dem Obertonspektrum überein und ermöglichen deshalb eine eindeutige Bestimmung des virtuellen Grund-
tones, was bei Mollakkorden nicht der Fall ist.
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Abbildung 2.5 – Carol L. Krumhansls Testtonproﬁle für (a) C-Dur und (b) c-Moll [80]
durchgeführt. Die folgende Multidimensional Scaling Analyse (MDS)37 der gewonnenen
Daten ergab den in Abbildung 2.6 dargestellten Kegel, welcher die zwölf chromatischen
Tonigkeiten auf drei Ebenen organisiert: Die erste Ebene (Spitze des Kegels) besteht aus
den Tonigkeiten des Tonikadreiklanges, die zweite Ebene wird durch die verbleibenden
leitereigenen diatonischen Tonigkeiten und die dritte Ebene durch die restlichen chro-
matischen Tonigkeiten gebildet. Wie es scheint, werden die zwölf Tonigkeiten auf eine
akkordische, eine diatonische und eine chromatische Ebene aufgeteilt. Die Tonhöhe der
Töne ﬁndet sich auf der Winkeldimension des Modells wieder. Insgesamt hebt das Mo-
dell deutlich hervor, dass die wahrgenommene Nähe zweier Töne durch den Kontext
beeinﬂusst wird. So werden im Kontext von C-Dur die Töne f is und ais (große Terz)
als deutlich weiter voneinander entfernt wahrgenommen als die Töne c und e (ebenfalls
große Terz). Dieses und das zuvor beschriebenen Experiment inspirierten Fred Lerdahls
Tonraummodell (Abschnitt 3.7) stark.
Um auch die wahrgenommene Nähe von Akkorden in einem gegebenen Kontext zu
bestimmen, führte Krumhansl ein dem vorherigen Test ähnliches Experiment durch [82,
S. 188ﬀ]. Dazu wurde zunächst in Form von Tonleitern und Akkordkadenzen eine der
Tonarten C, G, A, H oder Fis-Dur etabliert. Es folgte ein Akkordpaar aus den Tonarten
C-Dur oder Fis-Dur. Aufgabe der Probanden war wieder zu bewerten, wie gut der zweite
Akkord zum ersten passt. Die Bewertungsergebnisse wurden wieder mit Hilfe von MDS
analysiert. Ergebnis des Experimentes war, dass zwei Akkorde als näher zueinander
wahrgenommenwurden,wenn sie zur etablierten Tonart gehörten, d.h. leitereigenwaren.
Tonartfremde Akkorde dagegen wurden als weniger zusammengehörend empfunden.
37 Multidimensional Scaling ist ein statistisches Verfahren, das die Ähnlichkeiten zwischen Objekten in einem
niedrigdimensionalen geometrischen Raummodell darstellt.










Abbildung 2.6 – Wahrgenommene Nähe von Tönen im C-Dur Kontext (nach [81])
2.7.3 Wahrnehmung von Tonarten
In welcher Form kann die Wahrnehmung von Tonarten beschrieben werden? Eine Mög-
lichkeit hierfür sind die in Abschnitt 2.7.1 eingeführten Testtonproﬁle. Diese zeigen, wie
stark eine Tonart etabliert ist. Um herauszuﬁnden, wie die Etablierung einer Tonart in
der Wahrnehmung erfolgt, erzeugten Carol L. Krumhansl und Edward J. Kessler [80] aus
neun Akkorden bestehende Sequenzen. Jedoch wurde den Testpersonen zunächst nicht
die ganze Akkordsequenz präsentiert, sondern nur ein einzelner Akkord. Diesem folgte
einer von zwölf chromatischen Testtönen, welcher von den Testpersonen wie im Experi-
ment aus Abschnitt 2.7.1 bewertet werden musste. Nach Erhebung des gesamten Testton-
proﬁls für den ersten Akkord der Sequenz wurde das Experiment wiederholt, jedoch mit
den ersten beiden, drei usw. Akkorden der Sequenz. Ergebnis dieser Prozedur war das
Vorliegen von Testtonproﬁlen für jeden Zeitpunkt der Akkordfolge. Die Auswertung der
Testtonproﬁle ergab eine hohe Übereinstimmung der Ergebnisse unterschiedlicher Pro-
banden. Es stellte sich heraus, dass sich der Sinn für eine Tonart nach und nach aufbaut:
Je mehr Akkorde einer Tonart erklingen, desto klarer bildet sich die tonale Hierarchie,
wie in Abschnitt 2.7.1 beschrieben, heraus und desto stärker korreliert das zu einem Zeit-
punkt gemessene Testtonproﬁl mit den in Abschnitt 2.7.1 beschriebenen Testtonproﬁlen.
Weiterhin ist interessant, dass bereits das Akkordpaar IV-V (Subdominante-Dominante)
eine klare tonale Hierarchie etabliert. Das Erklingen der I (Tonika) ist dazu nicht erforder-
lich [80, Abbildung 8.1]. Bei Modulationen kommt es beim Erklingen von Akkorden der
neuen Tonart nicht sofort zu einer abrupten Umstellung der tonalen Hierarchie. Vielmehr
wird die alte Hierarchie erst nach und nach abgebaut. Gleichzeitig kommt es zum Auf-
bau der neuen Tonart. Gerade bei Modulationen in weiter entfernte Tonarten gibt es hier
Übergangsbereiche, innerhalb derer weder die eine noch die andere Tonart vollständig
etabliert ist.
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Sehr wichtig für den perzeptuellen Vergleich von Musikstücken ist auch die Möglichkeit,
die Wahrnehmbarkeit von Tonartwechseln bestimmen zu können. Ein Komponist kann
auf der einen Seite ein Musikstück so komponieren, dass Modulationen kaum wahr-
nehmbar sind. Auf der anderen Seite ist es möglich, dass es bei Modulationen zu einem
deutlichen „tonalenRuck“kommt [83, S. 63].Umderartige semantischeEigenschaftendes
Musikstückes analysieren zu können, ist es erforderlich, die wahrgenommene Ähnlichkeit
von Tonarten zu bestimmen. Diese ergibt sich zum einen aus der Anzahl der gemeinsa-
men Töne, was zu einer dem Quintenzirkel entsprechenden Anordnung von Tonarten –
wie in Abschnitt 3.1 beschrieben – führt. Krumhansls tonale Hierarchien (Abschnitt 2.7.1)
zeigen jedoch, dass es ein weiteres Merkmal für die Ähnlichkeit von Tonarten gibt: die
Stabilität der die Tonart bildenden Tonigkeiten.38 Krumhansl und Kessler berechneten
deshalb die Korrelation zwischen den Testtonproﬁlen aller Tonarten und leiteten so ein
Ähnlichkeitsmaß für jedes Paar von Dur- und Molltonarten her. Die MDS-Analyse der
resultierenden Daten ergab einen vierdimensionalen Torus, welcher in Abbildung 2.7
dargestellt ist. Die Abstände der Tonarten auf der Oberﬂäche des Torus stellen die wahr-
genommenen Distanzen dar. Wie in Abbildung 2.7 zu sehen, ﬁnden sich einige bereits
aus der Musiktheorie bekannte Zusammenhänge wieder, darunter die Benachbarung
von parallelen und gleichnamigen Dur- und Molltonarten oder auch die Quintverwandt-
schaft von Tonarten. Vom Aufbau ist Krumhansls 4D MDS-Lösung sehr ähnlich dem



























Abbildung 2.7 – Zweidimensionale Darstellung der vierdimensionalen MDS-Lösung zur
Ähnlichkeit von Tonarten (nach [82])
38 Die Tonarten C-Dur und c-Moll besitzen z.B. nur vier gemeinsame Töne und sind im Quintenzirkel drei
Tonarten voneinander entfernt. Jedoch besteht eine hohe Korrelation zwischen den Testtonproﬁlen beider
Tonarten, was eine mögliche Erklärung für das häuﬁge Auftreten von Modulationen in die gleichnamige
Moll- bzw. Durtonart ist.
2.7. KONTEXTBEZOGENE WAHRNEHMUNG VON TONALITÄT 33
2.7.4 Perzeptuelle Asymmetrien
Ein Problem der bis hierher dargestellten geometrischen Tonalitätsmodelle ist die man-
gelnde Fähigkeit, perzeptuelle Asymmetrien darstellen zu können. Als perzeptuelle
Asymmetrie bezeichnetman das Phänomen, dass bestimmte Eigenschaften derWahrneh-
mung musikalischer Ereignisse von der Reihenfolge ihres Auftretens abhängt. Beispiele
hierfür sind z.B. Experimente, die zeigten, dass Modulationen in Tonarten im Quinten-
zirkel aufwärts als näher empfunden wurden als Abwärtsmodulationen [82, S. 49]. Ein
anderes Beispiel sind der Leitton und der Grundton: Eine Schreitbewegung vom Leitton
zum Grundton (h nach c) wird als wesentlich kürzer empfunden, als ein Sprung in die
umgekehrte Richtung. In geometrischen Modellen wie z.B. dem in Abbildung 2.6 wird
dies aber nicht berücksichtigt. Eine mögliche Lösung dieses Problems besteht in der Ein-
ordnung von Kräftemodellen in geometrische Tonräume. Solche Kräftemodelle könnten
z.B. dem Grundton einer Tonart eine tonale Anziehungskraft zuordnen, welche wieder-
um auf andere Töne wie z.B. dem Leitton wirkt. Erste Ansätze in dieser Richtung wurden
z.B. von Fred Lerdahl (Tonal Pitch Space) entwickelt (Abschnitt 3.7).
2.7.5 Funktionstheoretische Aspekte
Diemusiktheoretische Erfassung kontextbezogenerAspekte der Tonalitätswahrnehmung
erfolgte mit Hugo Riemanns Funktionstheorie [134], welche an dieser Stelle beschrieben
werden müsste. Da sich aber viele Eigenschaften dieser Theorie im Symmetriemodell,
welches in dieser Arbeit entwickelt wird, sehr einfach darstellen lassen, wird hier auf
Kapitel 4 verwiesen.





In den nachfolgenden Absätzen geht es um den Stand der Technik im Bereich von geo-
metrischen Tonraummodellen. Wir werden mit der Darstellung hauptsächlich aus der
Musiktheorie stammender Tonraumsysteme beginnen. Neben der Diskussion der hinter
den jeweiligen Tonräumen stehenden Konzepte soll auch ein Bezug zur Wahrnehmungs-
psychologie hergestellt werden. Während die Konzepte für die Extraktion von Highlevel-
Features wie Tonarten, Akkorden oder Melodien wichtig sind, ist der wahrnehmungs-
psychologische Bezug der diskutierten Systeme für den perzeptuellen Vergleich von
Musiksignalen von Bedeutung. Nur wenn ein System die tatsächlich wahrgenommenen
Ähnlichkeiten widerspiegelt, kann es gute Ergebnisse beim Vergleich von Musikstücken
liefern. Übergeordnetes Ziel des gesamten Kapitels ist die Beantwortung folgender Fra-
gen:
1. Inwiefern ist das jeweilige Tonraummodell für die Analyse von realem Audio (vgl.
Kapitel 7) geeignet? Ist eine Anwendung für die Analyse obertonreicher, rausch-
bzw. störsignalbehafteter Audiosignale möglich? Wie können derartige Signale in
dem jeweiligen Tonraum abgebildet werden?
2. Inwiefern ist das jeweilige Tonraummodell für den Ähnlichkeitsvergleich von Mu-
siksignalengeeignet?Welche technischenBeschreibungsparameter können ausdem
jeweiligen Tonraum extrahiert werden?
3. Inwiefern ist es möglich, mit einem jeweiligen Tonraum abstrakte musikalische
MerkmalewieTonarten,Akkorde,Notenetc. zu extrahieren?Einbesonderer Schwer-
punkt wird hierbei auf die Anwendungsgebiete Tonart- und Akkorderkennung
gelegt.
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4. Welche Möglichkeiten bietet ein Tonraummodell zur Synthese musikalischer Au-
diosignale, d.h. für die Entwicklung tonraumbasierter Musikinstrumente, wie in
Kapitel 6 beschrieben?
5. Inwiefern ist ein Tonraummodell zur Vermittlung musiktheoretischer Grundkon-
zepte geeignet? Die Diskussion dieses Kriteriums zielt auf einen Einsatz in der
Musikpädagogik ab.
3.1 Heinichens, Matthesons und Kellners musikalische Kreise
Geometrische Analogien werden schon lange verwendet, um musikalische Sachverhalte
zu veranschaulichen. Es ist anzunehmen, dass eines der ersten und schon früh verbrei-
teten geometrischen Tonraummodelle der Quintenzirkel war. Dies geht z.B. aus [65, S.
838] hervor, wo David Heinichen 1728 den Quintenzirkel als „die bekandte Arth des
Kircheri, alle Modos per Ovartas & Qvintas zu circuliren“ als „eine der unvollkommens-
ten“ bezeichnete und einen „Musicalischen Circul“ einführte (Abbildung 3.1a). Ziel
Heinichens war es, die „natürliche Ordnung, Verwandtschaft und Ausschweiﬀung“ aller
Tonarten („Modorum Musicorum“) darzustellen (S. 837). Der Kreis sollte es sowohl In-
strumentalisten als auch Komponisten ermöglichen, den Überblick auch bei Modulation
in entfernte Tonarten zu behalten. Eine Schwäche des Quintenzirkels bestand für Heini-
chen darin, dass dieser nur die Verwandtschaft von Tonarten gleichen Tongeschlechts,
nicht jedoch die Verwandtschaft von Tonarten unterschiedlichen Tongeschlechts abbildet.
Heinichen stellt deshalb sowohl die 12 Dur- als auch die 12 Molltonarten als zwei inein-
ander verwobene Quintenzirkel in einem einzigen geometrischen System dar, wobei die
Verwandtschaft zwischen Dur- und paralleler Molltonart durch geometrische Benach-
barung hervorgehoben wird. Dadurch entsteht jedoch das Problem, dass die neben der
Parallelverwandtschaft von Tonarten so wichtige Quintverwandtschaft nicht mehr geo-
metrisch dargestellt werden kann. Johann Mattheson veröﬀentlicht deshalb 1735 einen
„verbesserten Musikalischen Kreis“ (Abbildung 3.1b), der sich von Heinichens Kreis da-
hingehend unterscheidet, dass sich jeweils ein Paar quintverwandter Tonarten mit einem
Paar terzverwandter Tonarten abwechseln. Jedoch kann Heinichen damit nur die Quint-
verwandtschaft jedes zweiten Tonartenpaares repräsentieren1, ein Problem, das 1737 von
DavidKellner gelöstwird: Kellners Tonraum repräsentiert Dur- undMolltonarten in zwei
getrennten Quintenzirkeln, wobei der Mollquintenzirkel im Inneren des Durquintenzir-
1 So wird z.B. die Quintverwandtschaft zwischen C-Dur und G-Dur durch geometrische Benachbarung ver-
anschaulicht, nicht jedoch die Quintverwandtschaft zwischen F-Dur und C-Dur.
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kels dargestellt wird. Durch diesen Schritt gelingt es sowohl die Quintverwandtschaft als
auch die Parallelverwandtschaft von Tonarten durch geometrische Benachbarung abzu-
bilden.2
(a) Heinichens „Musikali-





Quintenzirkel“ [78, S. 60]
Abbildung 3.1 – Erste Ansätze zur geometrischen Repräsentation von Modulationen
Bewertung:
Heinichens- und Matthesons Kreise zeigen die Anfänge geometrischer Tonraummodelle,
geben jedoch die wahrgenommenen Ähnlichkeiten von Tonarten (siehe Abschnitt 2.7.3)
nur teilweise wieder. Kellners System spiegelt zwar die Quint- und die Parallelverwandt-
schaft von Tonarten gutwider, nicht jedoch die ebenfalls wichtige Variantverwandtschaft.
Ein Vergleich des tonalen Verlaufs von Musikstücken auf Basis der in den zuvor dis-
kutierten Kreisen zugrundeliegenden geometrischen Verhältnisse wird deshalb nur zu
unbefriedigenden Ergebnissen führen.
3.2 Das Vial/Weber/Schönberg-Netz
Aufgrund der zuvor beschriebenen Nachteile von Kellners musikalischem Kreis, entwi-
ckelte F. G. Vial ein zweidimensionales Tonartennetz ([164], vgl. [101, S. 42] und [50]),
das jedoch als Gottfried Webers [166] „Tabelle der Tonartenverwandtschaften“ (Abbil-
dung 3.2c) oder auch „Schönberg-Netz“ [144, S. 20] bekannt ist. Wie in Abbildung 3.2
2 In Benachbarung zur Tonart C-Dur beﬁnden sich die quintverwandten Tonarten F-Dur und G-Dur als auch
die parallele Molltonart a-Moll.
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zu sehen ist, werden Tonarten als Knotenpunkte eines Netzes dargestellt. Oberhalb und
unterhalb einer jeden Tonart beﬁnden sich deren quintverwandte Tonarten, links und
rechts die Parallel- und die gleichnamige Tonart entgegengesetzten Tongeschlechts. We-
ber unterscheidet dabei zwischen verwandten Tonarten 1. Grades, das sind die im Netz
horizontal und vertikal direkt benachbarten Tonarten, und verwandten Tonarten 2. Gra-
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Abbildung 3.2 – Anordnung von Tonarten im Vial/Weber/Schönberg-Netz [166]
Bewertung:
Das Vial/Weber/Schönbergnetz bildet die drei wichtigsten Grundverwandtschaften von
Tonarten ab (Quint-, Parallel- und Variantverwandtschaft) und kommt vor allem den von
Krumhansl und Kessler empirisch ermittelten Ähnlichkeiten von Moll- und Durtonarten
nahe (Abschnitt 2.7.3). Ein Vergleich von Musikstücken auf Basis der in diesem Raum
eingezeichneten Pfade kann deshalb zu guten Ergebnissen führen. Eine wünschenswerte
Erweiterung des Netzes wäre die Abbildung von Kirchentonarten. Diese verloren wäh-
rend der dur-moll-tonalen Epoche zwischen 1600 und 1900 ihre Bedeutung, gewannen
aber als „modale Bereicherung der tonalen Qualitäten“ im 20. Jahrhundert wieder grö-
ßere Aufmerksamkeit [84, S. 9] (siehe auch Abschnitt 2.6.4). Um reale Audiosignale mit
Hilfe des Vial/Weber/Schönbergnetzes zu analysieren, ist eine vorgeschaltete dynamische
Tonarterkennung notwendig, welche den Tonartenverlauf eines Musikstückes über die
Zeit analysiert und in das Netz einzeichnet. Schwierig ist hierbei jedoch, dass die Tonart
in vielen Fällen nicht eindeutig bestimmt werden kann. Eine Erweiterung des Vial/We-
ber/Schönbergnetzes für mehrdeutige tonale Situationen ist deshalb notwendig. Für die
Synthese vonMusiksignalen stellt dasNetz einemöglicheGrundlage für Benutzerschnitt-
stellen zur Eingabe und zum Wechsel von Tonarten dar.
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3.3 Der Eulerraum
Die Intention der bisher analysierten Tonräumewar dieAbbildungderÄhnlichkeiten von
Tonarten. Eine weitere Anwendung geometrischer Tonräume ist die Herleitung der im
abendländischen Bereich sehr verbreiteten reinen Stimmung. Ausgehend von den ersten
Harmonischen des Obertonspektrums eines periodischen Signals und einer gewählten
Frequenz f0 schlugderMathematiker LeonardEuler 1739 einenTonraumvor [41],welcher
die Oktavobertöne . . . , 2 f0, 4 f0, 8 f0, . . . auf der ersten, die Quintobertöne . . . , 3 f0, 9 f0,
27 f0, . . . auf der zweiten und die Großterzobertöne . . . , 5 f0, 25 f0, . . . auf der dritten
Achse eines dreidimensionalenKoordinatensystems anordnete (Abbildung 3.3). Die einer
reinen Stimmung zugrundeliegenden Tonfrequenzen (Abschnitt 2.6.3) konnten damit als
diskrete Schnittpunkte der Oktav-, Quint- und Terzlinien des Eulerraumes hergeleitet
und mit der Formel f = f0 ∗ 2p ∗ 3s ∗ 5r ermittelt werden [109]. Beim Eulerraum muss
beachtet werden, dass zwei auf der Terz- oder Quintachse benachbarte Punkte nicht mit









Abbildung 3.3 – Der Eulertonraum [109, S. 28]
3.4 Das Euler/Riemann/Tonnetz
Projiziert man alle Punkte des dreidimensionalen Eulerraumes in die zweidimensionale
Terz-Quinte-Ebene, so erhält man das sogenannte Euler-Netz. Die Projektion kann als
eine Abbildung aller Töne in den Bereich einer Oktave interpretiert werden. Durch die-
sen Schritt wird die in einem Ton enthaltene Oktavinformation vernachlässigt. Man redet
in diesem Fall nicht mehr von Tönen, sondern von Tonigkeiten (siehe Abschnitt 2.3.3).
3 Ausgehend von einem periodischen Obertonspektrum stellen die Punkte 2p die Oktav-Obertöne dar, die
Punkte 3s die Quint-Obertöne und die Punkte 3r die Terzobertöne.
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Die erste Achse des Euler-Netzes ordnet Tonigkeiten im Quintabstand an, die zweite
im Terzabstand. Obwohl die ursprüngliche Intention des Netzes darin bestand, die rei-
ne Stimmung zu repräsentieren, entdeckten Musiktheoretiker wie Arthur von Oettingen
oder Hugo Riemann (z.B. [133, S. 32ﬀ]) das Netz zur Darstellung des Aufbaus und der
Verwandtschaft von Dur- und Molldreiklängen. Wie in Abbildung 3.4 gesehen werden
kann, können die Tonigkeiten im Euler-Netz zu dreieckigen Zellen verbunden werden.
Die an den Eckpunkten einer solchen Zelle beﬁndlichen Tonigkeiten bilden dabei einen
Dur- oder einen Molldreiklang. Die drei in Abbildung 3.4 mit P, V und G bezeichne-
ten Doppelpfeile stellen die Transformation des Akkordes C-Dur in dessen Parallel-,
Variant- und Gegendreiklang dar (Abschnitt 5.3.4) und können durch Spiegelung des
Akkorddreieckes an dessen eigenen Kanten erzeugt werden (vgl. [84], [101, S. 83]). Um
die quintverwandten Dreiklänge eines gewählten Dreiklanges zu erhalten, muss das ent-
sprechende Akkorddreieck in horizontaler Richtung verschoben werden. Eine weitere
Eigenschaft des Tonnetzes ist, dass die Verwandtschaftsbeziehungen für Akkorde und
Tonarten in gleicher Weise repräsentiert werden: Das diatonische Tonset (Abschnitt 2.6.1)
belegt im Tonnetz einen zusammenhängenden Bereich, welcher in Abbildung 3.4 gestri-
chelt umrandet ist. Durch Verschieben dieses Bereiches nach schräg rechts unten (im Fall
von Dur) oder oben (im Fall von Moll) selektiert man die Tonigkeiten der Varianttonart.
Durch horizontales Verschieben des Tonartbereiches erreicht man die nächstgelegenen
quintverwandten diatonischen Tonsets. An dieser Stelle wird bereits die Ähnlichkeit des
Tonnetzes zum Vial/Weber/Schönbergnetz (Abschnitt 3.2) sichtbar: Fasst man in diesem
Tonraum (Abbildung 3.2c) die Repräsentation von Dur- und Molltonart zusammen und
stellt beide Modi an einem gemeinsamen Raumpunkt dar, so erhält man ein gedrehtes
Tonnetz (vgl. [101, S. 99]). Somit wird deutlich, dass – wie im Tonnetz dargestellt – ein
enger Zusammenhang zwischen Einzeltonigkeiten und Akkorden besteht, und Einzelto-
nigkeiten und Tonarten, wie im Vial/Weber/Schönbergnetz veranschaulicht.
Das Riemannnetz erlangte in den letzten Jahren wieder größere Bedeutung. Hier sollen
nun einige wichtige Weiterentwicklungen und Anwendungen des Tonnetzes zusammen-
gefasst werden:
• Gerald Balzano [9][10] zeigte, dass eine Kombination aus Groß- und Kleinterzkrei-
sen eine räumliche Struktur ergibt, welche äquivalent zu Riemanns Tonnetz ist
[101] (Abschnitt 3.5). Diese Erkenntnis machen sich Christopher Harte, Mark Sand-
ler und Martin Gasser [58] in Form eines Algorithmus zunutze, der harmonische
Änderungen in Audiosignalen detektiert (Abschnitt 3.5).
• Ein für die temperierte Stimmung adaptiertes Tonnetz ist die Basis vonDavidLevins












Abbildung 3.4 – Das Tonnetz, übernommen aus [49] und angepasst an aktuelle deutsche
Begriﬀsgebung der Funktionstheorie [84]. Die Buchstaben P, G und V repräsentieren die
Verwandtschaftsgrade Paralleldreiklang, Gegendreiklang und Variantdreiklang. Die graue
Fläche markiert die leitereigenen Dreiklänge des diatonischen Tonsets C-Dur (ohne vermin-
derten Dreiklang)
.
[102] generalisierter Intervall- und Transformationstheorie (Neo-Riemannian Theo-
ry)4. Während Hugo Riemann [133] eher die statische „Funktion“ von Akkorden
bezogen auf ein tonales Zentrum mit Hilfe des Tonnetzes im Blick hatte, fokussiert
die Transformationstheorie auf die funktionelle Entwicklung eines Musikstückes
durch Transformation eines Klanges in einen anderen [101, S. 215].
• Aline Honingh [69] zeigt, dass nicht nur das diatonische Tonset, sondern auch
das tonale Material vieler anderer Skalen im Tonnetz zusammenhängende Bereiche
belegen. Aus dieser Entdeckung leitet sie die Eigenschaft der Star-Konvexität als
ein Maß für die Wohlgeformtheit tonaler Strukturen ab.
• Elaine Chew [20] leitet aus dem Tonnetz das sogenannte Spiral Array ab und entwi-
ckelt einen Algorithmus (Center-of-Eﬀect-Generator CEG), der den harmonischen
Schwerpunkt von Musikstücken im Spiral Array berechnet. Als Anwendung des
Modells schlägt Chew einen Tonarterkennungsalgorithmus vor (Abschnitt 3.6).
• Richard Cohn [25] geht davon aus, dass die Bedeutung des Dur- und Molldreiklan-
ges stark überbewertet wird und verallgemeinert deshalb das Euler/Riemann/Ton-
netz. Die Hauptidee von Cohns Ansatz besteht darin, die Anordnung der Tonigkei-
ten nicht auf Quinten und großen Terzen festzulegen, sondern oﬀen zu lassen.
4 Siehe auch Richard Cohn [25], [26], Edward Gollin [50] and Brian Hyer [71]
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Bewertung:
Die Leistungsfähigkeit des Tonnetzes besteht in der logischen Systematisierung vieler
musiktheoretischer Zusammenhänge rund um Dur- und Molldreiklänge. Eine besondere
Eigenschaft des Tonnetzes ist dabei vor allem die Herstellung eines physikalischen Be-
zugs: Quinte und Terz als Basisintervalle des Netzes stellen eine Verbindung zwischen
Frequenzverhältnissen von Tönen, Dur- und Molldreiklängen sowie Dur- und Mollton-
arten her (Ähnlichkeit zum Vial/Weber/Schönbergnetz). Eine Schwäche des Tonnetzes ist
die mangelnde Trennung zwischen tonartbezogenen und tonartübergreifenden Aspek-
ten. Das diatonische Tonset, welches primär für die abendländische Tonalität ist, geht
nur als sekundäre Eigenschaft aus dem Netz hervor [101]. Es werden Modelle benötigt,
welche die Diatonik und die Chromatik stärker voneinander abgrenzen. Zur Beschrei-
bung musikpsychologischer Akkordähnlichkeiten (Abschnitt 5.3.4) ist das Tonnetz nicht
geeignet. Die Wahrnehmung von Akkorden ist zum einen stark vom Kontext abhängig
und kann nicht ohne einen solchen beschrieben werden. Zum anderen gibt es weitere
Gesetze der Akkordwahrnehmung, die im Tonnetz nicht wiedergegeben werden. Da-
zu gehört z.B. der Quintfall: Die Wahrscheinlichkeit, dass ein Akkord von seinem im
Quintenzirkel absteigend benachbarten Akkord gefolgt wird, ist deutlich höher als der
umgekehrte Fall. Auch kadenzielle Zusammenhänge wie z.B. die hohe Wahrscheinlich-
keit eines Folgens der Dominante auf die Subdominante werden im Tonnetz geometrisch
nicht veranschaulicht.
3.5 Der Terztorus
Gerald Balzano [9][10] zeigte, dass eine Kombination aus Groß- und Kleinterzkreisen
eine räumliche Struktur ergibt, welche äquivalent zu Riemanns Tonnetz ist [101] und
als Terztorus bezeichnet wird (Abbildung 3.5b) [109, S. 104ﬀ]. Die Bildung des Terzto-
rus setzt die Annahme von Oktaväquivalenz (Abbildung 3.5a, gestrichelter Pfeil) und
enharmonischer Äquivalenz (durchgezogene Pfeile) voraus.
Bewertung:
Der Terztorus veranschaulicht die Zirkularität des Tonnetzes in beiden Dimensionen,
wenn man Oktav- und enharmonische Äquivalenz annimmt. Die toroidale Darstellung
des Tonnetzes ist deshalb auch ein wichtiger Schritt für die Entwicklung tonnetz- und
chromavektorbasierter Harmonieanalysealgorithmen wie z.B. dem von Harte, Sandler
und Gasser [58]. Kritisch zu betrachten ist jedoch die Bedeutung von Balzanos Zerlegung













Abbildung 3.5 – Unter Annahme von Oktav- und enharmonischer Äquivalenz kann das
Tonnetz als ein Torus dargestellt werden (angepasst aus [58]).
des Tonnetzes in eine zyklische Groß- und Kleinterzkomponente. Es ist fraglich, ob die-
se beiden Komponenten wahrnehmungspsychologisch relevante Achsen darstellen und
damit jeweils für die musikalische Ähnlichkeitsanalyse interessante Features repräsentie-
ren. Entsprechend Lerdahl [101, S. 44ﬀ] haben Groß- und Kleinterzzyklen erst relativ spät
(im 19. Jahrhundert) mit der Entstehung chromatischer Harmonievorgänge Bedeutung
gewonnen und stellen eher eine Weiterentwicklung der aus dem Quintzyklus heraus
entstandenen diatonischen Harmonik dar als deren strukturelle Grundlage.
3.6 Elaine Chews Spiral Array
Elaine Chews Spiral Array [20] entspricht vom Aufbau her dem Terztorus (Abschnitt 3.5).
Abbildung 3.6 stellt eine dreidimensionale Verzerrung des eigentlich vierdimensionalen
Torus dar, bei dem es sich genau genommen um eine Spirale handelt, die sich in der
vierten Dimension schließt. Verzichtet man auf die Darstellung der Geschlossenheit des
Terztorus in der vierten Dimension und stellt diesen als sich nicht schließende Spirale
dar, so erhält man Elaine Chews Spiral Array (Abbildung 3.6). Dies bedeutet, dass alle
bisher diskutierten Eigenschaften des Tonnetzes auch für das Spiral Array gelten. Das
in Chews Dissertation adressierte Problem des Tonnetzes besteht darin, dass Dreiklänge
und Tonarten im Tonnetz nicht durch einen einzelnen eindeutig bestimmten Punkt, son-
dern als durchmehrere Punkte deﬁnierte Flächen bestimmt sind. Chew bestimmt deshalb
mit Hilfe von Methoden aus der Unternehmensforschung (Operations Research) Punkte
innerhalb der von einem Dreiklang im Tonnetz aufgespannten Dreiecke (Abbildung 3.6,
hellgraue Fläche), wobei jeder der so gefundenen geometrischen Punkte einen Dur- oder
Molldreiklang repräsentiert. Im nächsten Schritt verbindet Chew die zuvor gefundenen
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Akkordschwerpunkte zu neuen Dreiecken (Abbildung 3.6, dunkelgraue Fläche), wel-
che nun Tonarten repräsentieren. Das eine Tonart bildende Dreieck wird dabei durch
die Schwerpunkte der Hauptdreiklänge (Abschnitt 5.3.1) der Tonart gebildet, das sind
die Tonika, die Subdominante und die Dominante. Analog zu den Dreiklangsschwer-
punkten berechnet Chew schließlich Tonartschwerpunkte (Abbildung 3.6, sternförmige
Punkte innerhalb des dunkleren Dreiecks). Als Evaluation ihres Modells schlägt Elaine
CheweinenTonarterkennungsalgorithmus vor,welcher den geometrischen Schwerpunkt
eines Tonsets im Spiral Array berechnet und auf Basis der nächst gelegenen Tonartpunkte
eine Entscheidung triﬀt. Weitere Details des Tonarterkennungsalgorithmus sind in Ab-









Abbildung 3.6 – Elaine Chews Spiral Array für Durtonarten (nach [20])
Bewertung:
Chews Beitrag besteht zum einen in der spiralförmigen Darstellung des Terztorus. Durch
diese Darstellung werden viele Zusammenhänge einfacher ersichtlich. Weiterhin ist die
Idee bahnbrechend, die Töne eines Musikstückes in ein geometrisches Raummodell ab-
zubilden, darauf aufbauend Schwerpunkte zu berechnen und auf dieser Basis Tonart-
erkennung zu betreiben. Die Schwerpunkte von Akkorden und Tonarten mit Hilfe von
Methoden der Unternehmensforschung zu bestimmen ist interessant. Jedoch wäre hier
ein Vergleich der optimierten geometrischen Tonart- und Akkordschwerpunkte sowohl
mit einfachen als auch mit Trainingsdaten gewonnenen Schwerpunkten wünschenswert.
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3.7 Fred Lerdahls Tonal Pitch Space
Das wohl umfassendste und von einem theoretischen Standpunkt aus gesehen leistungs-
fähigste aller momentan bestehenden Tonraummodelle ist Fred Lerdahls „Tonal Pitch
Space“ [101]. Dabei handelt es sich nicht um einen einzelnen Tonraum, sondern ein
Framework aus mehreren zusammenhängenden Tonräumen. Da dieses Framework vie-
le wichtige Ansätze für die harmonieorientierte semantische Metadatenanalyse enthält,
sollen zunächst die wichtigsten Eigenschaften kurz zusammengefasst und anschließend
detailliert beschrieben werden.
Überblick
• Fred Lerdahls Modell besteht aus drei unterschiedlichen Tonraummodellen: Das
erste Modell ist der sogenannte Basic Space, welcher die Eigenschaften einzelner
Tonigkeiten in Bezug auf eine bestimmte Tonleiter und einen bestimmten Akkord
auf fünf verschiedenen tonalen Ebenen beschreibt. Zu diesen Ebenen gehören die
„Oktavebene“, die „Quintebene“, die „Akkordebene“, die „Tonleiterebene“ und die
„chromatische Ebene“. Der Basic Space ist an empirischen Ergebnissen Krumhansls
zur Wahrnehmung von Tonigkeiten angelehnt ([81], Abschnitt 2.7.1) und spiegelt
damit wichtige wahrnehmungspsychologische Zusammenhänge wider.
• Der zweite Tonraum ist der sogenannte Chordal Space, welcher Akkorde einer ge-
gebenen Tonart in einem zweidimensionalen Modell organisiert. Den musiktheo-
retischen Grundlagen entsprechend werden Akkorde entlang der ersten Achse in
Quinten und entlang der zweiten Achse auf Basis gemeinsamer Tonigkeiten ange-
ordnet.5 Der Chordal Space enthält nur leitereigene Tonigkeiten und zieht damit
eine klare Grenze zwischen leitereigenem und leiterfremdem Tonmaterial.
• Der dritte Tonraum ist der sogenannte Regional Space, welcher Tonarten repräsen-
tiert und im Wesentlichen dem Vial/Weber/Schönbergnetz entspricht, welches in
Abschnitt 3.2 bereits ausführlich erläutert wurde.
• Eine Besonderheit von Lerdahls Modell ist die baumförmige Verknüpfung der drei
zuvor beschriebenen Tonraummodelle. Wie in Abbildung 3.7 zu sehen, stellt der
Regional Space die Wurzel dieses Baumes dar. Der Regional Space organisiert
24 Dur- und Molltonarten. Jede dieser 24 Dur- und Molltonarten wiederum wird
5 D.h. Akkorde, die zwei gemeinsame Tonigkeiten besitzen, werden benachbart angeordnet.
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durch einen dafür konﬁgurierten Chordal Space repräsentiert.6 Jeder dieser Chor-
dal Spaces enthält 7 räumlich angeordnete leitereigene Dur- und Molldreiklänge,
welche jeweils durch einen dafür konﬁgurierten Basic Space repräsentiert werden.
Letzterer besteht aus den bereits benannten fünf hierarchischen Ebenen.
• Die baumförmige Verknüpfung der Teilräume von Lerdahls Tonraum ermöglicht
die Berechnung der perzeptuellen Nähe von Tonigkeiten und Akkorden über Ton-
artgrenzen hinweg. Die Nähe zweier tonaler Elemente ergibt sich dabei aus dem
Abstand der Elemente im Tonraum.
• Um perzeptuelle Asymmetrien zu modellieren (Abschnitt 2.7.4), führt Lerdahl zu-
sätzlich noch ein Kräftemodell ein. Dieses ermöglicht die Berechnung der harmo-
nischen Spannung zwischen Akkorden sowie die Berechnung von tonalen Anzie-
hungskräften zwischen Tonigkeiten und Akkorden. Mit Hilfe des Kräftemodells ist
Lerdahl in der Lage, z.B. das Auﬂösungsbestreben des Leittones in den Grundton
zu modellieren.
Regional Space
Basic Space 0 Basic Space 1 Basic Space 6
Chordal Space 0 Chordal Space 1 Chordal Space 23...








Abbildung 3.7 – Die baumförmige Verknüpfung der Teilräume von Fred Lerdahls Tonal
Pitch Space
Nachdem ein Überblick über Lerdahls Tonal Pitch Space gegeben wurde, erfolgt nun eine
detailliertere Beschreibung der einzelnen Aspekte des Modells.
Der Basic Space
Ausgangspunkt von Lerdahls „Tonal Pitch Space“ ist der sogenannte Basic Space. Die
Anordnung der Töne in diesem Raum ist an eine Theorie zur Tonwahrnehmung von
6 D.h. es gibt 24 Chordal Spaces für 24 Tonarten.
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Diana Deutschs und John Feroes [33] und Ergebnisse Carol L. Krumhansls zur Ähnlich-
keitswahrnehmung von Tonigkeiten in einer gegebenen Tonart (Abschnitt 2.7) angelehnt.
Nach dieser Theorie strukturieren Hörer tonale Sequenzen wie hierarchisch organisierte
Alphabete. Das übergeordneteAlphabet hierbei ist die Oktave, dann kommenDreiklänge
und Septakkorde, dann die diatonische Tonleiter und danach die chromatische Tonlei-
ter. Jede Ebene „schmückt den Inhalt der darüberliegenden“ Ebene aus. Abbildung 3.8
zeigt den Basic Space. Entsprechend den vorherigen Ausführungen besteht dieser aus
fünf Ebenen: a) Oktavebene, b) Quintebene, c) Akkordebene, d) diatonische Ebene und
e) chromatische Ebene. Dabei gilt: Je höher eine Ebene ist, in der sich eine Tonigkeit be-
ﬁndet, desto höher ist die Stabilität der Tonigkeit. Stabile Tonigkeiten wiederholen sich
in darunter liegenden Ebenen. Grundlage der im Basic Space gezeigten Hierarchie sind
die Oktave und die Quinte als konsonanteste Intervalle und nicht die Chromatik (letzte
Ebene). Der Basic Space ermöglicht es, die Instabilität von Tonigkeiten in Bezug auf einen
gegebenen Akkord zu berechnen. Sie ergibt sich laut Lerdahl aus der Anzahl der horizonta-
len und vertikalen Schritte, die minimal notwendig sind, um die höchste Tonigkeit in der
Hierarchieebene zu erreichen.7 Der Basic Space modelliert das Verhalten von Tonigkeiten
bezogen auf einen bestimmten Akkord. Um weitere Akkorde abbilden zu können, muss
der Basic Space auf den Ebenen a bis c umkonﬁguriert werden. Die Umkonﬁguration
erfolgt nicht auf Basis einer fest deﬁnierten Anzahl von Halbtonschritten (z.B. sieben
Halbtonschritten für eine Quinte), sondern auf Basis einer Anzahl von Tonleiterschritten,
welche in der Ebene d repräsentiert sind. Um den Basic Space in einen quintverwandten
Akkord umzukonﬁgurieren, müssen alle Tonigkeiten auf den Ebenen a bis c um Schritte
bezogen auf Ebene d verschoben werden. Die Entscheidung, die Umkonﬁguration auf
Basis von Ebene d durchzuführen, ist sehr sinnvoll, da dadurch der diatonische Bereich




ǣ   
 ȋȌ
ǣ    	 
   ȋȌ
ǣ      	 	 
     ȋȌ
͔͔͔͖͛͜
Abbildung 3.8 – Der Basic Space für den Akkord C-Dur [101, S. 47]
7 Im Beispiel von Abbildung 3.8 besitzt die Tonigkeit C die geringste Instabilität (0). Die Tonigkeit D dagegen
besitzt die Instabilität 4, da ein horizontaler und vier vertikale Schritte erforderlich sind, um die höchste
Tonigkeit c zu erreichen.
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Der Chordal Space
Zur Bestimmung der Zusammengehörigkeit von Akkorden schlägt Lerdahl vor, zwei
Kriterien heranzuziehen: 1.) die Quintverwandtschaft von Akkorden und 2.) die Anzahl
der gemeinsamen Töne. Ordnet man Akkorde einer Tonart in dieser Art an, dann erhält
man die zwei in Abbildung 3.9 gezeigten Kreissysteme: Das erste Kreissystem ist der
„Diatonic Circle of Fifths“ (Abbildung 3.9a) und das zweite Kreissystem ist der „Common
Tone Circle“ (Abbildung 3.9b). Analog zum Terztorus (Abschnitt 3.5) ergeben diese beiden
Kreissysteme einen vierdimensionalen Torus. Die Abbildung der beiden Winkeldimen-
sionen in ein XY-Koordinatensystem ist in Abbildung 3.10 zu sehen. Im Chordal Space
schreiten die Akkorde in der ersten Winkeldimension in Quinten fort und in der zweiten
Winkeldimension in großen und kleinen Terzen. Anwendung des Chordal Spaces ist die


















Abbildung 3.9 – (a) Der Diatonic Circle of Fifths für C-Dur (nach [101, S. 55]) ordnet Tonig-
keiten in Quintverwandtschaft an. (b) Der Common Tone Circle für C-Dur (nach [101, S. 56]
ordnet die Grundtöne leitereigener Dreiklänge (im Beispiel C-Dur) entsprechend der Anzahl
gemeinsamer Tonigkeiten auf einem Kreis an.
͔  	    

 
 ͔  	  
   
 ͔  	
 	    
 ͔

 ͔  	   
  
 ͔  	 
	    
 ͔ 
͔͔͕͚͖͛
Abbildung 3.10 – DerChordal Space, eine zweidimensionaleDarstellungderKombinationen
aus Abbildung 3.9a und Abbildung 3.9b (nach [101])
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Der Regional Space
Der im vorherigen Abschnitt beschriebene Chordal Space ermöglicht nur das vergleichen
von Akkorden einer konkreten Tonart. Um auch den wahrgenommenen Abstand von
Akkorden über Tonartgrenzen hinaus zu modellieren, führt Lerdahl den Regional Space
ein. Lerdahl greift dabei auf das Vial/Weber/Schönbergnetz Abbildung 3.2) zurück, da
dieses in weiten Teilen sowohl theoretisch (Vial/Weber/Schönberg) als auch empirisch
(Krumhansl) untermauert ist. Ähnlich wie jedes Element des Chordal Spaces mit einem
zugehörigen Basic Space verknüpft ist, ist auch jedes Element des Regional Space mit
einem zugehörigen Chordal Space verknüpft. Dadurch ist die Berechnung des perzeptu-
ellen Abstandes von Akkorden aus unterschiedlichen Tonarten möglich.8 Der Abstand
ergibt sich dabei aus der Kombination der Entfernung der beiden Tonarten im Regional
Space, zu denen die Akkorde gehören, und dem Abstand der Akkorde zur Tonika der
zugehörigen Chordal Spaces (Chord/Region Distance Rule [101, S. 70]).
Perzeptuelle Nähe von Tonigkeiten, Akkorden und Tonarten
ImAbschnitt 2.7wurde anhand von Experimenten vonCarol Krumhansl gezeigt, dass die
Einzeltöne, Akkorde und Tonarten in ihrer Ähnlichkeit unterschiedlich wahrgenommen
werden. Da dieNähe zweier Tonigkeiten laut Krumhansl [81] stark von der Existenz eines
tonalen Zentrums abhängt, d.h. einer Tonika, berechnet Lerdahl die Abstände einzelner
Tonigkeiten im Basic Space. Dieser setzt jede Tonigkeit in Bezug zu einer gegebenen
Tonika. Der Abstand von Akkorden ergibt sich wie bereits zuvor erwähnt aus einer
Kombination der Abstände der zugehörigen Tonarten und der Position der Akkorde im
Chordal Space. Für die Abstandsberechnung wendet Lerdahl das „Prinzip des kürzes-
ten Pfades“ an, nach welchem die kürzest mögliche Verbindung zweier Elemente in den
jeweiligen Tonräumen der wahrgenommenen Ähnlichkeit entspricht.9 Die Verbindung
zweier Elemente im Tonraum wird dabei durch horizontale, vertikale oder teilweise auch
diagonale10 Pfade hergestellt. Die besondere Leistungsfähigkeit von Lerdahls Modell
8 Z.B. kann der Abstand der Akkorde F-Dur und G-Dur einmal für den Fall berechnet werden, dass diese
beide Bestandteil der Tonart C-Dur sind oder in einem anderen Fall Bestandteil der Tonart B-Dur und der
Tonart G-Dur. Die wahrgenommene Nähe der beiden Akkorde ist in beiden Fällen sehr verschieden (vgl.
Carol L. Krumhansl [82, Abbildung 8]).
9 Lerdahl bezieht sich dabei auf das Gestaltprinzip der Prägnanz, nachdem die einfachste mögliche Interpreta-
tion eines Musikstückes der tatsächlichen Wahrnehmung entspricht. Dieser Gedanke entspricht auch Hugo
Riemanns Idee von der „Ökonomie des Vorstellens“ [133, S. 24].
10 Diagonale Bewegungen imRegional Spacewerden erlaubt, wenn die Tonika der Zieltonart auch leitereigener
Klang der Ausgangstonart ist.
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besteht deshalb darin, mit Hilfe der zuvor beschriebenen baumförmigen Verknüpfung
tonart- bzw. akkordbezogener Tonraummodelle den Abstand von Elementen aus belie-
bigen Tonarten berechnen zu können, was schon im Abschnitt zum „Chordal Space“
angesprochen wurde.
Einordnung von Spannungskräften in den Tonraum
Neben der wahrgenommenen Nähe zweier Elemente schlägt Lerdahl ein Modell zur
Berechnung der wahrgenommenen harmonischen Spannung vor.11 Bei der harmonischen
Spannung unterscheidet Lerdahl zwischen drei unterschiedlichen Formen, nämlich der
sequentiellen Spannung (Sequential Tension), der hierarchischen Spannung (Hierarchi-
cal Tension) und der Oberﬂächenspannung (Surface Tension). Die sequentielle Spannung
zwischen zwei Akkorden ergibt sich dabei aus ihrer Entfernung im Tonraum. Für die
Berechnung der hierarchischen Spannung wird das Musikstück zuvor den vordeﬁnier-
ter Regeln entsprechend segmentiert und in eine baumförmige Struktur (Prolongational
Tree) „geparst“. Die hierarchische Spannung eines Akkordes ergibt sich anschließend
durch Addieren der räumlichen Abstände in der Hierarchie vertikal benachbarter Ele-
mente [101, S. 143] und berechnet damit die Spannung eines Akkordes in Bezug auf eine
Art Referenzakkord. Mit der dritten Form der harmonischen Spannung, der Oberﬂächen-
spannung, bezieht Lerdahl weiterhin den Einﬂuss der Akkordumkehrung sowie akkord-
fremder Tonigkeiten ein (Vorhalte, Durchgangsnoten, Charakterdissonanzen). Letztere
erhöhen ebenfalls die zu einem Zeitpunkt hörbare Spannung.
Einordnung von Anziehungskräften in den Tonraum
In der musikalischen Praxis unterscheiden sich sowohl die Übergangswahrscheinlichkei-
ten einer Tonkombination A in eine Tonkombination B oft deutlich von der umgekehrten
Reihenfolge. So ist z.B. der Quintfall von Akkorden deutlich häuﬁger anzutreﬀen als der
Quintstieg. Durch räumliche Abstände kann dieses Phänomen nicht modelliert werden
(vgl. [101, S. 119ﬀ]). Lerdahl löst dieses Problem, indem er neben den zuvor besproche-
nen Spannungskräften auch noch harmonische Anziehungskräfte (Harmonic Attraction)
in den Tonraum einordnet. Harmonische Spannung hängt mit der Tendenz von instabi-
len Tonigkeiten oder Akkorden zusammen, unmittelbar von stabileren Tonigkeiten oder
Akkorden gefolgt zu werden. Demnach wirken stabile Tonigkeiten als kognitiver Refe-
renzpunkt oder auch Anker [101, S. 161], auf den instabile Tonigkeiten hinstreben. Bei der
11 Neben der hier betrachteten harmoniebedingten Spannung gibt es noch weitere rhythmus-, dynamik-,
melodie- oder auch klangfarbenbedingte Spannungen [101, S. 143]. Diesewerden hier jedoch nicht betrachtet.
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harmonischen Anziehung wiederum unterscheidet Lerdahl die melodische Anziehung
(Melodic Attraction), die Stimmführungsanziehung (Voice-Leading Attraction) sowie die
harmonischeAnziehung (HarmonicAttraction). FürdieBerechnungdermelodischenSpan-
nung [101, S. 161ﬀ] schlägt Lerdahl vor, zum einen den Abstand zweier Tonigkeiten in
Halbtonschritten einzubeziehen12 und zum anderen jeder Tonigkeit eine Anziehungs-
kraft (Anchoring Power) zuzuordnen, welche sich aus der Position der Tonigkeit im Basic
Space ergibt. Je höher die Ebene ist, in der eine Tonigkeit imBasic Space vertreten ist, desto
höher ist die Anziehungskraft der jeweiligen Tonigkeit. Die Stimmführungsanziehung [101,
S. 173] berechnet die Anziehung zwischen zwei Akkorden. Sie ergibt sich durch Additi-
on der Anziehungskräfte der Einzelstimmen dieser Akkorde. Die Harmonische Anziehung
zwischen zwei Akkorden ergibt sich aus dem Quotienten aus Stimmführungsanziehung
und der Entfernung der beiden Akkorde im Tonraum. D.h. je größer der Abstand zweier
Akkorde im Tonraum, desto kleiner ist die harmonische Anziehung.
Weiterführende Aspekte
• DavielemusikalischeVorgänge stark vonder zu einemZeitpunkt etablierten Tonart
abhängen, ist die Frage der Tonarterkennung (Tonic Finding) sehr relevant. Im Ka-
pitel „Prolongational Functions“ stellt Lerdahl einen Ansatz zur Tonarterkennung
vor, welcher auch harmonisch entfernte Akkorde mit einbezieht und dadurch für
erweiterte Tonarterkennungsverfahren interessant ist.
• Wichtig beim perzeptuellen Vergleich von Musikstücken ist die Abschätzung der
kontextabhängigen Momentanwirkung eines Akkordes. Letztere wird musiktheo-
retisch durch die Funktion des jeweiligen Akkordes beschrieben. Lerdahl diskutiert
dazu im Kaiptel „Prolongational Functions“ ein gegenüber Hugo Riemann [134]
erweitertes/verändertes Funktionsmodell, das in die Entwicklung funktionsbezo-
gener Audioanalysealgorithmen einbezogen werden sollte.
• Der Schwerpunkt von Lerdahls Tonal Pitch Space liegt auf der Modellierung dia-
tonischer Harmonik. Im 19. Jahrhundert haben sich jedoch neue Modulations- und
Ausweichungsformen herausgebildet, welche sehr kurze Verbindungen zwischen
weit entfernten Tonarten herstellen konnten. In einem Kapitel „Chromatic Tonal
Spaces“ erweitert Lerdahl sein Modell um derartige Aspekte. Die im 20. Jahrhun-
dert entstandene atonale Harmonik ist Bestandteil eines weiteren Kapitels „Atonal
Structures“.
12 Je kleiner der Halbtonabstand zwischen zwei unterschiedlichen Tonigkeiten, desto größer deren Anziehung
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Bewertung:
Mit dem Tonal Pitch Space stellt Lerdahl ein umfassendes Tonraummodell zur Verfü-
gung, welches verschiedene mit anderen Tonraummodellen bisher noch nicht gelöste
Probleme adressiert. Dazu gehören die Berücksichtigung der Unterschiede in der Wahr-
nehmung der Ähnlichkeit von Einzeltönen, Akkorden und Tonarten in Form dreier un-
terschiedlicher Tonraummodelle. Durch den Basic Space stellt Lerdahl darüber hinaus
einen Zusammenhang zwischen den unterschiedlichen musikalischen Ebenen „Harmo-
nik“, „Diatonik“ und „Chromatik“ her. Die Modellierung perzeptueller Asymmetrien,
laut Krumhansl [82] eine Schwäche existierender Tonraummodelle, löst Lerdahl durch
die Einordnung eines Kräftemodells, das sowohl Spannungskräfte als auch tonale An-
ziehungskräfte berechnen kann. Eine weitere Schwäche bisheriger Tonräume, nämlich
tonartübergreifende und tonartbezogene harmonische Vorgänge strukturell nur unzurei-
chend abzugrenzen, löst Lerdahl durch die Bereitstellung speziell für einen gegebenen
Kontext konﬁgurierter Spezialmodelle (Basic und Chordal Space).13 Insgesamt muss ge-
sagt werden, dass Lerdahls Modell viele für den harmoniebasierten perzeptuellen Ver-
gleich von Musikstücken interessante Parameter beinhaltet. Da das Modell jedoch für die
Analyse symbolischen Audios ausgelegt ist, müssen Verfahren entwickelt werden, wel-
che die vorgeschlagenenAnsätze für dieAnalyse von echtemAudio einsatzfähigmachen.
Problematisch hierbei ist, dass Lerdahl in seinenAnalysen stets von eindeutig bestimmten
Akkorden und Tonarten ausgeht, was jedoch in der Praxis nicht der Fall ist. Die Existenz
leistungsfähiger Akkord- und Tonarterkennungsalgorithmen ist demnach eine Grund-
voraussetzung, um Musikstücke anhand der von Lerdahl vorgeschlagenen Parameter zu
vergleichen. Um Lerdahls Kräfte- und Funktionsmodell in vollem Umfang zu nutzen,
sind zusätzlich noch Algorithmen notwendig, welche in der Lage sind, Audiosignale in
die darin verborgene baumförmige Hierarchie (Time Span Tree, Prolongational Tree) zu
parsen. Ansätze für symbolisches Audio hierfür sind z.B. in [55] zu ﬁnden, aufgrund
der Komplexität von realem Audio (vgl. Kapitel 7) müssen an dieser Stelle jedoch star-
ke Vereinfachungen vorgenommen werden. Eine multimediale Umsetzung von Lerdahls
Arbeit ist in [167] zu ﬁnden.
13 Die Verwendung von nicht leitereigenem Material wie z.B. Akkorden aus anderen Tonarten stellt in der
Regel einen deutlich wahrnehmbaren Ausbruch aus der Standard-Tonalität dar. In den bisher diskutierten
Tonraummodellen existieren keine tonalen Grenzen, die „überwunden“ werden müssen, um auf leiterfrem-
des Material zugreifen zu können. Lerdahl löst dieses Problem auf zwei Ebenen: Zum einen stellt er mit dem
Basic Space einen Tonraum bereit, der klar auf einen Akkord bezogen ist, und zum zweiten mit dem Chordal
Space einen weiteren. Der wiederum ist auf eine Tonart bezogen. Das Ausweichen auf leiterfremdes tonales
Material kann in Lerdahls Modell nur durch eine Umkonﬁguration des Tonraumes modelliert werden.
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3.8 Das harmonische Heptagon/ Der Kadenzkreis
In seinem Buch „What is Music“ [34] stellt Philip Dorell einen als „Harmonisches Hep-
tagon“ (Harmonic Heptagon) bezeichneten Tonraum vor (Abbildung 3.11a), welcher
vom Aufbau her Fred Lerdahls Common Tone Circle (Abbildung 3.9a) entspricht. Das
harmonische Heptagon ordnet die sieben Tonigkeiten eines diatonischen Tonsets in ab-
wechselnd kleinen und großen Terzen an. Dorell verwendet das Harmonische Heptagon,
um das syntonische Komma14 zu erklären: Stimmt man ausgehend von einer gegebenen
Tonigkeit entsprechend dem Harmonischen Heptagon reine große und kleine Terzen, so
unterscheiden sich die Frequenzen von Anfangs- und Endtonigkeit um das syntonische
Komma. Weiterhin stellt Dorell heraus, dass die Tonigkeiten aller aus einem diatonischen
Tonset heraus erzeugbaren Dur- und Molldreiklänge sowie der verminderte Dreiklang
in Benachbarung liegen und dass der Raum eine innere Spiegelsymmetrie besitzt. Eine
weitere von Dorell bemerkte Besonderheit ist die Symmetrie der Tonikadreiklänge C, E,

















Abbildung 3.11 – (a) Das Harmonische Heptagon [34], (b) Der Kadenzkreis [47]
Nahezu zeitgleich zu Dorell veröﬀentlichte David Gatzsche [47] den in Abbildung 3.11b
gezeigten Kadenzkreis, welcher identisch zumHarmonicHeptagon ist. Unterschiede von
Gatzsches und Dorells Räumen sind die Winkelorientierung des Koordinatensystems so-
wie die Ausrichtung des Kreises, welche im Fall des Kadenzkreises an den Quintenzirkel
14 (siehe Abschnitt 2.6.3)
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angelehnt sind. Gatzsches besonderer Beitrag war die Einführung der Symmetrieachse
und des Symmetrietones. Im Fall der Tonart C-Dur ist dies der auch von Dorell heraus-
gehobene Ton d. Gatzsche zeigte, dass sich zur Linken der Symmetrieachse die subdo-
minantischen Dreiklänge des gewählten diatonischen Tonsets (d-F-a, F-a-C), zur Rechten
die dominantischen Dreiklänge (e-G-h, G-h-D) und im oberen Bereich des Kreises die
Tonikadreiklänge beﬁnden (a-C-e, C-e-G). Gegenüber dem Tonikabereich liegt der ver-
minderte Dreiklang (h-d-F), welcher von Gatzsche als Symmetrieakkord bezeichnet wird.
Sowohl Symmetrieakkord (h-d-F) als auch Symmetrieton (d) verbinden die gegenüber-
liegenden funktionellen Pole Dominante und Subdominante. Für Gatzsche ist dies eine
mögliche Erklärung für das hohe Auﬂösungsbestreben des verminderten Dreiklanges
und damit auch des Dominantseptakkordes in Richtung Tonika. Das Ziel des Kadenz-
kreises bestand in der Bereitstellung eines pädagogischen Hilfsmittels zur Vermittlung
des Aufbaus von Dur- und Molldreiklängen sowie funktionstheoretischer Zusammen-
hänge. Dazu entwickelte Gatzsche das in 3.11b gezeigte Farbsystem: In Anlehnung an
Aussagen des französischenMusiktheoretikers undKomponisten Jean-Philippe Rameau,
welcher tonale Bewegungen in Richtung Subdominante mit Kälte und Bewegungen in
Richtung Dominante mit Wärme charakterisierte, wurde der Subd ominantbereich mit
den Farben blau, der Tonikabereich mit der Farbe gelb und der Dominantbereich mit der




Eigenschaften in Form eines sehr einfachen Modells zum Vorschein. Die Benachbarung
der Tonigkeiten von leitereigenenDreiklängen sowie die in denKreisen zu Tage tretenden
funktionellen Zusammenhänge machen den Tonraum interessant sowohl für die seman-
tische Metadatenanalyse als auch für die tonraumbasierte Synthese von Musik. Jedoch
müssen hier Ansätze entwickelt werden, Musiksignale in die entsprechenden geometri-
schen Modelle abzubilden. Für die Synthese von Musik ist die Frage, inwiefern derartige
tonigkeitsorientierte Modelle um eine Tonhöhenkomponente erweitert werden können.
3.9 Generalized Voice-Leading Spaces
CliftonCallender, IanQuinnundDmitry Tymoczko veröﬀentlichten 2008 in der SCIENCE
[19] einen Artikel über allgemeine Stimmführungsräume (Generalized Voide-Leading
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Spaces). Inspiriert durch Ansätze aus der Musical Pitch-class Set Theory15 (musikalische
Tonigkeitsmengenlehre) schlagen sie vor, Ton- und Akkordfolgen unter Vernachlässigung
der Informationen Oktavierung, Permutation, Transposition und Änderung der Kardi-
nalität zu klassiﬁzieren. Darauf leiten sie fünf verschiedene Äquivalenzrelationen ab:
Die Oktaväquivalenz deﬁniert, dass zwei Töne im Abstand einer oder mehrerer Okta-
ven äquivalent sind. Die Permutationsäquivalenz deﬁniert, dass verschiedene Umkehrun-
gen eines Akkordes äquivalent sind. Die Invertierungsäquivalenz setzt Akkorde gleich,
die durch Invertierung (Spiegelung am Ursprung des Koordinatensystems) ineinander
übergeführt werden können. Die Transpositionsäquivalenz deﬁniert, dass ein Akkord und
dessen Transpositionen äquivalent sind. Und die Kardinalitätsäquivalenz besagt, dass ein
Akkord, bei dem Töne verdoppelt werden, äquivalent zum Ausgangsakkord ist. Um
diese Dinge geometrisch zu modellieren schlagen Callender, Quinn und Tymoczko vor,
einen n-dimensionalen Raum Rn als Ausgangsbasis zu verwenden und dann je nach
zu analysierender Äquivalenzrelation nach und nach in entsprechende Quotientenräu-
me16 umzuformen. Die Anzahl der Dimensionen des Ausgangsraumes entspricht der
Anzahl der Stimmen des Musikstückes. Zur Analyse eines vierstimmigen Satzes würde
der Ausgangsraum also vier Dimensionen besitzen. Die Einteilung der Achsen des Aus-
gangsraumes erfolgt in Halbtonschritten. In Abbildung 3.12a ist der zweidimensionale
Ausgangsraum für ein zweistimmiges Musikstück dargestellt. Insgesamt schlagen die
Autoren vor, folgende Transformationen auf diesen Ausgangsraum anzuwenden:
• Bei Annahme von Oktaväquivalenz ist im Rn in allen Dimensionen jeder zwölfte
Halbtonpunkt identisch. Für den in Abbildung 3.12 dargestellten Raum R2 bedeutet
dies, dassdie gegenüberliegendendickgestrichelt bzw. gepunktet hervorgehobenen
Seiten identisch sind und deshalb verbunden werden können. Das Ergebnis ist ein
n-Torus.
• Permutationsäquivalenz bedeutet, dass alle Punkte in Rn identisch sind, die durch
Spiegelung an der den Raum ansteigend diagonal schneidenden Hyperebene17 in-
15 Die Pitch-class Set Theory wurde entwickelt, um ein generelles theoretisches Framework zur Beschreibung
der Tonorganisation in posttonaler Musik bereitzustellen [87]. Zu herausragenden Vertretern dieses Gebietes
gehören unter anderem Milton Babitt, Allen Forte [45], John Rahn [130] oder auch David Lewin [102]. Model-
liert man ein tonales Ereignis als eine Menge von Tönen und ein Musikstück als eine Folge solcher Mengen,
so ist es möglich, die Beziehungen zwischen Tonsets mit Methoden der mathematischen Mengenlehre zu
beschreiben.
16 Ein Quotientenraum wird durch „Aneinanderheften“ bestimmter Punkte eines Elternraumes gebildet. Die
Art und Weise dieses Prozesses hängt von einer Menge von Operationen ab [19, Supporting Material].
17 Eine Hyperebene ist eine n-1-dimensionale Fläche, die einen n-dimensionalen Raum in zwei Hälften teilt. Im
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einanderübergeführtwerdenkönnen. InBeispielAbbildung3.12 ist diePermutations-
Hyperebene durch die gestrichelt dargestellte ansteigende diagonale Linie visua-
lisiert. Als Beispiel für eine Permutation sind die Punkte 6-3 (d- f ) und 3-6 ( f -d)
markiert.
• Die Transpositionsäquivalenz verbindet alle Punkte in Rn, deren orthogonale Pro-
jektion18 auf eine bestimmte Hyperebene H identisch ist. Die Hyperebene H wird
dabei durch die Akkorde gebildet, deren Tonnummern in der Summe 12 bzw. 0
(mod 12) ergeben. In Abbildung 3.12 ist diese Hyperebene in Form der gepunktet
dargestellten abfallenden Diagonalen eingezeichnet.
• Diemusikalische Invertierungwird durch geometrische Invertierung durch denKoor-





















Abbildung 3.12 – Darstellung verschiedener Äquivalenzrelationen im RaumZ2. Callenders,
Quinns und Tymoczkos Idee besteht darin, den Raum derartig zu transformieren, dass äqui-
valente Punkte zusammenfallen.
Falle einer Linie ist dies ein Punkt, im Fall einer Fläche eine Linie, im Fall eines dreidimensionalen Raumes
eine Fläche und im Fall eines n-dimensionalen Raumes eine n-1-dimensionale Fläche.
18 Legtman in einen n-dimensionalenRaumeine n-1 dimensionaleHyperebene, so kannman alle Punkte ortho-
gonal auf diese Ebene projizieren. Im Beispiel der zweidimensionalen Fläche kann man eine eindimensionale
Linie in diesen Raum legen und alle Punkte auf diese Linie projizieren.
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In Abbildung 3.13a ist der Stimmführungsraum unter Annahme von Transpositionsä-
quivalenz zu sehen. Dies bedeutet, dass in diesem Raum Akkorde nur noch hinsichtlich
ihrer inneren Intervallstruktur verglichen werden. Die Akkorde c-e-g und d- f is-a werden
dadurch inAbbildung 3.13a durchdengleichenPunkt (0, 4, 7) repräsentiert. DurchHinzu-
nahme weiterer Äquivalenzrelationen werden weitere Punkte des Raumes als äquivalent
zusammengefasst, die Anzahl der imRaumbeﬁndlichen Punkte sinkt dadurch. Dies ist in
Abbildung 3.13b zu sehen: Hier kommt noch die Äquivalenzrelation „Invertierungsäqui-
valenz“ hinzu,was zu einemdreieckigen Raum führt. Durch die Invertierungsäquivalenz
werden z.B. Dur- und Molldreiklänge als äquivalent betrachtet. In Abbildung 3.13b sind
beide Akkordtypen durch den Punkt 0, 3, 7 repräsentiert.
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Abbildung 3.13 – (a) Die Punkte repräsentieren äquivalente Dreitonkombinationen unter
Annahme von Transpositionsäquivalenz. (b) Die Punkte repräsentieren äquivalente Akkorde
unter Annahme von Transpositions- und Inversionsäquivalenz [19]. Die Zahlen 0, 1, 2, . . .
repräsentieren die Tonigkeiten c, cis, d . . .
Bewertung:
Nach Aussage der Autoren sind die vorgestellten Tonräume geeignet für die Modellie-
rung musikalischer Ähnlichkeit und zur Analyse einer großen Weite zeitgenössischer
Musik. Hinsichtlich der Wahrnehmung von atonalen Akkorden haben Tuire Kuusi [87],
[88], Arthur G. Samplaski [138] und Cheryl L. Bruner [16] herausgefunden, dass hier
die wahrgenommene Ähnlichkeit vor allem durch die Anzahl der Stimmen, die Menge
gemeinsamer Töne zweier Akkorde, die Ähnlichkeit von atonalen Akkorden zu traditio-
nellen tonalen Akkorden sowie deren Oktavlage, Akkordbreite und Dissonanz bedingt
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ist. Inwiefern solche perzeptuellen Ähnlichkeiten durch Callenders, Quinns und Tymocz-
kos Modell repräsentiert werden, ist zu untersuchen. Weiterhin behaupten die Autoren,
dass die durch die Räume wiedergegebenen Äquivalenzrelationen zentraler Bestand-
teil der Musik seit dem 17. Jahrhundert sein. Das Modell übertrage musiktheoretische
Begriﬀe in eine präzise geometrische Sprache und erlaube eine große Menge mathema-
tischer Rückschlüsse. Hier muss jedoch gesagt werden, dass gerade Grundpfeiler der
abendländischen Tonalität wie die Quinte und Terz als zentrale Harmonieträger keine
Rolle spielen. Funktionelle Aspekte können deshalb in das Modell ebensowenig ein-
geordnet werden wie Aspekte der diatonischen Stimmführung oder melodische oder
harmonische Anziehungs- und Spannungskräfte. Kernproblem von Callenders, Quinns
und Tymoczkos Stimmführungsräumen ist die auch schon von Fred Lerdahl [101, S. 47]
bemerkte Tatsache, dass das Halbtonintervall und nicht die Quinte als Ausgangspunkt
der tonalen Hierarchie gesehen wird19. Veränderung einzelner Stimmen eines Akkordes
um einen Halbton führen musikpsychologisch gesehen in vielen Fällen zu drastischen
Änderungen der Akkordwirkung.20,21 Zusammenfassend kann gesagt werden, dass die
Bedeutung von Callenders, Quinns und Tymoczkos Modell in der geometrischen Visua-
lisierung der speziell für atonale Musik entwickelten Pitch-class Set Theory liegt. Das
Modell ist jedoch nicht geeignet, um musiktheoretische und musikpsychologische Ei-
genschaften der abendländischen Tonalität zu analysieren oder Musikstücke hinsichtlich
ihrer wahrgenommenen Wirkung zu vergleichen.
3.10 Dasian-, Guidonian- und Aﬃnititätsräume
In seiner Dissertation beschäftigte sich José António Oliveira Martins [107] mit der Ana-
lyse von Musik des 20. Jahrhunderts, darunter von Komponisten wie Béla Bartók, Igor
Stravinsky und Darius Milhaud. Ein sehr häuﬁg auftretendes Merkmal dieser Musik
ist die nichttonale Aufeinanderfolge oder Überlagerung diatonischer Melodiefragmente
19 Tymoczko selber schreibt dazu [163]: „In earlier periods, non-diatonic tones were typically understood to
derive from diatonic tones: for example, in C major, the pitch class F# might be conceptualized variously
as the ﬁfth of B, the leading tone of G, or as an inﬂection of the more fundamental diatonic pitch class F.
By the start of the twentieth century, however, the diatonic scale was increasingly viewed as a selection of
seven notes from the more fundamental chromatic collection. No longer dependent on diatonic scale for their
function and justiﬁcation, the chromatic notes had become entities in their own right.“
20 Verändert man einzelne Tonigkeiten eines Dur- oder Mollakkordes um einen Halbton, so ergeben sich völlig
andere Klänge.
21 Weitere musiktheoretische Widersprüche eines der Unterräume von Callenders, Quinns und Tymoczkos
Modell werden auch von Dave Headlam und Matthew Brown [64] bemerkt.
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(Diatonic Strata) aus ganz unterschiedlichen Tonarten. Um melodische und harmoni-
sche Distanzen solcher Skalensegmente zu messen, schlägt Martins zwei kreisförmige
Tonräume vor, nämlich den Dasian Space und den Guidonian Space. Inspiriert durch das
mittelalterliche auf Hexachorden basierte melodische System werden diese Tonräume
durch die Aneinanderreihung sogenannter modularer Einheiten (Modular Units) gebildet.
Einemodulare Einheit besteht dabei imFall desDasian Space aus vier und imFall desGui-
donian Space aus drei Ganztönen. Der Abstand zwischen zwei benachbarten modularen
Einheiten beträgt einen Halbtonschritt (in Abbildung 3.14 durch Verbindungsklammern
zwischen Tonigkeitsnamen gekennzeichnet). Um den harmonischen Verlauf von Musik-
stücken zu charakterisieren, führt Martins verschiedene Bewegungstypen ein.
• Dazu gehört die schrittweise Bewegung (Stepwise Motion), bei der die Melodie aus-
gehend von einer bestimmten Tonigkeit im Dasian oder Guidonian Space im oder
gegendenUhrzeigersinn fortfährt. DerMelodieverlauf c, d, e, f , g ist z.B. eine schritt-
weise Bewegung in den in Abbildung 3.14 gezeigten Tonräumen. Die Stepwise
Motion ist die einfachste und am häuﬁgsten verwendete melodische Bewegung.
• Der zweite Bewegungstypwird alsChanneling bezeichnet und soll an einemBeispiel
erläutert werden: In Abbildung 3.14a ist im Dasian Space die Tonigkeit C markiert.
Sie beﬁndet sich an vier mit (1), (2), (3) und (4) markierten Stellen im Tonraum.
Erklingt nun in einem Musikstück die Tonigkeitsfolge g, a, b (h), c, so beﬁndet sich
das Musikstück an der in Abbildung 3.14a mit (1) markierten Stelle. Channeling
bedeutet nun, dass die Melodie des Stückes nicht an der Stelle (1) weiter fortfährt,
sondern an eine der Stellen (2), (3) oder (4) springt. Im Beispiel der Stelle (4) würde
die Melodie z.B. mit den Tonigkeiten c, des, f und es weiter fortfahren.
• Der dritte Bewegungstyp wird als chromatische Inﬂektion (Chromatic Inﬂection22) be-
zeichnet, was die Erhöhung oder Erniedrigung einer einzelnen Tonigkeiten um
einen Halbton bezeichnet. Nehmen wir an, eine Melodie beﬁndet sich z.B. im melo-
dischen Kontext g, a, b (h), c und damit in Abbildung 3.14b an der mit (1) markierten
Stelle. Nun wird die Tonigkeit b (h) zum b (b) erniedrigt. Die Melodie beﬁndet sich
dadurch nun im Bereich g, a, b, c, welcher in Abbildung 3.14b mit (2) markiert ist.
Der Wechsel vom Kontext (1) auf den Kontext (2) wird als chromatische Inﬂektion
bezeichnet.
22 Als „Inﬂection“ wird die absichtliche Abweichung von der Norm eines Tones bezeichnet. Ein sehr häuﬁg
verwendetes Beispiel ist die Blue Note im Jazz [131].
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• Der vierte Bewegungstyp ist die Mutation. Als Mutation wird im Kontext der mit-
telalterlichen Musiktheorie der Wechsel von einem Hexachord auf einen anderen
bezeichnet [85]. ImKontext vonMartins Tonräumenbezeichnet der BegriﬀMutation
eine Bewegung im Guidonian Space um sieben Schritte. Z.B. der in Abbildung 3.14b
eingezeichneteWechsel desHexachords f , g, a, b, c, d auf denHexachord g, a, h, c, d, e
ist eine Mutation. Eine Mutation führt wahlweise zur chromatischen Inﬂektion oder
zum Channeling von Tonigkeiten. Im vorherigen Beispiel werden die Tonigkeiten
g, a und c gechannelt, die Tonigkeiten h und c werden chromatisch inﬂektiert.
Martins analysiert auf Basis kombinierter Mutationsoperationen verschiedene Werke des
20. Jahrhunderts. Als eine Verallgemeinerung des Dasian und des Guidonian Space
schlägt er schließlich noch sogenannte Aﬃnity Spaces vor.23 Das sind Räume, die peri-









Abbildung 3.14 – (a) Der Dasian Space, (b) Der Guidonian Space [107]
Bewertung:
Die Zerlegung polyphoner Musikstücke in diatonische Melodiefragmente und die Ein-
ordnung dieser Fragmente in geometrische Modelle wie den Guidonian und den Dasian
Space ist eine sehr interessante Möglichkeit zur melodischen Analyse und Klassiﬁkation
sowohl tonaler Musik, von Jazzmusik, als auch von neuer Musik. Eine Klassiﬁkation von
Musikstücken hinsichtlich der Häuﬁgkeit der Operationen „Channeling“, „ schrittweise
23 Aﬃnity =Wesensverwandtschaft
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Bewegung“ und „chromatische Inﬂektion“ könnte durchaus zu brauchbaren Ergebnis-
sen führen. Die Klassiﬁzierung tonaler Bewegungen in diese drei Typen ist auch für die
Entwicklung tonraumbasierter Musikinstrumente interessant. Hier muss man Möglich-
keiten ﬁnden, tonale Bewegungen einfach darzustellen. Martins Ansatz ist ein möglicher
Ausgangspunkt. Der Bezug von Martins Kreissystemen zur Diatonik und die quintori-
entierte Anordnung der in den Räumen enthaltenen diatonischen Tonleitern lässt die
Möglichkeiten oﬀen, dass die in den Räumen dargestellten geometrischen Verhältnisse
auch wahrgenommene Ähnlichkeiten widerspiegeln. An dieser Stelle sind jedoch noch
empirischeUntersuchungen erforderlich, welche die einzelnen Bewegungen imTonraum
untersuchen.
3.11 Weitere Arbeiten
Moritz Hauptmanns [63] verwendete eine Tonreihe, bei der benachbarte Töne abwech-
selnd ein Intervall von einer großen oder kleinen Terz besaßen, um den Aufbau von
Dur- und Molldreiklängen, deren Funktion innerhalb einer Tonart (Tonika, Oberdomi-
nante, Unterdominante) sowie den Zusammenhang zwischen Tonarten zu erläutern. Im
Symmetriemodell (Kapitel 4) ﬁndet sich Hauptmanns’ System in Form des tonartüber-
greifenden Terzkreises wieder (Abschnitt 4.2.4).
Hendrik Purwins [127] leitete eine toroidale Darstellung des Vial/Weber/Schönbergnet-
zes durch statistische Analysen musikalischer Daten auf Basis von Ansätzen neuronaler
Netzwerke bzw. selbstorganisierender Karten her. Ebenfalls auf Basis von selbstorgani-
sierenden Karten arbeitet Toiviainens [161] Ansatz zur Visualisierung der dynamischen
Tonartenentwicklung in einem Musikstück.
Craig Stuart Sapp [140] schlägt ein System zur Visualisierung der in einem Musikstück
verwendeten Tonarten vor. Der Algorithmus berücksichtigt die Tatsache, dass die Ton-
art nicht für ein gesamtes Musikstück analysiert werden kann, sondern dass es auch
möglich ist, ein Musikstück in Segmente zu zerlegen, welche wiederum eine eigene Ton-
art besitzen. Die gefundenen Segmente können wieder in Subsegmente zerlegt werden,
welche ebenfalls eine Tonart besitzen. Auf einer ersten Achse eines zweidimensionalen
Koordinatensystems repräsentiert Sapp deshalb die Zeit. Auf einer zweiten Achse wird
das untersuchte Musikstück jeweils in ein, zwei, drei, vier und mehr Segmente zerlegt.
Die in den jeweiligen Segmenten vorliegende Tonart wird farblich gekennzeichnet. Das
resultierende Diagramm ermöglicht so, die harmonische Struktur eines Musikstückes
zu analysieren oder auch die Ausgabe verschiedener Tonarterkennungsalgorithmen zu
vergleichen.
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Andere Arbeiten zu mathematisch-geometrischen Tonalitätsansätzen erfolgten unter an-
derem durch Roger Shepard [152], Gottfried Steyer [154], Werner Pöhlert [128], Guerino
Mazzola [111], [109] und Thomas Noll [120], [119].
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3.12 Tonraumbasierte Analyse und Synthese von Musik
Tonräume werden zum einen bei der Analyse und Klassiﬁkation von Musiksignalen
eingesetzt. Dies ist Gegenstand ab Kapitel 7. Zum anderen können Tonräume eingesetzt
werden, um Audiosignale zu erzeugen. Im Folgenden sollen Arbeiten genannt werden,
die geometrische Tonraumsysteme zur Erzeugung von Musik verwenden.
1987 bis 1994 entwickelte GuerinoMazzola zusammen mit der Fraunhofer Arbeitsgruppe
für graﬁsche Datenverarbeitung in Darmstadt die Musikkompositionssoftware „Presto“
(Music Designer Z71) [109], [110]. Die Software bietet dieMöglichkeit, sogenannteMotive
bzw. lokale Kompositionen in einem Notenrollen-Editor – „Operating Score“ genannt –
zu deﬁnieren (Abbildung 3.15. Weiterhin können verschiedene Symmetrietranslationen
deﬁniert und auf das zuvor deﬁnierte Motiv angewendet werden. Das resultierende Ton-
fragment wird als „Ornament“ bezeichnet. Teile des Ornamentes können anschließend
in der „Score“ auf eine bestimmte metrische oder harmonische Struktur quantisiert und
zeitlich arrangiert werden.
Abbildung 3.15 – Der Music Designers Z71 [6]
Die aktuelle Weiterentwicklung von Presto ist der sogenannte „Rubato Composer“24 von
Gérard Milmeister [113], [114]. Die Software stellt eine an graﬁsch-objektorientierte Pro-
grammiersprachen angelehnte Softwareoberﬂäche bereit, mit deren Hilfe Module – Ru-
24 www.rubato.org
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betten genannt – zu sogenannten Netzwerken verbunden werden. Rubetten wiederum
arbeiten auf Basis von Dentatoren, das sind Instanzen (Objekte) von sogenannten Formen
(Forms), welche Klassen in objektorientierten Programmiersprachen entsprechen. Mit
dem Rubato Composer werden bereits eine Reihe von Rubetten bereitgestellt, darunter
auch die Rubette OrnaMagic von Florian Thalmann [160], welche die bereits im Zusam-
menhang mit der Software Presto beschriebene Ornamentfunkionalität als Rubato Modul
anbietet.
Abbildung 3.16 – Der Rubato Composer [6]
Ein innovatives kommerziellesMusikinstrument, das sich vonbisherigen klaviaturbasier-
ten Ansätzen deutlich unterscheidet, ist das Yamaha TENORI-ON [118], [5]. Kernkompo-
nente des Instrumentes ist eine 16x16 LED-Tastenmatrix, aufwelcher der Spieler graﬁsche
Muster „zeichnen“ kann (Abbildung 3.17). Je nach gewähltem Modus wird das erstellte
zweidimensionale Muster unterschiedlich interpretiert. Im einfachsten Fall durchläuft
ein Zeitmarker die Matrix von links nach rechts. Bei Zusammentreﬀen des Zeitmarkers
mit dem erstellten Muster werden die dem „berührten“ Musterabschnitt entsprechenden
Töne ausgegeben. Komplexere Modi ersetzen den Zeitmarker durch andere Paradigmen,
z.B. durch einen sich frei durch die Matrix bewegenden Ball.
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Abbildung 3.17 – Das TENORI-ON [5]
Ebenfalls geometrische Ansätze wurden bereits mehrfach in musiktheoretischen Lernhil-
fen umgesetzt. Kombiniert mit einer Klangerzeugung können derartige Werkzeuge zu
neuartigen Musikinstrumenten weiterentwickelt werden (siehe Kapitel 6). Bei solchen
Werkzeugen handelt es sich meist um Schablonen, Scheiben oder andere Objekte, wel-
che mechanisch miteinander verbunden werden und gegeneinander verschiebbar oder
verdrehbar sind. Auf den Schablonen werden musiktheoretische Zusammenhänge dar-
gestellt. Beispiele für derartige Werkzeuge sind [103], [68], [46], [99], [48], [91], [136], [146],
[147] und [143].
Abbildung 3.18 – Beispiel einer Lernschablone [143]
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Ein an das Eulernetz (Abschnitt 3.4) angelehntes Musikinstrument wird in [13] vorge-
schlagen. Das Musikinstrument ist durch eine Anordnung sechseckiger Tasten – wie in
Abbildung 3.19 – gezeigt gekennzeichnet. Durch dieses bienenwabenförmige Tastenlay-
out bilden sich Tastenzeilen in jeweils drei Richtungen. Die Töne sind den Tasten so
zugeordnet, dass die erste der benannten Tastenzeilen eine Tonfolge in Quinten bildet,
die zweite eine Tonfolge in kleinen Terzen und die dritte eine Tonfolge in großen Terzen.
Durch diese Anordnung können die in Abschnitt 3.4 beschriebenen Eigenschaften des
Eulernetzes spielerisch erfahren werden. D.h. durch Drücken in das ”Kreuz“ aus drei
angrenzenden Tasten kann ein Dur- oder Mollakkord gespielt werden. Durch spielen
benachbarter ”Kreuze“ können die entsprechend quint- und terzverwandten Akkorde














Nachdem der Stand der Technik auf dem Gebiet geometrischer Tonraummodelle vorge-
stellt wurde, wird nun mit dem Symmetriemodell ein eigenes neuartiges Tonraummo-
dell eingeführt. Das Symmetriemodell beschreibt wichtige Eigenschaften der abendländi-
schen Tonalität in einer äußerst kompaktenArt undWeise. Dazu gehören die unterschied-
lichenEbenenderHarmoniewahrnehmung, dieModellierungder kontext- bzw. tonartbe-
zogenen Tonalitätswahrnehmung, funktionstheoretische Aspekte, die Gruppierung von
Tönen zu Akkorden und Tonleitern sowie eine Vielzahl weiterer aus der Musiktheorie
schon sehr lange bekannter Gesetzmäßigkeiten. Das Symmetriemodell besitzt deshalb
großes Potential, in praktischen Anwendungen wie der Tonart- und Akkorderkennung,
der Berechnung harmonischer Ähnlichkeit oder auch der Entwicklung neuartiger Mu-
sikinstrumente oder elektronischer Musikspiele zum Einsatz zu kommen. Dies ist jedoch
Gegenstand späterer Kapitel. Das vorliegende Kapitel ist folgendermaßen gegliedert: Zu-
nächstwerden inAbschnitt 4.1 verschiedeneGrundbegriﬀe sowiemathematischeGrund-
lagen zur allgemeinenBeschreibungkreisförmiger Tonräumebereitgestellt. Anschließend
werden in Abschnitt 4.2 die verschiedenen Teilräume des Symmetriemodells hergeleitet.
Die spiralförmige Darstellung des Symmetriemodells sowie verschiedene Erweiterungen
des Modells werden in Abschnitt 4.3 behandelt.
4.1 Allgemeine Beschreibung kreisförmiger Tonräume
Zunächst sollen Begriﬄichkeiten zur allgemeinen Beschreibung kreisförmiger Tonräu-
me eingeführt werden. Auch wenn das Symmetriemodell erst im nachfolgenden Ab-
schnitt 4.2 hergeleitet wird, sei jetzt schon vorweggenommen, dass einige der nachfol-
gend beschriebenen Konventionen im Hinblick auf eine symmetrische Verteilung von
Tönen um einen sogenannten Symmetrieton ausgerichtet sind.
68 KAPITEL 4. DAS SYMMETRIEMODELL
4.1.1 Verwendetes Koordinatensystem
Für die Darstellung von kreisförmigen Tonräumen verwenden wir ein Polarkoordina-
tensystem, das wie folgt deﬁniert ist: Der Winkel 0◦ liegt auf der Y-Achse und steigt im
positiven Uhrzeigersinn an. Motiviert ist diese Konvention durch den Quintenzirkel, wo
die vorzeichenlose Tonart C-Dur oben dargestellt ist. Tonarten mit negativem Vorzei-
chen () beﬁnden sich gegen den Uhrzeigersinn von C-Dur aus, Tonarten mit positivem
Vorzeichen () im Uhrzeigersinn.
4.1.2 Hilfstonigkeiten und Realtonigkeiten
Die Grundlage für alle nachfolgend beschriebenen Tonsysteme sind die sogenannten
Hilfstonigkeiten ξ. Die Hilfstonigkeiten werden wie in Abbildung 4.1 durch graue Kreise
repräsentiert. Zwei benachbarte Hilfstonigkeiten haben immer einen Abstand von einem
Halbton. Dadurch deﬁnieren sie ein Halbtonraster und stellen somit einen Bezug zu
physikalischen Intervallverhältnissen her. Den nachfolgenden Ausführungen wird eine
temperierte Stimmung zugrunde gelegt, was in Form gleichabständiger Hilfstonigkeiten
visualisiert wird. Setzte man eine andere Stimmung voraus – wie zum Beispiel die reine
Stimmung oder die pythagoreische Stimmung – so würde der Abstand der Hilfstonig-
keiten je nach Kontext variieren. Die Menge aller Hilfstonigkeiten Mξ ist folgendermaßen
deﬁniert:
Mξ := Z (4.1)
Neben den Hilfstonigkeiten ξ gibt es die sogenannten Realtonigkeiten ρ, welche die tat-
sächlich in die musikalische Analyse einbezogenen Tonigkeiten repräsentieren. Die Re-
altonigkeiten ρwerden durch schwarze Kreise dargestellt (Abbildung 4.1). Die Menge an
Realtonigkeiten Mρ ist von Tonraum zu Tonraum verschieden und ist eine Untermenge
der Hilfstonigkeiten Mξ:
Mρ ⊆Mξ (4.2)
Jede Realtonigkeit ρ ist somit auch gleichzeitig eine Hilfstonigkeit ξ. In Abbildung 4.1
wird dies durch die graue Hinterlegung visualisiert.
4.1.3 Halbtonauﬂösung
Die Anzahl der Hilfstonigkeiten, aus denen ein kreisförmiger Tonraum besteht, wird als
Halbtonauﬂösung g bezeichnet. Die Halbtonauﬂösung g des in Abbildung 4.1 dargestell-
ten Tonraumes beträgt 12. Es gilt:
g ∈N, g mod 2 = 0 (4.3)









Abbildung 4.1 – Beispiel eines kreisförmigen Tonraumes
4.1.4 Die Symmetrieachse und Symmetrietonigkeit
In Anlehnung an David Gatzsches Arbeit ([47], Abschnitt 3.8) richten wir das Koor-
dinatensystem des kreisförmigen Tonraumes so aus, dass die Symmetrietonigkeit eines
diatonischen Tonsets im Kreis entweder oben oder unten dargestellt wird. In Beispiel von
Abbildung 4.1 wird dies für das diatonische Tonset C-Dur gezeigt. Das Koordinatensys-
tem ist so ausgerichtet, dass sich dabei die Symmetrietonigkeit d oben beﬁndet. Bei Wahl
eines anderen diatonischen Tonsets wäre dies eine andere Tonigkeit. Als Symmetrieachse
wird die vertikale durch die Symmetrietonigkeit verlaufende Achse bezeichnet. Sie wird
in Formeiner grau gestricheltenLinie dargestellt (Abbildung 4.1). Es istweiterhinwichtig,
anzumerken, dass die Symmetrietonigkeit hauptsächlich eine Hilfstonigkeit ist und nur im
Falle der später eingeführten Tonräume F und FR mit einer Realtonigkeit zusammenfällt.
4.1.5 Grund- und erweiterter Index
Um jede Hilfstonigkeit ξ eindeutig zu identiﬁzieren, wird der erweiterte Index n ∈ Z einge-
führt. Der Index n = 0 repräsentiert den Symmetrieton der vorzeichenlosen Tonart C-Dur
(Abschnitt 4.2.3). Hilfstonigkeiten mit Indizes n > 0 beﬁnden sich in Uhrzeigerrichtung
von n = 0, Hilfstonigkeiten mit Indizes n < 0 beﬁnden sich gegen Uhrzeigerrichtung
von n = 0. Der erweiterte Index n erlaubt es, die auf einem Kreis angeordneten Tonig-
keiten durchzuzählen, ohne Rücksicht auf mehrfache Kreisdurchläufe zu nehmen. Dies
bedeutet auch, dass eine in einem Kreis dargestellte Hilfstonigkeit ξ unendlich viele er-
weiterte Indizes n + k ∗ g, k ∈ Z besitzt. Um auch eine eineindeutige Zuordnung von
Tonigkeiten und Indizes zu haben, wird der Grundindex m eingeführt. Unter Kenntnis der
Halbtonauﬂösung g des Kreises gilt:
−g
2
≤ m < g
2
m ∈ Z (4.4)
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Für den gemeinsamen Deﬁnitionsbereich sind Grundindex m und erweiterter Index n
identisch. D.h. die Zuordnung des Grundindex m zu Hilfstonigkeiten des Tonraumes
entspricht der in Abschnitt 4.1.5 gegebenen.
4.1.6 Vektorrepräsentation von Tonigkeiten
In einem kreisförmigen Tonraum ist es möglich, eine Realtonigkeit ρ in Form eines kom-
plexen Vektors −→ρ zu repräsentieren (Abbildung 4.1, schwarze dünne Pfeile). Der Winkel
α des Vektors wird durch die Position der Tonigkeit im Tonraum bestimmt, während die
Energie1 ε der Tonigkeit auf den Betrag des Vektors abgebildet wird. Unter Einbezug der
Halbtonauﬂösung g des Kreises gilt:
−→ρ = ε ∗ ej∗α,α = 2π ∗ n
g
α ∈ R (4.5)
Addiert man die komplexen Vektoren aller Realtonigkeiten ρ, so erhält man einen Sum-
menvektor
−→
Ψ (Abbildung 4.1, fetter grauer Pfeil):
−→
Ψ =
∑−→ρm m ∈Mρ (4.6)
Mit Hilfe eines solchen Summenvektors ist es möglich, musikalische Eigenschaften eines
Musikstückes oder -abschnittes stark zusammenzufassen und damit niedrigdimensio-
nal zu repräsentieren. Die ausführliche Diskussion des Summenvektors vieler wichtiger
Tonkombinationen ist Gegenstand von Kapitel 5.
4.1.7 Veränderte Indexzuordnung zu chromatischen Tonigkeiten
Einzelne Tonigkeiten des chromatischen Tonsets (Abschnitt 2.6.2) werden im Kontext des
Symmetriemodells über einen von den Standardindizes (Tabelle 2.1) abweichenden Index
identiﬁziert. Die Identiﬁkation einer chromatischen Tonigkeit erfolgt über die Indizes mC
oder nC (siehe Abschnitt 4.1.5). Im Gegensatz zum Stand der Technik (Tabelle 2.1) wird
nicht die Tonigkeit c mit dem Grundindex mC = 0 versehen, sondern die Symmetrieto-
nigkeit des diatonischen Tonsets C-Dur, das ist die Tonigkeit d (Abschnitt 4.1.4). Dadurch
ergeben sich verschiedene Vereinfachungen, z.B. bei der Einordnung von Tonigkeiten in
das Symmetriemodell (Abschnitt B.1):
1 Die Energie kann eine physikalische Größe, aber auch eine gehörbewertete psychoakustische Größe sein.
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Tonigkeit ... a ais h c cis d dis e f f is ...
nC ... -5 -4 -3 -2 -1 0 1 2 3 4 ...
Tabelle 4.1 – Zuordnung von erweiterten Indizes nC zu Tonigkeiten.
4.1.8 Zusammenfassung der Symbole
g Halbtonauﬂösung des Kreises
ξ Hilfstonigkeit
ρ Realtonigkeit
m Grundindex einer Hilfstonigkeit
n Erweiterter Index einer Hilfstonigkeit
ρm Realtonigkeit mit Grundindex m
ρn Realtonigkeit mit erweitertem Index n
Mρ Die Menge der Realtonigkeiten eines Tonraumes
Mξ Die Menge der Hilfstöne eines Tonraumes
αρm Winkel der Realtonigkeit mit dem Grundindex m
−→
Ψ Summenvektor im kreisförmigen Tonraum
Tabelle 4.2 – Zusammenfassung aller Begriﬀe und mathematischen Symbole, um kreisför-
mige Tonräume zu beschreiben
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4.2 Die Teilräume des Symmetriemodells
Das Symmetriemodell besteht aus einer Menge von Teilräumen, welche im Folgenden
eingeführt werden. Durch die Beachtung des Symmetrietones wird es gelingen, einige
zum Teil unabhängig existierende Tonräume deutlich einfacher als bisher zu beschreiben
und in einem einheitlichen mathematisch-geometrischen Modell zu vereinen. Weiterhin
wird es möglich sein, Aspekte der abendländischen Tonalität zu modellieren, die mit
geometrischen Modellen bisher nur sehr umständlich oder gar nicht beschrieben werden
konnten. Zu diesenAspekten gehören z.B. die inAbschnitt 5.3.6 diskutiertenAlterationen
oder die tonale Stabilität von Tönen in einemgegebenenKontext (Abschnitt 5.5.4). Im vor-
liegenden Abschnitt geht es jedoch zunächst nur um die rein mathematisch-geometrische
Beschreibung des Symmetriemodells.
4.2.1 Die Symmetriemodell-Generatorformel
Der Ausgangspunkt des Symmetriemodells ist die sogenannte Symmetriemodell-Gene-
ratorformel. Diese beschreibt die vierwichtigsten tonalenHierarchiebenen derwestlichen
Musik wie folgt:
H =7λ ± 12 ± 6 ± 3 λ ∈ Z (4.7)
Die Reihe 7λ beschreibt die Quintreihe als Basis des abendländischen Tonalitätssystems.
Addiert man zu jedem Element der Quintreihe die Konstante ±12, so entsteht die in
Abschnitt 4.2.4 beschriebeneTerzreihe 7λ±12,welche alleDur- undMolldreiklänge enthält.
Die wiederholte Addition einer Konstanten ±3 zu jedem Element der Terzreihe führt
zur sogenannten diatonischen Tonleiterreihe 7λ ± 12 ± 6. Diese enthält alle diatonischen
Tonleitern. Eine weitere Transformation der diatonischen Tonleiterreihe durch Addition
einer Konstanten±3 führt schließlich zur chromatischen Reihe 7λ±12±6±3. Die wichtigste
Eigenschaft der Symmetriemodell-Generatorformel besteht darin, dass sie die Entstehung
der Hauptebenen des abendländischen Tonsystems (Quint-, Terz-, diatonische Tonleiter-
und chromatischeEbene) nicht alswillkürlich beschreibt, sondern als aus einerQuintreihe
heraus entstehend. Interessant ist auch die Rekursivität der Transformation, welche in
Form der Konstanten ±12, ±6 und ±3 hervortritt. Es folgt eine ausführliche Beschreibung
der zuvor genannten Ebenen sowie die Herleitung verschiedener tonartbezogener und
tonartübergreifender Tonräume.
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4.2.2 Der tonartübergreifende Quintenzirkel F
Der erste Tonraum des Symmetriemodells ist der tonartübergreifende Quintenzirkel F,
wobei das F für den englischen Term „Fifths“ steht. Dieser entsteht aus der ersten durch
die Symmetriemodell-Generatorformel beschriebe Ebene, der Quintreihe 7λ (Abbildung
4.3). Betrachtet man die Quintreihe als eine Menge von Real- und Hilfstonigkeiten (Ab-
schnitt 4.1.2), so wird die Menge der Hilfstonigkeiten durch die Variable λ beschrieben.
In der Quintreihe ist jede siebente Hilfstonigkeit (7λ) eine Realtonigkeit, dadurch ergibt
sich die Menge der Realtonigkeiten MρF wie folgt:
MρF := {nF,nF = 7λ,λ ∈ Z} (4.8)
Legt man eine temperierte Stimmung bzw. enharmonische Equivalenz zugrunde, so wie-
derholt sich die Quintreihe alle 84 Halbtöne. Es ist deshalb möglich, die Enden eines
aus 84 Halbtönen bestehenden Ausschnittes aus der Quintreihe zu einem Kreis zusam-
menzuschließen. Der resultierende kreisförmige Tonraum wird als tonartübergreifender
Quintenzirkel F bezeichnet. Die Halbtonauﬂösung gF des Kreises (Abschnitt 4.1.3) beträgt
gF = 84 Halbtöne. Der komplexe Vektor einer Realtonigkeit nF ∈MρF im F mit der Energie
ε ergibt sich damit entsprechend Gleichung 4.5 wie folgt:
−→ρ F = ε ∗ ej∗2π∗
nF
84 (4.9)
Gemäß Abschnitt 4.1.4 und 4.1.7 stellen wir die Tonigkeit mit dem Index nF = 0, das ist
die Symmetrietonigkeit der Tonart C-Dur, im Kreis oben dar. Dadurch ergibt sich die in




























Abbildung 4.2 – Der tonartübergreifende Quintenzirkel F
4.2.3 Der tonartbezogene Quintenzirkel FR
Entnimmt man aus der Quintreihe einen um eine Realtonigkeit symmetrisch verteilten
Bereich von 49 Halbtönen, so erhält man eine Tonigkeitsreihe, welche sieben Realtonig-
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keiten enthält, die wiederum ein diatonisches Tonset bilden (Abbildung 4.3, gestrichelter
Rahmen). Die mittlere dieser sieben Tonigkeiten ist dabei die Symmetrietonigkeit des
gewählten diatonischen Tonsets nk und besitzt den Index n = 7nk.
0-7-14-21-28 7 14 21 28nF =
dgcb a e h fisf
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Abbildung 4.3 – Extraktion einer tonartbezogenen Quintreihe aus der Quintebene
Anfang und Ende der entnommenen Reihe sind wie beim tonartübergreifenden Quinten-
zirkel (enharmonisch) identisch und können deshalb ebenfalls zu einem Kreis geschlos-
sen werden. Dieser wird als tonartbezogener Quintenzirkel FR bezeichnet. Das „R“ steht
für den englischen Term „key related“. Entsprechend Abschnitt 4.1.4 wird die Symme-

































Abbildung 4.4 – Der tonartbezogene Quintenzirkel FR für das diatonische Tonset (a) C-Dur
und (b) A-Dur
Die Menge der im FR abgebildeten Realtonigkeiten MρFR ist vom gewählten diatonischen
Tonset nk abhängig und ergibt sich wie folgt:
MρFR := {nFR, nFR = 7λ + 7nk, −3 ≤ λ ≤ +3} (4.10)
Der erweiterte Index nFR = 7nk repräsentiert die Symmetrietonigkeit des ausgewählten
diatonischen Tonsets. Die Halbtonauﬂösung gFR des Kreises beträgt gFR = 48 Halbtöne.
Der komplexe Vektor einer Realtonigkeit nFR ∈ MρFR im FR mit der Energie ε ergibt sich
damit entsprechend Gleichung 4.5 wie folgt:
−→ρ FR = ε ∗ ej∗2π∗
nFR−7nk
48 (4.11)
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Die Konstante −7nk sorgt dafür, dass die Symmetrietonigkeit des gewählten diatonischen
Tonsets an der Stelle α = 0 dargestellt wird.
4.2.4 Der tonartübergreifende Terzkreis T
Der tonartübergreifende Terzkreis T ist die kreisförmige Repräsentation der bereits im
Zusammenhang mit der Symmetriemodell-Generatorformel Abschnitt 4.2.1 angespro-
chenen Terzreihe. Letztere entsteht – wie in Abbildung 4.5 gezeigt – durch Addition
einer Konanstanten ±12 zu jeder Realtonigkeit der Quintreihe 7λ. Die Realtonigkeiten
der Quintreihe ergeben sich damit wie folgt:
MρT :=MρF ± 12 (4.12)
Die Addition der Konstanten±12 zu jedem Element der tonartübergreifenden Quintreihe
F kann folgendermaßen interpretiert werden: Jede Realtonigkeit der Quintreihe F wird
„geteilt“ und eine Oktave (zwölf Halbtöne) nach rechts (+12) und eine Oktave nach links
(−12) repliziert (Abbildung 4.5). Dadurch entsteht eine neue Tonreihe, die aus abwech-
selnd großen und kleinen Terzen besteht und als Terzreihe bezeichnet wird. Die Stärke
der Terzreihe besteht darin, dass drei in Benachbarung beﬁndliche Tonigkeiten einenDur-
oder einen Molldreiklang ergeben.
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Abbildung 4.5 – Entstehung der Terzreihe aus der Quintreihe
Analog zum tonartübergreifendenQuintenzirkel F kann aus der Terzreihe ein Bereich von
84 Halbtönen (12 Quinten) entnommen und zu einem Kreis geschlossen werden. Dieser
wird als tonartübergreifender Terzkreis T bezeichnet und ist in Abbildung 4.6 zu sehen. Die
Berechnung der komplexen Tonigkeitsvektoren erfolgt wie im F.
4.2.5 Der tonartbezogene Terzkreis TR
Entnimmt man aus der tonartübergreifenden Terzreihe einen um die Symmetrietonigkeit
eines diatonischen Tonsets (nT = 7nk) symmetrisch verteilten Bereich von 24+1 Halbtö-
nen (Abbildung 4.5, gestrichelter Rahmen), so erhält man eine tonartbezogene Terzreihe.
Anfang und Ende dieser Reihe werden durch die gleiche Tonigkeit gebildet und kön-
nen deshalb wieder zu einem Kreis geschlossen werden. Dieser wird als tonartbezogener























Abbildung 4.6 – Der tonartübergreifende Terzkreis T
Terzkreis TR bezeichnet und ist in Abbildung 4.7 dargestellt. Die Menge der Realtöne im
TR sowie deren komplexe Vektorrepräsentation ergeben sich unter Berücksichtigung der































Abbildung 4.7 – Der tonartbezogene Terzkreis TR für die diatonischen Tonsets (a) C-Dur
und (b) A-Dur.
4.2.6 Die diatonischen Tonleiterkreise D und DR
Analog zu den Kreisen F und FR bzw. T und TR handelt es sich bei Kreisen D und
DR um den tonartübergreifenden bzw. tonartbezogenen diatonischen Tonleiterkreis. Sie
repräsentieren die dritte durch die Symmetriemodell-Generatorformel erzeugte Ebene.
In der gleichen Weise, wie der T aus dem F entstand, entsteht der D aus dem T. Abbil-
dung 4.8 veranschaulicht, wie durch Addition einer Konstanten ±6 zu jedem Element der
Terzreihe die tonartübergreifende diatonische Tonleiterreihe entsteht. Wie beim F und
T kann ein Bereich von 84 Halbtönen (12 Quinten) zu einem Kreis geschlossen werden,
welcher als tonartübergreifender diatonischer Tonleiterkreis bezeichnet wird. Analog zum F
und T repräsentiert ein um eine Symmetrieachse zentrierter Bereich von 12 Halbtönen
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ein diatonisches Tonset und kann zum tonartbezogenen diatonischen Tonleiterkreis geschlos-
sen werden. Die Kreise D und DR modellieren die Gruppierung von Tonigkeiten zu
diatonischen Tonleitern. Der D enthält unter Annahme enharmonischer Equivalenz alle
diatonischen Tonleitern in einer demQuintenzirkel entsprechendenAnordnung.Auf eine
Angabe der mathematischen Beschreibung wird an dieser Stelle verzichtet. Diese ergibt
sich unter Berücksichtigung der Halbtonauﬂösungen gD = 84 und gDR = 12 analog zu
denen im F und FR sowie T und TR. Der D und der DR für C-Dur sind in Abbildung 4.13
zu sehen.
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Abbildung 4.8 – Entstehung der diatonischen Tonleiterreihe aus der Terzreihe
4.2.7 Die chromatischen Kreise C und CR
Durch Addition einer Konstanten ±3 zu jedem Element der diatonischen Tonleiterreihe
ergibt sich die chromatische Reihe (Abbildung 4.9). Ein zu einem Kreis geschlossener Be-
reich von 84 Halbtönen (12 Quinten) ergibt den tonartübergreifenden chromatischen Kreis C,
ein symmetrisch um die Symmetrieachse eines diatonischen Tonsets (nc = 7nk) verteilter
Bereich von 12+1 Halbtönen kann zum tonartbezogenen chromatischen Kreis CR geschlos-
sen werden. Durch die Transformation ±3 kommt es in der chromatischen Reihe zu
Doppelbelegungen, welche in Abbildung 4.9 durch kreisförmige Umrandungen gekenn-
zeichnet sind. Die Kreise C und CR haben nach dem derzeitigen Stand im Vergleich zu
den restlichen Teilräumen keine größere praktische Bedeutung und wurden hier nur der
Vollständigkeit halber angegeben.
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Abbildung 4.9 – Entstehung der chromatischen Reihe aus der diatonischen Tonleiterreihe
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4.3 Erweiterungen des Symmetriemodells
4.3.1 Spiralförmige Darstellung des Symmetriemodells
Bei den Tonräumen FR, TR und DR handelt es sich um kreisförmig repräsentierte Aus-
schnitte aus der Quint-, Terz- und diatonischen Tonleiterreihe. Möchte man tonartbezo-
gene und tonartübergreifende Aspekte gleichzeitig visualisieren, so bietet sich die spiral-
förmige Repräsentation dieser Modelle an. Hierbei werden die tonartbezogenen Kreise
in der dritten Dimension nach unten und oben fortgeführt. Dies bedeutet, dass genau
eine Spiralwindung ein diatonisches Tonset repräsentiert. In Abbildung 4.10 ist dies für
den T bzw. TR in Form der Terzspirale dargestellt. Die schwarze Spiralwindung stellt
hier den tonartbezogenen Terzkreis für C-Dur dar. Anfang und Ende des ursprünglichen
Ausschnittes aus der Terzreihe bilden nun Anfang und Ende der Spiralwindung. An-

















Abbildung 4.10 – Die Terzspirale
4.3.2 Repräsentation chromatischer Tonigkeiten im FR, DR und TR
In der tonalharmonischen Musik kommt es immer wieder vor, dass innerhalb einer diato-
nischenTonartKlänge oderTonigkeiten aus anderenTonsets verwendetwerden. Beispiele
hierfür sind Alterationen (Abschnitt 5.3.6), Zwischendominanten (Abschnitt 5.4.3) oder
chromatische Vorhalte. Die Besonderheit hierbei ist, dass sich das tonale Zentrum bzw.
die wahrgenommene Tonart (Abschnitt 2.7.3) nicht ändern. D.h. auch die chromatischen
nicht zu einemdiatonischen Tonset gehörenden Tonigkeitenwerden auf das aktuelle Zen-
trum bezogen. Wir müssen deshalb eine Möglichkeit ﬁnden, chromatische Tonigkeiten
sinnvoll in ein gegebenes tonartbezogenes Modell einzuordnen. Eine Möglichkeit ist die
Projektion der spiralförmigen Darstellung der Kreise FR, TR oder DR in die 2D-Ebene.
In Abbildung 4.11a wird dies für den TR veranschaulicht: Die Terzreihe wird einfach zu
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beiden Seiten der Symmetrieachse weiter geführt. Dadurch kommt es zu einer automa-
tischen Zuordnung der chromatischen Tonigkeiten ..., es, b, f is, cis ... zu Hilfstonigkeiten
im TR. Erhöhte Tonigkeiten werden im Uhrzeigersinn und erniedrigte Tonigkeiten gegen
denUhrzeigersinn von der Ausgangstonigkeit aus positioniert. In Abbildung 4.11b ist die
Zuordnung der 14 chromatischen Tonigkeiten ces bis eis zum TR von C-Dur zu sehen. Es
wird deutlich, dass der TR zwischen enharmonischenVerwechslungen einer Tonigkeit unter-
scheidet. So liegen z.B. die Tonigkeiten dis und es im TR gegenüber. Die hier beschriebene
Erweiterung des Modells erlaubt eine bisher nicht mögliche Einordnung tonartfremder
tonaler Elemente in ein tonartbezogenes Modell, so zum Beispiel die musiktheoretisch
korrekte Einordnung des verminderten Septakkordes (Abbildung 5.18), des übermäßigen














































Abbildung 4.11 – Erweiterung des TRs zur Repräsentation nichtdiatonischer Tonigkeiten
4.3.3 Alterationen
Alterationen bezeichnen den Vorgang, dass einzelne Tonigkeiten eines Klanges chro-
matisch erhöht oder erniedrigt werden. Um Klänge mit alterierten Tonigkeiten in den
tonartbezogenen Modellen analysieren zu können, führen wir die Möglichkeit ein, ein-
zelne Tonigkeiten eines Tonraumes chromatisch zu erhöhen oder zu erniedrigen. Dies
ist in Abbildung 4.11c am Beispiel des TRs und der zu dis hochalterierten Tonigkeit d
veranschaulicht: Die Tonigkeit dis wird durch den Alterationsvorgang zu einer Realto-
nigkeit und wird deshalb schwarz ausgefüllt dargestellt. Die Ausgangstonigkeit d wird
grau mit schwarzer Umrandung dargestellt, da diese zur Hilfstonigkeit geworden ist.
Der Pfeil zwischen d und dis kennzeichnet darüber hinaus den Alterationsvorgang. Die
Anwendung dieser Konventionen ist in Abschnitt 5.3.6 zu ﬁnden. Beim Alterieren von
Tonigkeiten sind die Konventionen zur Einordnung nichtdiatonischer Tonigkeiten in die
tonartbezogenen Räume des Symmetriemodells zu beachten (Abschnitt 4.3.2).
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4.3.4 Repräsentation von Tonhöhe
Das Symmetriemodell, wie es bisher vorgestellt wurde, ist ein reines Tonigkeitsmodell
(Abschnitt 2.3.3). Es fehlt bisher eine Möglichkeit, die unterschiedlichen Oktavlagen von
Tonigkeiten zu repräsentieren. Eine Möglichkeit zur Repräsentation von Tonhöhe ist
Wilhelm Moritz Drobischs Modell ([38], Abschnitt 2.3.3), welches die Tonigkeit in der XY-
Ebene und die Tonhöhe auf der Z-Achse eines dreidimensionalen Koordinatensystems
abbildet (Abbildung 2.2). Der Nachteil dieser Lösung ist jedoch das Hinzukommen einer
dritten Dimension, was z.B. die Komplexität eines auf dem entsprechenden Tonraum
basierenden Musikinstrumentes stark erhöhen würde. Analysiert man Drobischs Modell
in einem Polarkoordinatensystem, so stellt man fest, dass in der XY-Ebene nur die Win-
keldimension Träger von Information ist. Es ist deshalb möglich, die verbleibende radiale
Dimension zur Repräsentation der Tonhöhe zu verwenden. Ergebnis wäre die Reduktion
des dreidimensionalen Drobisch-Raumes auf einen zweidimensionalen Tonraum, welcher
als Tonhöhen-Tonigkeits-Raum bezeichnet wird. Der Tonhöhen-Tonigkeits-Raum ist vor al-
lem für die tonraumbasierte Synthese von Musik wichtig (Kapitel 6) und wird deshalb
auch ausführlich in Abschnitt 6.3.1 erläutert.
4.4 Der Modulo- und der SYM-Operator
In diesem Abschnitt soll nun abschließend neben der Symmetriemodell-Generatorformel
noch eine zweite Möglichkeit vorgestellt werden, wie die Teilräume des Symmetriemo-
dells sowie eine Reihe weiterer Tonräume hergeleitet werden können. Abbildung 4.12
veranschaulicht die Grundidee. Zunächst sind hier verschiedene Spiralen zu sehen. Ver-
folgt man den Pfad entlang der Spiralwindung, so stellt man zunächst fest, dass hier
in regelmäßigen Abständen Realtonigkeiten in Quintreihenfolge angeordnet sind. Der
Unterschied zwischen den vier Abbildungen a, b, c und d besteht lediglich darin, dass
sich unterschiedlich viele Hilfstonigkeiten (Halbtöne) auf einer Spiralwindung beﬁnden.
Durch diese Unterschiede kommt es zu einer bestimmten Zuordnung von Tonigkeiten
über benachbarte Spiralwindungen hinweg.2 In Abbildung 4.12 ist weiterhin ein diatoni-
scher Ausschnitt aus der Quintreihe (sieben Quinten) hervorgehoben worden. Betrachtet
man nur noch den Winkel der in diesem Ausschnitt enthaltenen Realtöne, so stellt man
weiterhin fest, dass diese im Fall von Abbildung 4.12a, c, e und g genau den bereits
eingeführten tonartbezogenen Räumen F, FR, TR und DR entsprechen. Nimmt man
2 In Abbildung 4.12a sind z.B. die Tonigkeiten his und c, in Abbildung 4.12e die Tonigkeiten c, e und g oder in
Abbildung 4.12g die Tonigkeiten d, e und f zusammengeordnet.
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darüber hinaus nichtdiatonische Bereiche (grau dargestellt) hinzu, so erhält man zusätz-
lich die bereits in Abschnitt 4.3.2 besprochene Einordnung chromatischer Tonigkeiten
in die Teilräume des Symmetriemodells. Es ist also möglich, die Anordnung von Tö-
nen in den Teilräumen des Symmetriemodells herzuleiten, indem man eine Quintreihe
auf einen Kreis mit unterschiedlichen Radien „aufwickelt“. Mathematisch kann dieser
Prozess durch den Modulo-bzw. Rest-Operator beschrieben werden. Nehmen wir an,
die Realtonigkeiten d, F, a, C, e, g und h im tonartbezogenen Terzkreis TR würden die
Indizes nTR = 0, 3, 7, 10, 14, 17 und 21 besitzen. Wir möchten nun die Tonigkeit f mit
dem Index nF = −21 (Abbildung 4.3) in den TR einordnen. Wir müssten dazu lediglich
nF mod 24 rechnen und erhalten den Wert nTR = 3, was in Abbildung 4.12d genau der
Tonigkeit f entspricht. Die Tonigkeit f is (nF = 28) würde z.B. an der Stelle 28 mod 24 = 4
in den TR eingeordnet werden. Dieser Wert identiﬁziert genau das um einen Halbton
neben der Tonigkeit f (nTR = 3) liegende f is. Diese Beispiele könnten für den FR und den
DR fortgeführt werden. Von allgemeiner Bedeutung ist jedoch, dass die Anwendung von
Modulo-Operationen auf eineQuintreihe eineMöglichkeit ist, verschiedenemusikalische
Zusammenhänge auszudrücken.
• Die Operation nF mod 84 transformiert die Quintreihe so, dass enharmonisch iden-
tischen Tonigkeiten derselbe Zahlenwert zugeordnet wird (Abbildung 4.12a).3
• Die Operation nF mod 49 ordnet Tonigkeiten mit gleichem Stammton (z.B. des, d,
dis, . . . ) den gleichen Wert zu (Abbildung 4.12b). Der daraus resultierende Tonraum
wird deshalb vom Autor als Stammtonraum bezeichnet.
• Die Operation nF mod 48 generiert einen Tonraum, der in der kreisförmigen Dar-
stellung dem tonartbezogenenQuintenzirkel entspricht (Abbildung 4.12c) und dem
Stammtonraum (nF mod 49) sehr ähnlich ist. Unterschied zwischen letzterem und
dem F ist die eindeutige Identiﬁkation chromatischer Tonigkeiten.4
• Die Operation nF mod 28 transformiert die Quintreihe so, dass Tonigkeiten die
einen Abstand von einer großen Terz besitzen, derselbe Wert zugeordnet wird
(Abbildung 4.12d). Der Kreis ist z.B. Bestandteil des 6D-Spaces vonHartes, Sandlers
und Gassers 6D-Space (Abschnitt 3.5). Die 3D-Repräsentation des Raumes ergibt
Elaine Chews Spiral Array (Abschnitt 3.6).
3 Tonigkeiten wie z.B. gis (nF = −42) und as (nF = +42) wird durch die Modulo-84-Operation derselbe Wert
(42) zugeordnet.
4 Den Tonigkeiten as (nF = −42), a (nF = 7) und ais (nF = 56) werden durch die Modulo-Operation die Werte
6,7 und 8 zugeordnet, was die chromatische Benachbarung der Tonigkeiten wiedergibt.







































































































































Abbildung 4.12 – Erzeugung verschiedener praxisrelevanter kreisförmiger Tonräume durch
Anwendung des Modulo-Operators auf eine Quintreihe
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• DieOperation nF mod 24 ordnet Tonigkeiten zuDur- undMoll- sowie verminderten
Dreiklängen zusammen (Abbildung 4.12e).5 Die kreisförmige Repräsentation des
resultierenden Raumes entspricht dem tonartbezogenen Terzkreis TR des Symme-
triemodells (Abschnitt 4.2.5).
• Die Operation nF mod 21 ordnet Tonigkeiten zusammen, welche einen Abstand von
einer kleinen Terz besitzen (Abbildung 4.12f). Der resultierende Raum ist wie der
Raum nF mod 28 Bestandteil von Hartes, Sandlers und Gassers 6D-Space.
• Die Operation nF mod 12 transformiert die Quintreihe so, dass Tonigkeiten ent-
sprechend ihrer Reihenfolge in einer diatonischen Tonleiter repräsentiert werden
(Abbildung 4.12g). Der resultierende Raum entspricht damit dem tonartbezogenen
diatonischen Tonleiterkreis DR des Symmetriemodells (Abschnitt 4.2.6).
Wie anhand der vorherigen Auﬂistung zu sehen, ist es möglich, mit Hilfe des Modulo-
Operators eine Quintreihe so „zusammenzufalten“, dass das Zahlenmaterial praxisrele-
vante Tonzusammenordnungen repräsentiert. Jedoch wird der Zahlenbereich auf Werte
zwischen 0 und g abgebildet.6 Damit entsteht aber das Problem, dass die Symmetrieeigen-
schaften der abendländischen Tonalität und die damit zusammenhängenden Wahrneh-
mungseigenschaften sich nicht im numerischen Zahlenmaterial widerspiegeln. Es wird
deshalb nun ein angepasster Modulo-Operator vorschlagen, welcher den Zahlenbereich
auf Werte zwischen − g2 und + g2 abbildet und somit symmetrisch um den Wert 0 anordnet.
Dieser Operator wird als SYM-Operator bezeichnet und ist wie folgt deﬁniert:
m = SYM(n, g) = (n +
g
2
) mod g − g
2
(4.13)
Die Variable g ist die in Abschnitt 4.1.3 eingeführte Halbtonauﬂösung des zugrundelie-
genden Kreissystems. Es gibt Fälle, in denen der Zahlenbereich nicht um den Wert 0,
sondern um einen beliebigen Wert n˜ gruppiert werden soll. Wir führen deshalb noch den
dreiparametrischen SYM3-Operator ein:
mn˜ = SYM(n, g, n˜) = SYM(n − n˜, g) + n˜ (4.14)
Anwendungsmöglichkeiten des SYM- und des SYM3-Operators sind:
• Die Einordnung einer chromatischen Tonigkeit nC in die Quintreihe (Abschnitt B.3).
Es gilt: nF = SYM3(49nC, 84, 7nk).
5 Z.B. werden die Töne c (nF = -14), e (nF= 14) und g (nF = -7) durch die Modulo-Operationen auf die Werte 10,
14 und 17 abgebildet. Diese Zahlen spiegeln die Reihenfolge der Töne im Durdreiklang wider.
6 g bezeichnet die Halbtonauﬂösung des Kreises (siehe Abschnitt 4.1.3).
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• Der Test, ob eine Tonigkeit nF Bestandteil eines diatonischen Tonsets nk ist (Ab-
schnitt B.2). Es gilt: −21 ≤ nF − 7nk < +21.
• Die Einordnung einer Tonigkeit nF in einen der Unterräume des Symmetriemodells
(Abschnitt B.3). Es gilt: nFR = SYM(nF − 7nk, 48), nTR = SYM(nF − 7nk − 12, 24),
nDR = SYM(nF − 7nk, 12)
• Der Test, ob eine Tonigkeit nF in einem gegebenen diatonischen Tonset nK Grundton
eines Dur- oder eines Mollakkordes ist (Abschnitt B.4).
• Der Test, ob eine Tonigkeit nF in einem gegebenen diatonischen Tonset nK zum
Subdominant-, Tonika- oder Dominantbereich gehört (Abschnitt B.4).
• Die Vorhersage des Auﬂösungsbestrebens einer Tonigkeit nF in einer gegebenen
Tonart (Abschnitt B.5).
• Die Berechnung der Tonigkeitsbezeichnung einer Tonigkeit nF (Abschnitt B.6).
• Das Finden des enharmonisch equivalenten Tonsets zwischen Fis-Dur und Ges-Dur
zu einem beliebigen diatonischen Tonset mit nk Vorzeichen (Abschnitt B.7).
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Abbildung 4.13 – Das Symmetriemodell im Überblick






Nachdem nun im vorherigen Kapitel die einzelnen Teilräume des Symmetriemodells
eingeführt wurden, sollen nun häuﬁg verwendete musikalische Elemente in das Symme-
triemodell eingeordnet werden. Es wird gezeigt, dass viele dieser Elemente im Symme-
triemodell Strukturen mit einfachen geometrischen Verhältnissen bilden. In der Tonart-
und Akkorderkennung konnten durch den Einsatz des Symmetriemodells deutliche Ver-
besserungen erreicht werden. Das vorliegende Kapitel bietet den musiktheoretischen
Hintergrund, um diese Dinge zu verstehen. Es ist wichtig vorauszunehmen, dass alle
der folgenden Darstellungen auf Basis idealer Tonigkeitskombinationen erfolgen. Damit
ist in unserem Fall gemeint, dass die Tonigkeiten nicht durch harmonische Obertöne
oder rauschartige Klangfarbenanteile gestört sind. Ideal meint in unserem Fall aber nicht,
dass die Energie und damit die Hörbarkeit einer Tonigkeit nicht variieren könnten. Für
eine Tonigkeitskombination wird angenommen, dass die Energie jeder Tonigkeit (Ab-
schnitt 4.1.6) im Bereich zwischen 0,0 und 1,0 liegt. Die Analyse realer durch weitere
Störtonigkeiten beeinﬂusster Tonigkeitskombinationen wird im Kapitel 10 behandelt.
5.1.1 Summenvektoroperationen im kreisförmigen Tonraum
Als Grundlage der nachfolgenden Ausführungen sollen nun noch einmal die bereits in
Abschnitt 4.2 eingeführten grundlegenden Eigenschaften kreisförmiger Tonräume zu-
sammengefasst werden:
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• Tonigkeiten und Tonigkeitsvektoren: Jede in einem der Teilräume des Symmetriemo-
dells repräsentierte Tonigkeit besitzt einen Winkel und einen Betrag. Der Betrag
des Vektors beschreibt, wie stark die jeweilige Tonigkeit zu einem Zeitpunkt hörbar
ist. Der Winkel beschreibt die Funktion der Tonigkeit hinsichtlich eines bestimmten
Merkmals (siehe oben). Dieses ist von Teilraum zu Teilraum verschieden und geht
aus der Reihenfolge der Tonigkeiten im Tonraum hervor.
• Musikalisches Merkmal: Die Teilräume des Symmetriemodells ordnen Tonigkeiten
so an, dass Tonigkeiten, die hinsichtlich eines bestimmten Merkmals zusammen-
gehören, sich in geometrischer Benachbarung beﬁnden. Ein solches Merkmal kann
z.B. ein Akkord, eine Tonart oder auch das Tongeschlecht sein. Eine Besonderheit
der Teilräume F, FR, TR und DR besteht in der Tatsache, dass Tonigkeiten, die ein
gemeinsames Merkmal teilen, etwa eine Halbebene belegen (Abbildung 5.1).
• Summenvektor: Durch die zuvor beschriebene Benachbarung zusammengehöriger
Töne in den Teilräumen des Symmetriemodells ist es möglich, ein musikalisches Er-
eignis in Form eines Summenvektors zusammenzufassen: Die Vektoren aller Tonig-
keiten werden addiert. Der Winkel des resultierenden Summenvektors beschreibt
die Art des musikalischen Merkmals, welches durch das musikalische Ereignis
repräsentiert wird. Die Länge des Summenvektors beschreibt, wie eindeutig das
musikalische Merkmal ausgeprägt ist.1
• Merkmalunterstützende und merkmalabschwächende Tonigkeiten: Hinsichtlich eines be-
stimmten musikalischen Merkmals kann die Menge aller Tonigkeiten in merk-
malunterstützende und merkmalabschwächende Tonigkeiten unterschieden wer-
den: Tonigkeiten, die ein Merkmal klar ausprägen, sind merkmalunterstützend.
Tonigkeiten, die ein Merkmal verschleiern oder ein anderes Merkmal ausprägen,
sind merkmalabschwächend. Zwei Tonigkeiten können dabei unterschiedlich stark
merkmalunterstützend oder merkmalabschwächend wirken. Eine Tonart z.B. wird
hauptsächlich durch die Stufen I, III undV (Grundton, die Terz und dieQuinte) aus-
geprägt, entfernter aber auch durch die die Stufen II, IV und VII. Wenn ein Tonraum
gut gestaltet ist, dann sind zwei Tonigkeiten umso dichter beieinander positioniert,
je stärker diese beiden Tonigkeiten ein bestimmtes Merkmal ausprägen.
Die vorher benannten Punkte werden in Abbildung 5.1 skizziert: Die Graﬁk veranschau-
licht drei verschiedene musikalische Ereignisse, in denen jeweils drei Tonigkeiten hörbar
1 Voraussetzung für diese Aussage ist eine Normierung des Audiosignals. Ansonsten würde sich natürlich
auch die Intensität des Signals auf die Summenvektorlänge auswirken.
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sind. Es soll nun untersucht werden, ob die drei Ereignisse ein gegebenes Merkmal aus-
prägen. Dazu werden die Tonigkeiten in einen passenden Tonraum eingeordnet und ent-
sprechend ihrerHörbarkeit als Tonigkeitsvektoren repräsentiert (Abbildung5.1, schwarze
Pfeile). In Abbildung 5.1a ist nun der Fall zu sehen, dass die drei Tonigkeiten das zu ana-
lysierende Merkmal nur sehr schwach ausprägen: Die drei Tonigkeiten teilen sich in zwei
geometrisch dicht beieinander liegende merkmalunterstützende Tonigkeiten auf und in
eine dritte in einer anderen Halbebene merkmalabschwächende Tonigkeit. Der Summen-
vektor (grauer fetter Pfeil) ist deshalb sehr kurz. In Abbildung 5.1b ist der Summenvektor
schon etwas länger, die beiden Tonigkeiten liegen in derselben Halbebene und etablieren
dasselbe Merkmal. In Abbildung 5.1c kommen zu den zwei Tonigkeiten aus Abbildung
5.1b noch zwei weitere merkmalunterstützende Tonigkeiten hinzu, woraus eine weitere
Verlängerung des Summenvektors resultiert.
Die nachfolgenden Betrachtungen unterliegen der Annahme, dass eine Tonigkeit entwe-
der hörbar oder nicht hörbar ist. Die Länge des Vektors einer hörbaren Tonigkeit wird
deshalb mit 1.0 und einer nicht hörbaren Tonigkeit mit 0.0 angenommen.
IDMT001540
a) b) c)
Abbildung 5.1 – Der Summenvektor als wichtiges Grundelement der Analyse musikalischer
Elemente im Symmetriemodell
Auf Basis dieser Grundlagen werden nun sehr häuﬁg vorkommende musikalische Ele-
mente in das Symmetriemodell eingeordnet. Damit wird aufgezeigt, welche Merkmale
durch die einzelnen Teilräume ausgeprägt bzw. unterdrückt werden.
5.2 Grundelemente
5.2.1 Einzelne Tonigkeiten
Abbildung 5.2 zeigt die Einordnung der Tonigkeit d in den tonartübergreifenden Terz-
kreis T und den tonartübergreifenden Quintenzirkel F. Im T ist die Tonigkeit einmal als
Grundton des Akkordes d-Moll und einmal als Grundton des Akkordes D-Dur zu sehen
(schwarze Pfeile). Möchte man z.B. die Tonigkeit d in den tonartübergreifenden Terzkreis
T einordnen, so muss also zunächst bestimmt werden, in welchem der beiden Zusam-
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menhänge die Tonigkeit vorkommt. Im tonartübergreifenden Quintenzirkel beﬁndet sich
die Tonigkeit d (Abbildung 5.2, grauer Pfeil) genau in der geometrischen Mitte zwischen


































Abbildung 5.2 – Repräsentation der Tonigkeit d im tonartübergreifendenTerzkreis (schwarze
Pfeile) und im tonartübergreifenden Quintenzirkel F (grauer Pfeil
Für den tonartübergreifenden diatonischen Tonleiterkreis ergibt sich ein analoger Sach-
verhalt. Hier ist jede Tonigkeit in vier verschiedenen Umgebungen zu ﬁnden, einmal als
Anfangston der melodischen Tonreihen G-H-G, G-G-H, G-G-G und H-G-G (H = Halb-
tonschritt, G = Ganztonschritt). Die Tonigkeitsrepräsentation im T beﬁndet sich wieder
genau in der Mitte zwischen den zugehörigen Tonigkeitsrepräsentationen im D.
An dieser Stelle wird ersichtlich, dass es zwar möglich ist, einzelne Tonigkeiten direkt
in den tonartübergreifenden Quintenzirkel F einzuordnen. Möchte man jedoch eine ge-
gebene Tonigkeit in eines der Modelle T, D, C sowie FR, TR, DR und CR abbilden, so
ist eine Analyse des Kontextes erforderlich, da hier entweder jede Tonigkeit mehrfach
vorhanden ist oder die Räume auf die richtige Tonart konﬁguriert werden müssen.
Berechnetman den Summenvektor aller zu einer Tonigkeit gehörenden Repräsentationen
in den Kreisen T, D oder C, so erhält man einen Vektor, der auf die Repräsentation der
jeweiligen Tonigkeit in F zeigt. Die Summenvektoren in F, T, D und C sind also identisch,
2 Dies setzt natürlich eineAusrichtungderKreise voraus,wie sie durchdie Symmetriemodell-Generatorformel
beschrieben wird.
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wenn man den Kontext nicht berücksichtigt und die Tonigkeit mehrfach einordnet. Dies
ist auch der Grund, warum die Kreise T, D und C in den nachfolgenden Ausführungen
nicht weiter betrachtet werden. Die funktionstheoretische Einordnung von Tonigkeiten
erfolgt in Abschnitt 5.3.1. Die tonale Stabilität von Tonigkeiten in einer gegebenen Tonart
wird in Abschnitt 5.3.5 behandelt.
5.2.2 Intervalle
Da im Symmetriemodell keine Tonhöhen, sondern nur Tonigkeiten betrachtet werden,
ist es nicht möglich, eine Unterscheidung zwischen Komplementärintervallen3 oder In-
tervallen größer als eine Oktave vorzunehmen. Zum Einbeziehen der Tonhöhe könn-
ten die zweidimensionalen Teilräume des Symmetriemodells jeweils entsprechend Ro-
ger Shepards Spiral-Helix [153] oder des in Abschnitt 4.3.4 vorgeschlagenen Tonigkeits-
Tonhöhenraumes um eine Tonhöhendimension erweitert werden. Die Summenvektoren
von Intervallen in kreisförmigen Tonräumen und damit auch in den Teilräumen des
Symmetriemodells haben folgende Eigenschaften:
• Bei Intervallen bewegt sich der Winkel des Summenvektors je nach Energieverhält-
nissen der beiden Tonigkeiten zwischen den Winkeln der Einzeltonigkeiten. Dies
bedeutet: Je größer der Abstand zweier Tonigkeitsvektoren im Tonraum ist, desto
größer ist auch die Überlappung unterschiedlicher Tonkombinationen und des-
to schlechter kann das betroﬀene Intervall von anderen unterschieden werden. In
Abbildung 5.3 ist der potentielle Winkelbereich des Quintintervalls c-g in Form ei-
nes grauen Kreissegmentes visualisiert. Das im jeweiligen Tonraum nächstliegende
Quintintervall ist durch eingestricheltesKreissegmentdargestellt.DieÜberlappung
der beiden Segmente variiert von Tonraum zu Tonraum stark.
• Vorausgesetzt die max. Energie von Tonigkeiten beträgt 1,0, dann bewegt sich die
Länge des Summenvektors von Intervallen zwischen 2,0 (die beiden Tonigkeiten
haben max. Energie und beﬁnden sich an derselben Stelle im Tonraum4) und 0,0
3 „Das Komplementärprinzip ordnet die Intervalle gemäß ihrer gegenseitigen Ergänzung zur Oktave (lat.-
fr. komplementär = sich gegenseitig ergänzend). Dabei ergänzen einander: rein und rein, klein und groß,
übermäßig und vermindert, Prime und Oktave, Sekunde und Septime, Terz und Sexte, Quarte und Quinte,
Sexte und Terz, Septime und Sekunde, Oktave und Prime“ [84, S. 7].
4 Dies ist z.B. bei der Prime der Fall. Hier überdecken sich die Tonigkeitsvektoren vollständig (siehe Abbil-
dung A.1).
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(die beiden Tonigkeiten haben gleiche Energie und liegen im Tonraum direkt ge-
genüber5).
• Der Summenvektor im kreisförmigen Tonraum hebt diejenigen Intervalle hervor,
deren Tonigkeitsvektoren sich in einem Bereich kleiner 120◦ beﬁnden. Im F sind
dies die Intervalle Quinte, große Sekunde sowie kleine Terz, im FR die Quinte und
die große Sekunde, im TR die Quinte sowie die kleine und die große Terz, im DR
die kleine und große Sekunde sowie die kleine Terz. Die anderen Intervalle führen
jeweils zu sehr kurzen Summenvektoren. Eine Gegenüberstellung aller Intervalle
kann in Abbildung A.1 gefunden werden.
• Ein direkter Zusammenhang zwischen Intervallkonsonanz (Abschnitt 2.4.2) und
Summenvektorlänge in den Kreisen F, FR, TR und DR ist nicht gegeben. Lediglich
die Länge des Summenvektors im TR kommt der in 2.4a dargestellten Konsonanz























Abbildung 5.3 – Repräsentation benachbarter Quintintervalle in den Kreisen FR, TR und DR:
Je näher die beiden Tonigkeitsvektoren eines Intervalls im Tonraum beieinander sind, desto
eindeutiger kann das Intervall von anderen unterschieden werden.
5.2.3 Mehrklänge
Bei Mehrklängen, d.h. Kombinationen aus drei oder mehr Tonigkeiten, hängt der Winkel-
bereich des Summenvektors von der Verteilung der Tonigkeiten ab. Liegen die Tonigkei-
ten des Mehrklanges innerhalb eines Halbkreises, so bestimmen die äußeren Tonigkeiten
den potentiellen Winkelbereich. Belegen die Tonigkeiten des Mehrklanges beide Halb-
ebenen des Kreises, so kann der Winkel des Summenvektors jeden Winkel annehmen.
5 Dies ist z.B. beim Tritonus im Quintenzirkel der Fall. Hier liegen die Tonigkeiten h und f direkt gegenüber
(Abbildung A.1, Teilraum F und C).
5.2. GRUNDELEMENTE 93
Ein Mehrklang führt dann zu einem langen Summenvektor, wenn dessen Tonigkeiten in
Benachbarung liegen. Je stärker sie über den Winkelbereich des jeweiligen Kreises verteilt
sind, desto kürzer wird der Summenvektor. Wie in Abschnitt 5.1.1 bereits beschrieben,
werden die längsten Summenvektoren durch diejenigen Tonigkeiten gebildet, welche et-
was weniger als einen Halbkreis belegen. Im F sind dies sechs benachbarte Tonigkeiten,
in den Kreisen FR, TR und DR drei oder vier benachbarte Tonigkeiten.
Dreitonkombinationen Noten-
beispiel F FR TR DR/CR
Durdreiklang c-e-g 1,93 0,80 2,21 0,52
Molldreiklang a-c-e 1,93 0,80 2,21 0,52
Susakkord I g-c-f 2,73 2,22 0,48 0,73
Verminderter Dreiklang h-d-f 1,00 0,85 2,41 1,00
Übermäßiger Dreiklang c-e-gis 0,00 0,52 1,73 1,00
Diatonische Dreitonfolge d-e-f 1,51 0,61 0,87 2,40
Sonstige I a-h-f 1,00 1,47 1,51 1,00
Sonstige II a-c-d 2,39 1,36 1,47 1,50
Chromatische Folge c-cis-d 0,73 1,22 0,52 1,73
Nichtdiatonische Melodiefolge e-f-gis 0,52 1,32 0,26 1,93
            Summenvektorenlängen
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Abbildung 5.4 – Längen der Summenvektoren von Kombinationen aus drei Tonigkeiten in
den Teilräumen des Symmetriemodells
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• Dur- und Molldreiklänge werden im Symmetriemodell hauptsächlich durch den ton-
artbezogenen Terzkreis TR repräsentiert. In Abbildung 5.4 ist zu sehen, dass Dur-
und Molldreiklänge im TR zu sehr langen Summenvektoren führen, also eine ge-
ringe Überlappung im Tonraum aufweisen und deshalb gut unterschieden werden
können. Weiterhin ist zu sehen, dass mit Ausnahme des verminderten Akkordes
alle anderen Dreitonkombinationen zu deutlich kürzeren Summenvektoren führen,
was eine Unterscheidung von Dur- bzw. Molldreiklängen und anderen Dreiton-
kombinationen ermöglicht. Für die Unterscheidung von Dur- und Molldreiklängen
spielt weiterhin der tonartbezogene Quintenzirkel FR eine wichtige Rolle: Obwohl
es hier zu kurzen Summenvektoren kommt (Abbildung 5.4), trennt der DR Dur-
und Molldreiklänge stark. Dies wird jedoch weiter unten noch genauer ausgeführt.
• Vorhaltsakkorde: In den Kreisen F und FR führen besonders Akkorde zu langen Sum-
menvektoren, die sich durch Schichtung von Quinten beschreiben lassen. Dies sind
z.B. der Sus4-Akkord6 oder der Durdreiklang mit hinzugefügter None. Die Span-
nungsgeladenheit dieser Akkorde führt dazu, dass sie in der Regel als Vorhaltsak-
korde eingesetzt werden. Eine weitere Eigenschaft quintgeschichteter Akkorde ist
die hohe Mehrdeutigkeit. So kann sich die Tonigkeitskombination g-d-a je nach
Umkehrung allein in C-Dur in die Dreiklänge G-Dur, a-Moll oder d-Moll auﬂösen.
Nimmtman noch leiterfremdeAkkorde dazu, dann kommen hier noch dieAkkorde
g-Moll, A-Dur und D-Dur in hinzu. Diese aus Akkordsicht hochgradige Mehrdeu-
tigkeit hat zur Folge, dass der Susakkord im TR zu einem kurzen Summenvektor
führt (Abbildung 5.4).
• Der verminderte Dreiklang7 hebt sich – was die Länge des Summenvektors betriﬀt –
einzig und allein im tonartbezogenen Terzkreis TR hervor. In allen anderen Kreisen
führt er zu kurzen Summenvektoren. Dies kann dahingehend interpretiert werden,
dass der verminderte Akkord sowohl melodisch (DR) unbedeutend als auch hin-
sichtlich des Tongeschlechtes (F und FR) undeindeutig ist. Funktionstheoretisch
jedoch – was hauptsächlich durch den TR repräsentiert wird – spielt der vermin-
derte Dreiklang eine wichtige Rolle, da er als Teil des Dominantseptakkordes (D7),
des verminderten Septakkordes (Dv), des Sixte ajoutée s65 (Moll) oder des sub-
dominantischen Sextakkordes s6 (ebenfalls Moll) stark funktionsverstärkend wirkt
[84].
6 Sus4-Akkorde sind Dur- oder Molldreiklänge, bei denen die Terz durch die Quarte ersetzt wurde.
7 Siehe Abschnitt 2.5.2
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• Der übermäßige Dreiklang: Im tonartübergreifenden Quintenzirkel F heben sich die
Tonigkeitsvektoren des übermäßigen Dreiklanges komplett auf, was in einen Sum-
menvektor der Länge 0 resultiert. Dies spiegelt den vagierenden Charakter [83, S.
46] desDreiklangeswider, was bedeutet, dass dieser Dreiklang in allen Tonarten zur
Verwendung kommt und nur bei gegebener Tonart interpretiert werden kann. Im
TR können nur zwei der drei Tonigkeiten des übermäßigen Dreiklanges abgebildet
werden, da die jeweils dritte Tonigkeit eine leiterfremde Tonigkeit ist8. Trotzdem
kommt es hier zu langen Summenvektoren (Abbildung 5.4), was dahingehend in-
terpretiert werden kann, dass der übermäßige Dreiklang in Form der Dominante
mit hochalterierter Quinte eine starke funktionelle Wirkung hat [83, S. 46].
• Diatonische Dreitonfolgen, welche hauptsächlich für die Analyse melodischer Verläu-
fe wichtig sind, führen im DR zu langen Summenvektoren (Abbildung 5.4). In den
Kreisen TR und FR heben sich die Tonigkeitsvektoren weitgehend auf. Die Teil-
räume des Symmetriemodells besitzen damit die wichtige Eigenschaft, melodische
und harmonische Komponenten eines Musikstückes zu trennen.
• Sonstige diatonische und nichtdiatonische Tonigkeitsfolgenwerden,wie inAbbildung 5.4
zu sehen, in den Kreisen FR, TR und DR über Summenvektoren niederer und mitt-
lerer Länge dargestellt. Sie ordnen sich damit zwischen Dur- und Molldreiklängen
auf der einen Seite und melodischen Elementen auf der anderen Seite ein. Im ton-
artübergreifenden Quintenzirkel F variieren die Summenvektorlängen sonstiger
Tonigkeitsfolgen stark.
Sowohl für die semantische Audioanalyse als auch für die Erzeugung von Musik ha-
ben Dur- und Molldreiklänge große Bedeutung und sollen deshalb an dieser Stelle noch
einmal separat in das Symmetriemodell eingeordnet werden. Abbildung 5.5 zeigt die
Repräsentation des C-Dur-Dreiklanges im Symmetriemodell. Für den Paralleldreiklang
a-Moll ergibt sich eine an der vertikalen Symmetrieachse gespiegelte Repräsentation. Im
TR belegen die Tonigkeiten des C-Dur-Dreiklanges (c-e-g) einen zusammenhängenden
Bereich und werden deshalb durch einen langen Summenvektor (2,21) repräsentiert. Im
F sind zwarGrundtonundQuinte (c-g) in Benachbarung, zwischenTerz (e) undQuinte (g)
liegen jedoch zwei akkordfremde Tonigkeiten. Dies führt zwar zu langen Summenvekto-
ren (l = 1,93), jedoch werden diese von quintgeschichteten Akkorden (z.B. g-c-d) deutlich
übertroﬀen (l = 2,73, siehe auch Abbildung 5.4). Der F ist deshalb kein zuverlässiger Klas-
siﬁkator für Dur- und Molldreiklänge. Im FR liegen zwar Grundton- und Quinte (c-g) in
8 Im Beispiel des Dreiklanges c-e-gis ist die Tonigkeit gis eine leiterfremde Tonigkeit.
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Benachbarung, die Terz (e) liegt jedoch diesen beiden Tonigkeiten direkt gegenüber und
verkürzt dadurch den Summenvektor stark (l=0,8). Im DR liegen die Tonigkeitsvekto-
ren von Grundton und Quinte (c und g) relativ weit auseinander und führen dadurch
zu kurzen Summenvektoren (l=0,52). Was die Trennung von Dur- und Molldreiklängen
betriﬀt, so können nur durch eine Kombination der Modelle F, FR, TR und DR gute
Ergebnisse erreicht werden. Der F ist geeignet tonal entfernte Akkorde zu trennen. Häu-
ﬁg zusammen auftretende quintverwandte Dreiklänge wie z.B. C-Dur und G-Dur oder
auch parallelverwandte Dreiklänge wie z.B. C-Dur und a-Moll (siehe Abschnitt 5.3.4)
werden dagegen schlecht getrennt. Die Summenvektoren liegen hier in einer Entfernung
von 30◦ und damit dicht beieinander. Diese Schwäche wird jedoch durch die Kreise FR,
TR und DR behoben. FR und DR separieren parallelverwandte Dreiklänge gut (ΔαFR
= 166,9◦, ΔαDR = 150◦). Die Trennung von quintverwandten Dreiklängen wird dagegen
besonders gut vom TR und vom DR vorgenommen (ΔαTR = 105◦ und ΔαDR = 150◦).
Die Klassiﬁkation von parallel- und quintverwandten Dreiklängen wird noch einmal in
Abschnitt 5.3.1 im Zusammenhang mit Haupt- und Nebendreiklängen aufgegriﬀen, die









































Abbildung 5.5 – Darstellung des C-Dur-Dreiklanges im Symmetriemodell.
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5.2.4 Das diatonische Tonset
Das diatonische Tonset9 belegt in den tonartübergreifenden Modellen F, T und D ein-
fach zusammenhängendeKreissegmente. BenachbartediatonischeTonsets repräsentieren
quintverwandte Tonarten. Abbildung 5.6 zeigt dies für die diatonischen Tonsets C-Dur
(graue Kreissegmente) und F-Dur (gestrichelte Kreissegmente). Die Schnittmengenberei-
che überlappender Kreissegmente repräsentieren gemeinsame Tonigkeiten unterschied-
licher Tonsets. Weiterhin wird ersichtlich, dass sich das zu einem diatonischen Tonset
gehörende Kreissegment symmetrisch um die Symmetrieachse der gewählten Tonart







































Abbildung 5.6 – Repräsentation des diatonischen Tonsets C-Dur (graues Segment) und F-
Dur (gestricheltes Segment) in den Teilräumen F, T und D des Symmetriemodells (v. l. n.
r)
Eine Besonderheit in der Darstellung diatonischer Tonsets ist der tonartübergreifende
Quintenzirkel F. Wie in Abbildung 5.6a zu sehen ist, belegt das diatonische Tonset ge-
nau einen Halbkreis. Der Summenvektor im F ist deshalb um so länger, je mehr eine
gegebene Menge von Tonigkeiten einem diatonischen Tonset entspricht. Dies ist in Ab-
bildung 5.7 zu sehen, wo die Entwicklung der Länge des Summenvektors dargestellt ist,
wenn zum Summenvektor nach und nach weitere Tonigkeitsvektoren addiert werden.
Der Vektor wird länger, solange die Tonigkeiten Teil eines diatonischen Tonsets sind. Er
verkürzt sich, wenn nichtdiatonische Tonigkeiten hinzukommen. Eine Ausnahme bilden
die Tonigkeiten des Tritonus (h- f ), welche gegenüber liegen und sich auslöschen.
9 Siehe Abschnitt 2.6.1







































Abbildung 5.7 – Entwicklung der Länge des Summenvektors im F bei hinzukommenden
Tonigkeiten. Die gestrichelte vertikale Linie trennt diatonische und nichtdiatonische Tonig-
keiten.
5.3 Funktionstheoretische Eigenschaften
5.3.1 Haupt- und Nebendreiklänge, Haupt- und Nebenfunktionen
Die Funktionstheorie ordnet Akkorden sogenannte Funktionen zu. Die Funktion eines
Akkordes hängt vom musikalischen Kontext ab und kann sich im Verlauf eines Musik-
stückes ändern. Mit der Funktion eines Akkordes sind die musikpsychologische Wir-
kung des Akkordes sowie die Übergangswahrscheinlichkeiten zu anderen Akkorden
verknüpft. Zwei unterschiedliche Akkorde, welche die gleiche Funktion besitzen, kön-
nenmiteinander ausgetauschtwerden, ohne dass die zugrundeliegendeAkkordfolge ihre
Schlüssigkeit verliert. Hier sind jedoch geltende Stimmführungsregeln zu beachten.
Bei Akkorden unterscheidet man Haupt- und Nebendreiklänge sowie Haupt- und Ne-
benfunktionen: Verwendet ein Musikstück vorrangig Durakkorde, dann werden die lei-
tereigenen Durakkorde als Hauptdreiklänge und die leitereigenen Mollakkorde als Neben-
dreiklänge bezeichnet. Für Musikstücke in Moll ergibt sich eine umgekehrte Zuordnung
von Haupt- und Nebendreiklängen. Die Funktion von Hauptdreiklängen wird als Haupt-
funktion, die von Nebendreiklängen als Nebenfunktion bezeichnet. Die Hauptfunktionen
heißen Tonika, Subdominante und Dominante und werden mit T, S und D (Dur) bzw.
t, s und d (Moll) abgekürzt. Die Tonika ist der Dreiklang, „der im Zentrum aller harmo-
nischen Spannungsfelder steht“ [84, S. 13]. Im Symmetriemodell wird diese Tatsache im
tonartbezogenen Terzkreis TR veranschaulicht (Abbildung 5.8b): Hier beﬁndet sich der
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Summenvektor der Tonika nah an der Symmetrieachse und damit am geometrischen Zen-
trum des jeweiligen diatonischen Tonsets. Die Subdominante ist der Dreiklang, „der die
untere Region der Tonika vertritt“ [84, S. 13]. Im TR wird diese Tatsache dadurch hervor-
gehoben, dass der Summenvektor der Subdominante im negativen Winkelbereich10 („unten“)
zu ﬁnden ist. Die Dominante ist laut [84] der Dreiklang, „der die obere Region der Tonika
harmonisch repräsentiert und dessen Kräfte von oben auf die Tonika einwirken“. Der































Abbildung 5.8 – Haupt- undNebendreiklängewerden (a) im tonartbezogenenQuintenzirkel
FR getrennt und (b) im tonartbezogenen Terzkreis TR gruppiert (Beispiel für C-Dur). Aus
Gründen der Übersichtlichkeit wurden nicht alle Funktionssymbole eingezeichnet.
Neben den Hauptdreiklängen und -funktionen gibt es noch die Nebendreiklänge und -
funktionen. Ein Nebendreiklang kann einen Hauptdreiklang als Klangvertreter ersetzen
und somit dessen Funktion übernehmen. Jeder Hauptdreiklang besitzt zwei leitereigene
Klangvertreter, den sogenannten Paralleldreiklang und den Gegendreiklang [84]. So besitzt
die Durtonika T (z.B. C-Dur) die Tonikaparallele Tp (a-Moll) und den Tonikagegenklang
Tg (e-Moll). Im Symmetriemodell wird diese funktionelle Zusammengehörigkeit im ton-
artbezogenen Terzkreis TR veranschaulicht: Hier werden die Summenvektoren eines
Hauptdreiklangs T und seiner Nebendreiklänge Tp und Tg in Benachbarung abgebil-
det (Abbildung 5.8b). Der tonartbezogene Quintenzirkel FR dagegen weist ein gegen-
sätzliches Verhalten auf (Abbildung 5.8a): Hier beﬁnden sich die Summenvektoren der
Hauptdreiklänge zur einen Seite der Symmetrieachse und die Summenvektoren der Ne-
bendreiklänge zur anderen. Der Summenvektor im FR sollte damit ein guter Klassiﬁkator
für Haupt- und Nebenfunktionen sein.
10 An dieser Stelle muss das verwendete Koordinatensystem (Abschnitt 4.1.1) beachtet werden.
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5.3.2 Tonika-, Dominant- und Subdominantbereich
Ebenso wie ein Akkord eine bestimmte Funktion besitzt, je nachdem in welcher Tonart
er vorkommt, so ist es auch möglich, einzelnen Tonigkeiten eine Funktion zuzuordnen,
sofern bekannt ist, zu welchem Akkord und welcher Tonart sie gehören. Abbildung 5.9
teilt den tonartbezogenen Terzkreis für die Tonarten C-Dur und a-Moll in die drei Berei-
che „Tonikabereich“, „Subdominantbereich“ und „Dominantbereich“ ein (Abbildung 5.9,
durchgezogene Pfeile). Zum Tonikabereich werden dabei alle Tonigkeiten gezählt, die Be-
standteil der Tonika sind. D.h. für die Tonart C-Dur zählen die Tonigkeiten c, e und g
zum Tonikaberich, für a-Moll sind dies die Tonigkeiten a, c und e. Für den Subdominant-
und Tonikabereich gilt der analoge Sachverhalt. Die in Abbildung 5.9 mit Hilfe durch-
gezogener Pfeile umrissenen Bereiche markieren die Zuordnung, wenn man von reinen
Dur- und Molldreiklängen ausgeht. Betrachtet man Dur- und parallele Molltonart gemein-
sam, so beﬁnden sich die Tonikabereiche symmetrisch um die Symmetrieachse zentriert.
Die Subdominantbereiche sowohl für Dur- als auch für Moll beﬁnden sich links von
der Symmetrieachse und die Dominantbereiche dazu gespiegelt rechts von der Symme-
trieachse. Die Überlappung der Bereiche veranschaulicht die Tatsache, dass jede Tonigkeit
mehrere funktionelle Bedeutungen haben kann, was sich auch in einer entsprechenden
Mehrfachbedeutung von Summenvektoren widerspiegelt. Dem gemäß müssen statistische



















Abbildung 5.9 – Tonika-, Subdominant und Dominantbereich im tonartbezogenen Terzkreis:
(a) für C-Dur und (b) für a-Moll
11 Mehr dazu kann in Kapitel 10 gefunden werden.
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5.3.3 Charakteristische Zusatzdissonanzen
Charakteristische Zusatzdissonanzen [84, S. 75] sind Tonigkeiten, die einem gegebenen
Akkord hinzugefügt werden können, um dessen funktionelle Wirkung zu stärken bzw.
eindeutig zu charakterisieren. Ein besonderes Merkmal hierbei ist, dass die Zusatzdis-
sonanz aus dem Subdominantbereich und der betroﬀene Akkord aus dem Dominantbe-
reich oder umgekehrt stammen. Die Eigenschaften charakteristischer Zusatzdissonanzen
werden im Symmetriemodell insbesondere durch den tonartbezogenen Terzkreis model-
liert: Wie in Abbildung 5.9 durch gestrichelte Pfeile visualisiert, liegen im tonartbezogenen
Terzkreis TR Akkord und zugehörige charakteristische Zusatzdissonanz in direkter Be-
nachbarung. Das Potential eines Akkordes einer gegebenen Funktion, eine Tonigkeit aus
einem subdominantischen Funktionsbereich in den eigenen dominantischen Funktions-
bereich (oder umgekehrt) „hinüberzuziehen“, wird geometrisch klar hervorgehoben. Die
„herübergezogene“ Tonigkeit verstärkt die funktionelle Wirkung des „ziehenden“ Ak-
kordes. Gleichzeitig erweitern die Zusatzdissonanzen damit die entsprechenden in Ab-
schnitt 5.3.2 deﬁnierten Funktionsbereiche (Abbildung 5.9, gestrichelte Erweiterungen).
Nachfolgenden werden drei Beispiele für charakteristische Zusatzdissonanzen genannt
und auf die entsprechenden Detailkapitel verwiesen.
• Der Dominantseptakkord: Durch Hinzufügen der eigentlich subdominantischen Cha-
rakterdissonanz „kleine Septime“ zurDurdominante12 wirddie dominantischeWir-
kung dieses Dreiklanges verstärkt und „geschärft“ [84, S. 75]. Eine ausführliche
Betrachtung des Dominantseptakkordes im Kontext des Symmetriemodells ist in
Abschnitt 5.4.2 zu ﬁnden.
• Der Sixte ajoutée: Durch Hinzufügen der dominantischen Charakterdissonanz „Sex-
te“ zur Moll- oder Durdominante13 entsteht ein charakteristischer Vierklang, der
sogenannte Sixte ajoutée [84, S. 113]. In diesem Fall verstärkt die Sexte den sub-
dominantischen Charakter des Akkordes. Eine ausführliche Betrachtung des Sixte
ajoutée im Kontext des Symmetriemodells ist in Abschnitt 5.4.4 zu ﬁnden.14
• Der Dominantnonenakkord: Fügt man dem Dominantseptakkord auch noch die None
12 Im Beispiel aus Abbildung 5.9 wird der Durdominanten G-h-d die kleine Septime „F“ hinzugefügt.
13 Im Beispiel aus Abbildung 5.9 wird der Mollsubdominanten „d-F-a“ die Sexte „h“ bzw. der Dursubdomi-
nanten „F-a-C“ die Sexte „d“ hinzugefügt.
14 Weitere Beispiele für charakteristische Zusatzdissonanzen sind sowohl die subdominantischen Sextakkorde
[84, S. 113] als auch der Dominantnonenakkord [84, S. 91].
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hinzu, so entsteht der Dominantnonenakkord.15 Ähnlichwie auch die subdominan-
tische kleine Septime auf die dominantische Seite „gezogen“ wird, wird auch die
subdominantische None auf die Seite der Dominante gezogen. Sie führt ebenfalls
zu einer Verstärkung des funktionellen Charakters des Akkordes.
5.3.4 Verwandtschaftsgrade von Akkorden
Um die in Musikstücken vorkommenden Akkordverbindungen charakterisieren zu kön-
nen, wurden verschiedene Verwandtschaftsgrade von Akkorden deﬁniert. Die Basis die-
ser Verwandtschaftsgrade ist zum einen physikalischer Natur: So werden zwei Akkorde,
deren Töne in einfachen Frequenzverhältnissen stehen, oder zwei Akkorde, die gemein-
same Töne haben, als verwandt wahrgenommen. Wesentlichen Einﬂuss auf die wahr-
genommene Verwandtschaft von Akkorden hat auch der tonale Kontext (Abschnitt 2.7).
Dieser bedingt zum einen die wahrgenommene Stabiliät eines Akkordes (Abschnitt 2.7.1)
als auch die wahrgenommene Nähe zweier Akkorde (Abschnitt 2.7.2). Zum anderen
spielt auch eine kognitive Komponente eine wichtige Rolle bei Verwandtschaftsgraden.
Ein Beispiel hierfür sind der Dur- und sein gleichnamiger Mollakkord: Die Grundtöne
dieser Akkorde stehen in einem sehr einfachen Frequenzverhältnis (Prime), die innere In-
tervallstruktur ist sehr ähnlich (Terz-Quinte), und trotzdem haben beide Akkorde einen
sehr unterschiedlichen emotionalen Aﬀekt. Im Folgenden sollen verschiedene tonart-
übergreifende Verwandtschaftsgrade von Akkorden im Kontext des Symmetriemodells
behandelt werden. Insbesondere soll dabei gezeigt werden, dass die in der Theorie de-
ﬁnierten Verwandtschaftsgrade im Symmetriemodell in sehr einfachen geometrischen
Verhältnissen repräsentiert werden.
Bei den Verwandtschaftsgraden von Akkorden unterscheidet man die Quint- und die
Terzverwandtschaften, wobei sich die Begriﬀe „Quint“ und „Terz“ auf die physikali-
schen Intervallabstände der Akkordgrundtöne beziehen. Die Quintverwandtschaften sind
das „statische Grundmuster der Musik zwischen 1600 und 1900“ [83, S. 29]“ und ﬁnden
sich in Form der Hauptdreiklänge Tonika, Dominante und Subdominante wieder (Ab-
schnitt 5.3.1). Bei den Terzverwandtschaften gibt es die leitereigenen Terzverwandtschaften
sowie die entfernten Terzverwandtschaften 1., 2. und 3. Grades. Die leitereigenen Terz-
verwandtschaften kommen in Form der in Abschnitt 5.3.1 behandelten Nebendreiklänge
vor. Die entfernten Terzverwandten 1., 2. und 3. Grades werden besonders einfach in der
Terzspirale des Symmetriemodells (Abschnitt 4.3.1) repräsentiert. Wie in Abbildung 5.10
15 Im Beispiel aus Abbildung 5.9 wird dem Dominantseptakkord G-h-d-F die Tonigkeit „a“ als None hinzuge-
fügt.
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Entfernte Terzverwandtschaft, 1. Grades
Entfernte Terzverwandtschaft, 2. Grades























Abbildung 5.10 – Repräsentation leitereigener und entfernter Terzverwandtschaften in der
Terzspirale am Beispiel der Parallelverwandtschaften des Dreiklanges C-Dur
zu sehen, liegen die Terzverwandten in der Terzspirale direkt übereinander, d.h. sie be-
sitzen dieselbe Z-Koordinate: So liegt direkt über der leitereigenen Terzverwandten die
entfernte Terzverwandte 1. Grades. Direkt darunter liegt die entfernte Terzverwandte 2.
und 3. Grades. Angewendetwerden diese Zusammenhänge z.B. für tonraumbasierteMu-
sikinstrumente (Kapitel 6). Weitere Aspekte der Verwandtschaft von Akkorden können
gefunden werden in Abschnitt 2.1, Abschnitt 2.7.2 und Abschnitt 3.4.
5.3.5 Der Leitton, Strebetonigkeiten und Strebefähigkeit
Die Strebefähigkeit ist das Potential einer Tonigkeit [83, S. 45], sich in eine anderemelodisch
benachbarte Tonigkeit weiterzuentwickeln. Die strebende Tonigkeit wird im Folgenden
als Strebetonigkeit und die folgende Tonigkeit als Auﬂösungstonigkeit bezeichnet. Je grö-
ßer die Strebefähigkeit einer Tonigkeit ist, desto höher ist die Wahrscheinlichkeit, dass
der Tonigkeit die zugehörige Auﬂösungstonigkeit folgt. Das Erklingen einer Strebetonig-
keit baut demnach eine große Spannung auf. Die Eigenschaften von Strebetonigkeiten
können gut im TR beschrieben werden. Hier liegen die potentiellen Strebetonigkeiten
im Rücken des Tonikabereiches. In Abbildung 5.11 ist dies für das diatonische Tonset
C-Dur dargestellt. In diesem Fall sind die Strebetonigkeiten die Tonigkeiten h und F.
Die Auﬂösungstonigkeiten liegen im Bereich des geometrischen Zentrums und damit
im Tonikabereich (Abschnitt 5.3.2). In Abbildung 5.11 sind dies die Tonigkeiten C und e.
Die zu einer Strebetonigkeit gehörende Auﬂösungstonigkeit ist die im TR von der Stre-
betonigkeit am weitesten entfernte und damit annähernd im Kreis gegenüberliegende
Tonigkeit. Im Abbildung 5.11 ist dies durch Pfeile zwischen den Tonigkeiten visualisiert:
Dort strebt die Strebetonigkeit h in die Auﬂösungstonigkeit C und die Strebetonigkeit F in
die Auﬂösungstonigkeit e. Der Symmetrietonigkeit d liegen die zwei Tonigkeiten C und e
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gleich weit und neutral gegenüber. Weiterhin beträgt der Intervallabstand einen Ganzton.
Dadurch besitzt die Tonigkeit d keine Strebewirkung. Diese „Neutralität“ wird von Kom-
ponisten in der Regel durch Hoch- oder Tiefalteration beseitigt (Hoch- oder Tiefalteration
der Dominantquinte; vergleiche [83, S. 45ﬀ] und Abschnitt 5.3.6, siehe Abbildung 5.12a
und b). Ein Leitton ist eine Strebetonigkeit, die sich in den Grundton der gegebenen Ton-
art auﬂöst. Im Falle der Tonart C-Dur strebt die Strebetonigkeit h in den Grundton C. Im
Beispiel der Tonart a-Moll muss erst ein Leitton durch Erhöhung der Dominantterz (z.B.








Abbildung 5.11 – Im TR wird die Strebefähigkeit von Tonigkeiten geometrisch einfach ver-
anschaulicht: 1.) Strebetonigkeiten liegen im Rücken des TRs, 2.) Strebetonigkeiten streben in
die im TR gegenüberliegende Tonigkeit.
5.3.6 Alterationen
Hoch- und Tiefalterationen [83, S. 45ﬀ] werden meistens verwendet, um das Auﬂösungs-
bestreben eines Klanges in Richtung der Tonika zu erhöhen.16. Dazu werden in der Regel
im Rücken des TRs liegende Tonigkeiten erhöht oder erniedrigt Beispiele für diesen Sachver-
halt sind 1.) die Hochalteration der Durdominantquinte bzw. der Subdominantsexte: Hier wird
ein Strebeton in die Tonikaterz (Dur) bzw. die Tonikaquinte (Moll) geschaﬀen. In Abbil-
dung 5.12a wird die Tonigkeit d auf dis erhöht, welche damit in Richtung der Tonigkeit
e strebt. 2.) die Tiefalteration der Dominantquinte bzw. der Subdominantsexte: Hier wird ein
Strebeton in den Tonikagrundton (Dur) bzw. die Tonikaterz (Moll) geschaﬀen. In Abbil-
dung 5.12b wird die Tonigkeit d auf des erniedrigt. Die Tonigkeit des strebt damit in die
Tonigkeit c. 3.) die Erhöhung der Molldominantterz: Hier wird im Fall von „harmonisch
16 Ausnahmen für diese Aussage sind sowohl die tiefalterierte Mollsubdominantsexte [83, S. 51], [84, S. 131],
welche einen Strebeton in die Subdominantquinte bzw. die Dominantquinte erzeugt, und die sehr selten
vorkommende alterierte Dominantseptime [83, S. 52] als auch die Zwischendominante (Abschnitt 5.4.3),
welche auch Strebetöne auf Nicht-Tonikaklänge aufweisen kann.
5.3. FUNKTIONSTHEORETISCHE EIGENSCHAFTEN 105
Moll“ (Abschnitt 5.5.2) ein Strebeton in den Molltonikagrundton geschaﬀen. In Abbil-
dung 5.12c wird die Tonigkeit g nach gis erhöht, was eine Strebetonigkeit nach a schaﬀt.17
4.) die Erniedrigung der großen Durdominantnone: Hier wird ein Strebeton in Richtung der
Tonikaquinte geschaﬀen. In Abbildung 5.12d wird die Tonigkeit a nach as erniedrigt, was


































Abbildung 5.12 – Wichtige Alterationen ergänzen die bestehenden Strebetonigkeiten eines
diatonischen Tonsets (hell gestrichelte Pfeile) um weitere Strebetonigkeiten (fette, schwarz
gestrichelte Pfeile)
17 Siehe auch Abschnitt 5.5.2 (Harmonisch Moll) und Abschnitt 5.4.5 (Verminderter Septakkord).
18 Siehe auch Abschnitt 5.4.5 (Verminderter Septakkord).
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5.4 Charakteristische Akkorde
5.4.1 Der verminderte Dreiklang
Der verminderte Dreiklang wird durch die im Rücken des TRs liegenden Tonigkeiten be-
schrieben19.DerCharakter des vermindertenDreiklanges ist hochgradig instabil,was sich
in seiner Mehrdeutigkeit und in seinen Deutungsmöglichkeiten bemerkbar macht. Der-
artig instabile Akkorde wurden von Arnold Schönberg als vagierende Akkorde bezeichnet,
was noch im Zusammenhang mit dem verminderten Septakkord genauer erläutert wird
(Abschnitt 5.4.5). Im Symmetriemodell kommen dieMehrdeutigkeiten bzw. Instabilitäten
des verminderten Dreiklanges und damit auch verwandter Dreiklänge wie dem Domi-
nantseptakkord (Abschnitt 5.4.2) oder dem verminderten Septakkord (Abschnitt 5.4.5)
klar zum Vorschein. Beispiele hierfür sind:
• Die funktionelleMehrdeutigkeit des vermindertenDreiklanges:DieTonigkeitendes
verminderten Dreiklanges können sowohl subdominantisch als auch dominantisch
gedeutet werden. 20 Wie im tonartbezogen Terzkreis TR (Abbildung 5.13c) gesehen
werden kann, überdeckt der Verminderte hier sowohl Teile des Dominant- als auch
Teile des Subdominantbereiches (siehe auch Abschnitt 5.3.2). Der Summenvektor des
Verminderten zeigt genau an die Stelle der Symmetrieachse, das ist die Grenze
zwischen Subdominant- und Dominantbereich. Im tonartbezogenen Terzkreis TR
wird die Zusammengehörigkeit des Subdominant- und des Tonikateils – obwohl
funktionell so gegensätzlich –durchdie geometrischeBenachbarunggut dargestellt.
• Die Mehrdeutigkeit des verminderten Dreiklanges hinsichtlich des Tongeschlechts
(Abschnitt 5.5.1): Die Tonigkeiten können sowohl als Dur- als auch als Mollak-
kord interpretiert werden.21 Wie im tonartbezogenen Quintenzirkel FR (Abbil-
dung 5.13b) gesehen werden kann, überdeckt der Verminderte hier den Moll- und
den Durbereich (siehe auch Abschnitt 5.5.1). Der Summenvektor zeigt hier ebenfalls
genau an die Stelle der Symmetrieachse, das ist die Grenze zwischen Dur- und
Mollbereich.
19 Im Beispiel der Tonart C-Dur sind dies die Tonigkeiten h, d und F.
20 Zum Beispiel können die Tonigkeiten h-d-F im Kontext der Tonart a-Moll als subdominantischer Sextakkord
d-F-h (s6) [83, S. 121] und im Kontext der Tonart C-Dur auch als verkürzter Dominantseptakkord (G)-h-d- f
gedeutet werden.
21 ZumBeispiel könnendie Tonigkeiten h-d-F imKontext von a-Moll alsMoll-Sextakkord (d-F-h) und imKontext
von C-Dur als Dur-Septakkord ohne Grundton (G)-h-d-F gedeutet werden.
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• Die Oﬀenheit des vermindertenDreiklanges zu benachbarten Tonarten: Schaut man
sich den Verminderten im tonartübergreifenden Terzkreis (Abschnitt 4.2.4) oder
auch in der Terzspirale an (Abschnitt 4.3.1), so sieht man, dass er sowohl Anfang
als auch Ende eines diatonischen Bereiches und damit einer Spiralwindung bildet.
Er bietet damit eine Schnittstelle zu benachbarten Tonarten.
• Eindeutige Zuordnung des verminderten Dreiklanges zu einem diatonischen Ton-
set: Im tonartübergreifenden Quintenzirkel F (Abbildung 5.13a) belegen die Tonig-
keiten des verminderten Dreiklanges genau eine Halbebene, welche exakt einem
diatonischen Tonset zugeordnet ist (Abschnitt 5.2.4). Der Summenvektor in F zeigt
im Falle des verminderten Dreiklanges direkt auf die Symmetrietonigkeit dieses
diatonischen Tonsets.
• Hohe Strebefähigkeit des verminderten Dreiklanges in Richtung der Tonika: Ent-
sprechend Abbildung 5.11a weisen zwei der drei Tonigkeiten des verminderten
Dreiklanges eine starke Strebewirkung in Richtung der Tonika auf (siehe auch Ab-
schnitt 5.3.5). Der Summenvektor des Akkordes im TR hat die maximale Entfernung
vom geometrischen Zentrum des leitereigenen diatonischen Tonsets, was in Anleh-
nung an Abschnitt 5.5.4 die Instabilität des Dreiklanges repräsentiert.
• Die Mehrdeutigkeit des verminderten Dreiklanges hinsichtlich der Strebefähigkeit
(Abschnitt 5.3.5): Zwei der drei Tonigkeiten des verminderten Dreiklanges22 sind
gleichzeitig auch Strebetonigkeiten der im Quintenzirkel gegenüberliegenden Ton-
art. Hier führt der verminderte Dreiklang im TR auch zu einem relativ langen Sum-
menvektor, welcher ebenfalls weit vom tonalen Zentrum entfernt ist und damit die
hohe Strebefähigkeit des verminderten Dreiklanges repräsentiert.
Während im TR des Symmetriemodells (Abbildung 5.13c) die funktionelle Mehrdeutigkeit
des verminderten Dreiklanges deutlich hervorgehoben wird, tritt im tonartübergreifen-
den Quintenzirkel F die diatonische Mehrdeutigkeit des verminderten Dreiklanges in den
Vordergrund: Wie in Abbildung 5.13a zu sehen, belegen die Tonigkeitsvektoren des ver-
mindertenDreiklanges einen komplettenHalbkreis, was auch dieOﬀenheit des Akkordes zu
anderen Tonarten verdeutlicht. Diese Oﬀenheit führt dazu, dass der verminderte Dreiklang
z.B. als Bestandteil des Dominantseptakkordes (Abschnitt 5.4.2) oder des verminderten
Septakkordes (Abschnitt 5.4.5) in verschiedensten Tonarten zum Einsatz kommt und des-
halb auch ein wichtiges Modulationsmittel darstellt (siehe auch Abschnitt 5.5.3).
22 Im Beispiel des verminderten Dreiklanges h-d-F sind dies die Tonigkeiten h und F, welche als H und eis
Strebetonigkeiten der Tonart Fis-Dur und als Ces und f Strebetonigkeiten der Tonart Ges-Dur sind.









































Abbildung 5.13 – Repräsentation des verminderten Dreiklanges in den Teilräumen des
Symmetriemodells: (a) F, (b) FR, (c) TR und (d) DR
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5.4.2 Der Dominantseptakkord
Fügt man einem Durakkord die kleine Septime hinzu, so erhält man den Dominantsept-
akkord. Dieser Vierklang hat für die tonalharmonische Musik eine sehr große Bedeutung.
Der Dominantseptakkord enthält einen verminderten Dreiklang (siehe Abbildung 5.14)
und teilt deshalb mit diesem eine Reihe von Eigenschaften. Zu diesen Eigenschaften
gehören die in Abschnitt 5.4.1 besprochene funktionelle Mehrdeutigkeit, die eindeutige
Zuordnung des Akkordes zu einem diatonischen Tonset, die hohe Strebefähigkeit des
Dominantseptakkordes in Richtung der Tonika und auch die Mehrdeutigkeit hinsicht-
lich der Strebefähigkeit23. Diese Eigenschaften sollen an dieser Stelle nicht noch einmal
diskutiert werden. Unterschiede des Dominantseptakkordes im Vergleich zum vermin-
dertenDreiklang sindvor allemdieEindeutigkeit hinsichtlichder Funktion: ImGegensatz
zum mehrdeutigen verminderten Dreiklang ist die Funktion des Durakkordes mit hin-
zugefügter kleiner Septime ohne Kontext eindeutig dominantisch. Das wird auch durch
den Summenvektor im TR widergespiegelt, welcher klar im Dominantbereich liegt. Der
subdominantische Teil des Dominantseptakkordes schwächt nicht dessen dominantische
Wirkung ab, auch wenn man es vermuten könnte. Im Gegenteil wird die dominantische
Wirkung noch verstärkt. Näheres dazu wurde in Abschnitt 5.3.3 im Zusammenhang mit
Charakterdissonanzen ausgeführt.
Umdeutungsmöglichkeiten des Dominantseptakkordes
Der Dominantseptakkord enthält den verminderten Dreiklang und damit sehr viele in-
stabile Tonigkeiten. Eine besondere Eigenschaft instabiler Tonigkeiten ist deren Potential,
in verschiedener Weise umgedeutet oder auch alteriert werden zu können. Dies wie-
derum hat zur Folge, dass auch der akustische Klang des Dominantseptakkordes in
unterschiedlichen Formen gedeutet werden und als vagierender Akkord auch in ganz
unterschiedlichen Tonarten zum Vorschein kommen kann. Abbildung 5.15 stellt vier ver-
schiedene Umdeutungsmöglichkeiten des Klanges G-h-d-F im tonartbezogenen Terzkreis
gegenüber, ergänzt durch weiterführende Literaturangaben. Wie in Abbildung 5.15 ge-
sehen werden kann, besitzen die Tonigkeiten des Dominantseptakkordes das Potential,
auf ganz unterschiedliche tonale Zentren zu zielen. Der Dominantseptakkord ist damit
ein gutes Modulationsmittel.
23 Zum einen strebt der Durakkord mit hinzugefügter kleiner Septime als Dominantseptakkord in Richtung
der leitereigenen Tonika, zum anderen kann er als übermäßiger Quintsextakkord in das im Quintenzirkel
gegenüberliegende tonale Zentrum streben [83, S. 50].









































Abbildung 5.14 – Repräsentation des Dominantseptakkordes im Symmetriemodell: (a) im
tonartübergreifenden Quintenzirkel F, (b) im tonartbezogenen Quintenzirkel FR, (c) im ton-
artbezogenen Terzkreis TR und (d) im tonartbezogenen diatonischen Tonleiterkreis TR






































Abbildung 5.15 – Umdeutungsmöglichkeiten des Klanges G-h-d-F: (a) als Dominantseptak-
kord in c-Moll, (b) als übermäßiger Sextakkord („verminderter Septakkord auf der tiefalte-
rierten Quinte“) in Fis-Dur [83, S. 48], (c) als verminderter Septakkord auf der tiefalterierten
Dominantseptime in dis-Moll [83, S. 52] und (d) als Dursubdominante mit hochalterierter
Sexte in D-Dur [83, S. 51]
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5.4.3 Zwischendominanten
Zwischendominanten sind nicht leitereigene Klänge, die jedoch ein starkes Auﬂösungs-
bestreben auf einen leitereigenen Klang aufweisen. In der Regel handelt es sich bei Zwi-
schendominanten um Durakkorde mit hinzugefügter kleiner Septime (siehe Kapitel Do-
minantseptakkord 5.4.2). Im tonartbezogenen Terzkreis lassen sich die Eigenschaften von
Zwischendominanten gut darstellen. Wie inAbbildung 5.16 am Beispiel der Zwischendo-
minanten C7 (c, e, g, b) und A7 (a, cis, e, g) veranschaulicht, belegen Zwischendominanten
im TR vier benachbarte Tonigkeiten. Um einen leitereigenen Durakkord in eine Zwischen-
dominante umzuwandeln, muss dessen große Septime erniedrigt werden. Dies ist in
Abbildung 5.16a für den C-Dur-Akkord in Form des zu b erniedrigten h dargestellt.
Durch die Erniedrigung entsteht eine Strebetonigkeit auf die im TR gegenüberliegende
Tonigkeit a. Die Terz e des Dreiklanges verwandelt sich ebenfalls in eine Strebetonigkeit,
welche auf die gegenüberliegende Tonigkeit f zielt. Es wird oﬀensichtlich, dass der Ak-
kord C7 ein starkes Auﬂösungsbestreben in Richtung des Dreiklanges F-a-C aufweist.
Um einen leitereigenen Mollakkord in eine Zwischendominante zu verwandeln, muss des-
sen Terz erhöht werden. Im Beispiel des Dreiklanges a-Moll (Abbildung 5.16b) wird die
Tonigkeit c nach cis erhöht, wodurch eine Strebetonigkeit auf das gegenüberliegende d
entsteht. Die Terz cisunddieQuinte edes so entstandenenA-Dur-Dreiklanges verwandelt
sich in Strebetonigkeiten auf die gegenüberliegenden Tonigkeiten f und d. Eine starke


















Abbildung 5.16 – Repräsentation von Zwischendominanten im TR: (a) C-Dur7 (b) D-Dur7
5.4.4 Der Sixte ajoutée
Der Sixte ajoutée [84, S. 115] wurde bereits im Zusammenhang mit charakteristischen Zu-
satzdissonanzen angesprochen (Abschnitt 5.3.3)]. Da sowohl der Dominantseptakkord
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als auch der Sixte ajoutée im Rücken des TRs liegen und eine Reihe gemeinsamer To-
nigkeiten besitzen, kommt es in beiden Fällen zu räumlich dicht beieinander liegenden
Summenvektoren. Das deutlich stärkere Unterscheidungsmerkmal zwischen beiden Ak-
korden sind die darauﬀolgenden Akkorde: Während dem Sixte ajoutée der Regel nach
die Dominante folgt, kommt nach dem Dominantseptakkord die Tonika. An dieser Stelle
wird die Bedeutung des Zeitbezuges zur Unterscheidung von Akkorden deutlich.
5.4.5 Der verminderte Septakkord
Der verminderte Septakkord [84, S. 100] entsteht durch Aufeinanderschichten von vier
Tönen im Abstand je einer kleinen Terz. Funktional wird dieser Akkord als ein kleiner
Dominantnonenakkord ohne Grundton interpretiert. In seinem Buch „Harmonielehre“
[145] sagt Arnold Schönberg über den verminderten Septakkord folgendes aus (Siehe
auch [84, S.105]): „Und es wird sich später noch zeigen, daß die Beziehungen, die dieser
Akkord zu den Tonarten hat, noch viel reicher sind. Daß er in keiner eigentlich allein zu
Hause, allein zuständig ist. Sondern daß er sozusagen überall heimatberechtigt und doch
nirgends seßhaft ist, ein Kosmopolit oder ein Landstreicher! Ich nenne derartige Akkorde
vagierende Akkorde ...“. Diese und weitere Eigenschaften des verminderten Septakkordes
sollen nun im Kontext des Symmetriemodells besprochen werden:
• Klanglich gesehen gibt es nur drei verschiedene verminderte Septakkorde: Dies kann in Ab-
bildung 5.17 anhand der drei unterschiedlich dargestellten Kreuze gesehen werden.
Dadurch sind zwei verminderte Septakkorde von ihrenTonigkeiten her stets sowohl
einen Halbton, einen Ganzton, eine große Terz als auch eine Quinte voneinander
entfernt.
• Der verminderte Septakkord kann keinem diatonischen Tonset eindeutig zugeordnet werden:
Im Symmetriemodell wird dies im tonartübergreifenden Quintenzirkel F deutlich:
Hier spannen die Tonigkeitsvektoren des verminderten Septakkordes einKreuz auf,
das alle Tonarten umspannt (Abbildung 5.17, solides Kreuz). Die Länge des Sum-
menvektors des verminderten Septakkordes im tonartübergreifenden Quintenzirkel
ist deshalb auch 0 und der Winkel somit undeﬁniert.
• Der verminderte Septakkord ist in allen Tonarten zu Hause: In Abbildung 5.17 wurden
die drei verminderten Septakkorde in Form von Pfeilen und zugehörigen Funk-
tionsbezeichnungen der diatonischen Tonart C-Dur zugeordnet: Der verminderte
Septakkord d- f -as-h wirkt als Dominante, die sich in die Tonika auﬂösen muss, der
verminderte Septakkord f is-a-c-es als Doppeldominante, die sich in die Dominante
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auﬂösen muss, und der verminderte Septakkord e-g-b-cis als Zwischendominante,














Abbildung 5.17 – Repräsentation des verminderten Septakkordes im tonartübergreifenden
Quintenzirkel F: Dick durchgezogenes Kreuz: h-d- f -as/gis; gestricheltes Kreuz: e-g-b-des/cis;
gepunktetes Kreuz: a-c-es-ges/ f is
Aus Abbildung 5.17 wird darüber hinaus noch eine Besonderheit der Hierarchiedar-
stellung des Symmetriemodells deutlich. Hier wurde neben dem tonartübergreifenden
Quintenzirkel auch noch der tonartübergreifende Terzkreis T eingezeichnet. Es ist zu
sehen, dass die Ausläufer des den verminderten Septakkord bildenden Kreuzes im F auf
die Stellen im T zeigen, wo sich die Schwerpunkte der Akkorde beﬁnden, in die sich
der verminderte Septakkord auﬂösen kann25. Damit sind wir auch bereits bei der tonart-
bezogenen Betrachtung des verminderten Septakkordes. Wie bereits ausgeführt wurde,
kann ein gegebener verminderter Septakkord vier diatonischen Tonsets und damit vier
Durtonarten und vier Molltonarten zugeordnet werden.
In Abbildung 5.18 ist der verminderte Septakkord im tonartbezogenen Terzkreis ein-
mal für C-Dur und einmal für a-Moll eingezeichnet. Zunächst kann man sehen, dass
nur drei der vier Tonigkeiten im TR repräsentiert werden, nämlich die den verminder-
ten Dreiklang h-d- f bildenden Tonigkeiten. Um die vierte Tonigkeit (gis oder as) in den
tonartbezogenen Terzkreis einordnen zu können, muss zuvor das Tongeschlecht der ak-
tuellen Tonart analysiert werden. Je nachdem ob es sich um eine Dur- oder Molltonart
handelt, muss die Tonigkeit „gis/as“ entweder als tiefalteriertes a oder als hochalteriertes
g in den TR eingeordnet werden (Abschnitt 5.3.6). Durch diesen Schritt kommt es zur
24 An dieser Stelle soll bemerkt werden, dass sich die korrekte enharmonische Bezeichnung der Tonigkeiten
automatisch aus dem tonartübergreifenden Quintenzirkel ergibt.
25 So zeigt der in den Kreis F eingezeichnete verminderte Septakkord folgende Akkorde im tonartübergreifen-
den Terzkreis: Es-Dur und c-Moll, C-Dur und a-Moll, A-Dur und f is-Moll, Fis-Dur und dis-Moll.
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Hinzufügung einer weiteren Strebetonigkeit (Abschnitt 5.3.5), welche im Fall von Moll auf
den Tonikagrundton und im Fall von Dur auf die Tonikaquinte zeigt26, so dass in beiden
Fällen alle Tonikatonigkeiten (a, C und e) eine Strebetonigkeit besitzen. In Abbildung 5.18
ist dies durch entsprechende Pfeile visualisiert für C-Dur (Abbildung 5.18a) und a-Moll
(Abbildung 5.18b) dargestellt.
Weiterhin ergibt sich durch die korrekte Einordnung der nichtdiatonischen Tonigkeit gis/as
in den TR zum einen eine deutliche Verlängerung des Summenvektors, zum anderen verän-
dert sich der Winkel des Summenvektors so, dass er weiter entfernt vom Summenvektor
der zugehörigen Tonika beﬁndlich ist. Sowohl die Verlängerung des Summenvektors als
auch die weitere Entfernung vom Summenvektor der Tonika geben die in der Theorie
beschriebene Erhöhung der dominantischen Wirkung des verminderten Septakkordes
richtig wieder. Durch die richtige Einordnung der Tonigkeit „gis/as“ kann auch gleich-
zeitig der Grundton des Akkordes bestimmt werden, da dieser gegen den Uhrzeigersinn


















Abbildung 5.18 – Bei der Einordnung des verminderten Septakkordes in den TR muss
zwischen Dur- (a) und Molltonarten (b) unterschieden werden.
5.4.6 Der übermäßige Dreiklang
DurchHochalteration derDominantquinte inDur entsteht der übermäßigeDreiklang [83,
S. 45]. Die hochalterierte Dominantquinte agiert als Strebetonigkeit in die Terz der Durto-
26 Im Beispiel von Abbildung 5.18a (Dur) entsteht eine Strebetonigkeit „As“, welche auf die gegenüberliegende
Tonikaquinte „G“ zielt. Im Beispiel von Abbildung 5.18b (Moll) entsteht eine Strebetonigkeit „Gis“, die auf
den Tonikagrundton „a“ zielt.
27 Im Fall von gis-h-d- f ist dies die Tonigkeit „E“, im Fall von „h-d- f -as“ ist dies die Tonigkeit „G“. Die hier dar-
gestellte Gesetzmäßigkeit kann für die Entwicklung von Algorithmen zur korrekten Grundtonbestimmung
verwendet werden.
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nika (Abbildung 5.19b). Wie in Abbildung 5.19a gesehen werden kann, ist die Länge des
Summenvektors des übermäßigen Dreiklanges im tonartübergreifenden Quintenzirkel F
gleich 0, was zeigt, dass der übermäßige Dreiklang ohne weiteren Kontext nicht eindeutig
einer Tonart zugeordnet werden kann. Der tonartübergreifende Charakter des übermä-

























Abbildung 5.19 – Darstellung des übermäßigen Dreiklanges (a) im F und (b) im TR
5.5 Weitere Elemente
5.5.1 Kirchentonarten
Die Eigenschaften Kirchentonarten bzw. Modi (Abschnitt 2.6.4) werden im Symmetrie-
modell besonders durch den Summenvektor im tonartbezogenen Quintenzirkel FR ver-
anschaulicht. Entsprechend der Dur-Moll-Separierung im FR (Abschnitt 5.3.1) beﬁnden
sich die Summenvektoren der Tonika von mollartigen Kirchentonarten (dorisch, äolisch
und phrygisch) im FR rechts und von durartigen Kirchentonarten (lydisch, ionisch und
mixolydisch) links von der Symmetrieachse (Abbildung 5.20). Die Summenvektoren der
Tonikadreiklänge der am häuﬁgsten vorkommenden Modi „Ionisch“ und „Äolisch“ be-
legen jeweils das zentrale Mittensegment auf beiden Hälften.
5.5.2 Harmonisch Moll
Die reine Molltonleiter besitzt keinen Leitton, d.h. es fehlt eine Strebetonigkeit in den
so bedeutsamen Tonikagrundton28. Dies bedeutet, dass die Dominante nur ein schwa-
ches Auﬂösungsbestreben in Richtung der Tonika aufweist. Dieses Problem wird in der
28 Im Beispiel der Tonart a-Moll-rein fehlt ein Leitton gis nach a.



































Abbildung 5.20 – Einordnung der Summenvektoren der Tonikadreiklänge der sieben Kir-
chentonarten in das Symmetriemodell: (a) FR, (b) TR)
musikalischen Praxis durch Erhöhung der Dominantterz gelöst29, wodurch eine auf den
Tonikagrundton zielende Strebetonigkeit und damit ein Leitton entsteht (siehe auch Ab-
bildung 5.12c). Durch diesen Schritt gleichen sich die strukturellen Eigenschaften vonDur
und Moll an, teilweise übertriﬀt harmonisch Moll sogar die Qualität von Dur: Während
Dur nur zwei Strebetonigkeiten ( f und h) auf den Tonikagrundton (C) und die Tonikaterz
(e) hat, besitzt harmonisch Moll drei Strebetonigkeiten (gis, h und f ) auf alle drei Tonig-
keiten der Tonika (a, C, e). Darüber hinaus liegt wie im Fall von Dur im TR durch die
Erhöhung der Dominantterz dem Tonikagrundton und der Tonikaterz ein verminderter
Dreiklang gegenüber. Die Dominante enthält wie im Fall von Dur den Leitton und weist
dadurch ein starkes Auﬂösungsbestreben in Richtung der Tonika auf.
5.5.3 Ausweichungen und Modulationen
Unter dem Begriﬀ der Modulation versteht man den musikalischen Übergang von einer
Tonart in eine andere [83, S. 63]. Je nachdem wie die Modulation gestaltet ist, kann es
hierbei zu einemﬂießenden, kaumwahrnehmbarenWechsel in die neue Tonika oder auch
zu einem deutlichen „tonalen Ruck“ kommen. In der Musikgeschichte haben sich ver-
schiedene Modulationstypen herausgebildet, deren Einsatz ein wichtiges Genremerkmal
darstellen könnte. Die Ausführung dieser einzelnen Typen würde an dieser Stelle über
den Fokus der vorliegenden Arbeit hinausgehen. Die meisten Modulationsformen sind
jedoch dadurch gekennzeichnet, dass zwischen der Ausgangs- und der Zieltonart tonales
Material gespielt wird, das beiden Tonarten gemeinsam ist bzw. welches beide Tonarten
29 Im Beispiel von a-Moll wird die Tonigkeit G auf gis erhöht. Dadurch entsteht eine Strebetonigkeit in Richtung
des Tonikagrundtones a.
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verbindet. Solche Verbindungsmöglichkeiten, als Modulationsmittel bezeichnet, sollen
im Folgenden kurz beschrieben werden:
• Soll in quintbenachbarte oder parallele Tonarten moduliert werden, dann können
bereits leitereigene Dreiklänge die verbindende Schnittstelle sein. In diesem Fall
reicht es aus, die Funktion oder das Tongeschlecht leitereigener Klänge umzudeu-
ten.
• EineweitereMöglichkeit ist der Einsatz vonZwischendominanten (Abschnitt 5.4.3):
Diese bieten zum einen starke Strebetonigkeiten auf Klänge der alten Tonart, zum
anderen können sie als Dominantseptakkord der neuen Tonart (Abschnitt 5.4.2)
umgedeutet werden. Dem Komponisten bleibt damit die Möglichkeit, sowohl in
der alten Tonart fortzufahren als auch in die neue Tonart zu wechseln.
• Eine sehr häuﬁg verwendete Möglichkeit ist der Einsatz des verminderten Septak-
kordes. Wie in Abschnitt 5.4.5 gezeigt wurde, besitzt er als Dominante, Doppeldo-
minante oder Zwischendominante Bedeutung in allen Tonarten und kann deshalb
auch als Verbindungsglied zwischen allen Tonarten agieren. Ähnliches gilt für den
übermäßigen Dreiklang, der – wie der verminderte Septakkord – alle Tonarten
miteinander verbindet (Abschnitt 5.4.6).
• Um größere tonale Distanzen zu überwinden, bietet sich auch die in Abschnitt 5.4.2
skizzierteUmdeutungdesDominantseptakkordes in einenübermäßigenQuintsext-
akkord an [83, S. 79]. Wie in Abbildung 5.15a und 5.15c am Beispiel der Tonarten
„C-Dur“ und „Fis-Dur“ veranschaulicht, können damit im Quintenzirkel gegen-
überliegende tonale Zentren verbunden werden.
• In vielen Fällen werden auch Kombinationen der bisher besprochenen Möglichkei-
ten eingesetzt. Dadurch werden die tonalen Bewegungsmöglichkeiten noch einmal
deutlich erweitert.
Weiterführende Arbeiten sollten untersuchen, ob es möglich ist, Modulationstypen an-
hand der Bewegungspfade des Summenvektors im Tonraum zu klassiﬁzieren. Die oben
genannten Punkte zeigen, dass Modulationen in vielen Fällen Gesetzmäßigkeiten folgen,
die im Symmetriemodell sehr einfach beschrieben und entsprechend in Algorithmen
modelliert werden können.
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5.5.4 Stabilität von Tönen in einem gegebenen Kontext
InAbschnitt 2.7.1wurdenCarolL.KrumhanslsTesttonproﬁle30 vorgestellt (Abbildung2.5).
Diese beschreiben die Stabilität von Tonigkeiten in einem gegebenen tonalen Kontext. Ein
Ziel des Symmetriemodells besteht darin, diese Stabilitäten vorherzusagen. Die zugrun-
deliegenden Annahmen hierbei bestehen darin, dass erstens die gewählte Tonart durch
den Grundton repräsentiert wird und dass zweitens sich die Stabilität einer beliebigen
Tonigkeit innerhalb dieser Tonart in der geometrischen Beziehung zwischen Tonigkeit
und Grundton widerspiegelt. Ob dies funktioniert bzw. ob ein Zusammenhang zwischen
den Distanzen im Symmetriemodell und den von Carol Krumhansl empirisch ermittelten
Stabilitätsproﬁlen besteht, soll im Folgenden am Beispiel der Stabilitäten von Tonigkeiten
in der Tonart C-Dur diskutiert werden. Es ist zunächst anzumerken, dass die folgenden
Betrachtungen nur die diatonischen Tonigkeiten c, d, e, f , g, a und h berücksichtigen.
Die restlichen Tonigkeiten f is, cis, gis, dis und ais unterscheiden sich in ihrer Stabilität
nicht sehr und können durch einen konstanten Wert angenähert werden. Um eine bessere
Vergleichbarkeit zu gewährleisten,werdenweiterhinKrumhansls und alle imSymmetrie-
modell berechneten Proﬁle auf einen Wertebereich zwischen 0,0 und 1,0 skaliert. Es wird
nun die Nähe der diatonischen Tonigkeiten c, d, e, f , g, a und h zur Tonigkeit c berechnet,
da diese den Grundton der gewählten Tonart repräsentiert. Die Berechnung erfolgte für
die Kreise F, FR, TR und DR unabhängig. Eine Winkeldistanz von 0◦ entspricht dabei
einer Nähe von 1,0, der Winkel der vom Grundton am weitesten entfernten Tonigkeit
einer Nähe von 0,0. Das Ergebnis dieser Schritte sind vier verschiedene Proﬁle, welche
die Nähe der Tonigkeiten c, d, e, f , g, a und h zur Tonigkeit c in den Kreisen F, FR, TR
und DR beschreiben. Diese Proﬁle werden als PF, PFR, PTR und PDR bezeichnet und sind
in Tabelle A.1 zu ﬁnden. Der nächste Schritt besteht nun darin zu überprüfen, inwiefern
die einzelnen Proﬁle mit dem von Carol L. Krumhansl für die Tonart C-Dur ermittelten
Proﬁl PKHL übereinstimmen. Dazu werden die Pearson-Korrelationen [53] zwischen den
Proﬁlen PF,FR,TR,DR und dem Proﬁl PKHL berechnet.31 Die anschließende Analyse der Er-
gebnisse ergibt, dass die im DR berechnete Nähe (PDR) in keinem oder nur geringem
Zusammenhang mit der wahrgenommenen Stabilität von Tonigkeiten steht. Die Korrela-
tion zwischen PDR und PK beträgt hier r = 0,08. Die Korrelationen der restlichen Proﬁle
PF,FR,TR mit dem Proﬁl PKHL liegen alle im Bereich um 0,7 und sind damit eher mäßig. Die
sich nun ergebende Frage ist, ob sich durch eine Kombination der Proﬁle PF,FR mit dem
30 Als Stabilitätsproﬁl wird hier eine Reihe von zwölf Zahlenwerten bezeichnet, die den zwölf chromatischen
Tonigkeiten c, cis, d . . . je einen Stabilitätswert zuordnen.
31 Die Zwischenschritte sowie die Ergebnisse sind im Anhang (Tabelle A.1) zu ﬁnden.
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Proﬁl PTR eine bessere Übereinstimmung mit dem Proﬁl PKHL ergibt. Hierbei konnten
folgende Werte erzielt werden: Die Korrelation zwischen den Proﬁlen PKHL und PF+TR
beträgt r=0,88, die Korrelation zwischen PKHL und PFR+TR ist mit r = 0,93 etwas höher.
Dies ist ein Hinweis darauf, dass der tonartbezogene Quintenzirkel FR tonale Stabilitäten


























Abbildung 5.21 – Vergleich von Carol Krumhansls empirisch ermittelten Tonstabilitäten
(Abschnitt 2.7.1) mit den im Symmetriemodell ermittelten Abstands-Proﬁlen
Die zuvor für die Tonart C-Dur beschriebene Prozedur wurde auch für die Tonart a-Moll
durchgeführt. Dazu wurden jedoch nicht die Nähe bezogen auf die Tonigkeit c, sondern
auf die Tonigkeit a berechnet und mit Carol L. Krumhansls a-Moll-Proﬁl verglichen.
Hierbei ergab bereits die Korrelation der Proﬁle PTR und PKHL einen relativ hohen Wert
von 0,87.32 Eine Kombination der Proﬁle PTR und PF bzw. PFR brachte keine Erhöhung
der Korrelation. Die schrittweise Berechnung der Ergebnisse für a-Moll ist in Tabelle A.2
zu sehen, das resultierende Proﬁl PTR in Abbildung 5.22b.
Zusammenfassend lässt sich sagen, dass die Stabilitäten von Tonigkeiten innerhalb von
Durtonarten durch eine Kombination der Distanzen im FR und TR am besten angenä-
hert werden, die Stabilitäten von Tonigkeiten innerhalb von Molltonarten dagegen allein
durch den TR. Dies ist ein Hinweis, dass je nach Kontext unterschiedliche tonale Ge-
setzmäßigkeiten berücksichtigt werden müssen. Eine weitere Erhöhung der Korrelation
zwischen Krumhanslproﬁlen und Symmetriemodell könnte durch Einführung eines Leit-
tonfaktors sowie einer höheren Stabilität für die ersten Obertöne des Grundtones erreicht
werden. In Abbildung 5.21 ist zu sehen, dass die Töne h bei C-Dur und g bei a-Moll zu
hohe Stabilitätswerte haben. Die ersten Obertöne des Grundtones (g und e bei C-Dur
sowie e bei a-Moll) haben dagegen eine zu geringe Stabilität.
32 Laut [53] entspricht dies bei einem einseitigen Test einem Signiﬁkanzlevel von 0,005. Die Wahrscheinlichkeit
eines zufälligen Zusammenhanges ist damit 0,5 Prozent.













Abbildung 5.22 – Vergleich von Carol Krumhansls Testtonproﬁlen (Abschnitt 2.7.1) mit den
Vorhersagen des Symmetriemodells: Gemittelte Dur- und Moll-Testtonproﬁle
Eine interessante Ergänzung ergibt sich noch für eine Betrachtung eines für C-Dur- und
a-Moll gemittelten Proﬁls (Abbildung 5.22). Dieses korreliert mit einem Faktor von 0,99
mit dem Proﬁl PTR für C-Dur. Dies zeigt, dass die geometrischen Abstände im TR die
gemittelten Stabilitäten von Dur- und paralleler Molltonart perfekt repräsentieren.





Eine gute Organisation von Tönen innerhalb von geometrischen Tonräumen erlaubt nicht
nur Analyse und Vergleich von musikalischen Audiosignalen. Vielmehr ist es auch mög-
lich, auf Basis der in dieser Arbeit entwickelten Erkenntnisse neue Möglichkeiten zum
Erzeugen von Musik zu entwickeln. Während bei herkömmlichen Synthesizern haupt-
sächlich zeitliche und spektrale Eigenschaften der Klangfarbe gesteuert werden, liegt die
Hauptaufmerksamkeit bei der tonraumbasiertenKlangsynthese auf der Parametrisierung
und einfachen Steuerung des zeitlich-sequentiellen oder simultanen Zusammenklingens
unterschiedlicher Töne. Darüber hinaus motivieren Tonräume, über neuartige Mensch-
Maschine-Schnittstellen nachzudenken. Vorstellbar sind hierbei Szenarien, in denen ein
Spieler sich durch einen Tonraum bewegt und die dort beﬁndlichen Töne anfassen, aus-
wählen und anhören kann. Die musikalische Logik des Tonraumes wird somit direkt
erfahrbar, hörbar und erlebbar. Je nach Qualität der Interaktionsmechanismen kann sich
der bisher so starre und theoretische Tonraum zu einem mächtigen Musikinstrument
sowie Kompositions- und Improvisationswerkzeug entwickeln. Möglichkeiten in diese
Richtung aufzuzeigen ist Gegenstand dieses Kapitels.
6.1 Motivation
Welchen Vorteil kann das Wissen um Tonräume für die Entwicklung von Musikinstru-
menten bieten? Wie können Tonräume gewinnbringend für das Instrumentalspiel, das
Komponieren oder Improvisieren eingesetzt werden? Um eine Antwort auf diese Fragen
zu geben, soll zunächst ein einfaches Modell zur musikalischen Tonvorstellung und In-
teraktion herangezogen werden, welches durch Hugo Riemanns „Ideen zu einer ’Lehre












Abbildung 6.1 – EinfachesModell zur Veranschaulichungmusikalischer Tonvorstellung und
Interaktion
von den Tonvorstellungen’“ [133] inspiriert ist. Ausgangspunkt dieses in Abbildung 6.1
dargestellten Modells ist die Tonvorstellung: Dies können konkrete Melodien oder Ak-
kordfolgen, aber auch bestimmte Gefühle oder Stimmungen sein. Um die Tonvorstellung
hörbare Realität werden zu lassen, muss diese durch den Spielenden auf eine musikalische
Schnittstelle codiert werden. Die musikalische Schnittstelle repräsentiert die Bedieneinheit
einesMusikinstrumentes,was z.B. dieKlaviatur eines Flügels sein kann.Diemusikalische
Schnittstelle ist wiederum mit einer Klangerzeugung verbunden, welche für die Abstrah-
lung eines Schallsignals sorgt. Dieses wird vom auditorischen System des Spielenden
aufgenommen und wieder in eine Tonvorstellung zurück decodiert. Hierbei kommt es zu
einem Abgleich zwischen erwarteter und tatsächlicher Tonvorstellung. Sind diese unter-
schiedlich, so muss der Spieler durch weiteres Üben die Codierung solange anpassen,
bis eine Übereinstimmung zwischen ursprünglicher und tatsächlicher Tonvorstellung
erreicht ist. Bei den meisten herkömmlichen Musikinstrumenten dauert dieser Prozess
viele Jahre und erfordert intensives Üben. Ursache hierfür liegt vor allem darin, dass
Tonvorstellung und musikalische Schnittstelle oft nur wenig übereinstimmen und deshalb kom-
plizierte „Codierungsvorschriften“ erlernt werden müssen. Es ist deshalb erforderlich zu
überlegen, inwiefern musikalische Schnittstellen so umgestaltet werden können, dass sie
der menschlichen Tonvorstellung näher kommen. Der Vorschlag dieser Arbeit besteht
deshalb darin, die Eigenschaften von Tonräumen auf musikalische Schnittstellen anzu-
wenden. Dies bedeutet, dass man Musikinstrumente entwickelt, deren Bedienelemente
so angeordnet sind, dass sie der Anordnung von Tönen in einem gewählten Tonraum
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entsprechen. Je stärker dieser wiederum die tatsächlich wahrgenommenen musikalischen Ei-
genschaften widerspiegelt, desto mehr entsprechen die musikalische Benutzerschnittstelle
und damit die vom Spieler durchzuführenden motorischen Gesten der Tonvorstellung.
Dies führt schließlich zu einfacheren und leichter erlernbarenCodierungsvorschriften. Im
(sicherlich nicht erreichbaren) Idealfall würden Tonvorstellung und musikalische Schnitt-
stelle korrespondieren und keine Codierung mehr erforderlich sein.
6.2 Aufbau eines Tonraumsynthesizers
Der Kern eines Tonraumsynthesizers ist der Tonraum, wie der Name schon sagt. Dies
kann einer der Tonräume aus dem Stand der Technik (Kapitel 3) oder auch einer der
Teilräume des Symmetriemodells sein (Abschnitt 4.2). Um die im Tonraummodell orga-
nisierten Töne tatsächlich zum Erklingen zu bringen, ist die Einführung der sogenannten
Tonselektionsfunktion erforderlich. Diese beschreibt die Auswahl der zu spielenden Töne
imTonraumundwirddurchdenSpieler gesteuert.DiedritteKomponente ist dieBenutzer-
schnittstelle, mit deren Hilfe der Spieler den Tonraum auswählt und konﬁguriert und des
Weiteren die Parameter der Tonselektionsfunktion steuert. Die vierte Komponente ist die
Klangerzeugung, welche die selektierten Töne in einer gewählten Klangfarbe wiedergibt.
Die Klangerzeugung ist nicht Gegenstand der vorliegenden Betrachtungen. Die einzelnen
Komponenten eines Tonraumsynthesizers werden nun hier detailliert vorgestellt.
6.3 Der Tonraum
Der Stand der Technik (Kapitel 3) und auch das Symmetriemodell (Kapitel 4) stellen
eine Reihe von Tonräumen bereit. Für einen Tonraumsynthesizer sind hierbei beson-
ders diejenigen Tonräume interessant, welche häuﬁg benötigte Tonkombinationen und
Akkordfolgen geometrisch einfach (in Benachbarung, möglichst ein- bis zweidimensio-
nal) repräsentieren und des Weiteren möglichst die wahrgenommenen Tonbeziehungen
wiedergeben. Je nach Art des zu erzeugenden musikalischen Ereignisses (Melodiefol-
ge, Akkordfolge, Tonartwechsel etc.) sind ganz unterschiedliche Tonräume geeignet. So
könnte sich z.B. dasVial/Weber/Schönberg-Netz (Abschnitt 3.2) als Benutzerschnittstelle eig-
nen, um gezielt zwischen Tonarten zu wechseln. Der diatonische Tonleiterkreis DR des
Symmetriemodells (Abschnitt 4.2.6) erlaubtmit seiner tonhöhenorientierten diatonischen
Tonanordnung und mit sehr einfachen geometrischen Pfaden melodische Sequenzen zu
beschreiben. Der tonartbezogene Terzkreis TR des Symmetriemodells hebt besonders die
Gruppierung von Tönen zu Dur- und Molldreiklängen hervor (Kapitel 5) und unterstützt
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dadurch ein vereinfachtes Akkordspiel. Der tonartübergreifende Quintenzirkel F veran-
schaulicht die Zirkularität der Tonarten unter Annahme einer temperierten Stimmung
und ist damit eine Alternative zum Vial/Weber/Schönbergnetz. Die bis hierher genannte








Abbildung 6.2 – Das HarmonyPad
Umdas Thema „tonraumbasierte Klangsynthese“möglichst anschaulich undplastisch zu
gestalten, sollen die nachfolgenden Ausführungen an einem konkreten tonraumbasierten
Musikinstrument erläutert werden, nämlich dem HarmonyPad. Das HarmonyPad ist in
Abbildung 6.2 dargestellt. Wie hier gesehen werden kann, kombiniert das HarmonyPad
zwei Tonräume: Der innere Tonraum ist der in Abschnitt 4.2.5 beschriebene tonartbezogene
Terzkreis TR. Dieser Kreis ordnet Töne so an, dass benachbarte Tonigkeiten stets wohlklin-
gende Dur- und Molldreiklänge bilden. Durch die Auswahl von nur sieben diatonischen
Tonigkeiten ist die Komplexität des Kreises sehr gering. Das HarmonyPad kann deshalb
vom Spieler schnell verstanden werden, was zu wichtigen Erfolgserlebnissen gerade für
Anfänger führt. Die geometrische Zuordnung von charakteristischen Zusatzdissonanzen
(Abschnitt 5.3.3) ermöglicht darüber hinaus, auch schon sehr bald wichtige Akkorde wie
den Sixte Ajoutée (Abschnitt 5.4.4) oder den Dominantseptakkord (Abschnitt 5.4.2) spie-
len zu können. Die Visualisierung des tonalen Zentrums, die Zuordnung von Funktionen
(Abschnitt 5.3.1), die Darstellung von Strebetonigkeiten (Abschnitt 5.3.5) oder auch die
Möglichkeit, Tonigkeiten sinnvoll zu alterieren (Abschnitt 5.3.6), eröﬀnen darüber hin-
aus auch dem fortgeschrittenen Musiker viele kreative Möglichkeiten und einen tieferen
Einblick in die musikalische Logik. Da der tonartbezogene Terzkreis jedoch nur die sie-
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ben Tonigkeiten eines bestimmten diatonischen Tonsets darstellt, ist eine Möglichkeit
erforderlich, diesen für andere Tonarten umzukonﬁgurieren. Dies erfolgt mit Hilfe des
in Abbildung 6.2 im äußeren Ring dargestellten Tonraumes, dem tonartübergreifenden
Quintenzirkel F (Abschnitt 4.2.2). Jeder der darin dargestellten zwölf grauen Punkte re-
präsentiert ein diatonisches Tonset. Durch Anwahl der entsprechenden Tonart wird der
im inneren dargestellte TR auf das entsprechende Tonset umkonﬁguriert.
6.3.1 Modellierung von Tonhöhe
Das Symmetriemodell, wie es bisher vorgestellt wurde, ist ein reines Tonigkeitsmodell
(Abschnitt 2.3.3). Für die Analyse von Musiksignalen ist dies für viele Anwendungsfäl-
le völlig ausreichend. Die tonraumbasierte Synthese von Musiksignalen dagegen kann
mit der Tonigkeit allein nichts anfangen. Erst wenn die Oktavlage (n) einer Tonigkeit
bekannt ist (sind), kann ein hörbares Musiksignal erzeugt werden. Um beim Beispiel
aus Abbildung 6.2 zu bleiben: Es ist erforderlich, eine Möglichkeit zu ﬁnden, die unter-
schiedlichen Oktavlagen der sieben im TR dargestellten Tonigkeiten zu repräsentieren. In
Anlehnung anWilhelmMoritzDrobischs Spiralmodell besteht einemögliche Lösung dar-
in, den zweidimensionalen TR um eine dritte, die Tonhöhe repräsentierende Dimension
zu erweitern. Ergebnis wäre ein dreidimensionales spiralförmiges Modell ähnlich dem in
Abbildung 2.2a dargestellten. Problematisch bei dieser Lösung ist jedoch, dass durch das
Hinzukommen einer dritten Dimension die Auswahl von Tönen und damit die Interak-
tion im Tonraum deutlich komplizierter wird. Eine bessere Lösung besteht deshalb darin,
den TR zunächst einmal in einem Polarkoordinatensystem zu betrachten. Hier stellt man
fest, dass die Tonigkeiten im TR nur die Winkeldimension belegen, die radiale Dimensi-
on ist noch frei und kann zur Repräsentation der Tonhöhe verwendet werden. Die sich
dadurch ergebende Tonanordnung ist in Abbildung 6.3 dargestellt: Die Winkeldimension
des tonartbezogenen Terzkreises wurde auf der als Tonigkeitsachse bezeichneten Ordinate
eines 2D-Koordinatensystems abgebildet. Die radiale Dimension des TRs wurde auf der
als Tonhöhenachse bezeichneten Abszisse abgebildet. Die konkrete geometrische Position von
Tönen (Abbildung 6.3, schwarze Punkte) ergibt sich aus der Zugehörigkeit von Tonhöhen
zu Tonigkeiten.
Je nach Wahl des Tonraumes kann die Reihenfolge der Tonigkeiten auf der Tonigkeits-
achse variieren. Die zweidimensionale Anordnung von Tönen bezogen auf Tonhöhe
und Tonigkeit bezeichnet der Autor allgemein als Tonigkeits-Tonhöhenraum. Dieser ist
von grundlegender Bedeutung, da er unabhängig von der gewählten Tonigkeitsanord-
nung sinnvolle musikalische Akkordtransformationsoperationen ermöglicht. Dazu ein
Beispiel: In Abbildung 6.3 wurde ein grau hinterlegtes Rechteck eingezeichnet, welches














Abbildung 6.3 – Der Tonigkeits-Tonhöhenraum am Beispiel des TRs
so dimensioniert ist, dass es die Töne e’, a’ und c” überdeckt. Man stelle sich vor, dass die
überdeckten Töne tatsächlich erklingen. Verschiebt man das Rechteck nun in horizontaler
Richtung entlang der Tonhöhenachse (Abbildung 6.3, gestrichelter Rahmen), so fällt der
Ton e’ aus der Auswahl heraus und der Ton e” kommt dafür in die Auswahl hinein, der
ursprüngliche Akkord wurde durch eine einfache Translationsoperation in eine andere
Umkehrung transformiert. Verschiebt man das graue Rechteck in vertikaler Richtung, al-
so entlang der Tonigkeitsachse, so entfällt der Ton a’ aus der Auswahl und der Ton g’
kommt dafür hinzu. Der ursprüngliche a-Moll-Akkord wurde in einen C-Dur-Akkord
transformiert. Die Transformation wird dabei so durchgeführt, dass es automatisch zu
einer günstigen Akkordverbindung bzw. optimalen Stimmenführung kommt. Dies und auch
die Vermeidung von Quintparallelen vereinfachen das Spiel des Tonraumsynthesizers













Abbildung 6.4 – Die Parameter der Tonselektionsfunktion
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Nachdem mit Hilfe des Tonraumes Töne geometrisch bedeutungsvoll angeordnet wur-
den, muss nun für einen Mechanismus gesorgt werden, der es erlaubt, diese Töne gezielt
zum Klingen zu bringen. Dieser Prozess wird als Tonselektion bezeichnet und durch die
sogenannte Tonselektionsfunktion beschrieben. Im Fall zweidimensionaler Tonräume wie
dem TR deﬁniert diese Funktion einen als Selektionsﬂäche bezeichneten Raumauschnitt.
Das Ziel dieses Abschnittes besteht darin, ein möglichst kleines und einfaches Parame-
terset zu bestimmen, das es dem Spieler des Tonraumsynthesizers erlaubt, solche Selek-
tionsﬂächen zu erzeugen und so gewünschte Tonkombinationen und Tonfolgen schnell
und eﬃzient umzusetzen. Der Autor schlägt hierzu vor, die Tonauswahl über vier Pa-
rameter zu steuern, nämlich den Startwinkel, den Startradius, den Öﬀnungswinkel und
den Öﬀnungsradius (Abbildung 6.4).
Der Startwinkel deﬁniert den Winkel, an welchem der Auswahlbereich beginnt. Abbil-
dung 6.5 zeigt den Auswahlbereich mit drei verschiedenen Startwinkeln: Der Öﬀnungs-
winkel ist so eingestellt, dass drei benachbarte Tonigkeiten überdeckt werden. Dadurch
ist es möglich, eine komplette Akkordkadenz durch alleiniges Verändern des Startwin-
kels zu erzeugen. Bei der in Abbildung 6.5 dargestellten Akkordkadenz handelt es sich
um die Kadenz F-Dur, C-Dur und G-Dur. Die aktiven Töne sind dunkel markiert. Weiter-
hin ist es möglich, von einem Akkord in einen anderen überzublenden, indem man den




















Abbildung 6.5 – Erzeugen einer Akkordkadenz durch Verändern des Startwinkels
Durch den Öﬀnungswinkel wird festgelegt, wie viele Töne durch den Auswahlbereich
erfasst werden. Ein kleiner Öﬀnungswinkel – wie in Abbildung 6.6a gezeigt – umfasst
nur eine einzige Tonigkeit. Durch kontinuierliches Vergrößern des Öﬀnungswinkels kann
ein einzelner Ton in ein Terzintervall und anschließend in einen kompletten Akkord bis
hin zu einem Vierklang überblendet werden (Abbildung 6.6). Dadurch ist es möglich,
Einzel- oder Zweitonarpeggios oder auch melodische Linien zu spielen. Im Beispiel in
Abbildung 6.6 wird der Ton C in das Intervall C-e und anschließend den Dur-Dreiklang
C-e-G überführt.




















Abbildung 6.6 – Der Öﬀnungswinkel deﬁniert die Anzahl der gleichzeitig hörbaren Tonig-
keiten
Der Startradius deﬁniert die Oktavlage des erklingenden Akkordes. Entsprechend Ab-
schnitt 6.3.1 erzeugt eine Bewegung des Auswahlbereiches in radialer Richtung unter-
schiedliche Umkehrungen. Die Tonhöhe steigt dabei mit Erhöhung des Radius an. Im
Beispiel aus Abbildung 6.7a ist zunächst ein C-Dur-Akkord in tieferer Oktavlage aus-
gewählt. Anschließend wird der Auswahlbereich entlang der radialen Dimension, d.h.
entlang der Tonhöhenachse (Abschnitt 6.3.1), bewegt. Durch diesen Schritt wird der aus-














Abbildung 6.7 – a) Eine Veränderung des Startradius blendet einen Akkord durch verschie-
deneUmkehrungen. (b) Eine ErweiterungdesÖﬀnungsradius fügt einemAkkord zusätzliche
Oktavtöne hinzu.
Durch eine Veränderung des Öﬀnungsradius kann die Oktavbreite des selektierten Akkor-
des verändert werden. Eine Erhöhung des Parameters führt zur Hinzunahme weiterer
Oktavtöne und damit zu helleren und voller klingenden Akkorden. Abbildung 6.7b ver-
anschaulicht, wie ein relativ dünn und dunkel klingender C-Dur-Akkord in einen hell
und voll klingenden und mehrere Oktaven umfassenden Akkord erweitert wird.
6.5. DIE BENUTZERSCHNITTSTELLE 131
6.5 Die Benutzerschnittstelle
Der für das eigentliche Spiel entscheidende Teil eines Tonraumsynthesizers ist die Benut-
zerschnittstelle. Diese entscheidet, in welcher Form die Parameter des Tonraumes und
der Tonselektionsfunktion dem Spieler präsentiert und von diesem gesteuert werden. In
den vergangenen Jahren wurden – bedingt durch die starke Verbreitung elektronischer
Spiele, durch die Verfügbarkeit günstiger Sensoren und durch einfach programmierbare
Logikschaltkreise – viele Möglichkeiten für neuartige Musikcontroller entwickelt. Das
Ziel dieses Kapitels besteht nun darin, am Beispiel von vier solchen Controllern Möglich-
keiten zur Steuerung eines Tonraumsynthesizers zu demonstrieren. Bei den verwendeten
Controllern handelt es sich um 1.) einen Elo Touchscreen1, 2.) den JazzMutant Lemur [73],
3.) den 3DConnexion SpaceNavigator [2] und 4.) die Nintendo WiiMote [117].
6.5.1 Der Elo Touchscreen
Der Elo Touchscreen ist ein berührungsempﬁndlicher VGA-Bildschirm. Neben seiner
Funktion als visuellesAusgabemediumdient der Bildschirmals Zeigegerät. DurchBerüh-
ren des Bildschirmes an einer Stelle kann der Nutzer den Mauszeiger positionieren und
Mausklick-Aktionen ausführen. Der größte Vorteil des berührungsempﬁndlichen Bild-
schirmes besteht in der Möglichkeit, direkt mit einer Visualisierung des Tonraumes und
der Selektionsﬂäche interagieren zu können. Ein Nachteil handelsüblicher Geräte besteht
in der Einschränkung, dass nur ein Berührungspunkt erfasst wird, waswiederumdieAn-
zahl gleichzeitig steuerbarer Parameter stark einschränkt. Folgende Eigenschaften besitzt
die Realisierung des HarmonyPads auf dem berührungsempﬁndlichen Bildschirm:
• Wie in Abbildung 6.2 dargestellt, werden die Tonräume F und TR auf dem Bild-
schirm visualisiert.
• Durch Berühren eines Tonartenpunktes im F kann der Spieler die Tonart selektieren.
Der im Inneren des F dargestellte TR wird daraufhin auf die neu gewählte Tonart
umkonﬁguriert.
• DieGrößeder Selektionsﬂäche (ÖﬀnungswinkelundÖﬀnungsradius,Abschnitt 6.4)
wird zunächst in einem separaten Dialogfenster so vorkonﬁguriert, dass die Selek-
tionsﬂäche drei Tonigkeiten sowie einen Bereich von zwei Oktaven umfasst.
1 http://www.elotouch.de
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• Durch Berühren des TRs kann der Spieler die Auswahlﬂäche positionieren. Die
Auswahlﬂäche baut sich dabei ausgehend vom berührten Punkt im Uhrzeigersinn
auf, so dass Akkorde stets durch Wahl des Grundtones gespielt werden können.
• Durch gleichzeitiges Berühren des Bildschirmes und Ziehen oder Schieben des
Fingers kann die Selektionsﬂäche verschoben werden. Die Auswirkung auf den
hörbaren Klang ergeben sich entsprechend Abschnitt 6.4.
6.5.2 Der JazzMutant Lemur
Beim JazzMutant Lemur [73] handelt es sich um einen Midi- und OSC2 Controller. Die
Bedienelemente des Controllers (Fader, Knöpfe, LEDs etc.) werden dabei auf einem in-
tegrierten Bildschirm visualisiert und können über eine mitgelieferte Software ﬂexibel
angeordnet und konﬁguriert werden. Die Bildschirmeinheit des Lemurs erlaubt die Ab-
frage von bis zu zehn unabhängigen Berührungspunkten. Dadurch kann der Benutzer
mit den zuvor konﬁgurierten Bedienelementen direkt interagieren und auch mehrere Ele-
mente gleichzeitig bedienen.Abbildung 6.8 zeigt die ImplementierungdesHarmonyPads
auf dem Lemur, welche folgende Besonderheiten aufweist:
• Der tonartbezogene Terzkreis TR des HarmonyPads wurde mit Hilfe eines soge-
nannten „Multiballcontrollers“ realisiert, welcher in Abbildung 6.8-8 dargestellt ist.
Beim Multiballcontroller handelt es sich um eine rechteckige Fläche, auf der durch
Berühren bis zu zehn Bälle positioniert werden können.
• Die X-Koordinate eines Balles wurde auf den Startradius der Selektionsﬂäche ge-
mappt. Dadurch steigt die Tonhöhe von Einzeltönen und Akkorden wie beim Kla-
vier von links nach rechts an.DieY-Koordinate des Balleswurde auf den Startwinkel
der Selektionsﬂäche gemappt. Durch Berühren des Multiballcontrollers und Bewe-
gen des Fingers in Y-Richtung kann in benachbarte Akkorde gewechselt werden.
• DerWinkel 0◦(Zentrumdes Tonikabereiches, Abschnitt 5.3.2)wurde in dieMitte des
darstellbaren Y-Wertebereiches gelegt. Positive Winkel (Dominantbereich) beﬁnden
sich oberhalb, negativeWinkel (Subdominantbereich) unterhalb desWinkels 0◦. Für
das diatonische Tonset C-Dur ergibt sich dadurch die in Abbildung 6.8 dargestellte
Zuordnung von Tonigkeiten zu Y-Positionen.
2 OSC = Open Sound Control3 ist ein Netzwerkprotokoll, das hauptsächlich zur Steuerung von Klang erzeu-
genden und verarbeitenden Geräten verwendet wird.
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• Um das Potential des Multiballcontrollers vollständig auszureizen, wurde der Ton-
raumsynthesizer so erweitert, dass er die Deﬁnition mehrerer Selektionsﬂächen (Ab-
bildung 6.8-6/7) entsprechend Abschnitt 6.4 erlaubt. Jede dieser Flächen kann durch
einen der Bälle des Multiballcontrollers unabhängig positioniert werden. Dies er-
möglicht das Erzeugen von Mischakkorden und stellt so eine große Erweiterung
des musikalischen Spielraumes dar.
• Die Spielbarkeit einer kartesischen Anordnung des TRs hat sich als deutlich besser
erwiesen, als die einer polaren Anordnung. Ursache könnte sein, dass geradlini-
ge horizontale und vertikale Fingerbewegungen einfacher auszuführen sind als
gekrümmte Radius-Winkel-Bewegungen.
• Problematisch bei der kartesischenAnordnung ist der große Sprung beimÜbergang
vom Subdominant- in den Dominantbereich des TRs. Auch die häuﬁg vorkommen-
de Mischung von Tonigkeiten aus dem Dominant- und Subdominantbereich (siehe
Abschnitt 5.3.3, Charakterdissonanzen) erfordert kompliziertere spielerische Ges-
ten.
• Der tonartübergreifende Quintenzirkel F zum Wechsel der Tonarten wurde in Form
einer Tastenzeile (Abbildung 6.8-3) realisiert. Jede der dreizehn Tasten repräsentiert
eine der Tonarten von Ges-Dur bis Fis-Dur in Quintreihenfolge. Aufgrund dieser
ﬁxen Zuordnung werden diese Tasten auch als absolute Tonartwechseltasten bezeich-
net.
• In der musikalischen Praxis gibt es viele Fälle, in denen der Spieler die Tonart
nicht absolut, sondern relativ zu einer aktuellen Tonart wechseln möchte, z.B. um
einen bestimmten terzverwandten Akkord zu spielen (Terzverwandtschaft, siehe
Abschnitt 5.3.4). Um solche relativen Tonartwechsel zu ermöglichen, wurde die
Tastenreihe (Abbildung 6.8-3) in Form der relativen Tonartwechseltasten ein zweites
Mal ausgeführt (Abbildung 6.8-4). Die mit „0“ bezeichnete Taste repräsentiert die
absolut eingestellte Tonart. Die anderen Tasten -6, -5 etc. ermöglichen die Anwahl
von Tonarten, die eine entsprechende Anzahl von Quinten davon entfernt sind.
• Um auch das in Abschnitt 5.3.6 beschriebene Alterieren von Tonigkeiten zu ermögli-
chen, wurde das in Abbildung 6.8-5 dargestellte Tastenfeld implementiert. Dieses
Tastenfeld kann in aus acht Tasten bestehende Blöcke (Abbildung 6.8-2) eingeteilt
werden. Jeder dieser Blöcke ist hierbei einer Tonigkeit (Abbildung 6.8-1) zugeordnet.
Durch Drücken einer der Tasten +1, +2 oder +3 – als Tonerhöhungstasten bezeichnet
– wird die dem Block zugeordnete Tonigkeit um 1, 2 oder 3 Halbtonschritte erhöht.
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Die Betätigung einer der Tasten -1, -2 oder -3, welche als Tonerniedrigungstasten be-
zeichnet werden, führt zu einer Erniedrigung der zugeordneten Tonigkeit um 1, 2
oder 3 Halbtonschritte.
• Die Veränderung des Öﬀnungswinkels und des Öﬀnungsradius kann durch Hin-


























































Abbildung 6.8 – Oberﬂächenlayout des HarmonyPads auf dem Lemur: 1 - Tonigkeitsli-
nie, 2 - einer Tonigkeit zugeordnete Tonerhöhungs- und -erniedrigungstasten, 3 - absolute
Tonartwechseltasten, 4 - relative Tonartwechseltasten, 5 - Tonerhöhungstasten, 6,7 - Berüh-
rungspunkt auf der Touchoberﬂäche, 8 -Multitouch-Eingabeﬂäche, 9, 10 - Tonauswahlﬂächen
6.5.3 3D-SpaceNavigator
Der nachfolgende Abschnitt beschreibt die Verwendung des 3DConnexion SpaceNaviga-
tors [2] zur Steuerung des HarmonyPads. Der 3DConnexion Space Navigator ist ein 3D
Joystick, der sechs Freiheitsgrade erlaubt: a) Bewegung links/rechts, b) drücken/ziehen,
c) nach vorne/hinten neigen, d) rotieren, e) nach rechts/links neigen, f) vorwärts/rück-
wärts bewegen (Abbildung 8). Da diese Freiheitsgrade verschiedene Operationen im
3D-Raum ermöglichen, soll der SpaceNavigator verwendet werden, um ein Spiel in der
dreidimensionalen Erweiterung des tonartbezogenen Terzkreises zu ermöglichen, das
ist die in Abschnitt 4.3.1 eingeführte Terzspirale. Die Terzspirale repräsentiert in Form
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einer einzelnen Spiralwindung nicht nur sämtliche Eigenschaften des TRs, sondern dar-
über hinaus werden noch tonartübergreifende Akkordzusammenhänge in geometrisch
einfachen Verhältnissen wiedergegeben, was zu einer entsprechend einfachen Spielbar-
keit führen kann. Tabelle 6.1 schlägt deshalb ein Mapping vor, das verschiedene Spiral-
Bewegungsoperationen mit Hilfe des SpaceNavigators ermöglicht.
Die Grundidee des Mappings aus Tabelle 6.1 besteht darin, dass das Spiel leitereigener
Akkorde dem Navigieren innerhalb einer Spiralwindung entspricht und durch entspre-
chende 2D-SpaceNavigator-Operationen realisiert werden kann. Das Spiel vonAkkorden
aus anderen Tonarten entspricht einem Sprung in andere Spiralwindungen. Die Verwen-
dung der 3D-Operationen des SpaceNavigators bietet sich deshalb besonders an. Mu-
sikalisch besonders bedeutsame Spiralwindungswechsel sind in Tabelle 6.2 aufgelistet.
Im Folgenden sollen nun die Tasks in Tabelle 6.1 erläutert werden: Die Tasks 1-4 in Ta-
belle 6.1 beschreiben, wie Töne aktiviert werden: Der Startradius und der Startwinkel
werden durch Bewegen des SpaceNavigators in Richtung des entsprechenden Punktes
deﬁniert. Das abrupte Stoppen dieser Bewegung löst das Spielen dieser Töne aus, wobei
die Anschlagstärke der gespielten Töne von der resultierenden negativen Beschleuni-
gung abhängt. Die Tasks 5-9 in Tabelle 6.1 zeigen, wie Tonartwechsel, d.h. Wechsel der
selektierten Spiralwindung, realisiert werden können. In abendländischer Musik ist der
am häuﬁgsten verwendete Spiralwindungswechsel der Sprung in eine Spiralwindung
direkt ober- oder unterhalb der aktuellen Spiralwindung. Entsprechend Abschnitt 4.3.1
transformiert ein solcher Windungswechsel einen gegebenen Mollakkord in den gleich-
namigen Durakkord und einen gegebenen Durakkord in den gleichnamigen Mollakkord.
Der geometrischen Bewegung entsprechend schlagen wir vor, die Drück- und Ziehfunk-
tion des SpaceNavigators zu verwenden, um diesen Task auszuführen. Dadurch ist es
z.B. möglich, einen e-Moll-Akkord in einen E-Dur-Akkord zu verändern. Tasks 6 und 7
schlagen die Verwendung der Funktionen des SpaceNavigators für andere Tonartwechsel
vor. Tonartwechsel, die nicht in Tabelle 6.1 beschrieben sind, können durch Kombination
der vorgeschlagenen Bewegungen erzeugt werden4. Durch eine Zuweisung der Spiral-
bewegungsoperationen wie in Tabelle 6.1 beschrieben ist es möglich, alle in Tabelle 6.2
aufgelisteten Tonartwechsel auszuführen. Es ist anzumerken, dass alle in Task 5 bis 7
beschriebenen Tonartwechsel temporäre Tonartwechsel sind, d.h. bei Drücken der Kap-
pe wird die parallele Molltonart sofort ausgewählt. Wird die Kappe danach losgelassen,
springt die Auswahl sofort in die vorherige Tonart zurück. Dies erlaubt es, leiterfremde
4 Z.B. kann ein Tonartwechsel um einen Ganzton (z.B. von C nach D) durch eine doppelte Neigung oder eine
doppelte Drehung erzeugt werden.
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Akkorde sehr schnell „auszuborgen“. Um permanent in eine Tonart zu wechseln, müssen
die entsprechenden Tasks (Task 5 bis 7) ausgeführt und danach Taste B gedrückt werden.
Task Space Navigator
1 Auswahl des Startwinkels Bewegen der Kappe in Richtung
des gewünschten Winkels
2 Auswahl des Startradius Bewegen der Kappe zum ge-
wünschten Radius
3 Spielen der selektierten Töne Stoppen der Bewegung
4 Ändern der Anschlagstärke Beschleunigung beim Stoppen
5 Sprung in die darüber- bzw. darun-
terliegende Spiralwindung
Drücken/Ziehen der Kappe
6 Schrauben der Spiralwindung um
eine Quinte
Schrauben der Kappe nach links
bzw. rechts
7 Schrauben der Spiralwindung um 7
Quinten (±1 Halbton)
Neigen der Kappe
8 Ausrichtung des Tonraumes auf
einen gewünschten Grundton
Physikalisches Rotieren des gesam-
ten SpaceNavigators
9 Permanenter Wechsel in eine ande-
re Tonart
Auswahl der jeweiligen Tonart
(Task 5-8) und Drücken der Taste B
10 Deﬁnition eines Öﬀnungsradius Taste A + Schrauben der Kappe
11 Deﬁnition eines Öﬀnungswinkels Taste A + Neigen der Kappe
Tabelle 6.1 – Navigation im Tonraum durch Verwendung des 3DConnexion SpaceNavigators
6.5.4 Nintendo Wiimote
Eine der interessantesten Innovationen auf dem Gebiet der elektronischen Spiele war die
Einführung der Spielkonsole Nintendo Wii [117] Ende 2006. Das Gerät wird mit einem
Controller, der sogenanntenWiimote, ausgeliefert. Diese istmit Beschleunigungssensoren
ADXL330 der Firma Analog Devices [3] ausgestattet, welche die Detektion von Bewegun-
gen sowie die Erkennung der Ausrichtung des Controllers in Ruhelage ermöglichen. Die
integrierte Infrarotkamera erlaubt die Ortung von bis zu 4 Infrarotquellen, was eine Be-
stimmung der räumlichen Position des Controllers ermöglicht. Vier integrierte LEDs, ein
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Abbildung 6.9 – Die sechs Freiheitsgrade des 3DConnexion SpaceNavigators [2].
Tonartwechsel Spiralwindungswechsel
1 In die gleichnamige Durtonart sprin-
gen
Sprung in die Spiralwindung direkt
über der aktuellen
2 In die gleichnamige Molltonart wech-
seln
Sprung in die Spiralwindung direkt
unter der aktuellen
3 Erhöhung der Tonart um einen Halb-
ton
Spiralwindung um fünf Quinten „her-
ausschrauben“.
4 In eine benachbarte Tonart wechseln Spiralwindung um eine Quinte
“heraus- oder hereinschrauben“
Tabelle 6.2 – Verschiedene Tonart- bzw. Spiralwindungswechsel
Lautsprecher sowie ein Vibrationsmotor geben dem Spieler optisches, akustisches und
auch haptisches Feedback. Diese und weitere hier nicht genannte Features machen die
Wiimote zu einem sehr attraktiven und innovativen Controller. Die Verfügbarkeit von
Open-Source-Treibern, welche z.B. im Zuge des WiiLi Projekts [4] entwickelt wurden, das
Linux auf die Wii Konsole portieren will, geben jedem Entwickler die Möglichkeit, die
Wiimote in eigene Projekte einzubinden. Beispiele für Musikprojekte sind z.B. die Wii
Loop Machine [150] oder das auf der NIME vorgestellte Sensillum [162].
Aufgrund ihrer vielfältigen Eigenschaften ist die Wiimote ein potentieller Controller zur
Steuerung des HarmonyPads. Im Rahmen der Forschungsarbeiten wurden deshalb zwei
verschiedene Varianten implementiert. In der ersten Variante kann der Spieler durch
Drehen der Wiimote um die Y-Achse (Abbildung 6.10, Roll) den Startwinkel der Se-
lektionsﬂäche des HarmonyPads steuern. Durch Drehen der Wiimote um die X-Achse
kann der Startradius kontrolliert werden (Abbildung 6.10, Pitch). In der zweiten Variante
verwendet der Spieler die Wiimote als Zeigegerät. Wie mit einem Laserpointer kann er
auf eine Visualisierung des HarmonyPads zeigen und somit Startwinkel und Startradius
bestimmen. Zum Einstellen des Öﬀnungswinkels konnte der Spieler mit Hilfe des Steu-
erkreuzes (Abbildung 6.10, 1) voreingestellte Konﬁgurationen abrufen. Die Wiedergabe
der selektierten Töne erfolgt in beiden Varianten durch Betätigung der Taste A (Abbil-
dung 6.10, 2).
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Abbildung 6.10 – Die Wiimote mit eingezeichneten Bewegungsachsen: 1 - Steuerkreuz, 2 -
Taste A [116]
6.6 Evaluierung
Um erste Erfahrungen mit dem hier vorgestellten Instrumentenkonzept zu gewinnen,
wurden verschiedene informelle Nutzertests, eine Fokusgruppe sowie ein Usabilitytest
durchgeführt.
Das Ziel der Fokusgruppe bestand darin, das Konzept des HarmonyPads erstmalig einer
Gruppe vonTestern vorzustellen, sowie das inTabelle 6.1 vorgeschlagene SpaceNavigator
Mapping zu testen. Die Fokusgruppe bestand aus fünf Teilnehmern im Alter zwischen
25 und 29 Jahren, darunter ein klassischer Gitarrist, ein Produzent im Bereich elektro-
nischer Musik, ein Produzent im Bereich Popmusik, ein DJ sowie ein Student mit Er-
fahrungen im Bereich elektronischer 3D-Eingabegeräte und Usability. Dabei zeigte sich,
dass die Freiheitsgrade des SpaceNavigator nicht unabhängig voneinander verwendet
werden können. Die Manipulation eines Parameters A führt in vielen Fällen auch zur
ungewollten Manipulation eines Parameters B. So kam es vor, dass eine Bewegung der
Kappe in X-Richtung gleichzeitig auch eine Bewegung in Z-Richtung und damit einen
Tonartwechsel verursachte. Weiterhin führte die gewollte gleichzeitige Steuerung zweier
Parameter zu einer hohen Belastung in Armgelenk und Hand und wurde als anstrengend
empfunden. Die Ergebnisse der Fokusgruppe zeigten, dass der Test komplexerer Tasks
wie Tonartwechsel etc. längerer Übung und weiterer Verbesserungen im Mapping bzw.
der Controllerauswahl bedarf. Dies führte zu der Entscheidung, die weiteren Tests auf
einfache und sehr grundlegende Tasks zu beschränken.
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Das Ziel des an [86] und [40] angelehnten Usabilitytests bestand darin, mit Hilfe eines
interpersonellen, komparativen Tests die drei auf dem SpaceNavigator, Wiimote und
Lemur basierten Varianten des HarmonyPads zu vergleichen, Anforderungen abzuleiten
und konkrete Informationen für die Weiterentwicklung zu gewinnen. Folgende Fragen
sollten beantwortet werden:
• Welcher der drei verwendeten Controller 3DConnexion SpaceNavigator, Nintendo
Wiimote und Jazzmutant Lemur ist am meisten für eine Navigation in Tonräumen
geeignet?
• Sind sowohl Musiker als auch Nichtmusiker in der Lage, grundlegende musikali-
sche Tasks im HarmonyPad auszuführen? Ist das Erlernen der Controller einfach
und intuitiv?
• WelcheVerbesserungsmöglichkeiten ergeben sich für die implementierten Systeme?
6.6.1 Testaufgaben
• Task 1: Spielen von Einzeltönen: Einer Testperson wird eine Visualisierung des
Tonraumes gezeigt. In diesem werden einzelne Töne markiert. Die Aufgabe der
Testperson besteht darin, die markierten Töne mit Hilfe der gegebenen Controller
zu spielen.
• Task 2: Spielen eines Dreiklanges: Der Testperson wird eine Visualisierung einer To-
nauswahlﬂäche mit einem Öﬀnungswinkel eines Dreiklanges gezeigt. Aufgabe der
Testperson ist es, zunächst den Öﬀnungswinkel der Tonauswahlﬂäche einzustellen
und anschließend den markierten Akkord zu spielen.
• Task 3: Zeitliche Genauigkeit des Spiels: Es erklingt ein Metronom. Die Aufgabe
der Testperson besteht darin, einen Dreiklang im Takt zum gegebenen Metronom
zu spielen.
• Task 4: Einstellen des Öﬀnungswinkels: Der Testperson werden Visualisierungen
von Tonauswahlﬂächen mit verschieden Öﬀnungswinkeln gezeigt. Aufgabe der
Testperson ist das Einstellen der gezeigten Öﬀnungswinkel mit Hilfe der gegebenen
Controller.
• Task 5: Zeitlich präzises Spielen einer Akkordfolge: Auf Basis einer vorgegebenen
Visualisierung von Akkorden im Tonraum soll die Testperson eine Akkordfolge
zum Takt eines Metronoms spielen.
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• Task 6: Intuitives Finden von passenden Akkorden zu einem vorgegebenen Klang:
Die Testperson hört vorgegebene Töne und soll dazu mit Hilfe der gegebenen
Controller jeweils drei passende Akkorde spielen.
• Task7: Intuitives FindenvonpassendenAkkordenzueinervorgegebenenDreiklangs-
Tonfolge:DieTestpersonhört einenDreiklangund soll dazumitHilfe der gegebenen
Controller zwei ähnliche Akkorde ﬁnden.
Die Eﬀektivität der HarmonyPad-Varianten soll durch eine genaue Beobachtung der
Testpersonen während der Aufgaben gemessen werden. Es wird protokolliert, inwiefern
die gegebenen Aufgaben erfolgreich durchgeführt werden.
Die Eﬃzienz der HarmonyPad-Varianten soll durch die Messung der Lösungsdauer so-
wie einer Messung der zeitlichen Präzision ermittelt werden. Weiterhin werden soge-
nannte Critical Incidents gemessen. Das sind besondere Ereignisse während des Tests:
Wie oft verliert eine Testperson die Kontrolle? Ein Kontrollverlust wird z.B. durch verbale
Äußerungen oder verzweifeltes Verhalten sichtbar.
Die Zufriedenheit der Testpersonen wird über die subjektive Bewertung der Controller
anhand mehrerer Likert-Skalen und ein abschließendes vergleichendes Bewerten gemes-
sen. Zudem wurde die Think-Aloud-Methode angewendet: Testpersonen wurden ermu-
tigt, ihre Gedanken während des Tests frei zu äußern. Eine Aufzeichnung erfolgte neben
einer schriftlichen Protokollierung per Videokamera.
6.6.2 Verwendetes Parametermapping
Folgendes Mapping wurde in der Usability-Studie verwendet:
Wiimote:
Startwinkel: Zeigen auf den Bildschirm
Startradius: Zeigen auf den Bildschirm
Töne anspielen: Druck auf Taste A/B
Öﬀnungswinkel: Steuerkreuz für Presets
SpaceNavigator:
Startwinkel: Bewegung in der Ebene
Startwinkel: -
Töne anspielen: Auslenkung der Kappe über einen Schwellwert
Öﬀnungswinkel: Drehen + B Taste
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Lemur:
Startwinkel: Winkel auf einer XY-Eingabeﬂäche
Startradius: Radius auf einer XY-Eingabeﬂäche
Töne anspielen: Berührung der XY-Eingabeﬂäche
Öﬀnungswinkel: Tasten mit voreingestelltem Öﬀnungswinkel
6.6.3 Testaufbau
Die Controller SpaceNavigator, Wiimote und Lemur wurden mit einem PC verbunden,
auf welchem die Software HarmonyPad installiert ist. Die Visualisierung des Tonraumes
erfolgte über einen angeschlossenen Monitor. Die Ausgabe der Toninformation aus dem
HarmonyPad erfolgt durch Midisignale, welche über eine Firewire-Soundkarte an einen
Laptop mit installierter Klangerzeugung übertragen wurden. Die Firewire-Soundkarte
dient gleichzeitig zur Ausgabe der Ton- und Metronomsignale über angeschlossene Laut-
sprecher.Auf demLaptop ist nebenderKlangerzeugung einProgrammzumAufzeichnen
der Midisignale sowie der Messung der zeitlichen Genauigkeit installiert.
6.6.4 Testdurchführung
NacheinerBegrüßung,LesenderTeilnehmerinformation,UnterschreibenderDatenschutz-
Einverständniserklärung, dem Ausfüllen des demograﬁschen Fragebogens bekamen die
Testpersonen eine allgemeine Taskbeschreibung zu lesen. Danach wurde die Testreihen-
folge der Controller per LateinischemQuadrat ausgewählt. Danachwurde der Testperson
der erste der drei Controller sowie eine Anleitung dazu ausgehändigt. Nach einer kur-
zen Eingewöhnungszeit führte die Testperson die zuvorbeschriebenen Tasks mit dem
gewählten Controller aus und bewertete danach den Controller durch Ausfüllen eines
Fragebogens. Dieswurde für die beiden anderenControllerwiederholt. Nach dem letzten
Fragebogen sollte noch ein vergleichender Fragebogen ausgefüllt werden.
6.6.5 Ergebnisse
An dem Test nahmen insgesamt 20 Personen teil, davon waren 10 Musiker und 10 Nicht-
musiker, 4 weiblich, 16 männlich. Als Musiker werden Personen bezeichnet, die 5 oder
mehr Jahre musikalische Erfahrungen aufweisen. Während der Durchführung des Testes
musste der Testleiter einige Male helfend eingreifen, jedoch brauchte keiner der Tasks
abgebrochen werden. Im Folgenden werden die wichtigsten Ergebnisse der Studie be-
sprochen.
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Auswertung der zeitlichen Präzision
Das Rhythmusgefühl der Testpersonen variierte so stark, dass Rückschlüsse auf eine
Performance der Controller nichtmöglichwaren. Teilweise schienen die Testpersonen gar
nicht in der Lage zu sein, ihr Spiel am Metronom auszurichten. Eine weitere Auswertung
der zeitlichen Genauigkeit soll deshalb hier nicht erfolgen.
Auswertung der Zeitdauer der Tasks
Abbildung 6.11 zeigt Boxplots der Zeiten in Sekunden für Task 1. Es ist zu sehen, dass die
Zeiten für alle drei Controller recht ähnlich sind. Ein signiﬁkanter Unterschied zwischen
den Controllern ist nicht zu erkennen. Allein in der Gruppe der Musiker wurden mit dem













Abbildung 6.11 – Dauer der Durchführung von Task 1 in Sekunden [156]
In Abbildung 6.12 ist die Zeitdauerauswertung für Task 4 zu sehen. Hier ergibt sich
ein deutlicher Unterschied zwischen den Controllern: In der Gruppe der Nichtmusiker
schnitt der Lemur signiﬁkant besser ab als die anderen beiden Controller. Die Gruppe
der Musiker war mit dem Lemur schneller als mit dem SpaceNavigator und tendenziell
schneller als mit der Wiimote.
Anzahl der Kontrollverluste
Bei sieben Personen kam es mit der Wiimote zu Kontrollverlusten. Eine zusätzliche Ein-
weisung für den Controller war notwendig. Als problematisch erwies sich die Ausrich-
tung der Wiimote an der Infrarotleiste. Diese deckt nur einen begrenzten Winkelbereich
















Abbildung 6.12 – Dauer der Durchführung von Task 4 in Sekunden [156]
Winkelbereiches zeigten. Weiterhin kam es mehrfach zu Kontrollverlusten am Lemur.
Es stellte sich heraus, dass die Touchoberﬂäche nicht an allen Stellen korrekt arbeitet.
Weiterhin darf der Berührungsdruck nicht zu stark oder zu schwach sein.
Auswertung der Fragebögen
Die Auswertung der Fragebögen ergab eine klare Rangfolge: Platz 1 erreichte der Lemur,
gefolgt vom SpaceNavigator auf Platz 2 und der Wiimote auf Platz 3.
Abbildung 6.13 zeigt die Ergebnisse für die Frage, wie gut Töne im Tonraum getrof-
fen werden konnten. In der Gruppe der Musiker bewerteten 8 von 10 Personen den
SpaceNavigator mit Höchstnote. Lemur ist hier signiﬁkant besser als SpaceNavigator
und Wiimote. In der Gruppe der Nichtmusiker ist die gleiche Tendenz erkennbar, jedoch
variieren hier die Ergebnisse stärker.
Eine weitere Frage beschäftigte sich mit dem Einstellen des Öﬀnungswinkels. Wie in
Abbildung 6.14 zu sehen, schnitt hier der SpaceNavigator deutlich schlechter ab, als die
anderen beiden Controller. Was die Einfachheit des Erlernens der Controller betriﬀt, so
schnitt der Lemur sowohl bei Musikern als auch bei Nichtmusikern signiﬁkant besser ab.
SpaceNavigator und Wiimote wurden in etwa gleich wahrgenommen(Abbildung 6.15).
Auswertung der Tasks 6 und 7
In den Tasks 6 und 7 ging es darum, herauszuﬁnden, inwiefern Testpersonen zu hörbaren
Tönen ohneweitere Instruktionen passende Begleitakkorde auf demHarmonyPad ﬁnden
konnten. Abbildung 6.16 zeigt die Häuﬁgkeit von Begleitakkorden für den vorgegebenen
















































Abbildung 6.15 – Wie leicht ist der Controller zu erlernen? [156]
Ton c. Es ist zu sehen, dass der Ton c am häuﬁgsten mit den Akkorden F und C begleitet
wurde. Am seltensten wurde der Ton C mit dem Akkord h-vermindert begleitet. Inter-
essant ist, dassNichtmusiker als zweithäuﬁgstenAkkord denAkkord e-Moll auswählten.
Dieser enthält den vorgegebenen Ton c nicht, ergibt jedoch die interessant klingende Terz-
schichtung C-e-G-h (auch C-Major Akkord). Generell muss aber gesagt werden, dass bei
Nichtmusikern der Unterschied zwischen musiktheoretisch passenden Dreiklängen und
weniger passenden Dreiklängen recht schwach ist. Nichtmusiker können zwar recht ein-
fach Akkorde ohne größere Übung spielen, die Auswahl passender Akkorde muss aber
durch die Vermittelung von musiktheoretischem Wissen und von Hörtraining begleitet
werden.
6.6.6 Diskussion
Die Studie ergab, dass der Jazzmutant Lemur der am besten geeignete Controller ist. Das
Mapping zwischen Eingabegeste und Tonraum ist hier am engsten. Eine Verbesserung
kann darüberhinaus noch durch eine direkte Visualisierung des Tonraumes auf dem Mul-
titouchscreen erreicht werden – ein Wunsch, der mehrfach geäußert wurde. Haptisches
Feedback und Anschlagstärke fehlen auf dem Lemur, was jedoch während des Tests von
keiner der Testpersonen vermisstwurde. Der SpaceNavigator ist tendenziell besser als die
Nintendo Wiimote. Als Hauptproblem wurde hier das Einstellen des Öﬀnungswinkels
identiﬁziert. Der Nutzer muss in einen anderen Modus wechseln, was zu lange dauert













Abbildung 6.16 – Mit Hilfe welcher Klänge begleiteten die Testpersonen den Ton C [156]
und den Spielﬂuss unterbricht. Auch ist die Auslenkbarkeit der Kappe des Controllers
sehr klein, so dass selbst kleine Bewegungen zu größeren Parameter-Veränderungen und
damit zu einermangelndenKontrolle führen. DieWiimote ergab sich als der ungeignetste
Controller, trotzdem wurde ihm hoher Spaßfaktor und Intuitivität zugeordnet. Haupt-
problem des Controllers ist der enge Winkelbereich des Infrarotsensors. Wird dieser in
Zukunft bis hin zuvölliger Bewegungsfreihiet erweitert, so sollte sich auchdieWiimote zu
einem ernstzunehmenden Controller weiterentwickeln. Insgesamt muss gesagt werden,
dass die hier implementierten Mappingkonzepte recht unterschiedlich sind und auch
unterschiedliche Schwierigkeitsgrade aufweisen. Hier muss über Lösungen nachgedacht
werden,welche dieMappings von der Schwierigkeit her aneinander angleichen. Das gute
Abschneiden des Lemurs ermutigt, die Weiterentwicklung des HarmonyPads auf mul-
titouchbasierte Controller zu konzentrieren. Die Schwächen des Lemurs (teilweise feh-
lerhafte Verarbeitung von Toucheingaben und mangelnde Visualisierungsmöglichkeiten)
werden in Zukunft behoben werden. Die Möglichkeiten für multitouchbasierte Musikin-
strumentewerden sichdadurchnoch einmal deutlich erweitern.Detaillierte Beschreibung
der Ergebnisse, Fragebogenmaterial etc. wurden ausführlich in [156] dokumentiert.
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6.7 Anwendungsmöglichkeiten
Die vorgeschlagene tonraumbasierte musikalische Benutzerschnittstelle ist für verschie-
dene Zielgruppen interessant. Kinder besitzen oft ausgereifte Computerspielerfahrung
und können gut mit neuen Hardwarecontrollern umgehen. Ein tonraumbasierter Syn-
thesizer – wie hier präsentiert – kann ihnen helfen, Schritt für Schritt in die Prinzipien
abendländischer Musik eingeführt zu werden. Kombiniert mit einer angemessenen Vi-
sualisierung können sie schnell musiktheoretische Zusammenhänge erfassen wie den
Aufbau von Akkorden, funktionelle Beziehungen zwischen Akkorden (Subdominante,
Tonika, Dominante), die Verwandtschaft von bestimmten Tonarten, aber auch psycho-
physikalische Zusammenhängewie die Unterscheidung zwischen Tonigkeit, welche dem
Winkel zugeordnet ist, und der Tonhöhe, welche dem Radius zugeordnet ist. Musikstu-
dentenmüssen oft vielemusiktheoretische Begriﬀe lernen.Hierbei ist es vor allemwichtig,
denÜberblick zubehalten.DieHerausforderungbesteht indiesemZusammenhang inder
Überbrückung der Kluft zwischen theoretischem Wissen und praktischer Anwendung.
Der Einsatz eines tonraumbasierten Musikinstrumentes könnte Studenten helfen, theo-
retische Begriﬀe mit einer räumlichen Vorstellung zu verbinden. Die direkte Interaktion
mit einem geometrischen Tonmodell und das sofortige Hörbarmachen der darin verbor-
genen Tonbeziehungen unterstützen den Lernfortschritt dabei zusätzlich. Aus diesem
Grund sollte die vorgeschlagene Benutzerschnittstelle Teil jeder schulischen Musikaus-
bildung sein.ÄltereMenschen sind oft bereit, ein neues Instrument zu erlernen, jedoch sind
klassische Instrumente wie das Klavier oder die Violine zu kompliziert und erfordern die
Entwicklung ausgereifter motorischer Fähigkeiten. Ein Musikinstrument, das mit einem
sehr einfachen Parametersatz auskommt, könnte ältere Menschen motivieren, eine sol-
che Herausforderung anzunehmen und ein neues Musikinstrument zu erlernen. Musiker,
DJs, Komponisten können das HarmonyPad als ein innnovatives Kreativwerkzeug ver-
wenden, das die Komposition neuartiger, durch alle Tonarten führender Akkordverläufe
ermöglicht und damit neue und interessante musikalische Klänge hervorbringt.




In diesem Kapitel werden die Grundlagen erläutert, die zur Analyse von harmonischen
Verläufen in realem Audio notwendig sind. Der Begriﬀ reales Audio wird in dieser Arbeit
für digitale Audiosignale verwendet, wie sie z.B. auf einer Audio-CD zu ﬁnden sind.1
Abbildung 7.1 zeigt den Ablauf der Musikanalyse in dieser Arbeit. Die Analyse lässt sich




DasFrontend2 berechnet aus demzu analysierendenMusikstück eine Folge von sogenann-
ten Merkmalsvektoren, die so konstruiert werden, dass sie musikalische Eigenschaften zu-
sammenfassen. Als Merkmalsvektor wird hier der sogenannte Chromavektor verwendet,
der einen 12-D-Merkmalsraum aufspannt. Die in dieser Arbeit angewendete Berechnung
des Chromavektors wird in Abschnitt 7.2 beschrieben. In den vergangenen Jahren wur-
den viele Untersuchungen durchgeführt, um das richtige Berechnungsverfahren für den
Chromavektor zu ﬁnden, wobei es „das richtige“ nicht gibt, da dieses von der Anwen-
dung3 abhängt. Am Ende dieses Kapitels werden einige Beispiele dafür genannt.
1 Im Gegensatz zu realem Audio gibt es objektbasierte Audiosignale wie z.B. MIDI-Daten, die nicht das
erklingende Audiosignal an sich beschreiben, sondern die zu spielenden Noten und Instrumente.
2 Engl. „frontend“ – vordere Begrenzung; das Frontend eines Gesamtsystems ist der Teil, der das System nach
vorn abschließt bzw. begrenzt. Mit vorn ist hier die Schnittstelle zu den digitalen Audiosignalen gemeint.
3 Verschiedene Anwendungen, wie z.B. Harmonieanalyse oder Rhythmuserkennenung, bedürfen einer un-
terschiedlichen Vorverarbeitung, die jeweils abweichende Inhalte im Chromavektor erzeugen.































Abbildung 7.1 – Ablauf Musikanalyse
Der Chromavektor stellt ein eigenes Tonraummodell dar und wird als Basis für wei-
tere Tonraummodelle verwendet. Der Block Tonraummodell in Abbildung 7.1 berechnet
aus den Chromavektoren n-dimensionale Merkmalsvektoren eines anderen Tonraummo-
dells, wie z.B. des Symmetriemodells aus Kapitel 4. In der Gesamtheit aller Merkmale
beinhalten die Merkmalsvektoren eines neuen Tonraummodells keine neuen Informatio-
nen. Allerdings unterscheiden sich die neuen Einzelmerkmale von denen des Chroma-
vektors und können besser geeignet sein, musikalische Parameter, wie z.B. Harmonie,
zu repräsentieren. Die Ausgabeparameter (Merkmale) dieses Modells für reales Audio
werden in Kapitel 10 diskutiert.
Der Analysealgorithmus ermittelt in Verbindung mit den Merkmalsvektoren des ausge-
wählten Tonraummodells (z.B. Chromavektor oder Merkmalsvektoren des Symmetrie-
modells) das Ergebnis der Analyse. Die Grundlagen für die hier verwendeten Analy-
sealgorithmen werden in Kapitel 8 erläutert. Die Anwendungen der in dieser Arbeit
vorgestellten Analysealgorithmen für Tonart- und Akkorderkennung sind in den Kapi-
teln 11 und 12 zu ﬁnden. Der nächste Abschnitt 7.1 gibt zuerst einen kurzen Einblick über
die Eigenschaften von realemAudio, bevor das Frontend imanschließendenAbschnitt 7.2
erläutert wird.
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7.1 Reales Audio – Frequenzanalyse
Dieser Abschnitt beschreibt die Eigenschaften von realem Audio beim Erklingen eines
einzelnen Klaviertons. Da Musik aus Tönen (Frequenzgemischen) besteht, basiert die
Analyse von Musikstücken auf Algorithmen, die Frequenzabbildungen als Merkmals-
vektoren benutzen. Das Diagramm (a) in Abbildung 7.2 zeigt den einzelnen Klavierton
als Zeitsignal und zwei Spektren davon zu jeweils verschiedenen Zeitpunkten. Die Ein-
zelereignisse der Musik stehen zwar in einem Frequenzverhältnis, aber die Musik als
Ganzes wird in der zeitlichen Abfolge von Einzelereignissen wahrgenommen. Deshalb
muss das Musikstück zu verschiedenen Zeitpunkten auf Einzelereignisse (Frequenzana-
lyse) untersucht werden. Dafür wird zu jedem Zeitpunkt ein Zeitfenster mit deﬁnierter













Abbildung 7.2 – Einzelton und dessen Spektren zu verschiedenen Zeitpunkten
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Bei der Analyse von Einzeltönen4, die für die vollständige Transkription eines Stückes
benötigt werden, wird das Musikstück alle 5 − 10 ms untersucht. Da in dieser Arbeit
Akkorde und Tonarten erkannt werden sollen, die sich in größeren Zeitbereichen ändern,
genügt ein Analysewiederholintervall im Bereich von 100 ms. Damit einher gehen un-
terschiedliche Zeitfensterlängen. Im Diagramm (b) in Abbildung 7.2 ist das Spektrum
des Tones während der sogenannten „Sustain-Phase“5 zu sehen. Die tiefste ausgeprägte
Frequenzlinie ist der Grundton und entspricht der wahrgenommenen Tonhöhe. Die wei-
teren ausgeprägten Frequenzlinien sind die sogenannten „Obertöne“6, die den Klang des
Klaviertones formen. Jeder natürlich erzeugte Ton besitzt ganzzahlige Vielfache seines
Grundtones. Der erste Oberton entspricht der Oktave, der zweite der Quinte, der dritte
der Oktave und der vierte der Terz im Verhältnis zum Grundton. Die Obertonreihe kann
beliebig fortgeführt werden und es kommen weitere Intervalle hinzu (vgl. [43] S. 71).
Jedoch hören wir nicht mehrere Töne beim Erklingen eines einzelnen Klaviertons, da
die menschliche Musikwahrnehmung alle Obertöne dem Grundton zuordnet und so-
mit einen einzigen Ton mit einem bestimmten Klang entstehen lässt (vgl. [32] S. 97 ﬀ.).
Diese Leistungsfähigkeit konnte für ein beliebiges Audiosignal bisher nicht vollständig
algorithmisch beschrieben werden und so erkennen rechnerbasierte Musikanalyseansät-
ze neben dem Grundton zum Teil weitere Töne, nämlich die Obertöne. Allerdings ist der
Grundton in der Regel der lauteste Anteil und die Obertöne nehmen in ihrer Intensität
ab.
Im Diagramm (c) Abbildung 7.2 ist das Spektrum des Klaviertones während der so-
genannten „Attack-Phase“ zu sehen. Da der Klavierton zu diesem Zeitpunkt gerade
angeschlagen wird, ist der zeitliche Verlauf der Hüllkurve des Signals impulshaft. Die
Energie des gerade angeschlagenen Tones verteilt sich so über das Spektrum, dass die
einzelnen Spektralanteile des Tones nicht deutlich zu erkennen sind. Die harmonische
Analyse wird an dieser Stelle durch das „rauschhafte“ Spektrum gestört bzw. erschwert.
Ähnliche Spektren werden durch Rhythmus-Instrumente – wie z.B. ein Schlagzeug – er-
zeugt. Da in dieser Arbeit die Zeitfensterlänge wesentlich größer als 100 ms ist, tritt der
beschriebene Eﬀekt abgeschwächt auf.
4 Engl.:„on set detection“ und „oﬀ set detection“ – das Erkennen des Beginns und des Endes einer gespielten
Note (vgl. [11], [54], [39]).
5 Das Erklingen eines Tones setzt sich aus vier Phasen zusammen, engl.: Attack – Decay – Sustain – Release;
Anschlagen – Abfallen – Halten – Loslassen. Vgl. [135] ADSR-Modell.
6 Obertöne sind alle ganzzahligen positiven Vielfachen des Grundtones ohne den Grundton selbst.
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7.2 Frontend
Die Grundlage für die eigentliche Musikanalyse sind die Merkmalsvektoren, die eine
bestimmte Anzahl an Einzelmerkmalen (Dimensionen) des Frequenzspektrums zusam-
menfassen. Der Chromavektor beinhaltet die Amplituden aller 12 Tonigkeiten für das
gerade zu analysierende Zeitfenster. In dieser Arbeit wird er in zwei Funktionen ver-
wendet: erstens zur Nachbildung und Veriﬁzierung der Algorithmen, die als Vergleich
für die Evaluierung ausgewählt werden, und zweitens als Eingangsvektor für die ande-
ren verwendeten Tonraummodelle, wie z.B. das Symmetriemodell. Abbildung 7.3 zeigt
das Blockschaltbild des Frontends zur Erzeugung der Chromavektoren. Als Eingabe-
daten können reales Audio (PCM-Daten7 von einer Audio-CD) oder symbolisches Audio
(MIDI-Daten8) verwendet werden. Die einzelnen Funktionsblöcke Auswahl des Zeitfens-
ter, Constant-Q-Transformation, Tuning und Mapping werden in den folgenden Abschnitten

























Abbildung 7.3 – Frontend – Berechnen der Chromavektoren
7 Engl.: “pulse code modulation“ – impulskodierte Modulation. Vgl. [75] S. 191.
8 „Musical Instrument Digital Interface“. MIDI ist ein Standard zum Ansteuern von digitalen Musikinstru-
menten. Vgl. [7].
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7.2.1 Eigenschaften PCM-Signal
Das Musiksignal einer Audio-CD ist ein digital gespeichertes PCM-Stereosignal. Die Ab-
tastrate beträgt 44, 1 kHz und die Auﬂösung der einzelnen Abtastwerte 16 Bit. Damit lässt
sich ein Audiosignal übertragen, das den gesamten hörbaren Frequenzbereich des Men-
schen beinhaltet (vgl. [43] S.17 ﬀ.) und einen theoretischen Signal/Rausch-Abstand von
98, 1 dB bei einem voll ausgesteuerten Sinussignal hat (vgl. [17] S. 360). Die Stereoanteile
enthalten keine Informationen,welche für die harmonischeMusikanalyse in dieserArbeit
notwendig sind.9 Daher wird das Musiksignal in ein Monosignal umgerechnet. Der zu
untersuchende Frequenzbereich wird auf 55 Hz bis 3520 Hz festgelegt und umfasst damit
genau sechs Oktaven (72 Halbtöne). Die Abtastrate kann dadurch auf 8, 0 kHz reduziert
werden. Diese Paramter ﬁnden auch in der Literatur häuﬁg Verwendung (vgl. [168], [37],
[36]).
7.2.2 Auswahl des Zeitfensters
Die Auswahl des Zeitfensters gibt vor, zu welchen Zeitpunkten (Schubweite) das Musik-
signal analysiertwerden soll undwie lang einZeitfenster (Fensterlänge) ist.Abbildung 7.4
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Abbildung 7.4 – Parameter des zu analysierenden Zeitfensters
Die Schubweite darf nicht länger sein als die kürzesten zu erkennendenEreignisse,welche
in dieser Arbeit die Akkordwechsel sind und im Bereich von 300 ms liegen. Für eine
gute Zeitauﬂösung der zu analysierenden Akkorde und Tonarten wird eine Schubweite
9 Es ist durchaus denkbar, dass über Panning (engl. für Panoramasteller) ein Rhythmusinstrument, welches
für die Akkord- und Tonarterkennung Rauschen darstellt, teilweise herausgeﬁltert werden kann. Dies ist
aber nicht Gegenstand der vorliegenden Arbeit.
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von 128 ms festgelegt. Die Fensterlänge beträgt 1024 ms und wird durch die feinste zu
analysierende Frequenzauﬂösung vorgegeben, die einen drittel Halbton bei 55 Hz groß
ist. Im nächsten Abschnitt „Constant-Q-Transformation“ wird dies genauer betrachtet.
7.2.3 Constant-Q-Transformation
Die Constant-Q-Transformation (vgl. [15] S. 425 ﬀ.) erzeugt ein den Tonhöhen und der
Tonhöhenwahrnehmung angepasstes Frequenzspektrum. Zur Veranschaulichung wird
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Abbildung 7.5 – Constant-Q-Transformation
Zuerst erfolgt die Frequenztransformation mittels einer FFT.10 Im Diagramm (a) ist das
Ergebnis der FFT zu sehen und soll dem Spektrum des Zeitfensters aus Abbildung 7.4
entsprechen. Anschließend wird dieses Spektrum mit einer Filterbank, deren Filter eine
konstante Güte haben (Constant-Q11), geﬁltert. Das Diagramm (b) zeigt die Filter mit
10 Fast Fourier Transformation. Die FFT ist ein eﬃzienter Algorithmus zum Berechnen einer diskreten Fourier-
transformation. Vgl. [23].
11 Constant-Q steht auch für „konstanter Quotient“. Damit ist das Verhältnis aus der Tonhöhe und seiner
Bandbreite gemeint. Mit steigender Tonhöhe nimmt die Bandbreite des belegten Frequenzbereiches zu; z.B.
bei Verdopplung der Tonhöhe verdoppelt sich auch die Bandbreite.
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konstanter Güte. Das Ergebnis der Filterung ist ein Tonvektor aus 72 Tönen12 mit unter-
schiedlichen Amplituden. Ein Ausschnitt des Tonvektors ist im Diagramm (c) zu sehen.
Die Amplituden der Töne e, a und cis’ sind am stärksten. Das musikalische Ereignis in
dem analysierten Zeitfenster ist mit hoher Wahrscheinlichkeit der Akkord A-Dur. In den
restlichen nicht dargestellten Tönen könnte allerdings noch ein weiterer lauter Ton, z.B.
Fis, enthalten sein. Dann wäre der Akkord ein ﬁs-Moll-Septakkord und nicht der Akkord

















. Der Faktorα gibt dieAnzahl der Töne proOktave an und beträgt
für das oben gezeigte Beispiel 12. Der Tuning-Block aus Abbildung 7.3 benötigt allerdings
36 Unterteilungen pro Oktave, um die Feinstimmung des Musikstücks ermitteln zu kön-




beschreibt die einzelnen Constant-Q-Filter








fmin, mit fmin = 55Hz (7.2)









ist invers zur Filterbandbreite. Die meisten Ab-
tastwerte werden damit bei der niedrigsten Frequenz fmin benötigt. Durch die niedrigste

















⇔ tF  11, 069Hz (7.5)
⇔ tF  0, 935s (7.6)
Da zur schnellen Berechnung der Constant-Q-Transformation der Algorithmus aus [15]
verwendet wird, muss die Anzahl der Abtastwerte eines zu analysierenden Zeitfensters
12 6 Oktaven · 12 To¨ne/Oktave = 72 To¨ne.
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einer Potenz von 2 entsprechen. Es wird die Anzahl 213 gewählt, was bei einer Abtastra-
te von 8 kHz einer Zeit von tF = 1024 ms entspricht. Diese Zeit erfüllt die Bedingung




kommen Hamming-Fenster zur Anwen-









] , mit β = 25
46
(7.7)
Durch die feinere Auﬂösung von 36 Tönen pro Oktave ergeben sich nun 216 Töne für den
Tonvektor, der das Ergebnis der Constant-Q-Transformation darstellt.
7.2.4 Tuning
Normalerweise sind Instrumente so gestimmt, dass der Ton a‘ eine Grundfrequenz von
440Hz hat (Kammerton a). Allerdings ist dies nicht immer der Fall. Die Stimmung eines
Orchesters oder einerMusikgruppe kannvonder 440Hz-Stimmung innerhalb einesHalb-
tones beliebig abweichen. Digitalisierte Tonbandaufnahmen oder Plattenaufnahmen, z.B.
Beatles-Lieder, weichen in der Regel ebenfalls von der 440Hz-Stimmung ab.
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Abbildung 7.6 – Tuning mit 36 Tönen pro Oktave
Abbildung 7.6 zeigt als Beispiel ein Frequenzspektrum, bei dem die Stimmung um einen
sechstel Ton von der 440 Hz-Stimmung nach oben abweicht. Dies ist am Ausschnitt des
nicht gestimmten Tonvektors (12 Töne/Oktave, kein Tuning) zu erkennen. Hier beﬁndet
sich zwar der größere Anteil an Energie in den beiden erklingenden Tönen, allerdings
auch ein Anteil in den um einen Halbton versetzen Tönen dis und ﬁs. Dies beeinträchtigt
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die nachfolgenden Bearbeitungsstufen und die Leistungsfähigkeit des Gesamtsystems.
Wie in Abschnitt 7.2.3 erwähnt, wird für die Constant-Q-Transformation eine Auﬂösung
von 36 Tönen pro Oktave gewählt. Dadurch ist jeder Halbton dreifach unterteilt. Zur
Feinstimmung auf 440Hz werden die Bereiche im feiner aufgelösten Tonvektor gesucht,
welche die größte Gesamtenergie beinhalten. Das Halbtonraster wird derart neu berech-
net, dass die Bereiche der größten Energie in der Mitte des neuen Rasters liegen. Das
Ergebnis ist ein gestimmter Tonvektor mit insgesamt 72 Tönen.
7.2.5 Mapping
Nach dem Tuning beinhaltet der Tonvektor 72 Töne und damit 72 Dimensionen. Dieser
könnte als Merkmalsvektor verwendet werden. Da aber die Oktavlage eines Tones für
die Harmonieempﬁndung keine Information trägt13, ist es möglich, alle Töne mit der
gleichen Tonigkeit zusammenzufassen. Dies wird mit dem Begriﬀ Mapping bezeichnet.
Das Ergebnis ist der 12-dimensionale Chromavektor. Abbildung 7.7 zeigt dieGenerierung
desChromavektors beispielhaft anderTonigkeit a.DerChromavektorwirdvomFrontend
ausgegeben und ist die Basis für die Musikanalysealgorithmen.
c cis d dis e f fis g gis a b h c' cis'Gis A B H
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Abbildung 7.7 – Mapping des Tonvektors auf den Chromavektor
7.2.6 MIDI-Datenverarbeitung
Das MIDI-Protokoll (vgl. [7]) kann als Partitur interpretiert werden, das in der Lage
ist, Noten für Instrumente jeder Art (auch Schlagzeug) zu beschreiben. Damit enthalten
MIDI-Daten bereits die Grundtöne, die vom Frontend in realem Audio gesucht werden.
MIDI-Stücke sind daher für das Trainieren und Veriﬁzieren von Analysealgorithmen
13 Der tiefste Ton (Basston) hat eine Sonderstellung, da er der Bezugston der Harmonie bzw. des Akkordes ist.
Mit ihm kann auch ein mehrdeutiger Akkord, z.B. ein a-Moll-Septakkord, als C-Dur-Sextakkord umgedeutet
werden, wenn der Basston wie in diesem Beispiel ein c ist.
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geeignet. In dieser Arbeit werden dafür diejenigen Instrumente ausgewählt, die harmo-
nische Informationen tragen, wie z.B. Klavier, Gitarre oder Bass. Die MIDI-Noten werden
in 128ms-Zeitbereiche gerastert und inChromavektoren umgerechnet, was demMapping
aus Abschnitt 7.2.5 entspricht.
7.2.7 Zusammenfassung der Parameter des Frontends





Niedrigste Frequenz fmin: 55Hz
Höchste Frequenz fmax: 3250Hz
Zeitfenster
Länge: 8192 Abtastwerte (1024ms)
Schubweite: 1024 Abtastwerte (128ms)
Constant-Q-Transformation
Auﬂösung: 36 Töne pro Oktave
Filterart: Hamming
Tuning
Art: Maximumbestimmung im drittel Halbtonraster
Mapping und Ausgabe
Mapping: Zusammenfassen der gleichen Tonigkeiten
Ausgabe: Chromavektor, Chromagramm14
Damit ist das Frontend vollständig beschrieben. Die dargestellten Grundlagen zur Be-
rechnung der Chromavektoren sind Stand der Technik. Neben der Verwendung der
Constant-Q-Transformation gibt es weiterhin die Möglichkeit, direkt im FFT-Spektrum
eine bestimmte Anzahl an Maxima zu suchen, was mit „Peak-Picking“ bezeichnet wird
(vgl. [60]). Mit Hilfe der gefundenen Maxima werden zuerst das Tuning ermittelt und
14 Eine Matrix aus zeitlich aufeinanderfolgenden Chromavektoren wird als Chromagramm bezeichnet.
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anschließend die Chromavektoren berechnet. Des Weiteren schlägt Emilia Gómez anstel-
le von Chromavektoren die Verwendung von „Harmonic Pitch Class Proﬁles“ (HPCP)
vor (vgl. [52]) und Kyogu Lee führt sogenannte „Enhanced Pitch Class Proﬁles“ (EPCP)
ein (vgl. [93]). Beide Ansätze versuchen zur Grundtonbestimmung Obertöne aus dem
Spektrum zum Grundton hinzuzuaddieren. Es konnte bisher nicht allgemein gezeigt
werden, dass diese beiden Ansätze anstelle von Chromavektoren mit der Verwendung
vonMusikanalysealgorithmen, z.B. maschinelles Lernen, bessere Ergebnisse erzielen. Die
vorliegende Arbeit nutzt zur Evaluierung ausschließlich Chromavektoren, die – so wie
hier gezeigt – berechnet werden. Es folgt das Kapitel „Maschinelles Lernen“, das die




In diesem Kapitel werden die notwendigen Grundlagen erläutert, die für das Verstehen
und Anwenden von Erkennungsalgorithmen, die auf Basis von Maschinenlernverfahren
funktionieren, notwendig sind. Zuerst wird das maschinelle Lernen allgemein erklärt.
Danach folgen ein Überblick über die in dieser Arbeit verwendeten Verfahren und an-
schließend die Einführung eines für das Music Information Retrieval im Bereich Akkord-
erkennung neuen Verfahrens, die Kombination aus Hidden Markov Models mit einem k
Nearest Neighbors-Schätzer.
8.1 Maschinelles Lernen allgemein
Maschinelles Lernen bedeutet, einen Computer so zu programmieren, dass ein zu bestim-
mendes Leistungskriterium mit Hilfe von Beispieldaten aus der Vergangenheit optimiert
wird. Dazu muss ein Modell ausgewählt werden, dessen Parameter beim Lernen (Trai-
ning) so angepasst werden, dass zukünftige Vorhersagen anhand neuer Daten optimal
getroﬀen werden können (vgl. [8], S.3).
Es gibt viele Teilbereiche, in denen das maschinelle Lernen angewendet wird. Ein promi-
nenter Anwendungsbreich ist die Spracherkennung (vgl. [129]), in die viel Forschungs-
aufwand gesteckt worden ist und bei der sich Hidden Markov Models als geeignetes ma-
schinelles Lernverfahren herausgestellt haben. Die Mustererkennung, zu der die Hand-
schriftenerkennung oder das Finden eines Barcodes in einemBild gehören, zählt ebenfalls
dazu. Ein weitere Beispielanwendung ist das Finden von Assoziationsregeln beim Ein-
kaufen, die ausdrücken können, ob einKunde bestimmte Produkte stets zusammenkauft.
Dies sind Anwendungen bei dem in erster Linie das sogenannte überwachte Lernen zum
Einsatz kommt. Hier liegt beim Training eine Übungsmenge mit geordneten Paaren vor,
d.h. der lernende Algorithmus kennt sowohl die zu untersuchenden Eingabedaten als
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auch deren Zuordnung zu einem Ergebnis, einer sogenannten Klasse. Daher wird der
Vorgang, neue Eingabedaten einer Klasse zuzuordnen, auch Klassiﬁzierung genannt. Das
Ergebnis einer abgeschlossenen Klassiﬁzierung heißt Klassiﬁkation (vgl. [44], S.174). Im
Gegensatz zum überwachten Lernen enthält beim sogenannten unüberwachten Lernen die
Übungsmenge nur die zu untersuchenden Eingabedaten selbst und keine Zuordnung
zu bestimmten Klassen. Das Trainingsziel besteht darin, bestimmte Regelmäßigkeiten in
den Eingabedaten aufzuspüren. Ein Beispiel hierfür ist die sogenannte Clusteranalyse. In
dieser Arbeit kommt ausschließlich das überwachte Lernen zum Einsatz und wird im
folgenden Abschnitt näher erläutert.
8.1.1 Überwachtes Lernen
Das überwachte Lernen benötigt geordnete Paare aus Eingabedaten und dazugehörigen
Klassen. Für die in dieser Arbeit angewendeten Lernverfahren sind die Eingabedaten die
Merkmalsvektoren der ausgewählten Tonraummodelle. Sie werden als Vektor x deﬁniert








Es gibt K unterschiedliche Klassen, geschrieben als Ci, i = 1, . . . ,K. Die verwendeten
Klassen sind hier die Tonarten und Akkorde. Diese werden durch den Klassenvektor r
mit der Dimension K repräsentiert und es gilt
ri =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 f alls x ∈ Ci,
0 f alls x ∈ Cj, j  i .
(8.2)
Der Klassenvektor hat damit an der i-ten Stelle eine 1 und an allen anderen Stellen eine
0, wenn er die Klasse Ci darstellen soll. Zum Trainieren des ausgewählten Modells wird







wobei t der Index für verschiedene Beispiele der Menge ist. Er kann sowohl für ei-
ne Ordnung und damit eine zusammenhängende Abfolge der geordneten Paare stehen
als auch für einen nicht ordnenden Parameter; hierbei ist jede Permutation der Men-
ge gleichaussagekräftig. Abbildung 8.1 zeigt das Training der Modellparameter. Die
funktionelle Relation beschreibt den Zusammenhang der geordneten Paare ohne eine


























Abbildung 8.1 – Überwachtes Training mit geordneten Paaren
abhängige Reihenfolge mit K unterschiedlichen Hypothesen hi, die durch Training die




1 f alls xt ∈ Ci,
0 f alls xt ∈ Cj, j  i .
(8.4)
EinModell2 g(·) deﬁniert dieHypothesenklasse, die alleHypothesen hi(·) zusammenfasst.
Das Modell wird durch den Anwender festgelegt und bestimmt maßgeblich den Trai-
ningserfolg. Es sollte in seiner Komplexität der Eingabedaten zugrundeliegenden Funk-
tion entsprechen (vgl. [8], S.36). Wenn die Hypothese weniger komplex als die Funktion
ist, so entsteht eine sogenannte Unteranpassung, im Gegenzug eine sogenannte Überanpas-
sung. Bei der Modellauswahl müssen durch den Anwender Annahmen getroﬀen werden,
die zu einer sogenannten induktiven Verzerrung führen können, da durch eine ungünstige
1 Es steht nicht fest, dass nach dem Training die Eingabedaten den Klassen der Übungsmenge vom trainier-
ten Modell vollständig richtig zugeordnet werden. Dies kann durch sogenannte Anomalien in den Daten
hervorgerufen werden. Dazu zählen Ungenauigkeiten beim Aufzeichen der Eingabedaten, Fehler bei den
Klassenzuordnungen (engl.: teacher noise) oder ein unterangepasstes Modell. Vgl. [8], S.29.
2 Als Modell können sowohl parametrische Modelle, wie z.B. eine Gaußverteilung oder Support Vector Machi-
nes, als auch nichtparametrische Modelle, wie z.B. k Nearest Neighbours, verwendet werden.
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Modellwahl die Parameter der Hypothese nicht zur nachzubildenden Funktion passen.3
θ fasst alle Parameter der Hypothesen zusammen und instanziert die Hypothesen des
Modells g(·) in der Form
g(x|θ) . (8.5)
Um das Trainieren zu ermöglichen, ist eine Verlustfunktion L(·) zu deﬁnieren, welche
die Diﬀerenz zwischen der Approximation, g(xt|θ), und der gewünschten Ausgabe rt





L(rt, g(xt|θ)) . (8.6)




Manche Modelle, wie z.B. Hidden Markov Models, werten zusätzlich zu der funktionellen
Relation auch die Abhängigkeiten der geordneten Paare aus, wenn solche vorhanden
sind. Dies triﬀt in der Regel zu bei Zeitreihenanalysen, wie z.B. bei der Spracherken-
nung, der Wettervorhersage oder der Musikanalyse, sowie örtlich zusammenhängenden
Folgen, z.B. der DNA-Analyse oder der Bildauswertung. Die Verwendung der Paarab-
hängigkeiten wird in Abschnitt 8.2.2.1 näher erläutert.
8.1.2 Klassiﬁzierung mittels Bayesscher Entscheidungstheorie
BeimTesten (Klassiﬁzieren) neuerEingabedaten x stellt sichdie Frage, zuwelcherKlasseC
jeweils die einzelnen Eingabedaten gehören. Dazu muss die bedingte Wahrscheinlichkeit




P(C=1) ist dabei die sogenannte a-priori-Wahrscheinlichkeit dafür, dass die Klasse C auftritt.
Das ist das Wissen, welches durch das Lernen entstanden ist. Dieses Wissen wurde also
vor dem Testen und damit a-priori erlangt. Es gilt weiterhin:
P(C = 0) + P(C = 1) = 1 . (8.9)
3 Wenn keine Annahmen zu treﬀen wären, dann wüsste der Anwender alles über die Funktion und müsste
folglich nicht trainieren, da die Lösung bekannt wäre.
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p(x|C) ist die sogenannte Klassen-Likelihood und die bedingte Wahrscheinlichkeit dafür,
dass x bei gegebener Klasse C auftritt. p(x) wird Evidenz genannt und drückt aus, mit
welcher Wahrscheinlichkeit überhaupt die Beobachtung x gemacht wird. P(C|x) ist die






Im allgemeinen Fall gibt es K sich gegenseitig ausschließende Klassen Ci, i = 1, . . . ,K. Für
die a-priori-Wahrscheinlichkeiten der Klassen muss Folgendes gelten:
P(Ci) ≥ 0 und
K∑
i=1
P(Ci) = 1 . (8.11)
Die a-posteriori-Wahrscheinlichkeit der Klasse Ci kann nun berechnet werden als:






wähle Ci falls P(Ci|x) = argmax
n
P(Cn|x) . (8.13)
Damit ist die Klassiﬁzierung abgeschlossen.
Es gibt Anwendungsfälle, bei denen eine falsche Entscheidung zu treﬀen für unterschied-
liche Klassen unterschiedlich schwer wiegt.4 Hierbei wird eine Verlustfunktion deﬁniert,
mit der ein zu erwartendes Risiko berechnet werden kann. Bei solchen Anwendungen
wird dann das zu erwartende Risiko minimiert. Wenn jedoch der Verlust bei einer Fehl-
klassiﬁzierung für alle Klassen gleichgroß ist, dann ergibt sich als Klassiﬁzierung auto-
matisch die Ermittlung der wahrscheinlichsten Klasse mittels Bayesschem Klassiﬁkator.
In dieser Arbeit wird davon ausgegangen, dass alle Verluste gleichgewichtig sind.
8.2 Verwendete Maschinelle Lernverfahren
Dieser Abschnitt stellt zuerst die beiden Maschinenlernverfahren k Nearest Neighbors
(KNN) und Hidden Markov Models (HMM) vor. Anschließend wird im dritten Abschnitt
4 Dies kann z.B. bei der Kreditvergabe eines Geldinstitutes der Fall sein. Hier geht es nicht nur darum, mit
einem ausgezahlten Darlehen einen möglichst hohen Gewinn zu erzielen, sondern auch abzuwägen, ob der
Kunde vertrauenswürdig ist und das Darlehen überhaupt zurückzahlen kann.
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ein für die Akkorderkennung neues Verfahren eingeführt, das HMM mit einem KNN-
Schätzer kombiniert. Die Leistungsfähigkeit des neuen Verfahrens wird in Kapitel 12 mit
der Leistungsfähigkeit des Verfahrens HMM und des Verfahrens KNN verglichen.
8.2.1 KNN – k Nearest Neighbors
KNN gehört zu den instanzbasierten Verfahren und ist ein sogenannter fauler Lerner
(engl.: lazy learner; vgl. [115], S.230). Im Gegensatz zu den parametrischen Verfahren, die
während des Trainings „eifrig“ ihre Hypothesen anpassen, speichern einfache instanzba-
sierte Verfahren während des Trainings lediglich die Übungsmenge X ohne zu rechnen
oder irgendetwas anzupassen. Damit haben instanzbasierte Verfahren erstens einen we-
sentlich höheren Speicherbedarf als parametrische Verfahren und verschieben zweitens
den Rechenaufwand in den Klassiﬁzierungsvorgang (vgl. [8], S.162). Abbildung 8.2 zeigt
ein einfaches Beispiel, bei dem die Eingabedaten x zweidimensional sind und pro Klasse
Ci sieben Instanzen gespeichert wurden. Insgesamt gibt es zwei unterschiedliche Klas-
sen. Vor der Klassiﬁzierung wird festgelegt, wieviele am nächsten liegende „Nachbarn“
(Trainingsdatenpunkte) k gesucht werden sollen, um die Klassenzugehörigkeit des zu
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Abbildung 8.2 – Klassiﬁzierung mit KNN
Um diejenigen Nachbarn zu ﬁnden, die am nächsten liegen, muss ein Abstandsmaß
(Metrik) d(·) gewählt werden. Dies kann einem beliebigen metrischen Raum entstammen.
Für das gezeigte Beispiel wird die euklidische Distanz verwendet. Es wird nun diejenige
Klasse Ci für das zu klassiﬁzierende Element gewählt, deren Anzahl an Elementen unter
den k nächsten Nachbarn am größten ist. Dies wird hier einfaches Auszählen genannt. Bei
Gleichstand wird zufällig ausgewählt. Oft wird k ungerade gewählt, um die Chance für
einen Gleichstand zu verringern. Neben der einfachen Anzahl an Nachbarn pro Klasse
wird häuﬁg das inverse Abstandsquadrat als Zählmaß gewählt, was in dieser Arbeit als
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gewichtetes Auszählen bezeichnet wird, um näher liegende Nachbarn zu bevorzugen und
weiter weg liegende Nachbarn zu „bestrafen“. Dies wird im folgenden Abschnitt näher
erläutert.
8.2.1.1 Klassiﬁzierung bei KNN
Die Klassiﬁzierung ﬁndet mittels Bayes-Schätzer statt:
Pˆ(Ci|x) = pˆ(x|Ci)Pˆ(Ci)pˆ(x) . (8.14)
Dazu müssen die a-priori-Wahrscheinlichkeit, die Klassen-Likelihood und die Evidenz
beschriebenwerden. DieswirdmitHilfe vonVerteilungsdichten durchgeführt ([8], S.168).
Einfaches Auszählen
Zuerst wird der Schätzer für die einfache Anzahl an Nachbarn hergeleitet. Die Evidenz
stellt sich hierbei wie folgt dar:
pˆ(x) =
k
N · Vk(x) , (8.15)
wobei N die Gesamtanzahl an gespeicherten Trainingspunkten aller Klassen ist und Vk(x)
das Volumen einer aufgespannten Hypersphäre, bei der x den Mittelpunkt markiert und
genau k Trainingspunkte in der Hypersphäre enthalten sind. Dies beschreibt die Vertei-
lungsdichteder knächstenNachbarn inBezugauf alleTrainingspunktederÜbungsmenge
X in demVolumen.Die a-priori-Wahrscheinlichkeit Pˆ(Ci) ist dasVerhältnis ausAnzahl der





Die Klassen-Likelihood ergibt sich aus der Verteilungsdichte der Anzahl der Punkte
ki der betrachteten Klasse Ci, die im Volumen Vk(x) liegen, und der Gesamtanzahl an
Trainingspunkten Ni der betrachteten Klasse:
pˆ(x|Ci) = kiNi · Vk(x) . (8.17)
DurchEinsetzenvonGleichung 8.15,Gleichung 8.16 undGleichung 8.17 inGleichung 8.14
kann der Schätzer für das einfache Auszählen hergeleitet werden (vgl. [8], S.170):
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Es wird diejenige Klasse Ci ausgewählt, welche die größte Anzahl an Trainingspunkten
ki bei gegebenem x unter den k nächsten Nachbarn hat:










als Zählmaß sind für die Dichteschätzungen die Anzahlen k und ki durch die Summen























diejenigen ki nächsten Nachbarn der Klasse Ci im Volumen Vk(x) sind. Der
Schätzer für das gewichtete Auszählen ergibt sich durch Einsetzen von Gleichung 8.21































= 1 . (8.24)
Es wird diejenige Klasse Ci bei gegebenem x ausgewählt, die Gleichung 8.23 maximiert:
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8.2.2 HMM – Hidden Markov Models
HMM verwenden sowohl die funktionelle Relation als auch die Paarabhängigkeiten
(sieheAbbildung 8.1). ImFolgendenwerden zuerst die Eigenschaften vonMarkov-Ketten
erklärt. Anschließend werden HMM in ihren Parametern erläutert und die verschiedenen
Anwendungsfälle aufgezeigt.
8.2.2.1 Markov-Ketten
Eine Markov-Kette5 ist ein Abfolge von deﬁnierten Zuständen und den damit verbun-
denen Zustandsänderungen, die mit Übergangswahrscheinlichkeiten beschreibbar sind.
Eine Markov-Kette bildet in den vorgegebenen Grenzen ein Modell, das in der Lage
ist vorherzusagen, welcher Zustand auf einen anderen mit welcher Wahrscheinlichkeit
folgt. Als Beispiel (vgl. [129], S.321 ﬀ.) wird eine Zustandsmenge deﬁniert {sonnig, bewölkt,












Abbildung 8.3 – Beispiel für eine Markov-Kette
Es ist ein Zeitintervall festzulegen, nach dem immer periodisch der Zustand des betrach-
teten Systems nachgefragt bzw. später in der Analyse geschätzt wird. Das Zeitintervall
wird hier im Beispiel auf genau einen Tag festgelegt, d.h. es wird jeden Tag einmal über-
prüft, welchen Zustand das Wetter hat. Abbildung 8.3 zeigt das Beispiel mit den drei
Zuständen sonnig, bewölkt und regnerisch. Die Übergangswahrscheinlichkeiten zwischen
den Zuständen sind hier bereits vorgegeben. Die gezeigte Markov-Kette drückt aus, dass
z.B. auf einen Sonnentag mit 70 % Wahrscheinlichkeit wieder ein Sonnentag folgt6, und
dass auf einen regnerischen Tag mit 40 % Wahrscheinlichkeit ein bewölkter Tag folgt.
5 Der Begriﬀ geht auf den russischen Mathematiker Andrei Andrejewitsch Markow (1856-1922) zurück.
6 Dies ist am Pfeil, der vom Zustand sonnig auf wieder sonnig verweist, und an der Zahl 0,7 zu erkennen.
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Die Übergangswahrscheinlichkeiten können durch Beobachtung des Wetters bestimmt
werden. Dies ist mit dem Training der Markov-Kette gleichzusetzen. Nach diesem ein-
führenden Beispiel folgt nun eine allgemeine Beschreibung von Markov-Ketten.
Bei einer Markov-Kette werden zu den Zeitpunkten t = 1, 2, . . . ,T die Zustände qt ermit-
telt. Die Wahrscheinlichkeit, dass ein Zustand qt genau zum Zeitpunkt t auftritt, hängt
von allen Vorgängerzuständen ab. Zur Vereinfachung wird eine sogenannte Markov-Kette
erster Ordnungdeﬁniert (vgl. [129], S.323). Ein Zustand qt hängt dadurch nur vomdirekten
Vorgänger ab:
P(qt = j|qt−1 = i, qt−2 = h, . . .) = P(qt = j|qt−1 = i) . (8.26)
Des Weiteren wird die Markov-Kette als zeitinvariant deﬁniert, d.h. auf einen Zustand
qt = i folgt der Zustand qt+1 = j immer mit der gleichen Wahrscheinlichkeit, unabhängig
vom Auftrittszeitpunkt des Zustandes qt = i. Dies führt zu den Übergangswahrschein-
lichkeiten aij:
aij = P(qt = j|qt−1 = i) mit 1  i, j  N . (8.27)
mit den folgenden Eigenschaften
aij  0 ∀ j, i und (8.28)
N∑
j=1
aij = 1 ∀i . (8.29)
Damit ist eine Markov-Kette erster Ordnung vollständig beschrieben.
Die Übergangswahrscheinlichkeiten aij lassen sich in der Zustandsübergangsmatrix A
kompakt zusammenfassen. Für das zuvor genannte Beispiel mit den drei unterschiedli-
chen Wetterzuständen ergibt sich:
A = {aij} =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0, 7 0, 2 0, 1
0, 2 0, 6 0, 2
0, 3 0, 4 0, 3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8.30)
8.2.2.2 Modellparameter von HMM
Die Grundlage für HMM bildet die zuvor beschriebene Markov-Kette mit ihren Zustän-
den. In dieser Arbeit werden Markov-Ketten, die in der Zeit existieren, betrachtet, und
die Paarabhängigkeiten werden hier zeitliche Relation genannt. Die Zustände, die später
zu bestimmenden Akkorde, sind bei HMM nicht direkt sichtbar (engl.: hidden), sondern
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nur über einen stochastischen Prozess schätzbar. Der stochastische Prozess erzeugt in Ab-
hängigkeit der tatsächlichen Zustände eine Beobachtungssequenz (Beobachtungsmatrix)
O = {o1,o1, . . . ,oT} , (8.31)
wobei die Beobachtungsvektoren ot mit 1  t  T in dieser Arbeit den Merkmalsvek-
toren des ausgewählten Tonraummodells entsprechen. Während der Testphase (Klassi-
ﬁzierung) wird nicht jeder Merkmalsvektor sofort einer Klasse zugeordnet, sondern mit
jedem Merkmalsvektor wird zuerst ermittelt, wie wahrscheinlich zum betrachteten Zeit-
punkt alle einzelnen Zustände sind. Erst danach ﬁndet die Zuordnung zu den Klassen
statt, indem mit der zeitlichen Relation die wahrscheinlichste Zustandsfolge ermittelt
wird. Dies erfolgt mit Hilfe des sogenannten Viterbi-Algorithmus.7
Ein Hidden Markov Model wird durch folgende Parameter vollständig beschrieben:
1. Anzahl N der Zustände (Klassen)















aij = P(qt+1 = j|qt = i) 1  i, j  N (8.33)
4. Wahrscheinlichkeitsschätzer (funktionelle Relation) b = {bj} 1  j  N mit
bj = P(ot = m|qt = j) (8.34)
5. Anfangsverteilung πmit
πi = P(q1 = i) 1  i  N (8.35)
Die Anfangsverteilung π gibt an, wie wahrscheinlich jeder Zustand zu Beginn einer
Beobachtungssequenz ist. Diese verwendet der Viterbi-Algorithmus als Initialisierung,
7 Vgl. Abschnitt 8.2.2.4.
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Hidden Markov Model
A = Zustandsübergangmatrix
N = Anzahl der Zustände
S = Anfangsverteilung






Abbildung 8.4 – HMM Modellparameter
um die Klassiﬁzierung vornehmen zu können. Abbildung 8.4 fasst die Parameter eines
HMM zusammen. Es wird folgende kompakte Schreibweise für ein HMM deﬁniert:
λ = {A, b, π} (8.36)
Die Parameter N und M sind im Modell automatisch mit eingeschlossen.
8.2.2.3 HMM-Anwendungsfälle
Es gibt für HMM drei typische Anwendungsfälle (siehe Abbildung 8.5). Bei allen wird
davon ausgegangen, dass ein bereits trainiertes HMM λ vorliegt. Zudem ist die Beobach-
tungsmatrix O gegeben.
Fall 1 – Evaluierung
Bei der Evaluierung existieren mehrere HMM, wie z.B. bei der Spracherkennung. Es
ist P(O|λ) für alle Modelle zu berechnen. Dies erfolgt mit der sogenannten Forward-
Prozedur. Alternativ gibt es hierfür auch die sogenannte Backward-Prozedur. Eine genaue
Beschreibung ist in [129] zu ﬁnden.
Fall 2 – Dekodierung
Der Anwendungsfall Dekodierung (Analysephase) ist für diese Arbeit interessant und
wird inAbschnitt 8.2.2.4 näher erläutert. Es ist für ein trainiertesHMMund eine gegebene
Beobachtungsmatrix die wahrscheinlichste Zustandsfolge zu ﬁnden.
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gegeben:
},,{ SO bA -
- },,,{ 21 ToooO  
1. Evaluierung:
Wie gut passt das
Modell     zu     ?





















Abbildung 8.5 – HMM – typische Anwendungsfälle und Berechnungsmethoden
Fall 3 – Optimierung
Bei der Optimierung werden die Parameter A, b und π eines bereits (z.B. durch Exper-
tenwissen) „vor“-trainierten HMM angepasst. Dafür wird der sogenannte Baum-Welch-
Algorithmus verwendet. Die Parameteranpassung ist dann notwendig, wenn nur eine
Übungsmenge X mit Eingabedaten vorliegt, jedoch keine geordneten Paare. Ausführli-
che Beschreibungen dazu sind in [129] zu ﬁnden.
8.2.2.4 Dekodierung – Klassiﬁzierung bei HMM
Die Dekodierung wird in zwei Schritten durchgeführt. Im ersten Schritt wird aus der
Beobachtungsmatrix O die Zustandswahrscheinlichkeitsmatrix B mit Hilfe von b berech-
net, indem die Beobachtungsvektoren ot wie in Gleichung 8.34 beschrieben auf die Matrix
B abgebildet werden. Die Elemente (funktionelle Relationen zu den Klassen) des Wahr-
scheinlichkeitsschätzers b sind in der Regel einzeln trainierte Gaußverteilungen oder
einzeln trainierte Gaußmischverteilungen (vgl. [8], S.91). B ist eine Matrix, die zu jedem
Zeitpunkt t angibt, wie wahrscheinlich welcher Zustand ist. Im zweiten Schritt ermittelt
der Viterbi-Algorithmus denwahrscheinlichsten Pfad durch dieMatrixB. Dieser Vorgang
ist die Klassiﬁzierung; die Zustände entlang des Pfades sind die ermittelten Klassen.
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Abbildung 8.6 – Berechnen der Zustandswahrscheinlichkeitsmatrix B
Der Viterbi-Algorithmus berechnet zuerst jeweils den wahrscheinlichsten Vorgängerzu-
stand zu allen Zuständen in der Matrix B:
argmax
1≤i≤N
{P(qt−1 = i|qt = j) · aij} ∀ j mit 1 ≤ j ≤ N (8.37)
Die Wahrscheinlichkeit, dass ein bestimmter Zustand auf einen anderen folgt, ist das









mit der Übergangswahrscheinlichkeit aij zwischen den beiden Zuständen.
N
B (NxT)(Nx1)S








Beispiel: p(q2=6)   a6,5 p(q3=5)
Abbildung 8.7 – Trellis-Diagramm bei der Viterbi-Dekodierung
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Das Ergebnis der „bester Vorgängerzustand“-Berechnung ist im Beispiel in Abbildung 8.7
in der sogenannten Trellis- oder auch Lattice-Struktur zu sehen. Die hervorgehobenen
schwarzen Kanten stellen jeweils die wahrscheinlichsten Übergänge mit den besten Vor-
gängerzuständen dar. Die Anfangsverteilung π ist der Vorgänger zum ersten Vektor in
Matrix B und wird damit zur Initialisierung des Viterbi-Algorithmus verwendet.
Anschließend erfolgt die Klassiﬁzierung mit dem sogenannten Backtracking. Es wird von
hinten beginnend entlang der hervorgehobenen schwarzenKanten derwahrscheinlichste
Pfad durch das Trellis gesucht. Dazu sind entlang eines Pfades alle Wahrscheinlichkeiten
zu multiplizieren (Zustandswahrscheinlichkeiten und Übergangswahrscheinlichkeiten).
Es gibt maximal N Pfade. In der Regel reduziert sich die Anzahl der Pfade beim Weg
durch das Trellis relativ schnell, da sich die Pfade an einigen Punkten treﬀen. Jedes Mal,
wenn sich zwei Pfade treﬀen, scheidet einer der beiden Pfade aus, und zwar derjenige,
der die kleinere akkumulierte Wahrscheinlichkeit hat. Der letzte übriggebliebene Pfad
ist das Ergebnis der Klassiﬁzierung. Abbildung 8.8 zeigt zusammenfassend den Vorgang















(mit A und Ɏ)
Abbildung 8.8 – HMM - Dekodierung
8.2.3 HMM mit KNN-Schätzer
Als Wahrscheinlichkeitsschätzer b eignet sich neben Gaußverteilungen auch der KNN-
Schätzer aus Abschnitt 8.2.1. Lefèvre, Montacié und Caraty haben 1997 die kombinierte
Verwendung von HMM und KNN für die Spracherkennung vorgeschlagen (vgl. [96],
[97], [98]) und deren Leistungsfähigkeit aufgezeigt. In der Musikanalyse wurde dieses
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Verfahren bisher weder verwendet noch evaluiert und stellt damit ein für das MIR neues
Verfahren dar. Da das gewichtete Auszählen sehr leistungsfähig ist, kommt es hierbei zum
Einsatz.
8.2.3.1 Klassiﬁzierung mit KNN-Schätzer
Der KNN-Schätzer aus Gleichung 8.23 wird als Wahrscheinlichkeitsschätzer b aus Glei-
chung 8.34 verwendet in der Form













In Kapitel 12 wird die Leistungsfähigkeit des Maschinenlernverfahrens HMM (mit Gauß-
verteilung als Wahrscheinlichkeitsschätzer) mit dem hier für das MIR neuen Maschinen-




Stand der Technik Musikanalyse
Das folgende Kapitel beschreibt den Stand der Technik in den Bereichen der Tonarterken-
nung und Akkorderkennung.
Die Tonart umfasst das sogenannte tonale Zentrum und den grundlegenden harmoni-
schen Charakter eines Musikstücks oder einer Musikpassage. Ein Musikstück kann aus
mehreren Passagen unterschiedlicher Tonart bestehen. Ein gleitenderÜbergang zwischen
zwei Passagen unterschiedlicher Tonart wird mit dem Begriﬀ „Modulation“ bezeichnet.
Die Akkorde beschreiben in ihrer zeitlichen Abfolge die harmonische Entwicklung eines
Musikstücks, wobei sich der Stand der Technik auf dieAnalyse von reinenDur- undMoll-
Dreiklängen beschränkt. Dazu werden die übrigen Akkorde – wie z.B. der Septakkord
oder der Sixte ajoutée – auf den jeweiligen Dur- oder Moll-Dreiklang abgebildet.
Es folgt zuerst derÜberblick für die Tonarterkennung.Danachwird der Standder Technik
für die Akkorderkennung dargestellt.
9.1 Tonarterkennung
Dieser Abschnitt stellt den Stand der Technik zur Tonarterkennung dar. Die Tonart gibt
den grundlegenden Charakter eines Musikstücks oder einer Musikpassage vor. Die bei-
den amhäuﬁgsten verwendeten Tonarten1 sind die Kirchentonarten Ionisch undAeolisch2,
die allgemein mit Dur und Moll bezeichnet werden. Die Bezeichnungen Dur und Moll
sind allerdings nicht eindeutig, da es drei verschiedene Dur-Kirchentonarten (Ionisch,
Lydisch und Mixolydisch) und drei verschiedene Moll-Kirchentonarten (Dorisch, Phry-
gisch und Aeolisch) gibt. Die aktuellen Forschungen und Veröﬀentlichungen zum Stand
1 Dies triﬀt für Stücke aller Musikepochen zu, auch für die neuzeitliche Pop-Musik.
2 Vgl. Abschnitt 2.6.4.
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der Technik zeigen, dass diese sechs Tonarten auf Dur und Moll reduziert werden. Das
liegt an den vorgestellten Ansätzen zum Stand der Technik, die für eine Tonarterken-
nung mit allen Kirchentonarten nur bedingt geeignet sind. Hierbei gehen jedoch wichtige
Informationen über das Musikstück verloren.3
Die meisten Arbeiten verwenden sogenannte „Tonartproﬁle“. Diese stellen einen deﬁ-
nierten Chromavektor dar, der unterschiedliche Amplituden in den Tonigkeiten enthält.
Das nächste Unterkapitel stellt die wichtigsten Tonartproﬁle vor. Danach werden zu-
nächst die Algorithmen behandelt, die mit MIDI-Daten (symbolisches Audio) arbeiten,
und anschließend die Algorithmen, die mit PCM-Daten (reales Audio) arbeiten.
9.1.1 Tonartproﬁle
Ein Tonartproﬁl ist ein Chromavektormuster, das während der Analysephase mit zu
analysierenden Merkmalsvektoren (notwendigerweise ebenfalls Chromavektoren) ver-
glichen wird. Der Vergleich kann auf mehrere Arten durchgeführt werden, wobei im
Prinzip immer ein Abstandsmaß verwendet wird.4 Die Tonartproﬁle existieren für jede
Tonigkeit kombiniert mit Dur oder Moll. Eine Ausnahme bildet das diatonische Tonart-
proﬁl, das in Abbildung 9.1 zu sehen ist. Hierbei erhalten alle Tonigkeiten des Tonsets
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Abbildung 9.1 – Diatonisches Tonartproﬁl C-Dur
Dieses Proﬁl ist damit nur geeignet, um eine bestimmtes Tonset von den anderen Tonsets
zu unterscheiden. Es diﬀerenziert jedoch nicht zwischen Dur und Moll. Die Tonartproﬁle
für die restlichen elf Tonsets werden durch einfache Rotation der Werte des Chroma-
vektormusters generiert. Wenn z.B. alle Werte um eine Tonigkeit nach oben verschoben
werden (der Wert von h wird dabei nach c abgebildet), dann wird aus dem Tonset von
C-Dur das Tonset von Cis-Dur erzeugt. Das diatonische Tonartproﬁl für C-Dur ist wie
3 Vgl. Kapitel 11.
4 z.B. Korrelation, euklidische Distanz.
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folgt deﬁniert, wobei die erste Tonigkeit c ist:
PD=[1 0 1 0 1 1 0 1 0 1 0 1]
Krumhansl und Kessler (KK) haben im Jahr 1982 Experimente durchgeführt, um heraus-
zuﬁnden, wie gut die unterschiedlichen Tonigkeiten zu einer bestimmten Tonart passen
(vgl. [82]). Dazu haben sie während der Untersuchungen zuerst mit Hilfe einer Kadenz5
einen musikalischen Kontext hergestellt. Nach einer kurzen Pause wurde jeweils eine
der Tonigkeiten gespielt, und die Probanden sollten auf einer Skala angeben, wie gut
diese Tonigkeit zu der davor gespielten Kadenz passt. Die Ergebnisse dieser Experimente












































Abbildung 9.2 – Krumhansl/Kessler-Proﬁle für (a) C-Dur und (b) c-Moll
Wie erwartet wird der Grundton einer Tonart dieser selbst am besten zugeordnet. Dies
ist an den Werten 6,35 und 6,33 für Dur und Moll zu erkennen. Bei der Dur-Tonleiter
folgen anschließend die Quinte und dann die Terz mit 5,19 und 4,38. Bei der Molltonleiter
ist die Terz mit 5,38 nach dem Grundton die passendste Tonigkeit. Die tonartfremden
Töne werden von den Probanden als am wenigsten dazugehörig empfunden. Für die
unterschiedlichen Gewichtungen der einzelnen Tonigkeiten werden mehrere mögliche
5 Die Kadenz endet mit der Tonika.
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Gründe genannt. Einer ist, dass die Obertöne eines natürlichen Tons nach der Oktave
zuerst die Quinte und anschließend die Terz enthalten. Dies passt beim Dur-Tonartproﬁl.
Eine andere Begründung ist, dass die drei Hauptfunktionen (Tonika, Subdominate und
Dominante) zusammeneineTonart festlegenunddasAuftretender einzelnenTonigkeiten
beim Spielen einer Kadenz unterschiedlich häuﬁg ist. Die Kadenz in C-Dur enthält am
häuﬁgsten die Tonigkeiten cund g. Das Tonartproﬁl kanndaher auch alsHäuﬁgkeitsproﬁl
der einzelnen Tonigkeiten in der entsprechenden Tonart interpretiert werden. Es gibt
einige Ansätze6, die aus den Trainingsstücken neue Tonartproﬁle erzeugen. Die Werte
der Krumhansl/Kessler-Tonartproﬁle PKK_Dur (Dur) und PKK_Moll (Moll) sind in Tabelle 9.1







































Abbildung 9.3 – Temperley-Proﬁle für (a) C-Dur und (b) c-Moll
Im Gegensatz zu KK untersucht David Temperley (TY) Musik von der strukturellen
und nicht von der wahrnehmungspsychologischen Seite (vgl. [158]). Er schlägt eigene
Tonartproﬁle vor, welche die KK-Proﬁle zur Grundlage haben und in Abbildung 9.3 zu
sehen sind. Ein Nachteil der KK-Proﬁle ist, dass die Moll-Tonart bevorzugt wird, da
hierbei das Gesamtgewicht des Proﬁls (Summe der zwölf Einzelgewichte) größer ist als
beim Dur-Tonartproﬁl. Dadurch wird ein Musikstück wahrscheinlicher einer Moll-Tonart
6 Vgl. Abschnitt 9.1.3.
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als einer Dur-Tonart zugeordnet. Es gibt aber bei der Analyse eines Musikstückes keinen
Grund, dass eine der beiden Tongeschlechter (hier Moll) bevorzugt wird. Temperley
wählt einfache Verhältnisse zwischen den verschiedenen Tonigkeiten, und die Summe
der Gewichte ist in beiden Tonartproﬁlen gleich groß. Der Grundton des Tonartproﬁls
wird nicht ganz so stark bewertetwie in denKK-Proﬁlen. DesWeiterenwerden bei beiden
TY-Proﬁlen die Terz und Quinte gleichwertig behandelt (4,5) und der Leitton (Halbton
unter dem Grundton) erhält im Vergleich zu den KK-Proﬁlen ein wesentlich höheres
Gewicht (4,0). Die starke Gewichtung des Leittons bei Moll zeigt, dass für Temperley das
harmonische Moll wichtig ist, da hier im Gegensatz zum natürlichen Moll der Leitton
vorhanden ist.7 Das Dur-Tonartproﬁl PTY_Dur von Temperley und das Moll-Tonartproﬁl
PTY_Moll werden zusammen mit den anderen Proﬁlen in Tabelle 9.1 dargestellt.
PD PKK_Dur PKK_Moll PTY_Dur PTY_Moll
c 1 6,35 6,33 5,0 5,0
cis 0 2,23 2,68 2,0 2,0
d 1 3,48 3,52 3,5 3,5
dis 0 2,33 5,38 2,0 4,5
e 1 4,38 2,60 4,5 2,0
f 1 4,09 3,53 4,0 4,0
ﬁs 0 2,52 2,54 2,0 2,0
g 1 5,19 4,75 4,5 4,5
gis 0 2,39 3,98 2,0 3,5
a 1 3,66 2,69 3,5 2,0
b 0 2,29 3,34 1,5 1,5
h 1 2,88 3,17 4,0 4,0
Tabelle 9.1 – Übersicht Tonartproﬁle für die Tonigkeit c
Es folgt der Stand der Technik zur Tonarterkennung mit symbolischem Audio und an-
schließend mit realem Audio.
7 Beim natürlichen Moll ist der Ton unter dem Grundton einen Ganzton entfernt und nicht wie der Leitton
einen Halbtonschritt.
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9.1.2 Tonarterkennung mit symbolischem Audio
Bei der Tonarterkennung mit symbolischem Audio wird nicht das Musiksignal direkt
untersucht, sondern es wird versucht, aus dem Notenbild, das in Form von MIDI-Daten
vorliegt, die Tonart desMusikstücks oder derMusikpassage zubestimmen.Abbildung 9.4











Abbildung 9.4 – Tonarterkennung mit symbolischem Audio
Madsen und Widmer verfolgen in ihrer Veröﬀentlichung „Key-Finding with Interval Pro-
ﬁles“ [104] die Idee, dass aus den aufeinanderfolgenden Intervallen einer Melodie auf die
Tonart geschlossen werden kann. Dazu erstellen sie für jede Tonart ein Intervall-Proﬁl
(12 x 12 Matrix pro Tonart), das angibt, wie oft welches konsekutive Intervall auftritt.
Diese Intervall-Proﬁle werden mit MIDI-Melodien erlernt. Die anschließende Tonarter-
kennung beruht auf einfacher Korrelation der analysierten Intervalle mit den trainierten
Intervall-Proﬁlen. Der vorgestellte Algorithmus wird mit KK- und TY-Proﬁlen verglichen
und erzielt bei der Tonarterkennung von ﬁnnischen Folksongs die besten Ergebnisse, die
im Bereich 60 - 80% liegen.8 Bei der Analyse des cantus ﬁrmus9 von Bachfugen schneidet
der dargestellte Algorithmus mit ca. 70 % schlechter ab als die KK- und TY-Proﬁle. Die
Evaluierung des Algorithmus zeigt zwei Schwachpunkte: Der Vergleich mit den KK- und
TY-Proﬁlen scheint nicht gerechtfertigt, dadieseProﬁle fürMusikstückemitAkkordstruk-
turen erstellen worden sind. Hier werden jedoch Einzeltonfolgen analysiert. Außerdem
sind ﬁnnische Folksongs eine ganz spezielle Musikrichtung, so dass die Ergebnisse daher
nicht verallgemeinert werden können.
8 Die unterschiedlichen Ergebnisse wurden mit verschiedenen Vorverarbeitungen der Merkmalsvektoren er-
zielt.
9 Lat.: cantus ﬁrmus – die starke Stimme. In der Musik ist damit die melodieführende Stimme gemeint.
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Noland und Sandler beschreiben in der Publikation „Key Estimation Using a Hidden
Markov Model“ [139] einen HMM basierten Algorithmus, der pro Tonart ein HMM ver-
wendet und in diesem die funktionalen Akkordfolgen speichert. Für das Training der
HMM wird der EM-Algorithmus10 (Baum-Welch-Algorithmus) verwendet. Dazu wird
eine Initialisierung der Matrix A und des Wahrscheinlichkeitsschätzers b benötigt. Hier-
für werden die „correlations between key proﬁles“ und „harmonic hierarchy ratings for
major, minor an diminished chords“ [82] von Carol Krumhansl verwendet. Die Anfangs-
wahrscheinlichkeiten π werden alle zu 1/24 gesetzt11, um keine Tonart zu bevorzugen.
Anschließend werden die drei Parameter der HMM in mehreren Durchgängen unter-
schiedlich kombiniert trainiert, um herauszuﬁnden, für welchen Parameter das Training
gut geeignet ist und für welchen es sich – auf das Analyseergebnis bezogen – nega-
tiv auswirkt. Es zeigt sich, dass das Training der Anfangswahrscheinlichkeiten keinen
Einﬂuss auf das Ergebnis hat. Das Training des Wahrscheinlichkeitsschätzers b führt zu
einer starken Verschlechterung der Ergebnisse, wobei jedoch das Training für die Über-
gangswahrscheinlichkeiten, Matrix A, eine Verbesserung der Ergebnisse erzielt. Für das
Training und die Tests werden 110 Beatles-Stücke12 verwendet. Das beste Ergebnis liegt
bei 91% richtig erkannter Tonarten. Es ﬁndet kein Vergleich zu anderen Verfahren statt.
Die Evaluierung betriﬀt nur die Parametervariation im Training der HMM. Der vorge-
stellte Ansatz ist vielversprechend, da er die musiktheoretischen Funktionalbeziehungen
in den Tonarten berücksichtigt. Dies wird aber nur ansatzweise bewusst im System rea-
lisiert, da die Akkordfolgen und nicht die Funktionen direkt trainiert werden. Für eine
vollständige Funktionsanalyse müssten die Akkorde als Funktionen analysiert und vor
allem die Stellvertreterklänge mit berücksichtigt werden, was hier nicht der Fall ist.
Elaine Chew hat ein eigenes Tonraummodell, das „Spiral Array“13, entwickelt, das geeig-
net sein soll, tonale Zentren zu modellieren und abzubilden. Das Modell wurde von ihr in
mehreren Veröﬀentlichungen vorgestellt. In „The Spiral Array: An Algorithm for Deter-
mining Key Boundaries“ [22] wird das Tonraummodell verwendet, um Tonartgrenzen zu
ﬁnden. Die Evaluierung dazuwird an einmal 8 Takten aus Bachs „Menuett in G-Dur“ und
an 16 Takten aus Bachs „Marsch in D-Dur“ durchgeführt. Dies ist allgemein zu wenig,
um die Leistungsfähigkeit eines Tonraums und eines Algorithmus bewerten zu können.
10 Vgl. Abschnitt 8.2.2.
11 Noland und Sandler gehen ebenfalls von 12 Dur- und 12 Moll-Tonarten aus, damit von 24 Tonarten.
12 Es existiert eine Datenbank mit der vollständigen Akkordbeschreibung aller Beatles-Alben. Diese wurde von
Christopher Harte erstellt. Vgl. [57],[1].
13 Vgl. Abschnitt 3.6.
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Hinzu kommt, dass die symbolische Beschreibung der Musikstücke, die für die Ergebnis-
bewertung notwendig ist, nicht eindeutig ist. In der Publikation „Polyphonic Audio Key
FindingUsing the Spiral ArrayCEGAlgorithm“ [24] vergleicht Chew ihr Tonraummodell
(und ihren Tonartalgorithmus CEG – Center of Eﬀect Generator) mit der Leistungsfähigkeit
von KK- und TY-Tonartproﬁlen. Es wird die Tonarterkennungsrate über die ersten 15
Sekunden von 28 Mozart-Symphonien ermittelt. Dabei schneiden alle Algorithmen nach
15 Sekunden ähnlich ab. Chew zeigt, dass ihr Algorithmus nach den ersten 3 Sekunden
Analysezeit wesentlich besser ist als die anderen Algorithmen. Allerdings hat dieses Er-
gebnis keine Aussagekraft, weil nach den ersten 3 Sekunden höchstens der erste Akkord
einesMusikstückes erklungen ist, welcher nicht immer die Tonika seinmuss. Zudemwei-
sen Mozart-Symphonien oft klare Strukturen auf, welche die Erkennung von Tonarten
begünstigen. Ein weiterer Artikel „Audio Key Finding: Considerations in System Design
and Case Studies on Chopin’s 24 Preludes“ [21] beschreibt ihren Tonartalgorithmus mit
einigen Modiﬁkationen und zeigt die Tonarterkennungsfähigkeit anhand 24 Präludien
von Chopin. Ein Vergleich mit anderen Algorithmen ﬁndet nicht statt. Das Tonraummo-
dell von Chew und der dazugehörige Tonartalgorithmus (CEG), der das tonale Zentrum
beschreiben und erkennen soll, sind mathematisch sehr komplex. Elaine Chew knüpft
an ihr Modell viele Regeln und Einschränkungen, deren prinzipielle Wirkungsweise z.T.
nur punktuell gezeigt und belegt wird.
Die Tonarterkennung mit symbolischem Audio kann als Vorstufe zur Tonarterkennung
mit realem Audio gesehen werden, welches die wichtigere und praxistaugliche Anwen-
dung ist. Die Tonarterkennungsalgorithmen mit symbolischem Audio sind in der Regel
nicht einfach auf die Erkennung mit realem Audio übertragbar, da hierbei vor der ei-
gentlichen Analyse des Musikstücks alle Noten zuerst noch geschätzt werden müssen.
Es folgt die Tonarterkennung mit realem Audio.
9.1.3 Tonarterkennung mit realem Audio
Bei der Tonarterkennung mit realem Audio wird ein aufgezeichnetes Musiksignal (PCM-
Daten) analysiert. In Abbildung 9.5 ist dies als Blockschaltbild skizziert. Der Unterschied
zur Tonarterkennung mit symbolischem Audio liegt vor allem im Frontend. Allerdings
unterscheidet sich der Inhalt der Merkmalsvektoren durch die Bearbeitungsstufen im
Frontend erheblich von den einfach zu bestimmenden Merkmalsvektoren bei der Ton-












Abbildung 9.5 – Tonarterkennung mit realem Audio
Özgür I˙zmirli verwendet eigene Tonartproﬁle, die er aus diatonisch gewichteten TY-
Proﬁlen14 und einem Referenztonset, das z.B. einzelne Klaviertöne beinhaltet, erstellt.
In der Veröﬀentlichung „An Algorithm for Audio Key Finding“ [72] berechnet I˙zmirli
zu allen Chromavektoren (Merkmalsvektoren) der ersten 30 Sekunden des zu analysie-
renden Musikstücks einen Korrelationswert mit Hilfe seiner eigenen Tonartproﬁle. Aus
den beiden wahrscheinlichsten Tonarten bildet er pro Chromavektor ein Konﬁdenzmaß
und speichert dies zusammen mit der wahrscheinlichsten Tonart. Die größte Summe der
Konﬁdenzmaße pro Tonart gibt das Ergebnis vor. Die Evaluierung des Algorithmus fand
bei der MIREX200515 statt. Hier schnitt der Algorithmus mit 89% Erkennungsrate als
bester ab. Anzumerken ist, dass die Teststücke bei der MIREX2005 ausschließlich syn-
thetisierte Musikstücke waren, d.h. die Stücke wurden aus MIDI-Files künstlich erzeugt.
Erkennungsalgorithmen sind in der Regel wesentlich besser bei der Verwendung von
synthetisierten Musikstücken als bei realem Audio. Im Artikel „Audio Key Finding using
Low-Dimensional Spaces“ [35] vergleicht I˙zmirli seinen Tonarterkennungsalgorithmus
mit einem Algorithmus, der vor der Konﬁdenzberechnung die Anzahl der Dimensionen
des Merkmalsvektors reduziert. Dabei verwendet er die PCA (Principal Component Ana-
lysis16) und kommt zum Ergebnis, dass die Chromavektoren auf bis zu drei Dimensionen
reduziert werden können, ohne dass sich die Tonarterkennungsrate merklich verschlech-
tert. I˙zmirli hat damit gezeigt, dass die wesentlichen tonartbildenden Akkorde aus drei
14 TY-Proﬁle besitzen wie KK-Proﬁle für alle Tonigkeiten einen Wert ungleich Null. Diatonisch gewichtete
Proﬁle werden bei den tonleiterfremden Tonigkeiten zu Null gesetzt, behalten aber für die tonleitereigenen
Tonigkeiten den ursprünglichen Wert.
15 Die MIREX (Music Information Retrieval eXchange) ist ein Wettbewerb zum Vergleich von Algorithmen. Sie
ﬁndet seit 2005 jährlich als Begleitveranstaltung zur ISMIR (International Symposium on Music Information
Retrieval) statt.
16 Engl.: Principal Component Analysis – Hauptkomponentenanalyse.
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verschiedenen Tonigkeiten bestehen, was zu erwarten war, da die Dur- und Molldrei-
klänge die Grundlage für die Harmoniebildung darstellen. In seiner Arbeit „Localized
Key Finding from Audio Using Non Negative Matrix Factorization for Segmentation“
[37] versucht er, ein Musikstück in mehrere Teile zu zerlegen, bevor für die einzelnen
Teile jeweils die Tonart ermittelt wird. Es wird angenommen, dass ein Musikstück meh-
rere Tonarten enthalten kann. Daher ist es sinnvoll, die Bereiche unterschiedlicher Tonart
vorher voneinander zu trennen. Der eigentliche Tonarterkennungsalgorithmus ist dersel-
be wie oben beschrieben. Die Zerlegung des Musikstückes wird mit NNMF17 erreicht.
Dabei wird das Chromagramm (Matrix aus Chromavektoren) der zu analysierenden Mu-
sikpassage in ein Produkt zweier Matrizen zerlegt, die nicht negative Werte enthalten.
Die erste Matrix enthält nach der Zerlegung Chromavektormuster, die linear unabhän-
gig und deshalb möglichst unterschiedlich aussehen sollten. Die zweite Matrix gibt an,
wie die Chromavektormuster zu mischen sind, damit das originale Chromagramm wie-
der hergestellt werden kann.18 In der zweiten Matrix sind dadurch eindeutig zeitliche
Übergänge zu erkennen, nämlich genau dort, wo die Mischgewichte sich sprunghaft
ändern. Dadurch wird eine Segmentierung des Musikstückes19 erreicht. I˙zmirli verwen-
det zur Evaluierung Musikstücke aus den Bereichen Pop und Klassik. Die Ergebnisse
zeigen keine Verbesserung zu den bisherigen Veröﬀentlichungen, da hier haupsächlich
die Segmentierung mittels NNMF getestet und kein neuer Tonarterkennungsalgorithmus
vorgestellt wurde. Lee und Seung haben 1999 NNMF erstmals für die Bildsegmentierung
vorgeschlagen (vgl. [92]).
Steﬀen Pauws nutzt in seinemArtikel „Musical Key Extraction fromAudio“ [122] speziel-
le Chromavektoren, die er als “harmonically compressed”20 bezeichnet. Hierbei werden
im Spektrum die ersten 15 Obertöne zu jedem Grundton gewichtet hinzuaddiert, bevor
dieChromavektoren erstelltwerden.Die Tonarterkennungwird durch einfacheKorrelati-
on mit KK-Tonartproﬁlen durchgeführt. Die Ergebnisse bei den angegebenen Teststücken
liegen bei ca. 70% Erkennungsrate und damit unterhalb der besten Ergebnisse anderer
Ansätze.
17 Engl: Non negative matrix factorization – Nicht negative Matrix Faktorisierung.
18 Der NNMF-Algorithmus und die Initialisierung dieses Algorithmus beeinﬂussen das Ergebnis der Faktori-
sierung sehr stark. Dadurch ist auf diese Punkte bei weiteren Untersuchungen Wert zu legen.
19 Das Musikstück wird zwar segmentiert. Es kann jedoch sein, dass eine Segmentgrenze an einer Stelle gesetzt
wird, an der sich z.B. die Instrumentierung und nicht die Tonart ändert.
20 Engl.: harmonically compressed – harmonisch komprimiert.
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Emilia Gómez verwendet sogenannte „Harmonic Pitch Class Proﬁles“ (HPCP) in ihrer
Veröﬀentlichung „Key Estimation from Polyphonic Audio“ [52] zur Tonarterkennung.
HPCP sind erweiterte Chromavektoren, welche eine dreifache Halbtonauﬂösung haben.
Aus den TY-Proﬁlen berechnet sie eigene Tonartproﬁle, die ähnlich wie bei Steﬀen Pauws
die Obertonstruktur eines Klanges berücksichtigen. Außerdem werden die Töne der drei
Grundakkorde (Tonika, Subdominante und Dominante) stärker gewichtet. Die Evaluie-
rung des Algorithmus erfolgte bei der MIREX2005. Hier erreichte der Algorithmus eine
Erkennungsrate von 85%.
Geoﬀroy Peeters nutzt – ebenso wie Noland und Sandler – HMM zur Erkennung von
Tonarten. In der Publikation „Musical Key Estimation of Audio Signals based on Hid-
den Markov Modeling of Chroma Vectors“ [123] wird jeweils ein HMM für Dur und
ein HMM für Moll erstellt, die auf Chromavektor-Basis arbeiten. Durch Rotation der
Vektoren und Matrizen werden die HMM für alle Tonigkeiten (Tonarten) erzeugt. Das
Training ist EM-basiert und Peeters verwendet drei, sechs oder zwölf Zustände (Chro-
mavektoren als Mittelwerte plus Kovarianzmatrizen), die nicht näher deﬁniert sind und
deren Inhalte durch das Training bestimmt werden.21 Peeters untersucht, ob eine oder
drei Gaußmischungen für die Modellierung des Wahrscheinlichkeitsschätzers besser ge-
eignet sind. Die Ergebnisse liegen bei allen Kombinationen zwischen 81% und 85%. Es
zeigt sich, dass die Zustände nach dem EM-Training fast alle den gleichen Inhalt haben.
Dadurch geht diewichtigste Eigenschaft desHMM, die zeitliche Relation, verloren, da ein
Zustandswechsel keine Veränderung hervorruft, denn das HMM bleibt damit immer im
gleichenZustand. DasHMMfällt in einen einfachenKorrelationsalgorithmus zusammen.
Die Ursache für dieses Problem ist das nicht überwachte EM-Training.
Alexander Lerch beschreibt in seinem Artikel „Ein Ansatz zur automatischen Erkennung
der Tonart in Musikdateien“ [100] einen einfachen und eﬀektiven Tonarterkennungsalgo-
rithmus. Er berechnet von allen zu analysierenden Chromavektoren (Merkmalsvektoren)
eines Musikstücks den Mittelwert und bestimmt anschließend die euklidische Distanz
zu den 24 KK-Tonartproﬁlen. Die geringste Distanz gibt die Tonart an. Die Erkennungs-
rate für 210 Popstücke wird mit 77% angegeben, wobei hier nur die korrekten Treﬀer
aufgelistet sind. Seit der MIREX2005 gibt es den sogenannten MIREX-Score22, der auch
21 Das Training ist damit nicht überwacht (engl.: „unsupervised learning“) und kann je nach Initialisierung
und Auswahl der Teststücke jedesmal sehr unterschiedlich ausfallen. Ebenso ist es möglich, dass nach dem
Training eine perfekte Korrelation zwischen den Zuständen existiert. Alle Zustände sind identisch.
22 Vgl. Kapitel 11.
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Teiltreﬀer vorsieht, wenn Nachbartonarten (z.B. im Quintabstand) erkannt werden. Das
Ergebnis des Algorithmus ist nach der Bewertung mit dem MIREX-Score höher als 77 %
anzusetzen.
Zhu, Kankanhalli und Gao verfolgen in ihrer Veröﬀentlichung „Music Key Detection for
Musical Audio“ [168] einen zweistuﬁgen (hierarchischen) Ansatz. Im ersten Schritt wird
die diatonische Tonleiter des Musikstücks ermittelt. Anschließend wird innerhalb der
diatonischen Tonleiter bestimmt, ob es sich um ein Dur- oder Moll-Stück handelt. Die
Bestimmung der diatonischen Tonleiter bezeichnen die Autoren mit dem Begriﬀ Kon-
sonanzﬁlterung. Dabei werden pro Analysezeitfenster mit der stärksten Spektrallinie
beginnend so lange alle weiteren Spektrallinien zum aktuellen Chromagramm addiert,
bis eine Spektrallinie diatonisch nicht mehr dazu passt, d.h. nach jeder Addition wird
untersucht, ob alle Tonigkeiten mit einer Energie ungleich Null zu einer einzigen diatoni-
schen Tonleiter gehören. Wenn dies nicht der Fall ist, so wird die Konsonanzﬁlterung für
das aktuelle Zeitfenster und den damit verknüpften Chromavektor beendet. Es werden
alle Chromavektoren der zu analysierenden Musikpassage addiert. Anschließend wird
die diatonische Tonleiter ausgewählt,welche die größte Energie besitzt. Innerhalb der dia-
tonischen Tonleiter gibt wiederum diejenige Quinte mit der größten Energie die Tonart
vor, wobei allerdings nur zwischen Dur und Moll unterschieden wird. Die Evaluierung
erfolgt mit 60 nicht näher benannten Popstücken und 12 klassischen Stücken aus Vivaldis
„Vier Jahreszeiten“. Bei Pop erreicht der Algorithmus 90% und bei Klassik 83%. Es wird
kein Vergleich mit anderen Tonarterkennungsalgorithmen durchgeführt.
Die hier dargestellten Ergebnisse und die Leistungsfähigkeit der verschiedenen Ansätze
sind nur sehr schwierig zu bewerten, da ein echter Vergleich zwischen den Algorithmen
fehlt. Bei der MIREX2005 wurden bisher ein einziges Mal unterschiedliche Algorithmen
mit den gleichen zu analysierenden Musikstücken getestet. Allerdings wurde hier nur
synthetisiertes Audio und kein reales Audio verwendet. In den Veröﬀentlichungen wer-
den die zu analysierenden Musikstücke meistens nicht benannt oder die Anzahl der
genannten Stücke ist für eine statistisch gesicherte Aussage zu gering. Da die Anzahl an
Musikstücken unüberschaubar groß ist, ﬁnden sich immer genügend einzelne Stücke,
die für den zu bewertenden Algorithmus einfach zu analysieren sind. Ein Vergleich zu
einigen hier dargestellten Algorithmen und dem in dieser Arbeit neuen Algorithmus ist
in Kapitel 11 zu ﬁnden.
9.2. AKKORDERKENNUNG 189
9.2 Akkorderkennung
Dieser Abschnitt stellt den Stand der Technik zur Akkorderkennung dar. Alle hier vorge-
stellten Algorithmen arbeiten mit realem Audio.
Sheh und Ellis verwenden als eine der ersten HMM im Bereich der Akkorderkennung. In
ihrem Artikel „Chord Segmentation and Recognition using EM-Trained Hidden Markov
Models“ [148] besteht die Hauptaufgabe zwar in der Ausrichtung von Akkordgrenzen,
jedoch wird die Akkorderkennung ebenfalls betrachtet. Für die Ausrichtung der Ak-
kordgrenzen sind die Akkorde zwar bereits bekannt, es ist aber unbekannt, an welcher
Stelle sich diese beﬁnden. Dies ist ein vollkommen anderer Ansatz als das Erkennen von
Akkordgrenzen ohne jegliches Vorwissen. Für die genannte Aufgabe verwenden Sheh
und Ellis den EM-Algorithmus. Das Training erfolgt nicht überwacht und die Initialisie-
rung der Matrizen ist zufällig. Sie schlagen auch als erste vor, dass die Mittelwerte der
Wahrscheinlichkeitsschätzer bei Verwendung von Gaußmischverteilungen bei der glei-
chen Akkordklasse (z.B. alle Dur-Akkorde oder alle Moll-Sept-Akkorde) für alle zwölf
Tonigkeiten gemeinsam verwendet werden können. Dadurch erhöht sich die Anzahl der
Trainingsmerkmalsvektoren um ein Vielfaches. Wenn z.B. der Mittelwertsvektor vomZu-
stand (Akkord) C-Dur um zwei Tonigkeiten nach oben rotiert wird, so kann dieser als
Mittelwertsvektor für den Zustand (Akkord) D-Dur verwendet werden. Somit können
alle Akkorde der gleichen Akkordklasse gemeinsam einen trainierten Mittelwertsvektor
bilden, der für alle zwölf Tonigkeiten verwendet wird. Zur Evaluierung benutzen Sheh
und Ellis jeweils 18 Beatles-Lieder für das Training und zwei andere Beatles-Lieder für die
Analyse. Sie vergleichen ihre Ergebnisse mit anderen Merkmalsvektoren, wobei jedoch
die Chromavektoren mit der beschriebenen Rotation bei beiden Aufgaben die besten Er-
gebnisse liefern. Bei der Ausrichtung der Akkordgrenzen erkennt der Algorithmus 75%
aller Grenzen und bei der Akkorderkennung werden 22% Erkennungsrate erzielt. Zwei
Teststücke sind allerdings für eine Evaluierung zu wenig. Damit sind die Ergebnisse
unsicher.
Shenoy und Wang verfolgen in ihrem Artikel „Key, Chord and Rhythm Tracking of Popu-
lar Music Recordings“ [151] einen iterativen Ansatz zur Akkorderkennung. Dabei nutzen
sie bekannteAlgorithmen aus demBereich der Tonart- und der Rhythmuserkennung.Mit
Hilfe des Rhythmus’ lassen sie nur Akkordwechsel auf den Zählzeiten eins und drei eines
Vierviertel-Taktes zu; mit Hilfe der Tonart werden tonartfremde Akkorde gelöscht bzw.
unsichere Akkorde durch Nachbarakkorde interpoliert. Dazu ist im Vorfeld eine Akkord-
schätzung notwendig, die aus einer anderen Veröﬀentlichung von Shenoy verwendet
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wird. Bei 30 untersuchten Teststücken aus dem Bereich Pop wird eine Akkorderken-
nungsrate von 48% bei der ersten Akkordschätzung erreicht. Nach der Anwendung des
Algorithmus mit Rhythmus- und Tonarterkennung verbessert sich die Erkennungsrate
auf 79%. Die Evaluierung zeigt mehrere Schwachpunkte, und die Ergebnisse sind daher
kritisch zu betrachten: Es werden ausschließlich Stücke mit Vierviertel-Takt analysiert,
was nicht repräsentativ ist. Zudem wird vorausgesetzt, dass sich die Tonart eines Stückes
nicht ändert. Das triﬀt nur auf einen Teil der vielen Pop-Musikstücke zu. Der Ansatz kann
daher bei Stücken, die ihre Tonart wechseln, nicht funktionieren, es sei denn, der Tonar-
terkennungsalgorithmus ist in der Lage, einen Tonartwechsel zu erkennen. Der Stand der
Technik zur Tonarterkennung gibt dies allerdings nicht her. Des Weiteren ist es sehr wohl
möglich, dass ein Akkord gespielt wird, der nicht Bestandteil einer Tonart ist. Dies triﬀt
auf Doppeldominanten und Zwischendominanten zu, die durch den hier vorgestellten
Algorithmus entfernt würden. Der vorgestellte Ansatz mit seinen Einschränkungen ist
sehr speziell und funktioniert daher nur für eine sehr eingegrenzte Auswahl an Musik-
stücken.
Harte und Sandler benutzen in ihrer Publikation „Automatic Chord IdentiﬁcationUsing a
Quantised Chromagram“ [157] perfekte Bitmuster-Chromavektoren zur Akkordanalyse,
d.h. der „trainierte“ Vektor für z.B. C-Dur ist [1 0 0 0 1 0 0 1 0 0 0 0] und trägt damit
für die akkordeigenen Tonigkeiten den Wert „1“ und für die restlichen den Wert „0“. Es
werden je 12 Akkordmuster für Dur-Akkorde, Moll-Akkorde, verminderte Akkorde und
übermäßige Akkorde angelegt. Das größte Skalarprodukt aus dem zu analysierenden
Merkmalsvektor und den Chromavektormustern gibt den erkannten Akkord vor. Zur
Evaluierung werden die beiden Beatles-Alben Please Please Me (CD1) und Beatles for Sale
(CD2) verwendet. Für CD1 erreicht der Algorithmus eine Erkennungsrate von 53,9%
und für CD2 70,8%. Die Auswertung ergibt, dass die meisten Fehler durch harmonisch
ähnliche Akkorde passieren, so wird z.B. h-Moll anstelle von D-Dur erkannt.
Sailer und Rosenbauer wählen in ihrem Artikel „A Bottom-Up Approach to Chord De-
tection“ [137] einen Ansatz, der für jeden zu analysierenden Merkmalsvektor solange
Akkordkandidaten wegstreicht, die unwahrscheinlich sind, bis ein einzelner Akkord üb-
rigbleibt. Dafür werden zuerst aus dem Spektrum die sichersten Töne extrahiert und den
möglichen Akkordkandidaten zugeordnet. Mit der Tonart, die mit KK-Proﬁlen geschätzt
wird, werden wie bei Shenoy und Wang weiterhin viele Akkorde ausgeschlossen. Wenn
zwei Akkorde gleichwahrscheinlich sind, so wird derjenige Akkord als richtig angenom-
men, der zu den Hauptfunktionen gehört. Der Algorithmus liefert bei sechs Pop-Stücken
eine Erkennungsrate von ca. 30%. Dies liegt unter den Ergebnissen der anderen Ansätze.
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Es wird kein Vergleich zu anderen Algorithmen hergestellt. Für eine gesicherte Aussage
zur Leistungsfähigkeit des Algorithmus sind sechs Stücke zu wenig. Hinzu kommt, dass
der hier vorgestellte Ansatz Schwachpunkte hat: Erstens werden nur tonleitereigene Ak-
korde zugelassen, so dass hier die gleiche gegensätzliche Begründung wie zum Ansatz
von Shenoy und Wang gilt. Zweitens ist die Tonarterkennung nicht evaluiert worden, so
dass dann, wenn eine falsche Tonart erkannt worden ist, die hier vorgestellte und darauf
aufbauende Akkorderkennung keine guten Ergebnisse erzielen kann.
Bello und Pickens verwenden in ihrem Ansatz „A Robust Mid-level Representation for
Harmonic Content in Music Signals“ [12] HMM für die Akkorderkennung. Die Parame-
ter A, b und πwerden mit dem EM-Algorithmus trainiert, wobei die Initialisierungen im
Gegensatz zum Algorithmus von Sheh und Ellis nicht zufällig sind. Für die Werte der
Zustandsübergangsmatrix A wird zur Initialisierung der doppelt verschachtelte Quinten-
zirkel benutzt. Akkorde, die geometrisch nahe beieinander liegen, werden damit wahr-
scheinlicher als Folgeakkord angenommen als Akkorde, die weiter entfernt liegen. Als
Mittelwertsvektoren von b23 werden ähnlich wie bei Harte und Sandler, die ohne HMM
und damit ohne zeitliche Relation arbeiten, perfekte Chromavektormuster gewählt. Die
Kovarianzmatrizenwerden jeweils auf drei verschiedeneArten initialisiert. Bei der ersten
sind es reine Diagonalmatrizen24 und alle Werte auf den Diagonalen sind gleich groß.
Bei der zweiten sind es ebenfalls reine Diagonalmatrizen, aber die Varianzen der Tonig-
keiten, die nicht zum Akkordmuster gehören, werden sehr klein gewählt. Die dritte Art
ist ähnlich der zweiten. Es werden noch zusätzlich die Kovarianzen der drei Tonigkeiten
des Akkordmusters mit Werten ungleich Null belegt. Die zu analysierenden Akkordklas-
sen werden auf reine Dur- und Moll-Akkorde beschränkt. Bei der Evaluierung werden
verschiedene Kombinationen der HMM-Parameter mit dem EM-Algorithmus trainiert.
Gleichzeitig wird der Rhythmus des zu analysierenden Stückes geschätzt und zur zeit-
lichen Segmentierung verwendet. Es zeigt sich, dass bei Anwendung des Rhythmus’
und des Trainings von A und π die besten Ergebnisse erzielt werden. Bello und Pickens
nehmen als Teststücke wie Harte und Sandler die beiden Beatles-Alben Please Please Me
(CD1) und Beatles for Sale (CD2). Die Ergebnisse beider Untersuchungen sind damit ver-
gleichbar; Bello und Pickens erhalten bessere Ergebnisse: Für CD1 erreichen sie als bestes
Ergebnis 68,6% und für CD2 81,6%. Der Mittelwert beträgt 75,0%. Es ist anzumerken,
dass das Training der Kovarianzmatrizen immer problematisch ist, da die Kovarianzen
wesentlich mehr Trainingsstücke benötigen als die Varianzen. Die Werte der Diagona-
23 Für den Wahrscheinlichkeitsschätzer b werden einzelne zu trainierende Gaußverteilungen benutzt.
24 Eine Diagonalmatrix ist eine Matrix, die nur auf der Diagonalen Werte ungleich Null enthält.
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len sind deshalb immer besser trainiert als die übrigen Werte der Diagonalmatrix. Die
meisten Algorithmen verwenden deshalb für die Analyse nur die Diagonalelemente.
Papadopoulos und Peeters evaluieren in ihrer Veröﬀentlichung „Large-Scale Study of
Chord Estimation Algorithms Based on Chroma Representation and HMM“ [121] eben-
falls die Parameter eines HMM. Zur Analyse verwenden sie 110 Beatles-Lieder mit einer
Erkennungsrate von 70,96%. Dies wird bei der Verwendung von Krumhansl-Proﬁlen
für die Übergangswahrscheinlichkeiten und einfacher Korrelation der zu analysierenden
Merkmalsvektoren mit Akkordmustern zur Wahrscheinlichkeitsschätzung der Zustände
erreicht. Es wird kein Vergleich zu anderen Algorithmen dargestellt.
Kyogu Lee benutzt zur Akkorderkennung in seinem Artikel „A System for Automatic
Chord Transcription from Audio Using Genre-Speciﬁc HMM“ [95] mehrere HMM, die
für unterschiedliche Genres trainiert werden. Das Training wird mit über 4000 synthe-
tisierten MIDI-Stücken durchgeführt. Als Genres gibt Lee Keyboard, Chamber, Orchestral,
Rock, Jazz und Blues an. Der 6D-Tonraum von Harte, Sandler und Gasser25 wird für die
Berechnung der Merkmalsvektoren verwendet. Die Teststücke sind sämtliche Lieder der
beiden Beatles-Alben Please Please Me (CD1) und Beatles for Sale (CD2). Die Evaluierung
zeigt, dass das Genre-speziﬁsche HMM für Rock die besten Ergebnisse mit einer Erken-
nungsrate von 60,0% für CD1 und 84,3% für CD2 bei einem Mittelwert von 72,2% erzielt.
Die Ergebnisse sind denen von Bello und Pickens ähnlich. Es ist anzumerken, dass das
Training zwar mit vielen Musikstücken durchgeführt wird, jedoch ist für ein besseres
Training reales Audio zu verwenden. Außerdem ﬁndet kein Vergleich zu Chromavekto-
ren als Merkmalsvektoren statt. In einer anderen Veröﬀentlichung „A Uniﬁed System for
Chord Transcription and Key Extraction using Hidden Markov Models“ [94] verwendet
Kyogu Lee zusammen mit Malcolm Slaney tonartbezogene HMM und verbessert die
Erkennungsrate für CD1 auf 64,0% und für CD2 auf 84,7%. Der Mittelwert beträgt hier
74,35%.
Kouhei Sumi und Kollegen wählen in ihrem Artikel „Automatic Chord Recognition
Based on Probabilistic Integration of Chord Transition and Bass Pitch Estimation“ [95]
einenAnsatz, der Rhythmus- undBasslinienerkennungmitAkkorderkennung verbindet.
Während der Analyse werden mit trainierten Gaußmischverteilungen Akkorde geschätzt
und eine Art Übergangswahrscheinlichkeit verwendet. Dies entspricht einem HMM, die
Autoren nennen ihren Ansatz aber nicht HMM-basiert. Die Evaluierung wird mit 150
25 Siehe Abschnitt 3.4 und Abschnitt 3.5.
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Beatles-Liedern und mit den beiden Alben CD1 und CD2 durchgeführt. Für die 150
Lieder wird eine Erkennungsrate von 73,4% erzielt und für die beiden einzelnen Alben
eine Erkennungsrate von im Mittel 77,5%. Die Ergebnisse sind damit etwas besser als die
Ergebnisse der anderen vorgestellten Arbeiten.
Die hier präsentierten Ergebnisse zur Akkorderkennung für die beiden Beatles-Alben
CD1 und CD2 sowie für die größere Auswahl von 150 Beatles-Liedern werden als Ver-
gleich für die Evaluierungdes in dieserArbeit neuenAlgorithmus’ zurAkkorderkennung
herangezogen. Die Ergebnisse sind in Kapitel 12 zu ﬁnden.





Dieses Kapitel beschreibt für reales Audio die Ausgabeparameter des Symmetriemodells,
das in Kapitel 4 als neues Tonraummodell deﬁniert und eingeführt worden ist. Das Ver-
stehen der Ausgabeparameter dient dazu, Ideen und Algorithmen umsetzen zu können,
die auf diesen aufbauen. In Abschnitt 10.1 wird untersucht und diskutiert, wie ein Ein-
zelton, ein Intervall, ein Akkord und eine Kadenz im Symmetriemodell repräsentiert
werden. Anschließend wird in Abschnitt 10.2 die geometrische Lage von ganzen Musik-













Abbildung 10.1 – Die 37 verwendeten Symmetriemodell-Kreise
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Die Eigenschaften des Symmetriemodells werden an dieser Stelle kurz zusammenfas-
send erläutert: Das Symmetriemodell besteht aus mehreren Kreisen. Die hier verwende-
ten Kreise werden in Abbildung 10.1 dargestellt. Zu sehen sind der tonartübergreifende
Quintkreis (Quintenzirkel) F, zwölf tonartbezogene Quintkreise FR, zwölf tonartbezo-
gene Terzkreise TR und zwölf tonartbezogene diatonische Kreise DR. Es gibt für jede
diatonische Tonleiter drei tonartbezogene Kreise, jeweils einen FR, einen TR und einen
DR. Zur Auswahl des Kreises einer diatonischen Tonleiter wird der Einfachheit halber an
den jeweiligen Kreis die ionische Tonart angehängt: So wird z.B. der TR der diatonischen
Tonleiter, die C-Ionisch, D-Dorisch usw. beinhaltet, mit TR(C) benannt. Abbildung 10.2
zeigt als Beispiel einen Chromavektor, der das harmonische Ereignis a-Moll beinhaltet.
Dieses wird in den Kreisen FR(C), TR(C) und DR(C) dargestellt. Die Eigenschaften der
Kreise des Symmetriemodells sind die folgenden:
1. Es gibt einen Symmetrieton für jede diatonische Skala. Dieser wird in den Kreisen
immer oben angeordnet. Die senkrechte Achse durch diesen Ton ist die Symmetrie-
achse, um die sich die musikalischen Ereignisse symmetrisch anordnen.
2. In jedemKreiswird zu einemEreignis (Chromavektor) aus denVektoren der Einzel-
tonigkeiten ein Summenvektor gebildet, der bestimmte musikalische Eigenschaften
widerspiegelt.
3. Der Winkel des Summenvektors drückt die Art eines harmonischen oder tonalen
Ereignisses aus.DerWinkel 0◦ zeigt nach obenundwächst imUhrzeigersinnpositiv.
4. Die Länge des Summenvektors gibt an, wie stark das musikalische Ereignis ausge-
prägt ist.
Das Beispiel in Abbildung 10.2 zeigt, dass der Summenvektor für einen a-Moll-Dreiklang
im TR(C) am längsten ist. Dies ergibt sich, da die Tonigkeiten des Dreiklanges im TR(C)
direkt nebeneinander liegen. Der TR kann allgemein Terzen, Dreiklänge und Vierklänge
in Terzschichtung erkennen. Dabei ist die Länge des Vektors imVerhältnis zu den anderen
Kreisen zu betrachten. Im FR(C) ist der Summenvektor für das gezeigte Beispiel wesent-
lich kürzer. Die Summe der Tonigkeitsvektoren a und e ist zwar relativ lang, jedoch liegt
die Terz c direkt gegenüber und verkürzt den Summenvektor. Der FR kann wegen seiner
Quintschichtung vor allem Sus-Akkorde erkennen und trennt Dur- und Moll-Akkorde,
die in der linken und rechten Hälfte des Kreises liegen. Die Symmetrieachse ist hierbei
die Teilungsachse. Der Summenvektor im DR(C) ist für dieses Beispiel sehr kurz, da sich
die Vektoren der Tonigkeiten eines Drei- oder Vierklanges nahezu gegenseitig aufheben.
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Abbildung 10.2 – Repräsentation des Ereignisses a-Moll in den Kreisen von C-Dur
Die Länge des Summenvektors im DR ist dazu geeignet, im Verhältnis zu den anderen
beiden Summenvektorlängen Einzeltöne und Ton-Cluster zu erkennen.
10.1 Repräsentation von Tönen, Intervallen und Akkorden
In diesem Abschnitt wird gezeigt, wie sich die Ausgabeparameter des Symmetriemodells
anhand von Orgelklängen für die Ereignisse Einzelton, Intervall, Akkord und Kadenz
im zeitlichen Verlauf verhalten. Des Weiteren zeigen Punktwolken zu den nachfolgenden
Beispielen in den Kreisen FR, TR und DR die geometrische Lage der Ereignisse.
10.1.1 Einzelton
Abbildung 10.3 zeigt einen Einzelton, den Ton c. Im Diagramm (a) ist das Zeitsignal
zu sehen und damit auch die Zeitbereiche des Tonanschlagens („Attack“), des Klingens
(„Sustain“) und des Tonloslassens („Release“).
Diagramm (c) zeigt für den Ton aus Diagramm (a) die Betragsverläufe der Summen-
vektoren in den Kreisen FR(C), TR(C) und DR(C). Für einen Einzelton sind die Beträge
während der Sustain-Phase in den drei Kreisen ungefähr gleich groß, da nur eine Tonig-
keit eine große Amplitude besitzt, nämlich die erklingende Tonigkeit. Die Summierung
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mit den restlichen Tonigkeitsvektoren, die zwar in jedem Kreis an anderen Stellen sind
und dadurch verschiedene Winkel, jedoch keine große Amplitude haben, bewirkt keine
wesentliche Veränderung des Vektors.
Solange das Zeitsignal rauscht und eine sehr kleine Amplitude hat, ist der Betrag des
Summenvektors in jedem Kreis klein und die Winkel variieren zufällig. Dies ist im Dia-
gramm (b) in Abbildung 10.3 zu sehen. Die Amplitude eines Summenvektors gibt an, wie
zuverlässig dessen dazugehöriger Winkel und damit das harmonische Ereignis ist. Wenn
alle drei Vektoren der Kreise FR, TR und DR während der Sustain-Phase gleich lang sind,
dann lässt sich in jedem Kreis mit dem Winkel direkt die erklingende Tonigkeit ermitteln.
Das Diagramm (d) in Abbildung 10.3 zeigt in den drei Kreisen FR(C), TR(C) und DR(C)
Punktwolken des Ereignisses. Dabei entspricht jeder Punkt einem Summenvektor und
damit einem Zeitfenster (128 ms) des Signals. Der FR(C) gibt an, dass der Einzelton c in C-
Dur einem Dur-Ereignis zugeordnet wird. Der TR(C) zeigt, dass der Ton c zum tonischen
Bereich gehört.
10.1.2 Intervall
DieAbbildungen 10.4 und 10.5 zeigendie Ereignisse „große Terz“ (c-e) und „reineQuinte“
(c-g). Die Quinte kann auch als C-Dur-Akkord ohne Terz und damit als C-sus-Akkord
interpretiert werden.
Für die Terz c-e in Abbildung 10.4 ist der Betrag des Summenvektors im TR(C) am längs-
ten und der Betrag des Summenvektors im DR(C) am zweitlängsten. Die Terz wird im
Symmetriemodell keinem Tongeschlecht (Dur/Moll) zugeordnet. Dies ist an der Punkt-
wolke, die sich direkt auf der Symmetrieachse im FR(C) (Abbildung 10.4, Diagramm
(d)) beﬁndet, zu sehen. Die Zuordnung ist musikalisch richtig, da die Terz sowohl Teil
eines C-Dur-Akkordes als auch Teil eines a-Moll-Akkordes sein kann. Die Punktwolke im
TR(C) zeigt, dass die Terz c-e in dieser Tonart zum tonischen Bereich gehört.
Die reine Quinte in Abbildung 10.5 erzeugt den längsten Summenvektor im FR(C) und
den zweitlängsten im TR(C). Weil der TR durch nebeneinander liegende Terzen aufge-
baut ist, beﬁnden sich harmonische Ereignisse, die terzverwandt sind, nahe beieinander.
Dadurch sind die Punktwolken der Terz c-e und der Quinte c-g im TR nicht weit von-
einander entfernt (vgl. Abbildung 10.4 und Abbildung 10.5, jeweils Diagramm (d)). Der
Winkel des Summenvektors ist im FR(C) negativ (vgl. Abbildung 10.5). DieQuinte,C-sus-
Akkord, wird damit einem Dur-Akkord zugeordnet. Da Sus-Akkorde kein eindeutiges
Tongeschlecht haben, werden sie in Abhängigkeit vom musikalischen Kontext entspre-
chend wahrgenommen und eingeordnet. Der Summenvektor im DR ist kurz, weil die
Tonigkeiten c und g im DR(C) fast gegenüberliegen (vgl. Abbildung 10.5, Diagramm (d)).
































Abbildung 10.3 – Einzelton c, Orgel-Klang; (a) Signal im zeitlichen Verlauf; (b)Winkelverlauf
in FR, TR und DR; (c) Betragsverlauf in FR, TR und DR; (d) Punktwolken in FR, TR und DR;































Abbildung 10.4 – Intervall Terz c-e, Orgel-Klang; (a) Signal im zeitlichen Verlauf; (b) Winkel-
verlauf in FR, TR und DR; (c) Betragsverlauf in FR, TR und DR; (d) Punktwolken in FR, TR
und DR































Abbildung 10.5 – Intervall Quinte c-g, Orgel-Klang; (a) Signal im zeitlichen Verlauf; (b)
Winkelverlauf in FR, TR und DR; (c) Betragsverlauf in FR, TR und DR; (d) Punktwolken in
FR, TR und DR
202 KAPITEL 10. SYMMETRIEMODELLPARAMETER BEI REALEM AUDIO
10.1.3 Akkord
In Abbildung 10.6 werden die Ausgabeparameter des Akkords a-Moll gezeigt. Da es sich
hierbei um einen Dreiklang handelt, ist der Summenvektor im TR(C) am längsten, der
Summenvektor im FR(C) am zweitlängsten. Im Diagramm (b) und Diagramm (d) ist zu
sehen, dass der Winkel des Summenvektors im FR(C) positiv ist. Der Akkord a-Moll wird
daher dem Tongeschlecht Moll richtig zugeordnet. Der Akkord gehört zum tonischen
Bereich, was der TR(C) anzeigt. Sowohl Sus-Akkorde als auch Dreiklänge ergeben im DR
stets kurze Summenvektoren. Dies ist für dieses Beispiel im Diagramm (d) zu sehen.
10.1.4 Grundkadenz
Die Grundkadenz in der Tonart C-Dur besteht aus einer Folge der Akkorde C-Dur, F-
Dur, G-Dur und wiederum C-Dur. Abbildung 10.7 zeigt das Zeitsignal der Kadenz in
der Tonart C-Dur sowie die Ausgabeparameter des Symmetriemodells für die gespielte
Kadenz. Die Winkel sind während der Sustain-Phasen im TR(C) und FR(C) sehr stabil
(vgl. Diagramm (b)). Durch eine Überbetonung der Tonigkeit a in der zweiten Phase des
F-Dur-Akkordes verändern sich zwar die Beträge der Summenvektoren (vgl. Diagramm
(c)), die Winkel bleiben jedoch auch für dieses Teilereignis im TR(C) und FR(C) konstant.
Das Diagramm (d) zeigt, dass die gesamte Kadenz im Dur-Bereich liegt. Zugleich werden
die funktionellen Bereiche Tonika, Dominante und Subdominante im TR(C) durch die
Punktwolken entsprechendausgefüllt.Die zeitlicheZuordnung ist imDiagramm(d)nicht
mehr vorhanden. Im tonischen Bereich ist die Punktwolke des Akkordes C-Dur zu sehen.
Die Punktwolken der Akkorde F-Dur und G-Dur liegen jeweils im subdominantischen
und dominantischen Bereich.































Abbildung 10.6 – Akkord a-Moll, Orgel-Klang; (a) Signal im zeitlichen Verlauf; (b) Winkel-
verlauf in FR, TR und DR; (c) Betragsverlauf in FR, TR und DR; (d) Punktwolken in FR, TR
und DR
































Abbildung 10.7 – Kadenz in C-Dur, Orgel-Klang; (a) Signal im zeitlichen Verlauf; (b) Win-
kelverlauf in FR, TR und DR; (c) Betragsverlauf in FR, TR und DR; (d) Punktwolken in FR,
TR und DR
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10.2 Repräsentation von Musikstücken
Dieser Abschnitt zeigt, wie das Symmetriemodell und seine Kreise genutzt werden kön-
nen, um ein Musikstück zu analysieren. Dazu werden die bekannten Kompositionen
„C-Dur Präludium“ von Johann Sebastian Bach, „Für Elise“ von Ludwig van Beethoven
und „Eine kleine Nachtmusik“ von Wolfgang Amadeus Mozart näher betrachtet. Die
ersten beiden Stücke sind Klavierinterpretationen, während das dritte Stück von einem
kleinen Streichorchester gespielt wird. Es werden jeweils die ersten 90 Sekunden der
Stücke analysiert und als Punktwolken in den Kreisen T, FR, TR und DR dargestellt.
Zudem wird zu den tonartbezogenen Kreisen FR, TR und DR ein Histogramm der To-
nigkeitsverteilungen gezeigt, das angibt, wie oft welche Tonigkeit (als Summenvektor)
gespielt worden ist. Sowohl die Punktwolken als auch die Histogramme sind auf Grund
ihrer Beschaﬀenheit ohne zeitlichen Bezug.
10.2.1 J. S. Bach „C-Dur Präludium“, BWV 846
Das „C-Dur Präludium“ ist neben der „d-Moll Toccata und Fuge“ (BWV565) eines der be-
kanntesten Stücke von Johann Sebastian Bach. Es ist im „Wohltemperierten Klavier Band
I“ zu ﬁnden. Abbildung 10.8 zeigt die Ausgabe des Symmetriemodells für die ersten
90 Sekunden. Im TR(C) ist zu sehen, dass die drei funktionalen Bereiche Tonika, Domi-
nante und Subdominante in etwa gleichhäuﬁg verwendet werden, wobei der tonische
Bereich am meisten gespielt wird. Dies spricht für den ausgewogenen harmonischen Ge-
samteindruck, welcher vom Stück vermittelt wird. Der FR(C) gibt an, dass hauptsächlich
Dur-Akkorde erklingen. Die Histogramm-Verteilung des DR(C) ist nahezu symmetrisch
um den Symmetrieton angeordnet.
10.2.2 L. van Beethoven „Für Elise“
Im Gegensatz zum „C-Dur Präludium“ fällt in Abbildung 10.9 auf, dass bei „Für Elise“
die Tonigkeiten im DR(C) nicht symmetrisch um den Symmetrieton verteilt sind. Die
Tonigkeiten e und dis kommen weitaus häuﬁger vor als alle anderen Tonigkeiten. Dies
liegt am markanten Beginn des Hauptthemas, das mehrmals erklingt und die Tonigkeiten
e und dis abwechselnd verwendet. Am Histogramm des TR(C) ist zu sehen, dass fast
ausschließlich sowohl der tonische als auch der dominantische Bereich gespielt werden,
während der subdominantische Bereich so gut wie gar nicht erklingt. Dies ist ebenso
durch das Hauptthema begründet, da hier nur die Akkorde a-Moll (Tonika) und E-Dur
(Dominante) verwendet werden. Das Stück hat einen klaren Moll-Charakter, was im
FR(C) und dessen Histogramm-Verteilung zu erkennen ist.
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10.2.3 W. A. Mozart „Eine kleine Nachtmusik“, KV 525
Die ebenfalls berühmte Komposition „Eine kleine Nachtmusik“ von W. A. Mozart, die
eigentlich den Titel „Serenade in G“ trägt, ist ähnlich strukturiert wie das „C-Dur Präludi-
um“ von J. S. Bach. Abbildung 10.10 zeigt die Ausgabeparameter des Symmetriemodells
für das Stück von W. A. Mozart. Es verteilt sich nicht ganz gleichmäßig in den Kreisen
des Symmetriemodells, weist aber die gleichen Merkmale auf. Die funktionalen Bereiche
Tonika, Dominante und Subdominante werden in etwa gleichhäuﬁg verwendet, wobei
Tonika und Dominante leicht überwiegen. Dies zeigt der TR(G) und das spiegelt sich
auch in den ersten Takten des Hauptthemas wieder, das durch die Akkorde G-Dur (To-
nika) und D-Dur (Dominante) harmonisch begleitet wird. Das Stück hat dadurch einen
klaren Dur-Charakter, was sich im FR(G) zeigt. Die Tonigkeitsverteilung im DR(G) ist
wesentlich gleichmäßiger als bei „Für Elise“ von L. van Beethoven, jedoch nicht ganz so
symmetrisch wie beim „C-Dur Präludium“ von J. S. Bach.
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Abbildung 10.8 – J. S. Bach „C-Dur Präludium“, 90 sek., Histogramme und Punktwolken
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Abbildung 10.9 – L. van Beethoven „Für Elise“, 90 sek., Histogramme und Punktwolken
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Abbildung 10.10 – W. A. Mozart „Eine kleine Nachtmusik“, 90 sek., Histogramme und
Punktwolken
210 KAPITEL 10. SYMMETRIEMODELLPARAMETER BEI REALEM AUDIO
10.3 Zusammenfassung
Die verschiedenen Kreise des Symmetriemodells sind geeignet, musikalische Ereignisse
zu analysieren und darzustellen. Dabei kommt den tonartbezogenen Kreisen FR und TR
bei der harmonischen Analyse eine besondere Bedeutung zu: Der TR bildet die harmo-
nischen Ereignisse auf die musikalischen Funktionen ab und gruppiert ähnliche harmo-
nische Ereignisse. Der FR trennt Dur- und Mollakkorde voneinander und eignet sich so
für die Bestimmung des Akkordgeschlechts.
Für die Zuordnung in den Kreisen ist der Winkel des Summenvektors ausschlaggebend.
Die Länge des Summenvektors gibt zwar die Deutlichkeit des Ereignisses an, jedoch
spielt die Länge in einem gewissen Rahmen für die harmonische Analyse keine Rolle. Als
Beispiel werden hierfür ein Orgelklang und ein verzerrter E-Gitarren-Klang genannt, die
beide den gleichen Akkord spielen. Beide Summenvektoren haben den gleichen Winkel,
jedoch stark unterschiedliche Beträge, da das verzerrte E-Gitarren-Signal harmonisches
Rauschen beinhaltet, welches die Summenvektorlänge verkürzt. Diese Erkenntnis zeigt
sich auch bei der Akkorderkennung in Kapitel 12. Hier werden die besten Ergebnisse
erzielt, wenn man die Winkel der Symmetriemodell-Kreise der TR und FR als Merkmals-
vektoren verwendet. Da bei der Tonarterkennung ebenso die harmonische Struktur des
Musikstückes analysiert wird, werden auch hierbei TR und FR verwendet.
Der tonartübergreifende Quintkreis F ist geeignet, den verwendeten Tonigkeitsbereich
auszuwählen. So können auf Grund der Lage der Summenvektoren im F bestimmte
Tonarten und damit auch Tonigkeiten für die weitere Analyse ausgeschlossen werden
(vgl. Abbildungen 10.8-10.10). Dadurch wird die Analyse vereinfacht.
Die Eigenschaften des tonartbezogenen diatonischen Kreises DR sind für die harmoni-
sche Analyse nur bedingt verwertbar, da im DR keine harmonischen Ereignisse angezeigt
und interpretiert werden können. Da der DR aber auf Tonleiterebene musikalische Er-





In diesem Kapitel werden zwei neue Algorithmen zur Tonarterkennung vorgestellt. Im
ersten Abschnitt wird der Algorithmus zur Erkennung von Dur- und Molltonarten und
im zweiten Abschnitt der Algorithmus zur Erkennung von Kirchentonarten eingeführt.
Die Evaluierung wird anhand von 100 „Beatles“-Liedern (Beatles), 90 Rock/Pop-Stücken
(RockPop) und 252 klassischen Stücke (Klassik) durchgeführt.1 Zum Training und zum
Testen werden jeweils alle 442 Musikstücke verwendet. Auf Grund der großen Anzahl
an Trainingsstücken mit verschiedenen Musikstilen führt das Training zu einer Generali-
sierung.2 Der Algorithmus zur Erkennung von Kirchentonarten geht über den Stand der
Technik hinaus, da bisher nur zwischen Dur und Moll unterschieden wird.
11.1 Erkennung von Dur- und Molltonarten
In diesem Abschnitt wird ein neuer Algorithmus zur Erkennung von Dur- und Mollton-
arten vorgestellt. Zunächst wird der Algorithmus selbst erklärt. Anschließend folgt eine
Evaluierung mit Musikstücken aus den oben genannten Musikrichtungen Beatles, Rock-
Pop und Klassik. Es werden jeweils die ersten 30 Sekunden jedes Stückes analysiert. Die
Ergebnisse werden mit einigen Algorithmen aus dem Stand der Technik, u.a von Özgür
I˙zmirli [72] und Alexander Lerch [100] verglichen. Zur Berechnung der Ergebnisse wird
der sogenannte MIREX-Score verwendet, der auch Teiltreﬀer – wie z.B. eine erkannte
Nachbartonart – in die Ergebnisberechnung mit einﬂießen lässt. Der MIREX-Score wird
in Abschnitt 11.1.2.1 eingeführt.
1 Die einzelnen Lieder und deren Tonarten aus denKategorienBeatles undRockPop sind inAnhang E zu ﬁnden.
2 Da die Algorithmen sehr wenige Parameter besitzen, kann eine Überanpassung auf die Musikstücke ausge-
schlossen werden.
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11.1.1 Algorithmus
Abbildung 11.1 zeigt das Blockschaltbild der Dur/Moll-Tonarterkennung. Der Algorith-
mus ist in zwei Bereiche/Schritte unterteilt:
1. Tonset-Bestimmung,
2. Tongeschlecht-Bestimmung.
Das Tonset (diatonisches Set) ergibt zusammen mit dem Tongeschlecht die zu erken-
nende Tonart. Das sogenannte Tonsetproﬁl (Bezeichner ,D‘ in Abbildung 11.1) ist ein 12-
dimensionaler Vektor, der angibt, wie wahrscheinlich zu einem betrachteten Zeitpunkt
die zwölf verschiedenen Tonsets sind. Er stellt damit auch dar, welches Tonset nach 30
Sekunden das wahrscheinlichste ist. Eine 30-sekündige Zeitspanne ist in zweifacher Hin-
sicht vorteilhaft und wird deshalb auch in der Literatur häuﬁg verwendet: 30 Sekunden
sind lang genug, um eine Tonart zu etablieren, gleichzeitig sind sie aber so kurz, dass die
































Abbildung 11.1 – Blockschaltbild Tonarterkennung Dur/Moll; (A): Tonsetenergie, (B): Win-
kelwichtung, (C): Summenvektorbetrag im TR, (D): Tonsetproﬁl, (E): Dur-/Moll-Bestimmung
im FR
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Abbildung 11.2 zeigt beispielhaft das Tonsetproﬁl für das Stück „Any time at all“ von
den Beatles, dessen Tonart D-Dur ist, nach jeweils 10 s, 20 s und 30 s. Das Tonset mit der
größtenWahrscheinlichkeitwird nach 30 s als Tonset ausgewählt und gibt vor, inwelchem
FR (vgl. Abbildung 11.1) die Ermittlung des Tongeschlechts durchgeführt wird. Für das







Abbildung 11.2 – Tonsetproﬁl; „Any time at all“, Beatles
Die Wahrscheinlichkeiten für das Tonsetproﬁl werden aus dem Produkt von bis zu drei
verschiedenen Einzelwahrscheinlichkeiten berechnet, der Tonsetenergie (A), der Winkel-
wichtung (B) und den Beträgen in TR (C) (vgl. Abbildung 11.1). Diese drei Wahrscheinlich-
keitsmaße werden im Folgenden näher betrachtet.
11.1.1.1 Tonsetenergie
Ein Chromavektor beinhaltet zwölf Tonigkeiten. Jedes diatonische Set besteht aus sieben
dieser zwölf Tonigkeiten. Je häuﬁger eine Tonigkeit eines Tonsets im Musikstück gespielt
wird, destowahrscheinlicher ist die Etablierung dieses Tonsets. Die relative Tonsetenergie
E(k) bezogen auf die Gesamtenergie eines Chromavektors gibt an, wie wahrscheinlich ein






z = 1| nc ist die Tonigkeit des Tonsets k
z = 0| nc ist nicht Tonigkeit des Tonsets k










Abbildung 11.3 – Tonsetenergie und Energieschwelle; „Any time at all“, Beatles
In Gleichung 11.1 steht εnc für die Amplitude der entsprechenden Tonigkeit. Abbil-
dung 11.3 zeigt den Verlauf der Tonsetenergie für fünf ausgewählte Tonsets des betrach-
teten Musikstücks „Any time at all“. Die Energieschwelle ist eine Kurve, die einen zu
evaluierenden Prozentsatz unterhalb der relativen Maximalenergie liegt. Oberhalb der
Kurve werden die Wahrscheinlichkeiten der einzelnen Tonsets für die Ermittlung des
Tonsetproﬁls verwendet. Unterhalb der Kurve werden die Wahrscheinlichkeiten zu Null
gesetzt. Die Summenvektoren in den dazugehörigen FR werden für diese Zeitfenster ver-
worfen und für die Tongeschlechtsbestimmung nicht verwendet, da keine harmonisch
sinnvollen Ereignisse in diesen FR enthalten sind. Der optimale Wert der Energieschwelle
wird in Abschnitt 11.1.2 evaluiert. Im Beispiel wird zur Veranschaulichung eine Energie-
schwelle von 70 % verwendet. In Abbildung 11.3 ist zu sehen, dass für das Tonset von
D-Dur die relative Tonsetenergie fast immer über der Schwelle liegt. Damit ist das Ton-
set von D-Dur sehr wahrscheinlich das richtige Tonset. Für die Tonsets von B-Dur und
Fis-Dur beﬁnden sich die relativen Tonsetenergien meist unterhalb der Energieschwelle.
11.1.1.2 Winkelwichtung
Jeder Dreiklang ist in drei verschiedenen diatonischen Tonräumen vertreten, einmal als
Tonika, einmal als Dominante und einmal als Subdominante: z.B. ist der Akkord C-Dur
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in der Tonart C-Dur die Tonika, in F-Dur die Dominante und in G-Dur die Subdominante.
Dies ist in Abbildung 11.4 zu sehen. Die Punktwolken entsprechen einem gespielten
C-Dur-Akkord.
TR(F) TR(C) TR(G)










Abbildung 11.4 – C-Dur als Dominante, Tonika und Subdominante
Der Summenvektorwinkel der Tonika ist im TR am kleinsten, weil hier der tonische Be-
reich oben im Kreis liegt. Es wird nach demjenigen diatonischen Set gesucht, in dem der
am häuﬁgsten gespielte Akkord der Tonika zugeordnet wird. Daher kann der Winkel als
Bewertungsmaß für die Ermittlung des richtigen Tonsets miteinbezogen werden. Dazu
wird in Abhängigkeit des Summenvektorwinkels im TR eine Wahrscheinlichkeitsfunk-
tion, die sogenannte Winkelwichtung, deﬁniert, die mit größer werdendem Betrag des
Summenvektorwinkels eine kleinere Wahrscheinlichkeit für den betrachteten TR und da-
mit für das diatonische Set ausgibt. Diese Funktion wird in Abbildung 11.5 beispielhaft





0 45 ° 90 ° 135 ° 180 °
Betrag des Winkels im TR
Winkelwichtung
Winkelgewicht = 0,6
Abbildung 11.5 – Winkelwichtung; Winkelgewicht = 0,6
DasWinkelgewicht legt fest, welcheWahrscheinlichkeit für den größtenWinkelbetrag 180◦
und damit für das von der Tonika am weitesten entfernt liegenden Ereignis ausgegeben
wird. Der Wert des optimalen Winkelgewichts wird in Abschnitt 11.1.2 evaluiert. Die
Winkelwichtung für das betrachtete Musikstück „Any time at all“ wird für fünf ausge-
wählte diatonische Sets in Abbildung 11.6 gezeigt. Anhand des Verlaufs für das Tonset
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von D-Dur ist zu sehen, dass hier die Winkelwichtung häuﬁger als die Winkelwichtung








Abbildung 11.6 – Winkelwichtung; Winkelgewicht = 0,6; „Any time at all“, Beatles
11.1.1.3 Summenvektorbetrag in TR
Der Summenvektorbetrag in einem TR gibt an, wie stark das harmonische Ereignis in
diesem ausgeprägt ist. Da die Dreiklänge Grundlage aller Harmoniebildung sind, liegt
es nahe, in den TR nach langen Summenvektoren zu suchen. In dieser Tonraumart sind
im Vergleich zu den FR und DR die Summenvektoren für Dreiklänge am längsten (vgl.
Kapitel 10). Abbildung 11.7 stellt den auf den Maximalwert normierten Betragsverlauf
im TR für fünf ausgewählte diatonische Sets und das betrachtete Musikbeispiel dar. In
Abschnitt 11.1.2 wird untersucht, ob die Summenvektorbeträge für die Bestimmung des
Tonsetproﬁls geeignet sind.
11.1.1.4 Ermittlung des Tongeschlechts
Nach Ermittlung des richtigen Tonsets wird im dazugehörigen FR bestimmt, ob das
Stück in Dur oder Moll gespielt wird (Bezeichner ,E‘ in Abbildung 11.1). Dazu werden
die Summenvektorpunkte auf der linken und rechten Seite des FR ausgezählt. Dies ist
gleichbedeutend mit der Beantwortung der Frage, ob im Stück häuﬁger Dur- oder Moll-








Abbildung 11.7 – Betragsverlauf in TR; „Any time at all“, Beatles
Harmonien erklingen. Für das betrachtete Musikstück „Any time at all“ von den Beatles
ergibt sich (vgl. Abbildung 11.8), dassmehr Summenvektoren imDur- als imMoll-Bereich
liegen. Damit ist die Tonart des zu analysierenden Musikstückes D-Dur.
11.1.2 Evaluierung
Der vorgestellte Algorithmus wird in diesem Abschnitt evaluiert, d.h. es wird ermittelt,
welche Einzelwahrscheinlichkeiten (vgl. Abbildung 11.1) für die Tonsetbestimmung und
damit auch für die Dur/Moll-Tonarterkennung geeignet sind. Dazu werden die Tonseten-
ergie (A), die Winkelwichtung (B) und die Beträge in TR (C) unterschiedlich kombiniert und
gleichzeitig diejenigen Werte für die Energieschwelle und das Winkelgewicht bestimmt, die
bei gegebenem Trainigsdatensatz zu einer maximalen Tonarterkennungsrate führen. Die
Tonarterkennungsrate wird mit dem sogenannten MIREX-Score ermittelt, der nachfol-
gend erläutert wird.
11.1.2.1 MIREX-Score
Der MIREX-Score wurde 2005 zur Auswertung und zum Vergleich von Tonarterken-
nungsalgorithmen eingeführt. Neben der Erkennung der korrekten Tonart werden für
„Nachbartonarten“ Teiltreﬀer vergeben (vgl. [72]). Zu den Nachbartonarten zählen ers-






Abbildung 11.8 – Dur/Moll-Bestimmung; „Any time at all“, Beatles
tens die Tonarten, die eine Quinte höher und tiefer liegen, zweitens die parallelen
Dur/Moll-Tonarten und drittens die relative Tonart, d.h. wenn z.B. anstelle von C-Dur die
Tonart c-Moll erkannt wird. Tabelle 11.1 zeigt den Bewertungsmaßstab für die Dur/Moll-
Erkennung des MIREX-Scores. Die Tonarterkennungsrate wird berechnet, indem die
Summe der Treﬀerpunkte durch die Gesamtanzahl aller Teststücke dividiert wird.
Tonart Trefferpunkte 
Korrekte Tonart 1,0 
Quintverwandte Tonart 0,5 
Parallele Tonart 0,3 
Relative Tonart 0,2 
Tabelle 11.1 – MIREX-Score
11.1.2.2 Parameter-Evaluierung
Die Wirkung und Optimierung des Parameters Energieschwelle zeigt Abbildung 11.9.
Der Parameter Winkelgewicht bleibt dabei konstant. Als Teststücke werden die Stücke
der Kategorie Beatles verwendet. Es zeigt sich, dass im Bereich 0,7 bis 0,9 die Tonarter-
kennungsrate am größten ist und ca. 3 % höher liegt als ohne Energieschwelle (Energie-
schwelle = 0). Abbildung 11.10 zeigt die Optimierung und den Einﬂuss des Parameters
Winkelgewicht. Der Parameter Energieschwelle bleibt dabei konstant. Es werden diesel-
ben Teststücke wie bei der Evaluierung der Energieschwelle verwendet.
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Abbildung 11.9 – Parameteroptimierung Energieschwelle
Das Maximum der Tonarterkennungsrate wird für ein Winkelgewicht im Bereich 0,6 bis
0,8 erzielt und ist knapp 10 % größer als ohne Winkelwichtung (Winkelgewicht = 0).
Abbildung 11.10 – Parameteroptimierung Winkelgewicht
11.1.2.3 Ergebnis der Evaluierung
Zur Berechnung der Tonsetwahrscheinlichkeit und Tonarterkennungsrate werden die
Kombinationen A · B · C, A · B und A · C genutzt und verglichen. Tabelle 11.2 listet die
Ergebnisse der Evaluierung auf. Die Kombination aus der Tonsetenergie A und Winkel-
wichtung B ergibt die besten Ergebnisse mit einer Erkennungsrate von im Durchschnitt
82,9 %. Das höchste Einzelergebnis mit 87,1 % wird für die Kategorie Klassik erzielt.
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 CBA   BA   CA   
Energieschwelle 0,92 0,91 0,95 
Winkelgewicht 0,62 0,74 nicht verwendet 
Beatles 86,1 % 85,9 % 74,1 % 
RockPop 77,6 % 75,6 % 65,4 % 
Klassik 83,9 % 87,1 % 79,9 % 
Durchschnitt 82,5 % 82,9 % 73,1 % 
Tabelle 11.2 – Ergebnisse der Dur/Moll-Evaluierung nach den ersten 30 Sekunden; Parame-
terevaluierung und Tonarterkennungsraten
Die verwendeten Tonarten der Musikstücke in der Kategorie Klassik sind ausschließlich
die Tonarten Ionisch und Aeolisch. Die Winkelwichtung bevorzugt aufgrund ihres Auf-
baus diese beiden Tonarten und benachteiligt die anderen vier Kirchentonarten Dorisch,
Phrygisch, Lydisch und Mixolydisch. Bei der Bestimmung des richtigen Tonsets wird
dadurch sehr oft dasjenige Tonset ausgewählt, bei dem der Grundakkord des Musik-
stücks, die Tonika, zur Tonart Ionisch oder Aeolisch zugeordnet wird. Wenn aber z.B. die
richtige Tonart eines Musikstückes Dorisch wäre, so würden im ausgewählten Tonset,
der den Grundakkord zu Aeolisch zuordnet, einige Tonigkeiten fehlen. Dadurch wird
die Dur/Moll-Bestimmung in FR verfälscht. Dies erklärt auch, dass die Ergebnisse für
RockPop am niedrigsten sind, da hier prozentual die meisten Tonarten vorkommen, die
nicht Ionisch oder Aeolisch sind. Die Ergebnisse für die Kombination aus Tonsetenergie
A und Winkelwichtung B werden für den Vergleich mit anderen Verfahren im nächsten
Abschnitt verwendet.
11.1.3 Vergleich mit anderen Verfahren
Zur Bewertung der Leistungsfähigkeit des neu vorgestellten Algorithmus’ zur Tonarter-
kennung wurden weitere Algorithmen, die dem Stand der Technik entsprechen, imple-
mentiert. Folgende Algorithmen werden verglichen:
• Izmirli: Algorithmus von Özgür I˙zmirli [72]. Dieser Algorithmus erzielte bei der
MIREX2005 die besten Ergbenisse. Die selbst generierten Tonartproﬁle hat Özgür
I˙zmirli für die Untersuchung zur Verfügung gestellt.
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• Lerch_Original: Algorithmus von Alexander Lerch [100], der von den Algorithmen
aus dem Stand der Technik die besten Ergebnisse erzielt.
• Zhu: Algorithmus von Yongweih Zhu und Kollegen [168]. Der verwendete An-
satz zur Tonarterkennung ist ähnlich wie der hier neu vorgestellte Algorithmus
zweistuﬁg.
• Lerch_neu:AlexanderLerchverwendet in seinemeigenenAnsatzKK-Tonartproﬁle.
Die Implementierung hat ergeben, dass TY-Tonartproﬁle für die verwendeten Mu-
sikstückewesentlich bessere Ergebnisse erzielen. Lerch_neu ist damit eineAbwand-
lung des originalen Algorithmus’.
• SYM_Modell: Dieser Algorithmus ist der hier neu vorgestellte Algorithmus zur
Tonarterkennung, der auf dem Symmetriemodell basiert.
• DurMoll: Bei diesem Algorithmus wird der Mittelwert aus allen Chromavektoren
gebildet, der dann mit den 24 möglichen Dur/Moll-Dreiklängen korreliert wird.
Der Akkord, für den die höchste Korrelation erzielt wird, gibt die erkannte Tonart
vor. Emilia Gomez [51] hat bereits darauf hingewiesen, dass einfache Dur/Moll-
Dreiklänge als Tonartproﬁle für bestimmte Musikrichtungen besser geeignet sein
können als KK- und TY-Tonartproﬁle.
Die Einzelergebnisse für die Kategorien Beatles, RockPop und Klassik sowie das Gesamter-
gebnis sind in Tabelle 11.3 aufgelistet mit dem MIREX-Score als Bewertungsmaßstab. Der
neue Algorithmus SYM_Modell erzielt für alle Kategorien das beste Ergebnis. Für Beatles
beträgt die Erkennungsrate 85,9 %, für RockPop 75,6 % und für Klassik 87,1 %; somit ist
der Durchschnitt 82,9 % an richtig erkannten Tonarten.
Der Algorithmus von I˙zmirli schneidet hier mit im Durchschnitt 53,8 % am schlechtesten
ab. Eine Begründung hierfür liegt darin, dass die von I˙zmirli selbst generierten Tonart-
proﬁle aus Klaviertönen erstellt sind undKlaviertöne, z.B. bei den Beatles, nur inwenigen
Stücken explizit zu hören sind. Zu der Qualität der Proﬁle merkt Özgür I˙zmirli an, dass
für jeden Musikstil und jede Instrumentierung neue Tonartproﬁle zu erstellen seien. Dies
ist jedoch nicht praktikabel, da bei der Erkennung von Musik davon ausgegangen wer-
den muss, dass keinerlei Vorwissen über das Stück besteht. Aber genau dies wird beim
Ansatz von I˙zmirli benötigt. Der Algorithmus von Lerch (Lerch_Original) hat mit 64,2 %
die höchste Erkennungsrate des derzeitigen Standes der Technik. Der Algorithmus von
Zhu und Kollegen (Zhu) erreicht im Durchschnitt 60,7 %.
Der hier neu vorgestellte Algorithmus (SYM_Modell) ist damit im Mittel knapp 30 % bes-
ser als der beste Algorithmus (Izmirli) der MIREX2005. Bei der MIREX2005 wurden nur
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Izmirli 42,3 % 49,4 % 69,5 % 53,8 % 
Lerch_Original 60,7 % 68,9 % 63,1 % 64,2 % 




Lerch_neu 82,5 % 73,3 % 77,7 % 77,8 % 
SYM_Modell 85,9 % 75,6 % 87,1 % 82,9 % 
DurMoll 81,8 % 71,6 % 79,4 % 77,6 % 
Neu 
Tabelle 11.3 – Ergebnisse Tonarterkennung nach MIREX-Score; Mittelwerte
resynthetisierte Musikstücke verwendet. Dies kann erklären, dass die angegebene Erken-
nungsrate von I˙zmirli bei der MIREX2005 bei 89,5 % lag, da bei resynthetisierter Musik
die Tonarterkennung einer symbolischen Methode (auf reinen Noten basierend) näher
kommt als die Erkennung von echtem Audio, welches in dieser Arbeit verwendet wird.
Beim Algorithmus Lerch_neu verbessert sich die Erkennungsrate um 13,6 % auf 77,8 %.
Das war nicht zu erwarten, da die KK- und TY-Tonartproﬁle sich zwar unterscheiden,
in der Grundstruktur aber dennoch sehr ähnlich sind. Dies zeigt, dass die Verwendung
dieser Proﬁle zu nicht vorhersagbaren Ergebnissen führen kann. Die Untersuchungen er-
gaben, dass selbst bei ähnlichen Musikstücken und Verwendung der gleichen Methode,
die auf diesen Proﬁlen aufbaut, die Ergebnisse starken Schwankungen unterworfen sind.
Es ist anzumerken, dass sowohl die KK-Tonartproﬁle als auch die TY-Tonartproﬁle Mu-
sikstücke voraussetzen, deren Tonart entweder Ionisch-Dur oder Aeolisch-Moll ist, was
bisher so noch nicht diskutiert worden ist. Dieser Ansatz ist für klassische Stücke durch-
aus verwendbar, da hier fast nur Ionisch-Dur und Aeolisch-Moll vertreten sind. Dies
fällt vor allem beim Algorithmus von I˙zmirli auf. Hier ist die Erkennungsrate für Klassik
mit Abstand am höchsten. Für Musikstücke anderer Musikepochen, auch der heutigen,
sind diese Ansätze eher ungeeignet, da viel häuﬁger von den Kirchentonarten Gebrauch
gemacht wird: So werden Lydisch-Dur und Mixolydisch-Dur sowie Dorisch-Moll und
Phrygisch-Moll in der aktuellen Musik aber auch schon von den Beatles verwendet. Hier-
bei müssen die KK- und TY-Tonartproﬁle scheitern, da das darin verwendete Tonset nicht
zu dem des Stückes passt. Diesen Überlegungen folgend wären sechs Tonartproﬁle zu
erstellen. Allerdings wären sich diese Proﬁle so ähnlich, dass die Erkennung der kor-
rekten Tonart eher zufällig geschehe. Die schlichte Schlussfolgerung ist, dass einfache
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Dur/Moll-Tonartproﬁle, die nur die drei Tonigkeiten der Tonika beinhalten, für moder-
ne Musik besser geeignet sein können. Damit ist Emilia Gomez Annahme bestätigt. Mit
diesen einfachen Proﬁlen wird im Prinzip nur nach dem häuﬁgsten Akkord gesucht, was
wesentlich sinnvoller ist, als nach demhäuﬁgstenAkkord zu suchen und vorauszusetzen,
dass dieser entweder nur die Tonika von Ionisch-Dur oder von Aeolisch-Moll sein kein.
Genau dies machen aber die KK- und TY-Tonartproﬁle. Die Ergebnisse des Algorithmus’
DurMoll, der nur Dur/Moll-Tonartproﬁle verwendet, belegt dies mit einer durchschnitt-
lichen Tonarterkennungsrate von 77,6 %. Jedoch ist dieses Ergebnis immer noch mehr als
5 % unter dem Ergebnis des hier neu vorgestellten Algorithmus’.
Zur statistischen Auswertung der Ergebnisse wird der Friedman-Rangsummen-Test ver-
wendet. Dieser bestimmt, ob sich die berechneten Mittelwerte signiﬁkant unterscheiden.
Es wird die übliche Fehlerschranke von 5 % verwendet. Abbildungen 11.11-11.14 zeigen
die mittleren Rangsummen (Kreise) und das dazugehörige 95 %-Konﬁdenzintervall (Li-
nien) gemeinsam für alle Teststücke und jeweils einzeln für die drei Kategorien Beatles,
RockPop und Klassik. Der hier neu vorgestellte Algorithmus ist mit einer Sicherheit von
über 95 % für alle Musikstücke (vgl. Abbildung 11.11) besser als der Stand der Technik
(Izmirli, Lerch_Original, Zhu). Dies gilt auch für den Algorithmus Lerch_neu. Die Kon-
ﬁdenzintervalle des neuen Algorithmus’ SYM_Modell und des Algorithmus’ DurMoll









Abbildung 11.11 – Ergebnisse Tonarterkennung; Alle Stücke; Friedman-Test; α = 5 %
















Abbildung 11.13 – Ergebnisse Tonarterkennung; RockPop; Friedman-Test; α = 5 %








Abbildung 11.14 – Ergebnisse Tonarterkennung; Klassik; Friedman-Test; α = 5 %
11.2 Erkennung von Kirchentonarten
Dieser Abschnitt stellt einen neuen Algorithmus zur Tonarterkennung vor. Das Ziel die-
ses Algorithmus’ ist es, die Tonart eines Musikstückes zu analysieren und einer der sechs
Kirchentonarten Ionisch, Dorisch, Phrygisch, Lydisch, Mixolydisch oder Aeolisch zuzu-
ordnen. Dieser Ansatz geht über den Stand der Technik hinaus, da in der Musikanalyse
bisher nur zwischenDur undMoll unterschiedenwird. Da die Tonart den grundlegenden
Charakter eines Stückeswiedergibt, ist eineUnterscheidung indieKirchentonarten besser
geeignet,Musikstücke zu analysieren und zu vergleichen. EinMollstück inAeolisch-Moll
hat einen anderen Charakter als ein Stück in Dorisch-Moll. Als Beispiele für Dorisch-Moll
seien hier die Stücke „Drive“ von der Popgruppe „REM“ und „Why does my heart feel
so bad“ vom Musikkünstler „Moby“ genannt. Diese unterscheiden sich in ihrem Cha-
rakter von „normalen“ Aeolisch-Moll Stücken – wie z.B. das Lied „Horizont“ von Udo
Lindenberg oder das Musikstück „Anna“ von der Musikgruppe „Freundeskreis“.
Der neu entwickelte Algorithmus zu diesem Ansatz wird zunächst erklärt und disku-
tiert. Anschließend erfolgen eine Evaluierung und die Präsentation der Ergebnisse. Der
MIREX-Score ist zur Evaluierung ungeeignet, da im ersten Schritt des neuen Ansatzes
das richtige Tonset (vgl. Abbildung 11.15) zu erkennen ist. Da es dafür beim MIREX-Score
keinen Bewertungsmaßstab gibt, wird in Abschnitt 11.2.2 eine neue Bewertung für die
Erkennung von Kirchentonarten eingeführt.
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11.2.1 Algorithmus
Der Erkennungsalgorithmus für die Kirchentonarten ist in die zwei Schritte Tonset-
Erkennung und Tonika-Bestimmung unterteilt. Dies ergibt sich aus der Musiktheorie, da
auf jedes diatonische Tonset eine der sechs Kirchentonarten gespielt werden kann. Der
Algorithmus sucht im richtigen Tonset nach dem am häuﬁgsten gespielten Akkord. Ab-























Abbildung 11.15 – Blockschaltbild Erkennung Kirchentonarten
Zur Berechnung des Tonsetproﬁls und damit zur Bestimmung des richtigen Tonsets wird
nur die Tonsetenergie verwendet, da, wie aus Abschnitt 11.1 hervorgeht, die beiden
Kirchentonarten Ionisch und Aeolisch durch die Winkelwichtung bevorteilt werden. In
dem hier gezeigten Ansatz sind aber alle Kirchentonarten gleichberechtigt. Bei der reinen
Dur/Moll-Erkennung hat sich gezeigt, dass die Verwendung der Summenvektorbeträ-
ge in den TR für die Ermittlung des Tonsetproﬁls ungeeignet ist. Die Summenvektor-
beträge ﬁnden daher für die Ermittlung des richtigen Tonsets keine weitere Verwen-
dung. Der Parameter Energieschwelle für die Tonsetbestimmung bei Kirchentonarten
wird in Abschnitt 11.2.2 evaluiert. Er hat die gleiche Funktion wie bei der Dur/Moll-
Tonarterkennung. In den Kreisen TR und FR des ermittelten Tonsets wird die Kirchen-
tonartenzuordnung durchgeführt (Bezeichner ,A‘ in Abbildung 11.15). Abbildung 11.16
zeigt die Zuordnung beispielhaft an denKreisen des Tonsets vonC-Dur,wobei dieGrund-
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akkorde der Kirchentonarten in allen TR und FR jeweils die gleiche Lage haben, d.h.
Aeolisch und Ionisch beﬁnden sich im TR stets oben und Mixolydisch und Dorisch im
FR. Die Grundakkorde der Kirchentonarten sind im FR nebeneinander angeordnet und
überschneiden sich im TR. Die Überschneidung zeigt Abbildung 11.16 und resultiert
aus der Terzschichtung im TR. Eine Terz kann in der Regel zwei Akkorden zugeordnet
werden. Da der verminderte Akkord hier nicht zu den Grundakkorden gehört, ist in den





























































Abbildung 11.16 – Kirchentonarten im TR und FR; Beispiel TR(C), FR(C)
Die Kirchentonartzuordnung geschieht mittels Auszählung der Summenvektoren in den
Feldern des TR oder FR, wobei für jeden gültigen Chromavektor (relative Tonsetenergie
oberhalb der Energieschwelle) entweder nur der TR oder nur der FR verwendet wird.
Entscheidend ist der Summenvektorbetrag. Im Beispiel in Abbildung 11.16 ist der Sum-
menvektorbetrag im TR größer. Durch die Überschneidung der Tonarten im TR werden
die Zählwerte der beiden im Treﬀerfeld enthaltenen Tonarten, hier im Beispiel Lydisch
und Dorisch, jeweils um 0,5 erhöht. Im FR liegen die sechs Kirchentonarten nebenein-
ander, und pro Summenvektor in einem dieser Felder wird der entsprechende Zählwert
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der Kirchentonart um den Wert 1,0 erhöht. Die Kirchentonart mit dem größten Zählwert
wird als Ergebnis ausgewählt. Im nächsten Abschnitt 11.2.2 wird untersucht, ob die Kom-
bination aus TR und FR für die Grundakkordbestimmung gut geeignet ist oder ob der
TR bzw. der FR jeweils allein bessere Ergebnisse erzielen.
11.2.2 Evaluierung und Ergebnisse
Der neue Algorithmus zur Erkennung von Kirchentonarten wird in diesem Abschnitt
evaluiert, und die Ergebnisse werden diskutiert. Dazu werden diejenige Energieschwelle
und Kombination von TR und FR ermittelt, bei denen die Tonarterkennungsrate maximal
ist. Die Tonarterkennungsrate wird mit einem neuen Bewertungsmaßstab berechnet, der
nachfolgend erläutert wird.
11.2.2.1 Bewertungsmaßstab für die Erkennung von Kirchentonarten
Der MIREX-Score ist für die Bewertung von Algorithmen zur Erkennung von Kirchen-
tonarten ungeeignet. Das folgende Beispiel soll dies erklären: Die Tonarten C-Ionisch und
C-Mixolydisch sind beides C-Dur Tonarten und würden vom MIREX-Score als gleich
angesehen werden, d.h. wenn z.B. die richtige Tonart eines Musikstückes C-Ionisch wä-
re, der Erkennungsalgorithmus jedoch C-Mixolydisch ausgeben würde, so würde der
MIREX-Score das Ergebnis mit 100 % Treﬀerquote bewerten. Dies ist für die Bewertung
der Erkennung von Kirchentonarten allerdings unbrauchbar. Der neue Bewertungsmaß-
stab bewertet getrennt voneinander, ob das richtige Tonset und ob die richtige Tonika
erkannt worden ist.
Tonset Trefferpunkte Tonika Trefferpunkte 











Tabelle 11.4 – Bewertungsmaßstab für die Erkennung von Kirchentonarten
Tabelle 11.4 listet dazu die Treﬀerpunkte auf. Für jedes Stück ergeben sich die Treﬀer-
punkte als Produkt der beiden Werte für Tonset und Tonika. Die Treﬀerpunkte sind an den
MIREX-Score angelehnt. Für die Tonika – soweit genannt – entsprechen sie denen des
MIREX-Scores. Bei der Terzverwandtschaft werden auch die Gegenklängemiteinbezogen
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und nicht nur die parallele Tonart wie beim MIREX-Score. Die relativen Tonarten erhal-
ten 0 Treﬀerpunkte, da sie aus der Sicht der Tonsetverwandtschaft keinen Bezug zu der
korrekten Tonart haben. Wenn z.B. anstelle von C-Ionisch die Tonart c-Phrygisch erkannt
würde, so wären die Tonsets dieser beiden Tonarten vier Quinten voneinander entfernt
(bei einem Maximum von sechs Quinten) und das Tongeschlecht hätte sich von Dur nach
Moll geändert. Die Tonarterkennungsrate ergibt sich schließlich, indem die Summe der
Treﬀerpunkte durch die Anzahl der analysierten Musikstücke dividiert wird.
11.2.2.2 Ergebnisse der Evaluierung
In Tabelle 11.5 werden die Ergebnisse der Evaluierung aufgelistet. Die größte Tonarter-
kennungsrate von insgesamt 68,6 % wird bei der Verwendung von allen FR + TR und
einer Energieschwelle von 0,89 erzielt. Dabei ist das Ergebnis für die klassischen Stücke
mit 74,3 % am größten. Der Grund dafür ist, dass die klassischen Stücke die Tonart sehr
klar enthalten und innerhalb der ersten 30 Sekunden so gut wie keine Tonartwechsel vor-
genommen werden. Bei der Kategorie RockPop gibt es Stücke, z.B. einige vom Künstler
Moby, die nur zwei Akkorde enthalten und daher sehr schwierig einer einzigen Tonart
zugeordnetwerden können. Daher ist hier die Tonarterkennungsrate um11,4%niedriger.
 nur FR nur TR FR + TR 
Energieschwelle 0,92 0,89 0,89 
Beatles 57,2 % 64,3 % 68,6 % 
RockPop 51,2 % 61,9 % 62,9 % 
Klassik 60,8 % 68,2 % 74,3 % 
Durchschnitt 56,1 % 64,8 % 68,6 % 
Tabelle 11.5 – Ergebnisse der Kirchentonarten-Evaluierung; nach den ersten 30 Sekunden;
Parameterevaluierung und Tonarterkennungsraten
Tabelle 11.6 stellt die Ergebnisse getrennt für Tonset und Grundakkord dar. Dabei können
zwei Werte einer Zeile nicht einfach multipliziert werden, um auf das jeweilige Ergebnis
der Tonarterkennung zu kommen, da es sich um die Mittelwerte der Einzelergebnisse
handelt. Es werden jeweils für beide Teilbereiche ca. 80 % richtig erkannt. Es zeigt sich
hier, dass vor allem die Tonika bei RockPop mit 76,1 % am schlechtesten erkannt wird. Bei
Klassik sind beide Erkennungsraten mit 87,1 % für das korrekte Tonset und mit 84,0 % für
die richtige Tonika am größten.
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 Tonset Tonika 
Beatles 81,5 % 79,6 % 
RockPop 78,9 % 76,1 % 
Klassik 87,1 % 84,0 % 
Durchschnitt 82,5 % 79,9 % 
Tabelle 11.6 – Ergebnisse der Kirchentonarten-Evaluierung; nach den ersten 30 Sekunden;
Erkennungsraten getrennt für Tonset und Tonika; Energieschwelle 0,89
11.3 Zusammenfassung
In diesem Kapitel wurden zwei neue und auf dem Symmetriemodell aufbauende Al-
gorithmen vorgestellt, evaluiert und mit dem Stand der Technik verglichen, wobei der
zweite Algorithmus auf einem vollkommen neuen Ansatz zur Tonarterkennung, der
ebenfalls hier dargestellt wurde, aufbaut. Der erste Algorithmus zur reinen Erkennung
von Dur- und Molltonarten erzielt mit 82,9 % im Durchschnitt das höchste Ergebnis für
insgesamt 442 Musikstücke aus drei verschiedenen Musikkategorien und ist somit etwa
20 % besser als der bisherige Stand der Technik. Zum Vergleich wurden andere Algo-
rithmen implementiert und diskutiert. Der zweite Algorithmus ordnet die Tonart eines
Musikstückes einer der sechs Kirchentonarten zu. Damit wurde die Grundlage geschaf-
fen, leistungsfähigere Musikbewertungs- und Musiksuchalgorithmen zu entwickeln, da
sichdieKirchentonarten besser eignen, denCharakter einesMusikstückes zubeschreiben.
Zur Evaluierung der Kirchentonarterkennung wurde zudem ein neues Bewertungsmaß
eingeführt. Die Erkennungsrate für die Kirchentonarten beträgt 68,6 % bei den gleichen




Dieses Kapitel beschreibt die Untersuchungen und Ergebnisse zur Akkorderkennung. Im
ersten Abschnitt wird erläutert, welche Akkorderkennungsalgorithmen in Kombination
mit welchen Merkmalsvektoren evaluiert und verglichen werden. Anschließend werden
die Analysealgorithmen evaluiert. Es folgen darauf ein Vergleich der Verfahren und ab-
schließend eine Zusammenfassung der Ergebnisse. Zur Evaluierung der Algorithmen
und Merkmalsvektoren werden 100 Beatles-Lieder verwendet. Die Ground Truth mit der
symbolischen Beschreibung der ersten zwölf Studioalben der Beatles, in denen die 100
verwendeten Lieder enthalten sind, wurde von Christopher Harte erstellt und ist frei
verfügbar in einer Datenbank mit dem Namen „C4DM Chord Toolkit“ (vgl. [57],[1]).
12.1 Gegenstand der Untersuchungen
In diesem Abschnitt werden zu Beginn die eingesetzten Merkmalsvektoren und Analyse-
algorithmen vorgestellt. Es folgt eine Beschreibung der Ground Truth und der verwende-
tenKlassen sowie der Trainings- undAnalysemodalitäten, bevor die Ergebnisberechnung
erläutert wird.
12.1.1 Merkmalsvektoren und Analysealgorithmen
Um zu ermitteln, welcher Merkmalsvektor bei welchem Analysealgorithmus die besten
Analyseergebnisse erzielt, werden insgesamt drei Merkmalsvektortypen mit drei Analy-
sealgorithmen kombiniert.
Als Merkmalsvektoren werden verwendet:
• CHROMA: Chromavektor. Der Chromavektor entspricht dem Stand der Technik
und dient als Vergleichsgrundlage für die anderen beiden Merkmalsvektoren.
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• HSG6D: 6D-Vektor von Harte, Sandler und Gasser (aus [59]). Der Merkmalsvek-
tor HSG6D wurde 2006 im Zusammenhang mit der „Harmonic Change Detection
Function“ (vgl. [58]) veröﬀentlicht und bereits für Tonarterkennung und Akkorder-
kennung in Verbindung mit HMM von Kyogu Lee und Malcolm Slaney eingesetzt
(vgl. [94],[95]), ohne ihn in Beziehung zu dem Chromavektor zu setzen.
• VSYM:Merkmalsvektor/Ausgabevektordes indieserArbeit neu eingeführten Sym-
metriemodells. Die verwendeten Kreise und damit Dimensionen werden für die
unterschiedlichen Analysealgorithmen einzeln bestimmt. Der vollständige Merk-
malsvektor des Symmetriemodells hat 74 Dimensionen (12 FR, 12 TR, 12 DR, 1 F;
Jeder Kreis enthält zwei Dimensionen).
Als Analysealgorithmen werden verwendet:
• KNN: k Nearest Neighbours.
• HMM: Hidden Markov Models mit Gaußverteilungen als Wahrscheinlichkeits-
schätzer. Dieses Maschinenlernverfahren entspricht dem Stand der Technik für die
Akkorderkennung und wird in allen neueren Ansätzen verwendet (vgl. Kapitel 9).
• HMM/KNN: In dieser Arbeit neu vorgestelltes Verfahren, das anstelle von Gauß-
verteilungen KNN zur Speicherung der funktionellen Relation verwendet (vgl.
Kapitel 8).















Abbildung 12.1 – Übersicht Tonraummodelle und Analysealgorithmen
12.1.2 Ground Truth und verwendete Klassen
Die Ground Truth von Christopher Harte beschreibt jedes Beatles-Lied einzeln. Sie ist
in drei Spalten aufgeteilt, wobei die ersten beiden den Start- und Endzeitpunkt eines
Akkords markieren und die dritte den Akkord selbst enthält (vgl. Abbildung 12.2, links).






































Abbildung 12.2 – Anpassung der Ground Truth an die Testumgebung; „A hard day’s night“
von den Beatles
Die Zeitbasis ist auf eine Millisekunde genau, und als Akkorde werden neben den 24
Dur/Moll-Dreiklängen auch ihre sämtlichen Umkehrungen und zusätzlich alle mögli-
chen Vier- und Fünfklänge verwendet. Eine weitere Klasse ist „N“, die das Ereignis „kein
Akkord“ ausdrückt. Dazu gehören Stille, Rauschen und nicht akkordische Tonkombi-
nationen wie z.B. Einzeltöne ohne Kontext und Toncluster. Die Testumgebung wird in
dieser Arbeit auf 25 Klassen festgelegt (24 Dur/Moll-Dreiklänge plus die Klasse „N“).
Es gibt Ansätze mit einer wesentlich größeren Anzahl unterschiedlicher Klassen; wo-
bei sich gezeigt hat, dass die Mehrdeutigkeit von Drei-, Vier- und Fünfklängen oft zu
Klassiﬁzierungsproblemen führt. Als einfaches Beispiel ist ein C-Dur-sixte-ajoutée zu
nennen, bei dem die Quinte weggelassen wird. Sobald die Tonigkeiten in Terzschich-
tung betrachtet werden und der Grundton nicht zusätzlich ausgewertet wird, ist dieser
Akkord ein a-Moll-Dreiklang. Zusätzlich wird die Ground Truth mit zunehmender Klas-
senanzahl und detaillierterer Beschreibung der Akkorde (z.B. C-Dur-Sept-Non-Akkord)
immer ungenauer und schwieriger zu erfassen, da die Zeitdauern der einzelnen Klassen
immer kürzer werden und die Erstellung der Ground Truth schließlich in anstrengender
Kleinarbeit durch den Menschen durchgeführt werden muss. Neben der Anpassung der
originalen Klassen an die 25 festgelegten Klassen sind auch die Start- und Endzeitpunkte
der originalen Ground Truth so abzuändern, dass sie ein Vielfaches von 128 ms entspre-
chen, da dies die Zeitrasterung (Schubweite) des Frontends ist. Abbildung 12.2 zeigt dies
an einem Ausschnitt der Ground Truth vom Lied „A hard day’s night“ der Beatles. Das
Lied beginnt mit 1,015 s Stille, was mit „N“ ausgedrückt wird. Die Endzeit wird auf das
nächstliegende Vielfache von 128 ms abgeändert. Dies ist der Zeitpunkt 1024 ms. In der
nächsten Zeile wird in der originalen Ground Truth ein Gsus4-Akkord angegeben. Dieser
wird auf den Dreiklang G-Dur reduziert. Da die nächste Zeile ebenfalls G-Dur enthält,
werden diese beiden Ereignisse zu einem einzigen zusammengefasst (Abbildung 12.2,
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rechts, Zeile 2). Die Ground Truth aller verwendeten 100 Beatles-Lieder wird auf diese
Art und Weise angepasst, damit sie zum Trainieren der Analysealgorithmen und zur
Auswertung der Ergebnisse verwendet werden kann.
12.1.3 Training, Analyse und Berechnung der Ergebnisse
Die 100 verwendeten Beatles Lieder (B1...B100) stammen aus den ersten acht Studioalben
der Beatles, wobei aus dem achten Album nur die ersten drei Lieder verwendet werden,
um insgesamt auf 100 Teststücke zu kommen. Die Analyseergebnisse beziehen sich stets
auf ein ganzes Album. Die Einzelergebnisse dazu sind in Anhang F zu ﬁnden. Um
objektive Ergebnisse zu erhalten, unterscheiden sich die Trainingsstücke immer von den
Teststücken (Kreuzvalidierung), d.h., wenn z.B. das erste Beatles-Album „Please Please

























































Abbildung 12.3 – Berechnung der Treﬀerquote; „A hard day’s night“ von den Beatles
DieAnalyse einesMusikstückes liefert eine Liste anAkkorden (Klassen). Dies stellt Abbil-
dung 12.3 dar. Auf der linken Seite ist die angepasste Ground Truth aus Abbildung 12.2
zu sehen und rechts daneben die Akkordliste der Analyse. Ein Vergleich der beiden
Listen liefert das Analyseergebnis (Treﬀerquote), indem die Anzahl der Zeitfenster mit
korrekt erkannten Akkorden durch die Gesamtanzahl der Zeitfenster geteilt wird. Für
das dargestellte Beispiel beträgt die Treﬀerquote 10/11 = 90, 9 %.
12.2. AKKORDERKENNUNG MIT KNN 235
12.2 Akkorderkennung mit KNN
Dieser Abschnitt betrachtet das Maschinenlernverfahren KNN in Verbindung mit den
drei vorgestellten Merkmalsvektoren. Die zu evaluierenden Parameter bei KNN sind die
„Anzahl der Trainingspunkte pro Klasse“ (TP) während des Trainings, die „Anzahl der
zu suchenden Nachbarn“ (K) während der Analyse sowie die Wahl des Abstandsmaßes.1
Wie in Abschnitt 8.2.1 beschrieben wird generell das gewichtete Auszählen verwendet.
Zuerst werden der Merkmalsvektoren CHROMA und HSG6D evaluiert. Anschließend
wird der Merkmalsvektor VSYM des Symmetriemodells untersucht und die Ergebnisse
miteinander verglichen.
12.2.1 Evaluierung CHROMA
Zur Evaluierung des Merkmalsvektors CHROMA wird zu Beginn bestimmt, welches Ab-
standsmaß die besten Ergebnisse erzielt. DafürwerdenWerte für TP und K angenommen.
Es werden TP = 100 Trainingspunkte pro Klasse und K = 1500 nächste Nachbarn für die
Analyse vorgegeben. Zur sinnvollen Darstellung der Evaluierungsergebnisse wird in den
nachfolgenden Tabellen anstelle von K das Verhältnis K/TP angegeben. Für K = 1500 und
TP = 100 hat K/TP den Wert 15. Das Maximum für K/TP ist 25, da es insgesamt 25 Klas-
sen gibt. Tabelle 12.1 zeigt das Ergebnis derAbstandsevaluierung.DieManhatten-Distanz
erzielt mit 48,2 % für das erste Beatles-Album „Please Please Me“ das beste Ergebnis.
Kosinus Manhattan Euklidisch 
45,4 48,2 45,6 
Tabelle 12.1 – KNN+CHROMA; Evaluierung Abstandsmaß; Treﬀerquote in Prozent; TP =
100; K/TP = 15; Training=B15. . .B100; Test=B1. . .B14 (Beatles-Album „Please Please Me“)
Zur Ermittlung vonTP undK wird eineAnalysereihe durchgeführtmit unterschiedlichen
Werten für TP und K/TP. Tabelle 12.2 listet die Ergebnisse der Evaluierung auf. Das
beste Ergebnis (dunkelgrau hinterlegt) wird für TP = 500 und K/TP = 3 erzielt. Die
hellgrau hinterlegten Felder geben den Ergebnisbereich an, der innerhalb von 5% unter
dem Maximum liegt. Je größer dieser Bereich ist, desto stabiler und sicherer ist das
Ergebnis.
1 Vgl. Abschnitt 8.2.1.
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 TP - Anzahl Trainingspunkte pro Klasse 
K/TP 1 5 10 50 100 200 300 500 
1 39,6 44,3 45,2 47,5 48,8 50,4 51,4 52,2 
3 39,6 41,3 42,9 46,6 48,2 50,1 51,0 52,3 
10 39,6 43,1 44,2 46,6 47,7 49,4 50,6 52,1 
25 39,6 44,0 45,0 47,4 48,5 50,1 50,8 52,1 
Tabelle 12.2 – KNN+CHROMA; EvaluierungTP undK/TP; Manhatten-Distanz; Treﬀerquote
in Prozent; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please Me“)
12.2.2 Evaluierung HSG6D
Der Merkmalsvektor HSG6D von Harte, Sandler und Gasser wird auf die gleiche Weise
evaluiert wie derMerkmalsvektor CHROMA.Hierbei liefert auch dieManhatten-Distanz
die größte Treﬀerquote (siehe Tabelle 12.3).
Kosinus Manhattan Euklidisch 
40,2 40,5 40,3 
Tabelle 12.3 – KNN+HSG6D; Evaluierung Abstandsmaß; Treﬀerquote in Prozent; TP = 100;
K/TP = 15; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please Me“)
Nach der Bestimmung des optimalen Abstandsmaßes werden TP und K ermittelt. Für
TP = 500 und K/TP = 3 ist die Treﬀerquote am größten (siehe Tabelle 12.4).
 TP - Anzahl Trainingspunkte pro Klasse 
K/TP 1 5 10 50 100 200 300 500 
1 34,8 36,5 37,2 38,5 40,0 41,5 42,1 42,8 
3 34,9 36,7 37,2 39,5 40,9 42,5 43,2 44,1 
10 34,9 36,5 36,8 38,9 40,5 42,3 43,4 44,0 
25 34,8 36,5 36,8 38,8 40,4 42,1 43,0 43,8 
Tabelle 12.4 – KNN+HSG6D; Evaluierung TP und K/TP; Manhatten-Distanz; Treﬀerquote
in Prozent; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please Me“)
Die Ergebnisse für das erste Beatles-Album sind ca. 8 % niedriger als bei Verwendung
des Merkmalsvektors CHROMA. In Abschnitt 12.2.4 wird gezeigt, dass der Vergleich
mit einem Album (14 Teststücke) nicht ausreicht, um eine sichere Aussage über die
Leistungsfähigkeit der verschiedenen Analysealgorithmen treﬀen zu können.
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12.2.3 Evaluierung VSYM
Vor der eigentlichen Evaluierung wird der Merkmalsvektor VSYM in Bezug auf har-
monische Ähnlichkeit betrachtet. Kapitel 10 kommt zum Ergebnis, dass der Winkel der
Summenvektoren in den Symmetriemodell-Kreisen die harmonische Information trägt
und die Länge der Summenvektoren hierbei keine Funktion übernimmt. Das Diagramm
(a) in Abbildung 12.4 zeigt als Beispiel die gewöhnliche Ausgabe eines Kreises (z.B. TR)
im Symmetriemodell. Der blaue Vektor ist ein gespeicherter Trainingsvektor. Es ist nun
zu ermitteln, ob der grüne oder rote Analysevektor harmonisch näher am Trainings-
vektor ist. Der Abbildung ist zu entnehmen, dass der Abstand (d2) vom roten Vektor
geringer ist. Dies liegt daran, dass der blaue Trainingsvektor und der rote Testvektor
jeweils einen kleinen Betrag haben. Der Winkelabstand vom blauen Trainingsvektor zum
grünen Testvektor ist jedoch wesentlich geringer als zum roten Testvektor. Daher ist auch
der grüne Testvektor harmonisch näher am Trainingsvektor als der rote. Die Vektoren
werden auf die Länge 1 normiert, damit der geometrische Abstand dem harmonischen



















Abstand        zu Analysevektor 1
Abstand        zu Analysevektor 2
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Abbildung 12.4 – Symmetriemodell; (a) nicht normierte Vektoren; (b) normierte Vektoren
Der vollständige Ausgabevektor des Symmetriemodells (ohne die 12 CR) besteht aus 74
Dimensionen. In Tabelle 12.5 werden verschiedene Dimensionen des Symmetriemodells
ausgewählt und für die drei verwendeten Abstandsmaße verglichen. TR, FR und DR
stehen dabei jeweils für alle 12 dieser tonartbezogenen Kreise. Die TR-Kreise und FR-
Kreise ergeben einzeln die höchsten Treﬀerquoten. Dies ist ein Hinweis darauf, dass
für harmonische Analysen diese Kreise am besten geeignet sind. Das insgesamt beste
Analyseergebnis ergibt sich für die Kombination aus TR, FR und DR in Verbindung mit
der euklidischen Distanz.
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 Kosinus Manhattan Euklidisch 
TR 39,5 35,0 37,8 
FR 40,0 39,5 39,4 
DR 32,1 29,2 30,2 
F 15,3 13,0 10,5 
TR+FR 48,7 48,3 49,0 
TR+FR+DR 49,6 48,8 50,4 
TR+FR+DR+F 49,5 48,8 50,4 
Tabelle 12.5 – KNN+VSYM; Evaluierung Abstandsmaß und Symmetriemodell-Kreise;
Vektoren normiert; Treﬀerquote in Prozent; TP = 100; K/TP = 15; Training=B15. . . B100;
Test=B1. . . B14 (Beatles-Album „Please Please Me“)
In Tabelle 12.6 und Tabelle 12.7 werden die Ergebnisse für die Evaluierung der Werte
TP und K dargestellt. Tabelle 12.6 zeigt die Ergebnisse für den nicht normierten Merk-
malsvektor VSYM und Tabelle 12.7 für den normierten Merkmalsvektor. Die Ergebnisse
verbessern sich bei Normierung des Merkmalsvektors um gut 10 % von 43,2 % auf 53,5 %.
Dies ergibt sich bei TP = 500 und K/TP = 3.
 TP - Anzahl Trainingspunkte pro Klasse 
K/TP 1 5 10 50 100 200 300 500 
1 40,1 42,1 41,1 41,9 41,8 41,9 42,0 42,3 
3 40,1 41,8 42,2 42,8 43,0 43,2 43,0 42,8 
10 40,1 41,4 41,8 42,4 42,6 42,4 43,2 43,1 
25 40,1 41,4 41,8 42,2 42,3 42,5 42,8 42,8 
Tabelle 12.6 – KNN+VSYM(FR+TR+DR); Vektoren nicht normiert; Evaluierung TP und
K/TP; Euklidische Distanz; Treﬀerquote in Prozent; Training=B15. . . B100; Test=B1. . . B14
(Beatles-Album „Please Please Me“)
12.2.4 Ergebnisse und Vergleich
In Tabelle 12.8 werden die Ergebnisse der ersten sieben Beatles-Alben in Kombination mit
den drei Merkmalsvektoren aufgelistet. Es werden zur Ergebnisberechnung jeweils die
ermittelten Parameter fürTPundK verwendet.DerMerkmalsvektorVSYMhatmit 51,1%
im Durchschnitt die höchste Treﬀerquote im Vergleich zum Merkmalsvektor CHROMA
mit 46,2 % und zum Merkmalsvektor HSG6D mit 44,3 %. Obwohl sich CHROMA und
HSG6D beim ersten Beatles-Album um über 8 % unterscheiden, diﬀerieren die Mittel-
werte für die sieben Beatles-Alben um nur knapp 2 %. Dies zeigt, dass 14 Teststücke
(B1. . . B14) nicht ausreichend sind, um Algorithmen allgemeingültig zu vergleichen.
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 TP - Anzahl Trainingspunkte pro Klasse 
K/TP 1 5 10 50 100 200 300 500 
1 46,2 46,6 46,9 47,9 49,1 50,3 51,4 52,4 
3 46,2 47,8 47,9 49,2 50,5 51,8 52,5 53,5 
10 46,2 47,2 47,4 48,8 50,2 51,7 52,8 53,5 
25 46,2 47,1 47,3 48,6 50 51,5 52,5 53,3 
Tabelle 12.7 – KNN+VSYM(FR+TR+DR); Vektoren normiert; Evaluierung TP und K/TP;
Treﬀer in Prozent; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please Me“)
Beatles-Album Teststücke CHROMA HSG6D VSYM 
Please Please Me B1…B14 52,3 44,0 53,5 
With The Beatles B15…B28 45,3 39,4 44,5 
A Hard Day’s Night B29…B41 50,3 44,6 48,8 
Beatles For Sale B42…B55 58,6 52,2 60,8 
Help B56…B69 40,5 48,9 55,3 
Rubber Soul B70…B83 36,8 43,5 49,2 
Revolver B84…B97 39,6 37,8 45,3 
  Mittelwert 46,2 44,3 51,1 
Tabelle 12.8 – Ergebnisse KNN; Treﬀerquote in Prozent; TP = 500; K/TP = 3;
Der Test auf Signiﬁkanz wird mit dem Friedman-Test anhand der Ergebnisliste aller
100 Teststücke durchgeführt. Es ergibt sich, dass mit einer Fehlerwahrscheinlichkeit von
α = 5 % die Mittelwerte aller drei Messreihen und damit auch die Verwendung der






Abbildung 12.5 – Ergebnisse KNN; Friedman-Test; α = 5 %
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12.3 Akkorderkennung mit HMM
In diesem Abschnitt wird untersucht, welcher Merkmalsvektor in Verbindung mit dem
MaschinenlernverfahrenHMMdie besten Ergebnisse erzielt. Eswird einemehrdimensio-
nale Gaußverteilung als Wahrscheinlichkeitsschätzer benutzt. Dies entspricht dem Stand
der Technik. Das HMM λ = {A, b, π} wird – wie in Abschnitt 8.2.2 beschrieben – trainiert
und kann auf verschiedene Arten evaluiert werden. Diese werden bereits von Bello und
Pickens in [12] sowie Papadopoulos und Peeters in [121] ausführlich diskutiert und hier
nicht weiter aufgegriﬀen. In dieser Arbeit wird zur Schätzung der Wahrscheinlichkeiten
bei der Analyse die Diagonale der einzelnen Kovarianzmatrizen verwendet und die rest-
lichen Kovarianzen zu Null gesetzt. Darüber hinaus sind keine weiteren Parameter des
HMM zu evaluieren. Es folgen die Evaluierung der Dimensionen (Kreise) des Merkmals-
vektors VSYM und anschließend die Präsentation und der Vergleich der Ergebnisse.
12.3.1 Evaluierung VSYM
BeiKNNhat sich gezeigt, dass dieKombinationenTR+FRundTR+FR+DR ambesten für
dieAkkordanalyse geeignet sind.Die Evaluierung beiHMMergibt, dass dieKombination
TR+FR die höchste Treﬀerquote erzielt (Vgl. Tabelle 12.9).
TR+FR TR+FR+DR
56,5 55,4 
Tabelle 12.9 – HMM+VSYM; Evaluierung Symmetriemodell-Kreise; Treﬀerquote in Prozent;
Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please Me“)
12.3.2 Ergebnisse und Vergleich
Tabelle 12.10 stellt die Ergebnisse der Akkordanalyse für HMM und die drei unter-
schiedlichen Merkmalsvektoren dar. Der Merkmalsvektor CHROMA führt zur gerings-
ten Treﬀerquote mit durchschnittlich 49,9 % bei den sieben Beatles-Alben. Der Merk-
malsvektor VSYM hat mit 54,3 % die zweithöchste und der Merkmalsvektor HSG6D mit
62,1 % die höchste Treﬀerquote. Der Test auf Signiﬁkanz ergibt, dass der Merkmalsvektor
HSG6D mit einer Fehlerwahrscheinlichkeit von α = 5 % bei HMM für Akkorderkennung
signiﬁkant besser geeignet ist als die anderen beiden Merkmalsvektoren (Vgl. Abbil-
dung 12.6). Das Ergebnis lässt schließen, dass die Verteilung der Klassen (Akkorde) im
HSG6D-Merkmalsraum gaußähnlich und daher gut für das verwendete HMM geeig-
net ist. Im Gegenzug ist es sehr wahrscheinlich, dass die Klassen im CHROMA- und
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Beatles-Album Teststücke CHROMA HSG6D VSYM 
Please Please Me B1…B14 56,6 61,9 55,8 
With The Beatles B15…B28 51,5 56,9 44,6 
A Hard Day’s Night B29…B41 58,8 56,2 53,1 
Beatles For Sale B42…B55 62,5 77,6 64,8 
Help B56…B69 37,5 67,7 57,3 
Rubber Soul B70…B83 39,7 63,0 55,0 
Revolver B84…B97 42,8 51,3 49,6 
  Mittelwert 49,9 62,1 54,3 
Tabelle 12.10 – Ergebnisse HMM; Treﬀerquote in Prozent
VSYM-Merkmalsraum nicht gaußähnlich verteilt sind und durch das Abbilden auf eine






Abbildung 12.6 – Ergebnisse HMM; Friedman-Test; α = 5 %
12.4 Akkorderkennung mit HMM/KNN
Dieser Abschnitt untersucht das hier neu vorgestellte Analyseverfahren, das HMM und
KNN kombiniert. Bei diesem Verfahren wird der Wahrscheinlichkeitsschätzer, der Gauß-
verteilungenverwendet, durch einenKNN-Wahrscheinlichkeitsschätzer ersetzt.Dasneue
Analyseverfahrenwirdwie die anderen beiden schon betrachteten Verfahrenmit den drei
unterschiedlichen Merkmalsvektoren evaluiert und die Ergebnisse werden anschließend
verglichen. Die Evaluierung entspricht der des Analyseverfahrens KNN, weil das Ana-
lyseverfahren KNN komplett im Verfahren HMM/KKN enthalten ist. Daher sind die
Parameter TP, K und das Abstandsmaß zu bestimmen sowie das gewichtete Auszählen zu
verwenden.
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12.4.1 Evaluierung CHROMA
Die Kosinus-Distanz ergibt bei den vorgegebenen Parametern TP = 100 und K/TP = 15
die höchste Treﬀerquote und wird als Abstandsmaß ausgewählt (Vgl. Tabelle 12.11).
Kosinus Manhattan Euklidisch 
72,4 56,9 68,5 
Tabelle 12.11 – HMM/KNN+CHROMA; Evaluierung Abstandsmaß; Treﬀerquote in Prozent;
TP = 100; K/TP = 15; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please
Me“)
DieEvaluierungderParameterTPundK zeigt, dass bereits beiwenigenTrainingspunkten
pro Zustand TP = 30 die höchste Treﬀerquote mit 73,0 % für das erste Beatles-Album
„Please Please Me“ erreicht wird (Vgl. Tabelle 12.12).
 TP - Anzahl Trainingspunkte pro Klasse 
K/TP 1 5 10 30 100 200 300 500 
1 41,6 49,5 52,6 56,3 60,1 62,6 64,1 66,5 
3 52,8 58,5 60,8 63,6 66,9 68,5 69,2 70,7 
10 61,2 65,7 69,7 72,3 72,6 71,9 71,6 71,8 
15 66,6 68,9 70,4 73,0 72,4 72,3 71,8 71,2 
25 68,9 69,4 70,8 72,9 72,8 72,5 71,6 72,1 
Tabelle 12.12 – HMM/KNN+CHROMA;EvaluierungTPundK/TP; Kosinus-Distanz; Treﬀer-
quote in Prozent; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please Me“)
Die Anzahl der zu suchenden Nachbarn ist hier K = 450. Das Ergebnis ist über einen
weiten Wertebereich stabil (grau hinterlegter Bereich). Bei TP = 10 und K = 100 beträgt
die Treﬀerquote schon 69,7 %. Bei einem einzigen Trainingspunkt pro Zustand (TP = 1)
und 15 nächsten Nachbarn (K = 15) wird eine Treﬀerquote von 66,6 % erreicht. Dieser
Wert liegt bereits 4 % über dem besten Ergebnis des Verfahrens HMM.
12.4.2 Evaluierung HSG6D
Die euklidische Distanz ergibt beim Merkmalsvektor HSG6D die höchste Treﬀerquote
(Vgl. Tabelle 12.13).
In Tabelle 12.14 sind die Ergebnisse der Evaluierung der Parameter TP und K aufgelistet.
Das Maximum beträgt 67,6 % (bei TP = 300 und K = 4500). Im Gegensatz zum Merk-
malsvektor CHROMA nimmt die Treﬀerquote bei der Variation von TP schneller ab und
ist daher nicht so stabil.
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Kosinus Manhattan Euklidisch 
64,3 60,2 65,5 
Tabelle 12.13 – HMM/KNN+HSG6D; Evaluierung Abstandsmaß; Treﬀerquote in Prozent;
TP = 100; K/TP = 15; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please
Me“)
 TP - Anzahl Trainingspunkte pro Klasse 
K/TP 1 5 10 50 100 200 300 500 
1 38,7 47,0 49,1 53,9 55,9 57,8 59,3 61,3 
3 49,9 55,8 57,4 59,2 60,4 62,3 64,3 65,7 
10 56,8 59,3 60,8 62,7 64,1 65,6 66,7 68,5 
15 61,0 62,6 63,3 64,3 65,5 66,7 67,6 68,7 
25 63,8 64,5 64,7 65,5 65,9 67,1 67,5 68,8 
Tabelle 12.14 – HMM/KNN+HSG6D;EvaluierungTPundK/TP; EuklidischeDistanz; Treﬀer-
quote in Prozent; Training=B15. . . B100; Test=B1. . . B14 (Beatles-Album „Please Please Me“)
12.4.3 Evaluierung VSYM
Zur Evaluierung des Merkmalsvektors VSYM werden verschiedene Dimensionen (Krei-
se des Symmetriemodells) ausgewählt und bei den Abstandsmaßen Kosinus-Distanz
und euklidische Distanz verglichen. Die Manhatten-Distanz hat bei KNN die geringsten
Treﬀerquoten ergeben und wird daher nicht in den Vergleich miteinbezogen. Die Kombi-
nationen TR+FR, TR+FR+DR und TR+FR+DR+F ergeben sehr ähnliche Treﬀerquoten
(Vgl. Tabelle 12.15). Von diesen wird die Kombination mit den wenigsten Dimensionen
ausgewählt (TR+FR), da hierbei der Rechenaufwand am geringsten ist.
 Kosinus Euklidisch 
TR 70,1 70,7 
FR 62,4 61,5 
DR 57,5 52,9 
F 23,3 18,8 
TR+FR 76,5 75,8 
TR+FR+DR 76,6 74,4 
TR+FR+DR+F 76,5 74,5 
Tabelle 12.15 – HMM/KNN+VSYM; Evaluierung Abstandsmaß und Symmetriemodell-
Kreise; Treﬀerquote in Prozent; TP = 100; K/TP = 15; Training=B15. . . B100; Test=B1. . . B14
(Beatles-Album „Please Please Me“)
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Tabelle 12.16 zeigt die Ergebnisse der Evaluierung von TP und K. Für TP = 100 und
K = 1500 wird eine maximale Treﬀerquote von 76,5 % erreicht. Das Ergebnis ist über
einen weiten Bereich sehr stabil. Bei nur einem Trainingspunkt pro Zustand (TP = 1) und
15 nächsten Nachbarn (K = 15) beträgt die Treﬀerquote bereits 72,8 %.
 TP - Anzahl Trainingspunkte pro Klasse 
K/TP 1 5 10 50 100 200 300 500 
1 46,1 52,0 54,5 60,0 62,0 64,5 64,4 67,3 
3 55,7 60,7 62,3 66,7 68,7 70,9 71,2 71,8 
10 69,0 70,8 72,4 74,1 75,2 75,6 76,0 75,2 
15 72,8 73,9 74,2 75,6 76,5 76,2 76,4 75,4 
25 74,6 75,2 75,3 75,7 76,3 76,2 76,3 76,2 
Tabelle 12.16 – HMM/KNN+VSYM(FR+TR); Vektoren normiert; Evaluierung TP und K/TP;
Kosinus-Distanz; Treﬀerquote in Prozent; Training=B15. . . B100; Test=B1. . . B14 (Beatles-
Album „Please Please Me“)
12.4.4 Ergebnisse und Vergleich
Die Ergebnisse für das neue Analyseverfahren HMM/KNN kombiniert mit den drei ver-
schiedenen Merkmalsvektoren sind in Tabelle 12.17 zu sehen. Die Merkmalsvektoren
CHROMA und VSYM sind für das Maschinenlernverfahren HMM gleichwertig und
erzielen die besten Ergebnisse. Der Merkmalsvektor CHROMA erzielt durchschnittlich
72,5 % und der Merkmalsvektor VSYM 72,8 % für die sieben Beatles-Alben, der Merk-
malsvektor HSG6D nur 67,8 %.
Beatles-Album Teststücke CHROMA HSG6D VSYM 
Please Please Me B1…B14 73,0 67,6 76,2 
With The Beatles B15…B28 68,1 60,3 66,1 
A Hard Day’s Night B29…B41 72,8 66,1 72,8 
Beatles For Sale B42…B55 83,0 80,7 83,7 
Help B56…B69 77,2 74,8 79,0 
Rubber Soul B70…B83 68,9 66,2 67,6 
Revolver B84…B97 64,5 58,6 64,1 
  Mittelwert 72,5 67,8 72,8 
Tabelle 12.17 – Ergebnisse HMM/KNN; Treﬀerquote in Prozent
Der Friedman-Test zeigt, dass die beiden Merkmalsvektoren CHROMA und VSYM in
Kombination mit dem Verfahren HMM/KNN mit einer Fehlerwahrscheinlichkeit von
α = 5 % signiﬁkant besser sind als der Merkmalsvektor HSG6D (Vgl. Abbildung 12.7).





Abbildung 12.7 – Ergebnisse HMM/KNN; Friedman-Test; α = 5 %
12.5 Vergleich der Merkmalsvektoren und Algorithmen
Abbildung 12.8 zeigt als Überblick und statistische Zusammenfassung der letzten drei
Abschnitte das Ergebnis des Friedman-Tests aller neun möglichen Kombinationen aus















Abbildung 12.8 – Ergebnisse Akkorderkennung; Überblick; Friedman-Test; α = 5 %
12.5.1 Vergleich der Merkmalsvektoren
Es werden jeweils die Ergebnisse der Verfahren zusammengefasst, die mit denselben
Merkmalsvektoren arbeiten. Die Werte für den Merkmalsvektor CHROMA ergeben sich
z.B. aus dem Durchschnitt der Verfahren KNN+CHROMA, HMM+CHROMA und HM-
M/KNN+CHROMA.Tabelle 12.18 listet dieErgebnissederdreiMerkmalsvektorenCHRO-
MA, HSG6D und VSYM im Durchschnitt auf. Der Merkmalsvektor VSYM erreicht im
Mittel 59,4 % und ist damit der Merkmalsvektor mit der höchsten Treﬀerquote. Der
Merkmalsvektor HSG6D kommt auf 58,1 % und der Merkmalsvektor CHROMA auf
56,2 %.
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Beatles-Album Teststücke CHROMA HSG6D VSYM 
Please Please Me B1…B14 60,6 57,8 61,8 
With The Beatles B15…B28 55,0 52,2 51,7 
A Hard Day’s Night B29…B41 60,7 55,7 58,2 
Beatles For Sale B42…B55 68,0 70,2 69,8 
Help B56…B69 51,7 63,8 63,8 
Rubber Soul B70…B83 48,5 57,6 57,3 
Revolver B84…B97 48,9 49,2 53,0 
  Mittelwert 56,2 58,1 59,4 
Tabelle 12.18 – Ergebnisse Akkorderkennung im Durchschnitt; Merkmalsvektoren; Treﬀer-
quote in Prozent
Abbildung 12.9 stellt die statistische Auswertung hierzu dar. Die Merkmalsvektoren
VSYM und HSG6D unterscheiden sich nicht signiﬁkant. Gegenüber dem Stand der Tech-
nik (Merkmalsvektor CHROMA) ist der neue Merkmalsvektor VSYM bei den verwende-





Abbildung 12.9 – Ergebnisse Akkorderkennung; Vektoren; Friedman-Test; α = 5 %
12.5.2 Vergleich der Analysealgorithmen
In Tabelle 12.19 werden die drei Analysealgorithmen KNN, HMM und HMM/KNN ge-
genübergestellt. Hierfür werden jeweils die Ergebnisse zusammengefasst, die mit dem-
selben Maschinenlernverfahren erzeugt worden sind. Das neue Verfahren HMM/KNN
erreicht mit 71,0 % im Mittel die höchste Treﬀerquote und damit eine um fast 16 % hö-
here Treﬀerquote als das gewöhnliche HHM, das eine Gaußverteilung zum Schätzen der
Wahrscheinlichkeiten verwendet. Dies zeigt, dass der KNN-Wahrscheinlichkeitsschätzer
in Kombination mit HMM besser als Gaußverteilungen für Akkorderkennung geeignet
ist. Das Verfahren KNN erreicht mit im Mittel 47,2 % die geringste Treﬀerquote. Dies war
zu erwarten, da KNN nur eine funktionelle und nicht wie die anderen beiden Verfahren
zusätzlich eine zeitliche Relation verwendet.
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Beatles-Album Teststücke KNN HMM HMM/KNN 
Please Please Me B1…B14 49,9 58,1 72,2 
With The Beatles B15…B28 43,1 51,0 64,8 
A Hard Day’s Night B29…B41 47,9 56,1 70,6 
Beatles For Sale B42…B55 57,2 68,3 82,5 
Help B56…B69 48,2 54,2 77,0 
Rubber Soul B70…B83 43,2 52,5 67,6 
Revolver B84…B97 40,9 47,9 62,4 
  Mittelwert 47,2 55,4 71,0 
Tabelle 12.19 – Ergebnisse Akkorderkennung im Durchschnitt; Analysealgorithmen; Tref-
ferquote in Prozent
Abbildung 12.10 zeigt das Ergebnis der statistischen Auswertung. Als Fehlerschranke
wird α = 0, 3 % verwendet. Das neue Verfahren HMM/KNN ist hoch signiﬁkant bes-
ser als die anderen beiden Verfahren KNN und HMM. Die Signiﬁkanz geht bereits aus
Abbildung 12.8 hervor, da hier die Kombinationen aus HMM/KNN und den drei unter-
schiedlichen Merkmalsvektoren CHROMA, HSG6D und VSYM bereits signiﬁkant vor





Abbildung 12.10 – Ergebnisse Akkorderkennung; Algorithmen; Friedman-Test; α = 0, 3 %
12.6 Vergleich mit dem Stand der Technik
Die Ergebnisse des neuen HMM/KNN-Algorithmus’ werden mit dem Stand der Tech-
nik verglichen. Dafür werden die beiden Beatles-Alben „Please Please Me“ (CD1) und
„Beatles for Sale“ (CD2) verwendet.2 Das Training erfolgt jeweilsmit den anderen Beatles-
Alben. Tabelle 12.20 listet die Ergebnisse der verschiedenen Algorithmen auf. Eine ge-
nauere Beschreibung der einzelnen Algorithmen ist in Kapitel 9 zu ﬁnden.
2 Vgl. [60], [12], [94], [157] und Abschnitt 9.2.
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53,9 70,8 62,4 
Bello/Pickens  HMM 68,6 81,6 75,1 
Lee/Slaney HMM 64,0 84,7 74,4 
Sumi und  
Kollegen 
HMM + Basserkennung 
+ Rhythmuserkennung
75,1 79,7 77,4 
(diese Arbeit) HMM 61,9 77,6 69,8 
(diese Arbeit) HMM/KNN 76,2 83,7 80,0 
Tabelle 12.20 – ErgebnisseAkkorderkennung;Vergleichmit Standder Technik:Harte/Sandler
[56], Bello/Pickens [12], Lee/Slaney [94] und Sumi und Kollegen [157]; Treﬀerquote in Prozent
DerAlgorithmus vonHarte/Sandler nutzt einen einfachenKorrelations-Algorithmus und
erreicht deshalb mit 62,4 % die geringste Treﬀerquote. Die beiden Ansätze von Bello/Pi-
ckens und Lee/Slaney, welche HMM verwenden, kommen auf 75,1 % bzw. 74,4 %. Diese
Ergebnisse werden in dieser Arbeit mit dem gleichen Ansatz nicht ganz erzielt, wobei zu
erwähnen ist, dass im Standder Technik die Traings- undTeststücke identisch sind,was in
der Regel zu besseren Ergebnissen führt. Der hier verwendete HMM-Algorithmus erzielt
in Verbindung mit dem Merkmalsvektor HSG6D eine Treﬀerquote von durchschnittlich
69,8 % für die beiden betrachteten Beatles-Alben. Der bisher beste und komplexeste An-
satzwurde 2008 von Sumi undKollegen bei der ISMIR20083 vorgestellt. Eswerdenhierbei
mehrere Erkennungsalgorithmen kombiniert. Dazu gehören eine Basslinien-Analyse zur
Beseitigung von Mehrdeutigkeiten bei der Akkordanalyse und eine Rhythmuserken-
nung zur Bestimmung von Taktgrenzen, die als Akkordgrenzen angenommen werden.
Der Ansatz erreicht eine Treﬀerquote von durchschnittlich 77,4 %. Der in dieser Arbeit
neu vorgestellte Algorithmus HMM/KNN erzielt 80,0 % und damit eine höhere Treﬀer-
quote als der Algorithmus von Sumi und Kollegen. Für einen algorithmisch sinnvollen
Vergleich sind die Ergebnisse von Bello/Pickens und Lee/Slaney heranzuziehen, da hier
Algorithmen der gleichen Komplexität verglichen werden. Hierbei erzielt der neue Algo-
rithmus HMM/KNN eine Steigerung um 5 % auf 80,0 % im Vergleich zum der Stand der
Technik.
3 International Symposium on Music Information Retrieval 2008.
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12.7 Zusammenfassung
In diesem Kapitel wurde ein neuer Algorithmus (HMM/KNN), der HMM mit einem
KNN-Wahrscheinlichkeitsschätzer kombiniert, fürdieAkkorderkennungvorgestellt, eva-
luiert und mit dem Stand der Technik verglichen. Als Vergleichs- und Evaluierungs-
grundlage wurden die Algorithmen KNN und HMM verwendet. Der neue Algorithmus
HMM/KNN erreicht für die Beatles-Alben „Please Please Me“ und „Beatles For Sale“ eine
Treﬀerquote von 80,0 % im Mittel. Im Vergleich zum Stand der Technik ist der neue Al-
gorithmus ca. 5 % besser. Darüber hinaus wurden drei verschiedene Merkmalsvektoren
evaluiert und verglichen. Der hier neu vorgestellte Merkmalsvektor VSYM, der auf dem
Symmetriemodell aufbaut, erreicht in Verbindung mit den Analysealgorithmen bessere
Ergebnisse als die Merkmalsvektoren HSG6D und CHROMA. Dies stellte sich gegenüber
dem Merkmalsvektor CHROMA als signiﬁkant heraus.





DasZiel dieserArbeit bestanddarin,Verbesserungen inderAnalyseundder Synthesevon
Audiosignalen durchAnwendungvonTonräumen zu erreichen.DazumusstenVerfahren
entwickelt werden, die es ermöglichen, sowohl Audiosignale in Tonräumen darzustellen
und zu analysieren als auch Audiosignale aus Tonräumen heraus zu erzeugen. Um dieses
Ziel zu erreichen, wurde zunächst der Stand der Technik von Tonraummodellen analy-
siert. Ausgehend davon bestand der erste Schritt der vorliegenden Arbeit in der Entwick-
lung einer mathematischen Beschreibung, welche Tonalität - angelehnt an Lerdahls Idee
- auf verschiedenen hierarchischen Ebenen beschreibt. Aufbauend auf David Gatzsches
Kadenzkreis wurde die so genannte Symmetriemodell- Generatorformel entwickelt, die die
Entstehung der vier Hauptebenen der abendländischen Tonalität (die Quintebene, die
Akkord- bzw. Terzebene, die diatonische Tonleiterebene und die chromatische Ebene)
sehr eﬀektiv beschreibt. Darauf aufbauend kam es zur Entwicklung des SYM-Operators,
mit dessen Hilfe verschiedene, auf eine gewählte Tonart bezogene Modelle - ebenfalls aus
der Quintebene heraus - erzeugt und auf den jeweiligen Symmetrieton zentriert werden.
Durch diese Zentrierung gelingt es, unterschiedliche wahrnehmungspsychologische Ei-
genschaften von Musik numerisch direkt zu repräsentieren. Durch die Entwicklung der
beiden Formeln wurde es möglich, eine Vielzahl bereits existierender Modelle zu verbin-
den und in ein einheitliches, als Symmetriemodell bezeichnetes Framework zu integrieren.
Ein weiterer Beitrag war die Entwicklung einer schlüssigen Symbolik zur Identiﬁkation
der Teilräume des Modells.
Alle der bisher genannten Tonalitätsmodelle erlauben lediglich die Einordnung symbo-
lischer Musiksignale, d.h. Töne haben nur zwei Zustände, sie sind vorhanden oder nicht
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vorhanden.RealeMusiksignaledagegen sinddurchObertöne, geräuschhafteAnteile oder
sonstige Störungen gekennzeichnet. Um auch derartige Signale mit Hilfe von Tonräumen
analysieren zu können, wurde ein Verfahren entwickelt, bei dem die zu einem Zeitpunkt
hörbaren Tonigkeiten als komplexe Vektoren im kreisförmigen Tonraum repräsentiert
werden. Der Winkel des Vektors ergibt sich dabei aus der Position der Tonigkeit im Ton-
raum, die Länge des Vektors aus der aktuellen Energie der Tonigkeit. Durch Addition der
komplexen Vektoren aller Tonigkeiten kann ein Summenvektor berechnet werden, welcher
wichtige tonale Eigenschaften eines Musiksignals niedrigdimensional zusammenfasst.
Die musiktheoretische Evaluation des Symmetriemodells und des Summenvektors zeig-
te, dass das Symmetriemodell beziehungsweise der Summenvektor musiktheoretische Ele-
mente korrekt repräsentiert. Neben dem bereits von David Gatzsche herausgearbeiteten
Aspekten des Akkordaufbaus und der Funktionstheorie wurden als weitere semanti-
sche Eigenschaften die Terminierung des Tongeschlechts und der Haupt- und Neben-
funktionen, die Repräsentation von Charakterdissonanzen, die Repräsentation entfernter
Terzverwandtschaften sowie die Repräsentation von Strebefähigkeit, Leit- und Strebeto-
nigkeiten und von Alterationen ermittelt. All diese Eigenschaften werden sehr deutlich
durch Teilräume des Symmetriemodells und den darin berechneten Summenvektoren
repräsentiert.
Als erste Anwendung des Symmetriemodells wurde ein als Tonraumsynthesizer bezeich-
netes Verfahren vorgestellt, das die Erzeugung von Musiksignalen auf Basis von Tonräu-
men ermöglicht. Dadurch, dass der Tonraum sinnvolle Tonkombinationen benachbart
anordnet, ist es möglich, mithilfe sehr einfacher geometrischer Auswahlformen (Selekti-
onsﬂächen) wohlklingende Tonkombinationen zu erzeugen. Durch die Transformation des
gewählten Tonraumes können Akkorde verändert (zum Beispiel überblendet) werden.
Die musikalische Logik des Tonraumes wird somit direkt erfahrbar, hörbar und erlebbar.
Da das Symmetriemodell ausschließlich aus chroma- bzw. tonigkeitsorientierten Teilräu-
men besteht, wurde der so genannte Tonigkeits-Tonhöhenraum eingeführt. Dieser ordnet
den unterschiedlichen Oktavlagen von Tonigkeiten geometrische Positionen dergestalt
zu, dass durch einfaches Verschieben der Selektionsﬂäche Umkehrungen oder „güns-
tige“ Akkordverbindungen erzeugt werden. Als konkretes Ausführungsbeispiel eines
Tonraumsynthesizers wurde das HarmonyPad vorgestellt. Das HarmonyPad kombiniert
mehrere Teilräume des Symmetriemodells und erlaubt das Spiel unterschiedlichster to-
naler Elemente, angefangen bei wohlklingenden Akkordkadenzen bis hin zu komplexen
Modulationen. Der Spieler interagiert dabei direkt mit einer Visualisierung des Tonrau-
mes und kann somit sämtliche der zuvor beschriebenen musiktheoretischen Zusammen-
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hänge direkt hören, sehen und erfahren. Das Potential des HarmonyPads für neuartige
elektronische Spiele wurde darüber hinaus durch Anbindung und Evaluierung verschie-
dener Spielecontroller untersucht.
Der zweite große Teil der vorliegenden Arbeit bestand in der Anwendung des Sym-
metriemodells auf konkrete Probleme des Music Information Retrievals, nämlich die
Erkennung von Tonarten und Akkorden sowie die Repräsentation von aufgezeichneten
Musiksignalen im Symmetriemodell.
Es wurde gezeigt, dass musikalische Ereignisse (hier: Audioaufnahmen, reales Audio) – wie
z.B. Töne, Intervalle und Akkorde – im Symmetriemodell funktionsrichtig eingeordnet
werden.Dabei trägt derWinkel eines Summenvektors in den tonartbezogenenQuint- und
Terzkreisen die harmonische Information. Die Länge eines Summenvektors repräsentiert
die „Rauschfreiheit“ des Ereignisses und spielt im Vergleich zum Winkel harmonisch ge-
sehen eine untergeordneteRolle, da z.B. ein verzerrterC-Dur-Gitarrenakkord (rauschhaft)
und ein klarer C-Dur-Orgelakkord (rauschfrei) harmonisch identisch sind. Hierbei besit-
zen die Summenvektoren den gleichen Winkel, haben aber unterschiedliche Längen. Die
Auswertung mittels Histogrammen ist geeignet, um ganze Musikstücke zu analysieren
und zu bewerten.
Die Grundlagen für das maschinelle Lernen wurden erläutert und die beiden Verfahren
Hidden Markov Models und K Nearest Neighbours vorgestellt. Die meisten maschinellen
Lernverfahren - wie z.B. Gaussian Mixture Models, Support Vector Machines und auch k
Nearest Neighbours - verwenden nur eine funktionelle Relation und klassiﬁzieren jedes
Einzelereignis sofort. Bei Hidden Markov Models kommt zusätzlich eine zeitliche Relation
zum Einsatz, die nicht nur den aktuellen Merkmalsvektor zur Klassiﬁzierung, sondern
auch das Klassiﬁzierungsergebnis des zeitlichen Vorgängers benutzt. Für die Schätzung
der Wahrscheinlichkeiten werden bei Hidden Markov Models generell Gaußmischvertei-
lungen verwendet. In dieser Arbeit wurden die Gaußmischverteilungen durch einen k
Nearest Neighbours-Schätzer ersetzt. Bei der Akkorderkennung wurde für 100 Beatles-Lieder
dadurch die Treﬀerquote an richtig erkannten Akkorden von 69,8 % auf 80,0 % gesteigert.
Der Stand der Technik liefert mit einem wesentlich komplexeren Ansatz eine Treﬀerquo-
te von 77,4 %. Mit dem neuen Ansatz vergleichbare Algorithmen erreichen hierbei nur
75,1 %.
Der Vergleich verschiedener Merkmalsvektoren zeigte, dass der Merkmalsvektor des Sym-
metriemodells in Verbindung mit den angewendeten Maschinenlernverfahren am besten
abschneidet und signiﬁkant bessere Ergebnisse erzielt als der Chromavektor, der den
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Stand der Technik repräsentiert. Der Merkmalsvektor des Symmetriemodells ist eben-
falls besser geeignet als der 6D-Vektor von Harte, Sandler und Gasser.
DieTonarterkennungverfolgte bisher nurdasZiel, einMusikstück einerDur- oderMollton-
art zuzuordnen. Der Stand der Technik erreicht bei den verwendeten 442 Teststücken aus
den Musikrichtungen Klassik, Beatles und RockPop eine maximale Tonarterkennungsrate
von 64,2 %. Die Ergebnisse werden mit dem MIREX-Score bewertet. Der hier neu vor-
gestellte Ansatz, der mit den Merkmalsvektoren des Symmetriemodells arbeitet, kommt
auf 82,9 %. Ein Derivat des Algorithmus von Alexander Lerch erzielt 77,8 % und ein ein-
facher Algorithmus, der Dur/Moll-Korrelationen berechnet, erreicht 77,6 %. Über diese
Tonarterkennung hinaus wurde ein vollkommen neuer Ansatz präsentiert, der Kirchen-
tonarten erkennt. Da die Kirchentonarten den Charakter eines Musikstückes wesentlich
besser beschreiben als die Unterscheidung in Dur und Moll, ist der neue Ansatz für den
Vergleich von Musikstücken besser geeignet als der bisherige. Zur Evaluierung wurde
ein neuer Bewertungsmaßstab eingeführt.
13.2 Ausblick
EinerdernächstenSchritte ist, die indieserArbeit entwickelten tonraumbasiertenAnalyse-
und Syntheseverfahren zu kombinieren. So wäre es z.B. möglich, Audiosignale als Echt-
zeitströme oder per Audiodatei mit Hilfe der hier entwickelten Tonart- und Akkorder-
kennungsalgorithmen zu analysieren und derart im HarmonyPad zu visualisieren, dass
es dem Spieler ermöglicht wird, 1.) die in dem Musiksignal enthaltenen Akkorde zu
erkennen und 2.) die dazu passenden Akkorde zu spielen.
Ein weiterer wichtiger Forschungspunkt ist die Ableitung zielgruppenspeziﬁscher Aus-
führungsvarianten des HarmonyPads. Je nachdem ob es sich um Kinder im Vorschulal-
ter, Schüler, Erwachsene, Senioren, Kompositionsstudenten oder DJs handelt, sind ganz
unterschiedliche Benutzerschnittstellen zu entwickeln. In Zusammenarbeit mit der Ab-
teilung für Kindermedien des IDMTs werden bereits Schritte in diese Richtung gegangen.
So wird z.B. an der Entwicklung einer virtuellen interaktiven Tanzumgebung gearbeitet,
welche es mehreren Kindern ermöglicht, durch Ganzkörperinteraktion gemeinsam Mu-
sik zu erzeugen. Ein anderer Forschungspunkt ist die Integration weiterer klassischer
Stimmführungsregeln, so dass das HarmonyPad z.B. auch das Hören und Komponie-
ren nach den Regeln des strengen vierstimmigen Satzes ermöglicht. Die Weiterentwick-
lung des HarmonyPads zu einem „akustischen“ Instrument – z.B. durch Kombination
mit am Fraunhofer IDMT entwickelten Flachlautsprechertechnologien – ist ein viel ver-
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sprechender Forschungsgegenstand. Interessant ist darüber hinaus die Integration des
HarmonyPad-Spielprinzips in aktuelle elektronische Musikspiele.
Bei der tonraumbasierten Analyse von Musiksignalen ist in weiteren Forschungen zu
untersuchen, inwieweit der neue Ansatz zur Tonarterkennung mittels Kirchentonarten
für die Musiksuche oder den Vergleich von Musikstücken geeignet ist, da die Tonart
ein Merkmal von vielen ist, das dazu angewendet werden kann. Der Merkmalsvektor
des Symmetriemodells ist des Weiteren für die musikalische Ähnlichkeitssuche geeignet.
Dies betriﬀt sowohl die Suche nach Musikstücken mit dem gleichen Musikstil als auch
die Suche nach Cover-Versionen oder aber die Plagiatssuche. Bei der Akkorderkennung
ist zu evaluieren, ob komplexere Hidden Markov Modelle mit höherer Ordnung bessere
Ergebnisse erzielen können. Dabei sind auch voneinander abhängige HMMs vorstellbar,
die je nach Zustandsmodellierung (z.B. über die Tonarterkennung oder Instrumentener-
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Längen der Summenvektoren von
Intervallen
Abbildung A.1 stellt die Längen der Summenvektoren aller Intervalle in den Teilräumen
F, FR, TR, DR und CR gegenüber. Zunächst ist zu sehen, dass das Intervall der Prime
(und damit auch der Oktave) in allen Teilräumen den längsten Summenvektor verursacht.
Das liegt daran, dass beide eine Prime bildenden Tonigkeiten identisch sind und da-
mit auch die resultierenden Tonigkeitsvektoren. Diese im Prinzip triviale Eigenschaft
von Tonräumen ist von daher in der Analyse von Musiksignalen zu berücksichtigen,
dass das Intervall der Prime auf der einen Seite für die harmonische Entwicklung ei-
nes Musikstückes eine untergeordnete Rolle spielt, auf der anderen Seite jedoch stark in
Tonräumen hervortritt. Dieses Problem kommt vor allem dann zum Vorschein, wenn die
harmonische Entwicklung eines Musikstückes durch Aufsummierung zeitlich benach-
barter Tonigkeitskombinationen analysiert werden soll. Eine mögliche Lösung in diesem
Zusammenhang besteht darin, lediglich die Diﬀerenz zweier zeitlich benachbarter Tonig-
keitskombinationen in die Berechnung einzubeziehen.
Das Intervall der kleinen und großen Sekunde (Abbildung A.1), welches vor allem für die
melodische Entwicklung eines Musikstückes bedeutsam ist, wird hauptsächlich vom ton-
artbezogenen diatonischen Tonleiterkreis DR hervorgehoben. Hier führt die Sekunde zu
einem langen Summenvektor mit einer Länge deutlich größer 1,5. Im tonartbezogenen
Terzkreis TR wird die Sekunde stark unterdrückt und führt zu Summenvektoren, die
deutlich kleiner als 1.0 und damit deutlich kürzer als die Einzelvektoren der Teiltonig-
keiten sind. In den Kreisen F und FR wird das Intervall der Sekunde nur mittelmäßig
repräsentiert. In F ist die Länge des Summenvektors nur etwas länger als die von Ein-
zeltonigkeitsvektoren. Im tonartübergreifenden Quintenzirkel F wird die kleine Sekunde
(5 Quinten Abstand) relativ stark unterdrückt, während die große Sekunde (2 Quinten)
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deutlich hervorgehoben wird.
Die kleine und die große Terz, welche die Grundlage von Dur- und Mollakkorden bilden,
wird am stärksten vom tonartbezogenen Terzkreis TR hervorgehoben. Hier ergeben so-
wohl die große als auch die kleine Terz Summenvektoren deutlich größer 1,5. Im tonartbe-
zogenen Quintenzirkel FR dagegen ist die Terz dasjenige Intervall, welches am stärksten
unterdrückt wird (Summenvektorlängen deutlich kleiner 1.0). Im tonartübergreifenden
Quintenzirkel F sowie im tonartbezogenen diatonischen Tonleiterkreis DR wird die Terz
weder stark hervorgehoben noch stark unterdrückt (Summenvektorlängen zwischen 1.0
und 1.41).
Der Tritonus ist das in den einzelnen Kreisen am gegensätzlichsten dargestellte Intervall.
Die beiden den Tritonus bildenden Tonigkeiten liegen in denKreisen DR, CR und F direkt
gegenüber, was zu einer Auslöschung der zugehörigen Tonigkeitsvektoren führt.
Das Intervall der Quarte bzw. Quinte führt wie zu erwarten in den Kreisen F und FR zu
sehr langen Summenvektoren. Im Kreis DR dagegen kommt es fast zu einer Auslöschung
der Teiltonigkeiten und damit zu kurzen Summenvektoren. Im TR führt die Quinte zu




beispiel F FR TR DR/CR
Prime c-c 2,00 2,00 2,00 2,00
Kleine Sekunde/ Große Septime e-f 0,52 1,32 0,26 1,93
Gr. Sekunde/ Kleine Septime c-d 1,73 1,22 0,52 1,73
Kleine Terz/ Große Sexte a-c 1,41 0,39 1,85 1,41
Große Terz/ Kleine Sexte c-e 1,00 0,52 1,73 1,00
Tritonus h-f 0,00 1,85 1,41 0,00
Quarte/ Quinte c-g 1,93 1,79 1,22 0,52
            Summenvektorenlängen











































































F FR TR DR/CR
IDMT001677
Abbildung A.1 – Die Längen der Summenvektoren von Intervallen in den Teilräumen des
Symmetriemodells
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Vergleich von Krumhansls C-Dur-Profilen mit den Distanzen im Symmetriemodell
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Tabelle A.1 – Vergleich der im Symmetriemodell berechneten Stabilität von Tönen in der
Tonart C-Dur mit den von Carol L. Krumhansl gefundenen C-Dur-Proﬁlen (Abbildung 2.5)
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Vergleich von Krumhansls a-Moll-Profilen mit den Distanzen im Symmetriemodell
d f a c e g h
Krumhansl Probe Tone Profiles Original für a-Moll 3,53 3,98 6,33 5,38 4,75 3,17 3,52
PK: Probe Tone Profiles genormt 0,11 0,26 1,00 0,70 0,50 0,00 0,11
Symmetrie- Distanz zu "a" im F in ° 30,00 120,00 0,00 90,00 30,00 60,00 60,00
modell Distanz zu "a" im FR in ° 52,50 150,00 0,00 157,50 52,50 105,00 105,00
Distanz zu "a" im TR in ° 105,00 60,00 0,00 60,00 105,00 150,00 150,00
Distanz zu "a" im DR in ° 150,00 120,00 0,00 90,00 150,00 60,00 60,00
Distanz zu "a" im F normiert 0,25 1,00 0,00 0,75 0,25 0,50 0,50
Distanz zu "a" im FR normiert 0,33 0,95 0,00 1,00 0,33 0,67 0,67
Distanz zu "a" im TR normiert 0,70 0,40 0,00 0,40 0,70 1,00 1,00
Distanz zu "a" im DR normiert 1,00 0,80 0,00 0,60 1,00 0,40 0,40
PF: Nähe zu "a" im F normiert 0,75 0,00 1,00 0,25 0,75 0,50 0,50
PFR: Nähe zu "a" im FR normiert 0,67 0,05 1,00 0,00 0,67 0,33 0,33
PTR: Nähe zu "a" im TR normiert 0,30 0,60 1,00 0,60 0,30 0,00 0,00
PDR: Nähe zu "a" im TR normiert 0,00 0,20 1,00 0,40 0,00 0,60 0,60
Gewichtungsfaktoren: gF = 0,00 gFR = 0,00 gTR = 1,00
gSDR = 0,00 gSYM = 0,00
PALL = PFgF+PFRgFR +...+PDRgDR 0,30 0,60 1,00 0,60 0,30 0,00 0,00
PALL normiert 0,30 0,60 1,00 0,60 0,30 0,00 0,00
Korre- Korrelation PK, PF 0,34
lationen Korrelation PK, PFR 0,37
Korrelation PK, PTR 0,87
Korrelation PK, PDR 0,41
Korrelation PK, PALL 0,87
Tabelle A.2 – Vergleich der im Symmetriemodell berechneten Stabilität von Tönen in der




Beispiele zur Anwendung des
SYM-Operators
B.1 Einordnung einer chromatischen Tonigkeit in die Quintrei-
he
Wir haben einen Chromavektor gegeben, welcher 12 Energiewerte für jede chromatische
Tonigkeit liefert. Um die Summenvektoren in den kreisförmigen Tonräumen des Symme-
triemodells zu berechnen, ist es zunächst erforderlich, die 12 chromatischen Tonigkeiten
an die richtige Stelle in der Quintreihe einzuordnen. Unter Annahme einer Zuordnung
von Tonigkeiten zu Indizes nC wie in Tabelle 4.1 beschrieben kann eine Tonigkeit nC in
die Quintreihe wie folgt eingeordnet werden:
nF = SYM3(49nC, 84, 7nk) (B.1)
Das Produkt 49nC bildet die Tonigkeit nC zunächst an eine der Stellen in der Quintreihe
ab, welche die Tonigkeit nC besitzt. Die Tonigkeit dis (nC = 1) wird z.B. an die Stelle nF =
49 abgebildet, das ist die Tonigkeit dis. Angenommen die Tonart wäre Es-Dur (nk = -3),
so müsste die Tonigkeit dis nicht an der Stelle 49, sondern als es an der Stelle nF = -35
erscheinen. Genau diese Unterscheidung wird durch den SYM3-Operator vorgenommen.
Dieser ordnete die Tonigkeit nC in einen Bereich von +-6 Quinten (84 Halbtöne) um den
Symmetrieton (7nk) eines gewählten diatonischen Tonsets ein1.
1 nF = SYM(1*49, 84, 7*-3) =-35
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B.2 Test, ob eine Tonigkeit Bestandteil eines diatonischen Ton-
sets ist
Um eine Tonigkeit in einen der tonartbezogenen Räume FR, TR oder DR einordnen zu
können, muss zunächst entschieden werden, ob diese Tonigkeit Bestandteil des diato-
nischen Tonsets ist, welche vom gewählten tonartbezogenen Modell repräsentiert wird.
Dazu wird zunächst mit Hilfe von Gleichung B.1 die tonartabhängige Position der Tonig-
keit in der Quintreihe nF berechnet. Für diatonische Tonigkeiten gilt dann:
−21 <= nF − 7nk < +21 (B.2)
DieserGleichung liegt dieAnnahmezugrunde, dass sichdiatonischeTonigkeiten in einem
Bereich+-3 Quinten (21 Halbtöne) um die Symmetrietonigkeit (nF = 7nk) des diatonischen
Tonsets beﬁnden.
B.3 Einordnung einer Tonigkeit in einen der Unterräume des
Symmetriemodells
Wir sind nun in der Lage, eine chromatische Tonigkeit nC korrekt in die Quintreihe
einzuordnen. Im nächsten Schritt soll die Tonigkeit nC nun in die Räume FR, TR und
DR eingeordnet werden. Dazu wird zunächst mit Hilfe von Gleichung B.2 überprüft, ob
die Tonigkeit nC zum diatonischen Tonset nK gehört. Anschließend wird mit Hilfe von
Gleichung B.1 der Index nF berechnet. Nun folgt die Einordnung in die tonartbezogenen
Kreise FR, TR und DR:
nFR = SYM(nF − 7nk, 48) (B.3)
nTR = SYM(nF − 7nk − 12, 24) (B.4)
nDR = SYM(nF − 7nk, 12) (B.5)
Die Konstante−7nk dreht die tonartbezogenenKreise so, dass die Symmetrietonigkeit des
diatonischen Tonsets nk den Wert 0 bekommt. Im Fall des TRs wird noch eine Konstante
−12 addiert, welche den TR so dreht, dass der Symmetrieton unten erscheint (aufgrund
existierender Konventionen).
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B.4 Eigenschaften einer Tonigkeit in einem gegebenen diatoni-
schen Tonset
Mit Hilfe der vorherigen Gleichungen können wir nun eine beliebige Tonigkeit nC in die
Unterräumedes Symmetriemodells einordnen. Indemwir den SYM-Operator anwenden,
ist es nun möglich, verschiedene musikalische Eigenschaften von Tonigkeiten einfach zu
bestimmen. Es gilt: Eine Tonigkeit ist Grundton eines Durakkordes, wenn gilt: −24 <
nFR < 0, eines Mollakkordes, wenn gilt: 0 ≤ nFR ≤ 21, und tiefster Ton eines verminderten
Dreiklanges, wenn gilt: nFR = 21. Weiterhin kann einfach berechnet werden, ob die Tonika
Bestandteil des Tonika, Dominant- oder Subdominantbereichs (Abschnitt 5.3.2) ist. Es
gilt: Eine Tonigkeit ist Bestandteil des Subdominantbereiches, wenn gilt: −12 ≤ nTR ≤= 0,
des Tonikabereiches, wenn gilt: −6 ≤ nTR ≤ 6, und des Dominantbereiches, wenn gilt:
0 ≤ nTR ≤ +12.
B.5 Vorhersage des Auﬂösungsbestrebens einer Tonigkeit in ei-
ner gegebenen Tonart
Nach Abschnitt 5.5.4 kann die Stabilität einer Tonigkeit t in einer gegebenen Tonart nK
in Form der Winkeldistanz zwischen Tonartgrundton gn und der Tonigkeit tt im TR
angenähert werden. Die Berechnung der Stabilität s ergibt sich damit wie folgt:
s = (nTRgt − nTRtt) mod 24 (B.6)
24 ist die Halbtonauﬂösung des TRs (gTR). Die Indizes nTRgt und nTRtt können mit Hilfe
der zuvor beschriebenen Gleichungen berechnet werden.
B.6 Berechnung der Tonigkeitsbezeichnung einer Tonigkeit
Nehmen wir an, wir haben zwei Tonigkeiten nF = −35 und nF = +49. Um die mu-
siktheoretisch korrekte Bezeichnung zu ermitteln, muss zunächst der Stammton nFst der
Tonigkeiten ermittelt werden. Der Stammton ist einer der sieben Tonigkeiten f , c, g, d, a,
e und h und ergibt sich folgendermaßen:
nFst = SYM(nF, 49) (B.7)
Anschließend wird ermittelt, wie oft der Stammton erhöht oder erniedrigt wurde, d.h.
die Anzahl der Vorzeichen nV (Kreuze oder Bs) wird ermittelt. Diese ergibt sich aus
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der Anzahl der Windungen in der Stammtonspirale (Gleichung B.9a), welche zwischen
Stammton nST und nF liegen. Es gilt:
nV = (nF − nFst)/49 (B.8)
Für unsere Tonigkeit nF = -35 erhalten wir nFst = 14. Dies ist entsprechend Abbildung 4.3
die Tonigkeit e. Als Anzahl der Vorzeichen erhalten wir -1, was einer einfachen Erniedri-
gung (b) entspricht. Die Tonigkeit mit dem Index nF hat also die Bezeichnung e bzw. es.
Für die Tonigkeit nF = 49 erhalten wir nFst = 0 und nV = +1. Dies entspricht der Tonigkeit
d# bzw. dis.
B.7 Finden der einfachsten enharmonisch equivalenten Tonart
Mit Hilfe des SYM-Operators ist es möglich, zu einem diatonischen Tonset mit belie-
big vielen Vorzeichen die zugehörige Tonart zwischen Ges-Dur und Fis-Dur zu ﬁnden.
Gegeben ist ein diatonisches Tonset mit nk Vorzeichen. Gesucht ist das enharmonisch
identische Tonset nksimple zwischen Fis-Dur und Ges-Dur. Es gilt:
nksimple = SYM(nk, 12) (B.9)
Setzt man z.B. die Tonart Ais-Dur (10 Kreuze, nk=10) in Gleichung B.9 ein, so erhält man




DadieZuordnungvon Funktionen zuAkkorden ein starkesHilfsmittel für dieHarmonie-
analyse darstellt, wurde ein Symbolsystem entwickelt. Hierbei werden die Funktionen
Tonika, Subdominante und Dominante über die Symbole T, S und D für Durtonarten
bzw. t, s und d für reine Molltonarten abgekürzt. Die Nebenfunktionen werden durch
Anhängen der Buchstaben g oder p bzw. G oder P (p/P - Parallelklang, g/G - Gegenklang)
an das Symbol der Hauptfunktion abgekürzt. Handelt es sich beim Nebendreiklang um
einen Durakkord, dann werden Großbuchstaben angehängt, handelt es sich um einen
Mollakkord, dann werden Kleinbuchstaben hinzugefügt1. Das Symbol Tp bezeichnet so
z.B. die Mollparallele zur Durtonika. In Abbildung C.1 werden die Funktionssymbole
in die Terzspirale eingeordnet. Ein Bezug zu Akkordsymbolen kann durch Vergleich mit
Abbildung 5.10 hergestellt werden. Eine Gesamtübersicht über die wichtigsten Funkti-
onssymbole kann im Anhang von [83] gefunden werden.

























D.1 Statistische Auswertung von Ergebnislisten
Ein Analysealgorithmus wird in der Regel mit mehreren zu untersuchenden Objekten (in
dieser Arbeit: Musikstücke) getestet, d.h. das Ergebnis der Evaluierung ist eine Ergebnis-
liste, die aussagt, wie oft der Algorithmus das richtige Ergebnis ermitteln konnte oder
wie hoch die Erkennungsrate für jedes Objekt war. Bei der Akkorderkennung wird z.B.
eine Treﬀerrate an richtig erkannten Akkorden oder richtig zugeordneten Zeitfenstern für
jedes Musikstück angegeben. Letztendlich wird ein einziger Mittelwert über die gesamte
Ergebnisliste berechnet, der die Leistungsfähigkeit des Algorithmus widerspiegelt. Wenn
zwei Algorithmen verglichen werden sollen, dann gibt es für jeden einen Mittelwert ih-
rer Ergebnislisten. Um aussagen zu können, welcher der beiden Algorithmen besser ist,
genügt es allerdings nicht, einfach die beiden Mittelwerte zu vergleichen, sondern es
ist herauszuﬁnden, ob die beiden Mittelwerte sich signiﬁkant unterscheiden. Für diese
Aufgabe gibt es den sogenannten „Friedman-Test“.1
Friedman-Test
Der Friedman-Test ist ein parameterfreier Test und wird zum Vergleich mehrerer (c2)
abhängiger Stichproben (Ergebnislisten) verwendet.UmdenTest durchführen zukönnen,
müssen folgende Voraussetzungen erfüllt sein:
1. Das zu untersuchende Merkmal muss stetig sein.
2. Es muss eine Rangliste ermittelt werden können.
1 Der Test wurde nach dem amerikanischen Mathematiker Milton Friedman benannt, der ihn 1937 entwickelt
hat.
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3. Die Stichproben müssen abhängig sein.
Die Ergebnislisten mit den Einzelergebnissen X werden zu einer Ergebnismatrix zusam-
mengefasst, wobei die Ergebnisse einer Zeile zum gleichen Objekt (Musikstück) gehören
müssen. Tabelle D.1 zeigt die Ergebnismatrix.
Algorithmus Nr.  
1 2 . . c 
1 X11 X12 . . X1c 
2 X21 X22 . . X2c 
. . . . . . 









n Xn1 Xn2 . . Xnc 
Tabelle D.1 – Ergebnismatrix - Zusammenfassen mehrerer Ergebnislisten
Innerhalb jeder Zeile wird eine Rangzuordnung vorgenommen, d.h. es gibt genau einen
Wert mit Rang 1, einen mit Rang 2 usw. Die Summe in jeder Zeile ist damit genau
1/2 ∗ c ∗ (c + 1). Tabelle D.2 zeigt die Rangmatrix mit den Rangzuordnungen.
Algorithmus Nr.   
1 2 . . c Zeilensumme 
1 R11 R12 . . R1c  121  cc  
2 R21 R22 . . R2c  121  cc  
. . . . . . . 









n Rn1 Rn2 . . Rnc  121  cc  
Spaltensumme R1 R2 . . Rc  121  ccn  
Tabelle D.2 – Rangmatrix
Wenndie Stichprobennur zufällig voneinander abweichen (NullhypotheseH0)unddamit
die Mittelwerte der Ergebnislisten, dann müsste in jeder Stichprobe jeder Rang (1,. . . ,k)
in etwa gleich häuﬁg vorkommen und die Summe jeder Spalte der Rang-Ergebnismatrix




Rij, mit j = 1, . . . , c (D.1)







n (c + 1)
2
∀ j = 1, . . . , c (D.2)
Friedman schlägt die folgende Größe F als Teststatistik vor:
F =
12







F ist asymptotisch χ2-verteilt mit (c − 1) Freiheitsgraden. Das Ergebnis F ist gegen die
Verteilung auf Annahme der Nullhypothese zu testen. Bei Ablehnung der Nullhypothese
sind mindestens zwei Algorithmen signiﬁkant unterschiedlich.
Da aber nicht nur herausgefunden werden soll, ob es einen signiﬁkanten Unterschied
zwischen den Ergebnissen gibt, sondern auch für welche Stichproben dies zutriﬀt, muss
einmehrfacherpaarweiser Test aller Stichprobendurchgeführtwerden.DieseBerechnung
erfolgt nach dem Friedman-Rangsummentest. Eine Einführung dazu ist in [61] S. 622 ﬀ.
zu ﬁnden.
D.2 Distanzmaße
Zur Berechnung einer Distanz d(x,y) zwischen zwei Punkten x und y in einem Raum kön-
nen verschiedene Metriken verwendet werden. In dieser Arbeit kommen die euklidische
Distanz, die Kosinus-Distanz und die Manhattan-Distanz zum Einsatz.
Euklidische Distanz





(xi − yi)2 (D.4)
Kosinus-Distanz
Der Kosinus Abstand berechnet den Kosinus des eingeschlossenen Winkels zwischen den
beiden gerade betrachteten Punkten im Raum und bildet mit ihm die Diﬀerenz zu ,1‘. Er
ist wie folgt deﬁniert:
dKosinus(x, y) = 1 − cos(∠(x, y)) (D.5)
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Manhattan-Distanz
Die Manhattan-Distanz berechnet die Abstände der einzelnen Dimensionen unabhängig








Teststücke und deren Tonarten
18 ANHANG
Beatles 
Nr. Titel Tonset Tonika 
1 I saw her standing there E E 
2 Misery C C 
3 Anna (go to him) D D 
4 Chains B B 
5 Boys E E 
6 Ask me why E E 
7 Please please me E E 
8 Love me do G G 
9 P.s. I love you D D 
10 Baby it‘s you G G 
11 Do you want to know a secret E E 
12 A taste of honey E fis 
13 There‘s a place E E 
14 Twist and shout D D 
15 It won‘t be long E E 
16 All I‘ve got to do E cis 
17 All my loving E E 
18 Don‘t bother me D e 
19 Little child E E 
20 Till there was you F F 
21 Please mister postman A A 
22 Roll over beethoven D D 
23 Hold me tight F F 
24 You really got a hold on me A A 
25 I wanna be your man E E 
26 Devil in her heart G G 
27 Not a second time G G 
28 Money E E 
29 A hard day‘s night C G 
30 I should have known better G G 
31 If I fell D D 
32 I‘m happy just to dance with E E 
33 And I love her E fis 
34 Tell me why D D 
35 Can‘t buy me love C C 
36 Any time at all D D 
37 I‘ll cry instead G G 
38 Things we said today C a 
39 When I get home C C 
40 You can‘t do that G G 
41 I‘ll be back C a 
42 No reply C C 
43 I‘m a loser G G 
44 Baby‘s in black A A 
45 Rock and roll music A A 
46 I‘ll follow the sun C C 
47 Mr moonlight Fis Fis 
48 Kansas city, hey,hey,hey,hey G G 
49 Eight days a week D D 
50 Words of love A A 
Tabelle E.1 – Beatles-Stücke und deren Tonarten – Teil 1
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51 Honey don‘t E E 
52 Every little thing A A 
53 I don‘t want to spoil the party G G 
54 What you‘re doing D D 
55 Everybody‘s trying to be my baby E E 
56 Help A A 
57 The night before D D 
58 You‘ve got to hide your love C G 
59 I need you A A 
60 Another girl A A 
61 You‘re going to lose that gir E E 
62 Ticket to ride A A 
63 Act naturally G G 
64 It‘s only love C C 
65 You like me too much G G 
66 Tell me what you see G G 
67 I‘ve just seen a face A A 
68 Yesterday F F 
69 Dizzy miss lizzy A A 
70 Drive my car D D 
71 Norwegian wood E E 
72 You won‘t see me A A 
73 Nowhere man E E 
74 Think for yourself G G 
75 The word D D 
76 Michelle F F 
77 What goes on E E 
78 Girl Es c 
79 I‘m looking through you As As 
80 In my life A A 
81 Wait A fis 
82 If i needed someone D A 
83 Run for your life D D 
84 Taxman G D 
85 Eleanor rigby G e 
86 I‘m only sleeping Ges es 
87 Love you to F C 
88 Here, there and everywhere G G 
89 Yellow submarine Fis Fis 
90 She said she said Es B 
91 Good day sunshine A A 
92 And your bird can sing E E 
93 For no one H H 
94 Doctor robert A A 
95 I want to tell you A A 
96 Got to get you into my life G G 
97 Tomorrow never knows F C 
98 Sgt.pepper‘s lonely hearts club band G G 
99 With a little help from my friends E E 
100 Lucy in the sky with diamonds A A 
                                          Graue Felder sind Dorisch, Phrygisch, Lydisch oder Mixolydisch.
Tabelle E.2 – Beatles-Stücke und deren Tonarten – Teil 2
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RockPop 
Nr. Titel Tonset Tonika 
1 ACDC - COD C G 
2 ACDC - Highway to hell D A 
3 ACDC - TNT Es Es 
4 ACDC - Touch too much G e 
5 Aerosmith - Janie’s got a gun F F 
6 Cheap Trick - I want you to want me A A 
7 Die Fantastischen 4 - MfG F g 
8 Die Happy - Supersonic speed G e 
9 Die Sterne - Was hat dich blos so ruiniert G a 
10 Eagles - I can’t tell you why D D 
11 Echt - Alles wird sich ändern D D 
12 Echt - Du trägst keine Liebe in Dir B B 
13 Echt - Weinst Du C e 
14 Echt - Wo bist Du jetzt H H 
15 Eminem - Toy soldiers E E 
16 Eric Carmen - All by myself F F 
17 Freundeskreis - Anna G e 
18 Good Charlotte - I just wanna live Des b 
19 Hanson - Mmmbop A A 
20 Hootie & The Blowfish - Drowning C G 
21 Hootie & The Blowfish - Goodbye G G 
22 Hootie & The Blowfish - Hannah Jane G G 
23 Hootie & The Blowfish - Hold my hand H H 
24 Hootie & The Blowfish - I’m goin’ home E E 
25 Hootie & The Blowfish - Let her cry G G 
26 Hootie & The Blowfish - Look away G G 
27 Hootie & The Blowfish - Not even the trees D D 
28 Hootie & The Blowfish - Only wanna be with you Fis Fis 
29 Hootie & The Blowfish - Running from an angel E E 
30 Hootie & The Blowfish - Time D D 
31 INXS - Mystify C d 
32 Jam & Spoon - Be Angeled B F 
33 Joan Osborne - One of us A fis 
34 Michael Jackson - Heal the world A A 
35 Moby - Bodyrock Fis Fis 
36 Moby - Everloving G e 
37 Moby - Find my baby Es g 
38 Moby - Guitar flute and strings G e 
39 Moby - Honey Des b 
40 Moby - If things were perfect C a 
41 Moby - Inside A A 
42 Moby - Machete A fis 
43 Moby - My weakness E E 
44 Moby - Natural blues Des b 
45 Moby - Porcelain Es g 
46 Moby - Rushing G D 
47 Moby - South side E cis 
48 Moby - Why does my heart feels so bad G a 
49 Pet Shop Boys - West end girls A E 
50 Pet Shop Boys - Where the streets have no name B B 
Tabelle E.3 – RockPop-Stücke und deren Tonarten – Teil 1
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51 Petula Clark - Downtown E E 
52 REM - Drive C d 
53 REM - Everybody hurts D D 
54 REM - Find the river D D 
55 REM - Ignoreland C d 
56 REM - Losing my religion C a 
57 REM - Man on the moon G C 
58 REM - Monty got a raw deal B g 
59 REM - New Orleans instrumental No 1 C C 
60 REM - Nightswimming G G 
61 REM - Star me kitten G G 
62 REM - Sweetness follows D D 
63 REM - The sidewinder sleeps tonight C C 
64 REM - Try not to breathe G D 
65 Republica - Ready to go G D 
66 Selig - Ohne Dich C C 
67 Shaggy - Angel Fis Fis 
68 Smashing Pumpkins - Today Es Es 
69 Sonny & Cher - I got you babe F F 
70 Such A Surge - Jetzt ist gut Fis dis 
71 The Corrs - Breathless H H 
72 The Cure - Boys dont cry A A 
73 The Rasmus - In the shadow A fis 
74 Thomas D - Frisör Des Des 
75 Travis - Sing A fis 
76 Udo Lindenberg Live - Bunte Republik Deutschland C a 
77 Udo Lindenberg Live - Der frische Wind von Berlin Es c 
78 Udo Lindenberg Live - Die Polizistin D D 
79 Udo Lindenberg Live - Goodbye Sailor F F 
80 Udo Lindenberg Live - Hallo DDR E E 
81 Udo Lindenberg Live - Horizont C a 
82 Udo Lindenberg Live - Ich lieb dich überhaupt nicht mehr C a 
83 Udo Lindenberg Live - Mädchen aus Ostberlin F d 
84 Udo Lindenberg Live - Nana M A A 
85 Udo Lindenberg Live - Odyssee E fis 
86 Udo Lindenberg Live - Reeperbahn Es c 
87 Udo Lindenberg Live - Sonderzug nach Pankow B B 
88 Udo Lindenberg Live - Turn away E E 
89 Udo Lindenberg Live - Wenn die Heizer kommen C a 
90 Van Halen - Jump C C 
                                          Graue Felder sind Dorisch, Phrygisch, Lydisch oder Mixolydisch.































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































• Mathematisch-geometrische Tonräume stellen ein wichtiges Element für die Ana-
lyse und Synthese von musikalischen Audiosignalen dar.
• Tonale Symmetrie ist einewichtigeGrundeigenschaft abendländischerMusik.Durch
Beachtung der tonalen Symmetrie können bestehende Tonräume vereinfacht dar-
gestellt und viele musikalische Zusammenhänge leichter berechnet werden.
• Bei der Entwicklung von Tonraummodellen muss zwischen tonartbezogenen und
tonartübergreifenden Modellen unterschieden werden.
• Der tonartbezogene Terzkreis TR sowie der tonartbezogene Quintenzirkel FR des
Symmetriemodells sind gut geeignet, um viele Eigenschaften abendländischer To-
nalität zumodellieren –wie z.B. die Stabilität vonTonigkeiten in einem tonalenKon-
text, Strebewirkungen von Tonigkeiten und Diskriminierung des Tongeschlechts.
• Die enharmonische Identität einer Tonigkeit repräsentiert wichtige, nicht vernach-
lässigende Wahrnehmungseigenschaften. Im TR werden enharmonisch verwech-
selte Tonigkeiten musiktheoretisch korrekt modelliert.
• Mathematisch-geometrische Tonräume sind gut geeignet, um neue innovative mu-
sikalische Mensch-Maschineschnittstellen zu entwickeln.
• Ein Tonraumsynthesizer basiert 1.) auf einer geometrischen Anordnung von Tönen
im Tonraum und 2.) auf einem Raumauschnitt, welcher die zu spielenden Töne
selektiert. Die Klangverformung erfolgt entweder durch Manipulation der Tonpo-
sitionen im Tonraum oder durch Verformung oder Transformation des selektierten
Raumauschnittes.
• Der Tonigkeits-Tonhöhen-Raum ist ein wichtiger Tonraum, der aus einer Tonig-
keitsachse und einer Tonhöhenachse besteht. Wird der selektierte Raumausschnitt
eines Tonraumsynthesizers entlang der Tonigkeitsachse verschoben, so werden au-
tomatisch günstige Akkordverbindungen erzeugt.
• Die Berechnung eines Summenvektors im kreisförmigen Tonraum ist der entschei-
dende Schritt zurAnalyse vonmusikalischen Ereignissen. Der Summenvektor bein-
haltet wesentliche semantische Paramter.
• Maschinelle Lernverfahren, die sowohl mit einer funktionellen als auch einer zeitli-
chen Relation arbeiten, sind den Verfahren überlegen, die nur mit einer funktionel-
len Relation arbeiten.
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• Für die Akkorderkennung ist die Kombination von Hidden Markov Models mit einem
KNN-Wahrscheinlichkeitsschätzer wesentlich besser geeignet als mit einem Gauß-
Wahrscheinlichkeitsschätzer.
• Das Symmetriemodell ordnet musikalische Ereignisse wie z.B. Töne, Intervalle und
Akkorde bei einem gegebenen Kontext funktionsharmonisch richtig zu.
• Bei der Tonartanalyse ist es sinvoller in die sechs gebräuchlichen Kirchentonarten
(Ionisch, Dorisch, Phrygisch, Lydisch, Mixolydisch und Aeolisch) zu unterscheiden
anstatt lediglich in Dur und Moll.
• Der tonartbezogene Quintenzirkel FR des Symmetriemodells trennt Dur- und Moll-
ereignisse voneinander.
• Der Ausgabevektor des Symmetriemodells ist für die Akkordanalyse besser geeig-
net als der Chromavektor, der dem Stand der Technik entspricht.
