In this paper, we study some large scale properties of the mother groups of bounded automata groups. First we give two methods to prove every mother group has infinite asymptotic dimension. Then we study the decomposition complexity of certain subgroup in the mother group. We prove the subgroup belongs to D ω .
). This class is very large and it contains most of the well-studied groups, like the Grigorchuk group, the Gupta-Sidki group [7] , the Basilica group and so on. S.
Sidki proved the structure theorem of bounded automata groups in [5] , which describes how elements in them look like. Recently an embedding theorem has been proven [8] which said that there exists a series of mother groups such that every finitely generated bounded automata group can be embedded into one of them. And it has also been proven that mother groups are amenable, so is any bounded group.
In this paper, we study two large scale properties of the mother groups: asymptotic dimension and finite decomposition complexity. Asymptotic dimension was firstly introduced by Gromov in 1993 as a coarse analogue of the classical topological covering dimension, but it didn't get much attention until G. Yu in 1998 proved that the Novikov higher signature conjecture holds for groups with finite asymptotic dimensions [9] . So it is important to study whether the mother groups have finite asymptotic dimensions or not. In [10] J. Smith has proved that the Grigorchuk group has infinite asymptotic dimension, then by the embedding theorem, most of the mother groups have infinite asymptotic dimensions, except several ones with fewer letters. We prove:
Main Theorem 1. All of the mother groups G d of bounded automata groups have infinite asymptotic dimensions for d > 2.
We prove this theorem by two different methods. One is to show the mother group G 3 is coarsely equivalent to the cubic power of itself. Another is more precise: we show that the direct sum of countable infinitely many copies of integer can be embedded into all of the mother groups G d for d > 2.
Next, we study the decomposition complexity of the mother group G 3 . Finite decomposition complexity (FDC) is a concept introduced by E. Guentner, R. Tessera and G. Yu [11] in order to solve certain strong rigidity problem including the stable Borel conjecture. It generalizes finite asymptotic dimension. Briefly speaking, a metric space has FDC if it admits an algorithm to decompose itself into some nice pieces which are easy to handle in certain asymptotic way. We focus on the decomposition complexity of a special subgroup in the mother group G 3 . It was derived naturally from the proof of the first main theorem. We study the commutative relations between the generators, then use induction to prove this subgroup belongs to D ω where ω is the first infinite or- 
Let g ∈ Aut(X * ), and fix a vertex v ∈ X * . The subtree vX * is the rooted tree with the root v and all the words in X * starting with v. Then g naturally induces a map vX * → g(v)X * . We can identify the tree X * with the subtree vX * by sending w to vw, also X * with g(v)X * . Under these identifications, g induces an automorphism
g| v ∈ Aut(X * ) which we call the restriction of g on v.
Now we can resolve an automorphism of a rooted regular tree into several automorphisms of its subtrees as follows.
where σ is the action of g on X ⊂ X * .
In the following, we will use g = (g| 1 , g| 2 , · · · , g| d )σ to represent the above map.
We also introduce a graph to represent the above proposition as follows. Draw the 0th level and the 1st level of the d−regular tree T d . For a given element g ∈ Aut(X * ), 
Automata
We will introduce another point of view on the automorphism group of a rooted regular tree. Let X be as above.
Definition 2.3.
An automaton A over the alphabet X is given by two things,
• the set of states, also denoted by A;
If τ(x, q) = (y, p), then y and p as functions of (x, q) are called the output and the transition function, respectively. We denote them by y = A (x, q), and p = A • (x, q). A is called invertible if τ(·, q) is a bijection X → X for any state q.
We interpret an invertible automaton as a machine which produces automorphisms of X * as follows. Fix a state q, if we input a letter x ∈ X, then we have the output y = A (x, q) and a new state p = A • (x, q). Next we input a letter z, then we can get another output w = A (z, p) and another state s = A • (z, p). Inductively, we can define an automaton A * with alphabet X * and the same state space as A by
In this way the automaton with an initial state q can be associated with an endomorphism g. Because the automaton is invertible, g is an automorphism.
Self similar group
We recall the definition of self similar groups.
Definition 2.4. Let X be a finite set with d elements, and G be a subgroup in Aut(X * ).
G is called self similar if for any v ∈ X * , one has g| v ∈ G.
Recall that we have defined a group isomorphism ψ in Proposition 2. and G is called the automata group generated by A. Conversely, given any self similar group G, it's easy to construct an automaton A such that the associated group is just G.
From now on, we will abuse the words "self similar group" and "automata group". 
Bounded automata groups
We introduce the main object of this paper, the bounded automata group which was first defined and studied by S. Sidki [5] . We also recommend [8] for reference.
Let X be as above, and G be a self similar subgroup in Aut(X * ) generated by an automaton A. Given an automorphism α ∈ G, define the set of states of α to be
If S (α) is finite, then α is called automatic. 
Asymptotic Dimension and Finite Decomposition Complexity
In this section, we recall two conceptions in coarse geometry: asymptotic dimension and finite decomposition complexity (FDC). Asymptotic dimension was first introduced by Gromov in 1993, but it didn't get much attention until G. Yu proved that the Novikov higher signature conjecture holds for groups with finite asymptotic dimension in 1998 [9] . Here we also recommend [13] for reference. FDC is a conception which generalizes finite asymptotic dimension. It was recently introduced by E. Guentner, R.
Tessera and G. Yu ([11] ) to solve certain strong rigidity problem including the stable Borel conjecture. See also [14] .
Let X be a metric space and r > 0. We call a family
for this. We call a cover V uniformly bounded, if sup{diam(V) : V ∈ V} is finite.
Definition 2.8. Let X be a metric space. We say that the asymptotic dimension of X doesn't exceed n and write asdimX n, if for every r > 0, the space X can be covered by n + 1 subspaces X 0 , X 1 , · · · , X n , and each X i can be further decomposed into some r−disjoint uniformly bounded subspaces:
We say asdimX = n, if asdimX n and asdimX is not less than n.
From the definition, it's easy to see that the asymptotic dimension of a subspace is not greater than that of the whole space. There are some other equivalent definitions for asymptotic dimension, but we are not going to focus on this and guide the readers to [13] for reference. Now we introduce the notion of FDC which naturally generalizes finite asymptotic dimension.
Definition 2.9.
A metric family X is called r−decomposable over a metric family Y if for every X ∈ X, there exists a decomposition:
where
Definition 2.10. (See [11] .)
• Let D 0 be the collection of all the bounded families.
• For any ordinal number α > 0, define:
We call a metric family X has finite decomposition complexity (FDC) if there exists some ordinal number α such that X is in D α . There are other equivalent definitions for FDC, we recommend [11] for reference. We say a single metric space X has FDC if {X}, viewed as a metric family, has FDC. In [11] , we know that X has finite asymptotic dimension if and only if there exists a non-negative integer n, such that X ∈ D n .
Next, we introduce some coarse permanence properties of asymptotic dimension and FDC. We state the following properties in the case that the metric family consists of only one metric space. First let's recall some basic definitions in coarse geometry [15] . Let X, Y be two metric spaces, and f : X → Y be a map.
• f is called bornologous if there exists a non-decreasing proper function ρ 1 :
• f is called effectively proper if there exists a non-decreasing proper function
• f is called a coarse embedding, if f is both bornologous and effectively proper. We have the following proposition for the subspace case.
Proposition 2.12. If X is a subset of some metric space Y equipped with the induced metric, then asdimX asdimY; And if Y has FDC, so does X.
Now we turn to the case of groups. Suppose G is a finitely generated group with a finite generating set Σ which is symmetric in the sense that if σ ∈ Σ, then σ −1 ∈ Σ. G can be equipped with a word length function l:
Then the word length metric is induced by the formula d(g, h) = l(gh −1 ). It can be shown that for any two finite generating sets, the induced word length metric are coarsely equivalent.
The word length metric induced by a finite generating set is proper in the sense that every ball with finite radius has finitely many elements. Furthermore, it can be shown that given two proper length functions on a group G, the two induced length metrics are coarsely equivalent. So we can use any proper length function on the group.
Proposition 2.13. Let G, H be two groups with FDC, and let K be an extension of G by H, i.e. there exists some short exact sequence:
1 → G → K → H → 1, then K also
has FDC. In particular, let H be a normal subgroup of G, and suppose H and G/H have FDC, then G also has FDC. More precisely, if H ∈ D α and G/H
Example 2.14. Let Z be the integer number, then:
2) Z (countable infinite direct sum) ∈ D ω , where ω is the smallest infinite ordinal number.
Bounded automata group and its mother group
In this section we introduce our main object, a series of universal bounded automata groups in the sense that every finitely generated bounded automata group can be embedded into some wreath product of one of them.
The Mother Group
Definition 3.1. (See [8] .) Let S d be the permutation group of d elements, and of the rooted binary tree generated by two recursively defined automorphisms
where σ = (12) ∈ S 2 . By induction, this group is just the free product of the group having two elements with itself, i.e. G 2 = Z 2 * Z 2 .
In [8] , an embedding theorem for finitely generated bounded automata groups has been proven as follows. First, let's kill the finitary elements with depth greater than 1 in S . Let R = {q| ω :
q ∈ Q, ω ∈ X m }, and H = R be the subgroup in G generated by R. There is a natural embedding by Proposition 2.2 m times:
where there are m times wreath products.
Next we change the alphabet to make the periods of elements in Q to be 1. Replace X by X ′ = X l , and let T = X * and T ′ = (X ′ ) * . It is convenient to regard T ′ as a subtree of T consisting of all the levels which are multiples of l. H can be viewed as a group of automatic automorphisms of T ′ . Fix a letter o ′ ∈ X ′ and a transitive cycle ζ ∈ S d .
For any
Each α ∈ R either belongs to F or has the property that
is finitary whenever x z.
In the latter case, consider β = ζ z α δ ζ By the above theorem, it is important to study the property of the mother groups.
Here we just mention a simple fact of the mother groups. It's obvious so we only give a sketch of the proof.
Lemma 3.3. There is a natural embedding of G d into G d+1 for all d 2.

Sketch of proof of Lemma 3.3. There is an embedding of S d into S d+1 which is
induced by the embedding of {1, 2, . . . , d} into {1, 2, . . . , d + 1} given by k → k + 1.
Recall that G d is generated by S d ∪ B d , so the above induces an embedding of S d and
, which can also induce the required embedding G d into G d+1 .
Asymptotic Dimension of the Mother Group
It has been proven in [10] that the Grigorchuk group G has infinite asymptotic dimension, and from the above embedding theorem 3.2, we know that there exists an We can prove a stronger theorem that all of the mother groups G d for d > 2 have infinite asymptotic dimensions. This is our first main theorem as follows.
Theorem 3.4. For any d > 2, G d has infinite asymptotic dimension.
We only need to prove the case of d = 3, then the theorem can be implied by Lemma 3.3. We prove the above theorem in two different ways. First let's recall the commeasurability of two groups.
Definition 3.5. Two groups G and H are called commeasurable, denoted by G ≈ H, if
they contain isomorphic subgroups of finite index:
Proposition 3.6. The mother group G 3 and G
H is the subgroup in G 3 such that every element acts trivially on the first level of the 3 rooted regular tree T 3 . Let ψ : G 3 → G 3 ≀ 3 be the self similar structure described as above, and be generated by A 3 ∪ {(12)} ∪ S 3 ≀ 2, so the index [G 3 : B] is less than or equal to the cardinality of the subgroup in G 3 generated by {(12)} ∪ S 3 ≀ 2, which is a finite number.
In fact, the subgroup generated by {(12)} ∪ S 3 ≀ 2 is contained in
≀ 2, and τ = 1 or (12)}, which is a finite subgroup in G 3 . So B has finite index in G 3 .
Next we show ψ(H) ⊇ B × 1 × 1, where 1 is the trivial subgroup. First, for any ω ∈ A 3 , we want to find an element g ∈ H such that ψ(g) = (ω, 1, 1). Assume g has the following form
To satisfy ψ(g) = (ω, 1, 1), it suffices to satisfy
While the last equation hh
1. So we get the condition
From (3) and (4), we have
Combining them with (1) and (2), we have
Equivalently,
Notice for ω = (123) or ω = (132), we can solve the above formula by So for any ω ∈ A 3 , Equation (7) always has a solution. In other words, for any ω ∈ A 3 , there exists some g ∈ H, such that ψ(g) = (ω, 1, 1).
Because pr 1 •ψ is surjective, for any x ∈ G 3 , there exists h ∈ H such that pr 1 •ψ(h) =
x, then into G 3 for any integer n > 0. Because asdim(Z n ) = n and the fact that the asymptotic dimension of a space is not less than the asymptotic dimension of its subspace, we get asdim(G 3 ) = ∞.
Remark 3.7. In fact, every finitely generated infinite group contains an isometric copy of the integer group Z, see for example an exercise in [16] .
Another proof of Theorem 3.4
In this section we introduce a new method to prove Theorem 3.4. Actually, we prove that there is a subgroup in G 3 which is isomorphic to the direct sum of infinitely many copies of the integer number Z. be the normalizer of t in G 3 . In other words, K is the smallest normal subgroup in
is the subgroup in G 3 such that every element acts trivially on the first level of the 3 rooted regular tree T 3 . Let ψ : G 3 → G 3 ≀ 3 be the self similar structure described in the previous subsection. Then K is a normal subgroup in H. We have the following lemma. For any g ∈ G 3 , since
Lemma 3.8. Let K and ψ be as above, then K
Before we give the second proof of Theorem 3.4, we define a sequence of elements in G 3 . • If w = 2v, define t w = (1, t v , 1);
We draw the graph representations of the first few elements defined above. Proof. From lemma 3.8,
Similarly, t 2 , t 3 ∈ K. Inductively, all t v belong to K for any finite word v. Let L be the subgroup in G 3 generated by the set
For a finite word v, the subgroup t v acts trivially outside the subtree vT 3 . So elements in S are commutative with each other.
We claim that every element in S generates a copy of Z in G 3 . In fact, we only need to check that the subgroup generated by t is isomorphic to Z because t v is isomorphic to t for any finite word v. From lemma 3.3, t = (23)c(23)c is in the image of the canonical embedding G 2 ֒→ G 3 . Notice that G 2 is isomorphic to Z 2 * Z 2 where the first copy is generated by a = (12) while the second is generated by b = (12), b , and t is just the image of abab. So the subgroup generated by t is isomorphic to Z, hence it's easy to see the theorem holds.
Another Proof of Theorem 3.4. From Proposition 2.12 and Theorem 3.10, we see that asdimG d asdimG 3 asdimL = ∞ for any d > 2.
A subgroup in G 3 with finite decomposition complexity
In this section, we analyse the decomposition complexity of the subgroup T in G 3 generated by all the elements t v for any finite word v, i.e.
We prove that T has FDC with respect to any proper length metric. First we need some commutative relations between elements in J = {t v | v ∈ {1, 2, 3} * }. We show although they are not commutative, they satisfy certain special relations similar to commutativity. For any two finite words v, w ∈ {1, 2, 3} * , write v ⊀ w if there doesn't exist some finite word u such that w = vu. Also recall that |v| denotes the level of v, i.e. the number of letters in v. For the letter 2 and 3, define2 = 3 and3 = 2. 
Proof. By assumption the word v contains 1, i.e. v =ũ1ṽ for some finite wordsũ and v, it's easy to see that t v · t = t · t v by induction on the length ofũ andṽ. The same argument can be used to prove t · t 3 = t 3 · t. 
Proof. It's just a straightforward calculation. We only check the case v = 23. Other cases are similar.
Finally, we deal with the case |v| 3.
Lemma 4.6. Let a ∈ 1, 2, 3 andv be a finite word, then:
Proof. We only prove the first case. The second one is similar to the first. So t · t 23av · t −1 = t 22âv , in other words, t · t 23av = t 22âv · t.
Lemma 4.7. For t and t v defined as above, we have
Proof. As before, we just prove the first case. The second is similar. By induction on n in the above equation, and ctc = t −1 , we have ct 3···3 c = t
Lemma 4.8. For t and t v defined as above, we have
Proof. As before, we just prove the first case. The second is similar. Since c(23)t 23···32 (23)c = ct 33···32 c = (1, 1, ct 3···32 c), we only need to calculate ct 3···32 c:
By induction on n in the above equation, and ct 2 c = t
Now we come to the last case. Lemma 4.9. Let a ∈ {1, 2, 3},v be a finite word, and t be as above. Then we have:
Proof. As before, we just prove the first case. The second is similar. Now we prove our second main theorem. 
where g ∈ T . It's easy to check that l is proper on T .
For any n ∈ N ∪ {0}, define T n = t v | v ∈ {1, 2, 3} * and |v| n . For any mutually different right cosets T n g and T n h in T , we have gh
T n , so l(gh −1 ) n + 1. In fact, we can prove l(k) n + 1 for any k T n . To see this, take any minimal representation by j 1 (t v ) = t 1v , j 2 (t v ) = t 2v and j 3 (t v ) = t 3v . It's easy to check these three maps are well defined and injective. And it's also a straightforward calculation that their images j 1 (T n−1 ), j 2 (T n−1 ) and j 3 (T n−1 ) are commutative with each other.
We claim that j 1 (T n−1 ) ⊕ j 2 (T n−1 ) ⊕ j 3 (T n−1 ) is normal in T n . In fact, notice that
So we only need to check that t −1 · t v · t ∈ j 1 (T n−1 ) ⊕ j 2 (T n−1 ) ⊕ j 3 (T n−1 ) for any finite word v with 1 |v| n. From Proposition 4.1, it's obvious.
Finally, from equation (8), we know T n / j 1 (T n−1 )⊕ j 2 (T n−1 )⊕ j 3 (T n−1 ) t , which is isomorphic to Z or Z/nZ. From Proposition 2.13 which tells us that FDC is preserved by extension, we know that T n has FDC by the assumption on T n−1 . Since T n−1 ∈ D 4 n , we have j 1 (T n−1 ) ⊕ j 2 (T n−1 ) ⊕ j 3 (T n−1 ) ∈ D 3·4 n , so T n ∈ D 3·4 n +1 ⊆ D 4 n+1 .
Finally, we present an unsolved problem concerning FDC of all mother groups.
Problem: Do mother groups of bounded automata groups have FDC? In particular, does the Grigorchuk group G have FDC?
