' 2 H 2 () for t > 0 ;
Formulation of the problem
In this paper we consider a quasi-stationary model of crack propagation in a two-dimensional elastic medium occupying a bounded domain . The model, developed in [3] , is based on earlier work [1] , [4] , [9] , [10] , [11] . The motion of the tip X(t) of the crack ( t ) at time t is given by _ X(t) = ( j _ X ( t ) j ) J ( X ( t ))
where (s) is an explicit (and rather simple) function of s and J(X(t)) is dened in terms of the, so called, J-integral. The stress function '(x; t) satises:
' 2 H 2 () for t > 0 ; (1.2) 2 ' = 0 in n (t);
(1.3) ' = @' @n = 0from both sides of (t) ; (1.4) ' = g; @' @n =h on @; (1.5) and the initial portion of the crack i s g i v en by a curve which, for simplicity, w e take t o b e a graph:
(0) = 0 = fx 2 = f(x 1 ); x 0 6 x 1 6 0g; where ( x 0 ; f ( x 0 )) 2 @; 0 n ( x 0 ; f ( x 0 )) 2 :
(1.6) Throughout this paper the normal n denotes the interior normal direction; i.e., n = ( f 0 (x 1 ); 1)= p 1 + j f 0 ( x 1 ) j 2 when x approaches from above (denoted by + ) and n = (f 0 (x 1 ); 1)= p 1 + j f 0 ( x 1 ) j 2 from below (denoted by ).
In a recent paper [2] the present authors studied the asymptotic behavior of any solution of (1.2){(1.4) in a neighborhood of the tip X(t). Taking for simplicity t = 0 and assuming that f(0) = 0; f 0 ( 0 ) = 0 ;
(1.7) they proved the following results: (ii) If f 2 where e B j ( e ) is obtained from B j () b y rotating the coordinate systems so that the tangent to (t) a t X ( t ) is in the direction e = 0 . The coecients A 1 (t), A 2 (t) are called the stress intensity factors. It was proved in [2] that if A 1 (0) 6 = 0 ;A 2 ( 0 ) = 0 (1.11) then, for a C 1+ crack ( t ), the law (1.1) is equivalent to the condition A 2 (t) 0: (1.12) This condition means that ' (x; t) K jx X(t)j 1=2 (K 6 = 0 ) ; ' n !0 (1.13) as x approaches X(t) from n (t) along the tangent direction ; n is normal to . This condition can also be written in terms of the stress tensor : nn K jx X(t)j 1=2 (K 6 = 0 ) ; n !0: (1.14) These are precisely the conditions which c haracterize mode I fracture (also called opening mode); see [8, p.24] .
It was further proved in [2] that the dynamic problem (1.1){(1.6), for some time interval 0 < t < t 0 , is equivalent to the following geometric problem:
Find a curve ' 2 H 2 () for 0 6 s 6 s 0 ; (1.17) 2 ' = 0in n s ; (1.18 ) ' = @' @n = 0from both sides of s ; (1.19) ' = g; @' @n =h on @; (1.20) and A 2 (s) = 0for 0 6 s 6 s 0
(1.21) where A 2 (s) is the stress intensity factor which arises in the asymptotic expansion about the tip s :
'(x; s) = A 1 ( s ) j x X ( s ) j 3 = 2 e B 1 ( e ) + A 2 ( s ) j x X ( s ) j 3 = 2 e B 2 ( e ) + : (1.22) Here it is assumed that (t 0 ), or s 0 , i s i n C 1+ , s for s = 0 coincides with the (0) in (1.6) , and the connection between f(s) ( 0 6 s > s 0 ) and X(t) i s g i v en by f(s) = X 2 ( X 1 1 ( s )): Once f(s) has been found, X(t) can be obtained by solving the dierential equation _ X(t) = ( j _ X ( t ) j ) J ( t; f(t)): Denition. Problem (C 0 ) consists of nding a curve s 0 in C 1+ and a function '(x; s) which solve the system (1.16){(1.21).
In this paper we shall prove that there exists a solution to problem (C 0 ) with s 0 in C 2+ for some small > 0.
In x2 w e establish a relation between the curvature of s and stress intensity factors. To describe this relation consider, for simplicity, the case s = 0 and let ' 1 (x) = r 3 = 2 B 1 ( ) ;' 2 ( x ) = r 3 = 2 B 2 ( ) ;' 3 ( x ) = x 2 2 ; ' 4 ( x ) = r 5 = 2 B 4 ( ) ;' 5 ( x ) = r 5 = 2 B 5 ( ) : (1.23) Denote by s the solution of (1.17){(1.20) corresponding to the curve 0 [ f x 2 = 2 x 2 1 ;0 6 x 1 6 s g (1.24) where is the curvature of 0 at 0, and f(0) = f 0 (0) = 0. By formal asymptotic analysis (using inner and outer expansion for " ) w e show that " = 0 + " 1 at s = 0 .
The same relation holds for any s; 0 < s 6 s 0 , with = (s) the curvature of s 0 at (s; f(s)). To solve problem (C 0 ) w e need to impose the condition dA 2 =ds = 0, i.e., 3 2 A 1 = 3 2 A 5 + 2 : (1.26) This relation which determines the curvature of the crack in terms of intensity factors is quite remarkable. It has however an inconvenient feature in that it involves the higher order coecient A 5 .
In x3 w e give a n e n tirely dierent (but also formal) derivation of a relation between the curvature and stress intensity factors. Although this relation formally coincides with (1.26), it has the signicant advantage in that it is expressed by l o w er order coecients. To derive this relation, we initially make a c hange of variables x ! e x by translation T " and rotation R " so that the extended crack (1.24) for s = " will have its tip at the origin and the tangent at the tip in the horizontal direction. We then write Since b 2 is a lower order coecient (in the asymptotic expansion of V 1 ), this relation is much more useful than (1.26) for the purpose of proving existence theorems.
In xx5 , 6 w e shall establish (1.31) rigorously for any C 2+ curves s 0 . The proof depends on asymptotic estimates and maximum principles for biharmonic functions obtained in [2] , and an extension of one of these results which is derived in x4 of this paper.
In x7 w e prove that problem (C 0 ) has a solution with C 2+ crack s 0 for some small > 0; here we use the reformulation (1.32) of the condition A 2 (s) 0. We also discuss (in x7) other models of crack propagation when the condition (1.11) is not satised.
In x8 w e briey present the extension of our results to harmonic (instead of biharmonic)
functions. 4 2 Formal computation of dA 2 =ds (rst method)
We assume that 0 is a C 2+ curve given by (1.6), ( For any small " > 0, set = (x; ") and
We consider x as an outer variable, and introduce an inner variable y by x = "y. W e shall develop in the outer variable and G in the inner variable, and go from lowest order terms to higher order terms, step by step. Note that the extension " n 0 of the crack 0 is given, in the y-variable, by y 2 = 1 2 "y 2 1 ; 0 6 y 1 6 1:
It will be convenient to use a coordinate system e y for which the tip of the extended crack i s at the origin and the tangent at the tip is in the e y 1 -direction. This is accomplished (up to order " of precision) by the following translation and rotation: y 1 = 1 + e y 1 "e y 2 ; y 2 = 1 2 " + e y 2 + "e y 1 ; (2.3) or, up to the order " terms, e y 1 = 1 + y 1 + "y 2 ; e y 2 = 1 2 " + y 2 "y 1 : (2.4) We begin with the lowest order terms of 0 : In this section we rst make a c hange of coordinates from x to e x in order to transform the extended crack " = 0 [ f x 2 = 1 2 x 2 1 ; 0 6 x 1 6 "g into a crack e " which has its tip at the origin and its tangent at the tip in the horizontal direction. The mapping x ! e x is composed of translation T " of ("; 1 2 " 2 ) i n to the origin and of rotation R " by angle " with tan " = "; when combined, it can be written, up to order " terms, as x 1 = " + e x 1 "e x 2 ; x 2 = 1 2 " 2 + "e x 1 + e x 2 (3.1) or, as e x 1 = " + x 1 + "x 2 ; e x 2 = "x 1 + x 2 :
If the crack i n t h e x -coordinates is written in the form " : x 2 = f(x 1 ), then in the e x-coordinates it becomes e " : e
We seek (e x) (e x; " ) in the form
where we set 0 (e x) = 0 ( x 1 " + "x 2 ; x 2 "x 1 ): Then the boundary conditions (e x) = 0 ; @ @n (e x) = 0for e x 2 e " become "V (e x) = 0 ( e x ) ;" @V @n (e x) = @ 0 @n (e x) for e x 2 e " : As " ! 0 the curves e " converge to 0 and the limit problem for V , in the variable x, In [2] we derived an asymptotic behavior of solutions of 2 w = 0 near the tip of a C 2+ crack in case w and its normal derivative v anish along the crack. In this section we extend this result to the case where the boundary conditions of w along the crack are non-zero (but small), as well as to the case where instead of one crack w e h a v e t w o cracks with common tip. Let Q be the \thin" r e gion bounded by the curves j , i.e., Q = f(x 1 ; x 2 ); f 1 (x 1 ) 6 x 2 6 f 2 (x 1 ); 1 6 x 1 < 0g: Let = f x ; j x j < 1 g and suppose that 2 w = 0 in n Q ; (4.1) jw(x)j 6 jxj 3=2+ on 1 [ 2 ; (4.2) jrw(x)j 6 jxj 1=2+ on 1 [ 2 ; (4.3) [rw] C ( j \fjxj<Rg) 6 R 1=2+ for some 0 < < ( j = 1 ; 2); Proof. We shall rst prove that, for any small " > 0, there exists C = C " (independent of M) such that jw(x)j 6 Cjxj 3=2 " :
(4.7) To prove this it suces to show that the function jw(x)j jxj 3=2 " + jxj 1=2+ is bounded uniformly in as ! 0. If this is not true, then there exists a sequence of functions w = w n with their corresponding M = M n and = n ! 0, such that jw n (x n )j jx n j 3=2 " + n jx n j 1=2+ = sup x2nQ jw n (x)j jxj 3=2 " + n jxj 1=2+ = C n ! 1 ; as n ! 1 , where x n is a sequence of points converging to zero. We dene e w n () b y w n ( x ) = C n ( j x n j 3 = 2 " + n j x n j 1 = 2+ ) e w n (); x = jx n j:
Then j e w n (e n )j = 1for e n = x n =jx n j;
and, by (4.2){(4.4), j e w n ()j 6 (jjjx n j) 3=2+ C n (jx n j 3=2 " + n jx n j 1=2+ ) ! 0; for 2 e n j ; @ e w n @n 6 (jjjx n j) 1=2+ jx n j C n (jx n j 3=2 " + n jx n j 1=2+ ) ! 0; for 2 e n j ; h @ e w n @n i C (fjj<Rg\ e n j ) 6 (jx n jR) 1=2+ jx n j C n (jx n j 3=2 " + n jx n j 1=2+ ) ! 0 where e n j is the image of j under the mapping x = jx n j. W e also have j e w n ()j = w n (x) C n (jx n j 3=2 " + n jx n j 1=2+ ) 6 (jjjx n j) 3=2 " + n (jjjx n j) 1=2+ jx n j 3=2 " + n jx n j 1=2+ 6 jj 3=2 " + jj 1=2+ for 2 e n n e Q n ;
where e n and e Q n are the images of and Q under the mapping x = jx n j. Notice that e Q n converges to the ray f 2 = 0 ; 1 < 0 g . By C 1+ sub-Schauder estimates, we have, for a subsequence, e w n () ! e w() o n a n y compact set, where e w() is biharmonic on R 2 n f 2 = 0 ; 1 < 0 g , and e w() = @ e w @n () = 0on f 2 = 0 ; 1 < 0 g ; (4.8) j e w()j 6 jj 3=2 " + jj 1=2+ :
By the proof of Lemma 5.5 in [2] , it then follows that e w() 0. This however is a contra- jrw (x)j 6 C for jxj 6 2; (4.13)
[rw ] C (jxj<2) 6 C:
(4.14)
Let j = fx; x= 2 j g. Since the curve j is in C 2 , there exists a constant C such that the curve j \ f j x j 6 2 g can be bounded by t w o line segments + : = Cand : = + C. On these two line segments, we h a v e, by (4.2), (4.3) and the estimates (4.13), (4.14), jw (x)j 6 +" + C6C + " ; for x 2 ; (4.15) jrw (x)j 6 C + " +C 6C ; for x 2 : We can rewrite (5.11) also as a mapping e x ! x: n being the vector S " n where n is the normal to @. Before proving the existence and uniqueness of V we need to estimate carefully the function dened by the right-hand sides of (3.9), which w e shall denote, for brevity, b y k : where C m is a constant depending on m. The variational method of [7] can be applied to show that there exists a solution v = v m in H 2 () to In order to derive an asymptotic expansion for V 1 we need to work with V 1 4A 2 r 3=2 cos 1 2 (the added term will enable the necessary cancellation with second boundary condition in (3.16)) We then obtain, upon using Lemma 4. The proof of Theorem 5.4 is given in the next section.
6 Proof of Theorem 5.4
We need several lemmas.
Lemma 6.1 There holds: j e f " (x 1 ) f(x 1 )j 6 C"jx 1 j 1+ ; min(x 0 ; x 0 " )6x 1 60 :
Proof. Recall that e f " was dened by e x 2 = e f " (e x 1 ) where x 2 = f(x 1 ) (6.2) and x; e x are related by (5.11). Using (5.12) we easily nd that j e f 00
" (x 1 ) f 00 (x 1 )j 6 C" if " 6 x 1 6 0:
Thus it remains to consider the case where x 1 < ". W e can rewrite the relation (6.2) in the form x 2 (e x 1 ; e f " (x 1 ); " ) = f ( x 1 ( e x 1 ; e f " ( e x 1 )); " ) (6.3) where x j = x j (e x 1 ; e x 2 ; " ) is dened by (5.12). Dierentiating (6.3) in " we easily get: (6.4)
26
We e v aluate the denominator by using (5.13), (5. @" e x 1 f 0 (")] A + B D; (6.6) here A is an approximation to the left-hand side whereas B and C represent error terms. Using (5.13), (5.12) we nd that @x 1 @" +e x 2 1 6Cj e x 1 j"+Cje x 2 j" ; @x 2 @" e x 1 f 0 (") 6Cj e x 1 j" +Cje x 2 j" 2 ;
and, since jx 1 j > ", jBj + jDj 6 Cjx 1 j 1+ ; (6.7)
here we used the estimates je x 1 j 6 Cjx 1 j, je x 2 j 6 Cje x 1 j. In the sequel we shall use the inequalities jx 2 j 6 Cjx 1 j 2 ; je x 2 j 6 Cje x 1 j 2 (6.8) which hold for x 2 = f(x 1 ), e x 2 = e f " (e x 1 ). To estimate A we write A = [f 0 (x 1 ) f 0 (e x 1 + " "x 2 )](1 e x 2 ) +[f 0 (e x 1 + " "x 2 )(1 e x 2 ) e x 1 f 0 (")] A 1 + A 2 :
(6.9)
By the mean value theorem jA 1 j 6 Cjx 1 (e x 1 + " "x 2 )j 6 C" 2 +C"jx 2 j6Cjx 1 j 2 where we h a v e used (5.13), (5.12) and (6.8), as well as the inequality jx 1 j > ". From (6.8) it follows that the terms e x 2 which appears in A 2 (in the factor (1 e x 2 )) is bounded by Cjx 1 j 2 , so that jA 2 j 6 j(e x 1 )j + Cjx 1 j 2 (6.10) where (e x 1 ) = f 0 ( e x 1 + " "x 2 ) e x 1 f 0 ("): If e x 1 = 0 then x 1 = 0 and x 2 = f(0) = 0, Therefore (0) = 0. Also, 0 (e x 1 ) = f 00 (e x 1 + " "x 2 )
1 " @x 2 @e x 2 and, since = f 00 (0) and @x 2 =@e x 2 = O(") ( b y (5.13)), we h a v e j 0 ( e x 1 ) j 6 C" 2 + ( e x 1 + " x 2 ) 6 Cjx 1 j :
Using the mean value theorem, we conclude that j(e x 1 )j 6 Cjx 1 j 1+ 27 and together with (6.9), (6.10), jAj 6 Cjx 1 j 1+ :
Combining this estimate with (6.7) and (6.6), we nd that the numerator in (6. Proof. Denote by e P " the initial point o f e " and by e d(x), d(x) the distances from x to e P " and P 0 , respectively. W e i n troduce the region + ( ) of all points in with d(x) < which lie above (below) 0 \ B (P 0 ), and, similarly, the region e + ( e ) of all points in e with e d(x) < which lie above (below) e 0 \ B (P " ). If 0 is in C 4 then we can apply results of Kondrat ev [6] to deduce that j 0 (x)j 6 Cd(x) 2+ ; 0 < < 1 (6.13) for x 2 + where depends on the angles that 0 and @ form at P 0 . In the present case where 0 and @ is only C 2+ , this estimate is still true but it requires a more elaborate proof which will be given in the Appendix (x9).
Similarly, the inequality (6.13) is valid for x 2 . Clearly, the inequality also holds throughout the rest of .
Similarly we h a v e j ( x ) j 6 C e d ( x ) 2+ (6.14) in e . Consider the function G(y) = 1 R 2+ ( e P " + Ry)
for R small (say 2 R < = 2) and e P " + Ry in e + =2 . From (6.14) and C 2+ sub-Schauder and, upon choosing suciently small, we derive both (6.11) and (6.12) (with another (smaller) ).
If d(x) 6 C 0 ", then we can use (6.13) and interior elliptic estimates to deduce that j 0 j 6 C" 2+ ; jr 0 j 6 C" 1+ :
Similarly, j j 6 C" 2+ ; jr j 6 C" 1+ ;
and, consequently, jV j 6 C" 2+ ; jrV j 6 C" 1+ :
The estimates (6.11), (6.12) then follows from the denition of W in (5.53).
We next estimate W and rW along 0 . Lemma 6.3 There exist positive constants , and e such that, along 0 \ e , jW(x)j 6 C" 2 r 3 = 2+2 ; (6.19) jrW(x)j 6 C" 1+ r 1=2+ ; ;(B R nB R=2 )\ " 6 C" 1+ R 1=2+ : (6.36) Proof. It will be enough to estimate @W=@n and its H older coecient o n " . T o do that we i n troduce, for any 0 < R < 1, a cuto function (x) such that (x) = 1 i f 3 R=4 < r < 5 R=4 and (x) = 0 i f r < R = 2 o r r > 3 R=2. In view of Lemma 6.1, the constant C 0 can be chosen such that e e f(x 1 ) > f ( x 1 ). Since the new curve i s i n C 2+ , uniformly in ", w e can easily extend the estimates of Lemma 6.4 to e e " , and then we proceed as before to complete the proof of Theorem 5.4. Remark. Note that the assumptions (5.1) and (5.5) are not essential and are made just for the purpose of convenient exposition. The regularity assumptions on @, f, g can also be relaxed: it suces to assume that @ i s i n C 2+ , g 2 C 2+ and h 2 C 1+ .
Proof. (7. 2), its image is precompact. Applying Schauder's xed point theorem, we conclude that T has a xed point, which is a solution to problem (C 0 ).
Suppose next that instead of (1.11) we assume that A 1 ( 0 ) = 0 ;A 2 (0) 6 = 0 :
Then, as in [2] , the crack propagation problem (1.1)-(1.7) then reduces to the problem of nding a C 2+ curve s 0 such that A 1 (s) 0 if 0 6 s 6 s 0 : 8 The case of harmonic functions
The methods of the present paper as well as of [2] can be extended to other elliptic operators. We shall consider here briey the case where 2 ' = 0 is replaced by ' = 0 and the boundary conditions in (1.4) are replaced by ' = 0 on (t). (8.9 ) and this is the analog of (3.15).
In general we do not expect to nd a continuation s 0 of the crack 0 along which A 1 (s) = 0. Consider, for example, a rectangular domain = f a < x 1 < a ; b < x 2 < b g with 0 = f(x; 0); a < x 1 < 0 g and ' 0 (x) = A 3 (0)r 3=2 cos 3 2 ; A 3 (0) > 0: Suppose such continuation is possible. Since the boundary conditions (on @) are symmetric with respect to x 2 , w e expect the solution to be also symmetric, i.e., s = f(x 1 ; 0); a < x 1 < s g ;' ( x 1 ; x 2 ; s ) = ' ( x 1 ; x 2 ; s ) :
for all " > 0, where C is a constant independent o f " , then assertion (9.1) would follow. We shall assume that (9.3) does not hold and derive a contradiction.
Our assumption implies that there are sequences " n , R n such that M "n = sup j (R n ; ) j " n R 1+ n + R 2+ n ! 0:
We can then easily deduce that " n ! 0, R n ! 0. Introduce functions G n by (x) = M n ( " n R 1+ n + R 2+ n )G n (); x = R n :
Then, as in [2, Lemma 3.2], G n 0 ! G for a subsequence n 0 ! 1 and 2 G = 0in S ! ; (9.4) G = @G @n = 0on @S ! ; (9.5) jG()j 6 C(jj 1+ + jj 2+ ) in S ! ; (9.6) and G(e) = 1for some e 2 S ! ; jej = 1 (9.7) where S ! is the wedge fjj > 0; 0 < < ! g ; here, for simplicity, w e assumed that the tangents to 1 and 2 at 0 form angles = 0 and = ! with the 1 -axis; 0 < ! < . F rom the local bound in (9.6) and local regularity for biharmonic function in a wedge [5, p.109] we get jG()j 6 Cjj 2+(!) ; jj < 1 (9.8) from some (!) > 0, and in the sequel we take 0 < < ( ! ) : (9.9) We n o w u s e a c hange of the radial variable, r = e t . It is easily veried that G then satises a homogeneous elliptic equation with constant coecients L(@ t ; @ ) G= 0 ; 1 < t < 1 ; 0 < < 1 : where L(@ t ; @ ) = ( @ tt + @ ) 2 4(@ tt + @ )@ t + 4 ( @ tt + @ ):
For any such that 2 + < < 2 + ( ! ) ; (9.10) we i n troduce the function F(t; ) = G ( t; )e t : In view of (9.10) and (9.6), (9.8), jF(t; )j 6 Ce j t j ; = minf 2 ; 2 + ( ! ) g ; (9.11) and F satises an elliptic equation L(@ t ; @ ; ) F= 0 : In particular, taking Ree z = 0 w e conclude that the Fourier transform of F(t; ) is identically zero and therefore G 0, which i s a c o n tradiction to (9.7).
