This paper describes a Monte Carlo procedure to evaluate dynamic nonlinear general equilibrium macro models. The procedure makes the choice of parameters and the evaluation of the model less subjective than standard calibration techniques, it provides more general restrictions than estimation by simulation approaches and provides a way to conduct global sensitivity analysis for reasonable perturbations of the parameters. As an illustration the technique is applied to three examples involving different models and statistics.
lack statistical foundations (exceptions include Smith 1993, Burnside, Eichenbaum, and Rebelo 1993).
Starting with Kydland and Prescott (1982) it has been common to use a "calibration" methodology which typically consists of three steps: (i) select the parameters of the model using an array of criteria which range from matching long run averages, consistency with estimates obtained in the micro literature and a priori settings, (ii) represent the properties of actual data with simple statistics (the so-called "stylized facts") which are relatively insensitive to approximation and measurement errors, (iii) evaluate the quantitative properties of the model informally using a metric which is specific to the researcher and the question being asked (see Smith 1993 and Kim and for detailed surveys of the methodology). Calibration procedures have beenjustified in different ways. Shoven and Whalley (1984) argue that calibration is a tractable procedure to convert general equilibrium structures from abstract representations into realistic models of actual economies. Jorgenson (1984) indicates that it is the only feasible alternative when it is impossible to simultaneously estimate the parameters without requiring an unrealistically large number of observations or overly severe identifying restrictions. Kydland and Prescott (1982) suggest that it is a reasonable way to assess the quality of a model when measurement errors are present and when its abstract nature is likely to result in a sure rejection when formally tested. Finally, Kydland and Prescott (1991) suggest that calibration is the natural heir of the original quantitative approach advocated by Frisch (1933) .
Although popular among theorists, calibration procedures have always made econometricians uneasy. With the advent of modern computer technology, tractability and size limitations are no longer a stumbling block to the use of estimation methods. But apart from the issue of estimation (thoroughly discussed in Gregory and Smith 1989), there are other compelling reasons for considering the conclusions obtained with calibration procedures debatable.
The parameters used in simulations are typically chosen either to reproduce the long run properties of a particular data set or from existing econometric evidence. The former procedure is problematic since information used in different studies may be inconsistent (e.g. a parameter chosen to match average labor payments from firms in national account data may not equal the value chosen to match the average labor income received by households). The latter is dubious because existing evidence is contradictory and because the range of estimates for certain parameters (e.g. risk aversion) is so large that selection biases may be important. In addition, the micro studies that are cited to support particular parameter choices, may have obtained estimates using model specifications which are inconsistent with those imposed in the model under consideration (such as completeness versus incompleteness of markets or general versus partial equilibrium).
Because no uncertainty is typically allowed in the selection of the parameters and the number of replications typically performed is small, the results of the simulations can not be corroborated with formal statements on the range of possible outcomes of the model. Therefore, one must resort to informal techniques to judge the closeness of simulated and actual data and to evaluate policy alternatives. Moreover, although certain parameters are crucial in determining the conclusions of the study, results are often reported without any sensitivity analysis on how summary statistics change with reasonable perturbations of the parameters of interest. While these problems are well known in the static computable general equilibrium (CGE) literature (see e.g. Pagan and Shannon 1985) and partially recognized by Kydland and Prescott (1982) , they were neglected by most of the subsequent literature.
The purpose of this paper is methodological. I propose a simulation methodology which formalizes the evaluation of properties of the model and allows for meaningful sensitivity analysis on the outcomes of the simulations. The methodology shares features with those recently proposed by Gregory and Smith (1991) and Kwan (1991b) , can be justified using simple Bayesian tools (see Box 1980 and El-Gamal 1993) and has similarities with stochastic simulation techniques employed in dynamic nonlinear large scale macro models (see e.g. Fair 1991 ). Sims (1989) , Smith (1992) , Watson (1993) and Canova, Finn, and Pagan (1993) have suggested alternative procedures to formally measure the fit of calibrated models.
The idea of the procedure is simple. The model is recognized to be afalse data generating process for the observed time series and the task is to know in which dimensions it is most at odds with actual data. The metric I use to evaluate the fit is probabilistic. I simulate the model repeatedly using a Monte Carlo procedure which randomizes over both the exogenous stochastic processes and the parameters. Parameters are drawn from a density consistent with the frequency distribution of estimates existing in the literature. I then construct the frequency distribution for the realizations of the statistics of interest and examine either in what percentile of the distribution of the simulated statistics the actual value lies or the percentage of simulated values which lie in a ball around the actual realization or both. Extreme values for the first percentile (say, below a percent or above (1 -a) percent) or a low value for the second percentile indicates that the model is particularly poor in the dimensions examined.
The approach I propose has several appealing features. First, it accounts for the uncertainty faced by a simulator in choosing the parameters of the model with a "realistic" Bayesian prior. This prior can be formally obtained using information theoretical measures and the outcomes of point estimation experiments (see El-Gamal 1993). Second, it has a built-in feature which allows for global sensitivity analysis on the support of the parameter space and generalizes techniques on randomized design for strata existing in the static CGE literature (see e.g. Harrison and Vinod 1989). Third, it provides a general evaluation criteria which attaches probabilities to events we are interested in characterizing (as in Box 1980 ). Finally, it provides a simple and convenient metric to judge the closeness of the simulated and the actual data.
The paper is divided in 6 sections. The next section reviews model building procedures and the criteria employed to examine the empirical relevance of dynamic economic models. Section 3 introduces the technique and describes the details involved in the implementation of the procedure. Section 4 spells out the relationship between the approach and existing techniques. Section 5 presents some examples. Section 6 concludes.
ON EVALUATING THE EMPIRICAL RELEVANCE OF ECONOMIC MODELS
The formulation, estimation and evaluation of dynamic general equilibrium macro models is a relatively recent undertaking. Hansen and Sargent (1979) pose the foundations for a maximum likelihood estimation of the "deep" (preference, technological) parameters of these models and for testing their validity. Hansen and Sargent face two basic problems. First, since closed form solutions for the endogenous variables in terms of exogenous variables and parameters do not always exist, they concentrate on parametric structures which deliver closed form solutions (linear-quadratic specifications for the primitives of the model and linear processes for the exogenous variables). Second, since many economic models do not provide a "realistic" statistical specification for the endogenous variables and will be discarded as empirically irrelevant in formal testing, Hansen and Sargent augment their models with additional random components (measurement errors, error in variables or unobserved components). Once a closed (final) form solution is obtained and there are enough sources of randomness in the economy to make the model "complete" in a probabilistic sense (see Haavelmo 1944) , one proceeds to identify and estimate the parameters. The empirical relevance of the model is then judged by performing statistical goodness of fit tests or likelihood ratio tests for hypotheses concerning the parameters of interest.
Given the intrinsic limitations existing in the choice of linear quadratic specifications, Hansen (1982) proposed to estimate and test hypotheses concerning "deep" parameters directly from the Euler equations using simple moment conditions. Hansen's GMM-IV approach does not require a closed (or a final) form solution for the endogenous variables, is robust to any failure of the econometrician to have the same information set as agents (see Pagan and Ullah 1988) but still requires a fully specified probability structure for the model. The validity of the model is examined using standard goodness of fit tests (the J-tests).
Contemporaneously with the work of Hansen, Kydland, and Prescott (1982) suggested an alternative procedure to tackle the problem of the probabilistic underspecification of the model. Rather than augmenting an artificial economy with extraneous random components to obtain a richer statistical structure, they start from the observation that the model, as a data generating mechanism (DGP), is false. That is, it is known that, as the sample size grows, the data generated by the model will be at greater and greater variance with the observed time series. For Kydland and Prescott an economic model is neither an accurate nor a realistic description of the actual data but only an approximation to the stochastic process generating it. The task of an applied researcher is to indicate in what dimensions the approximation is poor and suggest ways to modify the artificial economy to obtain a better fit.
There are several logical consequences of this point of view. First, because the model is a false DGP for the actual data, classical estimation of the parameters is meaningless. In addition, classical hypothesis testing is inappropriate because a false model can not be regarded as a null hypothesis to be statistically examined (it can be rejected even before the test is undertaken). Similarly, standard Bayesian analysis is inapplicable because the (simulated) likelihood need not be the correct one, so that posterior statements for the parameters are worthless. In response to these deficiencies, researchers working in this area have adopted a two step approach which chooses the parameters so that the model replicates the data in some basic dimension of interest and evaluates the model on its ability to reproduce "stylized facts." For example, in an aggregate model of the business cycle, parameters are chosen so that the behavior of the endogenous variables in the steady state coincides with the long run behavior of the corresponding variables in the actual economy, and the model is evaluated on its ability to replicate variances and covariances of the cyclical component of macro variables. This first step of the approach is typically justified as a way to unify observations from different fields of economics but it should be noted that it is entirely analogous to the procedure employed in experimental sciences where the physical instrument used to measure some phenomenon is "calibrated" so as to reproduce some known result. For example, to measure the temperature of water a thermometer is calibrated so that in freezing water it gives a value of 32F and in boiling water it gives a value of 212F.
However, because the economy is not fully specified in a probabilistic sense and no measure of dispersion is attached to "calibrated" parameters, the metric employed to determine the quality of the approximation is left unspecified, inferential procedures are subjective to the researcher and, in general, lack statistical foundations. Continuing with the analogy with experimental sciences, if a measurement of 65F is reported it is hard to say if it is different from any value observed in real life or in any other experimental situation.
To overcome these problems Watson (1993) develops a classical procedure which makes evaluation less subjective in situations where the model is known to be a "false" description of the actual economy and the parameters are calibrated. The metric Watson uses is the relative contribution of the second order properties of the model to the second order properties of the actual data. A model fits the data well if the correlation between summary statistics of simulated and actual data in a particular range of frequencies is large (in a R 2 sense). Sims (1989) and Smith (1992) have suggested a VAR metric to judge the fit of the model. Their approach applies to both situations where the parameters are calibrated or estimated. A VAR is a window which may only partially capture aspects of the data. A model is regarded as appropriate if the "distance" between the unrestricted VAR representations of simulated and actual data is small either in absolute terms or relative to the distance of other models to the actual data.
Finally, Canova, Finn, and Pagan (1993) use the restrictions implied by a calibrated model on the long and short run dynamics of the actual data to provide several general goodness of fit tests and an encompassing procedure to discriminate among models which pass the first round of goodness of fit tests. The procedure has some analogy to the one of Hansen and Sargent (1979) since it employs the restricted VAR representation implied by the model to examine exclusion restrictions for the actual data, and has the advantage of providing the information necessary to modify a model in response to its failure to pass the tests.
In developing an alternative framework of inference I follow Kydland and Prescott's philosophy very closely. I take the actual data to be the realization of an unknown underlying vector stochastic process. The task here is to reproduce features of the data with an "artificial economy," which is known to be almost surely a false generating mechanism for the actual data. The features of the actual data we may be interested in include conditional and unconditional moments (or the entire densities), the autocovariance function of the data and various functions of these quantities (e.g. measures of persistence or of relative volatility) and specific events (e.g. a recession or an average upward sloping term structure of interest rates). I recognize that "calibrating" the model to the actual data involves sampling error and, more importantly, that some judgmental decisions need to be made which lead to a whole range of calibrated values indexed by data sets, measurement techniques, model specifications and evaluation procedures. The presence of this cross sectional variability is the crucial ingredient to construct numerical measures of discrepancy between simulated and actual data. The inferential procedure adopted here follows Friedman (1959) and judges the validity of a model on its ability to reproduce, in a probabilistic sense, a selected number of facts of the actual economy. If the model is regarded to be a good approximation to the actual data generating process, it can be fruitfully used to evaluate policy options.
MODEL EVALUATION AND SENSITIVITY ANALYSIS
I assume that a simulator is faced with an m x 1 vector of time series Yt, which are the realizations of a vector stochastic process Xt and that she is interested in reproducing features of Yt using a dynamic general equilibrium model. The analysis of policy options will be discussed later on in this section. Xt is assumed to be a Markov process with absolutely continuous but unknown distribution and moments up to the nth. For the sake of presentation, I assume that the unconditional distribution of Xt is independent of t but there is nothing in the framework that prevents shifts in the unconditional distribution of Xt at known points. Xt may include variables like GNP, consumption, interest rates, exchange rates, etc. I also assume that dynamic economic theory gives us a model expressing Under general specifications, however, f can not be derived analytically from the primitives of the problem. A large body of current literature has concentrated on the problem of finding approximations which are either locally or globally close to f in a given metric.2
Here I assume that either f is available analytically or that one of the existing numerical procedures has been employed so that a simulator has a functional i; which approximates f in some sense, i.e. II 9;(Zt, y) -f(Zt, 13)II < e, where y are functions of the parameters 13 and 11-11 is a given norm. Given the model f, an approximation procedure i;, a set of parameters 13 and a probability distribution for Zt, one can infer the probability distribution of Xt from the model. Let %(Xt 1,, f ) be the density of the Xt vector, conditional on the parameters 13 and the modelf. ?(Xt IOp, f) represents the probability that a particular path for the endogenous variables will be drawn given a parametric model structure for the artificial economy and a set of parameters and is a deterministic (nonlinear) transformation of K(Zt), the probability density of the exogenous variables. In other words, Xt is random because Zt is random. The vector 13 is, in general, 
where N is the number of replications. Note that, although We is unknown, sampling from We (orp) can be conveniently accomplished by simulating the model repeatedly for random (13, Zt).
Second, since in most cases the functionf is unknown, % itself becomes unknown and the direct computation of integrals like (1) The easiest case to analyze is when the component of Zt we are interested in changing is deterministic (e.g. tax or tariff rates). In that case Xt(Xt, 81f, ) a r(,813) and only the randomness in the parameters affects the outcome of the experiment.
If the component of Zt we are interested in is stochastic, but policy options do not involve changes in the distribution of the Z's, one can undertake an analysis of different policy options by simply comparing a band for g(Xt) obtained by randomizing the , vector under the, two policies. Finally, if a policy experiment involves changes in the entire distribution for Zt one may want to compare XJ(Xt, ,ILfl, 1) with XJ(Xt, I1f2, 1) where fi and f2 now represent two different specifications for Zt. Differences in the outcomes can be examined using nonparametric methods as discussed in Pagan and Ullah (1991). In the example of Section 5 dealing with the evaluation of policy options, I will only consider deterministic policy changes.
A COMPARISON WITH EXISTING PROCEDURES
The approach we have described in the previous section lends itself to a simple Bayesian interpretation and shares features with several existing Bayesian techniques.
We have already mentioned that our "prior" on the parameters can be justified formally as the least informative density which is consistent with the information contained in a variety of estimation experiments. The procedure we employ to construct this density is also tightly linked to the selection procedure used in the so-called "consensus literature" (see Genest and Zidek 1986) , where the problem is to combine different subjective Bayesian priors into an overall (more objective) one, and to the one employed in "meta-analysis" (see Wolf 1986) , where the outcomes of a number of hypothesis testing experiments are combined to reach a decision (accept or reject) based on the collection of experimental p-values.
Because G(xtl,I, f) is not necessarily the correct "likelihood" of the data, our procedure shares features also with the limited information approach of Kwan (1991a) , where an unknown density G is approximated with G on the basis of one or more statistics. As Kwan shows, the approximation is appropriate if and only if the statistic on which the approximated likelihood function is built is consistent and uniformly asymptotically normal. He uses these properties to construct a diagnostic check for the quality of the approximation. Because in our setup the statistic g(Xt) need not be consistent, Kwan's diagnostic check is inapplicable.
Our inferential approach has direct connections with the one pioneered by Box (1980). Box used predictive densities and functions of the data to provide a diagnostic check for model adequacy, which may be used to either discredit or support posterior statements about the parameters. There are two major difference between that approach and ours: first, the predictive density need not be the correct predictive density for the actual data and second, it need not have a closed form expression. The lack of closed form expression for the predictive density prevents us from computing the probability of paths analytically, like Box does.
Our model evaluation procedure is also related to the ones proposed by Gregory and Smith (1991) and Kwan (1991b) . However, a few differences need to be emphasized. Gregory and Smith take the model as a testable null hypothesis and compute the probability of type I error by simulation. Although the Monte Carlo methodology underlying their procedure is identical to ours, the interpretation of the results is different for three reasons. First, Gregory and Smith assume that the mod is the true DGP for the actual data while this is not the case here. Second, they do not account for parameter uncertainty in evaluating the outcomes of the model. Finally, because they take a calibrated version of the model as the "truth," they conduct sensitivity analysis inefficiently, by replicating the experiments for different calibrated values. Kwan, on the other hand, allows for parameter uncertainty in his simulation scheme. However, he chooses a subjective "prior" density for the parameters. In addition, he evaluates the outcomes in relative terms, by comparing two alternative model specifications using a posterior-odds ratio. A model is preferred to another if it maximizes the probability that the simulated statistics are in a given set (typically chosen to be of two standard deviations width around the point estimate of the actual statistics).
Finally, the procedure for sensitivity analysis proposed here extends the approach that Harrison and Vinod (1989) used in deterministic CGE models and is complementary to the local analysis of Canova, Finn, and Pagan (1993). To determine how robust simulation results are to "small" perturbations of the parameters around the calibrated values, they examine the magnitude of the local derivative of the statistic in the direction of interest. Because the two procedures measure the sensitivity of the results to perturbations in the parameters of different size and because they take a different point of view regarding the reliability of calibrated parameters, they provide complementary information and should both be used as specification diagnostics for simulated models.
It is simple to show that both "calibration" and "estimation by simulation" exercises appear as special cases of our simulation procedure. Calibration exercises can be seen as imposing a point mass for *,(13) on a particular value of ,B and, in certain cases, also selecting a particular path for the exogenous processes. One interpretation of this choice is that a simulator is perfectly confident that the vector ,B used is correct and does not worry about the cross-study or time series uncertainty surrounding estimates of 13. Note that when the density of 13 is a singleton the marginal and the conditional density of Xt are identical. In addition, when a path for the vector of exogenous variables is selected in advance, either by drawing only one realization from their distribution or by choosing a Zt on the basis of extraneous information (for example, inputting Solow residuals in the model), the marginal for Xt has a point mass. In this last instance the likelihood of the model to produce any particular event is either 0 or 1 and one must resort to informal techniques to compare the closeness of functions of simulated and actual data. In some studies the randomness in Zt is explicitly taken into account and repeated draws for the exogenous variables are made for a fixed value of 13. In this case one computes moments of the statistics of interest by averaging the results over a small number of simulations (see, e.g., Backus, Gregory, and Zin 1989).
Simulation exercises conducted after parameters have been selected using a SMM or a GMM technique are also special cases of the proposed framework of analysis. Here *,1(1) has a point mass at ,B*, where ,B* is either the SMM estimator of ,B (see Lee and Ingram 1990) or the SQML estimator of ,B (see Smith 1992) or the GMM estimator of ,B. In some cases, *,1(1) is taken to be the asymptotic distribution of one of these estimators (see Canova and Marrinan 1993) . Simulations are performed by drawing one or more realizations from 6(XtI,3*, f, 1) (or from X(Xt, I1f, 5), if the asymptotic distribution of ,B* is used) and standard errors of g(Xt) are computed using the asymptotic standard error of ,B* and a linear approximation to ,.
In evaluating the model's performance these last procedures have two advantages over calibration. First, they allow formal statements on the likelihood of certain parameter values to reproduce the features of interest. For example, if the four standard error range around the point estimate of the AR(1) parameter for the productivity disturbance is [.84, .92], then it is highly unlikely (with probability higher than 99 percent) that persistent (in the sense of unit root) productivity disturbances are needed to match the data. Second, they provide a setup where sensitivity analysis to a reasonable perturbation of the parameters can easily be undertaken (although not often done).
Estimation procedures however, have two major shortcomings. First, they impose a strong form of ignorance on the simulator which does not reflect the available a priori information. The vector 13 may include meaningful economic parameters which can be bounded on the basis of theoretical arguments. For example, a priori it is known that a risk aversion parameter which is negative or in excess of, say 30, is very unlikely. With SMM, GMM or SQML procedures the range of possible , is [-co, co] . By appropriately selecting a hypercube for their densities a researcher can make "unreasonable" parameter values unlikely and avoid a posteriori adjustments. Second, simulations may not constitute an independent way to cross validate the model because the parameters used are obtained from the same data set which later will be used to compare results.
Procedures mixing calibration and GMM estimation and calibration and estimation by simulation recently employed by, e.g., Burnside, Eichenbaum, and Rebelo (1993), are also special cases of our approach. In this approach some parameters are fixed using extraneous information, while others are formally estimated using moment conditions. Although these strategies allow a more formal evaluation of the properties of the model than pure calibration procedures, they face several problems. First, parameters may be estimated regardless of their identifiability. where It = Kt -(1 -6)Kt-I is investment at t, Kt is the capital stock at t, a is the depreciation rate, Et is a productivity shock and Eo is the expectation operator. sector growth model is able to generate the relative variability of consumption to income we see in the U.S. data. (1991) and (1993) who attempt to reproduce features of profits from uncovered speculative strategies in several foreign exchange markets and of holding premiums in the term structure of U.S. interest rates.
Profits from Uncovered Speculative Strategies. The second example draws from Canova and Marrinan
The economy they consider is characterized by two countries. Every period, each country i is endowed with Yit, i = 1, 2 units of a nonstorable consumption good. There are two governments which consume Git units of their own country's good. To finance these consumption requirements each government issues a country specific money, Mit, collects real lump sum taxes, Tit, levied equally on agents from both countries, and issues debt to finance any purchases in excess of money creation and tax collections. This debt is in the form of state contingent nominal bills of maturity k, k = 1, 2, ..., K, denominated in their own country's currency. Endowments, government consumption requirements and money supplies are exogenous and follow independent first order Markov processes with a stationary and ergodic transition function.
Countries are each populated by a representative household maximizing a time separable utility function defined over the two goods. Households are subject to both a wealth constraint and a liquidity constraint which compels them to purchase goods with cash. The timing of the model is such that asset markets open first and goods markets follow. At the beginning of each period the consumer enters the asset market and decides how to allocate her wealth among the productive assets of the 2 countries, currencies, and the state contingent nominal bonds issued by the 2 governments. After the asset market closes, the consumer enters the goods market and makes her consumption purchases with previously accumulated currency.
In equilibrium the expected nominal profits from holding a bond to maturity k for h periods relative to holding an h-period bond to maturity, defined as HP kth - The problem under consideration is much more complex that the previous one since there are 6 exogenous sources of shocks (Yit, Git, Mit, i = 1, 2), 27 parameters to select and an approximation error to consider. Note that there are two types of parameters: preference parameters (r, y) and "auxiliary" parameters, which enter expressions (7) and (8) only because of the particular time series model selected for the exogenous variables. For preferences parameters existing evidence is sufficiently rich to construct informative densities, while for the others the evidence is very slim and this forces us to choose uninformative densities for these parameters.
The density for , = (r, y) is assumed to be the product of univariate densities and it is selected as follows. 4 Since In conclusion, the current model specification can generate on average more variability than what is found in the data but there are many reasonable parameter configurations for which the first order serial correlation coefficient is lower than what we see in the actual data. Cooley and Hansen (1990) and is chosen to illustrate how the procedure for sensitivity analysis outlined in the paper can be used to examine the consequences of policy options. The problem they examine is whether there is a combination of three different taxes which is less distorting than the actual U.S. taxation system.
Optimal Taxation. The final example considers the model employed by
The framework of analysis they employ is a closed economy model with production and two goods (cash and credit). To simplify the analysis, and because none of the conclusions depend on this, I assume that all goods are cash goods. The representative consumer maximizes lifetime utility given by There is a representative firm in the economy, owned by the consumer, maximizing -profits (15) PR, = Khl--w,h,tr,K,.
Finally, there is a government which taxes agents using four distortionary taxes (inflation, consumption, labor income and capital tax) and transfers the total back to agents in a lump sum fashion. The government budget constraint is Figure 3 plots the 90 percent bands for the welfare costs associated with each tax instrument when 10000 ,3 vectors are drawn together with the median value of the distribution. The bands are, in general, large and nonmonotone, for a substantial portion of the grid the welfare costs of capital taxation include negative and zero values and the costs of consumption and income taxation are high for moderate tax rates. Note also that, in relative terms, the costs of capital taxation are smaller than with the other two taxes. The nonmonotonicity of the bands is due to the strong nonlinearities of Ac in the various tax rates. The fact that a low level of capital taxation yields negative welfare losses and that the costs of capital taxation appear to be smaller than with the other two taxes is related to the disincentive to work that capital taxation induces on agents. Therefore, the lower disutility of working is compensated by a lower level of consumption which needed to restore the agents to the nondistorted steady state level of utility.
To examine how far the U.S. economy is from an optimum, I compute the welfare losses using the values of the average tax rates on labor and capital obtained This paper describes a Monte Carlo approach to evaluate the properties of dynamic general equilibrium models. The starting point of the approach is the assumption that the model as DGP for the actual data is false. Given this point of view, standard classical inferential procedures are inappropriate and a new methodology for model evaluation is called for. The technique suggested in this paper can cope with the deficiencies of standard statistical analysis and provides formal foundations for the evaluation of the model via "stylized facts," which has been typical in the real business cycle literature. The procedure accounts for the uncertainty faced by a simulator in choosing the parameters of the model in a realistic way. The presence of this uncertainty becomes the key to provide a measure of dispersion for simulated statistics, a probabilistic metric to judge the closeness of the simulated and the actual data and an evaluation criteria for the model. The approach has a built-in feature which allows for global sensitivity analysis and several forms of conditional or local sensitivity analysis and evaluates the range of possibilities of the model by attaching probability statements to events a simulator may be interested in characterizing. Finally, the approach is easy to implement and includes existing calibration, estimation by simulation and GMM techniques as special cases.
The technique is applied to three examples involving different objectives, level of knowledge about the "deep" parameters and complexity and shows how to provide realistic conclusions to policy questions. Note also that computation considerations are not a major issue for problems of moderate size. For all the examples presented in this paper densities for the objects of interest were computed in a matter of minutes.
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