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The probe technique is a simple mean to incorporate elastic and inelastic processes into quantum
dynamics. Using numerical simulations, we demonstrate that this tool can be employed beyond the
analytically tractable linear response regime, providing a stable solution for the probe parameters:
temperature and chemical potential. Adopting four probes: dephasing, voltage, temperature, and
voltage-temperature, mimicking different elastic and inelastic effects, we focus on magnetic field
and gate voltage symmetries of charge current and heat current in Aharonov-Bohm interferometers,
potentially far-from-equilibrium. Considering electron current, we prove analytically that in the
linear response regime inelastic scattering processes do not break the Onsager symmetry. Beyond
linear response, even (odd) conductance terms obey an odd (even) symmetry with the threading
magnetic flux, as long as the system acquires a spatial inversion symmetry. When spatial asymmetry
is introduced particle-hole symmetry assures that nonlinear conductance terms maintain certain
symmetries with respect to magnetic field and gate voltage. These analytic results are supported
by numerical simulations. Analogous results are obtained for the electron heat current. We also
demonstrate that a double-dot Aharonov-Bohm interferometer acts as a rectifier when two conditions
are met: (i) many-body effects are included, here in the form of inelastic scattering, and (ii) time
reversal symmetry is broken.
PACS numbers: 73.23.-b,85.65.+h,73.63.-b
I. INTRODUCTION
Phase-breaking and energy dissipation processes arise
due to the interaction of electrons with other degrees
of freedom, e.g., with electrons, phonons, and defects.
While an understanding of such effects, from first princi-
ples, is the desired objective of numerous computational
approaches1, simple analytical treatments are advanta-
geous as they allow one to gain insights into transport
phenomenology. The markovian quantum master equa-
tion and its variants (Lindblad, Redfield) is simple to
study and interpret2, and as such it has been exten-
sively adopted in studies of charge, spin, exciton, and
heat transport. It can be derived systematically, from
projection operator techniques3, and phenomenologically
by introducing damping terms into the matrix elements
of the reduced density matrix, to include dephasing and
inelastic processes into the otherwise coherent dynamics.
Bu¨ttiker’s probe technique4–6 and its modern
extensions to thermoelectric problems7–10, atomic-
level thermometry11, and beyond linear response
situations12–15 procure an alternative route for intro-
ducing decoherence and inelastic processes into coherent
conductors. The probe is an electronic component16, and
it allows one to obtain information about local variables,
chemical potential and temperature, deep within the
conductor. When coupled strongly to the system, the
probe can alter intrinsic transport mechanisms.
Probes can be constructed to induce distinct effects:
Elastic dephasing processes are implemented by incorpo-
rating a “dephasing“ probe, enforcing the requirement
FIG. 1: Scheme of our setup. The horizontal arrow stands
for the charge current across the conductor. The two parallel
arrows represent currents into and from the P terminal, serv-
ing to induce elastic, inelastic, and dissipative effects. The
parameters of the probe µP and TP are determined in a self
consistent manner, to satisfy the respective probe condition.
that the net charge current towards the probe terminal,
at any given energy, vanishes17,18. Inelastic heat dissipa-
tive effects are included by a voltage probe, by demanding
that the total-net charge current to the probe terminal
nullifies4–6. This process dissipates heat since electrons
leaving the system to the probe re-enter the conductor
after being thermalized. In the complementary temper-
ature probe charge dissipation is allowed at the probe,
but the probe temperature is tuned such that the net
heat current at the probe is annulled19. The voltage-
temperature probe, also referred to as a “thermometer”,
requires both charge current and heat current at the
2probe to vanish. In this case inelastic - energy exchange
effects are allowed on the probe, but heat dissipation and
charge dissipation effects are excluded.
The probe technique has been used in different appli-
cations, particularly for the exploration of the ballistic
to diffusive (Ohm’s law and Fourier’s law) crossover in
electronic5,20 and phononic conductors21–23. More re-
cently, the effect of thermal rectification has been studied
in phononic systems by utilizing the temperature probe
as a mean to incorporate effective anharmonicity12,13,24.
A full-counting statistics analysis of conductors includ-
ing dephasing and voltage probes has been carried out in
Ref.25 The probe parameters, temperature and chemical
potential, can be derived analytically when the conduc-
tor is set close to equilibrium4,7,16. Far-from-equilibrium,
while these parameters can be technically defined and
their uniqueness14 allows for a physical interpretation,
an exact analytic solution is missing. However, re-
cent studies have demonstrated that iterative numerical
schemes can reach a stable solution for the temperature
probe13,15. These techniques have been then used for fol-
lowing phononic heat transfer in the deep quantum limit,
far-from-equilibrium13,15.
The Onsager-Casimir symmetry relations26 are sat-
isfied in phase-coherent conductors, reflecting the mi-
croreversibility of the scattering matrix. In Aharonov-
Bohm interferometers with conserved electron current
this symmetry is displayed by the “phase rigidity” of
the (linear) conductance oscillations with the magnetic
field B, G1(B) = G1(−B)27,28. Beyond linear re-
sponse, the phase symmetry of the conductance is not
enforced, and several experiments29,30,32–37 have demon-
strated its breakdown. Supporting theoretical works
have elucidated the role of many-body interactions in
the system38–42, typically approaching the problem by
calculating the screening potential within the conductor
in a self-consistent manner, a procedure often limited to
low-order conduction terms38,40,41.
The present manuscript is focused on the application
of the probe technique to quantum open system prob-
lems, possibly in far-from-equilibrium situations. We
adopt different probes and consider the role of elastic
dephasing, heat dissipation, and charge dissipation pro-
cesses on magnetic field, temperature bias, and voltage
bias symmetries of charge current, rectification, and heat
current in Aharonov-Bohm (AB) interferometers. Our
main objective is the development, and analysis of the
breakdown, of symmetry relations for nonlinear trans-
port beyond the Onsager-Casimir limit, in the presence
incoherent effects.
This work extends our recent study43 in several ways:
(i) We consider four different probes (dephasing, volt-
age, temperature and voltage-temperature) and demon-
strate with numerical simulations a stable solution for
the probe parameters and a facile convergence, far-from-
equilibrium. (ii) We then consider a generic model for
an AB interferometer, susceptible to elastic and inelas-
tic effects, and study its conductance behavior: (ii.a) We
provide a detailed proof for the validity of phase rigidity
under the voltage probe in the linear response regime.
(ii.b) We prove the development of new-general set of
magnetic-field symmetry relations away from linear re-
sponse when the device is geometrically symmetric. (ii.c)
These magnetic-field symmetries are invalidated under
spatial asymmetry, but we prove that generalized mag-
netic field-gate voltage symmetry relations are obeyed,
a result of particle-hole symmetry. (ii.d) We discuss the
operation of the double-dot interferometer, susceptible to
inelastic effects, as a charge rectifier, when time reversal
symmetry is broken.
The paper is organized as follows. In Sec. II we pro-
vide expressions for the charge and heat currents in the
Landauer formalism and discuss four types of probes, in-
ducing different effects. Sec. III introduces the main ob-
servables of interest and summarizes our principal results.
Sec. IV covers setups that fulfill phase rigidity. Magnetic
field symmetry relations in a spatially symmetric setup
are derived in Sec. V. Magnetic field- gate voltage sym-
metries, valid for generic double-dot AB interferometer
models, are presented in Sec. VI. Supporting numerical
simulations are included in Sec. VII. Sec. VIII concludes.
For simplicity, we set e=1, ~ = 1 and kB = 1. The words
“diode” and “rectifier” are used interchangeably in this
work, referring to a dc-rectifier.
II. FORMALISM
In the scattering formalism of Landauer and
Bu¨ttiker4,44–46 interactions between particles are ne-
glected. One can then express the charge current from
the ν to the ξ terminal in terms of the transmission prob-
ability Tν,ξ(ǫ), a function which depends on the energy
of the incident electron,
Iν(φ) =
∫ ∞
−∞
dǫ
[∑
ξ 6=ν
Tν,ξ(ǫ, φ)fν(ǫ)−
∑
ξ 6=ν
Tξ,ν(ǫ, φ)fξ(ǫ)
]
.
(1)
The magnetic field is introduced via an Aharonov-Bohm
flux Φ applied through the conductor, with the magnetic
phase φ = 2πΦ/Φ0, Φ0 = h/e is the magnetic flux quan-
tum. The transmission function can be written in terms
of the Green’s function of the system and the self energy
matrices. Explicit expressions for a particular model are
included in Sec. VI. The Fermi-Dirac distribution func-
tion fν(ǫ) = [e
βν(ǫ−µν) + 1]−1 is defined in terms of the
chemical potential µν and the inverse temperature βν .
Our analysis below relies on two basic relations. First,
the transmission coefficient from the ξ to the ν reservoir
obeys reciprocity, given the unitarity and time reversal
symmetry of the scattering matrix,
Tξ,ν(ǫ, φ) = Tν,ξ(ǫ,−φ). (2)
3Second, the total probability is conserved,∑
ξ 6=ν
Tξ,ν(ǫ, φ) =
∑
ξ 6=ν
Tν,ξ(ǫ, φ). (3)
A proof for the second relation, in the presence of a probe,
is included in Appendix A of Ref.41, based on the Green’s
function formalism.
In this work we consider a setup including three ter-
minals, L, R and P , where the P terminal serves as the
probe, see Fig. 1. We focus below on the steady-state
charge current from the L reservoir to the central system
(IL) and from the probe to the system (IP ),
IL(φ) =
∫ ∞
−∞
dǫ
[
TL,R(ǫ, φ)fL(ǫ)− TR,L(ǫ, φ)fR(ǫ)
+ TL,P (ǫ, φ)fL(ǫ)− TP,L(ǫ, φ)fP (ǫ, φ)
]
, (4)
IP (φ) =
∫ ∞
−∞
dǫ
[
TP,L(ǫ, φ)fP (ǫ, φ) − TL,P (ǫ, φ)fL(ǫ)
+ TP,R(ǫ, φ)fP (ǫ, φ)− TR,P (ǫ, φ)fR(ǫ)
]
. (5)
Similarly, we can write the heat current at the ν = L
terminal as
QL(φ) =
∫ ∞
−∞
dǫ (ǫ− µL)
[
TL,R(ǫ, φ)fL(ǫ)
−TR,L(ǫ, φ)fR(ǫ) + TL,P (ǫ, φ)fL(ǫ)− TP,L(ǫ, φ)fP (ǫ, φ)
]
.
(6)
The probe heat current follows an analogous form. The
probe distribution function is determined by the probe
condition. It is generally affected by the magnetic flux,
as we demonstrate in Secs. IV-VII.
For convenience, we simplify next our notation. First,
we drop the reference to the energy of incoming elec-
trons ǫ in both transmission functions and distribution
functions. Second, since all integrals are evaluated be-
tween ±∞, we do not put the limits explicitly. Third,
unless otherwise mentioned fP , µP and all transmission
coefficients are evaluated at the phase +φ, thus we do
not explicitly write the phase variable. If we do need
to consider e.g. the transmission function Tν,ξ(−φ), we
write instead the complementary expression, Tξ,ν(φ).
Dephasing probe. We implement elastic dephasing ef-
fects by demanding that the energy-resolved particle cur-
rent diminishes in the probe,
IP (ǫ) = 0 with IP =
∫
IP (ǫ)dǫ. (7)
Using this condition, Eq. (5) provides a closed form for
the corresponding (flux-dependent) probe distribution,
not necessarily in the form of a Fermi function.
Voltage probe. We introduce dissipative inelastic ef-
fects into the conductor using the voltage probe tech-
nique. The three reservoirs are maintained at the same
inverse temperature βa, but the L and R chemical po-
tentials are made distinct, µL 6= µR. Our objective is
to obtain µP , and it is reached by demanding that the
net-total particle current flowing into the P reservoir di-
minishes,
IP = 0. (8)
This choice allows for dissipative energy exchange pro-
cesses to take place within the probe. In the linear re-
sponse regime Eq. (5) can be used to derive an analytic
expression for µP . In far-from-equilibrium situations we
obtain the unique14 chemical potential of the probe nu-
merically, using the Newton-Raphson method47
µ
(k+1)
P = µ
(k)
P − IP (µ
(k)
P )
[
∂IP (µ
(k)
P )
∂µP
]−1
. (9)
The current IP (µ
(k)
P ) and its derivative are evaluated
from Eq. (5) using the probe (Fermi) distribution with
µ
(k)
P . Note that the self-consistent probe solution varies
with the magnetic phase.
Temperature probe. In this scenario the three reservoirs
L,R,P are maintained at the same chemical potential µa,
but the temperature at the L and R terminals vary, TL 6=
TR. The probe temperature TP = β
−1
P is determined by
requiring the net heat current at the probe to satisfy
QP = 0. (10)
This constraint allows for charge dissipation into the
probe since we do not require Eq. (8) to hold. We can
obtain the temperature TP numerically by following an
iterative procedure,
T
(k+1)
P = T
(k)
P −QP (T
(k)
P )
[
∂QP (T
(k)
P )
∂TP
]−1
. (11)
The probe temperature depends on the flux φ, see Ap-
pendix B.
Voltage-temperature probe. This probe acts as an elec-
tron thermometer at weak coupling. We set the temper-
atures TL,R and the potentials µL,R, and demand that
IP = 0 and QP = 0. (12)
In other words, the charge and heat currents in the con-
ductor satisfy IL = −IR and QL = −QR, since neither
charge nor heat are allowed to dissipate at the probe.
Analytic results can be obtained in the linear response
regime, see for example Refs.7,20. Beyond that equation
(12) can be solved self-consistently, to provide TP and
µP . This can be done by utilizing the two-dimensional
Newton-Raphson method,
µ
(k+1)
P = µ
(k)
P −D
−1
1,1IP (µ
(k)
P , T
(k)
P )−D
−1
1,2QP (µ
(k)
P , T
(k)
P )
T
(k+1)
P = T
(k)
P −D
−1
2,1IP (µ
(k)
P , T
(k)
P )−D
−1
2,2QP (µ
(k)
P , T
(k)
P ),
(13)
4where the Jacobean D is re-evaluated at every iteration,
D(µP , TP ) ≡
(
∂IP (µP ,TP )
∂µP
∂IP (µP ,TP )
∂TP
∂QP (µP ,TP )
∂µP
∂QP (µP ,TP )
∂TP
)
We emphasize that besides the dephasing probe, the
function fP (φ) is assumed to take the form of a Fermi-
Dirac distribution function.
III. SYMMETRY MEASURES AND MAIN
RESULTS
In the main body of this paper we restrict ourselves
to voltage-biased junctions, µL 6= µR, while setting Ta =
β−1a = TL = TR. We also limit our focus to charge
conserving systems satisfying
I(φ) ≡ IL(φ) = −IR(φ), (14)
and study the role of elastic dephasing (dephasing probe)
and dissipative (voltage probe) and non-dissipative
(voltage-temperature probe) inelastic effects on the
charge transport symmetries with magnetic flux. In Ap-
pendix B we complement this analysis by considering a
temperature-biased heat-conserving junction, TL 6= TR,
µa = µL = µR and QL = −QR. We then study the
phase symmetry of the heat current, allowing for charge
dissipation. Thermoelectric effects are not considered in
this work.
We now define several measures for quantifying phase
symmetry in a voltage-biased three-terminal junction
satisfying Eq. (14). Expanding the charge current in
powers of the bias ∆µ we write48
I(φ) = G1(φ)∆µ +G2(φ)(∆µ)
2 +G3(φ)(∆µ)
3 + ...(15)
with Gn>1 as the nonlinear conductance coefficients. In
this work we study relations between two quantities: a
measure for the magnetic field asymmetry
∆I(φ) ≡
1
2
[I(φ)− I(−φ)], (16)
and the dc-rectification current,
R(φ) ≡
1
2
[I(φ) + I¯(φ)]
= G2(φ)(∆µ)
2 +G4(φ)(∆µ)
4 + ... (17)
with I¯ defined as the current obtained upon interchang-
ing the chemical potentials of the two terminals. We also
study the behavior of odd conductance terms,
D(φ) ≡
1
2
[I(φ) − I¯(φ)]
= G1(φ)∆µ +G3(φ)(∆µ)
3 + ... (18)
For a non-interacting system we expect the relation
I(φ) = −I¯(−φ) (19)
to hold. Combined with Eq. (15) we immediately note
that G2n+1(φ) = G2n+1(−φ) and G2n(φ) = −G2n(−φ)
with n as an integer. We show below that these relations
are obeyed in a symmetric junction even when many-
body interactions (inelastic scattering) are included.
This result is not trivial since the included many-body
interactions are reflected by probe parameters which de-
pend on the applied bias in a nonlinear manner and the
magnetic phase in an asymmetric form, thus, we cannot
assume Eq. (19) to immediately hold.
Using Eq. (4), we express the deviation from the mag-
netic field symmetry as
∆I =
1
2
∫
[TL,R − TR,L] (fL + fR)dǫ
+
1
2
∫
[TL,P − TP,L] fLdǫ
+
1
2
∫
[TL,PfP (−φ)− TP,LfP (φ)] dǫ (20)
We use the probability conservation, Eq. (3), and sim-
plify this relation,
∆I =
1
2
∫
[TL,R − TR,L] fRdǫ
+
1
2
∫
[TL,P fP (−φ)− TP,LfP (φ)] dǫ. (21)
The rectification current can be written as
R =
∫
TP,L − TP,R
4
(fL + fR − fP (φ)− f¯P (φ))dǫ (22)
with f¯P as the probe distribution when the biases µL and
µR are interchanged.
Our results are organized by systematically departing
from quantum coherent scenarios, the linear response
regime, and spatially symmetric situations. The paper
includes four parts, and we now summarize our main re-
sults:
(i) Phase Rigidity. In Sec. IV we discuss two scenar-
ios that do obey the Onsager-Casimir symmetry relation
I(φ)=I(−φ): It is maintained in the presence of elastic
dephasing effects even beyond linear response. This rela-
tion is also valid when inelastic scatterings are included,
albeit only in the linear response regime. While these
results are not new45, we include this analysis here so
as to clarify the role of inelastic effects in breaking the
Onsager symmetry, beyond linear response.
(ii) Magnetic field (MF) symmetry relations beyond
linear response. In Sec. V we derive magnetic-field sym-
metry relations that hold far-from-equilibrium in spa-
tially symmetric junctions susceptible to inelastic effects,
R(φ) = ∆I(φ) = −R(−φ) and D(φ) = D(−φ). In other
words, we show that odd (even) conductance terms are
even (odd) in the magnetic flux. Note that “spatial” or
“geometrical” symmetry refers here to the left-right mir-
ror symmetry of the junction. Below we refer to these
symmetries as the “MF symmetry relations” .
5(iii)Magnetic field-Gate voltage (MFGV) symmetry re-
lations beyond linear response. In Secs. VI-VII we focus
on geometrically asymmetric setups, adopting the double
dot AB interferometer as an example. While we demon-
strate, using numerical simulations, the breakdown of the
MF relations under spatial asymmetry, in Appendix A we
prove that charge conjugation symmetry entails magnetic
field-gate voltage symmetries: R(ǫd, φ) = −R(−ǫd,−φ),
and D(−ǫd,−φ) = D(ǫd, φ), with ǫd as the double-dot
energies. We refer below to these symmetries as the
“MFGV symmetry relations” .
(iv) In Appendix B we prove that the heat current
(within a heat-conserving setup) satisfies relations anal-
ogous to (i)-(iii).
IV. PHASE RIGIDITY AND ABSENCE OF
RECTIFICATION
The Onsager-Casimir symmetry I(φ) = I(−φ) is pre-
served under dephasing effects, implemented via a de-
phasing probe, even beyond the linear response regime.
It is also satisfied in the presence of elastic and inelastic
effects, implemented using the voltage probe technique,
only as long the system is maintained in the linear re-
sponse regime. These results have already been discussed
in e.g., Ref.45. We details these steps here so as to pro-
vide closed expressions for the probe parameters in the
linear response regime.
A. Dephasing effects beyond linear response
Implementing the dephasing probe (7) we obtain the
respective distribution
fP (φ) =
TL,PfL + TR,P fR
TP,L + TP,R
. (23)
We substitute this function into Eq. (21), a measure for
phase asymmetry, and obtain
∆I =
1
2
∫
[TL,R − TR,L] fRdǫ
+
1
2
∫
TL,P
TP,LfL + TP,RfR
TL,P + TR,P
dǫ
−
1
2
∫
TP,L
TL,PfL + TR,P fR
TP,L + TP,R
dǫ (24)
The denominators in these integrals are identical, see Eq.
(3), thus we combine the last two terms
∆I =
1
2
∫
[TL,R − TR,L] fRdǫ
+
1
2
∫
[TL,PTP,R − TP,LTR,P ] fR
TP,R + TP,L
dǫ (25)
Utilizing Eq. (3) in the form TL,P = TP,L+ TP,R−TR,P ,
we organize the numerator of the second integral, (TP,R−
TR,P )(TP,R + TP,L)fR. This results in
∆I =
1
2
∫
[TL,R − TR,L + TP,R − TR,P ] fRdǫ
=
1
2
∫
fR

∑
ν 6=R
Tν,R −
∑
ν 6=R
TR,ν

 dǫ, (26)
which is identically zero, given Eq. (3). This concludes
our proof that dephasing effects, implemented via a de-
phasing probe, cannot break phase rigidity even in the
nonlinear regime.
Following similar steps we show that elastic dephasing
effects cannot generate the effect of charge rectification
even when the junction acquires spatial asymmetries. We
substitute fP into Eq. (4) and obtain
IL =
∫
[FLfL − FRfR]dǫ (27)
with
FL =
TL,R(TP,L + TP,R) + TL,PTP,R
(TP,L + TP,R)
. (28)
FR is defined analogously, interchanging L by R. We now
note the following identities,
TL,PTP,R = [TP,L + TP,R − TR,P ]TP,R
= (TP,R − TR,P )(TP,R + TP,L) + TP,LTR,P
= (TR,L − TL,R)(TP,R + TP,L) + TP,LTR,P (29)
Reorganizing the first and third lines we find that
TL,R(TP,R + TP,L) + TL,PTP,R
= TR,L(TP,R + TP,L) + TP,LTR,P (30)
which immediately implies that FL = FR. This is turn
leads to I = −I¯, thus R = 0. We conclude that the cur-
rent only includes odd (linear and nonlinear) conductance
terms under elastic dephasing, I = D(φ) = D(−φ), and
that phase rigidity is maintained even if spatial asymme-
try is presented. This conclusion in valid under either a
voltage or a temperature bias.
B. Inelastic effects in linear response
We introduce inelastic effects using the voltage probe
technique. In the linear response regime we expand the
ν = L,R, P Fermi functions around the equilibrium state
fa(ǫ) = [e
βa(ǫ−µa) + 1]−1,
fν(ǫ) = fa(ǫ)− (µν − µa)
∂fa
∂ǫ
. (31)
The three terminals are maintained at the same temper-
ature Ta. The derivative
∂fa
∂ǫ is evaluated at the equilib-
rium value µa. For simplicity we set µa = 0. We enforce
the voltage probe condition, IP = 0, demanding that∫
[(TP,L + TP,R) fP (φ) − TL,PfL − TR,P fR] dǫ = 0.(32)
6In linear response this translates to
0 =
∫ [
(TP,L + TP,R)
(
fa − µP (φ)
∂fa
∂ǫ
)
− TL,P
(
fa − µL
∂fa
∂ǫ
)
− TR,P
(
fa − µR
∂fa
∂ǫ
)]
dǫ.
(33)
For convenience, we apply the voltage symmetrically,
µL = −µR = ∆µ/2. We organize Eq. (33) and obtain
the probe chemical potential, a linear function in ∆µ,
µP (φ) =
∆µ
2
∫
dǫ∂fa∂ǫ (TL,P − TR,P )∫
dǫ∂fa∂ǫ (TP,L + TP,R)
. (34)
We simplify this result by introducing a short notation
for the conductance between the ν and ξ terminals,
Gν,ξ(φ) ≡
∫
dǫ
(
−
∂fa
∂ǫ
)
Tν,ξ(ǫ, φ). (35)
This quantity fulfills relations analogous to Eqs. (2) and
(3)4. For brevity, we do not write next the phase vari-
able in G, evaluating it at the phase φ unless otherwise
mentioned. The probe potential can now be compacted,
µP (φ) =
∆µ
2
GL,P −GR,P
GP,L +GP,R
. (36)
Furthermore, in geometrically symmetric systems
TR,P (ǫ, φ) = TP,L(ǫ, φ), resulting in GR,P (φ) = GP,L(φ)
and
µP (φ) =
∆µ
2
GL,P (φ) −GL,P (−φ)
GL,P (φ) +GL,P (−φ)
. (37)
Thus µP (φ) = −µP (−φ) in linear response. Below
we show that this symmetry does not hold far-from-
equilibrium. We now expand Eq. (21) in the linear re-
sponse regime
∆I =
1
2
∫
(TL,R − TR,L)
(
fa − µR
∂fa
∂ǫ
)
dǫ
+
1
2
∫ {
TL,P
[
fa − µP (−φ)
∂fa
∂ǫ
]
− TP,L
[
fa − µP (φ)
∂fa
∂ǫ
]}
dǫ. (38)
Utilizing the definition (35) we compact this expression,
∆I =
1
2
(GL,R −GR,L) (µR)
−
1
2
[GP,LµP (φ)−GL,PµP (−φ)] . (39)
Using Eq. (3), the first line can be rewritten as
I1 =
∆µ
4
(GL,P −GP,L) . (40)
The second line in Eq. (39) reduces to
I2 = −
∆µ
4
GP,L
GL,P −GR,P
N
+
∆µ
4
GL,P
GP,L −GP,R
N
= −
∆µ
4
GL,PGP,R −GP,LGR,P
N
(41)
where we have introduced the short notationN ≡ GP,L+
GP,R. Now, we substitute GL,P = GP,L +GP,R −GR,P ,
and this allows us to write
I2 = −
∆µ
4
(GP,R −GR,P )(GP,R +GP,L)
N
= −
∆µ
4
(GP,R −GR,P ) (42)
Combining ∆I = I1 + I2, we reach
∆I = −
∆µ
4
(GP,R −GR,P −GL,P +GP,L)
= −
∆µ
4

∑
ν 6=P
GP,ν −
∑
ν 6=P
Gν,P

 (43)
which is identically zero given the conductance conserva-
tion (3). It is trivial to note that no rectification takes
place in the linear response regime, R = 0.
V. BEYOND LINEAR RESPONSE: SPATIALLY
SYMMETRIC SETUPS
In this section we consider the role of inelastic effects on
the current symmetry in an AB interferometer, beyond
the linear response regime. The probe condition IP = 0
translates Eq. (5) into three relations,
∫
dǫ(TP,L + TP,R)fP (φ) =
∫
dǫ(TL,P fL + TR,P fR)∫
dǫ(TL,P + TR,P )fP (−φ) =
∫
dǫ(TP,LfL + TP,RfR)∫
dǫ(TP,L + TP,R)f¯P (φ) =
∫
dǫ (TL,P fR + TR,P fL) .(44)
First, we consider the situation when time reversal sym-
metry is protected with the magnetic phase given by mul-
tiples of 2π. Then, Tν,ξ = Tξ,ν , and particularly we note
that TL,P = TP,L. Furthermore, in the model considered
in Sec. VI, TP,L = χTP,R, with χ as an energy inde-
pendent parameter, reflecting spatial asymmetry, see for
example the discussion around Eq. (58). Using the volt-
age probe condition (44) we find that
∫
(TP,L + TP,R)(fP (φ) + f¯P (φ))dǫ
=
∫
(TP,L + TP,R)(fL + fR)dǫ, (45)
7Given the linear relation between TL,P and TR,P , this
equality holds separately for each transmission function,∫
TP,ν(fP (φ) + f¯P (φ))dǫ
=
∫
TP,ν(fL + fR)dǫ ν = L,R, (46)
providing R = 0 in Eq. (22). Thus, if TP,L = TL,P =
χTP,R, rectification is absent. In physical terms, the junc-
tion conducts symmetrically for forward and reversed di-
rection, though many-body effects are presented, if we
satisfy two conditions: (i) Spatial asymmetry is included
in an energy-independent manner, for example using dif-
ferent broad-band hybridization parameters at the two
ends. (ii) Time reversal symmetry is protected.
We now derive symmetry relations for left-right sym-
metric systems with broken time-reversal symmetry. In
this case the mirror symmetry TP,L(φ) = TP,R(−φ) ap-
plies, translating to
TP,L(φ) = TR,P (φ). (47)
When used in Eq. (44), we note that the distributions
should obey
f¯P (φ) = fP (−φ), (48)
leading to µ¯P (φ) = µP (−φ). We emphasize that µP (φ)
itself does not posses a phase symmetry.
Since charge dissipation is not allowed, the deviation
from phase rigidity, Eq. (21), can be also expressed in
terms of the current IR, to provide (note the sign con-
vention)
∆I(φ) =
1
2
∫
dǫ[(TL,R − TR,L)fL
− TR,P fP (−φ) + TP,RfP (φ)]. (49)
We define ∆I by the average of Eqs. (21) and (49),
∆I(φ) =
1
4
∫
dǫ
[
(TL,R − TR,L)(fL + fR)
+ (TL,P − TR,P )fP (−φ) + (TP,R − TP,L)fP (φ)
]
.
We proceed and make use of two relations: TL,R−TR,L =
TP,L−TL,P . and Eq (47), valid in geometrically symmet-
ric junctions. With this at hand we write
∆I(φ) =
1
4
∫
(TP,L − TP,R)(fL + fR − fP (φ)− f¯P (φ))dǫ
= R(φ) = −R(−φ), (50)
This concludes our derivation that
∆I(φ) = R(φ) = −R(−φ), D(φ) = D(−φ). (51)
In spatially symmetric systems odd conductance terms
acquire even symmetry with respect to the magnetic
field, as noted experimentally33,35, while even conduc-
tance terms, constructing R, are odd with respect to φ.
The relation ∆I(φ) = R(φ) could be exploited in experi-
mental studies: One could determine whether a quantum
dot junction is L-R symmetric by testing this equality.
The following observations can be made: First, Eq.
(51) does not hold when a spatial asymmetry is intro-
duced, by coupling the scattering centers unevenly to the
leads. Second, the symmetry relations obtained here are
valid under the more restrictive (non-dissipative) voltage-
temperature probe, Eq. (12). Finally, the analysis in
this section reveals sufficient conditions for charge recti-
fication for structurally symmetric junctions: R(φ) 6= 0
when time-reversal symmetry is broken, φ 6= 2πn, and
inelastic scatterings are allowed.
VI. BEYOND LINEAR RESPONSE: SPATIALLY
ASYMMETRIC SETUPS
We adopt a double-dot AB model, see Fig. 2, allow for
inelastic effects and spatial asymmetry, and prove ana-
lytically the validity of magnetic field - gate voltage sym-
metries.
A. Model: Double-dot Interferometer
We focus on an AB setup with a quantum dot located
at each arm of the interferometer. The dots are con-
nected to two metal leads maintained in a biased state.
For simplicity, we do not consider electron-electron in-
teractions and the Zeeman effect, thus, we can ignore
the spin degree of freedom and describe each quantum
dot by a spinless electronic level. The total Hamiltonian
includes the following terms,
H = HS +
∑
ν=L,R,P
Hν +
∑
ν=L,R
HS,ν +HS,P (52)
The subsystem Hamiltonian includes two (uncoupled)
electronic states
HS =
∑
n=1,2
ǫna
†
nan. (53)
The three reservoirs (metals) comprise of a collection of
non-interacting electrons,
Hν =
∑
j∈ν
ǫja
†
jaj . (54)
Here a†j (aj) are fermionic creation (annihilation) op-
erators of electrons with momentum j and energy ǫj . a
†
n
and an are the respective operators for the dots. The
subsystem-bath coupling terms are given by
HS,L+HS,R =
∑
n,l
vn,la
†
nale
iφLn +
∑
n,r
vn,ra
†
rane
iφRn +h.c..
8We assume that only dot ’1’ couples to the probe
HS,P =
∑
p
v1,pa
†
1ap + h.c. (55)
Here vn,j is the coupling strength of dot n to the j state
of the J bath. Below we assume that this parameter does
not depend on the n = 1, 2 level index. φLn and φ
R
n are
the AB phase factors, acquired by electron waves in a
magnetic field perpendicular to the device plane. These
phases are constrained to satisfy
φL1 − φ
L
2 + φ
R
1 − φ
R
2 = φ (56)
and we adopt the gauge φL1 − φ
L
2 = φ
R
1 − φ
R
2 = φ/2.
We voltage-bias the system, ∆µ ≡ µL − µR, with
µL,R as the chemical potential of the metals, and use
the convention that a positive current is flowing left-to-
right. While we bias the system in a symmetric manner,
µL = −µR, this choice does not limit the generality of
our discussion since the dots may be gated away from the
so called “symmetric point” at which µL− ǫn = ǫn−µR.
FIG. 2: Scheme of a double-dot AB interferometer suscep-
tible to many-body effects. The two quantum dots (QD) are
each represented by a single electronic level, which do not di-
rectly couple. The total magnetic flux is denoted by Φ. Dot
’1’ may be susceptible to elastic dephasing and inelastic ef-
fects, introduced here through the coupling of this dot to a
probe, the terminal P .
B. Green’s function expressions
Our model does not include interacting particles, thus
its steady-state characteristics can be written exactly us-
ing the nonequilibrium Green’s function approach49,50.
Transient effects were recently explored in Refs.51,52.
Since relevant derivations were detailed in our recent
study53, we only include here the principal expressions.
In terms of the Green’s function, the transmission coef-
ficient is defined as
Tν,ξ = Tr[Γ
νG+ΓξG−], (57)
where the trace is performed over the states of the subsys-
tem (dots). In our model the matrix G+ (G− = [G+]†)
takes the form
G+ =
[
ǫ − ǫ1 +
i(γL+γR+γP )
2
iγL
2 e
iφ/2 + iγR2 e
−iφ/2
iγL
2 e
−iφ/2 + iγR2 e
iφ/2 ǫ− ǫ2 +
i(γL+γR)
2
]−1
,
with the hybridization matrices satisfying
ΓL = γL
[
1 eiφ/2
e−iφ/2 1
]
, ΓR = γR
[
1 e−iφ/2
eiφ/2 1
]
ΓP = γP
[
1 0
0 0
]
(58)
The coupling energy between the dots and leads is given
by γν(ǫ) = 2π
∑
j∈ν |vj |
2δ(ǫ− ǫj). In the wide-band limit
adopted in this work γν are taken as energy independent
parameters.
We now assume that the dots are energy-degenerate,
ǫd ≡ ǫ1 = ǫ2, but allow for spatial asymmetry in the form
γL 6= γR. The transmission functions follow a simple
form,
TLR =
γLγR
∆(ǫ, φ)
[
4(ǫ− ǫd)
2 cos2
φ
2
+
γ2P
4
+ γP (ǫd − ǫ) sinφ
]
TLP =
γLγP
∆(ǫ, φ)
[
(ǫ− ǫd)
2 + γ2R sin
2 φ
2
+ γR(ǫ − ǫd) sinφ
]
TRP =
γRγP
∆(ǫ, φ)
[
(ǫ − ǫd)
2 + γ2L sin
2 φ
2
− γL(ǫ − ǫd) sinφ
]
(59)
with the denominator an even function of φ,
∆(ǫ, φ) =
[
(ǫ− ǫd)
2 − γLγR sin
2 φ
2
−
(γL + γR)γP
4
]2
+
(
γL + γR +
γP
2
)2
(ǫ− ǫd)
2. (60)
It is trivial to confirm that in the absence of the probe the
even symmetry of the current with φ is satisfied, beyond
linear response54.
IL(φ) =∫
dǫ
4γLγR(ǫ− ǫd)2 cos2
φ
2 [fL(ǫ)− fR(ǫ)][
(ǫ− ǫd)2 − γLγR sin
2 φ
2
]2
+ (γL + γR)2(ǫ − ǫd)2
With the probe, inspecting the transmission functions in
conjunction with Eq. (36), we immediately conclude that
under spatial asymmetries the probe chemical potential
does not obey a particular symmetry, even in linear re-
sponse when phase rigidity is trivially obeyed, see Sec.
IVB.
We now discuss the properties of the probe when the
interferometer is L-R symmetric, γ/2 = γL = γR. The
transmission functions satisfy TR,P (ǫ, φ) = TP,L(ǫ, φ).
We substitute these expressions into Eq. (23) and re-
solve the dephasing probe distribution53
fDP (ǫ, φ) =
fL(ǫ) + fR(ǫ)
2
+
γ(ǫ− ǫd) sinφ
4
[
(ǫ− ǫd)2 + ω20
] [fL(ǫ)− fR(ǫ)] (61)
9with ω0 =
γ
2 sin
φ
2 . The nonequilibrium term in this dis-
tribution is odd in the magnetic flux. Similarly, when a
voltage probe (V ) is implemented, analytic results can
be obtained in the linear response regime,
µVP (φ) = ∆µ sinφ
∫
dǫ∂fa∂ǫ
γ(ǫ−ǫd)
∆(ǫ,φ)∫
dǫ∂fa∂ǫ
2(ǫ−ǫd)2+
1
2
γ2 sin2 φ
2
∆(ǫ,φ)
. (62)
Here fa stands for the equilibrium (zero bias) Fermi-
Dirac function. This chemical potential is an odd function
of the magnetic flux, though phase rigidity is maintained
in the linear response regime.
C. Generalized magnetic field-gate voltage
symmetries
The MF symmetry relations (51) are not obeyed when
the spatial mirror symmetry is broken. Instead, in Ap-
pendix A we prove that in a generic model for a double-
dot interferometer susceptible to inelastic effects the fol-
lowing result holds
R = −C(R), D = C(D). (63)
Here C stands for the charge conjugation operator, trans-
forming electrons to holes and vise versa. In terms of the
interferometer parameters this relation reduces to the fol-
lowing magnetic flux-gate voltage (MFGV) symmetries,
R(ǫd, φ) = −R(−ǫd,−φ),
D(ǫd, φ) = D(−ǫd,−φ). (64)
Since the energies of the dots can be modulated with
a gate voltage37, these generalized symmetries can be
examined experimentally.
VII. NUMERICAL SIMULATIONS
Using numerical simulations we demonstrate the be-
havior of the voltage and the voltage-temperature probes
far-from-equilibrium, and the implications on phase
rigidity and magnetic field symmetries.
A. Probe parameters
We consider the model Eq. (52) and implement inelas-
tic effects with the dissipative voltage probe, by solving
the probe condition (8) numerically-iteratively, using Eq.
(9), to obtain µP . We also investigate the transport be-
havior of the model under the more restrictive dissipa-
tionless voltage-temperature probe, by solving Eq. (13)
to obtain both µP and TP .
Fig. 3 displays the self-consistent probe parameters
µP and TP for φ = 0 when heat dissipation is al-
lowed at the probe (full line), and when neither heat nor
charge dissipation takes place within P (dashed line).
We find that the probe parameters largely vary depend-
ing on the probe condition, particularly at high biases
when significant heat dissipation can take place [panel
(d)]. We also verify that when Newton-Raphson itera-
tions converge, the charge current to the probe is negli-
gible, |IP /IL| < 10−12. Similarly, the heat current in the
voltage-temperature probe is negligible once convergence
is reached.
Uniqueness of the parameters of the voltage and tem-
perature probes has been recently proved in Ref.14. We
complement this analytical analysis and demonstrate
that the parameters of the voltage-temperature probe are
insensitive to the initial conditions adopted, see Fig. 4.
Convergence has been typically achieved with ∼ 5 iter-
ations. While the voltage probe had easily converged
even at large biases, we could not manage to converge
the voltage-temperature probe parameters at large biases
∆µ > 1 and low temperatures TL,R < 1/50 since elimi-
nating heat dissipation within the probe requires extreme
values, leading to numerical divergences within the model
parameters adopted.
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FIG. 3: Self-consistent parameters of the voltage probe (full)
and the voltage-temperature probe (dashed), displaying dis-
parate behavior far-from-equilibrium: (a) Probe chemical po-
tential, (b) temperature. We also show (c) the magnitude
of net charge current from the probe and (d) net heat cur-
rent from the conductor towards the probe. The interferom-
eter consists two degenerate levels with ǫ1,2 = 0.15 coupled
evenly to the metal leads γL,R = 0.05. Other parameters are
γP = 0.1, φ = 0, and TL = TR = 0.1. The probe temperature
is set at TP = 0.1 in the voltage probe case.
B. Nonlinear transport with dissipative inelastic
effects
In this subsection we examine the nonlinear transport
behavior of an AB interferometer coupled to a voltage
probe. In Fig. 5 (a) we display the measure ∆I as a
function of bias for a spatially symmetric system using
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FIG. 4: Insensitivity of the parameters of the voltage-
temperature probe [Eq. (13)] to initial conditions. (a) chemi-
cal potential of the probe and (b) its temperature. The differ-
ent initial conditions are identified by the values at the first
iteration. The interferometer’s parameters follow Fig. 3 with
∆µ = 0.5 and TL = TR = 0.1.
two representative phases, φ = π/2 and π/4. We confirm
numerically that in the linear response regime ∆I = 0.
More generally, the relation ∆I = R is satisfied for all
biases, as expected from Eq. (51). Our conclusions are
intact when an “up-down” asymmetry is implemented in
the form ǫ1 6= ǫ243. The corresponding chemical potential
of the probe is shown in Fig. 5(b)-(c) for φ = π/4. In
the linear response regime it grows linearly with ∆µ and
it obeys an odd symmetry relation, µP (φ) = −µP (−φ).
Beyond linear response µP does not follow neither an
even nor an odd phase symmetry, but at large enough
biases it is independent of the sign of the phase.
Fig. 6 displays results when spatial asymmetry in the
form γL 6= γR is implemented. Here we observe that
∆I 6= R, and that the probe chemical potential does not
satisfy an odd symmetry with the magnetic phase, even
in the linear response regime.
As the breakdown of the MF symmetries (51) occurs
under a spatial asymmetry in the presence of inelastic
effects, we study next the role of γP , ∆γ ≡ γR − γL and
the metals temperature β−1a on these relations.
In Fig. 7 (a)-(b) we extract D, and present it along
with R as a function of ∆γ We note that the symme-
try of R is feasibly broken with small spatial asymmetry,
while D is more robust. The role of the coupling strength
γP is considered in Fig. 8. First, in spatially symmetric
systems we confirm again that the MF relations (51) are
satisfied, and we note that as γP increases, the variation
of D and R with phase is fading out. Quite interestingly,
the rectification contributionR may flip sign with γP , for
a range of phases. (The sign of R reflects whether the
total current has a larger magnitude in the forward or
backward bias polarity). Second, when a spatial asym-
metry is introduced we note a strong breakdown of the
MF phase symmetry for R, while the coefficient D still
closely follows the MF symmetry33. Interestingly, with
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FIG. 5: (a) MF symmetry and rectification in spatially sym-
metric junctions. (b) Probe chemical potential in the linear
response regime. (c) Probe chemical potential beyond lin-
ear response. The junction’s parameters are ǫ1 = ǫ2 = 0.15,
γP = 0.1, βa = 50 and γL = γR = 0.05.
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FIG. 6: Breakdown of the MF symmetry relations for spa-
tially asymmetric junctions, γL = 0.05 6= γR = 0.2. (a)-(b)
∆I (dashed) and R (square) for φ = π/4 and π/2. The
corresponding probe potential is displayed in panel (c) for
φ = ±π/4 and in panel (d) for φ = ±π/2. Other parameters
are ǫ1 = ǫ2 = 0.15, γP = 0.1 and βa = 50.
increasing γP the variation of D with phase is washed out
(panel d), but even conductance terms show a stronger
alteration with φ (panel c). Thus, even and odd con-
ductance terms respond distinctively to decoherring and
inelastic processes.
In Fig. 9 we consider the role of the reservoirs temper-
atures on the conductance coefficients. With increasing
temperature a monotonic erosion of the amplitude of all
conductance terms with phase takes place. This should
be contrasted to the non-monotonic role of γP on R, as
exposed in Fig. 7.
Inspecting e.g., Fig. 9 we point out that in our con-
struction R(φ = 0) = 0, even in the presence of geo-
metrical asymmetry, see discussion following Eq. (46).
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FIG. 7: (a)-(b) Even R and odd D conductance coefficients
as a function of the coupling asymmetry ∆γ = γR − γL with
γL = 0.05. (c) Zoom over D. Other parameters are ǫ1 = ǫ2 =
0.15, γP = 0.1, ∆µ = 0.4 and βa = 50.
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FIG. 8: Effect of the voltage probe coupling energy on even
(R) and odd (D) conductance terms. (a)-(b) Spatially sym-
metric system, γL = γR = 0.05. (c)-(d) Spatially asym-
metric junction, γL = 0.05 6= γR = 0.2. γP = 0.1 (dot),
γP = 0.2 (dashed line) and γP = 0.4 (dashed-dotted). Light
dotted lines represent symmetry lines. Other parameters are
∆µ = 0.4, ǫ1 = ǫ2 = 0.15, βa = 50.
We recall that many-body effects are presented here ef-
fectively, thus this observation is not trivial given the
common expectation that the combination of many-body
interactions and spatial asymmetry should bring in the
current rectification effect55. Indeed, extended models in
which the system is connected to the reservoirs indirectly,
through “linker” states, present rectification even at zero
magnetic field, as long as both spatial asymmetry and
inelastic effects are introduced13.
The scan of the current with ǫd = ǫ1,2 is presented in
Fig. 10. When ǫd > ∆µ, Onsager symmetry is prac-
tically respected since the linear response limit is prac-
ticed, providing ∆I ∼ R ∼ 0. More significantly, this
figure reveals the MFGV symmetry (64), valid irrespec-
tive of spatial asymmetries and many-body (inelastic)
effects. This symmetry immediately implies that at the
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FIG. 9: Temperature dependence of even and odd conduc-
tance terms. (a)-(b) Spatially symmetric system, γL = γR =
0.05. (c)-(d) Spatially asymmetric system, γL = 0.05 6= γR =
0.2. In all panels βa = 50 (dots), βa = 10 (dashed line) and
βa = 5 (dashed-dotted line). The light dotted lines mark
symmetry lines. Other parameters are ∆µ = 0.4, γP = 0.1
and ǫ1 = ǫ2 = 0.15.
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FIG. 10: Magnetic field- gate voltage (MFGV) symmetries.
(a)-(b) Even and odd conductance terms for a spatially sym-
metric junction with γL = γR = 0.05. (c)-(d) Even and odd
conductance terms for γL = 0.05, γR = 0.2, demonstrating
R(ǫd, φ) = −R(−ǫd,−φ), D(ǫd, φ) = D(−ǫd,−φ). In all cases
φ = −π/4 (small dots) and φ = π/4 (empty circle), ∆µ = 0.4,
γP = 0.1 and βa = 50.
so-called “symmetric point”, when ǫd = 0 (set at the
Fermi energy), R(φ) is an odd function of the magnetic
flux irrespective of spatial asymmetries. This behavior is
displayed in Fig. 11. Also note that at the symmetric
point the probe chemical potential does not manifest a
linear response limit: It is identically zero for symmetric
setups, and it satisfies µP (φ) = µP (−φ) far from equi-
librium for setups with a broken inversion symmetry, see
Fig. 12.
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FIG. 11: MF symmetries at the symmetric point ǫd = ǫ1 =
ǫ2 = 0. (a) Even R (b) odd D conductance terms for spatially
symmetric γL = γR = 0.05 (dots) and asymmetric situations
γL = 0.05, γR = 0.2 (dashed lines). Other parameters are
∆µ = 0.4, γP = 0.1 and βa = 50.
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FIG. 12: (a)-(b) Probe chemical potential at the symmetric
point for spatially symmetric γL = γR = 0.05 (circles), and
asymmetric γL = 0.05 6= γR = 0.2 cases (dots). The lines
contain the overlapping φ = ±π/4 results. Other parameters
are ∆µ = 0.4, βa = 50 and γP = 0.1.
C. Nonlinear transport with non-dissipative
inelastic effects
The simulations presented throughout Figs. 5-12 were
obtained under the voltage probe condition, thus heat
dissipation takes place at the probe. In Fig. 13 we
show that the breakup of the MF symmetries occurs in
spatially asymmetric setups under the more restrictive
voltage-temperature probe, when only non-dissipative in-
elastic effects are allowed. We again note that the break-
down of the phase symmetry of D is small, one order of
magnitude below the variation in R.
VIII. SUMMARY
We have studied the role of elastic and inelastic scat-
tering effects on magnetic field symmetries of nonlin-
ear conductance terms using Bu¨ttiker’s probe technique.
For spatially symmetric junctions we proved the valid-
ity of the MF symmetries D(φ) = D(−φ) and R(φ) =
−R(−φ), though many-body inelastic effects, introduced
via the probe, are asymmetric in magnetic flux. We
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FIG. 13: Voltage-temperature probe. (a) R and (b) D in
spatially symmetric case (dashed-dotted lines) γL,R = 0.05
and asymmetric setups (dashed lines) γL = 0.05 6= γR = 0.2.
βa = 10, γP = 0.1, ǫ1,2 = 0.15.
demonstrated the breakdown of these MF symmetries
when the junction has a left-right asymmetry, in the pres-
ence of inelastic effects. Using a double-dot AB interfer-
ometer model we showed that it respects more general
MFGV symmetry relations, R(ǫd, φ) = −R(−ǫd,−φ)
and D(ǫd, φ) = D(−ǫd,−φ).
The rectification effect, of fundamental and practical
interest, is realized by combining many-body interactions
with a broken symmetry: broken spatial inversion sym-
metry or a broken time reversal symmetry. Rectifiers of
the first type have been extensively investigated theoret-
ically and experimentally, including electronic rectifiers,
thermal rectifiers55 and acoustic rectifiers56. In paral-
lel, optical and spin rectifiers were designed based on a
broken time reversal symmetry, recently realized e.g. by
engineering parity-time meta-materials57.
The model system investigated in Secs.VI-VII, the
double-dot AB junction, offers a feasible setup for devis-
ing broken-time reversal rectifiers: We found that R 6= 0
when two conditions are simultaneously met: the mag-
netic flux obeys φ 6= 2πn, n is an integer, and the probe
introduces inelastic effects. However, when time-reversal
symmetry is maintained (when the flux obeys φ = 2nπ)
our model does not provide the rectification effect even
if the spatial mirror symmetry is broken. The technical
reason is that in our minimal construction both dots are
coupled to the L and R metals directly, with an energy
independent hybridization constant. In extended models
when the ring is coupled indirectly to the L and R met-
als, through a spacer state, geometrical rectification may
develop even in the absence of a magnetic flux.
It is of interest to verify the results of this work
by adopting a microscopic model with genuine many-
body interactions58–60, by modeling a quantum point
contact61,62 or an equilibrated phonon bath, exchanging
energy with the junction’s electronic degrees of freedom.
This could be done by extending numerical and analytic
studies, e.g., Refs.63–65, to the nonlinear regime. It is also
of interest to obtain the MF and the MFGV symmetries
using a full-counting statistics approach25,66.
Future studies will be devoted to the analysis of
the thermoelectric effect under broken time-reversal
symmetry8–10,65,67–69 in the far-from-equilibrium regime,
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and to the study of quantum transport, far-from-
equilibrium, in networks with broken time-reversal
symmetry70.
Acknowledgments
DS acknowledges support from the Natural Science
and Engineering Research Council of Canada. The work
of SB has been supported by the Early Research Award
of DS. The authors acknowledge R. Ha¨rtle for useful com-
ments.
Appendix A: Charge conjugation symmetries for a
double-dot AB interferometer
We derive the MFGV symmetry relations by consid-
ering a double-dot interferometer model which does not
necessarily acquire a spatial symmetry. Given the Hamil-
tonian (52)-(55), we introduce a charge conjugation op-
erator C that acts to replace an electron by a hole71,
C(ǫd) = −ǫd, C(ǫk) = −ǫk,
C(vn,je
iφn) = −v∗n,je
−iφn , C(〈a†a〉) = 1− 〈a†a〉.
(A1)
Here a† and a are fermionic creation and annihilation
operators, respectively. First, we need to find what sym-
metries does the probe chemical potential obey. We
achieve this by studying the probe condition (44) as is,
under reversed bias voltage, and under charge conjuga-
tion. Note that in our model the transmission function
satisfies T (ǫ, ǫd, φ) = T (−ǫ,−ǫd,−φ), i.e. it is invariant
under charge conjugation. The probe condition fulfills
∫
dǫ(TP,L + TP,R)fP (µP (ǫd, φ, µL, µR)) =
∫
dǫ(TL,P fL + TR,P fR) (A2)∫
dǫ(TP,L + TP,R)fP (µP (ǫd, φ, µR, µL)) =
∫
dǫ (TL,P fR + TR,P fL) . (A3)∫
dǫ(TP,L + TP,R)[1− fP (−µP (−ǫd,−φ, µL, µR))] =
∫
dǫ(TL,P [1− fR] + TR,P [1 − fL]) (A4)
For clarity, we explicitly noted the dependence of fP on
the chemical potential µP , itself obtained given the set of
parameters ǫd, φ, and µL,R. The last relation [Eq. (A4)]
has been derived by noting that
fν(−ǫ, µν) = [e
β(−ǫ−µν) + 1]−1
= 1− fν(ǫ,−µν). (A5)
Since we use the convention µL = −µR, we conclude that
fL(−ǫ, µL) = 1− fR(ǫ, µR). Next we omit the direct ref-
erence to the energy ǫ within T and the Fermi functions.
Also, we do not write the phase φ in the transmission
function, unless necessary to eliminate confusion. Equa-
tion (A4) now reduces to∫
dǫ(TP,L + TP,R)fP (−µP (−ǫd,−φ, µL, µR))
=
∫
dǫ(TL,P fR + TR,P fL). (A6)
Comparing this to Eq. (A3), we immediately note that
fP (−µP (−ǫd,−φ, µL, µR)) = fP (µP (ǫd, φ, µR, µL).
(A7)
Since all reservoirs are maintained at Ta this implies that
µP (ǫd, φ, µL, µR) = −µP (−ǫd,−φ, µR, µL). (A8)
This relation should be compared to Eq. (48), valid for
spatially symmetric systems. We now utilize Eq. (A7)
and derive the symmetry relations forR andD. We recall
the explicit expressions for these measures, see definitions
in Sec. III,
R =
1
2
∫
dǫTP,L [fL + fR − fP (µP (ǫd, φ, µL, µR))− fP (µP (ǫd, φ, µR, µL))]
D =
1
2
∫
dǫ
{
(TL,R + TL,P + TR,L)(fL − fR)− TP,L [fP (µP (ǫd, φ, µL, µR))− fP (µP (ǫd, φ, µR, µL)]
}
(A9)
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The charge-conjugated expressions satisfy
C(R) =
1
2
∫
dǫTP,L {[1− fR] + [1− fL]− [1− fP (−µP (−ǫd,−φ, µL, µR))]− [1− fP (−µP (−ǫd,−φ, µR, µL)]}
= −
1
2
∫
dǫTP,L {fR + fL − fP (−µP (−ǫd,−φ, µL, µR))− fP (−µP (−ǫd,−φ, µR, µL))}
= −R (A10)
The last equality is reached by using Eq. (A7). Similarly, we obtain the symmetry of odd conductance terms as
C(D) =
1
2
∫
dǫ
{
(TL,R + TL,P + TR,L)(1 − fR − 1 + fL)
− TP,L [1− fP (−µP (−ǫd,−φ, µL, µR))− 1 + fP (−µP (−ǫd,−φ, µR, µL))]
}
=
1
2
∫
dǫ
{
(TL,R + TL,P + TR,L)(fL − fR) + TP,L [fP (−µP (−ǫd,−φ, µL, µR))− fP (−µP (−ǫd,−φ, µR, µL))]
}
= D (A11)
In the double-dot interferometer model these relations
translate to the MFGV symmetries,
R(ǫd, φ) = −R(−ǫd,−φ),
D(ǫd, φ) = D(−ǫd,−φ). (A12)
For compactness, the derivation above has been per-
formed assuming ǫd = ǫ1 = ǫ2. It is trivial to note that
our results are valid beyond degeneracy.
Appendix B: MF symmetries of nonlinear heat
transport
In this Appendix we study symmetry relations of the
electronic heat current under nonzero magnetic flux and
a temperature bias TL 6= TR, in the absence of a poten-
tial bias, µa = µL = µR = µP . Using the temperature
probe (10), we demand that heat dissipation at the probe
diminishes, QP = 0, but allow for charge dissipation. We
now express the L to R heat current Q∆T ≡ QL = −QR
in powers of the temperature bias as
Q∆T (φ) = K1(φ)∆T +K2(φ)(∆T )
2 +K3(φ)(∆T )
3 + ...,
(B1)
where Kn>1 are the nonlinear conductance coefficients.
These coefficients depend on the junction parameters:
energy, hybridization and possibly the temperature Ta =
(TL+TR)/2. We define next symmetry measures for the
heat current Q∆T , parallel to Eqs. (16)-(22). First, we
collect even conductance terms into R∆T ,
R∆T (φ) ≡
1
2
[Q(φ) + Q¯(φ)]
= K2(φ)(∆T )
2 +K4(φ)(∆T )
4 + ...
=
∫
TP,L − TP,R
4
(fL + fR − fP (φ) − f¯P (φ))(ǫ − µa)dǫ
(B2)
Here Q¯ is defined as the heat current obtained upon in-
terchanging the temperatures of the L and R terminals.
We also study the behavior of odd conductance terms,
D∆T (φ) ≡ K1(φ)∆T +K3(φ)(∆T )
3 + ... (B3)
In the absence of the probe and in the linear response
limit the heat current satisfies an even phase symmetry,
Q∆T (φ) = Q∆T (−φ). Deviations from this symmetry
are collected into the measure
∆Q∆T =
1
2
[Q∆T (φ) −Q∆T (−φ)]
=
1
2
∫
[TL,R − TR,L] (ǫ− µa)fRdǫ
+
1
2
∫
[TL,P fP (−φ)− TP,LfP (φ)] (ǫ − µa)dǫ.
(B4)
Linear response regime. We repeat the derivation of
Sec. IV, and find that in the linear response regime,
TL = Ta + δTL, TR = Ta + δTR, the probe temperature
TP = Ta + δTP obeys
δTP (φ) =
∫
dǫ
(
−∂fa
∂ǫ
)
(ǫ−µa)
2
Ta
(δTLTL,P + δTRTR,P )∫
dǫ
(
−∂fa
∂ǫ
)
(ǫ−µa)2
Ta
(TP,L + TP,R)
(B5)
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Using this relation, one can readily repeat the steps in
Sec. IV and prove that R∆T = 0, thus Q∆T (φ) =
D∆T (φ) = Q∆T (−φ).
Symmetry relations far-from-equilibrium. We discuss
here symmetry relations for spatially symmetric junc-
tions. We adapt the temperature probe condition (10) to
three situations. First, the standard expression is given
by ∫
dǫ(TP,L + TP,R)fP (φ)(ǫ − µa)
=
∫
dǫ(TL,P fL + TR,P fR)(ǫ − µa). (B6)
We reverse the magnetic phase and get∫
dǫ(TL,P + TR,P )fP (−φ)(ǫ − µa)
=
∫
dǫ(TP,LfL + TP,RfR)(ǫ− µa). (B7)
Similarly, when interchanging the temperatures TL and
TR we look for the probe distribution f¯P which satisfies∫
dǫ(TP,L + TP,R)f¯P (φ)(ǫ − µa)
=
∫
dǫ (TL,PfR + TR,P fL) (ǫ− µa). (B8)
Note that fP (φ), fP (−φ) and f¯P (φ) are required to fol-
low a Fermi-Dirac form. The temperature βP should
be obtained so as to satisfy the probe condition. If the
junction is left-right symmetric, the mirror symmetry
TP,L(φ) = TR,P (φ) applies. We use this relation in Eqs.
(B7) and (B8) and conclude that the probe distribution
obeys
f¯P (φ) = fP (−φ). (B9)
This directly implies that (µa = µL = µR = µP )
β¯P (φ) = βP (−φ). (B10)
Note that βP (φ) does not need to obey any particular
magnetic phase symmetry. The deviation from phase
rigidity, Eq. (B4), can be expressed using the heat cur-
rent flowing into the R terminal,
∆Q∆T =
1
2
∫
(ǫ− µa)[(TL,R − TR,L)fL
− TR,P fP (−φ) + TP,RfP (φ)]dǫ. (B11)
We define ∆Q∆T as the average of Eqs. (B4) and (B11),
∆Q∆T =
1
4
∫
dǫ(ǫ− µa)
[
(TL,R − TR,L)(fL + fR)
+ (TL,P − TR,P )fP (−φ) + (TP,R − TP,L)fP (φ)
]
.
Using the identities TL,R − TR,L = TP,L − TL,P and
TP,L = TR,P , the latter is valid in geometrically sym-
metric junctions, we get
∆Q∆T (φ)
=
1
4
∫
(TP,L − TP,R)(fL + fR − fP (φ) − f¯P (φ))(ǫ − µa)dǫ
= R∆T (φ) = −R∆T (−φ). (B12)
This concludes our derivation that under a temperature
bias even (odd) heat conductance coefficients satisfy an
odd (even) magnetic field symmetry,
R∆T (φ) = −R∆T (−φ) = ∆Q∆T (φ),
D∆T (φ) = D∆T (−φ), (B13)
as long as the junction acquires a spatial mirror symme-
try.
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FIG. 14: Magnetic field symmetries of (a) even and (b) odd
electronic heat conductance terms. Spatially symmetric sys-
tem (dashed dotted), γL = γR = 0.05. Spatially asym-
metric junction (dashed), γL = 0.05 6= γR = 0.2. Light
dotted lines represent the symmetry lines. Other parame-
ters are TL = 0.15, TR = 0.05, ǫ1 = ǫ2 = 0.15, γP = 0.1,
µa = µL = µR = µP = 0.
We adopt the double-dot model (52) presented in Sec.
VI and study its heat current behavior. In the absence of
the probe, assuming for simplicity degeneracy and spatial
symmetry, γ/2 = γL,R, we obtain
QL(φ) =
∫
dǫ(ǫ− µa)
γ2(ǫ− ǫd)2 cos2
φ
2[
(ǫ − ǫd)2 −
γ2
4 sin
2 φ
2
]2
+ γ2(ǫ − ǫd)2
[fL(ǫ)− fR(ǫ)],
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satisfying the Onsager symmetry. Fig. 14 displays the
MF symmetries, and their violation, Deviations from
phase symmetry for D∆T are small, of the order of 10−5.
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