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Chapter 1. General Introduction 
 
Introduction 
 Two major discoveries that revolutionized the field of biology are microRNA 
(miRNA) and intron. These two genetic elements are noncoding, or do not encode proteins. 
The goal of this dissertation is to identify and analyze both features in plant genomes. 
Most genes in eukaryotes are protein-coding genes. There are exceptions, however, 
such as miRNA genes. miRNAs are an abundant class of short (~21-nucleotide) noncoding 
RNAs of which some are shown to regulate gene expression at the post-transcriptional level 
by complementary base pairing to their target mRNAs (Bartel 2004). mRNAs can be 
degraded, or their translation can be inhibited, depending on how strong the complementarity 
is between miRNAs and their mRNA targets (Bartel 2004; Jones-Rhoades et al. 2006). 
miRNAs were considered rare upon the first discovery in worms in 1993 (Lee et al. 1993; 
Wightman et al. 1993). Not until the early 2000s were a large number of miRNAs cloned in 
animals, plants and viruses (Berezikov et al. 2006). Complementary efforts also sought to 
identify miRNA genes computationally (Berezikov et al. 2006; Mendes et al. 2009). In the 
dissertation, I developed a computational method to identify miRNA genes and their target 
mRNAs in Arabidopsis. Experiments were then performed to validate some of the new 
miRNA genes and the miRNA-target interaction. The study facilitates the identification and 
characterization of conserved and non-conserved miRNAs in plants. 
Another noncoding element discussed in the dissertation is intron. Once thought to 
continuously code for proteins, eukaryotic genes have been known as “genes in pieces” 
thanks to the discovery of introns (Gilbert 1978). The “pieces”, which are called exons and 
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contain coding and untranslated regions, are interrupted by noncoding spliceosomal introns. 
During gene expression, the whole gene is first transcribed into precursor mRNA (pre-
mRNA), from which spliceosomal introns are removed in a process called pre-mRNA 
splicing (Burge et al. 1999). Accurate splicing is essential to produce mature mRNAs and 
proteins. Although some introns have been shown to be the source of noncoding RNAs and 
regulate gene expression by intronic regulatory sequences (Fedorova and Fedorov 2003; Le 
Hir et al. 2003; Brown et al. 2008), not all introns have such functions. And even such 
functional significance may not be beneficial enough to explain why eukaryotic cells spend 
extraordinary time and energy to maintain introns and their splicing machinery – a dynamic 
small nuclear RNA-protein complex termed spliceosome (Ru et al. 2008; Wahl et al. 2009) – 
while enduring the risk of inaccurate splicing and a malfunctioning spliceosome caused by 
mutations (Rose 2008). Studying introns from an evolutionary standpoint may help to 
explain their functional significance. In one of the chapters, software is developed to identify 
conserved intron positions within orthologous genes. I demonstrated its application to a set of 
plant-specific orthologous genes. In another chapter, I have developed a computational 
approach to identify transcript-confirmed introns and genes in 15 plant species and analyzed 
intron evolution in the context of orthology. The results indicate dynamic evolution of introns 
with different splice sites and the significance of splice site sequences during intron 
evolution. 
Alternative splicing (AS), in which different patterns of splicing result from the same 
pre-mRNA, was also discovered in the late 1970s (Gilbert 1978). Despite immediately 
challenging the “one gene, one protein” dogma, AS had long been regarded as an uncommon 
phenomenon. With the completion of numerous eukaryotic genome sequencing projects and 
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the availability of enormous transcriptome data, we have known that at least 42% and 95% of 
the genes in Arabidopsis and human, respectively, are alternatively spliced (Pan et al. 2008; 
Wang et al. 2008; Filichkin et al. 2010). The mechanisms of AS regulation in animals are 
under intensive investigations (Chen and Manley 2009); while the regulation of AS in plants 
is an emerging and mostly unexplored area (Reddy 2007). Using the transcript-confirmed 
data from above, I identified AS introns and events in the 15 plant species and studied their 
behavior and effect on protein sequences. The findings underscore the important role of 
splice site sequences in AS regulation. 
In summary of the intron studies, the identification of transcript-confirmed introns 
and the study of intron evolution and AS provide insight into the significant role of splice site 
sequences in intron evolution and AS. 
 
Dissertation Organization 
 This dissertation consists of six chapters. Chapter 1 provides a general introduction 
and overview of the dissertation. Chapter 2 focuses on miRNA identification and 
characterization. Chapter 3 is a published paper about software to identify common introns 
within orthologous genes and its application to genes from eight plant species. Chapter 4 
presents a manuscript about the analysis of intron evolution in 15 plant species and the 
significance of splice site sequences during intron evolution. Chapter 5 is a manuscript 
describing a global analysis of AS in plants and the role of splice site sequences in AS 
regulation. Chapter 6 provides general conclusions. 
The authors of Chapter 2, ‘Genome-wide identification and characterization of 
conserved and non-conserved microRNAs in Arabidopsis thaliana’, provided the following 
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contributions. Yuanbin Ru participated in the design of the study, carried out the 
computational analysis, validated miRNAs and their targets, interpreted results, and drafted 
the manuscript. Wei Huang participated in statistical analysis and helped to interpret results 
and draft the manuscript. Gustavo C. MacIntosh participated in the design of the study and 
helped to interpret results and draft the manuscript. Volker P. Brendel participated in the 
design of the study and coordination, and helped to interpret results and draft the manuscript. 
Chapter 3, ‘Common introns within orthologous genes: software and application to 
plants’, has been published in Briefings in Bioinformatics in 2009, Volume 10, Number 6, on 
pages 631 to 644. The authors of this publication provided the following contributions. 
Matthew D. Wilkerson designed and developed the software, implemented the web server, 
and wrote part of the paper. Yuanbin Ru constructed the data set, applied the software, 
analyzed results, and wrote part of the paper. Volker P. Brendel participated in coordination, 
provided feedback, and contributed to the writing. Matthew D. Wilkerson is currently a 
postdoctoral fellow at the University of North Carolina, Chapel Hill, NC, USA. 
Chapter 4, ‘Analysis of plant intron evolution in the context of orthologous genes: 
conservation, conversion, gain and loss’, is a manuscript prepared for submission to PLoS 
Genetics. The authors of this manuscript provided the following contributions. Yuanbin Ru 
designed and conceived the study, conducted research, interpreted results, and drafted the 
manuscript. Matthew D. Wilkerson participated in the design of the study and helped to 
identify orthologous genes and common introns. Volker P. Brendel participated in the design 
of the study, provided feedback and advisory support and helped to draft the manuscript. 
Chapter 5, ‘The significance of GC donor and non-canonical splice sites in alternative 
splicing’, is a manuscript prepared for submission to BMC Genomics. The authors of this 
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manuscript provided the following contributions. Yuanbin Ru designed and conceived the 
study, performed research, analyzed data and drafted the manuscript. Volker P. Brendel 
participated in the design of the study, provided feedback and advisory support and helped to 
draft the manuscript. 
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Chapter 2. Genome-wide Identification and Characterization of Conserved 
and Non-conserved microRNAs in Arabidopsis thaliana 
Yuanbin Ru, Wei Huang, Gustavo C. MacIntosh and Volker P. Brendel 
 
Abstract 
Background 
MicroRNAs (miRNAs) are a class of small noncoding RNAs that regulate the 
expression of other genes. Several computational methods were developed to identify 
miRNA genes in Arabidopsis thaliana. However, none of these methods can identify 
conserved and non-conserved miRNAs while maintaining high sensitivity and specificity at 
the same time. In addition, the number of miRNA genes in plants remains unclear. 
Results 
We present a genome-wide computational approach (implemented in a set of scripts 
termed “miRscore”) to identify both conserved and non-conserved miRNA genes in 
Arabidopsis. When combined with experimental data from small RNA massively parallel 
signature sequencing and Northern blotting, our method captured 96 of 117 miRNA genes in 
version 8.0 of miRBase, including six genes not conserved in rice. In addition, we validated 
four new miRNA genes that are not conserved in rice, Populus, or Medicago. One of the 
predicted targets was validated by 5’ RNA ligase-mediated rapid amplification of cDNA 
ends. We estimate that the maximal number of Arabidopsis miRNA genes conserved in rice 
is around 137, while the number of Arabidopsis-specific miRNA genes is more variable and 
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may be up to several hundred. The miRscore web server is available at 
http://www.plantgdb.org/prj/miRscore.  
Conclusions 
Features of miRscore include (1) high sensitivity and high specificity; (2) 
identification of both conserved and non-conserved miRNAs; (3) estimation of conserved 
and non-conserved miRNA gene numbers; and (4) publicly available web server. None of the 
previous methods can offer all these four features in a single solution. With all these 
advantages, miRscore can facilitate the discovery of additional conserved and non-conserved 
miRNAs in plants. 
 
Introduction 
MicroRNAs (miRNAs) are an abundant class of ~21-nucleotide (nt) noncoding RNAs 
of which some are shown to regulate gene expression at the post-transcriptional level by 
complementary base pairing to their target mRNAs [1-3]. There are two possible outcomes of 
target mRNAs: mRNA degradation or translation repression. Degradation occurs if the 
complementarity between the miRNA and its mRNA target is perfect or nearly perfect. 
miRNAs can also repress translation of target mRNAs if there is insufficient base pairing [4-
6]. Most animal miRNAs repress target translation [2]. In plants, however, most miRNAs 
studied thus far direct degradation of target mRNAs. Only one plant miRNA, miR172, was 
shown to act as a translational repressor during Arabidopsis flower development [7, 8]. Plant 
miRNA targets are involved in transcription regulation, control of leaf shape and flowering, 
hormone and stress responses, feedback regulation of miRNA formation, and other processes 
[9-11]. However, not all miRNA targets are mRNAs. Recent study revealed that plant 
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miRNAs can target trans-acting (ta) small interfering RNAs (siRNAs) and control their 
biogenesis [12].  
One characteristic distinguishing miRNAs from siRNAs, which comprise another 
class of small RNAs, is that miRNAs derive from endogenous precursor transcripts (pre-
miRNAs) with stable secondary structures [13]. Pre-miRNAs are processed by an RNase III 
endonuclease called Dicer in animals [14, 15] or Dicer-like1 (DCL1) in plants [16, 17]. As a 
result, ~21-nt RNA duplexes are produced with the miRNAs representing one strand of the 
complex. The complementary strands, termed miRNA*, have much lower stability than their 
corresponding miRNAs and have been recovered by cloning at a much lower frequency [17-
21].  
Since the discovery of the first miRNA lin-4 in C. elegans [22, 23], cloning efforts 
have shown that there are numerous miRNAs in animals [19, 24, 25], plants [16, 17, 26, 27], 
and viruses [28]. However, miRNAs at low expression levels are hard to identify by cloning, 
as are those only existing in a specific cell type or at a particular developmental stage. One 
approach to discovery of such miRNAs relies on the construction of tissue- or stage-specific 
cDNA libraries [20, 29-32] as well as libraries under different environmental conditions [33]. 
Complementary efforts seek to identify miRNA genes computationally based on 
characteristic stable stem loop structures of pre-miRNAs, interactions between miRNA and 
target genes, and/or conservation of most miRNAs between closely related species.  
Such computational approaches were successfully applied to the entire genomes of 
nematodes [18, 34-36], fruit flies [37], and vertebrates [38]. Generally, all these methods 
started by the identification of conserved stem-loop structures located outside of protein-
coding regions. In order to distinguish potential miRNA genes from the background, 
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candidate structures were scored according to characteristics of sequence, structure, and 
conservation observed in known miRNA genes. Unfortunately, these approaches cannot be 
applied directly to plant genomes because of several plant-specific challenges. One challenge 
is that the lengths of plant miRNA precursors, ranging from 80 to several hundred 
nucleotides, are much more variable than the nearly identical lengths (60-110 nt) in animals. 
Using a fix-length window to scan genomes for stem loops proved feasible in animals [18, 
37, 38] but is impractical in plants. Another challenge is the low degree of conservation of 
miRNA genes in plant species for which near complete genome sequences are available. 
Flanking sequences of miRNA/miRNA* duplexes are barely conserved in Arabidopsis and 
Oryza sativa (rice) [17], making it difficult to predict miRNA precursors based on whole 
genome alignment between these two species. 
As a result, several plant miRNA-specific computational strategies have been 
developed [39-41]. The method by Bonnet et al. (2004) [39] predicted a list of potential 
miRNAs conserved in Arabidopsis and rice. However, these predictions have not been tested 
experimentally, and it remains unclear how many of the predictions correspond to true 
miRNA genes. The other two methods [40, 41] both dealt with the aforementioned 
challenges of plant miRNA prediction by first finding inverted repeats in Arabidopsis 
intergenic regions, identifying possible hairpins containing the inverted repeats, and then 
retaining only those Arabidopsis hairpins with short conserved segments in rice intergenic 
regions. The remaining segments were then further checked and scored to define potential 
miRNAs. However, none of these methods were able to discover species-specific miRNAs 
nor were exhaustive enough to estimate the total number of miRNA genes in plants. 
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Recently, computational strategies reported the identification of species-specific 
miRNAs in human [42] and Arabidopsis [43, 44]. Adai et al. (2005) [43] started by searching 
base pairings between intergenic regions and mRNA transcripts to produce a potential 
miRNA-target database. Then candidates were ranked based on minimum free energies of 
precursors, miRNA-target interactions, and other features. This method was sensitive to 
identify conserved and non-conserved Arabidopsis miRNAs. However, the specificity is very 
low because of the large database. Adai et al. (2005) further demonstrated the use of rice 
genome to decrease the candidate space, although it may miss Arabidopsis-specific miRNAs. 
Lindow and Krogh (2005) [44] also initially looked for matches between non-genic sequence 
and mRNAs. Unlike Adai et al. (2005), Lindow and Krogh (2005) further narrowed the 
candidates down to less than six hundred by a more extensive set of filters and criteria. The 
method of Lindow and Krogh (2005) has significantly higher specificity compared with that 
of Adai et al. (2005), but it can only identify less than half of the known miRNAs. 
Here, we present a new computational approach (miRscore) with high sensitivity and 
specificity to identify both conserved and non-conserved Arabidopsis miRNAs. We directly 
performed genome-wide secondary structure prediction using the RNALfold program [45], 
without finding inverted repeats first. We developed a scoring strategy with a sensitivity that 
retains 39 of 43 reference Arabidopsis miRNA genes and covers 11 miRNA families. When 
combining this computational approach with experimental data from small RNA massively 
parallel signature sequencing (MPSS) [46] and Northern blotting, we identified a total of 100 
miRNA genes representing 28 families. The 100 miRNA genes contain 96 of 117 genes in 
miRBase 8.0, including six that are not conserved in rice. The remaining four newly 
identified miRNA genes have not been reported so far and are not conserved in rice, Populus, 
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or Medicago. We predicted 17 target mRNAs for these four new miRNAs and validated one 
of them by 5’ RNA ligase-mediated rapid amplification of cDNA ends (5’ RLM-RACE). We 
estimate that the maximal number of Arabidopsis miRNA genes conserved in rice is around 
137, while the number of Arabidopsis-specific miRNA genes may be up to several hundred. 
A web server version of miRscore is accessible at http://www.plantgdb.org/prj/miRscore.  
  
Results 
Computational Identification of Arabidopsis miRNAs 
Our computational approach to identify potential plant pre-miRNAs was based on 
three observations. (1) Almost all Arabidopsis miRNA genes in our reference set can be 
successfully identified when using RNALfold [45], a genome-wide RNA secondary structure 
prediction program that is part of the Vienna RNA package [47]. The RNALfold program 
predicts a list of locally stable RNA secondary structures with various lengths along a long 
sequence and thus is very suitable to predict plant pre-miRNAs that have variable lengths. (2) 
miRNAs, along with miRNA*s in some cases, are always located in short regions conserved 
between Arabidopsis thaliana and Oryza sativa (rice), although these conserved sequences 
are much shorter compared to sequences conserved between C. elegans/C. briggsae [18], D. 
melanogaster/D. pseudoobscura [37], and human/mouse [38]. Other regions outside of the 
miRNA/miRNA* pairs in Arabidopsis/rice pre-miRNAs are hardly conserved. (3) The same 
family of miRNAs is always located at the same arm of the precursors from Arabidopsis and 
rice. 
In the whole process, we used 43 known Arabidopsis miRNA genes from miRBase 
[48, 49] as a reference set (Table S1 in additional file 1) for training and to track the 
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performance quality of our approach. We started by identifying potential miRNA precursors 
in the Arabidopsis genome. Annotated protein-coding sequences and other noncoding RNAs 
were removed from Arabidopsis genome (Figure 1A, step 1), resulting in 26,923 intergenic 
and 126,491 intronic regions. These regions were used as input to the RNALfold program to 
predict hairpins on a whole genome scale (Figure 1A, step 2). The predicted hairpins were 
further screened to satisfy four structural criteria concerning length, base pairing, GC 
content, and stability that were derived from examination of the reference genes. After 
grouping overlapping structures and eliminating repetitive sequences (Figure 1A, step 3), 
there remained about 33,000 candidate structures, including 42 of the 43 reference genes. 
The only miRNA gene missed was MIR163, with a length of 330 nt. 
The next step of our approach was to select hairpins with Arabidopsis/rice conserved 
sequences on one or both of their arms. Repetitive sequences in the Arabidopsis candidate 
structures were masked, and the masked non-repetitive sequences were compared against rice 
intergenic regions and introns (Figure 1A, step 4). Sequences around rice hits were retrieved 
and folded by RNALfold (Figure 1A, step 5). Rice structures were selected by evaluating the 
same four structural criteria as used for Arabidopsis structures, but with parameters derived 
from 28 rice reference miRNA genes (Table S1 in additional file 1) from miRBase. Less than 
1/5th of the Arabidopsis hairpins had at least one corresponding qualifying rice hairpin and 
thus were retained. MIR158, MIR161, and MIR173 have no conserved genes in rice and were 
missed at this step, leaving 39 conserved genes in the original 43 reference gene set. 
Remaining structures were further checked (Figure 1A, step 6) to see whether they contained 
miRNA-like structural patterns (see Methods). 807 Arabidopsis candidates, which accounted 
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for 712 unique loci and included the 39 reference pre-miRNAs, qualified and had at least one 
corresponding rice structure. 
In order to distinguish reference miRNAs and other potential miRNAs in the set of 
807 candidate structures, we assigned scores to all structures (Figure 1A, step 7) based on 
similarity to the reference genes in terms of seven distinct features (see Methods). A total of 
551 (out of 712) loci have Shannon entropy > 1.65 and thus are qualified to receive a score. 
The distribution of candidate scores (Figure 2) suggests the robustness of our scoring 
strategy. We used the lowest score among the reference miRNA genes, which is 1.8, as cutoff 
for selection for further analysis. This cutoff enabled us to capture all remaining reference 
miRNAs while obtaining specificity as high as possible. The set of structures exceeding 
cutoff score includes 117 loci in total, comprising 39 reference miRNA genes and 78 
additional loci (Table S2 in additional file 2). Among the 78 candidate pre-miRNAs, four 
were considered false positives in which the predicted miRNAs covered multi-loop regions. 
Twenty-one candidates were close paralogs of reference miRNAs. Another 22 candidates 
represented eight newly identified miRNA families reported independently [33, 40, 41] from 
our experiments, including MIR393, MIR395, MIR396, MIR397, MIR398, MIR399, MIR404, 
and MIR408. Expressions of the first six families were also confirmed by our Northern blot 
analyses (data not shown). The remaining 31 loci have not been reported so far, and we thus 
tried to verify them by Northern blot analyses. 
Accuracy of miRNA Prediction 
Before designing any probes, we needed to know how accurate our predictions are. 
Note that at each miRNA-coding locus, the miRNA might be predicted at four possible 
locations: the correct arm of the correct precursor, the opposite arm (miRNA* arm) of the 
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correct precursor, and the two possible arms of the reverse complement of the correct 
precursor. Of the 82 confirmed miRNAs, including 39 reference miRNAs and 43 newly 
identified miRNAs, 73 (89%) were predicted to be on the correct arm, and 69 (84%) of these 
were exactly the same as authentic miRNAs or within 3 nt of the correct position. Of the nine 
remaining candidates, three (3.7%) were on the miRNA* arms and six (7.3%) were on the 
reverse complement precursors. The 89% accuracy of strand prediction is much higher than 
the 62% obtained previously for human miRNAs [38]. 
Northern Blot Analysis 
The expression of the 31 top-scoring candidates was first tested by Northern blot 
analyses with RNA samples from Columbia wild-type plants. We designed antisense 
oligonucleotide probes for the highest scoring window (anti-miRNA probe) and its 
complementary sequence (anti-miRNA* probe) in a given hairpin. The expression of four 
candidates was detected in wild-type plants (Figure S1 in additional file 3). In order to 
determine whether these four candidates are miRNA or siRNA, we further performed 
Northern blot analyses using RNA samples from dcl3-1, rdr2-1, and dcl1-7 mutants. DCL3 
and RDR2 are required to generate endogenous siRNAs with size around 24 nt, while DCL1 
is required for miRNA biogenesis [50]. All four candidates showed similar expression 
patterns as control siRNA (see controls in Figure 3), and thus they cannot be annotated as 
miRNAs. 
miRNA Paralogs 
In order to recover some miRNAs missed in previous steps, we searched Arabidopsis 
nongenic regions for paralogs with 0-2 mismatches to the 82 confirmed miRNAs (Figure 1A, 
step 9). Five additional loci were found after making sure that the paralogs were located at 
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same arm of the potential secondary structures as their corresponding confirmed miRNAs 
(Table S3 in additional file 4). These paralogs belong to the previously identified MIR159, 
MIR167, MIR169, and MIR397 families.  
Massively Parallel Signature Sequencing (MPSS) Evidence 
We also evaluated the expression of the predicted microRNA candidates using 
publicly available MPSS data. MPSS is a high-throughput sequencing technique to obtain 
signature sequences of 17 to 20 bases from a cDNA library [51]. The expression level of a 
particular gene can be estimated by measuring the relative abundance of the signature 
sequences produced from the gene in a given library. We examined the Arabidopsis MPSS 
database [52] for the presence of 17 and 20 base signatures for the candidate miRNA 
precursors and their flanking regions up to 500 nt up- and down-stream. We found MPSS 
evidence for 64 of the 117 top-scoring candidates and two of the five paralog miRNAs 
(Tables S2 and S3 in additional files 2 and 4). In total, MPSS signatures were found for 51 of 
the 87 miRNAs identified. Among the other 35 candidates, which were either false positives 
or not verified by Northern blotting, 15 have MPSS signatures. 
Combining Computational Method with Small RNA MPSS and Northern Blotting 
Identifies Non-conserved miRNAs 
We further made use of the Arabidopsis small RNA MPSS [46] followed by Northern 
blot analysis to recover some conserved or non-conserved miRNAs that were missed in the 
procedure in Figure 1A. The analysis comprised two parts. 
First, candidates with scores >0 from step 7 of Figure 1A were analyzed in attempt to 
recover additional conserved miRNAs (Figure 1B). Candidates with overlapping small RNA 
MPSS were retained. Twenty-eight candidates that were not known miRNAs were checked 
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to see whether they have miRNA-like MPSS features (see Methods). We required that the 
most abundant MPSS of a given structure must be conserved. This resulted in eight qualified 
loci. Since even the most abundant MPSS of some loci had very low abundance, we tested 
only six loci (with abundance ≥ 4 transcripts per quarter million) with Northern blot analyses 
using RNA from wild type and dcl3-1, rdr2-1, and dcl1-7 plants. One candidate (C106a) 
expressed in wild type (Figure S1 in additional file 3), but did not show expression patterns 
that are similar to control miRNA when tested with RNA from mutants. 
Second, discarded candidates from steps 4 to 6 of Figure 1A were analyzed to recover 
additional miRNAs (Figure 1C). These discarded candidates may contain either non-
conserved miRNAs or conserved miRNAs that had unqualified structures. They were 
analyzed as in the first part except that conservation of MPSS was not required. The resulting 
1,468 loci were scored as before except that the conservation score was not considered. 
Eleven miRNAs in version 8.0 of miRBase, including six conserved and five non-conserved 
in rice (Table S4 in additional file 5), were identified in the top 128 loci with scores >1. Two 
of the six conserved miRNAs were also identified in step 9 of Figure 1A. We conducted 
Northern blot analyses for nine candidates with MPSS abundance ranging from 20 to about 
600 transcripts per quarter million in the flower-derived library. Four candidates, NC37, 
NC39, NC48, and NC59, showed miRNA-like expression patterns in siRNA- and miRNA-
defective mutants and thus were verified as miRNAs (Figure 3, Table 1, and Table S4). One 
candidate, NC65, showed siRNA-like pattern. These four novel miRNAs had no other 
paralogs in Arabidopsis and no homologs in rice, Populus, or Medicago. Almost all known 
and verified miRNAs have high abundance and high scores (Figure 4). 
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In summary, our approach identified four novel Arabidopsis miRNA genes that are 
not conserved in rice, Populus, or Medicago. Together with 117 miRNA genes in version 8.0 
of miRBase, the total number of Arabidopsis miRNA genes has reached 121, representing 47 
families.  
Targets of Novel miRNAs 
For the four novel miRNA genes, we predicted target mRNAs following the 
procedure by Jones-Rhoades and Bartel (2004) [40] by using a cutoff score of 3. In addition, 
by requiring stabilities of miRNA:target interactions to be better than -24 kcal/mol, we 
identified 17 potential unique targets (Table 2). One target of NC48, At3g19890, was 
validated by 5’ RLM-RACE (Figure 5). We tried the same approach for some other targets 
but could not identify their cleavage products. 
 
Discussion 
Comparison of Arabidopsis miRNA Identification Methods  
When combining with small RNA MPSS data and Northern blot analysis, our method 
has the ability to identify both conserved and non-conserved miRNA genes in Arabidopsis 
while maintaining high sensitivity and specificity at the same time. We identified a total of 
100 miRNA genes, 10 of them were not conserved in rice (Table 3). The other two methods 
[43, 44] also have the ability to identify both conserved and non-conserved miRNAs. But 
they have either low specificity or low sensitivity (Table 3). Among the methods that were 
aimed at identifying conserved miRNAs [39-41], the one by Jones-Rhoades and Bartel 
(2004) [40] has the best sensitivity and specificity and its overall performance is comparable 
with ours. 
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Upper Bound of Arabidopsis miRNA Genes 
Computational methods estimated that the number of miRNA genes is nearly 1% of 
total genes in genomes of human [38], C. elegans [18], and Drosophila [37]. Latter studies 
suggested a significantly larger number of human miRNAs [53]. The total number of plant 
miRNAs has remained unclear. The sensitivity and specificity of our approach enable us to 
estimate the lower and upper bound of miRNA genes in Arabidopsis. One hypothesis for 
predicting the miRNA gene number is that the characteristics of unidentified miRNAs 
resemble those of identified miRNAs. 
First, the number of conserved Arabidopsis miRNAs can be estimated based on 
Figure 1A. In miRBase 8.0, there are a total of 117 Arabidopsis miRNA genes, including 99 
conserved ones and 18 that are not conserved in rice. We have identified 81 conserved and 
one non-conserved miRNA genes in Figure 1A, step 8. So for miRNA genes conserved in 
rice, we obtained a sensitivity of 82% (81/99) and a specificity of 69% (81/117) in the 117 
top-scoring candidates (Figure 1A, step 8; Figure 2). Note that sensitivity (SN) is the ratio of 
correctly identified structures (TP) to the total number of true miRNAs (AP). Thus, for a 
given sensitivity and trusted number of correctly identified genes, the total gene population 
can be estimated as AP = TP/SN. Here, if all 35 (117-81-1) candidates, including 27 not 
confirmed by Northern blot analyses, four potential siRNAs, and four possible false positive 
predictions, are not authentic miRNAs, the lower bound can be estimated as 99 (81/0.82). 
This is exactly the same number of conserved miRNA genes in miRBase 8.0 because we did 
not identify additional conserved genes in Figure 1A. However, when excluding the four 
potential siRNAs (Figure S1), other 31 candidates may be true miRNAs expressed at very 
low levels or present only in particular cell types, during specific developmental stages, or 
20 
 
  
during stressed or disease conditions. In this case, we can estimate the upper bound of the 
number of conserved miRNAs to be 137 ((81+31)/0.82).  
Second, the number of Arabidopsis miRNAs that are not conserved in rice can be 
estimated similarly based on Figure 1C. As in Figure 1A, if we used the lowest score among 
the known miRNA genes as cutoff, which is 1.0 in this case, we identified six conserved and 
nine non-conserved genes from the top 128 candidates in Figure 1C (see Figure 4 and Figure 
S2 in additional file 6). Five of the nine Arabidopsis-specific genes are in miRBase 8.0. So 
the sensitivity is 28% (5/18) for miRNA genes that are not conserved in rice. If all other 
candidates are false positives, the lower bound of non-conserved miRNA genes will be 32 
(9/0.28). If all other candidates are authentic miRNAs and are not conserved in rice, the 
upper bound will be 439 ((128-6)/0.28). 
The estimate of non-conserved miRNA genes (from 32 to 439) is more variable than 
that of conserved genes (from 99 to 137). One reason is that the estimate of non-conserved 
miRNAs was based on a much smaller known miRNA population. Nevertheless, non-
conserved miRNAs may be underrepresented in miRBase. A large number of the genes in 
miRBase were identified using computational methods that required conservation in rice. 
However, 17 of the 18 non-conserved genes in miRBase were originally reported by papers 
using cloning methods [12, 16, 17, 33] and accounted for 24% of a total of 71 miRNA genes 
identified by these papers, which is higher than the 15% (18/117) non-conserved genes in 
miRBase. Our estimate suggests that there may be more species-specific plant miRNAs than 
previously speculated. 
Functions of Conserved and Non-conserved miRNAs 
Potential targets for the four novel Arabidopsis-specific miRNAs include some 
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classes of targets already described, such as transcripts coding for F-box protein [33, 40, 41]. 
In addition, we discovered new classes of miRNA targets, such as transcripts coding for DNA 
polymerase alpha subunit, FAD-binding protein involved in electron transport, and 
translation initiation factor. No transcription factor targets were predicted. Interestingly, an 
extensive search in the literatures indicated that not a single transcription factor transcript is 
targeted by non-conserved miRNA families, while more than half of the targets for miRNA 
families conserved between Arabidopsis and rice encode transcription factors (Table S5 in 
additional file 7). By turning on and off the expression of a given transcription factor, 
conserved miRNA family can indirectly regulate a group of genes that may be involved in a 
particular biological process and are under control of this transcription factor. This indicates a 
central role of conserved miRNAs in gene regulation [44]. On the other hand, species-
specific miRNA families evolve after speciation and may regulate and fine-tune species-
specific processes. 
 
Conclusions 
In summary, by combining computational analysis and experimental evidence, we 
identified 90 conserved and 10 non-conserved Arabidopsis miRNA genes, including four 
new Arabidopsis-specific miRNAs. One target of a new miRNA was validated. The 
observation that no transcription factor transcript is targeted by non-conserved miRNAs 
indicates different roles of conserved and species-specific miRNAs in gene regulation.  
Our computational approach, miRscore, has the following advantages. (1) It has high 
sensitivity and high specificity. (2) It can identify both conserved and non-conserved 
miRNAs. (3) Maximum numbers of conserved and non-conserved miRNA genes can be 
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estimated separately. The estimation suggests that the identification of conserved miRNAs in 
Arabidopsis is close to saturation, while there may be more species-specific plant miRNAs 
than previously speculated. (4) The miRscore web server is freely available to the public. 
With all these features, miRscore has an edge over previous methods and may facilitate 
miRNA discovery in Arabidopsis and other plant species. 
 
Methods 
Genomic Sequences and miRNA Reference Set 
Arabidopsis genomic sequences (release of June 5, 2003) were downloaded from 
GenBank [54]. Arabidopsis genome annotations (Release 4.0) and Oryza sativa genome 
sequences and annotations (Release 2.0) were downloaded from The Institute for Genomic 
Research (TIGR) [55]. We also used version 2.0 of the TIGR Arabidopsis repeat database 
[56].   
Sequences of 21 Arabidopsis miRNAs and their corresponding 43 precursors (Table 
S1 in additional file 1, reference set 1) were downloaded from version 2.1 of miRBase [48, 
49]. Eight rice miRNAs and their corresponding 28 pre-miRNA sequences (Table S1 in 
additional file 1, reference set 2) were downloaded from version 3.0 of miRBase. Sequences 
from miRBase 8.0 were latter downloaded to check the quality of predictions. 
Computational Identification of Potential miRNA Precursors 
Putative Arabidopsis intergenic and intronic sequences were derived from the genome 
sequences by removing annotated protein-coding regions and known noncoding, non-miRNA 
RNAs, including tRNAs, rRNAs, snRNAs and snoRNAs. We used the RNALfold program 
[45] to predict RNA secondary structures. For a given intergenic or intronic region and span 
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L, which is the maximal distance of a base pair, RNALfold predicted a list of stable RNA 
secondary structures with various lengths along the region. The optimal L (=190) was 
determined by testing RNALfold with spans from 100 to 300 nt on the intergenic regions 
containing the 43 known Arabidopsis miRNA genes. To select structures with similar 
characteristics as observed in the Arabidopsis reference miRNA set, we used the following 
four criteria to screen the RNALfold predictions: length (≥ 60 nt), base pairing (paired bases 
≥ 58%), GC content (26% ≤ GC% ≤ 60%), and free energy (∆G ≤ -0.326*length + 3). The 
base pairing and GC content criteria were based on 99.9% confidence intervals of the 
features in reference set. The criterion of free energy was inferred from the reference set to 
satisfy 99.9% prediction intervals of the linear relationship between free energy and length, 
which was derived by least-square approximation. Structures with less than 19 bp on the 
longest arm were removed, as were those with smaller base pairing percentage than 
overlapping stem loops. We then searched candidate sequences against the TIGR 
Arabidopsis repeat database using BLAST [57], discarding all queries with hit length ≥ 50% 
and identity ≥ 75%. About 33,000 structures remained, including 42 of the 43 reference pre-
miRNAs. 
These structures were masked for remaining repetitive sequences using 
RepeatMasker [58] and compared against rice intergenic and intronic regions using BLAST. 
We retained those Arabidopsis structures with conserved hits at least 20 nt in length 
(allowing for a few errors) and covering at least 14 base pairs on one stem. Sequences around 
the rice hits were retrieved and folded by RNALfold. Potential rice structures were selected 
by four criteria derived from 28 known rice miRNA genes as described above for 
Arabidopsis: length (≥ 60 nt), base pairing (paired bases ≥ 58%), GC content (29% ≤ GC% ≤ 
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78%), and free energy (∆G ≤ -0.335*length – 5). Qualified rice structures were further 
checked to see whether they contained conserved hits on the same arm as the corresponding 
Arabidopsis structures. Hits covering big loops/gaps/bulges (≥ 10 nt) were removed. 807 
Arabidopsis candidates, including 39 reference pre-miRNAs, had at least one qualifying 
corresponding rice structure and were subjected to scoring as below. 
Scoring of Potential miRNA Precursors 
A scoring program was developed to identify potential miRNAs from the background 
in the set of 807 candidate structures. The scoring strategy is similar to the strategy 
introduced in the miRscan program [18], but our program considers a different set of features 
derived from the 43 Arabidopsis reference genes. For a given 21- or 20-nt candidate, seven 
features contribute to its final score: (1) X1, “5' base composition”, the sum of base 
frequencies in the first five positions at the 5'-end of the candidate; (2) X2, “3' base 
composition”, the sum of base frequencies in positions -3 to -7 positions at the 3'-end of the 
candidate; (3) X3, “overall base pairing”, the sum of base pairing frequencies for pairs within 
the predicted miRNA/miRNA* duplex; (4) X4, “bulge symmetry”, the sum of penalties for 
symmetry and asymmetry loops and bulges; (5) X5, “asymmetry end stability”, the difference 
between the minimum free energies of the 5'- and 3'-ends of the predicted miRNA/miRNA* 
duplex; (6) X6, “conservation”, the number of mismatches/gaps/bulges in the alignment of 
Arabidopsis/rice within the candidate region; (7) X7, “targets”, scoring whether near perfect 
complementarity to the candidate can be found in Arabidopsis mRNAs. 
For each feature i and its feature value Xi, we calculated a log-odds score Si(Xi) = 
log2[fi(Xi)/gi(Xi)], where fi(Xi) is the estimated frequency of the feature value Xi in the 
reference miRNA set, and gi(Xi) is the estimated frequency of the feature value Xi in the 
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background derived from all 807 candidate structures. The overall score S for a given 
candidate miRNA is defined as a weighted sum of all seven Si(Xi) (see below). 
For features X1 and X2, weight matrix models (WMMs) [18] were generated. The 
background WMMs, g1 and g2, were based on the base composition of 807 candidates. The 
miRNA WMMs, f1 and f2, were derived from position-specific frequencies of 21 reference 
miRNAs. For X3, WMMs were also generated for base pairs involving the first five bases, 
the -3 to -7 positions, and base pairs in middle part of the window. The miRNA WMM, f3, is 
the sum of position-specific base pairing frequencies of the two ends and frequencies of 
middle part. The background WMM, g3, was set equal to base pairing frequencies of 
background structures. For X4, X5, X6, and X7, fi and gi were derived with the R statistical 
packages [59] by smoothing the empirical frequency distribution from the reference and 
background sets, respectively. Penalties in X4 were calculated as -1*size for symmetry loops 
with size ≤ 3 nt and -2*size for symmetry loops with size > 3 nt, asymmetry loops, bulges, 
and gaps. Targets in X7 were searched against Arabidopsis mRNAs with Vmatch program 
[60] allowing up to three mismatches.  
To score a candidate structure, a 21- or 20-nt window was slid along the 
Arabidopsis/rice conserved region, a region containing the conserved hits given by BLAST 
plus two nt upstream of 5'-end and two nt downstream of 3'-end of the hits. The length of the 
window was determined by asymmetry end stability [61, 62]. For a given 5'-end of a 
window, the free energies of two possible 3'-ends (corresponding to 21- and 20-nt windows) 
were calculated with mfold [63]. The 3'-end with lower energy (more stable) was picked to 
determine the size of the window. In order to receive an overall score, a window was 
required to have Shannon entropy [64] > 1.65. The Shannon entropy filter was set up to 
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remove sequences with base bias, which helps to decrease false positive predictions [39]. The 
highest scoring window in a candidate structure was assigned as the potential miRNA of this 
structure, and the same score was assigned to the entire candidate pre-miRNA structure.  
In the case that a hairpin and its reverse complement were both in the 807 background 
structure set, they were treated as a single locus, and the hairpin with higher score was used 
to represent this locus. In addition, to prevent overscoring of reference miRNAs, a jackknife 
score was calculated for each miRNA locus using the remaining reference miRNAs as a 
training set. 
Weighting of Features 
We used a parameter search strategy akin to genetic algorithms [65] to optimize the 
accuracy of predicting miRNA positions in the top-scoring candidate pre-miRNA structures. 
As explained above, each structure was scored by a weighted sum Σiwi*Si(Xi) of the seven 
log-odds feature scores. To search for optimal weights, weights were randomly selected in 
the range of 0 to 3, and scores were calculated for all windows in 81 pre-miRNA structures, 
which comprise the 39 reference miRNAs and 42 newly identified miRNAs within the top 
117 candidates. The highest scoring window was picked for each miRNA gene, and its 
position was compared with that of the authentic miRNA. Good predictions were defined as 
the predictions that are identical to or within three nucleotides of authentic miRNAs. Weights 
generating the largest number of good predictions from 200,000 trials were picked as the 
optimal weights. 
MPSS Evidence 
Genomic regions were specified from 500 nt upstream to 500 nt downstream of each 
known or predicted miRNA precursor.  If either the up- or down-stream regions overlapped 
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with annotated genes, these genomic regions were resized up to the adjacent genes. We then 
searched the Arabidopsis MPSS website [52] [66] to see whether there were MPSS signature 
sequences in these regions.  
Small RNA MPSS Evidence 
Arabidopsis small RNA MPSS data [46] were also used to confirm the expression of 
two sets of candidates. The first set includes candidates with scores ≥ 0 obtained from step 7 
in Figure 1A. All candidates discarded from steps 4 to 6 in Figure 1A compose another 
dataset. Candidates with more than half of their sequences being masked by RepeatMasker in 
the second dataset were removed. Only candidates overlapping with the small RNA MPSS 
signatures were analyzed further. To distinguish potential miRNAs from siRNAs, candidates 
with more than 18 different overlapping MPSS signatures and candidates with at least one 
MPSS signature having more than 16 genomic hits were removed. These two criteria were 
derived from observations of 98 known miRNA genes (in miRBase 8.0) with small RNA 
MPSS evidence and enabled us to retain 94 of them. We then required that the most abundant 
MPSS or at least one of the most abundant MPSS for a given candidate should be located on 
stems of the stem-loop structures in both candidate sets. Those most abundant MPSS on 
stems were required to be conserved for the first candidate set. For the second dataset, all 21-
nt windows whose first 17 nucleotides match with small RNA MPSS were scored by adding 
up all seven log-odds scores except the conservation score. High scoring candidates with 
high abundant MPSS were tested by Northern blotting using anti-sense probes of the most 
abundant MPSS. 
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Arabidopsis Mutants and Growth Condition 
The dcl1-7, dcl3-1, rdr2-1, and rdr6-15 mutant lines were described previously [50, 
67, 68]. All four mutant lines are in the Col-0 background and were kindly provided by 
James Carrington (Oregon State University). Plants were grown at 22 ºC under continuous 
light at 120 µmol photons m–2 s–1.  
RNA Extraction and Northern Blot Analysis 
Total RNA from leaves, stems, and inflorescence tissues was isolated with Trizol 
reagent (Invitrogen, Carlsbad, CA). Northern blotting was performed as described [69]. In 
detail, 40 µg of total RNA per lane was resolved on a denaturing 15% polyacrylamide gel. 
Synthetic RNA oligonucleotides of 21 and 24 nucleotides with 5'-phosphate and 3'-hydroxyl 
groups were used as size markers during electrophoresis. Gels were stained with ethidium 
bromide and 5S RNA/tRNA bands were used as loading controls. RNAs were electroblotted 
to Hybond N+ membranes (Amersham Biosciences, Piscataway, NJ) using a Mini Trans-Blot 
Cell (Bio-Rad, Hercules, CA). Membranes were UV cross-linked (1200 µJ) and baked at 80 
ºC for 1 hour. DNA oligonucleotide probes complementary to siRNA02 [50], tasiRNA1511 
[70], miRNAs and candidate sequences were end labeled with [γ-32P]ATP using T4 
polynucleotide kinase (Promega, Madison, WI). Blots were prehybridized and hybridized 
overnight with ULTRAhyb-Oligo hybridization buffer (Ambion, Austin, TX) at 40 ºC, 
followed by two washes with 2x SSC and 0.5% SDS for 30 minutes at 40 ºC. Membranes 
were then exposed to X-ray film or phosphor screen. 
Identification of miRNA Paralogs and Potential miRNA Targets 
Vmatch was used to search sequences of known and confirmed miRNAs against both 
strands of Arabidopsis intergenic regions and introns allowing up to two mismatches. 
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Surrounding sequences containing the potential paralogs were folded by mfold. For a 
candidate structure to qualify as a paralog, it was required to contain the miRNA match on 
the same arm as for the confirmed miRNA. 
Potential targets were identified with Vmatch by searching sequences of confirmed 
miRNAs against reverse complement strands of Arabidopsis mRNAs and pre-mRNAs and 
allowing up to five mismatched, gapped, and bulged nucleotides (G:U pairs were treated as 
mismatches by Vmatch). Vmatch results were checked, and a score was given to each target 
site following the refined target prediction procedure [40]. The score was calculated as S = 
½(GU) + MP + 2(INDEL), where GU is the number of G:U pairs, MP is the number of 
mispairs (not including G:U pairs), and INDEL equals the number of insertions and 
deletions. To delimitate the effects of mispairs at the boundaries of target sites, miRNAs 
longer than 20 nt were broken into overlapping 20-mers, and the target site received the most 
favorable score of all possible 20-mers. Free energies of miRNA:mRNA pairs were 
calculated with mfold by linking miRNA sequence and target site sequence (with 2 nt 
flanking sequence on both ends) with “LLL”. 
Mapping of Target Cleavage Sites 
Cleavage sites were mapped by 5’ RNA ligase-mediated rapid amplification of cDNA 
ends (5’ RLM-RACE) using the FirstChoice RLM-RACE Kit (Ambion, Austin, TX). 
Poly(A)+ mRNA was purified from inflorescence total RNA using Oligotex mRNA Midi Kit 
(Qiagen, Valencia, CA). 250 ng of poly(A)+ mRNA was ligated to the 5’ RACE adapter 
before cDNA synthesis using random decamers in reverse transcription. Nested PCR was 
performed using 5’ RACE outer primer and gene specific outer primers (Table S6 in 
additional file 8) in outer PCR and 5’ RACE inner primer and gene specific inner primers 
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(Table S6) in inner PCR. PCR products from the inner PCR reaction were gel purified and 
cloned into pGEM-T Easy vector (Promega, Madison, WI) for sequencing. 
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Figures 
 
Figure 1 - Arabidopsis miRNA gene identification. (A) Flowchart of conserved miRNA 
identification. In each step, sensitivity (in parenthesis) is reported as the fraction of retained 
reference miRNA loci. In steps 8 and 9, a second sensitivity (italic) is given as the fraction of 
retained miRNA loci from version 8.0 of miRBase. (B and C) Recovery of additional miRNAs 
with small RNA MPSS evidence. Sensitivity (in parenthesis) is the fraction of remained 
miRNA loci from version 8.0 of miRBase. 
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Figure 2 - Score distribution of top 327 candidate loci with scores > -10 from Figure 1A. 
When using 1.8 as cutoff, there are a total of 117 top-scoring candidates, including 39 
reference miRNAs (light grey) and 43 new miRNAs (grey) that were either paralogs of 
reference miRNAs or miRNAs published by other labs [33, 40, 41]. Other 31 candidates 
were tested by Northern blot analyses but not confirmed (dark grey). Specificity of our 
scoring strategy is 70% (82/117), with an ability to identify 91% (39/43) of the reference set 
or 70% (82/117) of known miRNAs in version 8.0 of miRBase. 
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Figure 3 - Northern blot analyses of miRNA candidates identified from Figure 1C. Total RNA 
(40 µg) from Col-0 leaves (L), stems (S), and flowers (F) and from flowers of Col-0, dcl3-1, 
rdr2-1, rdr6-15 and dcl1-7 were probed with radio-labeled oligonucleotides complementary 
to miRNA candidates (shown in the upper part of each panel). The tRNA and 5S rRNA 
bands were visualized with ethidium bromide before electroblotting and used as loading 
controls (lower part of each panel). RNA size markers with 5' phosphate were also 
visualized with ethidium bromide and their lengths were indicated. miR172ab, siRNA02, and 
tasiRNA1511 were positive controls of miRNA, heterochromatic siRNA, and ta-siRNA, 
respectively. miRNA expression depends on DCL1; heterochromatic siRNA expression 
depends on DCL3 or RDR2; and ta-siRNA expression requires RDR6. 
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Figure 4 - Scatter plots of score vs. abundance for 352 candidates from step 4 of Figure 1C. 
All top 352 candidate loci with scores > -10 are shown. The score of each candidate 
(horizontal axis) is the highest score of all its 21-nt windows whose first 17 nucleotides 
match small RNA MPSS. The abundance (in transcripts per quarter million) of the most 
abundant small RNA MPSS for a given candidate is averaged over all genomic locations of 
this MPSS and is log2 transformed (vertical axis). Each of the 11 known miRNAs (Figure 1C 
and Table S4 in additional file 5) is represented by a light grey solid circle, except that the 
light grey solid circle with the lowest abundance represents two different miRNAs. The four 
novel miRNAs (Figure 1C, Figure 3, and Table S4) are represented by grey solid circles. 
Candidates not confirmed by Northern blotting are in triangles. 
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Figure 5 - Mapping of NC48 cleavage site in At3g19890 mRNA. (A) The 5’ end of predicted 
3’ cleavage product was amplified in 5’ RLM-RACE. ARF10 is a validated target of miR160 
[71] and is used here as control. (B) Cleavage site of At3g19890. The number of 5' RACE 
clones corresponding to the cleavage site is indicated. 
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Tables 
Table 1. Novel Arabidopsis-specific miRNA genes 
miRNA 
family 
miRNA 
gene 
Chr Arm miRNA sequence Detected 
by1 
NC37 ath-NC37 3 5’ UCUCGGUUCGCGAUCCACAA S, N 
NC392 ath-NC39 5 5’ UUCGCAGGAGAGAUAGCGCCA S, N 
NC48 ath-NC48 1 3’ UUGGUUACCCAUAUGGCCAU S, N 
NC59 ath-NC59 3 5’ UGAGCCUCUGUGGUAGCCCUC S, N 
1. N, Northern blotting; S, small RNA MPSS. 
2. NC39 was reported as miR391 by James Carrington’s lab [70]. 
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Table 2. Predicted targets of novel miRNAs 
miRNA Target protein Target gene with score 
and stability (kcal/mol) 
of miRNA:target pair 
in parenthesis 
NC37 DNA polymerase alpha subunit B family At1g67630(3, -25.4) 
NC39 FAD-binding domain-containing protein At2g46740(3, -30.9) 
DNA-binding family protein At3g61310(3, -30.3) 
ATP dependent DNA ligase family protein At1g66730(3, -28.9) 
NC48 F-box family protein At3g19890(1, -35.5), 
At3g17490(2, -27.5), 
At3g22730(3, -27.4), 
At3g17265(3, -24.9) 
retrotransposon like protein At4g16910(2.5, -32.8) 
putative retroelement pol polyprotein At2g07660(2.5, -32.2), 
At2g06470(2.5, -32.2), 
At2g10780(2.5, -32.2) 
putative transposon protein At4g03840(2.5, -32.2) 
NC59 hypothetical protein At2g36402(3, -27.5) 
MORN (Membrane Occupation and Recognition 
Nexus) repeat-containing protein 
/phosphatidylinositol-4-phosphate 5-kinase-related 
At1g75010(3, -27.6) 
eukaryotic translation initiation factor 2 family 
protein / eIF-2 family protein 
At1g76810(3, -30.4) 
exonuclease family protein At3g50090(3, -32.7) 
All predicted targets with scores ≤ 3 and miRNA:target stabilities ≤ -24 kcal/mol are shown in this table.  
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Table 3. Comparison of computational methods for Arabidopsis miRNA identification 
Method Total 
genes 
identified 
Identified 
genes in 
miRBase 8.01 
Other 
identified 
genes2 
Sensitivity3 
(at least) 
Specificity4 
(at least) 
Our method 
(miRscore) 100 96(6) 4(4) 83% (100/121) 70% (82/117) 
Adai et al. (2005) 
[43]5 101 97(8) 4(4) 83% (101/121) < 1% 
Lindow and 
Krogh (2005) 
[44]6 
57 54(3) 3(3) 47% (57/121) 14% (57/418) 
Jones-Rhoades 
and Bartel (2004) 
[40] 
87 87(0) 0 72% (87/121) 81% (81/100) 
Bonnet et al. 
(2004) [39]7 58 58(0) 0 48% (58/121) 69% (58/84) 
Wang et al. 
(2004) [41] 44 44(0) 0 36% (44/121) 46% (44/95) 
1. Results are based on 117 genes from 43 families. The number of miRNAs not conserved in rice is indicated 
in parenthesis. 
2. Four genes from four families identified by our method were not included in miRBase 8.0. The number of 
miRNAs not conserved in rice is indicated in parenthesis. 
3. Sensitivity is calculated as (number of known miRNA genes identified)/(number of known miRNA genes 
in total). Results are based on a total of 121 genes from 47 families reported thus far.  
4. Specificity is calculated as (number of identified miRNA genes)/(number of predicted miRNA candidates). 
Specificities of Jones-Rhoades and Bartel (2004) and our methods were calculated before the last step, 
which is finding paralogs. Specificity of Adai et al. (2005) is an estimate. 
5. Original paper did not specify sensitivity and specificity. We searched provided database [72] for the 
presence of 121 miRNA genes using default parameters. 101 genes were found. 
6. Original results did not specify how many of the predictions were overlapped with known miRNAs. We did 
a blastn search using a total of 121 miRNA genes as query and their 592 predicted miRNA precursors 
(representing 418 unique loci) as database. Different predictions matching the same miRNA locus were 
treated as one single miRNA.  
7. Original results did not specify how many of the predictions were overlapped with known miRNAs. We did 
a blastn search using a total of 121 miRNA genes as query and their 121 predicted miRNA precursors 
(representing 84 unique loci) as database. Different predictions matching the same miRNA locus were 
treated as one single miRNA. 
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Supplemental Materials 
 
Figure S1. Northern blot analyses of candidates from Figure 1A. Total RNA (40 µg) from 
Col-0 leaves (L), stems (S), and flowers (F) and from flowers of Col-0, dcl3-1, rdr2-1, and 
dcl1-7 were probed with radio-labeled oligonucleotides complementary to candidates 
(shown in the upper part of each panel). The tRNA and 5S rRNA bands were visualized with 
ethidium bromide before electroblotting and used as loading controls (lower part of each 
panel). RNA size markers with 5' phosphate were also visualized with ethidium bromide and 
their lengths were indicated. 
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Figure S2. Score distribution of top 352 candidates from step 4 of Figure 1C. Scores were 
calculated as in Figure 4. All top 352 candidate loci with scores > -10 are shown. The 11 
known miRNAs (Figure 1C, Figure 4, and Table S4) are in light grey. The four novel miRNAs 
(Figure 1C, Figure 3, Figure 4, and Table S4) are in grey. The five candidates not confirmed 
by Northern blotting are represented in dark grey.  
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Table S1. Reference sets of Arabidopsis and rice miRNAs 
miRNA family Reference set 1 
(Arabidopsis) 
Reference set 2 (rice) 
156 ath-MIR156a osa-MIR156a 
ath-MIR156b osa-MIR156b 
ath-MIR156c osa-MIR156c 
ath-MIR156d osa-MIR156d 
ath-MIR156e osa-MIR156e 
ath-MIR156f osa-MIR156f 
ath-MIR157a osa-MIR156g 
ath-MIR157b osa-MIR156h 
ath-MIR157c osa-MIR156i 
ath-MIR157d osa-MIR156j 
158 ath-MIR158a  
159 ath-MIR159a  
ath-MIR159b  
ath-MIR319a  
ath-MIR319a  
160 ath-MIR160a osa-MIR160a 
ath-MIR160b osa-MIR160b 
ath-MIR160c osa-MIR160c 
 osa-MIR160d 
161 ath-MIR161  
162 ath-MIR162a osa-MIR162a 
ath-MIR162b  
163 ath-MIR163  
164 ath-MIR164a osa-MIR164a 
ath-MIR164b osa-MIR164b 
166 ath-MIR165a  
ath-MIR165b  
ath-MIR166a osa-MIR166a 
ath-MIR166b osa-MIR166b 
ath-MIR166c osa-MIR166c 
ath-MIR166d osa-MIR166d 
ath-MIR166e osa-MIR166e 
ath-MIR166f osa-MIR166f 
ath-MIR166g  
167 ath-MIR167a osa-MIR167a 
ath-MIR167b osa-MIR167b 
 osa-MIR167c 
168 ath-MIR168a  
ath-MIR168b  
169 ath-MIR169a osa-MIR169a 
171 ath-MIR170  
ath-MIR171a osa-MIR171a 
172 ath-MIR172a  
ath-MIR172b  
173 ath-MIR173  
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Table S2. 117 top-scoring Arabidopsis miRNA candidates 
Rank Score Name1 miRNA sequence2 Northern3 MPSS4 Small RNA MPSS4 
1 5.721 miR171c UUGAGCCGUGCCAAUAUCACg  + + 
2 5.504 miR171b UUGAGCCGUGCCAAUAUCACg  + + 
3 5.480 miR171a ugaUUGAGCCGCGCCAAUAUC  + + 
4 5.461 miR172e ggaaucUUGAUGAUGCUGCAU   + 
5 5.354 miR156d UGACAGAAGAGAGUGAGCAC  + + 
6 5.349 miR160c UGCCUGGCUCCCUGUAUGCCA   + 
7 5.299 miR156e UGACAGAAGAGAGUGAGCAC   + 
8 5.243 miR166f UCGGACCAGGCUUCAUUCCCc  + + 
9 5.211 miR162b UCGAUAAACCUCUGCAUCCAG  + + 
10 5.157 miR156f UGACAGAAGAGAGUGAGCAC  + + 
11 5.147 miR160a UGCCUGGCUCCCUGUAUGCCA  + + 
12 4.871 miR166g UCGGACCAGGCUUCAUUCCCC   + 
13 4.788 miR395d cUGAAGUGUUUGGGGGAACUC    
14 4.775 miR395a cUGAAGUGUUUGGGGGAACUC  + + 
14 4.775 miR395e cUGAAGUGUUUGGGGGAACUC  + + 
16 4.766 miR166e UCGGACCAGGCUUCAUUCCCC  + + 
17 4.712 miR396a UUCCACAGCUUUCUUGAACUG + + + 
18 4.684 miR319a UUGGACUGAAGGGAGCUCCC  + + 
19 4.663 miR399c UGCCAAAGGAGAGUUGCCCUG + + + 
20 4.632 miR156a UGACAGAAGAGAGUGAGCAC  + + 
20 4.632 miR156b UGACAGAAGAGAGUGAGCAC  + + 
20 4.632 miR156c UGACAGAAGAGAGUGAGCAC  + + 
23 4.578 miR399b UGCCAAAGGAGAGUUGCCCUG + + + 
24 4.552 miR167b UGAAGCUGCCAGCAUGAUCUA  + + 
25 4.526 miR404 auuaacgcuggcgguugcggcagc   + 
26 4.496 miR399a UGCCAAAGGAGAUUUGCCCUG   + 
27 4.494 miR156g cgacagaagagagugagcaca  +  
28 4.488 miR319b UUGGACUGAAGGGAGCUCCC  + + 
29 4.416 miR399d UGCCAAAGGAGAUUUGCCCCG   + 
30 4.365 miR172a agaaucUUGAUGAUGCUGCAU + + + 
31 4.353 miR169n UAGCCAAGGAUGACUUGCCUG   + 
31 4.353 miR169l UAGCCAAGGAUGACUUGCCUG  + + 
33 4.350 miR169h UAGCCAAGGAUGACUUGCCUG   + 
33 4.350 miR169i UAGCCAAGGAUGACUUGCCUG   + 
33 4.350 miR169j UAGCCAAGGAUGACUUGCCUG   + 
 
1. Reference miRNA names are in bold. For candidates not annotated as miRNAs, genomic locations of their 
 stem loops are shown as chromosome-strand-begin-end. 
2. For miRNAs, mature sequences are shown. Nucleotides not overlapped with predicted miRNAs are shown 
 in lowercase. For other candidates, predicted miRNA sequences are shown. 
3. +: candidate confirmed in our Northern blot analyses; -: candidate tested by Northern, but not confirmed; 
 FP: false positive; otherwise, not tested by Northern. 
4. +: there is MPSS evidence; otherwise, no MPSS evidence. 
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Table S2. (continued) 
Rank Score Name1 miRNA sequence2 Northern3 MPSS4 Small RNA MPSS4 
33 4.350 miR169k UAGCCAAGGAUGACUUGCCUG  + + 
33 4.350 miR169m UAGCCAAGGAUGACUUGCCUG  + + 
38 4.349 miR172b AGAAUCUUGAUGAUGCUGcau + + + 
39 4.286 miR164a uggagaagcagggcacgugca   + 
40 4.208 miR166d UCGGACCAGGCUUCAUUCCCC  + + 
41 4.126 miR393b uccaaagggaucgcauugauc + + + 
42 4.101 miR165b UCGGACCAGGCUUCAUCCCCC   + 
43 4.099 miR172d AGAAUCUUGAUGAUGCUGcag  + + 
44 4.090 miR393a UCCAAAGGGAUCGCAUugauc +  + 
45 4.082 miR159b uUUGGAUUGAAGGGAGCUCUU  + + 
46 4.063 1-f-11837386-11837509 (C58) uagaagcucugauaccaauugu - +  
47 4.043 miR167a UGAAGCUGCCAGCAUGAUCUA  + + 
48 4.040 miR169a cAGCCAAGGAUGACUUGCCGA  + + 
49 4.038 miR166c UCGGACCAGGCUUCAUUCCCC  + + 
50 4.015 miR157d ugacagaagauagagagcac    
51 4.003 miR164b UGGAGAAGCAGGGCACGUGCa   + 
52 3.979 miR166a UCGGACCAGGCUUCAUUCCCC  + + 
52 3.979 miR166b UCGGACCAGGCUUCAUUCCCC  + + 
54 3.931 miR169d ugAGCCAAGGAUGACUUGCCG  + + 
55 3.930 1-r-9204043-9204195 AGCUAGCUCAUUUAGCUCGU -  + 
56 3.890 miR157c uugACAGAAGAUAGAGAGCAC   + 
57 3.841 2-f-2597007-2597139 UGUUCUGCAGGAGGAGGCAU -   
58 3.832 2-f-17231699-17231883 UCCCGCUCUUGACGGUGGAA FP + + 
59 3.824 miR159a uUUGGAUUGAAGGGAGCUCUA  + + 
60 3.798 1-f-11838626-11838816 (C68a) AACAUGUGGUAUCAGAGCUUcu - + + 
61 3.794 miR169b cAGCCAAGGAUGACUUGCCGG   + 
62 3.786 2-r-9643385-9643454 UCUGAGUCGUUAGAUCUAAU -   
63 3.762 2-r-7863206-7863340 CGAGCUAGCUCAUUUAGCUC -   
64 3.754 miR172c AGAAUCUUGAUGAUGCUGcag   + 
65 3.595 miR398a UGUGUUCUCAGGUCACCCCuu   + 
66 3.593 4-r-13611592-13611730 AUGCAUGCAUGCAUGAGUGU -   
67 3.558 miR396b UUCCACAGCUUUCUUGAACuu  + + 
68 3.531 2-f-5411022-5411137 UCGGAUUUUUCGGUUCGGUUC - +  
69 3.529 miR162a UCGAUAAACCUCUGCAUCCAG  + + 
70 3.448 miR169f ugAGCCAAGGAUGACUUGCCG   + 
71 3.426 miR164c UGGAGAAGCAGGGCACGUGcg   + 
72 3.382 5-r-8972506-8972633 UUGGGGCAAUGACGCAGCUA FP + + 
73 3.356 1-r-11609714-11609905 CGGAUCCGUAUCCGGAUCCGC - + + 
74 3.303 miR170 ugaUUGAGCCGUGUCAAUAUC  + + 
75 3.293 2-r-3747879-3748069 GUUGCCGGGGAUCGAACCCGA - + + 
76 3.213 miR398b UGUGUUCUCAGGUCACCCCUG  + + 
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Table S2. (continued) 
Rank Score Name1 miRNA sequence2 Northern3 MPSS4 Small RNA MPSS4 
77 3.138 miR168a ucgcuuggugcaggucgggaa  + + 
78 3.118 5-r-9832941-9833067 CAGAAAUUCUCAGAGGCCCA - + + 
79 3.052 4-f-1757472-1757596 AUGGGCCUUUCUUUUGGUGGG -  + 
80 3.022 miR397a UCAUUGAGUGCAGCGUUGAUg + +  
81 2.968 miR169e ugAGCCAAGGAUGACUUGCCG   + 
82 2.925 1-f-11834008-11834197 (C106a) agcucugauaccaaaugauggaa -  + 
83 2.908 1-f-22322963-22323135 UAAUAUAUAUGUGUGUGUGCA -   
84 2.904 5-r-17919841-17920021 UGGAGGCGGUGGAUCGAGCUU - +  
85 2.858 miR395f cUGAAGUGUUUGGGGGGACUC + + + 
86 2.850 1-r-28865536-28865619 ACACACACAUAUGUAUGUGUG - +  
87 2.816 miR169g ugAGCCAAGGAUGACUUGCCG   + 
88 2.808 3-r-12002590-12002778 CGGAUCCGGAUCCGGAUGCGG - + + 
89 2.794 miR157a uUGACAGAAGAUAGAGAGCAC  + + 
89 2.794 miR157b uUGACAGAAGAUAGAGAGCAC   + 
91 2.689 2-r-2063859-2064045 UAUAUACAUAUGUAUCUAUGU -  + 
92 2.634 1-r-16196031-16196193 GAGGGUUGGAUCGAUCGAUC -   
93 2.616 miR408 augcacugccucuucccuggc  + + 
94 2.593 1-f-21162207-21162391 UGGCCACUAUUUUGACACUC -   
95 2.577 miR319c UUGGACUGAAGGGAgcuccu   + 
96 2.551 5-f-11233037-11233214 UAGAUUGUAGGCAGUGCUUA FP   
97 2.531 miR165a ucggaccaggcuucauccccc  + + 
98 2.466 1-f-19320107-19320213 AAUUUAGUGAAAUCCUUCCUA -   
99 2.464 miR399f UGCCAAAGGAGAUUUGCCCGG   + 
100 2.408 3-f-10484219-10484383 ACCAGAGCUUCACUGCCAUC -   
101 2.310 4-f-4617261-4617432 AGAUUAUUUGUAGCAAGUUU -   
102 2.298 miR156h UUGACAGAAGAAAGAGAGCAC    
103 2.293 1-f-14466196-14466353 (C136a) uUGGGAUCGGUCGAUCCGGUC -   
104 2.280 miR398c UGUGUUCUCAGGUCACCCCUG  + + 
105 2.213 miR395b cUGAAGUGUUUGGGGGGACUC +  + 
105 2.213 miR395c cUGAAGUGUUUGGGGGGACUC +  + 
107 2.170 5-r-11237644-11237833 UGCGGUCGGUCAGACCGGCGU -   
108 2.130 2-r-3421623-3421792 UCUCGCUGGUGCCACCUAAA - +  
109 2.117 3-r-11512076-11512143 UCAAAGUUUUUUCUCUCUAA - +  
110 2.106 2-f-3402148-3402245 AUGCUCUUAACGCUCCCCAC - + + 
111 2.009 1-r-6906203-6906393 ACUUUUCACUGUUUGAUACUU -  + 
112 1.978 miR399e ugccaaaggagauuugccucg   + 
113 1.968 4-r-17282138-17282314 CUUGCAUGGCAGGUCACCAA FP +  
114 1.932 miR168b UCGCUUGGUGCAGGUCGGGAa   + 
115 1.925 3-r-14256877-14257062 GCUGCUGCAGCUGCGGUCGC -  + 
116 1.887 1-r-1215743-1215933 GCGAACUAUUCUUUCGCCUU -  + 
117 1.849 miR160b UGCCUGGCUCCCUGUAUGCCA  + + 
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Table S3. Five paralogs identified at step 9 of Figure 1A 
Name miRNA sequence Location1 Northern2 MPSS3 
Small 
RNA 
MPSS3 
miR159c UUUGGAUUGAAGGGAGCUCCU 2-f-19001899-19001919   + 
miR167c UUAAGCUGCCAGCAUGAUCUU 3-r-1306757-1806777  + + 
miR167d UGAAGCUGCCAGCAUGAUCUGG 1-f-11137537-11137558  + + 
miR169c CAGCCAAGGAUGACUUGCCGG 5-r-15888096-15888116   + 
miR397b UCAUUGAGUGCAUCGUUGAUG 4-r-7878726-7878746 +   
1. Genomic locations of pre-miRNAs are shown as chromosome-strand-begin-end. 
2. +: candidate confirmed in our Northern blot analyses; otherwise, not tested by Northern. 
3. +: there is MPSS evidence; otherwise, no MPSS evidence. 
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Table S4. miRNAs identified in Figure 1C 
Name miRNA sequence Location1 Northern2 MPSS3 
Small 
RNA 
MPSS3 
miR158a UCCCAAAUGUAGACAAAGCA 3-r-3366279-3366469   + 
miR159c UUUGGAUUGAAGGGAGCUCCU 2-f-19001722-19001912   + 
miR161 UUGAAAGUGACUACAUCGGGG 1-f-17829365-17829525   + 
miR167c UUAAGCUGCCAGCAUGAUCUU 3-r-1306616-1306794  + + 
miR173 UUCGCUUGCAGAGAGAAAUCAC 3-f-8236131-8236322  + + 
miR390a AAGCUCAGGAGGGAUAGCGCC 2-f-16069002-16069181   + 
miR390b AAGCUCAGGAGGGAUAGCGCC 5-f-23654144-23654317  + + 
miR394a UUGGCAUUCUGUCCACCUCC 1-f-7058159-7058325   + 
miR394b UUGGCAUUCUGUCCACCUCC 1-f-28573674-28573850  + + 
miR447a UUGGGGACGAGAUGUUUUGUUG 4-r-1528155-1528345  + + 
miR447b UUGGGGACGAGAUGUUUUGUUG 4-r-1535447-1535636  + + 
NC37 UCUCGGUUCGCGAUCCACAA 3-r-19670530-19670673 + + + 
NC39 UUCGCAGGAGAGAUAGCGCCA 5-f-24310332-24310499 +  + 
NC48 UUGGUUACCCAUAUGGCCAU 1-f-22153579-22153719 +  + 
NC59 UGAGCCUCUGUGGUAGCCCUC 3-r-19670236-19670426 + + + 
1. Genomic locations of pre-miRNAs are shown as chromosome-strand-begin-end. 
2. +: candidate confirmed in our Northern blot analyses; otherwise, not tested by Northern. 
3. +: there is MPSS evidence; otherwise, no MPSS evidence. 
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Table S5. Number of targets for conserved and non-conserved miRNAs in Arabidopsis1 
miRNA Targets Transcription Factors Other Targets Total 
23 Conserved 
Families2 
Validated by experiments 39 17 56 
Predicted 25 40 65 
Total 64 57 121 
16 Non-conserved 
Families3 
Validated by experiments 0 13 13 
Predicted 0 44 44 
Total 0 57 57 
1. Results are summarized based on the following papers. 
Research Articles: 
(1) Achard et al. Development 2004, 131:3357-3365. 
(2) Adai et al. Genome Res 2005, 15:78-91. 
(3) Allen et al. Nat Genet 2004, 36:1282-1290. 
(4) Allen et al. Cell 2005, 121:207-221. 
(5) Aukerman and Sakai. Plant Cell 2003, 15:2730-2741. 
(6) Chen et al. Plant Cell 2004, 16:1302-1313. 
(7) Chen. Science 2004, 303:2022-2025. 
(8) Emery et al. Curr Biol 2003, 13:1768-1774. 
(9) Floyd and Bowman. Nature 2004, 428:485-486. 
(10) Jones-Rhoades and Bartel. Mol Cell 2004, 14:787-799. 
(11) Kasschau et al. Dev Cell 2003, 4:205-217. 
(12) Kidner and Martienssen. Nature 2004, 428:81-84. 
(13) Laufs et al. Development 2004, 131:4311-4322. 
(14) Llave et al. Science 2002, 297:2053-2056. 
(15) Mallory et al. Curr Biol 2004, 14:1035-1046. 
(16) Mallory et al. EMBO J 2004, 23:3356-3364. 
(17) Mallory et al. Plant Cell 2005, 17:1360-1375. 
(18) Palatnik et al. Nature 2003, 425:257-263. 
(19) Park et al. Curr Biol 2002, 12:1484-1495. 
(20) Rhoades et al. Cell 2002, 110:513-520. 
(21) Schmid et al. Development 2003, 130:6001-6012. 
(22) Sunkar and Zhu. Plant Cell 2004, 16:2001-2019. 
(23) Tang et al. Genes Dev 2003, 17:49-63. 
(24) Vaucheret et al. Genes Dev 2004, 18:1187-1197. 
(25) Vazquez et al. Curr Biol 2004, 14:346-351. 
(26) Wang et al. Genome Biol 2004, 5:R65. 
(27) Xie et al. Curr Biol 2003, 13:784-789. 
(28) Zhong and Ye. Plant Cell Physiol 2004, 45:369-385. 
Reviews: 
(29) Dugas and Bartel. Curr Opin Plant Biol 2004, 7:512-520. 
(30) Kidner and Martienssen. Curr Opin Plant Biol 2005, 8:38-44. 
2. Arabidopsis miRNA families conserved in rice include:  
156/157, 159, 160, 161, 162, 164, 165/166, 167, 168, 169, 170/171, 172, 319/JAW, 390, 393, 394, 395, 
396, 397, 398, 399, 408, and 414. 
3. Arabidopsis miRNA families non-conserved in rice include:  
161, 163, 173, 400, 401, 402, 403, 404, 405, 406, 407, 447 and the four families in this study (NC37, 
NC39, NC48, and NC59). 
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Table S6. 5’ RLM-RACE gene specific primers 
Genes Outer gene specific primer Inner gene specific primer 
At2g28350 
(ARF10) 
At2g28350-1675R 
(5’ CCGCTTCCGCCTCTTCTTCCAAAA 3’) 
At2g28350-1613R 
(5’ GGTTGACCGAACAACACGAACTGA 3’) 
At1g66730 At1g66730-2150R (5’ ACCAGGTATTTCACGGGGTTTGCT 3’) 
At1g66730-2089R 
(5’ GCCTCATCAATGATGGAAGCAGCA 3’) 
At1g67630 At1g67630-985R (5’ AAGTCCACTGGAACACGCTGTC 3’) 
At1g67630-904R 
(5’ CACAGCAAATCATTCCCACAGCAA 3’) 
At1g75010 At1g75010-728R (5’ GCGGAAGCTGCATTTATTGCCATAG 3’) 
At1g75010-682R 
(5’ TCAGCGCCTCGTCCAAAGTTAC 3’) 
At1g76810 At1g76810-3843R (5’ TGCCACCTTGTTGCCCTTCTTTGC 3’) 
At1g76810-3767R 
(5’ ATGAACTCTCTGCCAGGGACGCAA 3’) 
At2g46740 At2g46740-987R (5’ GGCATCTCTCAATGTCTCTTGCGTC 3’) 
At2g46740-969RH 
(5’ ACTGAAGCTTTTGCGTCTCCTCTGATGATCTTGTGG 3’) 
At3g17490 At3g17490-1137R (5’ CCTTGTAGATATCAGTCCACTTTGCTTG 3’) 
At3g17490-1094RH 
(5’ ACTGAAGCTTGGAACATAGTTGCATAGATATGTCCTACC 3’) 
At3g19890 At3g19890-1105R (5’ TAGAACACACAAGTGCGCTCCGAT 3’) 
At3g19890-1073RH 
(5’ ACTGAAGCTTTTTCGGACCTCCACAGCTTCTCCA 3’) 
At3g61310 At3g61310-1325R (5’ AGGTGACGTTGCTGCTGTGTTATC 3’) 
At3g61310-1228R 
(5’ GGAATTGCCCAAATGAAGCTGCCA 3’) 
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Chapter 3. Common Introns within Orthologous Genes: Software and 
Application to Plants 
A paper published in Briefings in Bioinformatics 2009, 10(6): 631-644. 
Matthew D. Wilkerson, Yuanbin Ru and Volker P. Brendel 
 
Abstract 
The residence of spliceosomal introns within protein-coding genes can fluctuate over 
time, with genes gaining, losing or conserving introns in a complex process that is not 
entirely understood. One approach for studying intron evolution is to compare introns with 
respect to position and type within closely related genes. Here, we describe new, freely 
available software called Common Introns Within Orthologous Genes (CIWOG), available at 
http://ciwog.gdcb.iastate.edu/, which detects common introns in protein-coding genes based 
on position and sequence conservation in the corresponding protein alignments. CIWOG 
provides dynamic web displays that facilitate detailed intron studies within orthologous 
genes. User-supplied options control how introns are clustered into sets of common introns. 
CIWOG also identifies special classes of introns, in particular those with GC- or U12-type 
donor sites, which enables analyses of these introns in relation to their counterparts in the 
other genes in orthologous groups. The software is demonstrated with application to a 
comprehensive study of eight plant transcriptomes. Three specific examples are discussed: 
intron class conversion from GT- to GC-donor-type introns in monocots, plant U12-type 
intron conservation and a global analysis of intron evolution across the eight plant species.  
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Introduction 
Spliceosomal introns reside in protein coding genes and represent significant 
proportions of transcribed genes in eukaryotes. The average number of introns per gene 
varies greatly among organisms. For example, Drosophila melanogaster shows an average of 
three introns per gene, whereas the number in Arabidopsis thaliana is estimated to be greater 
than six [1]. Among genes in a single organism, intron content also displays large variability, 
such as in Arabidopsis with a range of zero to 78 introns per gene [2]. Representing such a 
large portion of eukaryotic transcription and having large variation among organisms and 
among genes, several evolutionary questions arise about introns, including whether there is 
any selective advantage of introns and how and when did they get to be situated within 
protein coding genes. Regarding their functional significance, some introns have been shown 
to create protein diversity through alternative splicing and regulate gene expression by 
containing regulatory elements [3]. However, these functions do not cover all introns. 
Regarding evolutionary questions, many studies have proposed theories concerning the 
behavior and dates of intron evolution, and these topics are debated [4-7]. A popular 
technique to study introns is by comparison of homologous genes to detect and analyze 
common introns [8-11]. This technique and visualization of the output is the focus of this 
work. 
At the most basic level, common intron detection is the derivation of introns shared 
between putatively homologous genes and inferring homology, or common ancestry, of the 
introns in these groups. Merely comparing introns by their number within genes typically 
will not reliably identify homologous introns, because genes can experience within-gene 
tandem duplication and other sequence modification events that may change intron order and 
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number and disrupt identification of correct homologous intron relationships. Molecular 
sequence alignment is a well-established tool that allows inference of homologous gene 
components such as protein domains and binding sites. However, introns usually share very 
low sequence similarity relative to exons, and nucleotide alignments including the introns are 
not feasible across large evolutionary distances. A more effective procedure is to construct 
alignments of the encoded protein sequences and then map the introns onto the protein 
alignment based on the intron positions within the underlying coding sequences [9]. This 
procedure can easily be followed individually for a small number of sequences [12] or can be 
automated by computer algorithms for large-scale applications [10, 11, 13]. These analyses 
process protein sequence pairwise or multiple alignments, find introns at the exact same 
position in the alignment and employ some condition about local alignment quality such as 
requiring minimum sequence identity. Alignment sequence identity conditions are necessary 
because alignments merely provide homologous character estimates, of which the accuracy 
can vary due to unknown evolutionary sequence constraints. Another recent study proposes a 
modified alignment algorithm for creating intron-aware protein sequence alignments [14]. 
One application of common introns is the measurement of intron evolutionary 
dynamics between different organisms. Through comparing intron presence and absence 
between related genes, rates of intron gain, loss and conservation can be estimated [1, 9]. On 
a gene family scale, such analysis is useful for dating intron changes within specific gene 
families and helping to delineate orthologous and paralogous gene relationships. Also, on a 
genome-wide scale this type of analysis has shown some clades to have experienced varying 
degrees of putative intron loss and gain [1]. Because intron fluctuation is thought to be a very 
rare event, most of these studies have focused on broad taxonomic organism sampling to 
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capture intron change events [1], including a few members of each kingdom limited to those 
with whole genome sequence availability at the time of the study. Concerning plants, some 
studies have compared Arabidopsis and rice [15, 16]; Arabidopsis, poplar and rice [17]; and 
Chlamydomonas reinhardtii and Bigelowiella natans [16]. A conclusion from these studies is 
that introns have been predominantly lost in contemporary species. Although providing 
important information about plant intron evolution over large time spans, these studies have 
not utilized the large number of newly sequenced plant genomes. Plants provide an intriguing 
source of recent genome evolution due to their large genome duplications and may reveal 
new trends of intron evolution over shorter time spans.  
Here, we present the Common Intron Detection Algorithm (CIDA) and the associated 
Common Introns Within Orthologous Genes (CIWOG) database. The CIDA is an algorithm 
for processing protein sequence multiple alignments to detect common introns. This 
algorithm is unique compared to previous algorithms, in particular by offering user-specified 
options to control common intron detection in regions of poor alignment quality and putative 
intron sliding, to control the calling of intron absence markers and to facilitate special intron 
detection. To analyze the CIDA results, CIWOG provides sequence-integrated dynamic web-
based visualizations. CIWOG displays common introns overlaid on protein sequence, by 
graphical summary and by nucleotide sequence. These displays allow users to explore 
putative cases of intron change and genic evidence to decipher possible annotation 
inaccuracies. The software is freely available. To illustrate the use of CIDA, we briefly 
describe its application to orthologous gene clusters of eight plant species resulting in a plant-
specific common intron database, ciwogPlants. Features of the software are highlighted 
through three case studies: conservation of U12-type introns in plants, GC donor site 
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evolution and evolutionary tree-based inference of intron gain and loss. 
 
Software Installation and Usage 
CIWOG is software that detects common introns in groups of genes and provides 
dynamic web displays for complete analysis of the common intron (cintron) output including 
intron sequences (see Figure 1 for a flow chart of the algorithm). This CIWOG software 
consists of Perl scripts, Javascript code and a MySQL database and is freely available. The 
 
Figure 1: Common Introns Within Orthologous Genes (CIWOG) analysis pipeline. This 
figure illustrates the process of populating a CIWOG database. The entire pipeline is 
executed with a single script. Web displays provide dynamic tools for analyzing particular 
gene groups and common introns. Data export utilities export cintron data in the form of 
intron presence/absence matrices and intron nucleotide sequences for further analyses. 
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CIDA component of the software accepts user-supplied options that control how introns are 
clustered into cintrons and is described in the subsequent section. Freely available external 
software packages required for CIDA are Perl and, for the web displays, MySQL, Apache 
web server, and the Perl libraries CGI, GD, and DBI. Installation instructions on acquiring 
the external components and configuring CIWOG are provided with the software. Here we 
describe a walk-through of the software usage process for users desiring to use CIWOG 
software to detect cintrons in their own sequences. For those interested in analyzing 
particular plant gene families via the web displays or cintron matrix data, we provide an 
application of CIWOG applied to eight plant species. 
To execute CIWOG, user-supplied gene groups are required. These groups of genes 
can be putatively orthologous genes, which are often defined as the best reciprocal sequence 
matches among species. Alternatively, these gene groups can be of other varieties such as 
large paralogous gene families, a particular gene family of interest, or alternatively spliced 
gene transcripts from a single locus. A user could create orthologous gene groups de novo 
using external tools such as OrthoMCL [18, 19], could manually construct a single group by 
hand using BLAST [20] and public databases such as PlantGDB [21], or could use publicly 
available homologous gene databases such as HomoloGene [22]. After collecting gene 
groups, two files are required input: gene structure information file and a CLUSTAL-
formatted [23] protein alignment file. 
The gene structure information file has a simple format and contains the following 
data for each gene: gene identifier, organism identifier, GenBank style gene structure, 
genomic sequence, genome sequence start and stop, protein translation start and stop. An 
example of GenBank-style gene structure for a two-exon gene is: 
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“complement(join(exon_1_start..exon_1_stop,exon_2_start..exon_2_stop))”. The genome 
sequence is a chromosomal nucleotide sequence segment defined by the genome sequence 
start and stop and encompasses the gene’s genomic boundaries. These data are separated by 
new lines and a pound symbol (see http://ciwog.gdcb.iastate.edu/3688 for an example). This 
file can easily be prepared by hand using databases such as PlantGDB [21] or in batch by ad 
hoc scripting. The alignment file can be generated by programs such as CLUSTALW [24] or 
MUSCLE [25]. The alignment sequence identifiers should be in the form of “organism|gene 
identifier” with no spaces. Using this input and user-specified options, the CIDA derives 
common introns and provides SQL output that is loaded into a MySQL database. Further 
usage details and sample input data are provided with the software. 
 
CIDA 
The CIDA defines common introns (“cintrons”) in protein-coding genes as introns 
occurring in conserved positions of at least two genes being compared. For further studies, 
CIDA also keeps track of single introns (“sintrons”) currently observed in one gene only; 
however, these cases will not be discussed here. Conserved positions are assessed relative to 
the amino acid alignment of the corresponding gene products (see below). Input for the 
CIDA consists of a gene structure information file and a corresponding multiple protein 
sequence alignment. CIDA begins by pre-processing the gene structure information file to 
derive the following about each gene's introns: position, sequence, peptide position and 
phase. Intron peptide position is defined as the amino acid number of the complete codon 
immediately upstream of the intron, and phase is either 0, 1, or 2 depending on whether the 
intron inserts between codons or splits a codon after the first or second nucleotide in the 
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triplet. 
After the pre-processing steps, CIDA evaluates the protein alignment file to detect 
common introns. First, CIDA assigns alignment positions to introns by searching for the 
introns' peptide-positions within the alignment. Using single linkage clustering, introns are 
then grouped into cintrons based on identical alignment positions (“strict” criterion) and 
above threshold local protein sequence similarity. The threshold minimal local protein 
sequence similarity is specified by the CIDA arguments simRegion and minSim, which 
specify the required proportion (minSim) of identical amino acids within the region extending 
from simRegion amino acids to the left up to simRegion amino acids to the right of the 
alignment position (Figure 2). An optional second grouping step is invoked by options that 
describe relaxed local alignment quality. maxSlide specifies the number of amino acids to the 
left and right of a given intron position in the protein sequence alignment that can be 
considered evolutionarily the same position (after moderate intron sliding, e.g. [26] or 
alignment ambiguities). maxGap specifies a number of gap symbols that can be used to 
further extend the region specified by maxSlide, so that a small number of gaps introduced by 
one sequence are not included in simRegion. These two options give each intron an alignment 
position range (Figure 2). The second grouping step groups introns based on the intron 
alignment position ranges and fulfillment of two conditions: the minimum local similarity 
described above and a maximum of one intron per gene in a given cintron group.  
After cintron definition, genes lacking detectable cintrons could possibly be the result 
of putative intron loss or gain or caused by poor-quality protein alignment. To distinguish 
these possibilities, genes lacking a given cintron are evaluated for local protein sequence 
similarity at the cintron alignment region. If the gene exceeds a proportion of identical amino 
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Figure 2: Hypothetical cintron examples. The above alignment segments represent 
hypothetical gene groups and cintrons derived by CIDA. The cintrons are indicated by 
numbers below the alignments. Gray shading represent introns. Open gray rectangles 
represent absent introns. For (A) and (B), CIDA options are: simRegion=4, minSim=0.5, 
minAbsentSim=0.5, maxSlide=0, maxGap=0. In (A), cintron #1 is conserved because both 
genes have an intron at the same alignment position and minSim is satisfied (6/9 amino 
acids are identical in the region from 4 amino acids upstream to 4 amino acids downstream 
of the intron position, which is Q in the first gene). In contrast, the second introns of both 
genes are not clustered together because minSim is not satisfied (2/9 < 0.5) and two 
separate entries (#2 and #3) are kept at the same alignment position. In (B), cintron #1 
consists of an observed intron from one gene and, because minAbsentSim is satisfied (9/9 
identical amino acids), an “absent intron” from the other gene. For cintron #2, the 
minAbsentSim criterion is not satisfied (0/9 identical amino acids), and thus the observed 
intron remains as a singlet entry in the CIWOG database. For (C), CIDA options are: 
simRegion=4, minSim=0.5, minAbsentSim=0.5, maxSlide=1, maxGap=1. Here, cintron #1 
qualifies as a cintron because the introns are located within maxSlide alignment positions 
and minSim is satisfied (The intron alignment position range is the union of 6-8 from the first 
sequence and 5-7 from the second sequence, i.e. 5-8. There are 3/4 identical amino acids 
within the intron alignment position range, plus 4/4 identical amino acids to the left and 3/4 
identical amino acids to the right for a total of 10/12 identical amino acids, greater than 
minSim). The second introns of both genes are not clustered together because they are 
farther than maxSlide positions apart. For (D), the CIDA options are the same as in (C). 
Here, the intron alignment region for intron 1 is ARL in the first sequence and VT-A in the 
second because maxGap = 1. Because these regions overlap and the sequence similarity 
condition is met, this qualifies as a cintron. Citron #2 and cintron #3 are not grouped into a 
single cintron because the first genes’ intron region is VAP and the second gene’s is SS-S, 
which do not overlap. 
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acids in the simRegion amino acids to the left and to the right specified by option 
minAbsentSim and also has no gaps in this region, then the gene is added to the cintron with a 
cintron class of 'absent'. If the cintron either precedes or follows the gene in the alignment, 
the gene is added with a class of ‘external missing’. Otherwise the cintron is within the gene 
in the alignment, and the gene is added with a class of 'internal missing'. The distinction 
between absent and missing introns is important for data integrity in gene structure evolution 
studies. Whereas absent introns denote sites of observed intron loss or gain, missing introns 
either reflect other evolutionary events that caused divergence in the otherwise similar 
protein sequences in the alignment (e.g., truncation, loss or divergence of domains) or they 
reflect erroneous gene structure annotations. The latter possibility highlights the potential use 
of CIWOG displays for manual genome annotation, but is not discussed further here. 
After all cintrons have been identified, special types of introns are classified. Introns 
beginning with a GC dinucleotide are distinct from the majority of introns which begin with 
a GT dinucleotide and potentially have different splicing propensities. Introns with this 
characteristic are classified as type 'GC'. U12-type introns are a rare class of introns, which 
have highly conserved donor (consensus [GA]TATCCTT where [GA] denotes G or A) and 
branch sequences (consensus CCTTAAC ) that are recognized by a rare spliceosome [27]. A 
prior study identified Arabidopsis U12-type introns that are transcript-confirmed, an 
important requirement for identification because gene structure annotations for non-canonical 
introns are particularly error-prone [28]. Using position weight matrices from this study, 
introns are scored via a donor and branch site log odds ratios (see [28] for further details). 
Introns having donor and branch site scores greater than pre-specified cutoffs are classified as 
‘U12-type’. Introns with a GC donor dinucleotide but qualifying U12-type donor and branch 
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scores are classified as U12-type introns. Other introns are given a ‘U2’ classification. This 
intron type classification enables subsequent analysis of the conservation of these special 
introns. Users wishing to use additional classification rules, different weight matrices, or 
adjust score cutoffs can easily do so using the intron sequences contained in the CIWOG 
database and updating the intron class field. Intron type classification is a unique feature of 
CIWOG compared to other large scale intron evolution programs [10, 11, 13]. 
 
Common Intron Visualization 
Manual review of cintrons within a collection of orthologous genes is helpful to 
resolve complex patterns of intron difference caused by evolutionary mechanisms. Also, 
some instances of intron difference between genes can be the result of inaccurate gene 
annotations, and manual curation is often necessary to resolve these cases [29]. To enable 
cintron review and detailed analysis, CIWOG includes web displays. The main web display 
provides a cintron graphic, cintrons overlaid onto protein sequence alignments and dynamic 
navigation features (Figure 3). Users can click on introns within the graphic to scroll to the 
corresponding portion of the multiple sequence alignment. When users mouse over introns in 
the cintron boxes or in the alignment, the introns are highlighted in yellow (Figure 3E). This 
feature allows users to quickly review cintrons, introns, conservation quality and alignment 
quality. 
A separate cintron detail page is accessible by clicking on the cintron number within 
the cintron box (Figure 3D). The cintron detail page presents intron genomic position 
coordinates and hyperlinks to external genome browsers to facilitate review of gene evidence 
such as expressed sequence evidence supporting an intron or gene. To enable users to search 
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Figure 3: CIWOG display (GC-intron example). This figure shows the main CIWOG web display 
(http://ciwog.gdcb.iastate.edu/ciwogPlants_loose-cgi/display.pl?cid=6514) for orthologous genes encoding putative flap 
endonuclease 1 proteins. “A” marks the cintron graphic which has the following color assignments: black horizontal lines – 
aligned sequences, gray rectangles – gaps in the alignment, thin vertical bars of a single color – cintrons, thin vertical bars with a 
circle atop – GC introns. Numbers to the right of the black rectangles indicate a number of introns in the untranslated region of 
the gene. “B” marks the intron-annotated protein alignment with the following color assignments: orange – GT:AG introns, 
magenta – GC:AG introns. Sequence identifiers to the left of the alignment are in the form “organism abbreviation ~ gene name”. 
“D” marks the cintron box that corresponds to the alignment position marked by “F” in the alignment and “C” in the graphic. “E” 
marks a single intron member of the cintron selected by a user, which causes this row and corresponding intron at “F” to be 
highlighted in yellow. In a complete screen, there are additional cintron boxes, but here only one box is shown for clarity.  
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CIWOG for particular gene families, several utilities are provided to query by gene name, 
gene description, sequence similarity via BLAST [20] and cluster identifiers. In addition to 
these specific searches, CIWOG provides bulk download of intron sequences annotated by 
cintrons and intron presence/absence matrices. 
 
Application of CIWOG: A Genome-wide Study of Cintrons in Plants 
Here we demonstrate the application of CIWOG to construct a plant-specific 
database, ciwogPlants, to discover orthologous introns and study intron evolution across 
eight plant species: Arabidopsis thaliana, Glycine max, Medicago truncatula, Oryza sativa, 
Physcomitrella patens, Populus trichocarpa, Sorghum bicolor and Vitis vinifera. First, we 
downloaded 330,860 gene annotations from the official genome annotation providers 
(http://ciwog.gdcb.iastate.edu/ciwogPlants_source.html). We then composed a set of 309,196 
representative genes by selecting the annotation with the longest open reading frame from 
each locus. Orthologous gene clusters were identified by running OrthoMCL [18, 19] on all-
versus-all BLAST [20] results based on protein sequences of the representative genes. Note 
that these gene clusters may contain several genes for a species in the case when in-paralogs 
are too similar to determine one-to-one orthologs. For each cluster we prepared a CLUSTAL-
formatted protein alignment file, using MUSCLE [25], and a gene structure information file. 
Finally, we executed CIWOG with two sets of options: a “loose” option allowing intron slide 
events and a “strict” option not allowing intron slide events (loose: maxSlide = 1, maxGap = 
1, simRegion = 10, minSim = 0.1, minAbsentSim = 0.3; strict: maxSlide = 0, maxGap = 0, 
simRegion = 10, minSim = 0.1, minAbsentSim = 0.3). After these steps, ciwogPlants 
comprises of 29,967 orthologous gene clusters and 185,561 and 203,587 cintrons for the 
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loose and strict options respectively. Note that there are fewer cintrons for the loose option 
because in this case qualifying close cintrons by the strict option will be clustered into a 
single intron position range. Both data sets are available for analysis and download. 
ciwogPlants enables us to not only zero in on a particular orthologous intron (see case 
studies) but also gain a general insight of plant intron evolution. 
 
A Case Study of Plant U12-type Intron Conservation 
 U12-type introns are a rare class of spliceosomal introns (<1%) that are spliced by a 
distinct spliceosome from the common class of introns, referred to as U2 type [27, 30-35]. A 
proposed unique functional role for U12-type introns is that they mute gene expression by 
reducing mature mRNA transcript production, which is thought to be caused by the lower 
abundance of the U12-type splicesome compared to the U2-type spliceosome in the cell, thus 
causing U12-type introns to be spliced at a lower rate than U2-type introns [36]. Other than 
this role, any selective advantage for possessing a redundant, low abundance U12-type 
splicing system over more than one billion years of evolution is unknown. Comparison of 
orthologous introns [28, 32] has yielded important observations about U12-type intron 
evolutionary phenomena, such as one recent study that demonstrated U12-type intron 
positions are conserved more often than U2-type introns between animals and plants [37]. 
 To explore these introns in CIWOG, we queried ciwogPlants for U12-type introns and 
discuss one particular example of a conserved intron in genes encoding SEC22 vesicle 
trafficking proteins (CIWOG cluster 4948, cintron #4; Figure 4A). Here, a U12-type intron is 
conserved across nine genes from seven plant species. We compared these genes to animal
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Figure 4: Cintron examples illustrating conserved U12 introns and intron sliding detected by CIDA. A portion of cluster 4948, 
containing SEC22 vesicle trafficking proteins, is shown (A), which illustrates U12 intron conservation among plants and a U2 
intron in animals, represented by the mouse gene NM_011342 (http://ciwog.gdcb.iastate.edu/dist-cgi/display.pl?cid=4948). The 
asterisk marks cintron #4 shown in the cintron box. A portion of cluster 9438, containing alcohol dehydrogenases, is shown (B), 
which illustrates possible intron sliding (http://ciwog.gdcb.iastate.edu/ciwogPlants_loose-cgi/display.pl?cid=9438). The asterisk 
marks cintron #3 shown in the cintron box. Manual review of the expressed sequence supporting this intron sliding case 
confirmed the gene annotation accuracy, suggesting this is an authentic case of intron sliding (Arabidopsis AT1G22440.1 and O. 
sativa LOC_Os07g42924.1 confirmed). Sequence identifiers to the left of the alignment are in the form “organism abbreviation ~ 
gene name”. Orange highlighting indicates introns. Red highlighting indicates U12-type introns. 
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orthologs and found U2-type, rather than U12-type, introns at this cintron. Alignment of the 
plant genes with one representative animal gene, mouse NM_011342, shows identical intron 
position and intron phase as well as high degree of conservation in flanking protein 
sequences, suggesting that this cintron is orthologous rather than an annotation artifact, 
which is common in U12-type intron host genes (Figure 4A). Based on the observed 
complete U12-type conservation in plants, we infer that this intron in the plant most recent 
common ancestor was U12-type. Regarding the difference in intron type between animals 
and plants, a parsimonious explanation is that an intron class conversion event has occurred 
since the divergence of animals and plants. Although it is currently impossible to determine 
whether a common U12-type changed to a U2-type in animals or whether a common U2-type 
changed to a U12-type in plants, and also whether the change was selectively driven or 
resulted as a consequence of chance, further investigation on the biology of the gene may 
throw some light on the evolution of its introns. A recent study comparing human and 
Arabidopsis homologous introns found fifteen cases of a U12-type intron in human 
corresponding to a U2-type intron in Arabidopsis and five cases of the opposite arrangement 
[37]. Figure 4 is a novel example of the putatively less prevalent U12- to U2-type conversion 
in animals relative to plants. For the purpose of this discussion, the example is merely meant 
to demonstrate that CIWOG facilitates investigation of U12-type introns on a global scale 
and finer analysis of particular introns on a case-by-case basis. A detailed analysis of U12-
type introns will be presented elsewhere.  
 
A Case Study of Splice Site Conversion 
In animals and plants, the majority of the introns have GT donor sites (GT introns), 
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while introns with GC donor sites (GC introns) account for roughly 1% of the intron 
population [38, 39]. The small class of GC introns has been shown, both computationally and 
experimentally, to play a role in alternative splicing. Computational analyses demonstrated 
an enrichment of GC donor sites in alternatively spliced introns [40, 41]. Experiments in 
Caenorhabditis elegans confirmed the importance of the GC donor site in regulating 
alternative splicing during development [42]. There are also interesting studies about GC 
intron evolution: donor site switching between GT and GC is not uncommon in mammals 
and chicken [43]; and there are more GT to GC than GC to GT conversions in mammals 
[44]. Fluctuation between GT and GC donor sites may have an impact on splicing efficiency 
or regulation and may provide clues of intron and splice site evolution. The design of 
CIWOG greatly facilitates studies of intron type switching. For illustration, we pulled out of 
the ciwogPlants database a clear example of GT/GC donor site changes.  
CiwogPlants cluster 6514 (Figure 3) has nine genes from eight plant species including two 
monocots, five dicots and moss. Cintron #5 (Figure 3F) has GC donor sites in genes from 
monocots but GT donor sites in genes from dicots and moss. By parsimony, the most recent 
common ancestor of monocots and dicots should have GT donor site at this intron site if we 
consider moss as an outgroup. The reconstruction of ancestral splice site allows us to infer 
that at this cintron position there is a GT to GC donor site conversion in monocots and a 
conservation of GT donor sites in dicots. Our preliminary analysis of GT/GC donor site 
conversions on all branches of the 8-species tree (Figure 5) showed that the GT to GC 
conversion is more abundant than the opposite conversion, as was observed in mammals 
[44]. A comprehensive discussion of intron type distribution and intron evolution in plants 
will be presented elsewhere. 
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Figure 5: Plant species tree. The evolutionary relationship between eight plant species is 
derived based on two published reviews [45, 46]. Branch lengths do not represent time. 
Species abbreviations are in parentheses. Internal nodes are labeled from 1 to 7. 
 
Intron Evolution in Plants 
Studies showed that introns are predominately lost rather than gained in paralogous 
genes in rice [15] and orthologous genes in Arabidopsis, rice and green algae [16]. However, 
analysis in Arabidopsis, poplar and rice indicated that genes with chloroplast origin slowly 
acquire introns [17]. Depending on the number and types of organisms and genes analyzed 
by CIWOG, users can study the resulting cintrons to address diverse intron evolution 
questions. Here we show the application of the aforementioned technique of ancestral intron 
reconstruction to all cintrons in ciwogPlants to study intron gain and loss in monocots and 
dicots. We assume cintrons are the result of common descent and focus on cintrons involving 
at least two species, and having one or more of the intron types of ‘U2’, ‘U12’, ‘GC’ and 
‘absent’. We collected 88,368 such cintrons in the “strict” and 86,807 in the “loose” data set. 
Given all species in each cintron, a tree was derived according to the topology of the eight-
species ciwogPlants tree (Figure 5). As an example application, we used Dollo parsimony 
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[47] to assign the presence/absence of intron to each internal node of the tree. At a cintron 
position, Dollo parsimony assumes that an intron is gained at most once and minimizes the 
number of losses. Alternatively, users can choose maximum likelihood approaches [48], e.g. 
via the freely available Malin software [10]. Last, we inferred intron conservation, gain and 
loss by comparing intron status of a leaf or internal node with that of its immediate ancestor. 
As an example, Figure 6 illustrates details of inferring intron evolution in a cintron. 
Based on our results, we note several interesting observations about plant intron 
evolution. First, there are more losses than gains at each leaf/species of the tree (Table 1 and 
Figure 7). Also, the loss/gain ratio is higher in monocot than in dicot species (a range of 9 to 
11.27 versus a range of 1.79 to 5.26 under strict option in Table 1; a range of 15.1 to 16.12 
versus a range of 2.35 to 10.94 under the loose option in Table 1). Second, when compared 
within dicot nodes (nodes 1 to 4), the more ancient ancestors (nodes 3 and 4) had roughly the 
same number of gains and losses; while the more modern ancestors (nodes 1 and 2) had more 
losses than gains (Table 1 and Figure 7). This indicates a balance of intron gains and losses in 
ancient dicots and that the degree of intron net loss in dicots increases over time.  
In this application, we provided two versions of ciwogPlants – a strict version that 
only clusters introns at identical alignment positions and a loose version that clusters introns 
within one aligned amino acid with the possibility of one gap. Both versions have different 
sets of cintrons and are offered as estimates of homologous plant introns. To compare the two 
ciwogPlants versions on the basis of cintron correspondence, cintrons were compared by 
identical alignment positions. Both versions share the majority of their cintrons, 83 and 85% 
of loose and strict, respectively. However, the loose cintrons overlapped 1.5 strict intron 
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Figure 6: Inferring intron evolution in cintron #2 of ciwogPlants cluster 9952. A portion of the 
CIWOG display is shown (A) for cluster 9952, which contains orthologous genes encoding 
mannitol dehydrogenases (http://ciwog.gdcb.iastate.edu/ciwogPlants_loose-
cgi/display.pl?cid=9952). In the cintron, four of the genes have introns; while the other three 
genes are absent of introns. The species tree of this cintron (B) is derived by using the 
available species in the cintron and by maintaining the tree topology in Figure 5. Species 
abbreviations and node IDs are specified, followed by intron statuses (in parentheses; +: 
presence; -: absence; +/-: ambiguous, could be presence or absence) that are inferred using 
Dollo parsimony [47]. In more detail, if a species/leaf has multiple genes (in-paralogs), its 
intron status is the union of intron presence and absence in all in-paralogs. Given the 
presence/absence of introns in leaves, our algorithm went down the tree from leaves to root 
to infer intron status at each node using parsimony. Then the algorithm backtracked the tree 
from root to leaves and finalized intron status at each node according to the following rules: 
(i) a node has an intron if both of its children have at least one descendant that has an 
intron. All nodes that are descendants of this node and ancestors of the descendants having 
introns should also have introns. (ii) If intron status is ambiguous, the node’s final intron 
status should be the status intersection of itself and its immediate ancestor (excluding root). 
For example, node 1 had ambiguous intron status (+/-) after the first round of inference. But 
after backtracking the tree, its status is changed to intron presence (+). Finally after all intron 
statuses are determined, intron evolution events are inferred by comparing each node/leaf 
with its immediate ancestor (C). 
 
positions on average. Manual inspection of these cases revealed that the unique loose 
cintrons often offered a better homologous grouping than the strict cintrons, for reasons such 
as alignment artifacts where homologous characters are not aligned or ambiguously aligned, 
gene structure annotation inaccuracies where an intron is shifted to its ‘true’ position, or 
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Table 1. Intron evolution events by comparing current nodes/leaves (specified) with 
their immediate ancestors (internal nodes only; not specified) 
Current node/leaf1 Conservation2 Gain3 Loss4 Absence5 Unknown6 Total7 Loss/Gain 
ratio 
Classification based on the “strict” option 
    Dicot leaves/species 
GM 56,363 340 610 3,214 2,069 62,596 1.79 
MT 36,223 129 675 2,545 678 40,250 5.23 
PT 52,800 137 473 3,573 1,136 58,119 3.45 
AT 58,184 206 1,084 3,758 1,981 65,213 5.26 
VV 49,976 171 322 3,259 948 54,676 1.88 
    Dicot nodes 
1 31,796 24 136 2,312 62 34,330 5.67 
2 47,796 19 50 3,413 74 51,352 2.63 
3 55,800 54 51 3,728 257 59,890 0.94 
4 44,653 66 69 3,039 606 48,433 1.05 
    Monocot leaves/species 
OS 65,612 26 293 4,221 1,835 71,987 11.27 
SB 64,309 54 486 4,226 2,112 71,187 9.00 
    Monocot node 
5 51,425 54 321 3,358 574 55,732 5.94 
    Ancestor of dicots and monocots 
6 33,743 - - 1,468 5,782 40,993 - 
    Outgroup 
PP 34,321 - - 1,192 7,925 43,438 - 
Classification based on the “loose” option 
    Dicot leaves/species 
GM 58,252 78 318 2,554 979 62,181 4.08 
MT 37,011 52 569 1,765 503 39,900 10.94 
PT 54,050 59 353 2,492 806 57,760 5.98 
AT 59,517 167 1,029 2,460 1,724 64,897 6.16 
VV 51,069 92 216 2,211 768 54,356 2.35 
    Dicot nodes 
1 32,539 7 121 1,533 29 34,229 17.29 
2 48,901 12 43 2,300 57 51,313 3.58 
3 57,285 45 45 2,490 164 60,029 1.00 
4 45,911 65 68 2,010 521 48,575 1.05 
    Monocot leaves/species 
OS 66,817 17 274 2,976 1,579 71,663 16.12 
SB 65,395 30 453 2,995 1,840 70,713 15.10 
    Monocot node 
5 53,092 39 306 2,257 421 56,115 7.85 
    Ancestor of dicots and monocots 
6 35,237 - - 725 5,483 41,445 - 
    Outgroup 
PP 36,016 - - 504 7,330 43,850 - 
1. See Figure 5 for node IDs and species abbreviations. 
2. Conservation: introns are present in both current node/leaf and ancestor. 
3. Gain: intron is present in current node/leaf but absent in ancestor. 
4. Loss: intron is absent in current node/leaf but present in ancestor. 
5. Absence: introns are absent in both current node/leaf and ancestor. 
6. Unknown: evolution events cannot be inferred due to ambiguous intron presence/absence status. 
7. Total = conservation + gain + loss + absence + unknown.  
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Figure 7: Intron evolution events in the eight-species tree (Figure 5) for the “strict” (A) and 
“loose” (B) options. Intron evolution is inferred by comparing nodes/leaves with their 
immediate ancestors in the tree (see Figure 6 for details). Node 7 is compared with the root 
of the tree, which is assumed to be intronless for this display. The number of intron losses 
(top), gains (middle) and conservations (bottom) are on the right side of each branch. Dash 
symbol means that the number of evolution events cannot be inferred. The figure considers 
evolution events for branches that are part of the eight-species tree, while Table 1 considers 
evolution events for all branches of all possible trees. So evolution events in this figure are a 
subset of corresponding events in Table 1. 
 
authentic intron sliding events which are the extension or shrinking of intron boundaries with 
new exonic nucleotides [26] (see Figure 4B for an example). Alternatively, the loose version 
in contrast to the strict version can excessively cluster introns that occur at close positions 
over many genes but are very different between genes 
(http://ciwog.gdcb.iastate.edu/ciwogPlants_loose-
cgi/display.pl?cid=2386#iSBSb01g021990.1). The alignment position size of unique loose 
cintrons has an average of 1.8 indicating that excessive clustering is not a typical occurrence. 
Complex cases such as this are best to be manually reviewed using the web displays. More 
introns are conserved in the loose version in all node comparisons than in the strict version 
(Table 1), which suggests that the loose version is probably a more realistic estimate of 
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homologous introns. It may be worthwhile to extend previous studies of orthologous introns 
that were based entirely on strictly conserved positions. The CIDA/CIWOG algorithm and 
web displays allow users to easily explore a wide range of relevant questions while allowing 
flexible definitons of intron type and position. 
 
Conclusions and Future Directions 
  CIWOG provides an easy-to-use, flexible pipeline for the task of detecting common 
introns from protein-sequence alignments. New additions in comparison to previous 
programs are the intron sliding, local alignment quality and intron typing options. CIWOG 
also provides dynamic visualization displays for manual review of individual gene families. 
Manual review enables deconvolution of complex common introns and gene families, and 
also can reveal potential gene annotation inaccuracies. Our analysis of eight plant species is 
the most comprehensive to date. We show that, based on Dollo parsimony, intron loss is more 
common than intron gain in recent plant evolution and that intron loss tends to be more 
common than intron gain in monocots relative to dicots. Intron presence and absence 
matrices are provided for individuals wishing to estimate intron evolution through other 
models. Although intron evolution is an active field, much of the effort has been focusing on 
evolutionary modeling of common intron data rather than the derivation of common introns 
themselves. We feel this is an important part of the discussion and tools, such as CIWOG, 
will make important contributions to this field. One assumption in contemporary common 
intron analysis is that each locus contains exactly one transcript isoform. Future directions of 
CIWOG will focus on eliminating this assumption by applying CIWOG to all reliable 
transcript isoforms in orthologous gene clusters. 
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Key Points 
• The CIDA algorithm incorporates flexible criteria for detecting common introns in 
protein-coding genes and enables studies of intron evolution with respect to 
occurrence, position and type. 
• CIWOG web displays provide unique dynamic tools for analysis of gene-structure 
prediction and intron evolution in the context of groups of orthologous genes. 
• CIDA and CIWOG are distributed freely as open-source software. 
• CIWOG detects U12-type and GC-donor-type in addition to canonical U2-type 
introns. 
• Plant introns are evolutionarily lost at a higher rate than they are gained. The loss/gain 
ratio is higher in the studied monocot species than in the dicots. 
• Ancient dicots may have similar number of gains and losses and the degree of intron 
net loss in dicots increases over time. 
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Abstract 
There is a lack of extended studies of intron evolution in large number of plant 
organisms. By combining transcript-confirmed and annotated genes and their introns, we 
constructed a database of common introns within orthologous genes from 15 plant species. 
We then used a parsimony approach to study intron evolution based on the common introns. 
One of the advantages of our approach is that we were able to infer not only intron 
conservation, gain and loss, but also conversions between GT-AG, GC-AG and non-
canonical introns, all of which were not addressed by a single study before. In addition, we 
were able to compare between evolutions of these different groups of introns, which is 
another seldom-addressed issue. 
The evolutionary scenarios of GT-AG, GC-AG and non-canonical introns are quite 
different from each other in terms of conservation, conversion, gain, loss, and net change. 
Our results show an overall loss-dominated evolution for plant introns, especially GT-AG 
introns, with various loss/gain ratios and even exceptions across the species tree. However, 
GC-AG and non-canonical introns tend to accumulate in recent evolution. GT-AG introns 
conserve the most among the three groups of introns and only a small percentage of them 
convert to other introns. On the other hand, GC-AG and non-canonical introns are not as 
81 
conserved as GT-AG introns are and a relative large portion of them convert to GT-AG 
introns. We note that intron splice site canonicity correlates positively with the degree of 
intron conservation and negatively with the likelihood converting from the intron. The 
similarities and differences in dicot and monocot intron evolution are also discussed. In 
addition, we observe that donor site models representing sequence compositions cluster 
primarily according to GT/GC donor site rather than their taxonomies. All these results 
underscore a significant role of splice site sequences during intron evolution. 
 
Introduction 
Some eukaryotic genes are interrupted by noncoding spliceosomal introns (Burge et 
al. 1999). Spliceosomal introns are transcribed along with exons, which contain coding and 
untranslated regions, and removed during pre-mRNA splicing by a dynamic small nuclear 
RNA-protein complex called spliceosome (Ru et al. 2008; Wahl et al. 2009). Although not 
encoding proteins, some introns have been shown to be the source of noncoding RNAs, 
regulate gene expression by intronic enhancers, promoters and other regulatory sequences, 
and promote protein diversity through alternative splicing and trans-splicing (Fedorova and 
Fedorov 2003; Le Hir et al. 2003; Brown et al. 2008; Rose 2008). However, not all introns 
have such functions. And even such functional significance may not be beneficial enough to 
explain why eukaryotic cells spend extraordinary time and energy to maintain introns and 
their splicing machinery while enduring the risk of inaccurate splicing and a malfunctioning 
spliceosome caused by mutations (Rose 2008). 
Research on intron evolution may shed some light on introns’ functional significance 
and eventually help to explain the aforementioned puzzling situation. One of the main issues 
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about intron evolution that has been intensely studied is the evolution of eukaryotic gene 
structures (Rogozin et al. 2005). Although intron sequences evolve more rapidly than exon 
sequences, intron presence/absence is a relatively slow-evolving feature (Irimia and Roy 
2008). Therefore, an effective way to study gene structure evolution is to compare intron 
positions within protein sequence alignments of homologous genes. Introns occurred at the 
same alignment position and shared by multiple genes – also called common introns – are 
supposed to originate from an ancestral intron instead of random intron insertions (Fedorov 
et al. 2002; Rogozin et al. 2003). 
Given a species tree topology and intron presence/absence in all aligned intron 
positions of genes from multiple species, there are two main approaches to examine intron 
evolution (Rogozin et al. 2005). The maximum parsimony approach minimizes the number 
of intron gain and loss in all branches of the tree. A specific example is Dollo parsimony, 
which assumes that intron is gained at most once in the tree. Another approach is the 
maximum likelihood analysis inferring the most likely scenario of intron evolution that 
produces the observed intron pattern. 
In one of the pioneering studies, Rogozin et al. (2003) employed Dollo parsimony to 
infer intron gains and losses using 684 orthologous gene clusters from eight species 
(Drosophila melanogaster, Anopheles gambiae, Homo sapiens, Caenorhabditis elegans, 
Saccharomyces cerevisiae, Schizosaccharomyces pombe, Arabidopsis thaliana, and 
Plasmodium falciparum). The result showed heavy intron losses in clades of yeasts and 
insects and massive gains in human and Arabidopsis. Overall, there were more gains than 
losses. The same 684 gene groups were later analyzed by various maximum likelihood 
methods (Csűrös 2005; Nguyen et al. 2005; Roy and Gilbert 2005b, 2005a). Their results 
83 
differed from, and even contradicted, each other and the result of parsimony. Roy and Gilbert 
(2005b; 2005a) reported an overall net intron loss but a balance of gain and loss in human 
and a net gain in Arabidopsis; while Nguyen et al. (2005) and Csűrös (2005) found a global 
trend of net intron gain with a balanced mode in worms and net losses in fungi and insects. 
These different results from the same data set are due to different assumptions and models 
used by the studies. Therefore, Carmel et al. (2007) argued for the need of a different set of 
assumptions and samplings from more organisms. Their inference focusing on 391 
orthologous gene sets from 19 species indicated three modes of intron evolution – balanced, 
loss- and gain-dominated modes – in different lineages. 
Compared to the enormous attention on intron gain and loss, there are much fewer 
studies on conversions between introns with different splice sites. The conversion between 
introns with GT and GC donor sites is not infrequent between human, mouse and rat (Abril et 
al. 2005). A parsimony analysis in mammals showed that the number of GT to GC donor site 
conversion is more than seven times of the number of GC to GT conversion (Churbanov et al. 
2008). Our preliminary analysis based on orthologous introns from eight plant species also 
suggested the higher abundance of GT to GC conversion than the opposite direction 
(Wilkerson et al. 2009). 
Intron evolution in plants has not been explored as extensively as in other eukaryotes. 
Only one (Arabidopsis) and two (Arabidopsis and rice) plant species were included in the 
aforementioned eight- and 19-species data, respectively. As for plant-specific data sets, 
paralogous genes in rice (Lin et al. 2006), orthologous genes in Arabidopsis, rice and green 
algae (Roy and Penny 2007) and in eight plant species (Wilkerson et al. 2009) are shown to 
loss introns more than they gain. On the contrary, there are more gains than losses of introns 
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in paralogous genes in Arabidopsis (Knowles and McLysaght 2006) and in chloroplast-
originated genes in Arabidopsis, poplar and rice (Basu et al. 2008). 
To make up for the lack of extended studies of plant intron evolution, we constructed 
a database of common introns within orthologous genes from 15 plant species (ciwogPlants) 
– by far the most comprehensive collection for intron evolution study in plants. We not only 
collected introns from annotated genes, which are the sole data source for all studies 
mentioned above, but also gathered introns that are confirmed by transcript evidence. Due to 
the limited ability of current genome annotation to annotate GC-AG and non-canonical 
introns (Sparks and Brendel 2005), our collection of such EST/cDNA-confirmed introns 
provides a credible foundation for inference of their evolution. Unlike previous studies, we 
did not require a complete set of species in an orthologous gene cluster. Instead, our dynamic 
tree construction enabled us to examine more intron evolution events by working on all 
orthologous gene clusters containing at least two species. Using a parsimony approach, we 
were able to infer not only intron gain and loss, but also conversions between GT-AG, GC-
AG and non-canonical introns, both of which were not addressed by a single study before. In 
addition, we were able to compare between evolutions of these different groups of introns, 
which is another seldom-addressed issue. Our results show an overall loss-dominated 
evolution for plant introns, with various loss/gain ratios and even exceptions across the 
species tree. The evolutionary scenarios of GT-AG, GC-AG and non-canonical introns are 
quite different from each other in terms of conservation, conversion, gain and loss, and net 
change. We concluded that intron splice site canonicity positively correlates with the degree 
of intron conservation and negatively correlates with the likelihood converting from the 
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intron, suggesting that splice site sequences may act as a driving force or selective pressure 
during intron evolution. 
 
Results 
Identification of common introns in orthologous gene clusters 
Our major goal of this work was to identify orthologous introns, preferably confirmed 
by transcript evidence, and study their evolution in a large number of plant organisms, 
including nine dicots, five monocots and moss (Figure 1 and Table S1). We have developed a 
pipeline to fulfill this goal (Figure 2). We started by processing several million spliced 
alignments from PlantGDB (Duvick et al. 2008), combining them into assembled unique 
transcripts (AUTs), and extracting high-quality introns flanked by perfect alignments (Figure 
2 and Table S2). The AUTs, together with public gene annotations, represent 446,682 loci in 
the 15 species. More than 56% of them (252,122) can be grouped into 33,853 orthologous 
gene clusters (OGCs) by an approach recently demonstrated (Wilkerson et al. 2009). 19,596 
of the OGCs contain genes from multiple species. Within each OGC, we performed multiple 
protein sequence alignment using genes preferably containing high-quality and transcript-
confirmed introns. Finally in all OGCs, we used the Common Introns Within Orthologous 
Genes (CIWOG) software (Wilkerson et al. 2009) to discover common introns, which are 
 introns at conserved positions in the protein alignment. 
 The resulting OGCs and common introns are in the database ciwogPlants version 2. 
The “strict” and “loose” options of ciwogPlants, which clustered introns in identical and 
adjacent alignment positions (see Materials and Methods), respectively, compose of 231,274 
and 203,625 common introns. Because the evolution of U12-type introns has been presented 
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elsewhere (Wilkerson 2007), here we focus on the evolution of orthologous U2-type introns. 
88,646 and 87,178 common introns from the “strict” and “loose” options, respectively, have 
at least two species involved and do not contain U12-type introns. 
Analysis of intron evolution 
Given all species in each common intron, we derived a species tree that is consistent 
with the 15-species tree (Figure 1). By using an improved parsimony method over the one we 
previously employed (Wilkerson et al. 2009), we were able to infer not only intron 
presence/absence but also splice site dinucleotides for all species and their ancestors in the 
species tree of a given common intron. This method enabled us to infer not only intron gain 
and loss but also splice site conservation and conversion when comparing a species/node 
with its immediate ancestor (see Figure 3 for an example). In each common intron, we 
analyzed either all genes (the “all-gene” approach) or one gene (the “best-paralog” approach) 
from each species (see Materials and Methods). This led to four different analyses on the 
same data set: “strict” and “all-gene”, “strict” and “best-paralog”, “loose” and “all-gene”, and 
“loose” and “best-paralog”. They resulted in slightly different numbers of intron evolutionary 
events; but the results indicated comparable trends of intron evolution. So in the rest of the 
paper, we will present results from the “strict” and “all-gene” option only. 
Loss-dominated intron evolution in general and its exception 
We first studied intron evolution in terms of conservation, gain and loss by 
considering intron absence and presence, regardless of splice site dinucleotides (see Materials 
and Methods and Table 1). On average, about 90% of the introns are conserved or present in 
current leaves/nodes and their immediate ancestors. All leaves (or modern species) show 
more losses than gains (Table 1). The same trend also applies to monocot ancestors (nodes 9 
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to 12). When compared within dicot ancestors (nodes 1 to 8), the more modern ancestors 
(nodes 1 to 4) still lose introns more than they gain; while the more ancient ancestors (nodes 
6 to 8) have slightly larger number of gains than losses. This suggests that the magnitude of 
intron net loss in dicots strengthens during evolution. In general, most introns are conserved 
in plants. When they are not, there is a loss-dominant intron evolution, with the exception of 
early dicot ancestors.  
Evolution of introns with different splice site dinucleotides 
We then analyzed intron conservation, conversion, gain and loss by comparing splice 
site dinucleotides of a leaf/node with that of its immediate ancestor (see Materials and 
Methods). Evolutionary events involving three groups of introns, introns with GT donor and 
AG acceptor sites (GT-AG), introns with GC donor and AG acceptor sites (GC-AG), and 
introns with other combination of donor and acceptor dinucleotides (non-canonical), are 
discussed one by one and compared as follows. 
Conversion, gain and loss of GT-AG introns 
The majority of introns are GT-AG introns (Table S2). They are the most efficiently 
spliced introns by the U2 spliceosome (Brown and Simpson 1998). Similar to the intron 
evolution in general (Table 1), GT-AG introns tend to be lost over time (Table 2). The net 
loss of GT-AG introns is contributed by two factors: the unbalance of gain and loss and the 
discrepancy of conversion between GT-AG and other introns. As in all introns (Table 1), 
there are more losses than gains of GT-AG introns in all species and their ancestors except 
ancient dicots (Table 2). The observation that conversions from GT-AG to GC-AG and non-
canonical introns are more frequent than the opposite directions also contributes to the net 
loss of GT-AG introns (Table 2). 
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Conversion, gain and loss of GC-AG introns 
With a T to C change from the most common donor dinucleotides, GC-AG introns 
comprise an average of 1.4% of all introns in the 15 plant species (Table S2). In contrast to 
GT-AG introns, GC-AG introns accumulate in current and ancestral plants (Table 3).  Their 
positive net changes are mainly due to the converted GC-AG introns from GT-AG introns; 
while the conversion from GC-AG to GT-AG introns is in a less magnitude (Table 3). 
Conversions between GC-AG and non-canonical introns are barely detectable since both are 
in relatively small numbers (Table 3). Most leaves and nodes still have more losses than 
gains in GC-AG introns (Table 3) as they are in GT-AG introns (Table 2). But the net gain of 
GC-AG introns from conversions outnumbers the net loss from gains and losses, resulting in 
the aggregation of GC-AG introns (Table 3). 
Conversion, gain and loss of non-canonical introns 
Similar with GC-AG but different from GT-AG introns, non-canonical introns 
cumulate in modern plants (see leaves in Table 4). But the tendency of net changes of non-
canonical introns is not so obvious in ancestral plants (see nodes in Table 4) because of the 
low number of evolutionary events involving this group of introns. But unlike GC-AG 
introns, both conversion and gain and loss of introns have positive effects on the 
accumulation of non-canonical introns. There are a lot more conversions to non-canonical 
introns, primarily from GT-AG introns, than conversions to the other direction (Table 4). 
Conversions between non-canonical introns with different splice sites cannot be detected. In 
addition, there are usually more gains than losses of non-canonical introns in leaves/species 
(Table 4).  
Comparisons between GT-AG, GC-AG and non-canonical intron evolutions 
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We first compared the conservation of these three groups of introns. On average, 
95.17%, 1.40% and 3.18% of the high-quality introns are GT-AG, GC-AG and non-
canonical introns (Table S2), respectively. However, in introns within the 88,646 common 
intron sites involving multiple species, the proportion of GT-AG introns increases to 98.97% 
while the proportion of GC-AG and non-canonical introns decrease 1.6 folds to 0.85% and 
16.7 folds to 0.19%, respectively. It suggests that GT-AG introns are more likely in 
conserved intron sites across species than GC-AG and non-canonical introns are. Even within 
common introns, conservation patterns are quite different among the three groups (Figure 4). 
GT-AG introns are always the most conserved group of introns. When considering 
evolutionary events in all leaves and nodes of the species tree, more than 95% of GT-AG 
introns have the same splice site dinucleotides as their immediate ancestors’. But only about 
46% of GC-AG and 39% of non-canonical introns are conserved between current 
leaves/nodes and their immediate ancestors. In both dicot and monocot leaves, non-canonical 
introns have the poorest conservation; while in dicot and monocot nodes, the difference 
between conservation levels of GC-AG and non-canonical introns is not obvious. Within 
dicots, all groups of introns show higher degree of conservation in nodes than in leaves, 
suggesting a slower change of introns and intron positions in ancient dicots relative to 
modern dicots. But the same tendency can only be observed for non-canonical introns in 
monocots. 
 We then compared the number of conversions between the three groups of introns. As 
shown in Tables 2 to 4 and Figure 5A, GC-AG and non-canonical introns are converted from 
GT-AG introns more than they are converted to GT-AG introns. A further comparison shows 
that the imbalance of GT-AG/GC-AG conversion numbers is more severe in monocots than 
90 
in dicots for both ancient and modern species (Table 5A), while the difference of GT-
AG/non-canonical conversion numbers between dicots and monocots cannot be determined 
due to the small number of non-canonical to GT-AG conversions (data not shown). In 
addition, modern dicots have more severe imbalance of GT-AG/GC-AG conversion numbers 
than ancient dicots have; while modern monocots show less degree of such imbalance than 
ancient monocots do (Table 5A). 
 The above comparisons of conversions are based on the actual counts of conversion 
events (Tables 2 to 4) and their relative proportions in all evolutionary events involving GT-
AG introns (Figure 5A). However, we argued that considering the relative contribution of 
conversions in all events involving the introns that are converted from is more reasonable 
than the above comparisons. Since different groups of nodes/leaves and dicots/monocots 
have various numbers of evolutionary events involving the three intron types, inspecting 
conversions’ relative proportions rather than their actual counts is more informative and less 
misleading. By doing so, we noticed a different scenario of conversions (Figure 5B and Table 
5B). Although the number of GT-AG to GC-AG (or non-canonical) conversions exceeds the 
number of corresponding reverse conversions, the percentage of conversions from GT-AG in 
evolutionary events with GT-AG introns is outnumbered by the percentage of conversions to 
GT-AG in evolutionary events with GC-AG (or non-canonical) introns (Figure 5B and Table 
5B). For example, only a small portion (<0.7%) of the GT-AG-involving evolutionary events 
convert GT-AG to other introns (red bars in Figures 4A and 4B). On the other hand, GC-AG 
to GT-AG conversions constitute a much larger portion (4.2% to 9.3%) of the GC-AG-
involving evolutionary events in dicots and all leaves and nodes (Figure 5B). In addition, 
more than 2.5% of all evolutionary events with non-canonical introns are conversions from 
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non-canonical to GT-AG introns (Figure 5B); while only 0.15% of GT-AG-involving 
evolutionary events are conversions to non-canonical introns (Figures 4A and 4B). With the 
exception of monocot nodes, all other nodes and/or leaves exhibit higher relative percentages 
of GC-AG to GT-AG conversions than that of the reverse conversions, with differences 
ranging from more than three- to almost 69-fold (Table 5B). Such difference is more obvious 
in dicots than monocots, and in ancient dicots than modern dicots (Table 5B). In modern 
monocots, the relative proportion of GC-AG to GT-AG conversions in GC-AG-involving 
events is still higher than the relative proportion of GT-AG to GC-AG conversions in GT-
AG-involving events. But ancient monocots display the opposite trend. 
 Next we examined the difference between gains and losses in the three groups of 
introns. Generally, introns tend to be lost rather than gained (Figure 6). The net loss of 
introns due to the difference between gains and losses accounts for roughly one to three 
percent of the overall intron evolutionary events in a node/leave for GT-AG, GC-AG and all 
introns (Figure 6). Non-canonical introns have a distinctive gain and loss scenario however. 
They show symmetry of gains and losses in all leaves and nodes thanks to more gains in 
leaves and more losses in nodes (Figure 6). GT-AG and all introns show larger loss/gain 
ratios in leaves than in nodes and in monocots than in dicots (Table 6). For GC-AG and non-
canonical introns, they either don’t show or don’t have enough data to show the similar trend 
of loss/gain (data not shown).   
 Finally we compared intron net changes between these three groups of introns. Intron 
net change is the combined effect of conversions, gains and losses. Overall, introns at 
conserved positions display negative net changes, ranging from 0.4% to 2.7% of total 
evolutionary events across leaves and nodes in dicots and monocots (Figure 7). These are 
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mainly contributed by similar net losses of GT-AG introns. GC-AG introns, on the other 
hand, show positive net changes across leaves and nodes in dicots and monocots (Figure 7). 
The net gains of GC-AG introns are up to 52% of evolutionary events involving this group of 
introns. There are also positive net changes of non-canonical introns when considering all 
leaves and nodes (Figure 7). Their global positive net changes are driven by net gains in 
modern dicots and monocots and compromised by net losses in ancient species. 
GT and GC donor sites: difference in the dinucleotide composition around the donor 
sites correlates with difference in intron evolution 
The different evolutionary scenarios of GT-AG and GC-AG introns prompted us to 
investigate whether they can be explained by nucleotide composition difference around the 
donor site. We derived a series of dinucleotide relative frequencies for the 12-nt region 
centering on the GT or GC donor site (donor site model), its upstream exonic (exon model) 
and downstream intronic (intron models) regions (see Materials and Methods). Figure 8 
shows the relationship between different models based on their Euclidean distances. Exon 
and intron models (Figures 7A and 7B) cluster according to dicot/monocot clades. Within 
dicots/monocots, exon and intron models with the same donor site tend to cluster together. 
On the other hand, donor site models (Figure 8C) with the same GT/GC donor site 
dinucleotide are nearest neighbors. Within each GT/GC clade, donor site models tend to 
group together by their taxonomies. These results indicate the significance of nucleotide 
compositional differences between dicots and monocots. More importantly, the results 
emphasize that dinucleotide compositional biases between GT and GC donor site regions are 
more obvious in sequences (±5 nt) encompassing the donor site than in exonic and intronic 
sequences further from the donor site. 
93 
 
Discussion 
There are several advantages of our intron collection and inference approaches. First 
of all, the 15 species we used are the most extensive to date for plant intron evolution study. 
Secondly, in addition to considering orthologous gene clusters containing the full set of 
species as in other research, we also took advantage of clusters with any other combinations 
of multiple species thanks to a dynamic tree construction strategy. It enabled us to analyze a 
lot more common introns than those from 15-species clusters only. Third, by tracking intron 
presence/absence and splice site dinucleotides in all leaves and nodes of a tree, we were able 
to infer both intron gain/loss and conversions between introns with distinct splice sites. On 
the other hand, the inference of splice site composition and conversions is still lacking in 
maximum likelihood approaches. Forth, the additional use of transcript-confirmed introns 
compensated for the limitation of annotated introns in which GC-AG and non-canonical 
introns may not be as accurately annotated as GT-AG introns are (Sparks and Brendel 2005). 
Finally, such reliable intron set laid a foundation for the comparison between evolutions of 
GT-AG, GC-AG and non-canonical introns. 
A general picture of intron evolution in plants 
 Our analysis of intron presence and absence in orthologous genes from the 15 plant 
species showed a general trend of loss-dominated evolution in plant introns (Table 1 and 
white bars in Figures 5 and 6). This is consistent with studies of paralogous genes in rice (Lin 
et al. 2006) and orthologous genes in many plant species (Roy and Penny 2007; Wilkerson et 
al. 2009). Under this loss-dominant trend, it is worth notice the dynamics of intron evolution 
when considering different parts of the tree and different evolutionary events. Although 
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introns tend to be lost overall, the majority of the introns are still conserved (Table 1 and 
white bars in Figure 4). In dicots, but not monocots, introns show higher degree of 
conservation in nodes than in leaves, suggesting a slower change of intron presence/absence 
and intron positions in ancient dicots than in modern dicots. Exceptions to the net loss of 
introns occur when studying different groups of genes, such as paralogous genes in 
Arabidopsis (Knowles and McLysaght 2006) and genes with chloroplast origin (Basu et al. 
2008). Another exception we observed is that nodes 6 to 8, which represent relatively aged 
dicot ancestors, may have a balance of gain and loss or even slightly more gains than losses. 
Such inferences of conservation, gain and loss in dicots imply that (1) early dicot ancestors 
may have somewhat stable intron contents with high conservation and nearly balanced gains 
and losses; (2) while late dicot ancestors and current dicots may undergo more active intron 
changes with relatively lower conservation and more losses than gains.  
Comparison between GT-AG, GC-AG and non-canonical intron evolutions 
 Our further analysis of introns with diverse splice sites uncovered additional 
dynamics in plant intron evolution. First, we observed that GT-AG introns have higher 
conservation than GC-AG and non-canonical introns (Figure 4). This suggests that intron 
conservation positively correlates with splice site canonicity. In other words, introns with 
canonical GT-AG splice sites are stabler during intron evolution; while introns with less 
canonical GC-AG and non-canonical splice sites tend to have more fluctuations during 
evolution. 
Second, our analysis of conversions between these three groups of introns revealed 
that relatively more GC-AG and non-canonical introns within their populations are converted 
to GT-AG introns and less portion of GT-AG introns are converted to GC-AG and non-
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canonical introns (Figure 5B and Table 5B). Because GT-AG introns are much more 
abundant than the other two groups of introns, the actual counts of GT-AG to GC-AG and 
non-canonical conversions still surpass the number of corresponding reverse conversions to 
GT-AG introns (Tables 2 to 4 and Figure 5A), causing the accumulation of GC-AG and non-
canonical introns from conversions. This is agreeable to the comparison of GT and GC donor 
site conversion numbers in mammals and plants (Churbanov et al. 2008; Wilkerson et al. 
2009). However, there is a lack of studies to date examining the relative proportion of 
conversions in all evolutionary events containing the introns that are converted from. Such 
analysis, like we did here, provides more insight into how conversions contribute to intron 
evolution in a larger context. We showed that (1) a greater portion of GC-AG- or non-
canonical-involving evolutionary events convert these introns to GT-AG introns and (2) a 
smaller part of GT-AG-involving evolutionary events are conversions from GT-AG to other 
introns. The results imply that conversions from GC-AG and non-canonical to GT-AG 
introns are more favorable, or less unfavorable, than opposite conversions from GT-AG 
introns during plant intron evolution. 
Third, GT-AG introns are lost while GC-AG and non-canonical introns are gained 
during evolution (Figure 7). The net change is a combined effect of conversion, gain and loss. 
The negative net change of GT-AG introns is due to more conversions from GT-AG and 
fewer conversions to GT-AG, as well as more losses and fewer gains. GC-AG introns also 
have more losses than gains. But the aggregation of GC-AG introns from conversions, as 
mentioned above, outnumbers the net loss of GC-AG introns from gains and losses, resulting 
in their positive net change. Non-canonical introns show a positive net change in general, 
thanks to their accumulation from conversions and equilibrium of gains and losses. 
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Overall, intron splice site canonicity positively correlates with intron conservation 
and negatively correlates with the likelihood converting from the intron. Although GT-AG 
introns tend to be lost, they conserve the most among the three groups of introns and only a 
small percentage of them convert to other introns. On the other hand, GC-AG and non-
canonical introns tend to cumulate in general. They are not as conserved as GT-AG introns 
are and a relative large portion of them convert to GT-AG introns. These results indicate that 
GT-AG introns are favored and/or GC-AG and non-canonical introns are disfavored during 
evolution. One possible and the simplest explanation would be that GT and AG are the most 
canonical and preferable donor and acceptor sites, respectively, recognized by the 
spliceosome. The observation that donor site models representing dinucleotide compositions 
cluster primarily according to GT/GC donor site rather than their taxonomies may also 
suggest a role of splice site sequence during intron evolution. 
 
Materials and Methods 
Species, sequence and alignment data 
The phylogenetic tree of 15 plant species (Figure 1) was derived from previous works 
(Draper et al. 2001; Hedges 2002; Cronk et al. 2006; Barbazuk et al. 2008). ESTs, cDNAs, 
genomic sequences and gene annotations of these 15 species were downloaded from variable 
sources (Table S1). GeneSeqer (Zhu et al. 2003; Sparks and Brendel 2005) spliced 
alignments of ESTs/cDNAs to genomes were provided by PlantGDB (Duvick et al. 2008) 
(Table S1). 
Processing of spliced alignments 
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Spliced alignments were parsed and loaded into a MySQL database as described (Zhu 
et al. 2003). The best alignment(s), aka cognate spliced alignment, for each EST/cDNA were 
identified according to Zhu et al (2003). To eliminate redundancy caused by overlapping 
BAC ends in BAC-based alignments, overlapping BACs in each species were defined by 'all 
versus all' Vmatch (Abouelhoda et al. 2002) and BLAST (Altschul et al. 1997) runs. For 
Vmatch, direct and palindromic matches must be at least 10 kb in length and have minimal 
identity of 99%. For BLAST, a minimum e-value of 1e-100 was used and its results were 
selected using the same length and identity cutoffs as in Vmatch. Only one copy of the 
cognate spliced alignments for each EST/cDNA was retained if they were from different 
overlapping BAC ends and had identical GeneSeqer similarity and coverage scores and 
exon/intron borders. 
 Overlapping cognate spliced alignments on the genome were grouped into transcript 
clusters. Within each cluster, assembled unique transcripts (AUTs) were derived from 
alignments with consistent structures to represent different transcript isoforms from the same 
locus. For two structures to be consistent, they must meet all of the following criteria. (1) 
They are on the same strand of the genome and overlap with each other. (2) The intron and 
exon coordinates from the two structures in the overlapped region must be identical. (3) If the 
overlapped region contains no introns and only part of an exon, both structures should be 
single-exon structures if both of them are supported by cDNAs; or the structure supported by 
ESTs only should be single-exon structure if the other structure is supported by one or more 
cDNAs. The third criterion was used to prevent combining cDNAs from two different gene 
loci whose terminal exons overlap. After the assembly, the longest open reading frame (ORF) 
was derived for each AUT. 
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Selection of high-quality introns and exons 
Identification of high-quality introns and exons was based on cognate spliced 
alignments. High-quality exons are exons with GeneSeqer similarity scores ≥0.95. High-
quality introns are introns with both GeneSeqer donor and acceptor similarity scores =1, 
meaning no mismatches in up to 50-bp alignments flanking the intron, and whose flanking 
exons are both high-quality exons. Redundancy was removed if two introns or two exons 
have identical coordinates on the same strand of the same genomic sequence. In addition, 
single exons in which one contains another and terminal exons with identical splice sites 
were combined. 
Intron classification 
High-quality introns were classified into U2- and U12-type using a position weight 
matrix (PWM) method (Burge et al. 1998; Zhu and Brendel 2003). We used the donor and 
branch site PWMs from a recent study (Wilkerson 2007) to calculate donor and branch log-
odds ratios of U12/U2, respectively. To determine the final donor and branch scores, the log-
odds ratios of all high-quality introns were normalized by subtracting their mean and 
dividing by their standard deviation. Introns having both donor scores ≥3.46 and branch 
scores ≥1.54 were classified as U12-type introns. All other introns were thus U2-type. These 
two score cutoffs were the bottom scores of all 196 Arabidopsis and 220 rice U12-type 
introns that were identified in the recent study (Wilkerson 2007) and in our high-quality 
intron collection. 
 In a further step after common introns were identified (see “common introns within 
orthologous genes” below), we used orthology to identify additional U12-type introns in 
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common introns containing high-quality U12-type introns by empirically lowering the donor 
score cutoff to 2.8 and eliminating the branch score cutoff (Wilkerson 2007). 
Alternative gene groups 
To represent potential gene loci, AUTs and annotated genes were grouped into 
alternative gene groups as in an earlier report (Wilkerson 2007). To be in the same alternative 
gene group, pairs of AUTs and/or annotations must meet all of the following criteria: (1) they 
must be on the same strand of the same genomic sequence; (2) their protein-coding genomic 
regions overlap; (3) they must share at least one intron in the protein-coding regions or at 
least 50% of the genomic exon sequence of the shorter gene. 
Orthologous gene clusters 
Orthologous gene clustering was performed as in Wilkerson et al. (2009). In details, a 
cluster seed is defined as the gene, either an AUT or annotated gene, with the longest ORF in 
an alternative gene group. BLAST program with e-value cutoff of 1e-10 was used to find 
protein sequence matches between cluster seeds from all species. Orthologous gene clusters 
(OGCs) were identified from the BLAST output using OrthoMCL (Li et al. 2003; Chen et al. 
2006) with default parameters. Since OrthoMCL clusters both orthologs and in-paralogs, 
some OGCs have multiple genes from a same species. 
Representative genes 
This step followed the method by Wilkerson (2007), but a different set of criteria was 
applied to the selection of representative genes. After orthologous gene clustering, a 
representative gene preferably containing transcript-supported intron(s) was picked from 
each alternative gene group using an ordered list of criteria: (1) the number of high-quality 
introns in the protein coding region; (2) the number of introns with EST/cDNA support in the 
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coding region; (3) the length of protein sequence. A representative gene was randomly 
picked if more than one gene was identical in these three features. 
Multiple protein sequence alignments 
Multiple sequence alignments were performed within each OGC using protein 
sequences of its representative genes by MUSCLE (Edgar 2004) with default parameters.  
Common introns within orthologous genes 
We used the Common Introns Within Orthologous Genes (CIWOG) (Wilkerson et al. 
2009) program to identify common introns in the multiple protein alignment of each OGC. 
As in previous work (Wilkerson et al. 2009), we clustered introns using both “strict” and 
“loose” options. In the “strict” option, only introns at identical alignment position were 
clustered. In the “loose” option, introns up to one amino acid and one gap apart were 
clustered. 
Analysis of intron evolution 
We focused on common introns in protein-coding regions, involving multiple species, 
and containing at least one U2-type intron but no U12-type introns. At each common intron 
site, we first collected introns that are either U2-type or absent by two different approaches. 
The “all-gene” approach collects introns from all genes in an OGC; while the “best-paralog” 
approach collects introns from only one gene, the best paralog, in each species. The best 
paralog is the gene with the greatest conservation, which is represented by the greatest total 
BLAST bit score, to orthologs from other species. Second, given all species of the intron 
collection in a common intron, a species tree was derived by maintaining the topology of the 
15-species tree (Figure 1). Species trees of two common introns can be different if their sets 
of species are not identical. Third, we inferred absence and presence of intron at each 
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leaf/species and internal node of the tree using a similar method as Wilkerson et al. (2009). In 
addition, we inferred splice site dinucleotides if an intron was present in a species or node. In 
the “all-gene” approach if a species has multiple introns, and thus genes, in a common intron, 
the intron status of the species is the union of all its introns. Finally, we inferred intron 
conservation, conversion, gain and loss by comparing intron presence/absence and splice site 
dinucleotides of a species or internal node with that of its immediate ancestor (see Figure 3 
for an example). If the intron status of a species/node or its immediate ancestor is ambiguous, 
the evolutionary event at this species/node is designated as unknown. 
Comparisons of splice site probability models 
Followed a method by Sparks and Brendel (2005), we derived splice site probability 
models by tabulating 101×16 first order Markov transition probabilities over a 102-nt region 
that includes 50-nt upstream exonic, 2-nt donor and 50-nt downstream intronic sequences. 
Only high-quality GT-AG and GC-AG introns that do not interrupt codons were considered. 
We considered three models for each of the two intron types in a given species: a donor site 
model of the 12-nt region centering on the GT or GC donor site, an upstream exon model and 
an downstream intron model (Sparks and Brendel 2005). Euclidean distances between these 
six models from different species were calculated and used as input to the PHYLIP package 
(Felsenstein 2004) to construct neighbor-joining trees. All GC donor sites were replaced by 
“GT” to prevent biased Euclidean distances between GT and GC donor site models (Sparks 
and Brendel 2005). 
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Figures 
 
Figure 1. Evolutionary relationship between 15 plant species. The tree is derived based on 
published works (Draper et al. 2001; Hedges 2002; Cronk et al. 2006; Barbazuk et al. 2008). 
Branch lengths are not proportional to time. Species abbreviations are in parentheses. 
Numbers 1 to 14 represent internal nodes. 
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Figure 2. Discovery of common introns in the context of orthology for intron evolution 
analysis. 
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Figure 3. Analysis of intron evolution. (A) An example of a partial alignment of an 
orthologous gene cluster consisting of two in-paralogs each from Medicago truncatula (MT) 
and Glycine max (GM) and one orthology from Lotus japonicus (LJ). Genes in bold 
represent the best in-paralogs from each species. Common intron position is highlighted. 
Evolutionary relationship of the three species is shown in (B). (B) Classification of intron 
evolutionary events at a common intron with three species. Nodes and the species and 
intron splice site dinucleotides at leaves are specified. Evolutionary events on branches from 
node 1 to LJ (in gray) are inferred using a parsimony approach.
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Figure 4. Mean percentage (± 1 standard error) of conservation events for different groups 
of leaves and nodes. The numbers of evolutionary events are from Tables 1 to 4 for all 
(white), GT-AG (red), GC-AG (blue) and non-canonical (orange) introns, respectively. The 
percentage for a given type of introns in a leaf (or node) is calculated as (the number of 
conservation events involving this type of introns)/(the total number of evolutionary events 
involving the same type of introns) × 100%.
    
1
0
9
 
 
Figure 5. Mean percentage (± 1 standard error) of conversion events for different groups of leaves and nodes. The numbers of 
evolutionary events are from Tables 2 to 4. Red bars: GT-AG to GC-AG conversion. Light red bars: GC-AG to GT-AG conversion. 
Blue bars: GT-AG to non-canonical conversion. Light blue bars: non-canonical to GT-AG conversion. (A) The percentage for a 
given type of conversion in a leaf (or node) is calculated as (the number of conversion events)/(the total number of evolutionary 
events involving GT-AG introns) × 100%. (B) The percentage for a given type of conversion in a leaf (or node) is calculated as 
(the number of conversion events)/(the total number of evolutionary events involving the type of introns that is converted from) × 
100%.
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Figure 6. Mean percentage (± 1 standard error) of the difference between gain and loss 
events (gain – loss) for different groups of leaves and nodes. The numbers of evolutionary 
events are from Tables 1 to 4 for all (white), GT-AG (red), GC-AG (blue) and non-canonical 
(orange) introns, respectively. The percentage for a given type of introns in a leaf (or node) 
is calculated as [the difference between gain and loss events (gain – loss) involving this type 
of introns]/(the total number of evolutionary events involving the same type of introns) × 
100%. 
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Figure 7. Mean percentage (± 1 standard error) of intron net changes for different groups of 
leaves and nodes. The numbers of evolutionary events are from Tables 1 to 4 for all (white), 
GT-AG (red), GC-AG (blue) and non-canonical (orange) introns, respectively. The net 
change of all introns is calculated as (gain – loss) based on Table 1. Net changes of other 
types of introns are from Tables 2 to 4. The percentage for a given type of introns in a leaf 
(or node) is calculated as (the net changes of this type of introns)/(the total number of 
evolutionary events involving the same type of introns) × 100%. 
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Figure 8. Neighbor-joining trees based on Euclidean distances within upstream exon (A), 
downstream intron (B) and donor site (C) models. Trees are based on high-quality GT-AG 
and GC-AG introns that are between codons. Only models with donor site counts ≥100 are 
considered. First order Markov transition probabilities and Euclidean distances between 
different models are calculated according to Sparks and Brendel (2005). The first two 
characters of each model name are species abbreviation. The middle two characters are 
donor site dinucleotides. The last character represents exon (e), intron (i) or donor site (d) 
model. 
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Table 1. Intron evolution events by comparing current nodes/leaves (specified) with their 
immediate ancestors (internal nodes only; not specified) – based on the “strict” and “all-
gene” option  
Classification 
Current 
node/leaf
1
 
Conservation 
(%)
2
 
Gain
3
 Loss
4
 Absence
5
 Unknown
6
 Total
7
 
Loss/Gain 
ratio 
Dicot 
leaves/species 
LJ 5,580 (87.6) 36 156 553 45 6,370 4.33 
MT 36,281 (89.2) 133 663 2,747 858 40,682 4.98 
GM 56,460 (89.5) 301 556 3,454 2,324 63,095 1.85 
PT 51,953 (90.3) 94 427 3,757 1,307 57,538 4.54 
AT 57,664 (88.8) 212 1,086 3,797 2,150 64,909 5.12 
BR 362 (84.0) 1 31 36 1 431 31.00 
GH 380 (86.2) 0 19 39 3 441 - 
VV 49,737 (90.8) 146 341 3,416 1,107 54,747 2.34 
SL 4,043 (87.6) 10 167 369 24 4,613 16.70 
Dicot nodes 
1 3,846 (90.1) 2 34 387 0 4,269 17.00 
2 33,422 (92.2) 29 164 2,576 62 36,253 5.66 
3 47,133 (92.7) 15 68 3,535 72 50,823 4.53 
4 374 (91.2) 1 10 24 1 410 10.00 
5 366 (92.0) 0 0 32 0 398 - 
6 55,531 (93.0) 66 46 3,798 248 59,689 0.70 
7 44,707 (92.0) 66 61 3,207 550 48,591 0.92 
8 3,886 (90.8) 8 7 334 45 4,280 0.88 
Monocot 
leaves/species 
HV 281 (85.2) 3 11 34 1 330 3.67 
TA 113 (79.6) 0 9 17 3 142 - 
BD 11,669 (90.1) 18 292 869 107 12,955 16.22 
OS 64,752 (90.5) 56 303 4,231 2,212 71,554 5.41 
SB 62,812 (89.7) 65 529 4,309 2,313 70,028 8.14 
Monocot 
node 
9 16 (72.7) 0 2 4 0 22 - 
10 131 (86.8) 0 2 18 0 151 - 
11 11,612 (92.9) 4 21 830 27 12,494 5.25 
12 51,278 (92.2) 56 295 3,480 522 55,631 5.27 
Ancestor of 
dicots and 
monocots 
13 34,197 (82.4) - - 1,568 5,750 41,515 - 
Outgroup PP 34,739 (79.0) - - 1,239 7,997 43,975 - 
1. See Figure 1 for node IDs and species abbreviations. An evolution event at a current node/leaf is inferred 
by comparing its intron status with that of its immediate ancestor on a tree. Immediate ancestors of a given 
node/leaf could be different depending on different trees. 
2. Conservation: introns are present in both current node/leaf and the immediate ancestor, regardless of splice 
site dinucleotides. 
3. Gain: intron is present in current node/leaf but absent in the immediate ancestor. 
4. Loss: intron is absent in current node/leaf but present in the immediate ancestor. 
5. Absence: introns are absent in both current node/leaf and the immediate ancestor. 
6. Unknown: evolution events cannot be inferred due to ambiguous intron presence/absence status. 
7. Total = conservation + gain + loss + absence + unknown.  
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Table 2. The number of GT-AG intron-involving evolution events by comparing current 
nodes/leaves (specified) with their immediate ancestors (internal nodes only; not specified) 
– based on the “strict” and “all-gene” option 
Classi-
fication 
Node/
Leaf1 
Conservation 
(%)2 
Conversion3 
Gain
4 
Loss5 
Un-
known6 
Total7 
Net change of 
GT-AG (%)8 
GT-AG 
 
GC-AG 
GT-AG 
 
NC 
GC-AG 
 
GT-AG 
NC 
  
GT-AG 
Dicot 
leaves 
LJ 5,465 (95.5) 28 25 2 0 19 154 31 5,724 -186 (-3.25) 
MT 36,063 (95.9) 36 13 24 1 131 646 696 37,610 -539 (-1.43) 
GM 55,562 (94.9) 254 18 19 0 275 551 1,884 58,563 -529 (-0.90) 
PT 51,498 (96.6) 117 37 21 0 75 419 1,134 53,301 -477 (-0.89) 
AT 56,847 (94.0) 330 12 32 0 204 1,073 1,969 60,467 -1,179 (-1.95) 
BR 357 (91.3) 1 1 0 0 1 31 0 391 -32 (-8.18) 
GH 364 (93.1) 2 5 0 0 0 19 1 391 -26 (-6.65) 
VV 49,409 (97.0) 93 22 5 1 141 328 940 50,939 -296 (-0.58) 
SL 3,981 (94.6) 31 1 1 0 9 166 18 4,207 -188 (-4.47) 
Dicot 
nodes 
1 3,821 (99.0) 2 1 0 0 2 32 0 3,858 -33 (-0.86) 
2 33,263 (99.1) 56 1 12 0 29 160 42 33,563 -176 (-0.52) 
3 46,975 (99.7) 39 0 10 0 14 64 36 47,138 -79 (-0.17) 
4 370 (96.4) 0 0 1 1 1 10 1 384 -7 (-1.82) 
5 359 (99.7) 1 0 0 0 0 0 0 360 -1 (-0.28) 
6 55,260 (99.4) 32 1 17 1 63 46 185 55,605 +2 (+0.004) 
7 44,454 (98.5) 39 0 1 0 64 57 499 45,114 -31 (-0.07) 
8 3,858 (98.6) 7 0 0 0 8 7 33 3,913 -6 (-0.15) 
Monocot 
leaves 
HV 271 (93.8) 2 1 0 0 3 11 1 289 -11 (-3.81) 
TA 106 (89.8) 2 1 0 0 0 8 1 118 -11 (-9.32) 
BD 11,431 (95.9) 42 51 10 0 9 285 92 11,920 -359 (-3.01) 
OS 63,516 (96.0) 212 16 7 0 35 292 2,062 66,140 -478 (-0.72) 
SB 61,582 (95.6) 206 67 6 0 26 515 2,014 64,416 -756 (-1.17) 
Monocot 
nodes 
9 16 (88.9) 0 0 0 0 0 2 0 18 -2 (-11.11) 
10 129 (97.7) 1 0 0 0 0 2 0 132 -3 (-2.27) 
11 11,489 (99.5) 18 1 0 0 4 17 13 11,542 -32 (-0.28) 
12 50,807 (98.5) 171 1 1 0 54 291 249 51,574 -408 (-0.79) 
Ancestor 
of dicots 
and 
monocots 
13 33,963 (88.7) - - - - - - 4,346 38,309 - 
Outgroup PP 34,371 (91.3) - - - - - - 3,278 37,649 - 
1. See Figure 1 for node IDs and species abbreviations. An evolution event at a current node/leaf is inferred by comparing its intron 
status with that of its immediate ancestor on a tree. Immediate ancestors of a given node/leaf could be different depending on different 
trees. 
2. Conservation: GT-AG introns are present in both current node/leaf and the immediate ancestor. 
3. Conversion: GT-AG introns are involved in conversions from the ancestor intron to the current intron. NC represents non-canonical 
intron.  
4. Gain: GT-AG intron is present in current node/leaf but absent in the immediate ancestor. 
5. Loss: GT-AG intron is absent in current node/leaf but present in the immediate ancestor. 
6. Unknown: evolution events cannot be inferred due to ambiguous intron status. 
7. Total = conservation + conversion + gain + loss + unknown. 
8. Net change = [(conversion from GC-AG to GT-AG) + (conversion from NC to GT-AG) + gain] – [(conversion from GT-AG to GC-
AG) + (conversion from GT-AG to NC) + loss]. 
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Table 3. The number of GC-AG intron-involving evolution events by comparing current 
nodes/leaves (specified) with their immediate ancestors (internal nodes only; not 
specified) – based on the “strict” and “all-gene” option 
Classi-
fication 
Node/
Leaf1 
Conservation 
(%)2 
Conversion3 
Gain4 Loss5 
Un-
known6 
Total7 
Net change 
of GC-AG 
(%)8 
GC-AG 
 
GT-AG 
GC-AG 
 
NC 
GT-AG 
 
GC-AG 
NC 
  
GC-AG 
Dicot 
leaves 
LJ 42 (53.8) 2 0 28 0 2 1 3 78 +27 (+34.6) 
MT 81 (48.2) 24 0 36 0 0 13 14 168 -1 (-0.6) 
GM 204 (36.5) 19 1 254 0 1 4 76 559 +231 (+41.3) 
PT 99 (36.7) 21 1 117 0 2 5 25 270 +92 (+34.1) 
AT 141 (25.2) 32 1 330 0 3 7 46 560 +293 (+52.3) 
BR 1 (50.0) 0 0 1 0 0 0 0 2 +1 (+50.0) 
GH 5 (71.4) 0 0 2 0 0 0 0 7 +2 (+28.6) 
VV 91 (41.0) 5 0 93 0 0 8 25 222 +80 (+36.0) 
SL 16 (29.1) 1 0 31 0 0 1 6 55 +29 (+52.7) 
Dicot 
nodes 
1 19 (82.6) 0 0 2 0 0 2 0 23 0 (0) 
2 71 (48.6) 12 0 56 1 0 2 4 146 +43 (+29.5) 
3 89 (61.4) 10 0 39 0 0 3 4 145 +26 (+17.9) 
4 1 (50.0) 1 0 0 0 0 0 0 2 -1 (-50.0) 
5 4 (80.0) 0 0 1 0 0 0 0 5 +1 (+20.0) 
6 124 (62.9) 17 1 32 0 1 0 22 197 +15 (+7.6) 
7 47 (43.9) 1 0 39 0 1 0 19 107 +39 (+36.4) 
8 7 (38.9) 0 0 7 0 0 0 4 18 +7 (+38.9) 
Monocot 
leaves 
HV 4 (66.7) 0 0 2 0 0 0 0 6 +2 (+33.3) 
TA 1 (25.0) 0 0 2 0 0 1 0 4 +1 (+25.0) 
BD 99 (59.6) 10 0 42 0 0 5 10 166 +27 (+16.3) 
OS 438 (53.9) 7 0 212 0 5 8 142 812 +202 (+24.9) 
SB 415 (54.0) 6 0 206 0 6 8 127 768 +198 (+25.8) 
Monocot 
nodes 
9 0 (NA) 0 0 0 0 0 0 0 0 0 (NA) 
10 0 (0) 0 0 1 0 0 0 0 1 +1 (+100) 
11 92 (80.0) 0 0 18 0 0 1 4 115 +17 (+14.8) 
12 83 (20.9) 1 0 171 0 0 1 141 397 +169 (+42.6) 
Ancestor 
of dicots 
and 
monocots 
13 6 (9.7) - - - - - - 56 62 - 
Outgroup PP 6 (3.5) - - - - - - 164 170 - 
1. See Figure 1 for node IDs and species abbreviations. An evolution event at a current node/leaf is inferred by comparing its intron 
status with that of its immediate ancestor on a tree. Immediate ancestors of a given node/leaf could be different depending on different 
trees. 
2. Conservation: GC-AG introns are present in both current node/leaf and the immediate ancestor. 
3. Conversion: GC-AG introns are involved in conversions from the ancestor intron to the current intron. NC represents non-canonical 
intron.  
4. Gain: GC-AG intron is present in current node/leaf but absent in the immediate ancestor. 
5. Loss: GC-AG intron is absent in current node/leaf but present in the immediate ancestor. 
6. Unknown: evolution events cannot be inferred due to ambiguous intron status. 
7. Total = conservation + conversion + gain + loss + unknown. 
8. Net change = [(conversion from GT-AG to GC-AG) + (conversion from NC to GC-AG) + gain] – [(conversion from GC-AG to GT-
AG) + (conversion from GC-AG to NC) + loss]. 
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Table 4. The number of non-canonical (NC) intron-involving evolution events by 
comparing current nodes/leaves (specified) with their immediate ancestors (internal 
nodes only; not specified) – based on the “strict” and “all-gene” option 
Classi-
fication 
Node/
Leaf1 
Conservation 
(%)2 
Conversion3 
Gain4 Loss5 
Un-
known6 
Total7 
Net change 
of NC 
introns (%)8 
NC 
 
GT-AG 
NC 
 
GC-AG 
GT-AG 
 
NC 
GC-AG 
 
NC 
Dicot 
leaves 
LJ 5 (9.6) 0 0 25 0 15 1 6 52 +39 (+75.0) 
MT 3 (11.5) 1 0 13 0 2 4 3 26 +10 (+38.5) 
GM 5 (8.1) 0 0 18 1 22 1 15 62 +40 (+64.5) 
PT 3 (4.2) 0 0 36 1 17 3 12 72 +51 (+70.8) 
AT 4 (11.8) 0 0 11 1 5 6 7 34 +11 (+32.4) 
BR 2 (66.7) 0 0 1 0 0 0 0 3 +1 (+33.3) 
GH 3 (33.3) 0 0 5 0 0 0 1 9 +5 (+55.6) 
VV 3 (6.3) 1 0 22 0 5 5 12 48 +21 (+43.8) 
SL 1 (25.0) 0 0 1 0 1 0 1 4 +2 (+50.0) 
Dicot 
nodes 
1 3 (75.0) 0 0 1 0 0 0 0 4 +1 (+25.0) 
2 5 (55.6) 0 1 1 0 0 2 0 9 -2 (-22.2) 
3 6 (85.7) 0 0 0 0 0 0 1 7 0 (0) 
4 1 (50.0) 1 0 0 0 0 0 0 2 -1 (-50.0) 
5 2 (100) 0 0 0 0 0 0 0 2 0 (0) 
6 7 (53.8) 1 0 1 0 1 0 3 13 +1 (+7.7) 
7 5 (41.7) 0 0 0 0 0 4 3 12 -4 (-33.3) 
8 1 (100) 0 0 0 0 0 0 0 1 0 (0) 
Monocot 
leaves 
HV 2 (66.7) 0 0 1 0 0 0 0 3 +1 (+33.3) 
TA 2 (40.0) 0 0 1 0 0 0 2 5 +1 (+20.0) 
BD 4 (5.8) 0 0 51 0 9 2 3 69 +58 (+84.1) 
OS 12 (13.3) 0 0 15 0 16 2 45 90 +29 (+32.2) 
SB 6 (2.1) 0 0 66 0 33 5 171 281 +94 (+33.5) 
Monocot 
nodes 
9 0 (NA) 0 0 0 0 0 0 0 0 0 (NA) 
10 1 (100) 0 0 0 0 0 0 0 1 0 (0) 
11 3 (37.5) 0 0 1 0 0 3 1 8 -2 (-25.0) 
12 7 (43.8) 0 0 1 0 0 3 5 16 -2 (-12.5) 
Ancestor 
of dicots 
and 
monocots 
13 0 (0) - - - - - - 9 9 - 
Outgroup PP 0 (0) - - - - - - 21 21 - 
1. See Figure 1 for node IDs and species abbreviations. An evolution event at a current node/leaf is inferred by comparing its intron 
status with that of its immediate ancestor on a tree. Immediate ancestors of a given node/leaf could be different depending on different 
trees. 
2. Conservation: NC introns with the same splice site dinucleotides are present in both current node/leaf and the immediate ancestor. 
3. Conversion: NC introns are involved in conversions from the ancestor intron to the current intron. There is no conversion between NC 
introns with different splice site dinucleotides.  
4. Gain: NC intron is present in current node/leaf but absent in the immediate ancestor. 
5. Loss: NC intron is absent in current node/leaf but present in the immediate ancestor. 
6. Unknown: evolution events cannot be inferred due to ambiguous intron status. 
7. Total = conservation + conversion + gain + loss + unknown. 
8. Net change = [(conversion from GT-AG to NC) + (conversion from GC-AG to NC) + gain] – [(conversion from NC to GT-AG) + 
(conversion from NC to GC-AG) + loss]. 
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Table 5A. Comparisons of GT-AG/GC-AG conversions based on 
actual counts 
Comparison Leaves/nodes 
GT-AG 
 
GC-AG 
GC-AG 
 
GT-AG 
ratio 
P-value from 
χ2 test 
between 
dicots & 
monocots 
Dicot leaves 892 104 8.6 
3.2×10
-4
 
Monocot leaves 464 23 20.2 
Dicot nodes 176 41 4.3 
3.0×10
-9
 
Monocot nodes 190 1 190 
Dicot leaves & nodes 1,068 145 7.4 
1.3×10
-9
 
Monocot leaves & nodes 654 24 27.3 
between 
leaves & 
nodes 
Dicot leaves 892 104 8.6 
7.7×10
-4
 
Dicot nodes 176 41 4.3 
Monocot leaves 464 23 20.2 
0.015 
Monocot nodes 190 1 190 
Dicot & monocot leaves 1,356 127 10.7 
0.32 
Dicot & monocot nodes 366 42 8.7 
 
 
 
Table 5B. Comparisons of GT-AG/GC-AG conversions based on 
relative percentages 
Comparison Leaves/nodes 
GT-AG 
 
GC-AG 
(%)
1
 
GC-AG 
 
GT-AG 
(%)
2
 
ratio 
between dicots 
& monocots 
Dicot leaves 0.328 5.414 1:16.5 
Monocot leaves 0.325 1.310 1:4.0 
Dicot nodes 0.093 6.376 1:68.6 
Monocot nodes 0.300 0.195 1:0.65 
Dicot leaves & nodes 0.231 5.655 1:24.5 
Monocot leaves & nodes 0.317 1.058 1:3.3 
between leaves 
& nodes 
Dicot leaves 0.328 5.414 1:16.5 
Dicot nodes 0.093 6.376 1:68.6 
Monocot leaves 0.325 1.310 1:4.0 
Monocot nodes 0.300 0.195 1:0.65 
Dicot & monocot leaves 0.327 3.454 1:10.6 
Dicot & monocot nodes 0.145 3.633 1:25.1 
1. The percentage of GT-AG to GC-AG conversions in each group of leaves and/or nodes is calculated as (the 
number of evolutionary events converting GT-AG to GC-AG (see Table 5A))/(the number of evolutionary 
events involving GT-AG) × 100. 
2. The percentage of GC-AG to GT-AG conversions in each group of leaves and/or nodes is calculated as (the 
number of evolutionary events converting GC-AG to GT-AG (see Table 5A))/(the number of evolutionary 
events involving GC-AG) × 100. 
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Table 6. Comparisons of loss/gain ratios in different introns 
Comparison Intron Leaves/nodes Loss Gain 
Loss/Gain 
ratio 
P-value 
from χ2 test 
between 
dicots & 
monocots 
All 
introns 
Dicot leaves 3,446 936 3.68 
4.0×10
-16
 
Monocot leaves 1,144 144 7.94 
Dicot nodes 390 187 2.09 
1.4×10
-8
 
Monocot nodes 320 60 5.33 
Dicot leaves & nodes 3,836 1,123 3.42 
< 2.2×10
-16
 
Monocot leaves & nodes 1,464 204 7.18 
GT-AG 
introns 
Dicot leaves 3,387 855 3.96 
< 2.2×10
-16
 
Monocot leaves 1,111 73 15.22 
Dicot nodes 376 181 2.08 
1.5×10
-8
 
Monocot nodes 312 58 5.38 
Dicot leaves & nodes 3,763 1,036 3.63 
< 2.2×10
-16
 
Monocot leaves & nodes 1,423 131 10.86 
between 
leaves & 
nodes 
All 
introns 
Dicot leaves 3,446 936 3.68 
3.5×10
-9
 
Dicot nodes 390 187 2.09 
Monocot leaves 1,144 144 7.94 
0.020 
Monocot nodes 320 60 5.33 
Dicot & monocot leaves 4,590 1,080 4.25 
1.7×10
-6
 
Dicot & monocot nodes 710 247 2.87 
GT-AG 
introns 
Dicot leaves 3,387 855 3.96 
4.1×10
-11
 
Dicot nodes 376 181 2.08 
Monocot leaves 1,111 73 15.22 
1.7×10
-8
 
Monocot nodes 312 58 5.38 
Dicot & monocot leaves 4,498 928 4.85 
3.8×10
-10
 
Dicot & monocot nodes 688 239 2.88 
  
 
1
1
9
 
Table S1. Species and data sources 
Species 
abbreviation 
Species ESTs/cDNAs 
Genomic 
sequences 
Genomic sequence 
source 
Gene 
annotation 
Version of 
GeneSeqer 
alignments from 
PlantGDB 
AT 
Arabidopsis 
thaliana 
www.plantgdb.org 5 chromosomes www.plantgdb.org TAIR 7 AtGDB159 
BD 
Brachypodiu
m distachyon 
www.brachypodium.org 1015 scaffolds www.brachypodium.org NA NA
1 
BR Brassica rapa www.plantgdb.org 52 BACs www.plantgdb.org NA BrGDB154 
GH 
Gossypium 
hirsutum 
www.plantgdb.org 150 BACs www.plantgdb.org NA GhGDB160 
GM Glycine max www.plantgdb.org 3317 scaffolds www.plantgdb.org JGI v0.1c GmGDB163 
HV 
Hordeum 
vulgare 
www.plantgdb.org 59 BACs www.plantgdb.org NA HvGDB157 
LJ 
Lotus 
japonicus 
www.plantgdb.org 1500 BACs www.plantgdb.org NA LjGDB160 
MT 
Medicago 
truncatula 
www.plantgdb.org 8 chromosomes
2
 www.medicago.org Mt1.0 MtGDB159 
OS Oryza sativa www.plantgdb.org 12 chromosomes www.plantgdb.org TIGR 5 OsGDB157 
PP 
Physcomitrell
a patens 
www.plantgdb.org 2106 scaffolds www.plantgdb.org JGI v1.1 PpGDB163 
PT 
Populus 
trichocarpa 
www.plantgdb.org 19 chromosomes www.plantgdb.org JGI v1.1 PtGDB157 
SB 
Sorghum 
bicolor 
www.plantgdb.org 10 chromosomes www.plantgdb.org JGI Sbi1.4 SbGDB161 
SL 
Solanum 
lycopersicum 
www.plantgdb.org 423 BACs www.plantgdb.org NA SlGDB160 
TA 
Triticum 
aestivum 
www.plantgdb.org 57 BACs www.plantgdb.org NA TaGDB154 
VV Vitis vinifera www.plantgdb.org 19 chromosomes www.genoscope.cns.fr 
Genoscope 
1 
VvGDB161 
1. GeneSeqer alignments in Brachypodium were provided by PlantGDB directly. No version number was available. 
2. The chromosome sequence of Medicago includes eight chromosomes and a concatenation of unanchored BACs. 
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Table S2. Summary of the ciwogPlants v.2 database 
Species abbreviation AT BD BR GH GM HV LJ MT OS PP PT SB SL TA VV Total 
ESTs 1,276,131 20,587 21,222 177,182 392,393 461,874 150,631 225,522 1,211,079 326,059 89,943 204,308 258,253 853,621 320,538 5,989,343 
cDNAs 74,958 0 381 558 1,526 1,214 260 824 48,705 398 0 137 5,655 2,386 652 137,654 
Non-redundant cognate 
alignments 
1,192,937 24,272 707 3,384 381,552 9,391 67,681 125,459 1,276,980 329,628 77,308 202,969 35,014 12,669 259,775 3,999,726 
Assembled unique 
transcripts (AUTs) 
54,507 8,733 325 781 72,574 623 14,472 22,439 99,620 42,739 20,928 45,895 5,744 1,005 37,496 427,881 
EST/cDNAs per AUT 21.89 2.78 2.18 4.33 5.26 15.07 4.68 5.59 12.82 7.71 3.69 4.42 6.10 12.61 6.93 9.35 
Annotated genes 35,608 0 0 0 62,199 0 0 42,367 67,450 35,938 30,260 35,849 0 0 21,189 330,860 
High-
quality 
introns 
All 96,782 14,985 207 301 92,411 416 9,174 30,183 115,540 63,579 24,268 52,375 7,373 147 32,861 540,602 
U2 
GT-AG 
(%) 
94,659 
(97.81) 
14,607 
(97.48) 
201 
(97.10) 
260 
(86.38) 
89,415 
(96.76) 
385 
(92.55) 
8,705 
(94.89) 
29,535 
(97.85) 
106,374 
(92.07) 
58,945 
(92.71) 
23,445 
(96.61) 
48,947 
(93.45) 
7,185 
(97.45) 
128 
(87.07) 
31,716 
(96.52) 
514,507 
(95.17) 
U2 
GC-AG 
(%) 
1,075 
(1.11) 
209 
(1.39) 
1 
(0.48) 
4 
(1.33) 
1,313 
(1.42) 
7 
(1.68) 
109 
(1.19) 
321 
(1.06) 
2,075 
(1.80) 
733 
(1.15) 
360 
(1.48) 
811 
(1.55) 
90 
(1.22) 
1 
(0.68) 
435 
(1.32) 
7,544 
(1.40) 
U2 Non-
canonical 
(%) 
817 
(0.84) 
123 
(0.82) 
5 
(2.42) 
35 
(11.63) 
1,447 
(1.57) 
24 
(5.77) 
335 
(3.65) 
249 
(0.82) 
6,829 
(5.91) 
3,766 
(5.92) 
389 
(1.60) 
2,488 
(4.75) 
71 
(0.96) 
18 
(12.24) 
615 
(1.87) 
17,211 
(3.18) 
U12 (%)1 
231 
(0.24) 
46 
(0.31) 
0 
(0) 
2  
(0.66) 
236 
(0.26) 
0 
(0) 
25 
(0.27) 
78 
(0.26) 
262 
(0.23) 
135 
(0.21) 
74 
(0.30) 
129 
(0.25) 
27 
(0.37) 
0 
(0) 
95 
(0.29) 
1,340 
(0.25) 
Alternative 
gene groups 
All 39,857 8,252 306 640 75,904 469 13,001 46,729 87,957 49,207 34,957 49,070 4,631 765 34,937 446,682 
In OGCs 25,865 4,934 226 365 39,787 215 5,615 26,432 45,306 26,751 23,470 29,258 3,096 267 20,535 252,122 
In OGCs 
with ≥2 
species 
20,253 4,842 224 249 32,307 147 4,184 16,553 29,187 13,792 21,294 22,160 2,159 144 16,566 184,061 
Singletons 13,992 3,318 80 275 36,117 254 7,386 20,297 42,651 22,456 11,487 19,812 1,535 498 14,402 194,560 
Orthologous 
gene 
clusters 
(OGCs) 
All 12,911 4,302 208 227 15,711 143 3,747 11,292 17,658 9,276 13,001 16,333 1,527 162 11,697 33,853 
OGCs 
with ≥2 
species 
11,855 4,276 207 194 13,350 116 3,236 8,764 15,107 7,112 12,212 15,096 1,316 107 10,990 19,596 
1. The number of U12-type introns includes those identified by orthology (see Materials and Methods). 
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Chapter 5. The Significance of GC Donor and Non-canonical Splice Sites in 
Alternative Splicing 
A manuscript prepared for submission to BMC Genomics  
Yuanbin Ru and Volker P. Brendel 
 
Abstract 
Background 
 Global analysis of alternative splicing (AS) in plants has been facilitated by 
EST/cDNA-based and high-throughput sequencing methods. However, the mechanism of 
plant AS regulation is still largely unknown. In this study we explore how splice site 
sequences, the canonicity of splice site dinucleotides in particular, affect AS in plants. 
Results 
 We identified AS events in 15 plant species by comparing high-quality transcript-
confirmed introns and exons. We showed that intron retention is the most dominant AS event 
across all 15 species, representing roughly half of the total AS events. Up to ~50% of genes 
containing high-quality transcript-confirmed introns are alternatively spliced. We then 
studied the behavior and effect on protein sequences in AS for AS events and introns with 
different splice site dinucleotides. First, the probability of an intron to be alternatively spliced 
depends partly, if not mainly, on its splice site canonicity. In a per-intron situation, AS 
probabilities of different intron groups negatively correlate with their splice site canonicities. 
Second, different types of alternatively spliced introns show distinct preferences over 
different types of AS events. For example, introns with GC donor and AG acceptor sites are 
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overrepresented in alternative donor events, suggesting that the alternation between 
alternative donor sites is more likely to happen when a GC rather than GT donor site is 
present. Third, we showed that different types of alternatively spliced introns and AS events 
have different effects on open reading frames.  
Conclusions 
Our survey of AS in 15 species is the most extensive to date in plants. The negative 
correlation between splice site canonicity and the likelihood of AS, along with the splice 
sites’ dynamic effects on AS and protein diversity, underlines the important role of GC-AG 
and non-canonical introns in AS regulation. 
 
Background 
 Eukaryotic genes are transcribed into pre-mRNAs that usually contain coding and 
untranslated regions that are called exons along with intervening noncoding spliceosomal 
introns [1]. Pre-mRNA splicing, or the process of removing introns, is controlled by 
spliceosome – a dynamically interacting small nuclear RNA-protein complex [2, 3]. 
Alternative splicing (AS) occurs when different patterns of splicing are resulting from the 
same pre-mRNA. AS is essential for regulated gene expression and has various effects on 
mRNAs and proteins. For example, mRNA abundance can be regulated through the coupling 
of AS and nonsense mediated mRNA decay (NMD), a mechanism termed regulated 
unproductive splicing and translation (RUST) [4, 5]. Another effect of AS is commonly 
viewed as its ability to increase transcriptome and proteome diversities [6, 7] although the 
degree of proteome expansion is debated [8]. 
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 Genome-wide analyses of AS provide global insights into AS regulation and 
complexity [9, 10]. These analyses depend upon expressed sequence tags (ESTs) and cDNAs 
[11, 12], microarray platforms, including splice junction microarrays and whole-genome 
tiling arrays [9, 13], and high-throughput transcriptome sequencing [14]. In plants, studies 
utilizing ESTs and cDNAs have indicated that various portions of transcript-confirmed genes 
are alternatively spliced, such as ~22-24% in Arabidopsis [15, 16], ~21-33% in rice [15, 16], 
~19% in maize [10], ~21% in moss [17] and less than 10% in Medicago and Lotus [18], 
depending on species and the number of available transcripts. A high-throughput sequencing 
approach raises the AS proportion to at least 42% in intron-containing genes in Arabidopsis 
[19]. However, this AS percentage is still significantly lower than the estimates (~92-95%) 
from high-throughput sequencing in human [20, 21]. 
 In animals, mechanisms of AS regulation involve controlling splice site recognition 
by activator and inhibitor proteins and pre-mRNA structures, position-dependent regulation 
by cis-acting elements, interaction between U1 and U2 small nuclear ribonucleoprotein 
particles (snRNPs), and transcription-coupled and tissue-specific regulations [22]. On the 
contrary, regulation of AS in plants is an emerging and mostly unexplored area [7].  
This study is intended to explore how splice site sequences, in particular the 
canonicity of splice site dinucleotides, affect AS in plants. We identified AS events in 15 
plant species based on spliced alignments of ESTs and cDNAs to genomic sequences. Our 
results showed that intron retention is the most abundant AS event across all species, 
comprising about half of all AS events. Up to ~50% of genes containing transcript-confirmed 
introns are alternatively spliced. The likelihood of an intron to be alternatively spliced 
negatively correlates with its splice site canonicity. Alternatively spliced (AS) introns with 
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different splice sites show distinct preferences over different types of AS events. For example, 
introns with GC donor and AG acceptor sites (GC-AG introns) are overrepresented in 
alternative donor (AltD) events, suggesting that the alternation between alternative donor 
sites is more likely to happen when there is a GC rather than GT donor site. We also showed 
that different types of AS introns and AS events have different effects on open reading 
frames. In summary, the genome-wide study supports that regulated AS favors less canonical 
splice sites and indicates the splice sites’ dynamic effects on AS and subsequent protein 
diversity. 
 
Methods 
Species, sequence and alignment data 
ESTs, cDNAs, genomic sequences and gene annotations of 15 plant species were 
downloaded from variable sources (see Table S1 in Chapter 4). GeneSeqer [23, 24] spliced 
alignments of ESTs and cDNAs to genomes were provided by PlantGDB [25] (see Table S1 
in Chapter 4). 
Processing of spliced alignments 
Spliced alignments were parsed and loaded into a MySQL database as described [24]. 
The best alignment(s), aka cognate spliced alignment, for each EST/cDNA were identified 
according to Zhu et al [24]. To eliminate redundancy caused by overlapping BAC ends in 
BAC-based alignments, overlapping BACs in each species were defined by all-versus-all 
Vmatch [26] and BLAST [27] runs. For Vmatch, direct and palindromic matches must be at 
least 10 kb in length and have minimal identity of 99%. For BLAST, a minimum e-value of 
1e-100 was used and its results were selected using the same length and identity cutoffs as in 
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Vmatch. Only one copy of the cognate spliced alignments for each EST/cDNA was retained 
if they were from different overlapping BAC ends and had identical GeneSeqer similarity 
and coverage scores and exon/intron borders. 
 Overlapping cognate spliced alignments on the genome were grouped into transcript 
clusters. Within each cluster, assembled unique transcripts (AUTs) were derived from 
alignments with consistent structures to represent different transcript isoforms from the same 
locus. For two structures to be consistent, they must meet all of the following criteria. First, 
they are on the same strand of the genome and overlap with each other. Second, the intron 
and exon coordinates from the two structures in the overlapped region must be identical. 
Finally, if the overlapped region contains no introns and only part of an exon, both structures 
should be single-exon structures if both of them are supported by cDNAs; or the structure 
supported by ESTs only should be single-exon structure if the other structure is supported by 
one or more cDNAs. The third criterion was used to prevent combining cDNAs from two 
different gene loci whose terminal exons overlap. After the assembly, the longest open 
reading frame (ORF) was derived for each AUT. 
Selection of high-quality introns and exons 
Identification of high-quality introns and exons was based on cognate spliced 
alignments. High-quality exons are exons with GeneSeqer similarity scores ≥0.95. High-
quality introns are introns with both GeneSeqer donor and acceptor similarity scores =1, 
meaning no mismatches in up to 50-bp alignments flanking the intron, and whose flanking 
exons are both high-quality exons. Redundancy was removed if two introns or two exons 
have identical coordinates on the same strand of the same genomic sequence. In addition, 
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single exons in which one contains another and terminal exons with identical splice site 
coordinate were combined. 
Identification of AS events 
AS events were identified by comparing coordinates of high-quality introns and 
exons according to Wang and Brendel [16]. AS events were categorized into five types: 
alternative acceptor (AltA; only the acceptor site is alternatively spliced), alternative donor 
(AltD; only the donor site is alternatively spliced), alternative position (AltP; both splice sites 
are alternatively spliced), intron retention (IntronR; the same intron is spliced in one 
transcript but retained in another transcript) and exon skipping (ExonS; the same exon is 
skipped in one transcript but contained in another transcript). 
Alternative gene groups 
To represent potential gene loci, AUTs and annotated genes were grouped into 
alternative gene groups as in an earlier report [28]. To be in the same alternative gene group, 
pairs of AUTs and/or annotations must meet all of the following criteria: (1) they must be on 
the same strand of the same genomic sequence; (2) their protein-coding genomic regions 
overlap; (3) they must share at least one intron in the protein-coding regions or at least 50% 
of the genomic exon sequence of the shorter gene. 
Sampling tests and randomization tests 
We used random samplings to provide statistical support when comparing mean 
characteristics between two groups of introns with different sizes. Random sample of the 
same size as the small group was extracted from the large group. In matched-abundance 
random samplings, each sampled intron should have the same or similar number of 
supporting ESTs/cDNAs as its corresponding intron from the small group. P-value was 
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calculated as the fraction of 10,000 random samples with a mean not lower than the small 
group’s if the small group has a larger mean or a mean not greater than the small group’s if 
the large group has a larger mean. 
We used randomization tests to check whether the mean feature difference between a 
small group of AS introns and a group of all introns is statistically significant. The label of 
intron types (GT-AG, GC-AG, and non-canonical) and the label of AS (whether AS or not, 
or the five AS types) were randomly rearranged within all introns. The mean feature of a 
given intron type in the resulting AS introns was calculated after each randomization and 
compared with the original mean feature of the small group. After 10,000 randomizations, P-
value was calculated as the fraction of randomizations whose mean feature is less than or 
equal to the original mean of the small group if the original mean of the small group is less 
than the original one in all introns, or whose mean feature is greater than or equal to the 
original mean of the small group if the original mean of the small group is greater than the 
original one in all introns. 
Change of ORFs in AS events 
To compare ORFs of a pair of sequence in an AS event, we required a one-to-one 
relationship between AS event and AS sequence pair. Two AUTs differing in only one AS 
event were compared; and only one representative pair of AUTs from each AS event were 
compared. ORFs of the two AUTs in an AS event must be at least 50 amino acids in lengths. 
We compared three regions in the two ORFs if necessary: the AS region where partial or 
whole sequence of the AS exon is present in one AUT but absent in another; and the 
upstream and downstream regions of the AS region. The effect of AS events on ORFs was 
classified as (1) No-effect (NE), where AS occurs at the 5’- or 3’-untranslated region (UTR) 
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and the two ORFs are identical; (2) in-frame and read-through (IF-RT), in which AS region 
is in ORFs and AS event does not change reading frames of upstream and downstream 
regions; this means the AS region is read through in one of the sequence; (3) in-frame and 
different start codons (IF-M), where one sequence uses a start codon in the AS region but 
both downstream regions share the same reading frame; (4) in-frame and different stop 
codons (IF-*), where one sequence uses a stop codon in the AS region but both upstream 
regions share the same reading frame; and (5) altered-frame (AF), in which reading frames 
are completely different in the two sequences. 
 
Results and Discussion 
Identification of AS events and genes 
We first identified introns and exons based on spliced alignments of ESTs and 
cDNAs to genomic sequences in 15 plant species. Only introns and exons confirmed by high-
quality alignments (high-quality introns and exons; see Methods) were used to identify AS 
according to Wang and Brendel [16]. Table S2 in Chapter 4 summarizes transcripts, introns 
and related sequences that were used in our analysis. 
 Figure 1 and Table 1 show the relative proportion of the five types of AS events. 
Consistent with previous studies in land plants and green alga [16, 18, 29, 30], IntronR is the 
most abundant AS type, comprising an average of more than 50% of all AS types. Roughly 
15% of the AS events are AltA or ExonS; while less than 10% are AltD or AltP. The relative 
contribution of each AS type is similar between dicots and monocots (Figure 1). In all 
species, the proportion of genes undergoing AS is considerably higher in genes with high-
quality introns than in genes with transcript supports (Table 1). This is because a fraction of 
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the genes with transcript evidence do not contain high-quality introns or even introns. The 
percentages of AS genes in Arabidopsis, Medicago, Lotus, rice and moss are comparable 
with previous studies in which transcript-confirmed genes were examined [15-18]. When 
considering genes with high-quality introns, ~33% and ~49% of them are alternatively 
spliced in Arabidopsis and rice, respectively (Table 1). The variation of percent AS genes 
between species could be due to species specificity and limited number of ESTs and cDNAs 
in some of them [18]. Given deeper and broader surveys, low abundant and spatial- and/or 
temporal-expressed AS isoforms will continue be uncovered. A high-throughput sequencing 
method increases the share of AS genes in intron-containing genes from ~33% (this study) to 
~42% [19] in Arabidopsis. Although significant, the increase is limited when compared to 
the ~92-95% AS genes in human [20, 21], suggesting that the prevalent of AS could be 
different between plants and animals.  
Negative correlation between splice site canonicity and the likelihood of AS 
We then compared AS in three groups of high-quality introns: introns with GT donor 
and AG acceptor sites (GT-AG), introns with GC donor and AG acceptor sites (GC-AG), and 
introns with other combination of donor and acceptor dinucleotides (non-canonical). The first 
question to answer is whether different groups of introns have different preferences to 
undergo AS in general. 
The first step to answer the question was to test the independence between intron 
types and whether the introns are alternatively spliced or not. We performed four χ2 tests 
(GT-AG vs. GC-AG vs. non-canonical; GT-AG vs. GC-AG; GT-AG vs. non-canonical; GC-
AG vs. non-canonical) for each of the 11 species that have enough intron counts (≥5) for the 
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test. Most of the tests (41 out of 44) had significant p-values (<0.05; data not shown), 
indicating that intron types are not independent of AS. 
Secondly, we wanted to check whether some types of introns have higher AS 
percentage than others. The proportion of AS introns has the tendency to negatively correlate 
with the degree of canonicity of their splice sites (Figure 2). GT-AG and non-canonical 
introns have the lowest and highest percentage of AS introns, respectively; while GC-AG 
introns fall in between the two. The significance of the AS difference between the three 
intron types observed in Figure 2 was supported by paired t-tests and matched-abundance 
sampling tests (see Methods and Tables S1 and S2 in Supplemental Materials). 
Finally, we compared the ratio of a given type of AS introns over all AS introns (AS 
intron ratio or observed ratio) with the ratio of the same type of introns over all introns 
(whole-genome intron ratio or expected ratio). The assumption is that, if all three types of 
introns have the same preference to undergo AS, their observed ratio would be equal to their 
expected ratio. If one type of introns is less likely to be alternatively spliced than others, the 
observed ratio would be less than expected. This is exactly the case for GT-AG introns 
(Figure 3 and Table S3 in Supplemental Materials), which have the lowest observed/expected 
ratio in every species examined. GC-AG introns have higher observed/expected ratio than 
GT-AG introns. And non-canonical introns have the highest observed/expected ratio, 
suggesting that they are most likely to be alternatively spliced among the three intron groups. 
The significance of this negative correlation between observed/expected ratio and the degree 
of canonicity of splice sites in Figure 3 was supported by paired t-tests and randomization 
tests (see Methods and Tables S4 and S5 in Supplemental Materials). 
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Experiments of the let-2 gene in Caenorhabditis elegans indicated that a weak GC donor 
site works coordinately with an alternative GT site and is vital in the gene’s developmentally 
regulated AS [31]. The enrichment of GC-AG introns in AS introns in human [32] and 
Arabidopsis [15, 19] also provided some insights into the importance of GC donor site in AS. 
This study not only confirmed the exceptional role of GC donor site in AS in a large number 
of plant species, but also discovered non-canonical splice sites as another essential piece of 
the AS puzzle. Our results showed that non-canonical and GC-AG introns have the highest 
and second highest probabilities, respectively, to undergo AS. Both groups of introns are 
more likely to be alternatively spliced than the most canonical GT-AG introns are. We 
conclude that the probability of an intron to be alternatively spliced depends partly, if not 
mainly, on its splice site canonicity. In a per-intron situation, the AS probability of different 
intron groups is ranked as: non-canonical > GC-AG > all > GT-AG. 
Different types of AS introns show distinct preferences over different AS types 
The second question to answer in comparing AS among various introns is whether 
AS introns with different splice sites show different preferences over the five AS types (AltA, 
AltD, AltP, ExonS, and IntronR; see Methods for descriptions). 
We first used χ2 tests to test the independence between the three types of AS introns 
and the five AS types. All tests based on enough intron counts (≥5) had significant p-values 
(<0.05; data not shown). So intron types are not independent of AS types. 
In the next step, we wanted to determine the preference of different types of AS 
introns among the five AS types. We compared the observed ratio, the ratio of a given type 
of AS introns over all AS introns within a given AS type, to the expected ratio, the similar 
ratio within all AS types. The assumption is that, if this particular type of introns has the 
132 
same preference to be involved in all five types of AS, there would be no difference between 
its observed and expected ratios. The comparison showed that GT-AG, GC-AG and non-
canonical introns have distinct preferences over the five AS types (Figure 4). Some of the 
preferences were ubiquitous in all plant species we examined (Figure 4 and Table 2) and 
were confirmed by paired t-tests and randomization tests (see Methods and Tables S6 and S7 
in Supplemental Materials). As summarized in Table 2, GT-AG introns are overrepresented 
in AltA and AltD events and underrepresented in AltP and IntronR events; GC-AG introns 
are overrepresented in AltD events and underrepresented in AltA events; non-canonical 
introns are overrepresented in AltP and IntronR events and underrepresented in AltA and 
AltD events. 
 The preference of introns with different splice sites in AS events can be explained by 
the canonicity of their splice sites. When a donor site is not GT, or an acceptor site is not AG, 
it acts more likely as an alternative site. For example, the observation that GC-AG introns are 
overrepresented in AltD events can be explained by GC sites’ preference to undergo AS. The 
alternation between current and other donor sites is more likely to happen when a GC rather 
than GT donor site is present. For non-canonical introns, both splice sites are weak and tend 
to be alternatively spliced. So non-canonical introns favor AltP and IntronR events, in which 
both sites change. On the contrary, these two AS events are unfavorable for GT-AG introns 
since both canonical splice sites are less probable to change. 
Different types of AS introns have different effects on open reading frames (ORFs) 
The third question to answer in comparing AS introns is whether AS introns with 
different splice sites have different effects on ORFs. Since it is ambiguous to estimate the 
effect of an AS event if multiple AS events occur in the same sequence pair, we required a 
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one-to-one relationship between AS event and AS sequence pair. We compared the two 
ORFs in an AS event and classified AS effect on ORFs into five categories based on how 
ORFs change in the AS region and its upstream and downstream regions (see Methods for 
details). We then asked whether different AS introns show different preferences over the five 
categories. 
We compared the observed ratio, the ratio of a given type of AS introns over all AS 
introns in AS events with a given AS effect, to the expected ratio, the similar ratio in AS 
events with any of the five AS effects. The assumption is that, if a particular type of introns 
has identical tendency to have all five types of AS effects, its observed and expected ratios 
would be the same. Figure 5 showed that AS GT-AG, GC-AG and non-canonical introns 
have distinct effects on ORFs. Some preferences over AS effects were shared by all plant 
species we examined (Figure 5 and Table 3) and were supported by paired t-tests and 
randomization tests (see Methods and Tables S8 and S9 in Supplemental Materials). As 
summarized in Table 3, AS GT-AG introns, when compared with all AS introns, are more 
likely in AS events having stop codon in AS region of one of the sequences (in-frame and 
different stop codons, IF-*). Non-canonical introns, on the other hand, are in AS events 
showing less IF-* effects than expected. They are also more likely in AS events having read-
through AS region (in-frame and read-through, IF-RT). We could not observe any preference 
for GC-AG introns. 
Different AS events show different effects on ORFs 
In addition to the effect of AS introns on ORFs, we also investigated the effect of AS 
events on ORFs. By using the same data set with one-to-one relationship between AS event 
and AS sequence pair, we compared the observed ratio, the ratio of a given type of AS events 
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with a given effect over all five types of AS events with the same effect, to the expected ratio, 
the similar ratio in AS events with any of the five effects. Similarly, we assumed that the 
observed ratio would be identical to the expected ratio if a particular type of AS events shows 
no difference among the five effects. Our results showed that each of the five types of AS 
events has its own favorable and/or unfavorable effects that were observed in most, if not all, 
plant species with enough AS events (Figure 6 and Table 4) and supported by paired t-tests 
and randomization tests (see Methods and Tables S10 and S11 in Supplemental Materials). 
As summarized in Table 4, IF-* effect is favorable in IntronR events but unfavorable in all 
other events, suggesting that retained introns are more likely to introduce stop codons than 
AS exons are. A new start codon (or IF-M effect, in-frame and different start codons) is 
underrepresented in AS regions of AltA events, which also favor in-frame and read-through 
(IF-RT) effect. NE effect, in which AS occurs in UTRs and does not affect ORFs, is 
overrepresented in AltD events. All these observations suggest that ORF-changing effects 
(IF-* and IF-M) are unfavorable in AS events involving part of the AS intron/exon in their 
ORFs (AltA, AltD, AltP and ExonS) and favorable in AS events including the whole AS 
intron in the ORF (IntronR). On the other hand, ORF-maintaining effects (IF-RT and NE) are 
preferred in some of the AS events involving part of the AS intron/exon in their ORFs (AltA 
and AltD). 
 
Conclusions 
Our survey of AS in 15 plant species is the most extensive to date. We showed that 
the dominance of IntronR in AS events could be a universal phenomenon in the plant 
kingdom. Up to ~50% of genes containing transcript-confirmed introns are alternatively 
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spliced. The canonicity of a splice site determines its chance to be alternatively spliced: the 
less canonical a splice site is, the more likely it undergoes AS. We demonstrated the splice 
sites’ dynamic effects on AS and resulting protein diversity, part of which can be explained 
by splice site canonicity. These results support the finding in Arabidopsis [15, 19] and human 
[32] that GC-AG introns are overrepresented in AS introns. In addition, our study not only 
confirmed the first time the significant role of GC donor site in AS in a large number of plant 
species, but also discovered non-canonical splice sites as another essential piece of the AS 
puzzle. Our findings, together with the accumulation of GC donor sites from GT to GC donor 
conversions in mammals [33] and plants [34] and the notion that regulated AS requires weak 
splice sites [35], underscore the evolutionary significance of GC donor and non-canonical 
splice sites in AS. 
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AF, altered-frame; AltA, alternative acceptor; AltD, alternative donor; AltP, 
alternative positions; AS, alternative splicing or alternatively spliced; AUT, assembled 
unique transcript; EST, expressed sequence tag; ExonS, exon skipping; IF-M, in-frame and 
different start codons; IF-RT, in-frame and read-through; IF-*, in-frame and different stop 
codons; IntronR, intron retention; NE, no-effect; NMD, nonsense mediated decay; ORF, 
open reading frame; RUST, regulated unproductive splicing and translation; snRNP, small 
nuclear ribonucleoprotein particle; UTR, untranslated region. 
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Figures 
 
Figure 1. Mean percentage (± 1 standard error) of each of the five types of AS events in all 
AS events in all 14 species (white bars), eight dicots (light grey bars) and five monocots 
(dark grey bars). The 14 species are species having total AS events ≥20. 
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Figure 2. Proportion of AS introns. Shown are 11 species that have intron counts ≥5 in all 
bars. See Table S1 in Chapter 4 for species abbreviations. Black bars, all introns; dark gray 
bars: GT-AG introns; light gray bars: GC-AG introns; white bars: non-canonical introns. 
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Figure 3. Observed (in AS introns) versus expected (in all introns) intron proportions. Y axis 
represents log2 values of (observed proportion/expected proportion). Shown are 11 species 
that have intron counts ≥5 in all bars. See Table S1 in Chapter 4 for species abbreviations. 
Dark gray bars: GT-AG introns; light gray bars: GC-AG introns; white bars: non-canonical 
introns. 
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Figure 4. Observed/expected ratios of AS (A) GT-AG, (B) GC-AG and (C) non-canonical 
introns in different AS types. The observed ratio is the ratio of a given type of AS introns 
over all AS introns within a given AS type. The expected ratio is the similar ratio within all AS 
types. Y axis represents log2 values of observed/expected ratios. Shown are species having 
intron counts ≥5 in all bars. See Table S1 in Chapter 4 for species abbreviations. 
143 
 
Figure 5. Observed/expected ratios of AS (A) GT-AG, (B) GC-AG and (C) non-canonical 
introns in AS events with different effects on ORFs. The observed ratio is the ratio of a given 
type of AS introns with a given AS effect over all AS introns with the same AS effect. The 
expected ratio is the ratio of a given AS introns over all AS introns for all AS effects. Y axis 
represents log2 values of observed/expected ratios. Shown are species having intron counts 
≥5 in all bars. See Table S1 in Chapter 4 for species abbreviations. Black bars, altered-
frame (AF); dark gray bars, in-frame stop codon (IF-*); gray bars, in-frame start codon (IF-M); 
light gray bars, in-frame and read-through (IF-RT); white bars, no-effect (NE). 
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Figure 6. Observed/expected ratios of (A) AltA, (B) AltD, (C) AltP, (D) ExonS and (E) IntronR 
events with different effects on ORFs. The observed ratio is the ratio of a given type of AS 
events with a given AS effect over all AS events with the same AS effect. The expected ratio 
is the ratio of a given AS events over all AS events for all AS effects. Y axis represents log2 
values of observed/expected ratios. Shown are species having event counts ≥5 in all bars. 
See Table S1 in Chapter 4 for species abbreviations. Black bars, altered-frame (AF); dark 
gray bars, in-frame stop codon (IF-*); gray bars, in-frame start codon (IF-M); light gray bars, 
in-frame and read-through (IF-RT); white bars, no-effect (NE). 
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Tables 
Table 1. Counts of alternative splicing events and genes 
Classification 
Species 
abbreviation 
 
AltA 
(%)
1
 
AltD 
(%)
1
 
AltP 
(%)
1
 
ExonS 
(%)
1
 
IntronR 
(%)
1
 
Total (%)
2
 
Dicots 
AT 
Events 
1789 
(18.1) 
892 (9.0) 216 (2.2) 907 (9.2) 6106 (61.6) 9910 
Genes 1648 862 182 579 4416 
6198 
(19.7; 32.7) 
BR 
Events 0 (0) 0 (0) 0 (0) 0 (0) 2 (100) 2 
Genes 0 0 0 0 2 
2 
(0.7; 1.7) 
GH 
Events 4 (10.3) 2 (5.1) 8 (20.5) 1 (2.6) 24 (61.5) 39 
Genes 3 2 6 1 21 
27 
(4.2; 20.9) 
GM 
Events 
1217 
(17.0) 
793 
(11.1) 
303 (4.2) 
1207 
(16.9) 
3630 (50.8) 7150 
Genes 1243 821 317 842 3402 
5643 
(11.8; 21.1) 
LJ 
Events 68 (20.5) 41 (12.4) 14 (4.2) 41 (12.4) 167 (50.5) 331 
Genes 78 47 14 42 156 
311 
(2.4; 6.9) 
MT 
Events 
301 
(18.4) 
221 
(13.5) 
48 (2.9) 
255 
(15.6) 
813 (49.6) 1638 
Genes 306 217 48 180 737 
1298 
(8.4; 16.2) 
PT 
Events 
157 
(14.5) 
94 (8.7) 37 (3.4) 
236 
(21.9) 
556 (51.5) 1080 
Genes 156 97 40 173 510 
895 
(5.8; 11.0) 
SL 
Events 96 (16.6) 73 (12.6) 12 (2.1) 
140 
(24.2) 
257 (44.5) 578 
Genes 95 72 14 99 234 
449 
(9.7; 20.1) 
VV 
Events 
376 
(14.6) 
278 
(10.8) 
112 (4.3) 
557 
(21.6) 
1256 (48.7) 2579 
Genes 384 279 84 349 1151 
1947 
(7.7; 20.4) 
Monocots 
BD 
Events 44 (17.9) 16 (6.5) 7 (2.8) 15 (6.1) 164 (66.7) 246 
Genes 49 18 8 14 173 
249 
(3.0; 4.8) 
HV 
Events 4 (7.7) 3 (5.8) 3 (5.8) 3 (5.8) 39 (75.0) 52 
Genes 4 3 1 2 22 
28 
(6.0; 28.6) 
OS 
Events 
3124 
(13.8) 
1921 
(8.5) 
1479 
(6.5) 
3302 
(14.6) 
12844 
(56.7) 
22670 
Genes 3100 2023 1124 2217 9112 
12615 
(22.7; 48.8) 
SB 
Events 
608 
(10.8) 
396 (7.0) 
678 
(12.0) 
1437 
(25.4) 
2532 (44.8) 5651 
Genes 635 408 494 629 1984 
3237 
(10.8; 22.6) 
TA 
Events 4 (14.3) 0 (0) 4 (14.3) 9 (32.1) 11 (39.3) 28 
Genes 4 0 4 1 6 
13 
(1.7; 24.5) 
Outgroup PP 
Events 
1385 
(17.8) 
1601 
(20.6) 
280 (3.6) 741 (9.5) 3757 (48.4) 7764 
Genes 1359 1506 289 636 3153 
5339 
(19.4; 32.4) 
1. Percentage of each of the five AS events in all AS events is shown. 
2. The first percentage in the parenthesis is the percentage of AS genes in genes with transcript supports. The second percentage is the 
percentage of AS genes in genes with high-quality introns. Alternative gene groups, which combine transcript-confirmed and 
annotated genes, are used to represent genes in each species. 
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Table 2. Favorable (+) and unfavorable (-) AS types for different introns 
Introns AltA AltD AltP ExonS IntronR 
GT-AG + + -  - 
GC-AG - +    
Non-
canonical 
- - +  + 
This table is a summary based on Figure 4 and Tables S4 and S5 in Supplemental Materials. An AS type for 
given introns must show the same trend (>0 for favorable and <0 for unfavorable in Figure 4) and be significant 
in randomization tests (Table S7) in at least 75% of the species. It also must have significant P-value in paired t-
test comparing this AS type with all AS types (Table S6). In addition, no opposite trends should have significant 
P-values in randomization tests. 
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Table 3. Favorable (+) and unfavorable (-) effects on ORFs for different AS introns 
AS introns AF IF-* IF-M IF-RT NE 
GT-AG  +    
GC-AG      
Non-canonical  -  +  
This table is a summary based on Figure 5 and Tables S6 and S7 in Supplemental Materials. An effect for given 
introns must show the same trend (>0 for favorable and <0 for unfavorable in Figure 5) and be significant in 
randomization tests (Table S9) in at least 75% of the species. It also must have significant P-value in paired t-
test comparing this effect with all effects (Table S8). In addition, no opposite trends should have significant P-
values in randomization tests. 
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Table 4. Favorable (+) and unfavorable (-) effects on ORFs for different AS events 
AS events AF IF-* IF-M IF-RT NE 
AltA  - - +  
AltD  -   + 
AltP  -    
ExonS  -    
IntronR  +    
This table is a summary based on Figure 6 and Tables S8 and S9 in Supplemental Materials. An effect for given 
events must show the same trend (>0 for favorable and <0 for unfavorable in Figure 6) and be significant in 
randomization tests (Table S11) in at least 75% of the species. It also must have significant P-value in paired t-
test comparing this effect with all effects (Table S10). In addition, no opposite trends should have significant P-
values in randomization tests. 
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Supplemental Materials 
Table S1. Paired t-tests of proportions of AS introns between different intron types 
Test P-value 
Mean of difference 
(%) 
AS proportion 
inference 
All vs. GT-AG 0.003835 1.20 All > GT-AG 
All vs. GC-AG 0.0005991 -4.82 All < GC-AG 
All vs. non-canonical 1.129e-05 -46.30 All < non-canonical 
GT-AG vs. GC-AG 0.0007108 -6.02 GT-AG < GC-AG 
GT-AG vs. non-canonical 1.063e-05 -47.50 GT-AG < non-canonical 
GC-AG vs. non-canonical 1.821e-05 -41.49 GC-AG < non-canonical 
Statistical significant p-values (<0.05) are in bold. Tests are based on data in Figure 2. 
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Table S2. P-values of matched-abundance sampling tests (10,000 
samplings/test) of proportions of AS introns between different intron types 
Species 
GT-AG 
vs. all 
GC-AG 
vs. all 
Non-
canonical 
vs. all 
GT-AG vs. 
GC-AG 
GT-AG 
vs. non-
canonical 
GC-AG 
vs. non-
canonical 
AT <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
BD <0.0001 0.2760 <0.0001 0.1372 <0.0001 <0.0001 
GM <0.0001 0.0004 <0.0001 <0.0001 <0.0001 <0.0001 
LJ <0.0001 0.4099 <0.0001 0.3056 <0.0001 0.0006 
MT <0.0001 0.0190 <0.0001 0.0058 <0.0001 <0.0001 
OS <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
PP <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
PT <0.0001 0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
SB <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
SL <0.0001 0.2224 <0.0001 0.1605 <0.0001 <0.0001 
VV <0.0001 0.0114 <0.0001 0.0002 <0.0001 <0.0001 
Statistical significant p-values (<0.05) are in bold. Tests are based on data in Figure 2. See Table S1 in Chapter 
4 for species abbreviations. 
 
151 
 
Table S3. AS intron proportions versus whole-genome intron proportions for different 
types of introns 
Species 
GT-AG introns (%) GC-AG introns (%) Non-canonical introns (%) 
in AS 
introns 
in all 
introns 
in AS 
introns 
in all 
introns 
in AS 
introns 
in all 
introns AT 92.42 97.98 1.81 1.11 5.77 0.91 
BD 79.32 97.70 1.85 1.39 18.83 0.91 
GM 89.46 96.95 1.82 1.42 8.72 1.63 
LJ 86.97 95.06 1.35 1.19 11.69 3.75 
MT 91.66 98.03 1.53 1.06 6.81 0.90 
OS 80.09 92.23 2.61 1.80 17.31 5.97 
PP 87.72 92.87 1.57 1.15 10.71 5.98 
PT 80.28 96.86 2.77 1.48 16.95 1.66 
SB 68.03 93.65 2.66 1.55 29.31 4.80 
SL 91.88 97.69 1.55 1.22 6.57 1.09 
VV 85.71 96.73 1.78 1.32 12.50 1.94 
See Figure 3 for graphical representation of the data. See Table S1 in Chapter 4 for species abbreviations. 
152 
 
Table S4. Paired t-tests of AS intron proportions versus whole-genome intron 
proportions for different intron types 
Test within P-value 
Mean of difference 
(%) 
Intron proportion 
inference 
GT-AG introns 0.0002284 -11.11 AS < whole-genome 
GC-AG introns 0.0001795 0.60 AS > whole-genome 
Non-canonical introns 0.0002686 10.51 AS > whole-genome 
Tests are based on data in Figure 3 and Table S3. Statistical significant p-values (<0.05) are in bold.  
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Table S5. P-values of randomization tests (10,000 randomizations/test) of AS 
intron proportions versus whole-genome intron proportions for different intron 
types 
Species GT-AG GC-AG Non-canonical 
AT <0.0001 <0.0001 <0.0001 
BD <0.0001 0.3005 <0.0001 
GM <0.0001 0.0001 <0.0001 
LJ <0.0001  0.438 <0.0001  
MT <0.0001 0.02 <0.0001 
OS <0.0001 <0.0001 <0.0001 
PP <0.0001 <0.0001 <0.0001 
PT <0.0001 0.0002 <0.0001 
SB <0.0001 <0.0001 <0.0001 
SL <0.0001 0.2174 <0.0001 
VV <0.0001 0.0103 <0.0001 
Tests are based on data in Figure 3 and Table S3. Statistical significant p-values (<0.05) are in bold. See Table 
S1 in Chapter 4 for species abbreviations. 
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Table S6. Paired t-tests of the ratio of given types of AS introns over all AS introns in 
different AS types 
AS introns paired t-tests P-value 
Mean of 
difference 
Inference 
GT-AG 
AltA vs. all 0.0004636 0.1121 AltA > all 
AltD vs. all 0.001108 0.0844 AltD > all 
AltP vs. all 1.195e-07 -0.4013 AltP < all 
IntronR vs. all 0.002038 -0.0831 IntronR < all 
ExonS vs. all 0.09373 0.0361  
GC-AG 
AltA vs. all 0.00879 -0.0092 AltA < all 
AltD vs. all 0.00712 0.0091 AltD > all 
AltP vs. all 0.214 0.0083  
IntronR vs. all 0.04496 0.0039 IntronR > all 
ExonS vs. all 0.03414 -0.0022 ExonS < all 
Non-canonical 
AltA vs. all 0.008208 -0.0930 AltA < all 
AltD vs. all 0.009578 -0.0788 AltD < all 
AltP vs. all 3.173e-06 0.4209 AltP > all 
IntronR vs. all 0.03319 0.0586 IntronR > all 
ExonS vs. all 0.1628 -0.0107  
Tests are based on data in Figure 4. In the test, ratios of given AS introns over all AS introns in each of the five 
AS types are compared with ratios in all five AS types across species with ratios calculated from ≥5 AS introns. 
Statistical significant p-values (<0.05) are in bold. 
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Table S7. P-values of randomization tests (10,000 randomizations/test) of the ratio of 
given AS introns over all AS introns within given AS type versus the similar ratio 
within all AS types 
AS 
introns 
Species AltA vs. all AltD vs. all AltP vs. all IntronR vs. all ExonS vs. all 
GT-AG 
AT <0.0001 <0.0001 <0.0001 0.0008 0.8126 
BD <0.0001 0.0041 0.0487 <0.0001 0.0002 
GM <0.0001 <0.0001 <0.0001 0.0019 <0.0001 
LJ <0.0001 0.1196 <0.0001 0.4074 0.1317 
MT <0.0001 <0.0001 <0.0001 0.0075 0.0455 
OS <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
PP <0.0001 <0.0001 <0.0001 <0.0001 0.7966 
PT <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
SB <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
SL <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
VV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
GC-AG 
AT <0.0001 <0.0001 <0.0001 0.6405 0.6532 
GM <0.0001 0.0146 0.1815 0.0055 0.01 
OS 0.0046 0.0378 0.373 0.0068 0.1122 
PP <0.0001 0.0564 0.3745 0.006 0.1691 
SB <0.0001 0.0384 0.5595 0.0006 0.0025 
VV 0.0747 0.0175 0.1466 0.4197 0.2478 
Non-
canonical 
AT <0.0001 <0.0001 <0.0001 0.0002 0.7828 
GM <0.0001 <0.0001 <0.0001 0.0173 <0.0001 
LJ 0.0003 0.1195 <0.0001 0.3729 0.4323 
MT <0.0001 <0.0001 <0.0001 0.005 0.0677 
OS <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
PP <0.0001 <0.0001 <0.0001 <0.0001 0.6775 
SB <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
VV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
Tests are based on data in Figure 4. In the test, ratios of given AS introns over all AS introns in each of the five 
AS types are compared with ratios in all five AS types across species with ratios calculated from ≥5 AS introns. 
Statistical significant p-values (<0.05) are in bold. See Table S1 in Chapter 4 for species abbreviations. 
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Table S8. Paired t-tests of the ratio of given types of AS introns over all AS 
introns with different AS effects 
AS introns paired t-tests P-value 
Mean of 
difference 
Inference 
GT-AG 
AF vs. all 0.2855 -0.0094  
IF-* vs. all 0.001701 0.0700 IF-* > all 
IF-M vs. all 0.6464 0.0073  
IF-RT vs. all 0.002215 -0.0740 IF-RT < all 
NE vs. all 0.5991 0.0133  
GC-AG 
AF vs. all 0.8804 0.0003  
IF-* vs. all 0.9086 0.0002  
IF-M vs. all 0.7959 0.0009  
IF-RT vs. all 0.04793 0.0043 IF-RT > all 
NE vs. all 0.2473 -0.0023  
Non-canonical 
AF vs. all 0.01153 0.0163 AF > all 
IF-* vs. all 0.0005507 -0.0574 IF-* < all 
IF-M vs. all 0.1761 0.0140  
IF-RT vs. all 0.003605 0.0894 IF-RT > all 
NE vs. all 0.07868 -0.0410  
Tests are based on data in Figure 5. In the test, ratios of given AS introns over all AS introns for each of the five 
AS effects are compared with ratios for all five AS effects across species with ratios calculated from ≥5 AS 
introns. Statistical significant p-values (<0.05) are in bold. 
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Table S9. P-values of randomization tests (10,000 randomizations/test) of the ratio of 
given AS introns over all AS introns for a given AS effect versus the similar ratio for all 
AS effects 
AS introns Species AF vs. all IF-* vs. all IF-M vs. all IF-RT vs. all NE vs. all 
GT-AG 
AT 0.1765 <0.0001 0.0754 <0.0001 <0.0001 
BD 0.0429 0.0024 0.0863 0.3916 <0.0001 
GM 0.013 <0.0001 0.2058 <0.0001 0.0009 
LJ 0.4181 0.0017 0.598 0.1376 0.1439 
MT 0.0999 0.032 0.3871 0.014 0.0007 
OS 0.175 <0.0001 0.9886 <0.0001 <0.0001 
PP 0.037 <0.0001 0.0165 <0.0001 0.0004 
PT 0.0187 0.0712 0.4393 0.1482 0.0185 
SB 0.0798 <0.0001 0.0239 <0.0001 <0.0001 
SL 0.033 0.2783 0.0154 0.096 0.16 
VV 0.8535 <0.0001 0.0528 <0.0001 0.8776 
GC-AG 
AT 0.0286 0.2126 0.4219 0.1518 0.0001 
GM 0.0216 0.3598 0.0253 0.2411 0.1399 
OS 0.3387 0.4113 0.1946 0.437 0.3557 
PP 0.2387 0.0536 0.0395 0.1661 0.1796 
SB 0.0058 0.3538 0.0458 0.0045 0.1029 
VV 0.2218 0.3014 0.1187 0.2328 0.1914 
Non-
canonical 
AT 0.5252 <0.0001 0.0479 <0.0001 <0.0001 
GM 0.0687 <0.0001 0.4928 <0.0001 0.0026 
MT 0.1357 0.0008 0.477 0.0004 0.0019 
OS 0.2122 <0.0001 0.9804 <0.0001 <0.0001 
PP 0.0526 <0.0001 0.0011 <0.0001 0.0009 
PT 0.0205 0.0268 0.2655 0.0284 0.0012 
SB 0.0112 <0.0001 0.0814 <0.0001 <0.0001 
VV 0.7792 <0.0001 0.0141 <0.0001 0.0613 
Tests are based on data in Figure 5. In the test, ratios of given AS introns over all AS introns for each of the five 
AS effects are compared with ratios for all five AS effects across species with ratios calculated from ≥5 AS 
introns. Statistical significant p-values (<0.05) are in bold. See Table S1 in Chapter 4 for species abbreviations. 
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Table S10. Paired t-tests of the ratio of given types of AS events over all AS 
events with different AS effects 
AS events paired t-tests P-value 
Mean of 
difference 
Inference 
AltA 
AF vs. all 0.04527 -0.0111 AF < all 
IF-* vs. all 0.002474 -0.0716 IF-* < all 
IF-M vs. all 0.0001157 -0.0723 IF-M < all 
IF-RT vs. all 0.001272 0.1350 IF-RT > all 
NE vs. all 0.006389 0.0389 NE > all 
AltD 
AF vs. all 0.2423 -0.0065  
IF-* vs. all 0.0003649 -0.0915 IF-* < all 
IF-M vs. all 0.1031 0.0188  
IF-RT vs. all 0.1089 -0.0201  
NE vs. all 4.825e-05 0.0771 NE > all 
AltP 
AF vs. all 0.1419 0.0128  
IF-* vs. all 0.001953 -0.0263 IF-* < all 
IF-M vs. all 0.5977 -0.0030  
IF-RT vs. all 0.01076 0.0229 IF-RT > all 
NE vs. all 0.1489 -0.0223  
ExonS 
AF vs. all 0.9455 -0.0001  
IF-* vs. all 0.001102 -0.0295 IF-* < all 
IF-M vs. all 0.01814 0.0230 IF-M > all 
IF-RT vs. all 0.04181 0.0399 IF-RT > all 
NE vs. all 0.3692 -0.0094  
IntronR 
AF vs. all 0.2966 0.0085  
IF-* vs. all 3.607e-06 0.2418 IF -* > all 
IF-M vs. all 0.7044 0.0134  
IF-RT vs. all 0.0001566 -0.1822 IF-RT < all 
NE vs. all 0.0007814 -0.0894 NE < all 
Tests are based on data in Figure 6. In the test, ratios of given AS events over all AS events for each of the five 
AS effects are compared with ratios for all five AS effects across species with ratios calculated from ≥5 AS 
events. Statistical significant p-values (<0.05) are in bold. 
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Table S11. P-values of randomization tests (10,000 randomizations/test) of the ratio of 
given AS events over all AS events for a given AS effect versus the similar ratio for all 
AS effects 
AS events Species AF vs. all IF-* vs. all IF-M vs. all IF-RT vs. all NE vs. all 
AltA 
AT 0.2578 <0.0001 0.1632 <0.0001 0.2048 
GM 0.0008 <0.0001 0.0002 <0.0001 <0.0001 
MT 0.3552 <0.0001 0.0024 <0.0001 0.1002 
OS 0.0004 <0.0001 <0.0001 <0.0001 <0.0001 
PP 0.168 <0.0001 <0.0001 <0.0001 0.1656 
PT 0.0936 0.0039 0.0114 0.0001 0.022 
SB 0.0273 0.0513 <0.0001 0.0605 <0.0001 
SL 0.4945 0.5221 0.0859 0.4877 0.1084 
VV 0.0262 0.0183 <0.0001 <0.0001 0.1918 
AltD 
AT 0.4899 <0.0001 03714 0.1663 <0.0001 
GM 0.001 <0.0001 0.0086 0.1879 <0.0001 
MT 0.1276 <0.0001 0.2452 0.4514 <0.0001 
OS 0.0047 <0.0001 <0.0001 <0.0001 <0.0001 
PP 0.0002 <0.0001 0.0048 <0.0001 <0.0001 
PT 0.3042 0.036 0.3995 0.1257 0.0009 
SB 0.3508 <0.0001 0.0432 <0.0001 <0.0001 
VV 0.5229 <0.0001 0.0387 0.3327 <0.0001 
AltP 
AT 0.1425 <0.0001 0.1181 <0.0001 0.0067 
GM 0.0003 <0.0001 0.0513 0.0021 0.0018 
OS <0.0001 <0.0001 0.0011 <0.0001 <0.0001 
PP 0.4379 <0.0001 0.1522 0.0001 0.5016 
SB <0.0001 0.0136 0.4348 0.3863 <0.0001 
VV 0.4132 0.2028 0.4028 0.0632 0.518 
ExonS 
AT 0.1153 <0.0001 0.1218 0.0009 0.0289 
GM 0.1418 <0.0001 <0.0001 <0.0001 0.0457 
MT 0.519 0.0287 0.5284 0.0891 0.2634 
OS 0.037 <0.0001 0.0488 0.1947 0.199 
PP 0.4167 <0.0001 0.0064 0.1087 0.1784 
PT 0.3931 0.3685 0.0734 0.0168 0.0153 
SB 0.0502 0.2579 0.069 0.0042 <0.0001 
SL 0.4365 0.0293 0.561 0.0017 0.2179 
VV 0.2069 0.0327 0.0171 0.0042 <0.0001 
IntronR 
AT 0.2159 <0.0001 0.3271 <0.0001 <0.0001 
BD 0.1648 <0.0001 0.2094 0.0002 0.3564 
GM 0.3523 <0.0001 0.0523 <0.0001 <0.0001 
LJ 0.4546 <0.0001 0.0651 0.0069 0.0016 
MT 0.4883 <0.0001 0.0072 <0.0001 <0.0001 
OS 0.2749 <0.0001 0.4346 <0.0001 <0.0001 
PP 0.0202 <0.0001 <0.0001 <0.0001 <0.0001 
PT 0.0449 0.0001 0.3957 <0.0001 0.0649 
SB 0.0114 <0.0001 0.016 0.0034 <0.0001 
SL 0.3834 <0.0001 0.0076 0.0764 0.3029 
VV 0.1297 <0.0001 0.2918 <0.0001 0.0897 
Tests are based on data in Figure 6. In the test, ratios of given AS events over all AS events for each of the five AS effects 
are compared with ratios for all five AS effects across species with ratios calculated from ≥5 AS events. Statistical 
significant p-values (<0.05) are in bold. See Table S1 in Chapter 4 for species abbreviations. 
160 
 
Chapter 6. General Conclusions 
 
Conclusions 
 Proteins have been considered as the main structural, functional and regulatory 
components in living organisms (Mattick 2003). The fact that protein-coding sequences 
occupy only a small portion of the genome, ranging from 1.4% in human to 29% in 
Arabidopsis for example (Szymanski and Barciszewski 2002), and the regulatory function of 
introns and noncoding RNAs suggest a second layer of RNA-mediated (Mattick 2003) or 
RNA-centered (Tannenbaum 2006; Licatalosi and Darnell 2010) regulation. Two of these 
noncoding RNA elements, microRNAs (miRNAs) and spliceosomal introns from pre-
mRNAs, have been identified and analyzed in this dissertation. 
First, a genome-wide computational approach (miRscore) was developed to identify 
both conserved and non-conserved miRNA genes in Arabidopsis. When combined with 
experimental data from small RNA massively parallel signature sequencing (Lu et al. 2005) 
and Northern blotting, the method captured 96 of 117 miRNA genes in version 8.0 of 
miRBase (Griffiths-Jones et al. 2008), including six genes not conserved in rice. In addition, 
four new miRNA genes that are not conserved in rice, Populus, or Medicago were validated. 
One of the predicted targets was confirmed by 5’ RNA ligase-mediated rapid amplification 
of cDNA ends. We estimated that the maximal number of Arabidopsis miRNA genes 
conserved in rice is around 137, while the number of Arabidopsis-specific miRNA genes is 
more variable and may be up to several hundred. Features of miRscore include (1) high 
sensitivity and high specificity; (2) identification of both conserved and non-conserved 
miRNAs; (3) estimation of conserved and non-conserved miRNA gene numbers; and (4) 
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publicly available web server. With all these advantages, miRscore can facilitate the 
discovery of additional conserved and non-conserved miRNA genes in plants. 
 Next, two aspects of introns were discussed: intron evolution and alternative splicing 
(AS). To facilitate studying intron evolution, software called Common Introns Within 
Orthologous Genes (CIWOG) was first developed to detect introns at conserved positions in 
protein alignments of orthologous genes (Wilkerson et al. 2009). Then after compiling a set 
of orthologous gene clusters from 15 plant species and applying CIWOG to identify 
conserved introns, a parsimony approach was used to infer conservation, conversion, gain 
and loss for introns with different splice sites. Our results showed an overall loss-dominated 
evolution for plant introns, especially GT-AG introns, with various loss/gain ratios and even 
exceptions across the species tree. However, GC-AG and non-canonical introns tend to 
accumulate in recent evolution. GT-AG introns conserve the most among the three groups of 
introns and only a small percentage of them convert to other introns. On the other hand, GC-
AG and non-canonical introns are not as conserved as GT-AG introns are and a relative large 
portion of them convert to GT-AG introns. We note that intron splice site canonicity 
correlates positively with intron conservation and negatively with the likelihood converting 
from the intron. Dicots and monocots show both similarities and differences in their intron 
evolution. We also observe that donor site models representing sequence compositions 
cluster primarily according to GT/GC donor site rather than their taxonomies. All these 
results underscore a significant role of splice site sequences during intron evolution. 
 To shed some light on the mechanism of plant AS regulation, our study is intended to 
explore how splice site sequences affect AS in plants. The results from 15 plant species 
showed that intron retention is the most abundant AS event across all species, comprising 
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about half of all AS events. Up to ~50% of genes containing transcript-confirmed introns are 
alternatively spliced. The likelihood of an intron to be alternatively spliced negatively 
correlates with its splice site canonicity. Alternatively spliced introns with different splice 
sites show distinct preferences over different types of AS events. The preferences are 
consistent with the canonicity of splice sites and thus the likelihood to undergo AS. We also 
showed that different types of AS introns and AS events have different effects on open 
reading frames. In summary, the genome-wide study supports that regulated AS favors less 
canonical splice sites and indicates the splice sites’ dynamic effects on AS and subsequent 
protein diversity. 
In conclusion, this dissertation has identified and analyzed plant miRNAs and introns, 
two of the important noncoding genetic elements. The study facilitates the identification and 
characterization of conserved and non-conserved miRNAs in plants. The identification of 
transcript-confirmed introns and the study of intron evolution and AS provide insight into the 
significant role of splice site sequences in AS and intron evolution. 
 
References 
Griffiths-Jones S, Saini HK, van Dongen S, Enright AJ (2008) miRBase: tools for microRNA 
genomics. Nucleic Acids Res 36(Database issue): D154-158. 
Licatalosi DD, Darnell RB (2010) RNA processing and its regulation: global insights into 
biological networks. Nat Rev Genet 11(1): 75-87. 
Lu C, Tej SS, Luo S, Haudenschild CD, Meyers BC et al. (2005) Elucidation of the small 
RNA component of the transcriptome. Science 309(5740): 1567-1569. 
Mattick JS (2003) Challenging the dogma: the hidden layer of non-protein-coding RNAs in 
complex organisms. Bioessays 25(10): 930-939. 
Szymanski M, Barciszewski J (2002) Beyond the proteome: non-coding regulatory RNAs. 
Genome Biol 3(5): reviews0005. 
Tannenbaum E (2006) An RNA-centered view of eukaryotic cells. Biosystems 84(3): 217-
224. 
163 
 
Wilkerson MD, Ru Y, Brendel VP (2009) Common introns within orthologous genes: 
software and application to plants. Brief Bioinform 10(6): 631-644. 
 
 
164 
 
Acknowledgements 
 
 First of all, I would like to thank my major professor Dr. Volker Brendel for his 
exceptional guidance, generous support and encouragement. I would not have gone into the 
bioinformatics field and worked on these amazing projects without his support. My initial 
exposure to bioinformatics was when I volunteered in Dr. Brendel’s lab before I actually 
began my graduate study. During my Ph.D. training, he provided me ample freedom to work 
on my projects and encouraged independence and critical thinking. He gave me opportunities 
to write manuscripts and to teach. All these experiences are priceless for me and I greatly 
appreciate what Dr. Brendel has given to me. 
 I would like to extend my sincere appreciation to Dr. Gustavo MacIntosh for his 
enormous help on my microRNA project and encouragement throughout the years. He was 
always willing to help when I knocked on the door to his office. He made me feel like I am 
one of his own students in his lab. I would also like to express my earnest gratitude to Dr. 
Drena Dobbs, Dr. Xun Gu and Dr. Yanhai Yin for serving on my committee and their inputs, 
guidance and encouragement during my graduate study. I still remember the moment Dr. 
Dobbs came out and congratulated me when I was nervously waiting outside the meeting 
room for the decision on my preliminary exam. I still remember the moment talking with Dr. 
Gu in his office about my future career choices. And I still remember the moment talking 
with Dr. Yin in his office about the difficulty of my first project. I really appreciate the help 
and support from all my committee members. 
 I would also like to thank former and current members in the lab for their 
collaborations, support and encouragement. I thank Ann Fu, Dr. Qunfeng Dong and Dr. 
165 
 
Shannon Schlueter for their help with PlantGDB and GeneSeqer; Wei Huang for helping 
with experiments and statistical analyses. Dr. Matthew Wilkerson for collaboration in the 
CIWOG project and help in the intron evolution project; Dr. Bing-Bing Wang for his help 
with experiments and in the alternative splicing project; Mike Brekke and Chris Campbell for 
computer support; and Liping Chen, Wei Huang, Ann Fu and Mike Brekke for conversations 
that made life happier. 
 I am very thankful to Linda Wild and Connie Garnett for their administrative 
assistance in the program and the department. I greatly appreciate the support from Claudia 
Lemper, the teaching lab coordinator, who made my teaching experience enjoyable, 
memorable and invaluable. 
 Finally, I would like to thank my family members for their love and never ending 
support. I am so grateful for my parents and sister’s support. Most of all, I cannot thank my 
wife Huiying enough. She has always been by my side through the good, the bad and the 
nearly hopeless. I would not have been where and who I am today without her love, support, 
encouragement and patience. Lastly, I want to thank my daughter Olivia for reminding me of 
what is truly important at the end of the day. 
