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ABSTRACT. This book is an introduction to 2-categories and bicategories, assum-
ing only the most elementary aspects of category theory. A review of basic cate-
gory theory is followed by a systematic discussion of 2-/bicategories, pasting dia-
grams, lax functors, 2-/bilimits, the Duskin nerve, 2-nerve, adjunctions and mon-
ads in bicategories, 2-monads, biequivalences, the Bicategorical Yoneda Lemma,
and the Coherence Theorem for bicategories. Grothendieck fibrations and the
Grothendieck construction are discussed next, followed by tricategories, monoidal
bicategories, the Gray tensor product, and double categories. Completely detailed
proofs of several fundamental but hard-to-find results are presented for the first
time. With exercises and plenty of motivation and explanation, this book is useful
for both beginners and experts.
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Preface
2-Dimensional Categories
The theory of 2-dimensional categories, which includes 2-categories and bi-
categories, is a fundamental part of modern category theory with a wide range of
applications not only in mathematics, but also in physics [BN96, KV94a, KV94b,
KTZ20, Par18, SP∞], computer science [PL07], and linguistics [Lam04, Lam11].
The basic definitions and properties of 2-categories and bicategories were intro-
duced by Be´nabou in [Be´n65] and [Be´n67], respectively. The one-object case is
illustrative: a monoid, which is a set with a unital and associative multiplica-
tion, is a one-object category. A monoidal category, which is a category with a
product that is associative and unital up to coherent isomorphism, is a one-object
bicategory. The definition of a bicategory is obtained from that of a category by
replacing the hom sets with hom categories, the composition and identities with
functors, and the associativity and unity axioms with natural isomorphisms called
the associator and the unitors. These data satisfy unity and pentagon axioms that
are conceptually identical to those in a monoidal category. A 2-category is a bicat-
egory in which the associator and the unitors are identities.
For example, small categories, functors, and natural transformations form a 2-
category Cat. As we will see in Sections 2.4 and 2.5, there are similar 2-categories
of multicategories and of polycategories. An important bicategory in algebra is
Bimod, with rings as objects, bimodules as 1-cells, and bimodule homomorphisms
as 2-cells. Another important bicategory is Span(C) for a category C with all pull-
backs. This bicategory has the same objects as C and has spans in C as 1-cells. We
will see in Example 6.4.9 that internal categories in C are monads in the bicategory
Span(C).
Purpose and Audience
The literature on bicategories and 2-categories is scattered in a large number
of research papers that span over half a century. Moreover, some fundamental
results, well-known to experts, arementionedwith little or no detail in the research
literature. This presents a significant obstruction for beginners in the study of 2-
dimensional categories. Varying terminology across the literature compounds the
difficulty.
This book is a self-contained introduction to bicategories and 2-categories, as-
suming only the most elementary aspects of category theory, which is summa-
rized in Chapter 1. The content is written for non-expert readers, and provides
complete details in both the basic definitions and fundamental results about bicat-
egories and 2-categories. It aims to serve as both an entry point for students and a
reference for researchers in related fields.
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A review of basic category theory is followed by a systematic discussion of 2-
/bicategories, pasting diagrams, morphisms (functors, transformations, andmod-
ifications), 2-/bilimits, the Duskin nerve, 2-nerve, adjunctions and monads in bi-
categories, 2-monads, biequivalences, the Bicategorical Yoneda Lemma, and the
Coherence Theorem for bicategories. The next two chapters discuss Grothendieck
fibrations and the Grothendieck construction. The last two chapters provide intro-
ductions to more advanced topics, including tricategories, monoidal bicategories,
the Gray tensor product, and double categories.
Features
Details: As mentioned above, one aspect that makes this subject challenging for
beginners is the lack of detailed proofs, or sometimes even precise state-
ments, of some fundamental results that are well-known to experts. To
make the subject of 2-dimensional categories as widely accessible as pos-
sible, this text presents precise statements and completely detailed proofs
of the following fundamental but hard-to-find results.
● The Bicategorical Pasting Theorem 3.6.6, which shows that every
pasting diagram has a well-defined and unique composite.
● The Whitehead Theorem 7.4.1, which gives a local characterization
of a biequivalence, and a 2-categorical version in Theorem 7.5.8.
● The Bicategorical Yoneda Lemma 8.3.16 and the corresponding Co-
herence Theorem 8.4.1 for bicategories.
● The Grothendieck Fibration Theorem 9.5.6: cloven and split fibra-
tions are, respectively, pseudo and strict F -algebras for a 2-monad
F .
● The Grothendieck Construction Theorem 10.6.16: the Grothendieck
construction is a 2-equivalence from the 2-category of pseudofunc-
tors Cop Cat to the 2-category of fibrations over C.
● The Grothendieck construction is a lax colimit (Theorem 10.2.3).
● The Gray tensor product is symmetric monoidal with adjoint Hom,
providing a symmetric monoidal closed structure on the category of
2-categories and 2-functors (Theorem 12.2.31).
2-categorical restrictions: The special case of 2-categories is both simpler and of
independent importance. There is an extensive literature for 2-categories
in their own right, some of which does not have a bicategorical analogue.
Whenever appropriate, the 2-categorical version of a bicategorical con-
cept is presented. For example, Definition 2.3.2 of a 2-category is immedi-
ately unpacked into explicit data and axioms, and then restated in terms
of a Cat-enriched category. Another example is the Whitehead Theorem
in Chapter 7, which is first discussed for bicategories and then restricted
to 2-categories.
Motivation and explanation: Definitions of main concepts are preceded by mo-
tivational discussion that makes the upcoming definitions easier to un-
derstand. Whenever useful, main definitions are immediately followed
by a detailed explanation that helps the reader interpret and unpack the
various components. In the text, these are clearly marked as Motivation
and Explanation, respectively.
CHAPTER SUMMARIES xi
Review: To make this book self-contained and accessible to beginners, definitions
and facts in basic category theory are summarized in Chapter 1.
Exercises and notes: Exercises are collected in the final section of each chapter.
Most of them involve proof techniques that are already discussed in de-
tail in that chapter or earlier in this book. At the end of each chapter
we provide additional notes regarding references, terminology, related
concepts, or other information that may be inessential but helpful to the
reader.
Organization: Extensive and precise cross-references are given when earlier def-
initions and results are used. Near the end of this book, in addition to a
detailed index, we also include a list of main facts and a list of notations,
each organized by chapters.
Related Literature
The literature on bicategories and 2-categories is extensive, and a comprehen-
sive review is beyond our scope. Here we mention only a selection of key ref-
erences for background or further reading. The Notes section at the end of each
chapter provides additional references for the content of that chapter.
1-categories: [Awo10, Gra18, Lei14, Rie16, Rom17, Sim11]. These are introduc-
tory books on basic category theory at the advanced undergraduate and
beginning graduate level. The standard reference for enriched category
theory is [Kel05].
2-categories: A standard reference is [KS74].
Bicategories: Besides the founding paper [Be´n67], the papers [Lac10a, Lei∞, Str80,
Str87, Str96] are often used as references.
Tricategories: The basic definitions and coherence of tricategories are discussed
in [GPS95, Gur13].
(∞, 1)-categories: Differentmodels of (∞, 1)-categories are discussed in the books
[Ber18, Cis19, Lei04, Lur09, Pao19, Rie14, Sim12].
Chapter Summaries
A brief description of each chapter follows.
Chapter 1: To make this book self-contained and accessible to beginners, in the
first chapter we review basic concepts of category theory. Starting from
the definitions of a category, a functor, and a natural transformation, we
review limits, adjunctions, equivalences, the Yoneda Lemma, and mon-
ads. Then we review monoidal categories, which serve as both examples
and motivation for bicategories, and Mac Lane’s Coherence Theorem.
Next we review enriched categories, which provide one characterization
of 2-categories.
Chapter 2: The definitions of a bicategory and of a 2-category, along with basic
examples, are given in this chapter. Section 2.2 contains several useful
unity properties in bicategories, generalizing those in monoidal categor-
ies. These unity properties underlie many fundamental results in bicate-
gory theory, and are often used implicitly in the literature. They will be
used many times in later chapters. Examples include the uniqueness of
lax and pseudo bilimits in Theorem 5.1.19, an explicit description of the
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Duskin nerve in Section 5.4, mates in Lemma 6.1.13, the Whitehead The-
orem 7.4.1, the Bicategorical Yoneda Lemma 8.3.16, and the tricategory of
bicategories in Chapter 11, to name a few.
Chapter 3: This chapter provides pasting theorems for 2-categories and bicategor-
ies. We discuss a 2-categorical pasting theorem first, although our bicat-
egorical pasting theorem does not depend on the 2-categorical version.
Each pasting theorem says that a pasting diagram, in a 2-category or a
bicategory, has a unique composite. We refer the reader to Note 3.8.9 for
a discussion of why it is important to not base a bicategorical pasting the-
orem on a 2-categorical version, the Whitehead Theorem (i.e., local char-
acterization of a biequivalence), or the Bicategorical Coherence Theorem.
String diagrams, which provide another way to visualize andmanipulate
pasting diagrams, are discussed in Section 3.7.
Chapter 4: This chapter presents bicategorical analogues of functors and natu-
ral transformations. We introduce lax functors between bicategories, lax
transformations between lax functors, andmodifications between lax trans-
formations. We discuss important variations, including pseudofunctors,
strong transformations, and icons. The representable pseudofunctors,
representable transformations, and representable modifications in Sec-
tion 4.5 will be important in Chapter 8 when we discuss the Bicategorical
Yoneda Lemma 8.3.16.
Chapter 5: This chapter is about bicategorical analogues of limits and nerves. Us-
ing lax functors and pseudofunctors, we define lax cones and pseudo-
cones with respect to a lax functor. These concepts are used to define lax
and pseudo versions of bilimits and limits. Analogous to the 1-categorical
fact that limits are unique up to an isomorphism, we show in Theo-
rem 5.1.19 that lax and pseudo (bi)limits are unique up to an equivalence
and an invertible modification. We also discuss the dual concepts of lax
and pseudo (bi)colimits, and 2-(co)limits. Next we describe the Duskin
nerve and 2-nerve, which associate to each small bicategory a simplicial
set and a simplicial category, respectively. These are two different gener-
alizations of the 1-categorical Grothendieck nerve, and for each we give
an explicit description of their simplices.
Chapter 6: In this chapter we discuss bicategorical analogues of adjunctions, ad-
joint equivalences, and monads. After defining an internal adjunction
in a bicategory and discussing some basic properties and examples, we
discuss the theory of mates, which is a useful consequence of adjunc-
tions. The basic concept of sameness between bicategories is that of a
biequivalence, which is defined using adjoint equivalences in bicategor-
ies. Biequivalences between bicategories will play major roles in Chap-
ters 7, 8, and 10. The second half of this chapter is about monads in a
bicategory, 2-monads on a 2-category, and various concepts of algebras
of a 2-monad. In Chapter 9 we will use pseudo and strict algebras of a
2-monad F to characterize cloven and split fibrations.
Chapter 7: In this chapter we provide a careful proof of a central result in basic
bicategory theory, namely, the local characterization of a biequivalence
CHAPTER SUMMARIES xiii
between bicategories, which we call the Whitehead Theorem. This termi-
nology comes from homotopy theory, with the Whitehead Theorem stat-
ing that a continuous map between CW complexes is a homotopy equiv-
alence if and only if it induces an isomorphism on all homotopy groups.
In 1-category theory, a functor is an equivalence if and only if it is essen-
tially surjective on objects and fully faithful on morphisms. Analogously,
the Bicategorical Whitehead Theorem 7.4.1 says that a pseudofunctor be-
tween bicategories is a biequivalence if and only if it is essentially sur-
jective on objects (i.e., surjective up to adjoint equivalences), essentially
full on 1-cells (i.e., surjective up to isomorphisms), and fully faithful on
2-cells (i.e., a bijection). Although the statement of this result is simi-
lar to the 1-categorical version, the actual details in the proof are much
more involved. We give an outline in the introduction of the chapter.
The Bicategorical Whitehead Theorem 7.4.1 will be used in Chapter 8 to
prove the Coherence Theorem 8.4.1 for bicategories. Furthermore, the
2-Categorical Whitehead Theorem 7.5.8 will be used in Chapter 10 to es-
tablish a 2-equivalence between a 2-category of Grothendieck fibrations
and a 2-category of pseudofunctors.
Chapter 8: The Yoneda Lemma is a central result in 1-category theory, and it en-
tails several related statements about represented functors and natural
transformations. In this chapter we discuss their bicategorical analogues.
In Section 8.1 we discuss several versions of the 1-categorical Yoneda
Lemma, both as a refresher and as motivation for the bicategorical ver-
sions. In Section 8.2 we construct a bicategorical version of the Yoneda
embedding for a bicategory, which we call the Yoneda pseudofunctor.
In Section 8.3 we first establish the Bicategorical Yoneda Embedding in
Lemma 8.3.12, which states that the Yoneda pseudofunctor is a local equiv-
alence. Then we prove the Bicategorical Yoneda Lemma 8.3.16, which
describes a pseudofunctor F ∶ Bop Cat in terms of strong transfor-
mations from the Yoneda pseudofunctor to F. A consequence of the Bi-
categorical Whitehead Theorem 7.4.1 and the Bicategorical Yoneda Em-
bedding is the Bicategorical Coherence Theorem 8.4.1, which states that
every bicategory is biequivalent to a 2-category.
Chapter 9: This chapter is about Grothendieck fibrations. A functor is called a
fibration if, in our terminology, every pre-lift has a Cartesian lift. A fi-
bration with a chosen Cartesian lift for each pre-lift is called a cloven
fibration, which is furthermore a split fibration if it satisfies a unity prop-
erty and a multiplicativity property. After discussing some basic prop-
erties and examples of fibrations, we observe that there is a 2-category
Fib(C) with fibrations over a given small category C as objects. In Theo-
rem 9.1.20we observe that fibrations are closed under pullbacks, and that
equivalences of 1-categories are closed under pullbacks along fibrations.
The rest of this chapter contains the construction of a 2-monad F on the
over-category Cat/C and a detailed proof of the Grothendieck Fibration
Theorem 9.5.6. The latter provides an explicit bijection between cloven
fibrations and pseudo F -algebras, and also between split fibrations and
strict F -algebras.
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Chapter 10: This chapter presents the fundamental concept of the Grothendieck
construction ∫ F of a lax functor F ∶ Cop Cat. For a pseudofunctor
F, the category ∫ F is equipped with a fibration UF ∶ ∫ F C over C,
which is split precisely when F is a strict functor. Using the concepts
from Chapter 5, next we show that the Grothendieck construction is a lax
colimit of F. Most of the rest of this chapter contains a detailed proof of
the Grothendieck Construction Theorem 10.6.16: the Grothendieck con-
struction is part of a 2-equivalence from the 2-category of pseudofunctors
Cop Cat, strong transformations, andmodifications, to the 2-category
of fibrations over C, Cartesian functors, and vertical natural transforma-
tions. Section 10.7 briefly discusses a generalization of the Grothendieck
construction that applies to an indexed bicategory.
Chapter 11: This chapter is about a 3-dimensional generalization of a bicategory
called a tricategory. After a preliminary discussion of whiskerings of a
lax transformation with a lax functor, we define a tricategory. The Bi-
categorical Pasting Theorem 3.6.6 plays a crucial role in interpreting the
axioms of a tricategory, which are all stated in terms of pasting diagrams.
The rest of this chapter contains the detailed definitions and a proof of
the existence of a tricategoryBwith small bicategories as objects, pseud-
ofunctors as 1-cells, strong transformations as 2-cells, and modifications
as 3-cells.
Chapter 12: Other 2-dimensional categorical structures are discussed in this chap-
ter. Motivated by the fact that monoidal categories are one-object bicate-
gories, a monoidal bicategory is defined as a one-object tricategory. Then
we discuss the braided, sylleptic, and symmetric versions of monoidal
bicategories. Just as it is for tricategories, the Bicategorical Pasting Theo-
rem 3.6.6 is crucial in interpreting their axioms. Next we discuss the Gray
tensor product on 2-categories, which provides a symmetric monoidal
structure that is different from the Cartesian one, and the corresponding
Gray monoids. The last part of this chapter discusses double categories
and monoidal double categories.
Chapter Interdependency
The core concepts in Chapters 2 through 4 are used in all the subsequent chap-
ters. Chapters 6 through 9 are independent of Chapter 5. Chapters 7 and 8 require
internal adjunctions, mates, and internal equivalences from Sections 6.1 and 6.2.
Chapter 9 uses 2-monads from Section 6.5. Chapter 10 depends on all of Chap-
ter 9, and Section 10.2 uses lax colimits from Section 5.2. The rest of Chapter 10
uses the 2-Categorical Whitehead Theorem 7.5.8. Chapters 11 and 12 use internal
adjunctions, mates, and internal equivalences from Sections 6.1 and 6.2, but none
of the other material after Chapter 4. Chapter 12 depends on the whiskerings of
Section 11.1 and the definition of a tricategory from Section 11.2. The following
graph summarizes these dependencies.
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CHAPTER 1
Categories
In this chapter we recall some basic concepts of category theory, including
monads, monoidal categories, and enriched categories. For more detailed discus-
sion of basic category theory, the reader is referred to the references mentioned in
Section 1.4.
1.1. Basic Category Theory
In this section we recall the concepts of categories, functors, natural transfor-
mations, adjunctions, equivalences, Yoneda Lemma, (co)limits, and monads. We
begin by fixing a set-theoretic convention.
Definition 1.1.1. A Grothendieck universe, or just a universe, is a set U with the fol-
lowing properties.
(1) If x ∈ U and y ∈ x, then y ∈ U .
(2) If x ∈ U , then P(x) ∈ U , where P(x) is the power set of x.
(3) If I ∈ U and xi ∈ U for each i ∈ I, then the union ⋃i∈I xi ∈ U .
(4) The set of finite ordinalsN ∈ U . ◇
Convention 1.1.2. We assume the
Axiom of Universes: Every set belongs to some universe.
We fix a universe U . From now on, an element in U is called a set, and a subset
of U is called a class. These conventions allow us to make the usual set-theoretic
constructions, including Cartesian products, disjoint unions, and function sets. ◇
Proposition 1.1.3. A universe U has the following properties.
(a) If x, y ∈ U , then {x, y} ∈ U .
(b) If x ∈ U and y ⊂ x, then y ∈ U .
(c) If I ∈ U and xi ∈ U for each i ∈ I, then the Cartesian product∏i∈I xi ∈ U .
(d) If I ∈ U and xi ∈ U for each i ∈ I, then the disjoint union∐i∈I xi ∈ U .
(e) If x, y ∈ U , then yx ∈ U , where yx denotes the collection of functions x y.
Proof. Combining Axioms (4), (2), and (1) of Definition 1.1.1, we see that U contains
an n-element set for each n ∈ N. For Property (a), we therefore have x ∪ y ∈ U by
Axiom (3). Since {x, y} ∈ P(x ∪ y), we have {x, y} ∈ U by Axiom (1). For Property
(b), y ⊂ x means that y ∈ P(x) and thus the assertion follows from Axioms (1)
and (2). For Properties (c) and (d), we first note that for any x, y ∈ U we have
x × y ⊂ P(P(x ∪ y)) and therefore x × y ∈ U by Property (b). Hence, using Axiom
(3), the product I ×⋃i∈I xi is an element of U . The assertions of Properties (c) and
(d), respectively, now follow because
∏
i∈I
xi ⊂ P(I ×⋃
i∈I
xi) and ∐
i∈I
xi ⊂ I ×⋃
i∈I
xi.
1
2 1. CATEGORIES
Property (e) follows because yx ⊂ P(x × y). 
Definition 1.1.4. A category C consists of:
● a class Ob(C) of objects in C;
● a set C(X,Y), also denoted by C(X;Y), of morphisms with domain X =
dom( f ) and codomain Y = cod( f ) for any objects X,Y ∈ Ob(C);
● an assignment called composition
C(Y,Z) ×C(X,Y) C(X,Z),○ ○ (g, f ) = g ○ f
for objects X,Y,Z in C;
● an identity morphism 1X ∈ C(X,X) for each object X in C.
These data are required to satisfy the following two conditions.
Associativity: For morphisms f , g, and h, the equality
h ○ (g ○ f ) = (h ○ g) ○ f
holds, provided the compositions are defined.
Unity: For each morphism f ∈ C(X,Y), the equalities
1Y ○ f = f = f ○ 1X
hold.
In subsequent chapters, a category is sometimes called a 1-category. ◇
In a category C, the class of objects Ob(C) is also denoted by C0, and the col-
lection of morphisms is denoted by either Mor(C) or C1. For an object X ∈ Ob(C)
and a morphism f ∈ Mor(C), we often write X ∈ C and f ∈ C. We also denote a
morphism f ∈ C(X,Y) as
f ∶ X Y, X Yf , and X Y.f
Morphisms f ∶ X Y and g ∶ Y Z are called composable, and g ○ f ∈ C(X,Z)
is often abbreviated to g f , called their composite.
The identity morphism 1X of an object X is also denoted by 1 or even just X.
A morphism f ∶ X Y in a category C is called an isomorphism if there exists a
morphism g ∶ Y X such that g f = 1X and f g = 1Y. An isomorphism is some-
times denoted by X Y.
≅
A category is discrete if it contains no non-identity
morphisms. A groupoid is a category in which every morphism is an isomorphism.
The opposite category of a category C is denoted by Cop. It has the same objects as
C and morphism sets Cop(X,Y) = C(Y,X), with identity morphisms and composi-
tion inherited from C. A morphism f ∶ Y X in C is denoted by f op ∶ X Y
in Cop(X,Y). A small category is a category whose class of objects forms a set. A
category is essentially small if its isomorphism classes of objects form a set.
Definition 1.1.5. For categories C and D, a functor F ∶ C D consists of:
● an assignment on objects
Ob(C) Ob(D), X F(X);
● an assignment on morphisms
C(X,Y) D(F(X), F(Y)), f F( f ).
These data are required to satisfy the following two conditions.
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Composition: The equality
F(g f ) = F(g)F( f )
of morphisms holds, provided the compositions are defined.
Identities: For each object X ∈ C, the equality
F(1X) = 1F(X)
in D(F(X), F(X)) holds. ◇
We often abbreviate F(X) and F( f ) to FX and F f , respectively. Functors are
composed by composing the assignments on objects and on morphisms. The iden-
tity functor of a category C is determined by the identity assignments on objects
and morphisms, and is written as either IdC or 1C. We write Cat for the cate-
gory with small categories as objects, functors as morphisms, identity functors as
identity morphisms, and composition of functors as composition. For categories
C and D, the collection of functors C D is denoted by Fun(C,D). For a functor
F ∶ C D, the functor
(1.1.6) Cop Dop,
Fop
⎧⎪⎪⎨⎪⎪⎩
Ob(Cop) ∋ X FX ∈ Ob(Dop),
Cop(X,Y) ∋ f (F f )op ∈ Dop(FX, FY)
is called the opposite functor.
Definition 1.1.7. Suppose F,G ∶ C D are functors. A natural transformation
θ ∶ F G consists of a morphism θX ∶ FX GX in D for each object X ∈ C
such that the diagram
FX GX
FY GY
F f
θX
G f
θY
in D is commutative for each morphism f ∶ X Y in C. ◇
In other words, the equality
G f ○ θX = θY ○ F f
holds in D(FX,GY). The collection of natural transformations F G is denoted
by Nat(F,G). Each morphism θX is called a component of θ. The identity natural
transformation 1F ∶ F F of a functor F has each component an identity mor-
phism. A natural isomorphism is a natural transformation in which every compo-
nent is an isomorphism.
Definition 1.1.8. Suppose θ ∶ F G is a natural transformation for functors
F,G ∶ C D.
(1) Suppose φ ∶ G H is a natural transformation for another functor H ∶
C D. The vertical composition
φθ ∶ F H
is the natural transformation with components
(1.1.9) (φθ)X = φX ○ θX ∶ FX HX for X ∈ C.
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(2) Suppose θ′ ∶ F′ G′ is a natural transformation for functors F′,G′ ∶
D E. The horizontal composition
θ′ ∗ θ ∶ F′F G′G
is the natural transformation whose component (θ′ ∗ θ)X for an object
X ∈ C is defined as either composite in the commutative diagram
(1.1.10)
F′FX G′FX
F′GX G′GX
θ′FX
F′θX G
′θX
θ′GX
in D. ◇
For a category C and a small categoryD, a D-diagram in C is a functor D C.
The diagram category CD has D-diagrams in C as objects, natural transformations
between such functors as morphisms, and vertical composition of natural trans-
formations as composition.
Definition 1.1.11. For categories C and D, an adjunction from C to D is a triple
(L,R,φ) consisting of:
● A pair of functors in opposite directions
C D.
L
R
● A family of bijections
D(LX,Y) C(X,RY)φX,Y≅
that is natural in the objects X ∈ C and Y ∈ D.
Such an adjunction is also called an adjoint pair, with L the left adjoint and R the
right adjoint. ◇
We also denote such an adjunction by L ⊣ R. We always display the left adjoint
on top, pointing to the right. If an adjunction is displayed vertically, then the left
adjoint is written on the left-hand side.
In an adjunction L ⊣ R as above, settingY = LX or X = RY, the natural bijection
φ yields natural transformations
(1.1.12) 1C RL
η
and LR 1D,
ε
called the unit and the counit. The vertically composed natural transformations
(1.1.13) R RLR R
ηR Rε
and L LRL L
Lη εL
are equal to 1R and 1L, respectively. Here
ηR = η ∗ 1R, Rε = 1R ∗ ε,
and similarly for Lη and εL. The identities in (1.1.13) are known as the triangle
identities. Characterizations of adjunctions are given in [Bor94a, Chapter 3] and
[ML98, IV.1], one of which is the following. An adjunction (L,R,φ) is completely
determined by
● the functors L ∶ C D and R ∶ D C, and
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● the natural transformation η ∶ 1C RL
such that for each morphism f ∶ X RY in C with X ∈ C and Y ∈ D, there exists
a unique morphism f ′ ∶ LX Y in D such that the diagram
X RLX
X RY
ηX
R f ′
f
in C is commutative.
Definition 1.1.14. A functor F ∶ C D is called an equivalence if there exist
● a functor G ∶ D C and
● natural isomorphisms η ∶ 1C GF≅ and ε ∶ FG 1D.≅ ◇
If, in addition, F is left adjoint to G with unit η and counit ε, then (F,G, η, ε) is
called an adjoint equivalence.
Equivalences can be characterized locally as follows. A functor F is an equiv-
alence if and only if it is both:
● fully faithful, which means that each function C(X,Z) D(FX, FZ) on
morphism sets is a bijection;
● essentially surjective, which means that for each object Y ∈ D, there exists
an isomorphism FX Y
≅
for some object X ∈ C.
Definition 1.1.15. Suppose C is a category, and A is an object in C. The functor
YA = C(−,A) ∶ Cop Set
defined by
Ob(C) ∋ X YA(X) = C(X,A),
C(X,Y) ∋ f YA( f ) = (−) ○ f ∶ C(Y,A) C(X,A)
is called the representable functor induced by A. ◇
Yoneda Lemma states that there is a bijection
(1.1.16) Nat(YA, F) ≅ F(A),
defined by
(θ ∶ YA F) θA(1A) ∈ F(A),
that is natural in the object A ∈ C and the functor F ∶ Cop Set.
A special case of the Yoneda Lemma is the natural bijection
Nat(YA,YB) ≅ YB(A) = C(A, B)
for objects A, B ∈ C. The Yoneda embedding is the functor
(1.1.17) Y− ∶ C Fun(Cop,Set).
This functor is fully faithful by the previous bijection.
Definition 1.1.18. Suppose F ∶ D C is a functor. A colimit of F, if it exists, is a
pair (colim F, δ) consisting of
● an object colim F ∈ C and
● a morphism δd ∶ Fd colim F in C for each object d ∈ D
that satisfies the following two conditions.
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(1) For each morphism f ∶ d d′ in D, the diagram
Fd colim F
Fd′ colim F
F f
δd
δd′
in C is commutative. A pair (colim F, δ) with this property is called a
cocone of F.
(2) The pair (colim F, δ) is universal among cocones of F. This means that if
(X, δ′) is another such pair that satisfies property (1), then there exists a
unique morphism h ∶ colim F X in C such that the diagram
Fd colim F
Fd X
δd
h
δ′d
is commutative for each object d ∈ D. ◇
A limit of F (lim F, δ), if it exists, is defined dually by turning the morphisms
δd for d ∈ D and h backward. A small (co)limit is a (co)limit of a functor whose
domain category is a small category. A category C is (co)complete if it has all small
(co)limits. For a functor F ∶ D C, its colimit, if it exists, is also denoted by
colimx∈D Fx and colimD F, and similarly for limits.
A left adjoint F ∶ C D preserves all the colimits that exist in C. In other
words, if H ∶ E C has a colimit, then FH ∶ E D also has a colimit, and the
natural morphism
(1.1.19) colim
e∈E
FHe F(colim
e∈E
He)
is an isomorphism. Similarly, a right adjoint G ∶ D C preserves all the limits
that exist in D.
Example 1.1.20. Here are some special types of colimits in a category C.
(1) An initial object ∅C in C is a colimit of the functor ∅ C, where ∅ is the
empty category with no objects and no morphisms. It is characterized
by the universal property that for each object X in C, there is a unique
morphism ∅C X in C.
(2) A coproduct is a colimit of a functor whose domain category is a discrete
category. We use the symbols∐ and ∐ to denote coproducts.
(3) A pushout is a colimit of a functor whose domain category has the form
● ● ●
with three objects and two non-identity morphisms.
(4) A coequalizer is a colimit of a functor whose domain category has the form
● ●
with two objects and two non-identity morphisms.
Terminal objects, products, pullbacks, and equalizers are the corresponding limit
concepts. ◇
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Notation 1.1.21. We let 1 denote the terminal category; it has a unique object ∗
and a unique 1-cell 1∗. ◇
Definition 1.1.22. A monad on a category C is a triple (T,µ, η) in which
● T ∶ C C is a functor and
● µ ∶ T2 T, called the multiplication, and η ∶ 1C T, called the unit,
are natural transformations
such that the associativity and unity diagrams
T3 T2
T2 T
µT
Tµ
µ
µ
1C ○ T T2 T ○ 1C
T T T
ηT
µ
Tη
are commutative. We often abbreviate such a monad to T. ◇
Definition 1.1.23. Suppose (T,µ, η) is a monad on a category C.
(1) A T-algebra is a pair (X, θ) consisting of
● an object X in C and
● a morphism θ ∶ TX X, called the structure morphism,
such that the associativity and unity diagrams
(1.1.24)
T2X TX
TX X
µX
Tθ
θ
θ
X TX
X
ηX
θ
are commutative.
(2) A morphism of T-algebras
f ∶ (X, θX) (Y, θY)
is a morphism f ∶ X Y in C such that the diagram
TX TY
X Y
T f
θX θY
f
is commutative.
(3) The category of T-algebras is denoted by Alg(T). ◇
Definition 1.1.25. For a monad (T,µ, η) on a category C, the Eilenberg-Moore ad-
junction is the adjunction
C Alg(T)T
U
in which:
● The right adjoint U is the forgetful functor U(X, θ) = X.
● The left adjoint sends an object X ∈ C to the free T-algebra
(TX,µX ∶ T2X TX). ◇
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1.2. Monoidal Categories
In this section we recall the definitions of a monoidal category, a monoidal
functor, a monoidal natural transformation, and their symmetric and braided ver-
sions. We also recall Mac Lane’s Coherence Theorem for monoidal categories and
discuss some examples. One may think of a monoidal category as a categorical
generalization of a monoid, in which there is a way to multiply together objects
and morphisms.
Definition 1.2.1. A monoidal category is a tuple
(C,⊗,1, α,λ, ρ)
consisting of:
● a category C;
● a functor ⊗ ∶ C×C C called the monoidal product;
● an object 1 ∈ C called the monoidal unit;
● a natural isomorphism
(1.2.2) (X⊗Y) ⊗Z X⊗(Y ⊗Z)αX,Y,Z≅
for all objects X,Y,Z ∈ C called the associativity isomorphism;
● natural isomorphisms
(1.2.3) 1⊗X XλX≅ and X ⊗1 X
ρX
≅
for all objects X ∈ C called the left unit isomorphism and the right unit iso-
morphism, respectively.
These data are required to satisfy the following axioms.
Unity Axioms: The middle unity diagram
(1.2.4)
(X⊗1)⊗Y X⊗ (1⊗Y)
X⊗Y X⊗Y
ρX⊗Y
αX,1,Y
X⊗λY
is commutative for all objects X,Y ∈ C. Moreover, the equality
λ
1
= ρ
1
∶ 1⊗1 1≅
holds.
Pentagon Axiom: The pentagon
(1.2.5)
(W ⊗X) ⊗ (Y ⊗Z)
((W ⊗X)⊗Y) ⊗Z
(W ⊗(X⊗Y))⊗Z W ⊗((X⊗Y)⊗ Z)
W ⊗(X⊗ (Y⊗ Z))
αW ,X,Y⊗ZαW⊗X,Y,Z
αW ,X,Y⊗Z
αW ,X⊗Y,Z
W⊗αX,Y,Z
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is commutative for all objectsW,X,Y,Z ∈ C.
A strict monoidal category is a monoidal category in which the components of α, λ,
and ρ are all identity morphisms. ◇
Convention 1.2.6. In a monoidal category, an empty tensor product, written as X⊗0
or X⊗∅, means the monoidal unit 1. We sometimes use concatenation as an abbre-
viation for the monoidal product, so for example
XY = X ⊗Y, (XY)Z = (X ⊗Y) ⊗Z,
and similarly for morphisms. We usually suppress α, λ, and ρ from the notation,
and abbreviate a monoidal category to (C,⊗,1) or C. To emphasize the ambient
monoidal category C, we decorate the monoidal structure accordingly as ⊗C, 1C,
αC, λC, and ρC. ◇
Remark 1.2.7. In a monoidal category:
(1) The axiom λ
1
= ρ
1
is actually a consequence of the middle unity diagram
(1.2.4) and the pentagon axiom (1.2.5).
(2) The diagrams
(1.2.8)
(1⊗X)⊗Y 1⊗ (X⊗Y)
X ⊗Y X ⊗Y
λX⊗Y
α
1,X,Y
λX⊗Y
(X⊗Y)⊗1 X⊗ (Y⊗1)
X⊗Y X⊗Y
ρX⊗Y
αX,Y,1
X⊗ρY
are commutative. They are called the left unity diagram and the right unity
diagram, respectively. ◇
Example 1.2.9 (Reversed Monoidal Category). Every monoidal category
(C,⊗,1, α,λ, ρ)
induces another monoidal category with the order of the monoidal product re-
versed. More precisely, we define the following structures.
● First we define the composite functor
C×C C×C C,τ
⊗′
⊗
called the reversed monoidal product, in which τ switches the two argu-
ments.
● Next we define the natural isomorphism
(X⊗′ Y) ⊗′ Z X⊗′ (Y ⊗′ Z)
α′X,Y,Z
≅
as
α′X,Y,Z = α−1Z,Y,X.
● Then we define the natural isomorphisms
1⊗′ X Xλ
′
X
≅ and X⊗′ 1 X
ρ′X
≅
as
λ′X = ρX and ρ′X = λX ,
respectively.
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Then
Crev = (C,⊗′,1, α′,λ′, ρ′)
is a monoidal category, called the reversed monoidal category of C. For example, the
middle unity diagram (1.2.4) in Crev is the diagram
Y⊗ (1⊗X) (Y⊗1)⊗X
Y⊗X Y⊗X
Y⊗λX
α−1Y,1,X
ρY⊗X
in C, which is commutative by the middle unity diagram in C. A similar argument
proves the pentagon axiom in Crev. We will come back to this example in the next
chapter when we discuss dualities of bicategories. ◇
Example 1.2.10 (Opposite Monoidal Category). For each monoidal category C, its
opposite category Cop has a monoidal structure
(Cop,⊗op,1, α−1,λ−1, ρ−1)
with monoidal product
Cop ×Cop ≅ (C×C)op Cop⊗
op
the opposite functor of ⊗, and with the same monoidal unit. Its associativity iso-
morphism, left unit isomorphism, and right unit isomorphism are the inverses of
their counterparts in C. ◇
Definition 1.2.11. A monoid in a monoidal category C is a triple (X,µ,1)with:
● X an object in C;
● µ ∶ X⊗X X a morphism, called the multiplication;
● 1 ∶ 1 X a morphism, called the unit.
These data are required to make the following associativity and unity diagrams
commutative.
(X⊗X)⊗X X ⊗(X⊗X)
X ⊗X
X⊗X X
µ⊗X
α
X⊗µ
µ
µ
1⊗X X ⊗X X⊗1
X X X
1⊗X
≅λ µ
X⊗1
ρ≅
Amorphism of monoids
f ∶ (X,µX ,1X) (Y,µY,1Y)
is a morphism f ∶ X Y in C that preserves the multiplications and the units in
the sense that the diagrams
X⊗X Y ⊗Y
X Y
µX
f⊗ f
µY
f
1 X
1 Y
1X
f
1Y
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are commutative. The category of monoids in a monoidal category C is denoted
byMon(C). ◇
Example 1.2.12. Suppose (X,µ,1) is a monoid in the category Set with sets as
objects, functions as morphisms, and monoidal product given by the Cartesian
product. There are two ways to regard (X,µ,1) as a category.
(1) There is a category ΣX with one object ∗, morphism set ΣX(∗,∗) = X,
composition µ ∶ X ×X X, and identity morphism 1∗ = 1. The asso-
ciativity and unity of the monoid (X,µ,1) become those of the category
ΣX.
(2) We may also regard the set X as a discrete category Xdis, so there are
no non-identity morphisms. This discrete category is a strict monoidal
category with monoidal product µ on objects, and monoidal unit 1.
We will come back to the category ΣX in the next chapter. ◇
Example 1.2.13. In the context of Example 1.2.12, consider the opposite monoid
Xop = (X,µop,1)
in which
µop(a, b) = µ(b, a) for a, b ∈ X.
(1) There is an equality
Σ(Xop) = (ΣX)op
of categories. This means that the one-object category of the opposite
monoid is the opposite category of the one-object category of (X,µ,1).
(2) Recall the reversed monoidal category in Example 1.2.9. Then there is an
equality
(Xop)dis = (Xdis)rev
of strict monoidal categories. In other words, the discrete strict monoidal
category of the opposite monoid is the reversedmonoidal category of the
discrete strict monoidal category of (X,µ,1). ◇
Definition 1.2.14. For monoidal categories C and D, a monoidal functor
(F, F2, F0) ∶ C D
consists of:
● a functor F ∶ C D;
● a natural transformation
(1.2.15) FX⊗ FY F(X ⊗Y) ∈ D,F2
where X and Y are objects in C;
● a morphism
(1.2.16) 1D F1C ∈ D.F0
These data are required to satisfy the following associativity and unity axioms.
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Associativity: The diagram
(1.2.17)
(FX ⊗ FY)⊗ FZ FX⊗ (FY ⊗ FZ)
F(X⊗Y)⊗ FZ FX⊗ F(Y⊗ Z)
F((X ⊗Y) ⊗Z) F(X ⊗(Y ⊗Z))
αD
F2⊗FZ FX⊗F2
F2 F2
FαC
is commutative for all objects X,Y,Z ∈ C.
Left Unity: The diagram
(1.2.18)
1
D ⊗ FX FX
F1C ⊗ FX F(1C ⊗X)
F0⊗FX
λDFX
F2
FλCX
is commutative for all objects X ∈ C.
Right Unity: The diagram
(1.2.19)
FX ⊗1D FX
FX ⊗ F1C F(X ⊗1C)
FX⊗F0
ρDFX
F2
FρCX
is commutative for all objects X ∈ C.
A monoidal functor (F, F2, F0) is often abbreviated to F.
A strong monoidal functor is a monoidal functor in which the morphisms F0 and
F2 are all isomorphisms. A strict monoidal functor is a monoidal functor in which
the morphisms F0 and F2 are all identity morphisms. ◇
Definition 1.2.20. For monoidal functors F,G ∶ C D, a monoidal natural trans-
formation θ ∶ F G is a natural transformation between the underlying functors
such that the diagrams
(1.2.21)
FX ⊗ FY GX⊗GY
F(X⊗Y) G(X⊗Y)
F2
θX⊗θY
G2
θX⊗Y
and
(1.2.22)
1
D F1C
1
D G1C
F0
θ
1
C
G0
are commutative for all objects X,Y ∈ C. ◇
The following strictification result for monoidal categories is due toMac Lane;
see [ML63], [ML98, XI.3 Theorem 1], and [JS93].
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Theorem 1.2.23 (Mac Lane’s Coherence). For each monoidal category C, there exist a
strict monoidal category Cst and an adjoint equivalence
C Cst
L
R
with (i) both L and R strong monoidal functors and (ii) RL = 1C.
In other words, everymonoidal category can be strictified via an adjoint equiv-
alence consisting of strong monoidal functors.
● Another version of the Coherence Theorem [ML98, VII.2 Theorem 1] de-
scribes explicitly the free monoidal category generated by one object.
● A third version of the Coherence Theorem [ML98, VII.2 Corollary] states
that every formal diagram in a monoidal category is commutative. A for-
mal diagram is a diagram that involves only the associativity isomor-
phism, the unit isomorphisms, their inverses, identity morphisms, the
monoidal product, and composites.
● A fourth version of the Coherence Theorem states that, for each category
C, the unique strict monoidal functor from the free monoidal category
generated by C to the free strict monoidal category generated by C is an
equivalence of categories [JS93, Theorem 1.2].
Next we consider symmetric monoidal categories.
Definition 1.2.24. A symmetric monoidal category is a pair (C, ξ) in which:
● C = (C,⊗,1, α,λ, ρ) is a monoidal category as in Definition 1.2.1.
● ξ is a natural isomorphism
(1.2.25) X⊗Y Y⊗XξX,Y≅
for objects X,Y ∈ C, called the symmetry isomorphism.
These data are required to satisfy the following three axioms.
Symmetry Axiom: The diagram
(1.2.26)
X⊗Y Y ⊗X
X ⊗Y
ξX,Y
ξY,X
is commutative for all objects X,Y ∈ C.
Unit Axiom: The diagram
(1.2.27)
X⊗1 1⊗X
X X
ρX
ξX,1
λX
is commutative for all objects X ∈ C.
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Hexagon Axiom: The diagram
(1.2.28) (X⊗Y)⊗ Z
X⊗ (Y⊗ Z)X ⊗(Z⊗Y)
(X⊗ Z) ⊗Y
Y ⊗(X ⊗Z) (Y ⊗X)⊗ Z
α
X⊗ξZ,Y
α−1
ξX⊗Z,Y
α−1
ξY,X⊗Z
is commutative for all objects X,Y,Z ∈ C.
A symmetric monoidal category is said to be strict if the underlying monoidal
category is strict. ◇
Definition 1.2.29. A commutative monoid in a symmetric monoidal category (C, ξ)
is a monoid (X,µ,1) in C such that themultiplication µ is commutative in the sense
that the diagram
X ⊗X X⊗X
X X
µ
ξX,X
µ
is commutative. A morphism of commutative monoids is a morphism of the
underlying monoids. The category of commutative monoids in C is denoted by
CMon(C). ◇
Definition 1.2.30. For symmetric monoidal categories C and D, a symmetric mon-
oidal functor (F, F2, F0) ∶ C D is a monoidal functor between the underlying
monoidal categories that is compatible with the symmetry isomorphisms, in the
sense that the diagram
(1.2.31)
FX ⊗ FY FY ⊗ FX
F(X⊗Y) F(Y⊗X)
F2
ξFX,FY
≅
F2
FξX,Y
≅
is commutative for all objects X,Y ∈ C. A symmetric monoidal functor is said to
be strong (resp., strict) if the underlying monoidal functor is so. ◇
The symmetric version of the Coherence Theorem 1.2.23 states that every sym-
metric monoidal category can be strictified to a strict symmetric monoidal cate-
gory via an adjoint equivalence consisting of strong symmetric monoidal functors.
The following variations from [JS93] are also true.
● Every formal diagram in a symmetric monoidal category is commutative.
Here a formal diagram is defined as in the non-symmetric case by allow-
ing the symmetry isomorphism as well.
● The unique strict symmetric monoidal functor from the free symmetric
monoidal category generated by a category C to the free strict symmetric
monoidal category generated by C is an equivalence of categories.
Example 1.2.32. Here are some examples of symmetric monoidal categories.
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● (Set,×,∗) : The category of sets and functions. A monoid in Set is a
monoid in the usual sense.
● (Cat,×, 1) : The category of small categories and functors. Here 1 is a
category with one object and only the identity morphism.
● (Hilb, ⊗̂,C): The category of complex Hilbert spaces and bounded linear
maps, with ⊗̂ the completed tensor product of Hilbert spaces [Wei80]. ◇
Definition 1.2.33. A symmetric monoidal category C is closed if, for each object X,
the functor
−⊗X ∶ C C
admits a right adjoint, denoted by [X,−] and called the internal hom. ◇
Next we turn to braided monoidal categories.
Definition 1.2.34. A braided monoidal category is a pair (C, ξ) in which:
● (C,⊗,1, α,λ, ρ) is a monoidal category as in Definition 1.2.1.
● ξ is a natural isomorphism
(1.2.35) X⊗Y Y ⊗XξX,Y≅
for objects X,Y ∈ C, called the braiding.
These data are required to satisfy the following axioms.
Unit Axiom: The diagram
(1.2.36)
X⊗1 1⊗X
X X
ρ
ξX,1
λ
is commutative for all objects X ∈ C.
Hexagon Axioms: The following two hexagon diagrams are required to be com-
mutative for objects X,Y,Z ∈ C.
(1.2.37) Y ⊗ (Z⊗X)
Y ⊗ (X⊗ Z)(Y ⊗X)⊗Z
(X⊗Y)⊗ Z
X ⊗ (Y ⊗Z) (Y ⊗Z)⊗X
ξX,Y⊗Z
α
Y⊗ξX,Z
α
ξX,Y⊗Z
α
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(1.2.38) (Z⊗X)⊗Y
(X⊗ Z)⊗YX ⊗ (Z⊗Y)
X⊗ (Y⊗ Z)
(X ⊗Y)⊗Z Z⊗ (X ⊗Y)
X⊗ξY,Z
α−1
ξX,Z⊗Y
α−1
ξX⊗Y,Z
α−1
A braided monoidal category is said to be strict if the underlying monoidal cate-
gory is strict.
A braided monoidal functor is defined just like a symmetric monoidal functor,
and similarly for the strong and strict versions. ◇
Explanation 1.2.39. The two hexagon diagrams (1.2.37) and (1.2.38) may be visu-
alized as the braids, read bottom-to-top,
X Y Z X Y Z
in the braid group B3 [Art47], with the braiding ξ interpreted as the generator
in the braid group B2. On the left, the two strings labeled by Y and Z cross over
the string labeled by X. The two composites along the boundary of the hexagon
diagram (1.2.37) correspond to passing Y and Z over X either one at a time, or
both at once. On the right, the string labeled by Z crosses over the two strings
labeled by Y and X. The two composites along the boundary of (1.2.38) likewise
correspond to the two ways of passing Z over X and Y. ◇
The braided version of the Coherence Theorem 1.2.23 states that every braided
monoidal category can be strictified to a strict braided monoidal category via an
adjoint equivalence consisting of strong braidedmonoidal functors. The following
variations from [JS93] are also true.
● A formal diagram, defined as in the symmetric case with the braiding in
place of the symmetry isomorphism, in a braided monoidal category is
commutative if and only if composites with the same (co)domain have
the same underlying braid.
● For each category C, the unique strict braided monoidal functor from the
free braided monoidal category generated by C to the free strict braided
monoidal category generated by C is an equivalence of categories.
1.3. Enriched Categories
In this section we recall some basic definitions regarding enriched categories,
which will be useful when we discuss 2-categories. While a category has mor-
phism sets, an enriched category has morphism objects in another category V. The
composition, identity morphisms, associativity, and unity are all phrased in the
category V. Fix a monoidal category (V,⊗,1, α,λ, ρ) as in Definition 1.2.1.
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Definition 1.3.1. A V-category C, also called a category enriched in V, consists of:
● a class Ob(C) of objects in C;
● for each pair of objects X,Y in C, an object C(X,Y) in V, called the hom
object with domain X and codomain Y;
● for each triple of objects X,Y,Z in C, a morphism
C(Y,Z)⊗C(X,Y) C(X,Z)mXYZ
in V, called the composition;
● for each object X in C, a morphism
1 C(X,X)iX
in V, called the identity of X.
These data are required to make the associativity diagram
(1.3.2)
(C(Y,Z)⊗C(X,Y))⊗C(W,X) C(Y,Z)⊗ (C(X,Y)⊗C(W,X))
C(Y,Z)⊗C(W,Y)
C(X,Z)⊗C(W,X) C(W,Z)
m⊗1
α
1⊗m
m
m
and the unity diagram
(1.3.3)
1⊗C(X,Y) C(X,Y) C(X,Y)⊗1
C(Y,Y)⊗C(X,Y) C(X,Y) C(X,Y)⊗C(X,X)
iY⊗1
λ ρ
1⊗iX
m m
commute for objectsW,X,Y,Z in C. This finishes the definition of a V-category. A
V-category C is small if Ob(C) is a set. ◇
Example 1.3.4. Here are some examples of enriched categories.
(1) A Set-category, for the symmetric monoidal category (Set,×,∗) of sets, is
precisely a category in the usual sense.
(2) A Top-category, for the symmetric monoidal category (Top,×,∗) of topo-
logical spaces, is usually called a topological category. If we restrict to com-
pactly generated Hausdorff spaces, then an example of a Top-category is
Top itself. For two spaces X and Y, the set Top(X,Y) of continuous maps
from X to Y is given the compact-open topology.
(3) AnAb-category, for the symmetric monoidal category (Ab,⊗,Z) of abelian
groups, is sometimes called a pre-additive category in the literature. Explic-
itly, an Ab-category C is a category in which each morphism set C(X,Y)
is equipped with the structure of an abelian group such that composition
distributes over addition, in the sense that
h(g1 + g2) f = hg1 f + hg2 f
when the compositions are defined.
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(4) For a commutative ring R, suppose (Ch,⊗R,R) is the symmetric monoi-
dal category of chain complexes of R-modules. A Ch-category is usually
called a differential graded category.
(5) A symmetric monoidal closed category V becomes a V-category with
hom objects the internal hom [X,Y] for objects X,Y inV. The composition
m is induced by the adjunction between −⊗X and [X,−]. The identity iX
is adjoint to the left unit isomorphism λX ∶ 1⊗X ≅ X.
(6) We will see in Chapter 2 that Cat-categories are locally small 2-categories.
Although the definition of a V-category does not require V to be symmetric, in
practice V is often a symmetric monoidal category. ◇
Next we recall functors, natural transformations, adjunctions, and monads in
the enriched setting. In the next few definitions, the reader will notice that we
recover the usual notions in Section 1.1 when V = Set.
Definition 1.3.5. Suppose C and D are V-categories. A V-functor F ∶ C D con-
sists of:
● an assignment on objects
Ob(C) Ob(D), X FX;
● for each pair of objects X,Y in C, a morphism
C(X,Y) D(FX, FY)FXY
in V.
These data are required to satisfy the following two conditions.
Composition: For each triple of objects X,Y,Z in C, the diagram
C(Y,Z)⊗C(X,Y) C(X,Z)
D(FY, FZ)⊗D(FX, FY) D(FX, FZ)
m
F⊗F F
m
in V is commutative.
Identities: For each object X ∈ C, the diagram
1 C(X,X)
1 D(FX, FX)
iX
F
iFX
in V is commutative.
Moreover:
● For V-functors F ∶ C D and G ∶ D E, their composition
GF ∶ C E
is the V-functor defined by composing the assignments on objects and
forming the composite
(GF)XY = GFX,FYFXY ∶ C(X,Y) E(GFX,GFY)
in V on hom objects.
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● The identity V-functor of C, denoted 1C ∶ C C, is given by the identity
map onOb(C) and the identity morphism 1C(X,Y) for objects X,Y inC. ◇
Definition 1.3.6. Suppose F,G ∶ C D are V-functors between V-categories C
and D.
(1) A V-natural transformation θ ∶ F G consists of a morphism
θX ∶ 1 D(FX,GX)
in V, called a component of θ, for each object X in C, such that the diagram
(1.3.7)
C(X,Y) 1⊗C(X,Y)
C(X,Y)⊗1 D(FY,GY)⊗D(FX, FY)
D(GX,GY)⊗D(FX,GX) D(FX,GY)
≅ρ−1
λ−1
≅
θY⊗F
G⊗θX m
m
is commutative for objects X,Y in C.
(2) The identity V-natural transformation of F, denoted by 1F ∶ F F, is de-
fined by the component
(1F)X = iFX ∶ 1 D(FX, FX)
for each object X in C. ◇
As for natural transformations, there are two types of compositions for V-
natural transformations.
Definition 1.3.8. Suppose θ ∶ F G is a V-natural transformation for V-functors
F,G ∶ C D.
(1) Suppose φ ∶ G H is another V-natural transformation for a V-functor
H ∶ C D. The vertical composition
φθ ∶ F H
is the V-natural transformation whose component (φθ)X is the composite
1 D(FX,HX)
1⊗1 D(GX,HX)⊗D(FX,GX)
(φθ)X
≅λ−1
φX⊗θX
m
in V for each object X in C.
(2) Suppose θ′ ∶ F′ G′ is aV-natural transformation forV-functors F′,G′ ∶
D Ewith E a V-category. The horizontal composition
θ′ ∗ θ ∶ F′F G′G
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is the V-natural transformation whose component (θ′ ∗ θ)X , for an object
X in C, is defined as the composite
(1.3.9)
1 E(F′FX,G′GX)
E(F′GX,G′GX)⊗E(F′FX, F′GX)
1⊗1 E(F′GX,G′GX)⊗D(FX,GX)
≅λ−1
(θ′∗θ)X
m
θ′GX⊗θX
1⊗F′
in V. ◇
For ordinary categories, adjunctions can be characterized in terms of the unit,
the counit, and the triangle identities (1.1.13). In the enriched setting, we use the
triangle identities as the definition for an adjunction.
Definition 1.3.10. Suppose C and D are V-categories, and L ∶ C D and R ∶
D C are V-functors. A V-adjunction L ⊣ R consists of
● a V-natural transformation η ∶ 1C RL called the unit, and
● a V-natural transformation ε ∶ LR 1D called the counit,
such that the diagrams
RLR
R R
1R∗ε
1R
η∗1R
LRL
L L
ε∗1L
1L
1L∗η
commute. In this case, L is called the left adjoint, and R is called the right adjoint. ◇
Definition 1.3.11. Suppose F,G ∶ C D are V-functors.
(1) AV-natural transformation θ ∶ F G is called a V-natural isomorphism if
there exists a V-natural transformation θ−1 ∶ G F such that the equal-
ities
θ−1θ = 1F and θθ−1 = 1G
hold.
(2) F is called a V-equivalence if there exist
● a V-functor F′ ∶ D C and
● V-natural isomorphisms η ∶ 1C F′F≅ and ε ∶ FF′ 1D.≅ ◇
Definition 1.3.12. A V-monad in a V-category C is a triple (T,µ, η) consisting of
● a V-functor T ∶ C C,
● a V-natural transformation µ ∶ T2 T called the multiplication, and
● a V-natural transformation η ∶ 1C T called the unit,
such that the associativity and unity diagrams
T3 T2
T2 T
µ∗1T
1T∗µ
µ
µ
1CT T
2 T1C
T T T
η∗1T
µ
1T∗η
are commutative. We often abbreviate such a monad to T. ◇
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Definition 1.3.13. Suppose (T,µ, η) is a V-monad in a V-category C.
(1) A T-algebra is a pair (X, θ) consisting of
● an object X in C and
● a morphism θ ∶ 1 C(TX,X) in V called the structure morphism,
such that the associativity diagram
1 1⊗1
1⊗1 C(TX,X)⊗C(T2X,TX)
C(TX,X)⊗C(TX,X)
C(TX,X)⊗C(T2X,TX) C(T2X,X)
≅λ−1
λ−1
≅
θ⊗µX
θ⊗θ
m
1⊗T
m
and the unity diagram
1 C(X,X)
1⊗1 C(TX,X)⊗C(X,TX)
≅λ−1
iX
θ⊗ηX
m
are commutative.
(2) For T-algebras (X, θX) and (Y, θY), a morphism of T-algebras
f ∶ (X, θX) (Y, θY)
is a morphism f ∶ 1 C(X,Y) in V such that the diagram
1 1⊗1 C(TY,Y)⊗C(X,Y)
1⊗1 C(TY,Y)⊗C(TX,TY)
C(X,Y)⊗C(TX,X) C(TX,Y)
≅λ−1
λ−1
≅
θY⊗ f
1⊗T
f⊗θX m
m
is commutative. ◇
1.4. Exercises and Notes
Exercise 1.4.1. Check that the vertical composition of two natural transformations,
when it is defined, is actually a natural transformation, and that vertical composi-
tion is associative and unital. Do the same for horizontal composition.
Exercise 1.4.2. Repeat the previous exercise for V-natural transformations for a
monoidal category V.
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Exercise 1.4.3. Suppose θ ∶ F G is a natural transformation. Prove that θ is
a natural isomorphism if and only if there exists a unique natural transformation
φ ∶ G F such that φθ = 1F and θφ = 1G.
Exercise 1.4.4. For an adjunction L ⊣ R, prove the triangle identities (1.1.13).
Exercise 1.4.5. Prove the alternative characterization of an adjunction stated at the
end of the paragraph containing (1.1.12).
Exercise 1.4.6. Prove that for a functor F, the following statements are equivalent.
(i) F is part of an adjoint equivalence.
(ii) F is an equivalence.
(iii) F is both fully faithful and essentially surjective.
Exercise 1.4.7. Prove that adjunctions can be composed.
Exercise 1.4.8. Prove the Yoneda Lemma (1.1.16).
Exercise 1.4.9. Prove that the limit of a functor, if it exists, is unique up to a unique
isomorphism. Do the same for the colimit.
Exercise 1.4.10. Prove that a left adjoint preserves colimits, and that a right adjoint
preserves limits.
Exercise 1.4.11. Suppose C is a monoidal category, except that the axiom λ
1
= ρ
1
is not assumed. Prove that this axiom follows from the unity axiom (1.2.4) and the
pentagon axiom (1.2.5).
Exercise 1.4.12. Prove that the unity diagrams (1.2.8) are commutative in a mon-
oidal category.
Exercise 1.4.13. In Example 1.2.9, check that Crev satisfies the pentagon axiom.
Exercise 1.4.14. Prove that each monoidal functor (F, F2, F0) ∶ C D induces a
functor
Mon(C) Mon(D)F
that sends a monoid (X,µ,1) in C to the monoid (FX,µFX,1FX) in D with unit the
composite
1
D F1C FX
F0 F1
and multiplication the composite
FX⊗ FX F(X ⊗X) FX.F2 Fµ
In other words, monoidal functors preserve monoids.
Exercise 1.4.15. Repeat the previous exercise for a symmetric monoidal functor.
In other words, prove that each symmetric monoidal functor (F, F2, F0) ∶ C D
induces a functor, defined as in the previous exercise,
CMon(C) CMon(D)F
between the categories of commutative monoids.
Exercise 1.4.16. Suppose that G is a group and M is a G-module. A normalized
3-cocycle for G with coefficients in M is a function h ∶ G3 M such that the
following two equalities hold in M for all x, y, z, w in G:
h(x, 1, y) = 0
w ⋅ h(x, y, z)+ h(w, xy, z)+ h(w, x, y) = h(w, x, yz)+ h(wx, y, z).
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Given such an h, define a category T = T(G,M, h) as follows. The objects of T are
given by the elements of G. For each x the set of endomorphisms T(x, x) = M,
and for x /= y the morphism set T(x, y) is empty. Identities and composition (of
endomorphisms) are given by the identity and addition in M.
Show that the following structure makes T a monoidal category: The product
of objects is given by multiplication in G. The product of morphisms p ∶ x x
and q ∶ y y is given by
p + x ⋅ q ∶ xy xy.
The unit element of G is the monoidal unit, and the unit isomorphisms are triv-
ial. The associativity isomorphism components (xy)z x(yz) are defined to be
h(x, y, z).
Exercise 1.4.17. Suppose C is a small category. Prove that monads on C are pre-
cisely the monoids in a certain strict monoidal category.
Exercise 1.4.18. Repeat the previous exercise for V-monads on a small V-category
C.
Exercise 1.4.19. Show that the composite (1.3.9) that defines the component (θ′ ∗
θ)X of the horizontal composition is equal to the following composite.
1 E(F′FX,G′GX)
E(G′FX,G′GX)⊗E(F′FX,G′FX)
1⊗1 D(FX,GX)⊗E(F′FX,G′FX)
≅λ−1
m
θX⊗θ
′
FX
G′⊗1
Exercise 1.4.20. For aV-monad T in aV-category C, show that T-algebras and their
morphisms form a category.
Notes.
1.4.21 (General References). For more detailed discussion of basic category theory
we refer the reader to the introductory books [Awo10, Gra18, Lei14, Rie16, Rom17,
Sim11]. ◇
1.4.22 (Set-Theoretic Foundations). Our set-theoretic convention usingGrothendieck
universes is from the appendix in [Bou72]. For more discussion of set-theoretic
foundation in the context of category theory, the reader is referred to [ML69, Shu∞b,
Low∞]. ◇
1.4.23 (The Yoneda Embedding). In the literature, the Yoneda embedding of an
object A is sometimes denoted by hA. We chose the symbol YA to make it easier
for the reader to remember that Y stands for Yoneda. ◇
1.4.24 (Monads). For further discussion of monads, the readermay consult [BW05,
Bor94b, God58,ML98, Rie16]. Monads are also called triples and standard construc-
tions in the literature. ◇
1.4.25 (Monoidal Categories and Functors). What we call a strict symmetric mon-
oidal category is sometimes called a permutative category in the literature. What
we call a (symmetric/braided) monoidal category is what Joyal and Street [JS93]
called a (symmetric/braided) tensor category. A monoidal functor is sometimes called
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a lax monoidal functor in the literature to emphasize the condition that the mor-
phisms F2 and F0 are not necessarily invertible. A strong monoidal functor is also
known as a tensor functor. Discussion of monoidal categories and their coherence
can be found in [JS93, Kel64,ML63,ML98, Yau∞]. Exercise 1.4.16 appears in work
of Joyal-Street [JS86, Section 6]. ◇
1.4.26 (Enriched Categories). The standard comprehensive reference for enriched
category theory is Kelly’s book [Kel05]. Some discussion can also be found in
[Bor94b, Chapter 6]. For the theory of enriched monads, the reader is referred to
[BKP89, LS02, Str72a]. ◇
CHAPTER 2
2-Categories and Bicategories
In this chapter we define bicategories and 2-categories. The definition of a
bicategory and a series of examples are given in Section 2.1. Several useful unity
properties in bicategories are presented in Section 2.2. The definition of a 2-category
and a series of examples are given in Section 2.3. In Sections 2.4 and 2.5 we dis-
cuss the 2-categories of multicategories and of polycategories, generalizing the
2-category of small categories, functors, and natural transformations. Dualities of
bicategories are discussed in Section 2.6.
2.1. Bicategories
In this section we give the detailed definition of a bicategory and some exam-
ples.
Convention 2.1.1. Recall fromNotation 1.1.21 that 1 denotes the categorywith one
object ∗ and only its identity morphism. For a category C, we usually identify the
categories C× 1 and 1×Cwith C, and regard the canonical isomorphisms between
them as 1C. For an object X in C, its identity morphism 1X is also denoted by X. ◇
Motivation 2.1.2. As we pointed out in Example 1.2.12, a monoid (X,µ,1) in Set
may be regarded as a category ΣX with one object ∗, morphism set ΣX(∗,∗) = X,
identity morphism 1∗ = 1, and composition µ. The associativity and unity axioms
of the monoid X become the associativity and unity axioms of the category ΣX.
So a category is a multi-object version of a monoid. In a similar way, a bicate-
gory, to be defined shortly, is a multi-object version of a monoidal category as in
Definition 1.2.1. ◇
Definition 2.1.3. A bicategory is a tuple
(B, 1, c, a, ℓ, r)
consisting of the following data.
Objects: B is equipped with a class Ob(B) = B0, whose elements are called objects
or 0-cells in B. If X ∈ B0, we also write X ∈ B.
Hom Categories: For each pair of objects X,Y ∈ B, B is equipped with a category
B(X,Y), called a hom category.
● Its objects are called 1-cells in B. The collection of all the 1-cells in B
is denoted by B1.
● Its morphisms are called 2-cells in B. The collection of all the 2-cells
in B is denoted by B2.
● Composition and identity morphisms in the category B(X,Y) are
called vertical composition and identity 2-cells, respectively.
● An isomorphism in B(X,Y) is called an invertible 2-cell, and its in-
verse is called a vertical inverse.
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● For a 1-cell f , its identity 2-cell is denoted by 1 f .
Identity 1-Cells: For each object X ∈ B,
1X ∶ 1 B(X,X)
is a functor. We identify the functor 1X with the 1-cell 1X(∗) ∈ B(X,X),
called the identity 1-cell of X.
Horizontal Composition: For each triple of objects X,Y,Z ∈ B,
cXYZ ∶ B(Y,Z) ×B(X,Y) B(X,Z)
is a functor, called the horizontal composition. For 1-cells f ∈ B(X,Y) and
g ∈ B(Y,Z), and 2-cells α ∈ B(X,Y) and β ∈ B(Y,Z), we use the notations
cXYZ(g, f ) = g ○ f or g f ,
cXYZ(β, α) = β ∗ α.
Associator: For objectsW,X,Y,Z ∈ B,
aWXYZ ∶ cWXZ(cXYZ × IdB(W,X)) cWYZ(IdB(Y,Z) × cWXY)
is a natural isomorphism, called the associator, between functors
B(Y,Z)×B(X,Y)×B(W,X) B(W,Z).
Unitors: For each pair of objects X,Y ∈ B,
cXYY(1Y × IdB(X,Y)) IdB(X,Y) cXXY(IdB(X,Y) × 1X)ℓXY rXY
are natural isomorphisms, called the left unitor and the right unitor, re-
spectively.
The subscripts in c will often be omitted. The subscripts in a, ℓ, and r will often
be used to denote their components. The above data are required to satisfy the
following two axioms for 1-cells f ∈ B(V,W), g ∈ B(W,X), h ∈ B(X,Y), and k ∈
B(Y,Z).
Unity Axiom: The middle unity diagram
(2.1.4)
(g1W) f g(1W f )
g f
a
rg∗1 f 1g∗ℓ f
in B(V,X) is commutative.
Pentagon Axiom: The diagram
(2.1.5)
(kh)(g f )
((kh)g) f
(k(hg)) f k((hg) f )
k(h(g f ))
ak,h,g fakh,g, f
ak,h,g∗1 f
ak,hg, f
1k∗ah,g, f
in B(V,Z) is commutative.
This finishes the definition of a bicategory. ◇
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Explanation 2.1.6. We usually abbreviate a bicategory as above to B.
(1) We assume the hom categories B(X,Y) for objects X,Y ∈ B are disjoint. If
not, we tacitly replace them with their disjoint union.
(2) In each hom category B(X,Y), the vertical composition of 2-cells is asso-
ciative and unital in the strict sense. In other words, for 1-cells f , f ′, f ′′,
and f ′′′ in B(X,Y), and 2-cells α ∶ f f ′, α′ ∶ f ′ f ′′, and α′′ ∶
f ′′ f ′′′, the equalities
(α′′α′)α = α′′(α′α),
α = α1 f = 1 f ′α
(2.1.7)
hold.
(3) For 1-cells f , f ′ ∈ B(X,Y), we display each 2-cell α ∶ f f ′ in diagrams
as
X Y
⇒
α
f
f ′
with a double arrow for the 2-cell. With this notation, the horizontal com-
position cXYZ is the assignment
X Y Z X Z
⇒
α
⇒
β
⇒
β ∗ α
f
f ′
g
g′
g f
g′ f ′
for 1-cells f , f ′ ∈ B(X,Y), g, g′ ∈ B(Y,Z) and 2-cells α ∶ f f ′, β ∶
g g′.
(4) That the horizontal composition cXYZ is a functor means:
(a) It preserves identity 2-cells, i.e.,
(2.1.8) 1g ∗ 1 f = 1g f
in B(X,Z)(g f , g f ).
(b) It preserves vertical composition, i.e.,
(2.1.9) (β′β) ∗ (α′α) = (β′ ∗ α′)(β ∗ α)
in B(X,Z)(g f , g′′ f ′′) for 1-cells f ′′ ∈ B(X,Y), g′′ ∈ B(Y,Z) and 2-cells
α′ ∶ f ′ f ′′, β′ ∶ g′ g′′.
The equality (2.1.9) is called the middle four exchange. It may be visualized
as the equality of the two ways to compose the diagram
X Y Z
⇒
α
⇒
β
⇒
α′
⇒
β′
f
f ′
g
g′
f ′′ g′′
down to a single 2-cell.
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(5) Horizontal composition is associative up to the specified natural isomor-
phism a. So for 1-cells f ∈ B(W,X), g ∈ B(X,Y), and h ∈ B(Y,Z), the
component of a is an invertible 2-cell
(2.1.10) ah,g, f ∶ (hg) f h(g f )≅
in B(W,Z). The naturality of a means that, for 2-cells α ∶ f f ′, β ∶
g g′, and γ ∶ h h′, the diagram
(2.1.11)
(hg) f h(g f )
(h′g′) f ′ h′(g′ f ′)
ah,g, f
(γ∗β)∗α γ∗(β∗α)
ah′,g′, f ′
in B(W,Z) is commutative.
(6) Similarly, horizontal composition is unital with respect to the identity 1-
cells up to the specified natural isomorphisms ℓ and r. So for each 1-cell
f ∈ B(X,Y), their components are invertible 2-cells
(2.1.12) ℓ f ∶ 1Y f f
≅
and r f ∶ f1X f
≅
in B(X,Y). The naturality of ℓ and r means the diagram
(2.1.13)
1Y f f f1X
1Y f
′ f ′ f ′1X
ℓ f
11Y∗α α α∗11X
r f
ℓ f ′ r f ′
is commutative for each 2-cell α ∶ f f ′.
(7) The unity axiom (2.1.4) asserts the equality of 2-cells
r ∗ 1 f = (1g ∗ ℓ)a ∈ B(V,X)((g1W) f , g f ).
The right-hand side is the vertical composition of a component of the
associator a with the horizontal composition 1g ∗ ℓ.
(8) Similarly, the pentagon axiom (2.1.5) is an equality of 2-cells in the set
B(V,Z)(((kh)g) f , k(h(g f ))).
One of the 2-cells is the vertical composition of two instances of the asso-
ciator a. The other 2-cell is the vertical composition of the 2-cells
a ∗ 1 f , a, and 1k ∗ a,
the first and the last of which are horizontal compositions. ◇
Definition 2.1.14. Suppose P is a property of categories. A bicategory B is locally
P if each hom category in B has property P. In particular, B is:
● locally small if each hom category is a small category.
● locally discrete if each hom category is discrete.
● locally partially ordered if each hom category is a partially ordered set re-
garded as a small category.
Finally, B is small if it is locally small and if B0 is a set. ◇
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Definition 2.1.15. Suppose B and B′ are bicategories. Then B′ is called a sub-
bicategory of B if the following statements hold.
● B′0 is a sub-class of B0.
● For objects X,Y ∈ B′, B′(X,Y) is a sub-category of B(X,Y).
● The identity 1-cell of X in B′ is equal to the identity 1-cell of X in B.
● For objects X,Y,Z in B′, the horizontal composition c′XYZ in B
′ makes the
diagram
B′(Y,Z)×B′(X,Y) B′(X,Z)
B(Y,Z) ×B(X,Y) B(X,Z)
c′XYZ
cXYZ
commutative, in which the unnamed arrows are sub-category inclusions.
● Every component of the associator in B′ is equal to the corresponding
component of the associator in B, and similarly for the left unitors and
the right unitors.
This finishes the definition of a sub-bicategory. ◇
The following special cases of the horizontal composition, in which one of the
2-cells is an identity 2-cell of some 1-cell, will come up often.
Definition 2.1.16. In a bicategory B, suppose given 1-cells h ∈ B(W,X), f , f ′ ∈
B(X,Y), g ∈ B(Y,Z), and a 2-cell α ∶ f f ′, as in the diagram:
W X Y Z
⇒
α
h
f
f ′
g
Then the horizontal compositions α ∗ 1h and 1g ∗ α are called the whiskering of h and
α and the whiskering of α and g, respectively. ◇
Explanation 2.1.17. The whiskering α ∗ 1h is a 2-cell f h f ′h in B(W,Y). The
whiskering 1g ∗ α is a 2-cell g f g f ′ in B(X,Z). ◇
The rest of this section contains examples of bicategories.
Example 2.1.18 (Categories). Categories are identified with locally discrete bicat-
egories. Indeed, in each category C, each morphism set C(X,Y) may be regarded
as a discrete category; i.e., there are only identity 2-cells.
● The identity 1-cells are the identity morphisms in C.
● The horizontal composition of 1-cells is the composition in C.
● The horizontal composition and the vertical composition of identity 2-
cells yield identity 2-cells.
● The natural isomorphisms a, ℓ, and r are defined as the identity natural
transformations.
We write Cbi for this locally discrete bicategory.
Conversely, for a locally discrete bicategory B, the natural isomorphisms a, ℓ,
and r are identities by (2.1.10) and (2.1.12). So the identification above yields a
category (B0,B1, 1, c). ◇
Example 2.1.19 (Monoidal Categories). Monoidal categories are canonically iden-
tified with one-object bicategories. Indeed, suppose (C,⊗,1, α,λ, ρ) is a monoidal
category as in Definition 1.2.1. Then it yields a bicategory ΣC with:
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● one object ∗;
● hom category ΣC(∗,∗) = C;
● identity 1-cell 1∗ = 1;
● horizontal composition c = ⊗ ∶ C×C C;
● associator a = α;
● left unitor ℓ = λ and right unitor r = ρ.
The unity axiom (2.1.4) and the pentagon axiom (2.1.5) in ΣC are those of the mon-
oidal category C in (1.2.4) and (1.2.5), respectively.
Conversely, for a bicategory B with one object ∗, the hom category B(∗,∗),
alongwith the identification in the previous paragraph, is amonoidal category. ◇
Example 2.1.20 (Hom Monoidal Categories). For each object X in a bicategory B,
the hom category C = B(X,X) is a monoidal category with:
● monoidal unit 1 = 1X;
● monoidal product ⊗ = cXXX ∶ C×C C;
● associativity isomorphism α = aXXXX;
● left and right unit isomorphisms λ = ℓXX and ρ = rXX.
As in Example 2.1.19, the monoidal category axioms (1.2.4) and (1.2.5) in C follow
from the bicategory axioms (2.1.4) and (2.1.5) in B. ◇
Example 2.1.21 (Products). Suppose A and B are bicategories. The product bicate-
gory A×B is the bicategory defined by the following data.
● (A×B)0 = A0 ×B0.
● For objects A,A′ ∈ A and B, B′ ∈ B, it has the Cartesian product hom
category
(A×B)((A, B), (A′, B′)) = A(A,A′)×B(B, B′).
● The identity 1-cell of an object (A, B) is (1A, 1B).
● The horizontal composition is the composite functor
A(A′,A′′)×B(B′, B′′)×A(A,A′)×B(B, B′) A(A,A′′)×B(B, B′′)
A(A′,A′′)×A(A,A′)×B(B′, B′′)×B(B, B′)
≅
c
cA×cB
with cA and cB the horizontal compositions in A and B, respectively, and
the left vertical functor permuting the middle two categories.
● The associator, the left unitor, and the right unitor are all induced entry-
wise by those in A and B.
The unity axiom and the pentagon axiom follow from those in A and B. ◇
Example 2.1.22 (Spans). Suppose C is a category in which all pullbacks exist. For
each diagram in C of the form X B Y,
f g
we choose an arbitrary pullback
diagram
X ×
B
Y Y
X B
p1
p2
g
f
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in C. A span in C from A to B is a diagram of the form
(2.1.23) A X B.
f1 f2
There is a bicategory Span(C), or Span if C is clear from the context, consisting of
the following data.
● Its objects are the objects in C.
● For objects A, B ∈ C, the 1-cells in Span(A, B) are the spans in C from A to
B. The identity 1-cell of A consists of two copies of the identity morphism
1A.
● A 2-cell in Span(A, B) from the span (2.1.23) to the span A X′ Bf ′1 f ′2
is a morphism φ ∶ X X′ in C such that the diagram
(2.1.24)
X
A B
X′
f1
φ
f2
f ′1 f
′
2
is commutative. Identity 2-cells are identity morphisms in C, and vertical
composition is the composition in C.
● The horizontal composition of 1-cells is induced by the chosen pullbacks.
More explicitly, suppose given a span ( f1, f2) from A to B and a span(g1, g2) from B to C as in the lower half of the diagram:
(2.1.25)
X ×
B
Y
X Y
A B C
p1 p2
f1p1 g2p2
f1 f2 g1
g2
The diamond in the middle is the chosen pullback of ( f2, g1). The hori-
zontal composition (g1, g2)( f1, f2) is the span ( f1p1, g2p2) from A to C.
● The horizontal composition of 2-cells is induced by the universal prop-
erty of pullbacks. More precisely, suppose given two horizontally com-
posable 2-cells (φ, ϕ) as in the following solid-arrow commutative dia-
gram.
X ×
B
Y
X Y
A B C
X′ Y′
X′ ×
B
Y′
p1 p2
f1p1 g2p2
θ
f1 f2
φ
g1
g2
ϕ
f ′1 f
′
2 g
′
1 g
′
2
p′1 p
′
2
f ′1p
′
1 g
′
2p
′
2
The commutativity of the solid-arrow diagram and the universal prop-
erty of the pullback X′ ×B Y′ imply the existence of a unique morphism θ
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such that
p′1θ = φp1 and p′2θ = ϕp2.
These equalities imply that
f ′1p
′
1θ = f ′1φp1 = f1p1 and g′2p′2θ = g′2ϕp2 = g2p2.
So θ is a 2-cell from the span ( f1p1, g2p2) to the span ( f ′1p′1, g′2p′2), which
is defined as the horizontal composition ϕ ∗ φ.
● The associator, the left unitor, and the right unitor are similarly defined
by the universal property of pullbacks.
The bicategory axioms (2.1.4) and (2.1.5) also follow from the universal property
of pullbacks. ◇
Example 2.1.26 (Bimodules). There is a bicategory Bimod given by the following
data.
● Its objects are rings, which are always assumed to be unital and associa-
tive.
● For two rings R and S, the hom category Bimod(R,S) is the category
whose objects are (R,S)-bimodules. An (R,S)-bimodule M is an abelian
group together with
– a left R-module structure (x,m) xm and
– a right S-module structure (m, s) ms
such that the two actions commute in the sense that
(xm)s = x(ms) for (x,m, s) ∈ R×M × S.
The 2-cells in Bimod(R,S) are (R,S)-bimodule homomorphisms, with the
identity maps as identity 2-cells.
● The identity 1-cell of a ring R is R regarded as an (R,R)-bimodule.
● For another ring T and an (S,T)-module N, the horizontal composition
of 1-cells is given by tensoring over S,
cRST(N,M) = M⊗S N,
which is an (R,T)-bimodule. The horizontal composition of 2-cells is
given by tensoring bimodule homomorphisms.
● The associator a, the left unitor ℓ, and the right unitor r are given by the
natural isomorphisms
M⊗S (N ⊗T P) ≅ (M⊗S N)⊗T P, M⊗S S ≅ M, and R⊗R M ≅ M
for (T,U)-bimodules P.
◇
Example 2.1.27 (Classifying Category and Picard Groupoid). A bicategory B is
locally essentially small if each of its hom-categories has a set of isomorphism classes
of objects. For a locally essentially small bicategory B, its classifying category Cla(B)
is defined as follows.
● Its objects are the objects in B.
● For objects X,Y in Cla(B), Cla(B)(X,Y) is the set of isomorphism classes
of 1-cells in B(X,Y). The isomorphism class of a 1-cell f is written as [ f ].
● For each object X in Cla(B), its identity morphism is [1X].
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● For objects X,Y,Z in B, the composition is defined as
Cla(B)(Y,Z)×Cla(B)(X,Y) Cla(B)(X,Z), [g] ○ [ f ] = [g f ].
This is well defined by the axioms (2.1.7), (2.1.8), and (2.1.9).
Since the associator and the unitors of B are componentwise isomorphisms, com-
position in Cla(B) is strictly associative and unital. The Picard groupoid of B, de-
noted by Pic(B), is the sub-groupoid of Cla(B) consisting of all the objects and
only the invertible morphisms. ◇
Example 2.1.28 (2-Vector Spaces). SupposeC is the field of complex numbers. An
n×m 2-matrix V is an array
V = (Vij)1≤i≤n,1≤j≤m
with eachVij a finite dimensional complex vector space. Given a p×n 2-matrixW =(Wki), the 2-matrix product WV is the p ×m 2-matrix with (k, j)-entry the complex
vector space
(2.1.29) (WV)kj = n⊕
i=1
(Wki ⊗Vij) for 1 ≤ k ≤ p, 1 ≤ j ≤ m.
Here ⊕ and ⊗ denote, respectively, direct sum and tensor product of finite dimen-
sional complex vector spaces.
There is a bicategory 2Vectc, of coordinatized 2-vector spaces, determined by the
following data.
Objects: The objects in 2Vectc are the symbols {n} for non-negative integers n.
Hom-category: The hom-category 2Vectc({m},{n}) is defined as follows.
● Its objects are n×m 2-matrices.
● Amorphism
θ = (θij) ∶ V = (Vij) V′ = (V′ij)
consists of C-linear maps θij ∶ Vij V′ij for 1 ≤ i ≤ n and 1 ≤ j ≤ m.
● The identity morphism of an object V = (Vij) consists of the identity
maps of the Vij.
● Composition is given by coordinate-wise composition of C-linear
maps, i.e., (φij)(θij) = (φijθij).
Identity 1-Cells: The identity 1-cell of an object {n} is the n × n 2-matrix 1n with
entries
1nij =
⎧⎪⎪⎨⎪⎪⎩
C if i = j,
0 if i /= j.
Horizontal Composition: On 1-cells, it is given by the 2-matrix product in (2.1.29)
above.
On 2-cells, suppose θ ∶ V V′ is a 2-cell in 2Vectc({m},{n}), and
φ ∶W W′ is a 2-cell in 2Vectc({n},{p}). The horizontal composite
φ ∗ θ ∶WV W′V′
is the 2-cell in 2Vectc({m},{p}) consisting ofC-linear maps
(2.1.30) (φ ∗ θ)kj = n⊕
i=1
(φki ⊗ θij) ∶ n⊕
i=1
(Wki ⊗Vij) n⊕
i=1
(W′ki ⊗V′ij).
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Associator: For composable 1-cells
{m} {n} {p} {q},V W X
the component
aX,W,V ∶ (XW)V X(WV)
of the associator has (l, j)-entry, for 1 ≤ l ≤ q and 1 ≤ j ≤ m, the following
composite of canonical isomorphisms:
[(XW)V]l j = n⊕
i=1
(XW)li ⊗Vij
=
n
⊕
i=1
( p⊕
k=1
Xlk ⊗Wki)⊗Vij
≅
n
⊕
i=1
p
⊕
k=1
(Xlk ⊗Wki)⊗Vij
≅
p
⊕
k=1
n
⊕
i=1
Xlk ⊗ (Wki ⊗Vij)
≅
p
⊕
k=1
Xlk ⊗ ( n⊕
i=1
Wki ⊗Vij)
=
p
⊕
k=1
Xlk ⊗ (WV)kj
= [X(WV)]l j.
In the above canonical isomorphisms, we used the canonical distributiv-
ity isomorphisms
(A⊕ B)⊗C ≅ (A⊗C)⊕ (B⊗C),
A⊗ (B⊕C) ≅ (A⊗ B)⊕ (A⊗C),
the symmetry isomorphism
A⊕ B ≅ B⊕ A,
and the associativity isomorphism
(A⊗ B)⊗C ≅ A⊗ (B⊗C)
of finite dimensional complex vector spaces.
Unitors: The left unitor ℓV ∶ 1nV V is induced by the canonical isomorphisms
C⊗ A ≅ A, 0⊗ A ≅ 0, and 0⊕ A ≅ A ≅ A⊕ 0.
Similarly, the right unitor rV ∶ V1m V is induced by the last two
canonical isomorphisms, together with
A⊗C ≅ A and A⊗ 0 ≅ 0.
This finishes the definition of 2Vectc.
To see that 2Vectc is actually a bicategory, observe the following.
● Each hom-category is an actual category because composition ofC-linear
maps is strictly associative and unital.
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● The horizontal composition preserves identity 2-cells because direct sum
and tensor product of finite dimensional complex vector spaces preserve
identity maps. The middle four exchange (2.1.9) holds because C-linear
maps satisfy the analogous properties
(φ2φ1)⊕ (θ2θ1) = (φ2 ⊕ θ2)(φ1 ⊕ θ1),
(φ2φ1)⊗ (θ2θ1) = (φ2 ⊗ θ2)(φ1 ⊗ θ1)
whenever the composites are defined.
● The associator, the left unitor, and the right unitor are natural isomor-
phisms because they have invertible components, and the canonical iso-
morphisms in their definitions are natural with respect toC-linear maps.
● The unity axiom (2.1.4) holds because the diagram
(B⊗C)⊗ A B⊗ (C⊗ A)
B⊗ A
≅
≅⊗1A 1B⊗≅
of canonical isomorphisms between finite dimensional complex vector
spaces is commutative.
● The pentagon axiom (2.1.5) holds because the diagram
(YX)(WV)
((YX)W)V
(Y(XW))V Y((XW)V)
Y(X(WV))
≅≅
≅⊗1V
≅
1Y⊗≅
of canonical isomorphisms between finite dimensional complex vector
spaces is commutative, where the ⊗ symbols among the objects are omit-
ted to save space.
This shows that 2Vectc is a bicategory. A 2-categorical version of 2Vectc will be
considered in Example 2.3.16. ◇
Example 2.1.31. Generalizing the terminal category (Notation 1.1.21), there is a
trivial bicategory with a single object, single 1-cell, and single 2-cell. We denote
this bicategory 1 and call it the terminal bicategory. ◇
2.2. Unity Properties
In this section we record several useful unity properties in bicategories. The
proofs here provide illustrations of basic computation in bicategories. Fix a bi-
category (B, 1, c, a, ℓ, r) as in Definition 2.1.3. The first property says that identity
2-cells of identity 1-cells can be canceled in horizontal composition.
Lemma 2.2.1. Suppose f , f ′ ∈ B(X,Y) are two 1-cells, and α, α′ ∶ f f ′ are two
2-cells. Then the following statements are equivalent.
(1) α = α′.
(2) 11Y ∗ α = 11Y ∗ α′.
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(3) α ∗ 11X = α′ ∗ 11X
Proof. (1) implies both (2) and (3) by definition.
On the other hand, by the naturality of the unitors ℓ and r, the diagram
1Y f f f1X
1Y f
′ f ′ f ′1X
ℓ f
≅
11Y
∗α α α∗11X
≅
r f
ℓ f ′
≅ ≅
r f ′
in the hom category B(X,Y) is commutative, and similarly for α′. If (2) holds, then
the left square and the invertibility of ℓ f imply (1). Similarly, if (3) holds, then the
right square and the invertibility of r f imply (1). 
Lemma 2.2.2. For each object X in B, the equalities
r1X1X = r1X ∗ 11X ∶ (1X1X)1X 1X1X,
ℓ1X1X = 11X ∗ ℓ1X ∶ 1X(1X1X) 1X1X
hold in B(X,X).
Proof. By the naturality of the right unitor, the diagram
(1X1X)1X 1X1X
1X1X 1X
r1X∗11X
r1X1X
r1X
r1X
in B(X,X) is commutative. The first equality now follows from this commutative
diagram and the fact that r1X is an invertible 2-cell. The second equality is proved
similarly. 
Lemma 2.2.3. Suppose f , f ′ ∈ B(X,Y), g, g′ ∈ B(Y,Z) are 1-cells, and α ∶ f f ′,
β ∶ g g′ are invertible 2-cells. Then β ∗ α is also an invertible 2-cell.
Proof. Suppose α−1 and β−1 are the vertical inverses of α and β, respectively. There
are equalities
(β−1 ∗ α−1)(β ∗ α) = (β−1β) ∗ (α−1α)
= 1g ∗ 1 f
= 1g f .
The first equality is from the middle four exchange (2.1.9), and the last equality is
(2.1.8). Similarly, there is an equality
(β ∗ α)(β−1 ∗ α−1) = 1g′ f ′ .
Therefore, β−1 ∗ α−1 is the vertical inverse of β ∗ α. 
The following observation contains the bicategorical generalizations of the
unity diagrams (1.2.8) in a monoidal category.
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Proposition 2.2.4. Suppose f ∈ B(X,Y) and g ∈ B(Y,Z) are 1-cells. Then the diagrams
(1Zg) f 1Z(g f )
g f
a
ℓg∗1 f ℓg f
(g f )1X g( f1X)
g f
a
rg f 1g∗r f
in B(X,Z) are commutative.
Proof. To prove the commutativity of the second diagram, consider the following
diagram in B(X,Z).
(g f )(1X1X)
((g f )1X)1X g( f (1X1X))
(g f )1X g( f1X)
(g( f1X))1X g(( f1X)1X)
(ii)
1g f∗ℓ1X
a
(i)
a∗11X
a
rg f∗11X
(†)
1g∗(1 f∗ℓ1X)
a
(iii)(1g∗r f )∗11X
a
1g∗(r f∗11X)
(iv)
1g∗a
● The outer-most pentagon is commutative by the pentagon axiom (2.1.5).
● (i) is commutative by the unity axiom (2.1.4).
● (ii) is commutative by the naturality of the associator a and the equality
1g ∗ 1 f = 1g f in (2.1.8).
● (iii) is commutative by the naturality of a.
● (iv) is commutative by the equalities
(1g ∗ (1 f ∗ ℓ1X))(1g ∗ a) = (1g1g) ∗ ((1 f ∗ ℓ1X)a)
= 1g ∗ (r f ∗ 11X).
The first equality holds by the middle four exchange (2.1.9). The second
equality holds by the unity axiom (2.1.4) and the equality 1g1g = 1g from
(2.1.7).
● Every edge is an invertible 2-cell by Lemma 2.2.3.
It follows that the sub-diagram (†) is commutative.
So there are equalities
((1g ∗ r f )a) ∗ 11X = ((1g ∗ r f )a) ∗ (11X11X)
= ((1g ∗ r f ) ∗ 11X)(a ∗ 11X)
= rg f ∗ 11X .
(2.2.5)
The first equality follows from 11X = 11X11X in (2.1.7). The second equality is from
the middle four exchange (2.1.9). The last equality is the commutativity of (†).
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Lemma 2.2.1 now implies the equality
(1g ∗ r f )a = rg f ,
which is the desired commutative diagram.
To prove the commutativity of the first diagram, we consider the diagram
(1Z1Z)(g f )
((1Z1Z)g) f 1Z(1Z(g f ))
(1Zg) f 1Z(g f )
(1Z(1Zg)) f 1Z((1Zg) f )
r1Z∗1g f
a
a∗1 f
a
(r1Z∗1g)∗1 f 11Z∗ℓg f
a
(11Z∗ℓg)∗1 f
a
11Z∗(ℓg∗1 f )
(‡)
11Z∗a
in B(X,Z). A slight modification of the argument above shows that the sub-
diagram (‡) is commutative. Similar to (2.2.5), this implies the equality
11Z ∗ (ℓg ∗ 1 f ) = 11Z ∗ (ℓg f a).
Then we use Lemma 2.2.1 to cancel 11Z and obtain the desired commutative dia-
gram. 
Next is the bicategorical generalization of the equality λ
1
= ρ
1
in a monoidal
category.
Proposition 2.2.6. For each object X in B, the equality
ℓ1X = r1X ∶ 1X1X 1X
≅
holds in B(X,X).
Proof. Consider the diagrams:
(1X1X)1X 1X(1X1X)
1X1X
a
r1X∗11X 11X∗ℓ1X
(1X1X)1X 1X(1X1X)
1X1X
a
r1X1X 11X∗r1X
The first diagram is commutative by the unity axiom (2.1.4). The second diagram
is the second commutative diagram in Proposition 2.2.4. Since a is an invertible
2-cell and since r1X1X = r1X ∗ 11X by Lemma 2.2.2, it follows that
11X ∗ ℓ1X = 11X ∗ r1X .
The desired equality now follows by applying Lemma 2.2.1. 
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2.3. 2-Categories
In this section we discuss 2-categories and some examples.
Motivation 2.3.1. As discussed in Example 2.1.19, monoidal categories are iden-
tified with one-object bicategories. The algebra in a monoidal category is signifi-
cantly simplified if the monoidal category is strict, since in that case we may forget
about the associativity isomorphism and the unit isomorphisms. One can expect
a similar simplification in a bicategory whose coherence isomorphisms a, ℓ, and
r are identities. Bicategories with these properties are called 2-categories. Just as
every monoidal category can be strictified by Mac Lane’s Coherence Theorem, we
will see in Chapter 8 that every bicategory can be strictified to a 2-category. The
schematic
bicategories 2-categories
monoidal categories strict monoidal categories
one object one object
strictification
strictification
should help the reader keep track of the various concepts. ◇
Definition 2.3.2. A 2-category is a bicategory (B, 1, c, a, ℓ, r) in which the associator
a, the left unitor ℓ, and the right unitor r are identity natural transformations. ◇
Definition 2.3.3. Suppose B and B′ are 2-categories. Then B′ is called a sub-2-
category of B if it is a sub-bicategory of B in the sense of Definition 2.1.15. ◇
The terminology in Definition 2.1.14 also applies to 2-categories. For example,
a 2-category is locally small if each hom category is a small category.
The following observation provides an explicit list of axioms for a 2-category.
Proposition 2.3.4. A 2-category B contains precisely the following data:
● A class B0 of objects.
● For objects X,Y ∈ B0, a class B1(X,Y) of 1-cells from X to Y.
● An identity 1-cell 1X ∈ B1(X,X) for each object X.
● For 1-cells f , f ′ ∈ B1(X,Y), a set B2(X,Y)( f , f ′), or simply B2( f , f ′), of 2-
cells from f to f ′.
● An identity 2-cell 1 f ∈ B2( f , f ) for each 1-cell f ∈ B1(X,Y) and each pair of
objects X,Y.
● For objects X and Y, and 1-cells f , f ′, f ′′ ∈ B1(X,Y), an assignment
B2( f ′, f ′′)×B2( f , f ′) B2( f , f ′′)v , v(α′, α) = α′α
called the vertical composition.
● For objects X,Y, and Z, an assignment
B1(Y,Z)×B1(X,Y) B1(X,Z)c1 , c1(g, f ) = g f
called the horizontal composition of 1-cells.
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● For objects X,Y, and Z, and 1-cells f , f ′ ∈ B1(X,Y) and g, g′ ∈ B1(Y,Z), an
assignment
B2(Y,Z)(g, g′)×B2(X,Y)( f , f ′) B2(X,Z)(g f , g′ f ′)c2 , c2(β, α) = β ∗ α
called the horizontal composition of 2-cells.
These data are required to satisfy the following axioms:
(i) The vertical composition is associative and unital with respect to the identity
2-cells, in the sense that (2.1.7) holds.
(ii) The horizontal composition preserves identity 2-cells and vertical composition,
in the sense that (2.1.8) and (2.1.9) hold.
(iii) The horizontal composition of 1-cells is associative, in the sense that for 1-cells
f ∈ B1(W,X), g ∈ B1(X,Y), and h ∈ B1(Y,Z), there is an equality
(2.3.5) (hg) f = h(g f ) ∈ B1(W,Z).
(iv) The horizontal composition of 2-cells is associative, in the sense that for 2-cells
α ∈ B(W,X)( f , f ′), β ∈ B(X,Y)(g, g′), and γ ∈ B(Y,Z)(h, h′), there is an
equality
(2.3.6) (γ ∗ β) ∗ α = γ ∗ (β ∗ α)
in B(W,Z)((hg) f , h′(g′ f ′)).
(v) The horizontal composition of 1-cells is unital with respect to the identity 1-cells,
in the sense that there are equalities
(2.3.7) 1Y f = f = f1X
for each f ∈ B1(X,Y).
(vi) The horizontal composition of 2-cells is unital with respect to the identity 2-cells
of the identity 1-cells, in the sense that there are equalities
(2.3.8) 11Y ∗ α = α = α ∗ 11X
for each α ∈ B2(X,Y)( f , f ′).
Proof. For each bicategory B, the equalities in (2.1.7) mean that each B(X,Y) is a
category. The equalities (2.1.8) and (2.1.9) mean that the horizontal composition c
is a functor. Now suppose B is a 2-category; i.e., a, ℓ, and r are identity natural
transformations. The equalities (2.3.5) and (2.3.6) hold because the associator a
is the identity natural transformation. The equalities in (2.3.7) and (2.3.8) hold
because the unitors ℓ and r are the identity natural transformations.
Conversely, suppose B is as in the statement of the Proposition. Then each
B(X,Y) is a category by (2.1.7). The horizontal compositions of 1-cells and 2-cells
together form a functor by (2.1.8) and (2.1.9). We define the natural transforma-
tions a, ℓ, and r as the identities, which are well-defined by (2.3.5)–(2.3.8). The
unity axiom (2.1.4) and the pentagon axiom (2.1.5) are automatically true by (2.1.8).
So B is a 2-category. 
Recall that (Cat,×, 1) is the symmetric monoidal category with small categor-
ies as objects, functors as morphisms, product as monoidal product, and the dis-
crete category 1 with one object as the monoidal unit. As discussed in Section 1.3,
it makes sense to talk about categories enriched in Cat, or Cat-categories for short.
Proposition 2.3.9. A locally small 2-category is precisely a Cat-category.
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Proof. Suppose B is a locally small 2-category. Using the explicit description of a
2-category in Proposition 2.3.4, we observe that B is a Cat-category as in Defini-
tion 1.3.1.
● Since B is a locally small bicategory, for each pair of objects X,Y in B, the
hom category B(X,Y) is an object in Cat—i.e., a small category—with its
1-cells, 2-cells, vertical composition, and identity 2-cells.
● For each triple of objects X,Y,Z in B, the composition
B(Y,Z)×B(X,Y) B(X,Z)mXYZ
is the horizontal composition cXYZ in the bicategory B, which is a functor,
i.e., a morphism in Cat.
● For each object X in B, the identity of X is the functor
1 B(X,X)iX
given by the identity 1-cell 1X ∈ B(X,X) of X.
● The Cat-category associativity diagram (1.3.2) in B is commutative be-
cause the horizontal composition is associative for both 1-cells and 2-cells,
in the sense of (2.3.5) and (2.3.6).
● The Cat-category unity diagram (1.3.3) in B is commutative because the
horizontal composition is unital for both 1-cells and 2-cells, in the sense
of (2.3.7) and (2.3.8).
Therefore, B is a Cat-category. The same identification as above shows that a Cat-
category is a locally small 2-category. 
Explanation 2.3.10. There are three ways to think about a 2-category.
Bicategorical: In Definition 2.3.2, a 2-category is defined as a bicategory with ex-
tra properties, namely, that the associator, the left unitor, and the right
unitor are identities. This definition is useful in that every property of a
bicategory is automatically true in a 2-category.
Set-Theoretic: Alternatively, the entire list of axioms of a 2-category is stated in
Proposition 2.3.4. This is a purely set-theoretic view of a 2-category, which
is useful in checking that something forms a 2-category.
Categorical: Proposition 2.3.9 states that locally small 2-categories are categories
enriched in Cat. This is a categorical description of a 2-category, which is
useful in defining 2-categorical concepts, including 2-functors, 2-natural
transformations, 2-adjunctions, 2-monads, and so forth.
In the rest of this book, we will use all three descriptions of a 2-category. ◇
The rest of this section contains examples of 2-categories.
Example 2.3.11 (Strict Monoidal Categories). The identification in Example 2.1.19
shows that strict monoidal categories are canonically identified with one-object
2-categories. ◇
Example 2.3.12 (Hom Strict Monoidal Categories). Suppose (B, 1, c, a, ℓ, r) is a bi-
category, and X is an object in B such that aXXXX, ℓXX, and rXX are identities. This
is true, for example, if B is a 2-category. Then the identification in Example 2.1.20
gives the hom category B(X,X) the structure of a strict monoidal category. ◇
Example 2.3.13 (Relations). There is a locally partially ordered 2-category Rel of
relations consisting of the following data.
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● Its objects are sets.
● For two sets A and B, the hom category Rel(A, B) is the category of rela-
tions from A to B. A relation from A to B is a subset R ⊆ A × B. The set of
relations from A to B is a partially ordered set under set inclusion. This
partially ordered set is then regarded as a small category Rel(A, B) with
a unique morphism R R′ if and only if R ⊆ R′ ⊆ A × B.
● The identity 1-cell of A is the relation
∆A = {(a, a) ∶ a ∈ A} ⊆ A × A.
● If C is another set and if S ⊆ B × C is a relation from B to C, then the
horizontal composition SR ⊆ A ×C is defined by
SR = {(a, c) ∈ A ×C ∶ there exists b ∈ B with (a, b) ∈ R and (b, c) ∈ S}.
● The horizontal composition of 2-cells is defined by the condition that R ⊆
R′ ⊆ A × B and S ⊆ S′ ⊆ B ×C imply
SR ⊆ S′R′ ⊆ A ×C.
This property also shows that the middle four exchange (2.1.9) is satis-
fied.
Since the horizontal composition is associative and unital for both 1-cells and 2-
cells, Rel is a 2-category by Proposition 2.3.4. ◇
Example 2.3.14 (2-Category of Small Categories). There is a 2-category Cat con-
sisting of the following data.
● Its objects are small categories.
● For small categories C and D, the hom category Cat(D,C) is the diagram
category CD. In other words:
– Its 1-cells are functors D C.
– Its 2-cells are natural transformations between such functors.
– The vertical composition is the vertical composition of such natural
transformations.
– The identity natural transformation 1F for a functor F ∶ D C is
the identity 2-cell of F.
● The identity functor 1C is the identity 1-cell 1C.
● Horizontal composition of 1-cells is the composition of functors.
● Horizontal composition of 2-cells is the horizontal composition of natural
transformations.
The 2-category axioms in Proposition 2.3.4 are satisfied in Cat.
For example, for the middle four exchange (2.1.9), consider the situation
C D E
⇒
α
⇒
β
⇒
α′
⇒
β′
F
F′
G
G′
F′′ G′′
with four natural transformations α, α′, β, and β′. For an object X ∈ C, the mor-
phisms [(β′β) ∗ (α′α)]
X
and [(β′ ∗ α′)(β ∗ α)]
X
are the upper composite and the
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lower composite, respectively, in the diagram
GF′′X
GFX GF′X G′F′′X G′′F′′X
G′F′X
βF′′X
GαX
Gα′X
βF′X
β′F′′X
G′α′X
in E. Since the quadrilateral is commutative by the naturality of β ∶ G G′, the
middle four exchange holds in Cat. The other axioms of a 2-category are checked
similarly.
We previously used Cat to denote the category of small categories and func-
tors. When the symbol Cat appears, the context will make it clear whether we are
considering it as a category or as a 2-category. ◇
Example 2.3.15 (2-Category of Small Enriched Categories). Recall the concepts of
V-categories, V-functors, and V-natural transformations in Section 1.3 for a mon-
oidal category V. There is a 2-category CatV consisting of the following data.
● Its objects are small V-categories.
● For small V-categories C and D, the hom category CatV(D,C) has:
– V-functors D C as 1-cells.
– V-natural transformations between such V-functors as 2-cells.
– vertical composition that of V-natural transformations.
– the identity V-natural transformation 1F for a V-functor F ∶ D C
as the identity 2-cell of F.
● The identity V-functor 1C is the identity 1-cell 1C.
● Horizontal composition of 1-cells is the composition of V-functors.
● Horizontal composition of 2-cells is that of V-natural transformations.
The verification that CatV is a 2-category is adapted from Example 2.3.14, which is
the V = Set case. ◇
Example 2.3.16 (2-Vector Spaces revisited). Related to the bicategory 2Vectc in Ex-
ample 2.1.28 is the 2-category 2Vecttc, of totally coordinatized 2-vector spaces, speci-
fied by the following data.
Objects: The objects in 2Vecttc are those in 2Vectc, i.e., {n} for non-negative inte-
gers n.
Hom-Category: The hom-category 2Vecttc({m},{n}) is defined as follows.
● Its objects are n×m matrices with non-negative integers as entries.
● Amorphism
θ = (θij) ∶ V = (vij) V′ = (v′ij)
is an n ×m matrix whose (i, j)-entry θij is a v′ij × vij complex matrix
for 1 ≤ i ≤ n and 1 ≤ j ≤ m.
● The identity morphism of an object V = (vij) is the n ×m matrix 1V
with (i, j)-entry the vij × vij identity matrix.
44 2. 2-CATEGORIES AND BICATEGORIES
● With θ as above and another morphism θ′ = (θ′ij) ∶ V′ V′′ = (v′′ij),
their composition is defined by coordinate-wise matrix multiplica-
tion
θ′θ = (θ′ijθij) ∶ V V′′.
This is well defined because θ′ij is a v
′′
ij × v
′
ij complex matrix, and θij is
a v′ij × vij complex matrix.
Identity 1-Cells: The identity 1-cell 1n of an object {n} is the n× n identity matrix.
Horizontal Composition: On 1-cells, it is given by matrix multiplication of non-
negative integer matrices.
To define the horizontal composition on 2-cells, first we need to de-
fine direct sum and tensor product of complex matrices. Suppose A =(aij) is an m × n complex matrix, and B = (bkl) is a p × q complex matrix.
Their matrix direct sum is the (m + p)× (n+ q) complex matrix
A⊕ B = [A 0
0 B
]
in which each 0 means that every entry in that rectangular region, either
m × q or p× n, is 0. Their matrix tensor product is the (mp)× (nq) complex
matrix
A⊗ B =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a11B a12B ⋯ a1nB
a21B a22B ⋯ a2nB
⋮ ⋮ ⋱ ⋮
am1B am2B ⋯ amnB
⎤⎥⎥⎥⎥⎥⎥⎥⎦
with each aijB = (aijbkl)k,l the scalar multiplication.
For 2-cells θ = (θij) ∶ V V′ in 2Vecttc({m},{n}) and φ = (φki) ∶
W W′ in 2Vecttc({n},{p}), their horizontal composite
φ ∗ θ = ( n⊕
i=1
(φki ⊗ θij))
k,j
∶WV W′V′
is the 2-cell in 2Vecttc({m},{p}) with (k, j)-entry given by the formula
(2.1.30), and with ⊕ and ⊗ interpreted as, respectively, matrix direct sum
and matrix tensor product.
Associator and Unitors: They are all defined as the identities.
This finishes the definition of 2Vecttc.
To check that 2Vecttc is actually a 2-category, we use the same reasoning as for
the bicategory 2Vectc in Example 2.1.28, or the explicit criteria in Proposition 2.3.4.
The associator, the left unitor, and the right unitor are well defined because matrix
multiplication is strictly associative and unital with respect to identity matrices.
In Example 4.1.17 and Corollary 7.4.3, we will observe that the bicategory
2Vectc is biequivalent to the 2-category 2Vecttc. So the latter is a strictification
of the former. ◇
More examples of bicategories and 2-categories will be given throughout the
rest of this book and in the exercises in Section 2.7.
2.4. 2-CATEGORY OF MULTICATEGORIES 45
2.4. 2-Category of Multicategories
In Example 2.3.14 we observed that there is a 2-category Cat of small categor-
ies, functors, and natural transformations. In this section we present an example of
a 2-categoryMulticat that generalizes Cat to multicategories, to be defined shortly.
Motivation 2.4.1. To motivate the definition of a multicategory, consider a set X
and the set Map(Xn,X) of functions from Xn = X ×⋯×X, with n ≥ 0 factors of X,
to X. We take X0 to mean a one-element set ∗. Given functions
● f ∈Map(Xn,X) with n ≥ 1 and
● gi ∈Map(Xmi ,X) for each 1 ≤ i ≤ n,
one can form the new function
f ○ (g1, . . . , gn) ∈Map(Xm1+⋯+mn ,X)
as the composite
Xm1 ×⋯×Xmn Xn X.
(g1,...,gn) f
In other words, first apply the gi’s simultaneously and then apply f .
More generally, we may allow the domain and the codomain of each function
to be from different sets, i.e., functions
Xc1 ×⋯×Xcn Xd.
f
In this case, the above composition is defined if and only if the codomain of gi is
Xci for 1 ≤ i ≤ n; i.e., they match with the domain of f . Together with permutations
of the domain factors, these functions satisfy some associativity, unity, and equiv-
ariance conditions. A multicategory is an abstraction of this example that allows
one to encode operations with multiple, possibly zero, inputs and one output, and
their compositions. ◇
To define a multicategory precisely, first we need some notations.
Definition 2.4.2. Suppose C is a class.
(1) Denote by
Prof(C) =∐
n≥0
C
×n
the class of finite ordered sequences of elements in C. An element in
Prof(C) is called a C-profile.
(2) A typical C-profile of length n = ∣c∣ is denoted by c = (c1, . . . , cn) ∈ C×n.
The empty C-profile is denoted by ∅.
(3) An element in Prof(C)× C is denoted vertically as (dc) with d ∈ C and c ∈
Prof(C). ◇
Definition 2.4.3. For each integer n ≥ 0, the symmetric group on n letters is de-
noted by Σn. ◇
Now we come to the definition of multicategory. In the literature, what we
call a multicategory in the next definition is sometimes called a symmetric multi-
category, in which case a multicategory refers to the non-symmetric version. Since
we only consider the version with symmetric group action, we simply call them
multicategories. See Note 2.7.23 for further discussion.
Definition 2.4.4. A multicategory (C,γ,1), also called an operad, consists of the fol-
lowing data.
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● C is equipped with a class C of objects.
● For each (dc) ∈ Prof(C) × C with d ∈ C and c = (c1, . . . , cn) ∈ Prof(C), C is
equipped with a set
C(dc) = C( dc1,...,cn)
of n-ary operationswith input profile c and output d.
● For (dc) ∈ Prof(C) × C as above and a permutation σ ∈ Σn, C is equipped
with a bijection
C(dc) C( dcσ),σ≅
called the right action or the symmetric group action, in which
cσ = (cσ(1), . . . , cσ(n))
is the right permutation of c by σ.
● For each c ∈ C, C is equipped with an element
1c ∈ C(cc),
called the c-colored unit.
● For (dc) ∈ Prof(C)×C as above with n ≥ 1, suppose b1, . . . , bn ∈ Prof(C) and
b = (b1, . . . , bn) ∈ Prof(C) is their concatenation. Then C is equipped with
a map
C(dc)×
n
∏
i=1
C(cibi) C(db)
γ
called the composition.
These data are required to satisfy the following axioms.
Symmetric Group Action: For d ∈ C, c ∈ Prof(C) with length n, and σ, τ ∈ Σn, the
diagram
C(dc) C( dcσ)
C( dcστ)
στ
σ
τ
is commutative. Moreover, the identity permutation in Σn acts as the
identity map on C(dc).
Associativity: Suppose that:
● in the definition of the composition γ,
bj = (bj1, . . . , bjk j) ∈ Prof(C)
has length kj ≥ 0 for each 1 ≤ j ≤ n such that at least one kj > 0;
● aji ∈ Prof(C) for each 1 ≤ j ≤ n and 1 ≤ i ≤ kj;
● for each 1 ≤ j ≤ n,
aj =
⎧⎪⎪⎨⎪⎪⎩
(aj1, . . . , ajk j) if kj > 0,
∅ if kj = 0;
● a = (a1, . . . , an) is their concatenation.
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Then the associativity diagram
(2.4.5)
C(dc)× [ n∏
j=1
C(c jbj)]×
n
∏
j=1
[ k j∏
i=1
C(b
j
i
a
j
i
)] C(db)× n∏
j=1
[ k j∏
i=1
C(b
j
i
a
j
i
)]
C(dc)×
n
∏
j=1
[C(c jbj)×
k j
∏
i=1
C(b
j
i
a
j
i
)]
C(dc)×
n
∏
j=1
C(c jaj) C(da)
(γ,1)
≅permute
γ
(1,∏jγ)
γ
is commutative.
Unity: Suppose d ∈ C.
(1) If c = (c1, . . . , cn) ∈ Prof(C) has length n ≥ 1, then the right unity
diagram
(2.4.6)
C(dc)× {∗}n C(dc)
C(dc)×
n
∏
j=1
C(c jc j) C(dc)
(1,∏1cj)
≅
γ
is commutative. Here {∗} is the one-point set, and {∗}n is its n-fold
product.
(2) If b ∈ Prof(C), then the left unity diagram
(2.4.7)
{∗}×C(db) C(db)
C(dd)×C(db) C(db)
(1d ,1)
≅
γ
is commutative.
Equivariance: Suppose that in the definition of γ, ∣bj∣ = kj ≥ 0.
(1) For each σ ∈ Σn, the top equivariance diagram
(2.4.8)
C(dc)×
n
∏
j=1
C(c jbj) C( dcσ)×
n
∏
j=1
C(cσ(j)bσ(j))
C( db1,...,bn) C( dbσ(1),...,bσ(n))
γ
(σ,σ−1)
γ
σ⟨kσ(1),...,kσ(n)⟩
is commutative. Here σ⟨kσ(1), . . . , kσ(n)⟩ ∈ Σk1+⋯+kn is the block per-
mutation that permutes the n consecutive blocks of lengths kσ(1), . . .,
kσ(n) as σ permutes {1, . . . ,n}, leaving the relative order within each
block unchanged.
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(2) Given permutations τj ∈ Σk j for 1 ≤ j ≤ n, the bottom equivariance
diagram
(2.4.9)
C(dc)×
n
∏
j=1
C(c jbj) C(dc)×
n
∏
j=1
C( c jbjτj)
C( db1,...,bn) C( dbτ1,...,bτn)
γ
(1,∏τj)
γ
τ1×⋯×τn
is commutative. Here the block sum τ1 × ⋯ × τn ∈ Σk1+⋯+kn is the
image of (τ1, . . . , τn) under the canonical inclusion
Σk1 ×⋯×Σkn Σk1+⋯+kn .
This finishes the definition of a multicategory.
Moreover:
● If C has only one object, then its set of n-ary operations is denoted by Cn.
● Amulticategory is small if its class of objects is a set. ◇
Explanation 2.4.10. Suppose C is a multicategory with object class C.
● For y ∈ C(dc) and xi ∈ C(cibi) for 1 ≤ i ≤ n, the image of the composition is
written as
γ(y; x1, . . . , xn) = y(x1, . . . , xn) ∈ C(db).
● The associativity axiom (2.4.5) means the equality
(y(x1, . . . , xn))(w11, . . . ,w1k1 , . . . ,wn1 , . . . ,wnkn)
= y(x1(w11, . . . ,w1k1), . . . , xn(wn1 , . . . ,wnkn))
for y ∈ C(dc), xj ∈ C(c jbj) for 1 ≤ j ≤ n, and wji ∈ C(
b
j
i
a
j
i
) for 1 ≤ j ≤ n and 1 ≤ i ≤ kj.
● The right and left unity axioms (2.4.6) and (2.4.7) mean the equalities
y(1c1 , . . . , 1cn) = y = 1d(y).
● The top and bottom equivariance axioms (2.4.8) and (2.4.9) mean the
equalities
(y(x1, . . . , xn))σ⟨kσ(1), . . . , kσ(n)⟩ = (yσ)(xσ(1), . . . , xσ(n)),
(y(x1, . . . , xn))(τ1 ×⋯× τn) = y(x1τ1, . . . , xnτn),
respectively. ◇
Example 2.4.11 (Categories). Categories are multicategories with only unary op-
erations. Indeed, a category Cwith Ob(C) = Cmay be regarded as a multicategory
C′ with
C′(dc) =
⎧⎪⎪⎨⎪⎪⎩
C(c, d) if c = c ∈ C,
∅ otherwise.
In other words, C′ only has unary operations, which are the morphisms in C. The
composition in C′ is the one in C. The colored units are the identity morphisms in
C. There are no non-trivial symmetric group actions. The unity and associativity
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in the category C become those in the multicategory C′. The reverse identifica-
tion is also true. In particular, monoids, which can be identified with one-object
categories, aremulticategories with only one object and only unary operations. ◇
Example 2.4.12 (Endomorphism Operads). For a non-empty class C, suppose X ={Xc}c∈C is a C-indexed class of sets. Then there is a multicategory End(X), called
the endomorphism operad, whose sets of n-ary operations are
End(X)(dc) =Map(Xc1 ×⋯×Xcn ,Xd)
for (dc) ∈ Prof(C) × C with c = (c1, . . . , cn). Here Map(A, B) is the set of functions
from A to B. The composition is the one in Motivation 2.4.1. In other words, for
● f ∈ End(X)(dc) with c = (c1, . . . , cn),
● gj ∈ End(X)(c jbj) for 1 ≤ j ≤ n, and
● the notation Xc = Xc1 ×⋯×Xcn ,
the element
γ( f ; g1, . . . , gn) ∈ End(X)(db)
with b = (b1, . . . , bn) is the composite function
Xb1 ×⋯×Xbn Xc Xd.
(g1,...,gn) f
The colored units are the identity functions of the sets Xc. The Σn-action is induced
by the permutations of the n factors in the domainXc1 ×⋯×Xcn . Themulticategory
axioms can actually be read off from this example. ◇
Example 2.4.13 (Associative Operad). There is a multicategory As with only one
object, called the associative operad, with
Asn = Σn for n ≥ 0.
The Σn-action is the group multiplication, with the identity permutation in Σ1 as
the unit. Given permutations σ ∈ Σn with n ≥ 1 and τi ∈ Σki for each 1 ≤ i ≤ n, the
composition is given by the product
γ(σ; τ1, . . . , τn) = σ⟨k1, . . . , kn⟩ ⋅ (τ1 ×⋯× τn) ∈ Σk1+⋯+kn ,
with the notations in (2.4.8) and (2.4.9). ◇
Example 2.4.14 (Commutative Operad). There is a multicategory Com with only
one object, called the commutative operad, with
Comn = {∗} for n ≥ 0.
Its composition and symmetric group actions are all trivial. ◇
Next we extend the concept of a functor to multicategories.
Definition 2.4.15. A multifunctor F ∶ C D between multicategories C and D
consists of the following data:
● an assignment
F ∶ C D,
where C andD are the classes of objects of C and D, respectively;
● for each (c0c ) ∈ Prof(C)×C with c = (c1, . . . , cn), a function
F ∶ C(c0c ) D(Fc0Fc ),
where Fc = (Fc1, . . . , Fcn).
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These data are required to preserve the symmetric group action, the colored units,
and the composition in the following sense.
Symmetric Group Action: For each (c0c ) as above and each permutation σ ∈ Σn,
the diagram
(2.4.16)
C(c0c ) D(Fc0Fc )
C(c0cσ) D(Fc0Fcσ)
≅σ
F
≅σ
F
is commutative.
Units: For each c ∈ C, the equality
(2.4.17) F1c = 1Fc ∈ D(FcFc)
holds.
Composition: The diagram
(2.4.18)
C(dc)×
n
∏
i=1
C(cibi) D(FdFc)×
n
∏
i=1
D(FciFbi)
C(db) D(FdFb)
γ
(F,∏ F)
γ
F
is commutative.
This finishes the definition of a multifunctor.
Moreover:
(1) For another multifunctor G ∶ D E between multicategories, where E
has object classE, the composition GF ∶ C E is themultifunctor defined
by composing the assignments on objects
C D E
F G
and the functions on n-ary operations
C(c0c ) D(Fc0Fc ) E(GFc0GFc ).F G
(2) The identity multifunctor 1C ∶ C C is defined by the identity assign-
ment on objects and the identity function on n-ary operations. ◇
Lemma 2.4.19. Composition of multifunctors is well-defined, associative, and unital with
respect to the identity multifunctors.
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Proof. For multifunctors F ∶ C D and G ∶ D E, GF preserves the composi-
tions in C and E because the diagram
C(dc)×
n
∏
i=1
C(cibi) D(FdFc)×
n
∏
i=1
D(FciFbi) E(GFdGFc)×
n
∏
i=1
E(GFciGFbi)
C(db) D(FdFb) E(GFdGFb)
γ
(F,∏ F)
(GF,∏GF)
γ
(G,∏G)
γ
F
GF
G
is commutative. Similarly, GF preserves the symmetric group actions and the col-
ored units in C and E, so it is a multifunctor. Composition of multifunctors is asso-
ciative and unital because composition of functions is associative and unital. 
Example 2.4.20 (Functors). A functor F ∶ C D between categories is also a
multifunctor when C and D are regarded as multicategories with only unary oper-
ations as in Example 2.4.11. ◇
Example 2.4.21 (Commutative Operad). For each multicategory C, there exists a
unique multifunctor
F ∶ C Com,
where Com is the commutative operad in Example 2.4.14. ◇
Example 2.4.22 (OperadAlgebras). Suppose C is a multicategory, called an operad
in this example, with a non-empty class C of objects. Suppose X = {Xc}c∈C is a C-
indexed class of sets, and End(X) is the endomorphism operad in Example 2.4.12.
A C-algebra structure on X is an object-preserving multifunctor
θ ∶ C End(X).
At a typical (dc)-entry for (dc) ∈ Prof(C)×C with c = (c1, . . . , cn), θ can be written in
adjoint form as the map
C(dc)×Xc1 ×⋯×Xcn Xd.θ
For example:
(1) Suppose (M,µ,1) is a monoid, regarded as an operadwith one object and
only unary operations as in Example 2.4.11. Then an M-algebra structure
on a set X is a left M-action on X in the usual sense. Indeed, anM-algebra
structure morphism is a map
M ×X X
that is associative and unital with respect to µ and 1.
(2) For the associative operad As in Example 2.4.13, an As-algebra is precisely
a monoid in the usual sense. Indeed, for an As-algebra M:
● The action by As0 determines the unit 1 ∈ M.
● The action by the identity permutation id2 ∈ As2 = Σ2 gives M a
multiplication
µ ∶ M ×M M.
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The associativity and unity axioms of a monoid hold in M by the
permutation identities
γ(id2; id2, id1) = id3 = γ(id2; id1, id2) ∈ Σ3,
γ(id2; id1, id0) = id1 = γ(id2; id0, id1) ∈ Σ1.
● The above structure already determines the entire As-algebra struc-
ture on M because, by (2.4.16), the action by Asn is determined by the
action by the identity permutation idn ∈ Σn. Furthermore, (2.4.17)
and (2.4.18) imply that the idn-action is determined by the id2-action,
which gives µ.
(3) Similarly, for the commutative operad Com in Example 2.4.14, a Com-
algebra is precisely a commutative monoid in the usual sense. ◇
Natural transformations and their horizontal and vertical compositions also
have direct generalizations to multicategories.
Definition 2.4.23. Suppose F,G ∶ C D aremultifunctors as in Definition 2.4.15.
A multinatural transformation θ ∶ F G consists of unary operations
θc ∈ D(GcFc) for c ∈ C
such that, for each n-ary operation p ∈ C(c0c ) with c = (c1, . . . , cn), the naturality
condition (Gp)(θc1 , . . . , θcn) = θc0(Fp) ∈ D(Gc0Fc )
holds, in which the compositions on both sides are taken in D.
● Each θc is called a component of θ.
● The identity multinatural transformation 1F ∶ F F has components
(1F)c = 1Fc ∈ D(FcFc) for c ∈ C. ◇
Definition 2.4.24. Suppose θ ∶ F G is a multinatural transformation between
multifunctors as in Definition 2.4.23.
(1) Suppose φ ∶ G H is a multinatural transformation for a multifunctor
H ∶ C D. The vertical composition
φθ ∶ F H
is the multinatural transformation with components
(φθ)c = φc(θc) ∈ D(HcFc) for c ∈ C.
(2) Suppose θ′ ∶ F′ G′ is a multinatural transformation for multifunctors
F′,G′ ∶ D E. The horizontal composition
θ′ ∗ θ ∶ F′F G′G
is the multinatural transformation with components
(θ′ ∗ θ)c = θ′Gc(F′θc) = (G′θc)(θ′Fc) ∈ E(G′GcF′Fc)
for each object c ∈ C, in which the second equality follows from the natu-
rality of θ′. ◇
Example 2.4.25. Each natural transformation θ ∶ F G between functors F,G ∶
C D is a multinatural transformationwhen F andG are regarded asmultifunc-
tors between multicategories as in Example 2.4.20. Moreover, horizontal and ver-
tical compositions of natural transformations become those of multinatural trans-
formations. ◇
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Theorem 2.4.26. There is a 2-categoryMulticat consisting of the following data.
● Its objects are small multicategories.
● For small multicategories C and D, the hom categoryMulticat(C,D) has:
– multifunctors C D as 1-cells;
– multinatural transformations between such multifunctors as 2-cells;
– vertical composition as composition;
– identity multinatural transformations as identity 2-cells.
● The identity 1-cell 1C is the identity multifunctor 1C.
● Horizontal composition of 1-cells is the composition of multifunctors.
● Horizontal composition of 2-cells is that of multinatural transformations.
Proof. One first needs to check that the horizontal and vertical compositions of
multinatural transformations are well-defined. To check that the vertical compo-
sition φθ in Definition 2.4.24 is a multinatural transformation F H, suppose
p ∈ C(c0c ) is an n-ary operation. Using (i) the naturality of θ and φ and (ii) the
associativity in D three times, we compute as follows:
(Hp)((φθ)c1 , . . . , (φθ)cn) = (Hp)(φc1(θc1), . . . ,φcn(θcn))
= [(Hp)(φc1, . . . ,φcn)](θc1 , . . . , θcn)
= [φc0(Gp)](θc1 , . . . , θcn)
= φc0[(Gp)(θc1, . . . , θcn)]
= φc0(θc0(Fp))
= (φc0θc0)(Fp)
= (φθ)c0(Fp).
This shows that φθ ∶ F H is a well-defined multinatural transformation.
To check that the horizontal composition θ′ ∗ θ in Definition 2.4.24 is a multi-
natural transformation, we use (i) (2.4.18) for G′, (ii) the naturality of θ and θ′, and
(iii) the associativity in E to compute as follows:
(G′Gp)((θ′ ∗ θ)c1 , . . . , (θ′ ∗ θ)cn) = (G′Gp)((G′θc1)(θ′Fc1), . . . , (G′θcn)(θ′Fcn))
= [(G′Gp)(G′θc1 , . . . ,G′θcn)](θ′Fc1, . . . , θ′Fcn)
= [G′((Gp)(θc1, . . . , θcn))](θ′Fc1, . . . , θ′Fcn)
= [G′(θc0(Fp))](θ′Fc1, . . . , θ′Fcn)
= [(G′θc0)(G′Fp)](θ′Fc1, . . . , θ′Fcn)
= (G′θc0)[(G′Fp)(θ′Fc1, . . . , θ′Fcn)]
= (G′θc0)(θ′Fc0(F′Fp))
= ((G′θc0)(θ′Fc0))(F′Fp)
= (θ′ ∗ θ)c0(F′Fp).
This shows that θ′ ∗ θ ∶ F′F G′G is a well-definedmultinatural transformation.
Next one needs to check the 2-category axioms in Proposition 2.3.4. The ax-
ioms involving 2-cells are precisely the same as in Cat in Example 2.3.14 because
the vertical and horizontal compositions of multinatural transformations involve
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only unary operations. Finally, the horizontal composition of 1-cells (i.e., multi-
functors) is associative and unital because composition of functions is associative
and unital. 
2.5. 2-Category of Polycategories
In this sectionwe present an extension of the 2-categoriesCat in Example 2.3.14
andMulticat in Theorem 2.4.26 to polycategories.
Motivation 2.5.1. A category consists of morphisms f ∶ X Y with one input
and one output, together with their composition and associativity and unity ax-
ioms. Multicategories in Definition 2.4.4 extend categories by allowing the domain
of each morphism
(X1, . . . ,Xm) Yf
to be a finite sequence of objects, together with suitable composition law and asso-
ciativity and unity axioms. With permutations of the domain objects, there is also
a Σm-equivariant structure for m ≥ 0, along with equivariance axioms. Taking this
process one step further, we may also allow the codomain of each morphism to be
a finite sequence of objects. So now a morphism has the form
(X1, . . . ,Xm) (Y1, . . . ,Yn)f
in which m and n do not need to be equal. A polycategory is such a categori-
cal structure together with suitable composition law, equivariant structure, and
axioms. ◇
To define polycategories, we extend the notations in Definition 2.4.2.
Definition 2.5.2. Suppose C is a class.
● An element in Prof(C)×2 is written vertically as (dc) with c in the first
Prof(C) factor.
● For c, a ∈ Prof(C)with c = (c1, . . . , cm) and 1 ≤ i ≤ m, we define
c ○i a = (c1, . . . , ci−1
∅ if i = 1
, a, ci+1, . . . , cm
∅ if i = m
) ∈ Prof(C). ◇
Example 2.5.3. If c = (c1, c2, c3) and a = (a1, a2), then
c ○1 a = (a1, a2, c2, c3), c ○2 a = (c1, a1, a2, c3), and c ○3 ∅ = (c1, c2).
In general, c ○i a is obtained from c by replacing its ith entry with the profile a. ◇
Definition 2.5.4. A polycategory (C, ○,1) consists of the following data.
● C is equipped with a class C of objects.
● For each (dc) = (d1,...,dnc1,...,cm) ∈ Prof(C)×2, C is equipped with a set
C(dc) = C(d1,...,dnc1,...,cm)
of (m,n)-ary operationswith input profile c and output profile d.
● For (dc) ∈ Prof(C)×2 as above and permutations (τ,σ) ∈ Σm × Σn, C is
equipped with a symmetric group action
C(dc) C(σdcτ),(τ,σ)≅
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in which
σd = (dσ−1(1), . . . , dσ−1(n))
is the left permutation of d by σ.
● For each c ∈ C, C is equipped with a c-colored unit
1c ∈ C(cc).
● For (dc), (ba) ∈ Prof(C)×2 with b = (b1, . . . , bl) and
bj = ci
for some 1 ≤ i ≤ m and 1 ≤ j ≤ l, C is equipped with a composition
(2.5.5) C(dc)×C(ba) C(b○jdc○ia).
○i,j
These data are required to satisfy the following axioms, in which ∣a∣ = k, ∣b∣ = l,∣c∣ = m, ∣d∣ = n, ∣e∣ = p, and ∣ f ∣ = q.
Symmetric Group Action: For τ, τ′ ∈ Σm and σ,σ′ ∈ Σn, the diagram
C(dc) C(σdcτ)
C(σ′σdcττ′)
(ττ′,σ′σ)
(τ,σ)
(τ′,σ′)
is commutative. Moreover, the identity (idm, idn) ∈ Σm × Σn acts as the
identity map on C(dc).
Unity: The diagram
C(dc)× {∗} C(dc) {∗}×C(dc)
C(dc)×C(cici) C(dc) C(d jd j)×C(dc)
≅
(1,1ci) (1dj ,1)
≅
○i,1 ○1,j
is commutative for each 1 ≤ i ≤ ∣c∣ and 1 ≤ j ≤ ∣d∣.
Equivariance: For (τ′,σ′, τ,σ) ∈ Σk ×Σl ×Σm ×Σn and with bj = ci, the diagram
C(dc)×C(ba) C(b○jdc○ia)
C(σdcτ)×C(σ′baτ′) C( σ
′b○σ′(j)σd
cτ○
τ−1(i)
aτ′
)
(τ,σ)×(τ′,σ′)
○i,j
(τ○
τ−1(i)
τ′,σ′○jσ)
○
τ−1(i),σ′(j)
is commutative, in which
σ′ ○j σ = σ′⟨
j−1
1, . . . , 1,n,
l−j
1, . . . , 1⟩´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
block permutation
⋅ (idj−1 × σ × idl−j´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
block sum
) ∈ Σl+n−1
with the notations in (2.4.8) and (2.4.9), and similarly for τ ○τ−1(i) τ
′.
Associativity: There are three associativity axioms.
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(1) With bj = ci and ds = er, the following diagram is commutative.
(2.5.6)
C( fe)×C(dc)×C(ba) C(d○s fe○rc)×C(ba)
C( fe)×C(b○jdc○ia) C(b○j(d○s f )e○r(c○ia))
1×○i,j
○r,s×1
○i+r−1,j
○r,s+j−1
(2) With (er, ei) = (ds, bj) and r < i, the diagram
(2.5.7)
C( fe)×C(dc)×C(ba) C( fe)×C(ba)×C(dc)
C(d○s fe○rc)×C(ba) C(b○j fe○ia)×C(dc)
C( b○j(d○s f )(e○rc)○i−1+ma) C(
d○s(b○j f )
(e○ia)○rc
)
○r,s×1
permute
○i,j×1
○i−1+m,j ○r,s
(idp+m+k−2,σ)
is commutative, where
σ = ((1, 2)(4, 5))⟨j − 1, s− 1, q,n− s, l − j⟩ ∈ Σl+n+q−2
is the block permutation induced by (1, 2)(4, 5) ∈ Σ5.
(3) With (bj, bs) = (ci, er) and j < s, the diagram
(2.5.8)
C( fe)×C(dc)×C(ba) C(dc)×C( fe)×C(ba)
C( fe)×C(b○jdc○ia) C(dc)×C(b○s fe○ra)
C((b○jd)○s−1+n fe○r(c○ia) ) C(
(b○s f)○jd
c○i(e○ra)
)
1×○i,j
permute
1×○r,s
○r,s−1+n ○i,j
(τ,idl+n+q−2)
is commutative, where
τ = ((1, 2)(4, 5))⟨i − 1, r − 1, k, p − r,m − i⟩ ∈ Σp+m+k−2
is the block permutation induced by (1, 2)(4, 5) ∈ Σ5.
This finishes the definition of a polycategory. A polycategory is small if its class of
objects is a set. ◇
Example 2.5.9 (Multi-In Multi-Out Functions). For a non-empty class C, suppose
X = {Xc}c∈C is a C-indexed class of sets. There is a polycategory PEnd(X) with
PEnd(X)(dc) =Map(Xc,Xd) for (dc) ∈ Prof(C)×2,
where Xc = Xc1 ×⋯×Xcm if c = (c1, . . . , cm), and similarly for Xd. Here Map(A, B)
is the set of functions from A to B.
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● The left-Σn, right-Σm action is induced by permutations of the codomain
factors and of the domain factors.
● The c-colored unit is the identity function of Xc.
● With bj = ci in C, the composition
PEnd(X)(dc)×PEnd(ba) PEnd(b○jdc○ia)○i,j
is defined as
(g ○i,j f )(
in Xc○i a
x1, . . . , xi−1, y, xi+1, . . . , xm)
= (( f y)1, . . . , ( f y)j−1, g(x1, . . . , xi−1, ( f y)j, xi+1, . . . , xm
in Xc
), ( f y)j+1, . . . , ( f y)l)
for
– (g, f ) ∈ PEnd(X)(dc)×PEnd(ba) with ○i,j(g, f ) = g ○i,j f ,
– (x1, . . . , xi−1, xi+1, . . . , xm) ∈ Xc1 ×⋯×Xci−1 ×Xci+1 ×⋯×Xcm ,
– y ∈ Xa.
Since
f y = (( f y)1, . . . , ( f y)l) ∈ Xb,
its jth entry ( f y)j is in Xbj = Xci .
The polycategory axioms can actually be read off from this example. Also notice
that this is an extension of the endomorphism operad in Example 2.4.12. ◇
Example 2.5.10 (Multicategories). Each multicategory (C,γ,1) yields a polycate-
gory with the same class C of objects, the same colored units, and constituent sets
C(dc) =
⎧⎪⎪⎨⎪⎪⎩
C(dc) if d = d ∈ C,
∅ otherwise.
The left-Σ1, right-Σm action is given by the symmetric group action on C(dc). With
c = (c1, . . . , cm) and 1 ≤ i ≤ m, the polycategory composition is the composite below.
C(dc)×C(cib) C( dc○ib)
C(dc)×C(c1c1)×⋯×C(ci−1ci−1)×C(cib)×C(ci+1ci+1)×⋯×C(cmcm)
○i,1
1×(1c1 ,...,1ci−1 ,1,1ci+1 ,...,1cm)
γ
All other polycategory compositions are trivial.
● The polycategory unity and equivariance axioms follow from those in the
multicategory C.
● The polycategory associativity axioms (2.5.6) and (2.5.7) follow from the
associativity axiom and the unity axioms in the multicategory C and an
induction.
● The polycategory associativity axiom (2.5.8) is trivial, since it cannot hap-
pen for a multicategory. ◇
Next we define functors and natural transformations for polycategories.
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Definition 2.5.11. A polyfunctor F ∶ C D between polycategories C and D con-
sists of the following data:
● an assignment
F ∶ C D,
where C andD are the classes of objects of C and D, respectively;
● for each (dc) ∈ Prof(C)×2, a function
F ∶ C(dc) D(FdFc).
These data are required to preserve the symmetric group action, the colored units,
and the composition in the following sense.
Symmetric Group Action: For (τ,σ) ∈ Σ∣c∣ ×Σ∣d∣, the diagram
(2.5.12)
C(dc) D(FdFc)
C(σdcτ) D(FσdFcτ)
(τ,σ)
F
(τ,σ)
F
is commutative.
Units: For each c ∈ C, the equality
(2.5.13) F1c = 1Fc ∈ D(FcFc)
holds.
Composition: With bj = ci, the diagram
(2.5.14)
C(dc)×C(ba) D(FdFc)×D(FbFa)
C(b○jdc○ia) D(Fb○jFdFc○iFa)
○i,j
F×F
○i,j
F
is commutative.
This finishes the definition of a polyfunctor.
Moreover:
(1) For another polyfunctor G ∶ D E between polycategories, where E
has object class E, the composition GF ∶ C E is the polyfunctor defined
by composing the assignments on objects
C D E
F G
and the functions
C(dc) D(FdFc) E(GFdGFc).F G
(2) The identity polyfunctor 1C ∶ C C is defined by the identity assignment
on objects and the identity function on each entry of C. ◇
Example 2.5.15 (Multifunctors). A multifunctor F ∶ C D between multicate-
gories is also a polyfunctor when C and D are regarded as polycategories as in
Example 2.5.10. ◇
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Definition 2.5.16. Suppose F,G ∶ C D are polyfunctors as in Definition 2.5.11.
A polynatural transformation θ ∶ F G consists of unary operations
θc ∈ D(GcFc) for c ∈ C
such that, for each p ∈ C(dc) = C(d1,...,dnc1,...,cm), the naturality condition
(Gp)(θc1 , . . . , θcm) = (θd1 , . . . , θdn)(Fp) ∈ D(GdFc)
holds, in which
(Gp)(θc1 , . . . , θcm) = ((Gp ○1,1 θc1)⋯) ○m,1 θcm ,
(θd1 , . . . , θdn)(Fp) = θd1 ○1,1 (⋯(θdn ○1,n Fp)).
● Each θc is called a component of θ.
● The identity polynatural transformation 1F ∶ F F has components
(1F)c = 1Fc ∈ D(FcFc) for c ∈ C. ◇
Definition 2.5.17. Suppose θ ∶ F G is a polynatural transformation between
polyfunctors as in Definition 2.5.16.
(1) Suppose φ ∶ G H is a polynatural transformation for a polyfunctor
H ∶ C D. The vertical composition
φθ ∶ F H
is the polynatural transformation with components
(φθ)c = φc ○1,1 θc ∈ D(HcFc) for c ∈ C.
(2) Suppose θ′ ∶ F′ G′ is a polynatural transformation for polyfunctors
F′,G′ ∶ D E. The horizontal composition
θ′ ∗ θ ∶ F′F G′G
is the polynatural transformation with components
(θ′ ∗ θ)c = θ′Gc ○1,1 F′θc = G′θc ○1,1 θ′Fc ∈ E(G′GcF′Fc)
for each object c ∈ C, in which the second equality follows from the natu-
rality of θ′. ◇
Example 2.5.18. Eachmultinatural transformation θ ∶ F G betweenmultifunc-
tors F,G ∶ C D is a polynatural transformation when F and G are regarded as
polyfunctors between polycategories as in Example 2.5.15. Moreover, horizontal
and vertical compositions of multinatural transformations become those of poly-
natural transformations. ◇
An adaptation of the proof of Theorem 2.4.26 yields the following result.
Theorem 2.5.19. There is a 2-category Polycat consisting of the following data.
● Its objects are small polycategories.
● For small polycategories C and D, the hom category Polycat(C,D) has:
– polyfunctors C D as 1-cells;
– polynatural transformations between such polyfunctors as 2-cells;
– vertical composition as composition;
– identity polynatural transformations as identity 2-cells.
● The identity 1-cell 1C is the identity polyfunctor 1C.
● Horizontal composition of 1-cells is the composition of polyfunctors.
● Horizontal composition of 2-cells is that of polynatural transformations.
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2.6. Dualities
In this section we discuss duality constructions in bicategories.
Motivation 2.6.1. Each category C has an opposite category Cop, which has the
same objects as C and a morphism f op ∶ Y X whenever f ∶ X Y is a mor-
phism in C. In a bicategory, there are two kinds of arrows, namely 1-cells, which go
between objects, and 2-cells, which go between 1-cells. Therefore, there are three
opposites of a bicategory obtained by reversing the directions of
(i) only the 1-cells,
(ii) only the 2-cells, or
(iii) both the 1-cells and the 2-cells.
These opposites will be useful in Chapter 4 when we discuss oplax versions of lax
functors and lax natural transformations between bicategories. ◇
Suppose (B, 1, c, a, ℓ, r) is a bicategory as in Definition 2.1.3 with object class
B0. First we define the bicategory in which the 1-cells in B are reversed.
Definition 2.6.2. Define the opposite bicategory
(Bop, 1op, cop, aop, ℓop, rop)
as follows.
● Bop0 = B0; i.e., it has the same objects as B.
● For objects X,Y in Bop, its hom category is the hom category in B,
Bop(X,Y) = B(Y,X),
with identity 1-cell
1opX = 1X ∈ B(X,X) = Bop(X,X).
● Its horizontal composition is the following composite functor.
Bop(Y,Z)×Bop(X,Y) Bop(X,Z) = B(Z,X)
B(Z,Y)×B(Y,X) B(Y,X)×B(Z,Y)
cop
XYZ
permute
≅
cZYX
● For 1-cells f ∈ Bop(W,X), g ∈ Bop(X,Y), and h ∈ Bop(Y,Z), the compo-
nent of the associator aop
h,g, f
is the invertible 2-cell
cop(cop(h, g), f ) cop(h, cop(g, f ))
f (gh) ( f g)h
aop
h,g, f
a−1f ,g,h
in B(Z,W) = Bop(W,Z).
● For each 1-cell f ∈ Bop(X,Y) = B(Y,X), the components of the left unitor
ℓ
op
f
and of the right unitor rop
f
are the invertible 2-cells
cop(1opY , f ) = f1Y f 1X f = cop( f , 1opX )
ℓ
op
f
= r f r
op
f
= ℓ f
in B(Y,X).
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This finishes the definition of Bop. ◇
Next we define the bicategory in which the 2-cells in B are reversed.
Definition 2.6.3. Define the co-bicategory
(Bco, 1co, cco, aco, ℓco, rco)
as follows.
● Bco0 = B0.
● For objects X,Y in Bco, its hom category is the opposite category
Bco(X,Y) = B(X,Y)op
of the hom category B(X,Y), with identity 1-cell
1coX = (1X)op ∈ B(X,X)op = Bco(X,X).
● Its horizontal composition is the composite
Bco(Y,Z)×Bco(X,Y) Bco(X,Z) = B(X,Z)op
B(Y,Z)op ×B(X,Y)op [B(Y,Z)×B(X,Y)]op
ccoXYZ
≅
cop
XYZ
in which c
op
XYZ is the opposite functor of the horizontal composition cXYZ
in B in the sense of (1.1.6).
● For 1-cells f ∈ Bco(W,X), g ∈ Bco(X,Y), and h ∈ Bco(Y,Z), the component
of the associator acoh,g, f is the invertible 2-cell
cco(cco(h, g), f ) cco(h, cco(g, f ))
(hg) f h(g f )
acoh,g, f
(a−1h,g, f )
op
in Bco(W,Z) = B(W,Z)op .
● For each 1-cell f ∈ Bco(X,Y), the components of the left unitor ℓcof and of
the right unitor rcof are the invertible 2-cells
cco(1coY , f ) = 1Y f f f1X = cco( f , 1coX )ℓ
co
f =(ℓ
−1
f )
op rcof =(r
−1
f )
op
in Bco(X,Y) = B(X,Y)op.
This finishes the definition of Bco. ◇
Next we define the bicategory in which both the 1-cells and the 2-cells in B are
reversed.
Definition 2.6.4. Define the coop-bicategory
Bcoop = (Bco)op. ◇
Lemma 2.6.5. For each bicategory B, the following statements hold.
(1) Bop, Bco, and Bcoop are well-defined bicategories.
(2) Bcoop = (Bop)co.
(3) (Bop)op = B = (Bco)co.
(4) If B is a 2-category, then so are Bop, Bco, and Bcoop.
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Proof. First consider Bop. For 1-cells f ∈ Bop(W,X) = B(X,W) and g ∈ Bop(X,Y) =
B(Y,X), the unity axiom (2.1.4) in Bop demands that the diagram on the left be
commutative:
cop(cop(g, 1opX ), f )
cop(g, f )
cop(g, cop(1opX , f ))
aop
g,1
op
X
, f
cop(ropg ,1
op
f
)
cop(1opg ,ℓ
op
f
)
=
f (1Xg)
f g
( f1X)g
1 f∗ℓg
a−1f ,1X ,g
r f∗1g
The left diagram is equal to the diagram in B(Y,W) on the right, which is com-
mutative by the unity axiom in B. The pentagon axiom (2.1.5) in Bop is proved
similarly by interpreting the diagram in a hom category in B and using the penta-
gon axiom in B. A similar argument shows that Bco is a bicategory. Since Bcoop is
the opposite bicategory of Bco, it is also well-defined.
The second assertion, that (Bco)op = (Bop)co, follows by inspecting the two
definitions.
The equality (Bop)op = B also follows from the definition. The equality B =(Bco)co follows from (Cop)op = C for each category C.
Finally, ifB is a 2-category—i.e., a, ℓ, and r are identity natural transformations—
then the associators, the left unitors, and the right unitors in Bop, Bco, and Bcoop
are also identities. 
Explanation 2.6.6. The opposite bicategory Bop does not involve opposite cate-
gories, in the sense that its hom category Bop(X,Y) is the hom category B(Y,X)
in B. To visualize the definitions above, suppose f , f ′ ∈ B(X,Y) are 1-cells, and
α ∶ f f ′ is a 2-cell in B, as displayed below.
X Y
⇒
α
f
f ′
The corresponding 1-cells and 2-cells in Bop, Bco, and Bcoop are displayed below.
X Y
⇒
Bop(Y,X)
X Y⇒
Bco(X,Y)
X Y⇒
Bcoop(Y,X)
◇
Example 2.6.7 (Categories). Each category Cmay be regarded as a locally discrete
bicategory Cbi as in Example 2.1.18. There are equalities
(Cbi)op = (Cop)bi,
(Cbi)co = Cbi,
where Cop is the opposite category of C. ◇
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Example 2.6.8 (Monoidal Categories). Suppose C is a monoidal category, regarded
as a one-object bicategory ΣC as in Example 2.1.19. There are equalities
(ΣC)op = Σ(Crev),
(ΣC)co = Σ(Cop)
with:
● Crev the reversed monoidal category (C,⊗τ,1, α−1, ρ,λ) in Example 1.2.9;
● Cop the opposite monoidal category (Cop,⊗op,1, α−1,λ−1, ρ−1) in Exam-
ple 1.2.10.
In other words, as one-object bicategories, Crev and Cop are the opposite bicategory
and the co-bicategory of ΣC, respectively. ◇
Example 2.6.9 (Hom Monoidal Categories). For each object X in a bicategory B,
the hom category B(X,X) inherits a monoidal category structure as in Exam-
ple 2.1.20. There are equalities
Bop(X,X) = B(X,X)rev ,
Bco(X,X) = B(X,X)op
of monoidal categories. ◇
2.7. Exercises and Notes
In the following exercises, (B, 1, c, a, ℓ, r) denotes a bicategory.
Exercise 2.7.1. Suppose (X,µ,1) is a monoid in Set. Prove that it defines a bicate-
gory Σ2X with one object, one 1-cell, and X as the set of 2-cells if and only if X is a
commutative monoid.
Exercise 2.7.2. Prove the second equality in Lemma 2.2.2.
Exercise 2.7.3. Prove that the first diagram in Proposition 2.2.4 is commutative.
Exercise 2.7.4. Suppose (C,⊗,1, α,λ, ρ) is a monoidal category, andD is a category.
A left action of C on D consists of:
● a functor φ ∶ C×D D, with φ(X,Y) also denoted by XY;
● a natural isomorphism ψ with components
(X1 ⊗X2)Y X1(X2Y)ψX1,X2,Y≅
for objects X1,X2 ∈ C and Y ∈ D;
● a natural isomorphism η with components
1Y Y.
ηY
≅
The unity diagram
(X⊗1)Y X(1Y)
XY XY
φ(ρX,Y)
ψX,1,Y
φ(X,ηY)
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and the pentagon
(X1 ⊗X2)(X3Y)
((X1 ⊗X2)⊗X3)Y
(X1 ⊗ (X2 ⊗X3))Y X1((X2 ⊗X3)Y)
X1(X2(X3Y))
ψX1,X2,X3YψX1⊗X2,X3,Y
φ(αX1,X2,X3 ,Y)
ψX1,X2⊗X3,Y
φ(X1,ψX2,X3,Y)
are required to be commutative for objects X,X1,X2,X3 ∈ C and Y ∈ D. Prove that
this left action (φ,ψ, η) of C on D contains the same data as the bicategory Bwith:
● objects B0 = {0, 1};
● hom categories B(0, 0) = 1, B(0, 1) = D, and B(1, 0) = ∅ (the empty cate-
gory);
● hom monoidal category B(1, 1) = C as in Example 2.1.20;
● horizontal composition
c011 = φ ∶ C×D D;
● associator a0111 = ψ;
● left unitor ℓ01 = η.
Exercise 2.7.5. Define and prove the right action and the bi-action versions of the
previous exercise.
Exercise 2.7.6. In Example 2.1.22, write down the rest of the bicategory structure
and check the bicategory axioms.
Exercise 2.7.7. Suppose C is a category in which all pushouts exist. Dualizing
Example 2.1.22, show that there is a bicategory Cospan(C) with:
● the same objects as C;
● cospans, which are diagrams in C of the form A X B,
f1 f2
as 1-cells
from A to B;
● morphisms X X′ that make the diagram
X
A B
X′
f1
g1 g2
f2
commutative as 2-cells from ( f1, f2) to (g1, g2).
Exercise 2.7.8. Analogous to Example 2.3.13, show that there is a locally partially
ordered 2-category Par consisting of the following data.
● Its objects are sets.
● For two sets A and B, the objects in the hom category Par(A, B) are partial
functions from A to B. A partial function from A to B is a pair (A0, f )
consisting of a subset A0 ⊆ A and a function f ∶ A0 B. The set of
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partial functions from A to B is a partially ordered set under the partial
ordering: (A0, f0) ≤ (A1, f1) if and only if
– A0 ⊆ A1 ⊆ A and
– the restriction of f1 to A0 is f0.
We regard this partially ordered set as a small category Par(A, B) with a
unique morphism (A0, f0) (A1, f1) if and only if
(A0, f0) ≤ (A1, f1).
An important part of this exercise is the definition of the horizontal composition
of partial functions.
Exercise 2.7.9. In Examples 2.3.14 and 2.3.15, check all the 2-category axioms in
Cat and in CatV.
Exercise 2.7.10. Suppose A is a small category. Consider the over-category Cat/A,
whose objects are pairs (B, F) consisting of a small category B and a functor F ∶
B A. A morphism (B, F) (C,G) is a functor H ∶ B C such that the
diagram
B C
A
H
F G
is commutative, i.e., GH = F. Prove that Cat/A becomes a 2-category if a 2-cell
H H′ is defined as a natural transformation α ∶ H H′ such that
1G ∗ α = 1F.
One can visualize this condition in the following ice cream cone diagram.
B C
A
⇒
α
H
H′
F G
Observe that Cat/1 is the 2-category Cat in Example 2.3.14.
Exercise 2.7.11. Generalizing Example 2.3.14, show that there are 2-categories:
(i) Catfl with small categories as objects, functors that preserve finite limits
up to isomorphisms as 1-cells, and natural transformations as 2-cells.
(ii) MonCat with small monoidal categories as objects, monoidal functors as
1-cells, and monoidal natural transformations as 2-cells.
(iii) MonCat≅ and MonCat= defined in the same way as MonCat, but with
strong monoidal functors and strict monoidal functors, respectively, as
1-cells.
Exercise 2.7.12. Suppose V is a symmetric monoidal category. Extend Exam-
ple 2.3.15 and Theorem 2.4.26 to V-multicategories. In other words:
● Define V-multicategories as multicategories in which each C(dc) is an ob-
ject in V, along with suitable structure morphisms and axioms in V.
● Define V-multifunctors between V-multicategories, V-multinatural trans-
formations between V-multifunctors, and their horizontal and vertical
compositions.
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● Show that there is a 2-category MulticatV of small V-multicategories, V-
multifunctors, and V-multinatural transformations.
Exercise 2.7.13. Repeat the previous exercise for V-polycategories.
Exercise 2.7.14. Check the details of Examples 2.5.9 and 2.5.10.
Exercise 2.7.15. Give a detailed proof of Theorem 2.5.19.
Exercise 2.7.16. A lattice (L,≤) is a partially ordered set in which each pair of ele-
ments {x, y} has both a least upper bound x ∨ y and a greatest lower bound x ∧ y.
A distributive lattice is a lattice that satisfies
x ∧ (y∨ z) = (x ∧ y)∨ (x ∧ z) for x, y, z ∈ L.
Show that a distributive lattice (L,≤) yields a small polycategory with object set L,
and with L(d1,...,dnc1,...,cm) containing a unique element if and only if
c1 ∧⋯∧ cm ≤ d1 ∨⋯∨ dm.
Exercise 2.7.17. Fill in the rest of the proof of Lemma 2.6.5.
Notes.
2.7.18 (Discussion of Literature). The concepts of a bicategory and of a 2-category
are due to Be´nabou in [Be´n67] and [Be´n65], respectively. The articles [Lac10a,
Lei∞] are useful guides for 2-categories and bicategories. The bicategories Bop,
Bco, and Bcoop are what Be´nabou called the transpose, the conjugate, and the sym-
metric, respectively. Whatwe call 1-cells and 2-cells are sometimes called 1-morphisms
and 2-morphisms in the literature. The reader is cautioned that Borceux [Bor94b,
Definition 7.7.1] uses different conventions for a bicategory. In particular, in his
definition, the horizontal composition is a functor
cXYZ ∶ B(X,Y)×B(Y,Z) B(X,Z).
His associator, left unitor, and right unitor are denoted by α, λ, and ρ, and have
components
h(g f ) (hg) f ,α f f1X,λ and f 1Y f .ρ
Moreover, these conventions do not agree with the notations in his Diagrams 7.18
and 7.19. ◇
2.7.19 (2-Vector Spaces). Examples 2.1.28 and 2.3.16 about 2-vector spaces are from
[KV94a, Section 5]. ◇
2.7.20 (Notation for 2-Cells). We denote a 2-cell α ∶ f f ′ by a single arrow both
(i) in-line and (ii) in diagrams with 1-cells as nodes and 2-cells as edges, such as
the Unity and the Pentagon axioms in a bicategory. We only write a 2-cell as a
double arrow⇒ in diagrams with 1-cells as edges and 2-cells occupying regions,
such as pasting diagrams. This single-arrow notation by default agrees with the
usage in, for example, [Awo10, Lei14, Sim11], but the notations are not consistent
in the literature. Another choice is to write a 2-cell using a double arrow in-line,
as in θ ∶ f ⇒ f ′. However, with this second choice, in diagrams with 1-cells as
nodes, the 2-cells, which are the edges, are usually written as single arrows. Some
authors use a single arrow for a 2-cell even in pasting diagrams.
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Here is a mnemonic to remember our notations for 2-cells: An arrow θ ∶
f f ′—which could be a 1-cell between objects or a 2-cell between 1-cells—
goes between objects f , f ′ of one lower dimension. The single arrow indicates not
only the directionality of θ, but also that it is one dimension higher than the sym-
bols f and f ′. In a diagram, whether the nodes are objects or 1-cells, the edges that
connect them are one dimension higher, so only need single arrows. In pasting
diagrams, to indicate that 2-cells are one dimension higher than the 1-cells, which
are already displayed as single arrows, we denote the 2-cells by double arrows. ◇
2.7.21 (Quillen Model Structures). With suitable concepts of functors to be dis-
cussed in Chapter 4, 2-categories form a Quillen model category [Lac02b]. An-
other model structure on 2-categories is in [WHPT07, WHPT16]. The analogous
Quillen model structure for bicategories is in [Lac04]. ◇
2.7.22 (Unity Properties). The proofs of the unity properties in Propositions 2.2.4
and 2.2.6 are adapted from [Kel64] (Theorems 6 and 7), which has the analogous
statements for monoidal categories. The two commutative triangles in Proposi-
tion 2.2.4 are stated in [MLP85, page 68]. ◇
2.7.23 (Multicategories and Polycategories). What we call a multicategory is also
called a symmetric multicategory, with the plain term multicategory reserved for the
non-symmetric definition. The terms operad, a symmetric operad, and a colored operad
are also common. The book [Yau16] is a gentle introduction to multicategories.
Historically, multicategories without symmetric group actionswere introduced
by Lambek [Lam69]. May [May72] introduced the term operad for a one-object
multicategory. With the Boardman-Vogt tensor product [BV73, Definition 2.14],
small multicategories and multifunctors form a symmetric monoidal closed cat-
egories [MT10, Section 4.1]. Homotopy theory of multicategories is discussed in
[MT10, WY18]. Applications of multicategories outside of pure mathematics can
be found in [Yau18, Yau20].
Polycategories without symmetric group actions were introduced by Szabo
[Sza75]. Gan [Gan03] used the term dioperad for a one-object polycategory. Dis-
cussion of the relationships between categories, multicategories, polycategories,
and other variations can be found in [Mar08, YJ15]. The symmetric monoidal cat-
egory structures on the category of small polycategories and other variants are
discussed in [HRY15]. ◇

CHAPTER 3
Pasting Diagrams
In this chapter we discuss pasting diagrams in 2-categories and bicategories
in general. Pasting diagrams provide a convenient and visual way to encode iter-
ated vertical composites of horizontal composites of 2-cells. For example, pasting
diagrams are crucial parts of internal adjunctions, the proof of the local character-
ization of a biequivalence, tricategories, and various monoidal bicategories, all of
which will be discussed later in this book. Furthermore, diagrammatic arguments
using pasting diagrams are used throughout the literature
Although it is not logically necessary, we will treat the 2-category case first
before tackling general bicategories because the former is much easier than the
latter. We begin in Section 3.1 with some examples to motivate the definitions of
a pasting scheme and of a pasting diagram in a 2-category. Such pasting schemes
are defined precisely in Section 3.2 using graph theoretic concepts. In Section 3.3,
we first define pasting diagrams in 2-categories. Then we prove a 2-categorical
pasting theorem that states that the composite of a pasting diagram in a 2-category
has a unique value regardless of which pasting scheme presentation is used.
Pasting diagrams in bicategories are discussed in Sections 3.4 through 3.6, cul-
minating in the Bicategorical Pasting Theorem 3.6.6. It states that each pasting dia-
gram in a bicategory has a unique composite. Section 3.7 is about string diagrams,
which provide an alternative diagrammatic formalism for pasting diagrams in 2-
categories and bicategories in general.
The discussion of graphs and diagrams in this chapter will require us to in-
troduce several new terms. In Exercise 3.8.1 we list the key terminology and rec-
ommend that the reader make a glossary to keep track of their meanings and rela-
tionships.
Throughout this chapter, A denotes a 2-category, and B denotes a bicategory.
3.1. Examples of 2-Categorical Pastings
In this section we present a few motivating examples of pasting diagrams in
2-categories. The precise definition will be given in the following sections.
Motivation 3.1.1. In category theory, commutative diagrams provide a convenient
way to represent composites of morphisms, relationships between these compos-
ites, and the (co)domain objects involved. Analogously, in 2-categories and more
generally bicategories, a long expression involving vertical composites of horizon-
tal composites of 2-cells is not easy to read. Pasting diagrams provide a convenient
way to represent iterated vertical composites of 2-cells, each of which is a whisker-
ing of one 2-cell with some 1-cells. In pasting diagrams, objects, 1-cells, and 2-
cells are represented as vertices, edges, and double arrows in regions bounded by
edges, respectively. The diagrammatic notation of a 2-cell in Explanation 2.1.6 and
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the concept of whiskering in Definition 2.1.16 will be used often throughout the
rest of this book. ◇
Suppose A is a 2-category. We begin with a few simple examples to illustrate
the idea of pasting.
Example 3.1.2. Consider the pasting diagram in A on the left:
W
X
Y
Z
⇒α ⇒ β
f
g
h
j
i
= i f ihg jg1i∗α β∗1g
The ingredients in the pasting diagram are:
● 1-cells f ∈ A(X,W), g ∈ A(X,Y), h ∈ A(Y,W), i ∈ A(W,Z), and j ∈ A(Y,Z);
● 2-cells α ∶ f hg and β ∶ ih j.
The entire pasting diagram represents the vertical composite (β∗1g)(1i ∗α), which
is a 2-cell in A(X,Z), displayed on the right above. ◇
Example 3.1.3. With 1-cells f , g, i, j as in the previous example, consider the past-
ing diagram on the left:
W
X
Y
Z
⇒
α
⇒
β
f
g
h
j
i
= i f jh f jg
β∗1 f 1j∗α
Here we have a 1-cell h ∈ A(W,Y), and 2-cells α ∶ h f g and β ∶ i jh. The
entire pasting diagram represents the vertical composite (1j ∗ α)(β ∗ 1 f ), which is
a 2-cell in A(X,Z), displayed on the right above. In Explanation 6.1.3, we will see
the previous two pasting diagrams in the definition of an internal adjunction in a
2-category. ◇
Example 3.1.4. Here is a more complicated pasting diagram in A:
A
B C
DE
F G
⇒ α
⇒
β
⇒
γ ⇒
δ
⇒
θ
a
b
c
e
d
f
g
h
i
j
k
The ingredients are:
● 1-cells a ∈ A(A, B), b ∈ A(A,E), c ∈ A(A, F), d ∈ A(E, B), e ∈ A(F,E), f ∈
A(B,C), g ∈ A(E,C), h ∈ A(F,G), i ∈ A(C,G), j ∈ A(C,D), and k ∈ A(G,D);
● 2-cells α ∶ a db, β ∶ f d g, γ ∶ b ec, δ ∶ ige h, and θ ∶
j ki.
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The entire pasting diagram is the vertical composite
(3.1.5)
j f a khc
j f db ki f db kigb kigec
1j f∗α
θ∗1 f db 1ki∗β∗1b 1kig∗γ
1k∗δ∗1c
which is a 2-cell in A(A,D).
Observe that this vertical composite is not the only one that makes sense. For
example, the above vertical composite is equal to the vertical composite
(3.1.6)
j f a khc
ki f a ki f db kigb kigec
θ∗1 f a
1ki f∗α 1ki∗β∗1b 1kig∗γ
1k∗δ∗1c
in which the first whiskering involves θ instead of α. This is justified by the com-
putation:
(θ ∗ 1 f db)(1j f ∗ α) = (θ ∗ 1 f ∗ 1db)(1j f ∗ α)
= ((θ ∗ 1 f )(1j f ))∗ (1dbα)
= θ ∗ 1 f ∗ α
= (1kiθ) ∗ ((1 f ∗ α)(1 f a))
= (1ki ∗ 1 f ∗ α)(θ ∗ 1 f a)
= (1ki f ∗ α)(θ ∗ 1 f a).
(3.1.7)
In the above computation:
● The first and the last equalities follow from (2.1.8), which is the fact that
horizontal composition preserves identity 2-cells.
● The second and the second-to-last equalities follow from the middle four
exchange (2.1.9).
● The third and the forth equalities follow from the fact that identity 2-cells
are units for vertical composition (2.1.7).
For later discussion about pasting diagrams in bicategories, we observe that the
three properties we just used—namely, (2.1.7), (2.1.8), and (2.1.9)—are also prop-
erties in bicategories.
In fact, there are 8 possible ways to compose the pasting diagram above, and
they are all equal to each other by computations similar to (3.1.7). This exam-
ple illustrates the key property that each pasting diagram has a unique composite.
Therefore, when we draw a pasting diagram in a 2-category, we do not need to
choose which vertical composite it represents. If we have to compute with it, we
may choose any vertical composite that makes sense. ◇
Up to this point, we have not actually defined what a pasting diagram in a
2-category is. We will do so precisely in the next two sections.
3.2. Pasting Schemes
In this section we define the concept of a pasting scheme, which will be used
in Section 3.3 to define pasting diagrams in 2-categories precisely.
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Motivation 3.2.1. As the examples in Section 3.1 suggest, a pasting diagram in a
2-category is supposed to represent a vertical composite of 2-cells, each being the
whiskering of a 2-cell with an identity 2-cell on either side, or both sides.
● ●
⇒
●
● ●
● ●
In order to state the precise definition of a pasting diagram and to prove their
uniqueness, we first need some graph theoretic concepts to express nodes, edges,
and regions bounded by edges. ◇
Definition 3.2.2. A graph is a triple
G = (VG,EG,ψG)
consisting of:
● a finite set VG of verticeswith at least two elements;
● a finite set EG of edgeswith at least two elements such that EG ∩VG = ∅;
● an incidence function ψG ∶ EG V×2G . For each edge e, if ψG(e) = (u, v),
then u and v are called the tail and the head of e, respectively, and together
they are called the ends of e.
Moreover:
(1) The geometric realization of a graph G is the topological quotient
∣G∣ = [(∐
v∈VG
{v})∐(∐
e∈EG
[0, 1]e)]/ ∼
in which:
● {v} is a one-point space indexed by a vertex v.
● Each [0, 1]e is a copy of the topological unit interval [0, 1] indexed by
an edge e.
● The identification ∼ is generated by
u ∼ 0 ∈ [0, 1]e ∋ 1 ∼ v if ψG(e) = (u, v).
(2) A plane graph is a graph together with a topological embedding of its
geometric realization into the complex planeC. ◇
Explanation 3.2.3. It is important to note that in the definition of a plane graph, a
specific topological embedding of its geometric realization into C, instead of just
the existence of one, is required. In practice, each vertex v is drawn either as a
bullet ● or as a circle v with the name of the vertex inside. Each edge e with tail u
and head v is drawn as an arrow from u to v, as in:
e
or u v
e
Aplane graph is a graph together with a drawing of it in the complex planeC such
that its edges meet only at their ends. To simplify the notation, we will identify a
plane graph Gwith its geometric realization ∣G∣ and with the latter’s topologically
embedded image in C. ◇
For the purpose of discussing pasting diagrams, we need plane graphs with
special properties, which we define next.
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Definition 3.2.4. Suppose G = (VG,EG,ψG) is a graph.
(1) A path in G is an alternating sequence v0e1v1⋯envn with n ≥ 0 of vertices
vi’s and edges ei’s such that:
● each ei has ends {vi−1, vi};
● the vertices vi’s are distinct.
This is also called a path from v0 to vn. A path is trivial if n = 0, and is
non-trivial if n ≥ 1.
(2) If p = v0e1v1⋯envn is a path, then
p∗ = vnen⋯v1e1v0
is the reversed path from vn to v0.
(3) A directed path is a path such that each ei has head vi.
(4) G is connected if for each pair of distinct vertices {u, v}, there exists a path
from u to v. ◇
Convention 3.2.5. Using the orientation of the complex plane C, we identify two
connected plane graphs if they are connected by an orientation-preserving, in-
cidence relation-preserving homeomorphism that maps vertices to vertices and
edges to edges. ◇
To express 1-cells, 2-cells, and their (co)domains in graph theoretic terms, we
need suitable concepts of faces and boundaries, which we define next.
Definition 3.2.6. Suppose G is a connected plane graph.
(1) The connected subspaces of the complement C ∖ ∣G∣ are called the open
faces of G. Their closures are called faces of G. The unique unbounded
face is called the exterior face, denoted by extG. The bounded faces are
called interior faces.
(2) The vertices and edges in the boundary ∂F of a face F of G form an alter-
nating sequence v0e1v1⋯envn of vertices and edges such that:
● v0 = vn.
● The ends of ei are {vi−1, vi}.
● Traversing ∂F from v0 to vn = v0 along the edges e1, e2, . . . , en in this
order, ignoring their tail-to-head orientation, the face F is always on
the right-hand side.
(3) An interior face F of G is anchored if it is equipped with
● two distinct vertices sF and tF, called the source and the sink of F,
respectively, and
● two directed paths domF and codF from sF to tF, called the domain
and the codomain of F, respectively,
such that
∂F = domFcod
∗
F
with the first vertex in cod∗F = tF removed on the right-hand side.
(4) The exterior face of G is anchored if it is equipped with
● two distinct vertices sG and tG, called the source and the sink of G,
respectively, and
● two directed paths domG and codG from sG to tG, called the domain
and the codomain of G, respectively,
such that
∂extG = codGdom
∗
G
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with the first vertex in dom∗G = tG removed on the right-hand side.
(5) G is anchored if every face of G is anchored.
(6) G is an atomic graph if it is an anchored graph with exactly one interior
face. ◇
Explanation 3.2.7. In an anchored graph, the boundary of each interior face is ori-
ented clockwise. On the other hand, the boundary of the exterior face is oriented
counter-clockwise. ◇
Example 3.2.8. Here is an atomic graph G
s sF F
u
v w
tF t
extG
f
h1
h3
h4
h2
h5
g
with:
● unique interior face F with source sF, sink tF, domF = sFh1uh2tF, and
codF = sFh3vh4wh5tF;
● exterior face extG with source s, sink t,
domG = s f sFh1uh2tFgt,
codG = s f sFh3vh4wh5tFgt.
Comparing this example with Motivation 3.2.1, we see that an atomic graph is the
graph theoretic manifestation of a whiskering of a 2-cell with identity 2-cells on
either side, or both sides. ◇
Lemma 3.2.9. If G is an atomic graph with unique interior face F, then
domF ⊆ domG and codF ⊆ codG.
Proof. Since G has only one interior face, the boundary ∂extG = codGdom
∗
G of the
exterior face contains all of its edges. Traversing an edge e in domF from its tail to
its head, F is on the right-hand side, so extG is on the left-hand side. Therefore, e
cannot be contained in the directed path codG. This proves the first containment.
The second containment is proved similarly. 
Explanation 3.2.10. It follows from Lemma 3.2.9 that each atomic graph G consists
of its unique interior face F, a directed path from the source s of G to the source sF
of F, and a directed path from the sink tF of F to the sink t of G. ◇
Next we define a composition on anchored graphs that mimics the vertical
composition of 2-cells in a bicategory.
Definition 3.2.11. Suppose G and H are anchored graphs such that:
● sG = sH ,
● tG = tH , and
● codG = domH .
The vertical composite HG is the anchored graph defined by the following data.
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(1) The connected plane graph of HG is the quotient
G ⊔H
{codG = domH}
of the disjoint union of G and H, with the codomain of G identified with
the domain of H.
(2) The interior faces of HG are the interior faces of G and H, which are
already anchored.
(3) The exterior face of HG is the intersection of extG and extH , with
● source sG = sH ,
● sink tG = tH ,
● domain domG, and
● codomain codH .
This finishes the definition of the anchored graph HG. ◇
The following observation ensures that taking vertical composites is associa-
tive.
Lemma 3.2.12. If G, H, and I are anchored graphs such that the vertical composites IH
and HG are defined, then
(IH)G = I(HG).
Proof. Both iterated vertical composites have:
● connected plane graphs
G ⊔H ⊔ I
{codG = domH , codH = domI} ;
● interior faces those in G, H, and I, anchored as they are there;
● exterior face extG ∩ extH ∩ extI ;
● source sG = sH = sI ;
● sink tG = tH = tI ;
● domain domG;
● codomain codI .
This proves the lemma. 
Using Lemma 3.2.12, we will safely omit parentheses when we write iterated
vertical composites of anchored graphs. Next is the main graph theoretic defini-
tion of this section.
Definition 3.2.13. A pasting scheme is an anchored graph G together with a decom-
position
G = Gn⋯G1
into vertical composites of n ≥ 1 atomic graphs G1, . . . ,Gn. Such a decomposition
is called a pasting scheme presentation of G. ◇
Explanation 3.2.14. We are not asserting that each anchored graph admits a past-
ing scheme presentation. In fact, as wewill see shortly, there exist anchored graphs
that cannot be made into pasting schemes. We are also not asserting the unique-
ness of a pasting scheme presentation for a given anchored graph. If G admits a
pasting scheme presentation Gn⋯G1, then:
● G has n interior faces, one in each atomic graph Gi for 1 ≤ i ≤ n.
76 3. PASTING DIAGRAMS
● Each Gi has the same source and the same sink as G by the definition of
vertical composite.
● The codomain of Gi is equal to the domain of Gi+1 for each 1 ≤ i ≤ n− 1.
● The domains of G and G1 are equal. The codomains of G and Gn are
equal.
● If 1 ≤ i ≤ j ≤ n, then Gj⋯Gi is a pasting scheme. ◇
The rest of this section contains examples.
Example 3.2.15. The anchored graph G
u
s v t
w
cannot be made into a pasting scheme. This anchored graph has five vertices{s, t,u, v,w} and seven edges.
● The exterior face is anchored with source s, sink t, domain the directed
path from s to t via u, and codomain the directed path from s to t via w.
● Each of the three interior faces is anchored with source v, and sink u, w,
or t.
The anchored graph G does not admit a pasting scheme presentation because it
contains no atomic graphs with source s and sink t. ◇
Example 3.2.16. Let us reuse the same underlying graph G in Example 3.2.15 to
explain the importance of a specific topological embedding of the geometric real-
ization into C. Another topological embedding of ∣G∣ into C yields the anchored
graph G′
u
v s t
w
with source v and sink t. It has a unique pasting scheme presentation
G′ = G′3G
′
2G
′
1,
where G′1, G
′
2, and G
′
3 are the atomic graphs below from left to right.
G′1
u
v s t
G′2 u
v s t
w
G′3
v s t
w
In summary, changing the topological embedding of the geometric realization into
C can change whether the resulting anchored graph admits a pasting scheme pre-
sentation or not. ◇
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Example 3.2.17. Corresponding to Example 3.1.2 is the anchored graph G
G G1 G2
on the left. It has a unique pasting scheme presentation G = G2G1. ◇
Example 3.2.18. Corresponding to Example 3.1.3 is the anchored graph G
G G1 G2
on the left. It has a unique pasting scheme presentation G = G2G1. ◇
Example 3.2.19. Corresponding to Example 3.1.4 is the anchored graph G
with a pasting scheme presentation G = G5G4G3G2G1 given by the atomic graphs:
G1 G2 G3
G4 G5
Specifically, the above pasting scheme presentation corresponds to the vertical
composite in (3.1.5).
Another pasting scheme presentation of G is G5G4G3G
′
2G
′
1 with G
′
1 and G
′
2 the
following atomic graphs.
G′1 G
′
2
This second pasting scheme presentation of G corresponds to the vertical com-
posite in (3.1.6). In fact, there are precisely 8 pasting scheme presentations of G,
corresponding to the 8 composites mentioned in Example 3.1.4. ◇
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3.3. 2-Categorical Pasting Theorem
In this section we define pasting diagrams in 2-categories and prove a unique-
ness result about their composites.
Definition 3.3.1. Suppose A is a 2-category, and G is an anchored graph. A G-
diagram in A is an assignment φ as follows.
● φ assigns to each vertex v in G an object φv in A.
● φ assigns to each edge e in G with tail u and head v a 1-cell
φe ∈ A(φu,φv).
For a directed path P = v0e1v1⋯emvm in G with m ≥ 1, define the horizon-
tal composite 1-cell
φP = φem⋯φe1 ∈ A(φv0 ,φvm).
● φ assigns to each interior face F of G a 2-cell
φF ∶ φdomF φcodF
in A(φsF ,φtF).
If G admits a pasting scheme presentation, then a G-diagram is called a pasting
diagram in A of shape G. ◇
Recall that a path in a graph is trivial (resp., non-trivial) if it contains no edges
(resp., at least one edge).
Definition 3.3.2. Suppose φ is a pasting diagram in a 2-category A of shape G.
With respect to a pasting scheme presentation Gn⋯G1 of G:
(1) For each 1 ≤ i ≤ n, suppose Fi is the unique interior face of Gi, with Pi the
directed path in Gi from sG to sFi , and P
′
i the directed path in Gi from tFi
to tG. Define the 2-cell
φGi ∶ φdomGi φcodGi
in A(φsG ,φtG) by
φGi =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1φP′
i
∗ φFi ∗ 1φPi if Pi and P
′
i are non-trivial;
1φP′
i
∗ φFi if Pi is trivial, and P
′
i is non-trivial;
φFi ∗ 1φPi if Pi is non-trivial, and P
′
i is trivial;
φFi if Pi and P
′
i are trivial.
(2) The composite of φ, denoted by ∣φ∣, is defined as the vertical composite
∣φ∣ = φGn⋯φG1 ∶ φdomG = φdomG1 φcodGn = φcodG ,
which is a 2-cell in A(φsG ,φtG). ◇
Example 3.3.3. For the atomic graph G in Example 3.2.8, a pasting diagram φ in A
of shape G is a diagram
S SF
⇒
θ
U
V W
TF T
f
h1
h3
h4
h2
h5
g
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of
● objects S,T,U,V,W,SF, and TF;
● 1-cells h1, . . . , h5, f , and g;
● a 2-cell θ ∶ h2h1 h5h4h3 in A(SF,TF).
Its composite is the horizontal composite
1g ∗ θ ∗ 1 f ∶ gh2h1 f gh5h4h3 f ,
which is a 2-cell in A(S,T). ◇
Example 3.3.4. For the pasting scheme G′ = G′3G
′
2G
′
1 in Example 3.2.16, a pasting
diagram φ in A of shape G′ is a diagram
V S T
U
W
⇒
θ1
⇒
θ2
⇒
θ3
f1 f2
g1 g2
h1
h2
h3
of
● objects S,T,U,V, andW;
● 1-cells f1, f2, g1, g2, h1, h2, and h3;
● 2-cells
– θ1 ∶ f1 h2h1 in A(V,U),
– θ2 ∶ f2h2 g2h3 in A(S,T), and
– θ3 ∶ h3h1 g1 in A(V,W).
Its composite is the vertical composite
∣φ∣ = φG′
3
φG′
2
φG′
1
∶ φdomG′ = f2 f1 g2g1 = φcodG′
in A(V,T), where the constituent 2-cells are the horizontal composites
φG′
1
= 1 f2 ∗ θ1 ∶ f2 f1 f2h2h1,
φG′
2
= θ2 ∗ 1h1 ∶ f2h2h1 g2h3h1,
φG′
3
= 1g2 ∗ θ3 ∶ g2h3h1 g2g1.
Since G′3G
′
2G
′
1 is the only pasting scheme presentation of the anchored graph G
′,
there are no other ways to define the composite. ◇
Example 3.3.5. For the pasting scheme G = G2G1 in Example 3.2.17, a pasting
diagram in A of shape G and its composite are as described in Example 3.1.2. Sim-
ilarly:
● For the pasting scheme G = G2G1 in Example 3.2.18, a pasting diagram in
A of shape G and its composite are as described in Example 3.1.3.
● For the pasting schemes G = G5G4G3G2G1 and G = G5G4G3G′2G
′
1 in Ex-
ample 3.2.19, a pasting diagram in A of shape G and its composite are as
described in Example 3.1.4. ◇
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Motivation 3.3.6. The anchored graph G in Example 3.2.19 has 8 pasting scheme
presentations, corresponding to the 8 possible ways to compose the 2-cells as de-
scribed in Example 3.1.4. As discussed there, these 8 composites are equal to each
other. The following result shows that this is, in fact, the general situation. ◇
Theorem 3.3.7 (2-Categorical Pasting). Every pasting diagram in a 2-category has a
unique composite.
Proof. Suppose φ is a pasting diagram in a 2-category A for some anchored graph
G that admits pasting scheme presentations
G = Gn⋯G1 and G = G′n⋯G
′
1.
To show that the composites of φ with respect to them are equal, we proceed by
induction on n, which is the number of interior faces of G. If n = 1, then the
unique interior face of G1 is equal to the unique interior face of G
′
1. So φG1 = φG′1
by Definition 3.3.2(1).
Suppose n > 1. If G1 = G
′
1, then the induction hypothesis—applied to the
restriction of φ to the pasting scheme presentations Gn⋯G2 and G′n⋯G′2 of the same
anchored graph—implies the equality
φGn⋯φG2 = φG′n⋯φG′2 .
Together with φG1 = φG′1
, we conclude that the composites of φ with respect to the
two pasting scheme presentations are equal.
If G1 /= G′1, then by Lemma 3.2.9 their interior faces F1 and F′1 do not intersect,
except possibly for tF1 = sF′1
or tF′
1
= sF1 . Denote by G1 ∪G
′
1 their union anchored
graph. Without loss of generality, we may assume that domG goes through sF1
before sF′
1
. This union is displayed below with each edge representing a directed
path.
sG
G1 ∪G′1
sF1 F1 tF1
sF′
1 F
′
1
tF′
1
tG
Q1
domF1
codF1
Q2
domF′
1
codF′
1
Q3
This union has exactly two pasting scheme presentations, each with two atomic
graphs. By the induction hypothesis, it suffices to show that, when φ is restricted
to G1 ∪G′1, the two pasting scheme presentations yield the same composite of φ.
Depending on whether the directed paths Q1, Q2, and Q3 are trivial or not, there
are 8 cases to check.
If Q1 and Q3 are trivial, and if Q2 is not trivial, then we need to check that
(φF′
1
∗ 1φQ2φcodF1
)(1φdom
F′
1
φQ2
∗ φF1)
= (1φcod
F′
1
φQ2
∗ φF1)(φF′1 ∗ 1φQ2φdomF1 ).
(3.3.8)
This equality holds by the computation (3.1.7) with a change of symbols. The other
seven cases follow by similar computations using the axioms (2.1.7), (2.1.8), and
(2.1.9). 
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To reiterate Theorem 3.3.7, the composite of a pasting diagram in a 2-category
is independent of the choice of a particular pasting scheme presentation.
3.4. Composition Schemes
In this section we give a precise definition of a pasting diagram in a bicategory.
Motivation 3.4.1. We saw that pasting diagrams in 2-categories have to do with
pasting scheme presentations of anchored graphs. A crucial fact—used for in-
stance in defining φP in Definition 3.3.1 and φGi in Definition 3.3.2—is that hor-
izontal composition is strictly associative in a 2-category. In a bicategory, as op-
posed to a 2-category, the horizontal composition is not strictly associative. For
example, a sequence of 1-cells
W X Y Z
f g h
in a bicategory has two horizontal composites (hg) f and h(g f ), and they are in
general not equal. The same goes for horizontal composites of 2-cells. Therefore,
to define a pasting diagram in a bicategory, we first need to discuss bracketing
in anchored graphs. Once we have the suitable language, we will apply them to
1-cells and 2-cells in a bicategory. ◇
Definition 3.4.2. Bracketings are defined recursively as follows:
● The only bracketing of length 0 is the empty sequence ∅.
● The only bracketing of length 1 is the symbol −, called a dash.
● If b and b′ are bracketings of lengths m and n, respectively, then (bb′) is a
bracketing of length m + n.
We usually omit the outermost pair of parentheses, so the unique bracketing of
length 2 is −−. Moreover:
(1) A left normalized bracketing is either − or (b)− with b a left normalized
bracketing.
(2) A right normalized bracketing is either − or −(b) with b a right normalized
bracketing. ◇
Definition 3.4.3. For a directed path P = v0e1v1⋯envn in a graph, a bracketing for P
is a choice of a bracketing b of length n.
● In this case, we write b(P), called a bracketed directed path, for the brack-
eted sequence obtained from b by replacing its n dashes with e1, . . . , en
from left to right.
● If the bracketing is clear from the context, then we abbreviate b(P) to (P)
or even P.
We sometimes suppress the vertices and write P as (e1, . . . , en), in which case b(P)
is also denoted by b(e1, . . . , en). ◇
Example 3.4.4. A directed path P = (e1, . . . , en) with 0 ≤ n ≤ 2 has a unique brack-
eting. The only bracketings of length 3 are (−−)− and −(−−), and only the first one
is left normalized. The five bracketings of length 4 are
((−−)−)−, (−−)(−−), −(−(−−)), (−(−−))−, and − ((−−)−),
and only the first of which is left normalized. In fact, an induction shows that, for
each n ≥ 1, there is a unique left normalized bracketing of length n.
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Suppose P = (e1, e2, e3, e4) is a directed path in a graph. Then b(P) for the five
possible bracketings for P are the bracketed sequences
((e1e2)e3)e4, (e1e2)(e3e4), e1(e2(e3e4)), (e1(e2e3))e4, and e1((e2e3)e4).
◇
Recall fromDefinition 3.2.6 that an anchored graph is a connected plane graph
whose interior faces and exterior face are all anchored. Next we introduce an-
chored graphs whose various domains and codomains are bracketed.
Definition 3.4.5. A bracketing for an anchored graph G consists of a bracketing for
each of the directed paths:
● domG and codG;
● domF and codF for each interior face F of G.
An anchored graph G with a bracketing is called a bracketed graph. ◇
Definition 3.4.6. Suppose G and H are bracketed graphs such that:
● The vertical composite HG is defined as in Definition 3.2.11.
● (codG) = (domH) as bracketed directed paths.
Then the anchored graph HG is given the bracketing determined as follows:
● (domHG) = (domG);
● (codHG) = (codH);
● Each interior face F of HG is either an interior face of G or an interior face
of H, and not both. Corresponding to these two cases, the directed paths
domF and codF are bracketed as they are in G or H.
Equipped with this bracketing, HG is called the vertical composite of the bracketed
graphs G and H. ◇
The bracketed graph version of Lemma 3.2.12 is also true; i.e., vertical com-
posites of bracketed graphs are strictly associative. So we will safely omit paren-
theses when we write iterated vertical composites of bracketed graphs. Recall that
an atomic graph is an anchored graph with only one interior face. The following
concept plays the role of an atomic graph in the bracketed setting.
Definition 3.4.7. Suppose G is an atomic graph with
● unique interior face F,
● P = (e1, . . . , em) the directed path from sG to sF, and
● P′ = (e′1, . . . , e′n) the directed path from tF to tG,
as displayed below with each edge representing a directed path.
sGG = sF F tF tG
P
domF
codF
P′
A bracketing for G is consistent if it satisfies both
(domG) = b(e1, . . . , em, (domF), e′1, . . . , e′n),
(codG) = b(e1, . . . , em, (codF), e′1, . . . , e′n)(3.4.8)
for some bracketing b of length m + n + 1. In (domG), the bracketed directed path(domF) is substituted into the (m + 1)st dash in b, and similarly in (codG). An
atomic graph with a consistent bracketing is called a consistent graph. ◇
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Definition 3.4.9. An associativity graph is a consistent graph in which the unique
interior face F satisfies one of the following two conditions:
(3.4.10) (domF) = (E1E2)E3 and (codF) = E′1(E′2E′3),
or
(3.4.11) (domF) = E1(E2E3) and (codF) = (E′1E′2)E′3.
Moreover, in each case and for each 1 ≤ i ≤ 3, Ei and E
′
i are non-trivial bracketed
directed paths with the same length and the same bracketing. ◇
Explanation 3.4.12. In a consistent graph G with unique interior face F, if we con-
sider each of domF and codF as a single edge, then the bracketings for domG and
codG are the same. That is what the word consistent refers to.
In an associativity graph, the unique interior face has either one of the follow-
ing two forms.
(E1
E′1
E2)
E3(E′2 E
′
3)
E1
(E2
E3)
(E′1
E′2) E′3
Here each edge represents a non-trivial bracketed directed path, with Ei and E
′
i
having the same length and the same bracketing. They are designed to move
brackets from left to right, or from right to left. As we will see in the examples
below, associativity graphs are for components of the associator and its inverse.
Moreover, since Ei and E
′
i have the same number of edges, we can speak of corre-
sponding edges in them. ◇
Definition 3.4.13. A composition scheme is a bracketed graph G together with a
decomposition
G = Gn⋯G1
into vertical composites of n ≥ 1 consistent graphs G1, . . . ,Gn. Such a decomposi-
tion is called a composition scheme presentation of G. ◇
Explanation 3.4.14. The bicategorical analogue of Explanation 3.2.14 is true. In
particular, if G = Gn⋯G1 is a composition scheme, then:
● G has n interior faces, one in each consistent graph Gi for 1 ≤ i ≤ n.
● Each Gi has the same source and the same sink as G.
● For each 1 ≤ i ≤ n − 1, (codGi) = (domGi+1) as bracketed directed paths.
● (domG) = (domG1) and (codG) = (codGn).
● If 1 ≤ i ≤ j ≤ n, then Gj⋯Gi is a composition scheme. ◇
We now apply the concepts above to bicategories.
Definition 3.4.15. Suppose B is a bicategory, and G is a bracketed graph.
(1) A 1-skeletal G-diagram in B is an assignment φ as follows.
● φ assigns to each vertex v in G an object φv in B.
● φ assigns to each edge e in G with tail u and head v a 1-cell
φe ∈ B(φu,φv).
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(2) Suppose φ is such a 1-skeletal G-diagram, and P = v0e1v1⋯emvm is a di-
rected path in G with m ≥ 1 and with an inherited bracketing (P). Define
the 1-cell
(3.4.16) φP ∈ B(φv0 ,φvm)
as follows.
● First replace the edge ei in (P) by the 1-cell φei ∈ B(φvi−1 ,φvi) for
1 ≤ i ≤ m.
● Then form the horizontal composite of the resulting parenthesized
sequence
φv0 φv1 ⋯ φvm
φe1 φe2 φem
of 1-cells.
(3) A G-diagram in B is a 1-skeletal G-diagram φ in B that assigns to each
interior face F of G a 2-cell
φF ∶ φdomF φcodF
in B(φsF ,φtF).
(4) A G-diagram is called a composition diagram of shape G if G admits a com-
position scheme presentation.
(5) A G-diagram is called a pasting diagram if the underlying anchored graph
admits a pasting scheme presentation. ◇
In Theorem 3.5.7 below, we will show that a G-diagram φ is a pasting diagram
in B if and only if G admits a composition scheme extension. Before we define the
composite of a pasting diagram, we first define the composite of a composition
diagram.
Definition 3.4.17 (Composite of a composition diagram). Suppose φ is a composi-
tion diagram in a bicategory B of shape G. With respect to a composition scheme
presentation Gn⋯G1 of G:
(1) For each 1 ≤ i ≤ n, suppose Gi has:
● unique interior face Fi;
● directed path Pi = (ei1, . . . , eiki) from sG to sFi ;
● directed path P′i = (e′i1, . . . , e′ili) from tFi to tG.
By (3.4.8) the bracketing of the consistent graph Gi satisfies
(domGi) = bi(ei1, . . . , eiki , (domFi), e′i1, . . . , e′ili),
(codGi) = bi(ei1, . . . , eiki , (codFi), e′i1, . . . , e′ili)
for some bracketing bi of length ki + li + 1. Define the 2-cell
(3.4.18) φGi = bi(1φei1 , . . . , 1φeiki ,φFi , 1φe′i1 , . . . , 1φe′ili ) ∶ φdomGi φcodGi
in B(φsG ,φtG) as follows:
● The identity 2-cell of each φeij is substituted for eij in bi, and similarly
for the identity 2-cell of each φe′
ij
.
● The 2-cell φFi is substituted for the (ki + 1)st entry in bi.
● φGi is the iterated horizontal composite of the resulting bracketed
sequence of 2-cells, with the horizontal compositions determined by
the brackets in bi.
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(2) The composite of φ, denoted by ∣φ∣, is defined as the vertical composite
(3.4.19) φdomG = φdomG1
φcodGn = φcodG ,
∣φ∣ =φGn⋯φG1
which is a 2-cell in B(φsG ,φtG).
This finishes the definition of the composite of φ. ◇
The rest of this section contains examples. In the following examples, suppose(B, 1, c, a, ℓ, r) is a bicategory.
Example 3.4.20. The anchored graph G in Example 3.2.17, displayed on the left
below, admits a unique bracketing because, in both interior faces and the exterior
face, the domain and the codomain have at most two edges.
G
e4
e5e1
e2
e3
G1
e4
(e1
e2)
e3
G2
e1 e5
(e2
e3)
In contrast to Example 3.2.17, where G was merely an anchored graph, the brack-
eted graph G does not admit a composition scheme presentation. Indeed, since G
has only two interior faces, the only candidate of a composition scheme presenta-
tion involves the consistent graphs G1 and G2 above with the bracketings
(codG1) = (e1e2)e3 and (domG2) = e1(e2e3).
Since (codG1) and (domG2) are different bracketed directed paths, the vertical com-
posite G2G1 is not defined.
In terms of a G-diagram φ in B,
φ =
W
X
Y
Z
⇒α ⇒ β
f
g
h
j
i
the non-existence of a composition scheme presentation of G means that, without
suitable adjustment, φ does not have a well-defined composite in general. The
issue is that the two 2-cells involved are
i f i(hg)1i∗α and (ih)g jgβ∗1g
in B(X,Z). However, the 1-cells i(hg) and (ih)g are not equal in general in a
bicategory, so the 2-cells 1i ∗α and β∗1g cannot be vertically composed in B(X,Z).
To fix this, observe that the 1-cells i(hg) and (ih)g are related by a component
of the associator a, namely, the invertible 2-cell
i(hg) (ih)ga
−1
i,h,g
≅
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in B(X,Z). This suggests that we should expand G into the bracketed graph G′ on
the left by inserting an associativity graph G0 of the form (3.4.10),
G′
F0
(e1 e2)
e3
e4
e′1 (e′2 e
′
3)
e5
G1 e4
(e1 e2) e3
G0
(e1
e′1
e2)
e3(e′2 e
′
3)
G2
e′1
e5
(e′2 e
′
3)
whose interior face F0 is bracketed with
(domF0) = (e1e2)e3 and (codF0) = e′1(e′2e′3).
The bracketed graph G′ has a unique composition scheme presentation
G′ = G2G0G1
with the consistent graphs displayed above and the bracketings
(codG1) = (e1e2)e3 = (domG0) and (codG0) = e′1(e′2e′3) = (domG2).
The other bracketings are all uniquely defined.
With the bracketed graph G replaced by the composition scheme G′ = G2G0G1,
we replace the G-diagram φ by the pasting diagram φ′ of shape G′ by inserting the
invertible 2-cell a−1i,h,g ∶ i(hg) (ih)g for the interior face F0.
φ
W
X
Y
Z
⇒α ⇒ β
f
g
h
j
i φ′
X Y W
Y W Z
⇒
α
⇒
a−1
⇒
β
f
g h
ig
h i
j
Its composite is now defined as the vertical composite
∣φ′∣ = ( i f i(hg) (ih)g jg1i∗α a−1 β∗1g )
of the 2-cells
φG1 = 1i ∗ α, φG0 = a
−1, and φG2 = β ∗ 1g
in B(X,Z).
The upshot of this example is that, in a situation as above where we have a
pasting diagram φ of shape G that is not a composition diagram because of mis-
matched bracketings, wemay expand G into a composition scheme G′ by inserting
associativity graphs, and insert instances of the associator or its inverse. The com-
posite of φ is then defined as the composite of the composition diagram φ′, which
is defined on G′. In Section 3.5 we describe precisely the situations where G can be
replaced by a composition scheme. Then in Section 3.6 we show that, regardless of
which composition scheme we replace G with, the resulting composition diagram
has the same composite.
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This is an important example because one of the axioms of an internal adjunc-
tion in a bicategory (6.1.2) involves a pasting diagram of shape G′, along with ℓ
and r. It also illustrates the advantage of 2-categories over general bicategories.
In Example 3.1.2, where we worked in a 2-category, the composite (β ∗ 1g)(1i ∗ α)
was defined without any adjustment. ◇
Example 3.4.21. The anchored graph G′ in Example 3.2.16 has a unique brack-
eting because, in all three interior faces and the exterior face, the domain and the
codomain have at most two edges. Similar to Example 3.4.20, this bracketed graph
G′ does not admit a composition scheme presentation.
Suppose given a G′-diagram φ′ in B, as displayed on the left below.
V S
U
W
T
h2
h3
f2
g2
⇒
θ2
φ′
h1
f1
g1
⇒
θ1
⇒
θ3
V S
U
W
T
h2
h3
f2
g2
⇒
θ2
φ′′
S
U
S
W
h1
h1
h1
h2
h3
f2
g2
f1
g1
⇒
θ1
⇒
θ3
⇒
a−1
⇒a
The composite of φ′ is not defined in general because
cod(1 f2 ∗ θ1) = f2(h2h1) /= ( f2h2)h1 = dom(θ2 ∗ 1h1),
cod(θ2 ∗ 1h1) = (g2h3)h1 /= g2(h3h1) = dom(1g2 ∗ θ3).
The issue is again mismatched bracketings.
We fix this issue by:
● expanding G′ into a composition scheme G′′ by inserting two associativ-
ity graphs, one of the form (3.4.10) and the other (3.4.11);
● inserting instances of the associator a or its inverse a−1 to obtain the com-
position diagram φ′′ of shape G′′ on the right above.
The composite of φ′ is now defined as the vertical composite
f2 f1 g2g1
f2(h2h1) ( f2h2)h1 (g2h3)h1 g2(h3h1)
∣φ′′∣
1 f2
∗θ1
a−1
θ2∗1h1 a
1g2∗θ3
of 2-cells in B(V,T). ◇
3.5. Composition Scheme Extensions
In both Examples 3.4.20 and 3.4.21, a bracketed graph was extended to a com-
position scheme by inserting associativity graphs. In this section we formalize this
idea and characterize the bracketed graphs that admit such an extension.
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Definition 3.5.1. Suppose G is a bracketed graph with a decomposition
G = G2AG1, G2A, or AG1
into a vertical composite of bracketed graphs in which A is an associativity graph
with unique interior face F. Using the notations in Definition 3.4.9, the bracketed
graph obtained from G by identifying each edge in Ei with its corresponding edge
in E′i for each 1 ≤ i ≤ 3, along with their corresponding tails and heads, is said to
be obtained from G by collapsing A, denoted by G/A. ◇
Explanation 3.5.2. In the context of Definition 3.5.1:
● (domG/A) = (domG) and (codG/A) = (codG).
● The interior faces in G/A are those in G minus the interior face of A, and
their (co)domains are bracketed as they are in G.
● Collapsing associativity graphs is a strictly associative operation. So we
can iterate the collapsing processwithout worrying about the order of the
collapses.
● If G originally has the form G2AG1, then the bracketed graph G/A is not
the vertical composite G2G1 of the bracketed graphs G1 and G2 because
(codG1) = (domA) /= (codA) = (domG2)
as bracketed directed paths. However, forgetting the bracketings, the un-
derlying anchored graph of G/A is the vertical composite of the underly-
ing anchored graphs of G1 and G2. ◇
Definition 3.5.3. Suppose G is a bracketed graph. A composition scheme extension
of G consists of the following data.
(1) A composition scheme H = Hn⋯H1 as in Definition 3.4.13.
(2) A proper subsequence of associativity graphs
{A1, . . . ,Aj} ⊂ {H1, . . . ,Hn}
such that G is obtained from H by collapsing A1, . . . ,Aj.
In this case, we also denote the bracketed graph G by H/{A1, . . . ,Aj}. ◇
Explanation 3.5.4. In the context of Definition 3.5.3:
● (domG) = (domH) and (codG) = (codH).
● The interior faces in G are those in H minus those in {A1, . . . ,Aj}, and
their (co)domains are bracketed as they are in H.
● The order in which the associativity graphs A1, . . . ,Aj are collapsed does
not matter.
● A bracketed graph may admit multiple composition scheme extensions.
◇
Example 3.5.5. Here are some examples for Definition 3.5.3.
(1) A composition scheme is a composition scheme extension, corresponding
to the case j = 0.
(2) In Example 3.4.20, G′ is a composition scheme extension of G, since the
latter is obtained from G′ by collapsing the associativity graph G0.
(3) In Example 3.4.21, G′′ is a composition scheme extension of G′, since the
latter is obtained from the former by collapsing two associativity graphs.
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The last two examples illustrate that a bracketed graph obtained from a composi-
tion scheme extension by collapsing associativity graphs does not in general admit
a composition scheme presentation. ◇
Our next objective is to characterize bracketed graphs that admit a compo-
sition scheme extension. We will need the following observation about moving
brackets using associativity graphs.
Lemma 3.5.6 (Moving Brackets). Suppose G is a bracketed atomic graph with interior
face F such that:
● (domG) = (domF) and (codG) = (codF) as bracketed directed paths.
● (domG) and (codG) have the same length.
Then one of the following two statements holds.
(1) (domG) = (codG).
(2) There exists a canonical vertical composite
Ak⋯A1
of associativity graphs A1, . . . ,Ak such that
(domA1) = (domG) and (codAk) = (codG).
Proof. Suppose (domG) and (codG) have length n, and bln is the left normalized
bracketing of length n. First we consider the case where
(codG) = bln(e1, . . . , en) = bln−1(e1, . . . , en−1)en.
We proceed by induction on n. If n ≤ 2, then there is a unique bracketing of length
n, so (domG) = bln.
Suppose n ≥ 3. Then (domG) = E1E2
for some canonical, non-trivial bracketed directed paths E1 and E2. If E2 has length
1 (i.e., it contains the single edge en), then the induction hypothesis applies with
E1 as the domain and b
l
n−1(e1, . . . , en−1) as the codomain. Since adding an edge at
the end of an associativity graph yields an associativity graph, we are done in this
case.
If E2 has length > 1, then it has the form
E2 = E21E22
for some canonical, non-trivial bracketed directed paths E21 and E22. There is a
unique associativity graph A1 of the form (3.4.11) that satisfies
(domA1) = E1(E21E22) = (domG),(codA1) = (E1E21)E22.
Now we repeat the previous argument with (codA1) as the new domain. So if E22
has length 1, then we apply the induction hypothesis with E1E21 as the domain
and bln−1(e1, . . . , en−1) as the codomain. If E22 has length > 1, then it has the form
E22 = E221E222.
There is a unique associativity graph A2 of the form (3.4.11) that satisfies
(domA2) = (E1E21)(E221E222) = (codA1),(codA2) = ((E1E21)E221)E222.
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This procedure must stop after a finite number of steps because domG has finite
length. When it stops, the right-most bracketed directed path E? has length 1, so
we can apply the induction hypothesis as above. This finishes the induction.
An argument dual to the above shows that bln(e1, . . . , en) and (codG) are con-
nected by a canonical finite sequence of associativity graphs of the form (3.4.10).
Splicing the two vertical composites of associativity graphs together yields the de-
sired vertical composite. 
The next observation characterizes bracketed graphs that admit a composition
scheme extension. Recall from Definition 3.2.13 the concept of a pasting scheme
presentation for an anchored graph.
Theorem 3.5.7. For a bracketed graph G, the following two statements are equivalent.
(1) G admits a composition scheme extension.
(2) The underlying anchored graph of G admits a pasting scheme presentation.
Proof. For the implication (1)⇒ (2), suppose H = Hn⋯H1 is a composition scheme.
By definition, this is also a pasting scheme presentation for the underlying an-
chored graph of H because each consistent graph Hi has an underlying atomic
graph. If
{A1, . . . ,Aj} ⊂ {H1, . . . ,Hn}
is a proper subsequence of associativity graphs, then the vertical composite of the
remaining underlying atomic graphs in
{H1, . . . ,Hn}∖ {A1, . . . ,Aj}
is defined. Moreover, it is a pasting scheme presentation for the underlying an-
chored graph of the bracketed graph H/{A1, . . . ,Aj}.
For the implication (2) ⇒ (1), suppose G = Gm⋯G1 is a pasting scheme pre-
sentation for the underlying anchored graph of G. For each 1 ≤ i ≤ m, denote
by:
● Fi the unique interior face of Gi;
● Pi the directed path in Gi from sG to sFi ;
● P′i the directed path in Gi from tFi to tG.
Equip the atomic graph Gi with the consistent bracketing in which:
● (domFi) and (codFi) are bracketed as they are in G;
● (domGi) = ((Pi)(domFi))(P′i );
● (codGi) = ((Pi)(codFi))(P′i ).
Here (Pi) and (P′i ) are either empty or left normalized bracketings. By the Moving
Brackets Lemma 3.5.6:
● Either
(domG) = (domG1),
or else there is a canonical vertical composite of associativity graphs
A1k1⋯A11
with domain (domG) and codomain (domG1).
● For each 2 ≤ i ≤ m, either
(codGi−1) = (domGi),
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or else there is a canonical vertical composite of associativity graphs
Aiki⋯Ai1
with domain (codGi−1) and codomain (domGi).
● Either
(codGm) = (codG),
or else there is a canonical vertical composite of associativity graphs
Am+1,km+1⋯Am+1,1
with domain (codGm) and codomain (codG).
The corresponding vertical composite
H =
or ∅
(Am+1,km+1⋯Am+1,1)Gm⋯
or ∅
(A2k2⋯A21)G1
or ∅
(A1k1⋯A11)
is a composition scheme. Moreover, G is obtained from H by collapsing all the
associativity graphs Aij for 1 ≤ i ≤ m + 1 and 1 ≤ j ≤ ki. 
The previous proof actually proves slightly more.
● The proof of (1)⇒ (2) shows that, if H = Hn⋯H1 is a composition scheme
extension of Gwith the associativity graphs {A1, . . . ,Aj}, then the under-
lying anchored graph of G admits a pasting scheme presentation given
by the vertical composite of the remaining underlying atomic graphs in{Hi}1≤i≤n ∖ {Ai}1≤i≤j.
● The proof of (2) ⇒ (1) shows that each pasting scheme presentation of
the underlying anchored graph of G can be canonically extended to a
composition scheme extension of G.
3.6. Bicategorical Pasting Theorem
In this section we prove that each pasting diagram in a bicategory has a uni-
quely defined composite. This is the bicategorical analogue of the 2-categorical
pasting Theorem 3.3.7.
Motivation 3.6.1. Given a pasting diagram φ in a bicategory B of shape G that
admits a composition scheme extension G′, similar to Examples 3.4.20 and 3.4.21,
we would like to define the composite of φ as the composite of the composition
diagram φ′ of shape G′. To define this composite precisely and to prove its unique-
ness, we first need the following concepts and a version of Mac Lane’s Coherence
Theorem for monoidal categories in the current setting. ◇
Recall that a denotes the associator in our ambient bicategory B.
Definition 3.6.2. Suppose A is an associativity graph, and φ is a 1-skeletal A-
diagram in B as in Definition 3.4.15.
(1) We call φ extendable if, using the notations in Definition 3.4.9, for each
1 ≤ i ≤ 3 and each edge e in Ei with corresponding edge e
′ in E′i , there is
an equality of 1-cells
φe = φe′ .
As defined in (3.4.16), this implies the equality φEi = φE′i
of 1-cells.
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(2) Suppose φ is extendable. Define the canonical extension of φ as the A-
diagram that assigns to the unique interior face F of A the 2-cell
φdomF = φE3(φE2φE1) (φE′3φE′2)φE′1 = φcodF
φF = a
−1
if A satisfies (3.4.10), or
φdomF = (φE3φE2)φE1 φE′3(φE′2φE′1) = φcodF
φF = a
if A satisfies (3.4.11). ◇
Example 3.6.3. In Example 3.4.20, the composition diagram φ′ involves a canon-
ical extension of φ that uses a−1. In Example 3.4.21 the composition diagram φ′′
involves two canonical extensions of φ′, one for each of a and a−1. ◇
Theorem 3.6.4 (Mac Lane’s Coherence). Suppose:
(1) G = Ak⋯A1 and G′ = A′l⋯A
′
1 are composition schemes such that:
● All the Ai and A′j are associativity graphs.
● (domG) = (domG′) and (codG) = (codG′) as bracketed directed paths.
(2) φ is a 1-skeletal G-diagram in B whose restriction to each Ai is extendable. With
the canonical extension of φ in each Ai, the resulting composition diagram of
shape G is denoted by φ.
(3) φ′ is a 1-skeletal G′-diagram in B whose restriction to each A′j is extendable.
With the canonical extension of φ′ in each A′j, the resulting composition diagram
of shape G′ is denoted by φ
′
.
(4) φe = φ
′
e for each edge e in domG.
Then there is an equality
∣φ∣ = ∣φ′∣
of composite 2-cells in B(φsG ,φtG).
Proof. The desired equality is
φAk
⋯φA1 = φ
′
A′
l
⋯φ′A′
1
with
● each side a vertical composite as in (3.4.19), and
● φAi and φ
′
A′
j
horizontal composites as in (3.4.18).
The proof is adapted from the proof of Mac Lane’s Coherence Theorem for mon-
oidal categories in [ML98, pages 166–168], which characterizes the free monoidal
category on one object, as follows.
● Suppose the edges in domG, and hence also in codG, are e1, . . . , en from the
source sG to the sink tG. By hypothesis there are equalities of 1-cells:
– φei = φ
′
ei
for 1 ≤ i ≤ n;
– φdomG = φ
′
domG′
and φcodG = φ
′
codG′
.
Mac Lane considered ⊗-words involving n objects in a monoidal cate-
gory. Herewe consider bracketings of the sequence of 1-cells (φe1, . . . ,φen).
● Identity morphisms within ⊗-words are replaced by identity 2-cells in the
ambient bicategory B.
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● Each instance of the associativity isomorphism α in a monoidal category
is replaced by a component of the associator a.
● A basic arrow in Mac Lane’s sense is a ⊗-word of length n involving one
instance of α and n − 1 identity morphisms. Basic arrows are replaced by
2-cells of the forms φA or φ
′
A for an associativity graph A.
● Composites of basic arrows are replaced by vertical composites of 2-cells.
● The bifunctoriality of the monoidal product is replaced by the functorial-
ity of the horizontal composition in B.
● The pentagon axiom (1.2.5) in a monoidal category is replaced by the
pentagon axiom (2.1.5) in the bicategory B.
Mac Lane’s proof shows that, given any two ⊗-words u and w of length n involv-
ing the same sequence of objects, any two composites of basic arrows from u to
w are equal. With the adaptation detailed above, Mac Lane’s argument yields the
desired equality of composite 2-cells. 
In (3.4.19) we defined the composite of a composition diagram. Generalizing
that definition, we now define the composite of a pasting diagram in a bicategory.
Definition 3.6.5 (Composite of a pasting diagram). Suppose that φ is a pasting
diagram of shape G in a bicategory B, and suppose H = Hn⋯H1 is a composition
scheme extension of G. The composite of φ with respect to H = Hn⋯H1, denoted by∣φ∣, is defined as follows.
(1) First define the composition diagram φH of shape H by the following
data:
● The restriction of φH to
– (domH) = (domG),
– (codH) = (codG), and
– the interior faces in {H1, . . . ,Hn}∖ {A1, . . . ,Aj} (i.e., in G),
agrees with φ.
● For each 1 ≤ i ≤ j, the restriction of φH to the associativity graph Ai is
extendable. The value of φH at the unique interior face of Ai is given
as in Definition 3.6.2(2); i.e., it is either a component of the associator
a or its inverse.
(2) Now we define the 2-cell ∣φ∣ in B(φsG ,φtG) by
φdomG φcodG ,
∣φ∣ = ∣φH ∣
where ∣φH ∣ is the composite of φH as in (3.4.19) with respect to Hn⋯H1.
This finishes the definition of the composite of φ. ◇
Next is the main result of this section, which is a bicategorical version of the
2-categorical pasting Theorem 3.3.7.
Theorem 3.6.6 (Bicategorical Pasting). Suppose B is a bicategory. Every pasting dia-
gram in B has a unique composite.
Proof. Suppose G is a bracketed graph whose underlying anchored graph admits
a pasting scheme presentation, and suppose φ is a pasting diagram of shape G
in B. Existence of a composite follows from Theorem 3.5.7: G has a composition
scheme extension H, and φ has a composite with respect to H as described in
Definition 3.6.5.
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Now we turn to uniqueness. Suppose we are given two composition scheme
extensions of G, say
● H = Hj+n⋯H1 with associativity graphs {A1, . . . ,Aj} and
● H′ = H′k+n⋯H
′
1 with associativity graphs {A′1, . . . ,A′k}
as in Definition 3.5.3. We want to show that the composites of φ with respect to
H = Hj+n⋯H1 and H′ = H′k+n⋯H
′
1 are the same. The proof is an induction on the
number n of interior faces of G.
The case n = 1 follows from
(i) Lemma 3.5.6,
(ii) Mac Lane’s Coherence Theorem 3.6.4, and
(iii) the naturality of the associator a and its inverse
as follows. Suppose the unique interior face F of G appears in Hp and H
′
q for some
1 ≤ p ≤ j + 1 and 1 ≤ q ≤ k + 1. Since Hp and H′q are consistent graphs, by (3.4.8)
there exist bracketings b and b′ of the same length, say m, such that
(domHp) = b(e1, . . . , el−1, (domF), el+1, . . . , em),
(codHp) = b(e1, . . . , el−1, (codF), el+1, . . . , em),
(domH′q) = b′(e1, . . . , el−1, (domF), el+1, . . . , em),
(codH′q) = b′(e1, . . . , el−1, (codF), el+1, . . . , em).
There is a unique bracketed atomic graph C with interior face CF such that
● (domC) = (domCF) = (domHp) and
● (codC) = (codCF) = (domH′q).
By (i) there exists a canonical vertical composite
C′ = Cr⋯C1
of associativity graphs C1, . . . ,Cr such that:
● (domC′) = (domC1) = (domC).
● (codC′) = (codCr) = (codC).
● No Ci changes the bracketing of (domF).
Indeed, since the bracketed directed path (domF) appears as the lth entry in both b
and b′, we can first regard (domF) as a single edge, say el , in C. Applying (i) in that
setting gives a vertical composite of associativity graphs with domain b(e1, . . . , em)
and codomain b′(e1, . . . , em). Then we substitute (domF) in for each el in the result-
ing vertical composite.
The sequence of edges
{e1, . . . , el−1,domF, el+1, . . . , em}
in domHp is the same as those in domG and domH′q . So the underlying 1-skeletal
G-diagram of φ uniquely determines a composition diagram φC′ of shape C
′, in
which every interior face is assigned either a component of the associator a or its
inverse, corresponding to the two cases (3.4.11) and (3.4.10). Its composite with
respect to the composition scheme presentation Cr⋯C1 is denoted by ∣φC′ ∣. Similar
remarks apply with codF, codHp , codG, and codH′q replacing domF, domHp , domG,
and domH′q , respectively.
3.6. BICATEGORICAL PASTING THEOREM 95
Moreover, since n = 1, by the definitions of Hp and H
′
q there are equalities
{H1, . . . ,Hj+1} = {A1, . . . ,Ap−1,Hp,Ap, . . . ,Aj},
{H′1, . . . ,H′k+1} = {A′1, . . . ,A′q−1,H′q,A′q, . . . ,A′k}.
Consider the following diagram in B(φsG ,φtG).
φdomH φdomH′
φdomHp
φdomH′q
φcodHp
φcodH′q
φcodH φcodH′
1φdomG
φAp−1⋯φA1
φA′
q−1
⋯φA′
1
∣φC′ ∣
φHp φH′q
∣φC′ ∣
φAj⋯φAp φA′k
⋯φA′q
1φcodG
The left-bottom boundary and the top-right boundary are the composites of φ with
respect to H = Hj+1⋯H1 and H′ = H′k+1⋯H
′
1, respectively. The top and bottom
rectangles are commutative by (ii). The middle rectangle is commutative by (iii).
This proves the initial case n = 1.
Suppose n ≥ 2. We consider the two interior faces of G, say F1 and F
′
1, that
appear first in the lists
{H1, . . . ,Hj+n}∖ {A1, . . . ,Aj} and {H′1, . . . ,H′k+n}∖ {A′1, . . . ,A′k},
respectively. If F1 = F
′
1, then, similar to the case n = 1, the two composites of φ are
equal by (i)–(iii) and the induction hypothesis.
For the other case, suppose F1 /= F′1. Since G has an underlying anchored graph,
by Lemma 3.2.9 F1 and F
′
1 do not intersect, except possibly for tF1 = sF′1
or tF′
1
= sF1 .
Similar to the n = 1 case, by (i)–(iii) and the induction hypothesis, we are reduced
to the case with n = 2, j = k = 0, the underlying anchored graph of G as displayed
below with each edge representing a directed path,
sG sF1 F1 tF1
sF′
1 F
′
1
tF′
1
tG
Q1
domF1
codF1
Q2
domF′
1
codF′
1
Q3
and
(domG) = b′′((Q1), (domF1), (Q2), (domF′1), (Q3)),
(codG) = b′′((Q1), (codF1), (Q2), (codF′1), (Q3))
for some bracketing b′′. In this case, the equality of the two composites of φ follows
from computation similar to (3.1.7) and the bicategory axioms (2.1.7), (2.1.8), and
(2.1.9).
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For example, suppose Q1 and Q3 are trivial, with Q2 non-trivial, and b
′′
=
−(−−). In this case, we need to check the commutativity of the outermost diagram
below, in which identity 2-cells are all written as 1.
(φdomF′
1
φQ2)φdomF1 (φcodF′1 φQ2)φdomF1
(φdomF′
1
φQ2)φcodF1 (φcodF′1 φQ2)φcodF1
(1∗1)∗φF1
(φF′
1
∗1)∗1
(φF′
1
∗1)∗φF1 (1∗1)∗φF1
(φF′
1
∗1)∗1
Both triangles are commutative by (2.1.7) and (2.1.9). The other cases follow from
similar computation. 
In summary, for a G-diagram φ in a bicategory B for some bracketed graph G:
(1) φ has a composite if G admits at least one composition scheme extension.
Such bracketed graphs are characterized in Theorem 3.5.7.
(2) By the Bicategorical Pasting Theorem 3.6.6, the composite of φ is the same
regardless of which composition scheme extension of G is used.
For the rest of this book, the Bicategorical Pasting Theorem 3.6.6will be used along
with the following conventions.
Convention 3.6.7. Suppose φ is a pasting diagram of shape G in a bicategory B as
in Definition 3.6.5.
(1) Suppose domG consists of the edges (e1, . . . , en) in this order from the
source sG to the sink tG.
● If n ≤ 2, then domG has a unique bracketing.
● If n ≥ 3 and if we draw φ without explicitly specifying the bracket-
ings for domG, then the left-normalized bracketing
(⋯(φenφen−1)⋯)φe1
for the composable 1-cells (φen , . . . ,φe1) is used.
The same convention applies to the codomain of G.
(2) We say that two pasting diagrams are equal if their composites, in the
sense of Definition 3.6.5, are equal as 2-cells in B. This is well-defined by
the Bicategorical Pasting Theorem 3.6.6. ◇
3.7. String Diagrams
In this section we discuss string diagrams. They provide another way to visu-
ally represent pasting diagrams in 2-categories and bicategories such that the roles
of vertices and regions are switched. Since we already discussed pasting diagrams
in detail, our discussion of string diagrams is informal and consists mainly of ex-
amples. We begin with 2-categories. The passage from pasting diagrams to string
diagrams is based on the following rule.
Definition 3.7.1. Suppose φ is a pasting diagram in a 2-categoryA for some atomic
graph A with:
● source s, sink t, and interior face F;
● domF = v0 f1v1⋯ fmvm from sF = v0 to tF = vm;
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● codF = u0g1u1⋯gnun from sF = u0 to tF = un.
The string diagram of φ is specified as follows.
(1) For each vertex v in A, the object φv is represented by an open, connected,
bounded plane region, with φs the left-most region and φt the right-most
region. The regions for distinct vertices do not intersect.
(2) For each edge f in A with tail u and head v, the 1-cell φ f ∶ φu φv is
represented as a non-self-intersecting line segment, called a string, that
separates the regions for φu and φv. The strings for distinct edges do not
intersect.
(3) The 2-cell φF ∶ φdomF φcodF is represented by a rectangular box in the
plane with the following properties:
● The left boundary of φF is part of the boundary for the region φsF .
● The right boundary of φF is part of the boundary for the region φtF .
● The top boundary of φF intersects one end of each string φ f i for 1 ≤
i ≤ m transversely from left to right.
● The bottom boundary of φF intersects one end of each string φgj for
1 ≤ j ≤ n transversely from left to right.
(4) An outermost rectangular box φextA , called the exterior box, is drawn with
the following properties:
● The box φF is contained in the interior of φextA .
● The left boundary of φextA is part of the boundary for the region φs.
● The right boundary of φextA is part of the boundary for the region φt.
● The top boundary of φextA intersects the other end of each string φ f i
for 1 ≤ i ≤ m transversely from left to right.
● The bottom boundary of φextA intersects the other end of each string
φgj for 1 ≤ j ≤ n transversely from left to right. ◇
Definition 3.7.2. Suppose φ is a pasting diagram in a 2-category A for some past-
ing scheme G = Gn⋯G1 as in Definition 3.2.13. The string diagram of φ is obtained
by the following steps:
(1) Vertically stack the string diagrams of φG1 , . . . ,φGn from top to bottom,
and proportionally scale them in such a way that they all have the same
width.
(2) Erase the overlapping horizontal boundaries of φextGi
and φextGi+1
for 1 ≤
i ≤ n − 1.
(3) Connect each string in φcodGi
with its corresponding string in φdomGi+1
. ◇
Example 3.7.3. Consider the pasting diagram φ in a 2-category A of shape G in
Example 3.3.3, reproduced on the left below.
pasting diagram φ
S SF
⇒
θ
U
V W
TF T
f
h1
h3
h4
h2
h5
g
string diagram of φ
θ
f h1 h2 g
f h3 h4 h5 g
S SF
U
V W
TF T
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Its string diagram is on the right above, in which the outermost gray box is φextG .
Reading the string diagram from left to right— f , followed by θ, and then g—yields
the composite ∣φ∣ = 1g ∗ θ ∗ 1 f . ◇
Example 3.7.4. Consider the pasting diagram φ in a 2-category A of shape G′ =
G′3G
′
2G
′
1 in Example 3.3.4, reproduced on the left below.
pasting diagram φ
V S T
U
W
⇒
θ1
⇒
θ2⇒
θ3
f1 f2
g1 g2
h1
h2
h3
string diagram of φ
θ1
θ2
θ3
f1 f2
h1
h2
h3
g1 g2
V S
U
W
T
φG′
1
φG′
2
φG′
3
Its string diagram is on the right above. The two dashed gray lines are the over-
lapping horizontal boundaries erased in step (2) in Definition 3.7.2, and are not
part of the string diagram of φ. Reading the string diagram from top to bottom,
and within each φG′
i
from left to right, yields the composite ∣φ∣ = φG′
3
φG′
2
φG′
1
. ◇
Example 3.7.5. The equality (3.3.8) corresponds to the equality
φF1
φF′
1
φsG φtF1
φsF′
1
φtG
φdomF1 φQ2
φdomF′
1
φcodF1 φQ2
φcodF′
1
=
φF1
φF′
1
φsG φtF1
φsF′
1
φtG
φdomF1 φQ2
φdomF′
1
φcodF1 φQ2
φcodF′
1
of string diagrams, where we assume that each of domF1 , codF1 , Q2, domF′1
, and
codF′
1
has a single edge for ease of drawing. In the general case, each of them
consists of a finite number of parallel strings. ◇
Next we turn to string diagrams in bicategories.
Definition 3.7.6. Suppose φ is a composition diagram in a bicategory B for some
consistent graph Gwith interior face F as in Definition 3.4.7. Using the underlying
atomic graph of G, the string diagram of φ is specified as in Definition 3.7.1 along
with the bracketing of domG, codG, domF, and codF. ◇
Definition 3.7.7. Suppose φ is a composition diagram in a bicategory B for some
composition scheme G = Gn⋯G1 as in Definitions 3.4.13 and 3.4.15, in which Gi
has interior face Fi. The underlying anchored graph of G has a pasting scheme
presentation Gn⋯G1 with the underlying anchored graphs of the Gi’s. The string
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diagram of φ is specified as in Definition 3.7.2 along with the bracketings of domG =
domG1 , codG = codGn , domFi , and codFi for 1 ≤ i ≤ n. ◇
Example 3.7.8. Consider the composition diagram φ′ in B of shape G′ = G2G0G1
in Example 3.4.20, reproduced on the left below.
pasting diagram φ′
X Y W
Y W Z
⇒
α
⇒
a−1
⇒
β
f
g h
ig
h i
j
string diagram of φ′
α
a−1
β
f
(g h)
i
g
(h i)
j
X
Z
Y
Y
W
W
Its string diagram is on the right above. The bracketings for the (co)domain of a−1
are indicated by the parentheses around g, h, and i. ◇
Example 3.7.9. The composition diagram φ′′ in B of shape G′′ in Example 3.4.21
is reproduced on the left below.
V S
U
W
T
h2
h3
f2
g2
⇒
θ2
φ′′
S
U
S
W
h1
h1
h1
h2
h3
f2
g2
f1
g1
⇒
θ1
⇒
θ3
⇒
a−1
⇒a
string diagram of φ′′
θ1
a−1
θ2
a
θ3
f1
(h1 h2)
f2
h1 (h2 f2)
(h3 g2)
(h1 h3)
g1 g2
V
T
S
S
S
U
U
W
W
Its string diagram is on the right above. The bracketings for the (co)domain of a±1
are indicated by the parentheses around f2, g2, h1, h2, and h3. ◇
3.8. Exercises and Notes
Exercise 3.8.1. Make a glossary of the key terms for graphs and diagrams in this
chapter, listed below. The bicategorical terms include and extend the 2-categorical
terms.
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2-Categorical
anchored graph
atomic graph
pasting scheme
pasting scheme presentation
G-diagram
pasting diagram
Bicategorical
bracketed graph
associativity graph
composition scheme
G-diagram
composition diagram
pasting diagram
composition scheme extension
Exercise 3.8.2. In Example 3.1.4, show that there are exactly 8 ways to compose the
pasting diagram in a general 2-category, and that they are all equal to each other.
Exercise 3.8.3. For the anchored graph G in Example 3.2.19:
● State all of its bracketings.
● Given a G-diagram in B, for each bracketing of G, describe the expan-
sion of G into a composition scheme and the composite of the resulting
composition diagram.
Exercise 3.8.4. Near the end of the proof of Theorem 3.3.7, check the other seven
cases.
Exercise 3.8.5. In the proof of Lemma 3.5.6, show that bln(e1, . . . , en) and (codG)
are connected by a canonical finite sequence of associativity graphs of the form
(3.4.10).
Exercise 3.8.6. Near the end of the proof of Theorem 3.6.6, check the other cases.
Exercise 3.8.7. Describe the string diagrams for the pasting diagrams in Exam-
ples 3.1.3 and 3.1.4, as well as their bicategorical versions.
Notes.
3.8.8 (Graph Theory). For basics of graph theory, the reader may consult [BM76].
◇
3.8.9 (Discussion of Literature). Pasting diagrams in 2-categories and bicategor-
ies were introduced by Be´nabou [Be´n67], and they have been used ever since.
A 2-categorical pasting theorem similar to Theorem 3.3.7 was proved by Power
[Pow90], who also considered plane graphs with a source and a sink. The main
difference between Power’s approach and ours is that he assumed that his graphs
have no directed cycles. On the other hand, our acyclicity condition is the existence
of a vertical decomposition into atomic graphs. An advantage of our definition is
that it parallels the way pasting diagrams are used in practice, namely, as vertical
composites of whiskerings of one 2-cell with a number of 1-cells.
A bicategorical pasting theorem was established by Verity [Ver11], who ex-
tended Power’s concept of graphs to include bracketings of the (co)domain of each
interior face and of the global (co)domain. His proof involves first using the bicat-
egorical coherence theorem that says that each bicategory B is retract biequivalent
to a 2-category A. Given such a biequivalence h ∶ B A, a pasting diagram in
B is sent to a pasting diagram in A, which has a unique composite by Power’s 2-
categorical pasting theorem. Using the fact that a biequivalence is locally full and
faithful, a unique 2-cell composite is then obtained back in the bicategory B. The
proof that this composite is independent of the choice of a biequivalence h also
uses the bicategorical coherence theorem.
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In contrast, our elementary proof of the Bicategorical Pasting Theorem 3.6.6
stays entirely within the given bicategory, and only uses the basic axioms of a
bicategory. In particular, our approach does not rely on:
● Power’s 2-categorical pasting theorem;
● Theorem 4.4.11, which states that Bicat(B,B′) is a bicategory;
● the local characterization of a biequivalence, which is the Bicategorical
Whitehead Theorem 7.4.1;
● the Bicategorical Coherence Theorem 8.4.1.
As our detailed proof for the Whitehead Theorem 7.4.1 shows:
(1) Proving a bicategorical pasting theorem using the local characterization
of a biequivalence is logically circular.
(2) Proving the local characterization of a biequivalence without using past-
ing diagrams is unadvisable because that would introduce many com-
plicated calculations into the proof that are currently handled by pasting
diagrams.
Therefore, for both conceptual and logical reasons, it is best to base a bicategorical
pasting theorem only on the basic axioms of a bicategory, as we have done in this
chapter. ◇
3.8.10 (n-Categorical Pastings). For pastings in n-categories, the reader is referred
to [Joh89, Pow91]. ◇
3.8.11 (Moving Brackets Lemma 3.5.6). The first part of the proof of the Moving
Brackets Lemma 3.5.6 is essentially what Mac Lane [ML98, page 166] means by
successively moving outermost parentheses to the front. ◇
3.8.12 (String Diagrams). For a survey of string diagrams in monoidal categories
and their many variants, the reader is referred to the article [Sel11]. The string
diagram corresponding to a pasting diagram is actually obtained from the dual
graph construction [BM76]. ◇

CHAPTER 4
Functors, Transformations, and Modifications
The main purpose of this chapter is to introduce bicategorical analogues of
functors and natural transformations. Lax functors and its variants are discussed
in Section 4.1. The main observation is that there is a category Bicat with small
bicategories as objects and lax functors as morphisms. Lax transformations and its
variants are discussed in Section 4.2, and oplax transformations are discussed in
Section 4.3. Strictly speaking, oplax transformations can be defined as lax transfor-
mations between the opposite lax functors, as we will see in Lemma 4.3.9. How-
ever, the concept of an oplax transformation is so fundamental that it deserves its
own name and discussion.
In Section 4.4 we discuss modifications, which compare lax transformations.
The main observation is that, for bicategories B and B′ with B0 a set, there is a
bicategory Bicat(B,B′) with lax functors B B′ as objects, lax transformations
as 1-cells, and modifications as 2-cells. Moreover, this is a 2-category if B′ is a
2-category. In Section 4.5 we discuss the bicategorical analogues of representable
functors. In particular, each object (resp., 1-cell or 2-cell) in a bicategory induces
a representable pseudofunctor (resp., strong transformation or modification). In
Section 4.6 we discuss icons, which are in canonical bijections with oplax trans-
formations with component identity 1-cells. The main observation is that there is
a 2-category Bicatic with small bicategories as objects, lax functors as 1-cells, and
icons as 2-cells.
We remind the reader that we use Theorem 3.6.6 and Convention 3.6.7 to inter-
pret pasting diagrams in bicategories. Furthermore, the bicategory axioms (2.1.7),
(2.1.8), and (2.1.9) will often be used as in the computation (3.1.7), and we apply
them tacitly. As before, (B, 1, c, a, ℓ, r) denotes a bicategory.
4.1. Lax Functors
In this section we define lax functors and their variants between bicategories.
The main observation is that there is a category whose objects are small bicategor-
ies and whose morphisms are lax functors. Recall from Convention 2.1.1 that 1
denotes the discrete category with one object ∗.
Motivation 4.1.1. We saw in Example 2.1.19 that each monoidal category may be
regarded as a one-object bicategory. The next concept is the bicategorical analogue
of a monoidal functor as in Definition 1.2.14. The bicategorical versions of the
associativity axiom (1.2.17) and the unity axioms (1.2.18) and (1.2.19) are (4.1.3)
and (4.1.4) below. ◇
Definition 4.1.2. Suppose (B, 1, c, a, ℓ, r) and (B′, 1′, c′, a′, ℓ′, r′) are bicategories. A
lax functor
(F, F2, F0) ∶ B B′
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from B to B′ is a triple consisting of the following data.
Objects: F ∶ B0 B′0 is a function on objects.
Hom Categories: For each pair of objects X,Y in B, it is equipped with a local
functor
F ∶ B(X,Y) B′(FX, FY).
Laxity Constraints: For all objects X,Y,Z in B, it is equipped with natural trans-
formations
B(Y,Z)×B(X,Y) B(X,Z)
B′(FY, FZ)×B′(FX, FY) B′(FX, FZ)
⇒
F2
c
FF × F
c′
1 B(X,X)
B′(FX, FX)
⇒
F0
1X
F1′FX
with component 2-cells
Fg ○ F f F(g f )F
2
g, f
and 1′FX F1X,
F0X
called the lax functoriality constraint and the lax unity constraint.
The above data are required to make the following three diagrams commutative
for all 1-cells f ∈ B(W,X), g ∈ B(X,Y), and h ∈ B(Y,Z).
Lax Associativity:
(4.1.3)
(Fh ○ Fg) ○ F f Fh ○ (Fg ○ F f )
F(hg) ○ F f Fh ○ F(g f )
F((hg) f ) F(h(g f ))
a′
F2h,g∗1F f 1Fh∗F
2
g, f
F2hg, f F
2
h,g f
Fa
in B′(FW, FZ).
Lax Left and Right Unity:
(4.1.4)
1′FX ○ F f F f
F1X ○ F f F(1X ○ f )
ℓ
′
F0X∗1F f
F21X , f
Fℓ
F f ○ 1′FW F f
F f ○ F1W F( f ○ 1W)
r′
1F f∗F
0
W
F2f ,1W
Fr
in B′(FW, FX).
This finishes the definition of a lax functor. Moreover:
● A lax functor is unitary (resp., strictly unitary) if each lax unity constraint
F0X is an invertible 2-cell (resp., identity 2-cell).
● A colax functor from B to B′ is a lax functor from Bco to B′co, in which Bco
and B′co are the co-bicategories of B and B′ as in Definition 2.6.3.
● A pseudofunctor is a lax functor in which F2 and F0 are natural isomor-
phisms.
● A strict functor is a lax functor in which F2 and F0 are identity natural
transformations.
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● A strict functor between two 2-categories is called a 2-functor.
● If P is a property of functors, then a lax functor is said to be local P or
to have property P locally if each local functor between hom categories has
property P. For example, a lax functor is a local equivalence if each local
functor is an equivalence of categories. ◇
Explanation 4.1.5. In Definition 4.1.2:
(1) A lax functor strictly preserves vertical composition of 2-cells and iden-
tity 2-cells. On the other hand, a lax functor preserves identity 1-cells and
horizontal composition only up to the lax unity constraint F0 and the lax
functoriality constraint F2, which do not even need to be invertible.
(2) The naturality of F2 means that, for 2-cells α ∶ f f ′ in B(X,Y) and
β ∶ g g′ in B(Y,Z), the diagram
(4.1.6)
Fg ○ F f F(g f )
Fg′ ○ F f ′ F(g′ f ′)
Fβ∗Fα
F2g, f
F(β∗α)
F2
g′, f ′
in B′(FX, FZ) is commutative.
(3) The naturality of F0 is the commutative diagram
1′FX F1X
1′FX F1X
11′
FX
F0X
F11X
F0X
in B′(FX, FX). Since F011′
FX
= F0 by (2.1.7) and since F11X = 1F1X by
the functoriality of F, both composites in the above commutative dia-
gram are F0. In other words, F
0 is completely determined by the 2-cells
F0 ∶ 1′FX F1X for objects X in B, with the naturality condition being
redundant.
(4) The lax associativity axiom (4.1.3) is equal to the pasting diagram equality
(4.1.7)
FW
FX FY
FZ
⇒
F2⇒
F2
⇒
Fa
F f
Fg
Fh
F(h(g f ))
F((hg) f )
F(hg)
=
FW
FX FY
FZ
⇒
F2
⇒
F2
F f
Fg
Fh
F(h(g f ))
F(g f )
with the domain bracketing from Convention 3.6.7 and a′ automatically
inserted by Definition 3.6.5.
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(5) The lax left unity axiom (4.1.4) is equal to the pasting diagram equality:
FW
FX
FX
⇒F0
⇒
F2
⇒
Fℓ
F f 1′FX
F1X
F(1X f )
F f
= FW
FX
FX
⇒
ℓ
′
F f 1′FX
F f
Similarly, the lax right unity axiom (4.1.4) is equal to the equality
FW
FW
FX
⇒ F0
⇒
F2
⇒
Fr
1′FW F f
F1W
F( f1W)
F f
= FW
FW
FX
⇒
r′
1′FW F f
F f
of pasting diagrams. ◇
Proposition 4.1.8. For 2-categories A and B, a 2-functor F ∶ A B consists of pre-
cisely the following data.
● A function F ∶ A0 B0 on objects.
● A functor F ∶ A(X,Y) B(FX, FY) for each pair of objects X,Y in A.
These data are required to satisfy the following two conditions.
(1) F is a functor between the underlying 1-categories of A and B.
(2) F preserves horizontal compositions of 2-cells.
Proof. If F is a 2-functor, then F strictly preserves horizontal compositions of 1-cells
and of 2-cells because F2 is the identity natural transformation. Also, F strictly
preserves identity 1-cells because F0 is the identity. Conversely, if F satisfies the
stated conditions, then we define F2 and F0 as the identities. The lax associativity
axiom (4.1.3) and the lax unity axioms (4.1.4) are trivially satisfied because every
edge involved is an identity 2-cell. 
Explanation 4.1.9. In other words, a 2-functor F ∶ A B is an assignment of
objects, 1-cells, and 2-cells in A to those in B that strictly preserves identity 1-cells,
identity 2-cells, vertical compositions of 2-cells, and horizontal compositions of
1-cells and of 2-cells. ◇
Example 4.1.10 (Opposite Lax Functors). Each lax functor (F, F2, F0) ∶ B B′
uniquely determines a lax functor
(Fop, (Fop)2, (Fop)0) ∶ Bop B′op
with the following data, in which Bop and B′op are the opposite bicategories in
Definition 2.6.2.
● Fop = F on objects.
● For objects X,Y in B, it is equipped with the functor
Fop = F ∶ Bop(X,Y) = B(Y,X) B′(Y,X) = B′op(FopX, FopY).
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● For 1-cells (g, f ) ∈ B(Z,Y) ×B(Y,X), (Fop)2g, f is the 2-cell
F f ○ Fg F( f g) in B′(Z,X) = B′op(X,Z).F
2
f ,g
● For each object X in B, (Fop)0X = F0X ∈ B′(FX, FX) = B′op(FopX, FopX).
The lax associativity axiom and the lax unity axioms for Fop follow from those for
F. We call Fop the opposite lax functor of F, and similarly if F is a pseudofunctor, a
strict functor, or a 2-functor. ◇
Example 4.1.11 (Identity Strict Functors). Each bicategory B has an identity strict
functor 1B ∶ B B.
● It is the identity function on the objects in B.
● It is the identity functor on B(X,Y) for objects X,Y in B.
● For composable 1-cells (g, f ), the component (1B)2g, f is the identity 2-cell
1g f = 1g ∗ 1 f .
● The component (1B)0X is the identity 2-cell 11X .
For 1B, the lax associativity diagram (4.1.3) follows from the naturality of the as-
sociator a, and both lax unity diagrams (4.1.4) are commutative by definition. ◇
Example 4.1.12 (Functors). Suppose F ∶ C D is a functor between categories.
Regarding C and D as locally discrete bicategories as in Example 2.1.18, F becomes
a strict functor because there are no non-identity 2-cells in C and D. Conversely,
for each bicategory B, each lax functor B D is a strict functor. In particular,
every lax (and hence strict) functor C D is determined by a functor. ◇
Example 4.1.13 (Monoidal Functors). Suppose (F, F2, F0) ∶ C D is a monoidal
functor as in Definition 1.2.14. Regarding C and D as one-object bicategories ΣC
and ΣD as in Example 2.1.19, (F, F2, F0) ∶ ΣC ΣD is a lax functor. Further-
more, it is a pseudofunctor (resp., strict functor) if the original monoidal functor is
strong (resp., strict). Conversely, every lax functor ΣC ΣD is determined by a
monoidal functor C D, and similarly for pseudofunctor and strict functor. ◇
Example 4.1.14 (Colax Monoidal Functors). For monoidal categories C and D, ev-
ery colax functor ΣC ΣD is determined by a colax monoidal functor C D,
and vice versa. Colax monoidal functors are also known as oplax monoidal func-
tors and lax comonoidal functors. ◇
Example 4.1.15 (Cat-Functors). We saw in Proposition 2.3.9 that locally small 2-
categories are precisely Cat-categories. A 2-functor F ∶ C D between locally
small 2-categories is precisely a Cat-functor in the sense of Definition 1.3.5. Indeed,
a 2-functor F satisfies F2 = Id and F0 = Id, so the two diagrams in Definition 1.3.5
are commutative. Conversely, given a Cat-functor G ∶ C D, by the two com-
mutative diagrams in Definition 1.3.5, we may define G2 and G0 to be the identity
natural transformations. The three diagrams in (4.1.3) and (4.1.4) are commutative
because every 2-cell involved is an identity 2-cell. ◇
Example 4.1.16 (Categories and Multi/Polycategories). There are 2-functors
Cat Multicat Polycat
in which:
● Cat is the 2-category of small categories, functors, and natural transfor-
mations in Example 2.3.14.
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● Multicat is the 2-category of small multicategories, multifunctors, and
multinatural transformations in Theorem 2.4.26.
● Polycat is the 2-category of small polycategories, polyfunctors, and poly-
natural transformations in Theorem 2.5.19.
● The first 2-functor is specified as in Examples 2.4.11, 2.4.20, and 2.4.25.
● The second 2-functor is specified as in Examples 2.5.10, 2.5.15, and 2.5.18.
All three 2-categories above are locally small, so they are Cat-categories. ◇
Example 4.1.17 (2-Vector Spaces). Recall the bicategory 2Vectc of coordinatized 2-
vector spaces in Example 2.1.28 and the 2-category 2Vecttc of totally coordinatized
2-vector spaces in Example 2.3.16. There is a strictly unitary pseudofunctor
(F, F2, F0) ∶ 2Vecttc 2Vectc
defined as follows.
● F is the identity on objects. This is well defined because 2Vectc and
2Vecttc have the same objects.
● A 1-cell A = (aij) in 2Vecttc({m},{n}) is an n ×m matrix with each aij a
non-negative integer. Its image under F is the n ×m 2-matrix
F(A) = (Caij)
with C0 = 0.
● A 2-cell M = (Mij) ∶ A A′ = (a′ij) in 2Vecttc({m},{n}) is an n ×m
matrix with each Mij an a
′
ij × aij complex matrix. Its image under F is the
n×mmatrix with (i, j)-entry the C-linear map
C
aij
C
a′ij
represented by the complex a′ij × aij matrix Mij with respect to the stan-
dard basis in eachCn.
● The lax unity constraint F0 is the identity. This is well defined because
the identity 1-cell of {n} in 2Vecttc is the n × n identity matrix, with 1’s
along the diagonal and 0’s in other entries. Its image under F is the n × n
2-matrix 1n with copies of C along the diagonal and 0’s in other entries.
● To define the lax functoriality constraint F2, suppose B = (bki) is a 1-cell in
2Vecttc({n},{p}), i.e., a p× n matrix with each bki a non-negative integer.
With A = (aij) as above and BA = (ckj) ∈ 2Vecttc({m},{p}), there are
equalities as follows.
F(B) = (Cbki)
F(BA) = (Cckj) with ckj = n∑
i=1
bkiaij
[F(B)F(A)]
kj
=
n
⊕
i=1
(
C
bki ⊗Caij)
The 2-cell
F(B)F(A) F(BA)F2B,A
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in 2Vectc has (k, j)-entry the following composite of canonical isomor-
phisms.
(4.1.18)
n
⊕
i=1
(
C
bki ⊗Caij) n⊕
i=1
C
bkiaij
C
∑ni=1 bkiaij≅ ≅
This finishes the definition of F.
To see that F is indeed a strictly unitary pseudofunctor, observe the following.
● F is locally a functor between hom-categories. Indeed, if a complex n×m
matrix represents a C-linear map Cm Cn with respect to the stan-
dard bases, then the following two statements hold.
– Matrix multiplication corresponds to composition ofC-linear maps.
– The identity n× n matrix represents the identity map on Cn.
● F2 is natural because the canonical isomorphism in (4.1.18) is natural with
respect to A and B. Both the lax associativity axiom (4.1.3) and the lax
unity axiom (4.1.4) follow from the definition that (4.1.18) is the canonical
isomorphism.
● F0 is the identity, and F2 is an isomorphism.
Therefore, F is a strictly unitary pseudofunctor. In Corollary 7.4.3 we will observe
that F is a biequivalence. ◇
The following observation translates a colax functor in terms of B and B′.
Proposition 4.1.19. Suppose B and B′ are bicategories. A colax functor from B to B′ is
precisely a triple (F, F2, F0) consisting of the following data.
● F ∶ B0 B′0 is a function on objects.
● For each pair of objects X,Y in B, it is equipped with a functor
F ∶ B(X,Y) B′(FX, FY).
● For all objects X,Y,Z in B, it is equipped with natural transformations
B(Y,Z)×B(X,Y) B(X,Z)
B′(FY, FZ)×B′(FX, FY) B′(FX, FZ)
⇒
F2
c
FF × F
c′
1 B(X,X)
B′(FX, FX)
⇒
F0
1X
F1′FX
with component 2-cells
Fg ○ F f F(g f )F
2
g, f
and 1′FX F1X.
F0X
The above data are required to make the following three diagrams commutative for all 1-
cells f ∈ B(W,X), g ∈ B(X,Y), and h ∈ B(Y,Z).
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Lax Associativity:
(4.1.20)
(Fh ○ Fg) ○ F f Fh ○ (Fg ○ F f )
F(hg) ○ F f Fh ○ F(g f )
F((hg) f ) F(h(g f ))
a′
F2∗1F f 1Fh∗F
2
F2
Fa
F2
in B′(FW, FZ).
Lax Left and Right Unity:
(4.1.21)
1′FX ○ F f F f
F1X ○ F f F(1X ○ f )
ℓ
′
F0∗1F f
F2
Fℓ
F f ○ 1′FW F f
F f ○ F1W F( f ○ 1W)
r′
1F f∗F
0
F2
Fr
in B′(FW, FX).
Proof. This follows from the definition Bco(X,Y) = B(X,Y)op, and similarly for
B′co, and the fact that each functor Cop Dop is uniquely determined by a func-
tor C D. 
The following observation is the bicategorical analogue of a constant functor
at a fixed object in a category.
Proposition 4.1.22. Suppose X is an object in a bicategoryB, andA is another bicategory.
Then there is a strictly unitary pseudofunctor
∆X ∶ A B
defined as follows.
● ∆X sends each object of A to X.
● For each pair of objects Y,Z in A, the functor
∆X ∶ A(Y,Z) B(X,X)
sends
– every 1-cell in A(Y,Z) to the identity 1-cell 1X of X;
– every 2-cell in A(Y,Z) to the identity 2-cell 11X of the identity 1-cell.
● For each object Y of A, the lax unity constraint is
(∆X)0Y = 11X ∶ 1X 1X.
● For each pair of composable 1-cells (g, f ) in A, the lax functoriality constraint is
(∆X)2g, f = ℓ1X ∶ 1X1X 1X.
Proof. The naturality of ∆X (4.1.6) follows from the unity properties in (2.1.7) and
(2.1.8). Proposition 2.2.6, which says that ℓ1X = r1X , is used twice below. The lax
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associativity diagram (4.1.3) for∆X is the outermost diagram in
(1X1X)1X 1X(1X1X)
1X1X 1X1X
1X 1X
a
ℓ∗1 1∗ℓ
ℓ
1
ℓ
ℓ
1
in which ℓ = ℓ1X , and 1 = 11X or 11X1X . Since
ℓ1X ∗ 11X = r1X ∗ 11X ,
the top square is commutative by the middle unity axiom (2.1.4) and (2.1.7), which
also implies the bottom square is commutative.
Similarly, the lax right unity diagram (4.1.4) is the diagram
1X1X 1X
1X1X 1X
r
1∗1
ℓ
1
in which r = r1X . Since there are equalities
11Xℓ1X(11X ∗ 11X) = ℓ1X11X1X = ℓ1X ,
the above diagram is commutative by Proposition 2.2.6. The lax left unity axiom
is proved by the previous displayed line. 
Definition 4.1.23. For a bicategory A and an object X in a bicategory B, the strictly
unitary pseudofunctor ∆X ∶ A B in Proposition 4.1.22 is called the constant
pseudofunctor at X. ◇
For a category Cwith all pullbacks, recall from Example 2.1.22 that Span(C) is
the bicategorywith objects those in C, 1-cells the spans in C, and 2-cells morphisms
of spans.
Proposition 4.1.24. Suppose F ∶ C D is a functor such that C and D have all pull-
backs, and that F preserves pullbacks up to isomorphisms as in (1.1.19). Then F induces a
strictly unitary pseudofunctor
F∗ ∶ Span(C) Span(D).
Moreover, if F preserves chosen pullbacks, then F∗ is a strict functor.
Proof. The pseudofunctor F∗ is defined as follows.
Objects: F∗ is the same as F on objects.
Hom Categories: For objects A, B ∈ C, the functor
F∗ ∶ Span(C)(A, B) Span(D)(FA, FB)
sends a span ( f1, f2) from A to B in C in the form (2.1.23) to the span(F f1, F f2) from FA to FB in D. For a 2-cell φ as in (2.1.24), F∗φ = Fφ. With
these definitions, F∗ strictly preserves identity 1-cells, identity 2-cells, and
vertical composition because they are defined using identity morphisms
and composition in C.
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Lax Unity Constraint: Because F∗ strictly preserves identity 1-cells, we define each
component of the lax unity constraint F0∗ as the identity 2-cell.
Lax Functoriality Constraint: To define F2∗, suppose f = ( f1, f2) is a span from A
to B, and g = (g1, g2) is a span from B to C in C as in (2.1.25). Applying
the functor F, there is a commutative solid-arrow diagram
(4.1.25)
FX ×
FB
FY
FX F(X ×
B
Y) FY
FA FB FC
∃! ψ≅
p′1 p
′
2
F f1○p
′
1 Fg2○p
′
2
F f1
F f2
Fp1 Fp2
Fg1
Fg2
in D in which:
● (p1, p2) is the chosen pullback of ( f2, g1) in C.
● The middle lower triangle is a pullback by the assumption that F
preserves pullbacks.
● (p′1, p′2) is the chosen pullback of (F f2, Fg1) in D.
The universal property of pullbacks implies that there exists a unique
isomorphism
FX ×
FB
FY F(X ×
B
Y)ψ≅
in D such that
p′1 = Fp1 ○ψ and p
′
2 = Fp2 ○ψ.
Therefore, ψ ∶ Fg ○ F f F(g f ) is an invertible 2-cell in Span(D), which
we define as the component (F2∗)g, f .
The naturality of F2∗ and the commutativity of the diagrams (4.1.3) and (4.1.4) also
follow from the universal property of pullbacks. Therefore, F∗ is a pseudofunctor,
which is strictly unitary by construction.
Finally, if F preserves chosen pullbacks, then ψ is the identity morphism. So
F2∗ is the identity natural transformation. 
Next we define composites of lax functors.
Definition 4.1.26. Suppose
B C D
(F,F2,F0) (G,G2,G0)
are lax functors between bicategories. The composite
B D
(GF, (GF)2, (GF)0)
is defined as follows.
Objects: GF ∶ B0 D0 is the composite of the functions F ∶ B0 C0 and G ∶
C0 D0 on objects.
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Hom Categories: For objects X,Y in B, it is equipped with the composite functor
B(X,Y) C(FX, FY) D(GFX,GFY).F G
GF
Lax Unity Constraint: For each object X in B, it is equipped with the vertically
composed 2-cell
(4.1.27) 1GFX G1FX GF1X
G
0
FX G(F
0
X)
(GF)0X
in D(GFX,GFX).
Lax Functoriality Constraint: For 1-cells (g, f ) ∈ B(Y,Z) ×B(X,Y), it is equipped
with the vertically composed 2-cell
(4.1.28) GFg ○GF f G(Fg ○ F f ) GF(g f )G
2
Fg,F f G(F
2
g, f)
(GF)2g, f
in D(GFX,GFZ).
The finishes the definition of the composite. ◇
Lemma 4.1.29. Suppose F ∶ B C and G ∶ C D are lax functors between bicate-
gories.
(1) The composite (GF, (GF)2, (GF)0) is a lax functor from B to D.
(2) If both F and G are pseudofunctors (resp., strict functors, unitary, or strictly
unitary), then so is the composite GF.
Proof. To check that GF is a lax functor, first observe that the naturality of (GF)2
follows from the naturality of F and G as in (4.1.6) using the commutative diagram
GFg ○GF f G(Fg ○ F f ) GF(g f )
GFg′ ○GF f ′ G(Fg′ ○ F f ′) GF(g′ f ′)
GFβ∗GFα
G2Fg,F f
G(Fβ∗Fα)
G(F2g, f )
GF(β∗α)
G2
Fg′,F f ′
G(F2
g′, f ′
)
for 2-cells α ∶ f f ′ in B(X,Y) and β ∶ g g′ in B(Y,Z).
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The lax associativity diagram (4.1.3) for GF is the outermost diagram below
(GFh ○GFg) ○GF f GFh ○ (GFg ○GF f )
G(Fh ○ Fg) ○GF f GFh ○G(Fg ○ F f )
GF(hg) ○GF f G((Fh ○ Fg) ○ F f ) G(Fh ○ (Fg ○ F f )) GFh ○GF(g f )
G(F(hg) ○ F f ) G(Fh ○ F(g f ))
GF((hg) f ) GF(h(g f ))
a
G2 ∗ 1 1 ∗G2
G2G2
Ga
G(F2 ∗ 1)
GF2 ∗ 1
G2
G(1∗ F2)
1 ∗GF2
G2
GF2 GF2
GFa
in which every identity 2-cell is denoted by 1. Since G1F f = 1GF f , the left triangle is
commutative by the naturality of G2. Similarly, the right triangle is commutative.
The top hexagon is commutative by the lax associativity diagram (4.1.3) for G. The
bottom hexagon is G applied to the lax associativity diagram (4.1.3) for F, so it is
commutative.
The lax left unity diagram (4.1.4) for GF is the outermost diagram below.
1GFX ○GF f GF f
G1FX ○GF f G(1FX ○ F f ) GF(1X ○ f )
GF1X ○GF f G(F1X ○ F f )
ℓ
G0 ∗ 1
G2
Gℓ
G(F0 ∗ 1)
GFℓ
GF0 ∗ 1
G2
GF2
Since G1F f = 1GF f , the bottom trapezoid is commutative by the naturality of G
2.
The top trapezoid is commutative by the left unity diagram for G. The right trian-
gle is G applied to the left unity diagram for F, so it is commutative. The lax right
unity diagram for GF is proved similarly. Therefore, GF is a lax functor from B to
D.
If F and G are both pseudofunctors, then each component of (GF)0 is the verti-
cal composite of two invertible 2-cells, so it is an invertible 2-cell. This also covers
the case where F and G are unitary lax functors. Similarly, (GF)2 has invertible
components, so GF is a pseudofunctor. Finally, if F and G are both strict func-
tors, then the components of (GF)0 and (GF)2 are vertical composites of identity
2-cells, so they are identity 2-cells. This also covers the case of strictly unitary lax
functors. 
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Recall from Definition 2.1.14 that a bicategory is small if it has a set of objects
and is locally small. A subcategory of a category C is called wide if it contains all
the objects in the category C. The identity strict functor of a bicategory in Exam-
ple 4.1.11 is used in the following observation.
Theorem 4.1.30. There is a category Bicat with
● small bicategories as objects,
● lax functors between them as morphisms,
● composites of lax functors as in Definition 4.1.26, and
● identity strict functors in Example 4.1.11 as identity morphisms.
Furthermore:
(1) Bicat contains the wide subcategories:
(i) Bicatu with unitary lax functors as morphisms.
(ii) Bicatsu with strictly unitary lax functors as morphisms.
(iii) Bicatps with pseudofunctors as morphisms.
(iv) Bicatsup with strictly unitary pseudofunctors as morphisms.
(v) Bicatst with strict functors as morphisms.
(2) There is a category Bicatco with small bicategories as objects and colax functors
as morphisms.
Proof. We checked in Lemma 4.1.29 that the composite of two lax functors is a lax
functor. The smallness assumption ensures that given any two small bicategories,
there is only a set of lax functors between them. To show that Bicat is a category,
we need to check that composition of lax functors is strictly associative and unital.
Reusing the notations in Definition 4.1.2, suppose (H,H2,H0) ∶ D E is a
third lax functor. On objects, H(GF) and (HG)F are the same function B0 E0
because composition of functions is strictly associative. Likewise, for objects X,Y
in B, H(GF) and (HG)F are the same functors
B(X,Y) E(HGFX,HGFY)
because composition of functors is strictly associative.
For each object X in B, both (H(GF))0X and ((HG)F)0X are equal to the vertical
composite
1HGFX H1GFX HG1FX HGF1X
H0GFX HG
0
FX HGF
0
X
H(GF)0X
(HG)0FX
of 2-cells in E(HGFX,HGFX).
For 1-cells (g, f ) ∈ B(Y,Z) × B(X,Y), both (H(GF))2g, f and ((HG)F)2g, f are
equal to the vertical composite
HGFg ○HGF f H(GFg ○GF f ) HG(Fg ○ F f ) HGF(g f )H2 HG2 HGF2
H(GF)2
(HG)2
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of 2-cells in E(HGFX,HGFZ). Therefore, the composite lax functors H(GF) and(HG)F are equal.
Composition of lax functors is strictly unital with respect to the identity strict
functors because the latter are defined by the identity functions on objects, identity
functors on hom categories, and identity 2-cells, which are preserved by lax func-
tors and are strictly unital with respect to vertical composition. Therefore, Bicat is
a category. Moreover, Bicatu, Bicatsu, Bicatps, Bicatsup, and Bicatst are categories
because (strictly) unitary lax functors, (strictly unitary) pseudofunctors, and strict
functors are also closed under composite by Lemma 4.1.29.
Finally, colax functors are just lax functors between co-bicategories, and their
composites are defined as above. This composition is strictly associative and unital
with respect to the identity strict functors of the co-bicategories. Therefore, Bicatco
is a category. 
Explanation 4.1.31. Here is a conceptual way to explain the strict associativity of
composition of lax functors. Coherence data are cells 1 dimension higher than the
things being compared, so the laxity of a lax functor F is a 2-cell F2g, f comparing
composites of 1-cells, and similarly for F0X . In a bicategory, there are no cells above
dimension 2, or, one might say, any higher cells are identities. So the coherence for
composition of 2-cells is strictly associative. When we are asking about the laxity
of a composite of lax functors, it is a composite of 2-cells. Since these compose
associatively, the laxity of H(GF) is the same as that of (HG)F. ◇
Example 4.1.32. In the context of Example 4.1.12, composition of functors is com-
position of strict functors between locally discrete bicategories. In the context of
Example 4.1.13, composition of monoidal functors is composition of lax functors
between one-object bicategories. In the context of Example 4.1.15, composition
of Cat-functors between Cat-categories is composition of strict functors between
locally small 2-categories. ◇
Example 4.1.33. In the setting of Proposition 4.1.24, suppose G ∶ D E is a
functor such that E has all pullbacks, and that G preserves pullbacks up to iso-
morphisms. An inspection of that proof shows that the composite of the strictly
unitary pseudofunctors
Span(C) Span(D) Span(E)F∗ G∗
is equal to the strictly unitary pseudofunctor (GF)∗ induced by the composite
functor GF ∶ C E. The key part is the equality
(G∗F∗)2 = (GF)2∗.
Using the notations in (4.1.25), this equality boils down to the commutative dia-
gram
GFX ×
GFB
GFY GF(X ×
B
Y)
G(FX ×
FB
FY)G
2
∗
(GF)2∗
G∗F
2
∗
which follows from the universal property of pullbacks. ◇
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4.2. Lax Transformations
In this section we define lax transformations, which are the bicategorical ana-
logues of natural transformations.
Definition 4.2.1. Let (F, F2, F0) and (G,G2,G0) be lax functors B B′. A lax
transformation α ∶ F G consists of the following data.
Components: It is equipped with a component 1-cell αX ∈ B
′(FX,GX) for each
object X in B.
Lax Naturality Constraints: For each pair of objects X,Y in B, it is equipped with
a natural transformation
α ∶ α∗XG (αY)∗F ∶ B(X,Y) B′(FX,GY),
with a component 2-cell
α f ∶ (G f )αX αY(F f ),
as in the following diagram, for each 1-cell f ∈ B(X,Y).
FX FY
GX GY
F f
αX αY
G f
⇒
α f
The above data are required to satisfy the following two pasting diagram equali-
ties for all objects X,Y,Z and 1-cells f ∈ B(X,Y) and g ∈ B(Y,Z).
Lax Unity:
(4.2.2)
FX FX
GX GX
F1X
αX αX
1GX
G1X
⇒
α1X
⇒ G
0
=
FX FX
GX GX
F1X
αX αX
1GX
αX
1FX
⇒ℓ
⇒r
−1
⇒ F
0
Lax Naturality:
(4.2.3)
FX FZ
GX
GY
GZ⇒G
2
⇒
αg f
F(g f )
αZαX
G f Gg
G(g f )
=
FX
FY
FZ
GX
GY
GZ
⇒α f ⇒αg
⇒ F
2
F(g f )
αZαX
G f Gg
F f Fg
αY
This finishes the definition of a lax transformation. Moreover:
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● A strong transformation is a lax transformation in which every component
α f is an invertible 2-cell.
● A strict transformation is a lax transformation in which every component
α f is an identity 2-cell.
● A 2-natural transformation is a strict transformation between 2-functors
between 2-categories. ◇
Explanation 4.2.4. In Definition 4.2.1:
(1) The direction of each component 2-cell α f ∶ (G f )αX αY(F f ) may
seem strange because it goes from G to F, while α itself goes from F to
G. One way to understand this directionality is that α f preserves the di-
rection of the 1-cell f . As f goes from X to Y, α f goes from αX to αY.
(2) The naturality of α means that for each 2-cell θ ∶ f g in B(X,Y), the
diagram
(4.2.5)
(G f )αX αY(F f )
(Gg)αX αY(Fg)
α f
Gθ∗1αX 1αY∗Fθ
αg
in B′(FX,GY) is commutative. This is equivalent to the pasting diagram
equality:
(4.2.6)
FX FY
GX GY
⇒α f
⇒ Fθ
F f
Fg
αYαX
G f
=
FX FY
GX GY⇒ Gθ
⇒αg
Fg
αYαX
G f
Gg
(3) The lax unity axiom (4.2.2) means the commutative diagram
(4.2.7)
1GXαX αX αX1FX
(G1X)αX αX(F1X)
ℓ
G0∗1αX
r−1
1αX∗F
0
α1X
in B′(FX,GX).
(4) The lax naturality axiom (4.2.3) means the commutative diagram
(4.2.8)
(Gg)(αYF f ) ((Gg)αY)F f (αZFg)F f
(Gg)((G f )αX) αZ((Fg)(F f ))
((Gg)(G f ))αX G(g f )αX αZF(g f )
a−1 αg∗1F f
a1Gg∗α f
1αZ∗F
2a
G2∗1αX αg f
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in B′(FX,GZ). Here the bracketing follows Convention 3.6.7, and the
instances of a±1 come from Definition 3.6.5. ◇
Example 4.2.9 (Natural Transformations). Suppose θ ∶ F G is a natural trans-
formation between functors F,G ∶ C D with C and D categories. Regarding F
and G as strict functors between locally discrete bicategories as in Example 4.1.12,
θ becomes a strict transformation. The lax unity axiom (4.2.7) and the lax natural-
ity axiom (4.2.8) are true because there are only identity 2-cells in D. ◇
Example 4.2.10 (Cat-Natural Transformations). We saw in Example 4.1.15 that a
2-functor F ∶ C D between locally small 2-categories is precisely a Cat-functor.
If G ∶ C D is another 2-functor (i.e., Cat-functor), then a 2-natural transforma-
tion α ∶ F G is precisely a Cat-natural transformation in the sense of Defini-
tion 1.3.6. Indeed, the component identity 2-cells of α and its naturality (4.2.5) are
equivalent to the diagram (1.3.7) of a Cat-natural transformation. The lax unity
axiom (4.2.7) and the lax naturality axiom (4.2.8) are trivially true because every
2-cell involved is an identity 2-cell. ◇
Proposition 4.2.11. For 2-functors F,G ∶ A B between 2-categories, a 2-natural
transformation α ∶ F G consists of exactly a component 1-cell αX ∈ B(FX,GX) for
each object X in A such that the following two conditions are satisfied.
1-Cell Naturality: For each 1-cell f ∈ A(X,Y), the two composite 1-cells
FX GX
FY GY
F f
αX
G f
αY
in B(FX,GY) are equal.
2-Cell Naturality: For each 2-cell θ ∶ f g in A(X,Y), the diagram
(G f )αX αY(F f )
(Gg)αX αY(Fg)
1
Gθ∗1αX 1αY∗Fθ
1
in B(FX,GY) is commutative.
Proof. If α is a 2-natural transformation, then its naturality (4.2.5) is the stated 2-
cell naturality, while 1-cell naturality holds because each component 2-cell α f is
the identity 2-cell. Conversely, assuming the two stated conditions, we define
each component 2-cell α f as the identity 2-cell of (G f )αX = αY(F f ). This implies
the naturality (4.2.5) of α. The lax unity axiom (4.2.2) and the lax naturality axiom
(4.2.3) are trivially satisfied because every 2-cell involved is an identity 2-cell. 
The following result is the bicategorical analogue of the identity natural trans-
formation of a functor.
Proposition 4.2.12. Suppose (F, F2, F0) ∶ B B′ is a lax functor between bicategories.
Then there is a strong transformation
1F ∶ F F
defined by the following data.
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● For each object X in B, the component 1-cell (1F)X is the identity 1-cell 1FX ∈
B(FX, FX).
● For each 1-cell f ∈ B(X,Y), the component 2-cell is the vertical composite
(4.2.13) (F f )1FX F f 1FY(F f )
(1F) f
rF f ℓ
−1
F f
in B′(FX, FY).
Proof. To simplify the notations, in this proof we omit the subscripts in a, ℓ, and
r, and write every identity 2-cell as 1. The naturality of IdF with respect to 2-cells
(4.2.5) means that, for each 2-cell θ ∶ f g in B(X,Y), the outermost diagram in
(F f )1FX F f 1FX(F f )
(Fg)1FX Fg 1FX(Fg)
r
Fθ∗1
ℓ
−1
Fθ 1∗Fθ
r ℓ−1
is commutative. The two squares above are commutative by the naturality of r
and ℓ.
The lax unity axiom (4.2.7) is the outermost diagram below.
1FX1FX 1FX 1FX1FX
(F1X)1FX F1X 1FX(F1X)
ℓ
F0∗1
r−1
F0 1∗F0
r ℓ−1
Using the equality ℓ1FX = r1FX in Proposition 2.2.6 along the top row above twice,
the two square above are commutative by the naturality of r and ℓ.
The lax naturality axiom (4.2.8) is the outermost diagram below.
(Fg)(1FY(F f )) ((Fg)1FY)(F f ) (Fg)(F f ) (1FZ(Fg))(F f )
(Fg)(F f ) (Fg)(F f ) 1FZ((Fg)(F f ))
(Fg)((F f )1FX)
((Fg)(F f ))1FX F(g f )1FX F(g f ) 1FZF(g f )
a−1 r∗1 ℓ−1∗1
1 a1∗ℓ−1
1 ℓ−1
F2 1∗F2
1∗r
a
r
F2∗1 r ℓ−1
The vertical unity property of identity 2-cells (2.1.7) will be used several times
below without further comment. In the diagram above:
● The top left rectangle is commutative by the middle unity axiom (2.1.4).
● The top right square is commutative by the left unity diagram in Propo-
sition 2.2.4.
● The left triangle involving 1∗ r is commutative by the right unity diagram
in Proposition 2.2.4.
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● The lower left triangle involving F2 ∗ 1 is commutative by the naturality
of r.
● The lower right rectangle is commutative by the naturality of ℓ.
This shows that 1F ∶ F F is a lax transformation. Since every component 2-cell(1F) f = ℓ−1F f rF f is the composite of two invertible 2-cells, 1F is a strong transforma-
tion. 
Definition 4.2.14. For a lax functor F, the strong transformation 1F ∶ F F in
Proposition 4.2.12 is called the identity transformation of F. ◇
We emphasize that the identity transformation 1F of a lax functor F is, in gen-
eral, not a strict transformation because the component 2-cells (1F) f = ℓ−1F f rF f are
not identity 2-cells. On the other hand, it is a strict transformation if B′ is a 2-
category.
Next we define composition of lax transformations.
Definition 4.2.15. Suppose α ∶ F G and β ∶ G H are lax transformations
for lax functors F,G,H ∶ B B′. The horizontal composite βα ∶ F H is defined
with the following data.
Component 1-Cells: For each object X in B, it is equipped with the horizontal
composite 1-cell
FX GX HX
αX
(βα)X
βX
in B′(FX,HX).
Component 2-Cells: For each 1-cell f ∈ B(X,Y), (βα) f is the following 2-cell
(4.2.16)
FX FY
GX GY
HX HY
F f
αX αY
G f
βX βY
H f
βXαX βYαY
⇒α f
⇒β f
whose vertical boundaries are bracketed as indicated. ◇
Explanation 4.2.17. The component 2-cell (βα) f in (4.2.16) is the vertical compos-
ite
(4.2.18)
(H f )(βXαX) (βYαY)(F f )
((H f )βX)αX βY(αY(F f ))
(βY(G f ))αX βY((G f )αX)
(βα) f
a−1
β f∗1
a−1
a
1∗α f
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of five 2-cells in B′(FX,HY). ◇
Lemma 4.2.19. In Definition 4.2.15, βα ∶ F H is a lax transformation, which is
strong if both α and β are strong.
Proof. The naturality of (βα) f with respect to 2-cells follows from the naturality of
α, β, and a±1. Using Explanation 4.2.17, the lax unity diagram (4.2.7) for βα is the
boundary of the following diagram.
1HX(βXαX) βXαX (βXαX)1FX (βXαX)(F1X)
βX(αX1FX)
(H1X)(βXαX) (1HXβX)αX βXαX
(βX1GX)αX βX(1GXαX)
((H1X)βX)αX (βX(G1X))αX βX((G1X)αX) βX(αX(F1X))
ℓ
H0∗1
a−1
r−1
1
r−1∗1
1∗F0
a−1
1∗(1∗F0)
a−1 (H
0 ∗1
)∗
1
ℓ∗1
1∗r−1
(1∗G0)∗1
a
1∗ℓ
1∗(G0∗1)
β1X∗1 a 1∗α1X
a−1
In the above diagram:
● Every identity 2-cell is written as 1.
● Along the top row, the left and middle triangles are commutative by the
unity diagrams in Proposition 2.2.4. The sub-diagram under the top mid-
dle triangle is commutative by the middle unity axiom (2.1.4).
● Along the bottom row, the first sub-diagram is commutative by the lax
unity axiom of β. The bottom right triangle is commutative by the lax
unity axiom of α.
● The other three sub-diagrams are commutative by the naturality of a±1.
We ask the reader to check the lax naturality axiom for βα in Exercise 4.7.11.
If both α and β are strong transformations, then every component 2-cell (βα) f
is the vertical composite of five invertible 2-cells, which is therefore invertible. 
Remark 4.2.20. Even if α and β are strict transformations, the horizontal composite
βα is, in general, not strict. ◇
4.3. Oplax Transformations
In this section we discuss a variation of lax transformations in which the com-
ponent 2-cells go in the opposite direction.
Definition 4.3.1. Suppose (F, F2, F0) and (G,G2,G0) are lax functors B B′. An
oplax transformation α ∶ F G consists of the following data.
Components: It is equipped with a component 1-cell αX ∈ B
′(FX,GX) for each
object X in B.
Oplax Naturality Constraints: For each pair of objects X,Y in B, it is equipped
with a natural transformation
α ∶ (αY)∗F α∗XG ∶ B(X,Y) B′(FX,GY),
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with a component 2-cell α f ∶ αY(F f ) (G f )αX, as in the following di-
agram, for each 1-cell f ∈ B(X,Y).
FX FY
GX GY
F f
αX αY
G f
⇒
α f
The above data are required to satisfy the following two pasting diagram equali-
ties for all objects X,Y,Z and 1-cells f ∈ B(X,Y) and g ∈ B(Y,Z).
Oplax Unity:
(4.3.2)
FX FX
GX GX
1FX
F1X
αX αX
G1X
⇒
α1X
⇒
F0
=
FX FX
GX GX
1FX
αX αX
1GX
G1X
αX
⇒
r
⇒
ℓ
−1
⇒
G0
Oplax Naturality:
(4.3.3)
FX
FY
FZ
GX GZ
⇒
F2
⇒
αg f
F(g f )
F f Fg
αX
G(g f )
αZ =
FX
FY
FZ
GX
GY
GZ
⇒α f ⇒αg
⇒
G2
F f Fg
αX
αY αZ
G(g f )
G f Gg
This finishes the definition of an oplax transformation. ◇
Explanation 4.3.4. In Definition 4.3.1:
(1) The naturality of α means that for each 2-cell θ ∶ f g in B(X,Y), the
diagram
(4.3.5)
αY(F f ) (G f )αX
αY(Fg) (Gg)αX
α f
1αY∗Fθ Gθ∗1αX
αg
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in B′(FX,GY) is commutative. This is equivalent to the pasting diagram
equality:
(4.3.6)
FX FY
GX GY
⇒
α f
⇒
Gθ
F f
αYαX
G f
Gg
=
FX FY
GX GY
⇒
Fθ
⇒
αg
F f
Fg
αYαX
Gg
(2) The oplax unity axiom (4.3.2) means the commutative diagram
(4.3.7)
αX1FX αX 1GXαX
αX(F1X) (G1X)αX
r
1αX∗F
0
ℓ
−1
G0∗1αX
α1X
in B′(FX,GX).
(3) The oplax naturality axiom (4.3.3) means the commutative diagram
(4.3.8)
((Gg)αY)(F f ) (Gg)(αY(F f )) (Gg)((G f )αX)
(αZ(Fg))(F f ) ((Gg)(G f ))αX
αZ((Fg)(F f )) αZ(F(g f )) G(g f )αX
a 1Gg∗α f
a−1αg∗1F f
a G2∗1αX
1αZ∗F
2 αg f
in B′(FX,GZ). ◇
Lemma 4.3.9. Suppose α ∶ F G is an oplax transformation between lax functors
F,G ∶ B B′. Then:
(1) α is uniquely determined by a lax transformation αop ∶ Gop Fop with Fop
and Gop the opposite lax functors Bop B′op in Example 4.1.10.
(2) Each component 2-cell of α is invertible if and only if α defines a strong trans-
formation α′ ∶ F G with the same component 1-cells and α′f = α
−1
f for each
1-cell f .
(3) Each component 2-cell of α is an identity if and only if α is a strict transforma-
tion.
Proof. The first assertion follows from an inspection of Definitions 2.6.2 and 4.2.1
and Example 4.1.10. For the other two assertions, the naturality, the oplax unity,
and the oplax naturality of α are equivalent to, respectively, the naturality, the lax
unity, and the lax naturality of α′, since a, ℓ, and r are invertible. 
Example 4.3.10. The identity strong transformation IdF ∶ F F of a lax functor
F may be regarded as an oplax transformation with the same component 1-cells
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1FX and with component 2-cells the vertical composite
1FY(F f ) F f (F f )1FXℓF f r
−1
F f
for each 1-cell f ∈ B(X,Y). ◇
The following observation says that monoidal natural transformations are ex-
amples of oplax transformations.
Proposition 4.3.11. Suppose F,G ∶ C D are monoidal functors, and θ ∶ F G
is a monoidal natural transformation. Regarding F and G as lax functors ΣC ΣD
between one-object bicategories, θ yields an oplax transformation ϑ ∶ F G with the
following data:
● For the unique object ∗ in ΣC, the component 1-cell ϑ∗ ∈ ΣD(∗,∗) is the mon-
oidal unit 1 ∈ D.
● For each object X ∈ C (i.e., 1-cell in ΣC(∗,∗)), the component 2-cell ϑX is the
composite
1⊗ FX GX⊗1
FX GX
ϑX
λ
θX
ρ−1
inD, with λ and ρ the left and right unit isomorphisms, and θX the X-component
of θ.
Moreover, if θ is a natural isomorphism, then ϑ has invertible component 2-cells.
Proof. The naturality (4.3.5) of ϑ means that, for each morphism f ∶ X Y in C,
the outermost diagram in
1⊗ FX FX GX GX⊗1
1⊗ FY FY GY GY⊗1
λ
1⊗F f F f
θX
G f
ρ−1
G f⊗1
λ θY ρ
−1
is commutative. The three squares above are commutative by the naturality of λ,
θ, and ρ.
The oplax unity axiom (4.3.7) of ϑ means that the outermost diagram in
1⊗1 1 1 1⊗1
1⊗ F1 F1 G1 G1⊗1
1⊗F0
ρ Id
F0 G0
λ−1
G0⊗1
λ θ
1
ρ−1
is commutative. Using the equality λ
1
= ρ
1
in Definition 1.2.1, the left and right
squares above are commutative by the naturality of λ and ρ, respectively. The
middle square is commutative by the axiom (1.2.22) of a monoidal natural trans-
formation.
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The oplax naturality axiom (4.3.8) of ϑ means that the outermost diagram in
((GY)1)(FX) (GY)(1(FX)) (GY)(FX) (GY)(GX)
(GY)(FX) (GY)((GX)1)
(FY)(FX) (GY)(GX) ((GY)(GX))1
(
1(FY))(FX) G(YX)1
1
((FY)(FX)) 1F(YX) F(YX) G(YX)
α GY⊗λ GY⊗θX
Id
(GY)⊗ρ−1ρ−1⊗FX
Id
α−1θY⊗FX
F2
θY⊗θX ρ
−1
G2
G2⊗1λ⊗FX
α
1⊗F2
λ
λ θYX
ρ−1
is commutative, with α denoting the associativity isomorphism, and concatena-
tion of objects denoting their monoidal products. In the above diagram, starting
at the upper left corner and going counterclockwise, the seven sub-diagrams are
commutative for the following reasons.
(1) The unity axiom (1.2.4) of a monoidal category.
(2) The functoriality of ⊗.
(3) The left unity diagram in (1.2.8), which is equal to the one-object case of
the left unity diagram in Proposition 2.2.4.
(4) The naturality of λ.
(5) The axiom (1.2.21) of a monoidal natural transformation.
(6) The naturality of ρ.
(7) The right unity diagram in (1.2.8), which is equal to the one-object case of
the right unity diagram in Proposition 2.2.4.
Since λ is invertible, we have shown that the above diagram is commutative, so ϑ
is an oplax transformation.
Finally, if θ is a natural isomorphism, then each component 2-cell of ϑ is a
composite of three isomorphisms, which is therefore invertible. 
4.4. Modifications
We have discussed lax functors B B′ and lax transformations between
such lax functors. In this section we define a structure called a modification that
compares lax transformations. The main observation is that there is a bicategory
Bicat(B,B′) with lax functors B B′ as objects, lax transformations as 1-cells,
and modifications as 2-cells.
Definition 4.4.1. Suppose α, β ∶ F G are lax transformations for lax functors
F,G ∶ B B′. A modification Γ ∶ α β consists of a component 2-cell
ΓX ∶ αX βX
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in B′(FX,GX) for each object X in B, that satisfies the following modification axiom
(4.4.2)
FX FY
GX GY
⇒
α f
⇒
ΓY
F f
βYαX
G f
αY =
FX FY
GX GY
⇒
β f
⇒
ΓX
F f
βYαX
G f
βX
for each 1-cell f ∈ B(X,Y). A modification is invertible if each component ΓX is an
invertible 2-cell. ◇
Explanation 4.4.3. The modification axiom (4.4.2) is the commutative diagram
(4.4.4)
(G f )αX (G f )βX
αY(F f ) βY(F f )
1G f∗ΓX
α f β f
ΓY∗1F f
in B′(FX,GY). ◇
Definition 4.4.5. Suppose F,G,H ∶ B B′ are lax functors, and α, β,γ ∶ F G
are lax transformations.
Identity Modifications: The identity modification of α, denoted by 1α ∶ α α,
consists of the identity 2-cell
(1α)X = 1αX ∶ αX αX
in B′(FX,GX) for each object X in B.
Vertical Composition: Suppose Γ ∶ α β and Σ ∶ β γ are modifications.
The vertical composite
ΣΓ ∶ α γ
consists of the vertical composite 2-cell
αX βX γX
ΓX
(ΣΓ)X
ΣX
in B′(FX,GX) for each object X in B.
Horizontal Composition: With Γ ∶ α β as above, suppose Γ′ ∶ α′ β′ is
a modification for lax transformations α′, β′ ∶ G H. The horizontal
composite
Γ
′ ∗ Γ ∶ α′α β′β
consists of the horizontal composite 2-cell
(4.4.6) (Γ′ ∗ Γ)X = Γ′X ∗ ΓX ∶ (α′α)X (β′β)X
in B′(FX,HX) for each object X in B. Here α′α, β′β ∶ F H are the
horizontal composite lax transformations in Definition 4.2.15. ◇
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Explanation 4.4.7. For each object X in B, the components of the vertical compos-
ite and the horizontal composite modifications are the composites of the pasting
diagrams
FX GX
(ΣΓ)X
⇒
ΓX
⇒
ΣX
αX
βX
γX
FX GX HX
(Γ′ ∗ Γ)X
⇒
ΓX
⇒
Γ
′
X
αX
βX
α′X
β′X
in B′. ◇
Lemma 4.4.8. In Definition 4.4.5:
(1) 1α, ΣΓ, and Γ
′ ∗ Γ are modifications.
(2) Vertical composition of modifications is strictly associative and unital with re-
spect to identity modifications.
(3) 1α′ ∗ 1α = 1α′α.
(4) Modifications satisfy the middle four exchange (2.1.9).
Proof. The modification axiom (4.4.2) for 1α follows from the bicategory axioms
(2.1.7) and (2.1.8).
The modification axiom for the horizontal composite Γ′ ∗ Γ is the equality of
pasting diagrams:
FX FY
GX GY
HX HY
⇒
α f
⇒
ΓY
⇒
α′f
⇒
Γ
′
Y
F f
βYαX
G f
αY
H f
β′Yα
′
X α
′
Y
=
FX FY
GX GY
HX HY
⇒
β f
⇒
ΓX
⇒
β′f
⇒
Γ
′
X
F f
βYαX
G f
βX
H f
β′Yα
′
X β
′
X
The equalities for the top halves and the bottom halves follow from the modifica-
tion axioms for Γ′ and Γ, respectively. Alternatively, using the expanded forms of
the component 2-cells (α′α) f and (β′β) f in Explanation 4.2.17, the desired modifi-
cation axiom (4.4.4) for the horizontal composite is a diagram with twelve 2-cells
along the boundary. It factors into a ladder diagram with five squares. Three of
them are commutative by the naturality of a±1, and the other two are the modifi-
cation axioms for Γ′ and Γ.
The proof for the vertical composite ΣΓ is similar, and we ask the reader to
provide the proof in Exercise 4.7.12 below.
Vertical composition of modifications is strictly associative and unital because
vertical composition of 2-cells is strictly associative and unital in B′.
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The equality 1α′ ∗ 1α = 1α′α holds by the bicategory axiom (2.1.8) in B′ for each
object X in B. Similarly, the middle four exchange holds for modifications because
it holds in B′ for each object X in B. 
Lemma 4.4.9. A modification Γ ∶ α β is invertible if and only if there is a unique
modification Γ−1 ∶ β α such that
Γ
−1
Γ = 1α and ΓΓ
−1
= 1β.
Proof. The if direction holds by the definition of an invertible modification. For
the other direction, if each component 2-cell ΓX ∶ αX βX is invertible, then we
define the 2-cell
Γ
−1
X = (ΓX)−1 ∶ βX αX.
The equalities Γ−1Γ = 1α and ΓΓ
−1
= 1β are satisfied. The modification axiom for
Γ
−1 is obtained by adding (i) a copy of Γ−1X to the left and (ii) a copy of Γ
−1
Y to
the right of each side of the modification axiom (4.4.2) for Γ. The uniqueness of
Γ
−1 follows from the uniqueness of the inverse of an invertible morphism in a
category. 
Definition 4.4.10. Suppose B and B′ are bicategories with B0 a set. Define
Bicat(B,B′)
with the following data.
Objects: The objects in Bicat(B,B′) are lax functors B B′.
Hom Categories: For lax functors F,G ∶ B B′, Bicat(B,B′)(F,G) is the cate-
gory with:
● lax transformations F G as objects;
● modifications Γ ∶ α β between such lax transformations as mor-
phisms;
● vertical composition of modifications as composition;
● identity modifications as identity morphisms.
So in Bicat(B,B′), 1-cells are lax transformations between lax functors
from B to B′, and 2-cells are modifications between them.
Identity 1-Cells: For each lax functor F ∶ B B′, its identity 1-cell is the identity
transformation 1F ∶ F F in Definition 4.2.14.
Horizontal Composition: For lax functors F,G,H ∶ B B′, the horizontal com-
position
Bicat(B,B′)(G,H)×Bicat(B,B′)(F,G) Bicat(B,B′)(F,H)c
is given by:
● the horizontal composition of lax transformations in Definition 4.2.15
for 1-cells;
● the horizontal composition of modifications in Definition 4.4.5 for
2-cells.
Associator: For lax transformations α ∶ F G, β ∶ G H, and γ ∶ H I
with F,G,H, I ∶ B B′ lax functors, the component
aγ,β,α ∶ (γβ)α γ(βα)
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of the associator a is the modification with, for each object X ∈ B, the
component 2-cell
aγX,βX ,αX ∶ (γXβX)αX γX(βXαX) in B′(FX, IX),
which is a component of the associator in B′.
Unitors: For each lax transformation α as above, the component
ℓα ∶ 1Gα α
of the left unitor ℓ is the modification with, for each object X ∈ B, the
component 2-cell
ℓαX ∶ 1GXαX αX in B
′(FX,GX),
which is a component of the left unitor in B′. The right unitor r is defined
analogously using the right unitor in B′.
This finishes the definition of Bicat(B,B′). ◇
Theorem 4.4.11. Suppose B and B′ are bicategories such that B has a set of objects. Then
Bicat(B,B′) with the structure in Definition 4.4.10 is a bicategory.
Proof. The naturality and invertibility of the associator a, the left unitor ℓ, and the
right unitor r in Bicat(B,B′) follow from the corresponding properties in B′. The
assumption thatB0 be a set ensures that for each pair of lax functors F,G ∶ B B′
and each pair of lax transformations α, β ∶ F G, there is only a set of modifi-
cations α β. That each Bicat(B,B′)(F,G) is a category and the functoriality of
the horizontal composition c follow fromLemma 4.4.8. The pentagon axiom (2.1.5)
and the middle unity axiom (2.1.4) hold in Bicat(B,B′) because, for each object X
in B, they hold in B′. 
The above bicategory is particularly nice when the target is a 2-category.
Corollary 4.4.12. Suppose B is a bicategory with a set of objects, and B′ is a 2-category.
Then Bicat(B,B′) is a 2-category.
Proof. The assertion is that a, ℓ, and r in Bicat(B,B′) are identity natural transfor-
mations. Each of their components is a modification whose components are those
of a, ℓ, or r in B′, which are identities by assumption. This is enough because the
identity modification of a lax transformation is defined componentwise by iden-
tity 2-cells. 
An important variation of the bicategory Bicat(B,B′) is the following sub-
bicategory, which will be a part of the definition of a biequivalence between bi-
categories.
Corollary 4.4.13. For bicategories B and B′ such that B has a set of objects, the bicategory
Bicat(B,B′) contains a sub-bicategory Bicatps(B,B′) with
● pseudofunctors B B′ as objects,
● strong transformations between such pseudofunctors as 1-cells, and
● modifications between such strong transformations as 2-cells.
Moreover, if B′ is a 2-category, then Bicatps(B,B′) is a 2-category.
Proof. For pseudofunctors F,G ∶ B B′, the category Bicatps(B,B′)(F,G) is the
full sub-category of Bicat(B,B′)(F,G) consisting of all the strong transformations
F G and all the modifications between them. The identity transformation of
a pseudofunctor, or any lax functor in general, is a strong transformation. The
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horizontal composition of two strong transformations is a strong transformation
by Lemma 4.2.19.
If B′ is a 2-category, then, as in the proof of Corollary 4.4.12, a, ℓ, and r are
identities. 
The reader is asked to consider other variations in Exercise 4.7.13.
4.5. Representables
In this section we discuss representable pseudofunctors, representable trans-
formations, and representable modifications. These concepts will be used in the
bicategorical Yoneda embedding.
Definition 4.5.1. Suppose f ∈ B(X,Y) is a 1-cell in a bicategory B, and Z is an
object in B.
(1) Define the pre-composition functor
f ∗ ∶ B(Y,Z) B(X,Z)
by:
● f ∗(h) = h f for each 1-cell h ∈ B(Y,Z).
● f ∗(α) = α ∗ 1 f for each 2-cell α in B(Y,Z).
(2) Define the post-composition functor
f∗ ∶ B(Z,X) B(Z,Y)
by:
● f∗(g) = f g for each 1-cell g ∈ B(Z,X).
● f∗(θ) = 1 f ∗ θ for each 2-cell θ in B(Z,X).
The functoriality of these functors follows from that of the horizontal composition
in B. ◇
Recall from Definition 2.6.2 the opposite bicategory Bop.
Proposition 4.5.2. Each object X in a bicategory B induces a pseudofunctor
B(−,X) ∶ Bop Cat.
Proof. To be precise, B(−,X) is defined as follows.
Objects: B(−,X) sends each object A in Bop to the hom-category B(A,X).
1-Cells: For objects A, B in B, the functor
Bop(A, B) = B(B,A) Cat(B(A,X),B(B,X))B(−,X)
sends a 1-cell f ∈ B(B,A) to the pre-composition functor
B( f ,X) = f ∗ ∶ B(A,X) B(B,X).
2-Cells: The functor B(−,X) sends a 2-cell θ ∶ f g in B(B,A) to the natural
transformation
B(A,X) B(B,X)
f ∗
g∗
⇒
θ∗
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whose component at a 1-cell h ∈ B(A,X) is the 2-cell
θ∗h = 1h ∗ θ ∶ h f hg
in B(B,X). That B(−,X) preserves identity 2-cells means the second
equality in
(1 f )∗h = 1h ∗ 1 f = 1h f = 1 f ∗(h) = (Id f ∗)h
for each 1-cell h ∈ B(A,X), which is true by (2.1.8). To see that B(−,X)
preserves vertical composition, suppose ϕ ∶ g e is another 2-cell in
B(B,A). Using the definition (1.1.9) of vertical composition, the desired
equality (ϕθ)∗ = ϕ∗θ∗ means
1h ∗ (ϕθ) = (1h ∗ ϕ)(1h ∗ θ),
which is true by the vertical unity property (2.1.7) and the middle four
exchange (2.1.9).
Lax Unity Constraint: For an object A in B, the natural transformation
B(A,X) B(A,X)
IdB(A,X)
1∗A
⇒
B(−,X)0A
sends a 1-cell h ∈ B(A,X) to the 2-cell
h h1A = (1∗A)(h)r
−1
h
≅
in B(A,X), in which r is the right unitor in B.
Lax Functoriality Constraint: For a pair of 1-cells
(g, f ) ∈ Bop(B,C)×Bop(A, B) = B(C, B)×B(B,A),
the natural transformation
B(A,X) B(C,X)
g∗ f ∗
( f g)∗
⇒
B(−,X)2g, f
sends a 1-cell h ∈ B(A,X) to the 2-cell
(g∗ f ∗)(h) = (h f )g h( f g) = ( f g)∗(h)ah, f ,g
in B(C,X), which is a component of the associator a in B.
This finishes the definition of B(−,X).
The naturality of B(−,X)2 as in (4.1.6) is the diagram on the left
g∗ f ∗ ( f g)∗
g′∗ f ′∗ ( f ′g′)∗
β∗∗α∗
B(−,X)2
(α∗β)∗
B(−,X)2
(h f )g h( f g)
(h f ′)g′ h( f ′g′)
ah, f ,g
(1h∗α)∗β 1h∗(α∗β)
ah, f ′ ,g′
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in Cat(B(A,X),B(C,X)) for 2-cells α ∶ f f ′ in B(B,A) and β ∶ g g′ in
B(C, B). This is commutative if and only if for each 1-cell h ∈ B(A,X), the diagram
in B(C,X) on the right above is commutative. For the 2-cell on the left, we used
the equalities
(β∗ ∗ α∗)h = (1h f ′ ∗ β)((1h ∗ α) ∗ 1g)
= (1h f ′(1h ∗ α)) ∗ (β1g)
= (1h ∗ α) ∗ β,
which hold by (1.1.10), (2.1.9), and (2.1.7), respectively. The commutativity of the
right diagram above follows from the naturality of a (2.1.11).
The lax associativity diagram (4.1.3) is the diagram on the left
(h∗g∗) f ∗ h∗(g∗ f ∗)
(gh)∗ f ∗ h∗( f g)∗
( f (gh))∗ (( f g)h)∗
a= Id
B(−,X)2∗Id Id∗B(−,X)2
B(−,X)2 B(−,X)2
(a−1)∗
((e f )g)h
(e f )(gh) (e( f g))h
e( f (gh)) e(( f g)h)
ae f ,g,h
ae, f ,g∗1h
ae, f ,gh ae, f g,h
1e∗a−1f ,g,h
in Cat(B(A,X),B(D,X)) for 1-cells f ∈ B(B,A), g ∈ B(C, B), and h ∈ B(D,C). This
is commutative if and only if for each 1-cell e ∈ B(A,X), the diagram in B(D,X) on
the right above is commutative. The commutativity of this diagram follows from
the pentagon axiom (2.1.5) in B.
The lax left and right unity diagrams (4.1.4) are the diagrams
Id f ∗ f ∗
1∗B f
∗ ( f1B)∗
B(−,X)0∗Id f∗
ℓ= Id
B(−,X)2
(ℓop)∗
f ∗Id f ∗
f ∗1∗A (1A f )∗
Id f∗∗B(−,X)
0
r = Id
B(−,X)2
(rop)∗
in Cat(B(A,X),B(B,X)) for a 1-cell f ∈ B(B,A). They are commutative if and only
if the diagrams
h f h f
(h f )1B h( f1B)
r−1h f
1h f
ah, f ,1B
1h∗r f
h f h f
(h1A) f h(1A f )
r−1h ∗1 f
1h f
ah,1A , f
1h∗ℓ f
in B(B,X) are commutative for each 1-cell h ∈ B(A,X). The left diagram above
is commutative by the unity property in (2.1.7) and the right unity diagram in
Proposition 2.2.4. The right diagram above is commutative by (2.1.7) and the mid-
dle unity property (2.1.4). 
Corollary 4.5.3. Each object X in a bicategory B induces a pseudofunctor
B(X,−) ∶ B Cat.
Proof. Apply Proposition 4.5.2 to Bop, and use the equalities Bop(−,X) = B(X,−)
and (Bop)op = B. 
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Definition 4.5.4. The pseudofunctor B(−,X) ∶ Bop Cat in Proposition 4.5.2
is called a representable pseudofunctor. The pseudofunctor B(X,−) ∶ B Cat in
Corollary 4.5.3 is called a corepresentable pseudofunctor. ◇
Proposition 4.5.5. Each 1-cell f ∈ B(X,Y) in a bicategory B induces a strong transfor-
mation
Bop Cat
B(−,X)
B(−,Y)
⇒
f∗
with B(−,X) and B(−,Y) the pseudofunctors in Proposition 4.5.2.
Proof. To be precise, f∗ = B(−, f ) is defined as follows.
Component 1-Cells: It is equipped with the post-composition functor
f∗ = B(A, f ) ∶ B(A,X) B(A,Y)
in Definition 4.5.1 for each object A ∈ B.
Component 2-Cells: For each 1-cell g ∈ B(B,A) = Bop(A, B), it is equipped with
the natural transformation
B(A,X) B(B,X)
B(A,Y) B(B,Y)
g∗
f∗ f∗
g∗
⇒
( f∗)g
that sends each 1-cell h ∈ B(A,X) to the component
g∗ f∗(h) = ( f h)g f (hg) = f∗g∗(h)a f ,h,g
of the associator in B.
The naturality of this natural transformation follows from that of a.
For each object A in B, the lax unity axiom (4.2.7) for f∗ follows from the right
unity diagram in Proposition 2.2.4. For each pair of composable 1-cells (i, h) ∈
B(C, B)×B(B,A), the lax naturality axiom (4.2.8) for f∗ follows from the pentagon
axiom (2.1.5) in B. The details for these two assertions are similar to parts of the
proof of Proposition 4.5.2, so we ask the reader to check them in Exercise 4.7.10
below. 
Definition 4.5.6. The strong transformation f∗ = B(−, f ) in Proposition 4.5.5 is
called a representable transformation. ◇
Proposition 4.5.7. Suppose f , g ∈ B(X,Y) are 1-cells, and α ∶ f g is a 2-cell. Then
α induces a modification
α∗ ∶ f∗ g∗ ∶ B(−,X) B(−,Y)
between the representable transformations f∗ and g∗. Moreover, if α is an invertible 2-cell,
then α∗ is an invertible modification.
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Proof. To be precise, α∗ is themodification with, for each object A ∈ B, a component
2-cell, i.e., a natural transformation
( f∗)A = B(A, f ) B(A, g) = (g∗)A(α∗)A
in Cat(B(A,X),B(A,Y)). For each 1-cell h ∈ B(A,X), it has the component 2-cell
(α∗)A,h = α ∗ 1h ∶ ( f∗)A(h) = f h gh = (g∗)A(h) in B(A,Y).
The naturality of (α∗)A means that, for each 2-cell θ ∶ h h′ in B(A,X), the
diagram
f h gh
f h′ gh′
α∗1h
1 f∗θ 1g∗θ
α∗1h′
in B(A,Y) is commutative. This is true since both composites are equal to α ∗ θ by
the bicategory axioms (2.1.7) and (2.1.9).
It remains to check the modification axiom (4.4.2) for α∗. It asserts that, for
each 1-cell j ∈ Bop(A, B) = B(B,A), the diagram in Cat(B(A,X),B(B,Y)),
j∗( f∗)A j∗(g∗)A
( f∗)B j∗ (g∗)B j∗
1∗(α∗)A
( f∗)j (g∗)j
(α∗)B∗1
is commutative. This means that for each 1-cell h ∈ B(A,X), the diagram
( f h)j (gh)j
f (hj) g(hj)
(α∗1h)∗1j
a f ,h,j ag,h,j
α∗1hj
in B(B,Y) is commutative. This follows from the naturality of a and the bicategory
axiom (2.1.8).
If α ∶ f g is an invertible 2-cell, then each component 2-cell (α∗)A,h = α ∗ 1h
is an invertible 2-cell. So α∗ is an invertible modification. 
Definition 4.5.8. The modification α∗ ∶ f∗ g∗ in Proposition 4.5.7 is called a
representable modification. ◇
4.6. Icons
In this section we observe that there is a 2-category with small bicategories as
objects, lax functors as 1-cells, and icons, to be defined below, as 2-cells.
Motivation 4.6.1. We saw in Theorem 4.1.30 that there is a category Bicat of small
bicategories and lax functors. A natural question is whether this category can be
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extended to a bicategory with lax transformations as 2-cells. Given lax transfor-
mations α and β as in the diagram
B C D
⇒
α
⇒
β
F
G
H
K
we would define the horizontal composition β ∗ α ∶ HF KG as having the
component 1-cell
HFX HGX KGX
(β∗α)X
HαX βGX
for each object X in B.
For each 1-cell f ∈ B(X,Y), we would define the component 2-cell (β ∗ α) f
using the diagram
HFX HFY
HGX HGY
KGX KGY
HF f
HαX HαY
HG f
βGX βGY
KG f
(β ∗ α)X (β ∗ α)Y
⇒
?
⇒
βG f
by filling the two squares with appropriate 2-cells. For the bottom square we can
use βG f . For the top square, we cannot simply apply H to α f because it would
only yield the 2-cell along the top row below.
H((G f )αX) H(αY(F f ))
(HG f )(HαX) (HαY)(HF f )
Hα f
H2
?
H2
If we first pre-compose with H2, then we would get the correct domain. However,
we still cannot get the correct codomain by post-composing with H2 because of
its direction. Along these lines, in Exercise 4.7.14 the reader is asked to check that
there is a 2-category of small 2-categories, 2-functors, and 2-natural transforma-
tions.
If H is a pseudofunctor, one may obtain a composite by using the inverse of
H2. However, this does not result in a strictly associative horizontal composition
and therefore cannot be the composition of 2-cells in a bicategory. However we
will return to this idea when we discuss tricategories in Chapter 11. ◇
In contrast with the observations above, we can obtain a bicategory structure
on Bicat by using the following more specialized concept for 2-cells.
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Definition 4.6.2. Suppose F,G ∶ B B′ are lax functors between bicategories
such that FX = GX for each object X in B. An icon α ∶ F G consists of a natural
transformation
B(X,Y) B′(FX, FY) = B′(GX,GY)⇒ α
F
G
for each pair of objects X,Y in B, such that the following two pasting diagram
equalities are satisfied for all objects X,Y,Z and 1-cells f ∈ B(X,Y) and g ∈ B(Y,Z).
Icon Unity:
(4.6.3) FX FX
⇒
F0X
⇒
α1X
1FX
F1X
G1X
= GX GX
⇒
G0X
1GX
G1X
Icon Naturality:
(4.6.4) FX
FY
FZ
⇒
F2
⇒
αg f
F f Fg
F(g f )
G(g f )
= FX
FY
FZ⇒
G2
⇒
α f ⇒αg
F f Fg
G f Gg
G(g f )
This finishes the definition of an icon. ◇
Explanation 4.6.5. In Definition 4.6.2:
(1) An icon stands for an identity component oplax transformation. We will
justify this name in Proposition 4.6.9 below.
(2) An icon α ∶ F G consists of a 2-cell α f ∶ F f G f in B′(FX, FY) for
each 1-cell f ∈ B(X,Y). The naturality of α as a natural transformation
means that, for each 2-cell θ ∶ f g in B(X,Y), the diagram
(4.6.6)
F f G f
Fg Gg
Fθ
α f
Gθ
αg
in B′(FX, FY) = B′(GX,GY) is commutative.
(3) The icon unity axiom (4.6.3) is the equality
(4.6.7) α1X(F0X) = G0X
in B′(FX, FX) = B′(GX,GX) for each object X in B.
(4) The icon naturality axiom (4.6.4) is the equality
(4.6.8) αg f F
2
g, f = G
2
g, f (αg ∗ α f )
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in B′(FX, FZ) = B′(GX,GZ) for each pair (g, f ) of composable 1-cells in
B. ◇
Proposition 4.6.9. Suppose F,G ∶ B B′ are lax functors between bicategories such
that FX = GX for each object X in B. Then there is a canonical bijection between:
(1) Icons α ∶ F G.
(2) Oplax transformations α′ ∶ F G with component identity 1-cells.
Proof. Given an icon α ∶ F G, we define α′ ∶ F G with:
● component identity 1-cell
α′X = 1FX = 1GX
for each object X in B;
● component 2-cell
α′f = r
−1
G f α f ℓF f ∶ 1Y(F f ) (G f )1X
for each 1-cell f ∈ B(X,Y).
The naturality (4.3.5) of α′ with respect to 2-cells in B(X,Y) follows from that of α
(4.6.6), ℓ, and r.
The oplax naturality axiom (4.3.8) for α′ is the outermost diagram below
((Gg)1FX)(F f ) (Gg)(1FX(F f )) (G f )(F f ) (Gg)(G f )
(Gg)(F f ) (Gg)((G f )1GX)
(Fg)(F f ) (Fg)(F f ) (Gg)(G f ) ((Gg)(G f ))(1GX)
(1FZ(Fg))(F f ) G(g f )1GX
1FZ((Fg)(F f )) 1FZF(g f ) F(g f ) G(g f )
a 1∗ℓ 1∗α f
1
1∗r−1r−1∗1 1∗
ℓ
−1
1
a−1αg∗1
1 αg∗α f
F2
r−1
G2
G2∗1ℓ∗1
a
1∗F2
ℓ
ℓ
αg f
r−1
in which every identity 2-cell is written as 1. In the diagram above, the lower
right parallelogram is commutative by the icon naturality axiom (4.6.8). The other
sub-diagrams are commutative by the naturality of ℓ and r, the bicategory axioms
(2.1.7), (2.1.8), and (2.1.9), the middle unity axiom (2.1.4), and the left and right
unity properties in Proposition 2.2.4. The oplax unity axiom (4.3.7) for α′ is proved
similarly. Therefore, α′ is an oplax transformation with component identity 1-cells.
Conversely, given an oplax transformation α′ ∶ F Gwith component iden-
tity 1-cells, we define the 2-cell
α f = rG f α
′
f ℓ
−1
F f ∶ F f G f
for each 1-cell f ∈ B(X,Y). In Exercise 4.7.15 the reader is asked to check that
α ∶ F G is an icon. This gives the desired canonical bijection because the two
assignments α α′ and α′ α are inverses of each other. 
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Example 4.6.10 (Monoidal Natural Transformations). Suppose F,G ∶ C D are
monoidal functors betweenmonoidal categories, regarded as lax functors between
one-object bicategories as in Example 4.1.13. Then a monoidal natural transfor-
mation θ ∶ F G is precisely an icon from F to G. Indeed, Proposition 4.3.11
says that a monoidal natural transformation θ yields an oplax transformation ϑ ∶
F G with component identity 1-cells. The corresponding icon, in the sense of
Proposition 4.6.9, is precisely θ. The converse is similar. ◇
To make icons the 2-cells of a bicategory, next we define their vertical and
horizontal compositions.
Definition 4.6.11. Suppose F,G,H ∶ B C are lax functors between bicategories
such that FX = GX = HX for each object X in B. In the following definitions, X
and Y run through the objects in B.
Identities: The identity icon of F, denoted by 1F ∶ F F, is the icon consisting of
the identity natural transformation of F ∶ B(X,Y) C(FX, FY).
Vertical Composition: Suppose α ∶ F G and β ∶ G H are icons. The ver-
tical composite βα ∶ F H is defined by the vertical composite of the
natural transformations α and β in the pasting diagram
B(X,Y) C(FX, FY).
⇒
α
⇒
β
F
G
H
Horizontal Composition: Suppose J,K ∶ C D are lax functors between bicate-
gories such that JZ = KZ for each object Z in C, and γ ∶ J K is an icon.
The horizontal composite γ ∗ α ∶ JF KG is defined by the horizontal
composite of the natural transformations α and γ in the pasting diagram
B(X,Y) C(FX, FY) D(JFX, JFY).⇒ α ⇒ γ
F
G
J
K ◇
Explanation 4.6.12. In Definition 4.6.11, for each 1-cell f ∈ B(X,Y):
(1) The identity icon 1F sends f to the identity 2-cell 1F f ∈ C(FX, FX).
(2) The vertical composite βα assigns to f the composite 2-cell
F f G f H f
α f
(βα) f
β f
in C(FX, FY).
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(3) The horizontal composite γ ∗ α assigns to f either composite 2-cell in the
commutative diagram
JF f JG f
KF f KG f
Jα f
γF f γG f
Kα f
in D(JFX, JFY). ◇
Next is the main result of this section.
Theorem 4.6.13. There is a 2-category Bicatic defined by the following data.
● Its objects are small bicategories.
● Its 1-cells are lax functors, with horizontal composite as in Definition 4.1.26 and
identity 1-cells the identity strict functors in Example 4.1.11.
● Its 2-cells are icons, with identity 2-cells, horizontal composition, and vertical
composition as in Definition 4.6.11.
Furthermore, Bicatic contains the following sub-2-categories with the same objects and
with icons as 2-cells:
(i) Bicatuic with unitary lax functors as 1-cells.
(ii) Bicatsuic with strictly unitary lax functors as 1-cells.
(iii) Bicatpsic with pseudofunctors as 1-cells.
(iv) Bicatsupic with strictly unitary pseudofunctors as 1-cells.
(v) Bicatstic with strict functors as 1-cells.
These 2-categories are related by the following 2-functors that are identity on objects and
inclusions on 1-cells and 2-cells.
Bicatstic Bicatsupic
Bicatsuic
Bicatpsic
Bicatuic Bicatic
Proof. In Exercise 4.7.16 we ask the reader to check that the identity icon and
the vertical and horizontal composites are well-defined icons. The assumption of
small bicategories ensures that, for each pair of lax functors F,G ∶ B B′, there
is only a set of icons from F to G. To check that Bicatic is a 2-category, we use the
criteria in Proposition 2.3.4. In Theorem 4.1.30we observed that Bicat is a category,
so (2.3.5) and (2.3.7) hold. The bicategory axioms (2.1.7), (2.1.8), and (2.1.9), and
the horizontal associativity of 2-cells (2.3.6) hold because natural transformations
satisfy these properties. Finally, the identity 2-cell 11B of the identity 1-cell 1B of a
small bicategory B sends each 1-cell f ∈ B(X,Y) to its identity 2-cell 1 f . Since the
identity strict functor 1B is defined by the identity function on objects and identity
functors, the horizontal unity of 2-cells (2.3.8) follows.
The proofs for the existence of the sub-2-categories Bicatuic, Bicatsuic, Bicatpsic,
Bicatsupic, and Bicatstic are similar, using the corresponding categories in Theo-
rem 4.1.30. 
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By Exercise 2.7.11, there is a 2-category MonCat of small monoidal categor-
ies, monoidal functors, and monoidal natural transformations. There are similar
2-categoriesMonCat≅ andMonCat= with strong monoidal functors and strict mon-
oidal functors, respectively, as 1-cells.
Corollary 4.6.14. The 2-category Bicatic contains a sub-2-category that can be identified
with MonCat. The analogous statements are also true with (Bicatic,MonCat) replaced
by:
(1) (Bicatpsic,MonCat≅).
(2) (Bicatstic,MonCat=).
Proof. We use:
● Example 2.1.19 to identify small monoidal categories with small one-
object bicategories;
● Example 4.1.13 to identify (strong, respectively strict) monoidal functors
with (pseudo, respectively strict) lax functors;
● Example 4.6.10 to identify monoidal natural transformations with icons.
Via the above identifications, the 2-categorical structures in the monoidal cases
agree with the bicategorical cases. 
4.7. Exercises and Notes
Exercise 4.7.1. Suppose (F, F2, F0) ∶ C D is a monoidal functor. Show that
F induces a 2-functor F∗ ∶ CatC CatD from the 2-category CatC of small C-
categories, C-functors, and C-natural transformations in Example 2.3.15 to the 2-
category CatD, defined as follows:
● F∗ preserves the object sets.
● F∗ is F on morphism C-objects.
● On composition, F∗ is induced by F2 and the composition in a C-category.
● On identities, F∗ is induced by F0 and the identities in a C-category.
● On a C-functor, F∗ is the identity on objects and F on C-morphisms be-
tween morphism C-objects.
● On a C-natural transformation θ, F∗ is induced by F0 and the components
of θ.
Exercise 4.7.2. Suppose V is a monoidal category with monoidal unit 1.
(i) Show that there is a monoidal functor V(1,−) ∶ V Set.
(ii) Show that there is a 2-functor CatV Cat given by:
● the identity assignment on objects;
● the assignment V(1,−) on morphism categories.
Exercise 4.7.3. In Example 4.1.16, show that each of the two 2-functors is the left
adjoint of a Cat-adjunction, and describe the right adjoint explicitly.
Exercise 4.7.4. In Proposition 4.1.24, check the naturality of F2∗ and the commuta-
tivity of the diagrams (4.1.3) and (4.1.4).
Exercise 4.7.5. A cospan in a category C is a diagram of the form A X B.
Formulate and prove the cospan version of Proposition 4.1.24.
Exercise 4.7.6. In Proposition 4.1.19, express the naturality of F2, the lax associativ-
ity axiom (4.1.20), and the lax unity axioms (4.1.21) in terms of pasting diagrams.
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Exercise 4.7.7. Suppose that f ∶ X Y and g ∶ Z W are 1-cells in a bicate-
gory B. Show that the associator in B defines a natural isomorphism between the
two functors
B(W,X) B(Z,Y)
given by g∗ f∗ and f∗g
∗.
Exercise 4.7.8. In Lemma 4.1.29, check the lax right unity diagram for GF.
Exercise 4.7.9. Check the details of Example 4.1.33.
Exercise 4.7.10. In the proof of Proposition 4.5.5, check the lax unity axiom and
the lax naturality axiom for f∗.
Exercise 4.7.11. In the proof of Lemma 4.2.19, check the lax naturality axiom for
βα. [Hint: Since every component 2-cell of βα is a vertical composite of five 2-cells,
the lax naturality diagram (4.2.8) involves twenty 2-cells. This diagram factors
into 18 sub-diagrams, which are commutative by the pentagon axiom (2.1.5) six
times, the naturality of a±1 nine times, the middle four exchange (2.1.9), and the
lax naturality of α and β.]
Exercise 4.7.12. In the proof of Lemma 4.4.8, check that the vertical composite ΣΓ
is a modification. Also, write down the proof for the horizontal composite as a
commutative diagram using Explanation 4.2.17.
Exercise 4.7.13. Depending on whether we use (i) lax, pseudo, or strict functors,
and (ii) lax, strong, or strict transformations, there are nine versions of Bicat(B,B′),
with (lax, lax) the original version in Theorem 4.4.11 and (pseudo, strong) the ver-
sion in Corollary 4.4.13. Among the other seven versions, check that:
(i) The four versions (pseudo or strict, lax) and (lax or strict, strong) are bi-
categories.
(ii) The other three versions (-, strict) are generally not bicategories.
Exercise 4.7.14. Show that there is a 2-category 2Cat defined by the following data.
● Its objects are small 2-categories.
● Its 1-cells are 2-functors, with identity 1-cells as in Example 4.1.11 and
horizontal composition as in Definition 4.1.26.
● Its 2-cells are 2-natural transformations, with identity 2-cells as in Propo-
sition 4.2.12 and vertical composition as in Definition 4.2.15.
Exercise 4.7.15. In the proof of Proposition 4.6.9:
(i) In the first half, check the oplax unity axiom (4.3.7) for α′.
(ii) In the second half, check that α ∶ F G is an icon.
Exercise 4.7.16. In Definition 4.6.11, check that the identity icon and the vertical
and horizontal composites are well-defined icons.
Notes.
4.7.17 (Lax Functors). Theorem 4.1.30 is due to Benabou [Be´n67], who used the
terms morphisms and homomorphisms for what we call lax functors and pseudo-
functors. The name lax functor probably goes back to Street [Str72b]. We follow
Benabou in the usage of unitary and strictly unitary. What we call a strictly unitary
lax functor is sometimes called a normal lax functor in the literature. ◇
4.7.18 (Lax and Oplax Transformations). The concept of a lax transformation is
also due to Benabou [Be´n67, Section 8], who defined it in terms of a cylinder con-
struction. In fact, it was in the process of proving properties of those cylinders
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that Benabou introduced pastings, which we discussed in detail in Chapter 3, to
simplify and clarify diagrams in bicategories.
The terminology regarding lax and oplax transformations is not consistent in
the literature. For example, the authors of [GPS95, Gur13, Joh02] use the term lax
transformation for what we call an oplax transformation. Our terminology agrees
with that in [Be´n67, Kel74b, Lei∞, Lac10b, Str80, Str87]. In [Str72b], lax and
oplax transformations are called left lax transformations and right lax transformations,
respectively. ◇
4.7.19 (Compositions in Bicatps). We saw in Corollary 4.4.13 that Bicatps(A,B) is a
bicategory with pseudofunctors as objects, strong transformations as 1-cells, and
modifications as 2-cells. There are in fact compositions
Bicatps(B,C)×Bicatps(A,B) Bicatps(A,C)⊗
for bicategories A,B, and C, such that there is a tricategorywith bicategories as ob-
jects, the bicategories Bicatps(A,B) as hom bicategories, and ⊗ as the composition.
We will discuss tricategories in Chapter 11. ◇
4.7.20 (Icons). Icons and the results in Section 4.6 are due to Lack [Lac10b]. Lack
uses the term “oplax natural transformation” for what we have simply called
“oplax transformation”, and the n in icon was taken to stand for “natural”. We
will use the concept of icons in Section 5.5 when we discuss 2-nerves of bicategor-
ies. ◇
4.7.21. Exercises 4.7.1 and 4.7.2 about enriched categories are from [Bor94b, Sec-
tion 6.4]. ◇

CHAPTER 5
Bicategorical Limits and Nerves
Limits and the Grothendieck nerve are fundamental concepts of 1-category
theory. In this chapter we discuss their bicategorical and 2-categorical counter-
parts. Lax bilimits, lax limits, pseudo bilimits, and pseudo limits are discussed
in Section 5.1. Their colimit analogues are discussed in Section 5.2. 2-limits and
2-colimits are discussed in Section 5.3. The Duskin nerve, which associates to each
small bicategory a simplicial set, is the subject of Section 5.4. The Lack-Paoli 2-
nerve, which associates to each small bicategory a simplicial category, is discussed
in Section 5.5.
We remind the reader that the Bicategorical Pasting Theorem 3.6.6 and Con-
vention 3.6.7 are used to interpret pasting diagrams.
5.1. Bilimits
In this section we discuss lax and pseudo (bi)limits for bicategories.
Motivation 5.1.1. Suppose F ∶ C D is a functor between 1-categories with C
small. Recall that a limit of F is a pair (L,pi) with
● L an object in D, and
● pi ∶ ∆L F a natural transformation from the constant functor ∆L ∶
C D at L
such that, for each object X in D, the map
D(X, L) Nat(∆X , F)pi∗≅
given by post-composition with pi is a bijection. To extend the concept of limits to
bicategories, we will use
● the constant pseudofunctor in place of the constant functor ∆L, and
● lax transformations in place of natural transformations.
Moreover, the bicategorical analogue of the map pi∗ is a functor. We will ask that
it be an equivalence of categories instead of a bijection. There are several varia-
tions where we ask that pi∗ be an isomorphism of categories and/or use strong
transformations. ◇
Definition 5.1.2. Suppose F ∶ A B is a lax functor between bicategories with
A0 a set, and L is an object in B.
(1) Define the category
Conelax(∆L, F) = Bicat(A,B)(∆L, F)
in which:
● ∆L ∶ A B is the constant pseudofunctor at L in Definition 4.1.23.
● Bicat(A,B) is the bicategory in Theorem 4.4.11.
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An object in Conelax(∆L, F) is called a lax cone of L over F.
(2) Suppose F is a pseudofunctor. Define the category
Coneps(∆L, F) = Bicatps(A,B)(∆L, F)
in which Bicatps(A,B) is the bicategory in Corollary 4.4.13. An object in
Coneps(∆L, F) is called a pseudocone of L over F. ◇
Explanation 5.1.3. In Definition 5.1.2, a lax cone pi ∶ ∆L F is a lax transfor-
mation as in Definition 4.2.1. More explicitly, it is determined by the following
data:
Components: It has a component 1-cell piA ∈ B(L, FA) for each object A ∈ A.
Lax Naturality Constraints: For each 1-cell f ∈ A(A,A′), it has a component 2-cell
L L
FA FA′
1L
piA piA′
F f
⇒pi f
in B(L, FA′).
These data are required to satisfy the following three conditions.
Naturality of pi f : For each 2-cell θ ∶ f g in A(A,A′), the equality
FA FA′
L L
=
FA FA′
L L
piA
F f
1L
piA′ piA
F f
Fg
1L
piA′
⇒pi f
⇒pig
⇒Fθ
of pasting diagrams holds in B(L, FA′).
Lax Unity: For each object A ∈ A, the pasting diagram equality
FA FA
L L
=
FA FA
L L
1L
piApiA
1FA
F1A
1L
piApiA
1FA
piA
⇒pi1A
⇒F
0
⇒
ℓ
⇒
r−1
holds in B(L, FA).
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Lax Naturality: For 1-cells f ∈ A(A,A′) and g ∈ A(A′,A′′), the equality
FA
FA′
FA′′
L L
=
FA
FA′
FA′′
L
L
L
F f Fg
F(g f )
1L
piA piA′′
F f Fg
1L
1L 1L
piA
piA′
piA′′
⇒pig f
⇒F
2
⇒ℓ
⇒pi f ⇒pig
of pasting diagrams holds in B(L, FA′′).
Moreover, if F is a pseudofunctor, then a pseudocone pi ∶ ∆L F is a strong
transformation, which is as above with each component 2-cell pi f invertible. ◇
Explanation 5.1.4. In Definition 5.1.2, a morphism of lax cones
Γ ∶ pi φ ∈ Conelax(∆L, F)
is a modification between lax transformations as in Definition 4.4.1. More explic-
itly, it consists of a component 2-cell
ΓA ∶ piA φA in B(L, FA)
for each object A in A, that satisfies the modification axiom
FA FA′
L L
=
FA FA′
L L
1L
φA′piA′piA
F f
1L
φA′φApiA
F f
⇒
pi f
⇒
ΓA′
⇒
ΓA
⇒
φ f
for each 1-cell f ∈ A(A,A′). Amorphism of pseudocones is amodification between
strong transformations, which is described in exactly the same way. ◇
To define bilimits, we need a suitable analogue of the map pi∗ in Motiva-
tion 5.1.1, for which we need some preliminary observations.
Lemma 5.1.5. Suppose f ∈ B(X,Y) is a 1-cell, and A is another bicategory. Then f
induces a strong transformation
(5.1.6) ∆X
∆ f
∆Y ∶ A B
with:
● f as each component 1-cell;
● lax naturality constraint
(∆ f )g = r−1f ℓ f ∶ 1Y f f1X
for each 1-cell g in A.
Proof. To be more precise:
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● The strong transformation∆ f has component 1-cell
(∆ f )A = f ∶ (∆X)A = X Y = (∆Y)A
for each object A in A.
● For each 1-cell g ∈ A(A, B), its component 2-cell (∆ f )g is the composite
as displayed below.
X X
Y Y
1X
ff
1Y
f⇒
ℓ f ⇒
r−1f
The naturality of (∆ f )g with respect to g (4.2.5) follows from the fact that (∆ f )g is
independent of g and that ∆X and∆Y have only component identity 2cells.
The lax unity axiom (4.2.2) for ∆ f holds because both (∆X)0 and (∆Y)0 are
componentwise identity 2-cells of identity 1-cells. The lax naturality axiom (4.2.3)
for∆ f means the commutativity of the outermost diagram below.
(1Y1Y) f 1Y(1Y f ) 1Y f 1Y( f1X) (1Y f )1X
f1X
1Y f f f1X f (1X1X) ( f1X)1X
ℓ1Y
∗1
a
ℓ1Y f
1∗ℓ f 1∗r
−1
f
ℓ f
a−1
ℓ f1X
ℓ f ∗1
r−1f ∗1
1
ℓ f r−1f
1∗ℓ1X
a
The upper left and the upper right triangles are commutative by the left unity
property in Proposition 2.2.4. The other three sub-diagrams are commutative by
the naturality of ℓ twice and the unity axiom (2.1.4). 
Lemma 5.1.7. Each 2-cell α ∶ f g in B(X,Y) induces a modification
∆ f ∆g
∆α
with component 2-cell
(∆ f )A = f g = (∆g)Aα
for each object A in A.
Proof. The component 2-cells of ∆ f and ∆g are r
−1
f ℓ f and r
−1
g ℓg, respectively. The
modification axiom (4.4.2) for ∆α follows from the naturality of ℓ and r. 
Lemma 5.1.8. For vertically composable 2-cells α ∶ f g and β ∶ g h in B, the
equality
∆βα =∆β∆α
holds, in which the right-hand side is the vertical composite of modifications in Defini-
tion 4.4.5.
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Proof. The two modifications involved have component 2-cells βα. 
In Exercise 5.6.1 the reader is asked to prove the next assertion.
Proposition 5.1.9. For bicategories A and B with A0 a set, there is a strict functor
B Bicatps(A,B)∆
defined by
● Definition 4.1.23 on objects,
● Lemma 5.1.5 on 1-cells, and
● Lemma 5.1.7 on 2-cells,
with Bicatps(A,B) the bicategory in Corollary 4.4.13.
Proposition 5.1.10. Suppose F ∶ A B is a lax functor between bicategories with A0
a set, L an object in B, and pi ∶∆L F a lax cone of L over F.
(1) For each object X in B, there is a functor
B(X, L) Conelax(∆X , F)pi∗
induced by post-composition with pi.
(2) If F is a pseudofunctor with pi a pseudocone, then there is an induced functor
B(X, L) Coneps(∆X, F)pi∗
defined in the same way.
Proof. To be precise, the functor pi∗ is defined as follows.
● pi∗ sends each 1-cell f ∈ B(X, L) to the horizontal composite
∆X ∆L F
∆ f pi
as in Definition 4.2.15with∆ f the induced strong transformation in Lemma 5.1.5.
● pi∗ sends each 2-cell α ∶ f g in B(X, L) to the whiskering 1pi ∗∆α in
Bicat(A,B), as displayed below
∆X ∆L F,
∆ f
∆g
pi⇒
∆α
with∆α the induced modification in Lemma 5.1.7.
The assignment pi∗ preserves identity morphisms by the equalities
1pi ∗∆1 f = 1pi ∗ 1∆ f = 1pi∆ f
for each 1-cell f ∈ B(X, L). The first equality follows from the definition of ∆α in
Lemma 5.1.7, and the second equality is from Lemma 4.4.8.
That pi∗ preserves compositions follows from the equalities
1pi ∗∆βα = 1pi ∗ (∆β∆α) = (1pi ∗∆β)(1pi ∗∆α).
The first equality is from Lemma 5.1.8, and the second equality follows from the
bicategory axioms (2.1.7) and (2.1.9) in Bicat(A,B). This proves the first assertion.
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The exact same proof also works in the other case with F a pseudofunctor and pi a
pseudocone, by the strong case in Lemma 4.2.19. 
Definition 5.1.11. Suppose F ∶ A B is a lax functor between bicategories with
A0 a set.
(1) A lax bilimit of F is a pair (L,pi) with
● L an object in B, and
● pi ∶∆L F a lax cone of L over F,
such that for each object X in B, the functor
(5.1.12) B(X, L) Conelax(∆X , F)pi∗≃
in Proposition 5.1.10 is an equivalence of categories.
(2) A lax limit of F is a pair (L,pi) as in the previous item such that pi∗ in
(5.1.12) is an isomorphism of categories.
Suppose in addition that F is a pseudofunctor.
(1) A pseudo bilimit of F is a pair (L,pi) with
● L an object in B, and
● pi ∶∆L F a pseudocone of L over F,
such that for each object X in B, the functor
(5.1.13) B(X, L) Coneps(∆X , F)pi∗≃
in Proposition 5.1.10 is an equivalence of categories.
(2) A pseudo limit of F is a pair (L,pi) as in the previous item such that pi∗ in
(5.1.13) is an isomorphism of categories. ◇
Explanation 5.1.14. In the definition of a lax bilimit (resp., lax limit) (L,pi) of a
lax functor F ∶ A B, for an object X in B, asking that the functor pi∗ in (5.1.12)
be an equivalence (resp., isomorphism) of categories is equivalent to asking that
it be both (i) essentially surjective (resp., bijective) on objects and (ii) fully faithful
on morphisms, which are defined after Definition 1.1.14. Let us describe these
conditions explicitly for the functor pi∗.
Essentially Surjective: The functor pi∗ is essentially surjective if, for each lax cone
θ ∶∆X F, there exist
● a 1-cell f ∈ B(X, L) and
● an invertible modification
pi∗ f = pi∆ f θ.
Γ
≅
Explicitly, for each object A in A, Γ has an invertible component 2-cell
X
L
FA
f piA
θA
⇒
ΓA
in B(X, FA).
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The modification axiom for Γ states that, for each 1-cell g ∈ A(A, B),
the equality of pasting diagrams
(5.1.15)
X X
L L
FA FB
1X
f
θB
f
f
1L
piA piB
Fg
⇒pig
⇒ℓ f
⇒
r
−1
f
⇒
ΓB
=
X X
L
FA FB
1X
θA θB
f
piA
Fg
⇒θg
⇒
ΓA
holds in B(X, FB).
In the case of a lax limit of F, essential surjectivity is replaced by the
condition that pi∗ be a bijection on objects. In other words, for each lax
cone θ as above, there is a unique 1-cell f ∈ B(X, L) such that pi∆ f = θ.
Fully Faithful: The functor pi∗ is fully faithful if for
● each pair of 1-cells e, f ∈ B(X, L) and
● each modification Γ ∶ pi∆e pi∆ f ,
there exists a unique 2-cell
(5.1.16) e f
α
such that Γ = 1pi ∗∆α.
In this case, for each object A in A, the component 2-cell ΓA is the whisker-
ing 1piA ∗ α as in the diagram
X L FA
e
f
piA⇒
α
in B(X, FA).
Similarly, if F is a pseudofunctor, then the functor pi∗ in (5.1.13) is an equiva-
lence (resp., isomorphism) if and only if it is (i) essentially surjective (resp., bijec-
tive) on objects and (ii) fully faithful on morphisms. These two conditions have
the same meaning as above, with (i) applied to a pseudocone θ ∶∆X F. ◇
Motivation 5.1.17. In 1-category theory, a limit, if it exists, is unique up to an
isomorphism. We now observe that a lax bilimit, if it exists, is unique up to an
equivalence. ◇
Definition 5.1.18. In a bicategory B, a 1-cell f ∈ B(X,Y) is said to be invertible or
an equivalence if there exist
● a 1-cell g ∈ B(Y,X), called an inverse of f , and
● invertible 2-cells 1X ≅ g f and 1Y ≅ f g. ◇
Theorem 5.1.19. Suppose F ∶ A B is a lax functor between bicategories with A0
a set. Suppose (L,pi) and (L,pi) are lax cones over F that satisfy one of the following
statements.
(1) Both (L,pi) and (L,pi) are lax bilimits of F.
(2) Both (L,pi) and (L,pi) are lax limits of F.
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(3) F is a pseudofunctor, and (L,pi) and (L,pi) are both pseudo bilimits of F.
(4) F is a pseudofunctor, and (L,pi) and (L,pi) are both pseudo limits of F.
Then there exist
● an equivalence f ∈ B(L, L) and
● an invertible modification pi∆ f ≅ pi.
Proof. For the first assertion, since (L,pi) is a lax bilimit of F and since (L,pi) is an-
other lax cone over F, the essential surjectivity of the functor pi∗ in (5.1.12) implies
that there exist
● a 1-cell g ∈ B(L, L) and
● an invertible modification Γ ∶ pi∆g pi.
≅
Reversing the roles of (L,pi) and (L,pi), we obtain
● a 1-cell f ∈ B(L, L) and
● an invertible modification Γ ∶ pi∆ f pi.
≅
We will show that this 1-cell f is an equivalence with g as an inverse.
We define a modification
(5.1.20) pi∆1L pi∆g f
Σ
whose component 2-cell ΣA, for each object A in A, is the composite of the pasting
diagram on the left-hand side below
(5.1.21)
L
L
L L
FA
1L
piA
f
f
piA
g
piA
⇒
r f
⇒
Γ
−1
A
⇒
Γ
−1
A
piA1L piA(g f )
(piA f )1L
piA( f1L)
(piAg) f
ΣA
Γ
−1
A ∗ 1
a Γ−1A ∗ r f
a
with the right normalized bracketing for the codomain. In other words, ΣA is
the vertical composite in B(L, FA) on the right-hand side in (5.1.21), with each a
denoting a component of the associator in B.
Similarly, we define a modification
(5.1.22) pi∆1
L
pi∆ f g
Σ
whose component 2-cell ΣA is the composite of the pasting diagram
L
L
L L
FA
1
L
piA
g
g
piA
f
piA
⇒
rg
⇒
Γ
−1
A
⇒
Γ
−1
A
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with the right normalized bracketing for the codomain. In Lemma 5.1.23 below,
we will show that Σ and Σ actually satisfy the modification axiom, so they are
indeed modifications. Since their components are composites of invertible 2-cells,
they are invertible modifications.
The fully faithfulness (5.1.16) of the functors pi∗ and pi∗ now imply the exis-
tence of invertible 2-cells 1L ≅ g f and 1L ≅ f g, completing the proof.
The second assertion follows from the first assertion and the fact that each lax
limit is also a lax bilimit, since each isomorphism of categories is also an equiv-
alence. The assertions for pseudo (bi)limits are proved by the same argument as
above for lax (bi)limits. 
Lemma 5.1.23. Σ in (5.1.20) and Σ in (5.1.22) satisfy the modification axiom.
Proof. We will prove the assertion for Σ; the proof for Σ is similar. The reader is
asked to check it in Exercise 5.6.3.
By the definition of ΣA in (5.1.21), the modification axiom (4.4.2) for Σ is the
equality of pasting diagrams
(5.1.24)
L L
L L L
L
FA FB
1L
1L 1L f
piB g
1L
piA
piB
f
Fh
piB
⇒
r f
⇒pih
⇒
Γ
−1
B
⇒
Γ
−1
B
=
L L
L L L
L L
FA FB
1L
1L f
g
piA
Fh
piB
f
1
Lf
piA g
1L
piA
⇒
r f ⇒r−1f ℓ f
⇒
r−1g ℓg
⇒
Γ
−1
A
⇒
Γ
−1
A
⇒
pih
for each 1-cell h ∈ A(A, B). For convenience, we refer to the pasting diagram on
the left-hand side of (5.1.24) as Σ1, and the one on the right as Σ2. In Σ1, the upper
left quadrilateral is filled by the identity 2-cell of 1L. To prove the equality (5.1.24),
we will start with Σ2 and work toward Σ1.
For the upper part of Σ2, there is a commutative diagram
(1
L
f )1L
1
L
( f1L) f1L
1
L
f f
ℓ f∗1a−1
ℓ f1L
1∗r f
ℓ f
r−1f
in which:
● The top triangle is commutative by the left unity property in Proposi-
tion 2.2.4.
● The bottom half is commutative by the naturality of ℓ.
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Applying this commutative diagram to the top of Σ2 and augmenting Σ2 by ΓB
along its right edge, we obtain the pasting diagram Σ3 on the left-hand side below.
L
L
L L
L L
FA FB
1L f
g
piA
Fh
piB
1
L
f
piA g
1L
piA
piB
⇒ℓ f
⇒
r−1g ℓg⇒
Γ
−1
A
⇒
Γ
−1
A
⇒
pih
⇒
ΓB
=
L
L
L L
L
FA FB
1L f
piA
Fh
1
L
f
piA g
piA
piB
piA
⇒ℓ f
⇒
ΓA
⇒
Γ
−1
A
⇒
Γ
−1
A
⇒
pih
The above equality follows by applying the modification axiom (5.1.15) for Γ to
the right half of Σ3. The pasting diagram on the right-hand side above is called Σ4.
In the middle of Σ4, the composite ΓAΓ
−1
A is the identity 2-cell of piA.
Augmenting Σ4 by r
−1
f along the top edge and then by ΓB along the resulting
right edge, we obtain the pasting diagram Σ5 on the left-hand side below.
L L
L
L
L
FA FB
1L f
1L
f
f
piA
Fh
piB
1
L
piA
piB⇒
ℓ f
⇒
r−1f
⇒
Γ
−1
A
⇒
pih
⇒
ΓB
=
L L
L
L
FA FB
1L
1L
f
piA
Fh
piA
piB
piA⇒
Γ
−1
A
⇒
ΓA
⇒
pih
The above equality follows by applying the modification axiom (5.1.15) for Γ to
the right half of Σ5. The pasting diagram on the right-hand side above is called Σ6.
Since ΓAΓ
−1
A = 1piA , the composite of Σ6 is pih ∗ 1L.
If we apply the above sequence of operations—namely, augmenting by ΓB,
followed by r−1f and then ΓB—to Σ1, the result is also pih ∗ 1L by the definition of
Σ1. Since the 2-cells ΓB, ΓB, and r f are invertible, it follows that Σ1 = Σ2. 
5.2. Bicolimits
In this section we discuss various colimits for bicategories.
Motivation 5.2.1. Suppose F ∶ C D is a functor between 1-categories with C
small. Recall that a colimit of F is a limit of the opposite functor Fop ∶ Cop Dop.
We adapt this concept in the setting of bicategories. ◇
The following definition will refer to concepts from Definition 5.1.11.
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Definition 5.2.2. Suppose F ∶ A B is a lax functor between bicategories withA0
a set. Suppose Fop ∶ Aop Bop is the opposite lax functor of F in Example 4.1.10.
(1) For each object L in B, define the category
(5.2.3) Coneop(F,∆L) = Bicat(Aop,Bop)(∆L, Fop),
in which on the right-hand side ∆L ∶ Aop Bop denotes the constant
pseudofunctor at L regarded as an object in Bop. An object in this category
is called an oplax cone of L under F.
(2) A lax bicolimit of F is a lax bilimit of Fop.
(3) A lax colimit of F is a lax limit of Fop.
Suppose, in addition, that F is a pseudofunctor.
(1) A pseudo bicolimit of F is a pseudo bilimit of Fop.
(2) A pseudo colimit of F is a pseudo limit of Fop. ◇
Let us unwrap the above concepts.
Explanation 5.2.4 (Oplax Cones). An oplax cone of L under F is by definition a lax
transformation∆L F
op for lax functors Aop Bop. By Lemma 4.3.9 such an
oplax cone is the same as an oplax transformation F ∆L between lax functors
A B. Using Definition 4.3.1, an oplax cone α ∶ F ∆L of L under F consists
of the following data.
Component 1-Cells: αA ∈ B(FA, L) for each object A ∈ A.
Component 2-Cells: α f ∈ B(FA, L) as in
FA FB
L L
F f
αBαA
1L
⇒α f
for each 1-cell f ∈ A(A, B), that is natural in f in the sense of (4.3.5).
These data satisfy:
● the oplax unity axiom (4.3.2) with G1X and G0 replaced by 1L and 11L ,
respectively;
● the oplax naturality axiom (4.3.3) with G(g f ), G f , and Gg replaced by 1L,
and G2 replaced by ℓ1L . ◇
Explanation 5.2.5 (Morphisms of Oplax Cones). A morphism of oplax cones is a
modification as in Definition 4.4.1 between lax transformations∆L F
op. More
explicitly, a morphism Γ ∶ α β of oplax cones of L under F consists of a com-
ponent 2-cell
ΓA ∶ αA βA in B(FA, L)
for each object A in A, that satisfies the modification axiom
FA FB
L L
=
FA FB
L L
F f
αBαAβA
1L
F f
αBβBβA
1L
⇒α f
⇒
ΓA
⇒β f
⇒
ΓB
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in B(FA, L) for each 1-cell f ∈ A(A, B). ◇
Explanation 5.2.6 (Lax Bicolimits). Lax bilimits of a lax functor F ∶ A B have
to do with the category Bicat(A,B)(∆L, F) for an object L in B. Therefore, lax
bicolimits of F have to do with the category Coneop(F,∆L) of oplax cones of L
under F. Explicitly, a lax bicolimit of F is a pair (L,pi) consisting of
● an object L in B, and
● an oplax cone pi ∶ F ∆L of L under F,
such that for each object X in B, the functor
(5.2.7) B(L,X) Coneop(F,∆X)pi∗≃
induced by pre-composition with pi, is an equivalence of categories. This means
that pi∗ is essentially surjective and fully faithful.
Essentially Surjective: The functor pi∗ is essentially surjective if, for each oplax
cone θ ∶ F ∆X of X under F, there exist
● a 1-cell f ∈ B(L,X) and
● an invertible modification
∆ f pi θ.
Γ
≅
Explicitly, for each object A in A, Γ has an invertible component 2-cell
XL
FA
f
piA
θA
⇒
ΓA
in B(FA,X).
The modification axiom for Γ states that, for each 1-cell g ∈ A(A, B),
the equality of pasting diagrams
X X
L L
FA FB
1X
f
θA
f
1L
piA piB
Fg
⇒pig
⇒
ℓ
−1r
⇒
ΓA
=
X X
L
FA FB
1X
θA θB
f
piB
Fg
⇒θg
⇒
ΓB
holds in B(FA,X).
Fully Faithful: The functor pi∗ is fully faithful if for
● each pair of 1-cells e, f ∈ B(L,X) and
● each modification Γ ∶∆epi ∆ f pi,
there exists a unique 2-cell
e f
α
such that Γ =∆α ∗ 1pi.
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In this case, for each object A in A, the component 2-cell ΓA is the whisker-
ing α ∗ 1piA as in the diagram
XLFA
e
f
piA ⇒
α
in B(FA,X).
Similarly, a lax colimit of F is a pair (L,pi) as above such that pi∗ in (5.2.7) is
an isomorphism of categories. In this case, essential surjectivity is replaced by the
condition that pi∗ be a bijection on objects. In other words, for each oplax cone
θ ∶ F ∆X, there is a unique 1-cell f ∈ B(L,X) such that∆ f pi = θ. ◇
Explanation 5.2.8 (Pseudo Bicolimits). For a pseudofunctor F ∶ A Bwith A0 a
set, pseudo bilimits of F have to do with the category Bicatps(A,B)(∆L, F) for an
object L in B. Therefore, pseudo bicolimits of F have to do with the category
Bicatps(Aop,Bop)(∆L, Fop),
whose objects are called op-pseudocones of L under F. They are oplax transforma-
tions F ∆L as in Explanation 5.2.4 with invertible component 2-cells.
A pseudo bicolimit of F is a pair (L,pi) consisting of
● an object L in B, and
● an op-pseudocone pi ∶ F ∆L of L under F,
such that for each object X in B, the functor
(5.2.9) B(L,X) Bicatps(Aop,Bop)(∆X, Fop)pi∗≃
induced by pre-composition with pi, is an equivalence of categories. This can
be explicitly described as in Explanation 5.2.6 with oplax cones replaced by op-
pseudocones.
Similarly, a pseudo colimit of F is a pair (L,pi) as above such that pi∗ in (5.2.9)
is an isomorphism of categories. In this case, essential surjectivity is replaced by
bijectivity on objects. ◇
Corollary 5.2.10. Suppose F ∶ A B is a lax functor between bicategories with A0 a
set. Suppose (L,pi) and (L,pi) are oplax cones under F that satisfy one of the following
statements.
(1) Both (L,pi) and (L,pi) are lax bicolimits of F.
(2) Both (L,pi) and (L,pi) are lax colimits of F.
(3) F is a pseudofunctor, and (L,pi) and (L,pi) are both pseudo bicolimits of F.
(4) F is a pseudofunctor, and (L,pi) and (L,pi) are both pseudo colimits of F.
Then there exist
● an equivalence f ∈ B(L, L) and
● an invertible modification∆ f pi ≅ pi.
Proof. Both (L,pi) and (L,pi) are lax/pseudo (bi)limits of the lax functor Fop ∶
Aop Bop. By Theorem 5.1.19 there exist (i) an equivalence f ∈ Bop(L, L), which
is the same as an equivalence in B(L, L), and (ii) an invertible modification Γ ∶
∆ f pi ≅ pi. 
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5.3. 2-Limits
In this section we discuss 2-(co)limits in the context of 2-categories. Recall
from Section 2.3 that a 2-category is a bicategory whose associator, left unitor, and
right unitor are all identity natural transformations. In particular, the objects, the
1-cells, and the horizontal composition in a 2-category form a 1-category. The
corresponding concepts of 2-functors and 2-natural transformations are in Defini-
tions 4.1.2 and 4.2.1. For an object X in a 2-category B, with A another 2-category,
note that the constant pseudofunctor ∆X ∶ A B in Definition 4.1.23 is a 2-
functor, called the constant 2-functor at X.
Definition 5.3.1. Suppose F ∶ A B is a 2-functor between 2-categories with A0
a set.
(1) For an object L in B, define the category 2Cone(∆L, F) with:
● 2-natural transformations ∆L F as objects;
● modifications between them as morphisms;
● vertical composition of modifications in Definition 4.4.5 as the com-
position;
● the identity modifications as the identity morphisms.
An object in 2Cone(∆L, F) is called a 2-cone of L over F.
(2) A 2-limit of F is a pair (L,pi) with
● L an object in B, and
● pi ∶∆L F a 2-cone of L over F,
such that for each object X in B, the functor
(5.3.2) B(X, L) 2Cone(∆X, F),pi∗≅
induced by post-composition with pi, is an isomorphism of categories.
(3) A 2-colimit of F is a 2-limit of the opposite 2-functor Fop ∶ Aop Bop of
F as in Example 4.1.10.
(4) For an object L in B, define the category 2Cone(F,∆L) with:
● 2-natural transformations F ∆L as objects;
● modifications between them as morphisms;
● vertical composition of modifications as the composition;
● the identity modifications as the identity morphisms.
An object in 2Cone(F,∆L) is called a 2-cocone of L under F. ◇
Explanation 5.3.3 (2-Cones). Analogous to Explanation 5.1.3, for an object L in B, a
2-conepi ∶∆L F of L over F is determined by a component 1-cellpiA ∈ B(L, FA)
for each object A ∈ A, such that the following two conditions are satisfied.
(1) For each 1-cell f ∈ A(A,A′), the diagram
L
FA FA′
piA piA′
F f
in B(L, FA′) is commutative.
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(2) For each 2-cell θ ∶ f g in A(A,A′), the equality
L
FA FA′
piA piA′
F f
=
L
FA FA′
piA piA′
F f
Fg
⇒Fθ
holds, in which an unlabeled region means an identity 2-cell.
Similar to Explanation 5.1.4, a morphism of 2-cones
Γ ∶ pi φ ∈ 2Cone(∆L, F)
is a modification between 2-natural transformations with a component 2-cell
ΓA ∶ piA φA in B(L, FA)
for each object A in A, that satisfies the modification axiom
L
FA′
φA′piA′ ⇒
ΓA′
=
L
FA
FA′
φApiA
F f
⇒
ΓA
for each 1-cell f ∈ A(A,A′). ◇
Explanation 5.3.4 (2-Limits). In Definition 5.3.1, a pair (L,pi), with pi ∶ ∆L F
a 2-cone of L over F, is a 2-limit of the 2-functor F ∶ A B if and only if for each
object X in B the following two conditions hold.
Objects: The functor pi∗ in (5.3.2) is bijective on objects. This means that for each
2-cone θ ∶ ∆X F as in Explanation 5.3.3, there exists a unique 1-cell
f ∈ B(X, L) such that, for each object A in A, the component 1-cell θA
factors as the horizontal composite
X FA
L
θA
f piA
in B(X, FA).
Morphisms: The functor pi∗ is bijective on morphisms. This means that for
● each pair of 1-cells e, f ∈ B(X, L) and
● each modification Γ ∶ pi∆e pi∆ f ,
there exists a unique 2-cell α ∶ e f such that
Γ = 1pi ∗∆α.
In this case, ΓA = 1piA ∗ α in B(X, FA) for each object A in A. ◇
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Explanation 5.3.5 (2-Cocones). Similar to Explanation 5.3.3, for an object L in B,
a 2-cocone pi ∶ F ∆L of L under F is determined by a component 1-cell piA ∈
B(FA, L) for each object A ∈ A, such that the following two conditions are satisfied.
(1) For each 1-cell f ∈ A(A,A′), the diagram
FA FA′
L
F f
piA piA′
in B(FA, L) is commutative.
(2) For each 2-cell θ ∶ f g in A(A,A′), the equality
L
FA FA′
piA piA′
F f
=
L
FA FA′
piA piA′
Fg
F f
⇒
Fθ
holds, in which an unlabeled region means an identity 2-cell.
Similar to Explanation 5.1.4, a morphism of 2-cocones
Γ ∶ pi φ ∈ 2Cone(F,∆L)
is a modification with a component 2-cell
ΓA ∶ piA φA in B(FA, L)
for each object A in A, that satisfies the modification axiom
L
FA
φApiA ⇒
ΓA
=
L
FA′
FA
φA′piA′
F f
⇒
ΓA′
for each 1-cell f ∈ A(A,A′). ◇
Explanation 5.3.6 (2-Colimits). In Definition 5.3.1, a pair (L,pi), with pi ∶ F ∆L
a 2-cocone of L under F, is a 2-colimit of the 2-functor F ∶ A B if and only if for
each object X in B the following two conditions hold.
(1) For each 2-cocone θ ∶ F ∆X as in Explanation 5.3.5, there exists a
unique 1-cell f ∈ B(L,X) such that, for each object A in A, the component
1-cell θA factors as the horizontal composite
L
FA
X
f
piA
θA
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in B(FA,X).
(2) For
● each pair of 1-cells e, f ∈ B(L,X) and
● each modification Γ ∶∆epi ∆ f pi,
there exists a unique 2-cell α ∶ e f such that
Γ =∆α ∗ 1pi.
In this case, ΓA = α ∗piA in B(FA,X) for each object A in A. ◇
In Exercise 5.6.4, the reader is asked to prove the following uniqueness result
for 2-(co)limits.
Proposition 5.3.7. Suppose F ∶ A B is a 2-functor between 2-categories with A0 a
set.
(1) Suppose (L,pi) and (L,pi) are both 2-limits of F. Then there exists an isomor-
phism f ∶ L L such that
piA f = piA
in B(L, FA) for each object A in A.
(2) Suppose (L,pi) and (L,pi) are both 2-colimits of F. Then there exists an isomor-
phism f ∶ L L such that
fpiA = piA
in B(FA, L) for each object A in A.
Explanation 5.3.8. A 2-functor F ∶ A B between 2-categories with A0 a set
may also be regarded as a lax functor or a pseudofunctor between bicategories.
Therefore, there are five kinds of limits for F:
● lax (bi)limit and pseudo (bi)limit in Definition 5.1.11;
● 2-limit in Definition 5.3.1.
In general, these limits are different. We will illustrate this point in the following
example. Similarly, there are five kinds of colimits for F: lax (bi)colimit, pseudo
(bi)colimit, and 2-colimit. ◇
Example 5.3.9 (2-, Lax (bi)-, and Pseudo (bi)-pullbacks). Consider the category C
with three objects and two non-identity morphisms, as displayed below.
C1 C0 C2
c1 c2
We regard C also as a locally discrete 2-category, i.e., a 2-category with no non-
identity 2-cells. Suppose F ∶ C A is a 2-functor, which is uniquely determined
by the data
FC1 FC0 FC2
Fc1 Fc2
consisting of three objects {FC0, FC1, FC2} and two 1-cells {Fc1, Fc2} in A.
2-Cone and 2-Pullback: For an object L in A, a 2-cone pi ∶ ∆L F is uniquely
determined by three component 1-cells pii ∶ L FCi that make the dia-
gram
L
FC1 FC2
FC0
pi1
pi0
pi2
Fc1 Fc2
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in A commutative.
A 2-limit of F, which is also called a 2-pullback, is such a pair (L,pi)
such that the two conditions in Explanation 5.3.4 are satisfied for each
object X in A.
Lax Cone and Lax (Bi-)Pullback: By Explanation 5.1.3, a lax cone pi ∶∆L F is
uniquely determined by
● three component 1-cells pii ∈ A(L, FCi) for 1 ≤ i ≤ 3, and
● two component 2-cells
L
FC1 FC2
FC0
pi1
Fc1
pi2
Fc2
pi0
⇒
pic1
⇒
pic2
in A(L, FC0).
A lax bilimit of F, which is also called a lax bi-pullback, is such a pair (L,pi)
such that the two conditions in Explanation 5.1.14 are satisfied for each
object X in A.
A lax limit of F, which is also called a lax pullback, is a pair (L,pi) as
above such that the two conditions in Explanation 5.1.14 are satisfied for
each object X in A, with essential surjectivity replaced by bijectivity on
objects.
Pseudocone and Pseudo (Bi-)Pullback: A pseudocone pi ∶∆L F is a lax cone
as above with both component 2-cells pic1 and pic2 invertible. Pseudo
bilimits and pseudo limits of F are also called pseudo bi-pullbacks and
pseudo pullbacks, respectively. They are described as in the previous case,
with essential surjectivity or bijectivity on objects applied to pseudocones
instead of lax cones. ◇
5.4. Duskin Nerves
The Grothendieck nerve of a category expresses the categorical structure in
terms of a simplicial set. Grothendieck’s idea is to use categorical tools, via the
nerve construction, to study and classify homotopy n-types. In this section we dis-
cuss a nerve construction due to Duskin that expresses bicategories in simplicial
terms. We begin by recalling some basic definitions regarding simplicial objects.
Definition 5.4.1. The ordinal number category ∆ has
Objects: linearly ordered sets n = {0 < 1 < ⋯ < n} for n ≥ 0;
Morphisms: f ∶ m n order-preserving maps, i.e., f (i) ≤ f (j) if i ≤ j.
Moreover, for 0 ≤ i ≤ n, the maps
n − 1 n n+ 1d
i si
with
● di injective and omitting i ∈ n and
● si surjective and sending both i, i + 1 ∈ n to i ∈ n + 1
are called the ith coface map and the ith codegeneracy map, respectively. ◇
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Example 5.4.2. The coface and codegeneracymaps satisfy the cosimplicial identities:
djdi = didj−1 if i < j,
sjdi = disj−1 if i < j,
sjdj = Id = sjdj+1,
sjdi = di−1sj if i > j+ 1,
sjsi = sisj+1 if i ≤ j.
In fact, the coface maps, the codegeneracy maps, and the cosimplicial identities
give a generator-relation description of the category ∆. This is a consequence of
the surjection-injection factorization of functions. Moreover, regarding each n as a
small category, there is a full embedding ∆ Cat. ◇
Definition 5.4.3. For a category C, the diagram category C∆
op
is called the category
of simplicial objects in C.
● Its objects, called simplicial objects, are functors X ∶ ∆op C. The object
X(n) is written as Xn, and is called the object of n-simplices.
● Its morphisms, called simplicial maps, are natural transformations between
such functors.
If C = Set, then Set∆
op
is called the category of simplicial sets. ◇
Example 5.4.4. Since the coface maps, the codegeneracy maps, and the cosimpli-
cial identities completely describe ∆, a simplicial object X in C is uniquely deter-
mined by the objects {Xn}n≥0 and the morphisms
Xn−1 Xn Xn+1
di si
for 0 ≤ i ≤ n,
called the ith face and the ith degeneracy, satisfying the simplicial identities:
didj = dj−1di if i < j,
disj = sj−1di if i < j,
djsj = Id = dj+1sj,
disj = sjdi−1 if i > j+ 1,
sisj = sj+1si if i ≤ j.
A simplicial map f ∶ X Y between simplicial objects in C is uniquely deter-
mined by the level-wise morphisms fn ∶ Xn Yn for n ≥ 0 that strictly commute
with all the faces and degeneracies. ◇
As a refresher, we recall the definition of the nerve of a category.
Definition 5.4.5. The Grothendieck nerve, or just the nerve, is the functor
Ner ∶ Cat Set∆
op
that sends a small category C to the simplicial set Ner(C) defined as follows.
Simplices: For each n ≥ 0, the set
Ner(C)n = Cat(n,C)
consists of sequences of n composable morphisms
A0 A1 ⋯ An−1 An
f1 f2 fn−1 fn
in C.
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Faces: For 0 ≤ i ≤ n, the map
di ∶ Ner(C)n Ner(C)n−1
removes A0 and f1 if i = 0, removes An and fn if i = n, and composes fi
with fi+1 if 0 < i < n.
Degeneracies: For 0 ≤ i ≤ n, the map
si ∶ Ner(C)n Ner(C)n+1
replaces the object Ai by its identity morphism.
The value of Ner at a functor C D is given by the composite n C D for
each n-simplex in Ner(C). This finishes the definition of the Grothendieck nerve.
◇
Explanation 5.4.6. In particular, the 0-simplices in Ner(C) are the objects in C. The
1-simplices in Ner(C) are the morphisms in C. The 2-simplices in Ner(C) are the
composable pairs of morphisms in C. ◇
Now we define the first type of nerve of a bicategory. Recall from Theo-
rem 4.1.30 the category Bicatsu with small bicategories as objects and strictly uni-
tary lax functors as morphisms.
Definition 5.4.7. The Duskin nerve is the functor
DNer ∶ Bicatsu Set∆
op
defined as follows for a small bicategory B and n ≥ 0.
Simplices: The set
DNer(B)n = Bicatsu(n,B)
consists of strictly unitary lax functors from the small category n, re-
garded as a locally discrete bicategory, to B.
Faces: These are induced by the coface maps di ∶ n− 1 n, regarded as strict
functors between locally discrete bicategories.
Degeneracies: These are induced by the codegeneracy maps si ∶ n + 1 n, re-
garded as strict functors between locally discrete bicategories.
Morphisms: The value of DNer at a strictly unitary lax functor B B′ is given
by the composite n B B′ for each n-simplex in DNer(B).
The finishes the definition of the Duskin nerve. ◇
First we observe that the Duskin nerve restricts to the Grothendieck nerve.
Proposition 5.4.8. The diagram
Cat
Bicatsu Set∆
op
Ner
DNer
is commutative, in which the functor Cat Bicatsu regards each small category as a
locally discrete bicategory and each functor as a strict functor.
Proof. For a category C, as explained in Example 4.1.12, strictly unitary functors
n C are precisely the functors n C, so DNer(C)n = Ner(C)n. In both the
Duskin nerve and the Grothendieck nerve, the faces and the degeneracies are in-
duced by the coface maps and the codegeneracies. Similarly, DNer restricts to Ner
on morphisms. 
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To understand the Duskin nerve of a small bicategory B, we first unwrap its
lowest dimensions.
Lemma 5.4.9. DNer(B)0 is the set of objects in B.
Proof. A 0-simplex in DNer(B) is a strictly unitary lax functor F ∶ 0 B, where 0
has only one object 0, its identity 1-cell 10, and its identity 2-cell 110 . Let us write
X for the object F0 in B. We want to show that F is completely determined by the
object X. The functor
F ∶ 0(0, 0) B(X,X)
must send:
● the identity 1-cell 10 to the identity 1-cell 1X because F is strictly unitary;
● the identity 2-cell 110 to the identity 2-cell 11X by functoriality.
The only other datum is the lax functoriality constraint
F2 ∶ (F10)(F10) = 1X1X 1X = F(1010) in B(1X1X, 1X).
Since 0 has no non-identity 2-cells, the lax left unity axiom (4.1.4) implies F2 = ℓ1X ,
the left unitor at 1X. The lax right unity axiom gives F
2
= r1X , but this is already
true in B by Proposition 2.2.6. So this imposes no further conditions on F. The lax
associativity axiom (4.1.3) is the outermost diagram below
(1X1X)1X 1X(1X1X)
1X1X 1X1X
1X 1X
a
ℓ∗1 1∗ℓ
1
ℓ ℓ
1
in which every identity 2-cell is written as 1. Since ℓ1X = r1X , the top square is
already commutative in B, while the bottom square commutes by definition. So
once again this imposes no further conditions on F. 
Lemma 5.4.10. DNer(B)1 is the set of 1-cells in B.
Proof. A 1-simplex in DNer(B) is a strictly unitary lax functor F ∶ 1 B, where 1
has objects {0, 1}, their identity 1-cells and the only non-identity 1-cell f ∶ 0 1,
and their identity 2-cells. Let us write X = F0 and Y = F1. As in the proof of
Lemma 5.4.9, F preserves all the identity 1-cells and identity 2-cells, and F f is a
1-cell in B(X,Y). We want to show that there are no further restrictions on F f .
The lax left and right unity axioms (4.1.4) are the equalities
F211, f = ℓF f ∶ 1Y(F f ) = (F11)(F f ) F f ,
F2f ,10 = rF f ∶ (F f )1X = (F f )(F10) F f .
They impose no restrictions on the 1-cell F f .
For the lax associativity axiom (4.1.3), if all three 1-cells involved are identity
1-cells, which must be the same, in 1, then the previous proof shows that this im-
poses no further conditions on F. The other three cases are the outermost diagrams
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below.
((F f )1X)1X (F f )(1X1X)
(F f )1X (F f )1X
F f F f
r∗1
a
1∗ℓ
1
r r
1
(1Y(F f ))1X 1Y((F f )1X)
(F f )1X 1Y(F f )
F f F f
ℓ∗1
a
1∗r
ℓ
r ℓ
1
(1Y1Y)(F f ) 1Y(1Y(F f ))
1Y(F f ) 1Y(F f )
F f F f
ℓ∗1
a
1∗ℓ
ℓ
ℓ ℓ
1
In the first diagram, the top square is commutative by the middle unity axiom
(2.1.4), and the bottom square is commutative by definition. In each of the remain-
ing two diagrams, the top left triangle is commutative by the left unity property in
Proposition 2.2.4, and the trapezoid is commutative by the naturality of ℓ. There-
fore, they do not impose any further restriction on the 1-cell F f . 
Lemma 5.4.11. DNer(B)2 is the set of quadruples (i, j, k, θ) as in the diagram
X
Y
Z
i j
k
⇒
θ
consisting of:
● 1-cells i ∈ B(X,Y), j ∈ B(Y,Z), and k ∈ B(X,Z) for some objects X,Y, and Z
in B;
● a 2-cell θ ∶ ji k in B(X,Z).
Proof. A 2-simplex in DNer(B) is a strictly unitary lax functor F ∶ 2 B, where 2
has:
● objects {0, 1, 2},
● their identity 1-cells and three non-identity 1-cells f ∶ 0 1, g ∶ 1 2,
and g f ∶ 0 2, and
● their identity 2-cells.
Let us write
● X = F0, Y = F1, and Z = F2 for the images of the objects, and
● i = F f ∶ X Y, j = Fg ∶ Y Z, and k = F(g f ) ∶ X Z for the images
of the non-identity 1-cells.
As in the proof of Lemma 5.4.10, the lax left and right unity axioms (4.1.4) state
F211, f = ℓi, F
2
f ,10
= ri,
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and similarly for j and k. They impose no restrictions on the 1-cells i, j, and k. The
only other instance of the lax functoriality constraint is a 2-cell
θ = F2g, f ∶ (Fg)(F f ) = ji k = F(g f )
in B(X,Z). It remains to check that no further restrictions are imposed on θ.
For the lax associativity axiom (4.1.3), if at most one of the three 1-cells in-
volved is a non-identity 1-cell, then the proof of Lemma 5.4.10 shows that no fur-
ther restrictions are imposed. The only three cases left are the outermost diagrams
below.
(1Z j)i 1Z(ji)
ji 1Zk
k k
ℓ∗1
a
1∗θ
ℓ
θ ℓ
1
(ji)1X j(i1X)
k1X ji
k k
θ∗1
a
r
1∗r
r θ
1
(j1Y)i j(1Yi)
ji ji
k k
r∗1
a
1∗ℓ
θ
1
θ
1
In the first two diagrams, the upper triangles are commutative by the left and right
unity properties in Proposition 2.2.4, and the lower trapezoids are commutative by
the naturality of ℓ and r. In the third diagram, the top square is commutative by the
middle unity axiom (2.1.4), and the bottom square is commutative by definition.
Therefore, these diagrams impose no restrictions on the 2-cell θ. 
Proposition 5.4.12. Each element in DNer(B)n consists of precisely the following data.
● An object Xi ∈ B for each 0 ≤ i ≤ n.
● A 1-cell fij ∈ B(Xi,Xj) for each pair i < j in n.
● A 2-cell θijk ∶ f jk fij fik for each tuple i < j < k in n.
These data are required to make the diagram
(5.4.13)
( fkl f jk) fij fkl( f jk fij)
f jl fij fkl fik
fil fil
a
θjkl∗1 1∗θijk
θijl θikl
1
in B(Xi,Xl) commutative for each tuple i < j < k < l in n.
Proof. The cases n = 0, 1, 2 are precisely Lemmas 5.4.9 through 5.4.11. So suppose
n ≥ 3.
An n-simplex inDNer(B) is a strictly unitary lax functor F ∶ n B. We write:
● Xi = Fi for the image of each object i ∈ n;
● fij = Fxij ∈ B(Xi,Xj) for the image of the morphism xij ∶ i j in n for
i < j;
● θijk = F2x jk,xij ∶ f jk fij fik for the indicated lax functoriality constraint for
i < j < k.
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Reusing the proofs of Lemmas 5.4.9 through 5.4.11, F preserves identity 1-cells and
identity 2-cells. The lax left and right unity axioms (4.1.4) and the lax associativity
axiom (4.1.3) do not impose restrictions on F if the latter involves at most two non-
identity 1-cells in n. On the other hand, if (4.1.3) involves three non-identity 1-cells
in n, then it is the commutative diagram (5.4.13). 
Explanation 5.4.14. The commutative diagram (5.4.13) is a kind of 2-cocycle con-
dition that can be restated as the equality
Xi
Xj Xk
Xl
fij
f jk
fkl
fil
f jl
⇒
θijl
⇒
θjkl
=
Xi
Xj Xk
Xl
fij
f jk
fkl
fil
fik
⇒
θikl
⇒
θijk
of pasting diagrams. ◇
Example 5.4.15. The faces and degeneracy between the 0-simplices and the 1-
simplices are as follows. For an object X in B, regarded as a 0-simplex in DNer(B),
s0X is the identity 1-cell 1X in B(X,X). For a 1-cell f ∈ B(X,Y), regarded as a
1-simplex in DNer(B), d0 f = Y and d1 f = X. In Exercise 5.6.5 the reader is asked to
describe the other faces and degeneracies in the Duskin nerve. ◇
5.5. 2-Nerves
In this section we discuss another nerve construction, due to Lack and Paoli,
that uses 2-categorical structures of bicategories. Recall from Example 2.3.14 the 2-
category Cat of small categories, functors, and natural transformations. We regard
the category ∆op as a locally discrete 2-category as in Example 2.1.18.
Definition 5.5.1. Define the 2-category Cat∆
op
with
Objects: 2-functors ∆op Cat,
1-Cells: 2-natural transformations between such 2-functors,
2-Cells: modifications between such 2-natural transformations,
and other structures as in Definition 4.4.10. ◇
Explanation 5.5.2. A 2-functor ∆op Cat is the same thing as a functor from
the 1-category ∆op to the 1-category Cat because there are no non-identity 2-cells
in ∆op. Moreover, Cat∆
op
is a sub-2-category of the 2-category Bicat(∆op,Cat) in
Corollary 4.4.12. ◇
Recall from Theorem 4.6.13 the 2-category Bicatsupic with small bicategories as
objects, strictly unitary pseudofunctors as 1-cells, and icons as 2-cells.
Definition 5.5.3. The 2-nerve is the 2-functor
2Ner ∶ Bicatsupic Cat∆
op
defined as follows.
Objects: For a small bicategory B,
2Ner(B) ∶ ∆op Cat
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is the functor with value-category
2Ner(B)n = 2Ner(B)(n) = Bicatsupic(n,B)
for n ≥ 0. For a morphism f ∶ m n in ∆, the functor
2Ner(B)n 2Ner(B)m
is induced by pre-composition with f .
1-Cells: For a strictly unitary pseudofunctor F ∶ B C, the 2-natural transfor-
mation
2Ner(F) ∶ 2Ner(B) 2Ner(C) ∶ ∆op Cat
is induced by post-composition with F.
2-Cells: For an icon α ∶ F G with F,G ∶ B C strictly unitary pseudofunc-
tors agreeing on objects, the modification
2Ner(α) ∶ 2Ner(F) 2Ner(G)
is induced by post-whiskering with α.
This finishes the definition of the 2-nerve. ◇
In Exercise 5.6.6 the reader is asked to check that 2Ner is actually a 2-functor.
Next is the 2-nerve analogue of Proposition 5.4.12.
Proposition 5.5.4. Suppose B is a small bicategory, and n ≥ 0.
(1) Each object in 2Ner(B)n consists of precisely the following data.
● An object Xi ∈ B for each 0 ≤ i ≤ n.
● A 1-cell fij ∈ B(Xi,Xj) for each pair i < j in n.
● An invertible 2-cell θijk ∶ f jk fij fik for each tuple i < j < k in n.
These data are required to make the diagram (5.4.13) commutative for each tuple
i < j < k < l in n.
(2) Suppose
● F = ({Xi},{ fij},{θijk}) and
● G = ({Xi},{gij},{φijk})
are two objects in 2Ner(B)n. Then a morphism F G in 2Ner(B)n consists
of precisely the following: 2-cells
αij ∶ fij gij in B(Xi,Xj)
for i < j in n, such that the diagram
(5.5.5)
f jk fij gjkgij
fik gik
θijk
αjk∗αij
φijk
αik
in B(Xi,Xk) is commutative for all i < j < k in n.
Proof. For the first assertion, an object in 2Ner(B)n is a strictly unitary pseudofunc-
tor F ∶ n B. We reuse the proofs and notations of Lemmas 5.4.9 through 5.4.11
and Proposition 5.4.12, and note that every instance of the lax functoriality con-
straint F2 is an invertible 2-cell, since F is a pseudofunctor.
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For the second assertion, amorphism α ∶ F G in 2Ner(B)n is an icon, which
requires the object parts of F and G to be the same. Such an icon consists of a
natural transformation
α ∶ F G ∶ n(i, j) B(Fi, Fj) = B(Xi,Xj)
for each pair of objects i, j in n. The naturality of α is an empty condition because
n(i, j) is either empty or is a discrete categorywith one object. Since n(i, j) is empty
for i > j, we only need to consider the cases i ≤ j. If i = j, since F and G are strictly
unitary, the icon unity axiom (4.6.7) says
α1i = 11Xi
,
which is the identity 2-cell of 1Xi .
For i < j in n, α assigns to the unique object xij ∈ n(i, j) a 2-cell
αij ∶ Fxij = fij gij = Gxij in B(Xi,Xj).
The diagram (5.5.5) is the icon naturality axiom (4.6.8) for α. 
In Exercise 5.6.7 the reader is asked to describe the faces and degeneracies in
the 2-nerve.
5.6. Exercises and Notes
Exercise 5.6.1. Prove Proposition 5.1.9.
Exercise 5.6.2. In the setting of Lemma 5.1.5, suppose e ∈ B(W,X) and f ∈ B(X,Y)
are composable 1-cells in a bicategory. Prove that
∆ f∆e =∆ f e,
where the left-hand side is the horizontal composite in Definition 4.2.15.
Exercise 5.6.3. Show that Σ in (5.1.22) satisfies the modification axiom.
Exercise 5.6.4. Prove Proposition 5.3.7, i.e., that 2-limits, if they exist, are unique
up to isomorphisms.
Exercise 5.6.5. Give an explicit description of all the faces and degeneracies in the
Duskin nerve DNer(B).
Exercise 5.6.6. In Definition 5.5.3, check that the 2-nerve defines a 2-functor from
Bicatsupic to Cat∆
op
.
Exercise 5.6.7. Give an explicit description of all the faces and degeneracies in the
2-nerve 2Ner(B), i.e., the functors among the categories 2Ner(B)? corresponding
to the coface maps and the codegeneracy maps in ∆.
Notes.
5.6.8 (General References). For more discussion of bilimits and 2-limits, the reader
is referred to [BKPS89, Fio06, Kel89, Lac05, Pow89a, PR91, Str76, Str80, Str87]. ◇
5.6.9 (Bicategorical Nerves and Variants). For further properties of the Duskin
nerve and the 2-nerve, the reader is referred to the original papers [Dus02, LP08].
In [LP08], our Bicatsupic is denoted byNHom, and strictly unitary pseudofunctors
are called normal homomorphisms. More discussion of bicategorical nerves can be
found in [Gur09].
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There are many variants of the Grothendieck nerve. For example, there are
homotopy coherent nerves [CP97] for categories and nerves for strict ω-categories
[Ver11]. ◇
5.6.10 (Geometric Realizations). For a bicategory, the geometric realizations of the
Duskin nerve and of the 2-nerve are connected by a zig-zag of homotopy equiva-
lences. The reader is referred to [CCG10] for a proof of this fact. ◇

CHAPTER 6
Adjunctions and Monads
In this chapter we discuss adjoint pairs of 1-cells in a bicategory. This notion is
sometimes called internal adjunction, to emphasize that it is a structure internal to a
specific bicategory and to distinguish it from the tricategorical notion of adjunction
between bicategories, which is beyond our scope.
We give the basic definition of internal adjunctions in Section 6.1 and explain
the related notion of mates. In Section 6.2 we focus on the special case of inter-
nal equivalences (invertible pairs). Applying this theory to bicategories such as
Bicatps(B,B′) will allow us to understand biequivalences of bicategories and the
Coherence Theorem 8.4.1. In Section 6.3 we describe duality for modules over
rings as adjunctions in the bicategory Bimod. In Sections 6.4 and 6.5 we discuss
monads, 2-monads, and their algebras. We will apply this in Chapter 9 and show
that cloven fibrations, respectively split fibrations, of categories correspond to
pseudo, respectively strict, algebras over a certain 2-monad F described in Def-
inition 9.2.1.
Pasting diagrams will be an essential part of our explanation in this chapter,
and we remind the reader that Theorem 3.6.6 and Convention 3.6.7 explain how
to interpret pasting diagrams in a bicategory.
Motivation 6.0.1. Two fundamental but apparently disparate examples are unified
by the theory of adjunctions in bicategories. The first is the notion of an adjunction
between categories (cf. Definition 1.1.11). If C and D are small categories, then an
adjunction
C D
F
G

can be described in the 2-category 2Cat as certain data satisfying certain axioms
which we shall elaborate below.
The second example is the notion of dualizable object V in a monoidal cate-
gory, such as a finite-dimensional vector space V over a field k and its linear dual
V∗ =Hom
k
(V,k). Interpreted as data and axioms in a one-object bicategory, these
have the same general format as that of an adjunction. Namely, duality for the pair(V,V∗) consists of a unit and counit
kÐ→V ⊗
k
V∗
V∗ ⊗
k
V Ð→ k
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satisfying triangle axioms for the composites
V Ð→V ⊗
k
V∗ ⊗
k
V Ð→ V
V∗ Ð→V∗ ⊗
k
V ⊗
k
V∗ Ð→ V∗.
We will extend this example to modules over commutative rings in Section 6.3. ◇
6.1. Internal Adjunctions
Definition 6.1.1. An internal adjunction f ⊣ g in a bicategory B is a quadruple( f , g, η, ε) consisting of
● 1-cells f ∶ X Y and g ∶ Y X;
● 2-cells η ∶ 1X g f and ε ∶ f g 1Y.
These data are subject to the following two axioms, in the form of commutative
triangles. These are known as the triangle identities.
(6.1.2)
f 1X f (g f ) ( f g) f
1Y f
f
r f
1 f ∗ η a
−1
f ,g, f
ε ∗ 1 f
ℓ f
1X g (g f )g g( f g)
g 1Y
g
ℓg
η ∗ 1g ag, f ,g
1g ∗ ε
rg
The 1-cell f is called the left adjoint and g is called the right adjoint. The 2-cell η,
respectively ε, is called the unit, respectively counit. Often we will omit the word
internal, or refer to f and g as an adjoint pair or dual pair of 1-cells. This terminology
is motivated by examples we will discuss in Section 6.3. ◇
Explanation 6.1.3.
(1) The left-hand side of (6.1.2) is an equality in the local category B(X,Y).
We call this the left triangle identity since it begins and ends with the left
adjoint, f . The right-hand side of (6.1.2) is an equality in B(Y,X). We
call this the right triangle identity since it begins and ends with the right
adjoint, g.
(2) As discussed in Example 3.4.20, we can present the two commutative dia-
grams in (6.1.2) as two equalities of pasting diagrams with the bracketing
and associators left implicit.
(6.1.4) =
Y Y
XX
1X
1Y
f
fg⇒
η
⇒
ε
Y Y
XX
1X
1Y
f
f
⇒
1 f
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(6.1.5) =
X X
YY
1Y
1X
g
g
f
⇒
ε
⇒
η
X X
YY
1Y
1X
g
g
⇒
1g
(3) In a 2-category, the associator and unitors are identities so the triangle
identities can be expressed via the pastings above (with no associators
needed), or as the following commutative triangles.
f f g f
f
1 f ∗ η
ε ∗ 1 f
1 f
g g f g
g
η ∗ 1g
1g ∗ ε
1 f
(4) The notion of dualizable object in a monoidal category M = (M,⊗,1) is
equivalent to that of an internal adjoint in the bicategory ΣM. We will
explain this example and its generalizations in Section 6.3.
(5) Adjoints are unique up to canonical isomorphism; see Lemma 6.1.6 be-
low.
◇
Lemma 6.1.6. Let ( f , g, η, ε) and ( f , g′, η′, ε′) be two adjunctions with a common left
adjoint f . Then there is a canonical isomorphism g g′ given by
g 1X g (g′ f )g g′( f g) g′1Y g′ℓ−1 η
′ ∗ 1g a 1g′ ∗ ε r
and inverse given by
g′ 1X g
′ (g f )g g( f g) g1Y g.ℓ−1 η ∗ 1g′ a 1g ∗ ε
′
r
Proof. We use the triangle axioms for f g′ f and g f g to show that the composite
g g′ g is the identity. The other composite follows by symmetry. For
clarity, we first assume that we are working in a 2-category, so that a, ℓ, and r are
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identities. Then the diagram below shows that the composite is the identity.
g
g′ f g
g′
g f g
g f g′ f g
g f g′
g f g
g
η′ ∗ 1g
1g′ ∗ ε η ∗ 1g′
1g ∗ ε′
η ∗ 1g
η ∗ 1g′ f g
1g f ∗ η
′ ∗ 1g
1g f g′ ∗ ε
1g ∗ ε′ ∗ 1 f g
1g ∗ ε
1g f g
The three squares are instances of the middle four exchange law (2.1.9) and the
triangle is the axiom for f g′ f whiskered on both sides by g. The remaining com-
posite along the bottom is then the identity by the triangle axiom for g f g.
This is the heart of the argument in a general bicategory, and indeed by the
bicategorical Coherence Theorem 8.4.1 this argument implies the general result.
For the sake of completeness, we sketch how to incorporate general unitors r and
ℓ. Begin with the following diagram, obtained from the previous one by inserting
appropriate units.
1g′1
1g′ f g g f g′1
11g g f g′ f g g11
g f1g g1 f g
g f g
η ∗ 1g′ ∗ ε
η ∗ η′ ∗ 1g 1g ∗ ε′ ∗ ε
(∗)
Three of the squares again commute by middle four exchange (2.1.9); the final
square marked (*) commutes because it is the triangle axiom for f g′ f whiskered
on both sides by g. To complete the argument, one uses appropriate unitors and
unit axioms around the boundary.
The argument incorporating general associators is similar; one expands each
node into a commutative diagram for different bracketings, and adjusts the ex-
isting arrows appropriately. The new regions all commute by some combination
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of axioms. One can check this by hand, or apply the Coherence Theorem 8.4.1 to
guarantee there will be no obstruction to completing the diagram. 
Proposition 6.1.7. Suppose K ∶ A B is a pseudofunctor of bicategories. If ( f , g, η, ε)
is an adjunction in A, then there is an induced adjunction
K(X) K(Y)
K( f )
K(g)

in B. The unit η is given by the composite
1K(X) K(1X) K(g f ) K(g)K( f )K
0
X K(η) (K
2
g, f )
−1
and the counit ε is given by the composite
K( f )K(g) K( f g) K(1Y) 1K(Y).K
2
f ,g K(ε) (K0Y)
−1
Proof. We must verify the triangle axioms of (6.1.2). We check the triangle axiom
for K( f )K(g)K( f ) and leave the other as Exercise 6.6.1. To simplify the notation,
we let (−)′ denote K(−); for example f ′ ∶= K( f ), η′ ∶= K(η) etc.
Our verification consists of the following steps, and is shown in (6.1.8) below.
(1) We begin with the composite ℓ f ′ ○ (ε ∗ 1 f ′) ○ a−1 ○ (1 f ′ ∗ η) along the top
and right.
(2) Each of ε ∗ 1 f ′ and 1 f ′ ∗ η decomposes as a composite of three 2-cells be-
cause whiskering is functorial.
(3) We use a hexagon equivalent to the lax associativity of K, (4.1.3). Note
that we use a to denote the associators in both A and B.
(4) We use naturality of the functoriality constraint K2 in two places.
(5) We use quadrangles equivalent to the lax left and right unity axioms
(4.1.4). Note that we use r and ℓ, respectively, for the right and left unitors
in both A and B.
(6) We apply K to the left triangle identity for in A, using the functoriality of
K with respect to 2-cells.
The remaining composite along the lower left is equal to r f ′ , and that is what we
wanted to check.
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(6.1.8)
f ′1X′
f ′
f ′(1X)′ f ′(g f )′
f ′(g′ f ′)
1Y′ f
′
f ′
( f ′g′) f ′
(1Y)′ f ′
( f g)′ f ′( f (g f ))′( f1X)′
(( f g) f )′
(1Y f )′
1 f ′ ∗ η
a−1
ε ∗ 1 f ′
1 f ′ ∗K
0
X
1 f ′ ∗ η
′ 1 f ′ ∗ (K
2
g, f )
−1
K2f ,g ∗ 1 f ′
ε′ ∗ 1 f ′
(K0Y)
−1 ∗ 1 f ′
ℓ f ′
(1 f ∗ η)
′
(a−1)′
(ε ∗ 1 f )
′
ℓ
′
f
r f ′
((r f )
′)−1
K2f ,1X K
2
f ,g f
K2f g, f
K21Y, f
(r f )
′
(2)
(2)
(3)(4)
(4)
(5)
(5)
(6)

Remark 6.1.9. Note that both the unit and the counit of K( f ) ⊣ K(g) require in-
vertibility of either K2 or K0. General lax functors do not preserve adjunctions. ◇
Example 6.1.10 (Corepresented Adjunction). Let ( f , g, η, ε) be an adjunction in B
X Y
f
g

and let W be any object in B. Horizontal composition with f and g defines the
corepresentable pseudofunctors f∗ and g∗, respectively. These are described in
Corollary 4.5.3. These induce an adjunction of 1-categories between B(W,X) and
B(W,Y) with unit η∗ and counit ε∗ defined as follows.
The component of the unit η∗ at a 1-cell t ∈ B(W,X) is
t 1Xt (g f )t g( f t).ℓ
−1
t η ∗ 1t ag, f ,t
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The component of the counit ε∗ at a 1-cell s ∈ B(W,Y) is
f (gs) ( f g)s 1Ys s.a
−1
f ,g,s ε ∗ 1s ℓs
We have two ways to verify that this is indeed an adjunction. The first is to
apply Proposition 6.1.7 to the pseudofunctor
K = B(W,−) ∶ B 2Cat .
One can verify that the formulas for the unit and counit given here are those ob-
tained from Proposition 6.1.7 in this case.
The second way to verify that ( f∗, g∗, η∗, ε∗) is an adjunction is to directly
check the triangle identities (6.1.2) for an internal adjunction in the 2-category
2Cat. We leave this to the reader in Exercise 6.6.4. ◇
Example 6.1.11. If ( f , g, η, ε) is an adjunction in B, then (g, f , η, ε) is an adjunction
in Bop. One also has adjunctions in Bco and Bcoop. We leave these to the reader in
Exercise 6.6.2.
Since reversing 1-cells interchanges precomposition and postcomposition, the
argument in Example 6.1.10 applied to Bop shows that precomposition also defines
an adjunction, where precomposition with f is the right adjoint, and precomposi-
tion with g is the left adjoint. The unit and counit are given by η and ε, respectively,
using formulas similar to those of Example 6.1.10, but making use of the right un-
itor r instead of the left unitor ℓ. Note that the left unitor Bop corresponds to the
right unitor in B. ◇
If ( f , g, η, ε) is an adjunction with f ∶ X Y, then the represented adjunc-
tions given by pre- and post-composition induce isomorphisms of 2-cells; corre-
sponding 2-cells under these isomorphisms are known as mates, and defined as
follows.
Definition 6.1.12. Suppose ( f0, g0, η0, ε0) and ( f1, g1, η1, ε1) is a pair of adjunctions
in B, with f0 ∶ X0 Y0 and f1 ∶ X1 Y1. Suppose moreover that a ∶ X0 X1
and b ∶ Y0 Y1 are 1-cells in B. The mate of a 2-cell ω ∶ f1a b f0 is given by
the pasting diagram at left below. Likewise, the mate of a 2-cell ν ∶ ag0 g1b is
given by the pasting diagram at right below.
X0
X1
Y0
Y1
Y0
X1
X0
Y1
a
b
f0
f1
g0
1
g1
1
g0
a
b
g1
⇒ω
⇒ε0
⇒
η1
⇒ℓ−1
⇒
r
X0
X1
Y0
Y1
Y1
X0
Y0
X1
a
b
g0
g1
f1
1
f0
1
a
f1
f0
b
⇒ ν
⇒
ε1
⇒
η0
⇒ r−1
⇒
ℓ
This finishes the definition of mates. ◇
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Note, by the left and right unity property in Proposition 2.2.4, the unitor r can
be replaced by 1g1 ∗ rb and a different collection of implicit associators; similarly
for the other unitors.
Lemma 6.1.13. If ( f0, g0, η0, ε0) and ( f1, g1, η1, ε1) is a pair of adjunctions in B, with
f0 ∶ X0 Y0 and f1 ∶ X1 Y1, then taking mates establishes a bijection of 2-cells
B(X0,Y1)( f1a, b f0) ≅ B(Y0,X1)(ag0, g1b).
for any 1-cells a ∶ X0 X1 and b ∶ Y0 Y1.
Proof. For ω as in Definition 6.1.12, the mate of the mate of ω is the composite of
the following pasting diagram.
X0
X1
Y0
Y1
Y0
X1
X0
Y1
a
b
f0
f1
g0
1
g1
1
g0
a
b
g1
⇒ω
⇒ε0
⇒
η1
⇒ℓ−1
⇒
r
X0
Y1
X1
Y0
f0 1
1 f1
a
b
f0
f1
⇒η0
⇒ε1
⇒
ℓ
⇒
r
−1
Applying naturality of the unitors together with the left and right unity properties
of Proposition 2.2.4, the previous pasting diagram simplifies to the diagram at left
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below, and then the diagram at right.
X0
X1
Y0
Y1
Y0
X1
f0
f1
g0
1
g1
1
⇒ω
⇒ε0
⇒
η1
X0
Y1
f0
1 a
a
f1
1
a
b
b
b
⇒η0
⇒ε1
⇒
ℓ
⇒r
⇒
r
−1 ⇒
ℓ
−1
X0
X1
Y0
Y1
Y0
X1
f0
f1
g0
1
g1
1
⇒ω
⇒ε0
⇒
η1
X0
Y1
f0
1
f0
a
f1
f1
1
a
b
b
⇒η0
⇒ε1
⇒
ℓ
⇒r
⇒
r
−1
⇒
ℓ
−1
The diagram at right simplifies to ω by the left triangle identities (6.1.2) for both( f0, g0) and ( f1, g1), followed by two instances of the middle unity axiom (2.1.4).
One can likewise check, for ν as in Definition 6.1.12, that the mate of the mate
of ν is equal to ν. We leave this as Exercise 6.6.7. 
6.2. Internal Equivalences
Definition 6.2.1. An adjunction ( f , g, η, ε) with f ∶ X Y and g ∶ Y X is
called an internal equivalence or adjoint equivalence if η and ε are isomorphisms.
We say that f and g are members of an adjoint equivalence in this case, and
we write X ≃ Y if such an equivalence exists. If f is a member of an adjoint equiv-
alence, we often let f ● denote an adjoint. ◇
Definition 6.2.2. We will say that a pair of 1-cells ( f , g) in a bicategory B are mu-
tually inverse isomorphisms if 1Y = f g and g f = 1X. ◇
The notion of isomorphism for 1-cells is much stronger than adjoint equiva-
lence, just as the notion of isomorphism between 1-categories is much stronger
than the notion of equivalence. In most of what follows, we will focus on the no-
tion of adjoint equivalence, but for our discussion of 2-categorical special cases
below, the notion of isomorphism is useful.
We showed in Proposition 6.1.7 that a pseudofunctor of bicategories preserves
adjoint pairs. The proof shows that internal equivalences are preserved as well.
We state this as follows, and leave the proof to Exercise 6.6.8.
Proposition 6.2.3. Suppose K ∶ A B is a pseudofunctor of bicategories. If ( f , g, η, ε)
is an internal equivalence in A, then K f and Kg are adjoint members of an internal equiv-
alence in B.
Recall Definition 5.1.18 that a 1-cell f ∶ X Y is said to be invertible or an
equivalence if there exists a 1-cell g ∶ Y X together with isomorphisms g f ≅
1X and 1Y ≅ f g. Note there is no assumption of compatibility between the two
isomorphisms.
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Clearly each of the 1-cells in an adjoint equivalence is an equivalence, and we
now show that the converse is true. Here we give a direct argument; the result can
also be proved by applying the Bicategorical Yoneda Lemma 8.3.16, but we leave
this to Exercise 6.6.9.
Proposition 6.2.4. A 1-cell f ∶ X Y in B is an equivalence if and only if it is a
member of an adjoint equivalence.
Proof. Suppose f is an equivalence. Then there exists g ∶ Y X and isomor-
phisms
η ∶ 1X ≅ g f and µ ∶ f g ≅ 1Y
We will show how to choose another isomorphism ε ∶ f g ≅ 1Y satisfying the two
traingle axioms so that ( f , g, η, ε) is an adjoint equivalence.
First we define ε ∶ g( f g) g1y as the following composite:
g( f g) a−1 (g f )g η−1∗1g 1X g ℓg g r
−1
g
g1.
Now postcomposition with f and g defines functors
B(W,X) B(W,Y)
f∗
g∗
for any objectW. The isomorphisms η and µ make these functors equivalences of
1-categories. TakingW = Y in particular, g∗ induces a bijection on hom-2-cells
B(Y,Y)(a, b) 1g∗(−) B(Y,X)(ga, gb).
for any 1-cells a, b ∶ Y Y. Therefore there is a unique ε ∶ f g 1Y such that
1g ∗ ε = ε. Then ε satisfies the right triangle identity (6.1.2) by definition. To verify
the left triangle identity (6.1.2), we must show that the composite
f1X
1 f∗η
f (g f ) a−1 ( f g) f ε∗1 f 1Y f ℓ f f
is equal to r f . Since g∗ is an equivalence of 1-categories, it suffices to apply g∗
and check that the resulting composite is equal to g ∗ r f . This follows by using
naturality of the associator, the definition of 1g ∗ ε = ε, the pentagon axiom (2.1.5),
and middle four exchange (2.1.9); we leave the reader to complete this in Exer-
cise 6.6.10. 
Example 6.2.5. The (adjoint) equivalences in the 2-category Cat are precisely the
(adjoint) equivalences of categories. ◇
Example 6.2.6. Suppose R is a commutative ring and let ModR be the monoidal
category of R-modules. Then the adjoint equivalences in ΣModR are precisely the
invertible R-modules. The group of invertible R-modules modulo isomorphism is
known as the Picard group of R. ◇
Example 6.2.7 (Invertible Strong Transformations). Given small bicategoriesB and
C, the internal equivalences in Bicatps(B,C) are invertible strong transformations.
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If F and G are pseudofunctors from B to C, and (φ,φ ●,Θ,Ξ) is an adjoint equiva-
lence in Bicatps(B,C), with
φ ∶ F G and φ ● ∶ G F,
then we make the following observations.
● For each object X ∈ B, we have adjoint equivalences φX ∶ FX GX and
φ
●
X ∶ GX FX.
● For each pair of objects X,Y ∈ B, composition with φ ●X and φY induces an
equivalence of categories
C(FX, FY) C(GX,GY)
under B(X,Y). In fact there are two such equivalences: (φ ●∗X )(φY∗) and(φY∗)(φ ●∗X ). The associator induces a natural isomorphism between them
(Exercise 4.7.7).
◇
Definition 6.2.8. For bicategoriesB and C, a pseudofunctor F ∶ B C is a biequiv-
alence if there exists a pseudofunctor G ∶ C B together with internal equiva-
lences
IdB ≃ GF and FG ≃ IdC
in Bicatps(B,B) and Bicatps(C,C), respectively. ◇
Explanation 6.2.9. The internal equivalence FG ≃ IdC entails strong transforma-
tions
ε ∶ FG IdC and ε
● ∶ IdC FG
together with invertible modifications
Γ ∶ 1IdC ≅ ε ○ ε
●
and Γ′ ∶ ε ● ○ ε ≅ 1FG.
Likewise, the internal equivalence IdB ≃ GF entails strong transformations
η ∶ IdB GF and η
● ∶ GF IdB
together with invertible modifications
Θ ∶ 1IdB ≅ η
● ○ η and Θ′ ∶ η ○ η ● ≅ 1GF.
We note some specific consequences of this structure:
● For each object X ∈ C, we have εX ∶ FGX X providing an equivalence
in C. Therefore F is surjective on equivalence-classes of objects.
● From Example 6.2.7, we observe that both of the following are equiva-
lences of categories:
B(A, B) B(GFA,GFB) and C(X,Y) C(FGX, FGY). ◇
Definition 6.2.10. Suppose that B and C are 2-categories. Then a 2-functor F ∶
B C is a 2-equivalence if there is a 2-functor G ∶ C B together with 2-natural
isomorphisms
IdB ≅ GF and FG ≅ IdC
in 2Cat(B,B) and 2Cat(C,C), respectively. ◇
Remark 6.2.11. Note that the notion of 2-equivalence is stricter than the notion
of biequivalence for 2-categories. If a 2-functor F ∶ B C is a biequivalence of
2-categories, its inverse will generally be a pseudofunctor but not a 2-functor. ◇
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Recall from Proposition 2.3.9 that A is a locally small 2-category if and only
if A is a Cat-category. Likewise, Example 4.1.15 explains that Cat-enriched func-
tors between Cat-categories are precisely 2-functors between the corresponding
locally small 2-categories. And finally, Example 4.2.10 explains that Cat-natural
transformations between Cat-functors are precisely 2-natural transformations be-
tween the corresponding 2-functors. This forms the basis for the following lemma,
whose proof we give as Exercise 6.6.11.
Lemma 6.2.12. A 2-equivalence between locally small 2-categories is precisely the same
as a Cat-enriched equivalence.
Lemma 6.2.13. If F is a biequivalence, then each local functor
B(A, B) C(FA, FB)
is essentially surjective and fully faithful. That is, F is essentially full on 1-cells and fully
faithful on 2-cells.
Proof. First we observe that both F and G are fully faithful on 2-cells. Suppose that
f and g are 1-cells A B in B. Then, as discussed in Example 6.2.7, we have the
following pair of equivalences induced by (η, η ●) and (ε ●, ε).
B(A, B) C(FA, FB)
B(G(FA),G(FB))
F
G≃
C(X,Y)
B(GY,GX) C(F(GX), F(GY))
G
F
≃
These show that F and Gmust both be injective on 2-cells and, consequently, must
also by surjective on 2-cells. Thus both F and G are fully faithful. Now for any
1-cell h ∶ FA FB in C, there is some h ∶ A B such that Gh ≅ (ηBh)η ●A. Then
the laxity of η combined with the component of Θ′ at A gives
Gh ≅ (ηbh)η ●A ≅ (G(Fh)ηa)η ●A ≅ G(Fh)(ηAη ●A) ≅ G(Fh).
Now since G is fully faithful, this implies Fh ≅ h. Therefore the local functor F ∶
B(A, B) C(A, B) is essentially surjective and fully faithful. 
Remark 6.2.14. Lemma 6.2.13 implies that a biequivalence is a local equivalence
of categories (see Definition 1.1.14). ◇
The next two results make use of mates for dual pairs; see Definition 6.1.12.
Lemma 6.2.15. If ( f , f ●) is an adjoint equivalence, then a 2-cell θ ∶ f s t is an iso-
morphism if and only if its mate θ† is an isomorphism.
Proposition 6.2.16. Suppose that F and G are pseudofunctors of bicategories B C
and suppose that α ∶ F G is a strong transformation. Then α is invertible if and only
if each αX ∶ F(X) G(X) is an invertible 1-cell in C.
Proof. One implication is direct and has been discussed in Example 6.2.7. For the
other implication, suppose that α is a strong transformation and each component
αX is invertible. By Proposition 6.2.4 we may choose an adjoint inverse α
●
X for each
component.
We will show that these components assemble to give a strong transformation
α
● ∶ G F together with invertible modifications η ∶ 1F ≅ α
●
α and ε ∶ αα ● ≅ 1G.
We define the 2-cell aspect of α
●
by taking component-wise mates of the 2-cells for
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α. The transformation axioms for α ● follow from those of α by Lemma 6.1.13. Each
mate of an isomorphism is again an isomorphism by Lemma 6.2.15, and therefore
α ● is a strong transformation. The componentwise units and counits define the
requisite invertible modifications to make α and α
●
invertible strong transforma-
tions. 
6.3. Duality For Modules Over Rings
This section describes several basic examples of duality in algebra as adjunc-
tions in the bicategory Bimod. The results in this section are not used elsewhere
in this book. To review and fix notation, we let R and S be rings. Let ModR and
ModS denote the categories of right modules over R and S, respectively. Tensor
and Hom with an (S,R) bimodule M induces an adjunction of 1-categories
ModS ModR .
−⊗S M
HomR(M,−)

The unit, respectively counit, of this adjunction has components
N HomR(M,N⊗S M) respectively HomR(M, L)⊗S M L
for N ∈ModS and L ∈ModR. The former sends an element n ∈ N to the R-module
homomorphism (m n⊗m) for m ∈ M. The latter is defined on simple tensors
by the evaluation map ( f ⊗m f (m)) for f ∈ HomR(M, L) and m ∈ M.
We will need one more canonical map associated with this adjunction: If T
is a third ring and L is a (T,R)-bimodule, then HomR(M, L) has a left T-module
structure induced by the left module structure of L. Tensoring the evaluation map
by a right T-module K we have
K ⊗T HomR(M, L)⊗S M K⊗T L.
This is a homomorphism of right R-modules, and its adjoint
K⊗T HomR(M, L) HomR(M,K⊗T L)
is known as the coevaluation. On simple tensors k ⊗ f ∈ K ⊗T HomR(M, L), it is
defined as the map (m k⊗ f (m)) for m ∈ M.
We will need a lemma regarding a special case of the coevaluation and its
compatibility with evaluation. This may be verified either by formal adjoint argu-
ments, or as a direct calculation on simple tensors, and we leave it to the reader in
Exercise 6.6.12
Lemma 6.3.1. Suppose M is a right R-module, and let S = HomR(M,M) be the en-
domorphism ring. Give M the left S-module structure induced by evaluation. Then the
following square commutes.
HomR(M,R)⊗S M⊗R HomR(M,R)
HomR(M,R)⊗SHomR(M,M)
R⊗RHomR(M,R)
HomR(M,R)
1⊗ coeval ≅
eval⊗ 1
≅
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Lemma 6.3.2 (Dual Basis I). Suppose M is a right module over a ring R. Then M is
projective if and only if there is an indexing set I and families of elements {mi}i∈I ⊂ M and{ fi}i∈I ⊂ HomR(M,R) such that for any x ∈ M we have fi(x) nonzero for only finitely
many i and x = ∑imi fi(x). Moreover, M is finitely generated and projective if and only
if the indexing set I can be made finite.
Proof. Suppose given {mi} and { fi} as in the statement. For each i ∈ I let R⟨ei⟩ be
the free right R-module of rank 1 on the generator ei. Let
F =⊕
i∈I
R⟨ei⟩
and define an R-linear surjection
g ∶ F M
by g(ei) = mi for each i ∈ I. Define
f ∶ M F
by f (x) =∑i∈I ei fi(x). Then the condition x = ∑i∈I mi fi(x), with only finitely many
fi(x) nonzero, implies that f is a splitting of g and hence M is a summand of F.
For the converse, suppose M is a summand of a free module
F =⊕
i∈I
R⟨ei⟩,
with surjection g ∶ F M and splitting f ∶ M F. Let mi = g(ei), and let fi be
the composite
M F R⟨ei⟩
of f with the projection to the ith component. Then the splitting f g = 1M implies
that for each x we have
x =∑
i∈I
mi fi(x)
with only finitely many fi(x) nonzero.
The preceding argument shows that the cardinality of the indexing set I is
given by the number of free summands of F. Thus we can take I to be finite if and
only if M is finitely generated and projective. 
Definition 6.3.3. The sets {(mi, fi)}i ∈ I is known as a dual basis even though the
mi are merely a generating set, not necessarily a basis, for M. ◇
Lemma 6.3.4 (Dual Basis II). Suppose M is a right module over a ring R. The following
are equivalent.
(1) M is finitely generated and projective.
(2) The coevaluation map
M⊗R HomR(M,R) coevalÐÐÐÐ→HomR(M,M)
is an isomorphism.
(3) The coevaluation map
K⊗R HomR(M,R) coevalÐÐÐÐ→HomR(M,K)
is an isomorphism for any right R-module K.
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Proof. First we note that (3) implies (2) with K = M.
By Lemma 6.3.2, M is finitely generated and projective if and only if there
is a fintely-indexed dual basis {(mi, fi)}. This is equivalent to the condition that
the identity homomorphism M M is in the image of the coevaluation map.
Therefore (2) implies (1).
Now to see (1) implies (3), suppose we have a finite dual basis {(mi, fi)}. Then
for any homomorphism g ∶ M K we have
g(x) = g(∑
i
mi fi(x)) =∑
i
g(mi) fi(x).
Therefore g ∑i g(mi)⊗ fi gives a homomorphism
δ ∶HomR(M,K) K⊗R HomR(M,R).
Since
g = coeval(∑
i
g(mi)⊗ fi),
the composite coeval ○ δ is the identity on HomR(M,K). To show that the other
composite is the identity, we first note that for any φ ∶ M R, the previous
argument with K = R shows
(6.3.5) φ = coeval(∑
i
φ(mi)⊗ fi).
Now for arbitrary∑Nj=1 kj ⊗ φj in K ⊗HomR(M,R), we have
(δ ○ coeval)(∑
j
kj ⊗ φj) =∑
i
(∑
j
kjφj(mi))⊗ fi.
Interchanging order of summation and moving φj(mi) across the tensor, this is
equal to
∑
j
kj ⊗ (∑
i
φj(mi) fi).
Using (6.3.5) for each φj, this last expression is equal to ∑j kj ⊗ φj, and thus δ ○
coeval is equal to the identity on K ⊗RHomR(M,R). 
The second dual basis lemma 6.3.4 gives the following example, generalizing
the case of vector spaces outlined in Motivation 6.0.1.
Example 6.3.6 (Duality for modules). An (S,R) bimodule M is a left adjoint in the
bicategory Bimod if and only if M is finitely-generated and projective over R. In
this case, M∗ =HomR(M,R) gives its right adjoint, with the unit and counit given
by
S HomR(M,M) coeval−1 M⊗RHomR(M,R) =HomR(M,R) ○M
M ○HomR(M,R) =HomR(M,R)⊗S M eval R. ◇
6.4. Monads
In this section we discuss the theory of internal monads in a bicategory B. In
the case B = Cat, this recovers the notion of monad acting on a category discussed
in Section 1.1, beginning with Definition 1.1.22.
Motivation 6.4.1. Recall the following are equivalent for a category C and endo-
functor T ∶ C C.
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● T is a monad on C.
● T is a monoid in the monoidal category Cat(C,C) under composition.
● The functor 1 Cat(C,C) that sends the unique object to T is lax mon-
oidal, with laxity given by the transformation T2 T.
We will observe that these notions generalize, and remain equivalent, in a general
bicategory. ◇
Definition 6.4.2. Suppose B is a bicategory and recall from Example 2.1.31 that 1
denotes the terminal bicategory. A monad in B is a lax functor from 1 to B. A 1-cell
between monads is a lax transformation of lax functors. A 2-cell between monad
1-cells is a modification of the corresponding lax transformations. ◇
Explanation 6.4.3.
(1) Interpreting Definition 4.1.2 for this special case, a lax functor S ∶ 1 B
consists of the following data:
● an object C = S☀, where ☀ denotes the unique object of 1,
● a 1-cell t = S1☀ ∶ C C,
● a 2-cell µ = S21☀ ∶ t
2 t, and
● a 2-cell η = S0☀ ∶ 1C t.
These data make the following diagrams commute.
(6.4.4)
(t2)t
t(t2)
t2
t
t2
t
a
1t ∗ µ
µ
µ ∗ 1t
µ
1t
(6.4.5)
t 1C
t2 t
t
1 ∗ η
µ
1t
r
1C t
t2 t
t
η ∗ 1
µ
1t
ℓ
With these data, we say that (t,µ, η) is a monad on C or acting on C. Note
that these data are equivalent to the statement that t is a monoid in the
monoidal category of endomorphisms B(C,C).
(2) Interpreting Definition 4.2.1, suppose S0 and S1 are monads in B acting
on C0 and C1, respectively. Let (ti,µi, ηi) denote the data of Si for i = 0, 1
as above. A lax transformation α ∶ S0 S1 consists of the following
data:
● a 1-cell m = α☀ ∶ C0 C1;
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● a 2-cell φ ∶ t1m mt0 shown below.
C0 C0
C1 C1
t0
mm
t1
⇒
φ
Interpreting (4.2.7) and (4.2.8), these data make the following diagrams
commute.
(6.4.6)
(t1t1)m
t1(t1m)
t1(mt0) (t1m)t0 (mt0)t0
m(t0t0)
mt0t1m
a
1∗ φ
a
−1 φ ∗ 1
a
1∗ µ0
µ1 ∗ 1 φ
(6.4.7)
1C1 m m m 1c1
t1m m t0
ℓ r
−1
η1 ∗ 1 1 ∗ η0
φ
(3) If (C, t,µ, η) is a monad in B, and W is another object of B, then the rep-
resented pseudofunctor
t∗ ∶ B(W,C) B(W,C)
defines a represented monad in Cat acting on the category B(W,C). In
Exercise 6.6.13 we ask the reader to verify that a 1-cell of monads
(C, t,µ, η) (C′, t′,µ′, η′)
induces a functor from the category of algebras over t∗ to the category
of algebras over t′∗ and a 2-cell between monad 1-cells induces a natural
transformation between these functors of algebras. ◇
Example 6.4.8 (Monoids). Suppose M is a monoidal category. Combining Exam-
ples 4.1.13 and 4.6.10, we have an isomorphism of categories
Bicatic(1,ΣM) ≅Mon(M)
between the 1-categories of, on the one hand, lax functors 1 ΣMwith icons be-
tween them and, on the other hand, monoids and monoid morphisms onM. Thus
(via Proposition 4.6.9) a morphism of monoids X Y inM gives an example of
a 1-cell of monads Y X (note the reversal of direction) over the unique object
of ΣM. ◇
Example 6.4.9 (Internal Categories). Suppose C is a category inwhich all pullbacks
exist, and recall the bicategory Span discussed in Example 2.1.22. Objects are those
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of C, 1-cells are spans in C, and 2-cells are given by span morphisms shown in
(2.1.24).
A monad in Span is called an internal category in C, and consists of the follow-
ing:
● an object C0;
● a span (C1, t, s) as below;
C0
C1
C0
t s
● a morphism c ∶ C1 ×C0 C1 C1 that is a map of spans as below;
C0 C0
C1 ×C0 C1
C1
t s
t s
c
● a morphism i ∶ C0 C1 that is a map of spans as below.
C0 C0
C0
C1
1 1
t s
i
The objects C0 and C1 are called the objects and arrows of the internal category,
and the morphisms s, t, c, and i are known respectively as source (domain), target
(codomain), composition, and identity (unit). The monad axioms are equivalent to
associativity and unity conditions generalizing those of Definition 1.1.4.
Notable special cases of this example include the following.
● C = Set: internal categories in Set are small categories.
● C = Cat: internal categories in the 1-categoryCat are strict double categories.
See Section 12.3 for further discussion of double categories. ◇
Comonads.
Definition 6.4.10. A comonad in B is a monad in Bco; equivalently, it is a colax
functor from the terminal bicategory to B. A 1-cell between comonads is an oplax
transformation of colax functors 1 B or, equivalently, a lax transformation of
lax functors 1 Bcoop. A 2-cell between comonad 1-cells is a modification of
oplax transformations. ◇
Explanation 6.4.11.
(1) A comonad in B consists of (C, s, δ, ε) as follows:
● an object C = S☀, where ☀ denotes the unique object of 1;
● a 1-cell s = S1☀ ∶ C C;
● a 2-cell δ = S21☀ ∶ t t
2.
● a 2-cell ε = S0☀ ∶ t 1C;
(2) A 1-cell of comonads (C0, s0, δ0, ε0) (C1, s1, δ1, ε1) consists of
● a 1-cell n ∶ C0 C1;
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● a 2-cell ψ ∶ ns0 s1n shown below.
C0 C0
C1 C1
s0
nn
s1
⇒ψ
(3) Just as for monads, the definition of comonad 1-cell has been chosen so
that a 1-cell between comonads
(C, s, δ, ε) (C′, s′, δ′, ε′)
induces a functor from the category of s∗-coalgebras in B(W,C) to the
category of s′∗-coalgebras in B(W,C′) for any object W in B. Likewise, a
2-cell between comonad 1-cells induces a natural transformation between
functors of coalgebras. This is Exercise 6.6.14. ◇
6.5. 2-Monads
The special case of monads on 2-categories is important enough to discuss
explicitly. One approach is to apply the theory above to the bicategory 2Cat dis-
cussed in Exercise 4.7.14. However the objects of 2Cat are small categories, and
this leaves out key examples. In particular, the 2-category Cat, formed by small
categories, functors, and natural transformations (cf. Example 2.3.14) is a locally
small 2-category but not a small category. Similarly, for a category C we have a
2-category Cat/C of categories, functors, and natural transformations over C (cf.
Exercise 2.7.10).
Therefore we consider Cat-monads on a Cat-enriched category A. This notion
is defined in Definition 1.3.12. To connect with the theory of internal monads dis-
cussed above, we have the following result, whose proofwe give as Exercise 6.6.15.
Proposition 6.5.1. Suppose A is a small 2-category, and let A′ denote A regarded as a
Cat-enriched category. Then a monad on A in 2Cat is precisely a Cat-monad on A′.
And now we come to the definition of 2-monad.
Definition 6.5.2. A 2-monad is a Cat-enriched monad on a Cat-enriched category.
Typically we denote a 2-monad by (A,T,µ, η), where A is a Cat-category, T is a
Cat-functor, µ and η are Cat-natural transformations. Equivalently, regarding A
as a locally small 2-category, we regard T as a 2-functor, and regard µ and η as
2-natural transformations. ◇
Convention 6.5.3. In the remainder of this section we will let A be a Cat-enriched
category, regarded as a 2-category. Thus we will refer to 1-cells and 2-cells of
A under this correspondence. We will use the terms “2-functor” and “2-natural
transformation”without furthermention of the the equivalent Cat-enriched terms.
◇
Definition 6.5.4. Suppose (A,T,µ, η) is a 2-monad. A lax T-algebra is a quadruple(X, θ, ζ,ω) consisting of
● an object X in A,
● a morphism θ ∶ TX X in A called the structure morphism,
● a 2-cell ζ ∶ 1X θ ○ ηX in A called the lax unity constraint, and
● a 2-cell ω ∶ θ ○ Tθ θ ○ µX called the lax associativity constraint.
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The 2-cells ζ and ω are shown diagrammatically below.
(6.5.5)
X
TX X
ηX
1X
θ
⇒ζ
T2X TX
TX X
Tθ
µX
θ
θ
⇒
ω
The above data is required to satisfy the following three pasting diagram
equalities relating ω and ζ. The unlabeled regions in the diagrams are commu-
tative by Definition 1.3.12.
Lax Unity:
(6.5.6)
TX TX
X X
T2X
TX
1TX
θ θ
1X
ηTX µX
Tθ
ηX θ
⇒ω
⇒
ζ
TX
X
θθ ⇒
1θ ==
TX
TX
TX
T2X
X
1TX
TηX
1TX
Tθ
µX
θ
θ
⇒ω
⇒
Tζ
Lax Associativity:
(6.5.7)
T3X
T2X
T2X
TX
TX
X
µTX
µX
θ
T2θ
Tθ
θ
T2X
TµX
µX
Tθ
⇒Tω
⇒
ω = T3X
T2X
T2X
TX
TX
X
µTX
µX
θ
T2θ
Tθ
θ
TX
Tθ
µX
θ
⇒
ω
⇒
ω
Note we have used the strict functoriality of T where Tζ and Tω appear in these
diagrams. This finishes the definition of lax algebra. Moreover:
● A pseudo T-algebra is a lax T-algebra in which ζ and ω are 2-natural iso-
morphisms.
● A normalized lax T-algebra is a lax T-algebra in which ζ is the identity
transformation.
● strict T-algebra is a lax T-algebra in which both ζ and ω are identities. ◇
Remark 6.5.8. In Exercise 6.6.16 we ask the reader to verify that the definition
of strict T-algebra is precisely the definition of Cat-enriched algebra from Defini-
tion 1.3.13. ◇
Now we describe morphisms of lax algebras.
Definition 6.5.9. Suppose (A,T,µ, η) is a 2-monad with lax T-algebras (X, θ, ζ,ω)
and (X′, θ′, ζ′,ω′). A lax morphism X X′ is a pair ( f ,φ) consisting of
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● a 1-cell f ∶ X X′ in A called the structure 1-cell and
● a 2-cell φ ∶ θ′ ○ T f f ○ θ in A, called the structure 2-cell, shown below.
TX TX′
X X′
T f
f
θ θ′
⇒φ
These are required to satisfy the following two pasting diagram equalities; the
unlabeled regions are commutative.
Lax Unity:
(6.5.10) =TX
X X′
X X′
f
θ
ηX
f
1X′
TX′
T f
θ
′
ηX′
⇒φ
⇒
ζ
′ TX
X X′
X X′
f
θ
ηX
f
1X′1X
⇒
ζ
Lax Structure Preservation:
(6.5.11)
T2X
TX
T2X′
X
TX′
X′
µX
θ
f
T2 f
Tθ′
θ′
TX
Tθ
θ
T f
⇒Tφ
⇒ω
⇒
φ = T2X
TX
T2X′
X
TX′
X′
µX
θ
f
T2 f
Tθ′
θ′
TX′
T f
µX′
θ′
⇒
ω′
⇒
φ
Note that we have used strict functoriality of T where Tφ appears above. This
finishes the definition of lax morphism. Moreover:
● A strongmorphism is a lax morphism in which φ is an isomorphism.
● A strictmorphism is a lax morphism in which φ is an identity. ◇
Definition 6.5.12. Suppose (A,T,µ, η) is a 2-monadwith lax T-algebras (X, θ, ζ,ω)
and (X′, θ′, ζ′,ω′). Suppose, moreover, that ( f1,φ1) and ( f2,φ2) are lax morphisms
X X′. A 2-cell f1 f2 consists of a 2-cell in A, α ∶ f f ′ such that
α φ1 = φ2Tα,
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as shown in the following equality of of pasting diagrams.
=
TX TX′
X X′
T f1
f2
θ θ
′
f1
⇒φ1
⇒
α
TX TX′
X X′
T f1
f2
θ θ
′
T f2
⇒φ2
⇒
Tα
◇
Definition 6.5.13. We have 2-categories and inclusions
T-Algs T-Alg Ps-T-Alg Lax-T-Alg
defined as follows.
● T-Algs consists of strict T-algebras, strict morphisms, and 2-cells;
● T-Alg consists of strict T-algebras, strong morphisms, and 2-cells;
● Ps-T-Alg consists of pseudo T-algebras, strong morphisms, and 2-cells;
● Lax-T-Alg consists of lax T-algebras, lax morphisms, and 2-cells. ◇
The verification that these form 2-categories is left as Exercise 6.6.17.
Remark 6.5.14. In Chapter 9 we define a 2-monad F (cf. Definition 9.2.1) and
show that cloven fibrations correspond to pseudoF -algebraswhile split fibrations
correspond to strict F -algebras. ◇
6.6. Exercises and Notes
Exercise 6.6.1. Verify the right triangle identity in the proof of Proposition 6.1.7.
Exercise 6.6.2. Let ( f , g, η, ε) be an internal adjunction in B.
(a) Fill in the details of Example 6.1.11 to show that (g∗, f ∗, η∗, ε∗) is an ad-
junction in Bop.
(b) Identify the corresponding adjunctions in Bco and Bcoop.
Exercise 6.6.3. Show that the only dualizable object in a Cartesian monoidal cate-
gory is the terminal object.
Exercise 6.6.4. Verify the triangle identities (6.1.2) for Example 6.1.10 directly. Be-
gin by labeling the arrows on the diagram below, and explain why each region
commutes. Then draw, label, and explain the corresponding diagram for the right
triangle identity.
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(6.6.5)
f (g( f t))f t
f t
f ((g f )t)
( f g)( f t)
f (1X t)
1Y ( f t)
( f (g f ))t
(( f g) f )t
( f1X) t
(1Y f )t
1 f ∗ (η∗)t
(ε∗) f t
Exercise 6.6.6. Let ( f , g, η, ε) be an adjunction in B. Let W be another object of B
and consider 1-cells x ∶W X and y ∶W Y. Prove there is an isomorphism
B( f x, y) ≅ B(x, gy)
that is natural with respect to 1-cells W W′ and 2-cells x x′, y y′.
(Hint: make use of the represented pseudofunctors B(W,−) and the correspond-
ing description of adjunctions between 1-categories.)
Exercise 6.6.7. Return to the proof of Lemma 6.1.13 and show, for ν as in Defini-
tion 6.1.12, that the mate of the mate of ν is equal to ν.
Exercise 6.6.8. Use the proof of Proposition 6.1.7 to give a proof that adjunctions
preserve internal equivalences (Proposition 6.2.3).
Exercise 6.6.9. Give an alternate proof of Proposition 6.2.4 by applying the Bicat-
egorical Yoneda Lemma 8.3.16 and appealing to the analogous result for equiva-
lences of 1-categories.
Exercise 6.6.10. Complete the outline in the proof of Proposition 6.2.4 to check the
left triangle identity.
Exercise 6.6.11. Verify the correspondence stated in Lemma 6.2.12 between Cat-
equivalences and 2-equivalences for locally small 2-categories.
Exercise 6.6.12. Prove the compatibility of evaluation with coevaluation stated in
Lemma 6.3.1.
Exercise 6.6.13. Suppose that
(C, t,µ, η) (C′, t′,µ′, η′)
is a morphism of monads in a bicategory B, and suppose thatW is another object
of B.
(1) Show that the morphism of monads induces a functor from the category
of t∗-algebras in B(W,C) to the category of t′∗-algebras in B(W,C′) (see
Explanation 6.4.3).
(2) Show that a modification of monad morphisms induces a natural trans-
formation between functors constructed in the previous part.
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Exercise 6.6.14. Suppose that
(C, s, δ, ε) (C′, s′, δ′, ε′)
is a morphism of comonads in a bicategoryB, and suppose thatW is another object
of B.
(1) Show that the morphism of comonads induces a functor from the cat-
egory of s∗-coalgebras in B(W,C) to the category of s′∗-coalgebras in
B(W,C′).
(2) Show that amodification of comonadmorphisms induces a natural trans-
formation between functors constructed in the previous part.
Exercise 6.6.15. Compare the diagrams of Definition 1.3.12 and Explanation 6.4.3
to prove Proposition 6.5.1.
Exercise 6.6.16. Suppose T is a 2-monad on a Cat-enriched category A. Verify that
the definition of strict T-algebra in Definition 6.5.4 is precisely the definition of
Cat-enriched algebra from Definition 1.3.13.
Exercise 6.6.17. Verify that the four collections defined in Definition 6.5.13 are in-
deed 2-categories.
Notes.
6.6.18 (Additional Examples of Duality). In Exercise 6.6.3 we observe that the only
dualizable object in a Cartesianmonoidal category is the terminal object. Therefore
there are no nontrivial dual pairs in the category of topological spaces. However,
passing to a category of spectra with smash product yields a number of interesting
examples. In [MS06, PS12] the authors discuss bicategories of parametrized spec-
tra and show that the duality theory there recovers a host of duality theories in
topology, including Poincare´-Thom, Spanier-Whitehead, and Constenoble-Waner
dualities. ◇
6.6.19 (Set-Theoretic Considerations for Biequivalences). Definition 6.2.8 gives the
definition of biequivalence in terms of internal equivalences in Bicatps(B,B) and
Bicatps(C,C). In so doing, we have implicitly assumed that B0 and C0 are both
sets, as required by Definition 4.4.10 and Corollary 4.4.13. Recall, as described in
Convention 1.1.2, this means that B0 and C0 are elements of a chosen Grothendieck
universe U .
If we need to discuss biequivalences between bicategories B′ and C′ whose
collections of objects are not elements of U (for example, they may be subsets ofU), there are two approaches. The first is to take a larger universe U ′ for which
B′0 and C
′
0 are elements. Then the theory developed above, when applied to U ′,
defines biequivalences between B′ and C′. In this way—under the assumption of
the Axiom of Universes—Definition 6.2.8 does define biequivalences for all bicat-
egories.
The second approach is to give a definition of biequivalence in terms of certain
pseudofunctors, strong transformations, and modifications, as sketched in Expla-
nation 6.2.9. This definition does not require B0 and C0 to be sets (elements of U).
However one can easily verify that the explicit definition is equivalent to the in-
ternal one when B0 and C0 are sets. We’ve chosen to adopt the first of these two
approaches because it gives a more compact and conceptual definition of biequiv-
alences. ◇
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6.6.20 (Biequivalences in Tricategories). Gurski [Gur12] gives a detailed treatment
of biequivalences in a general tricategory and discusses the equivalence of differ-
ent definitions. That work also gives a treatment of biadjunctions and biequiva-
lences in more general tricategories—the tricategorical analogue of our discussion
of adjunctions above—together with coherence applications. ◇
6.6.21 (Monads in 2-Categories). The theory of monads in a 2-category was first
discussed by Lawvere [Law73]. Other foundational references are [Str72a, Str74,
Kel74a, Pow89b, BKP89].
The terminology for monad 1- and 2-cells is not entirely standard. Street
[Str72a] uses morphism and transformation, while Lack [Lac10a] uses morphism and
2-cell. Similar terms are used elsewhere in the literature. Since these cells are
defined as lax transformations and modifications, we have opted for the generic
terms “1-cell” and “2-cell” in order to avoid unfortunate phrases such as “a mor-
phism (of monads) is a transformation (of corresponding lax functors)” and “a
transformation of morphisms (of monads) is a modification of transformations (of
lax functors)”.
For morphisms of monad algebras, Street [Str72a] uses pseudo morphismwhere
we use strong morphism following Kelly [Kel74a]. ◇
6.6.22 (Additional Features of 2-Monad Theory). There are two important features
of 2-monad theory that are just beyond the scope of this text. The first is that there
is a well-developed theory for computing limits and colimits in T-Algs and T-Alg;
see [Lac10a] for an overview, and [BKP89] for more complete details.
The second important feature is that often in cases of interest one has equiva-
lences between pseudo algebras and strict algebras. This is not generally the case;
see Shulman [Shu12] for several examples. However, when one does have such
equivalences, one has a very general form of coherence theory. This was first de-
scribed by Kelly [Kel74a] and followed by Power [Pow89b]. We mention two fun-
damental applications from [Pow89b] to the coherence theorem for bicategories.
Our approach in Chapter 8 will be much more elementary.
(1) There is a 2-monad on Cat-graphs with a given vertex set X whose strict
algebras are 2-categories with object set X and whose pseudoalgebras
are bicategories with object set X. Power’s theorem implies that every
bicategory is biequivalent to a 2-category with the same set of objects.
(2) For a small 2-category C, there is a 2-monad on the 2-category of cat-
egories indexed by Ob(C), i.e. 2-functors Ob(C) Cat, whose strict
algebras are 2-functors C Cat and whose pseudo algebras are pseud-
ofunctors. Power’s theorem implies that every such pseudofunctor is
equivalent, via an invertible strong transformation, to a 2-functor.
Subsequent work of [BKP89, Her01, Lac02a, LP08], among many others, clarifies
and extends this theory. Another approach using algebraic weak factorization sys-
tems is given in [BG16a, BG16b] and was further generalized to coherence theo-
rems for strict and lax weak equivalences in [GJO17]. ◇

CHAPTER 7
Whitehead Theorem for Bicategories
Recall from Definition 1.1.14 that a functor of categories is an equivalence if
and only if it is essentially surjective and fully faithful. In this chapter we prove a
generalization of this result for pseudofunctors. The key terms are the following.
Definition 7.0.1. Suppose F ∶ B C is a lax functor of bicategories.
● We say that F is essentially surjective if it is surjective on adjoint-equivalence
classes of objects.
● We say that F is essentially full if it is surjective on isomorphism classes of
1-cells.
● We say that F is fully faithful if it is a bijection on 2-cells. ◇
The main result, which we prove in Section 7.4, is that a pseudofunctor is a
biequivalence if and only if it is essentially surjective, essentially full, and fully
faithful. We call this the Whitehead Theorem for Bicategories because it is a bicat-
egorical analogue of Whitehead’s theorem for topological spaces. See the notes in
Section 7.6 for further discussion of this point.
The implication that a biequivalence is essentially surjective, essentially full,
and fully faithful is straightforward and we explain it in Section 7.4. The reverse
implication requires more work, and our approach splits into four conceptual
steps. First, in Section 7.1 we describe a lax slice construction for a general lax
functor F. Second, in Section 7.2 we show that if F is essentially surjective, essen-
tially full, and fully faithful, then the lax slices can be equipped with extra struc-
ture in the form of certain terminal objects. If, moreover, F is a pseudofunctor, this
structure is suitably preserved by change-of-slice functors.
Third, in Section 7.3 we show that if F is any lax functor whose lax slices have
this extra structure and whose change-of-slice functors preserve it, then there is a
reverse lax functor G determined by these data. Finally, in Section 7.4 we show
that if F is a pseudofunctor that is essentially surjective, essentially full, and fully
faithful, then the G constructed in Section 7.3 is an inverse biequivalence for F.
As before, we remind the reader that Theorem 3.6.6 and Convention 3.6.7 ex-
plain how to interpret pasting diagrams in a bicategory. These will be essential to
the construction of lax slices and the reverse functor G. In this chapter F ∶ B C
is a lax functor or pseudofunctor of bicategories.
7.1. The Lax Slice Bicategory
In this section we describe a bicategorical generalization of slice categories.
Definition 7.1.1. Given a lax functor F ∶ B C and an object X ∈ C, the lax slice
bicategory F↓X consists of the following.
(1) Objects are pairs (A, fA) where A ∈ B and FA fA X in C.
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(2) 1-cells (A0, f0) (A1, f1) are pairs (p, θp)where A0 p A1 in B and
θp ∶ f0 f1(Fp) in C. We depict this as a triangle.
X
FA0 FA1
f0 f1
Fp
⇒
θp
(3) 2-cells (p0, θ0) (p1, θ1) are singletons (α)where α is a 2-cell p0 p1
in B such that Fα satisfies the equality shown in the pasting diagram be-
low, known as the ice cream cone conditionwith respect to θ0 and θ1.
=
X
FA0 FA1
f0 f1
Fp1
Fp0
⇒
θ0
⇒Fα
X
FA0 FA1
f0 f1
Fp1
⇒
θ1
We describe the additional data of F ↓X and prove that it satisfies the bicategory
axioms in Proposition 7.1.2. ◇
Proposition 7.1.2. Given a lax functor F ∶ B C and an object X ∈ C, the lax slice
F↓X is a bicategory.
Proof. The objects, 1-cells, and 2-cells of F↓X are defined above. We structure the
rest of the proof as follows.
(1) Define identity 1-cells and 2-cells.
(2) Define horizontal and vertical composition for 1-cells and 2-cells.
(3) Verify each collection of 1-cells and 2-cells between a given pair of objects
forms a category.
(4) Verify functoriality of horizontal composition.
(5) Define components of the associator and unitor.
(6) Verify that the associator and unitors are natural isomorphisms.
(7) Verify the pentagon and unity axioms.
Step (1). The identity 1-cell for an object (A, fA) is (1A, r′)where
r′ = (1 fA ∗ F0) ○ r−1,
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shown in the pasting diagram below.
(7.1.3)
X
FA FA
fA fA
F1A
1FA
⇒
r−1
⇒F
0
A
The identity 2-cell for a 1-cell (p, θ) is given by (1p), noting that this satisfies the
necessary condition because F1p = 1Fp.
Step (2). The horizontal composite of 1-cells
(A0, f0) (p0,θ0) (A1, f1) (p1,θ1) (A2, f2)
is (p1p0, θ′), where θ′ is given by the composite of the pasting diagram formed
from θ0, θ1, and F
2 as shown below.
(7.1.4)
X
FA0
FA1
FA2
f0 f1 f2
Fp0 Fp1
F(p1p0)
⇒θ0
⇒θ1
⇒F
2
p1,p0
Horizontal and vertical composites of 2-cells in F ↓X are given by their com-
posites in B, as we now explain. Given 1-cells and 2-cells
(7.1.5) (A0, f0) (A1, f1) (A2, f2)
(p0, θ0) (p1, θ1)
(p′0, θ
′
0) (p
′
1, θ
′
1)
⇒
(α0) ⇒(α1)
the following equalities of pasting diagrams show that F(α1 ∗ α0) satisfies the nec-
essary condition for α1 ∗ α0 to define a 2-cell in F↓X. The first equality follows by
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naturality of F2. The second follows by the conditions for (α0) and (α1) separately.
X
FA0
FA1
FA2
f0 f1
f2
F(p′1p
′
0)
F(p1p0)
⇒
F(α1 ∗ α0)
⇒F
2
p1,p0
⇒θ0
⇒θ1
X
FA0
FA1
FA2
f0 f1
f2
F(p′1p
′
0)
= =
⇒
F
2
p′
1
,p′
2
⇒
Fα0 ⇒Fα1
⇒θ0
⇒θ1
X
FA0
FA1
FA2
f0 f1
f2
F(p′1p
′
0)
⇒
F
2
p′
1
,p′
2
⇒
θ
′
0
⇒
θ
′
1
Likewise, given α and α′ as below,
(7.1.6) (A0, f0) (A1, f1)
(p, θ)
(p′, θ′)
(p′′, θ′′)
⇒
(α)
⇒(α
′)
the composite α′ α satisfies the necessary condition to define a 2-cell
(α′ α) ∶ (p, θ) (p′′, θ′′)
because F is functorial with respect to composition of 2-cells.
Step (3). Vertical composition in F↓X is strictly associative and unital because
it is defined B. Therefore each collection of 1-cells and 2-cells between a given pair
of objects forms a category.
Step (4). Likewise, because horizontal composition of 2-cells in F ↓ X is de-
fined by the horizontal composites in B, and these are functorial, it follows that
horizontal composition of 2-cells in F↓X is functorial.
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Step (5). The remaining data to describe in F ↓X are the associator and two
unitors. Consider a composable triple of 1-cells
(A0, f0) (A1, f1) (A2, f2) (A3, f3).(p0, θ0) (p1, θ1) (p2, θ2)
Lax associativity (4.1.3) for F gives an equality of pasting diagrams shown below.
(7.1.7)
=
FA0 FA3
FA1
Fp0 (Fp2) ○ (Fp1)
F(p2(p1p0))
FA2(Fp1) ○ (Fp0)
F(p2)
F(p1p0)
⇒
aC
⇒F
2
⇒F
2
FA0 FA3
FA1
Fp0 (Fp2) ○ (Fp1)
F(p2(p1p0))
F(p2p1)
F((p2p1)p0)
⇒
F2
⇒F
2
⇒
FaB
Combining these with the triangles
(7.1.8)
FA0 FA1 FA2 FA3
X
Fp0 Fp1 Fp2
f0 f1 f2 f3
⇒
θ0
⇒
θ1
⇒
θ2
shows that FaB satisfies the relevant ice cream cone condition and hence aB defines
a 2-cell
(aB) ∶ ((p2, θ2)(p1, θ1)) (p0, θ0) (p2, θ2) ((p1, θ1)(p0, θ0)).
in F ↓ X. Recall that we implicitly make use of associators to interpret pasting
diagrams of three triangles; the component of aC in (7.1.7) cancels with its inverse
to form the composite in the target of (aB).
The left and right unitors are defined similarly; in Exercise 7.6.1 we ask the
reader to verify that the unitors rB and ℓB satisfy the appropriate ice cream cone
conditions and therefore given a 1-cell (p, θ) ∶ (A0, f0) (A1, f1), we have 2-
cells
(rB) ∶ (p, θ)(1A0 , r′) (p, θ) and (ℓB) ∶ (1A1 , r′)(p, θ) (p, θ).
Step (6). Naturality of the associator and unitors defined in the previous step
is a consequence of the corresponding naturality in B and C together with natu-
rality of F0 and F2. Moreover, each component is invertible because a lax functor
preserves invertibility of 2-cells.
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Step (7). Because the associator and unitor are defined by the corresponding
components in B, it follows that they satisfy the unity and pentagon axioms, (2.1.4)
and (2.1.5). 
Proposition 7.1.9. Suppose F ∶ B C is a lax functor of bicategories. Given a 1-cell
u ∶ X Y, there is a strict functor
F↓u ∶ (F↓X) (F↓Y)
induced by whiskering with u.
Proof. The assignment on 0-, 1- and 2-cells, respectively, is given by
(A, fA) (A,u fA)
(p, θ) (p, a−1C ○ (1u ∗ θ))(α) (α).
where the associator aC is used to ensure that the target of the 2-cell a
−1
C ○ (1u ∗ θ)
is (u fA1) ○ (Fp).
To show that F ↓u is strictly unital, recall that the identity 1-cell of (A, fA) is(1A, r′) where
r′ = (1 fA ∗ F0) ○ r−1
is shown in (7.1.3). Then, using the functoriality of (1u ∗ −), the 2-cell component
of (F↓u)(1A, r′) is shown along the top and right of the diagram below. The right
unity property in Proposition 2.2.4 together with naturality of aC shows that the
diagram commutes and therefore F↓u is strictly unital.
u fA u( fA1FA) u( fAF1A)
(u fA)1FA (u fA)F1A
1u ∗ r−1 1u ∗ (1 fA ∗ F
0)
a
−1
Ca
−1
C
1u fA ∗ F
0
r
−1
A similar calculation using the functoriality of whiskering and naturality of the
associator shows that F↓u is strictly functorial with respect to horizontal composi-
tion. 
Definition 7.1.10. We call the strict functor F ↓u constructed in Proposition 7.1.9
the change-of-slice functor. ◇
7.2. Lax Terminal Objects in Lax Slices
In this section we introduce a specialized notion of terminal object called inc-
lax terminal and prove two key results. First, Proposition 7.2.7 proves that if a
lax functor F is essentially surjective, essentially full, and fully faithful, then the
lax slices can be equipped with our specialized form of terminal object. Second,
Proposition 7.2.10 proves that if F is furthermore a pseudofunctor, then these ter-
minal objects are preserved by change-of-slice functors. These are the two key
properties of lax slices required for the construction of a reverse lax functor in
Section 7.3.
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Given an object X of a bicategory C, recall Proposition 4.1.22 describes∆X, the
constant pseudofunctor at X.
Definition 7.2.1. We say that t ∈ C is lax terminal if there is a lax transformation
k ∶ IdC ∆t. Such a transformation has component 1-cells kX ∶ X t for
X ∈ C and 2-cells
t t
YX
u
kX kY
1t
⇒
ku
satisfying the lax unity and lax naturality axioms. ◇
Definition 7.2.2. Given lax functors F,G ∶ B C, we say that a lax transforma-
tion k ∶ F G is inc-lax or initial-component-lax if each component
kX ∶ FX GX
is initial in the category C(FX,GX). ◇
Definition 7.2.3. Suppose that t ∈ C is a lax terminal object with lax transforma-
tion k ∶ IdC ∆t. We say t is an inc-lax terminal object if k is inc-lax and the
component kt at t is the identity 1-cell 1t. ◇
Explanation 7.2.4. The universal property of initial 1-cells implies that, for a 1-
cell u ∶ X Y, the lax naturality constraint ku is equal to the composite of the
left unitor with the universal 2-cell from each kX to the composite kY u, as shown
below.
=
t t
YX
u
kX kY
1t
⇒
ku
t t
YX
u
kX kY
1t
kX
⇒
ℓ
⇒∃!
◇
Definition 7.2.5. Suppose that B and C have inc-lax terminal objects (t, k) and(t′, k′), respectively. We say that a lax functor F ∶ B C preserves initial compo-
nents if each composite
FX
FkX
Ft
k′(Ft)
t′
is initial in C(FX, t). ◇
Lemma 7.2.6. Suppose that F ∶ B C preserves initial components. If
f ∶ X t
is any initial 1-cell in B(X, t), then the composite
FX
F f
Ft
k′(Ft)
t′
is initial in C(FX, t′).
206 7. WHITEHEAD THEOREM FOR BICATEGORIES
Proof. If f is initial, then there is a unique isomorphism f ≅ kX . Therefore F f ≅ FkX
and hence their composites with k′(Ft) are isomorphic. Now
(k′(Ft)) ○ (FkX)
is initial by hypothesis, and therefore the result follows. 
Nowwe show that, if F is essentially surjective, essentially full, and fully faith-
ful, then each lax slice F↓X has an inc-lax terminal object, and each change-of-slice
functor F ↓ u preserves initial components. The first of these results requires the
axiom of choice, and the second depends on the first.
Proposition 7.2.7. Suppose F is a lax functor that is essentially surjective, essentially
full, and fully faithful. Then for each X ∈ C the lax slice F ↓X has an inc-lax terminal
object.
Proof. Since F is essentially surjective on objects, there is a choice of object X ∈ B
and invertible 1-cell
(7.2.8) f
X
∶ FX X
with adjoint inverse
f
●
X
∶ X FX.
Therefore (X, f
X
) is an object of F ↓X; we will show that it is an inc-lax terminal
object. Given any other object (A, fA) in F↓X, we have a composite
FA
fA
X
f
●
X
FX
inC. Since F is essentially surjective on 1-cells, there is a choice of 1-cell pA together
with a 2-cell isomorphism
θ†A ∶ f
●
X
fA FpA
whose mate θA fills the triangle
(7.2.9) X
FA FX
fA fX
FpA
⇒
θA
Note that θA is therefore also an isomorphism by Lemma 6.2.15. If (A, fA) is equal
to the object (X, f
X
), then we require the choice of (p
X
, θ
X
) to be the identity 1-cell
(1
X
, r′) described in (7.1.3).
Therefore (pA, θA) defines a 1-cell (A, fA) (X, fX) in F↓X that is the iden-
tity 1-cell if (A, fA) = (X, fX). Now we show that (pA, θA) is initial in the category
of 1- and 2-cells (A, fA) (X, fX). The universal property for initial 1-cells then
implies that the components defined by k(A, fA) = (pA, θA) assemble to form a lax
transformation to the constant pseudofunctor at (X, f
X
) (see Exercise 7.6.2).
Given any other 1-cell (q,ω) ∶ (A, fA) (X, fX), we compose with θ−1A to
obtain a 2-cell
γ′ ∶ f
X
(FpA) fX (Fq)
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shown below.
X
FA FX
FX
fA f
X
Fq
FpA
f
X
⇒
ω
⇒
θ−1A
Since f
X
is an adjoint equivalence, this uniquely determines a 2-cell
γ ∶ FpA Fq
such that 1 f
X
∗ γ = ω θ−1A . Therefore, because F is fully faithful on 2-cells, we have
a unique 2-cell
γ ∶ pA q
such that Fγ = γ and hence satisfies the ice cream cone condition shown below.
X
FA FX
fA fX
FpA
Fq
⇒
θA
⇒
Fγ
==
FA FX X
FX
fA
FpA
f
X
fA
Fq fX
⇒
θA
⇒θ
−1
A
⇒
ω
X
FA FX
fA fX
Fq
⇒
ω
Therefore (γ) is a 2-cell in F ↓X from (pA, θA) to (q,ω). The diagram above, to-
gether with the invertibility of θA and the uniqueness of both γ and γ implies that(γ) is the unique such 2-cell in F↓X. 
Proposition 7.2.10. Suppose F is a pseudofunctor that is essentially surjective, essen-
tially full, and fully faithful. Then for each 1-cell u ∶ X Y in C, the strict functor F↓u
preserves initial components.
Proof. For (A, fA) ∈ F ↓X, let (pA, θA) denote the initial 1-cell from (A, fA) to the
inc-lax terminal object
(X, f
X
) ∈ F↓X.
Let (u, θu) denote the initial 1-cell from
(F↓u)(X, f
X
) = (X,u f
X
)
to the inc-lax terminal object
(Y, f
Y
) ∈ F↓Y.
We must show that the composite of (u, θu) with (F ↓ u)(pA, θA) is initial. This
composite is given by (upA, θ′), where θ′ is the 2-cell determined by the pasting
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diagram below.
(7.2.11)
Y
X
FA
FX
FY
fA
f
X
u
f
Y
FpA Fu
F(u pA)
⇒θA ⇒θu
⇒F
2
p1,p0
The argument in Proposition 7.2.7 shows that θA and θu are isomorphisms.
Since F is a pseudofunctor by hypothesis, the 2-cells F2 are isomorphisms and
hence θ′ is an isomorphism. Then, as in the proof of Proposition 7.2.7, composition
with the inverse of θ′ shows that (u pA, θ′) is initial. 
7.3. Quillen Theorem A for Bicategories
In this section we explain how to construct a reverse lax functor G. We as-
sume only that F is lax functor, that its lax slices are equipped with inc-lax termi-
nal objects, and that these are preserved by change-of-slice. The end of Section 7.2
explains how, with the axiom of choice, one can choose such data when F is an
essentially surjective, essentially full, and fully faithful pseudofunctor. However,
if one has a constructive method for obtaining these data in practice, then Theo-
rem 7.3.1 gives a construction of G that does not depend on choice. In Section 7.4
we show that, under the hypotheses of the BicategoricalWhitehead Theorem 7.4.1,
the G constructed here is an inverse biequivalence for F.
Theorem 7.3.1 (Bicategorical Quillen Theorem A). Suppose F ∶ B C is a lax
functor of bicategories and suppose the following:
(1) For each X ∈ C, the lax slice bicategory F ↓ X has an inc-lax terminal object
(X, f
X
). Let kX denote the inc-lax transformation IdF↓X ∆(X, f
X
).
(2) For each u ∶ X Y in C, the change-of-slice functor F ↓ u preserves initial
components (Definition 7.2.5).
Then there is a lax functor G ∶ C B together with lax transformations
η ∶ IdB GF and ε ∶ FG IdC.
The proof is structured as follows:
(1) Definition 7.3.2: define the data for G = (G,G2,G0):
(a) define G as an assignment on 0-, 1-, and 2-cells;
(b) define the components of G0 and G2
(2) Proposition 7.3.9: Show that G defines a lax functor:
(a) show that G is functorial with respect to 2-cells;
(b) show that G2 and G0 are natural with respect to 2-cells;
(c) verify the lax associativity axiom (4.1.3)
(d) verify the left and right unity axioms (4.1.4).
(3) Establish the existence of η and ε:
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(a) define the components of η and ε;
(b) verify the 2-cell components of η and ε are natural with respect to
2-cells;
(c) verify the unity axiom (4.2.2) for η and ε;
(d) verify the horizontal naturality axiom (4.2.3) for η and ε.
Definition 7.3.2. Suppose F ∶ B C is a lax functor satisfying the assumptions
of Theorem 7.3.1.
Step (1a). We define an assignment on cells G ∶ C B as follows.
● For each object X in C, the slice F↓X has an inc-lax terminal object (X, f
X
).
Define GX = X.
● For each 1-cell u ∶ X Y in C, we have (X,u f
X
) ∈ F ↓Y, and inc-lax
terminal object (Y, f
Y
) ∈ F ↓ Y. The component of kY at (X,u f
X
) is an
initial 1-cell
(u, θu) ∶ (X,u fX) (Y, fY).
Define Gu = u.
● Given a 2-cell γ ∶ u0 u1 in C, we have 1-cells in F↓Y given by (u0, θ0)
and (u1, θ1), the components of kY. Pasting the latter of these with γ
yields a 1-cell (u1, θ1(γ ∗ 1 f
X
)) shown in the pasting diagram below.
(7.3.3)
Y
FX
X
FY
f
X
u1
u0
f
Y
Fu1
⇒
θ1
⇒
γ
Since (u0, θ0) is initial by construction and
(u1, θ1(γ ∗ 1 f
X
))
is another 1-cell in F ↓Y with source (X,u0 fX) and target (Y, fY), there
is a unique 2-cell (γ) in F ↓ Y such that Fγ satisfies the ice cream cone
condition shown below.
(7.3.4) =
Y
FX
X
FY
f
X
f
Y
u0
Fu1
Fu0
⇒
θ0
⇒
Fγ
Y
FX
X
FY
f
X
f
Y
u0
Fu1
u1
⇒
θ1
⇒
γ
Define Gγ = γ.
Step (1b). Next we define the components of the lax constraints G0 and G2.
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● Following the definition of G for Y = X and u = 1X, we obtain a 1-cell
G1X = 1X ∶ X X
together with θ
1X
filling the triangle below.
(7.3.5)
X.
FX
X
FX
f
X
1X
f
X
F1X
⇒
θ
1X
Composing θ
1X
with the left unitor ℓ we obtain a 1-cell in F↓X
(1X, ℓ f
X
○ θ
1X
) ∶ (X, f
X
) (X, f
X
).
By the unit condition for inc-lax terminal objects, the identity 1-cell for
(X, f
X
) is initial and hence we have a unique 2-cell
1GX = 1X 1X = G1X
whose image under F satisfies the ice cream cone condition for
(1X, ℓ f
X
○ θ
1X
) and (1
X
, r′).
We define G0X to be this 2-cell.
● Given a pair of composable arrows u ∶ X Y and v ∶ Y Z in C, we
have initial 1-cells (u, θu) and (v, θv) shown below.
(7.3.6)
Y
FX
X
FY
f
X
u
f
Y
Fu
⇒
θu and
Z
FY
Y
FZ
f
Y
v
f
Z
Fv
⇒
θv
Pasting these together and composing with F2v,u, we obtain a 1-cell in F↓Z
(v ○ u, θ′) ∶ (X, v(u f
X
)) (Z, f
Z
),
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where θ′ is given by the following pasting diagram.
(7.3.7)
Y
FX
X
FY
Z
FZ
f
X
u
f
Y
Fu
v
Fv
f
Z
F(v ○ u)
⇒
θu
⇒
θv
⇒F
2
v,u
Now by definition, (u, θu) = kY(X,u f
X
)
. Therefore by hypothesis (2) the
composite (v ○ u, θ′) is an initial 1-cell (X, v(u f
X
)) (Z, f
Z
). We also
have the component of kZ at (X, (vu) f
X
). This is an initial 1-cell
(vu, θvu) ∶ (X, (vu) fX) (Z, fZ)
where θvu is displayed below.
(7.3.8)
Z
FX
X
FZ
f
X
vu
f
Z
Fvu
⇒
θvu
Composing θvu with the associator
a−1C ∶ v(u fX) (uv) fX
yields another 1-cell
(vu, a−1C θvu) ∶ (X, v(u fX)) (Z, fZ),
and therefore there is a unique 2-cell in B
(Gv) ○ (Gu) = v ○ u vu = G(vu)
whose image under F satisfies the ice cream cone condition for the trian-
gles (7.3.7) and (7.3.8). We define G2v,u to be this 2-cell. ◇
Proposition 7.3.9. Under the hypotheses of Theorem 7.3.1, the assignment on cells de-
fined above specifies a lax functor G ∶ B C.
Proof. Step (2a). To verify that G defines a functor C(X,Y) B(GX,GY) for
each X and Y, first note that when γ = 1u, then 1u satisfies the ice cream cone
condition above, and hence by uniqueness of 2-cells out of an initial 1-cell, we
have
G1u = (1u) = 1(u) = 1Gu.
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Now we turn to functoriality with respect to vertical composition of 2-cells. Con-
sider a pair of composable 2-cells
u0
γ
u1
δ
u2
between 1-cells u0,u1,u2 ∈ C(X,Y). We will show that the chosen lift G(δγ) = δγ
is equal to the composite
(Gδ) ○ (Gγ) = δ ○ γ.
To do this, we note that (u0, θ0) is an initial 1-cell and therefore we simply need to
observe that δ○γ satisfies the ice cream cone condition for δγ. Then the uniqueness
of 2-cells from (u0, θ0) to (Y, fY) will imply the result. This is done by the four
pasting diagrams below. The first equality follows by functoriality of F: we have
(Fδ)(Fγ) = F(δ ○ γ). The next two equalities follow by the conditions for γ and δ
individually.
(7.3.10)
=
Y
FX
X
FY
f
X
f
Y
u0
Fu2
Fu0
⇒
θ0
⇒F(δ ○ γ)
Y
FX
X
FY
f
X
f
Y
u0
Fu2
Fu0
Fu1
⇒
θ0
⇒
Fγ
⇒Fδ
(7.3.11)
==
Y
FX
X
FY
f
X
f
Y
u0
u1
Fu2
⇒
γ
Fu1
⇒Fδ
⇒
θ1
Y
FX
X
FY
f
X
f
Y
u0
u1
Fu2
⇒
γ
u2
⇒
θ2
⇒δ
Since δγ is the unique 2-cell satisfying this condition, we must have δγ = δ ○ γ.
Therefore the definition of G is functorial with respect to vertical composition of
2-cells.
Step (2b). Naturality of G0 is vacuous. Naturality of G2 follows because (v ○
u, θ′) shown in (7.3.7) is initial. Therefore given γ ∶ u0 u1 and δ ∶ v0 v1,
the two composites (v0 ○ u0, θ′0) (v1u1, θv1u1)
are equal.
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Step (2c). Now we need to verify the lax associativity axiom (4.1.3) and two
lax unity axioms (4.1.4) for G. We show that each of the 2-cells involved is the
projection to B of a 2-cell in a lax slice category, and that each composite in the
diagrams is a 2-cell whose source is initial. Thus we conclude in each diagram
that the two relevant composites are equal.
First, let us consider the lax associativity hexagon (4.1.3) for G2 and the asso-
ciators. Given a composable triple
W
s
X
u
Y
v
Z
we need to show that the following diagram commutes
(7.3.12)
((Gv)(Gu)) (Gs)
(Gv) ((Gu)(Gs))
(G(vu)) (Gs)
G(v (us))
(Gv) (G(us))
G((vu) s)
aB
1 ∗G2
G2
G2 ∗ 1
G2
GaC
where aB and aC denote the associators in B and C respectively. To do this, we
observe that this entire diagram is the projection to B of the following diagram in
F↓Z, where we use two key details from the description in Proposition 7.1.2:
● The horizontal composition of 2-cells in F↓Z (namely, the whiskering of
2-cells by 1-cells) is given by horizontal composition in B.
● The associator in F↓Z is given by (aB).
(7.3.13)
((v, θv)(u, 1v ∗ θu)) (s, 1vu ∗ θs)
(v, θv) ((u, 1v ∗ θu)(s, 1v ∗ (1u ∗ θs)))
(vu, θvu) (s, 1vu ∗ θs)
(v (us), θ
v(us))
(v, θv) (us, 1v ∗ θus)
((vu) s, θ(vu)s)
(aB)
(1 ∗G2)
(G2)
(G2 ∗ 1)
(G2)
(aC)
Now the 1-cells (v, θv), (u, θu), and (s, θs) are defined to be components of kX , kY,
and kZ, respectively. We have (F↓u)(s, θs) = (s, 1u ∗ θs) and therefore
(u, θu)(s, 1u ∗ θs)
is initial by hypothesis (2) and Lemma 7.2.6. The strict functor F ↓ v sends this
composite to
(u, 1v ∗ θu)(s, 1v ∗ (1u ∗ θs)),
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so the upper-left corner of the hexagon is initial by hypothesis (2) and Lemma 7.2.6
again. Since aB is an isomorphism, this implies that
((v, θv)(u, 1v ∗ θu)) (s, 1vu ∗ θs)
is also an initial 1-cell. Therefore the two composites around the diagram are equal
and consequently their projections to B are equal.
Step (2d). Nextwe consider the lax unity axioms (4.1.4) for a 1-cell u ∶ X Y.
We use subscripts B or C to denote the respective unitors. As with the lax asso-
ciativity axiom, the necessary diagrams are projections to B of diagrams in F ↓Y,
each of whose source 1-cell is initial. Therefore the diagrams in F↓Y commute and
hence their projections to B commute.
(7.3.14)
(Gu)(1GX)
(Gu)(G1X) G(u1X)
Gu
1∗G0
G2
GrC
rB
(1GY)(Gu)
(G1Y)(Gu) G(1Yu)
Gu
G0 ∗ 1
G2
G(ℓC)
ℓB
This completes the proof that G is a lax functor C B. 
Proof of Theorem 7.3.1. Now we turn to the transformations
η ∶ IdB GF and ε ∶ FG IdC.
Step (3a). The components of ε are already defined in the construction of G:
given an object X, we define εX = fX , the 1-cell part of the inc-lax terminal object(X, f
X
). For a 1-cell u, we define εu = θu, the 2-cell part of the initial 1-cell
(u, θu) ∶ (X,u fx) (Y, fY).
To define the components of η, suppose A and B are objects of B and suppose
p ∶ A B is a 1-cell between them. Then (A, 1FA) defines an object of F ↓ FA.
Therefore there is an initial 1-cell
(7.3.15) ([A], θ[A]) ∶ (A, 1FA) (FA, fFA)
to the inc-lax terminal object in F↓FA. We define
ηA = [A] ∶ A FA = G(FA).
Given a 1-cell p ∶ A B in Bwe have two different 1-cells in F↓FB
(A, 1FA(Fp)) (FB, fFB).
One of these is the composite
(7.3.16) (Fp, θ
Fp
) ○ (F↓Fp)(ηA, θηA),
and note that this is initial by hypothesis (2) and Lemma 7.2.6. The other 1-cell is
the composite
(7.3.17) (ηB, θηB) ○ (p, υ),
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where υ denotes a composite of unitors. The 2-cell components of the composites
(7.3.16) and (7.3.17) are given, respectively, by the two pasting diagrams below.
(7.3.18)
FB
F(FA) F(FB)FA
FA
FηA
1FA
Fp
F(FpηA)
f
FA
f
FB
F(Fp)
⇒
θ
Fp
⇒
θηA
⇒F
2
FB
FB F(FB)FA
FA
Fp
1FA
Fp
F(ηB p)
1FB f
FB
F(ηB)
⇒
θηB⇒
υ
⇒F
2
Since the diagram at left in (7.3.18) corresponds to an initial 1-cell, we therefore
have a unique 2-cell (G(Fp))ηA ηBp in B whose image under F satisfies the
ice cream cone condition with respect to the two outermost triangles in (7.3.18).
We take ηp to be this 2-cell.
Step (3b). Naturality of the components εu with respect to 2-cells γ ∶ u0 u1
is precisely the condition in (7.3.4) defining Gγ = γ. Naturality of the components
ηp with respect to 2-cells ω ∶ p0 p1 follows because the source 1-cell shown at
left in (7.3.18) is initial.
Steps (3c) and (3d). The lax transformation axioms for ε and η follow immedi-
ately from the inc-lax terminal conditions for kX ; the unit axiom follows from the
unit condition for kX , and the 2-cell axiom follows from uniqueness of 2-cells out
of an initial 1-cell. 
7.4. The Whitehead Theorem for Bicategories
In this section we apply the bicategorical Quillen Theorem A (7.3.1) to prove
the Bicategorical Whitehead Theorem.
Theorem 7.4.1 (Whitehead Theorem for Bicategories). A pseudofunctor of bicategor-
ies F ∶ B C is a biequivalence if and only if F is
(1) essentially surjective on objects,
(2) essentially full on 1-cells, and
(3) fully faithful on 2-cells.
Proof. One implication is immediate: if F is a biequivalence with inverse G, then
the internal equivalence FG ≃ IdC implies that F is essentially surjective on objects.
Lemma 6.2.13 proves that F is essentially full on 1-cells and fully faithful on 2-cells.
If F is essentially surjective, essentially full, and fully faithful, then Proposi-
tions 7.2.7 and 7.2.10 show that the lax slices have inc-lax terminal objects and that
the strict functors F ↓ u preserve initial components. Therefore we apply Theo-
rem 7.3.1 to obtain G ∶ C B together with ε and η.
Moreover, the proof of Proposition 7.2.7 shows that the components εX = fX
and εu = θu are invertible. Likewise, if the constraints F
0 and F2 are invertible then
the ice cream cone conditions for F(G0) and F(G2), together with invertibility of
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the θu, imply that F(G0) and F(G2) are invertible. Thus G0 and G2 are invertible
because F is fully faithful on 2-cells and therefore reflects isomorphisms. Therefore
G is a pseudofunctor.
Likewise in the construction of ηA via Proposition 7.2.7, we note that θηA and
f
FA
are both invertible, so FηA is invertible. The assumption that F is essentially
surjective on 1-cells and fully faithful on 2-cells implies that F reflects invertibility
of 1-cells, and therefore ηA is invertible. Similarly, the construction of ηp under
these hypotheses implies that F(ηp) is invertible and hence ηp is invertible.
Now η and ε are strong transformations with invertible components. There-
fore by Proposition 6.2.16 we conclude that η and ε are internal equivalences in
Bicat(C,C) and Bicat(B,B), respectively. Thus F and G are inverse biequivalences.

If M and N are monoidal categories, with F ∶ M N a monoidal functor we
consider the corresponding pseudofunctor of one-object bicategories
ΣF ∶ ΣM ΣN
and obtain the following.
Corollary 7.4.2. A monoidal functor is a monoidal equivalence if and only if it is an
equivalence of underlying categories.
Recall the bicategory 2Vectc of coordinatized 2-vector spaces, the 2-category
2Vecttc of totally coordinatized 2-vector spaces, and the strictly unitary pseudo-
functor
F ∶ 2Vecttc 2Vectc
in Examples 2.1.28, 2.3.16, and 4.1.17. We now observe that F is an example of
strictification of bicategories.
Corollary 7.4.3. F ∶ 2Vecttc 2Vectc is a biequivalence.
Proof. We check the three conditions in the Whitehead Theorem 7.4.1.
(1) By definition F is the identity function on objects.
(2) F is essentially full on 1-cells because each finite dimensional complex
vector space is isomorphic to some Cn.
(3) F is fully faithful on 2-cells because, with respect to the standard bases,
there is a bijection betweenC-linear mapsCm Cn and complex n×m
matrices.
Therefore, the strictly unitary pseudofunctor F is a biequivalence. 
7.5. Quillen Theorem A and The Whitehead Theorem for 2-Categories
In this section we specialize to discuss stronger variants of the bicategori-
cal Quillen A and Whitehead Theorems. Throughout this section, B and C will
be 2-categories. Observer first that, if F ∶ B C is a 2-functor and is essen-
tially surjective, essentially full, and fully faithful, then by the bicategoricalWhite-
head Theorem 7.4.1 we have a bi-inverse G which is generally a pseudofunctor
but not a 2-functor. However, the work of the preceding sections culminating in
Theorem 7.4.1 can be modified to prove a stronger result under correspondingly
stronger hypotheses (cf. Definition 7.5.4). That will be our focus for this section.
We will begin with the case that F ∶ B C is merely a lax functor, but we
will address the cases where F is a pseudofunctor and a 2-functor at the end of
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this section. Our first specialization is that the lax slices F ↓X are 2-categories in
this case.
Proposition 7.5.1. Suppose F ∶ B C is a lax functor of 2-categories, and suppose
that X is an object of C. Then the lax slice bicategory F↓X of Section 7.1 is a 2-category.
Proof. Inspection of step (5) in the proof of Proposition 7.1.2 shows that the as-
sociator and unitors of F ↓ X are determined by those of B. Therefore F ↓ X is a
2-category if B is a 2-category. 
Remark 7.5.2. As this proof makes clear, the conclusion depends only on associa-
tors and unitors in B being identities. The result holds if C is a bicategory. ◇
Definition 7.5.3. We say that a 1-cell (p, θ) in F ↓X is 2-unitary if θ is an identity
2-cell. ◇
Next we turn to the inc-lax terminal phenomena of Section 7.1. The results of
Propositions 7.2.7 and 7.2.10 apply in the 2-categorical case, but a stronger result
holds under stronger hypotheses.
Definition 7.5.4. Suppose F ∶ B C is a 2-functor of 2-categories.
● We say that F is 1-essentially surjective if F is surjective on 1-cell isomorphism-
classes of objects. This is equivalent to the statement that the underlying
functor of 1-categories is essentially surjective.
● We say that F is 1-fully faithful if it is bijective on 1-cells. This is equiva-
lent to the statement that the underlying functor of 1-categories is fully
faithful. ◇
These conditions are somewhat stronger than the bicategorical analogues. How-
ever, because a 2-equivalence is an equivalence of underlying 1-categories, they
do hold for 2-equivalences. The Whitehead Theorem for 2-categories 7.5.8 below
shows that the converse is true.
Proposition 7.5.5. Suppose F ∶ B C is a lax-functor of 2-categories, and suppose
that F is 1-essentially surjective, 1-fully-faithful, and fully-faithful on 2-cells. Then for
each X ∈ C, there is an inc-lax terminal object (X, f
X
) ∈ F ↓X whose initial components
are 2-unitary 1-cells.
Proof. The proof of this result follows the proof of Proposition 7.2.7, with the fol-
lowing important changes.
● In the choice of inc-lax terminal object (X, f
X
) described in (7.2.8), we
choose f
X
to be an isomorphism rather than an adjoint equivalence (cf.
Definition 6.2.2), and choose f
●
X
to be its inverse—this is possible because
F is bijective on isomorphism classes of objects.
● In the choice of initial component (pA, θA) described in (7.2.9), we choose
θA to be an identity 2-cell—this is possible because fX and f
●
X
are inverse
isomorphisms.
● Note, given these choices, that pA is an isomorphism if and only if fA is
an isomorphism. 
Next we have the corresponding specialization of the bicategorical Quillen
Theorem A.
Theorem 7.5.6 (2-categorical Quillen Theorem A). Suppose F ∶ B C is a lax
functor of 2-categories, and suppose the following.
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(1) For each X ∈ C, the lax slice 2-category F ↓ X has an inc-lax terminal object
(X, f
X
) whose initial components are 2-unitary 1-cells.
(2) For each u ∶ X Y in C, the change-of-slice functor F ↓ u preserves initial
components (Definition 7.2.5).
Then there is a lax functor G ∶ C B together with a lax transformation η and a strict
transformation ε as below
η ∶ IdB GF and ε ∶ FG IdC.
Moreover, the 1-cell components of η and ε are isomorphisms.
Proof. The proof of this result follows from the proof of the bicategorical Quillen
Theorem A, noting the following key differences in the constructions of G, ε, and
η.
● Step (1b). In the definition of G0 just after (7.3.5), θ
1X
is the identity 2-cell
and both unitors are identities. Therefore the ice cream cone condition
for G0 is F(G0) = F0.
● Likewise, the definition of G2 makes use of (7.3.6), (7.3.7), (7.3.7), and as-
sociators; all of these except possibly F2 are identity 2-cells and therefore
the ice cream cone condition for G2 reduces to F(G2) = F2.
● Step (3a). In the definition of ε we have εX = fX and εu = θu, the first
of which is an isomorphism 1-cell and the second of which is an iden-
tity 2-cell. Therefore ε is a strict transformation whose components are
isomorphisms.
● Likewise, ηA = [A] is an isomorphism because both 1FA and fFA are iso-
morphisms (cf. (7.3.15)). The 2-cell ηp is uniquely determined by the two
pasting diagrams in (7.3.18). Under our assumptions, the 2-cells θηA , θFp,
υ, and θηB in those diagrams are identities. Therefore we have
ηp ○ F2Fp,ηA
= F2ηB,p. 
If F is bijective on 2-cells and therefore reflects isomorphisms, the proof of
Theorem 7.5.6 shows slightly more.
Lemma 7.5.7. Suppose that F ∶ B C satisfies the hypotheses of Theorem 7.5.6 and
suppose, moreover, that F is bijective on 2-cells. Then we have the following additional
refinements of Theorem 7.5.6.
● If F is a pseudofunctor, then G is a pseudofunctor and η is a strong transforma-
tion.
● If F is a 2-functor, then G is a 2-functor and η is a strict transformation (i.e.,
both η and ε are 2-natural isomorphisms).
Combining Proposition 7.5.5 and Theorem 7.5.6 with Lemma 7.5.7, we have
The Whitehead Theorem for 2-categories.
Theorem 7.5.8 (Whitehead Theorem for 2-categories). A 2-functor of 2-categories
F ∶ B C is a 2-equivalence if and only if F is
(1) 1-essentially surjective on objects;
(2) 1-fully faithful on 1-cells;
(3) fully faithful on 2-cells.
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7.6. Exercises and Notes
Exercise 7.6.1. Return to Proposition 7.1.2 and verify the left and right unitors
described in Step (5) satisfy the relevant ice cream cone conditions to be 2-cells in
F↓X. Hint: both will use the right unity axiom (4.1.4); one will also use the unity
axiom (2.1.4) while the other will use Proposition 2.2.4.
Exercise 7.6.2. Suppose t is an object of B and suppose that for each object A ∈ B
there is a 1-cell kA ∶ A t that is initial in B(A, t). Then kA are the components
of a lax functor Id ∆t.
Exercise 7.6.3. Return to Definition 7.3.2 and verify the left and right unity axioms
shown in (7.3.14). Hint: use the unit condition for inc-lax terminal objects and
hypothesis (2).
Notes.
7.6.4 (Discussion of Literature). Kelly gives a brief outline of theV-enrichedWhite-
head theorem in [Kel05, Section 1.11], which in particular implies the 2-categorical
Whitehead Theorem 7.5.8. The thesis of Schommer-Pries [SP∞] proves an ana-
logue of Theorem 7.4.1 for symmetric monoidal bicategories, and we follow him
in calling this result a bicategorical Whitehead Theorem. Gurski [Gur12, Lemma
3.1] gives a short and direct proof of the bicategoricalWhitehead Theoremwithout
a Quillen A theorem. ◇
7.6.5 (Lax Slices). The lax slice constructed in Proposition 7.1.2 is similar to (the op-
posite of) the oplax comma bicategory discussed by Buckley [Buc14, Construction
4.2.1]. However, the construction there is given only for pseudofunctors. More-
over, even for pseudofunctors the (op)lax slice over an object X is not quite the
same as the (op)lax comma over the constant pseudofunctor ∆X . The difference
arises because unitors in a bicategory are nontrivial. We saw this arise in the defi-
nition of icons, and one expects a correspondence result like Proposition 4.6.9. ◇
7.6.6 (Whitehead’s Theorem). Whitehead’s theorem for topological spaces states
that a continuous function between CW complexes is a homotopy equivalence
if and only if it induces a bijection of connected components and also induces
isomorphisms of homotopy groups in all dimensions, for all choices of basepoint.
To explain this further, suppose F ∶ B C is a pseudofunctor and consider
the following.
(1) Let Π0(B) denote the equivalence classes of objects, with two objects be-
ing in the same class if and only if there is an invertible 1-cell between
them. Then F is essentially surjective if and only if it induces a surjection
Π0(B) Π0(C).
(2) Given two objectsX andY, let Π1(B;X,Y) denote the isomorphism classes
of 1-cells X Y. Then F is essentially full if and only if it induces a sur-
jection
Π1(B;X,Y) Π1(C; FX, FY)
for all X and Y.
(3) Given two 1-cells f and g, let Π2(C; f , g) denote the set of 2-cells f g.
Then F is fully faithful if and only if it induces a bijection
Π2(B; f , g) Π2(C; F f , Fg)
for all f and g.
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Now if F is fully faithful, then it must induce injections on isomorphism classes of
1-cells and on adjoint-equivalence classes of 0-cells. Moreover, Proposition 6.2.4
implies that two 0-cells are connected equivalent in Π0(B) if and only if there is an
adjoint-equivalence between them. Therefore F is essentially surjective, essentially
full, and fully faithful if and only if it induces bijections on each of the Πn for
n = 0, 1, 2.
It should be noted that, while Πn are an algebraic analogue of homotopy
equivalence classes, their relation to homotopy groups of the nerve of a bicate-
gory is subtle and generally difficult to compute. When B is a groupoid then the
homotopy groups of ∣NB∣ vanish above dimension 2. Moreover, the nonvanishing
homotopy groups are computed by the Πn. The essential difference in general is
that paths in a topological space are reversible, while 1-cells and 2-cells in a bicat-
egory are generally not invertible. ◇
7.6.7 (Quillen’s Theorems A and B). Quillen’s Theorems A and B give condi-
tions that imply a functor of categories F ∶ C D induces a homotopy equiv-
alence, respectively fibration, on geometric realizations of nerves [Qui73]. Bi-
categorical analogues of Quillen’s Theorem B have been discussed in [CHR15]
and depend on a notion of fibration discussed in [Bak∞b] and [Buc14]. Chiche
[Chi15] gives a Quillen Theorem A for lax functors of 2-categories, making use of
a Grothendieck construction to analyze functors whose lax slices have homotopy
equivalent nerves.
We call Theorem 7.3.1 Quillen’s TheoremA for Bicategories because it general-
izes to bicategories the essential algebraic content of the original result. Applying
a bicategorical nerve, for example either of the nerves discussed in Chapter 5, one
observes that a lax functor satisfying the hypotheses of Theorem 7.3.1 induces a
homotopy equivalence—the transformations ε and η do not need to be invertible
for such a conclusion. See [CCG10, Proposition 7.1].
The reader might wonder whether a similar result holds under a weaker hy-
pothesis on the lax slices, for example merely under the assumption that the lax
slices have contractible nerves. In that case, one will require some other way to ob-
tain compatibility between the lax slices over different objects; this is crucial to the
proof of the lax associativity axiom for G. We leave this to the interested reader. ◇
CHAPTER 8
The Yoneda Lemma and Coherence
In this chapter we discuss the Yoneda Lemma for bicategories. To review and
fix notation, we begin with a discussion of the 1-categorical Yoneda Lemma in Sec-
tion 8.1. This entails three results which are usually all termed The Yoneda Lemma
for a small category C.
(1) Natural transformations from a represented functor to an arbitrary func-
tor F ∶ Cop Set are in bijection with the value of F at the representing
object. We call this The Objectwise Yoneda Lemma 8.1.2.
(2) In the special case that F is also a represented functor, the bijection con-
structed in the first part is inverse to the Yoneda functor. We call this The
Yoneda Embedding Lemma 8.1.5.
(3) The bijections constructed in the first part are natural with respect to mor-
phisms of the representing object. This is the most general form, and thus
is the one we name The Yoneda Lemma 8.1.6.
In Sections 8.2 and 8.3 we give the bicategorical analogue of Section 8.1. First
we describe the Yoneda pseudofunctor, and prove that it is indeed a pseudofunc-
tor. Then we state and give detailed proofs for bicategorical analogues of the
Yoneda Lemma in the three forms discussed above.
In Section 8.4 we apply the Bicategorical Yoneda Embedding Lemma 8.3.12 to
prove the Bicategorical Coherence Theorem 8.4.1, which asserts that every bicate-
gory is biequivalent to a 2-category. The proof is very short, but depends on the
theory of this chapter and on the Bicategorical Whitehead Theorem 7.4.1 of Chap-
ter 7. As in previous chapters, we will rely on Theorem 3.6.6 and Convention 3.6.7
to interpret pasting diagrams in a bicategory.
Our discussion of the Yoneda Lemma for 1-categories or bicategories will re-
quire sets of natural transformations between functors, and categories of strong
transformations between pseudofunctors. Therefore we will assume throughout
that the categories and bicategories to which we apply the Yoneda constructions
are small.
8.1. The 1-Categorical Yoneda Lemma
Suppose C is a 1-category, and for each object A ∈ C, recall fromDefinition 1.1.15
that YA denotes the represented functor
YA = C(−,A) ∶ Cop Set.
For a 1-cell f ∶ A B in C, let Y f denote the represented natural transformation
Y f = f∗ = C(−, f )
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whose component at an objectW ∈ C is given by post-composition
f∗ ∶ C(W,A) C(W, B).
When C is small, we have a category of functors and natural transformations from
Cop to Set. One verifies that the components f∗ are natural and therefore Y = Y(−)
defines a functor. To clarify, we recall the following notation from Definitions 1.1.5
and 1.1.7.
Definition 8.1.1. Suppose that C is a small 1-category, and suppose F and G are
functors C D.
● Fun(C,D) denotes the 1-category of functors and natural transformations
C D.
● Nat(F,G) denotes the set of natural transformations F G. ◇
With this notation, we have defined a functor
Y = Y(−) ∶ C Fun(Cop,Set)
known as the Yoneda functor.
Now suppose that F ∶ Cop Set is another functor. For each object A ∈ C,
we have a morphism of sets
eA ∶ Nat(YA, F) FA
defined, for each θ ∶ YA F, by eA(θ) = θA1A.
Lemma 8.1.2 (Objectwise Yoneda). The morphisms eA are bijections of sets.
Proof. Naturality of θ means that the following square commutes for each mor-
phism p ∶W Z in C.
(8.1.3)
YA(Z) YA(W)
FZ FW
YA(p)
Fp
θZ θW
Unpacking the notation, we have YA(p) = p∗ ∶ C(Z,A) C(W,A). In the spe-
cial case Z = A, the equality p∗1A = 1A ○ p = p together with the commutativity of
(8.1.3) means that we have an equality
(8.1.4) θW(p) = (Fp)(θA1A).
Indeed, this equality holding for all morphisms p ∶W A is equivalent to nat-
urality of θ, and therefore the element θA1A ∈ FA uniquely determines the natural
transformation θ. 
The equation (8.1.4) shows, in the special case F = YB, that θ = YθA1A . Thus we
have the following.
Lemma 8.1.5 (Yoneda Embedding). For each A and B in C, the Yoneda functor is a
bijection
Y ∶ C(A, B) Nat(YA,YB)
inverse to eA. Thus Y ∶ C Fun(Cop,Set) is fully-faithful.
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Now for each p ∶ W A, precomposition with the natural transformationYp ∶ YW YA defines a morphism of sets
(Yp)∗ ∶ Nat(YA, F) Nat(YW , F).
This is functorial (contravariant), and thus we have a functor
Nat(Y(−), F) ∶ Cop Set.
Lemma 8.1.6 (Yoneda). The morphisms eA are natural with respect to morphisms in C,
and thus e defines a natural isomorphism
e ∶ Nat(Y(−), F) ≅ F(−)
for each functor F ∶ Cop Set.
Proof. We proved that the components of e are bijections in Lemma 8.1.2. To prove
that e is natural, we must show that the following square commutes for all p ∶
W A in C.
(8.1.7)
Nat(YA, F) Nat(YW , F)
FA FW
(Yp)∗
Fp
eA eW
For a natural transformation θ ∶ YA F, the top-right composite in (8.1.7) is
θ θ ○Yp (θ ○Yp)W(1W) = (θB ○ (Yp)W)(1W) = θW((Yp)W(1W)) = θW(p).
On the other hand, the left-bottom composite is
θ θA1A (Fp)(θA1A).
Equality of these two elements in FW is precisely the equality guaranteed by nat-
urality of θ and shown in (8.1.3) and (8.1.4). 
Lemmas 8.1.2, 8.1.5, and 8.1.6 are collectively referred to as the Yoneda Lemma
for 1-categories. They are summarized in the discussion following Definition 1.1.15.
8.2. The Bicategorical Yoneda Pseudofunctor
Now we turn to the bicategorical case, following the outline established by
the 1-categorical case above. In this section we assume B is a small bicategory
and thus we have a 2-category Bicatps(Bop,Cat) by Corollary 4.4.13. We define a
pseudofunctor Y ∶ B Bicatps(Bop,Cat)
in four steps.
● Define Y as an assignment on cells (Definition 8.2.1).
● Define the lax unity constraint Y0 (Definition 8.2.4) and prove that it is a
modification (Proposition 8.2.5).
● Define the lax functoriality constraint Y2 (Definition 8.2.9) and prove that
it is a modification (Proposition 8.2.10).
● Show that (Y ,Y2,Y0) defines a pseudofunctor (Proposition 8.2.12).
Definition 8.2.1 (Assignment on cells Y).
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● For each object A ∈ B, define YA = B(−,A), the representable pseudofunc-
tor of Proposition 4.5.2 and Definition 4.5.4.
● For each 1-cell f ∶ A B, define Y f = f∗, the representable strong trans-
formation
B(−,A) B(−, B)
of Proposition 4.5.5 and Definition 4.5.6.
● For each 2-cell α ∶ f g, define Yα = α∗, the representable modification
of Proposition 4.5.7 and Definition 4.5.8.
This finishes the definition of Y as an assignment on cells. ◇
Notation 8.2.2. Suppose A and W are objects of B. For each 1-cell f ∶ W A,
we will add a subscript to the inverse component of the left unitor and write
ℓ
−1
W; f = ℓ
−1
f ∶ f 1A f .
Typically the object W is omitted, but it will be useful for clarity below. Natu-
rality of the left unitor with respect to 2-cells f f ′ in B(W,A) means that the
components ℓ−1W; f assemble to form a natural transformation of endofunctors on
B(W,A)
1B(W,A) (1A)∗.
We denote this natural transformation by ℓ−1W;−. ◇
Motivation 8.2.3. For an object A, we have 1YA and Y1A . These are 1-cells in
Bicatps(Bop,Cat), i.e., strong transformations, from YA to YA. The first of these is
the identity on YA, and the second of these is Y evaluated at the identity 1-cell
1A in B. The unity constraint (Y0)A must be a 2-cell in Bicatps(Bop,Cat), i.e., a
modification,
(Y0)A ∶ 1YA Y1A .
Thus it will have components atW ∈ B
(Y0)A;W ∶ 1B(W,A) Y1A ;W = (1A)∗
that are 2-cells in Cat, i.e., natural transformations. We shall see that ℓ−1W;− is just
such a natural transformation. ◇
Definition 8.2.4 (Lax unity Y0). For each pair of objects A,W ∈ B, we let
(Y0)A;W = ℓ−1W;− ∶ 1B(W,A) Y1A ;W = (1A)∗. ◇
Proposition 8.2.5. For each A ∈ B, the components (Y0)A;W = ℓ−1W;− assemble to form a
modification
(Y0)A ∶ 1YA Y1A .
Proof. We noted at the end of Motivation 8.2.3 that ℓ−1W;− is a natural transformation
by naturality of the left unitor. Thus (Y0)A;W is a 2-cell in Cat.
To verify that (Y0)A is a modification, we need to show, for any 1-cell p ∶
W Z in B, that the following two pasting diagrams in Cat have the same com-
posite. The unlabeled double arrow on the left-hand side is the component 2-cell
of Y1A , given by an associator component and described in Proposition 4.5.5. The
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empty region on the right-hand side is strictly commuting because 1YA(Z) is a strict
transformation.
(8.2.6)
YA(Z) YA(W)
YA(Z) YA(W)
YA(p)
YA(p)
1YA(Z)
(Y1A)W(Y1A)Z
⇒
⇒
ℓ
−1
Z;−
YA(Z) YA(W)
YA(Z) YA(W)
YA(p)
YA(p)
1YA(Z)
(Y1A)W
1YA(W)
⇒
ℓ
−1
W;−
To see that these composites are equal, consider a 1-cell h ∈ YA(Z) = B(Z,A).
The functor along the left-bottom boundary, YA(p) ○ 1YA(Z), sends h to hp. The
functor along the top-right boundary, (Y1A)W ○YA(p), sends h to 1A(hp). Then
the composite at left in (8.2.6) is a natural transformation whose component at h is
the following 2-cell composite in YA(W) = B(W,A):
hp
ℓ
−1
Z;h∗1p (1Ah)p a 1A(hp).
On the other hand, the composite at right in (8.2.6) is a natural transformation
whose component at h is
hp
ℓ
−1
W;hp
1A(hp).
These 2-cells are equal by the unity property in Proposition 2.2.4. Thus the natural
transformations ℓ−1W;− assemble to give a modification
(Y0)A ∶ 1YA Y1A
for each A ∈ B. 
Now we turn to the lax functoriality constraint Y2.
Notation 8.2.7. Suppose
A
f
B
g
C
is a composable pair of 1-cells in B. For each 1-cell j ∶ W A we will add the
subscriptW to the inverse component of the associator and write
a−1W;g, f ,j = a
−1
g, f ,j ∶ g( f j) (g f )j.
Naturality of the associator with respect to 2-cells j j′ in B(W,A) means that
the components a−1W;g, f ,j assemble to form a natural transformation of functors
B(W,A) B(W,C)
g∗ f∗ (g f )∗.
We denote this natural transformation by aW;g, f ,−. ◇
Motivation 8.2.8. For each composable pair of 1-cells in B,
A
f
B
g
C,
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we have the composite strong transformation, YgY f = g∗ f∗, and the strong trans-
formation for the composite, Yg f = (g f )∗. These are 1-cells in Bicat(Bop,Cat) fromYA toYC. The lax functoriality constraint (Y2)g, f must be a 2-cell in Bicat(Bop,Cat),
i.e., a modification,
(Y2)g, f ∶ YgY f Yg f
for each composable pair f and g. Thus it will have components atW ∈ B
(Y2)g, f ;W ∶ Yg;WY f ;W Yg f ;W
that are 2-cells in Cat, i.e., natural transformations. We shall see that a−1W;g, f ,− is just
such a natural transformation.
Moreover, Definition 4.1.2 requires that the modifications (Y2)g, f are natural
with respect to 2-cells f f ′ and g g′ in B(A, B) and B(B,C), respectively.
◇
Definition 8.2.9 (Lax functoriality Y2). For each pair of composable 1-cells in B,
A
f
B
g
C,
and each objectW ∈ B, we let
(Y2)g, f ;W = a−1W;g, f ,− ∶ YgY f Yg f . ◇
Proposition 8.2.10. For each pair of composable 1-cells in B,
A
f
B
g
C,
the components (Y2)g, f ;W = a−1W;g, f ,− assemble to form a modification
(Y2)g, f ∶ YgY f Yg f .
These modifications are natural in f and g.
Proof. We noted at the end of Motivation 8.2.8 that a−1W;g, f ,− is a natural transforma-
tion by naturality of the associator. Thus (Y2)g, f ;W is a 2-cell in Cat.
To verify that (Y2)g, f is a modification, we need to show, for each 1-cell p ∶
W Z, that the following two pasting diagrams in Cat have the same compos-
ite. The unlabeled double arrows on each side are given by associator components
described in Proposition 4.5.5 (for Yg f , Yg, and Y f ) and Definition 4.2.15 (for the
composite YgY f ).
(8.2.11)
YA(Z) YA(W)
YC(Z) YC(W)
YA(p)
YC(p)
YgY f
Yg fYg f
⇒
⇒
a
−1
Z;g, f ,−
YA(Z) YA(W)
YC(Z) YC(W)
YA(p)
YC(p)
YgY f
Yg f
YgY f
⇒
⇒
a
−1
W;g, f ,−
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To see that these composites are equal, consider a 1-cell k ∈ YA(Z) = B(Z,A). The
functor along the left-bottom boundary, YC(p) ○ (YgY f ), sends k to (g( f k))p. The
functor along the top-right boundary, Yg f ○YA(p), sends k to (g f )(kp). Using the
component 2-cell in Proposition 4.5.5, the composite at left in (8.2.11) is a natural
transformation whose component at k is the composite
(g( f k))p a−1g, f ,k∗1p ((g f )k)p ag f ,k,p (g f )(kp).
On the other hand, the component at k of the composite at right in (8.2.11) is given
as follows. Here we use the definition in Proposition 4.5.5 together with the for-
mula in Explanation 4.2.17, which simplifies because associators in Cat are strict:
(g( f k))p ag, f k,p g(( f k)p) 1g∗a f ,k,p g( f (kp)) a−1g, f ,kp (g f )(kp).
The two composites in (8.2.11) are equal by the pentagon axiom (2.1.5). Thus the
natural transformations a−1W;g, f ,− assemble to give a modification
(Y2)g, f ∶ YgY f Yg f
for each pair of composable 1-cells f and g.
Lastly, we observe that these modifications, i.e., 2-cells in Bicatps(Bop,Cat), are
natural with respect to 2-cells in B because the components a−1W;g, f ,− are natural in
f and g. Therefore the 2-cells (Y2)g, f assemble to give a natural transformation Y2
as in Definition 4.1.2. This finishes the definition of Y2. 
Proposition 8.2.12. The triple (Y ,Y2,Y0) defines a pseudofunctor.
Proof. Wehave shown thatY0 andY2 aremodifications in Propositions 8.2.5 and 8.2.10,
respectively. The components ofY2 andY0 are invertible by construction, since the
components a−1 and ℓ−1 are invertible. Thus it remains to show that (Y ,Y2,Y0)
satisfies the lax associativity and lax unity axioms of Definition 4.1.2.
The lax associativity axiom (4.1.3) requires that the following diagram (8.2.13)
commutes in Bicatps(Bop,Cat) for all composable triples of 1-cells
A
f
B
g
C
h
D.
Note that the associator in the 2-category Bicatps(Bop,Cat) is an identity and thus
the upper-left arrow below is labeled 1.
(8.2.13) (Yh ○Yg) ○Y f
Yh ○ (Yg ○Y f )
Yhg ○Y f
Yh(g f )
Yh ○Yg f
Y(hg) f
1
1Yh ∗ a
−1
−;g, f ,−
a−1−;h,g f ,−
a−1−;h,g,− ∗ 1Y f
a−1−;hg, f ,−
Ya
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This diagram of strong transformations and modifications commutes if and only
if the resulting diagram of components commutes when evaluated at each 1-cell
k ∶ Z A. The resulting diagram is equivalent to an instance of the pentagon
axiom (2.1.5), and thus (8.2.13) commutes.
The lax left and right unity axiom (4.1.4) requires that the following two di-
agrams (8.2.14) commute for each 1-cell f ∶ A B. As with the associator, the
unitors in Bicatps(Bop,Cat) are identities and therefore the base of each trapezoid
below is labeled 1.
(8.2.14)
1YB ○Y f
Y1B ○Y f
Y f
Y(1B○ f )
ℓ
−1
−;− ∗ 1Y f
a−1−;1B, f ,−
Yℓ
1 Y f ○ 1YA
Y f ○Y1A
Y f
Y( f ○1A)
1Y f ∗ ℓ
−1
−;−
a−1−; f ,1W ,−
Yr
1
These diagrams of strong transformations and modifications commute if and only
if the resulting diagrams of components commute when evaluated at each 1-cell
k ∶ Z A. When evaluated at k, the diagram at left is equivalent to the left unity
property in Proposition 2.2.4 and the diagram at right is equivalent to the middle
unity axiom (2.1.4). 
Definition 8.2.15. The pseudofunctor defined by Proposition 8.2.12 is denoted Y
and called the Yoneda pseudofunctor. ◇
Because the components of Y0 and Y2 are defined by the left unitor and asso-
ciator of B, respectively, we have the following corollary of Proposition 8.2.12.
Corollary 8.2.16. If B is a 2-category, then
Y ∶ B Bicatps(Bop,Cat)
is a 2-functor.
8.3. The Bicategorical Yoneda Lemma
In this section we prove the Bicategorical Yoneda Lemma. In addition to the
notation Bicatps, we will need the following.
Definition 8.3.1. Suppose that B is a small bicategory, and suppose F and G are
pseudofunctors B C. Then
Str(F,G) = Bicatps(B,C)(F,G)
denotes the 1-category of strong transformations and modifications F G. ◇
Throughout this section we assume that B is a small bicategory and
F ∶ Bop Cat
is a pseudofunctor.
Definition 8.3.2. For each A ∈ B we define a functor of 1-categories called evalua-
tion
eA ∶ Str(YA, F) FA
as follows.
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● For each strong transformation θ ∶ YA F, the component θA is a func-
tor YA(A) FA. We define
eA(θ) = θA1A ∈ FA.
● For each modification Γ ∶ θ θ′, we have natural transformation ΓA ∶
θA θ
′
A. We let ΓA;p denote the component of ΓA at p ∈ YA(W) and
define
eA(Γ) = ΓA;1A ∶ θA1A θ′A1A.
Composition of modifications is strictly unital and associative, and therefore eA is
a functor. This finishes the definition of eA. ◇
We will prove that each eA is an equivalence of categories, and that together
they form the components of an invertible strong transformation. We begin with
two explanations unpacking the data of transformations and modifications in the
category Str(YA, F).
Explanation 8.3.3. Suppose θ ∈ Str(YA, F), and consider the strong naturality con-
straint for θ. This is a natural isomorphism of functors filling the following square
for each 1-cell p ∶W Z in B.
(8.3.4)
YA(Z) YA(W)
FZ FW
YA(p)
Fp
θZ θW⇒θp
These isomorphisms are natural with respect to 2-cells p p′ in YA(Z) as dis-
cussed in Explanation 4.2.4. Unpacking the notation, we have
YA(p) = p∗ ∶ B(Z,A) B(W,A).
In the special case Z = A, we have the component of θp at 1A as below:
◇(8.3.5) θp;1A ∶ (Fp)(θA1A) ≅ θW(1Ap).
Explanation 8.3.6. Suppose θ, θ′ ∈ Str(YA, F), and suppose Γ ∶ θ θ′ is a modi-
fication. The modification axiom (4.4.4) means that, for any 1-cell p ∶W Z, the
following diagram of natural transformations between functors commutes in Cat.
(Fp)θZ (Fp)θ′Z
θWYA(p) θ′WYA(p)
1Fp ∗ ΓZ
ΓW ∗ 1YA(p)
θp θ
′
p
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Again taking the special case Z = A and evaluating at 1A ∈ YA(A), we have the
following commutative diagram of objects and morphisms in FW.
(8.3.7)
(Fp)(θA1A) (Fp)(θ′A1A)
θW(1A p) θ′W(1A p)
(Fp)(ΓA;1A)
ΓW;1Ap
θp;1A θ
′
p;1A
Moreover, since ΓW is a natural transformation, the following squares commute
for the morphisms
ℓ ∶ 1A p p and r−1 ∶ p p 1W
in YA(W) = B(W,A).
(8.3.8)
θW(1A p) θW(p) θW(p 1W)
θ′W(1A p) θ′W(p) θ′W(p 1W)
θW(ℓ) θW(r
−1)
θ′W(ℓ) θ′W(r
−1)
ΓW;1Ap ΓW;p ΓW;p1W
Note that the vertical arrows in (8.3.7) are isomorphisms because θ and θ′ are
strong transformations. The horizontal arrows in (8.3.8) are isomorphisms be-
cause functors preserve isomorphisms. Thus, combining (8.3.7) with the left half
of (8.3.8) (transposed), we observe that ΓW;p is uniquely determined by ΓA;1A . ◇
Next we give a construction that will be useful in showing that each eA is
essentially surjective.
Definition 8.3.9. Suppose F ∶ Bop Cat is a pseudofunctor and suppose A ∈ B.
For each object D ∈ FA, we define a strong transformation
D ∶ YA F
as follows.
(1) For eachW ∈ B, we define component functors DW ∶ YA(W) FW:
● For h ∈ YA(W) = B(W,A), let DW(h) = (Fh)D.
● For α ∶ h h′, let DW(α) = (Fα)D, the component at D of the natu-
ral transformation Fα ∶ Fh Fh′.
The functoriality and unit conditions for DW with respect to composition
and identities in YA(W) follow from the corresponding conditions for F
with respect to 2-cells in B.
(2) For each p ∶W Z we define a natural transformation
Dp ∶ (Fp ○DZ) (DW ○YA(p))
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as shown below.
(8.3.10)
YA(Z) YA(W)
FZ FW
YA(p)
Fp
DZ DW⇒
Dp
The component of Dp at h ∈ YA(Z) is the component of F2h,p at D:
(Fp ○DZ)(h) = ((Fp)(Fh))D (F
2
h,p)D (F(hp))D = (DW ○YA(p))(h).
Naturality of Dp follows from naturality of F
2, and these components are
isomorphisms because F is a pseudofunctor. In Exercise 8.5.1 we ask the
reader to verify the lax unity and lax associativity axioms for D.
This finishes the definition of D. ◇
Lemma 8.3.11 (Objectwise Yoneda). For each A ∈ B, the functor
eA ∶ Str(YA, F) FA
is an equivalence of categories.
Proof. For each D ∈ FA, we have the strong transformation D constructed in Defi-
nition 8.3.9. By definition, eA(D) = DA1A = (F1A)D andwe have the isomorphism
eA(D) = (F1A)D (F
0
D)
−1 (1FA)D = D.
Thus eA is essentially surjective.
We noted in Explanation 8.3.6 that (8.3.7) and (8.3.8) imply that the compo-
nents of each modification Γ ∶ θ θ′ are determined by eA(Γ) = ΓA;1A . Therefore
eA is fully faithful. 
In the special case F = YB, the Yoneda pseudofunctor gives an inverse for eA,
as follows.
Lemma 8.3.12 (Yoneda Embedding). For each pair of objects A and B in B, the Yoneda
pseudofunctor is an equivalence of categories
Y ∶ B(A, B) ≃ Str(YA,YB)
inverse to eA. Thus Y ∶ B Bicatps(Bop,Cat) is a local equivalence.
Proof. For a 1-cell f ∶ A B in Bwe have eA(Y f ) = f1A. For a 2-cell α ∶ f f ′
in B(A, B)we have eA(Yα) = α ∗ 11A . Thus the left unitor defines a natural isomor-
phism
ℓ ∶ eA ○Y ⇒ IdB(A,B).
For a strong transformation θ ∶ YA YB and for each 1-cell p ∶ W A in B,
we have
YB(p)(θA1A) = (θA1A) ○ p = YθA1A(p).
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Therefore, by combining the left unitor ℓ with (8.3.5) we have an isomorphismYθA1A(p) ≅ θW(p). The discussion of modifications in Explanation 8.3.6 shows
that this defines an invertible modification
Y ○ e⇒ IdStr(YA ,YB).
Thus eA and Y are inverse equivalences of 1-categories. 
Examining the proof of Lemma 8.3.12, we note that the Yoneda embedding is
a local isomorphism if B has trivial unitors. Thus we have the following.
Corollary 8.3.13. If B is a 2-category, then
Y ∶ B(A, B) Str(A, B)
is an isomorphism of categories.
Now we return to the study of general pseudofunctors F ∶ Bop Cat.
Definition 8.3.14. Suppose f ∶ C A is a 1-cell in B. We define a natural iso-
morphism e f filling the following diagram in Cat.
Str(YA, F) Str(YC, F)
FA FC
(Y f )
∗
F f
eA eC⇒e f
In this diagram, (Y f )∗ is the represented functor given by precomposition with
the strong transformation Y f . For each θ ∈ Str(YA, F), the left-bottom composite
sends θ to the object
(F f ○ eA)(θ) = (F f )(θA1A)
in FA. The top-right composite sends θ to
(eC ○ (Y f )∗)(θ) = eC(θ ○Y f ) = θC( f 1C).
We have a description of the strong naturality constraint θ f in Explanation 8.3.3
(take p there to be the 1-cell f ∶ C A). We define the component e f ;θ to be the
composite of three isomorphisms in FC:
(8.3.15) (F f )(θA1A) θ f ;1A θC(1A f ) θC(ℓ) θC( f ) θC(r−1) θC( f1C).
Note, because θC is functorial, we have θC(r−1) ○ θC(ℓ) = θC(r−1ℓ).
To discuss naturality of e f ;θ with respect to modifications Γ ∶ θ θ′, we first
note
(F f ○ eA)(Γ) = (F f )(ΓA,1A)
and
(eC ○ (Y f )∗)(Γ) = eC(Γ ∗ 1Y f ) = ΓC; f 1C .
In the context of Explanation 8.3.6, we take p to be the 1-cell f ∶ C A and
then the diagrams (8.3.7) and (8.3.8) combine to show that the composite (8.3.15)
is natural with respect to Γ ∶ θ θ′. This finishes the definition of e f . ◇
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Now we come to the Yoneda Lemma for bicategories. If F ∶ Bop Cat is a
pseudofunctor, then we apply Proposition 4.5.2 to F ∈ Bicatps(Bop,Cat)op to obtain
a pseudofunctor
Str(−, F) ∶ Bicatps(Bop,Cat)op Cat.
Composing with (the opposite of) the Yoneda pseudofunctor, we thus have a pseu-
dofunctor
Str(Y(−), F) ∶ Bop Cat.
The Bicategorical Yoneda Lemma compares this pseudofunctor with F itself.
Lemma 8.3.16 (Yoneda). Suppose F ∶ Bop Cat is a pseudofunctor. The functors eA
and natural transformations e f assemble to form an invertible strong transformation
e ∶ Str(Y(−), F) F(−).
Proof. For A ∈ B, we have described the functors eA in Definition 8.3.2 and proved
they are invertible, i.e., equivalences of categories, in Lemma 8.3.11. For 1-cells f ∶
C A in B, we have described the natural isomorphisms e f in Definition 8.3.14.
The only remaining step is to show that the components eA and e f satisfy the lax
unity and lax naturality axioms of Definition 4.2.1.
We begin with the lax unity axiom (4.2.2). Since the unitors in Cat are identi-
ties, we must show that the composites in the following two pasting diagrams are
equal.
(8.3.17)
Str(YA, F) Str(YA, F)
FA FA
(Y1A)
∗
1FA
eA eAF1A
⇒e1A
⇒F
0
Str(YA, F) Str(YA, F)
FA FA
(Y1A)
∗
1FA
eA eA
1Str(YA ,F)
⇒(Y
0)∗
The two composites indicated are 2-cells inCat, i.e., natural transformations. There-
fore it suffices to show that their components at each θ ∈ Str(YA, F) are equal. For
each such θ, the two diagrams in (8.3.17) describe two different morphisms in FA
from eA(θ) = θA1A to eA(θY1A) = θA(1A1A). Recalling the definition of e1A from
(8.3.15), the composite at left is
θA1A
F0θA1A (F1A)(θA1A) θ1A;1A θA(1A1A) θA(r−1ℓ) θA(1A1A).
Since ℓ1A = r1A by Proposition 2.2.6, this composite reduces to
(8.3.18) θ1A ;1AF
0
θA1A
.
On the right-hand side of (8.3.17), we have
θA1A
(1eA∗(Y
0)∗)θ (eAY∗1A)θ = (θY1A)A(1A) = θA(1A1A).
Unpacking the notation, we find
(8.3.19) (1eA ∗ (Y0)∗)θ = θA((Y0)A;1A)
234 8. THE YONEDA LEMMA AND COHERENCE
and, recalling Definition 8.2.4,
(Y0)A;1A = ℓ−1A;1A ∶ 1A 1A1A.
To show the composites (8.3.18) and (8.3.19) are equal, recall the lax unity axiom
(4.2.2) for θ. This axiom asserts that, for each object W ∈ B, the following pasting
diagrams have equal composites.
(8.3.20)
=
YA(W) YA(W)
FW FW
Y1W
1FW
θW θWF1W
⇒θ1W
⇒F
0
YA(W) YA(W)
FW FW
Y1W
1FW
θW θW
1YA(W)
⇒Y0
Thus for p ∶W A, we have the following commuting diagram in FW.
(1FWθW)p θW p
(F1WθW)p
θW(1Wp)
F0θWp θ1W ;p
θW((Y
0)W;p)
For W = A and p = 1A, this is precisely the equality of (8.3.18) and (8.3.19) we
wanted to show, and therefore we conclude that e satisfies the lax unity axiom.
Now we turn to lax associativity for e. Suppose we have a composable pair of
1-cells in B,
C
g
B
f
A.
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We must show that the composites in the following two pasting diagrams are
equal.
(8.3.21)
Str(YA, F) Str(YC, F)
FA
FB
FC
(Y f g)
∗
F f Fg
eA eC
Str(YB, F)(Y f )
∗ (Yg)∗
eB⇒e f ⇒eg
⇒(Y
2)∗f ,g
Str(YA, F) Str(YC, F)
FA
FB
FC
(Y f g)
∗
F f Fg
eA eCF( f g)
⇒e f g
⇒F
2
Aswith the unity axiom, these two composites are 2-cells in Cat, i.e., natural trans-
formations, and therefore it suffices to show their components are equal for each
θ ∈ Str(YA, F). For such θ, the two diagrams in (8.3.21) describe two different
1-cells in FC from
((Fg)(F f )eA)θ = (FgF f )(θA1A)
to
(eC(Y f g)∗)θ = eC(θY f g) = θC(1A( f g)).
The composite of the diagram at top in (8.3.21) is the following.
(8.3.22)
((Fg)(F f ))(θA1A) (Fg)(θB(1A f ))
(Fg)(θB( f1B)) θC( f (1Bg))
θC( f (g1C)) θC(( f g)1C)
(Fg)(θ f ;1A)
(Fg)(θB(r
−1
ℓ))
(θY f )g
θC(1 f ∗ (r
−1
ℓ))
θ((Y2) f ,g)
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The composite of the diagram at bottom in (8.3.21) is the following.
(8.3.23)
((Fg)(F f ))(θA1A)
(F( f g))(θA1A) θC(1A( f g))
θC(( f g)1C)
F2θA1A θ f g;1A
θC(r
−1
ℓ)
Now we show that these are equal. As discussed in Proposition 4.5.5, the
component 2-cell of the strong transformation Y f = f∗ is given by an associator.
In Exercise 8.5.2 we ask the reader to show that the component 2-cell (θY f )g in
(8.3.22) is given by
(8.3.24) (Fg)(θB( f1B)) θg; f 1B θC(( f1B)g) θC(a f ,1B,g) θC( f (1Bg)).
Next, we have the following commutative diagram in FC, which we explain
below.
(Fg)(θB(1A f ))
(Fg)(θB( f ))
(Fg)(θB( f1B))
θC((1A f )g)
θC( f g)
θC(( f1B)g)
θC(1A( f g))
θC( f (1Bg))
(Fg)(θB(ℓ))
(Fg)(θB(r
−1))
θC(ℓ ∗ 1g)
θC(r
−1 ∗ 1g)
θC(ℓ)
θC(1 f ∗ ℓ
−1)
θg;1A f
θg; f
θg; f1B θC(a f ,1B ,g)
θC(a1A , f ,g)
Using (8.3.24), the left-bottom composite is equal to
(θY f )g ○ ((Fg)(θB(r−1ℓ))).
The two left-hand squares commute by naturality of θg with respect to morphisms,
i.e., 2-cells, in YA(B) = B(B,A). The two right-hand triangles commute by the
middle unity axiom (2.1.4) and the left unity property in Proposition 2.2.4.
Recalling Definition 8.2.9, the 2-cell component Y2 is given by the inverse as-
sociator. Combining this with the preceding observations (making use of functo-
riality of θC and canceling 1 f ∗ ℓ with 1 f ∗ ℓ−1) we have shown that the composite
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(8.3.22) is equal to the following composite.
(8.3.25)
((Fg)(F f ))(θA1A)
(Fg)(θB(1A f ))
θC((1A f )g) θC(1A( f g)) θC( f g)
θC( f (g1C))
θC(( f g)1C)
(Fg)(θ f ;1A)
θC(ℓ)
θC(1 f ∗ r
−1)θg;1A f
θC(a1A, f ,g)
θC(a
−1
f ,g,1C)
Now we are ready to compare (8.3.25) with (8.3.23). In Exercise 8.5.3 we ask
the reader to verify that the strong naturality axiom for θ with respect to f and g
implies that the following diagram commutes in FC.
(8.3.26)
((Fg)(F f ))(θA1A)
(Fg)(θB(1A f )) θC((1A f )g)
θC(1A( f g))
F( f g)(θA1A)
(Fg)(θ f ;1A)
θg;1A f
θC(a1A , f ,g)
F2θA1A
θ f g;1A
This diagram, together with functoriality of θC and the right unity property in
Proposition 2.2.4, shows that the composites in (8.3.23) and (8.3.25) are equal. Thus
the composites of the two pasting diagrams in Display (8.3.21) are equal. This com-
pletes the verification of the lax associativity axiom for e. Therefore e is a strong
transformation with invertible components. By Proposition 6.2.16, this implies
that e is an invertible strong transformation. 
In Exercise 8.5.4 we ask the reader to prove the following.
Proposition 8.3.27. The strong invertible transformations e are natural with respect to
1-cells, i.e., strong transformations, η ∶ F F′ in Bicatps(Bop,Cat).
For an object A, a 1-cell f , and a 2-cell α in B, we have the corepresented pseu-
dofunctor, respectively strong transformation, respectively modification given by
● YA = B(A,−),
● Y f = f ∗, and
● Yα = α∗.
These can be obtained by applying the content of Section 8.2 to Bop, and thus Y(−)
defines a pseudofunctor Bop Cat. As a corollary of the Bicategorical Yoneda
Lemma 8.3.16, we have the following.
Corollary 8.3.28. For any pseudofunctor F ∶ B Cat, evaluation at the unit 1-cell
defines an invertible strong transformation
Str(Y(−), F) F.
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8.4. The Coherence Theorem
Theorem 8.4.1 (Coherence). Every bicategory is biequivalent to a 2-category.
Proof. Suppose B is a bicategory. The Bicategorical Yoneda Embedding 8.3.12
shows that
Y ∶ B Bicatps(Bop,Cat)
is a local equivalence. Let stB denote the essential image of Y . That is, stB has
objects given by the represented pseudofunctors YA, and is the full sub-2-category
of Bicatps(Bop,Cat) on these objects. Then by the Whitehead Theorem for Bicate-
gories 7.4.1, Y ∶ B stB is a biequivalence. 
If B is a 2-category, recall from Corollary 8.3.13 that Y is a 2-functor. Corol-
lary 8.3.13 shows that Y is a local isomorphism when B is a 2-category, and there-
fore by the 2-categorical Whitehead Theorem 7.5.8 we obtain the following.
Corollary 8.4.2. If B is a 2-category, then the strictification
B stB
of Theorem 8.4.1 is a 2-equivalence.
8.5. Exercises and Notes
Exercise 8.5.1. Return to Definition 8.3.9 and verify the following for D.
(1) The lax unity axiom (4.2.2) follows from the unity axiom (4.1.4) for F.
(2) The lax associativity axiom (4.2.3) follows from the lax associativity ax-
iom (4.1.3) for F.
Exercise 8.5.2. In the proof of Lemma 8.3.16, use the formula Definition 4.2.15 for
the 2-cell constraint of a composite strong transformation to show that the descrip-
tion of (θY f )g given in (8.3.24) is correct.
Exercise 8.5.3. In the proof of Lemma 8.3.16, use the strong naturality axiom (4.2.3)
for θ together with the pseudofunctoriality constraint of Y given in Definition 8.2.9
to show that (8.3.26) is correct.
Exercise 8.5.4. Give a proof of Proposition 8.3.27.
Exercise 8.5.5. Extend the construction D in Definition 8.3.9 to define a strong
transformation that is inverse to the evaluation e.
Exercise 8.5.6. Suppose thatB is a 2-category. Use the Bicategorical Yoneda Lemma
8.3.16 to show that every pseudofunctorBop Cat is equivalent, in the 2-category
Bicatps(Bop,Cat), to a 2-functor.
Notes.
8.5.7 (Discussion of Literature). Our approach to the Bicategorical Yoneda Lemma
8.3.16 follows brief sketches that have appeared in the literature beginning with
[Str96]. A detailed treatment has also appeared in [Bak∞a], which includes Exer-
cise 8.5.5, the construction of an inverse to the evaluation e. ◇
8.5.8. Exercise 8.5.6 appears in [Str96, Corollary 9.2]. ◇
8.5.9 (Naturality of Coherence). The Coherence Theorem 8.4.1 that one obtains
from the Yoneda Lemma does not give a statement about naturality with respect
to pseudofunctors G ∶ B B′. Gurski [Gur13, Chapter 2] discusses coherence
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for both bicategories and pseudofunctors following the monoidal case by Joyal-
Street [JS93]. ◇

CHAPTER 9
Grothendieck Fibrations
In this chapter we discuss Grothendieck fibrations between categories and
explain their connection to 2-monads. Grothendieck fibrations, Cartesian mor-
phisms, and some of their basic properties are discussed in Section 9.1. The main
observation of this chapter is Theorem 9.5.6, which describes a canonical bijection
between cloven fibrations over a small category C and pseudo F -algebras for a
2-monad F on the 2-category Cat/C.
The 2-monad F is defined in Section 9.2. In Section 9.3 it is observed that
every pseudo F -algebra has a canonically associated cloven fibration. The con-
verse statement, that every cloven fibration has a canonically associated pseudoF -algebra, is proved in Section 9.4. In Section 9.5 it is proved that these two as-
signments are inverses of each other, thereby establishing the bijective correspon-
dence between cloven fibrations over C and pseudo F -algebras. Moreover, under
this correspondence, split fibrations over C correspond to strict F -algebras.
In some of the diagrams below, we use the symbols ∃ and ! for there exists and
unique, respectively.
9.1. CartesianMorphisms and Fibrations
The purpose of this section is to introduce Cartesian morphisms and fibra-
tions. Theorem 9.1.20 states that fibrations are closed under pullbacks and that
equivalences of categories are closed under pullbacks along fibrations.
Definition 9.1.1. Suppose P ∶ E C is a functor between 1-categories.
(1) For an object or a morphism X in E, we write its image P(X) also as XP.
(2) A pre-lift is a pair ⟨Y; f ⟩ consisting of
● an object Y in E and
● a morphism f ∶ A YP in C.
(3) A lift of a pre-lift ⟨Y; f ⟩ as above is a morphism f ∶ Yf Y in E such
that
(Yf )P = A and f P = f ,
as in the following diagram.
Y
Yf
YP
A
f P f
We also call f a lift of f . If we need to specify both the morphism f and
the object Y, we will denote such a lift by β⟨Y; f ⟩.
(4) For the pre-lift ⟨Y; 1YP⟩, the lift 1Y is called the unitary lift.
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(5) A pre-raise is a triple ⟨g, h; f ⟩ consisting of:
● two morphisms g ∶ X Y and h ∶ Z Y in E with the same
codomain;
● a morphism f ∶ ZP XP in C such that gP f = hP.
(6) A raise of a pre-raise ⟨g, h; f ⟩ is a morphism f+ ∶ Z X in E such that
f+P = f and g f
+
= h,
as in the following diagram.
X Y
Z
XP YP
ZP
g
hf
+
P
gP
hPf
(7) A morphism g ∶ X Y in E is called a Cartesian morphism if every pre-
raise ⟨g, h; f ⟩ has a unique raise.
(8) A lift of a pre-lift ⟨Y; f ⟩ is called a Cartesian lift of f if it is also a Cartesian
morphism.
(9) The functor P is called a Grothendieck fibration or a fibration if every pre-
lift has a Cartesian lift. To emphasize the category C, we call a fibration
P ∶ E C a fibration over C. We sometimes denote such a fibration by
just the functor P.
(10) For a fibration P, a cleavage is a choice of a Cartesian lift of each pre-lift,
called the chosen Cartesian lift. A fibration equipped with a cleavage is
called a cloven fibration.
(11) A cleavage for a fibration P is called:
(i) A unitary cleavage if for each object Y in E, the chosen Cartesian lift
of the pre-lift ⟨Y; 1YP⟩ is the unitary lift 1Y.
(ii) Amultiplicative cleavage if for each object Y in E and each pair of com-
posable morphisms g ∶ A B and f ∶ B YP in C, the composite
in E on the left-hand side below
(9.1.2) (Yf )g Yf Yg f Yf g Yf g
is equal to the chosen Cartesian lift f g of the pre-lift ⟨Y; f g⟩, in which
f and g are the chosen Cartesian lifts of the pre-lifts ⟨Y; f ⟩ and ⟨Yf ; g⟩,
respectively.
(iii) A split cleavage if it is both unitary and multiplicative.
(12) A fibration equipped with a split cleavage is called a split fibration.
In the above concepts, if we need to emphasize the functor P, then we add the
phrase with respect to P. ◇
Explanation 9.1.3. In Definition 9.1.1:
● A lift of a pre-lift is not required to be unique. Even for a fibration, each
pre-lift is required to have a Cartesian lift, which does not need to be
unique.
● On the other hand, for a Cartesian morphism g, each pre-raise ⟨g, h; f ⟩ is
required to have a unique raise.
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● We sometimes write the image P(X) as XP because X is pushed forward
by the functor P, and a subscript is often used for an induced map that
preserves the direction.
● In the notation for a lift of a pre-lift ⟨Y; f ⟩, the domain of f is denoted by
Yf , so we can write (Yf )g = Yf g in (9.1.2). Had we used a notation such as
A f for the domain of a lift of f ∶ A YP, the previous equality would
say Ag = A f g. ◇
Next we discuss some basic properties of Cartesian morphisms.
Proposition 9.1.4. Suppose P ∶ E C is a functor. Suppose:
● ⟨Y; f ⟩ is a pre-lift with f ∶ A YP a morphism in C.
● f ∶ Yf Y is a Cartesian lift of f .
● g ∶ X Y and h ∶ Y Z are morphisms in E.
Then the following statements hold.
(1) Every isomorphism in E is a Cartesian morphism.
(2) The identity morphism 1Yf is the unique morphism Yf Yf with the proper-
ties
f ○ 1Yf = f and P(1Yf ) = 1A.
(3) If g is a Cartesian morphism and if e ∶ X X is a morphism such that ge = g,
then e = 1X.
(4) If f
′
∶ Y′f Y is another Cartesian lift of f , then there exists a unique isomor-
phism 1+A ∶ Y
′
f Yf such that the triangle
(9.1.5)
Y′f Yf
Y
1+A
≅
f
′
f
in E commutes and that P(1+A) = 1A.
(5) If g and h are Cartesian morphisms, then so is the composite hg ∶ X Z.
(6) If hg and h are Cartesian morphisms, then so is g.
(7) If g is a Cartesian morphism such that gP is an isomorphism in C, then g is an
isomorphism.
Proof. For assertion (1), if i is an isomorphism in E, then a pre-raise ⟨i, j; k⟩ has
unique raise i−1 j.
Assertion (2) holds because the pre-raise ⟨ f , f ; 1A⟩ has a unique raise, which
must be 1Yf .
Assertion (3) follows from the first assertion with the pre-lift ⟨Y; gP⟩ and the
Cartesian lift g.
For assertion (4), since f is Cartesian, the pre-raise ⟨ f , f ′; 1A⟩ has a unique raise
1+A. It remains to show that 1
+
A is an isomorphism. Switching the roles of f and f
′
,
the pre-raise ⟨ f ′, f ; 1A⟩ has a unique raise (1+A)′. These raises imply the equalities
f = f
′(1+A)′ = f1+A(1+A)′.
The first assertion now implies
1+A(1+A)′ = 1Yf .
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Switching the roles of f and f
′
, we infer that
(1+A)′1+A = 1Y′f .
Therefore, 1+A is an isomorphism with inverse (1+A)′.
The proofs for assertions (5) and (6) are left to the reader in Exercise 9.6.1.
For assertion (7), the pre-raise ⟨g, 1Y; g−1P ⟩ has a unique raise e ∶ Y X, which
we will show is the inverse of g. We already know that ge = 1Y, so it remains to
show that eg = 1X. Since ge = 1Y is Cartesian, the previous assertion implies that
e is also Cartesian. The pre-raise ⟨e, 1X ; gP⟩ has a unique raise h ∶ X Y. The
equalities
h = 1Yh = (ge)h = g(eh) = g1X = g
now imply eg = eh = 1X. 
Some examples and properties of fibrations follow.
Example 9.1.6 (Identities). Each identity morphism in E is a Cartesian morphism
with respect to each functor with domain E. Therefore, each fibration has a unitary
cleavage. Moreover, the identity functor of E is a split fibration. ◇
Example 9.1.7 (Terminal category). The unique functor E 1 to the terminal
category 1 = {∗} is a split fibration, since each pre-lift ⟨Y; 1∗⟩ has the unitary lift 1Y
as a Cartesian lift. ◇
Proposition 9.1.8. For 1-categories C and D, the first-factor projection
P ∶ C×D C
is a split fibration.
Proof. Eachmorphism (g, 1) ∈ C×Dwith second component an identity morphism
in D, is a Cartesian morphism. For a pre-lift ⟨(X,Y); f ⟩, with an object (X,Y) ∈
C×D and a morphism f ∶ A X in C, a Cartesian lift is given by ( f , 1Y). 
The proofs for the following two observations are left to Exercise 9.6.2.
Proposition 9.1.9. A functor P ∶ 1 C is a fibration if and only if the object P(∗) ∈ C
is the codomain of only its identity morphism.
Proposition 9.1.10. Fibrations are closed under composition of functors. In other words,
if P ∶ E C and Q ∶ C D are fibrations, then so is the composite QP ∶ E D.
Explanation 9.1.11. In Proposition 9.1.10, even if both P and Q are split fibrations,
it does not automatically follow that the composite QP has a split cleavage. The
issue is that, given a pre-lift ⟨Y; f ⟩with respect to QP, its chosen Cartesian lift f QP
is not necessarily equal to ( fQ)P, with:
● fQ the chosen Cartesian lift of ⟨YP; f ⟩ with respect to Q;
● ( fQ)P the chosen Cartesian lift of ⟨Y; f Q⟩with respect to P.
If it is the case that fQP = ( fQ)P for every pre-lift ⟨Y; f ⟩ with respect to QP, then
the composite QP is a split fibration. ◇
Example 9.1.12 (Equivalences). An equivalence of 1-categories is not necessarily a
fibration. For example, consider the category {0 ⇄ 1} with only two objects 0 and
1, and only two non-identity isomorphisms 0 1 and 1 0. The equivalence
1 {0⇄ 1}≃
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that sends ∗ ∈ 1 to 0 is not a fibration by Proposition 9.1.9. ◇
Example 9.1.13 (Surjections). A functor P ∶ E C that is surjective on objects
andmorphism sets is not necessarily a fibration. For example, consider the functor
P ∶ E C described by the following diagram.
X Y
Z
XP YP
ZP
g
h
f1
f2
P
gP
hPfP
In other words:
● E has three objects {X,Y,Z}, and four non-identity morphisms as dis-
played on the left-hand side above such that g f1 = g f2 = h.
● C has three objects {XP,YP,ZP}, and three non-identity morphisms as
displayed on the right-hand side above such that gP fP = hP.
● The functor P is determined by adding the subscript P and sending both
f1 and f2 to fP.
The functor P is surjective on both objects and morphisms. The pre-lift ⟨Y; gP⟩ has
a unique lift g. However, the pre-raise ⟨g, h; fP⟩ has two different raises f1 and
f2. So g is not a Cartesian morphism in E, and the pre-lift ⟨Y; gP⟩ does not have a
Cartesian lift. ◇
Functors and natural transformations in the context of fibrations are defined
next.
Definition 9.1.14. Suppose P ∶ E C and P′ ∶ E′ C are functors.
(1) A Cartesian functor
(P ∶ E C) F (P′ ∶ E′ C)
is a functor F ∶ E E′ that satisfies the following two conditions.
(i) P′F = P.
(ii) F sends Cartesian morphisms in E to Cartesian morphisms in E′.
We usually denote such a Cartesian functor by either
F ∶ E E′ or F ∶ P P′,
depending on whether we want to emphasize the domain categories or
the functors.
(2) Suppose F,G ∶ E E′ are functors such that P′F = P = P′G. A natural
transformation θ ∶ F G is called a vertical natural transformation if
◇(9.1.15) 1P′ ∗ θ = 1P.
Explanation 9.1.16. A natural transformation θ ∶ F G is vertical if the pasting
diagram
E E′
C
F
G
P P′
⇒
θ
=
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has composite the identity natural transformation 1P. ◇
Proposition 9.1.17. Suppose
E E′
C
G
≅
P P′
is a commutative diagram of functors with G an isomorphism of categories. Then:
(1) G is a Cartesian functor.
(2) The inverse functor of G is also a Cartesian functor.
Proof. Write H ∶ E′ E for the inverse functor of G. We first show that H is a
Cartesian functor. There are equalities
P′ = P′1E′ = P
′GH = PH.
For the other property of a Cartesian functor, suppose p ∈ E′ is a Cartesian mor-
phism with respect to P′. We must show that Hp ∈ E is a Cartesian morphism.
Each pre-raise R = ⟨Hp, q; r⟩with respect to P yields a pre-raise R′ = ⟨p,Gq; r⟩with
respect to P′ by the equalities
(P′p)r = (PHp)r = Pq = P′Gq.
Since p is a Cartesianmorphism by assumption, the pre-raise R′ has a unique raise
s. Then Hs ∈ E is a raise of the pre-raise R because
PHs = P′s = r and (Hp)(Hs) = H(ps) = HGq = q.
To see that Hs is the unique raise of R, suppose t is another raise of R. Similar
to the equalities in the previous displayed line, Gt is a raise of R′. The uniqueness
of s implies that Gt = s, so t = Hs. We have shown that R has a unique raise, and
Hp is a Cartesian morphism. Therefore, H is a Cartesian functor.
Reversing the roles of G and H, we conclude that G is a Cartesian functor. 
Theorem 9.1.18. Suppose C is a small category. Then there is a 2-category Fib(C) with:
Objects: Fibrations P ∶ E C with E a small category.
1-Cells: Cartesian functors between such fibrations.
2-Cells: Vertical natural transformations between such Cartesian functors.
Identity 1-Cells: Identity functors.
Vertical Composition and Identity 2-Cells: Those of natural transformations.
Horizontal Composition: Those of functors and natural transformations.
Furthermore, there are similar 2-categories Fibcl(C) and Fibsp(C)whose objects are cloven
fibrations and split fibrations with small domain categories, respectively.
Proof. For Fib(C), we just need to check that it is a sub-2-category of the 2-category
Cat/C in Exercise 2.7.10. The vertical composite of two vertical natural transforma-
tions is a vertical natural transformation by the middle four exchange (2.1.9) for
natural transformations. That the composite of two Cartesian functors is a Carte-
sian functor follows from the definition. The horizontal composite of two vertical
9.1. CARTESIAN MORPHISMS AND FIBRATIONS 247
natural transformations θ and θ′ is a vertical natural transformation because the
pasting diagram
E E′ E′′
C
F
G
F
′
G
′
P
P
′
P
′′
⇒
θ
⇒
θ
′
= =
has composite the identity natural transformation 1P.
For Fibcl(C) and Fibsp(C), we reuse the previous paragraph and observe that
all the conditions in Proposition 2.3.4 for a 2-category are satisfied. 
Corollary 9.1.19. There is a 2-equivalence of 2-categories
U ∶ Fibcl(C) Fib(C)
that sends:
● each cloven fibration to the underlying fibration;
● each 1-/2-cell to itself.
Proof. The stated assignments form a 2-functor by Proposition 4.1.8. Since each
fibration has a cleavage by definition, U is surjective on objects. Since U is the
identity on 1-cells and 2-cells, the 2-categorical Whitehead Theorem 7.5.8 implies
that it is a 2-equivalence. 
Fibrations have the following closure properties with respect to pullbacks.
Theorem 9.1.20. Suppose given a pullback diagram
D×
C
E E
D C
Q1
Q2
P
F
in the 1-category Cat with P a fibration.
(1) Then the first-factor projection Q1 is also a fibration.
(2) If F is an equivalence of categories, then the second-factor projection Q2 is also
an equivalence of categories.
Proof. An object in D ×C E is a pair (X,Y) with X an object in D and Y an object in
E such that XF = YP, and similarly for morphisms.
For the first assertion, suppose ⟨(X,Y); f ⟩ is a pre-lift with respect to Q1, with
● (X,Y) an object in D×C E and
● f ∶W X = (X,Y)Q1 a morphism in D.
We must show that it has a Cartesian lift with respect to Q1. Consider the pre-lift⟨Y; fF⟩with respect to P, which is well-defined because
XF = (X,Y)FQ1 = (X,Y)PQ2 = YP.
Since P is a fibration, ⟨Y; fF⟩ has a Cartesian lift fF ∶ Z Y in Ewith
ZP =WF and ( fF)P = fF,
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which implies ( f , fF) ∈ D ×C E. Since ( f , fF)Q1 = f , it remains to show that ( f , fF)
is a Cartesian morphism with respect to Q1.
Suppose given a pre-raise ⟨( f , fF), (h1, h2); g⟩ with respect to Q1 as in the fol-
lowing diagram.
(W,Z) (X,Y)
(U,V)
W X
U
( f , fF)
(h1, h2)(g,∃! g
+
?) Q1
f
h1g
We must show that it has a unique raise with respect to Q1. In other words, we
must show that there is a unique morphism g+ ∶ V Z in E such that
fFg
+
= h2 and gF = (g+)P.
There is a pre-raise ⟨ fF, h2; gF⟩with respect to P as in the following diagram.
Z Y
V
ZP =WF YP = XF
VP = UF
fF
h2∃! g
+
P
fF
(h2)P = (h1)FgF
Since fF is Cartesian with respect to P, there is a unique raise g
+ ∶ V Z. Then
the pair (g, g+) is the desired unique raise of ⟨( f , fF), (h1, h2); g⟩with respect to Q1.
This proves the first assertion.
For the second assertion, we check that Q2 is (i) essentially surjective and (ii)
fully faithful. For essential surjectivity, suppose Y is an object in E. Since the
equivalence F is essentially surjective, there exist
● an object X in D and
● an isomorphism g ∶ XF ≅ YP in C.
The pre-lift ⟨Y; g⟩with respect to P has a Cartesian lift, say gY ∶ Yg Y in E, so
(Yg)P = XF and (gY)P = g.
Since g is an isomorphism in C, its Cartesian lift gY is an isomorphism by Proposi-
tion 9.1.4(7). Therefore, there is an object (X,Yg) ∈ D×C E and an isomorphism
Q2(X,Yg) = Yg Y,gY≅
proving the essential surjectivity of Q2.
To show that Q2 is fully faithful, suppose (X0,Z0) and (X1,Z1) are two objects
in D×C E. There is a commutative diagram
(D×
C
E)((X0,Z0), (X1,Z1)) E(Z0,Z1) ∋ f
D(X0,X1) C(X0,F,X1,F) = C(Z0,P,Z1,P) ∋ fP
Q1
Q2
P
F
≅
of functions, in which X0,F = (X0)F and similarly for X1,F, Z0,P, and Z1,P. Suppose
f ∈ E(Z0,Z1). We must show that there exists a unique morphism h in the upper-
left corner such that Q2h = f . Since the E-component of h is f , we must show that
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there exists a unique e ∈ D(X0,X1) such that eF = fP. Such a unique morphism e
exists because F is fully faithful. This proves that Q2 is fully faithful and finishes
the proof of the second assertion. 
9.2. A 2-Monad for Fibrations
Fix a small category C. The purpose of this section is to construct a 2-monadF on Cat/C whose pseudo algebras will be shown to be cloven fibrations in Sec-
tion 9.3. In Sections 9.4 and 9.5, we will prove the converse, i.e., that cloven fibra-
tions yield pseudo F -algebras such that the two constructions are inverses of each
other. Moreover, under this correspondence, split fibrations over C are precisely
the strict F -algebras.
To define the 2-monadF , recall the concept of a 2-monad on a 2-category from
Definition 6.5.2 and the locally small 2-category Cat/C from Exercise 2.7.10. The
objects in Cat/C are functors A Cwith A a small category. Its 1-cells and 2-cells
are functors and natural transformations, respectively, that respect the functors to
C.
Definition 9.2.1. Define a 2-monad
(F ,µ, η) ∶ Cat/C Cat/C
consisting of
● a 2-functor F ∶ Cat/C Cat/C and
● 2-natural transformations µ ∶ F2 F and η ∶ 1Cat/C F
as follows.
2-Functor on Objects: For a functor P ∶ A C with A a small category, F(P) ∈
Cat/C is determined by the following data.
Objects: An object in F(P) is a triple (X, f ;Y) with
● X an object in C,
● Y an object in A, and
● f ∶ X YP a morphism in C.
Morphisms: A morphism in F(P) is a pair
(9.2.2) (X0, f0;Y0) (X1, f1;Y1)(g;h)
with morphisms g ∶ X0 X1 in C and h ∶ Y0 Y1 ∈ A such that
the square
X0 Y0,P = (Y0)P
X1 Y1,P = (Y1)P
g
f0
hP
f1
in C commutes. We will use the shorthand Yk,P for the P-image(Yk)P = P(Yk) below.
Composition and Identity Morphisms: These are defined in C and A in
the first and the second components, respectively.
Functor to C: The functor piP ∶ F(P) C projects onto the first compo-
nent, so
(9.2.3) piP(X, f ;Y) = X and piP(g; h) = g.
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2-Functor on 1-Cells: For a 1-cell
A B
C
F
P Q
in Cat/C, the functor
(9.2.4) F(P) F(Q)F(F)
sends:
● an object (X, f ;Y) ∈ F(P) to (X, f ;YF) ∈ F(Q);
● a morphism (g; h) ∈ F(P) to (g; hF) ∈ F(Q).
2-Functor on 2-Cells: Suppose θ ∶ F G is a 2-cell in Cat/C, as displayed on the
left-hand side below.
P Q F(P) F(Q)
F
G
F(F)
F(G)
⇒
θ
⇒
F(θ)
For an object (X, f ;Y) ∈ F(P), define F(θ)(X, f ;Y) as the morphism
(9.2.5) F(F)(X, f ;Y) = (X, f ;YF) (X, f ;YG) = F(G)(X, f ;Y)(1X;θY)
in F(Q).
Unit: With P as above, the P-component of the unit η is the functor
(9.2.6) ηP ∶ A F(P)
that sends:
● an object Y ∈ A to (YP, 1YP ;Y) ∈ F(P);
● a morphism g ∶ Y Z in A to the morphism
(YP, 1YP ;Y) (ZP, 1ZP ;Z) ∈ F(P).(gP;g)
Multiplication: The P-component of the multiplication µ is the functor
µP ∶ F2(P) F(P)
that sends:
● an object (W, g; (X, f ;Y)) ∈ F2(P) to (W, f g;Y) ∈ F(P).
● a morphism
(9.2.7) (W0, g0; (X0, f0;Y0)) (W1, g1; (X1, f1;Y1)) ∈ F2(P)(e;(i;j))
to the morphism
(9.2.8) (W0, f0g0;Y0) (W1, f1g1;Y1) ∈ F(P).(e;j)
This finishes the definition of (F ,µ, η). We prove that these data constitute a 2-
monad in Proposition 9.2.11 below. ◇
Explanation 9.2.9. An object (W, g; (X, f ;Y)) ∈ F2(P) consists of
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● an object Y ∈ A,
● two objectsW,X ∈ C, and
● two composable morphisms
W X YP ∈ C.
g f
Amorphism (e; (i; j)) as in (9.2.7) consists of
● a morphism j ∶ Y0 Y1 in A and
● two morphisms e ∶W0 W1 and i ∶ X0 X1 in C,
such that the diagram in C
(9.2.10)
W0 X0 Y0,P
W1 X1 Y1,P
e
g0
i
f0
jP
g1 f1
is commutative. This implies that the morphism (e; j) in (9.2.8) is well-defined. ◇
Proposition 9.2.11. The triple (F ,µ, η) in Definition 9.2.1 is a 2-monad on Cat/C.
Proof. First we use Proposition 4.1.8 to check that F is a 2-functor. For a 1-cell
F ∶ P Q in Cat/C,
F(F) ∶ F(P) F(Q)
is a well-defined functor by the functoriality of F and the entrywise definition of
the composition and identity morphisms in F(P) and F(Q). It is a 1-cell in Cat/C
because for each object (X, f ;Y) ∈ F(P), there are equalities
piQF(F)(X, f ;Y) = piQ(X, f ;YF)
= X
= piP(X, f ;Y),
and similarly for morphisms. Moreover, F preserves horizontal composition of
1-cells and identity 1-cells in Cat/C by the functoriality of F.
For a 2-cell θ ∶ F G in Cat/C, the naturality of θ implies that F(θ) is a
natural transformation. It is a 2-cell in Cat/C by the equalities
piQF(θ)(X, f ;Y) = piQ(1X; θY)
= 1X
= 1piP(X, f ;Y).
Moreover, F preserves identity 2-cells and vertical composition of 2-cells by the
entrywise definition of F(θ)(X, f ;Y) as (1X; θY).
Finally, suppose ϕ ∶ F′ G′ is another 2-cell in Cat/C such that the horizon-
tal composite ϕ ∗ θ is defined. For each object (X, f ;Y) ∈ F(P), there are equalities
(F(ϕ) ∗F(θ))(X, f ;Y) = F(ϕ)(F(G)(X, f ;Y)) ○F(F′)(F(θ)(X, f ;Y))
= (1X; ϕYG) ○ (1X; F′θY)
= (1X; ϕYG(F′θY))
= (1X; (ϕ ∗ θ)Y)
= F(ϕ ∗ θ)(X, f ;Y).
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Therefore, F preserves horizontal compositions of 2-cells, and it is a 2-functor.
Next we use Proposition 4.2.11 to check that µ ∶ F2 F is a 2-natural trans-
formation. For each object P ∈ Cat/C, µP is a well-defined functor because compo-
sition and identity morphisms in F2(P) and F(P) are defined entrywise. For each
1-cell F ∶ P Q as above, both composite functors in the diagram
F2(P) F(P)
F2(Q) F(Q)
F2(F)
µP
F(F)
µQ
send:
● an object (W, g; (X, f ;Y)) ∈ F2(P) to the object (W, f g;YF) ∈ F(Q);
● a morphism (e; (i; j)) ∈ F2(P) to the morphism (e; jF) ∈ F(Q).
This proves the 1-cell naturality of µ.
The 2-cell naturality of µ means that for each 2-cell θ ∶ F G in Cat/C, the
diagram of natural transformations
F(F)µP µQF2(F)
F(G)µP µQF2(G)
F(θ)∗1µP
1
1µQ∗F
2(θ)
1
is commutative. This is true because for each object (W, g; (X, f ;Y)) ∈ F2(P), there
are equalities:
F(θ)µP(W,g;(X, f ;Y)) = F(θ)(W, f g;Y)
= (1W ; θY)
= µQ(1W ; (1X; θY))
= µQ(1W ;F(θ)(X, f ;Y))
= µQF2(θ)(W,g;(X, f ;Y)).
This shows that µ is a 2-natural transformation. A similar argument shows that η
is a 2-natural transformation.
For the 2-monad associativity axiom for (F ,µ, η) in Definition 1.3.12, first con-
sider an object
(9.2.12) (V, h; (W, g; (X, f ;Y))) ∈ F3(P)
consisting of an object Y ∈ A and morphisms
V W X YP
h g f
∈ C.
Both composite functors in the diagram
F3(P) F2(P)
F2(P) F(P)
µF(P)
F(µP)
µP
µP
send:
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● the above object in F3(P) to the object (V, f gh;Y) ∈ F(P);
● a morphism (d; (e; (i; j))) ∈ F3(P) to the morphism (d; j) ∈ F(P).
The unity axiom for (F ,µ, η) is checked similarly. 
Notation 9.2.13. We usually abbreviate the 2-monad (F ,µ, η) in Proposition 9.2.11
to F . ◇
9.3. From Pseudo Algebras to Fibrations
Fix a small category C. Recall from Definition 6.5.4 that for a 2-monad T, a
pseudo T-algebra is a lax T-algebra whose lax unity constraint and lax associa-
tivity constraint are invertible 2-cells. The purpose of this section is to show that
for the 2-monad (F ,µ, η) in Proposition 9.2.11, every pseudo F -algebra yields a
canonical cloven fibration as in Definition 9.1.1. Moreover, under this assignment,
strictF -algebras are sent to split fibrations. We begin by giving an explicit descrip-
tion of the structure of a lax F -algebra.
Lemma 9.3.1. Suppose:
● P ∶ A C is an object in Cat/C.
● F ∶ F(P) A is a functor.
● ζ and θ are natural transformations as displayed below, in which θ is defined
assuming F is a 1-cell in Cat/C.
F2(P) F(P) A
F(P) A
µP
F(F) F
F
ηP
1A
⇒
θ ⇒
ζ
Then the following statements hold.
(1) Regarding piP ∶ F(P) C as an object in Cat/C, F is a 1-cell in Cat/C if and
only if the equalities
(9.3.2) (X, f ;Y)PF = X and (g; h)PF = g ∈ C
hold for each object (X, f ;Y) and each morphism (g; h) ∈ F(P).
(2) For each object Y ∈ A, denoting the Y-component of ζ by
Y FηP(Y) = (YP, 1YP ;Y)F ∈ A,ζY
the naturality of ζ means that the diagram
(9.3.3)
Y (YP, 1YP ;Y)F
Z (ZP, 1ZP ;Z)F
g
ζY
(gP;g)F
ζZ
is commutative for each morphism g ∶ Y Z in A. Moreover, if F is a 1-cell
in Cat/C, then ζ is a 2-cell in Cat/C if and only if the equality
(9.3.4) P(ζY) = 1YP ∈ C
holds for each object Y ∈ A.
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(3) Assuming F is a 1-cell in Cat/C, for each object (W, g; (X, f ;Y)) ∈ F2(P),
denote the corresponding component of θ by
(W, g; (X, f ;Y)F)F (W, f g;Y)F ∈ A.θ(g, f ,Y)
Then the naturality of θ means that the diagram
(9.3.5)
(W0, g0; (X0, f0;Y0)F)F (W0, f0g0;Y0)F
(W1, g1; (X1, f1;Y1)F)F (W1, f1g1;Y1)F
(e;(i;j)F)F
θ(g0, f0,Y0)
(e;j)F
θ(g1, f1,Y1)
is commutative for each morphism (e; (i; j)) ∈ F2(P) as in (9.2.7). Moreover, θ
is a 2-cell in Cat/C if and only if the equality
(9.3.6) P(θ(g, f ,Y)) = 1W ∈ C
holds for each object (W, g; (X, f ;Y)) ∈ F2(P).
Proof. For the first assertion, F is a 1-cell in Cat/C if and only if PF = piP. By the
definition of piP in (9.2.3), the two equalities in (9.3.2) are expressing the equality
PF = piP on objects and morphisms, respectively.
For the second assertion, in the naturality diagram (9.3.3), we used the defini-
tion ηP(g) = (gP; g) in (9.2.6). The equality (9.3.4) means the equality
1P ∗ ζ = 1P,
which in turn means that ζ is a 2-cell in Cat/C.
For the third assertion, in the naturality diagram (9.3.5), we used the defini-
tions of F(F) applied to a morphism in (9.2.4) and of µP applied to a morphism in
(9.2.8). The equality (9.3.6) means the equality
1P ∗ θ = 1piF(P),
which in turn means that θ is a 2-cell in Cat/C. 
Lemma 9.3.7. Suppose given a tuple (P, F, ζ, θ) as in Lemma 9.3.1 such that:
● F ∶ F(P) A is a 1-cell in Cat/C.
● ζ and θ are 2-cells in Cat/C.
Then P equipped with (F, ζ, θ) is a lax F -algebra if and only if the following three state-
ments hold.
First Lax Unity: For each object (A, f ;Y) ∈ F(P), the diagram
(9.3.8)
(A, f ;Y)F (A, f ;Y)F
(A, 1A; (A, f ;Y)F)F
1(A, f ;Y)F
ζ(A, f ;Y)F θ(1A, f ,Y)
in A is commutative.
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Second Lax Unity: For each object (A, f ;Y) ∈ F(P), the diagram
(9.3.9)
(A, f ;Y)F (A, f ;Y)F
(A, f ; (YP, 1YP ;Y)F)F
1(A, f ;Y)F
(1A; ζY)F θ( f ,1YP ,Y)
in A is commutative.
Lax Associativity: For each object (V, h; (W, g; (X, f ;Y))) ∈ F3(P) as in (9.2.12), the
diagram
(9.3.10)
(V, h; (W, g; (X, f ;Y)F)F)F (V, gh; (X, f ;Y)F)F
(V, h; (W, f g;Y)F)F (V, f gh;Y)F
(1V ;θ(g, f ,Y))F
θ(h,g,(X, f ;Y)F)
θ(gh, f ,Y)
θ(h, f g,Y)
in A is commutative.
Proof. The commutative diagrams (9.3.8), (9.3.9), and (9.3.10) are the component
forms of the two lax unity axioms (6.5.6) and the lax associativity axiom (6.5.7) for
a lax F -algebra, respectively. 
Using the above description of laxF -algebras, we now show that every pseudoF -algebra is canonically a cloven fibration.
Lemma 9.3.11. Suppose:
● (P ∶ A C, F ∶ F(P) A, ζ, θ) is a pseudo F -algebra as in Lemma 9.3.7.
● ⟨Y; f ⟩ is a pre-lift with respect to P for an object Y in A and a morphism f ∶
A YP in C.
Consider the morphism
(9.3.12) (A, f ;Y) (YP, 1YP ;Y)( f ;1Y)
in F(P) and the composite
(9.3.13) (A, f ;Y)F (YP, 1YP ;Y)F Y( f ;1Y)F ζ
−1
Y
in A. Then the morphism ζ−1Y ( f ; 1Y)F in (9.3.13) is a Cartesian lift of the pre-lift ⟨Y; f ⟩.
Proof. Applying the functor P to the composite ζ−1Y ( f ; 1Y)F yields the composite
(A, f ;Y)PF (YP, 1YP ;Y)PF YP( f ;1Y)PF P(ζ
−1
Y )
in C. This is equal to f by (9.3.2) and (9.3.4), so ζ−1Y ( f ; 1Y)F is a lift of ⟨Y; f ⟩.
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To show that this lift of ⟨Y; f ⟩ is a Cartesian morphism, suppose given a pre-
raise ⟨ζ−1Y ( f ; 1Y)F, g; h⟩ as displayed below.
(A, f ;Y)F (YP, 1YP ;Y)F Y
X
A Y
XP
( f ; 1Y)F ζ−1Y
g∃! h+? P gPh
f
We aim to show that the composite
X (XP, 1XP ;X)F (A, f ;Y)F ∈ AζX (h;g)F
is the desired unique raise, in which (h; g) ∈ F(P) is well-defined because f h = gP.
First, to show that it is a raise, we apply the functor P to obtain the composite
XP (XP, 1XP ;X)PF (A, f ;Y)PF ∈ C.P(ζX) (h;g)PF
This is equal to h by (9.3.2) and (9.3.4). Moreover, the outermost diagram in
X Y
(XP, 1XP ;X)F (YP, 1YP ;Y)F
(A, f ;Y)F
g
ζX ζ
−1
Y
( f h; g)F = (gP; g)F
(h; g)F ( f ; 1Y)F
is commutative, since the two sub-diagrams inside are commutative by the func-
toriality of F and the naturality of ζ as in (9.3.3).
It remains to check the uniqueness of the raise. Suppose h+ is another raise.
We must show that h+ is equal to (h; g)FζX. The defining equalities for h+ are
h+P = h and ( f ; 1Y)Fh+ = ζYg.
These equalities imply that the diagram
(9.3.14)
(XP, 1XP ;X) (A, 1A; (A, f ;Y)F)
(A, f ;Y) (A, f ; (YP, 1YP ;Y)F)
(h;g)
(h;h+)
(1A;( f ;1Y)F)
(1A;ζY)
in F(P) is commutative. Since
(9.3.15) (1A; 1Y)F = F(1(A, f ;Y)) = 1(A, f ;Y)F ,
the desired equality
h+ = (h; g)FζX
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means the commutativity of the outermost diagram in A below.
X (A, f ;Y)F
(XP, 1XP ;X)F (A, 1A; (A, f ;Y)F)F (A, f ;Y)F
(A, f ;Y)F (A, f ; (YP, 1YP ;Y)F)F (A, f ;Y)F
h+
ζX ζ(A, f ;Y)F
(h; h+)F
(h; g)F
θ(1A, f ,Y)
(1A; ( f ; 1Y)F)F (1A; 1Y)F
(1A; ζY)F θ( f ,1YP ,Y)
1(A, f ;Y)F
1(A, f ;Y)F
In the above diagram:
● The top left square is commutative by the naturality (9.3.3) of ζ.
● The top right square is the first lax unity axiom (9.3.8).
● The middle left square is the image of the commutative square in (9.3.14)
under the functor F, so it is commutative.
● The middle right square is commutative by the naturality (9.3.5) of θ.
● The bottom rectangle is the second lax unity axiom (9.3.9).
We have shown that (h; g)FζX is the desired unique raise. 
Lemma 9.3.11 implies that pseudo F -algebras yield cloven fibrations.
Proposition 9.3.16. Suppose
(P ∶ A C, F ∶ F(P) A, ζ, θ)
is a pseudo F -algebra as in Lemma 9.3.7. Then P is a cloven fibration when each pre-lift⟨Y; f ⟩ is equipped with the chosen Cartesian lift in (9.3.13).
Recall from Definition 6.5.4 that for a 2-monad T, a strict T-algebra is a lax
T-algebra whose lax unity constraint and lax associativity constraint are identity
2-cells. Also recall fromDefinition 9.1.1 that a split fibration is a fibration equipped
with a cleavage that is both unitary and multiplicative. Next is the analogue of
Proposition 9.3.16 for strict F -algebras and split fibrations.
Proposition 9.3.17. Suppose
(P ∶ A C, F ∶ F(P) A, ζ = 1, θ = 1)
is a strict F -algebra. Then P is a split fibration when each pre-lift ⟨Y; f ⟩ is equipped with
the chosen Cartesian lift in (9.3.13).
Proof. By Proposition 9.3.16 we already know that P is a cloven fibration. For a
pre-lift ⟨Y; f ⟩, the chosen Cartesian lift is now ( f ; 1Y)F, since ζY = 1Y. For f = 1YP ,
the equalities in (9.3.15) show that the chosen Cartesian lift of ⟨Y; 1YP⟩ is 1Y. So the
given cleavage is unitary.
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To show that the cleavage is multiplicative (9.1.2), suppose Y ∈ A is an object
and f , g are morphisms in C as displayed in the bottom row below.
(A, g f ;Y)F (B, g;Y)F Y ∈ A
A B YP ∈ C
( f ; 1Y)F (g; 1Y)F
P
f g
The chosen Cartesian lift of the pre-lift ⟨Y; g f ⟩ is the morphism (g f ; 1Y)F ∈ A. There
are equalities
(g f ; 1Y)F = ((g; 1Y) ○ ( f ; 1Y))F
= (g; 1Y)F ○ ( f ; 1Y)F
by the entrywise definition of composition inF(P) and the functoriality of F. Since(g; 1Y)F is the chosen Cartesian lift of the pre-lift ⟨Y; g⟩, it remains to show that( f ; 1Y)F is the chosen Cartesian lift of the pre-lift ⟨(B, g;Y)F; f ⟩. The chosen Carte-
sian lift of ⟨(B, g;Y)F; f ⟩ is
( f ; 1(B,g;Y)F)F = ( f ; (1B; 1Y)F)F
= ( f ; 1Y)F.
The first equality above is by (9.3.15), and the second equality follows from (9.3.5)
because θ is the identity. 
9.4. From Fibrations to Pseudo Algebras
For a fixed small category C, the purpose of this section is to prove the con-
verse of Proposition 9.3.16. In other words, we will show that each cloven fibration
yields a canonical pseudoF -algebra. In Section 9.5wewill observe that the assign-
ments form a bijection between pseudo F -algebras and cloven fibrations. More-
over, under these assignments, strict F -algebras correspond to split fibrations.
Recall the 2-monad (F ,µ, η) in Definition 9.2.1. For a cloven fibration, we first
define the structures—namely, F -action, lax unity constraint, and lax associativity
constraint—that will be shown to constitute a pseudo F -algebra, starting with theF -action functor. We will use Lemmas 9.3.1 and 9.3.7, which provide an explicit
description of a lax F -algebra.
For the rest of this section, suppose P ∶ A C is a cloven fibration with A a
small category, in which the chosen Cartesian lift of a pre-lift ⟨Y; f ⟩ is denoted by
Yf Y.
β⟨Y; f ⟩
Definition 9.4.1. Define a functor
(9.4.2) F ∶ F(P) A
as follows.
Objects: For an object (X, f ;Y) ∈ F(P), define the object
(9.4.3) (X, f ;Y)F = Yf ∈ A,
which is the domain of the chosen Cartesian lift β⟨Y; f ⟩.
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Morphisms: For a morphism
(X0, f0;Y0) (X1, f1;Y1) ∈ F(P)(g;h)
as in (9.2.2), consider the pre-raise
⟨β⟨Y1; f1⟩, hβ⟨Y0; f0⟩; g⟩
as displayed below.
Y0, f0 Y0
Y1, f1 Y1
X0 Y0,P
X1 Y1,P
β⟨Y0; f0⟩
∃! g+ h
β⟨Y1; f1⟩
P
f0
g hP
f1
Since β⟨Y1; f1⟩ is a Cartesian morphism, there is a unique raise g
+. Define
the morphism
(9.4.4) (g; h)F = g+ ∈ A.
This finishes the definition of F. ◇
Lemma 9.4.5. In Definition 9.4.1:
(1) F ∶ F(P) A is a well-defined functor.
(2) PF = piP ∶ F(P) C, so F is a 1-cell in Cat/C.
Proof. The first assertion follows from the uniqueness of a raise for a pre-raise
whose first entry is a Cartesian morphism. The second assertion follows from the
definition of piP in (9.2.3). 
Next we define the lax unity constraint in a pseudo F -algebra.
Definition 9.4.6. For each object Y ∈ A, define ζY as the unique isomorphism
(9.4.7)
Y (YP, 1YP ;Y)F
Y
1Y
ζY
≅
β⟨Y;1YP
⟩
in A in which:
● ⟨Y; 1YP⟩ is the pre-lift ⟨Y; 1YP ∶ YP YP⟩with respect to P.
● β⟨Y;1YP⟩ is the chosen Cartesian lift of ⟨Y; 1YP⟩.
● ζY is the unique isomorphism in (9.1.5), which exists because the identity
morphism 1Y is also a Cartesian lift of ⟨Y; 1YP⟩. By Proposition 9.1.4, the
triangle (9.4.7) commutes, and
P(ζY) = 1YP ∈ C.
This finishes the definition of ζY. ◇
Lemma 9.4.8. In Definition 9.4.6:
(1) ζY = β
−1
⟨Y;1YP⟩
.
(2) ζ ∶ 1Cat/C FηP is an invertible 2-cell in Cat/C.
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Proof. The equality ζY = β
−1
⟨Y;1YP⟩
follows from the commutative triangle (9.4.7).
To see that ζ is a natural transformation, suppose g ∶ Y Z is a morphism
in A. Consider the morphism
(YP, 1YP ;Y) (ZP, 1ZP ;Z) ∈ F(P).(gP;g)
By the definition (9.4.4) of F on the morphism (gP; g), the square
(YP, 1YP ;Y)F Y
(ZP, 1ZP ;Z)F Z
(gP;g)F
β⟨Y;1YP
⟩
g
β⟨Z;1ZP
⟩
in A is commutative. Since ζY = β
−1
⟨Y;1YP⟩
and ζZ = β
−1
⟨Z;1ZP⟩
, the previous commuta-
tive square implies that the one in (9.3.3) is also commutative. This means that ζ is
a natural transformation.
Moreover, ζ defines a 2-cell in Cat/C because P(ζY) = 1YP . Finally, ζ is an
invertible 2-cell because each component ζY is an isomorphism, whose inverse is
β⟨Y;1YP⟩. 
Next we define the lax associativity constraint in a pseudo F -algebra.
Definition 9.4.9. For an object (W, g; (X, f ;Y)) ∈ F2(P) as in Explanation 9.2.9,
consider the morphisms
(W, g; (X, f ;Y)F)F (X, f ;Y)F Y ∈ A
W X YP ∈ C
(W, f g;Y)F Y ∈ A
β⟨(X, f ;Y)F;g⟩ β⟨Y; f ⟩
P
P
g f
β⟨Y; f g⟩
in which each β? is the chosen Cartesian lift of the pre-lift in its subscript. Since
Cartesian morphisms are closed under composition, the composite in the top row
above is also a Cartesian lift of ⟨Y; f g⟩. Therefore, as in (9.1.5), there is a unique
isomorphism θ(g, f ,Y) ∈ A such that the diagram
(9.4.10)
(W, g; (X, f ;Y)F)F (W, f g;Y)F
(X, f ;Y)F Y
β⟨(X, f ;Y)F ;g⟩
θ(g, f ,Y)
≅
β⟨Y; f g⟩
β⟨Y; f ⟩
in A is commutative and that
(9.4.11) P(θ(g, f ,Y)) = 1W ∈ C.
This finishes the definition of θ(g, f ,Y). ◇
9.4. FROM FIBRATIONS TO PSEUDO ALGEBRAS 261
Lemma 9.4.12. In Definition 9.4.9, θ defines an invertible 2-cell
F2(P) F(P)
AF(P)
µP
F(F) F
F
⇒
θ
≅
in Cat/C.
Proof. Each component of θ is an isomorphism, and P(θ(g, f ,Y)) = 1W in C. There-
fore, it remains to show that, for each morphism (e; (i; j)) ∈ F2(P) as in (9.2.7), the
naturality diagram (9.3.5) is commutative. Consider the cube
(9.4.13)
(W0, g0; (X0, f0;Y0)F)F (W0, f0g0;Y0)F
(W1, g1; (X1, f1;Y1)F)F (W1, f1g1;Y1)F
(X0, f0;Y0)F Y0
(X1, f1;Y1)F Y1
θ(g0, f0,Y0)
(e; (i; j)F)F
(e; j)F
θ(g1, f1,Y1)
β⟨Y0; f0⟩
(i; j)F
j
β⟨Y1; f1⟩
β⟨(X0, f0;Y0)F;g0⟩ β⟨Y0; f0g0⟩
β⟨(X1, f1;Y1)F;g1⟩
β⟨Y1; f1g1⟩
in A. In this cube:
● The back facewith the two dashed arrows is the naturality diagram (9.3.5)
for θ, which we want to show is commutative.
● The left, front, and right faces are commutative by the definitions (9.4.4)
of (e; (i; j)F)F, (i; j)F, and (e; j)F, respectively.
● The top and bottom faces are the commutative diagrams (9.4.10) that de-
fine θ(g0, f0,Y0) and θ(g1, f1,Y1), respectively.
The image of the back and the right faces in the cube (9.4.13) under the functor
P ∶ A C is the commutative diagram
(9.4.14)
W0 W0 Y0,P
W1 W1 Y1,P
1W0 f0g0
e e jP
1W1 f1g1
in C. By definition (9.4.4), (e; j)F is the unique raise of the pre-raise
⟨β⟨Y1; f1g1⟩, jβ⟨Y0; f0g0⟩; e⟩
given by the right face in the cube (9.4.13) and the right square in the diagram
(9.4.14). Using the uniqueness of (e; j)F and the invertibility of θ(g0, f0,Y0), to show
that the back face in the cube (9.4.13) is commutative, it suffices to show that the
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diagram
(W0, g0; (X0, f0;Y0)F)F (W0, f0g0;Y0)F
(W1, g1; (X1, f1;Y1)F)F (W1, f1g1;Y1)F
Y0
Y1
θ−1(g0, f0,Y0)
(e; (i; j)F)F
θ(g1, f1,Y1)
j
β⟨Y0; f0g0⟩
β⟨Y1; f1g1⟩
is commutative. The commutativity of this diagram follows from that of the top,
bottom, left, and front faces in the cube (9.4.13). 
Given a cloven fibration P ∶ A C with A a small category, so far we have
defined
● a 1-cell F ∶ F(P) A in (9.4.2),
● an invertible 2-cell ζ ∶ 1Cat/C FηP in (9.4.7), and
● an invertible 2-cell θ ∶ F ○F(F) FµP in (9.4.10)
in Cat/C. Next we check that P equipped with (F, ζ, θ) is a pseudo F -algebra.
Lemma 9.4.15. (P, F, ζ, θ) satisfies the first lax unity axiom (9.3.8).
Proof. For each object (A, f ;Y) ∈ F(P), there is an equality
(9.4.16) ζ(A, f ;Y)F = β
−1
⟨(A, f ;Y)F;1A⟩
by Lemma 9.4.8. Moreover, consider the morphisms
(A, 1A; (A, f ;Y)F)F (A, f ;Y)F Y ∈ A
A A YP ∈ C
β⟨(A, f ;Y)F;1A⟩ β⟨Y; f ⟩
P
1A f
with each β? the indicated chosen Cartesian lift. By the definition of θ(1A, f ,Y) in
(9.4.10), it is the unique isomorphism such that the equality
β⟨Y; f ⟩θ(1A, f ,Y) = β⟨Y; f ⟩β⟨(A, f ;Y)F;1A⟩
holds and that P(θ(1A, f ,Y)) = 1A. This uniqueness property implies that there is an
equality
(9.4.17) θ(1A , f ,Y) = β⟨(A, f ;Y)F;1A⟩.
It follows from (9.4.16) and (9.4.17) that the composite
θ(1A, f ,Y) ○ ζ(A, f ;Y)F
is the identity morphism of (A, f ;Y)F, proving the first lax unity axiom (9.3.8). 
Lemma 9.4.18. (P, F, ζ, θ) satisfies the second lax unity axiom (9.3.9).
Proof. For each object (A, f ;Y) ∈ F(P), by the definition (9.4.4), (1A; ζY)F is the
unique raise of the pre-raise
⟨β⟨(YP,1YP ;Y)F; f ⟩, ζY ○ β⟨Y; f ⟩; 1A⟩
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as displayed below.
(A, f ;Y)F Y
(A, f ; (YP, 1YP ;Y)F)F (YP, 1YP ;Y)F
A YP
A YP
β⟨Y; f ⟩
∃! (1A; ζY)F ζY
β⟨(YP,1YP ;Y)F; f ⟩
P
f
1A 1YP
f
On the other hand, by the definition (9.4.10), θ( f ,1YP ,Y) is the unique isomorphism
such that the diagram
(A, f ;Y)F Y
(A, f ; (YP, 1YP ;Y)F)F (YP, 1YP ;Y)F
β⟨Y; f ⟩
θ( f ,1YP ,Y)
β⟨Y;1YP⟩ = ζ
−1
Y
β⟨(YP,1YP ;Y)F; f ⟩
in A is commutative and that P(θ( f ,1YP ,Y)) = 1A. It follows that
(1A; ζY)F = θ−1( f ,1YP ,Y),
which implies the second lax unity axiom (9.3.9). 
Lemma 9.4.19. (P, F, ζ, θ) satisfies the lax associativity axiom (9.3.10).
Proof. For each object
(V, h; (W, g; (X, f ;Y))) ∈ F3(P)
as in (9.2.12), consider the following diagram in A.
(9.4.20)
(V, gh; (X, f ;Y)F)F
(V, h; (W, g; (X, f ;Y)F)F) (W, g; (X, f ;Y)F)F (X, f ;Y)F
(V, h; (W, f g;Y)F)F (W, f g;Y)F Y
(V, f gh;Y)F
θ(h,g,(X, f ;Y)F)
β⟨(W,g;(X, f ;Y)F)F;h⟩ β⟨(X, f ;Y)F;g⟩
(1V ; θ(g, f ,Y))F θ(g, f ,Y) β⟨Y; f ⟩
β⟨(W, f g;Y)F;h⟩ β⟨Y; f g⟩
θ(h, f g,Y)
β⟨(X, f ;Y)F;gh⟩
β⟨Y; f gh⟩
θ(gh, f ,Y)
In the above diagram:
● The left rectangle is the diagram (9.3.10) that we want to show is commu-
tative.
● The middle rectangle is commutative by the definition (9.4.4) of the mor-
phism (1V ; θ(g, f ,Y))F.
● The top, middle right, and bottom rectangles are the commutative di-
agrams (9.4.10) that define the isomorphisms θ(h,g,(X, f ;Y)F), θ(g, f ,Y), and
θ(h, f g,Y), respectively.
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● Also by (9.4.10), the left-most arrow θ(gh, f ,Y) is the unique isomorphism
such that the outermost diagram commutes and that P(θ(gh, f ,Y)) = 1V .
Along the first column in the diagram (9.4.20), there are equalities
P(θ(h,g,(X, f ;Y)F)) = P((1V ; θ(g, f ,Y))F) = P(θ(h, f g,Y)) = 1V
by Lemma 9.4.5 and (9.4.11). Therefore, by the uniqueness property that defines
θ(gh, f ,Y), the left rectangle in (9.4.20) is commutative because the other four sub-
diagrams are commutative. 
We have checked all the axioms for a laxF -algebra, so we obtain the following
result.
Proposition 9.4.21. For each cloven fibration P ∶ A C with A a small category,
when equipped with the structure (F, ζ, θ) in (9.4.2), (9.4.7), and (9.4.10), (P, F, ζ, θ) is a
pseudo F -algebra.
Proof. Combine Lemmas 9.3.7, 9.4.15, 9.4.18, and 9.4.19, and the fact that ζ and θ
are invertible 2-cells in Cat/C. 
Next is the analogue involving split fibrations and strict F -algebras.
Proposition 9.4.22. In Proposition 9.4.21, if P is a split fibration, then (P, F, ζ, θ) is a
strict F -algebra.
Proof. We must show that ζ and θ are identity natural transformations. For each
object Y ∈ A, ζY in (9.4.7) is the identity morphism of Y because the given cleavage
is unitary, i.e., β⟨Y;1YP⟩ = 1Y.
Similarly, for each object (W, g; (X, f ;Y)) ∈ F2(P), the multiplicativity (9.1.2)
of the given cleavage implies the equality
β⟨Y; f g⟩ = β⟨Y; f ⟩ ○ β⟨(X, f ;Y)F;g⟩
in (9.4.10). So θ(g, f ,Y) is the identity morphism. 
9.5. Fibrations are Pseudo Algebras
Suppose C is a small category. The purpose of this section is to observe that
the constructions in the last two sections provide inverse bijections between cloven
fibrations and pseudo F -algebras, and also between split fibrations and strict F -
algebras.
Definition 9.5.1. Suppose (F ,µ, η) is the 2-monad on Cat/C in Proposition 9.2.11.
(1) For a pseudo F -algebra (P, F, ζ, θ) as in Lemma 9.3.7, the cloven fibration
P in Proposition 9.3.16 is denoted by
Φ
fib
alg(P, F, ζ, θ).
(2) For a cloven fibration P ∶ A C with A a small category, the pseudoF -algebra (P, F, ζ, θ) in Proposition 9.4.21 is denoted by
Φ
alg
fib
(P).
(3) Reusing the notations from Theorem 9.1.18, denote by Fibcl(C) the col-
lection of cloven fibrations over C with small domain categories. The
sub-collection consisting of split fibrations over C is denoted by Fibsp(C).
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(4) Denote by Algps(F) the collection of pseudo F -algebras, and by Algst(F)
the sub-collection of strict F -algebras. ◇
Lemma 9.5.2. For each cloven fibration P ∶ A C as in Section 9.4, there is an equality
Φ
fib
alg(Φalgfib (P)) = P
of cloven fibrations.
Proof. The underlying functor of the left-hand side is also P. We must show that
the two cloven fibrations have the same cleavage. Since the chosen Cartesian lift
for the left-hand side is from (9.3.13), for each pre-lift ⟨Y; f ∶ A YP⟩, we need
to show that the equality
(9.5.3) ζ−1Y ( f ; 1Y)F = β⟨Y; f ⟩
holds in A, with ( f ; 1Y)F and ζY defined in (9.4.4) and (9.4.7), respectively. In
particular, ( f ; 1Y)F is defined as the unique raise of the pre-raise
⟨β⟨Y;1YP⟩, 1Yβ⟨Y; f ⟩; f ⟩
as displayed below.
(A, f ;Y)F Y
(YP, 1YP ;Y)F Y
A YP
YP YP
β⟨Y; f ⟩
∃! ( f ; 1Y)F 1Y
β⟨Y;1YP⟩
P
f
f 1YP
1YP
Since ζ−1Y = β⟨Y;1YP⟩ by Lemma 9.4.8, the desired equality (9.5.3) follows from the
left commutative square above. 
Lemma 9.5.4. For each pseudoF -algebra (P, F, ζ, θ) as in Lemma 9.3.7, there is an equal-
ity
Φ
alg
fib
(Φfibalg(P, F, ζ, θ)) = (P, F, ζ, θ)
of pseudo F -algebras.
Proof. The underlying object of the left-hand side is also the functor P ∶ A C.
We must show that the pseudoF -algebra structure of the left-hand side, which we
write as (F′, ζ′, θ′), is also specified by (F, ζ, θ).
To show that F = F′, suppose (A, f ;Y) ∈ F(P) is an object. By (9.4.3), the F -
action functor F′ sends (A, f ;Y) to the domain of the chosen Cartesian lift of ⟨Y; f ⟩,
which is ζ−1Y ( f ; 1Y)F in (9.3.13). The domain of the latter is that of ( f ; 1Y)F, which
is (A, f ;Y)F. So the F -action functors F′ and F agree on objects.
Suppose (g; h) ∈ F(P) is a morphism as in (9.2.2). By (9.4.4), F′ sends (g; h) to
the unique raise of the pre-raise
⟨ζ−1Y1 ○ ( f1; 1Y1)F, h ○ ζ−1Y0 ○ ( f0; 1Y0)F; g⟩
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as displayed below.
(9.5.5)
(X0, f0;Y0)F (Y0,P, 1Y0,P ;Y0)F Y0
(X1, f1;Y1)F (Y1,P, 1Y1,P ;Y1)F Y1
X0 Y0,P
X1 Y1,P
( f0; 1Y0)F ζ
−1
Y0
∃! (g; h)F′ h
( f1; 1Y1)F ζ
−1
Y1
P
f0
g hP
f1
The morphism (g; h)F satisfies
P((g; h)F) = g ∈ C
by (9.3.2) and the fact that F ∶ F(P) A is a 1-cell in Cat/C.
Therefore, by the uniqueness property of (g; h)F′, to show the equality
(g; h)F = (g; h)F′,
it remains to show that the left rectangle in (9.5.5) is commutative when its left
vertical morphism is replaced by (g; h)F. Consider the diagram
(X0, f0;Y0)F (Y0,P, 1Y0,P ;Y0)F Y0
(X1, f1;Y1)F (Y1,P, 1Y1,P ;Y1)F Y1
( f0; 1Y0)F ζ
−1
Y0
(g; h)F (hP; h)F h
( f1; 1Y1)F ζ
−1
Y1
in A. The left sub-diagram is commutative by the functoriality of F and the right
square in (9.5.5). The right sub-diagram is commutative by the naturality of ζ as
in (9.3.3). Therefore, F = F′ as functors.
Next, to show that ζ = ζ′, suppose Y ∈ A is an object. By Lemma 9.4.8 there is
an equality
ζ′Y = β
−1
⟨Y;1YP⟩
with β⟨Y;1YP⟩ the chosen Cartesian lift of the pre-lift ⟨Y; 1YP⟩ in the cloven fibration
Φ
fib
alg(P, F, ζ, θ). The latter is defined in (9.3.13). So ζ′Y is the composite
Y (YP, 1YP ;Y)F (YP, 1YP ;Y)FζY (1YP ; 1Y)
−1
=
in A, which is equal to ζY.
Finally, to show that θ = θ′, suppose (W, g; (X, f ;Y)) ∈ F2(P) is an object as in
Explanation 9.2.9. Since F = F′, by (9.4.10) θ′(g, f ,Y) is the unique isomorphism such
that the diagram
(W, g; (X, f ;Y)F)F (W, f g;Y)F
(X, f ;Y)F Y
θ′(g, f ,Y)
≅
β⟨(X, f ;Y)F;g⟩ β⟨Y; f g⟩
β⟨Y; f ⟩
in A commutes and that P(θ′(g, f ,Y)) = 1W , with each β? the chosen Cartesian lift
of its subscript in the cloven fibration Φfibalg(P, F, ζ, θ). Since P(θ(g, f ,Y)) = 1W by
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(9.3.6), it remains to show that the above diagram is commutative when θ′(g, f ,Y) is
replaced by θ(g, f ,Y).
As each β? is defined as a composite as in (9.3.13), the desired diagram is the
outermost diagram below.
(W, g; (X, f ;Y)F)F (W, f g;Y)F
(X, 1X; (X, f ;Y)F)F (X, f ;Y)F (YP, 1YP ;Y)F
(X, f ;Y)F (YP, 1YP ;Y)F Y
θ(g, f ,Y)
(g; 1(X, f ;Y)F)F
(g; 1Y)F
( f g; 1Y)F
θ(1X, f ,Y)
ζ−1(X, f ;Y)F
1 1
ζ−1Y
( f ; 1Y)F ζ
−1
Y
β⟨(X, f ;Y)F;g⟩
β⟨Y; f ⟩
β⟨Y; f g⟩
In the above diagram:
● The three outer rectangles are the definitions of the three chosen Carte-
sian lifts β?.
● Since
(g; 1(X, f ;Y)F)F = (g; (1X; 1Y)F)F
by (9.3.15), the top trapezoid is commutative by the naturality (9.3.5) of
θ.
● The lower-left triangle is commutative by the first lax unity axiom (9.3.8)
of the given pseudo F -algebra.
● The other two sub-diagrams are commutative by the functoriality of F
and by definition.
We have shown that θ = θ′. 
Next is the main observation of this chapter regarding the correspondence
between pseudo/strict F -algebras and cloven/split fibrations.
Theorem 9.5.6 (Grothendieck Fibration). Each pair of assignments
Algps(F) Fibcl(C) Algst(F) Fibsp(C)
Φ
fib
alg(−)
Φ
alg
fib
(−)
Φ
fib
alg(−)
Φ
alg
fib
(−)
≅ ≅
consists of mutually inverse bijections.
Proof. Lemmas 9.5.2 and 9.5.4 imply that the assignments on the left-hand side are
inverse bijections. The inverse bijections on the right-hand side follow from those
on the left-hand side by restriction, and Propositions 9.3.17 and 9.4.22. 
9.6. Exercises and Notes
Exercise 9.6.1. Prove Items 5 and 6 in Proposition 9.1.4.
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Exercise 9.6.2. Prove Propositions 9.1.9 and 9.1.10. Furthermore, show that if P ∶
E C and Q ∶ C D are split fibrations such that fQP = ( fQ)P for every pre-
lift ⟨Y; f ⟩ with respect to QP, as in Explanation 9.1.11, then the composite QP ∶
E D is a split fibration.
Exercise 9.6.3. In Proposition 9.2.11, check that:
(1) The unit η ∶ 1Cat/C F is a 2-natural transformation.
(2) (F ,µ, η) satisfies the 2-monad unity axiom.
Notes.
9.6.4 (Discussion of Literature). The concept of a fibration is due to Grothendieck
[Gro71]. A fibration is also known as a fibered category in the literature. Some other
places that discuss basic aspects of fibrations include [BW12, Chapter 12], [Bor94b,
Chapter 8], [Joh02, Chapter B1.3], and [Gra66]. Generalizations of Grothendieck
fibrations are discussed in [Str74, Str80, Str87, Str81]. Other discussion of fibra-
tions can be found in [Be´n85, FGI+05, HP15, Mal05], among many others.
The main observation of this chapter, namely, Theorem 9.5.6, is stated in a
number of papers in the literature, such as [Buc14]. However, we are not aware of
any published detailed proof of this fact, as we have given in this chapter. ◇
CHAPTER 10
Grothendieck Construction
Throughout this chapter C denotes a small category, also regarded as a lo-
cally discrete 2-category. The main subject of this chapter is the Grothendieck
construction that associates to each pseudofunctor F ∶ Cop Cat a cloven fibra-
tion UF ∶ ∫ F C. The main observation is Theorem 10.6.16, which says that the
Grothendieck construction defines a 2-equivalence of 2-categories
Bicatps(Cop,Cat) Fib(C)∫
with Bicatps(Cop,Cat) and Fib(C) defined in Corollary 4.4.13 and Theorem 9.1.18,
respectively. In particular, at the object level, this means that every fibration over
C is isomorphic to one of the form UF ∶ ∫ F C for some pseudofunctor F.
In Section 10.1 the Grothendieck construction of a pseudofunctor Cop Cat
is defined. It is shown that the category ∫ F is equipped with a cloven fibration
over C, which is split if and only if the pseudofunctor F is a strict functor.
In Section 10.2 it is proved that the Grothendieck construction ∫ F of a C-
indexed category F is a lax colimit of F. This result is independent of the fact
that the Grothendieck construction is a 2-equivalence of 2-categories.
The rest of the proof that the Grothendieck construction is a 2-equivalence
is divided into several steps. In Section 10.3 we define the Grothendieck con-
struction on strong transformations and modifications, and show that it is a 2-
functor. By the Whitehead Theorem 7.5.8 for 2-categories, to establish the desired
2-equivalence, we will show that the Grothendieck construction is 1-essentially
surjective on objects in Section 10.4, 1-fully faithful on 1-cells in Section 10.5, and
fully faithful on 2-cells in Section 10.6.
Section 10.7 contains a brief discussion of another Grothendieck construction
for C-indexed bicategories.
10.1. From Pseudofunctors to Fibrations
In this section we define the Grothendieck construction of a pseudofunctor
Cop Cat, and observe that it yields a cloven fibration. Moreover, this cloven
fibration is a split fibration if and only if the given pseudofunctor is a strict functor.
Motivation 10.1.1. Suppose for the moment that Cat is the 1-category of small
categories and functors. For a functor F ∶ Cop Cat, the Grothendieck construc-
tion ∫C F is a category that glues the categories FA, for A ∈ C, together using the
parametrizing functor F.
● An object in ∫C F is a pair (A ∈ C,X ∈ FA).
● Amorphism ( f , p) ∶ (A,X) (B,Y) consists of morphisms
f ∶ A B ∈ C and p ∶ X (F f )(Y) ∈ FA.
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Identities and composition are the obvious ones. A natural way to extend the
Grothendieck construction is to take advantage of the fact, discussed in Exam-
ple 2.3.14, that Cat is a 2-category with natural transformations as 2-cells. We can
now allow F to be a lax functor. ◇
In the following definition, Cat is a 2-category. Recall from Definition 4.1.2 the
concept of a lax functor.
Definition 10.1.2. A C-indexed category is a lax functor
(F, F2, F0) ∶ Cop Cat.
Given a C-indexed category F, its Grothendieck construction ∫ F is the category de-
fined as follows.
Objects: An object is a pair (A,X)with A an object in C and X an object in FA.
Morphisms: Amorphism
(10.1.3) ( f , p) ∶ (A,X) (B,Y) ∈ ∫ F
consists of
● a morphism f ∶ A B in C, and
● a morphism p ∶ X f FY in FA, where f F = F f ∶ FB FA.
Identities: The identity morphism of an object (A,X) consists of
● the identity morphism 1A ∶ A A in C, and
● the morphism
(10.1.4) (F0A)X ∶ X 1FAX in FA,
where
F0A ∶ 1FA F1A = 1
F
A
is the A-component natural transformation of F0.
Composition: Suppose given composable morphisms
(10.1.5) (A,X) (B,Y) (C,Z) ∈ ∫ F,( f ,p) (g,q)
with
● g ∶ B C a morphism in C, and
● q ∶ Y gFZ a morphism in FB, where gF = Fg ∶ FC FB.
The composite
(g, q)( f , p) ∶ (A,X) (C,Z)
is defined by
● the composite g f ∶ A C in C, and
● the composite
(10.1.6) X f FY f FgFZ g f FZ
p f Fq (F2f ,g)Z
in FA, where (F2f ,g)Z is the Z-component of the natural transforma-
tion F2f ,g.
This finishes the definition of ∫ F. We show that ∫ F is a category in Lemma 10.1.8
below. ◇
Explanation 10.1.7. A picture for the Grothendieck construction ∫ F is as follows.
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C A B
f
FA
X
f FY
p Y
FB
f F
The identity morphism of an object (A,X) involves the lax unity constraint (F0A)X ,
and composition involves the lax functoriality constraint (F2f ,g)Z. These are not
invertible in general. Despite such laxity, we now observe that the Grothendieck
construction is actually a 1-category. ◇
Lemma 10.1.8. For each C-indexed category F ∶ Cop Cat, the Grothendieck con-
struction ∫ F is a category.
Proof. We need to check the unity and associativity axioms of a category. For
the unity axiom, suppose ( f , p) ∶ (A,X) (B,Y) is a morphism in ∫ F, and(1A, (F0A)X) is the identity morphism of (A,X). The composite
(A,X) (A,X) (B,Y)(1A,(F0A)X) ( f ,p)
has
● first component the morphism f1A = f ∶ A A in C;
● second component the long composite along the boundary of the follow-
ing diagram in FA.
1FAX 1
F
A f
FY
X f FY f FY
1FAp
(F21A , f )Y(F0A)X
p
(F
0
A
∗1 f
F
)Y
We need to show that this long composite is equal to p. In the above diagram, the
left trapezoid is commutative by the naturality of the natural transformation F0A
because
(F0A ∗ 1 f F)Y = (F0A) f FY.
The right triangle is commutative by the lax left unity axiom (4.1.4). This proves
half of the unity axiom. The other half is proved similarly.
For the associativity axiom, suppose given three composable morphisms
(A,W) (B,X) (C,Y) (D,Z)( f ,p) (g,q) (h,r)
in ∫ CF. In both composites
((h, r)(g, q))( f , p) and (h, r)((g, q)( f , p)),
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the first component is the composite hg f ∶ A D in C. Their second components
are the two composites along the boundary of the following diagram in FA.
W f FX f FgFY g f FY
f FX g f FhFZ
f FgFY f FgFhFZ f FhgFZ hg f FZ
p
p
f Fq (F2f ,g)Y
g f Fr
f Fq (F2g f ,h)Z
1
f FgFr
(F2f ,g)hFZ
f F(F2g,h)Z (F2f ,hg)Z
In the above diagram from left to right, the first sub-diagram is commutative by
definition. The second sub-diagram is commutative by the naturality of the natu-
ral transformation F2f ,g. The third sub-diagram is commutative by the lax associa-
tivity axiom (4.1.3). 
Recall from Definition 9.1.1 that a fibration over C is a functor P ∶ E C in
which every pre-lift has a Cartesian lift. In the rest of this section, we observe that
the Grothendieck construction yields a fibration over C. First we define the functor
to C.
Definition 10.1.9. For a C-indexed category F ∶ Cop Cat, denote by
∫ F C
UF
the functor that sends:
● an object (A,X) ∈ ∫ F to the object A ∈ C;
● a morphism ( f , p) ∈ ∫ F to the morphism f ∈ C.
In other words, UF is the first-factor projection. Note that UF is a well-defined
functor because the C-components of the composition and identity morphisms in
∫ F are defined in C. ◇
Proposition 10.1.10. Suppose F ∶ Cop Cat is a C-indexed category with F2 invert-
ible.
(1) For each morphism f ∶ A B in C and each object Y ∈ FB, the morphism
(A, f FY) (B,Y) ∈ ∫ F( f ,1 f FY)
is a Cartesian morphism with respect to UF.
(2) The functor
∫ F C
UF
is a fibration over C.
Proof. For the first assertion, consider a pre-raise
⟨( f , 1 f FY), (h, q); g⟩
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with respect to UF, as pictured below.
(A, f FY) (B,Y)
(C,Z)
A B
C
( f , 1 f FY)
(g,∃! p?) (h, q) UF
f
g h
We must show that it has a unique raise. SinceUF projects onto the first factor, the
first component of a raise must be the morphism g ∈ C. For any morphism
(C,Z) (A, f FY) ∈ ∫ F,(g,p)
the composite with ( f , 1 f FY) has second component the long composite in the di-
agram
Z hFY = ( f g)FY
gF f FY gF f FY
p
q
gF1
f FY
=
≅ (F2g, f )Y
in FC. Therefore, the given pre-raise has a unique raise (g, p)with p the composite
p = (F2g, f )−1Y ○ q
in FC, proving that ( f , 1 f FY) is a Cartesian morphism.
For the second assertion, suppose given a pre-lift ⟨(B,Y); f ⟩with respect toUF
consisting of:
● an object (B ∈ C,Y ∈ FB) in ∫ F;
● a morphism f ∶ A B in C.
We must show that it has a Cartesian lift. The morphism ( f , 1 f FY) satisfies
UF( f , 1 f FY) = f ,
so it is a lift of the pre-lift ⟨(B,Y); f ⟩. By the first assertion, it is a Cartesian lift. 
For a C-indexed category F ∶ Cop Cat with F2 invertible, as in Proposi-
tion 10.1.10, we regard UF ∶ ∫ F C as a cloven fibration such that each pre-lift⟨(B,Y); f ⟩ has chosen Cartesian lift ( f , 1 f FY). Recall from Definition 9.1.1 that a
split fibration is a cloven fibration that is both unitary and multiplicative. Also
recall from Definition 4.1.2 that a strict functor is a lax functor whose laxity con-
straints are identities. The following observation says that, under the Grothendieck
construction, strict functors Cop Cat correspond to split fibrations over C.
Proposition 10.1.11. For each pseudofunctor F ∶ Cop Cat, the following two state-
ments are equivalent.
(1) F is a strict functor.
(2) UF ∶ ∫ F C is a split fibration.
Proof. First suppose F is a strict functor, so F strictly preserves identity morphisms
and composites, with F0 and F2 identities. The chosen Cartesian lift of a pre-lift⟨(B,Y); 1B⟩ is (1B, 11F
B
Y) = (1B, 1Y),
274 10. GROTHENDIECK CONSTRUCTION
which is the identity morphism of (B,Y) by (10.1.4). This shows that the cloven
fibration UF is unitary.
To see thatUF is multiplicative, consider an object (C,Z) ∈ ∫ F and composable
morphisms f ∶ A B and g ∶ B C in C, as displayed below.
(10.1.12)
A B C ∈ C
(A, f FgFZ) (B, gFZ) (C,Z) ∈ ∫ F
f g
( f , 1 f FgFZ) (g, 1gFZ)
UF
The two morphisms in the top row in (10.1.12) are the chosen Cartesian lifts of
the pre-lifts ⟨(B, gFZ); f ⟩ and ⟨(C,Z); g⟩. Their composite is equal to the chosen
Cartesian lift (g f , 1(g f )FZ) of the pre-lift ⟨(C,Z); g f ⟩ because, by (10.1.6), its second
component is the composite
(10.1.13) f FgFZ f FgFZ f FgFZ (g f )FZ1 f F gFZ f
F1
gFZ (F2f ,g)Z
in FA of three identity morphisms. This shows that the cloven fibration UF is also
multiplicative. Therefore,UF is a split fibration.
Conversely, supposeUF is a split fibration. To show that F
0 is the identity, sup-
pose A ∈ C and X ∈ FA are objects. The pre-lift ⟨(A,X); 1A⟩ has chosen Cartesian
lift (1A, 11F
A
X) = 1(A,X) = (1A, (F0A)X)
by the unitarity of the split fibration UF and (10.1.4). So F
0
A is the identity natural
transformation.
To show that F2 is the identity, consider morphisms f ∶ A B and g ∶
B C in C, an object Z ∈ FC, and the chosen Cartesian lifts in (10.1.12). By
(10.1.13) and the multiplicativity of the split fibration UF, the diagram
f FgFZ (g f )FZ
f FgFZ f FgFZ
=1 f F gFZ
1
(g f)FZ
=
f F1
gFZ
(F2f ,g)Z
in FA is commutative. This shows that F2f ,g is the identity natural transformation.
Therefore, F is a strict functor. 
10.2. As a Lax Colimit
The purpose of this section is to observe that the Grothendieck construction
is a lax colimit. Recall from (5.2.3) and Explanation 5.2.4 the concept of an oplax
cone.
Definition 10.2.1. Suppose F ∶ Cop Cat is a C-indexed category. Define the
following structures.
Component 1-Cells: For each object A in C, define the functor
FA ∫ F
piA
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by sending:
● each object X ∈ FA to the object (A,X) ∈ ∫ F;
● each morphism p ∶ X X′ in FA to the morphism
(1A, (F0A)X′ ○ p) ∶ (A,X) (A,X′) in ∫ F.
Component 2-Cells: For each morphism f ∈ C(A, B), define the natural transfor-
mation
FA FB
∫ F ∫ F
F f
piBpiA
Id
⇒
pi f
with component
(pi f )Y = ( f , 1 f FY) ∶ piA f FY = (A, f FY) (B,Y) = piBY ∈ ∫ F
for each object Y ∈ FB. ◇
Lemma 10.2.2. Definition 10.2.1 defines an oplax cone
pi ∶ F ∆
∫ F
of ∫ F under F.
Proof. To see that each piA is actually a functor, first note that it sends the identity
morphism 1X for an object X ∈ FA to (1A, (F0A)X), which is the identity morphism
of (A,X) = piAX in ∫ F.
For composable morphisms p ∶ X X′ and p′ ∶ X′ X′′ in FA, piA pre-
serves their composite if and only if the boundary of the following diagram in FA
commutes.
X X′ X′′ 1FAX
′′
X′ 1FAX
′ 1FAX
′′ 1FA1
F
AX
′′
p
p p′ (F0A)X′′
(F0A)X′ 1FAp′ 1FA(F0A)X′′
(F21A,1A )X′′
From left to right, the three sub-diagrams are commutative by definition, the nat-
urality of F0A, and the lax right unity axiom (4.1.4) for F.
The naturality of pi f with respect to f is trivial because C has no non-identity
2-cells. The oplax unity axiom (4.3.2) and the oplax naturality axiom (4.3.3) for pi
both follow from the lax left unity axiom (4.1.4) for F. 
Theorem 10.2.3. Suppose F ∶ Cop Cat is a C-indexed category. Then the pair
(∫ F,pi)
with
● ∫ F the Grothendieck construction in Lemma 10.1.8, and
● pi ∶ F ∆
∫ F
the oplax cone in Lemma 10.2.2
is a lax colimit of F.
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Proof. The assertion means that, for each category D, there is an isomorphism
Cat(∫ F,D) Coneop(F,∆D) = Bicat(C,Catop)(∆D, Fop)pi∗≅
of categories induced by pre-composition with the oplax cone pi. By Proposi-
tion 5.1.10, the functor pi∗ is well-defined.
For the purpose of constructing an inverse, let us first describe the functor pi∗
explicitly. For each functor G ∶ ∫ F D, the oplax transformation
Cop Cat
F
∆D
⇒
pi∗G =∆Gpi
is determined by the following data.
(1) For each object A in C, the functor
(∆Gpi)A ∶ FA D
sends:
● each object X ∈ FA to G(A,X) ∈ D;
● each morphism p ∶ X X′ in FA to the morphism
G(1A, (F0A)X′ ○ p) ∶ G(A,X) G(A,X′) in D.
(2) For each morphism f ∶ A B in C, the natural transformation
FA FB
D
F f
(∆Gpi)A (∆Gpi)B
⇒
(∆Gpi) f
has component morphism
G(A, f FY) G(B,Y)G( f ,1 f FY)
in D for each object Y ∈ FB.
Moreover, for each natural transformation α ∶ G H for functors G,H ∶
∫ F D, the modification
pi∗α =∆α ∗ 1pi ∶∆Gpi ∆Hpi
is equipped with, for each object A ∈ C, the natural transformation
FA D
(∆Gpi)A
(∆Hpi)A
⇒
(∆α ∗ 1pi)A
with component morphism
(10.2.4) (∆Gpi)A(X) = G(A,X) H(A,X) = (∆Hpi)A(X) ∈ Dα(A,X)
for each object X ∈ FA.
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Nowwe define a functor that is strictly inverse to pi∗. Using Explanation 5.2.4,
each oplax transformation α ∶ F ∆D has
● component functors αA ∶ FA D for objects A ∈ C, and
● component natural transformations
FA FB
D
F f
αA αB
⇒
α f
for morphisms f ∶ A B in C, that satisfy the oplax unity axiom and
the oplax naturality axiom.
Given such an oplax transformation, we define a functor
α ∶ ∫ F D
by sending:
● each object (A,X) ∈ ∫ F to the object αAX ∈ D;
● each morphism
( f , p) ∶ (A,X) (B,Y) ∈ ∫ F
to the composite
αAX αBY
αA f
FY
α( f , p)
αAp (α f )Y
in D.
The oplax unity axiom (4.3.2) for α implies that α preserves identity mor-
phisms. To see that α preserves composites, suppose given composable 1-cells
(A,X) (B,Y) (C,Z)( f ,p) (g,q)
in ∫ F. Then α preserves their composite if and only if the boundary of the follow-
ing diagram in D commutes.
αAX αA f
FY αBY
αA f
FY αBg
FZ
αA f
FgFZ αAg f
FZ αCZ
αAp
αAp (α f )Y
αBq
αA f
Fq (αg)Z
(α f )gFZ
αA(F2f ,g)Z (αg f )Z
The upper left triangle is commutative by definition. The middle sub-diagram is
commutative by the naturality of α f . The lower right triangle is commutative by
the oplax naturality axiom (4.3.3) for α.
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Next, each modification Γ ∶ α β of oplax transformations α, β ∶ F ∆D
has a component natural transformation ΓA as on the left-hand side below
FA D
αA
βA
⇒
ΓA ∫ F D
α
β
⇒
Γ
for each object A ∈ C. Given such a modification, we define a natural transforma-
tion Γ as on the right-hand side above, with a component morphism
α(A,X) = αAX βAX = β(A,X)Γ(A,X) = (ΓA)X
inD for each object (A,X) ∈ ∫ F. The naturality of Γ means that, for eachmorphism( f , p) in ∫ F as above, the boundary of the following diagram in D commutes.
αAX βAX
αA f
FY βA f
FY
αBY βBY
αAp
(ΓA)X
βAp
(α f )Y
(ΓA) f FY
(β f )Y
(ΓB)Y
The top square is commutative by the naturality of ΓA. The bottom square is com-
mutative by the modification axiom for Γ as in Explanation 5.2.5.
If Γ is the identity modification of α, then Γ is the identity natural transforma-
tion, since each ΓA is the identity natural transformation of αA. Similarly, the verti-
cal composite of two modifications between oplax transformations is sent to their
vertical composite natural transformation. Therefore, we have defined a functor φ
as in
Cat(∫ F,D) Coneop(F,∆D)pi
∗
φ
given by
φ(α) = α and φ(Γ) = Γ.
It remains to check that the functors pi∗ and φ are inverses of each other.
Starting on the left side, for a functor G ∶ ∫ F D, (φpi∗)(G) sends:
● each object (A,X) ∈ ∫ F to the object (∆Gpi)A(X) = G(A,X);
● each morphism ( f , p) ∈ ∫ F as above to the composite
G(A,X) G(A, f FY) G(B,Y)G(1A, (F
0
A) f FY ○ p) G( f , 1 f FY)
in D.
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Since G preserves composites, to see that the above composite is G( f , p), it is
enough to check that the composite
(A,X) (A, f FY) (B,Y)(1A, (F
0
A) f FY ○ p) ( f , 1 f FY)
in ∫ F is ( f , p). In this composite, the first component is f1A = f . The second
component is the long composite of the following diagram in FA.
X f FY
f FY 1FA f
FY 1FA f
FY
p
(F0A) f FY
1
f FY
1FA1 f FY
=
(F21A , f )Y
Since the triangle is commutative by the lax left unity axiom (4.1.4) for F, the entire
composite is p. So φpi∗ is the identity assignment on objects.
For a natural transformation α ∶ G H for functors G,H ∶ ∫ F D, the
equality
α = (φpi∗)(α)
follows from (10.2.4) and (10.6.5). We have shown that φpi∗ is the identity functor
on Cat(∫ F,D). The other equality pi∗φ = Id is similar, and the reader is asked to
check it in Exercise 10.8.2. 
10.3. As a 2-Functor
In Proposition 10.1.10 we saw that the Grothendieck construction sends each
C-indexed category F with F2 invertible to a fibration over C. Most of the rest
of this chapter is devoted to showing that the Grothendieck construction yields a
2-equivalence
Bicatps(Cop,Cat) Fib(C)∫
in the sense of Definition 6.2.10. Here:
● Bicatps(Cop,Cat) is the 2-category in Corollary 4.4.13 with pseudofunc-
tors Cop Cat as objects, strong transformations as 1-cells, and modi-
fications as 2-cells.
● Fib(C) is the 2-category in Theorem 9.1.18 with fibrations over C with
small domain categories as objects, Cartesian functors as 1-cells, and ver-
tical natural transformations as 2-cells.
As the first step in establishing this 2-equivalence, in this section we observe that
the Grothendieck construction extends to a 2-functor.
First we define the Grothendieck construction of strong transformations. Re-
call from Definition 4.2.1 that a strong transformation α ∶ F G between lax
functors is a lax transformation such that each component 2-cell α f is invertible.
Notation 10.3.1. The following abbreviations will often be used to simplify the
presentation.
(1) For a lax functor (F, F2, F0) ∶ Cop Cat and objects A ∈ C and X ∈ FA,
we abbreviate the natural transformation F0A to F
0 and the X-component
morphism (F0A)X in (10.1.4) to F0A,X, F0X, or even just F0.
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(2) Similar abbreviations will be applied to F2 and other natural transforma-
tions. ◇
Definition 10.3.2. For each strong transformation α as in
Cop Cat
F
G
⇒
α
with F,G lax functors, define the functor
∫ F ∫ G
∫ α
as follows.
● ∫ α sends each object (A ∈ C,X ∈ FA) in ∫ F to the object (A, αAX ∈ GA)
in ∫ G.
● ∫ α sends each morphism ( f , p) ∶ (A,X) (B,Y) in ∫ F to the mor-
phism
(10.3.3) (A, αAX) (B, αBY) ∈ ∫ G( f , α
−1
f ,Y○αAp)
whose second component is the composite
αAX αA f
FY f GαBY ∈ GA
αAp α
−1
f ,Y = (α f )
−1
Y
with α−1f ,Y the inverse of the Y-component of the natural isomorphism α f .
This finishes the definition of ∫ α. We show that ∫ α is a functor in Lemma 10.3.5
below. ◇
Explanation 10.3.4. In Definition 10.3.2, F and G ∶ Cop Cat do not need to be
pseudofunctors. A strong transformation α ∶ F G consists of a component
1-cell, i.e., a functor
FA GA
αA
for each object A ∈ C, and an invertible component 2-cell, i.e., a natural isomor-
phism
FA FB
GA GB
f
F
αA αB
f
G
⇒
α f
for each morphism f ∶ A B ∈ C. This data is required to satisfy the lax unity
axiom (4.2.2) and the lax naturality axiom (4.2.3). ◇
Lemma 10.3.5. For each strong transformation α ∶ F G as in Definition 10.3.2,
∫ F ∫ G
∫ α
is a functor.
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Proof. To see that ∫ α preserves identity morphisms, consider an object (A,X) ∈ ∫ F
with identity morphism (1A, F0A,X). By (10.3.3), the image of (1A, F0A,X) under ∫ α
has second component the top composite in the following diagram
αAX αA1
F
AX 1
G
AαAX
αAF
0
A,X α
−1
1A ,X
(G0A)αAX
in GA. This composite is equal to (G0A)αAX by the lax unity axiom (4.2.2) for α.
Therefore, ∫ α preserves identity morphisms.
To see that ∫ α preserves composites, consider composable morphisms
(A,X) (B,Y) (C,Z) ∈ ∫ F( f ,p) (g,q)
as in (10.1.5). By (10.1.6) and (10.3.3), the second components of
(∫ α) ((g, q) ○ ( f , p)) and (∫ α) (g, q) ○ (∫ α) ( f , p)
are equal if and only if the outermost diagram below is commutative in GA.
αAX αA f
FY f GαBY f
GαBg
FZ
αA f
FY f GαBg
FZ f GgGαCZ
αA f
FgFZ αA(g f )FZ (g f )GαCZ
αAp
αAp
α−1f ,Y
f GαBq
f GαBq
f Gα−1g,Z
αA f
Fq
f Gα−1g,Z
G2αCZ
α−1
f ,gFZ
αA(F2Z) α
−1
g f ,Z
In the above diagram:
● The upper left triangle and the upper right square are commutative by
definition.
● The lax naturality axiom (4.2.3) for α implies that the bottom sub-diagram
is commutative.
● The remaining sub-diagram is commutative by the naturality of α f .
Therefore, ∫ α preserves composites of morphisms. 
To show that ∫ α is a Cartesian functor, we will use the following observation.
Lemma 10.3.6. Suppose:
● F ∶ Cop Cat is a lax functor with F0 invertible.
● ( f , p) ∶ (A,X) (B,Y) is a Cartesian morphism in ∫ F with respect to the
functor UF ∶ ∫ F C.
Then p ∶ X f FY is an isomorphism in FA.
Proof. To construct the inverse to p, consider the pre-raise
⟨( f , p), ( f , 1 f FY); 1A⟩
282 10. GROTHENDIECK CONSTRUCTION
with respect to UF, as pictured below.
(10.3.7)
(A,X) (B,Y)
(A, f FY)
A B
A
( f , p)
∃! (1A, t) ( f , 1 f FY) UF
f
1A f
Since ( f , p) is a Cartesian morphism in ∫ F, this pre-raise has a unique raise (1A, t)
with t ∶ f FY 1FAX in FA. We aim to show that the composite
(10.3.8) f FY 1FAX X
t (F0X)−1
in FA is the inverse of p.
Consider the following diagram in FA.
(10.3.9)
f FY ( f1A)FY = f FY
1FAX 1
F
A f
FY
X f FY
1
t F2Y
1FAp
(F0X)
−1 F0f FY
p
1
● The top square is the second component of the left commutative triangle
in (10.3.7).
● The bottom square is commutative by the naturality of F0.
● The right rectangle is commutative by the lax left unity (4.1.4) of F.
So (F0X)−1t is a right inverse of p.
To show that (F0X)−1t is also a left inverse of p, it suffices to show the commu-
tativity of the left triangle in
(10.3.10)
X 1FAX
f FY
F
0
X
p t
(A,X) (B,Y)
(A,X)
( f , p)
(1A, tp) ( f , p)
in FA. By (10.1.4), the identity morphism of (A,X) is (1A, F0X). Since ( f , p) is
a Cartesian morphism in ∫ F, to show the commutativity of the left triangle in
(10.3.10), by Proposition 9.1.4(3) it suffices to show that the triangle in ∫ F on the
right-hand side is commutative.
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In this triangle, the first component is f1A = f , and the second component is
the outermost diagram in FA below.
X
f FY X f FY
1FAX 1
F
A f
FY ( f1A)FY
p
t
1
p
1
(F0X)−1
1FAp F
2
Y
(F0)−1
● The top left sub-diagram is commutative by (10.3.9).
● The parallelogram is commutative by the naturality of F0.
● The bottom right triangle is commutative by the lax left unity (4.1.4) of F.
We have shown that (F0X)−1t is also a left inverse of p. 
Recall from Definition 9.1.14 that a Cartesian functor is a functor (i) that re-
spects the functors to C and (ii) that preserves Cartesian morphisms.
Lemma 10.3.11. Suppose α ∶ F G is a strong transformation with
● F,G ∶ Cop Cat lax functors and
● F0 and G2 invertible.
Then the functor
∫ F ∫ G
∫ α
in Lemma 10.3.5 is a Cartesian functor.
Proof. The diagram
(10.3.12) ∫ F ∫ G
C
∫ α
UF UG
is commutative because (i) eachU? projects onto the first factor, while (ii) ∫ α leaves
the first component unchanged. The commutativity of the diagram (10.3.12) does
not require the invertibility of F0 and G2.
To check that ∫ α preserves Cartesian morphisms, suppose
( f , p) ∶ (A,X) (B,Y)
is a Cartesian morphism in ∫ F. We must show that (∫ α) ( f , p), whose second
component is in (10.3.3), is a Cartesian morphism in ∫ G. Suppose given a pre-
raise
⟨( f , α−1f ,Y ○ αAp), (h, r); i⟩
284 10. GROTHENDIECK CONSTRUCTION
with respect to UG, as pictured below.
(A, αAX) (B, αBY)
(C,Z)
A B
C
( f , α−1f ,Y ○ αAp)
(i,∃! q?) (h, r) UG
f
i h
We must show that there exists a unique raise. The first entry of such a raise must
be i.
By (10.1.6) we must show that there exists a unique morphism
Z iGαAX ∈ GC
q
such that the outermost diagram in
(10.3.13)
Z hGαBY = ( f i)GαBY
iGαAX i
GαA f
FY iG f GαBY
r
q ≅ G2αBY
i
G
αAp
≅
i
G
α
−1
f ,Y
≅
in GC is commutative. By the invertibility of F0 and Lemma 10.3.6, p is an isomor-
phism. Since G2 is invertible by assumption, q exists and is uniquely determined
by the boundary in (10.3.13). In other words, q must be the composite
Z hGαBY = ( f i)GαBY
iGαAX i
GαA f
FY iG f GαBY
r
(G2αBY)
−1
iGα f ,Yi
GαAp
−1
in GC. 
Lemma 10.3.11 implies that the Grothendieck construction ∫ sends 1-cells in
Bicatps(Cop,Cat) to 1-cells in Fib(C). Recall from Definition 4.4.1 the concept of a
modification. Next we define the Grothendieck construction of modifications.
Definition 10.3.14. Suppose Γ ∶ α β is a modification as in
Cop Cat
F
G
⇒
α
⇒
β
⇛
Γ
with α, β strong transformations and F,G lax functors. For each object (A,X) ∈ ∫ F,
define the morphism
(∫ α) (A,X) = (A, αAX) (A, βAX) = (∫ β) (A,X) ∈ ∫ G
(∫ Γ)(A,X)
as
(10.3.15) (∫ Γ)(A,X) = (1A,G0A,βAX ○ ΓA,X)
in which:
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● The second component is the composite
αAX βAX 1
G
AβAX ∈ GA.
ΓA,X
G0A,βAX
● ΓA,X = (ΓA)X is the X-component of the natural transformation ΓA.
● G0A,βAX = (G0A)βAX is the βAX-component of the natural transformation
G0A.
This finishes the definition of ∫ Γ. We show that ∫ Γ is a vertical natural transfor-
mation in Lemma 10.3.18 below. ◇
Explanation 10.3.16. The modification Γ ∶ α β consists of a component 2-cell,
i.e., natural transformation
FA GA
αA
βA
⇒
ΓA
for each object A ∈ C, that satisfies the modification axiom
(10.3.17) =
FA FB
GA GB
f
F
βA αB
f
G
αA⇒ΓA
⇒
α f
FA FB
GA GB
f
F
βA αB
f
G
βB ⇒ΓB
⇒
β f
for each morphism f ∶ A B in C. ◇
Lemma 10.3.18. Suppose Γ ∶ α β is a modification with
● α, β ∶ F G strong transformations and
● F,G ∶ Cop Cat lax functors.
Then ∫ Γ as in
∫ F ∫ G
∫ α
∫ β
⇒
∫ Γ
is a vertical natural transformation with components as in (10.3.15).
Proof. By (10.3.3) and (10.3.15), the naturality of ∫ Γ means that for each morphism
(A,X) (B,Y) ∈ ∫ F,( f ,p)
the diagram
(A, αAX) (A, βAX)
(B, αBY) (B, βBY)
(1A,G
0
A,βAX ○ ΓA,X)
( f , α−1f ,Y ○ αAp) ( f , β
−1
f ,Y ○ βAp)
(1B,G
0
B,βBY ○ ΓB,Y)
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in ∫ G is commutative. The first component is the equality 1B f = f1A. The second
component is the outermost diagram in GA below.
αAX βAX 1
G
AβAX
αA f
FY βA f
FY 1GAβA f
FY
f GαBY f
GβBY 1
G
A f
GβBY
f GβBY f
G1GB βBY f
GβBY
ΓA,X G
0
A,βAX
αAp βAp 1GAβAp
ΓA, f FY G
0
A,βA f FY
α−1f ,Y β
−1
f ,Y 1
G
Aβ
−1
f ,Y
f GΓB,Y G
0
A, fGβBY
f GΓB,Y f
GG0B,βBY
1
G2βBY
f GG0B,βBY G
2
βBY
In the above diagram:
● The top two sub-diagrams are commutative by the naturality of ΓA and
G0A.
● In the middle row, the two sub-diagrams are commutative by the modi-
fication axiom (10.3.17) for Γ and the naturality of G0A.
● In the bottom row, the left square is commutative by definition. The two
triangles are commutative by the lax left unity and the lax right unity
axioms (4.1.4) for G.
This shows that ∫ Γ ∶ ∫ α ∫ β is a natural transformation.
Finally, ∫ Γ is a vertical natural transformation in the sense of (9.1.15); i.e., the
equality
1UG ∗ ∫ Γ = 1UF
holds because both sides send an object (A,X) ∈ ∫ F to 1A ∈ C. 
Lemma 10.3.18 implies that the Grothendieck construction ∫ sends 2-cells in
Bicatps(Cop,Cat) to 2-cells in Fib(C). Next we show that the Grothendieck con-
struction preserves identity 1-cells and is locally a functor.
Lemma 10.3.19. Suppose F,G ∶ Cop Cat are lax functors.
(1) Then ∫ 1F is the identity functor of ∫ F.
(2) Suppose α ∶ F G is a strong transformation with identity modification 1α.
Then ∫ 1α in Lemma 10.3.18 is the identity natural transformation of the functor
∫ α in Lemma 10.3.5.
(3) Given modifications Γ ∶ α β and Σ ∶ β γ with α, β,γ ∶ F G strong
transformations, there is an equality
(∫ Σ) (∫ Γ) = ∫ ΣΓ
of natural transformations ∫ α ∫ γ.
Proof. The identity transformation 1F of F is defined in Proposition 4.2.12, with
(1F)A = 1FA and (1F) f = 1 f F
10.3. AS A 2-FUNCTOR 287
for each object A and each morphism f ∈ C. Assertion (1) now follows from Defi-
nition 10.3.2.
Assertion (2) follows from the equalities
(∫ 1α)(A,X) = (1A,G0A,αAX ○ 1αAX)
= (1A,G0A,αAX)
= 1(A,αAX)
= 1(∫ α)(A,X)
in ∫ G for each object (A,X) ∈ ∫ F. The first, third, and fourth equalities above
follow from (10.3.15), (10.1.4), and Definition 10.3.2, respectively.
For assertion (3), we must show that for each object (A,X) ∈ ∫ F, the diagram
(∫ α) (A,X) = (A, αAX) (∫ γ) (A,X) = (A,γAX)
(∫ β) (A,X) = (A, βAX)
(∫ ΣΓ)(A,X)
(∫ Γ)(A,X) (∫ Σ)(A,X)
in ∫ G is commutative. By (10.3.15), the first component of the previous diagram
is the equality 1A1A = 1A ∈ C. The second component is the outermost diagram in
GA below.
αAX βAX γAX
βAX 1
G
AγAX
1GAβAX 1
G
AγAX 1
G
A1
G
AγAX 1
G
AγAX
ΓA,X ΣA,X
ΓA,X
G
0
A,γAX
G
0
A,γAX
G
0
A,βAX
G
0
1
1
G
AΣA,X 1
G
AG
0
A,γAX G
2
γAX
From the upper left to the lower right, the first three sub-diagrams are commuta-
tive by definition and the naturality of G0A. The lower right triangle is commutative
by the lax left unity axiom (4.1.4) of G. 
Next we check that the Grothendieck construction preserves horizontal com-
position of 1-cells. Recall from Definition 4.2.15 the horizontal composite of lax
transformations.
Lemma 10.3.20. Suppose F,G,H ∶ Cop Cat are lax functors, and α ∶ F G and
β ∶ G H are strong transformations. Then the diagram
∫ F ∫ H
∫ G
∫ βα
∫ α ∫ β
is commutative.
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Proof. Both functors (∫ β) (∫ α) and ∫ βα send an object (A,X) in ∫ F to the object(A, βAαAX) in ∫ H.
For a morphism f ∶ A B in C, by Definition 4.2.15 (βα) f is the natural
transformation given by the following pasting diagram.
FA FB
GA GB
HA HB
f F
αA αB
f G
βA βB
f H
⇒
α f
⇒
β f
So by (10.3.3), the functor ∫ βα sends a morphism ( f , p) ∈ ∫ F as in (10.1.3) to the
morphism
(A, βAαAX) (A, βBαBY) ∈ ∫ H( f ,⋯)
with second component the left-bottom composite in the following diagram in
HA.
βAαAX
βAαA f
FY βA f
GαBY f
HβBαBY
βAαAp
βA(α−1f ,Y○αAp)
βAα
−1
f ,Y
β−1f ,αBY
Also by (10.3.3), the composite functor (∫ β) (∫ α) sends the morphism ( f , p) to( f ,⋯) with second component the shorter composite in the previous diagram.
Since the triangle there is commutative by the functoriality of βA, we have shown
that (∫ β) (∫ α) and ∫ βα agree on morphisms. 
Next we check that the Grothendieck construction preserves horizontal com-
position of 2-cells. Recall from Definition 4.4.5 the horizontal composite of modi-
fications.
Lemma 10.3.21. Suppose Γ and Γ′ are modifications as in
F G H
α
β
α′
β′
⇒
Γ
⇒
Γ
′
with α, α′, β, β′ strong transformations and F,G,H ∶ Cop Cat lax functors. Then
there is an equality
(∫ Γ′) ∗ (∫ Γ) = ∫ (Γ′ ∗ Γ)
of natural transformations ∫ α′α ∫ β′β.
Proof. Suppose (A,X) is an object in ∫ F. To prove the equality
(∫ Γ′ ∗ ∫ Γ)(A,X) = (∫ (Γ′ ∗ Γ))(A,X) ∈ ∫ H,
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first observe that they both have first component 1A. By (4.4.6), (10.3.3), and
(10.3.15), their second components form the outermost diagram in
α′AαAXβ
′
AαAX β
′
AαAX
1HAβ
′
AαAX β
′
AβAX
1HAβ
′
AβAX 1
H
Aβ
′
AβAX
1HAβ
′
A1
G
AβAX 1
H
A1
H
Aβ
′
AβAX
Γ
′
A,αAX Γ
′
A,αAX
H0A,β′
A
αAX β
′
AΓA,X
1HAβ
′
AΓA,X
H0A,β′
A
βAX
1HAH
0
β′
A
βAX
1HAβ
′
AG
0
A,βAX
H2β′
A
βAX
1HA(β
′
1A ,βAX)
−1
in HA. In the above diagram, from top to bottom:
● The first sub-diagram is commutative by definition.
● The next sub-diagram is commutative by the naturality of H0A.
● The next triangle is commutative by the lax right unity (4.1.4) of H.
● The bottom triangle is the result of applying the functor 1HA to the lax
unity axiom (4.2.2) of β′.
This proves the desired equality. 
Proposition 10.3.22. There is a 2-functor
Bicatps(Cop,Cat) Fib(C)∫
defined by
● Proposition 10.1.10 on objects,
● Lemma 10.3.11 on 1-cells, and
● Lemma 10.3.18 on 2-cells,
with the 2-categories Bicatps(Cop,Cat) and Fib(C) defined in Corollary 4.4.13 and Theo-
rem 9.1.18, respectively.
Proof. The Grothendieck construction is locally a functor and preserves identity
1-cells by Lemma 10.3.19. It preserves horizontal compositions of 1-cells and of 2-
cells by Lemmas 10.3.20 and 10.3.21, respectively. Therefore, by Proposition 4.1.8
the Grothendieck construction is a 2-functor. 
Definition 10.3.23. The 2-functor in Proposition 10.3.22 is called the Grothendieck
construction. ◇
10.4. From Fibrations to Pseudofunctors
The purpose of this section is to prove that the Grothendieck construction in
Proposition 10.3.22 is 1-essentially surjective in the sense of Definition 7.5.4.
Definition 10.4.1. For a functor G ∶ A B between 1-categories and an object
Y ∈ B, the fiber of Y is the subcategory G−1(Y) of Awith
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● objects X ∈ A such that GX = Y, and
● morphisms f ∶ X1 X2 ∈ A such that GX1 = GX2 = Y and that G f = 1Y.
This finishes the definition of the category G−1(Y). ◇
Convention 10.4.2. For the rest of this section, suppose P ∶ E C is a fibration
as in Definition 9.1.1. We fix a unitary cleavage for P, which is always possible
by Example 9.1.6. This means that for each pre-lift ⟨Y; f ⟩, we fix a Cartesian lift
f ∶ Yf Y such that the chosen Cartesian lift for ⟨Y; 1YP⟩ is 1Y for each object
Y ∈ E. ◇
Next we:
(1) Define a pseudofunctor F ∶ Cop Cat associated to the given fibration
P in Lemma 10.4.7.
(2) Check that ∫ F and P are isomorphic as fibrations in Lemma 10.4.23.
Definition 10.4.3. For the given fibration P ∶ E C, define the assignments
(F, F2) ∶ Cop Cat
as follows.
Objects: For each object A ∈ C, define the category
FA = P−1(A).
Morphisms: For a morphism f ∶ A B in C, define a functor
P−1(A) P−1(B)f F
as follows.
● For each object Y ∈ P−1(B), define
(10.4.4) f FY = Yf ∈ P
−1(A),
which is the domain of the chosen Cartesian lift of ⟨Y; f ⟩.
● For eachmorphism e ∶ Y Y′ ∈ P−1(B), consider the chosen Carte-
sian lifts f of ⟨Y; f ⟩ and f ′ of ⟨Y′; f ⟩. The pre-raise ⟨ f ′, e f ; 1A⟩, as
pictured in
(10.4.5)
f FY = Yf Y
f FY′ = Y′f Y
′
A B
A B,
f
∃! f Fe e
f
′
P
f
1A 1B
f
has a unique raise f Fe because f
′
is a Cartesian morphism.
Lax Functoriality Constraint: For morphisms f ∶ A B and g ∶ B C in C,
define a natural isomorphism
P−1(A) P−1(C)
P−1(B) gFf F
(g f )F
⇒
F2f ,g≅
10.4. FROM FIBRATIONS TO PSEUDOFUNCTORS 291
as follows. For each object Z ∈ P−1(C), consider the three chosen Carte-
sian lifts along the top row below.
Zg, f Zg Z Zg f Z
A B C A C
f g g f
P
f g g f
By Proposition 9.1.4(4) and (5), there is a unique isomorphism
Zg, f Zg f ∈ P
−1(A)(F
2
f ,g)Z
≅
such that the diagram
(10.4.6)
Zg, f Zg f
Zg Z
f
(F2f ,g)Z
≅
g f
g
is commutative.
This finishes the definition of (F, F2). ◇
Recall from Definition 4.1.2 that a strictly unitary pseudofunctor is a lax func-
tor (G,G2,G0) with G0 the identity and with G2 invertible.
Lemma 10.4.7. In Definition 10.4.3, (F, F2) ∶ Cop Cat is a strictly unitary pseudo-
functor.
Proof. For each morphism f ∶ A B in C, we first check that
f F ∶ P−1(B) P−1(A)
is a well-defined functor. It preserves identity morphisms because if e = 1Y, then
the unique raise 1+A in (10.4.5) must be 1Yf .
For composable morphisms e1 ∶ Y0 Y1 and e2 ∶ Y1 Y2 in P−1(B), con-
sider the chosen Cartesian lift
Yi, f = (Yi) f Yif i
of the pre-lift ⟨Yi; f ⟩ for i = 0, 1, 2. The pre-raise ⟨ f2, e2e1 f0; 1A⟩, as pictured in
Y0, f Y0
Y1, f Y1
Y2, f Y2
A B
A B
A B,
f0
∃! f Fe1 e1
f1
∃! f Fe2 e2
f2
P
f
1A 1B
f
1A 1B
f
∃! f F(e2e1)
has a unique raise f F(e2e1). Since ( f Fe2)( f Fe1) is also a raise of this pre-raise, it is
equal to f F(e2e1) by uniqueness. This shows that f F is a functor.
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For the identity morphism 1A for an object A ∈ C, 1
F
A is the identity functor of
FA = P−1(A) because the chosen cleavage for P is unitary. So we define the lax
unity constraint F0 as the identity.
The naturality of F2 in the sense of (4.1.6) is trivial because C has only identity
2-cells.
The lax left and right unity axioms (4.1.4) for F mean that F21,g and F
2
f ,1 are
identities. They are true by (i) the unitarity of the chosen cleavage and (ii) the
uniqueness property in Proposition 9.1.4(4).
It remains to check the lax associativity axiom (4.1.3) for F. Consider mor-
phisms
A B C D ∈ C,
f g h
the corresponding functors
P−1(A) P−1(B) P−1(C) P−1(D),f F gF hF
an objectW ∈ P−1(D), and the four chosen Cartesian lifts along the top row below.
Wh,g, f Wh,g Wh W Whg f W
A B C D A D
f g h hg f
P
f g h hg f
The pre-raise ⟨hg f , hg f ; 1A⟩, as pictured in
Wh,g, f Wh,g Wh
Whg f W
A C
A D,
f
∃! 1+A
g
h
hg f
P
g f
1A h
hg f
has a unique raise 1+A because hg f is a Cartesian morphism. By (10.4.6), both com-
posites in the lax associativity axiom (4.1.3) for F, when applied to W, are raises
for this pre-raise. So they are equal by uniqueness. 
To show that the Grothendieck construction ∫ F in Lemma 10.1.8 is isomorphic
to P as a fibration, we now define a functor ∫ F E that will be shown to be an
isomorphism of fibrations.
Definition 10.4.8. Suppose F ∶ Cop Cat is the strictly unitary pseudofunctor in
Lemma 10.4.7 associated to the given fibration P ∶ E C. Define assignments
(10.4.9) ∫ F E
ϕ
as follows.
Objects: For each object (A ∈ C,X ∈ P−1(A)) in ∫ F, define the object
(10.4.10) ϕ(A,X) = X ∈ E.
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Morphisms: For a morphism ( f , p) ∶ (A,X) (B,Y) in ∫ F, define ϕ( f , p) as
the composite
(10.4.11) ϕ(A,X) = X f FY = Yf Y = ϕ(B,Y)p f
ϕ( f , p)
in E, with f the chosen Cartesian lift of ⟨Y; f ⟩, and the middle equality
from (10.4.4).
This finishes the definition of ϕ. ◇
Recall from Definition 10.1.9 the first-factor projection functor UF ∶ ∫ F C.
Lemma 10.4.12. ϕ ∶ ∫ F E in Definition 10.4.8 is a functor such that the diagram
(10.4.13)
∫ F E
C
ϕ
UF P
is commutative.
Proof. First we check that ϕ is a functor. The identity morphism of an object(A,X) ∈ ∫ F is
(1A, F0A,X) = (1A, 1X).
There are equalities
ϕ(1A, 1X) = 1A1X = 1X1X = 1X,
with the first equality from (10.4.11), and with the second equality from the uni-
tarity of the chosen cleavage of P.
Suppose
(A,X) (B,Y) (C,Z) ∈ ∫ F( f ,p) (g,q)
are composable morphisms. To see that ϕ preserves their composite, first let us
describe the morphism ϕ((g, q)( f , p)). The morphism q ∶ Y gFZ = Zg is in
P−1(B). With q in place of e in (10.4.5),
Yf = f
FY f FgFZ = Zg, f ∈ P
−1(A)f Fq
is the unique morphism such that the diagram
(10.4.14)
Yf Y
Zg, f Zg
fY
f Fq
q
f Zg
in E commutes, with f Y and f Zg the chosen Cartesian lifts of ⟨Y; f ⟩ and ⟨Zg; f ⟩,
respectively. By (10.1.6) and (10.4.11),
ϕ((g, q)( f , p)) = ϕ(g f , F2Z ○ f Fq ○ p)
294 10. GROTHENDIECK CONSTRUCTION
is the left-bottom composite in the diagram
X Yf Y
Yf Zg
Zg, f Zg f Z
p
p f
q
f Fq g
f Zg
F2 g f
in E, with g and g f the chosen Cartesian lifts of ⟨Z; g⟩ and ⟨Z; g f ⟩, respectively. In
this diagram:
● The top composite is ϕ( f , p), and the right composite is ϕ(g, q).
● The top left triangle is commutative by definition.
● The middle sub-diagram is commutative by (10.4.14).
● The lower right triangle is commutative by (10.4.6).
Therefore, ϕ preserves composites.
To check the commutativity of the diagram (10.4.13), suppose (A,X) ∈ ∫ F is
an object. There are equalities
Pϕ(A,X) = P(X) = A = UF(A,X)
by (10.4.10) because X ∈ FA = P−1(A). For a morphism ( f , p) ∶ (A,X) (B,Y) ∈
∫ F, there are equalities
Pϕ( f , p) = P( f p) = (P f )(Pp) = f1A = f = UF( f , p)
by (10.4.11) because p ∈ FA = P−1(A). Therefore, Pϕ = UF. 
Next we define a functor that will be shown to be the inverse of the functor ϕ.
Definition 10.4.15. Suppose F ∶ Cop Cat is the strictly unitary pseudofunctor
in Lemma 10.4.7 associated to the given fibration P ∶ E C. Define assignments
(10.4.16) E ∫ F
φ
as follows.
Objects: For each object X ∈ E, define the object
(10.4.17) φX = (PX ∈ C,X ∈ P−1(PX)) ∈ ∫ F.
Morphisms: For a morphism q ∶ X Y in E, define the morphism
(10.4.18) (PX,X) (PY,Y) ∈ ∫ Fφq= (qP,q
★)
in which:
● qP ∶ PX PY ∈ C is the image of q in C.
● q★ ∈ P−1(PX) is the unique raise of the pre-raise ⟨qP, q; 1PX⟩, as pic-
tured below.
(10.4.19)
qFPY = YqP Y
X
PX PY
PX
qP
∃! q★ q P
qP
1 qP
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Here qP is the chosen Cartesian lift of ⟨Y; qP⟩ with respect to P, and
the equality qFPY = YqP is from (10.4.4).
This finishes the definition of φ. ◇
Lemma 10.4.20. φ ∶ E ∫ F in Definition 10.4.15 is a functor.
Proof. For the identity morphism 1X of an object X ∈ E, there are equalities
φ1X = (1PX, 1★X) = (1PX, 1X) = 1(PX,X) = 1φX
in which:
● The first and the last equalities follow from the definitions (10.4.18) and
(10.4.17).
● The second equality follows from the unitarity of the chosen cleavage of
P and the uniqueness of the raise in (10.4.19).
● The third equality follows from (10.1.4) and that F0 = 1.
So φ preserves identity morphisms.
For composable morphisms
X Y Z ∈ E,
q r
we must show that
(10.4.21) (rP, r★) ○ (qP, q★) = ((rq)P , (rq)★) ∈ ∫ F.
On the left-hand side, the first component of the composite is rPqP = (rq)P in C. By
(10.1.6), its second component is the left-bottom composite in the diagram
(10.4.22)
X Y ZrP Z
YqP YqP ZrP,qP Z(rq)P
q r
★ rP
q
★ qP qP (rq)P
q
F
Pr
★
F
2
r
in E. In this diagram:
● The top rectangle is the left commutative triangle in (10.4.19) with r in
place of q.
● The left-most square is the left commutative triangle in (10.4.19).
● The middle square is the left commutative square in (10.4.5) with f and
e replaced by qP and r
★, respectively. The two vertical morphisms qP are
the chosen Cartesian lifts of the pre-lifts ⟨Y; qP⟩ and ⟨ZrP ; qP⟩, respectively.
● The right-most square is the commutative diagram (10.4.6) with f and g
replaced by qP and rP, respectively.
To show that the second components of the two sides in (10.4.21) are equal,
we must show that the left-bottom composite in (10.4.22) is equal to (rq)★. The im-
ages under P of q★, qFPr
★, and F2 are all equal to 1PX. Therefore, by the uniqueness
of (rq)★ in (10.4.19), it remains to show that the outermost diagram in (10.4.22)
is commutative, which is already observed in the previous paragraph. So φ pre-
serves composites of morphisms. 
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Lemma 10.4.23. Consider the functors
∫ F E
ϕ
φ
in Lemmas 10.4.12 and 10.4.20.
(1) They are inverses of each other.
(2) With respect to the functors UF ∶ ∫ F C and P ∶ E C, both ϕ and φ are
Cartesian functors.
Proof. For the first assertion, observe that the functors are inverses of each other
on objects by the definitions (10.4.10) and (10.4.17).
For a morphism ( f , p) ∶ (A,X) (B,Y) in ∫ F, by (10.4.11)
ϕ( f , p) = f p with p ∈ FA = P−1(A).
So there are equalities
(10.4.24) P( f p) = (P f )(Pp) = f1A = f ∈ C.
By (10.4.19), ( f p)★ is the unique raise of the pre-raise ⟨ f , f p; 1PX⟩, as pictured be-
low.
(10.4.25)
Yf Y
X
PX PY
PX
f
∃! p f p P
f
1 f
By uniqueness this raise must be p. So there are equalities
φϕ( f , p) = φ( f q) = (P( f p), ( f p)★) = ( f , p)
by (10.4.11), (10.4.18), (10.4.24), and the left commutative triangle in (10.4.25). This
shows that φϕ is the identity functor of ∫ F.
Finally, for a morphism q ∶ X Y in E, there are equalities
ϕφq = ϕ(qP, q★) = (qP)(q★) = q
by (10.4.18), (10.4.11), and the left commutative triangle in (10.4.19), respectively.
We have shown that ϕ and φ are inverse functors of each other.
For the second assertion, observe that there is a commutative triangle
∫ F E
C
ϕ
≅
UF P
by (10.4.13), with ϕ an isomorphism by the first assertion. So ϕ and its inverse are
both Cartesian functors by Proposition 9.1.17. 
Proposition 10.4.26. The 2-functor in Proposition 10.3.22, i.e., the Grothendieck con-
struction, is 1-essentially surjective in the sense of Definition 7.5.4.
Proof. Given a fibration P ∶ E C, we:
● picked a unitary cleavage in Convention 10.4.2;
● constructed a strictly unitary pseudofunctor F ∶ Cop Cat in Lemma 10.4.7;
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● showed that the fibrations UF ∶ ∫ F C and P ∶ E C are isomorphic
via the Cartesian functor ϕ in Lemma 10.4.23.
So the Grothendieck construction is 1-essentially surjective. 
10.5. 1-Fully Faithfulness
The purpose of this section is to show that the Grothendieck construction is 1-
fully faithful on 1-cells in the sense of Definition 7.5.4. Recall from Definition 4.1.2
that a pseudofunctor is a lax functor whose laxity constraints are invertible.
Convention 10.5.1. For the rest of this section, suppose
(F, F2, F0), (G,G2,G0) ∶ Cop Cat
are pseudofunctors, and H as in
(10.5.2)
∫ F ∫ G
C
UF
H
UG
is a Cartesian functor in the sense of Definition 9.1.14. ◇
Explanation 10.5.3. Let us explain the details and some notations for H being a
functor.
Objects: H sends each object (A,X) ∈ ∫ F to an object
(10.5.4) H(A,X) = (A,H2X) ∈ ∫ G
for some object H2X ∈ GA. The first component is A ∈ C by the commu-
tativity of (10.5.2).
Morphisms: H sends each morphism ( f , p) ∶ (A,X) (B,Y) in ∫ F, with p ∶
X f FY in FA, to a morphism
(10.5.5) (A,H2X ∈ GA) (B,H2Y ∈ GB) ∈ ∫ G( f ,H2p)
for some morphism
H2X f
G(H2Y) ∈ GA.H2p
The first component of H( f , p) is f ∈ C by the commutativity of (10.5.2).
Identities: By definition (10.1.4), H sends the identity morphism (1A, F0A,X) of an
object (A,X) in ∫ F to the identity morphism
(10.5.6) (1A,H2(F0A,X)) = (1A,G0A,H2X)
of (A,H2X) in ∫ G.
Composites: For composable morphisms
(A,X) (B,Y) (C,Z) ∈ ∫ F,( f ,p) (g,q)
by (10.1.6) the second component of the equality
(g,H2q) ○ ( f ,H2p) = H((g, q) ○ ( f , p)) ∈ ∫ G
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means the commutativity of the diagram
(10.5.7)
H2X (g f )G(H2Z)
f G(H2Y) f GgG(H2Z)
H2p
H2(F2Z○ f Fq○p)
f G(H2q)
(G2f ,g)H2Z
in GA.
In the rest of this section, we will use these notations for H. ◇
The following preliminary observations will be used several times in the rest
of this section.
Lemma 10.5.8. Suppose f ∶ A B is a morphism in C, and Y ∈ FB is an object.
(1) The image of the morphism
(A, f FY) (B,Y) ∈ ∫ F( f ,1 f FY)
under H, namely
(10.5.9) (A,H2( f FY)) (B,H2Y) ∈ ∫ G,( f ,H2(1 f FY))
is a Cartesian morphism with respect to UG.
(2) There is a unique morphism e f ,Y such that the diagram
(10.5.10)
f G(H2Y) f G(H2Y)
1GAH2( f FY) 1GA f G(H2Y)
1 fG(H2Y)
e f ,Y (G21A, f )H2Y
1GA(H2(1 f FY))
in GA is commutative.
Proof. The first assertion follows from the assumption that H is a Cartesian functor
and Proposition 10.1.10(1), which says that ( f , 1 f FY) is a Cartesian morphism with
respect to UF.
For the second assertion, consider the pre-raise
⟨( f ,H2(1 f FY)), ( f , 1 f G(H2Y)); 1A⟩
as displayed below.
(10.5.11)
(A,H2( f FY)) (B,H2Y)
(A, f G(H2Y))
A B
A
( f ,H2(1 f FY))
(1A,∃! e f ,Y) ( f , 1 fG(H2Y))
UG
f
1A f
Since ( f ,H2(1 f FY)) is a Cartesian morphism by the first assertion, this pre-raise
has a unique raise (1A, e f ,Y). In the second component, by (10.1.6), the left com-
mutative triangle in (10.5.11) yields the diagram (10.5.10). 
Lemma 10.5.12. Suppose ( f , p) ∶ (A,X) (B,Y) is a morphism in ∫ F.
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(1) The morphism ( f , p) factors as follows.
(10.5.13)
(A,X) (B,Y)
(A, f FY)
( f , p)
(1A, F
0
A, f FY ○ p) ( f , 1 f FY)
(2) The diagram
(10.5.14)
H2X f
G(H2Y)
1GAH2( f FY) 1GA f G(H2Y)
H2p
H2(F
0
A, f FY ○ p) (G
2
1A, f
)H2Y
1GA(H2(1 f FY))
in GA is commutative.
Proof. For the first assertion, observe that the diagram
X f FY
f FY 1FA f
FY 1FA f
FY
p
p 1 (F21A, f )Y
F
0
A, f FY
=
1
F
A(1 f FY)
in FA is commutative, with the lower right triangle commutative by the lax left
unity (4.1.4) of F. The previous commutative diagram and (10.1.6) imply the com-
mutativity of the diagram (10.5.13).
For the second assertion, we apply the functor H to the diagram (10.5.13) to
obtain the commutative diagram
(A,H2X) (B,H2Y)
(A,H2( f FY))
( f ,H2p)
(1A,H2(F
0
A, f FY ○ p)) ( f ,H2(1 f FY))
in ∫ G. By (10.1.6), the second component of the previous commutative diagram is
the diagram (10.5.14). 
To show that the Grothendieck construction is 1-fully faithful, we will:
(1) Construct a strong transformation ξ ∶ F G in Lemma 10.5.31.
(2) Show that ∫ ξ = H in Lemma 10.5.34.
(3) Show that the previous two properties uniquely determine ξ in Lemma 10.5.36.
Recall from Definition 4.2.1 that a lax transformation has component 1-cells and
component 2-cells.
Definition 10.5.15. Define assignments ξ ∶ F G as follows.
Component 1-Cells: For each object A ∈ C, define the assignments
(10.5.16) FA GA
ξA
as follows.
300 10. GROTHENDIECK CONSTRUCTION
Objects: For each object X ∈ FA, define the object
(10.5.17) ξAX = H2X ∈ GA
with H2X as in (10.5.4).
Morphisms: Each morphism p ∶ X Y in FA yields a morphism
(A,X) (A,Y) ∈ ∫ F(1A,F
0
A,Y○p)
with second component the composite
X Y 1FAY ∈ FA.
p F
0
A,Y
Define the morphism ξAp as the composite
(10.5.18)
ξAX = H2X ξAY = H2Y
1GA(H2Y)
ξAp
H2(F
0
A,Y ○ p) (G
0
A,H2Y)
−1
in GA, with
(10.5.19) H(1A, F0A,Y ○ p) = (1A,H2(F0A,Y ○ p)) ∈ ∫ G
as in (10.5.5)
This finishes the definition of ξA.
Component 2-Cells: For each morphism f ∶ A B in C and each object Y ∈ FB,
we define ξ f ,Y as the composite
(10.5.20)
f GξBY ξA f
FY
f G(H2Y) 1GAH2( f FY) H2( f FY)
ξ f ,Y
e f ,Y (G
0
A,H2( f FY))
−1
in GA, with the vertical equalities from (10.5.17) and e f ,Y from (10.5.10).
This finishes the definition of ξ ∶ F G. ◇
To show that ξ is a strong transformation, we begin with its component 1-cells.
Lemma 10.5.21. For each object A ∈ C, ξA ∶ FA GA in (10.5.16) is a functor.
Proof. For an object X ∈ FA, ξA1X is the identity morphism by (10.5.6) and (10.5.18).
Given composable morphisms
X Y Z ∈ FA,
p q
we must show that
(ξAq)(ξAp) = ξA(qp) ∈ GA.
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By (10.5.18), this equality means that the two composites below
(10.5.22)
H2X 1
G
A(H2Z) H2Z(∗)
1GAH2Y H2Y
H2(F
0
A,Z ○ qp) (G
0
A,H2Z)
−1
H2(F
0
A,Y ○ p) H2(F
0
A,Z ○ q)
(G0A,H2Y)
−1
in GA are equal. Therefore, it suffices to show that the sub-diagram (∗) is commu-
tative.
To prove the commutativity of (∗) in (10.5.22), first note that the diagram
(10.5.23)
(A,X) (A,Z)
(A,Y)
(1A, F
0
A,Z ○ qp)
(1A, F
0
A,Y ○ p) (1A, F
0
A,Z ○ q)
in ∫ F is commutative. Indeed, the first components in (10.5.23) give the equality
1A1A = 1A. The second components give the two composites below.
X Z 1FAZ
Y 1FAY 1
F
AZ 1
F
A1
F
AZ
p
F0A,Zq
F0A,Y 1
F
Aq
1FA(F0A,Z)
F2Z
The left triangle is commutative by the naturality of F0A, and the right triangle is
commutative by the lax right unity (4.1.4) of F.
Applying the functor H to (10.5.23) yields the commutative diagram
(A,H2X) (A,H2Z)
(A,H2Y)
(1A,H2(F
0
A,Z ○ qp))
(1A,H2(F
0
A,Y ○ p)) (1A,H2(F
0
A,Z ○ q))
in ∫ G. Therefore, by (10.1.6) applied to the previous commutative diagram, the
sub-diagram (∗) in (10.5.22) is equal to the outermost diagram below.
H2X 1
G
AH2Y 1
G
A1
G
AH2Z
1GAH2Y H2Y 1
G
AH2Z
H2(F
0
A,Y ○ p) 1
G
AH2(F
0
A,Z ○ q)
H2(F
0
A,Y ○ p) G2H2Z(G
0
A,1G
A
H2Z
)−1
(G0A,H2Y)
−1 H2(F
0
A,Z ○ q)
In this diagram:
● The left triangle is commutative by definition.
● The middle sub-diagram is commutative by the naturality of G0A.
● The right sub-diagram is commutative by the lax left unity (4.1.4) of G.
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We have shown that the sub-diagram (∗) in (10.5.22) is commutative, and ξA pre-
serves composites. 
Next we observe that the component 2-cells of ξ are invertible.
Lemma 10.5.24. Suppose f ∶ A B is a morphism in C, and Y ∈ FB is an object. Then
the morphisms
f GξBY = f
G(H2Y) H2( f FY) = ξA f FY
ξ f ,Y
H2(1 f FY)
in GA, defined in (10.5.9) and (10.5.20), are inverses of each other.
Proof. The equality
H2(1 f FY) ○ ξ f ,Y = 1 f G(H2Y)
is the outer boundary of the following diagram in GA.
f G(H2Y) f G(H2Y)
1GAH2( f FY) 1GA f G(H2Y)
H2( f FY) f G(H2Y)
1
e f ,Y G2H2Y
1GA(H2(1 f FY))
(G0A,H2( f FY))
−1 (G0A, fG(H2Y))
−1
H2(1 f FY)
ξ f ,Y 1
● The left rectangle is the commutative diagram (10.5.20) that defines ξ f ,Y.
● The top square is the commutative diagram (10.5.10).
● The bottom square is commutative by the naturality of G0A.
● The right rectangle is commutative by the lax left unity (4.1.4) of G.
The converse equality
(G0
A,H2( f FY))−1 ○ e f ,Y ○H2(1 f FY) = 1H2( f FY)
is equivalent to the equality
(10.5.25) e f ,Y ○H2(1 f FY) = G0A,H2( f FY).
To prove this equality, consider the pre-raise
⟨( f ,H2(1 f FY)), ( f ,H2(1 f FY)); 1A⟩
as displayed below.
(10.5.26)
(A,H2( f FY)) (B,H2Y)
(A,H2( f FY))
A B
A
( f ,H2(1 f FY))
(1A,∃!G
0
A,H2( f FY)) ( f ,H2(1 f FY))
UG
f
1A f
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Since ( f ,H2(1 f FY)) is a Cartesianmorphism by (10.5.9), this pre-raise has a unique
raise, which must be the identity morphism of (A,H2( f FY)), namely,
(1A,G0A,H2( f FY))
by (10.1.4).
By the uniqueness of this raise, to prove (10.5.25), it suffices to show that
(1A, e f ,Y ○H2(1 f FY))
is also a raise of the pre-raise (10.5.26). In other words, by (10.1.6), it suffices to
show that the following diagram in GA is commutative.
H2( f FY) f GH2Y
f GH2Y 1
G
AH2( f FY) 1GA f GH2Y
H2(1 f FY)
H2(1 f FY)
1
G
2
H2Y
e f ,Y 1
G
AH2(1 f FY)
The upper left triangle is commutative by definition. The lower right triangle is
commutative by (10.5.10). 
Lemma 10.5.27. ξ ∶ F G satisfies the lax unity axiom (4.2.2).
Proof. The lax unity axiom for ξ means the equality
(10.5.28) ξ1A,X ○G
0
A,ξAX
= ξA(F0A,X) ∈ GA
for each object A ∈ C and each object X ∈ FA. By (10.5.18) and (10.5.20), this
equality means that the two composites in the diagram
(10.5.29)
1GAH2X 1
G
AH2(1FAX) H2(1FAX)
H2X
(♢)
e1A,X
(G0A,H2(1FAX)
)−1
G
0
A,H2X
H
2(F0F0)
in GA are equal, in which
F0F0 = F0
A,1F
A
X
○ F0A,X.
So it suffices to show that the sub-diagram (♢) is commutative. By the invertibility
of G0A and the uniqueness of e1A ,X in (10.5.10), (♢) in (10.5.29) is commutative if and
only if the diagram
(10.5.30)
H2X 1
G
AH2X
1GAH2(1FAX) 1GA1GAH2X
G0A,H2X
H2(F0F0) G2H2Y
1GA(H2(11F
A
X))
is commutative. The diagram (10.5.30) is commutative by:
● the commutative diagram (10.5.14) for the morphism
( f , p) = (1A, F0A,X) ∶ (A,X) (A,X);
● the equality H2F0A,X = G
0
A,H2X
in (10.5.6).
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So (♢) is commutative, and the equality (10.5.28) holds. 
Lemma 10.5.31. ξ ∶ F G in Definition 10.5.15 is a strong transformation.
Proof. The naturality of ξ f in the sense of (4.2.5) is trivial because C has no non-
identity 2-cells. By Lemmas 10.5.21, 10.5.24, and 10.5.27, it remains to show that ξ
satisfies the lax naturality axiom (4.2.3).
The lax naturality axiom for ξ means the equality
(10.5.32) ξg f ,Z ○ (G2g, f )ξCZ = ξA(F2g, f )Z ○ ξ f ,gFZ ○ f G(ξg,Z) ∈ GA
for morphisms f ∶ A B and g ∶ B C in C and objects Z ∈ FC. By (10.5.18),
(10.5.20), and (10.5.24), the equality (10.5.32) means that the two composites in the
diagram
f GgGH2Z f
GH2(gFZ) H2( f FgFZ)
(g f )GH2Z 1GAH2((g f )FZ)
H2((g f )FZ)
(♢)
f G(H2(1gFZ))
−1 (H2(1 f FgFZ))
−1
(G2f ,g)H2Z H2(F
0F2)
eg f ,Z
(G0A,H2((g f)FZ))
−1
are equal, in which
F0F2 = F0
A,(g f )FZ ○ (F2f ,g)Z.
So it suffices to show that the sub-diagram (♢) is commutative. By the uniqueness
of eg f ,Z in (10.5.10), the previous sub-diagram (♢) is commutative if and only if
the diagram
(10.5.33)
H2( f FgFZ) 1GAH2((g f )FZ) 1GA(g f )GH2Z
f GH2(gFZ) f GgGH2Z (g f )G(H2Z)
H2(F
0
F
2) 1
G
AH2(1(g f)FZ)
H2(1 f FgFZ) (G21A,g f )H2Z
f
G(H2(1gFZ)) (G
2
f ,g)H2Z
is commutative.
To prove the commutativity of (10.5.33), first note that the diagram
f FgFZ f FgFZ f FgFZ
(g f )FZ (g f )FZ
1FA(g f )FZ 1FA(g f )FZ
1 f FgFZ
=
f
F
1gFZ
(F2f ,g)Z (F
2
f ,g)Z
=
F
0
A,(g f)FZ (F
2
1A,g f )Z
=
1
F
A(1(g f)FZ)
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in FA is commutative, with the bottom rectangle commutative by the lax left unity
(4.1.4) of F. The previous commutative diagram and (10.1.6) imply the diagram
(A, f FgFZ) (B, gFZ)
(A, (g f )FZ) (C,Z)
( f , 1 f FgFZ)
(1A, F
0F2) (g, 1gFZ)
(g f , 1(g f)FZ)
in ∫ F is commutative. Applying the functor H to the previous commutative dia-
gram yields the commutative diagram
(A,H2( f FgFZ)) (B,H2(gFZ))
(A,H2((g f )FZ)) (C,H2Z)
( f ,H2(1 f FgFZ))
(1A,H2(F
0F2)) (g,H2(1gFZ))
(g f ,H2(1(g f)FZ))
in ∫ G. By (10.1.6), the second component of the previous commutative diagram is
(10.5.33). 
Lemma 10.5.34. For the strong transformation ξ ∶ F G in Definition 10.5.15, the
functor
∫ F ∫ G
∫ ξ
in Definition 10.3.2 is equal to the functor H.
Proof. For an object (A,X) ∈ ∫ F, there are equalities
(∫ ξ)(A,X) = (A, ξAX) = (A,H2X) = H(A,X)
by Definition 10.3.2, (10.5.17), and (10.5.4), respectively.
For a morphism ( f , p) ∶ (A,X) (B,Y) in ∫ F, by (10.3.3) and (10.5.5), the
desired equality
(∫ ξ)( f , p) = H( f , p)
is equivalent to the equality
(10.5.35) ξ−1f ,Y ○ ξAp = H2p.
Since p ∶ X f FY, by (10.5.6), (10.5.18) and Lemma 10.5.24, the equality (10.5.35)
means the commutativity around the boundary of the following diagram in GA.
H2X f
G(H2Y) f G(H2Y)
1GA f
G(H2Y)
1GAH2( f FY) 1GAH2( f FY) H2( f FY)
(♢) (♡)
H2p
H2(F
0
A, f FY ○ p)
1GA(H2(1 f FY))
G2H2Y
H2(1 f FY)
H2(F
0
A, f FY)
−1
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● The sub-diagram (♢) is the commutative diagram (10.5.14).
● The sub-diagram (♡) is commutative by (10.5.14) for the morphism
( f , 1 f FY) ∶ (A, f FY) (B,Y) ∈ ∫ F.
Therefore, ∫ ξ and H agree on morphisms as well. 
Lemma 10.5.36. The property ∫ ξ = H uniquely determines the strong transformation ξ
in Definition 10.5.15.
Proof. Suppose θ ∶ F G is a strong transformation such that ∫ θ = H. We will
show that θ = ξ as strong transformations, starting with their component 1-cells.
For each object A ∈ C and each object X ∈ FA, the functor θA ∶ FA GA
satisfies (A, θAX) = (∫ θ)(A,X) = H(A,X) = (A,H2X) = (A, ξAX)
by Definition 10.3.2, (10.5.4), and (10.5.17). So θA = ξA on objects.
For a morphism p ∶ X Y in FA, there is the morphism
(10.5.37) H(1A, F0A,Y ○ p) = (1A,H2(F0A,Y ○ p)) ∶ (A,H2X) (A,H2Y)
in ∫ G in (10.5.19). Also, the morphism
(∫ θ)(1A, F0A,Y ○ p) = (1A,⋯) ∈ ∫ G
has second component the composite
(10.5.38) H2X H2(1FAY) 1GAH2Y ∈ GAθA(F
0
A,Y ○ p) θ
−1
1A,Y
by (10.3.3). Consider the following diagram in GA.
H2X 1
G
A(H2Y)
H2X H2(1FAY)
H2X H2Y
H2(F
0
A,Y ○ p)
θ
−1
1A,Y
θA(F
0
A,Y ○ p)
θA(F
0
A,Y)
θAp
G
0
A,H2Y
● The top left square is commutative by (10.5.37), (10.5.38), and ∫ θ = H.
● The bottom left square is commutative by the functoriality of θA.
● The right rectangle is commutative by the lax unity (4.2.2) of θ.
Therefore, there are equalities
θAp = (G0A,H2Y)−1 ○H2(F0A,Y ○ p) = ξAp
by the previous commutative diagram and (10.5.18). We have shown that θA = ξA
as functors, so θ and ξ have the same component 1-cells.
For their component 2-cells, consider a morphism f ∶ A B ∈ C and an
object Y ∈ FB. We must show that θ f ,Y = ξ f ,Y. The image of the morphism
(A, f FY) (B,Y) ∈ ∫ F( f ,1 f FY)
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under ∫ θ has second component the composite
H2( f FY) H2( f FY) f GH2Y ∈ GAθA(1 f FY)= θ
−1
f ,Y
by (10.3.3). Since ∫ θ = H, it follows that
θ f ,Y = (H2(1 f FY))−1 = ξ f ,Y,
with the second equality from Lemma 10.5.24. Therefore, the component 2-cells θ f
and ξ f are equal. 
Proposition 10.5.39. The Grothendieck construction in Proposition 10.3.22 is 1-fully
faithful in the sense of Definition 7.5.4.
Proof. This follows from Lemmas 10.5.34 and 10.5.36. 
10.6. As a 2-Equivalence
The purpose of this section is to show that the Grothendieck construction is
a 2-equivalence between 2-categories. Based on the results in the previous sec-
tions, it remains to show that the Grothendieck construction is fully faithful—i.e.,
a bijection—on 2-cells.
Convention 10.6.1. For the rest of this section, suppose:
● F,G ∶ Cop Cat are pseudofunctors.
● α, β ∶ F G are strong transformations.
● γ as in
∫ F ∫ G
C
∫ α
∫ β
UF UG
⇒
γ
is a vertical natural transformation in the sense of (9.1.15). ◇
Explanation 10.6.2. To say that γ ∶ ∫ α ∫ β is a vertical natural transformation
means that it is a natural transformation that satisfies
(10.6.3) 1UG ∗γ = 1UF .
For each object A ∈ C,
αA, βA ∶ FA GA
are functors. For each object X ∈ FA, γ has a component morphism γ(A,X) ∈ ∫ G as
in
(10.6.4)
(∫ α)(A,X) (∫ β)(A,X)
(A, αAX) (A, βAX)
γ(A,X)
(1A ,γAX)
with second component a morphism
(10.6.5) αAX 1
G
AβAX ∈ GA.
γAX
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The first component is 1A by (10.6.3). Moreover, γ(A,X) is natural with respect to
morphisms in ∫ F. ◇
To prove that the Grothendieck construction is fully faithful on 2-cells, we will:
(1) Construct a modification Γ ∶ α β in Lemma 10.6.12.
(2) Show that Γ is the unique modification with the property ∫ Γ = γ in
Lemma 10.6.15.
Definition 10.6.6. Define an assignment Γ ∶ α β as follows. For each object
A ∈ C, ΓA as in
(10.6.7) FA GA
αA
βA
⇒
ΓA
is the assignment whose component (ΓA)X = ΓA,X is the composite
(10.6.8)
αAX βAX
1GAβAX
ΓA,X
γAX (G
0
A,βAX
)−1
in GA for each object X ∈ FA, with γAX as in (10.6.5). ◇
Lemma 10.6.9. ΓA ∶ αA βA in (10.6.7) is a natural transformation.
Proof. By (10.6.8), the naturality of ΓA with respect to a morphism p ∶ X Y in
FA means the commutativity around the boundary of the following diagram in
GA.
(10.6.10)
αAX 1
G
AβAX βAX
αAY 1
G
AβAY βAY
(♢)
γAX (G
0
A,βAX
)−1
αAp 1GAβAp βAp
γAY (G
0
A,βAY
)−1
Since the right square is commutative by the naturality of G0A, it suffices to show
that the sub-diagram (♢) in (10.6.10) is commutative.
To prove the commutativity of (♢) in (10.6.10), consider the naturality of γ ∶
∫ α ∫ β with respect to the morphism
(A,X) (A,Y) ∈ ∫ F.(1A, F
0
A,Y ○ p)
By (10.3.3), it is the following commutative diagram in ∫ G.
(10.6.11)
(A, αAX) (A, βAX)
(A, αAY) (A, βAY)
(1A,γ
A
X)
(1A, α
−1
1A,Y ○ αA(F
0
A,Y ○ p)) (1A, β
−1
1A ,Y ○ βA(F
0
A,Y ○ p))
(1A,γ
A
Y )
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By (10.1.6) and the functoriality of αA and βA, the second component of the
commutative diagram (10.6.11) is the outermost diagram in GA below.
αAX
(♢)
1GAβAX 1
G
AβAY 1
G
AβA1
G
AY
αAY 1
G
AβAY 1
G
A1
G
AβAY
αA1
F
AY 1
G
AαAY 1
G
A1
G
AβAY 1
G
AβAY
γAX 1
G
AβAp 1
G
AβAF
0
A,Y
≅
αAp 1GAβ
−1
1A ,Y
≅
γAY 1
G
AG
0
A,βAY
αAF
0
A,Y
G0A,αAY G0A,1G
A
βAY
1
G2βAY≅
α−11A ,Y 1
G
Aγ
A
Y
G2βAY
In the above diagram:
● The boundary is a commutative diagram by (10.6.11).
● The upper left rectangle is (♢) in (10.6.10), which we want to show is
commutative.
● From the lower left to the upper right counterclockwise, the other five
sub-diagrams are commutative by
– the lax unity (4.2.2) of α,
– the naturality of G0A,
– the lax left unity (4.1.4) of G,
– the lax right unity (4.1.4) of G, and
– the lax unity (4.2.2) of β.
Therefore, the two composites in (♢), when followed by three isomorphisms, are
equal. So (♢) is commutative. 
Lemma 10.6.12. Γ ∶ α β in Definition 10.6.6 is a modification.
Proof. By (10.6.8), the modification axiom (4.4.2) for Γ means the commutativity of
the diagram
(10.6.13)
f GαBY f
G1GB βBY f
GβBY
αA f
FY 1GAβA f
FY βA f
FY
f GγBY f
G(G0B,βBY)
−1
α f ,Y β f ,Y
γAf FY (G
0
A,βA f FY
)−1
in GA for each morphism f ∶ A B ∈ C and each object Y ∈ FB. To prove that
(10.6.13) is commutative, consider the naturality of γ ∶ ∫ α ∫ β with respect to
the morphism
(A, f FY) (B,Y) ∈ ∫ F.( f ,1 f FY)
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By (10.3.3), it is the commutative diagram
(10.6.14)
(A, αA f FY) (A, βA f FY)
(B, αBY) (B, βBY)
(1A,γ
A
f FY)
( f , α−1f ,Y ○ αA1 f FY) ( f , β
−1
f ,Y ○ βA1 f FY)
(1B,γ
B
Y)
in ∫ G.
By (10.1.6), the second component of the commutative diagram (10.6.14) is the
outermost diagram in GA below.
αA f
FY 1GAβA f
FY 1GAβA f
FY
αA f
FY βA f
FY 1GA f
GβBY
f GαBY f
G1GB βBY f
GβBY
γ
A
f FY 1
G
AβA1 f FY
=
=αA1 f FY (G0A,βA f FY)
−1
1
G
Aβ
−1
f ,Y≅
α
−1
f ,Y
β f ,Y
≅ (G21A, f )βBY
f
G
γ
B
Y (G
2
f ,1B)βBY
In the above diagram:
● The boundary is a commutative diagram by (10.6.14).
● The right trapezoid is commutative by the naturality of G0A and the equal-
ity
(G21A, f )βBY = (G0A, f GβBY)−1,
which follows from the lax left unity (4.1.4) of G.
● The left sub-diagram is equivalent to the diagram (10.6.13) by the equality
(G2f ,1B)βBY = f G(G0B,βBY)−1,
which follows from the lax right unity (4.1.4) of G.
Therefore, the diagram (10.6.13) is commutative. 
Lemma 10.6.15. Γ ∶ α β in Definition 10.6.6 is the unique modification such that
∫ Γ = γ
as natural transformations.
Proof. By Lemmas 10.3.18 and 10.6.12, ∫ Γ ∶ ∫ α ∫ β is a vertical natural trans-
formation. For each object (A,X) ∈ ∫ F, there are equalities
(∫ Γ)(A,X) = (1A,G0A,βAX ○ ΓA,X)
= (1A,γAX)
= γ(A,X)
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by (10.3.15), (10.6.8), and (10.6.4), respectively. This shows that ∫ Γ = γ. The
uniqueness of Γ follows from (10.3.15), (10.6.4), and the invertibility of G0A,βAX
,
because the requirement
G0A,βAX ○ ΓA,X = γ
A
X
forces the definition (10.6.8). 
Theorem 10.6.16 (Grothendieck Construction). The Grothendieck construction
Bicatps(Cop,Cat) Fib(C)∫
in Proposition 10.3.22 is a 2-equivalence of 2-categories in the sense of Definition 6.2.10.
Proof. The Grothendieck construction is
● 1-essentially surjective on objects by Proposition 10.4.26,
● 1-fully faithful on 1-cells by Proposition 10.5.39, and
● fully faithful on 2-cells by Lemma 10.6.15.
So it is a 2-equivalence by the Whitehead Theorem 7.5.8 for 2-categories. 
10.7. Bicategorical Grothendieck Construction
The Grothendieck construction that we have discussed so far in this chapter is
not the only one that generalizes the one in Motivation 10.1.1. In this section we
discuss a variation of the Grothendieck construction for diagrams of bicategories.
Motivation 10.7.1. In Section 10.1 we extended the usual Grothendieck construc-
tion for a functor F ∶ Cop Cat by using the 2-categorical structure on Cat and
allowing F to be a lax functor. Another natural way to extend the Grothendieck
construction is to replace the 1-category Cat by a 1-category of bicategories. Recall
from Theorem 4.1.30 the 1-category Bicatps with small bicategories as objects and
pseudofunctors as morphisms. ◇
Definition 10.7.2. A C-indexed bicategory is a functor
F ∶ Cop Bicatps.
For a C-indexed bicategory F, its bicategorical Grothendieck construction is the bicat-
egory ∫
bi
C F defined as follows.
Objects: An object is a pair (A,X)with A an object in C and X an object in FA.
1-Cells: Given two objects (A,X) and (B,Y), a 1-cell
( f , p) ∈ (∫ biC F)((A,X), (B,Y))
is a pair consisting of
● a morphism f ∶ A B in C and
● a 1-cell p ∈ (FA)(X, f FY), where f F = F f ∶ FB FA.
We call f the C-component and p the F-component of the 1-cell, and simi-
larly for objects.
Identity 1-Cells: The identity 1-cell of an object (A,X) consists of
● C-component the identity morphism 1A ∶ A A in C and
● F-component the identity 1-cell 1X ∈ (FA)(X,X).
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This is well-defined because
1FA = F1A = 1FA ∶ FA FA
is the identity strict functor on FA as in Example 4.1.11.
2-Cells: Given two 1-cells ( f , p), ( f ′, p′) ∶ (A,X) (B,Y), a 2-cell
θ ∶ ( f , p) ( f ′, p′)
requires the equality f = f ′ ∶ A B in C, in which case θ ∶ p p′ is a
2-cell in (FA)(X, f FY).
Identity 2-Cells: For a 1-cell ( f , p) as above, its identity 2-cell is the identity 2-cell
1p of p in (FA)(X, f FY).
Vertical Composition: For 2-cells
( f , p) ( f , p′) ( f , p′′) in (FA)(X, f FY),θ θ′
their vertical composite θ′θ ∶ ( f , p) ( f , p′′) is taken in (FA)(X, f FY).
Horizontal Composition of 1-Cells: For two 1-cells
(A,X) (B,Y) (C,Z),( f ,p) (g,q)
their horizontal composite (g, q)( f , p) consists of
● C-component the composite g f ∶ A C in C and
● F-component the horizontal composite
X f FY f FgFZ = g f FZ in FA.
p f Fq
Horizontal Composition of 2-Cells: For two 2-cells θ and φ as in
(A,X) (B,Y) (C,Z),
( f , p)
( f , p′)
(g, q)
(g, q′)
⇒
θ
⇒
φ
their horizontal composite is that of
X f FY g f FZ
p
p′
f Fq
f Fq′
⇒
θ
⇒
f Fφ
in (FA)(X, g f FZ).
Associator: For three 1-cells
(A,W) (B,X) (C,Y) (D,Z),( f ,p) (g,q) (h,r)
the corresponding component of the associator
((h, r)(g, q))( f , p) (h, r)((g, q)( f , p))a
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is the 2-cell given by the composite of the pasting diagram
f FX f FgFY hg f FZ
W f FX f FgFY
f F((gFr)q)
f Fq f FgFr
p
(p f Fq)
f FgFr
⇒
(( f F)2)−1
⇒
a
in FA with the indicated bracketing along the codomain. Here
● ( f F)2 is the (gFr, q)-component of the lax functoriality constraint of
the pseudofunctor f F = F f ∶ FB FA, and
● a is the ( f FgFr, f Fq, p)-component of the associator in FA.
Left Unitor: For a 1-cell ( f , p) ∶ (A,X) (B,Y), the corresponding component
of the left unitor
(1B, 1Y)( f , p) ( f , p)ℓ
is the 2-cell given by the composite of the pasting diagram
X
f FY
f FY
p f
F
1Y
1 f FYp
⇒
⇒
ℓp
in FA. Here:
● The unlabeled 2-cell is (( f F)0)−1, which is the Y-component of the
lax unity constraint of the pseudofunctor f F.
● ℓp is the p-component of the left unitor in FA.
Right Unitor: For a 1-cell ( f , p) as above, the corresponding component of the
right unitor
( f , p)(1A, 1X) ( f , p)r
is the p-component of the right unitor
X
1FAX = X
1FA f
FY = f FY
1X 1
F
Ap = p
p
⇒
rp
in FA.
This finishes the definition of the bicategorical Grothendieck construction ∫
bi
C F.
We show that ∫
bi
C F is a bicategory in Theorem 10.7.4 below. ◇
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Explanation 10.7.3. In Definition 10.7.2, the codomain of the functor F is the cat-
egory Bicatps, with pseudofunctors as morphisms, instead of the category Bicat,
with lax functors as morphisms. The reason for this restriction is that, to define the
associator in ∫
bi
C F, we need the inverse of the lax functoriality constraint f
F
= F f .
Moreover, to define the left unitor in ∫
bi
C F, we need the inverse of the lax unity
constraint f F. ◇
Theorem 10.7.4. For each C-indexed bicategory F ∶ Cop Bicatps, the bicategorical
Grothendieck construction ∫
bi
C F in Definition 10.7.2 is a bicategory.
Proof. Every hom category in ∫
bi
C F is actually a category because its vertical com-
position and identity 2-cells are defined in the hom categories in the bicategories
FA for A ∈ C.
For each morphism f ∶ A B in C, f F = F f ∶ FB FA is a pseudofunc-
tor, which preserves vertical composition and identity 2-cells. So the horizontal
composite of two identity 2-cells in ∫
bi
C F is the horizontal composite of two iden-
tity 2-cells in some bicategory FA, which must be an identity 2-cell. Similarly, the
middle four exchange (2.1.9) is true in ∫
bi
C F because it is true in each bicategory
FA. For the same reason, the associator a, the left unitor ℓ, and the right unitor r in
∫
bi
C F are natural. It remains to check the pentagon axiom and the unity axiom in
∫
bi
C F.
For composable 1-cells
(A,X) (B,Y) (B,Y) (C,Z)( f ,p) (1B,1Y) (g,q)
in ∫
bi
C F, the unity axiom (2.1.4) states that the diagram
((g, q)(1B, 1Y))( f , p) (g, q)((1B, 1Y)( f , p))
(g, q)( f , p)r∗1
a
1∗ℓ
is commutative. Both composites have the composite
g1B f = g f ∶ A C
as the C-component. For the F-component, we need to show the equality
X f FY f FY f FgFZ = X f FY f FgFZ
p f F1Y
f Fq
f F(q1Y)
1 f FY
p
p
f F(q1Y)
f Fq
⇒
f 2
⇒
f 0
⇒
ℓp
⇒
f Frq
of pasting diagrams, with the 2-cells labeled f 2 and f 0 given by (( f F)2)−1 and
(( f F)0)−1, respectively. Since f Frq is an invertible 2-cell, it suffices to show that
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the pasting diagram on the left-hand side below
X f FY f FY f FgFZ = X f FY f FY f FgFZ
p f F1Y
f Fq
f F(q1Y)
f Fq
1 f FY
p
p
f Fq
1 f FY
f Fq
p
⇒
f 2
⇒
f Fr−1q
⇒
f 0
⇒
ℓp
⇒
r−1f Fq
⇒
ℓp
has composite the identity 2-cell of ( f Fq)p. By the lax right unity axiom (4.1.4)
of the pseudofunctor f F, the left pasting diagram and the right pasting diagram
above have the same composites. By the unity axiom (2.1.4) in the bicategory FA,
the composite of the right pasting diagram above is the identity 2-cell of ( f Fq)p.
This proves the unity axiom (2.1.4) in ∫
bi
C F.
Next, suppose given composable 1-cells
(A,V) (B,W) (C,X) (D,Y) (E,Z)( f ,p) (g,q) (h,r) (i,s)
in ∫
bi
C F. The pentagon axiom (2.1.5) states that the diagram
[(i, s)(h, r)][(g, q)( f , p)]
[((i, s)(h, r))(g, q)]( f , p) (i, s)[(h, r)((g, q)( f , p))]
[(i, s)((h, r)(g, q))]( f , p) (i, s)[((h, r)g, q))( f , p)]
a a
a ∗ 1
a
1 ∗ a
is commutative. Both composites have C-component ihg f ∶ A E.
For the F-component, we need to check the equality
V
f FW (ihg f )∗Z
g f FX hg f FY
=
V
f FW (ihg f )∗Z
g f FX hg f FY
p
f F(gF((hFs)r)q)
f
F
q
g f
F
r
(h
g
f)
F
s
p
f F(gF((hFs)r)q)
f F([(hgFs)(gFr)]q)
f
F
q
g f
F
r
(h
g
f)
F
s
⇒
f
2
⇒
(g f )2
⇒
f
F(g2 ∗ 1)
⇒
f
2
⇒
f
2
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of pasting diagrams, with:
● g f F((hFs)r) the unlabeled arrow on the left-hand side;
● f F[(hgFs)(gFr)] the unlabeled arrow on the right-hand side;
● f 2 = (( f F)2)−1, and similarly for g2 and (g f )2.
Similar to the proof of the unity axiom above, this proof uses the pentagon axiom
in the bicategory FA, the naturality and lax associativity of ( f F)2, and the lax as-
sociativity constraint of the composite f FgF in Definition 4.1.26. We ask the reader
to fill in the details in Exercise 10.8.3. 
10.8. Exercises and Notes
Exercise 10.8.1. In the proof of Lemma 10.2.2, check the oplax unity axiom and the
oplax naturality axiom for pi.
Exercise 10.8.2. Near the end of the proof of Theorem 10.2.3, check that the com-
posite pi∗φ is the identity functor on Coneop(F,∆D).
Exercise 10.8.3. In the proof of Theorem 10.7.4, finish the proof of the pentagon
axiom (2.1.5) in the bicategorical Grothendieck construction ∫
bi
C F.
Notes.
10.8.4 (Discussion of Literature). The Grothendieck construction described above
is due to Grothendieck [Gro71]. A discussion of the 1-categorical Grothendieck
construction in Motivation 10.1.1 can be found in [BW12, Chapter 12]. There are
many other variations of the Grothendieck construction, such as those in [BW19,
Buc14,MW09, Str80, Str87]. For discussion of Theorem 10.2.3—that the Grothendieck
construction is a lax colimit—in the context of∞-categories, the reader is referred
to [GHN17]. ◇
10.8.5 (Theorem 10.6.16). The main result of this chapter, Theorem 10.6.16, is an
important result in category theory that allows one to go between pseudofunctors
Cop Cat and fibrations over C. Less detailed proofs of this 2-equivalence can
be found in [Joh02, B1.3.6] and [Bor94b, 8.3]. Similar to Chapter 9, we are not
aware of any completely detailed proof of Theorem 10.6.16, as we have given in
this chapter. ◇
10.8.6 (Bicategorical Grothendieck Construction). The bicategorical Grothendieck
construction in Section 10.7 is from [CCG10, Section 7], which also contains a de-
tailed discussion of the homotopy type of the bicategorical Grothendieck construc-
tion. A proof of Theorem 10.7.4 is, however, not given there. ◇
CHAPTER 11
Tricategory of Bicategories
The main objectives of this chapter are:
(1) to introduce a three-dimensional analogue of a bicategory called a tricat-
egory;
(2) to observe that there is a tricategoryBwith small bicategories as objects,
pseudofunctors as 1-cells, strong transformations as 2-cells, and modifi-
cations as 3-cells.
The existence of B is analogous to the fact that there is a 2-category Cat with
small categories as objects and diagram categories as hom categories, as explained
in Example 2.3.14. However, the details are far more involved when we move
from small categories, functors, and natural transformations to small bicategories,
pseudofunctors, strong transformations, and modifications.
To prepare for the definition of a tricategory, in Section 11.1we define whisker-
ings of a lax transformation with a lax functor on either side. Tricategories are
defined in Section 11.2. The bicategory Bicatps(A,B) in Corollary 4.4.13—with
pseudofunctors A B as objects, strong transformations as 1-cells, and modi-
fications as 2-cells—and the concept of an adjoint equivalence in Definition 6.2.1
will play major roles in the definition of a tricategory. The whiskerings in Sec-
tion 11.1 are used in the definitions of the pentagonator and the three 2-unitors,
which are among the data of a tricategory. The tricategorical axioms are stated as
equalities of pasting diagrams, which are interpreted using the Bicategorical Past-
ing Theorem 3.6.6 and Convention 3.6.7. The rest of that section contains further
explanation of the definition of a tricategory and an example.
The remaining sections are about the tricategory B with small bicategories
as objects and Bicatps(⋅, ⋅) as hom bicategories. The tricategorical composition in
B, which is a pseudofunctor (⊗,⊗2,⊗0), is defined and justified in Sections 11.3
and 11.4. The whiskerings in Section 11.1 are used to define the composites of
strong transformations and of modifications. The associator in B, which is an
adjoint equivalence, is discussed in Section 11.5. The rest of the tricategorical data
in B—namely, the identities, the left and right unitors, the pentagonator, and the
three 2-unitors—are described in Section 11.6.
Recall the concepts of bicategories, lax/pseudo functors, lax/strong transfor-
mations, and modifications in Definitions 2.1.3, 4.1.2, 4.2.1, and 4.4.1.
11.1. Whiskerings of Transformations
In this section we introduce whiskerings of a lax transformation with a lax
functor. These whiskerings will be used in the definition of a tricategory.
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Definition 11.1.1. Suppose given bicategories A,B,C,D, lax functors F,G,G′,H
with H2 invertible, and a lax transformation α ∶ G G′ as displayed below.
A B C D
F
G
G
′
H⇒
α
(1) The pre-whiskering of α with F, denoted by α☆F, is defined by the following
data.
Component 1-Cells: For each object X ∈ A, it has a component 1-cell
(α ☆ F)X = αFX ∈ C(GFX,G′FX).
Component 2-Cells: For each morphism f ∶ X Y in A, it has a com-
ponent 2-cell
(11.1.2) (α ☆ F) f = αF f ∈ C(GFX,G′FY),
which is a component 2-cell of α, as displayed below.
GFX GFY
G′FX G′FY
GF f
(α ☆ F)X = αFX αFY = (α ☆ F)Y
G′F f
⇒
αF f
(2) The post-whiskering of α with H, denoted by H ☆ α, is defined by the fol-
lowing data.
Component 1-Cells: For each object X ∈ B, it has a component 1-cell
(H ☆ α)X = H(αX) ∈ D(HGX,HG′X).
Component 2-Cells: For eachmorphism f ∶ X Y in B, its component
2-cell is the vertical composite
(11.1.3) (H ☆ α) f = (H2αY ,G f )−1(Hα f )(H2G′ f ,αX)
in D(HGX,HG′Y), as displayed on the left-hand side below.
HGX HG′Y
HG′X
HGY
HG f HαY
HαX HG
′ f
H((αY)(G f ))
H((G′ f )(αX))
⇒
H2G′ f ,αX
⇒
Hα f
⇒
(H2αY,G f)
−1
GX GY
G′X G′Y
G f
αX αY
G′ f
⇒
α f
Here α f ∈ C(GX,G′Y) is the component 2-cell of α displayed on the
right-hand side above, and H2 is the lax functoriality constraint of H
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This finishes the definitions of the pre-whiskering and the post-whiskering. ◇
Convention 11.1.4. To save space, we sometimes use the following abbreviations:
● We write G f , if it is defined, as fG for a 0-cell, 1-cell, or 2-cell f and a lax
functor G.
● For something that already has a subscript, such as αg, we write Gαg as
αg,G.
● If G is a lax functor with G2 or G0 invertible, we write the inverses of G2
and G0 as G−2 and G−0, respectively.
◇
Lemma 11.1.5. In the context of Definition 11.1.1, the pre-whiskering
α ☆ F ∶ GF G′F
is a lax transformation, which is a strong transformation if α is so.
Proof. The naturality of α ☆ F with respect to 2-cells in A, in the sense of (4.2.5),
follows from the naturality of α.
The lax unity axiom (4.2.7) for α ☆ F means the commutativity around the
boundary of the following diagram in C(GFX,G′FX) for each object X ∈ A.
1G′FXαFX αFX αFX1GFX
(G′1FX)αFX αFX(G1FX)
(G′F1X)αFX αFX(GF1X)
ℓ r
−1
(G′)0FX ∗ 1 1 ∗G
0
FX
α1FX
G′F0X ∗ 1 1 ∗GF
0
X
αF1X
(G′F)0X ∗ 1αFX 1αFX ∗ (GF)
0
X
● The left and the right rectangles are commutative by the definitions of
(G′F)0 and (GF)0 in (4.1.27).
● The top middle square is commutative by the lax unity (4.2.7) of α.
● The bottom middle square is commutative by the lax naturality (4.2.5) of
α.
Using Convention 11.1.4, the lax naturality axiom (4.2.8) for α ☆ F means the
commutativity around the boundary of the following diagram in C(GFX,G′FZ)
for 1-cells f ∶ X Y and g ∶ Y Z in A.
gG′F( fG′FαFX) gG′F(αFY fGF) (gG′FαFY) fGF (αFZgGF) fGF
(gG′F fG′F)αFX (gF fF)G′αFX αFZ(gF fF)G αFX(gGF fGF)
(g f )G′FαFX αFX(g f )GF
1∗ α fF a−1 αgF ∗ 1
a a(G′)2 ∗ 1
αgF fF
1∗G2
(G′F)2 ∗ 1 F2G′ ∗ 1 1∗ F
2
G
1∗ (GF)2
α(g f)F
● The top sub-diagram is commutative by the lax naturality (4.2.8) for α.
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● The lower left and lower right triangles are commutative by the defini-
tions of (G′F)2 and (GF)2 in (4.1.28).
● The commutativity of the lower middle sub-diagram follows from the
naturality (4.2.5) of α with respect to 2-cells.
We have shown that α ☆ F is a lax transformation.
Finally, if α is a strong transformation, then each component 2-cell αF f of α ☆ F
is invertible. So α ☆ F is also a strong transformation. 
Lemma 11.1.6. In the context of Definition 11.1.1, the post-whiskering
H ☆ α ∶ HG HG′
is a lax transformation, which is a strong transformation if α is so.
Proof. The naturality (4.2.5) of H ☆ α means that for each 2-cell θ ∶ f g in
B(X,Y), the boundary of the following diagram in D(HGX,HG′Y) commutes.
(HG′ f )(HαX) H((G′ f )αX) H(αYG f ) (HαY)(HG f )
(HG′g)(HαX) H((G′g)αX) H(αYGg) (HαY)(HGg)
H
2 Hα f (H2)−1
HG
′
θ ∗ 1 H(G′θ ∗ 1) H(1 ∗Gθ) 1 ∗HGθ
H
2 Hαg (H2)−1
The two outer squares are commutative by the naturality of H2. Themiddle square
is commutative by the naturality (4.2.5) of α and the functoriality of the local func-
tors of H.
The lax unity axiom (4.2.7) for H ☆ α means the commutativity around the
boundary of the following diagram in D(HGX,HG′X) for each object X ∈ B.
1HG′XHαX HαX (HαX)1HGX
H(1G′XαX) H(αX1GX)
(H1G′X)(HαX) (HαX)(H1GX)
H((G′1X)αX) H(αX(G1X))
(HG′1X)(HαX) (HαX)(HG1X)
ℓ r
−1
H
0 ∗ 1
H
2
Hℓ Hr
−1
(H2)−1 1 ∗H
0
H(G′)0 ∗ 1
H((G′)0 ∗ 1)
H
2
H(1 ∗G0)
(H2)−1 1 ∗HG
0
Hα1X
(H ☆ α)1X
● The top left and right triangles are commutative by the lax left unity and
the lax right unity (4.1.4) of H, respectively.
● The middle pentagon is commutative by the lax unity (4.2.7) for α and
the functoriality of the local functors of H.
● The lower left and right parallelograms are commutative by the natural-
ity (4.1.6) of H2.
● The bottom trapezoid is commutative by (11.1.3).
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Using (11.1.3), (4.1.28) for (HG)2 and (HG′)2, and Convention 11.1.4, the lax
naturality axiom (4.2.8) forH ☆α means the commutativity around the boundary of
the following diagram in D(HGX,HG′Z) for 1-cells f ∶ X Y and g ∶ Y Z
in B.
gHG′(αY,H fHG) (gHG′αY,H) fHG (gG′αY)H fHG (αZgG)H fHG
gHG′(αY fG)H (gG′(αY fG))H ((gG′αY) fG)H (αZ,HgHG) fHG
gHG′( fG′αX)H (gG′( fG′αX))H
(♢)
((αZgG) fG)H αZ,H(gHG fHG)
gHG′( fHG′αX,H) ((gG′ fG′)αX)H (αZ(gG fG))H αZ,H(gG fG)H
(gHG′ fHG′)αX,H αZ,H(g f )HG
(gG′ fG′)HαX,H (g f )HG′αX,H ((g f )G′αX)H (αZ(g f )G)H
a
−1
H
2 ∗ 1 αg,H ∗ 1
1 ∗H−2 H2 H2 H−2 ∗ 1
H
2 a
−1
H
1 ∗ α f ,H (1 ∗ α f )H (αg ∗ 1)H a
H
2
1 ∗H2 aH aH 1 ∗H2
H
−2
a 1 ∗G2H
H
2 ∗ 1
H
2 ((G′)2 ∗ 1)H (1 ∗G
2)H
H
−2
(G′)2H ∗ 1 H
2 αg f ,H
● The middle sub-diagram (♢) is commutative by the lax naturality (4.2.8)
for α and the functoriality of the local functors of H.
● Starting at the lower left triangle and going clockwise along the bound-
ary, the other seven sub-diagrams are commutative by (i) the naturality
(4.1.6) of H2 and (ii) the lax associativity (4.1.3) of H alternately.
We have shown that H ☆ α is a lax transformation.
Finally, if α is a strong transformation, then each component 2-cell of H ☆ α in
(11.1.3) is the vertical composite of three invertible 2-cells, so it is invertible. 
11.2. Tricategories
The definition of a tricategory is given in this section.
Convention 11.2.1. To simplify the presentation in the rest of this chapter, we
adopt the following conventions.
(1) When the bicategory Bicat(A,B) or any of its sub-bicategories in The-
orem 4.4.11, Corollaries 4.4.12 and 4.4.13, and Exercise 4.7.13 are men-
tioned, we tacitly assume that the domain bicategory A has a set of ob-
jects.
(2) We sometimes denote an adjoint equivalence ( f , f ●, η, ε) in a bicategory
as in Definition 6.2.1 by its left adjoint f . We write η f and ε f for η and ε,
respectively, if we need to emphasize their association with f .
(3) Recall from Example 2.1.31 that 1 denotes the terminal bicategory with
one object ∗, only its identity 1-cell 1∗, and only its identity 2-cell 11∗ .
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For each bicategory B, the product bicategories B × 1 and 1 × B will be
identified with B via the canonical strict functors between them, which
will be suppressed from the notations.
(4) Suppose Ti,j is a bicategory for i, j ∈ {1, 2, . . .}. For n ≥ 1, we use the
following abbreviations for product bicategories:
Tni1,...,in+1 =
n
∏
k=1
Tin+1−k,in+2−k
= Tin,in+1 ×⋯×Ti1,i2,
Tn[r,r+n] = T
n
r,r+1,...,r+n.
(11.2.2)
For example, we have
T3[1,4] = T3,4 ×T2,3 ×T1,2,
T4[1,5] = T4,5 ×T3,4 ×T2,3 ×T1,2,
and T21,2,4 = T2,4 ×T1,2. ◇
Motivation 11.2.3. To go from the definition of a category to that of a bicategory,
we replace:
● the hom-sets with hom-categories;
● the composition and the identity morphisms with the horizontal compo-
sition and the identity 1-cell functors;
● the equalities in the associativity and the unity axioms, which are proper-
ties and not structures in a category, with the associators and the left/right
unitors, which are natural isomorphisms.
The coherence axioms in a bicategory—namely, the unity axiom and the pentagon
axiom—are motivated in part by useful properties in a category.
The process of going from a bicategory to a tricategory, to be defined shortly
below, is similar, by replacing:
● the hom categories with hom bicategories;
● the identity 1-cell functors and the horizontal composition with pseudo-
functors;
● the associators and the left/right unitors with adjoint equivalences;
● the unity axiom and the pentagon axiom, which are properties in a bicate-
gory, with invertible modifications.
Furthermore, the left and right unity properties in Proposition 2.2.4 are converted
to invertible modifications. There are several coherence axioms that govern iter-
ates of these structures. ◇
Definition 11.2.4. A tricategory
T = (T0,T(−,−),⊗, 1, a, ℓ, r,pi,µ,λ, ρ)
consists of the following data subject to the three axioms stated afterwards.
Objects: T is equipped with a class T0 of objects, also called 0-cells in T. For each
object X ∈ T0, we also write X ∈ T.
Hom Bicategories: For each pair of objects X1,X2 ∈ T, it has a bicategory
T(X1,X2) = T1,2,
called the hom bicategorywith domain X1 and codomain X2.
11.2. TRICATEGORIES 323
● The 0-,1-,2-cells in T1,2 are called 1-,2-,3-cells in T, respectively.
● Objects in T1,2 are denoted by f , g, h, etc., in the rest of this definition.
Composition: For each triple of objects X1,X2,X3 ∈ T, it has a pseudofunctor
(11.2.5) T2[1,3] = T(X2,X3)×T(X1,X2) T(X1,X3) = T1,3(⊗,⊗
2,⊗0)
called the composition in T, using the notations in (11.2.2). For objects
(g, f ) ∈ T2[1,3], their composite g ⊗ f ∈ T1,3 will sometimes be abbreviated
to g f , omitting ⊗ from the notation and using parentheses for iterates of
⊗.
Identities: For each object X ∈ T, it has a pseudofunctor
(11.2.6) 1 T(X,X)(1X ,12X,10X)
called the identity of X.
● We sometimes abbreviate 1X to 1. The object 1X(∗) ∈ T(X,X) is also
written as 1X, called the identity 1-cell of X.
● The 1-cell 1X(1∗) ∈ T(X,X)(1X, 1X) is denoted by iX .
Associator: For each quadruple of objects X1,X2,X3,X4 ∈ T, it has an adjoint
equivalence (a, a ●, ηa, εa) as in
(11.2.7)
T3[1,4] T
2
1,2,4
T21,3,4 T1,4
⊗× 1
1×⊗ ⊗
⊗
⇒a
in the bicategory Bicatps(T3[1,4],T1,4), called the associator.
● As a strong transformation
⊗(⊗× 1) ⊗(1×⊗),a
its component 1-cells and invertible component 2-cells are in the
hom bicategory T1,4, which are 2-cells and invertible 3-cells, respec-
tively, in T.
● Component 1-cells of a are 1-cells
(h⊗ g)⊗ f h⊗ (g⊗ f ) ∈ T1,4ah,g, f
for objects (h, g, f ) ∈ T3[1,4].
Unitors: For each pair of objectsX1,X2 ∈ T, it has adjoint equivalences (ℓ, ℓ ●, ηℓ, εℓ)
and (r, r ●, ηr , εr) as in
(11.2.8)
T1,2 T1,2
T2,2 ×T1,2
T1,2 T1,2
T1,2 ×T1,1
1
1X2 × 1 ⊗
1
1× 1X1 ⊗⇒
ℓ
⇒
r
in the bicategory Bicatps(T1,2,T1,2), called the left unitor and the right un-
itor, respectively.
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● As strong transformations
⊗(1X2 × 1) 1 ⊗(1× 1X1),ℓ r
the component 1-cells and invertible component 2-cells of both ℓ and
r are in the hom bicategory T1,2, which are 2-cells and invertible 3-
cells, respectively, in T.
● Component 1-cells of ℓ and r are 1-cells
1X2 ⊗ f f f ⊗ 1X1 ∈ T1,2
ℓ f r f
for objects f ∈ T1,2.
Pentagonator: For each tuple of objects Xp ∈ T for 1 ≤ p ≤ 5, it has an invertible
2-cell (i.e., modification)
(11.2.9)
[(⊗☆(1× a))(a ☆ (1×⊗× 1))](⊗☆(a × 1))
(a ☆ (1× 1×⊗))(a ☆ (⊗× 1× 1))
pi
in the hom-category
Bicatps(T4[1,5],T1,5)(⊗ (⊗× 1)(⊗× 1× 1),⊗(1×⊗)(1× 1×⊗)),
called the pentagonator.
● The domain of pi is an iterated horizontal composite as in Defini-
tion 4.2.15 of three strong transformations, with ☆ the whiskerings
in Definition 11.1.1. This is well-defined by Lemmas 4.2.19, 11.1.5,
and 11.1.6.
● Similarly, the codomain of pi is the horizontal composite of the strong
transformations (a ☆ (⊗× 1× 1)) and (a ☆ (1× 1×⊗)).
● Components of pi are invertible 2-cells
(11.2.10) ((j⊗ h)⊗ g)⊗ f j⊗ (h⊗ (g⊗ f ))
(j⊗ (h⊗ g))⊗ f j⊗ ((h⊗ g)⊗ f )
(j⊗ h)⊗ (g⊗ f )
aj,h,g ⊗ 1 f
aj,hg, f
1j ⊗ ah,g, f
ajh,g, f aj,h,g f
⇒
pij,h,g, f
in T1,5(((j⊗ h)⊗ g)⊗ f , j⊗ (h⊗ (g⊗ f ))) for objects (j, h, g, f ) ∈ T4[1,5].
2-Unitors: For objects X1,X2,X3 ∈ T, it has three invertible 2-cells
(11.2.11)
[(⊗☆(1× ℓ))(a ☆ (1× 1X2 × 1))](⊗☆(r ● × 1)) 1⊗,
⊗☆ (ℓ × 1) (ℓ ☆⊗)(a ☆ (1X3 × 1× 1)),
⊗☆ (1× r ●) (a ☆ (1× 1× 1X1))(r ● ☆⊗)
µ
λ
ρ
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in the bicategory Bicatps(T2[1,3],T1,3), called the middle 2-unitor, the left
2-unitor, and the right 2-unitor, respectively.
● r ● ∶ 1 ⊗ (1×1X1) is the chosen right adjoint of r, with component
1-cells
f f ⊗ 1X1 .
r
●
f
● Components of µ, λ, and ρ are invertible 2-cells
(11.2.12)
g⊗ f g⊗ f
(g⊗ 1X2)⊗ f g⊗ (1X2 ⊗ f )
r
●
g ⊗ 1 f
ag,1, f
1g ⊗ ℓ f
1g⊗ f
⇒
µg, f
(11.2.13)
(1X3 ⊗ g)⊗ f g⊗ f
1X3 ⊗ (g⊗ f )
ℓg ⊗ 1 f
a1,g, f ℓg⊗ f
⇒
λg, f
g⊗ f g⊗ ( f ⊗ 1X1)
(g⊗ f )⊗ 1X1
1g ⊗ r
●
f
r
●
g⊗ f
ag, f ,1
⇒
ρg, f
in the hom bicategory T1,3 for objects (g, f ) ∈ T2[1,3].
The subscripts in a, ℓ, r, pi, µ, λ, and ρ will often be omitted.
The above data are required to satisfy the following three axioms, with ⊗ ab-
breviated to concatenation and iterates of ⊗ denoted by parentheses. As always,
pasting diagrams are interpreted using the Bicategorical Pasting Theorem 3.6.6
and Convention 3.6.7.
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Non-Abelian 4-Cocycle Condition: The equality of pasting diagrams
(11.2.14)
=
(k(j(hg))) f
(k((jh)g)) f k((j(hg)) f )
((k(jh))g) f k(j((hg) f ))
(((kj)h)g) f k(j(h(g f )))
((kj)h)(g f ) (kj)(h(g f ))
(a1)1
a1
(1a)1 a
1a
1(1a)
a a a
k(((jh)g) f )
(k(jh))(g f ) k((jh)(g f ))
a 1(a1)
1aa
a
1a
a(1g1 f ) a1g f
⇒
a
−1
1,a,1
⇒
1pi
⇒
pi
⇒
a
−1
a,1,1
⇒
1a(⊗−0g, f )
⇒
pi
(k(j(hg))) f
(k((jh)g)) f k((j(hg)) f )
((k(jh))g) f k(j((hg) f ))
(((kj)h)g) f k(j(h(g f )))
((kj)h)(g f ) (kj)(h(g f ))
(a1)1
a1
(1a)1 a
1a
1(1a)
a a a
((kj)(hg)) f
(kj)((hg) f )
a1
a1
a
a
(1k1j)a1kja
⇒pi1
⇒
pi
⇒
a1,1,a
⇒
(⊗−0k,j)1a
⇒
pi
holds in T1,6((((kj)h)g) f , k(j(h(g f )))) for objects (k, j, h, g, f ) ∈ T5[1,6].
● The 2-cells 1pi in the top side and pi1 in the bottom side are not 1⊗pi
and pi ⊗ 1. They will be explained precisely in Explanation 11.2.29.
● aa,1,1, a1,a,1, and a1,1,a are component 2-cells of the strong transforma-
tion a.
● ⊗0 is the lax unity constraint for the pseudofunctor ⊗, and
(11.2.15) 1g⊗ f 1g ⊗ 1 f ∈ T1,3(g⊗ f , g⊗ f )⊗
0
g, f
is its (g, f )-component, with inverse denoted by ⊗−0g, f , and similarly
for ⊗−0k,j .
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Left Normalization: The equality of pasting diagrams
(11.2.16)
=
(h(1g)) f
((h1)g) f (hg) f
(hg) f h(g f )
h(g f )
(r ●1)1
a1 (1ℓ)1
a
a 1
h((1g) f )
h(1(g f ))
(h1)(g f )
a
1a 1(ℓ1)
a
1ℓ
a
r
●(1g1 f )
r
●
1g f
⇒
a−11,ℓ,1
⇒
1λ
⇒
pi
⇒
a−1r ●,1,1
⇒
1r ●⊗
−0
g, f
⇒µ
(h(1g)) f
((h1)g) f (hg) f
(hg) f h(g f )
h(g f )
(r ●1)1
a1 (1ℓ)1
a
a 1
1hg1 f
1(hg) f
a
⇒µ1
⇒
⊗−0hg, f
⇒
ra
⇒
ℓ
−1
a
holds in T1,4((hg) f , h(g f )) for objects (h, g, f ) ∈ T3[1,4].
● On the right-hand side, ra and ℓa are the ah,g, f -components of the
right unitor and the left unitor, respectively, in the hom bicategory
T1,4.
● The 2-cells 1λ and µ1 are not 1⊗ λ and µ⊗ 1. They will be explained
precisely in Explanation 11.2.32.
Right Normalization: The equality of pasting diagrams
(11.2.17)
=
h((g1) f )
h(g f ) h(g(1 f ))
(hg) f h(g f )
(hg) f
a
1(r ●1) 1a
1(1ℓ)
1 a
(h(g1)) f
((hg)1) f
(hg)(1 f )
a
(1r ●)1 a1
r
●
1
a
a
(1h1g)ℓ
1hgℓ
⇒
a1,r ●,1
⇒ρ1
⇒
pi
⇒
a1,1,ℓ
⇒
⊗−0h,g1ℓ
⇒
µ
h((g1) f )
h(g f ) h(g(1 f ))
(hg) f h(g f )
(hg) f
a
1(r ●1) 1a
1(1ℓ)
1 a
1h1g f
1h(g f)
a
⇒1µ
⇒⊗−0h,g f
⇒
ℓa
⇒
r
−1
a
holds in T1,4((hg) f , h(g f )) for objects (h, g, f ) ∈ T3[1,4]. The 2-cells ρ1 and
1µ will be explained precisely in Explanation 11.2.35.
This finishes the definition of a tricategory. ◇
Explanation 11.2.18 (Tricategorical data). In the definition of a tricategory:
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(1) The lax functoriality constraint ⊗2 in (11.2.5) has invertible component
2-cells
(11.2.19) (β′ ⊗ α′)(β⊗ α) (β′β)⊗ (α′α) ∈ T1,3(g⊗ f , g′′ ⊗ f ′′)⊗
2
(β′,α′),(β,α)
≅
for 1-cells
f f ′ f ′′ ∈ T1,2
α α′
and g g′ g′′ ∈ T2,3.
β β′
Its inverse will be written as ⊗−2.
(2) For the pseudofunctor 1X ∶ 1 T(X,X) in (11.2.6), its lax unity con-
straint and lax functoriality constraint are invertible 2-cells
(11.2.20) 11X iX iXiX ∈ T(X,X)(1X, 1X).(1X)
0
≅ ≅
(1X)2
Naturality (4.1.6) of (1X)2 is trivially satisfied, since the only 2-cell in 1 is
the identity 2-cell of the identity 1-cell 1∗.
(3) The associator (a, a ●, ηa, εa) in (11.2.7) is an adjoint equivalence in the bi-
category Bicatps(T3[1,4],T1,4) in the sense of Definition 6.2.1. The left ad-
joint a and the right adjoint a
●
have component 1-cells
(11.2.21) (h⊗ g)⊗ f h⊗ (g⊗ f ) ∈ T1,4
ah,g, f
a
●
h,g, f
and invertible component 2-cells
(11.2.22)
(hg) f h(g f )
(h′g′) f ′ h′(g′ f ′)
ah,g, f
(γβ)α γ(βα)
ah′,g′, f ′
⇒aγ,β,α
(hg) f h(g f )
(h′g′) f ′ h′(g′ f ′)
a
●
h,g, f
(γβ)α γ(βα)
a
●
h′,g′, f ′
⇒
a
●
γ,β,α
in T1,4((hg) f , h′(g′ f ′)) and T1,4(h(g f ), (h′g′) f ′), respectively, for 1-cells
α ∶ f f ′ in T1,2, β ∶ g g′ in T2,3, and γ ∶ h h′ in T3,4.
The unit and the counit,
(11.2.23) 1⊗(⊗×1) a
●a
ηa
≅ and aa
● 1⊗(1×⊗),
εa
≅
have invertible component 2-cells
(hg) f h(g f )
(hg) f
ah,g, f
a
●
h,g, f
1(hg) f
⇒
ηah,g, f
(hg) f h(g f )
h(g f )
a
●
h,g, f
ah,g, f
1h(g f)
⇒
εah,g, f
in T1,4((hg) f , (hg) f ) and T1,4(h(g f ), h(g f )), respectively.
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(4) The left unitor (ℓ, ℓ ●, ηℓ, εℓ) and the right unitor (r, r ●, ηr , εr) in (11.2.8) are
adjoint equivalences in Bicatps(T1,2,T1,2), with component 1-cells
(11.2.24) 1X2 ⊗ f f f ⊗ 1X1 ∈ T1,2
ℓ f
ℓ
●
f r
●
f
r f
and invertible component 2-cells
(11.2.25)
1X2 f f
1X2 f
′ f ′
ℓ f
1α α
ℓ f ′
⇒ℓα
1X2 f f
1X2 f
′ f ′
ℓ
●
f
1α α
ℓ
●
f ′
⇒ℓ
●
α
f f1X1
f ′ f ′1X1
r f
α α1
r f ′
⇒rα
f f1X1
f ′ f ′1X1
r
●
f
α α1
r
●
f ′
⇒r
●
α
in T1,2(1X2 f , f ′), T1,2( f , 1X2 f ′), T1,2( f1X1 , f ′), and T1,2( f , f ′1X1), respec-
tively, for 1-cells α ∶ f f ′ in T1,2.
The units and the counits,
(11.2.26)
1⊗(1X2×1) ℓ
●
ℓ 1⊗(1×1X1) r
●
r
ℓℓ
●
11T1,2
rr
●
11T1,2
,
ηℓ ηr
εℓ εr
have invertible component 2-cells
1X2 f f
1X2 f
ℓ f
ℓ
●
f
1
⇒
η
ℓ
f
1X2 f f
f
ℓ
●
f
ℓ f
1
⇒
ε
ℓ
f
f f1X1
f1X1
r f
r
●
f
1
⇒
η
r
f
f f1X1
f
r
●
f
r f
1
⇒ε
r
f
inT1,2(1X2 f , 1X2 f ), T1,2( f , f ), T1,2( f1X1 , f1X1), andT1,2( f , f ), respectively.
The above data—namely, the composition, the associator, the left unitor, and the
right unitor—are categorified versions of bicategorical data. ◇
Explanation 11.2.27 (Pentagonator and 2-unitors). The pentagonator pi and the 2-
unitors µ, λ, and ρ are the tricategorical analogues of the pentagon axiom (2.1.5),
the unity axiom (2.1.4), and the left and right unity properties in Proposition 2.2.4.
In the literature, they are often denoted by the following diagrams.
pi
⇛
T4[1,5] T
3
1,2,3,5
T31,3,4,5 T
2
1,2,5
T21,4,5 T1,5
⊗× 1× 1
1× 1×⊗ ⊗× 1
1×⊗ ⊗
⊗
T31,2,4,5
1×⊗× 1
⊗× 1
1×⊗
⇒
1× a
⇒
a× 1
⇒a
T4[1,5] T
3
1,2,3,5
T31,3,4,5 T
2
1,2,5
T21,4,5 T1,5
⊗× 1× 1
1× 1×⊗ ⊗× 1
1×⊗ ⊗
⊗
T21,3,5
1×⊗
⊗× 1
⊗
=
⇒
a
⇒a
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µ
⇛
T2[1,3]
T2[1,3] T
2
[1,3]
T1,3
1
⊗
1
⊗
T31,2,2,3
1× 1X2 × 1
⊗× 1 1×⊗
⇒
r
● × 1
⇒
a
⇒
1× ℓ
T2[1,3]
T2[1,3] T
2
[1,3]
T1,3
1
⊗
1
⊗
⇒
1
λ
⇛
T31,2,3,3
T2[1,3] T
2
[1,3]
T1,3 T1,3
1X3 × 1× 1 ⊗× 1
⊗⊗
1
1
⇒
ℓ× 1
=
T31,2,3,3
T2[1,3] T
2
[1,3]
T1,3 T1,3
1X3 × 1× 1 ⊗× 1
⊗⊗
1
T21,3,3
1×⊗
1X3 × 1 ⊗
⇒
a
=
⇒
ℓ
ρ
⇛
T31,1,2,3
T2[1,3] T
2
[1,3]
T1,3 T1,3
1× 1× 1X1 1×⊗
⊗⊗
1
1
⇒1× r
●
=
T31,1,2,3
T2[1,3] T
2
[1,3]
T1,3 T1,3
1× 1× 1X1 1×⊗
⊗⊗
1
T21,1,3
⊗× 1
1× 1X1 ⊗
⇒r
●
=
⇒a
When these structures are presented in such diagrammatic forms, it is important
to be aware of the following points.
(1) The domain of pi is not a pasting diagram in some bicategory, but an
iterated horizontal composite of three strong transformations, each with
one whiskering as in Definition 11.1.1. Therefore, Lemmas 4.2.19, 11.1.5,
and 11.1.6 are needed to make sure that the domain of pi is well-defined.
(2) Since horizontal composite of lax/strong transformations is not strictly
associative, one must specify an order for the iterated horizontal com-
posite. This order is not displayed in the diagrammatic presentation of
pi.
(3) Similar remarks apply to the codomain of pi and to µ, λ, and ρ. ◇
Explanation 11.2.28 (Associahedron). The inverse of the lax unity constraint ⊗0 in
(11.2.15) appears six times, twice in each of the three tricategorical axioms. In the
literature, these six 2-cells involving ⊗−0 are usually not displayed explicitly in the
tricategorical axioms.
Furthermore, suppose
● the two sides of the non-abelian 4-cocycle condition are glued together
along their common boundary, and
● each of the two bi-gons involving ⊗−0 is collapsed down to a single edge.
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Then the resulting 3-dimensional object has nine faces, as displayed below.
(k(j(hg))) f
(k((jh)g)) f k((j(hg)) f )
((k(jh))g) f k(j((hg) f ))
(((kj)h)g) f k(j(h(g f )))
((kj)h)(g f ) (kj)(h(g f ))
k(((jh)g) f )
(k(jh))(g f )
k((jh)(g f ))
((kj)(hg)) f (kj)((hg) f )
(a1)1
a1
(1a)1 a
1a
1(1a)
a a a
This is the Stasheff associahedron [Sta63] K5 that describes ways to move paren-
theses from (((kj)h)g) f to k(j(h(g f ))). As drawn above, its front and back faces
correspond to the top and the bottom sides of the non-abelian 4-cocycle condi-
tion. ◇
Explanation 11.2.29 (Non-abelian 4-cocycle condition). In the top side of this ax-
iom, the 2-cell 1pi is interpreted as follows. First, pi has a component 2-cell
[(1j ⊗ ah,g, f )aj,h⊗g, f ](aj,h,g ⊗ 1 f ) aj,h,g⊗ f aj⊗h,g, fpi j,h,g, f
in T1,5(((jh)g) f , j(h(g f ))). Then 1pi is defined as the vertical composite 2-cell
(11.2.30)
[(1k ⊗ (1j ⊗ ah,g, f ))(1k ⊗ aj,h⊗g, f)][1k ⊗ (aj,h,g ⊗ 1 f )]
[(1k1k)⊗ ((1j ⊗ ah,g, f )aj,h⊗g, f)][1k ⊗ (aj,h,g⊗ 1 f )]
[(1k1k)1k]⊗ [((1j ⊗ ah,g, f )aj,h⊗g, f)(aj,h,g⊗ 1 f )]
(1k1k)⊗ (aj,h,g⊗ f aj⊗h,g, f)
(1k ⊗ aj,h,g⊗ f)(1k ⊗ aj⊗h,g, f)
⊗2 ∗ 1
⊗2
(ℓ1k ∗ 1)⊗pij,h,g, f
⊗−2
1pi
in T1,6(k(((jh)g) f ), k(j(h(g f ))), with ⊗−2 the inverse of ⊗2 in (11.2.19).
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Similarly, the 2-cell pi1 in the bottom side of the non-abelian 4-cocycle condi-
tion is defined as the vertical composite 2-cell
(11.2.31)
[((1k ⊗ aj,h,g)⊗ 1 f )(ak,j⊗h,g⊗ 1 f )][(ak,j,h ⊗ 1g)⊗ 1 f ]
[((1k ⊗ aj,h,g)ak,j⊗h,g)⊗ (1 f 1 f )][(ak,j,h ⊗ 1g)⊗ 1 f ]
[((1k ⊗ aj,h,g)ak,j⊗h,g)(ak,j,h ⊗ 1g)]⊗ [(1 f 1 f )1 f ]
(ak,j,h⊗gak⊗j,h,g)⊗ (1 f 1 f )
(ak,j,h⊗g⊗ 1 f )(ak⊗j,h,g⊗ 1 f )
⊗2 ∗ 1
⊗2
pik,j,h,g⊗ (ℓ1 f ∗ 1)
⊗−2
pi1
in T1,6((((kj)h)g) f , (k(j(hg))) f ). ◇
Explanation 11.2.32 (Left normalization). This axiom has one copy of the left 2-
unitor λ. Since all the 2-cells involved are invertible, λ is uniquely determined by
the rest of the data of a tricategory, minus ρ, via the left normalization axiom with
h = 1X3 .
Moreover, 1λ and µ1 are defined as the composite 2-cells
(11.2.33)
1h ⊗ (ℓg ⊗ 1 f )
(1h1h)⊗ (ℓg⊗ f a1,g, f)
(1h ⊗ ℓg⊗ f )(1h ⊗ a1,g, f )
ℓ
−1
1h ⊗ λg, f
⊗−2
1λ
(11.2.34)
[((1h ⊗ ℓg)⊗ 1 f )(ah,1,g ⊗ 1 f )][(r ●h ⊗ 1g)⊗ 1 f ]
[((1h ⊗ ℓg)ah,1,g)⊗ (1 f 1 f )][(r ●h ⊗ 1g)⊗ 1 f ]
[((1h ⊗ ℓg)ah,1,g)(r ●h ⊗ 1g)]⊗ [(1 f 1 f )1 f ]
1h⊗g ⊗ 1 f
⊗2 ∗ 1
⊗2
µh,g ⊗ [ℓ1 f (ℓ1 f ∗ 1)]
µ1
in T1,4(h((1g) f ), h(g f )) and T1,4((hg) f , (hg) f ), respectively. ◇
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Explanation 11.2.35 (Right normalization). Similar to the left 2-unitor, the right
2-unitor ρ is uniquely determined by the rest of the data of a tricategory, minus λ,
via the right normalization axiom with f = 1X1 .
Moreover, ρ1 and 1µ are defined as the composite 2-cells
(11.2.36)
(1h ⊗ r ●g)⊗ 1 f
(ah,g,1r ●h⊗g)⊗ (1 f 1 f )
(ah,g,1⊗ 1 f )(r ●h⊗g ⊗ 1 f )
ρh,g ⊗ ℓ
−1
1 f
⊗−2
ρ1
(11.2.37)
[(1h ⊗ (1g ⊗ ℓ f ))(1h ⊗ ag,1, f )][1h ⊗ (r ●g ⊗ 1 f )]
[(1h1h)⊗ ((1g ⊗ ℓ f )ag,1, f )][1h ⊗ (r ●g ⊗ 1 f )]
[(1h1h)1h]⊗ [((1g ⊗ ℓ f )ag,1, f )(r ●g ⊗ 1 f )]
1h ⊗ 1g⊗ f
⊗2 ∗ 1
⊗2
[ℓ1h(ℓ1h ∗ 1)]⊗ µg, f
1µ
in T1,4((hg) f , (h(g1)) f ) and T1,4(h(g f ), h(g f )), respectively. ◇
Example 11.2.38 (Bicategories). Each bicategory (B, 1, c, a, ℓ, r) yields a locally dis-
crete tricategory Twith the following structures.
Objects: T0 = B0, the class of objects in B.
Hom bicategories: For objects X1,X2 ∈ T, the hom bicategory T1,2 is the hom-
category B(X1,X2), regarded as a locally discrete bicategory as in Exam-
ple 2.1.18.
Composition: For objects X1,X2,X3 ∈ T, the composition (⊗,⊗2,⊗0) is the hori-
zontal composition
T2[1,3] = B(X2,X3)×B(X1,X2) B(X1,X3) = T1,3c
in B, regarded as a strict functor between locally discrete bicategories as
in Example 4.1.12.
Identities: For each object X ∈ T, the identity of X in T is the identity of X in B,
again regarded as a strict functor between locally discrete bicategories.
Associator: The associator of T is the associator a of B, regarded as a strict trans-
formation as in Example 4.2.9. The chosen right adjoint a
●
of a is the
inverse of the natural isomorphism a, regarded as a strict transformation.
The unit 1 a
●
a and the counit 1 aa
●
are both identity modifica-
tions.
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Unitors: In exactly the same manner, the left unitor ℓ and the right unitor r of
T are those of B, regarded as strict transformations. The chosen right
adjoints ℓ ● and r ● are the inverses of the natural isomorphisms ℓ and r,
respectively.
Pentagonator: Each component (11.2.10) of the pentagonator pi of T is an identity
2-cell. This is well-defined by the pentagon axiom (2.1.5) in B.
2-Unitors: Each component (11.2.12) of the middle 2-unitor µ of T is an identity
2-cell, which is well-defined by the unity axiom (2.1.4) in B. Similarly, the
left 2-unitor λ and the right 2-unitor ρ of T are componentwise (11.2.13)
identity 2-cells. They are well-defined by the left and right unity proper-
ties in Proposition 2.2.4.
The three tricategorical axioms are satisfied because in each of the six pasting dia-
grams, every 2-cell is an identity 2-cell. ◇
11.3. Composites of Transformations and Modifications
In this section we begin the construction of the tricategory of bicategories by
defining ⊗ and ⊗2 that form a part of a pseudofunctor
Bicatps(B,C)×Bicatps(A,B) Bicatps(A,C)(⊗,⊗2,⊗0)
as in (11.2.5). The plan for this section is as follows. We:
● define ⊗ in Definition 11.3.2;
● define ⊗2 in Definition 11.3.10;
● prove that ⊗2 is a natural isomorphism in Lemmas 11.3.16 and 11.3.19;
● prove the lax associativity axiom (4.1.3) in Lemma 11.3.22;
Convention 11.3.1. Suppose Ai is a bicategory for i ∈ {1, 2, . . .}. Define the bicate-
gory
Ai,j = Bicat
ps(Ai,Aj)
as in Corollary 4.4.13. This notation will be used with (11.2.2). For example, we
have
A2[1,3] = A2,3 ×A1,2
= Bicatps(A2,A3)×Bicatps(A1,A2),
A3[1,4] = A3,4 ×A2,3 ×A1,2
= Bicatps(A3,A4)×Bicatps(A2,A3)×Bicatps(A1,A2),
and A21,2,4 = A2,4 ×A1,2. ◇
Definition 11.3.2. Suppose given
● bicategories A1,A2, and A3,
● lax functors F, F′,G, and G′ with G′2 invertible,
● lax transformations α, α′ ∶ F F′ and β, β′ ∶ G G′, and
● modifications Γ ∶ α α′ and Σ ∶ β β′,
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as displayed below.
A1 A2 A3
F
F
′
G
G
′
⇒
α
⇒
α
′
⇛
Γ ⇒
β
⇒
β
′
⇛
Σ
(1) Define the composite
G⊗ F = GF ∶ A1 A3,
which is a lax functor by Lemma 4.1.29. It is a pseudofunctor if both F
and G are so.
(2) Define the composite β⊗ α as the horizontal composite in Definition 4.2.15
(11.3.3) β⊗ α = (G′ ☆ α)(β ☆ F) ∶ GF G′F′
of
● the pre-whiskering β ☆ F ∶ GF G′F in Lemma 11.1.5 and
● the post-whiskering G′ ☆ α ∶ G′F G′F′ in Lemma 11.1.6.
(3) Define the composite
β⊗ α β′ ⊗ α′Σ⊗Γ
as having the horizontal composite component 2-cell
(11.3.4) (Σ⊗ Γ)X = (G′ΓX) ∗ΣFX ∈ A3((β⊗ α)X , (β′ ⊗ α′)X)
for each object X ∈ A1, as displayed below.
GFX G′FX G′F′X
βFX
β
′
FX
G
′
αX
G
′
α
′
X
⇒
ΣFX
⇒
G
′
ΓX
This finishes the definitions of the composites β⊗ α and Σ⊗ Γ. ◇
Explanation 11.3.5. By Lemmas 4.2.19, 11.1.5, and 11.1.6, the composite
β⊗ α = (G′ ☆ α)(β ☆ F) ∶ GF G′F′
is a lax transformation, which is strong if both α and β are strong. It may be visu-
alized as follows.
A1 A2 A3
F
G′
β⊗ α
β ☆ F
G
⇒
β
A1 A2 A3
F
G′
G′ ☆ α
F′
⇒
α
By Definition 4.2.15:
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(1) For each object X ∈ A1, its component 1-cell is the horizontal composite
(11.3.6) GFX G′FX G′F′X
βFX G
′αX
(β⊗ α)X
in A3. So the component 2-cell (Σ⊗ Γ)X in (11.3.4) is well-defined.
(2) For each 1-cell f ∶ X Y in A1, its component 2-cell (β ⊗ α) f is the
composite of the pasting diagram
(11.3.7)
GFX G′FX G′F′X
GFY G′FY G′F′Y
βFX G
′αX
GF f G′F f G′F′ f
βFY G
′αY
(β⊗ α)X
(β⊗ α)Y
⇒
βF f
⇒
G′
2
⇒
G′α f⇒
G′
−2
in A3(GFX,G′F′Y), with the top and bottom rows bracketed as indicated,
and α f ∶ (F′ f )αX αY(F f ) a component 2-cell of α. In other words, it
is the vertical composite
(11.3.8)
(G′F′ f )[(G′αX)βFX] [(G′αY)βFY](GF f )
[(G′F′ f )(G′αX)]βFX (G′αY)[βFY(GF f )]
G′((F′ f )αX)βFX (G′αY)[(G′F f )βFX]
G′(αYF f )βFX [(G′αY)(G′F f )]βFX
(β⊗α) f
a−1
G′
2∗1
a−1
(G′α f )∗1
1∗βF f
G′
−2∗1
a
of seven 2-cells. ◇
Lemma 11.3.9. In Definition 11.3.2,
Σ⊗ Γ ∶ β⊗ α β′ ⊗ α′
is a modification, which is invertible if both Σ and Γ are invertible.
Proof. By (11.3.4), (11.3.6), (11.3.8), and Convention 11.1.4, the modification axiom
(4.4.4) for Σ ⊗ Γ means the commutativity around the boundary of the following
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diagram in A3(GFX,G′F′Y) for each 1-cell f ∶ X Y in A1.
fG′F′(αX,G′βFX) fG′F′(α′X,G′β′FX) ( fG′F′α′X,G′)β′FX
( fG′F′αX,G′)βFX ( fF′α′X)G′β′FX
( fF′αX)G′βFX (α′Y fF)G′β′FX
(αY fF)G′βFX (α′Y,G′ fG′F)β′FX
(αY,G′ fG′F)βFX α′Y,G′( fG′Fβ′FX)
αY,G′( fG′FβFX) α′Y,G′(β′FY fGF)
αY,G′(βFY fGF) (αY,G′βFY) fGF (α′Y,G′β′FY) fGF
1 ∗ (Σ⊗ Γ)X a−1
a
−1 (1 ∗ ΓX,G′)∗ΣFX G′2 ∗ 1
G
′2 ∗ 1 (1 ∗ ΓX)G′ ∗ΣFX α
′
f ,G′ ∗ 1
α f ,G′ ∗ 1 (ΓY ∗ 1)G′ ∗ΣFX G′−2 ∗ 1
G
′−2 ∗ 1 (ΓY,G′ ∗ 1) ∗ΣFX a
a ΓY,G′ ∗ (1 ∗ΣFX) 1 ∗ β
′
fF
1 ∗ β fF ΓY,G′ ∗ (ΣFY ∗ 1) a−1
a
−1 (Σ⊗ Γ)Y ∗ 1
From top to bottom:
● The top, the fifth, and the bottom sub-diagrams are commutative by the
naturality (2.1.11) of the associator a in A3.
● The second and the fourth sub-diagrams are commutative by the natu-
rality (4.1.6) of G′
2
.
● The third sub-diagram is commutative by the modification axiom (4.4.4)
for Γ and the functoriality of the local functors of G′.
● The sixth sub-diagram is commutative by the modification axiom (4.4.4)
for Σ.
This shows that Σ⊗ Γ is a modification.
Finally, if both Σ and Γ are invertible modifications, then each component 2-
cell (Σ⊗ Γ)X in (11.3.4) is the horizontal composite of two invertible 2-cells in A3,
which is invertible by Lemma 2.2.3. 
For the rest of this chapter, we consider the assignment
Bicatps(A2,A3)×Bicatps(A1,A2) Bicatps(A1,A3),⊗
which is well-defined by Lemmas 4.1.29 and 11.3.9 and Explanation 11.3.5. Next
we define the lax functoriality constraint ⊗2 corresponding to ⊗.
Definition 11.3.10. Suppose given
● bicategories A1,A2, and A3,
● pseudofunctors F, F′, F′′,G,G′, and G′′, and
● strong transformations α, α′, β, and β′,
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as displayed below.
A1 A2 A3
F
F′
F′′
G
G′
G′′
⇒
α
⇒
α′
⇒
β
⇒
β′
Define
(11.3.11) (β′ ⊗ α′)(β⊗ α) (β′β)⊗ (α′α)⊗2
with the following vertical composite component 2-cell
(11.3.12)
[(β′ ⊗ α′)(β⊗ α)]
X
[(β′β)⊗ (α′α)]
X
[(G′′α′X)(β′F′X)][(G′αX)βFX] [G′′(α′XαX)][β′FXβFX]
[(G′′α′X)(β′F′XG′αX)]βFX [(G′′α′X)(G′′αX)][β′FXβFX]
[(G′′α′X)((G′′αX)β′FX)]βFX
⊗2X
1 1
≅ G′′
2
∗ 1
(1∗ β′−1αX) ∗ 1 ≅
in A3(GFX,G′′F′′X) for each object X ∈ A1.
● (β′⊗α′)(β⊗α) is the horizontal composite in Definition 4.2.15 of the com-
posite lax transformations β⊗ α and β′ ⊗ α′ in (11.3.3).
● (β′β)⊗ (α′α) is the composite in (11.3.3) of the horizontal composites α′α
and β′β.
● Each symbol ≅ is given by Mac Lane’s Coherence Theorem 3.6.4, so it
is a vertical composite of horizontal composites of identity 2-cells and a
component of the associator a or its inverse.
This finishes the definition of ⊗2. ◇
Explanation 11.3.13. In the definition of ⊗2X:
(1) Mac Lane’s Coherence Theorem 3.6.4 guarantees that each invertible 2-
cell denoted by ≅ has a unique value regardless of how the parentheses
are moved using components of the associator and their inverses.
(2) The 2-cell
(G′′αX)β′FX β′F′XG′αXβ
′
αX
is the component 2-cell of β′ at the 1-cell αX ∶ FX F′X in A2.
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(3) ⊗2X is the composite of the pasting diagram
(11.3.14)
GFX G′FX G′′FX
G′F′X G′′F′X G′′F′′X
(βFX β
′
FX)
G′′(α′XαX)
G′αX) G′′αX
[β′F′X G
′′α′X]
⇒
β′
−1
αX
⇒
G′′
2
in A3(GFX,G′′F′′X), with the indicated bracketings in its (co)domain. ◇
Convention 11.3.15. To typeset large diagrams in the rest of this chapter, we will
use Convention 11.1.4 along with the following abbreviations to justify the com-
mutativity of each sub-diagram:
● MCmeans Mac Lane’s Coherence Theorem 3.6.4.
● ≅ denotes a coherence isomorphism in a bicategory whose existence fol-
lows from Lemma 3.5.6, and whose uniqueness is guaranteed by Mac
Lane’s Coherence Theorem 3.6.4.
● natmeans the naturality of:
– the associator a as in (2.1.11);
– an instance of ≅with repeated applications of (2.1.11);
– either the left unitor or the right unitor as in (2.1.13);
– the lax functoriality constraint of a lax functor as in (4.1.6);
– a lax transformation with respect to 2-cells as in (4.2.5).
● unity means either the unity axiom (2.1.4) in a bicategory, or the unity
properties in Propositions 2.2.4 and 2.2.6.
● mid4 means the middle four exchange (2.1.9), possibly used with the
unity properties (2.1.7) and (2.1.8). Moreover, if mid4 is applied along
with some other property P, then we only mention P.
● To save space, we use concatenation to denote horizontal composite of
2-cells. For example, (G′′21)1 means (G′′2 ∗ 1) ∗ 1. ◇
Lemma 11.3.16. In Definition 11.3.10,
(β′ ⊗ α′)(β⊗ α) (β′β)⊗ (α′α)⊗2
is an invertible modification.
Proof. Each component 2-cell ⊗2X in (11.3.12) is defined as the vertical composite of
four invertible 2-cells, which is invertible by Lemma 2.2.3. It remains to check the
modification axiom (4.4.4) for ⊗2, which is the commutativity of the diagram
(11.3.17)
(G′′F′′ f )[(β′ ⊗ α′)(β⊗ α)]
X
(G′′F′′ f )[(β′β)⊗ (α′α)]
X
[(β′ ⊗ α′)(β⊗ α)]
Y
(GF f ) [(β′β)⊗ (α′α)]
Y
(GF f )
((β′⊗α′)(β⊗α))
f
1∗⊗2X
((β′β)⊗(α′α))
f
⊗2Y∗1
in the hom-category A3(GFX,G′′F′′Y) for 1-cells f ∶ X Y in A1. Expanding
the boundary using (4.2.18), (11.3.8), and (11.3.12), the boundary of the diagram
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(11.3.17) has 40 edges. We will prove its commutativity by filling it with 51 sub-
diagrams as follows.
(11.3.18)
● ● ● ● ●
● ●
● ● ● ● ●
● ●
● ● ● ● ●
● ● ● ● ●
A71 A
6
2
A63
A54
A25
A46
A47 A
4
8 A
5
9
A810
10 8
7 7
6
9
5 5 6 5
1 ∗⊗2X
⊗2Y ∗ 1
In this sub-division of the diagram (11.3.17):
● Ani is the ith sub-diagram, which is further divided into n sub-diagrams.
● An arrow labeled by a number k represents k composable arrows. For
example, the sub-diagram A71 is divided into 7 sub-diagrams. Its left and
right boundaries have 10 edges and 8 edges, respectively. In what fol-
lows, we will omit the super-script and write Ai for A
n
i .
● The left boundary, which is ((β′ ⊗ α′)(β⊗ α))
f
, has 17 arrows.
● The right boundary, which is ((β′β)⊗ (α′α))
f
, has 15 arrows.
● The top and the bottom boundaries are by definition 1 ∗⊗2X and ⊗
2
Y ∗ 1,
respectively, and each has 4 arrows.
● In each sub-diagram Ai, each edge is an invertible 2-cell in A3.
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Next is the diagram A1 with the notations in Convention 11.3.15.
fG′′F′′[(α′X,G′′β′F′X)(αX,G′βFX)]
[ fG′′F′′(α′X,G′′β′F′X)](αX,G′βFX)
[( fG′′F′′α′X,G′′)β′F′X](αX,G′βFX)
[( fF′′α′X)G′′β′F′X](αX,G′βFX)
[(α′Y fF′)G′′β′F′X](αX,G′βFX)
[(α′Y,G′′ fG′′F′)β′F′X](αX,G′βFX)
[α′Y,G′′( fG′′F′β′F′X)](αX,G′βFX)
[α′Y,G′′(β′F′Y fG′F′)](αX,G′βFX)
[(α′Y,G′′β′F′Y) fG′F′](αX,G′βFX)
(α′Y,G′′β′F′Y)[ fG′F′(αX,G′βFX)]
(α′Y,G′′β′F′Y)[( fG′F′αX,G′)βFX]
fG′′F′′[(α′X,G′′(β′F′XαX,G′))βFX]
( fG′′F′′α′X,G′′)[(β′F′XαX,G′)βFX]
( fF′′α′X)G′′[(β′F′XαX,G′)βFX]
(α′Y fF′)G′′[(β′F′XαX,G′)βFX]
(α′Y,G′′ fG′′F′)[(β′F′XαX,G′)βFX]
[α′Y,G′′( fG′′F′(β′F′XαX,G′))]βFX
[α′Y,G′′(( fG′′F′β′F′X)αX,G′)]βFX
[α′Y,G′′((β′F′Y fG′F′)αX,G′)]βFX
[α′Y,G′′(β′F′Y( fG′F′αX,G′))]βFX
MC
nat
nat
nat
MC
nat
MC
a−1
a−11
(G′′21)1
(α′f ,G′′1)1
(G′′−21)1
a1
(1β′F′ f )1
a−11
a
1a−1
≅
G′′
2
1
α′f ,G′′1
G′′
−2
1
≅
(1a−1)1
(1(β′F′ f 1))1
(1a)1
1∗ ≅
≅
≅
≅
≅
≅
≅
≅
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Next is the diagram A2.
fG′′F′′[(α′X,G′′(β′F′XαX,G′))βFX]
( fG′′F′′α′X,G′′)[(β′F′XαX,G′)βFX]
( fF′′α′X)G′′[(β′F′XαX,G′)βFX]
(α′Y fF′)G′′[(β′F′XαX,G′)βFX]
(α′Y,G′′ fG′′F′)[(β′F′XαX,G′)βFX]
[α′Y,G′′( fG′′F′(β′F′XαX,G′))]βFX
[α′Y,G′′(( fG′′F′β′F′X)αX,G′)]βFX
[α′Y,G′′((β′F′Y fG′F′)αX,G′)]βFX
[α′Y,G′′(β′F′Y( fG′F′αX,G′))]βFX
fG′′F′′[(α′X,G′′(αX,G′′β′FX))βFX]
( fG′′F′′α′X,G′′)[(αX,G′′β′FX)βFX]
( fF′′α′X)G′′[(αX,G′′β′FX)βFX]
(α′Y fF′)G′′[(αX,G′′β′FX)βFX]
(α′Y,G′′ fG′′F′)[(αX,G′′β′FX)βFX]
[α′Y,G′′( fG′′F′(αX,G′′β′FX))]βFX
[α′Y,G′′(( fG′′F′αX,G′′)β′FX)]βFX
[α′Y,G′′(( fF′αX)G′′β′FX)]βFX
[α′Y,G′′(β′F′Y( fF′αX)G′)]βFX
nat
mid4
mid4
mid4
nat
≅
G′′
2
1
α′f ,G′′1
G′′
−2
1
≅
(1a−1)1
(1(β′F′ f 1))1
(1a)1
≅
G′′
2
1
α′f ,G′′1
G′′
−2
1
≅
(1a−1)1
(1(G′′21))1
(1β′fF′αX)1
1(1(β′−1αX1))
1(β′−1αX1)
1(β′−1αX1)
1(β′−1αX1)
1(β′−1αX1)
(1(1β′−1αX))1
(1(1G′2))1
The bottom square in A2 is commutative by the lax naturality (4.2.8) of β
′ applied
to the composable 1-cells αX ∶ FX F′X and F′ f ∶ F′X F′Y in A2.
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Next is the diagram A3.
fG′′F′′[(α′X,G′′(αX,G′′β′FX))βFX]
( fG′′F′′α′X,G′′)[(αX,G′′β′FX)βFX]
( fF′′α′X)G′′[(αX,G′′β′FX)βFX]
(α′Y fF′)G′′[(αX,G′′β′FX)βFX]
(α′Y,G′′ fG′′F′)[(αX,G′′β′FX)βFX]
[α′Y,G′′( fG′′F′(αX,G′′β′FX))]βFX
[α′Y,G′′(( fG′′F′αX,G′′)β′FX)]βFX
[α′Y,G′′(( fF′αX)G′′β′FX)]βFX
fG′′F′′[(α′X,G′′αX,G′′)(β′FXβFX)]
[ fG′′F′′(α′X,G′′αX,G′′)](β′FXβFX)
[( fG′′F′′α′X,G′′)αX,G′′](β′FXβFX)
[( fF′′α′X)G′′αX,G′′](β′FXβFX)
[(α′Y fF′)G′′αX,G′′](β′FXβFX)
[(α′Y,G′′ fG′′F′)αX,G′′](β′FXβFX)
[α′Y,G′′( fG′′F′αX,G′′)](β′FXβFX)
[α′Y,G′′( fF′αX)G′′](β′FXβFX)
MC
nat
nat
nat
MC
nat
≅
G′′
2
1
α′f ,G′′1
G′′
−2
1
≅
(1a−1)1
(1(G′′21))1
a−1
a−11
(G′′21)1
(α′f ,G′′1)1
(G′′−21)1
a1
(1G′′2)1
1∗ ≅
≅
≅
≅
≅
≅
≅
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Next is the diagram A4.
fG′′F′′[(α′X,G′′αX,G′′)(β′FXβFX)]
[ fG′′F′′(α′X,G′′αX,G′′)](β′FXβFX)
[( fG′′F′′α′X,G′′)αX,G′′](β′FXβFX)
[( fF′′α′X)G′′αX,G′′](β′FXβFX)
[(α′Y fF′)G′′αX,G′′](β′FXβFX)
[(α′Y,G′′ fG′′F′)αX,G′′](β′FXβFX)
[α′Y,G′′( fG′′F′αX,G′′)](β′FXβFX)
[α′Y,G′′( fF′αX)G′′](β′FXβFX)
[α′Y,G′′(αY fF)G′′](β′FXβFX)
fG′′F′′[(α′XαX)G′′(β′FXβFX)]
[ fG′′F′′(α′XαX)G′′](β′FXβFX)
[ fF′′(α′XαX)]G′′(β′FXβFX)
[( fF′′α′X)αX]G′′(β′FXβFX)
[(α′Y fF′)αX]G′′(β′FXβFX)
[α′Y( fF′αX)]G′′(β′FXβFX)
[α′Y(αY fF)]G′′(β′FXβFX)
nat
nat
nat
a−1
a−11
(G′′21)1
(α′f ,G′′1)1
(G′′−21)1
a1
(1G′′2)1
(1α f ,G′′)1
a−1
G′′
2
1
a−1G′′1
(α′f 1)G′′1
aG′′1
(1α f )G′′1
1(G′′21)
(1G′′2)1
G′′
2
1
G′′
2
1
G′′
2
1
G′′
2
1
The two unmarked sub-diagrams in A4 are commutative by the lax associativity
(4.1.3) of G′′.
Next is the diagram A5.
(α′Y,G′′β′F′Y)[( fG′F′αX,G′)βFX]
(α′Y,G′′β′F′Y)[( fF′αX)G′βFX]
(α′Y,G′′β′F′Y)[(αY fF)G′βFX]
[α′Y,G′′(β′F′Y( fG′F′αX,G′))]βFX
[α′Y,G′′(β′F′Y( fF′αX)G′)]βFX
[α′Y,G′′(β′F′Y(αY fF)G′)]βFX
nat
nat
1(G′21)
1(α f ,G′1)
(1(1G′2))1
(1(1α f ,G′))1
≅
≅
≅
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Next is the diagram A6.
[α′Y,G′′(( fF′αX)G′′β′FX)]βFX
[α′Y,G′′(β′F′Y( fF′αX)G′)]βFX
[α′Y,G′′(β′F′Y(αY fF)G′)]βFX
[α′Y,G′′((αY fF)G′′β′FX)]βFX
[α′Y,G′′( fF′αX)G′′](β′FXβFX)
[α′Y,G′′(αY fF)G′′](β′FXβFX)
[α′Y,G′′(αY,G′′ fG′′F)](β′FXβFX)
[(α′Y,G′′αY,G′′) fG′′F](β′FXβFX)
[α′Y,G′′((αY,G′′ fG′′F)β′FX)]βFX
nat
nat
MC
(1β′fF′αX)1
(1(1α f ,G′))1
(1β′αY fF)1
(1(G′′−21))1
≅
(1α f ,G′′)1
(1G′′2)1
a
−1
1
≅
(1(α f ,G′′1))1
≅
≅
The unlabeled sub-diagram in A6 is commutative by the naturality (4.2.5) of β
′
with respect to the 2-cell α f ∶ (F′ f )αX αY(F f ) in A2(FX, F′Y).
Next is the diagram A7.
(α′Y,G′′β′F′Y)[(αY fF)G′βFX]
(α′Y,G′′β′F′Y)[(αY,G′ fG′F)βFX]
(α′Y,G′′β′F′Y)[αY,G′( fG′FβFX)]
(α′Y,G′′β′F′Y)[αY,G′(βFY fGF)]
(α′Y,G′′β′F′Y)[(αY,G′βFY) fGF]
[(α′Y,G′′β′F′Y)(αY,G′βFY)] fGF
[α′Y,G′′(β′F′Y(αY fF)G′)]βFX
[α′Y,G′′(β′F′Y(αY,G′ fG′F))]βFX
[α′Y,G′′((β′F′YαY,G′) fG′F)]βFX
[α′Y,G′′(β′F′YαY,G′)]( fG′FβFX)
[α′Y,G′′(β′F′YαY,G′)](βFY fGF)
[(α′Y,G′′(β′F′YαY,G′))βFY] fGF
nat
MC
nat
MC
1(G′−21)
1a
1(1β fF)
1a
−1
a
−1
(1(1G′−2))1
(1a−1)1
≅
1β fF
≅
≅
≅
≅
≅
≅
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Next is the diagram A8.
[α′Y,G′′((αY fF)G′′β′FX)]βFX
[α′Y,G′′(β′F′Y(αY fF)G′)]βFX
[α′Y,G′′(β′F′Y(αY,G′ fG′F))]βFX
[α′Y,G′′((β′F′YαY,G′) fG′F)]βFX
[α′Y,G′′(β′F′YαY,G′)]( fG′FβFX)
[α′Y,G′′(β′F′YαY,G′)](βFY fGF)
[(α′Y,G′′(β′F′YαY,G′))βFY] fGF
[α′Y,G′′((αY,G′′ fG′′F)β′FX)]βFX
[α′Y,G′′(αY,G′′( fG′′Fβ′FX))]βFX
[α′Y,G′′(αY,G′′(β′FY fG′F))]βFX
[α′Y,G′′((αY,G′′β′FY) fG′F)]βFX
[α′Y,G′′(αY,G′′β′FY)]( fG′FβFX)
[α′Y,G′′(αY,G′′β′FY)](βFY fGF)
[(α′Y,G′′(αY,G′′β′FY))βFY] fGF
nat
mid4
nat
(1β′αY fF)1
(1(1G′−2))1
(1a−1)1
≅
1β fF
≅
(1a)1
(1(1β′fF ))1
(1a−1)1
≅
1β fF
≅
(1(G′′−21))1
(1(β′−1αY1))1
(1β′−1αY )1
(1β′−1αY )1
((1β′−1αY )1)1
The top square in A8 is commutative by the lax naturality (4.2.8) of β
′ applied to
the composable 1-cells F f ∶ FX FY and αY ∶ FY F′Y in A2.
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Next is the diagram A9.
[α′Y,G′′((αY,G′′ fG′′F)β′FX)]βFX
[α′Y,G′′(αY,G′′( fG′′Fβ′FX))]βFX
[α′Y,G′′(αY,G′′(β′FY fG′F))]βFX
[α′Y,G′′((αY,G′′β′FY) fG′F)]βFX
[α′Y,G′′(αY,G′′β′FY)]( fG′FβFX)
[α′Y,G′′(αY,G′′β′FY)](βFY fGF)
[(α′Y,G′′(αY,G′′β′FY))βFY] fGF
[(α′Y,G′′αY,G′′) fG′′F](β′FXβFX)
(α′Y,G′′αY,G′′)[( fG′′Fβ′FX)βFX]
(α′Y,G′′αY,G′′)[(β′FY fG′F)βFX]
(α′Y,G′′αY,G′′)[β′FY( fG′FβFX)]
(α′Y,G′′αY,G′′)[β′FY(βFY fGF)]
[(α′Y,G′′αY,G′′)(β′FYβFY)] fGF
MC
nat
MC
nat
MC
(1a)1
(1(1β′fF))1
(1a−1)1
≅
1β fF
≅
≅
1(β′fF1)
1a
1(1β fF)
≅
≅
≅
≅
≅
≅
≅ ∗1
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Next is the diagram A10.
[α′Y,G′′(αY fF)G′′](β′FXβFX)
[α′Y,G′′(αY,G′′ fG′′F)](β′FXβFX)
[(α′Y,G′′αY,G′′) fG′′F](β′FXβFX)
(α′Y,G′′αY,G′′)[( fG′′Fβ′FX)βFX]
(α′Y,G′′αY,G′′)[(β′FY fG′F)βFX]
(α′Y,G′′αY,G′′)[β′FY( fG′FβFX)]
(α′Y,G′′αY,G′′)[β′FY(βFY fGF)]
[(α′Y,G′′αY,G′′)(β′FYβFY)] fGF
[α′Y(αY fF)]G′′(β′FXβFX)
[(α′YαY) fF]G′′(β′FXβFX)
[(α′YαY)G′′ fG′′F](β′FXβFX)
(α′YαY)G′′[ fG′′F(β′FXβFX)]
(α′YαY)G′′[( fG′′Fβ′FX)βFX]
(α′YαY)G′′[(β′FY fG′F)βFX]
(α′YαY)G′′[β′FY( fG′FβFX)]
(α′YαY)G′′[β′FY(βFY fGF)]
(α′YαY)G′′[(β′FYβFY) fGF]
[(α′YαY)G′′(β′FYβFY)] fGF
nat
mid4
mid4
mid4
nat
(1G′′2)1
a−11
≅
1(β′fF1)
1a
1(1β fF)
≅
a−1G′′1
G′′
−2
1
a≅
MC
1a−1
1(β′fF1)
1a
1(1β fF)
1a−1≅
MC
a−1
G′′
2
1
(G′′21)1
G′′
2
1
G′′
2
1
G′′
2
1
G′′
2
1
(G′′21)1
The top square in A10 is commutative by the lax associativity (4.1.3) of G
′′.
We have proved that the diagram (11.3.17) is commutative, so ⊗2 is an invert-
ible modification. 
Next we show that ⊗2 is natural with respect to 2-cells.
Lemma 11.3.19. The modification ⊗2 in (11.3.11) is natural in the sense of (4.1.6).
Proof. In the context of Definition 11.3.10, consider arbitrary
● strong transformations α1, α′1, β1, and β
′
1, and
● modifications Γ,Γ′,Σ, and Σ′,
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as displayed below.
A1 A2 A3
F
F′
F′′
G
G′
G′′
⇒
α
⇒
α1
⇒
α′
⇒
α′1
⇒
β
⇒
β1
⇒
β′
⇒
β′1
⇛
Γ
⇛
Γ
′
⇛
Σ
⇛
Σ
′
The naturality (4.1.6) of ⊗2 means the commutativity of the diagram
(β′ ⊗ α′)(β⊗ α) (β′1⊗ α′1)(β1 ⊗ α1)
(β′β)⊗ (α′α) (β′1β1)⊗ (α′1α1)
⊗2 ⊗2
(Σ′ ⊗ Γ′)∗ (Σ⊗ Γ)
(Σ′ ∗Σ)⊗ (Γ′ ∗ Γ)
of modifications, with:
● Σ⊗ Γ the composite modification in Definition 11.3.2;
● ∗ the horizontal composite of modifications in Definition 4.4.5.
In other words, for each object X in A1, we must show the commutativity of the
diagram
(11.3.20)
(β′ ⊗ α′)X(β⊗ α)X (β′1⊗ α′1)X(β1 ⊗ α1)X
[(β′β)⊗ (α′α)]
X
[(β′1β1)⊗ (α′1α1)]X
⊗2X ⊗
2
X
(Σ′ ⊗ Γ′)X ∗ (Σ⊗ Γ)X
[(Σ′ ∗Σ)⊗ (Γ′ ∗ Γ)]X
of vertical composites of 2-cells in A3(GFX,G′′F′′X).
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Expanding the boundary using (4.4.6), (11.3.4), and (11.3.12), along with Con-
vention 11.3.15, the diagram (11.3.20) is the outermost diagram below.
(11.3.21)
(α′X,G′′β′F′X)(αX,G′βFX) (α′1,X,G′′β′1,F′X)(α1,X,G′β1,FX)
[α′X,G′′(β′F′XαX,G′)]βFX [α′1,X,G′′(β′1,F′Xα1,X,G′)]β1,FX
[α′X,G′′(αX,G′′β′FX)]βFX [α′1,X,G′′(α1,X,G′′β′1,FX)]β1,FX
(α′X,G′′αX,G′′)(β′FXβFX) (α′1,X,G′′α1,X,G′′)(β′1,FXβ1,FX)
(α′XαX)G′′(β′FXβFX) (α′1,Xα1,X)G′′(β′1,FXβ1,FX)
nat
(♠)
nat
nat
≅
(1β′−1αX)1
≅
G
′′2
1
≅
(1β′−11,α1,X)1
≅
G
′′2
1
(Γ′X,G′′Σ
′
F′X)(ΓX,G′ΣFX)
(Γ′X,G′′(Σ
′
F′XΓX,G′))ΣFX
(Γ′X,G′′(ΓX,G′′Σ
′
FX))ΣFX
(Γ′X,G′′ΓX,G′′)(Σ
′
FXΣFX)
(Γ′XΓX)G′′(Σ
′
FXΣFX)
By the middle four exchange (2.1.9), to show that the sub-diagram (♠) is commu-
tative, it suffices to show that the following diagram is commutative.
β′F′XαX,G′ β
′
1,F′Xα1,X,G′
β′F′Xα1,X,G′
α1,X,G′′β
′
FX
αX,G′′β
′
FX α1,X,G′′β
′
1,FX
mid4
mid4
Σ
′
F′XΓX,G′
β′
−1
1,α1,X
β′
−1
αX
ΓX,G′′Σ
′
FX
β′
−1
α1,X
1ΓX,G′ Σ′F′X1
ΓX,G′′1 1Σ
′
FX
● The left trapezoid above is commutative by the naturality (4.2.5) of β′ ∶
G′ G′′ with respect to the 2-cell ΓX ∶ αX α1,X in A2(FX, F′X).
● The right trapezoid is commutative by the modification axiom (4.4.4) of
Σ
′ ∶ β′ β′1 for the 1-cell α1,X ∈ A2(FX, F′X).
We have shown that the diagram (11.3.20) is commutative. 
Next we show that ⊗2 is lax associative.
Lemma 11.3.22. The modification ⊗2 in (11.3.11) satisfies the lax associativity axiom
(4.1.3).
Proof. In the context of Definition 11.3.10, consider arbitrary
● pseudofunctors F′′′ and G′′′, and
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● strong transformations α′′ and β′′,
as displayed below.
A1 A2 A3
F
F′
F′′
F′′′
G
G′
G′′
G′′′
⇒
α
⇒
α′
⇒
α′′
⇒
β
⇒
β′
⇒
β′′
The lax associativity axiom (4.1.3) for ⊗2 means the commutativity of the diagram
(11.3.23)
[(β′′ ⊗ α′′)(β′ ⊗ α′)](β⊗ α) (β′′ ⊗ α′′)[(β′ ⊗ α′)(β⊗ α)]
[(β′′β′)⊗ (α′′α′)](β⊗ α) (β′′ ⊗ α′′)[(β′β)⊗ (α′α)]
[(β′′β′)β]⊗ [(α′′α′)α] [β′′(β′β)]⊗ [α′′(α′α)]
a
⊗2∗1 1∗⊗2
⊗2 ⊗2
a⊗a
of vertical composites of modifications. Therefore, we must show that, when eval-
uated at each object X in A1, the two vertical composites
(11.3.24)
[(α′′X,G′′′β′′F′′X)(α′X,G′′β′F′X)](αX,G′βFX) (α′′X,G′′′β′′F′′X)[(α′X,G′′β′F′X)(αX,G′βFX)]
[(α′′Xα′X)G′′′(β′′F′Xβ′F′X)](αX,G′βFX) (α′′X,G′′′β′′F′′X)[(α′XαX)G′′(β′FXβFX)]
((α′′Xα′X)αX)G′′′((β′′FXβ′FX)βFX) (α′′X(α′XαX))G′′′(β′′FX(β′FXβFX))
⊗2X ∗ 1
⊗2X
1 ∗⊗2X
⊗2X
aC
aBG′′′ ∗ a
C
of 2-cells are equal in A3(GFX,G′′′F′′′X). Using (11.3.12):
● Each of the top left vertical arrow and the two right vertical arrows is a
composite of four 2-cells.
● On the other hand, the lower left vertical arrow is a composite of eight
2-cells because (β′′β′)αX is a composite of five 2-cells by (4.2.18).
352 11. TRICATEGORY OF BICATEGORIES
By (11.3.14), the left-bottom composite in (11.3.24) is equal to the composite of
the pasting diagram
GFX
G′FX
G′F′X G′′F′X G′′F′′X
G′′′F′′X
G′′′F′′′X
G′′FX
G′′′FX
G′′′F′X
βFX
αX,G′
β′F′X α
′
X,G′′
β′′F′′X
α′′X,G′′′
β′FX
β′′FX
(α′′X(α
′
XαX))G′′′
αX,G′′
β′′F′X
α′X,G′′′
(α′′Xα
′
X)G′′′
αX,G′′′
((α′′Xα
′
X)αX)G′′′
⇒
β′
−1
αX ⇒
β′′
−1
α′
X
⇒
β′′
−1
αX
⇒
G′′′
2
⇒G
′′′2
⇒a
B
G′′′
whose domain and codomain have the bracketings of the upper left corner and
the lower right corner in (11.3.24), respectively. By the lax associativity (4.1.7) of
G′′′, the above pasting diagram is equal to the one below.
GFX
G′FX
G′F′X G′′F′X G′′F′′X
G′′′F′′X
G′′′F′′′X
G′′FX
G′′′FX
G′′′F′X
βFX
αX,G′
β′F′X α
′
X,G′′
β′′F′′X
α′′X,G′′′
β′FX
β′′FX
(α′′X(α
′
XαX))G′′′
αX,G′′
β′′F′X
α′X,G′′′
αX,G′′′
(α′XαX)G′′′
⇒
β′
−1
αX ⇒
β′′
−1
α′
X
⇒
β′′
−1
αX
⇒
G′′′
2
⇒G
′′′2
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The previous pasting diagram is equal to the one below
GFX
G′FX
G′F′X G′′F′X G′′F′′X
G′′′F′′X
G′′′F′′′X
G′′FX
G′′′FX
βFX
αX,G′
β′F′X α
′
X,G′′
β′′F′′X
α′′X,G′′′
β′FX
β′′FX
(α′′X(α
′
XαX))G′′′
αX,G′′
(α′XαX)G′′
(α′XαX)G′′′
⇒
β′
−1
αX
⇒
G′′
2
⇒
β′′
−1
α′
X
αX
⇒G
′′′2
by the lax naturality (4.2.3) of β′′ for the composable 1-cells αX and α
′
X , since both
G′′
2
and G′′′
2
are invertible.
By (11.3.14), the composite of the previous pasting diagram is equal to the
top-right composite in (11.3.24), which is therefore commutative. 
11.4. Composition for Bicategories
In this section we finish the construction of a pseudofunctor
Bicatps(A2,A3)×Bicatps(A1,A2) Bicatps(A1,A3)(⊗,⊗2,⊗0)
by defining the lax unity constraint ⊗0. The plan for this section is as follows. We:
● define ⊗0 in Definition 11.4.1;
● prove that ⊗0 is a natural isomorphism in Lemma 11.4.4;
● prove the lax left and right unity axioms (4.1.4) in Lemma 11.4.6.
For a lax functor F, recall from Proposition 4.2.12 the identity transformation
1F ∶ F F, which is a strong transformation.
Definition 11.4.1. Suppose F and G as in
A1 A2 A3
F G
are pseudofunctors between bicategories. Define ⊗0 as in
(11.4.2) GF GF
1GF
1G ⊗ 1F
⇒
⊗0
with component 2-cells the vertical composites
(11.4.3)
(1GF)X = 1GFX 1FX,G1GFX = (1G ⊗ 1F)X
1GFX1GFX
⊗0X
ℓ
−1
1GFX G
0
FX ∗ 11GFX
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in A3(GFX,GFX) for objects X ∈ A1. ◇
Lemma 11.4.4. ⊗0 ∶ 1GF 1G ⊗ 1F in (11.4.2) is an invertible modification.
Proof. Since G0 is invertible, so is G0FX ∗ 11GFX by Lemma 2.2.3. So each component
2-cell of ⊗0 is the vertical composite of two invertible 2-cells in A3, which is invert-
ible. By (4.2.13), (11.4.3), and Convention 11.3.15, the modification axiom (4.4.4)
for ⊗0 means the commutativity of the diagram
(11.4.5)
fGF1GFX fGF(1GFX1GFX) fGF(1FX,G1GFX)
fGF
1GFY fGF (1GFY1GFY) fGF (1FY,G1GFY) fGF
fGF1GFX
1FY,G fGF
B1
B2
B3
1ℓ−11GFX 1(G
0
FX1)
1∗⊗0X
r fGF
ℓ
−1
fGF
(1GF) f
ℓ
−1
1GFY1 fGF (G
0
FY1)1
⊗0Y ∗ 1
3
4
2
(1G ⊗ 1F) f
1
G0FY ∗ 1
in A3(GFX,GFX) for each 1-cell f ∈ A1(X,Y). The right edge (1G ⊗ 1F) f decom-
poses into nine 2-cells by (4.2.13) and (11.3.8), as indicated by the numbers 2, 3,
and 4 decorating the arrows. It remains to show that the sub-diagrams B1, B2, and
B3 are commutative.
Next is the diagram B1, rearranged into a rectangle.
fGF1GFX
fGF(1GFX1GFX)
fGF(1FX,G1GFX) ( fGF1FX,G)1GFX
( fF1FX)G1GFX
fGF1GFX
( fGF1GFX)1GFX
mid4
nat
1ℓ
−1
1GFX
1(G0FX1)
a
−1
G
2
1
r fF ,G1
1
unity
r
−1
fGF1
a
−1
(1G0FX)1
r fGF1
The right triangle is commutative by the lax right unity (4.1.4) of G.
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Next is the diagram B2.
fGF1GFX fGF1GFX (1FY fF)G1GFX
fGF (1FY fF)G (1FY,G fFG)1GFX
1GFY fGF 1FY,G fGF 1FY,G( fFG1GFX)
nat
1 ℓ
−1
fF,G1
G0FY1
1r fGF
r fGF
ℓ
−1
fGF
G−21
a
ℓ
−1
fF,G
G−2
(G−2ℓ−1fF ,G)1
mid4
r
unity
The bottom left square is commutative by the lax left unity (4.1.4) of G.
Next is the diagram B3, rearranged into a rectangle.
1GFY fGF 1FY,G fGF
1GFY(1GFY fGF) 1FY,G(1GFY fGF)
(1GFY1GFY) fGF (1FY,G1GFY) fGF
mid4
nat
G
0
FY1
(G0FY1)1
ℓ
−1
1GFY1 fGF
1ℓ
−1
fGF
a
−1
1ℓ
−1
fGF
unity
a
−1
G
0
FY1
We have shown that the diagram (11.4.5) is commutative, so ⊗0 is an invertible
modification. 
Recall the notation Ai,j = Bicat
ps(Ai,Aj) and related notations from Conven-
tion 11.3.1. We will use these in the results below.
Lemma 11.4.6. The tuple (⊗,⊗2,⊗0) satisfies the lax left and right unity axioms (4.1.4).
Proof. The lax left unity axiom is the following assertion. Given bicategories A1,
A2, and A3, and strong transformations α and β as in
A1 A2 A3
F
F′
G
G′
⇒
α
⇒
β
between pseudofunctors, the diagram of modifications
(11.4.7)
1G′F′(β⊗ α) β⊗ α
(1G′ ⊗ 1F′)(β⊗ α) (1G′β)⊗ (1F′α)
⊗0∗1
ℓ
⊗2
ℓ⊗ℓ
in A1,3(GF,G′F′) is commutative. Using (11.3.12) and (11.4.3), and evaluating at
an objectX ∈ A1, the diagram (11.4.7) yields the boundary of the following diagram
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in A3(GFX,G′F′X).
(11.4.8)
1G′F′X(αX,G′βFX) αX,G′βFX
(1G′F′X1G′F′X)(αX,G′βFX) (1F′XαX)G′(1G′FXβFX)
(1F′X,G′1G′F′X)(αX,G′βFX) (1F′X,G′αX,G′)(1G′FXβFX)
[1F′X,G′(1G′F′XαX,G′)]βFX [1F′X,G′(αX,G′1G′FX)]βFX
● ●
● ●
(♣)
ℓαX,G′ βFX
(1(1G′)
−1
αX)1
ℓ
−1
1G′F′X
1
(G′0F′X1)1
≅ ≅
G′
2
1
ℓαX,G′ℓβFX
We will show its commutativity by showing that the five sub-diagrams are com-
mutative.
The middle square (♣) in (11.4.8) is the outer diagram below.
(1G′F′XαX,G′)βFX (1G′F′XαX,G′)(1G′FXβFX)
[1G′F′X(1G′F′XαX,G′)]βFX [1G′F′X(αX,G′1G′FX)]βFX
1ℓ−1
(1(1G′)
−1
αX)1
(1ℓ)1 ≅
(1r−1)1
The lower left triangle is commutative by the definition of (1G′)αX in (4.2.13). The
upper right triangle is the boundary of the following diagram in A3(GFX,G′F′X).
(1G′F′XαX,G′)βFX (1G′F′XαX,G′)(1G′FXβFX)
αX,G′βFX αX,G′(1βFX) 1[αX,G′(1βFX)]
(αX,G′1)βFX 1[(αX,G′1)βFX]
[1G′F′X(αX,G′1G′FX)]βFX
mid4
MC
nat
nat
unity
unity
unity
1ℓ−1
(1r−1)1 ≅
ℓ1
ℓ1 a
ℓ1ℓ
r1 a 1a
−1
ℓ
ℓ1 a−1
This shows that the middle square (♣) in (11.4.8) is commutative.
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Abbreviating every identity 1-cell to 1, the four trapezoids in (11.4.8) are fur-
ther divided as follows.
1(αX,G′βFX) αX,G′βFX
(11)(αX,G′βFX) (1αX)G′(1βFX)
(1G′1)(αX,G′βFX) (1G′αX,G′)(1βFX)
[1G′(1αX,G′)]βFX [1G′(αX,G′1)]βFX
● ●
● ●
unity
(♣)
(♢)
natnat
ℓ
(1(1G′)
−1
αX)1
ℓ
−1
1 1
(G′0F′X1)1
≅ ≅
G′
2
1
ℓαX,G′ℓβFX
1ℓ−1
≅(1ℓ)1
a−1
ℓℓ
ℓ1
mid4
mid4
mid4
≅
(G′01)1
● In the bottom trapezoid, the left and the right boundaries both have the
form (G′0F′X1)1. The inside arrow is (G′0F′X(1G′)−1αX)1.
● In the right trapezoid, the upper triangle is commutative by the lax left
unity (4.1.4) of G′.
In the left trapezoid, the sub-diagram (♢) is the outer diagram below.
1(αX,G′βFX) (1αX,G′)βFX
[(11)αX,G′]βFX
(11)(αX,G′βFX) [1(1αX,G′)]βFX
MC
nat+ unity
unity
a−1
ℓ
−1
1 1
≅
(1ℓ)1
(r11)1
a−1 a1
We have shown that the diagram (11.4.8) is commutative.
The lax right unity axiom is proved by a similar argument, and we ask the
reader to check it in Exercise 11.7.2. 
Proposition 11.4.9. For bicategories A1, A2, and A3, the tuple
A2[1,3] = Bicat
ps(A2,A3)×Bicatps(A1,A2) Bicatps(A1,A3) = A1,3(⊗,⊗2,⊗0)
defined in
● Definition 11.3.2 for ⊗,
● Definition 11.3.10 for ⊗2, and
● Definition 11.4.1 for ⊗0,
is a pseudofunctor.
Proof. The assignment ⊗ is well-defined by
● Lemma 4.1.29 on objects,
● Lemmas 4.2.19, 11.1.5, and 11.1.6 on 1-cells, and
● Lemma 11.3.9 on 2-cells.
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Moreover:
● ⊗2 is a natural isomorphism by Lemmas 11.3.16 and 11.3.19.
● Lemma 11.4.4 and Explanation 4.1.5(3) imply that ⊗0 is a natural isomor-
phism.
The lax associativity axiom (4.1.3) and the lax left and right unity axioms (4.1.4)
hold by Lemmas 11.3.22 and 11.4.6, respectively. 
We call the pseudofunctor (⊗,⊗2,⊗0) the composition.
11.5. The Associator
In this section we define the associator (11.2.7) of the tricategory of bicategor-
ies. The plan for this section is as follows:
● The left adjoint a of the associator is defined in Definition 11.5.1. It is
shown to be a 1-cell in Lemmas 11.5.9 and 11.5.11 through 11.5.13.
● The right adjoint a ● of the associator is defined in Definition 11.5.15.
● The unit and the counit of the associator are defined in Definition 11.5.20.
They are observed to be invertible 2-cells in Lemmas 11.5.23 and 11.5.24.
● The triangle identities are checked in Proposition 11.5.25.
We remind the reader of Conventions 11.1.4, 11.3.1, and 11.3.15, and that com-
position of lax functors is strictly associative, as shown in Theorem 4.1.30. The
associator involves the pseudofunctor ⊗ in Proposition 11.4.9.
Definition 11.5.1. Suppose A1,A2,A3, and A4 are bicategories. Define a as in
(11.5.2) A3[1,4] A1,4
⊗(⊗× 1)
⊗(1×⊗)
⇒
a
with the following components.
Component 1-Cells: For pseudofunctors
(11.5.3) A1 A2 A3 A4,
F G H
i.e., an object (H,G, F) ∈ A3[1,4], a has a component 1-cell
(⊗ (⊗× 1))(H,G, F) = HGF HGF = (⊗ (1×⊗))(H,G, F)aH,G,F = 1HGF
which is the identity strong transformation of the composite HGF ∈ A1,4
in Proposition 4.2.12.
Component 2-Cells: For strong transformations
(11.5.4) A1 A2 A3 A4,
F
F′
G
G′
H
H′
⇒
α
⇒
β
⇒
γ
i.e., a 1-cell
(γ, β, α) ∈ A3[1,4]((H,G, F), (H′,G′, F′)),
11.5. THE ASSOCIATOR 359
a has a component 2-cell in A1,4(HGF,H′G′F′), i.e., a modification (to be
justified in Lemma 11.5.9 below)
(11.5.5)
HGF H′G′F′
HGF H′G′F′
(γ⊗ β)⊗ α
aH,G,F = 1HGF 1H′G′F′ = aH′,G′,F′
γ⊗ (β⊗ α)
⇒
aγ,β,α
given by the vertical composite 2-cell
(11.5.6)
((αX,G′βFX)H′γGFX)1HGFX 1H′G′F′X(αX,H′G′(βFX,H′γGFX))
(αX,G′βFX)H′(γGFX1HGFX) αX,H′G′(βFX,H′γGFX)
(αX,H′G′βFX,H′)γGFX
(aγ,β,α)X
a
H
′−2
r
a
ℓ
−1
in A4(HGFX,H′G′F′X) for each object X ∈ A1.
This finishes the definition of a. ◇
Explanation 11.5.7. By the naturality (2.1.13) of ℓ and r, and the right unity prop-
erty in Proposition 2.2.4, the component (aγ,β,α)X in (11.5.6) is equal to the follow-
ing two composites.
(11.5.8)
((αX,G′βFX)H′γGFX)1HGFX 1H′G′F′X(αX,H′G′(βFX,H′γGFX))
(αX,G′βFX)H′γGFX 1H′G′F′X((αX,H′G′βFX,H′)γGFX)
1H′G′F′X((αX,G′βFX)H′γHGFX)
(aγ,β,α)X
r
ℓ
−1 1(H′−21)
1a
((αX,H′G′βFX,H′)γGFX)1HGFX αX,H′G′(βFX,H′γGFX)
(αX,H′G′(βFX,H′γGFX))1HGFX
(H′−21)1
a1 r
ℓ
−1
Moreover, in each composite, the order of r and ℓ−1 can switch. ◇
Lemma 11.5.9. The component aγ,β,α in (11.5.5) is an invertible modification.
Proof. Each component of aγ,β,α is a vertical composite of four invertible 2-cells in
A4, so it is invertible.
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Writing every identity 1-cell as 1, the modification axiom (4.4.4) for aγ,β,α with
respect to a 1-cell f ∈ A1(X,Y) is the commutativity of the diagram
(11.5.10)
fH′G′F′[((αX,G′βFX)H′γGFX)1] fH′G′F′[1(αX,H′G′(βFX,H′γGFX))]
[((αY,G′βFY)H′γGFY)1] fHGF [1(αY,H′G′(βFY,H′γGFY))] fHGF
1(aγ,β,α)X
4
[(γ⊗ (β⊗ α))1] f12 [1((γ⊗ β)⊗ α)] f19
(aγ,β,α)Y1
4
in A3(HGFX,H′G′F′Y). The numbers 4, 4, 12, and 19 decorating the arrows in-
dicate the number of 2-cells each arrow decomposes into using (4.2.13), (4.2.18),
(11.3.8), and (11.5.6). Similar to Lemma 11.3.16, the commutativity of (11.5.10) is
proved by sub-dividing it into a number of sub-diagrams, each of which is com-
mutative by the axioms and properties in Convention 11.3.15. The only exception
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is the following sub-diagram that appears somewhere in the middle of the ex-
panded form of (11.5.10), with γ = γGFX.
[ fH′G′F′(αX,H′G′βFX,H′)]γ [( fH′G′F′αX,H′G′)βFX,H′]γ
[ fH′G′F′(αX,G′βFX)H′]γ [( fG′F′αX,G′)H′βFX,H′]γ
[ fG′F′(αX,G′βFX)]H′γ [( fG′F′αX,G′)βFX]H′γ
[( fG′F′αX,G′)βFX]H′γ [( fG′F′αX,G′)H′βFX,H′]γ
[( fF′αX)G′βFX]H′γ [( fF′αX)H′G′βFX,H′]γ
[(αY fF)G′βFX]H′γ [(αY fF)H′G′βFX,H′]γ
[(αY,G′ fG′F)βFX]H′γ [(αY,G′ fG′F)H′βFX,H′]γ
[αY,G′( fG′FβFX)]H′γ [(αY,H′G′ fH′G′F)βFX,H′]γ
[αY,G′(βFY fGF)]H′γ [αY,H′G′( fH′G′FβFX,H′)]γ
[(αY,G′βFY) fGF]H′γ [αY,H′G′( fG′FβFX)H′]γ
[(αY,G′βFY)H′ fH′GF]γ [αY,H′G′(βFY fGF)H′]γ
[(αY,H′G′βFY,H′) fH′GF]γ [αY,H′G′(βFY,H′ fH′GF)]γ
lax as
lax as
lax as
(1H′2)1
H′
2
1
a−1H′1
(G′21)H′1
(α f ,G′1)H′1
(G′−21)H′1
aH′1
(1β fF)H′1
a−1H′1
H′
−2
1
(H′−21)1
(H′21)1
H′
2
1
H′
−2
1
(G′2H′1)1
(α f ,H′G′1)1
(G′−2H′1)1
(H′−21)1
a1
(1H′2)1
(1β fF ,H′)1
(1H′−2)1
a−11
a−1H′1
H′
−2
1
H′
−2
1
H′
−2
1
H′
−2
1
H′
−2
1
a1
(β⊗ α) f ,H′1
The three marked sub-diagrams above are commutative by the lax associativity
(4.1.3) of H′. The other four sub-diagrams are commutative by the naturality
(4.1.6) of H′
2
. 
Next we check that a satisfies the axioms of a lax transformation.
Lemma 11.5.11. The construction a in (11.5.2) is natural in the sense of (4.2.5).
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Proof. Naturality of a means that, for modifications (Ω,Σ,Γ) as in
A1 A2 A3 A4,
F
F′
G
G′
H
H′
⇛
Γ
⇒
α
⇒
α′ ⇛
Σ
⇒
β
⇒
β′ ⇛
Ω
⇒
γ
⇒
γ′
i.e., a 2-cell in A3[1,4]((H,G, F), (H′,G′, F′)), the diagram
[γ⊗ (β⊗ α)]1HGF [γ′ ⊗ (β′ ⊗ α′)]1HGF
1H′G′F′[(γ⊗ β)⊗ α] 1H′G′F′[(γ′ ⊗ β′)⊗ α′]
[Ω⊗ (Σ⊗ Γ)] ∗ 1
aγ,β,α aγ′,β′,α′
1 ∗ [(Ω⊗Σ)⊗ Γ]
of modifications is commutative.
Evaluating at an object X ∈ A1 and using (4.4.6), (11.3.4), and (11.3.6) to expand
the boundaries, the previous diagram yields the diagram
[(αX,G′βFX)H′γGFX]1HGFX [(α′X,G′β′FX)H′γ′GFX]1HGFX
(αX,G′βFX)H′(γGFX1HGFX) (α′X,G′β′FX)H′(γ′GFX1HGFX)
(αX,H′G′βFX,H′)γGFX (α′X,H′G′β′FX,H′)γ′GFX
αX,H′G′(βFX,H′γGFX) α′X,H′G′(β′FX,H′γ′GFX)
1H′G′F′X[αX,H′G′(βFX,H′γGFX)] 1H′G′F′X[α′X,H′G′(β′FX,H′γ′GFX)]
a
H
′−2
r
a
ℓ
−1
a
H
′−2
r
a
ℓ
−1
[(ΓX,G′ΣFX)H′ΩGFX]1
(ΓX,G′ΣFX)H′(ΩGFX1)
(ΓX,H′G′ΣFX,H′)ΩGFX
ΓX,H′G′(ΣFX,H′ΩGFX)
1[(ΓX,H′G′(ΣFX,H′ΩGFX)]
in A4(HGFX,H′G′F′X). In the previous diagram, every sub-diagram is commu-
tative by naturality. 
Lemma 11.5.12. The construction a in (11.5.2) satisfies the lax unity axiom (4.2.7).
Proof. The lax unity axiom for a means that, for pseudofunctors (H,G, F) as in
(11.5.3), the diagram
1HGF1HGF 1HGF 1HGF1HGF
[1H ⊗ (1G ⊗ 1F)]1HGF 1HGF[(1H ⊗ 1G)⊗ 1F]
ℓ r
−1
[⊗(1×⊗)]0H,G,F ∗ 1 1∗ [⊗(⊗× 1)]
0
H,G,F
a(1H ,1G,1F)
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of modifications is commutative.
Evaluating at an object X ∈ A1, abbreviating 1HGFX to 1, and using (4.1.27),
(11.4.3), and (11.5.6) to expand the boundary, the previous diagram yields the
boundary of the following diagram in A4(HGFX,HGFX).
11 1 11
(11)1 11 1(11)
(1GFX,H1)1 1GFX,H1 1(1GFX,H1)
[(1GFX1GFX)H1]1 1[1FX,HG1]
[(1FX,G1GFX)H1]1 1FX,HG1 1[1FX,HG(11)]
(1FX,G1GFX)H(11) (1FX,HG1)1 1[1FX,HG(1GFX,H1)]
(1FX,HG1GFX,H)1 1FX,HG(1GFX,H1)
ℓ
−1
1
(H01)1
(ℓ−1H 1)1
[(G01)H1]1
a
H
−2
r
1ℓ
−1
1(H01)
1(G0H1)
1(1ℓ−1)
1[1(H01)]
ℓ
−1
ℓ r
−1
r ℓ
r ℓ
ℓ
H
0
1
G
0
H1
a
rHr
r
−1
1
(1H0)1
In the previous diagram, the bottom left parallelogram is commutative by the lax
right unity (4.1.4) of H. The other sub-diagrams are commutative by the axioms
and properties in Convention 11.3.15. 
Lemma 11.5.13. The construction a in (11.5.2) satisfies the lax naturality axiom (4.2.8).
Proof. The lax naturality axiom for a means that, for strong transformations α, α′,
β, β′, γ, and γ′ as in
A1 A2 A3 A4,
F
F
′
F
′′
G
G
′
G
′′
H
H
′
H
′′
⇒
α
⇒
α
′
⇒
β
⇒
β
′
⇒
γ
⇒
γ
′
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the diagram of modifications
[γ′γ⊗ (β′β⊗ α′α)]1HGF
[(γ′ ⊗ (β′ ⊗ α′))(γ⊗ (β⊗ α))]1HGF 1H′′G′′F′′[(γ′γ⊗ β′β)⊗ α′α]
(γ′ ⊗ (β′ ⊗ α′))[(γ⊗ (β⊗ α))1HGF] 1H′′G′′F′′[((γ′ ⊗ β′)⊗ α′)((γ⊗ β)⊗ α)]
(γ′ ⊗ (β′ ⊗ α′))[1H′G′F′((γ⊗ β)⊗ α)] [1H′′G′′F′′((γ′ ⊗ β′)⊗ α′)]((γ⊗ β)⊗ α)
[(γ′ ⊗ (β′ ⊗ α′))1H′G′F′]((γ⊗ β)⊗ α)
[⊗(1×⊗)]2 aγ′γ,β′β,α′α
a
1 ∗ aγ,β,α
a
−1 aγ′,β′,α′ ∗ 1
a
1 ∗ [⊗(⊗× 1)]2
is commutative. Evaluating at an object X ∈ A1, and using (4.4.6), (4.1.28), (11.3.12),
and (11.5.6) to expand the boundary, the previous diagram yields a diagram D in
A4(HGFX,H′′G′′F′′X) consisting of 32 2-cells. As in Lemmas 11.3.16 and 11.5.9,
the commutativity of the diagram D is proved by dividing it into sub-diagrams.
Each sub-diagram is commutative by the lax associativity (4.1.3) of H′′, or the
axioms and properties in Convention 11.3.15, with the following two exceptions.
With the abbreviations α′ = α′X,H′′G′′ , β = βFX,H′ , γ = γGFX, and γ
′
= γ′G′FX, the
first exception is the sub-diagram
[α′((β′F′X,H′′αX,H′′G′)γ′)](βγ)
[α′(β′F′X,H′′(αX,H′′G′γ′))](βγ) [α′((β′F′XαX,G′)H′′γ′)](βγ)
[α′(β′F′X,H′′(γ′G′F′XαX,H′G′))](βγ) [α′((αX,G′′β′FX)H′′γ′)](βγ)
[α′((β′F′X,H′′γ′G′F′X)αX,H′G′)](βγ) [α′((αX,H′′G′′β′FX,H′′)γ′)](βγ)
[α′(αX,H′′G′′(β′FX,H′′γ′))](βγ)
(1a−1)1 [1(H′′21)]1
[1(β′−1αX,H′′1)]1[1(1γ
′
αX,G′ )]1
(1a−1)1
[1(γ′ ⊗ β′)−1αX]1 (1a
−1)1
[(1H′′2)1]1
that is commutative by the definition (11.3.8) of (γ′ ⊗ β′)αX .
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Next, with the abbreviations α′ = α′X,G′′, β = βFX, β
′
= β′F′X , and γ = γGFX, the
other exception is the sub-diagram
[(α′β′)H′′((αX,G′β)H′′γ′GFX)]γ
[(α′β′)H′′(γ′G′F′X(αX,G′β)H′)]γ [(α′β′)H′′((αX,H′′G′βH′′)γ′GFX)]γ
[(α′β′)H′′(γ′G′F′X(αX,H′G′βH′))]γ [(α′β′)H′′(αX,H′′G′(βH′′γ′GFX))]γ
[(α′β′)H′′((γ′G′F′XαX,H′G′)βH′)]γ [(α′β′)H′′(αX,H′′G′(γ′G′FXβH′))]γ
[(α′β′)H′′((αX,H′′G′γ′G′FX)βH′)]γ
(1γ′−1αX,G′ β)1 [1(H′′
−2
1)]1
(1a)1
[1(1γ′β)]1
[1(1H′−2)]1
(1a−1)1
[1(γ′−1αX,G′ 1)]1
(1a)1
that is commutative by the lax naturality (4.2.8) of γ′ applied to the composable
1-cells
GFX G′FX G′F′X
βFX αX,G′
in A3. 
Lemma 11.5.14. The construction a in (11.5.2) is a 1-cell
⊗(⊗× 1) ⊗(1×⊗)a
in Bicatps(A3[1,4],A1,4).
Proof. The assertion means that a is a strong transformation. We checked that a has
well-defined invertible component 2-cells in Lemma 11.5.9. The lax transformation
axioms are checked in Lemmas 11.5.11 through 11.5.13. 
Next we define a right adjoint of a.
Definition 11.5.15. Suppose A1,A2,A3, and A4 are bicategories. Define a
●
as in
(11.5.16) A3[1,4] A1,4
⊗(⊗× 1)
⊗(1×⊗)
⇒a
●
with the following components.
Component 1-Cells: For pseudofunctors
A1 A2 A3 A4,
F G H
a ● has a component 1-cell
(⊗ (1×⊗))(H,G, F) = HGF HGF = (⊗ (⊗× 1))(H,G, F)a
●
H,G,F = 1HGF
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which is the identity strong transformation of the composite HGF ∈ A1,4.
Component 2-Cells: For strong transformations
A1 A2 A3 A4,
F
F′
G
G′
H
H′
⇒
α
⇒
β
⇒
γ
a ● has a component 2-cell in A1,4(HGF,H′G′F′), i.e., a modification
HGF H′G′F′
HGF H′G′F′
γ⊗ (β⊗ α)
a
●
H,G,F = 1HGF 1H′G′F′ = a
●
H′,G′,F′
(γ⊗ β)⊗ α
⇒
a
●
γ,β,α
given by the vertical composite 2-cell
(11.5.17)
(αX,H′G′(βFX,H′γGFX))1HGFX 1H′G′F′X((αX,G′βFX)H′γGFX)
αX,H′G′(βFX,H′γGFX) (αX,G′βFX)H′γGFX
(αX,H′G′βFX,H′)γGFX
(a ●γ,β,α)X
r
a−1 H′
2
1
ℓ
−1
in A4(HGFX,H′G′F′X) for each object X ∈ A1.
This finishes the definition of a ●. ◇
Explanation 11.5.18. The component (a ●γ,β,α)X in (11.5.17) is equal to the following
two composite 2-cells
(αX,H′G′(βFX,H′γGFX))1HGFX 1H′G′F′X((αX,G′βFX)H′γGFX)
αX,H′G′(βFX,H′γGFX) 1H′G′F′X((αX,H′G′βFX,H′)γGFX)
1H′G′F′X(αX,H′G′(βFX,H′γGFX))
(a ●γ,β,α)X
r
ℓ
−1
1a−1
1(H′21)
((αX,H′G′βFX,H′)γGFX)1HGFX (αX,G′βFX)H′γGFX
((αX,G′βFX)H′γGFX)1HGFX
a−11
(H′21)1 r
ℓ
−1
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by the naturality (2.1.13) of r and ℓ−1. Moreover, in each composite, the order of r
and ℓ−1 can switch. ◇
Lemma 11.5.19. The construction a
●
in (11.5.16) is a 1-cell
⊗(1×⊗) ⊗(⊗× 1)a ●
in Bicatps(A3[1,4],A1,4).
Proof. The assertion means that a ● is a strong transformation. The proof is similar
to the case for a in Lemmas 11.5.9 and 11.5.11 through 11.5.13. We ask the reader
to write down the details in Exercise 11.7.3. 
Our next objective is to show that (a, a ●) is part of an adjoint equivalence with
left adjoint a and right adjoint a ●. So we need to define the unit and the counit,
and check the triangle identities.
Definition 11.5.20. Define the assignments
(11.5.21) 1⊗(⊗×1) a
●
a
ηa
and aa
●
1⊗(1×⊗)
εa
as follows. For each object (H,G, F) ∈ A3[1,4] as in (11.5.3) and each object X ∈ A1,
ηa and εa have the component 2-cells
(11.5.22)
(1⊗(⊗×1))(H,G,F),X = 1HGFX 1HGFX1HGFX = (a ●a)(H,G,F),X,
(aa ●)(H,G,F),X = 1HGFX1HGFX 1HGFX = (1⊗(1×⊗))(H,G,F),X
ηa(H,G,F),X = ℓ
−1
1HGFX
εa(H,G,F),X = ℓ1HGFX
in A4(HGFX,HGFX). This finishes the definitions of ηa and εa. ◇
Lemma 11.5.23. In Definition 11.5.20:
(1) For each object (H,G, F) ∈ A3[1,4], ηa(H,G,F) is an invertible 2-cell in A1,4.
(2) ηa is an invertible 2-cell in Bicatps(A3[1,4],A1,4).
Proof. The first assertion means that ηa(H,G,F) is an invertible modification. Since
each component of ℓ−1 is an invertible 2-cell in A4, it remains to check the modifi-
cation axiom (4.4.4). Using (4.2.13), (4.2.18), and (11.5.22) to expand the boundary,
the modification axiom for ηa(H,G,F) is the commutativity around the boundary of
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the following diagram in A4(HGFX,HGFY) for each 1-cell f ∈ A1(X,Y).
fHGF1HGFX fHGF(1HGFX1HGFX)
fHGF ( fHGF1HGFX)1HGFX
1HGFY fHGF fHGF1HGFX
(1HGFY1HGFY) fHGF (1HGFY fHGF)1HGFX
1HGFY(1HGFY fHGF) 1HGFY( fHGF1HGFX)1HGFY fHGF
r
ℓ
−1
ℓ
−1
1 1
1ℓ
−1
1
a
−1
r1
ℓ
−1
1
a
1r1ℓ
−1
a
−1
1
r
rr
−1
1 1
(♣)
The middle trapezoid (♣) is commutative by the naturality of r. The other four
sub-diagrams are commutative by unity as in Convention 11.3.15.
The second assertion means that ηa is an invertible modification. Since each
component ηa(H,G,F) is an invertible 2-cell in A1,4, it remains to check the modifica-
tion axiom for ηa. This means that for each 1-cell (γ, β, α) in A3[1,4] as in (11.5.4),
we need to check the commutativity of the diagram
((γ⊗ β)⊗ α)1HGF ((γ⊗ β)⊗ α)(1HGF1HGF)
(γ⊗ β)⊗ α
1H′G′F′((γ⊗ β)⊗ α) (1H′G′F′1H′G′F′)((γ⊗ β)⊗ α)
r
ℓ
−1
ηa(H′,G′,F′) ∗ 1
1 ∗ ηa(H,G,F)
(a ●a)(γ,β,α)
of 2-cells (i.e., modifications) inA1,4(HGF,H′G′F′). Evaluating at an object X ∈ A1,
using the abbreviations 1 = 1HGFX, 1
′
= 1H′G′F′X , α = αX,H′G′ , β = βFX,H′, and γ =
11.5. THE ASSOCIATOR 369
γGFX, and using (4.2.18), (11.5.6), and (11.5.17) to expand the boundary, the previ-
ous diagramyields the boundary of the following diagram in A4(HGFX,H′G′F′X).
(α(βγ))(11)(α(βγ))1 [(α(βγ))1]1
α(βγ) (α(βγ))1
1′(α(βγ)) ((αβ)γ)1
(1′1′)(α(βγ)) ((αX,G′βFX)H′γ)1
1′[1′(α(βγ))] [1′((αX,G′βFX)H′γ)]1
1′(α(βγ)) 1′[((αX,G′βFX)H′γ)1]
1′((αβ)γ) 1′[(αX,G′βFX)H′(γ1)]
1′[(α(βγ))1]
1′[((αβ)γ)1]
1′[(αβ)(γ1)]
r
ℓ
−1
ℓ
−11
1ℓ−1 a−1
r1
a−11
(H′21)1
ℓ
−11
a
1a
1(H′−2r)
1a
1ℓ−1
a−1
ℓ
−1 1
1(a−11)
1a
ℓ
−1
1(1r) 1(H′21)
In the previous diagram, each sub-diagram is commutative by the naturality and
unity properties in Convention 11.3.15. 
Lemma 11.5.24. In Definition 11.5.20:
(1) For each object (H,G, F) ∈ A3[1,4], εa(H,G,F) is an invertible 2-cell in A1,4.
(2) εa is an invertible 2-cell in Bicatps(A3[1,4],A1,4).
Proof. This is similar to the proof of Lemma 11.5.23. We ask the reader to check it
in Exercise 11.7.4. 
Proposition 11.5.25. In the bicategory Bicatps(A3[1,4],A1,4), the quadruple
(a, a ●, ηa, εa)
with
● a ∶ ⊗(⊗× 1) ⊗ (1×⊗) in (11.5.2),
● a ● ∶ ⊗(1×⊗) ⊗ (⊗× 1) in (11.5.16), and
● ηa ∶ 1⊗(⊗×1) a
●
a and εa ∶ aa ● 1⊗(1×⊗) in (11.5.21),
is an adjoint equivalence.
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Proof. By Lemmas 11.5.14 and 11.5.19, a and a ● are 1-cells. By Lemmas 11.5.23
and 11.5.24, ηa and εa are invertible 2-cells. It remains to check the triangle iden-
tities in (6.1.2). The left triangle identity is the commutativity of the leftmost dia-
gram in (11.5.26) below; a diagram of 2-cells in Bicatps(A3[1,4],A1,4).
(11.5.26)
a1⊗(⊗×1) a(a ●a) (aa ●)a
a 1⊗(1×⊗)a
r
1∗ηa a−1
εa∗1
ℓ
11 1(11) (11)1
1 11
r
1ℓ−1
r−11
a−1
ℓ1
ℓ
Evaluating at an object (H,G, F) ∈ A3[1,4] as in (11.5.3) and an object X ∈ A1, and ab-
breviating 1HGFX to 1, the diagram on the left of (11.5.26) yields the outer diagram
on the right of (11.5.26); a diagram in A4(HGFX,HGFX). In the right diagram,
the top sub-diagram is commutative by the unity axiom (2.1.4), and the bottom
sub-diagram is commutative by the equality ℓ1 = r1 in Proposition 2.2.6.
The right triangle identity is the commutativity of the leftmost diagram in
(11.5.27) below; a diagram of 2-cells in Bicatps(A3[1,4],A1,4).
(11.5.27)
1⊗(⊗×1)a
● (a ●a)a ● a ●(aa ●)
a
●
a
●
1⊗(1×⊗)
ℓ
ηa∗1 a
1∗εa
r
11 (11)1 1(11)
1 11
ℓ
ℓ
−11
ℓ
−1
a
1ℓ
r
Evaluating at an object (H,G, F) ∈ A3[1,4] and an object X ∈ A1, the diagram on
the left of (11.5.27) yields the outer diagram on the right of (11.5.27); a diagram in
A4(HGFX,HGFX). In the right diagram, the top sub-diagram is commutative by
the left unity property in Proposition 2.2.4, and the bottom sub-diagram is com-
mutative by the equality ℓ1 = r1 and the naturality (2.1.13) of ℓ. 
We call (a, a ●, ηa, εa) the associator.
11.6. The Other Structures
In this section we define the rest of the structures in the tricategory of bicate-
gories. We define:
● the identities as in (11.2.6) in Definition 11.6.1;
● the left unitor as in (11.2.8) in Definitions 11.6.4, 11.6.6, and 11.6.8;
● the right unitor as in (11.2.8) in Definitions 11.6.10, 11.6.12, and 11.6.14;
● the pentagonator as in (11.2.9) in Definition 11.6.16;
● the middle, left, and right 2-unitors as in (11.2.11) in Definitions 11.6.18,
11.6.20, and 11.6.22, respectively.
Definition 11.6.1. For each bicategory A, define an assignment
(11.6.2) 1 Bicatps(A,A)1A
called the identity of A, as follows.
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Object: The unique object ∗ ∈ 1 is sent to the identity strict functor
1A ∈ Bicat
ps(A,A)
of A in Example 4.1.11.
1-Cell: The unique identity 1-cell 1∗ in 1 is sent to the identity strong transforma-
tion
1A 1A
11A
of 1A in Proposition 4.2.12.
2-Cell: The unique identity 2-cell in 1 is sent to the identity modification of 11A in
Definition 4.4.5. In other words, its component at an object X ∈ A is the
identity 2-cell 11X ∈ A(X,X) of the identity 1-cell 1X.
Lax Unity Constraint: 10
A
is the identity modification of 11A .
Lax Functoriality Constraint: It is the modification
11A11A 11A
12A
whose component at an object X ∈ A is the 2-cell
(11A)X(11A)X = 1X1X 1X = (11A)Xℓ1X≅
in A(X,X).
This finishes the definition of 1A. ◇
Lemma 11.6.3. 1A in Definition 11.6.1 is a pseudofunctor.
Proof. The naturality (4.1.6) of 12A follows from the fact that 1 has no non-identity
2-cells. The lax left unity axiom (4.1.4) holds because both 10A and the left unitor
in 1 are identities, while 12A is the left unitor in each component. The unity prop-
erty ℓ1 = r1 in Proposition 2.2.6 imply both the lax right unity axiom and the lax
associativity axiom (4.1.3). 
The next few definitions are about the left unitor.
Definition 11.6.4. For bicategories A1 and A2, define an assignment ℓ as in
(11.6.5) Bicatps(A1,A2) =A1,2 A1,2 = Bicatps(A1,A2)
⊗(1A2 × 1)
1A1,2
⇒
ℓ
with the following components. In (11.6.5), 1A1,2 is the identity strict functor of
A1,2 in Example 4.1.11, and 1A2 is the identity of A2 in (11.6.2).
Component 1-Cells: For each pseudofunctor F ∶ A1 A2, i.e., an object F ∈ A1,2,
ℓ has a component 1-cell
(⊗ (1A2 × 1))(F) = 1A2F = F F = (1A1,2)(F),ℓF = 1F
which is the identity strong transformation of F in Proposition 4.2.12.
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Component 2-Cells: For each strong transformation α as in (11.5.4), i.e., a 1-cell in
A1,2(F, F′), ℓ has a component 2-cell (i.e., modification)
(⊗ (1A2 × 1))(F) = F F′ = (⊗ (1A2 × 1))(F′)
(1A1,2)(F) = F F′ = (1A1,2)(F′)
11A2
⊗ α
ℓF = 1F 1F′ = ℓF′
α
⇒
ℓα
in A1,2(F, F′) given by the 2-cell
(α1F)X = αX1FX 1F′X(αX1FX) = [1F′(11A2 ⊗ α)]X
ℓα,X = ℓ
−1
αX1FX
in A2(FX, F′X) for each object X ∈ A1.
This finishes the definition of ℓ. ◇
Definition 11.6.6. Using the same notations as in Definition 11.6.4, define an as-
signment ℓ ● as in
(11.6.7) A1,2 A1,2
⊗(1A2 × 1)
1A1,2
⇒ℓ
●
with the following components.
Component 1-Cells: For each object F ∈ A1,2, ℓ
● has a component 1-cell
(1A1,2)(F) = F F = (⊗ (1A2 × 1))(F).ℓ
●
F = 1F
Component 2-Cells: For each 1-cell α ∈ A1,2(F, F′), ℓ ● has a component 2-cell
(1A1,2)(F) = F F′ = (1A1,2)(F′)
(⊗ (1A2 × 1))(F) = F F′ = (⊗ (1A2 × 1))(F′)
α
ℓ
●
F = 1F 1F′ = ℓ
●
F′
11A2
⊗ α
⇒
ℓ
●
α
in A1,2(F, F′) given by the composite 2-cell
[(11A2 ⊗ α)1F]X = (αX1FX)1FX 1F′XαX = (1F′α)X
αX1FX αX
ℓ
●
α,X
r
r
ℓ
−1
in A2(FX, F′X) for each object X ∈ A1.
This finishes the definition of ℓ ●. ◇
Next we define the unit and the counit for (ℓ, ℓ ●).
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Definition 11.6.8. Define the assignments
1⊗(1A2×1) ℓ
●
ℓ
ηℓ
and ℓℓ ● 11A1,2
εℓ
with, respectively, the component 2-cells
(1⊗(1A2×1))F,X = 1FX 1FX1FX = (ℓ ●ℓ)F,X,
(ℓℓ ●)F,X = 1FX1FX 1FX = (11A1,2 )F,X
ηℓF,X = ℓ
−1
1FX
εℓF,X = ℓ1FX
in A2(FX, FX) for each object F ∈ A1,2 and each object X ∈ A1. ◇
Proposition 11.6.9. In the bicategory Bicatps(A1,2,A1,2), the quadruple
(ℓ, ℓ ●, ηℓ, εℓ)
defined in
● Definition 11.6.4 for ℓ,
● Definition 11.6.6 for ℓ ●, and
● Definition 11.6.8 for ηℓ and εℓ,
is an adjoint equivalence.
Proof. This is similar to the case for (a, a ●, ηa, εa) in Proposition 11.5.25. We ask the
reader to write down the details in Exercise 11.7.5. 
We call (ℓ, ℓ ●, ηℓ, εℓ) the left unitor. The next few definitions are for the right
unitor. The notations in Definition 11.6.4 will be used.
Definition 11.6.10. Define an assignment r as in
(11.6.11) A1,2 A1,2
⊗(1× 1A1)
1A1,2
⇒
r
with the following components.
Component 1-Cells: For each object F ∈ A1,2, r has a component 1-cell
(⊗ (1× 1A1))(F) = F1A1 = F F = (1A1,2)(F).rF = 1F
Component 2-Cells: For each 1-cell α ∈ A1,2(F, F′), r has a component 2-cell
(⊗ (1× 1A1))(F) = F F′ = (⊗ (1× 1A1))(F′)
(1A1,2)(F) = F F′ = (1A1,2)(F′)
α⊗ 11A1
rF = 1F 1F′ = rF′
α
⇒
rα
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in A1,2(F, F′) given by the composite 2-cell
(α1F)X = αX1FX 1F′X(1X,F′αX) = [1F′(α⊗ 11A1 )]X
αX 1F′XαX 1X,F′αX
rα,X
r
ℓ
−1 F′
0
1
ℓ
−1
in A2(FX, F′X) for each object X ∈ A1.
This finishes the definition of r. ◇
Definition 11.6.12. Define an assignment r ● as in
(11.6.13) A1,2 A1,2
⊗(1× 1A1)
1A1,2
⇒r
●
with the following components.
Component 1-Cells: For each object F ∈ A1,2, r
●
has a component 1-cell
(1A1,2)(F) = F F = (⊗ (1× 1A1))(F).r
●
F = 1F
Component 2-Cells: For each 1-cell α ∈ A1,2(F, F′), r ● has a component 2-cell
(1A1,2)(F) = F F′ = (1A1,2)(F′)
(⊗ (1× 1A1))(F) = F F′ = (⊗ (1× 1A1))(F′)
α
r
●
F = 1F 1F′ = r
●
F′
α⊗ 11A1
⇒
r
●
α
in A1,2(F, F′) given by the composite 2-cell
[(α⊗ 11A1)1F]X = (1X,F′αX)1FX 1F′XαX = (1F′α)X
1X,F′αX
r
●
α,X
r
F′
−0
1
in A2(FX, F′X) for each object X ∈ A1.
This finishes the definition of r ●. ◇
Definition 11.6.14. Define the assignments
1⊗(1×1A1) r
●r
ηr
and rr ● 11A1,2
εr
with, respectively, the component 2-cells
(1⊗(1×1A1))F,X = 1FX 1FX1FX = (r ●r)F,X,
(rr ●)F,X = 1FX1FX 1FX = (11A1,2 )F,X
ηrF,X = ℓ
−1
1FX
εrF,X = ℓ1FX
in A2(FX, FX) for each object F ∈ A1,2 and each object X ∈ A1. ◇
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Proposition 11.6.15. In the bicategory Bicatps(A1,2,A1,2), the quadruple
(r, r ●, ηr , εr)
defined in
● Definition 11.6.10 for r,
● Definition 11.6.12 for r ●, and
● Definition 11.6.14 for ηr and εr ,
is an adjoint equivalence.
Proof. This is similar to the case for (a, a ●, ηa, εa) in Proposition 11.5.25. We ask the
reader to write down the details in Exercise 11.7.6. 
We call (r, r ●, ηr , εr) the right unitor.
Next we define the pentagonator. In the next few definitions, ⊗ is the compo-
sition in Proposition 11.4.9, and a is the associator in Proposition 11.5.25.
Definition 11.6.16. Suppose Ap for 1 ≤ p ≤ 5 are bicategories. Define a 2-cell
pi ∈ Bicatps(A4[1,5],A1,5)(⊗ (⊗× 1)(⊗× 1× 1),⊗(1×⊗)(1× 1×⊗))
as in (11.2.9), called the pentagonator, with the following components. For pseudo-
functors
A1 A2 A3 A4 A5,
F G H J
pi has a component 2-cell
JHGF JHGF
JHGF JHGF
JHGF
aJ,H,G ⊗ 1F = 1JHG ⊗ 1F
aJ,HG,F = 1JHGF
1J ⊗ aH,G,F = 1J ⊗ 1HGF
aJH,G,F = 1JHGF aJ,H,GF = 1JHGF
⇒
piJ,H,G,F
in A1,5(JHGF, JHGF) given by the composite 2-cell
(11.6.17)
[(1J ⊗ 1HGF)X1JHGFX](1JHG ⊗ 1F)X 1JHGFX1JHGFX
[(1HGFX,J1JHGFX)1JHGFX](1FX,JHG1JHGFX) (1JHGFX1JHGFX)1JHGFX
[(1JHGFX1JHGFX)1JHGFX](1JHGFX1JHGFX)
pi(J,H,G,F),X
1
[(J−01)1][(JHG)−01] (ℓ1)ℓ
ℓ1
in A5(JHGFX, JHGFX) for each object X ∈ A1. This finishes the definition of pi. ◇
Next we define the three 2-unitors. In the next three definitions, ℓ is the left
unitor in Proposition 11.6.9, and r is the right unitor in Proposition 11.6.15.
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Definition 11.6.18. Suppose A1,A2, and A3 are bicategories. Define a 2-cell
µ ∈ Bicatps(A2[1,3],A1,3)(⊗,⊗)
as in (11.2.11), called the middle 2-unitor, with the following components. For
pseudofunctors
A1 A2 A3,
F G
µ has a component 2-cell
GF GF
(G1A2)F = GF G(1A2F) = GF
r
●
G ⊗ 1F = 1G ⊗ 1F
aG,1,F = 1GF
1G ⊗ ℓF = 1G ⊗ 1F
1GF = 1G⊗F
⇒
µG,F
in A1,3(GF,GF) given by the composite 2-cell
(11.6.19)
[(1G ⊗ 1F)X1GFX](1G ⊗ 1F)X 1GFX
[(1FX,G1GFX)1GFX](1FX,G1GFX) 1GFX1GFX
[(1GFX1GFX)1GFX](1GFX1GFX) (1GFX1GFX)(1GFX1GFX)
µ(G,F),X
1
[(G−01)1](G−01)
(ℓ1)1
ℓℓ
ℓ
in A3(GFX,GFX) for each object X ∈ A1. This finishes the definition of µ. ◇
Definition 11.6.20. Reusing the notations in Definition 11.6.18, define a 2-cell
λ ∈ Bicatps(A2[1,3],A1,3)(⊗ (⊗× 1)(1A3 × 1× 1),⊗)
as in (11.2.11), called the left 2-unitor, with component 2-cells
(1A3G)F = GF GF
1A3(GF) = GF
ℓG ⊗ 1F = 1G ⊗ 1F
a1,G,F = 1GF ℓG⊗F = 1GF
⇒
λG,F
in A1,3(GF,GF) given by the 2-cell
(11.6.21) (1G ⊗ 1F)X = 1FX,G1GFX 1GFX1GFXG−01
λ(G,F),X
in A3(GFX,GFX) for each object X ∈ A1. This finishes the definition of λ. ◇
Definition 11.6.22. Reusing the notations in Definition 11.6.18, define a 2-cell
ρ ∈ Bicatps(A2[1,3],A1,3)(⊗,⊗(1×⊗)(1× 1× 1A1))
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as in (11.2.11), called the right 2-unitor, with component 2-cells
GF G(F1A1) = GF
(GF)1A1 = GF
1G ⊗ r
●
F = 1G ⊗ 1F
r
●
G⊗F = 1GF aG,F,1 = 1GF
⇒
ρG,F
in A1,3(GF,GF) given by the 2-cell
(11.6.23) ρ(G,F),X = G
−01 ∈ A3(GFX,GFX)
in (11.6.21) for each object X ∈ A1. This finishes the definition of ρ. ◇
Lemma 11.6.24. pi, µ, λ, and ρ in Definitions 11.6.16, 11.6.18, 11.6.20, and 11.6.22, are
well-defined invertible 2-cells.
Proof. This is similar to the proofs of Lemmas 11.3.16 and 11.5.9. We ask the reader
to write down the details in Exercise 11.7.7. 
Here is the main result of this chapter.
Theorem 11.6.25. There is a tricategoryB defined by the following data.
● The objects ofB are small bicategories.
● For each pair of bicategories A1 and A2, it has the hom bicategory
B(A1,A2) = Bicatps(A1,A2)
in Corollary 4.4.13.
● The identities, the composition, the associator, and the left and right unitors are
in Lemma 11.6.3 and Propositions 11.4.9, 11.5.25, 11.6.9, and 11.6.15, respec-
tively.
● The pentagonator and the middle, left, and right 2-unitors are in Lemma 11.6.24.
Proof. Since all the tricategorical data of B have been defined, it remains to check
the three tricategorical axioms.
The non-abelian 4-cocycle condition (11.2.14), called NB4 below, means that,
given pseudofunctors
A1 A2 A3 A4 A5 A6
F G H J K
and an object X ∈ A1, the diagram
(11.6.26) [( {(t6t5)t4} t3)t2]t1 (b3b2)b1
φ1
φ2
of 2-cells in A6(KJHGFX,KJHGFX) is commutative. In (11.6.26):
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● On the left-hand side, the six 1-cells are
t1 = [(1KJH ⊗ 1G)⊗ 1F]X = 1FX,KJHG(1GFX,KJH1KJHGFX),
t2 = [1KJHG ⊗ 1F]X = 1FX,KJHG1KJHGFX,
t3 = [(1K ⊗ 1JHG)⊗ 1F]X = 1FX,KJHG(1JHGFX,K1KJHGFX),
t4 = 1KJHGFX,
t5 = [1K ⊗ 1JHGF]X = 1JHGFX,K1KJHGFX, and
t6 = [1K ⊗ (1J ⊗ 1HGF)]X = (1HGFX,J1JHGFX)K1KJHGFX.
They correspond to the six edges in the common top boundary of the two
sides of NB4, evaluated at X.
● On the right-hand side, the three 1-cells are
b1 = b2 = b3 = 1KJHGFX.
They correspond to the three edges in the common bottom boundary of
the two sides of NB4, evaluated at X.
● φ1 and φ2 are the 2-cells given by the composites of the top and the bottom
pasting diagrams, respectively, in NB4, evaluated at X.
The 1-cell t6⋯t1, with the left-normalized bracketing, on the left-hand side of
(11.6.26) is entirely made up of:
● identity 1-cells, such as 1KJHGFX;
● horizontal composites in A5 and A6;
● applications of the pseudofunctors, such as 1FX,KJHG.
To compute the 2-cell φ1 in A6 in (11.6.26), we use the definitions of:
● 1pi in (11.2.30);
● the composite modification in (11.3.4), ⊗2 in (11.3.12), and ⊗0 in (11.4.3);
● aγ,β,α in (11.5.6) with α, β, and γ all identity strong transformations;
● ℓ in (11.6.5) and pi in (11.6.17).
The result is that φ1 is a vertical composite in A6 of horizontal composites involv-
ing:
● identity 2-cells;
● the associator, the left unitor, the right unitor, and their inverses, in one
of the bicategories Ap;
● the lax functoriality and unity constraints of the pseudofunctors F,G,H, J,
and K;
● applications of the pseudofunctors F,G,H, J, and K.
Using the definition of pi1 in (11.2.31), we see that the 2-cell φ2 is also a ver-
tical composite of horizontal composites involving the above 2-cells. Similar to
the proofs of Lemmas 11.3.16, 11.4.4, 11.5.12, and 11.5.13, the equality φ1 = φ2 is
proved by dividing the diagram in question into a number of sub-diagrams, each
of which is commutative by the axioms and properties in Convention 11.3.15, or
the pseudofunctor axioms in Definition 4.1.2.
The other two tricategorical axioms are proved by the same kind of reasoning
as for NB4. For the left normalization axiom (11.2.16), we use the definitions of 1λ
in (11.2.33), µ1 in (11.2.34), µ in (11.6.19), and λ in (11.6.21). For the right normal-
ization axiom (11.2.17), we use the definitions of ρ1 in (11.2.36), 1µ in (11.2.37), and
ρ in (11.6.23). 
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11.7. Exercises and Notes
Exercise 11.7.1. In a tricategory:
(1) Write down a formula for the left 2-unitor λ in terms of the rest of the
tricategorical data, minus ρ. Hint: Use (11.2.33).
(2) Write down a formula for the right 2-unitor ρ in terms of the rest of the
tricategorical data, minus λ. Hint: Use (11.2.36).
Exercise 11.7.2. In Lemma 11.4.6, prove the lax right unity axiom for (⊗,⊗2,⊗0).
Exercise 11.7.3. Prove Lemma 11.5.19, i.e., that a ● is a 1-cell.
Exercise 11.7.4. Prove Lemma 11.5.24, i.e., that εa is an invertible 2-cell.
Exercise 11.7.5. Prove Proposition 11.6.9, i.e., that (ℓ, ℓ ●, ηℓ, εℓ) is an adjoint equiv-
alence.
Exercise 11.7.6. Prove Proposition 11.6.15, i.e., that (r, r ●, ηr , εr) is an adjoint equiv-
alence.
Exercise 11.7.7. Prove Lemma 11.6.24, i.e., that pi, µ, λ, and ρ are invertible 2-cells.
Notes.
11.7.8 (Discussion of Literature). Our Definition 11.2.4 of a tricategory is essen-
tially the one in Gurski’s book [Gur13], with some conventional changes. Gurski’s
definition of a tricategory uses what he called transformations, which are our oplax
transformations in Definition 4.3.1with invertible component 2-cells. Consequently,
Gurski’s concept of a modification is an oplax version of our modification. Other
presentational differences were mentioned in Explanations 11.2.27 and 11.2.28.
Since we are dealing with pseudofunctors, strong transformations, adjoint equiv-
alences, and invertible modifications, these differences between our definition of a
tricategory and the one in [Gur13] are simply a matter of conventions. With these
conventional differences in mind, our Propositions 11.4.9 and 11.5.25 and Theo-
rem 11.6.25 correspond to Propositions 5.1 and 5.3 and Theorem 5.7 in [Gur13].
The original source of tricategories is the paper [GPS95] by Gordon, Power,
and Street. They use the same kind of transformations as in Gurski’s book, i.e.,
our oplax transformations. However, in their original definition of a tricategory,
the associator, the left unitor, and the right unitor are only equivalences in the
sense of Definition 5.1.18, instead of adjoint equivalences as in Gurski’s and our
definitions. ◇
11.7.9 (Alternative Composition, ⊗′). The tricategoryB in Theorem 11.6.25 is one
of two tricategories that can be defined using small bicategories, pseudofunctors,
strong transformations, and modifications. In fact, in (11.3.3) we could also have
defined the composite β⊗′ α as (β☆F′)(G☆α), whichmay be visualized as follows.
A1 A2 A3
F
′
G
β⊗′ α
G ☆ α
F
⇒
α
A1 A2 A3
F
′
G
β ☆ F′
G
′
⇒
β
With this definition, each component is
(β⊗′ α)X = βF′XαX,G.
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The corresponding composite modification has components
(Σ⊗′ Γ)X = ΣF′X ∗ ΓX,G,
as displayed below.
GFX GF′X G′F′X
αX,G
α′X,G
βF′X
β′F′X
⇒
ΓX,G
⇒
ΣF′X
Since the definition of ⊗ has changed, all other tricategorical data—i.e., ⊗2, ⊗0,
the adjoint equivalences a, ℓ, and r, and the invertible modifications pi, µ, λ, and
ρ—also need to be suitably adjusted. An argument similar to the one we gave for
B shows that there is a tricategory B′ with the same objects and hom bicategor-
ies as B, but with ⊗′, etc., in place of their original versions in B. According to
[GPS95, 5.6] and [Gur13, Theorem 5.9], there is a triequivalence B B′. We
will not discuss any details of this result or even the definition of a triequivalence
in this book. For more discussion of tricategories and their coherence, the reader
is referred to [GPS95, Gur13]. ◇
CHAPTER 12
Further 2-Dimensional Categorical Structures
In this chapter we give short introductions to further structures in dimen-
sion 2. Section 12.1 covers monoidal bicategories as one-object tricategories. It
includes definitions of braided, sylleptic, and symmetric monoidal structures. Sec-
tion 12.2 covers the Gray tensor product for 2-categories. This is a monoidal prod-
uct weaker than the Cartesian product and which is a new phenomenon in di-
mension 2. Section 12.3 covers general double categories, also known as pseudo
double categories in the literature. Several important examples of bicategories are
obtained from double categories. Section 12.4 extends Section 12.3 to define mon-
oidal double categories.
For each topic, notes at the end of the chapter give additional topics of interest
and references to the literature. As in previous chapters, the Bicategorical Past-
ing Theorem 3.6.6 and Convention 3.6.7 are used to interpret pasting diagrams in
bicategories.
12.1. Braided, Sylleptic, and Symmetric Monoidal Bicategories
In this section we give the definitions of:
● a monoidal bicategory in Definition 12.1.2;
● a braided monoidal bicategory in Definition 12.1.6;
● a sylleptic monoidal bicategory in Definition 12.1.15;
● a symmetric monoidal bicategory in Definition 12.1.19.
Further explanations are given after each definition.
Motivation 12.1.1. Recall from Example 1.2.12 that a monoid may be regarded
as a one-object category. Also, by Example 2.1.19 a monoidal category may be
identified with a one-object bicategory. The analogue for the next dimension is the
following definition. ◇
Recall Definition 11.2.4 of a tricategory and Definition 2.3.2 of a 2-category.
Definition 12.1.2. Amonoidal bicategory is a tricategory with one object. Amonoidal
2-category is a monoidal bicategory whose only hom bicategory is a 2-category. ◇
Explanation 12.1.3. Interpreting Definition 11.2.4 in the one-object case, we obtain
the following explicit description of a monoidal bicategory
(B,⊗,1, a, ℓ, r,pi,µ,λ, ρ).
Base Bicategory: It has a bicategory B called the base bicategory. The n-fold prod-
uct bicategory B×⋯×B is written as Bn below.
Composition: It has a pseudofunctor
B×B B
(⊗,⊗2,⊗0)
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called the composition.
Identity: It has a pseudofunctor
1 B
(1,12,10)
called the identity. The object 1(∗) ∈ B is also denoted by 1, called the iden-
tity object. In the terminology of Definition 6.4.2 and Explanation 6.4.3, the
identity 1 is a monad in B acting on the identity object 1 ∈ Bwith
● a 1-cell t = 1(1∗) ∈ B(1,1),
● an invertible multiplication 2-cell 12 ∶ tt t ∈ B(1,1), and
● an invertible unit 2-cell 10 ∶ 1
1
t ∈ B(1,1).
Associator: It has an adjoint equivalence (a, a ●, ηa, εa) as in
B3 B2
B2 B
⊗× 1
1×⊗ ⊗
⊗
⇒a
in the bicategory Bicatps(B3,B), called the associator. Its left and right
adjoints have component 1-cells
(C⊗ B)⊗ A C⊗ (B⊗ A) ∈ BaC,B,A
a
●
C,B,A
for objects A, B,C ∈ B.
Unitors: It has adjoint equivalences (ℓ, ℓ ●, ηℓ, εℓ) and (r, r ●, ηr , εr) as in
B B
B2
B B
B2
1
1× 1 ⊗
1
1×1 ⊗⇒
ℓ
⇒
r
in the bicategory Bicatps(B,B), called the left unitor and the right unitor,
respectively. Their left and right adjoints have component 1-cells
1⊗ A A A⊗1 ∈ B.
ℓA
ℓ
●
A r
●
A
rA
Pentagonator: It has an invertible 2-cell pi in Bicatps(B4,B) as in (11.2.9), called
the pentagonator, with invertible component 2-cells
((D⊗C)⊗ B)⊗ A D⊗ (C⊗ (B⊗ A))
(D⊗ (C⊗ B))⊗ A D⊗ ((C⊗ B)⊗ A)
(D⊗C)⊗ (B⊗ A)
aD,C,B ⊗ 1A
aD,C⊗B,A
1D ⊗ aC,B,A
aD⊗C,B,A aD,C,B⊗A
⇒
piD,C,B,A
in B(((D⊗C)⊗ B)⊗ A,D⊗ (C⊗ (B⊗ A))) for objects A, B,C,D ∈ B.
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2-Unitors: It has invertible 2-cells µ, λ, and ρ in Bicatps(B2,B) as in (11.2.11), called
the middle 2-unitor, the left 2-unitor, and the right 2-unitor, respectively,
with invertible component 2-cells
B⊗ A B⊗ A
(B⊗1)⊗ A B⊗ (1⊗ A)
r
●
B ⊗ 1A
aB,1,A
1B ⊗ ℓA
1B⊗A
⇒
µB,A
(1⊗ B)⊗ A B⊗ A
1⊗ (B⊗ A)
ℓB ⊗ 1A
a
1,B,A ℓB⊗A
⇒
λB,A
B⊗ A B⊗ (A⊗1)
(B⊗ A)⊗1
1B ⊗ r
●
A
r
●
B⊗A aB,A,1
⇒
ρB,A
in B.
The above data satisfy the three axioms (11.2.14), (11.2.16), and (11.2.17) of a tricat-
egory. In the left and right normalization axioms, whenever the symbol 1 appears
in an object, that copy of 1 should be replaced by the identity object 1. ◇
The following preliminary observation is needed to define the braided ana-
logue of a monoidal bicategory. We ask the reader to prove it in Exercise 12.5.1.
The ⊗ symbols among the objects are omitted to save space.
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Lemma 12.1.4. In a monoidal bicategory B, the pentagonator pi induces invertible 2-cells
pin in Bicat
ps(B4,B) for 1 ≤ n ≤ 10, with component 2-cells as displayed below.
((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
●
1⊗ a ●
a
● a
●
⇒
pi1 ((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
●
1⊗ a ●
a
● a
⇒pi2
((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a⊗ 1
a
1⊗ a ●
a
● a
⇒
pi3 ((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
1⊗ a
a
● a
●
⇒
pi4
((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a⊗ 1
a
●
1⊗ a ●
a
● a
⇒
pi5 ((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
●
1⊗ a
a a
●
⇒
pi6
((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
1⊗ a
a a
●
⇒
pi7 ((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
1⊗ a ●
a a
⇒
pi8
((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
●
1⊗ a
a
● a
●
⇒
pi9
((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
a
● ⊗ 1
a
1⊗ a
a a
⇒
pi10
Motivation 12.1.5. From Definition 1.2.34, a braided monoidal category is a mon-
oidal category equippedwith a natural isomorphism ξ ∶ X⊗Y ≅ Y⊗X that switches
the⊗-factors, and that satisfies the unit axiom (1.2.36) and the two hexagon axioms
(1.2.37) and (1.2.38). The next definition is the bicategorical analogue of a braided
monoidal category, with the natural isomorphism ξ turned into an adjoint equiv-
alence, and with the hexagon axioms turned into invertible modifications. There
are further coherence axioms that govern iterates of these structures. ◇
Definition 12.1.6. A braided monoidal bicategory is a quadruple
(B, β,R−∣−−,R−−∣−)
consisting of the following data.
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(1) B is a monoidal bicategory (B,⊗,1, a, ℓ, r,pi,µ,λ, ρ) as in Definition 12.1.2.
(2) (β, β ●, ηβ, εβ) is an adjoint equivalence as in
B2 B
B2
⊗
τ ⊗
⇒
β
in Bicatps(B2,B), called the braiding, in which τ switches the two argu-
ments. For objects A, B ∈ B, the component 1-cells of β and β ● are
A⊗ B B⊗ A.
βA,B
β
●
A,B
(3) R−∣−− is an invertible 2-cell (i.e., modification)
[(⊗☆(1× β))a][⊗☆(β × 1)] [a(β ☆ (1×⊗))]aR−∣−−
in
Bicatps(B3,B)(⊗ (⊗× 1),⊗(1×⊗)(1× τ)(τ × 1))
called the left hexagonator. Components of R−∣−− are invertible 2-cells
(A⊗ B)⊗C B⊗ (C⊗ A)
(B⊗ A)⊗C B⊗ (A⊗C)
A⊗ (B⊗C) (B⊗C)⊗ A
βA,B ⊗ 1C
aB,A,C
1B ⊗ βA,C
aA,B,C
βA,B⊗C
aB,C,A
⇒
RA∣B,C
in B((A ⊗ B)⊗ C, B⊗ (C ⊗ A)), with the left-normalized bracketings in
the (co)domain, for objects A, B,C ∈ B.
(4) R−−∣− is an invertible 2-cell (i.e., modification)
[(⊗☆(β × 1))a ●][⊗☆(1× β)] [a ●(β ☆ (⊗× 1))]a ●R−−∣−
in
Bicatps(B3,B)(⊗ (1×⊗),⊗(⊗× 1)(τ × 1)(1× τ))
called the right hexagonator. Components of R−−∣− are invertible 2-cells
A⊗ (B⊗C) (C⊗ A)⊗ B
A⊗ (C⊗ B) (A⊗C)⊗ B
(A⊗ B)⊗C C⊗ (A⊗ B)
1A ⊗ βB,C
a
●
A,C,B
βA,C ⊗ 1B
a
●
A,B,C
βA⊗B,C
a
●
C,A,B
⇒
RA,B∣C
in B(A ⊗ (B ⊗ C), (C ⊗ A)⊗ B), with the left-normalized bracketings in
the (co)domain.
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The above data are required to satisfy the following four pasting diagram
axioms for objects A, B,C,D ∈ B, with ⊗ abbreviated to concatenation and iter-
ates of ⊗ denoted by parentheses. The 2-cells pin in Lemma 12.1.4 and ⊗0A,B ∶
1A⊗B 1A ⊗ 1B in (11.2.15) will be used in the axioms below.
(3,1)-Crossing Axiom:
A((BC)D)
A(B(CD))
A(B(DC))
(A(BC))D
D(A(BC))
A(D(BC))
A((DB)C)
A((BD)C)
(AD)(BC)
(DA)(BC)
(AB)(CD)
(AB)(DC) (A(BD))C
(A(DB))C
((AD)B)C
((DA)B)CD((AB)C)
((AB)C)D
((AB)D)C
(D(AB))C
1(1β)
1a
●
1(β1)
1a1a
●
1A βBC,D
a
●
βA,D1BC
a
●
β
a
●
1AB βCD
a
●
a1
(1βB,D)1
a
●
1
(βA,D1)1
a
●
β(AB)C,D
a
●
a
●
1
a
a a
a
a
●
1
1a
●
a
●
a
●
(11) β
β (11)
⇒
⊗0A,B1β
⇒
1β⊗
−0
B,C
⇒1R
1
B,C∣D
⇒RA,BC∣D
⇒
pi−13
⇒
pi1
⇒
pi2
⇒
pi−14
⇒
a−11,β,1
⇒
βa ●,1
⇒
a−11,1,β
⇒
a
●
β,1,1
=
(AB)(CD)
(AB)(DC) (A(BD))C
(A(DB))C
((AD)B)C
((DA)B)CD((AB)C)
((AB)C)D
((AB)D)C
(D(AB))C
1AB βC,D
a
●
a1
(1βB,D)1
a
●
1
(βA,D1)1
a
●
β(AB)C,D
a
●
a
●
1
βAB,D 1C
⇒RAB,C∣D ⇒R
2
A,B∣D1
In the above pasting diagrams:
● The 2-cells 1R1B,C∣D and R
2
A,B∣D1 are not 1⊗R
1
B,C∣D and R
2
A,B∣D⊗ 1, but
are induced by the right hexagonator R−−∣−. They will be defined
precisely in (12.1.9) and (12.1.10) below.
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● The component 2-cells
a
●
β,1,1 = a
●
βA,D ,1B,1C
, a1,1,β = a1A ,1B,βC,D , and a1,β,1 = a1A ,βB,D,1C
of the strong transformations a ● and a are used, and similarly in the
next three axioms.
● The component 2-cell
βa ●,1 = βa ●
A,B,C
,1D
of the strong transformation β is used, and similarly in the next three
axioms.
(1,3)-Crossing Axiom:
(A(BC))D
((AB)C)D
((BA)C)D
A((BC)D)
((BC)D)A
((BC)A)D
(B(CA))D
(B(AC))D
(BC)(AD)
(BC)(DA)
(AB)(CD)
(BA)(CD) B((AC)D)
B((CA)D)
B(C(AD))
B(C(DA))(B(CD))A
A(B(CD))
B(A(CD))
B((CD)A)
(β1)1
a1
(1β)1
a
●
1a1
βA,BC 1D
a
1BCβA,D
a
β
a
βA,B 1CD
a 1a
●
1(βA,C1)
1a
1(1βA,D)
a
βA,B(CD)
a 1a
a
●
a
●
a
●
a
●
1a
●
a
●
1 a
a
●
β (11)
(11) β
⇒
1β⊗
0
C,D
⇒
⊗−0B,C1β
⇒R
2
A∣B,C1
⇒RA∣BC,D
⇒
pi−15
⇒
pi10
⇒
pi−13
⇒
pi−16
⇒
a
●−1
1,β,1
⇒
β−11,a ●
⇒
a
●−1
β,1,1
⇒
(a ●
−1
1,1,β)
′
=
(AB)(CD)
(BA)(CD) B((AC)D)
B((CA)D)
B(C(AD))
B(C(DA))(B(CD))A
A(B(CD))
B(A(CD))
B((CD)A)
βA,B 1CD
a 1a
●
1(βA,C1)
1a
1(1βA,D)
a
βA,B(CD)
a 1a
1B βA,CD
⇒RA∣B,CD ⇒1R
1
A∣C,D
388 12. FURTHER 2-DIMENSIONAL CATEGORICAL STRUCTURES
In the above pasting diagrams, the 2-cells 1R1A∣C,D and R
2
A∣B,C1 are not
1⊗ R1A∣C,D and R
2
A∣B,C ⊗ 1, but are induced by the left hexagonator R−∣−−.
They will be defined in Explanation 12.1.11 below. The 2-cell (a ●−11,1,β)′ is a
mate of a
●−1
1,1,β.
(2,2)-Crossing Axiom:
=
(A(BC))D
(A(CB))D
((AC)B)D
(AC)(BD)
C((DA)B)
C((AD)B)
C(A(DB))
(CA)(DB)(CA)(BD)
((AB)C)D C(D(AB))(AB)(CD) (CD)(AB)
(1βB,C)1
a
●
1
a
βA,C(11) (11)βB,D
a
1a
●
1(βA,D1)
a
●
1
a βAB,CD a
1a
●
(C(AB))D C((AB)D)
((CA)B)D C(A(BD))
β1
a
a
●
1
(β1)1
a a
1(1β)
1a
●
1β
⇒
aβ,1,1 ⇒a
−1
1,1,β
⇒
RA,B∣C1 ⇒1RA,B∣D
⇒
pi8
⇒
RAB∣C,D
(A(BC))D
(A(CB))D
((AC)B)D
(AC)(BD)
C((DA)B)
C((AD)B)
C(A(DB))
(CA)(DB)(CA)(BD)
((AB)C)D C(D(AB))(AB)(CD) (CD)(AB)
(1βB,C)1
a
●
1
a
βA,C(11) (11)βB,D
a
1a
●
1(βA,D1)
a
●
1
a βAB,CD a
1a
●
(AC)(DB)
A(C(BD))
A((CB)D) A(C(DB))
A((BC)D) A((CD)B)
A(B(CD))
((CA)D)B
((AC)D)B (C(AD))B
(A(CD))B (C(DA))B
((CD)A)B
(11)β β(11)
1(β1)
1a 1(1β)
1a 1β
1a
a
a
a
●
a
●
a
●
a
●
a
●
1
(β1)1
a1
(1β)1
β1 a1
a
●
a
●
a
a
a
●
⇒
β1,1β
−1
1,1
⇒
pi7
⇒
pi3
⇒
a
●
1,1,β
⇒
a
●−1
β,1,1
⇒
a
−1
1,β,1
⇒
a1,β,1⇒
1RB∣C,D ⇒
pi9 ⇒
R
1
A∣C,D1
⇒
RA,B∣CD⇒pi
−1
7 ⇒pi
−1
3
In the above pasting diagrams:
● RA,B∣C1 and 1RA,B∣D are induced by the right hexagonator, and will
be defined in Explanation 12.1.8 below.
● 1RB∣C,D and R1A∣C,D1 are induced by the left hexagonator, and will be
defined in Explanation 12.1.11 below.
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Yang-Baxter Axiom:
=
(AB)C
(BA)C
B(AC)
B(CA)
(BC)A
(CB)A C(BA)
A(BC)
A(CB)
(AC)B
(CA)B
C(AB)
βA,B1
a
1βA,C
a
●
βB,C1
a
a
1βB,C
a
●
βA,C1
a
1βA,B
(BC)A
β
a
1
β1
β
⇒
RA∣B,C
⇒
η−a
⇒
r
⇒
β1,β
⇒
(R1A∣C,B)
−1
(AB)C
(BA)C
B(AC)
B(CA)
(BC)A
(CB)A C(BA)
A(BC)
A(CB)
(AC)B
(CA)B
C(AB)
βA,B1
a
1βA,C
a
●
βB,C1
a
a
1βB,C
a
●
βA,C1
a
1βA,B
(BA)C
β1
1
a
●
β
β
⇒
R1B,A∣C
⇒
η−a
⇒
ℓ
⇒
β−1β,1
⇒
(R3A,B∣C)
−1
In the above pasting diagrams:
● ℓ and r are the left and right unitors in the base bicategory B.
● ηa ∶ 1 a ●a is the unit of the adjoint equivalence (a, a ●, ηa, εa),
whose inverse is denoted by η−a.
● R1A∣C,B is induced by the left hexagonator, and will be defined in Ex-
planation 12.1.11 below.
● R1
B,A∣C and R
3
A,B∣C are induced by the right hexagonator, and will be
defined in Explanation 12.1.8 below.
This finishes the definition of a braided monoidal bicategory. ◇
Explanation 12.1.7 (Hexagonators). The (co)domain of the left hexagonator R−∣−−
is an iterated horizontal composite as in Definition 4.2.15 of three strong trans-
formations, with ☆ the whiskerings in Definition 11.1.1. This is well-defined by
Lemmas 4.2.19, 11.1.5, and 11.1.6. The same remark also applies to the right hexag-
onator R−−∣−. ◇
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Explanation 12.1.8 (Mates of the right hexagonator). In the (3,1)-crossing axiom,
the 2-cell 1R1B,C∣D is defined as the vertical composite
(12.1.9)
{[(1A ⊗ aD,B,C)(1A ⊗ (βB,D ⊗ 1C))](1A ⊗ a ●B,D,C)}[1A ⊗ (1B ⊗ βC,D)]
{[(1A1A)⊗ (aD,B,C(βB,D ⊗ 1C))](1A ⊗ a ●B,D,C)}[1A ⊗ (1B ⊗ βC,D)]
{[(1A1A)1A]⊗ [(aD,B,C(βB,D ⊗ 1C))a ●B,D,C]}[1A ⊗ (1B ⊗ βC,D)]
[((1A1A)1A)1A]⊗ {[(aD,B,C(βB,D ⊗ 1C))a ●B,D,C](1B ⊗ βC,D)}
(1A1A)⊗ (βB⊗C,Da ●B,C,D)
(1A ⊗ βB⊗C,D)(1A ⊗ a ●B,C,D)
{⊗2 ∗ 1} ∗ 1
⊗2 ∗ 1
⊗2
(rr)⊗ R1B,C∣D
⊗−2
1R1B,C∣D
in B(A(B(CD)),A(D(BC)))with:
● r the right unitor in the base bicategory B;
● R1
B,C∣D the composite of the following pasting diagram in B, with all the
⊗ symbols omitted to save space.
B(CD)
B(DC) (BD)C
(DB)C
(BC)D D(BC) D(BC)
1BβC,D
a
●
βB,D1C
aa
●
βBC,D
βBC,D
a
●
1
⇒
RB,C∣D
⇒
ε
a
⇒
ℓ
In the previous pasting diagram:
● RB,C∣D is a component of the right hexagonator R−−∣−.
● εa is the counit of the adjoint equivalence (a, a ●, ηa, εa).
● ℓ is the left unitor in the base bicategory B.
In other words, R1B,C∣D is induced by the right hexagonator, similar to mates in
Definition 6.1.12.
Moreover:
● Switching symbols, the previous pasting diagram also defines the 2-cell
R1B,A∣C in the Yang-Baxter axiom.
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● The 2-cell 1RA,B∣D in the (2,2)-crossing axiom is a vertical composite in-
volving RA,B∣D, similar to (12.1.9).
Next, in the (3,1)-crossing axiom, the 2-cell R2A,B∣D1 is defined as the vertical
composite
(12.1.10)
{[((βA,D ⊗ 1B)⊗ 1C)(a ●A,D,B ⊗ 1C)]((1A ⊗ βB,D)⊗ 1C)}(aA,B,D ⊗ 1C)
{[((βA,D ⊗ 1B)a ●A,D,B)⊗ (1C1C)]((1A ⊗ βB,D)⊗ 1C)}(aA,B,D ⊗ 1C)
{[((βA,D ⊗ 1B)a ●A,D,B)(1A ⊗ βB,D)]⊗ ((1C1C)1C)}(aA,B,D ⊗ 1C)
{[((βA,D ⊗ 1B)a ●A,D,B)(1A ⊗ βB,D)]aA,B,D}⊗ [((1C1C)1C)1C]
(a ●D,A,BβA⊗B,D)(1C1C)
(a ●D,A,B ⊗ 1C)(βA⊗B,D ⊗ 1C)
{⊗2 ∗ 1} ∗ 1
⊗2 ∗ 1
⊗2
R2A,B∣D ⊗ (rr)
⊗−2
R2A,B∣D1
in B(((AB)D)C, ((DA)B)C), with R2
A,B∣D the composite of the following pasting
diagram in B.
A(BD)
A(DB) (AD)B
(DA)B
(AB)D D(AB)(AB)D
a
1AβB,D
a
●
βA,D1B
βAB,D
a
●
1
βAB,D
a
●
⇒
RA,B∣D
⇒
η−a
⇒
r
Here ηa is the unit of the adjoint equivalence (a, a ●, ηa, εa), with inverse η−a. More-
over, the 2-cell RA,B∣C1 in the (2,2)-crossing axiom is a vertical composite involving
RA,B∣C, similar to (12.1.10).
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Finally, the 2-cell R3
A,B∣C in the Yang-Baxter axiom is the composite of the past-
ing diagram
A(BC)
A(CB) (AC)B
(CA)B
(AB)C C(AB)
(AB)C C(AB)
1AβB,C
a
●
βA,C1B
a
●
βAB,C
a
●
a
1
a
1
βAB,C
βAB,C
⇒
RA,B∣C
⇒η
−a
⇒ε
a
⇒r ⇒
ℓ
in B. ◇
Explanation 12.1.11 (Mates of the left hexagonator). The 2-cell 1R1A∣C,D appearing
in the (1,3)-crossing axiom is defined as a vertical composite similar to (12.1.9),
with R1A∣C,D the composite of the following pasting diagram in B.
(AC)D
(CA)D C(AD)
C(DA)
A(CD) (CD)AA(CD)
a
●
βA,C1D
a
1CβA,D
βA,CD
a
1
βA,CD
a
⇒
RA∣C,D
⇒
ε
a
⇒
r
Here RA∣C,D is a component of the left hexagonator R−∣−−. Moreover:
● In the (2,2)-crossing axiom, the 2-cell 1RB∣C,D is a vertical composite sim-
ilar to (12.1.9) involving RB∣C,D.
● Also in the (2,2)-crossing axiom, the 2-cell R1A∣C,D1 is a vertical composite
similar to (12.1.10) involving R1
A∣C,D.
● In the Yang-Baxter axiom, the 2-cell R1A∣C,B is defined by the previous
pasting diagram with B in place of D.
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Finally, the 2-cell R2A∣B,C1 in the (1,3)-crossing axiom is defined as a vertical
composite similar to (12.1.10), with R2A∣B,C the composite of the pasting diagram
(AB)C
(BA)C B(AC)
B(CA)
A(BC) (BC)A (BC)A
βA,B1C
a
1BβA,C
a
●a
βA,BC
βA,BC
a
1
⇒
RA∣B,C
⇒
η−a
⇒
ℓ
in B. ◇
Explanation 12.1.12 (Visualization). In Definition 12.1.6:
Braiding: As in a braided monoidal category, the braiding β may be visualized as
the generating braid in the braid group B2. However, in this case the
braiding does not admit a strict inverse. Instead, it is the left adjoint of an
adjoint equivalence with right adjoint β ●.
Hexagonators: The left hexagonator R−∣−− may be visualized as the left braid in
Explanation 1.2.39, i.e., with the last two strings crossing over the
first string. The domain of R−∣−− corresponds to first crossing the sec-
ond string over the first string, followed by crossing the last string over
the first string. The codomain corresponds to crossing the last two strings
over the first string in one step.
The right hexagonator R−−∣− admits a similar interpretation using the
right braid in Explanation 1.2.39. The domain corresponds to crossing
one string over two strings to its left, one string at a time. The codomain
corresponds to crossing one string over two strings in one step.
Crossing Axioms: The (3,1)-crossing axiommay be visualized using the left-most
picture below.
(3,1)-crossing (1,3)-crossing (2,2)-crossing
The common domain of the two pasting diagrams in the (3,1)-crossing
axiom corresponds to crossing one string over three strings, one string at
a time. The common codomain corresponds to crossing one string over
three strings in one step. The two pasting diagrams correspond to two
ways to transform from the common domain to the common codomain
using the structures in a braided monoidal bicategory.
The (1,3)-crossing axiom and the (2,2)-crossing axiom admit similar
interpretations, using the middle and the right pictures above.
Yang-Baxter Axiom: The Yang-Baxter axiom may be visualized using the follow-
ing pictures.
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domain codomain
The common domain of the two pasting diagrams in the Yang-Baxter
axiom corresponds to the left picture above, while the common codomain
corresponds to the right picture. The two pasting diagrams correspond
to two ways to transform from the domain to the codomain using the
structures in a braidedmonoidal bicategory. The Yang-Baxter axiom is so
named because it is a version of the Yang-Baxter equation
(R⊗ 1)(1⊗ R)(R⊗ 1) = (1⊗ R)(R⊗ 1)(1⊗ R),
which appears in statistical mechanics and quantum group theory. ◇
Remark 12.1.13. In the (3,1)-crossing axiom and the (1,3)-crossing axiom, the four
2-cells involving ⊗0 are usually suppressed in the literature. A similar practice is
common in the presentation of the tricategorical axioms in the literature, as we
pointed out in Explanation 11.2.28. ◇
Motivation 12.1.14. Recall that a symmetric monoidal category is precisely a braided
monoidal category whose braiding ξ satisfies ξξ = 1, which is the symmetry ax-
iom (1.2.26). At the bicategory level, due to the existence of 2-cells, there is an
intermediate structure in which the symmetry axiom is replaced by an invertible
modification. We introduce this structure next. ◇
Definition 12.1.15. A sylleptic monoidal bicategory is a quintuple
(B, β,R−∣−−,R−−∣−, ν)
consisting of the following data.
(1) (B, β,R−∣−−,R−−∣−) is a braided monoidal bicategory.
(2) ν is an invertible 2-cell (i.e., modification)
(β ☆ τ)β 1⊗ ∈ Bicatps(B2,B)(⊗,⊗)ν
called the syllepsis. Components of ν are invertible 2-cells
A⊗ B A⊗ B
B⊗ A
1A⊗B
βA,B βB,A
⇒
νA,B
in B(A⊗ B,A⊗ B).
The following two pasting diagram axioms are required to hold for objects A, B,C ∈
B, with the same conventions as in the axioms in Definition 12.1.6.
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(2,1)-Syllepsis Axiom:
=
A(BC)
A(CB)
(AC)B
(CA)B C(AB)
(AB)C
A(BC)
11βB,C
a
●
βA,C1
a
βC,AB
a
(AB)C
C(AB)
a
●
a
1
β
β
a
●
1
⇒
RA,B∣C
⇒
εa
⇒r
⇒
ν
⇒r
⇒
εa
A(BC)
A(CB)
(AC)B
(CA)B C(AB)
(AB)C
A(BC)
11βB,C
a
●
βA,C1
a
βC,AB
a
(AC)B
A(CB)
1β
1β1
a
●
1
β1
a
⇒
R−1C∣A,B
⇒
ν1
⇒
ℓ ⇒
εa
⇒
ℓ
⇒
ν2
(1,2)-Syllepsis Axiom:
=
B(AC)
(BA)C
(AB)C
(AB)C
A(BC)
(BC)A
B(CA)
1βC,A
βB,A1
a
●
1a
βA,BC
a
(BC)A
A(BC)
a
●
β
a
●
1
β
1
a
⇒
RB,C∣A
⇒
η
−a
⇒
ℓ
⇒
ν
⇒
ℓ
⇒η
−a
B(AC)
(BA)C
(AB)C
(AB)C
A(BC)
(BC)A
B(CA)
1βC,A
βB,A1
a
●
1a
βA,BC
a
(BA)C
B(AC)
1
1β
a
●
1
β1
β1
a⇒
R
−1
A∣B,C
⇒
ν
1
⇒r
⇒
η
−a
⇒r
⇒
ν
2
The 2-cells ν1 and ν2 are induced by the syllepsis, and will be defined in (12.1.17)
below. This finishes the definition of a sylleptic monoidal bicategory. ◇
Explanation 12.1.16 (Syllepsis). In Definition 12.1.15:
(1) The domain of the syllepsis ν is the horizontal composite as in Defini-
tion 4.2.15 of the strong transformations
⊗ ⊗τ ⊗ττ = ⊗,
β β☆τ
with ☆ the pre-whiskering in Definition 11.1.1. That (β ☆ τ)β is a strong
transformation follows from Lemmas 4.2.19 and 11.1.5.
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(2) In the (2,1)-syllepsis axiom and the (1,2)-syllepsis axiom, the 2-cells ν1
and ν2 are defined as the vertical composites
(12.1.17)
((β ☆ τ)A,B ⊗ 1C)(βA,B⊗ 1C)
((β ☆ τ)A,BβA,B)⊗ (1C1C)
1A⊗B⊗ 1C
1(A⊗B)⊗C
⊗2
νA,B ⊗ ℓ
⊗−0
ν1
(1A ⊗ (β ☆ τ)B,C)(1A ⊗ βB,C)
(1A1A)⊗ ((β ☆ τ)B,CβB,C)
1A ⊗ 1B⊗C
1A⊗(B⊗C)
⊗2
ℓ⊗ νB,C
⊗−0
ν2
in B((AB)C, (AB)C) and B(A(BC),A(BC)), respectively, with ⊗−0 the
inverse of the lax unity constraint (11.2.15) for ⊗. ◇
Explanation 12.1.18 (Visualization). In Definition 12.1.15:
Braiding: Due to the existence of the syllepsis, the braiding β in a sylleptic mon-
oidal bicategory may be visualized as the virtual crossing .
Syllepsis: It is the isomorphism ≅ that straightens its domain to the identity.
Axioms: In the (2,1)-syllepsis axiom, the common domain is the left picture below
(2,1)-syllepsis (1,2)-syllepsis
with common codomain the identity . The two pasting diagrams corre-
spond to two ways to transform from the domain to the codomain using
the structures in a sylleptic monoidal bicategory. The (1,2)-syllepsis ax-
iom admits a similar interpretation with common domain the right pic-
ture above. ◇
Definition 12.1.19. A symmetric monoidal bicategory is a sylleptic monoidal bicate-
gory as in Definition 12.1.15 that satisfies the pasting diagram axiom
(12.1.20) =
AB
BA AB
BA
β
β
β
β
1
⇒
ν
⇒
r
AB
BA AB
BA
β
β
β
β
1
⇒
ν
⇒ℓ
for objects A and B in B. ◇
Explanation12.1.21 (Visualization). With the braiding and the syllepsis interpreted
as in Explanation 12.1.18, the symmetric monoidal bicategory axiom (12.1.20) may
be visualized as the commutativity of the following diagram.
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In other words, given three consecutive virtual crossings, straightening the first
two virtual crossings is the same as straightening the last two virtual crossings. ◇
12.2. The Gray Tensor Product
The Gray tensor product is a monoidal product for 2-categories that is a weak-
ening of the Cartesian product. In Theorem 12.2.20 we show that the Gray tensor
product classifies certain pseudofunctors of 2-categories called cubical pseudofunc-
tors (Definition 12.2.12). Extending this, Theorem 12.2.31 shows that the underly-
ing 1-category of 2Cat is symmetric monoidal closed (as a 1-category) with respect
to the Gray tensor product and the internal hom given by pseudofunctors of 2-
categories.
We begin with a relatively simple construction. This will have some, but not
all, of the properties we require of a tensor product. Suppose C and D are 2-
categories, and we consider 2Cat as a Cat-enriched category with 2-categories as
objects in the next definition.
Definition 12.2.1. The box product C◻D is the Cat-enriched pushout in the follow-
ing diagram, induced by the inclusions ObC C and ObD D.
(12.2.2)
ObC×ObD C×ObD
ObC×D C◻D
This finishes the definition of the box product. ◇
Explanation 12.2.3.
(1) The 1-cells of C×ObD are given by ( f , 1Y) for a 1-cell f ∈ C(X,X′) and an
object Y ∈ D, and the 2-cells of C ×ObD are given by (α, 11Y) for a 2-cell
α ∈ C(X,X′)( f1, f2) and an object Y ∈ D. We denote their images in C◻D
as f ◻Y and α ◻Y, respectively, and do likewise for 1-cells and 2-cells in
ObC×D.
(2) Unpacking Definition 12.2.1, we can describe C◻D as follows.
Objects: The objects are pairs (X,Y), written X◻Y, with X ∈ C andY ∈ D.
1-Cells: The 1-cells are generated under composition by pairs consisting
of a 1-cell and an object, called basic 1-cells and written as
● f ◻Y ∶ X ◻Y X′ ◻Y, for f ∈ C(X,X′) and Y ∈ D, or
● X ◻ g ∶ X ◻Y X ◻Y′, for g ∈ D(Y,Y′) and X ∈ C.
Because the arrows in (12.2.2) are 2-functors, these 1-cells are subject
to the following conditions.
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● For X ∈ C and Y ∈ D we have
1X ◻Y = 1X◻Y = X ◻ 1Y.
● For f ∈ C(X,X′), f ′ ∈ C(X′,X′′), and Y ∈ D we have
( f ′ ◻Y)( f ◻Y) = ( f ′ f )◻Y.
● For g ∈ D(Y,Y′), g′ ∈ D(Y′,Y′′), and X ∈ C we have
(X ◻ g′)(X ◻ g) = X ◻ (g′g).
2-Cells: The 2-cells are generated under horizontal and vertical compo-
sition by pairs consisting of a 2-cell and an object, called basic 2-cells
and written as
● α◻Y ∶ f1 ◻Y f2 ◻Y for α ∈ C(X,X′)( f1, f2) and Y ∈ D.
● X ◻ β ∶ X ◻ g1 X ◻ g2 for β ∈ D(Y,Y′)(g1, g2) and X ∈ C.
Because the arrows in (12.2.2) are 2-functors, these 2-cells are subject
to the following conditions.
● For f ∈ C(X,X′) and g ∈ D(Y,Y′) we have
1 f ◻Y = 1 f◻Y and X ◻ 1g = 1X◻g.
● For α ∈ C(X,X′)( f1, f2), α′ ∈ C(X′,X′′)( f ′1, f ′2), and Y ∈ D we
have
(α′ ◻Y) ∗ (α◻Y) = (α′ ∗ α)◻Y.
● For β ∈ D(Y,Y′)(g1, g2), β′ ∈ D(Y′,Y′′)(g′1, g′2), and X ∈ C we
have
(X ◻ β′) ∗ (X ◻ β) = X ◻ (β′ ∗ β).
● For α ∈ C(X,X′)( f1, f2) and α′ ∈ C(X,X′)( f2, f3) we have
(α′ ◻Y)(α◻Y) = (α′α)◻Y.
● For β ∈ D(Y,Y′)(g1, g2) and β′ ∈ D(Y,Y′)(g2, g3) we have
(X ◻ β′)(X ◻ β) = X ◻ (β′β).
This concludes the unpacking of Definition 12.2.1.
(3) By the universal property of the pushout, there is a 2-functor
j ∶ C◻D C×D
which is bijective on objects. It sends a 1-cell f ◻Y to f × 1Y, a 2-cell α◻Y
to α×11Y , and similarly for X◻ g or X◻ β. The composites ( f ◻Y′)(X◻ g)
and (X′◻ g)( f ◻Y) are distinct in C◻D, but both aremapped by j to f × g.
This observation is a basis for Motivation 12.2.4 below. ◇
Motivation 12.2.4. We now turn to the definition of the Gray tensor product. This
will have the same 0-cells and 1-cells as the box product, but additional 2-cells.
Recall that the two composites in the square below are unrelated in C ◻D, and
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their images in C×D are equal.
X ◻Y X′ ◻Y
X ◻Y′ X′ ◻Y′
f ◻Y
f ◻Y′
X ◻ g X′ ◻ g
In the Gray tensor product, the corresponding square is filled by a generally non-
trivial isomorphism, Σ f ,g. In this way the Gray tensor product is an intermediary
between C◻D and C×D. ◇
Wedefine the objects, 1-, and 2-cells of the Gray tensor product now, and prove
that they form a 2-category in Proposition 12.2.10 below.
Definition 12.2.5. For two 2-categories C and D, the Gray tensor product C⊗D is
a 2-category defined as follows. The objects and 1-cells of C⊗D are the same as
those of C◻D, now denoted with ⊗ instead of ◻. The 2-cells are defined in two
stages, as follows. The proto-2-cells are generated under horizontal composition by
the basic 2-cells of C◻D, now denoted α⊗Y and X⊗ β, together with a third type:
2-cells
Σ f ,g ∶ ( f ⊗Y′)(X⊗ g) (X′ ⊗ g)( f ⊗Y) and
Σ
−1
f ,g ∶ (X′ ⊗ g)( f ⊗Y) ( f ⊗Y′)(X⊗ g)
for each pair of nonidentity 1-cells f ∈ C(X,X′) and g ∈ D(Y,Y′). If either f or g is
an identity 1-cell, then Σ f ,g is the respective identity 2-cell.
This horizontal composition is required to be associative and unital, satisfying
the relations induced by ◻, i.e.,
● (α′ ⊗Y) ∗ (α⊗Y) = (α′ ∗ α)⊗Y and
● (X⊗ β′) ∗ (X⊗ β) = X⊗ (β′ ∗ β)
for horizontally composable 2-cells α and α′ in C, respectively β and β′ in D.
The 2-cells of C⊗D are equivalence classes of vertical composites of proto-2-
cells, where the equivalence relation is the smallest one which includes the follow-
ing.
(1) The vertical composites Σ f ,gΣ
−1
f ,g and Σ
−1
f ,gΣ f ,g are equivalent to the re-
spective identities.
(2) The basic 2-cells from C◻D satisfy the vertical composition relations in-
duced by ◻, namely
(α2⊗Y)(α1 ⊗Y) ∼ (α2α1)⊗Y and (X ⊗ β2)(X⊗ β1) ∼ (X⊗ β2β1).
(3) For f ∈ C(X,X′), f ′ ∈ C(X′,X′′), and g ∈ D(Y,Y′)we have
(Σ f ′,g ∗ (1 f ⊗Y)) ((1 f ′ ⊗Y′) ∗Σ f ,g) ∼ Σ f ′ f ,g
(4) For g ∈ D(Y,Y′), g′ ∈ D(Y′,Y′′), and f ∈ C(X,X′) we have
((X′ ⊗ 1g′) ∗Σ f ,g) (Σ f ,g′ ∗ (X⊗ 1g)) ∼ Σ f ,g′g
(5) For f , f ′, g, g′ as above we have
((X′′ ⊗ 1g′) ∗ (1 f ′ ⊗Y′) ∗Σ f ,g) (Σ f ′,g′ ∗ (1 f ⊗Y′) ∗ (X⊗ 1g)) ∼
(Σ f ′,g′ ∗ (X′ ⊗ 1g) ∗ (1 f ⊗Y)) ((1 f ′ ⊗Y′′) ∗ (X′ ⊗ 1g′) ∗Σ f ,g)
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(6) For α ∈ C(X,X′)( f1, f2) and β ∈ D(Y,Y′)(g1, g2)we have
((X′ ⊗ β) ∗ (α⊗Y))Σ f1,g1 ∼ Σ f2,g2 ((α⊗Y′) ∗ (X⊗ β))
(7) The equivalence relation is closed under vertical composition.
(8) For any horizontally composable proto-2-cells λ and λ′ we have
(1 ∗λ)(λ′ ∗ 1) ∼ (λ′ ∗ λ) ∼ (λ′ ∗ 1)(1∗λ).
Each 2-cell Λ is represented by a vertical composite of proto-2-cells, λ1⋯λn,
and thus the vertical composition of 2-cells is defined by concatenation. The hori-
zontal composition of 2-cells is defined by
(12.2.6) (λ′1λ′2) ∗ (λ1λ2) = (λ′1 ∗λ1)(λ′2 ∗λ2)
for appropriately composable 2-cells λ1, λ2, λ
′
1, and λ
′
2. This is extended to arbi-
trary horizontal composites
(λ′1⋯λ′n) ∗ (λ1⋯λm)
where λi are proto-2-cells in (C ⊗ D)(X ⊗ Y,X′ ⊗ Y′) and λ′i are 2-cells in (C ⊗
D)(X′ ⊗Y′,X′′ ⊗Y′′), by inserting appropriate identity 2-cells so that m = n, and
then by induction on (12.2.6).
Condition (8) implies that this definition is independent of how identities are
inserted and satisfies the middle four exchange property (2.1.9). Preservation of
units (2.1.8) follows from the corresponding properties of ◻, together with condi-
tions (3) and (4) with f ′ and g′ being identities. This finishes the definition of the
Gray tensor product C⊗D. We prove that it is a 2-category in Proposition 12.2.10
below. ◇
Explanation 12.2.7 (Properties of Σ f ,g). Because Σ f ,g is an identity 2-cell whenever
f or g is an identity 1-cell, conditions (3), (4), and (5) are equivalent to the require-
ment that, all possible composites formed from the following pasting diagram are
equal to Σ f ′ f ,g′g for all f , f
′,g, and g′.
(12.2.8)
X⊗Y X′ ⊗Y X′′ ⊗Y
X⊗Y′ X′ ⊗Y′ X′′ ⊗Y′
X⊗Y′′ X′ ⊗Y′′ X′′ ⊗Y′′
f ⊗Y f ′ ⊗Y
f ⊗Y′ f ′ ⊗Y′
f ⊗Y′′ f ′ ⊗Y′′
X⊗ g
X⊗ g′
X′ ⊗ g
X′ ⊗ g′
X′′ ⊗ g
X′′ ⊗ g′
⇒Σ f ,g
⇒Σ f ′,g
⇒Σ f ,g′
⇒Σ f ′,g′
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In particular, condition (5) means that the two ways of forming a vertical compos-
ite from Σ f ′,g′ ∗Σ f ,g are equal. Furthermore, condition (6) means that the compos-
ites of the following pasting diagrams are equal in C⊗D.
(12.2.9)
X⊗Y X′ ⊗Y
X⊗Y′ X′ ⊗Y′
f2⊗Y
f1⊗Y
′
X⊗ g1
X′ ⊗ g2
f1⊗Y
X′ ⊗ g1
⇒Σ f1,g1
⇒α⊗Y
⇒
X′ ⊗ β =
X⊗Y X′ ⊗Y
X⊗Y′ X′ ⊗Y′
f2⊗Y
f1⊗Y
′
X⊗ g1
X′ ⊗ g2
X⊗ g2
f2⊗Y
′
⇒
Σ f2,g2
⇒α⊗Y
′
⇒
X⊗ β
◇
Proposition 12.2.10. For 2-categories C and D, the Gray tensor product C⊗D is a 2-
category.
Proof. The data of C⊗D is described above in Definition 12.2.5. We verify the ax-
ioms of Proposition 2.3.4 as follows, noting that identity 1-cells and 2-cells are basic
(i.e., are cells from C◻D), and also 2-cells of the form Σ f ,1 and Σ1,g are identities.
(i) Vertical composition of 2-cells is associative by definition. and unital by
condition (2) for basic 2-cells and conditions (3) and (4) for Σ f ,g.
(ii) Horizontal composition of 2-cells preserves identities and satisfies mid-
dle four exchange, as noted at the end of Definition 12.2.5.
(iii) Horizontal composition of 1-cells is associative because it is so in C◻D.
(iv) Horizontal composition of 2-cells is associative by definition.
(v) Horizontal composition of 1-cells is unital because it is so in C◻D.
(vi) Horizontal composition of 2-cells is unital with respect to the identity 2-
cells of identity 1-cells because it is so in C◻D. 
Explanation 12.2.11 (Compatibility between ◻ and ⊗). The conditions for compo-
sition of basic 1- and 2-cells from C◻D ensure that there is a 2-functor
C◻D C⊗D,
and this is an isomorphism on underlying 1-categories. For objects X ∈ C andY ∈ D
we have inclusion 2-functors
C
−⊗Y
C⊗D
D
X⊗−
C⊗D. ◇
We will prove below that the Gray tensor product is a symmetric monoidal
product on the 1-category 2Cat and adjoint to the internal hom given by pseudo-
functors of 2-categories. For this, we will need the following notion, which char-
acterizes the Gray tensor product.
Definition 12.2.12. A pseudofunctor
F ∶ C1 ×⋯×Cn D
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is cubical if the following cubical condition holds. Suppose ( f1 ×⋯× fn) and ( f ′1 ×
⋯× f ′n) is a composable pair of 1-cells in C1 ×⋯×Cn. If, for all i > j, either fi or f ′j
is an identity 1-cell, then the lax functoriality constraint
F2 ∶ F( f ′1 ×⋯× f ′n) ○ F( f1 ×⋯ fn) F(( f ′1 f1)×⋯× ( f ′n fn))
is an identity 2-cell. ◇
Explanation 12.2.13.
● In the case n = 3, the condition that F be cubical means that F2 must be
the identity for the following cases of ( f ′1 × f ′2 × f ′3)( f1 × f2 × f3):
( f ′1 × f ′2 × f ′3) ( f1 × 1 × 1 )
(1 × f ′2 × f ′3) ( f1 × f2 × 1 )
(1 × 1 × f ′3) ( f1 × f2 × f3).
● The lax left and right unity properties (4.1.4) imply that F is strictly uni-
tary (i.e., F0 is the identity). We ask the reader to verify this in Exer-
cise 12.5.4.
● In the case n = 1, a cubical pseudofunctor is a 2-functor.
● For objects X1 ∈ C1 and X2 ∈ C2 in the case n = 2, the cubical condition im-
plies that the pseudofunctor composites of F with the constant 2-functors
∆X1 and ∆X2 , respectively, are 2-functors
C1
1C1×∆X2
C1 ×C2
F
D
C2
∆X1
×1C2
C1 ×C2
F
D.
● For a composable pair of 1-cells
(12.2.14) ( f × g) ∶ (X×Y) (X′×Y′) and ( f ′ × g′) ∶ (X′ ×Y′) (X′′ ×Y′′)
in the case n = 2, the cubical condition implies that we have
F( f × g) = F(1X′ × g)F( f × 1Y).
Moreover, the lax functoriality constraint
F(1X′′ × g′) F( f ′ × 1Y′) F(1X′ × g) F( f × 1Y) F(( f ′ f )× (g′g))
is given by
◇(12.2.15) F2( f ′×g′),( f×g) = 1F(1X′′×g′) ∗ F
2
( f ′×1Y′),(1X′×g) ∗ 1F( f×1Y).
Definition 12.2.16. The universal cubical pseudofunctor
c ∶ C×D C⊗D
is defined as follows.
● On objects X ×Y we define
c(X ×Y) = X ⊗Y.
● On 1-cells f × g ∶ (X ×Y) (X′ ×Y′), we define
c( f × g) = (X′ ⊗ g) ○ ( f ⊗Y).
● On 2-cells α × β ∶ ( f1 × g1) ( f2 × g2) in (C ×D)(X × Y,X′ × Y′), we
define
c(α × β) = (X′ ⊗ β) ∗ (α⊗Y).
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The lax unity constraint c0 is defined to be the identity. For a composable pair of
1-cells ( f × g) and ( f ′ × g′) as in (12.2.14), the lax functoriality constraint
c2 ∶ (X′′ ⊗ g′)( f ′ ⊗Y′)(X′ ⊗ g)( f ⊗Y) (X′′ ⊗ (g′g))(( f ′ f )⊗Y)
is given by 1 ∗ Σ f ′,g ∗ 1. Note that c2 satisfies the condition to be cubical because
Σ1,g and Σ f ′,1 are both identities.
This finishes the definition of c. We show that c2 is natural and verify the
axioms of a lax functor (Definition 4.1.2) in Proposition 12.2.17 below. ◇
Proposition 12.2.17. The universal c constructed in Definition 12.2.16 is a cubical pseu-
dofunctor.
Proof. Condition (6) of Definition 12.2.5 implies that Σ f ′,g is natural with respect to
2-cells (see (12.2.9)), and hence c2 = 1∗Σ f ′,g ∗ 1 is a natural transformation. The lax
associativity axiom (4.1.3) follows from conditions (3) and (4) of Definition 12.2.5
(see (12.2.8)). The lax left and right unity axioms are trivial because all of the 2-cells
involved are identities. 
We will make use of the following lemma, which follows because 2-functors
preserve composition and identities strictly. It is a special case of Exercise 12.5.5,
which we leave to the reader.
Lemma 12.2.18. Suppose that F ∶ C1 × C2 C is a cubical pseudofunctor between
2-categories and suppose that the following are 2-functors between 2-categories:
G ∶ C D
G1 ∶ C′1 C1
G2 ∶ C′2 C2.
Then the following composite pseudofunctors are cubical:
C1 ×C2
F
C
G
D
C′1 ×C
′
2
G1×G2
C1 ×C2
F
C.
Notation 12.2.19. For small 2-categories C1, . . ., Cn, and D, the collection of cubical
pseudofunctors
F ∶ C1 ×⋯×Cn D
is a subset of Bicatps(C1 ×⋯×Cn,D), denoted 2Catcub(C1, . . . ,Cn;D). ◇
For the remainder of this section we will assume, unless otherwise stated, that
our 2-categories are small.
Theorem 12.2.20. For 2-categories B, C, and D, composition with the universal cubical
pseudofunctor c induces a bijection of sets
2Catcub(C,D;B) ≅ 2Cat(C⊗D,B)
which is natural with respect to 2-functors C′ C, D′ D, and B B′.
Proof. By Lemma 12.2.18, the composite
C×D c C⊗D G B
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is cubical for any 2-functorG. The naturality statement follows fromLemma 12.2.18,
either by direct inspection or by applying the computations in Section 4.5. We
leave this to the reader in Exercise 12.5.6.
For any cubical pseudofunctor F ∶ C ×D B, define a 2-functor F ∶ C ⊗
D B as follows.
● On objects X⊗Y we define
F(X⊗Y) = F(X ×Y).
● On 1-cells f ⊗Y ∶ (X ⊗Y) (X′ ⊗Y) and X ⊗ g ∶ (X ⊗Y) (X ⊗Y′)
we define
F( f ⊗Y) = F( f × 1Y), and
F(X⊗ g) = F(1X × g).
● On 2-cells α ⊗ Y ∶ ( f1 ⊗ Y) ( f2 ⊗ Y) in (C ⊗D)(X ⊗ Y,X′ ⊗ Y), and
X⊗ β ∶ (X ⊗ g1) (X ⊗ g2) in (C⊗D)(X⊗Y,X ⊗Y′), we define
F(α⊗Y) = F(α × 11Y), and
F(X⊗ β) = F(11X × β).
● On 2-cells Σ f ,g we define
FΣ f ,g = F
2
f×1,1×g.
This defines F on generating 1- and 2-cells. We extend its definition by requiring
that F preserve composition strictly, thus forming a 2-functor. The assumption that
F is cubical, together with the axioms for composition in C⊗D, ensures that F is
well-defined.
By construction, both F and Fc take the same values on 0-, 1-, and 2-cells of
C×D. Since F is a 2-functor, the lax functoriality constraint of the composite (see
(4.1.28)) is given by F(c2). Therefore we have Fc = F. Likewise, for any 2-functor
G ∶ C⊗D B, we have
(Gc)Σ f ,g = (Gc)2f×1,1×g = GΣ f ,g
and hence (Gc) = G. 
Proposition 12.2.21. The Gray tensor product induces a functor
⊗ ∶ 2Cat×2Cat 2Cat .
Proof. We have seen in Proposition 12.2.10 that C⊗D is a 2-category whenever C
and D are 2-categories. For 2-functors
F ∶ C C′ and G ∶ D D′,
the composite with the universal cubical pseudofunctor
(12.2.22) C×D F×G C′ ×D′ c C′ ⊗D′
is cubical by Lemma 12.2.18. We define
F⊗G ∶ C⊗D C′ ⊗D′
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as the unique 2-functor corresponding to (12.2.22) via Theorem 12.2.20. Preserva-
tion of composition and identities follows from uniqueness of the correspondence
in Theorem 12.2.20. 
We are now ready to prove that the Gray tensor product is a monoidal product
on 2Cat. To distinguish between (2Cat,×) and (2Cat,⊗), we let Gray denote the
latter.
Theorem 12.2.23. There is a monoidal category
Gray = (2Cat,⊗, 1, a, ℓ, r)
whose underlying category is 2Cat, the 1-category of 2-categories and 2-functors and
whose monoidal product is the Gray tensor product, ⊗. The unit object is the terminal
2-category, 1. The associator and unitors are induced by those of the Cartesian product.
Proof. We have shown that ⊗ is functorial in Proposition 12.2.21. The two unitors
are induced by the unitors of the Cartesian product, via Theorem 12.2.20.
The component of the associator at (C1,C2,C3) ∈ 2Cat3 is a 2-functor
aC1 ,C2,C3 ∶ (C1 ⊗C2)⊗C3 C1 ⊗ (C2 ⊗C3)
defined as follows. First, the associator for the Cartesian product gives the values
of aC1,C2,C3 on objects, generating 1-cells, and generating 2-cells of the form (α1 ⊗
X2)⊗X3, (X1⊗α2)⊗X3, and (X1⊗X2)⊗α3 where Xi and αi are objects and 2-cells,
respectively, in Ci. Next, there are three additional generating 2-cells in (C1⊗C2)⊗
C3, each involving the Gray structure 2-cells Σ. Their images under the associator
are uniquely determined by the images of their sources and targets, and we list
them here for 1-cells fi ∈ Ci(Xi,Yi).
Σ f1, f2 ⊗X3 Σ f1,( f2⊗X3)
Σ( f1⊗X2), f3 Σ f1,(X2⊗ f3)
Σ(X1⊗ f2), f3 X1 ⊗Σ f2, f3
The components aC1,C2,C3 are bijective in all dimensions and therefore are iso-
morphisms of 2-categories. Naturality of a with respect to 2-functors
(C1,C2,C3) (C′1,C′2,C′3)
follows from the definition of ⊗ on 2-functors (see Proposition 12.2.21). For ex-
ample, the three types of 2-cells involving Σ, as listed above, are preserved by
2-functors in each variable, and therefore their values under the associator are pre-
served. Checking the unity and pentagon axioms, (1.2.4) and (1.2.5), respectively,
is straightforward and we leave it to the reader in Exercise 12.5.7. 
Notation 12.2.24. For bicategories C and D, we let Hom(C,D) denote the full sub-
bicategory of Bicatps(C,D) consisting of strict functors, strong transformations,
and modifications. Recall, by Corollary 4.4.13, that Hom(C,D) is a 2-category
whenever D is a 2-category. ◇
Definition 12.2.25. Suppose that D and B are 2-categories. The evaluation pseudo-
functor is a cubical pseudofunctor
ev ∶Hom(D,B)×D B
defined as follows.
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● For a 2-functor H ∶ D B and an object Y ∈ D, we define
ev(H ×Y) = HY.
● For a strong transformation α ∶ H H′ in Hom(D,B) and a 1-cell g ∶
Y Y′ in D, we define
ev(α × g) = (H′g) ○ αY
● For a modification Γ ∶ α1 α2 in Hom(D,B)(H,H′) and a 2-cell β ∶
g1 g2 in Hom(D,B)(Y,Y′), we define
ev(Γ × β) = (H′β) ∗ ΓY.
The lax unity constraint ev0 is defined to be the identity. For a composable pair of
1-cells (α × g) ∶ (H ×Y) (H′ ×Y′) and (α′ × g′) ∶ (H′ ×Y′) (H′′ ×Y′′), the
lax functoriality constraint
ev2 ∶ (H′′g′)α′Y′ (H′g)αY (H′′(g′g)) (α′α)Y
is given by 1 ∗ (α′g)−1 ∗ 1. Note that ev satisfies the condition to be cubical because
α′g is an identity 2-cell if α
′ is an identity strong transformation or g is an identity
1-cell.
This finishes the definition of ev. We show that ev2 is natural and verify the
axioms of a lax functor (Definition 4.1.2) in Proposition 12.2.26 below. ◇
Proposition 12.2.26. The evaluation pseudofunctor ev constructed in Definition 12.2.25
is cubical.
Proof. Naturality of the 2-cells ev2 = 1 ∗ (α′g)−1 ∗ 1 follows from naturality in g of
the component 2-cells α′g (see Definition 4.2.1) and the modification axiom (4.4.2).
The lax associativity axiom (4.1.3) follows from the lax naturality axiom (4.2.3) for
α′ and the definition of composition for lax transformations (4.2.16). 
Proposition 12.2.27. Suppose that B, C, and D are 2-categories. The function
2Cat(C,Hom(D,B)) 2Catcub(C,D;B)
defined by sending a 2-functor G ∶ C Hom(D,B) to the composite
C×D
G×1D
Hom(D,B)×D ev B
is a bijection of sets which is natural with respect to 2-functors C′ C, D′ D, and
B B′.
Proof. We showed that the evaluation pseudofunctor ev is cubical in Proposition 12.2.26.
Hence the composite ev ○ (G × 1D) is cubical by Lemma 12.2.18. The naturality
statement is similar to that of Theorem 12.2.20, and we leave it to the reader in
Exercise 12.5.8.
Given a cubical pseudofunctor F ∶ C ×D B, we construct a 2-functor F̃ ∶
C Hom(D,B) as follows.
● For each object X ∈ C we use the constant 2-functor∆X and let F̃X be the
composite
D
∆X×1D
C×D F B.
Thus (F̃X)Y = F(X,Y) for objects Y ∈ D. Recalling Explanation 12.2.13,
the cubical condition implies that F̃X is a 2-functor.
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● For each 1-cell f ∶ X X′ in C we use the induced strong transforma-
tion∆ f ∶∆X ∆X′ described in Lemma 5.1.5. Recall the lax naturality
constraint of∆ f (5.1.6) is given by unitors, and therefore∆ f is a 2-natural
transformation since C is a 2-category. Let F̃ f be the post whiskering
F ☆ (∆ f × 11D) described in Definition 11.1.1. Thus (F̃ f )Y = F( f , 1Y) for
objects Y ∈ D. Lemma 11.1.6 shows that F̃ f is a strong transformation.
● For each 2-cell α ∶ f1 f2 in C(X,X′) we use the induced modification
∆α ∶∆ f1 ∆ f2 described in Lemma 5.1.7. For an object Y ∈ D, let
(12.2.28) (F̃α)Y = F((∆α × 111D )Y) = F(α, 11Y).
This is a special case of the composite modification Σ⊗ Γ defined in Def-
inition 11.3.2 (3) with Σ = 11F and Γ = ∆α × 111D . The composite is shown
to be a modification in Lemma 11.3.9.
For composable f and f ′ in C we have ∆ f ′∆ f = ∆ f ′ f and likewise ∆α′∆α = ∆α′α
for composable α and α′ in C. These equalities, together with the cubical condition
for F, imply that F̃ is a 2-functor.
To verify that we have constructed a bijection, first suppose
F ∶ C×D B
is a cubical pseudofunctor and consider the composite
C×D
F̃×1D
Hom(D,B)×D ev B.
This gives the same assignment on 0-, 1-, and 2-cells as F. Since F̃ × 1D is a 2-
functor, the lax functoriality constraint for a pair of composable 1-cells, ( f × g) and
( f ′ × g′) as in (12.2.14), is given by the component of ev2 at F̃ f ′ × g′ and F̃ f × g.
That component, by definition, is
(12.2.29) 1 ∗ ((F̃ f ′)g)−1 ∗ 1.
Unpacking the formula in (11.1.3), we have
(F̃ f ′)g = (F ☆ (∆ f × 11D))g = (F2f ′×1Y′ ,1′X×g)−1 (F1 f ′×g) (F21X′′×g, f ′×1Y)
and since F is cubical only the first term is nontrivial. Using the expression for F2
given in (12.2.15), we see that (12.2.29) is equal to F2. Therefore ev ○ (F̃ × 1D) = F.
Now, for the other direction, suppose we have a 2-functor
G ∶ C Hom(D,B).
For each X ∈ C, the composite below with the indicated bracketing
D C×D Hom(D,B)×D B∆X × 1D G × 1D ev
ev ○ (G × 1D)
is a 2-functor whose assignment on 0-, 1-, and 2-cells is equal to that of the 2-
functor GX, and therefore is equal to GX. For each 1-cell f ∶ X X′ in C, the
whiskering
(ev ○ (G × 1D)) ☆ (∆ f × 11D)
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shown below is a strong transformation whose components at 0- and 1-cells of D
are equal to those of G f , and therefore is equal to G f .
D C×D Hom(D,B)×D B
∆X × 1D
∆X′ × 1D
G × 1D ev
ev ○ (G × 1D)
⇒
∆ f × 11D
For each 2-cell α ∶ f1 f2 in C(X,X′) and an object Y ∈ D, we use (12.2.28)
and find
((ev ○ (G × 1D))α)Y = (ev ○ (G × 1D))(α, 11Y) = (Gα)Y.
Therefore (ev ○ (G × 1D))α = Gα. 
Combining Theorem 12.2.20 and Proposition 12.2.27, we have the following
adjunction of functors from 2Cat, regarded as a 1-category, to itself.
Corollary 12.2.30. For each 2-category D, the functor −⊗D is left adjoint to the functor
Hom(D,−).
Recalling the definition of symmetric monoidal closed category from Defini-
tion 1.2.33, we have the following further structure on the monoidal category Gray.
Theorem 12.2.31. There is a symmetric monoidal closed category
Gray = (2Cat,⊗,Hom, ξ, 1, a, ℓ, r).
Proof. We proved that (2Cat,⊗, 1, a, ℓ, r) is a monoidal category in Theorem 12.2.23.
The ⊗-Hom adjunction is given in Corollary 12.2.30, following from the character-
ization of the Gray tensor product via cubical pseudofunctors in Theorem 12.2.20
and the characterization of cubical pseudofunctors via Hom in Proposition 12.2.27.
Now we construct the symmetry natural isomorphism ξ. For 2-categories C
and D, the component of ξ at (C,D) is the 2-functor
C⊗D D⊗C
defined on generating cells as follows.
● For objects X ⊗Y ∈ C⊗D,
ξ(X⊗Y) = Y ⊗X.
● For 1-cells f ⊗Y and X ⊗ g in C⊗D,
ξ( f ⊗Y) = Y ⊗ f and ξ(X⊗ g) = g⊗X.
● For 2-cells α⊗Y and X⊗ β in C⊗D,
ξ(α⊗Y) = Y ⊗ α and ξ(X⊗ β) = β⊗X.
● For 2-cells Σ f ,g in C⊗D,
ξ Σ f ,g = Σ
−1
g, f .
The 2-functors ξ are bijective in all dimensions, and therefore are isomorphisms of
2-categories. Naturality of ξ with respect to 2-functors
(C,D) (C′,D′)
follows from the definition of ⊗ on 2-functors (see Proposition 12.2.21).
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The symmetry axiom (1.2.26) and unit axiom (1.2.27) are verified on gener-
ating cells by the definition of ξ. The hexagon axiom (1.2.28) follows from the
definition of ξ and the associator. We leave further verification of the details to the
reader in Exercise 12.5.9. 
Recall from Definition 1.2.11 the notion of monoid in a monoidal category—
an object together with multiplication and unit morphisms satisfying axioms for
associativity and unity.
Definition 12.2.32. A Gray monoid is a monoid (C,⊠, I) in Gray. ◇
Explanation 12.2.33 (Monoids in Gray). Rewriting Definition 1.2.11 in this context,
a Gray monoid is a triple (C,⊠, I) consisting of a 2-category C and 2-functors
⊠ ∶ C⊗C C
I ∶ 1 C
such that the following diagrams of 2-categories and 2-functors commute.
(12.2.34)
(C⊗C)⊗C C⊗ (C⊗C)
C⊗C
C⊗C C
⊠⊗C
a
C⊗⊠
⊠
⊠
1⊗C C⊗C C⊗ 1
C
I⊗C
ℓ
⊠
C⊗I
r
◇
Explanation 12.2.35 (Data and axioms for Gray monoids). Unpacking the defini-
tion of the Gray tensor product, we have an even more explicit list of data and
axioms. A Gray monoid (C,⊠, I)
consists of a 2-category C together with the following data.
Unit: A distinguished object I.
Objects: For each pair of objectsW and X, an objectW ⊠X.
1-Cells: For each objectW and 1-cell f ∶ X X′, 1-cells
W ⊠ f ∶W ⊠X W ⊠X′ and
f ⊠W ∶ X ⊠W X′ ⊠W.
2-Cells: For each objectW and 2-cell α ∶ f1 f2 in C(X,X′), 2-cells
W ⊠ α ∶W ⊠ f1 W ⊠ f2 and
α⊠W ∶ f1 ⊠W f2 ⊠W.
For each 1-cell f ∶ X X′ and 1-cell g ∶ Y Y′, a 2-cell isomorphism
Σ f ,g ∶ ( f ⊠Y′)(X ⊠ g) ≅ (X′ ⊠ g)( f ⊠Y).
These data are subject to the following axioms.
(1) For each objectW, the assignments on cells
W ⊠− ∶ C C and
−⊠W ∶ C C
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are 2-functors.
(2) The unit I is strict. That is, for each object X, 1-cell f , and 2-cell α, we
have the following equalities.
I ⊠X = X = X ⊠ I
I ⊠ f = f = f ⊠ I
I ⊠ α = α = α⊠ I
(3) The product ⊠ is strictly associative. That is, for objects Z, W, and X we
have
(Z ⊠W)⊠X = Z ⊠ (W ⊠X).
For each 1-cell f and 2-cell α we have the following equalities.
(Z⊠W)⊠ f = Z ⊠ (W ⊠ f ) (Z ⊠W)⊠ α = Z ⊠ (W ⊠ α)
(Z⊠ f )⊠W = Z ⊠ ( f ⊠W) (Z ⊠ α)⊠W = Z ⊠ (α⊠W)
( f ⊠Z)⊠W = f ⊠ (Z ⊠W) (α⊠Z)⊠W = α⊠ (Z⊠W)
(4) For 1-cells f ∶ X X′, g ∶ Y Y′, and h ∶ Z Z′ we have the
following equalities.
Σ f ,g ⊠Z = Σ f ,(g⊠Z), Σ f⊠Y,h = Σ f ,(Y⊠h), and ΣX⊠g,h = X ⊠Σg,h.
(5) For f ∈ C(X,X′), f ′ ∈ C(X′,X′′), g ∈ C(Y,Y′), and g′ ∈ C(Y′,Y′′) we have
the following equalities of pasting diagrams.
X ⊠Y X′ ⊠Y X′′ ⊠Y
X ⊠Y′ X′ ⊠Y′ X′′ ⊠Y′
f ⊠Y f ′ ⊠Y
f ⊠Y′ f ′ ⊠Y′
X ⊠ g
X
′ ⊠ g
X
′′ ⊠ g
⇒Σ f ,g
⇒Σ f ′,g =
X ⊠Y X′′ ⊠Y
X ⊠Y′ X′′ ⊠Y′
( f ′ f )⊠Y
( f ′ f )⊠Y′
X ⊠ g
X
′′ ⊠ g
⇒Σ f ′ f ,g
X ⊠Y X′ ⊠Y
X ⊠Y′ X′ ⊠Y′
X ⊠Y′′ X′ ⊠Y′′
f ⊠Y
f ⊠Y′
f ⊠Y′′
X ⊠ g
X ⊠ g′
X
′ ⊠ g
X
′ ⊠ g′
⇒Σ f ,g
⇒Σ f ,g′
=
X ⊠Y X′ ⊠Y
X ⊠Y′′ X′ ⊠Y′′
f ⊠Y
f ⊠Y′
X ⊠ (g′g) X′′ ⊠ (g′g)⇒Σ f ,g′g
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(6) For α ∈ C(X,X′)( f1, f2) and β ∈ D(Y,Y′)(g1, g2) we have the following
equality of pasting diagrams.
X ⊠Y X′ ⊠Y
X ⊠Y′ X′ ⊠Y′
f2 ⊠Y
f1 ⊠Y
′
X ⊠ g1
X
′ ⊠ g2
f1 ⊠Y
X
′ ⊠ g1
⇒Σ f1,g1
⇒α⊠Y
⇒
X
′ ⊠ β =
X ⊠Y X′ ⊠Y
X ⊠Y′ X′ ⊠Y′
f2 ⊠Y
f1 ⊠Y
′
X ⊠ g1
X
′ ⊠ g2
X ⊠ g2
f2 ⊠Y
′
⇒
Σ f2,g2
⇒α⊠Y
′
⇒
X ⊠ β
Note, in particular, the following consequences of these axioms:
● Since W ⊠− is a 2-functor, we haveW ⊠ 1X = 1W⊠X and W ⊠ 11X = 11W⊠X .
Likewise, −⊠W preserves identity 1- and 2-cells.
● Condition (5) together with the invertibility of Σ f ,g implies that Σ1,g and
Σ f ,1 are identity 2-cells. ◇
Example 12.2.36 (Braided strict monoidal categories). Suppose M = (M,⊗M) is a
braided monoidal category whose underlying monoidal category is strict; i.e., the
associator and unitors are identities.
Then the one-object bicategory ΣM explained in (2.1.19) is a 2-category. The
unique object of ΣM is denoted ∗, and recall that 1∗ is defined to be the monoidal
unit, 1 ∈M. The braiding ξ makes ΣM a Gray monoid as follows.
For objects X and Y (i.e., 1-cells of ΣM) and morphisms
f ∶ X X′ and g ∶ Y Y′
(i.e., 2-cells of ΣM), we define ⊠ using the monoidal product ofM (recalling that 1
is a strict unit).
X ⊠∗ = X ⊗M 1 = X ∗⊠Y = 1⊗M Y = Y
f ⊠∗ = f ⊗M 11 = f ∗⊠ g = 11 ⊗M g = g.
Thus the unique object ∗ ∈ ΣM is a strict unit for ⊠. Moreover, we have
(X ⊠∗)⊗M (∗⊠Y) = X ⊗M Y and
(∗⊠Y)⊗M (X ⊠∗) = Y ⊗M X.
Therefore we define the Gray-monoidal structure 2-cells ΣX,Y = ξX,Y. We leave
it to the reader in Exercise 12.5.10 to verify that the axioms for ξ given in Defini-
tion 1.2.34 imply conditions (4), (5), and (6) of Explanation 12.2.35. ◇
12.3. Double Categories
In this section and the following we discuss double categories, also known
in the literature as pseudo double categories. Recall from Example 6.4.9 that a
strict double category is an internal category in the 1-category Cat, i.e., a monad in
Span(Cat).
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Explanation 12.3.1 (Strict double category). Unpacking the definition, a strict dou-
ble category C is a tuple
(C0,C1, ⊙, i, s, t)
consisting of the following data.
● A category C0.
● A span (C1, t, s) in Cat as below.
(12.3.2)
C0
C1
C0
t s
● A functor ⊙ ∶ C1 ×C0 C1 C1 that is a map of spans as below
(12.3.3) C0 C0
C1 ×C0 C1
C1
tp1 sp2
t s
⊙
where the top span is the horizontal composite of (C1, t, s) with itself in
Span(Cat). Thus C1 ×C0 C1 is the pullback over (s, t) and p1, respectively
p2, denotes projection to the first, respectively second, component.
● a functor i ∶ C0 C1 that is a map of spans as below.
(12.3.4) C0 C0
C0
C1
1 1
t s
i
These data satisfy the monad axioms explained in Definition 6.4.2 and Explana-
tion 6.4.3. Thus ⊙ is strictly associative and unital. ◇
Explanation 12.3.5 (Terminology for double categories). The following terms are
used for strict double categories, and for general double categories to be defined
in Definition 12.3.7 below. The category C0 is called the category of objects. The cate-
gory C1 is called the category of arrows. The functor ⊙ is called horizontal composition,
and we write M⊙N for ⊙(M,N). The functors i, s, and t are called, respectively, the
unit, source, and target functors. We let C denote the tuple (C0,C1, ⊙, i, s, t)
The objects of C0 are called objects of C. The morphisms of C0 are called vertical
morphisms of C. The objects of C1 are called horizontal 1-cells of C and represented as
slashed arrows from, respectively to, their images under the source, respectively
target, functors. For example, a horizontal 1-cell M with sM = R and tM = S is
drawn as
R S.
M
The morphisms of C1 are called 2-cells of C. Since s and t are functors, a morphism
α ∶ M M′ in C1 has source and target morphisms in C0. If sα = f ∶ R R′
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and tα = g ∶ S S′, we display this as follows.
R S
R′ S′
M
M
′
f g
⇒
α
However, we caution the reader that horizontal 1-cells and vertical morphisms
cannot be composed, as horizontal 1-cells are objects in C1, while vertical mor-
phisms are morphisms in C0. A 2-cell α whose source and target are both identity
morphisms in C0 is called a globular 2-cell. ◇
Explanation12.3.6 (Horizontal 2-category). A strict double categoryC has an asso-
ciated 2-category, called the horizontal 2-categoryHC that consists of the following:
● The objects of HC are the objects of C.
● The 1-cells R S in HC are the horizontal 1-cells M such that sM = R
and tM = B.
● The 2-cells M N inHC are the globular 2-cells M N in C.
● The identity 2-cells, vertical composition, identity 1-cells, and horizontal
composition in HC are given by, respectively, the identity morphisms in
C1, composition in C1, the unit i, and ⊙. ◇
We now turn to a weakening of strict double categories, in which horizontal
composition is weakly unital and associative, but vertical composition remains
strictly unital and associative.
Definition 12.3.7. A double category D is a tuple
(D0,D1, ⊙, i, s, t, a, ℓ, r)
consisting of the following.
● The data (D0,D1, ⊙, i, s, t) are categories and functors as in (12.3.2), (12.3.3),
and (12.3.4) for a strict double category.
● The data (a, ℓ, r) are natural isomorphisms filling the following diagrams
of categories and functors.
D1 ×D0 D1 ×D0 D1 D1 ×D0 D1
D1 ×D0 D1 D1
⊙ ×D0 1D1
1D1 ×D0 ⊙ ⊙
⊙
⇒a
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D1 ×D0 D1
D1
D1
D1 ×D0 D1
(it)×D0 1D1
⊙
1D1 ×D0 (is)
⊙
1D1⇒
ℓ
⇒
r
The components of a, ℓ, and r satisfy the following axioms.
Globular Condition: The components of a, ℓ, and r are globular; i.e., their images
under s and t are identities in D0.
Unity Axiom: For each pair (M,N) ∈ D1 ×D0 D1 with sM = S = tN, the following
middle unity diagram commutes in D1.
(12.3.8)
(M⊙(iS))⊙N M⊙((iS)⊙N)
M⊙N
aM,iS,N
rM⊙1N 1M⊙ℓN
Pentagon Axiom: For each quadruple
(M,N, P,Q) ∈ D1 ×D0 D1 ×D0 D1 ×D0 D1,
the following pentagon commutes in D1.
(12.3.9)
(M⊙N)⊙(P⊙Q)
((M⊙N)⊙P)⊙Q
(M⊙(N⊙P))⊙Q M⊙((N⊙P)⊙Q)
M⊙(N⊙(P⊙Q))
aM,N,P⊙QaM⊙N,P,Q
(aM,N,P)⊙1Q
aM,N⊙P,Q
1M⊙(aN,P,Q)
This finishes the definition of a double category. A double category D is small if
both D0 and D1 are small categories. ◇
Explanation 12.3.10.
● The term pseudo double category is sometimes used for what we have called
simply “double category” here.
● We extend the terminology of strict double categories described in Expla-
nation 12.3.5 to general double categories.
● If (a, ℓ, r) are identity transformations, then (D0,D1, ⊙, s, t) satisfies the ax-
ioms of a strict double category. ◇
The unity properties of Section 2.2 generalize to double categories. In partic-
ular, the left and right unity properties of Propositions 2.2.4 and 2.2.6 generalize
to Propositions 12.3.11 and 12.3.12. The proofs are direct generalizations and we
leave them to Exercises 12.5.12 and 12.5.13.
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Proposition 12.3.11. Suppose M ∶ R S and N ∶ S T are horizontal 1-cells in a
double category D. Then the following diagrams in D1 are commutative.
(1T⊙N)⊙M 1T⊙(N⊙M)
N⊙M
a
ℓN ⊙1M ℓN⊙M
(N⊙M)⊙1R N⊙(M⊙1R)
N⊙M
a
rN⊙M 1N ⊙rM
Proposition 12.3.12. For each object R in D we have ℓiR = riR.
Definition 12.3.13. A double category D has a horizontal bicategory HD whose ob-
jects are those of D, 1-cells R S are those horizontal 1-cells M such that sM = R
and tM = S, and 2-cells are globular 2-cells of D. The associator and unitors of H
are given by those of D, and the axioms are identical. ◇
Example 12.3.14 (Products). Given double categories
D = (D0,D1, ⊙, i, s, t, a, ℓ, r) and D′ = (D′0,D′1, ⊙′, i′, s′, t′, a′, ℓ′, r′),
the product double category is defined via the Cartesian product of categories, func-
tors, and natural transformations
(D0 ×D′0,D1 ×D′1, ⊙′′, i × i′, s × s′, t × t′, a′′, ℓ′′, r′′)
where each of ⊙′′, a′′, ℓ′′, and r′′ is defined by composing with various isomor-
phisms of categories of the form
(A×B C)× (A′ ×B′ C′) ≅ (A×A′)×B×B′ (C×C′).
We leave the reader to verify the axioms of Definition 12.3.7 in Exercise 12.5.17. ◇
Example 12.3.15. The empty product is the terminal double category, denoted 1 and
consisting of a single object, unique vertical 1-morphism, horizontal 1-cell, and
2-cell. ◇
Many of the bicategories that arise in practice occur as the horizontal bicate-
gories of double categories. Here we give two basic examples generalizing Exam-
ples 2.1.22 and 2.1.26
Example 12.3.16 (Spans). Suppose C is a category with all pullbacks. We have a
double category of objects and spans in C defined as follows. Let D0 = C. Let D1
be the category whose objects are spans
A X B
and whose morphisms are commuting diagrams of spans
A X B
A′ X′ B′.
Horizontal composition, unit spans, associators and unitors are given just as in
Span(C) (see Example 2.1.22), and the double category axioms follow likewise.
The horizontal bicategory of this double category is Span(C). ◇
Example 12.3.17 (Bimodules). We have a double category of rings and bimodules
defined as follows. Let D0 be the category of rings and ring homomorphisms. Let
D1 be the category whose objects are bimodules RMS over any pair of rings R and
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S, and whose morphisms RMS R′M
′
S′ are equivariant bimodule homomor-
phisms ( f , α, g) consisting of ring homomorphisms f ∶ R R′ and g ∶ S S′
together with a bimodule homomorphism α ∶ g∗M f ∗M′.
Horizontal composition is given by the tensor product, just as in Bimod (see
Example 2.1.26), and the unit bimodule iR for a ring R is that ring regarded as
a bimodule over itself. The source, respectively target, functors give the rings
which act on the left, respectively right, of a given bimodule. The associator and
unitors are given by those of Bimod, and the double category axioms in this case
follow from those of Bimod. The horizontal bicategory of this double category is
Bimod. ◇
Definition 12.3.18. Suppose that D and E are double categories. A lax functor F ∶
D E is a tuple
(F0, F1, F21 , F01 )
consisting of the following.
● Functors F0 ∶ D0 E0 and F1 ∶ D1 E1 inducing a map of spans; i.e.,
sF1 = F0s and tF1 = F0t.
● Natural transformations F21 and F
0
1 with globular components
(F21 )N,M ∶ F1M⊙F1N F1(M⊙N) and (F01 )R ∶ (iF0)(R) F1(iR).
These data are required to satisfy the two axioms (4.1.3) and (4.1.4) such that F0
and F1 induce a lax functor
HF ∶HD HE
between horizontal bicategories. This finishes the definition of a lax functor. More-
over:
● A lax functor F for which the natural transformations F21 and F
0
1 are natu-
ral isomorphisms, respectively identities, is called a pseudofunctor, respec-
tively strict functor. When clear from context, we will omit subscripts on
the functors F0 and F1.
● As in Convention 11.1.4 we let F−0 and F−2 denote the inverses of F0 and
F2, respectively.
● There is an identity strict functor D D given by (1D0 , 1D1 , 1⊙ , 1i).
● If F ∶ D D′ and G ∶ D′ D′′ are two lax functors of double categor-
ies, the composite GF is defined by composing functors G0F0 and G1F1,
and composing the lax functors of bicategories, HG and HF. The com-
position of lax functors between bicategories is strictly associative and
unital (see Theorem 4.1.30 and its proof), and therefore so is the compo-
sition of lax functors between double categories. ◇
Definition 12.3.19. Suppose D and E are double categories, and that F and G are
lax functors D E. A transformation α ∶ F G consists of natural transforma-
tions
α0 ∶ F0 G0 and α1 ∶ F1 G1
both denoted α and subject to the following axioms.
● For all horizontal 1-cells M (i.e., objects of D1) we have sαM = αsM and
tαM = αtM.
● For horizontal 1-cells M ∶ R S and N ∶ S T, we have
αN⊙M (F21 )N,M = (G21)N,M (αN⊙αM),
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an equality of 2-cells (i.e., morphisms in E1) from FN⊙FM to G(N⊙M).
This may be pictured as the following equality of diagrams.
=
FR FS FT
GR GT
FM FN
G(N⊙M)
FR FT
F(N⊙M)
1 1
αR αT
⇒
F21
⇒
αN⊙M
FR FS FT
GR GT
FM FN
G(N⊙M)
GR GS GT
αR αS αT
1 1
GM GN
⇒
αM
⇒
αN
⇒
G21
● For each object R, we have
αiR (F01 )R = (G01)R i(αR),
an equality of 2-cells (i.e., morphisms in E1) from i(FR) to G(iR). This
may be pictured as the following equality of pasting diagrams.
=
FR FR
GR GR
i(FR)
G(iR)
FR FR
F(iR)
1 1
αR αR
⇒
F01
⇒
αiR
FR FR
GR GR
i(FR)
G(iR)
GR GR
αR αR
1 1
i(GR)
⇒
G01
⇒
i(αR)
This finishes the definition of a transformation. Moreover:
● A transformation α is invertible if the components of α0 and α1 are isomor-
phisms. In this case α has an inverse given by (α−10 , α−11 ).
● There is an identity strict transformation F F given by (1F0, 1F1). The
necessary axioms hold by functoriality of s, t, ⊙, and i.
● If α ∶ F G and β ∶ G H are transformations, then their composite
βα is given by composing β0α0 and β1α1. In Exercise 12.5.14 we ask the
reader to verify that βα satisfies the axioms of a transformation, and that
composition of transformations is strictly associative and unital.
● Suppose F, F′ ∶ D D′ and G,G′ ∶ D′ D′′ are lax functors of double
categories. If α ∶ F F′ and β ∶ G G′ are transformations, then
there is a horizontal composite β ∗ α whose constituent transformations
are the horizontal compositions β0 ∗α0 and β1 ∗α1. In Exercise 12.5.15we
ask the reader to verify that β ∗ α satisfies the axioms of a transformation,
and that the middle four exchange law (2.1.9) holds. ◇
Remark 12.3.20. Note that the axioms for a transformation F G are similar,
but not the same, as the axioms for an oplax transformation betweenHF andHG.
If α0 is the identity transformation, then the components of α1 are globular and α1
induces an iconHF HG. However, a general transformation α ∶ F G does
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not induce any kind of transformation between HF and HG because the compo-
nents of α1 are generally not globular. ◇
Using the composition described in Definitions 12.3.18 and 12.3.19, we have
the following result. We leave verification of the details to Exercise 12.5.16.
Proposition 12.3.21. There is a 2-categoryDbl whose objects are small double categories,
1-cells are lax functors, and 2-cells are transformations.
Notation 12.3.22. As for Cat, we will use Dbl for both the 2-category and its un-
derlying 1-category. ◇
For the remainder of this chapter wewill assume, unless otherwise stated, that
our double categories are small.
In Exercise 12.5.18 we ask the reader to verify thatH is functorial with respect
to lax functors and is product-preserving, thus proving the following result.
Theorem 12.3.23. Taking horizontal bicategories defines a product-preserving functor of
1-categories
H ∶ Dbl Bicat,
where Bicat is the 1-category of small bicategories and lax functors in Theorem 4.1.30.
12.4. Monoidal Double Categories
Amonoidal double category is defined by generalizing the definition of mon-
oidal category from (Cat,×) to (Dbl,×). We will make use of pasting diagrams in
the 2-category Dbl, interpreted using the 2-Categorical Pasting Theorem 3.3.7.
Definition 12.4.1 (Monoidal double category). Amonoidal double category is a tuple
(D,⊗,1, a, ℓ, r)
consisting of the following.
● A double category D called the base double category. The n-fold product
D×⋯×D is written as Dn below.
● A pseudofunctor ⊗ ∶ D ×D D called the monoidal product.
● A pseudofunctor 1 ∶ 1 D called the monoidal unit, where 1 is the ter-
minal double category of Example 12.3.15.
● An invertible transformation
a ∶ ⊗ ○ (⊗× 1) ≅ ⊗○(1×⊗),
called the associator.
● Invertible transformations
ℓ ∶ ⊗ ○ (1× 1) 1 and r ∶ ⊗ ○ (1×1) 1.
called the left unitor and right unitor, respectively.
These data are required to satisfy the following two axioms, given as equalities of
pasting diagrams in the 2-category Dbl. The unlabeled regions commute strictly.
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Pentagon Axiom:
(12.4.2)
D4
D3
D3
D2
D2
D
⊗× 1× 1
⊗× 1
⊗
1× 1×⊗
1×⊗
⊗
D3
1×⊗
⊗× 1
⊗
⇒
a
⇒ a
= D4
D3
D3
D2
D2
D
⊗× 1× 1
⊗× 1
⊗
1× 1×⊗
1×⊗
⊗
D3
1×⊗× 1
⊗× 1
1×⊗
⇒
a
⇒1× a
⇒ a× 1
Middle Unity Axiom:
(12.4.3)
=
D2
D3
D2
D2
D1×1 × 1
⊗× 1
⊗
1
⊗
1×⊗
⇒
1× ℓ
⇒
a
D2
D3
D2
D2
D1×1 × 1
⊗× 1
⊗
1
⊗
1
⇒r × 1
This finishes the definition of a monoidal double category. Moreover,
● D is braided monoidal if it is equipped with an invertible transformation
β ∶ ⊗ ⊗ ○τ, where τ denotes the twist D2 D2 given by τ(R× S) =
S× R. The invertible transformation β is called the braiding and is subject
to the following two axioms, stated as equalities of pasting diagrams in
Dbl. The unlabeled regions commute strictly. Each of the unlabeled ar-
rows is given by the monoidal product, ⊗, and we let γ denote the cyclic
permutation given by γ(R× S × T) = (S× T × R).
(1,2)-Braid Axiom:
(12.4.4)
D3 D2
D
D3 D2
⊗× 1
1×⊗
γ
D2
D2
1×⊗
⊗× 1
τ
⇒a
⇒
a
⇒
β =
D3 D2
D
D3 D2
⊗× 1
1×⊗
γ D3
τ × 1
1× τ
⊗× 1
1×⊗
⇒
β× 1
⇒
1× β
⇒
a
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(2,1)-Braid Axiom:
(12.4.5)
D3 D2
D
D3 D2
1×⊗
⊗× 1
γ
−1
D2
D2
⊗× 1
1×⊗
τ
⇒
a
−1
⇒a
−1
⇒
β =
D3 D2
D
D3 D2
1×⊗
⊗× 1
γ
−1
D3
1× τ
τ × 1
1×⊗
⊗× 1
⇒
1× β
⇒
β× 1
⇒
a
−1
● D is symmetric monoidal if, furthermore, (βτ) ○ β = 1⊗. ◇
Explanation 12.4.6.
(1) The pentagon and middle unity axioms for monoidal double categories
generalize (1.2.5) and (1.2.4) for monoidal categories. In particular, by re-
striction these axioms imply that the categories D0 and D1 are monoidal.
(2) The associativity and unity diagrams (12.4.2) and (12.4.3) are just like the
ones mentioned in Explanation 11.2.27, but in this case they really are
pasting diagrams in a 2-category so there is no ambiguity.
(3) The two braid axioms generalize the hexagon axioms (1.2.37) and (1.2.38)
for braided monoidal categories; they imply that each of D0 and D1 is a
braidedmonoidal category. In Exercise 12.5.19 we ask the reader to show
that the two braid axioms imply unit axioms generalizing (1.2.27).
(4) We can think of the braiding β as a crossing between two lines as in Expla-
nation 1.2.39. Then the (1,2)-braid axiom states the equality between two
ways to cross two lines over one line, similar to the first picture in Expla-
nation 1.2.39. The left-hand side of the axiom describes crossing two lines
over one line all at once, while the right-hand side of the axiom describes
crossing two lines over one line, one at a time. The (2,1)-braid axiom ad-
mits a similar interpretation with one line crossing over two lines, similar
to the second picture in Explanation 1.2.39, either all at once or one line
at a time.
(5) If D is symmetric monoidal, then each of D0 and D1 is a symmetric mon-
oidal category.
(6) The source and target functors, s, t ∶ D1 D0, are strict monoidal. If D
is braided, respectively symmetric, then s and t are braided, respectively
symmetric, monoidal functors.
(7) The unit functor, i ∶ D0 D1, is strong monoidal with constraint iso-
morphism i(R ⊗ R′) iR ⊗ iR′ given by ⊗0. If D is braided, respec-
tively symmetric, then i is a braided, respectively symmetric, monoidal
functor. ◇
Example 12.4.7 (Spans and Bimodules). In Exercises 12.5.20 and 12.5.21we ask the
reader to verify the following two examples.
(1) The double category of spans described in Example 12.3.16 is symmetric
monoidal.
(2) The double category of rings and bimodules described in Example 12.3.17
is symmetric monoidal. ◇
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12.5. Exercises and Notes
Exercise 12.5.1. Prove Lemma 12.1.4. Hint: All of these induced 2-cells are similar
to mates in Definition 6.1.12. They are defined using the original 2-cells, the left
and right unitors, and the (co)units of the relevant adjoint equivalences. See the
examples in Explanations 12.1.8 and 12.1.11. One may follow the following steps.
(1) Starting with pi−1, first define each component of pi3 using the pasting
diagram
((DC)B)A D(C(BA))
(D(CB))A D((CB)A)
(DC)(BA)
D((CB)A)
(DC)(BA)
a⊗ 1
a
1⊗ a
a a
1
1⊗ a ●
a
a
●
1
a
⇒r
−1
⇒ε
−a
⇒pi
−1
⇒1η
−a
⇒ℓ
in which:
● ε−a is the inverse of the counit εa ∶ aa ● 1.
● η−a is the inverse of the unit ηa ∶ 1 a ●a.
● 1η−a is the vertical composite
(1D ⊗ a ●)(1D ⊗ a) 1D((CB)A)
(1D1D)⊗ (a ●a) 1D ⊗ 1(CB)A
1η
−a
⊗2
ℓ⊗ η−a
⊗−0
in B with ⊗−0 the inverse of the lax unity constraint (11.2.15) for the
composition ⊗.
(2) Starting with pi3, one similarly defines pi
−1
5 by replacing one copy of a
with its adjoint a ●.
(3) Starting with pi5, one defines pi2, which is then used to define pi1.
(4) pi7 and pi8 are defined similarly to pi3 in the first step.
(5) Starting with pi7, one defines pi4, pi6, and pi10.
(6) Finally, with pi6, one defines pi9.
Exercise 12.5.2. In a monoidal bicategory B, prove that the middle 2-unitor and
the right 2-unitor induce invertible 2-cells µ′ and ρ′, respectively, in Bicatps(B2,B),
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with the following component 2-cells.
(B1)A B(1A)
BA
r⊗ 1
a
1⊗ ℓ
⇒
µ′
(BA)1
BA B(A1)1⊗ r
r a
⇒
ρ′
Exercise 12.5.3. In a sylleptic monoidal bicategory, prove that the syllepsis ν in-
duces an invertible 2-cell ν′ in Bicatps(B2,B)(⊗,⊗τ)with the following component
2-cells.
A⊗ B B⊗ A
βA,B
β
●
B,A
⇒
ν
′
Exercise 12.5.4. Suppose F is a cubical pseudofunctor as in Definition 12.2.12. Use
the lax left and right unity properties (4.1.4) to show that F is strictly unitary (i.e.,
F0 is the identity).
Exercise 12.5.5. Suppose that
F ∶ C1 ×⋯×Cn D
is a cubical pseudofunctor. Suppose moreover, that for each 1 ≤ i ≤ n we have
cubical pseudofunctors
Fj ∶ Cj,1 ×⋯×Cj,nj Cj.
Then F ○ (F1 ×⋯× Fn) is a cubical pseudofunctor.
Exercise 12.5.6. Prove the naturality statement in Theorem 12.2.20.
Exercise 12.5.7. Verify the unity and pentagon axioms for the monoidal category
Gray = (2Cat,⊗, 1, a, ℓ, r) in Theorem 12.2.23.
Exercise 12.5.8. Prove the naturality statement in Proposition 12.2.27.
Exercise 12.5.9. Complete the argument in Theorem 12.2.31 showing that ξ defines
a symmetry for Gray.
Exercise 12.5.10. Complete Example 12.2.36 by showing that the axioms for a
braiding (Definition 1.2.34) imply conditions (4), (5), and (6) of Explanation 12.2.35.
Exercise 12.5.11. Use the formula given in (11.3.12) to show that the composition
pseudofunctor (⊗,⊗2,⊗0), defined for Bicatps in Section 11.3, is cubical.
Exercise 12.5.12. Verify that the proof of Proposition 2.2.4 generalizes to a proof of
Proposition 12.3.11.
Exercise 12.5.13. Verify that the proof of Proposition 2.2.6 generalizes to a proof of
Proposition 12.3.12.
Exercise 12.5.14. Suppose that F,G,H ∶ D E are three lax functors of double
categories. Suppose α ∶ F G and β ∶ G H are two transformations. Verify
the following.
(1) The composite βα described in Definition 12.3.19 satisfies the axioms to
be a transformation.
(2) Composition of transformations is strictly associative and unital.
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Exercise 12.5.15. Suppose F, F′ ∶ D D′ and G,G′ ∶ D′ D′′ are lax functors of
double categories. Suppose that α ∶ F F′ and β ∶ G G′ are transformations.
Verify the following.
(1) The horizontal composite β∗α described in Definition 12.3.19 satisfies the
axioms to be a transformation.
(2) Horizontal composition of transformations satisfies the middle four ex-
change law (2.1.9).
Exercise 12.5.16. Use Exercises 12.5.14 and 12.5.15 to prove thatDbl is a 2-category
(Proposition 12.3.21).
Exercise 12.5.17. Complete the verification of Example 12.3.14, showing thatD×D′
is a double category.
Exercise 12.5.18. Give a proof of Theorem 12.3.23: taking horizontal bicategories
defines a product-preserving functor of 1-categories
H ∶ Dbl Bicat.
Exercise 12.5.19. Suppose that D is a braided monoidal double category. Show
that the braid axioms (12.4.4) and (12.4.5) imply the following equality of pasting
diagrams, generalizing (1.2.27).
D
D2
D
1×1 ⊗
1
D2
1× 1
τ
⊗
⇒β
⇒
ℓ
=
D
D2
D
1×1 ⊗
1
⇒
r
Exercise 12.5.20. Suppose C is a category with products and pullbacks. Show that
the double category of spans in C (Example 12.3.16) is symmetric monoidal with
respect to the product in C.
Exercise 12.5.21. Show that the double category of rings and bimodules (Exam-
ple 12.3.17) is symmetric monoidal with respect to the tensor product.
Notes.
12.5.22 (Monoidal Bicategories). The idea of a monoidal bicategory came from
[CW87, CKWW07]. The definition of a monoidal bicategory as a one-object tricat-
egory is from [GPS95], except that their lax transformations are actually our oplax
transformations, as we pointed out in Note 11.7.8. Their coherence theorem for
tricategories implies that every monoidal bicategory is monoidally biequivalent
to a Gray monoid (Definition 12.2.32). Another coherence theorem for monoidal
bicategories is in [Gur13]. It states that in each free monoidal bicategory, a dia-
gram made up of only constraint 2-cells is commutative. See [Sta16] for further
discussion of the axioms for monoidal bicategories along with braided, sylleptic,
and symmetric variants. ◇
12.5.23 (Braided Monoidal Bicategories). Definition 12.1.6 of a braided monoidal
bicategory is essentially from [Gur11, McC00], with minor conventional changes.
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Our left hexagonator R−∣−− and right hexagonator R−−∣− correspond to McCrud-
den’s R−1 and S−1, respectively. The notations R−∣−− and R−−∣− are due to Kapra-
nov and Voevodsky [KV94a, KV94b], who gave the first definition of a braided
monoidal 2-category. The (3,1)-crossing, (1,3)-crossing, and (2,2)-crossing axioms
are bicategorical analogues of the axioms denoted by, respectively, ((●⊗●⊗●)⊗●),(● ⊗ (● ⊗ ● ⊗ ●)), and ((● ⊗ ●)⊗ (● ⊗ ●)) in a braided monoidal 2-category in the
sense of Kapranov and Voevodsky.
The Yang-Baxter axiom, called the Breen polytope in [Sta16], is due to Breen
[Bre94]. Kapranov and Voevodsky did not originally include the 2-categorical
version of this axiom in their definition of a braided monoidal 2-category. Baez
and Neuchl [BN96] later added this axiom to the definition of a braided monoidal
2-category. It was improved further by Crans [Cra98] with the inclusion of several
unity axioms. The diagrams in the axioms of a braided monoidal bicategory also
appeared in [BN97, Bat08].
Applications of braidedmonoidal 2-/bicategories to topological quantumfield
theory appeared in [BN96, KTZ20]. ◇
12.5.24 (Sylleptic and Symmetric Monoidal Bicategories). Definition 12.1.19 of a
symmetric monoidal bicategory is essentially the one in [Sta16], whose syllepsis
is phrased as ν′ in Exercise 12.5.3. Sylleptic and symmetric monoidal 2-categories
were defined in [DS97]. ◇
12.5.25 (Coherence Results for Braided and Symmetric Monoidal Bicategories).
Coherence results for braided monoidal bicategories are proved in [Gur11]. In
particular, it is proved there that each braided monoidal bicategory is equivalent
to a braided monoidal 2-category as defined by Crans [Cra98]. Coherence results
for symmetric monoidal bicategories are proved in [GO13]. Further strictification
results for symmetric monoidal bicategories can be found in [Bar∞, SP∞]. ◇
12.5.26 (The Gray Tensor Product). The Gray tensor product is due to John Gray
[Gra66, Gra74]. He gave a more general definition of a lax tensor product, not
requiring the structure 2-cells Σ f ,g to be invertible. We focus on the case where Σ f ,g
are invertible as it is somewhat simpler and is far more common in the literature.
Our exposition for the definition and basic properties of the Gray tensor product
follows that of [Gur13]. Further references include [GPS95] and [Lac10a]. ◇
12.5.27 (The Box Product). The box product of Definition 12.2.1 is an example of
a general construction for enriched categories known as the funny tensor product.
This point of view, and its relationship to the Gray tensor product, is explained in
[Lac10a, Gur13, BG17]. In [BG17], the authors use a general theory of factorization
systems to construct the Gray tensor product, and prove that it gives a symmetric
monoidal closed structure on 2Cat, without resorting to generators and relations.
◇
12.5.28 (Gray monoids). Our Explanations 12.2.33 and 12.2.35 appear in [BN96,
Lemmas 3 and 4], respectively, where the term semistrict monoidal 2-category is used
for what we call Gray monoids. The explicit formulation in Explanation 12.2.35 is
the definition of semistrict monoidal 2-category given in [KV94a]. ◇
12.5.29. Exercise 12.5.5 is given as [Gur13, Proposition 3.5]. It is the key step in
showing that cubical pseudofunctors form a non-symmetric multicategory, a notion
of multicategory more general than that of Definition 2.4.4, in which one omits
all data and axioms relating to the permutations σ ∈ Σn. See [Yau16, Section 11.7]
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for detailed definitions and explanations, where this notion is called non-symmetric
colored operad. ◇
12.5.30 (Composition of Lax Transformations). Exercise 12.5.11 shows that the
composition ⊗ for the tricategory B is cubical. The alternative composition ⊗′
sketched in Note 11.7.9 is opcubical, meaning that, with respect to which compo-
nents of the lax functoriality constraint are identities, it satisfies the opposite of the
cubical condition (Definition 12.2.12). This is noted in [Gur13, Remark 5.2]. ◇
12.5.31 (Double Categories). The concept of a strict double category goes back to
Ehresmann [Ehr63]. The more general version of Definition 12.3.7 is also called
pseudo-double category in [GP99] and weak double category in [GP19]. Our usage
follows Shulman [Shu∞a] and Hansen-Shulman [HS∞].
There is some variation in the literature about the orientation of diagrams for
double categories, and hence some variation in what the terms “vertical” and “hor-
izontal” refer to. The terms “tight” and “loose” are also used in, e.g., [HS∞] to
avoid this ambiguity. With this language, the concept we have called “transfor-
mation” is also called “tight transformation”. ◇
12.5.32 (Monoidal Double Categories). The usual definition of monoidal [pseudo]
double category one finds in the literature is that of a pseudomonoid in (Dbl,×). The
notion of pseudomonoid is an abstraction to general monoidal bicategories of the
structure defining monoidal categories, but the details are just beyond the scope of
this text. Our Definition 12.4.1 is an unpacking of the usual one. Pseudomonoids
in general monoidal 2-categories are discussed in [DS97]. ◇
12.5.33 (Unity Properties). The special case of Exercise 12.5.19 for braided monoi-
dal 1-categories can be found, along with several other unity properties, in [JS93,
Proposition 1]. ◇
12.5.34 (Monoidal Bicategories fromMonoidal Double Categories). Work of Shul-
man [Shu∞a] and Hansen-Shulman [HS∞] describes conditions under which a
symmetric monoidal structure for a double category descends to give a symmetric
monoidal structure on its horizontal bicategory, with Bimod being one of the key
examples. Exercises 12.5.20 and 12.5.21 appear, along with several other examples,
in [HS∞]. ◇
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List of Main Facts
Chapter 1
(1.1.2) Every set belongs to some universe.
(p. 5) An adjunction can be characterized in terms of an extension property.
(p. 5) A functor is an equivalence if and only if it is part of an adjoint equivalence.
This is also equivalent to being fully faithful and essentially surjective.
(1.1.16) The Yoneda embedding is fully faithful by the Yoneda Lemma.
(1.1.19) Left adjoints preserve colimits. Right adjoints preserve limits.
(1.2.23) Mac Lane’s Coherence Theorem. Every monoidal category C is adjoint
equivalent to a strict monoidal category via strong monoidal functors L ⊣ R such
that RL = 1C.
(p. 14) Every symmetric monoidal category is adjoint equivalent to a strict sym-
metric monoidal category via strong symmetric monoidal functors.
(p. 16) Every braided monoidal category is adjoint equivalent to a strict braided
monoidal category via strong braided monoidal functors.
(1.4.14) Monoidal functors preserve monoids.
(1.4.15) Symmetric monoidal functors preserve commutative monoids.
Chapter 2
(2.1.9) The middle four exchange is satisfied in each bicategory.
(2.1.18) A category is a locally discrete bicategory.
(2.1.19) A monoidal category is a one-object bicategory.
(2.1.22) For a categorywith all pullbacks, there is a bicategorywith spans as 1-cells.
(2.1.26) There is a bicategory with rings as objects and bimodules as 1-cells.
(2.1.27) Every locally essentially small bicategory has a classifying category and a
Picard groupoid.
(2.1.28) There is a bicategory 2Vectc of coordinatized 2-vector spaces.
(2.2.1) Identity 2-cells of identity 1-cells can be canceled in horizontal composition.
(2.2.3) The horizontal composite of two invertible 2-cells is invertible.
(2.2.4) Every bicategory has the left unity property and the right unity property.
(2.2.6) For an identity 1-cell, the left unitor is equal to the right unitor.
(2.3.4) A 2-category can be described by an explicit list of axioms.
(2.3.9) A locally small 2-category is a Cat-category.
(2.3.11) Strict monoidal categories are one-object 2-categories.
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(2.3.13) There is a locally partially ordered 2-category with sets as objects and re-
lations as 1-cells.
(2.3.14) There is a 2-category Cat of small categories, functors, and natural trans-
formations.
(2.3.15) For amonoidal category V, there is a 2-categoryCatV of small V-categories,
V-functors, and V-natural transformations.
(2.3.16) There is a 2-category 2Vecttc of totally coordinatized 2-vector spaces.
(2.4.26) There is a 2-categoryMulticat of small multicategories, multifunctors, and
multinatural transformations
(2.5.19) There is a 2-category Polycat of small polycategories, polyfunctors, and
polynatural transformations
(2.6.5) Every bicategory has an opposite bicategory, a co-bicategory, and a coop-
bicategory.
(2.7.7) For a category with all pushouts, there is a bicategory with cospans as 1-
cells.
(2.7.8) There is a locally partially ordered 2-categorywith sets as objects and partial
functions as 1-cells.
(2.7.10) For each small category A, there is a 2-category of categories over A.
(2.7.11) There is a 2-categoryMonCat of small monoidal categories, monoidal func-
tors, and monoidal natural transformations.
(2.7.12) For each symmetric monoidal category V, there is a 2-category of small
V-multicategories, V-multifunctors, and V-multinatural transformations.
(2.7.13) For each symmetric monoidal category V, there is a 2-category of small
V-polycategories, V-polyfunctors, and V-polynatural transformations.
Chapter 3
(3.3.7) 2-Categorical Pasting Theorem. Every pasting diagram in a 2-category has
a unique composite.
(3.5.6) Moving Brackets Lemma. Any two bracketings of the same length are
related by a canonical finite sequence of steps, each moving one pair of brackets to
the left or to the right.
(3.5.7) A bracketed graph admits a composition scheme extension if and only if its
underlying anchored graph admits a pasting scheme presentation.
(3.6.4)Mac Lane’s Coherence Theorem. In a bicategory, for each finite composable
sequence of 1-cells with two bracketings, the two composite 1-cells are related by
a unique constraint 2-cell that is a vertical composite of whiskerings of 1-cells with
components of the associator or their inverses.
(3.6.6) Bicategorical Pasting Theorem. Every pasting diagram in a bicategory has
a unique composite.
Chapter 4
(4.1.8) A 2-functor strictly preserves identity 1-cells, identity 2-cells, vertical com-
position of 2-cells, and horizontal compositions of 1-cells and 2-cells.
(4.1.11) Every bicategory has an identity strict functor.
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(4.1.13) A (strong, resp., strict) monoidal functor yields a lax (pseudo, resp., strict)
functor between one-object bicategories.
(4.1.17) There is a strictly unitary pseudofunctor F ∶ 2Vecttc 2Vectc.
(4.1.22) Every object in a bicategory induces a constant pseudofunctor from any
other bicategory.
(4.1.24) Every pullback-preserving functor induces a strictly unitary pseudofunc-
tor between the bicategories of spans.
(4.1.30) There is a 1-category with small bicategories as objects and lax functors
as morphisms. The same is true with pseudofunctors, strict functors, or colax
functors in place of lax functors.
(4.2.11) A 2-natural transformation is determined by component 1-cells that are
natural with respect to 1-cells and 2-cells.
(4.2.12) Every lax functor has an identity strong transformation.
(4.3.9) Every oplax transformation is uniquely determined by a lax transformation
between the opposite lax functors.
(4.3.11) Monoidal natural transformations are examples of oplax transformations.
(4.4.9) A modification is invertible if and only if it has a vertical composite inverse.
(4.4.11) For two bicategories A and B, there is a bicategory Bicat(A,B) with lax
functors A B as objects, lax transformations as 1-cells, and modifications as
2-cells.
(4.4.12) Bicat(A,B) is a 2-category if B is a 2-category.
(4.4.13) Bicat(A,B) contains a sub-bicategory Bicatps(A,B)with pseudofunctors as
objects and strong transformations as 1-cells.
(4.5.2) Every object in a bicategory induces a representable pseudofunctor.
(4.5.5) Every 1-cell in a bicategory induces a representable strong transformation.
(4.5.7) Every 2-cell in a bicategory induces a representable modification.
(4.6.9) There is a canonical bijection between icons and oplax transformations with
component identity 1-cells.
(4.6.10) Monoidal natural transformations are icons.
(4.6.13) There is a 2-category Bicatic with small bicategories as objects, lax functors
as 1-cells, and icons as 2-cells. The same is true with pseudofunctors or strict
functors in place of lax functors.
(4.6.14) Bicatic contains a sub-2-category that can be identified with the 2-category
MonCat of small monoidal categories.
(4.7.14) There is a 2-category 2Cat of small 2-categories, 2-functors, and 2-natural
transformations.
Chapter 5
(5.1.19) Lax bilimits and lax limits of a lax functor, and pseudo bilimits and pseudo
limits of a pseudofunctor, are unique up to an equivalence and an invertible mod-
ification.
(5.2.10) Lax bicolimits and lax colimits of a lax functor, and pseudo bicolimits and
pseudo colimits of a pseudofunctor, are unique up to an equivalence and an in-
vertible modification.
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(5.3.7) 2-limits and 2-colimits are unique up to an isomorphism.
(5.4.8) The Duskin nerve restricts to the Grothendieck nerve.
(5.4.12) An n-simplex in the Duskin nerve consists of a family of objects, 1-cells,
and 2-cells that satisfy a cocycle condition.
(5.5.4) An object in the nth category of the 2-nerve of a bicategory consists of a fam-
ily of objects, 1-cells, and invertible 2-cells that satisfy the same cocycle condition
as in the Duskin nerve.
Chapter 6
(6.1.6) For two adjunctions with the same left adjoint, the right adjoints are canon-
ically isomorphic.
(6.1.7) Pseudofunctors preserve adjunctions.
(6.1.10) Every adjunction induces a corepresented adjunction from each object.
(6.1.11) Every adjunction induces an adjunction in the opposite bicategory with
the left and right adjoints switched.
(6.1.13) Taking mates yields a bijection of 2-cells.
(6.2.3) Pseudofunctors preserve internal equivalences.
(6.2.4) A 1-cell in a bicategory is an equivalence if and only if it is a member of an
adjoint equivalence.
(6.2.7) Internal equivalences in Bicatps(B,C) are invertible strong transformations.
(6.2.12) A 2-equivalence between locally small 2-categories is the same as a Cat-
enriched equivalence.
(6.2.16) A strong transformation between pseudofunctors is invertible if and only
if each component 1-cell is invertible.
(6.4.9) For a category C with all pullbacks, monads in the bicategory Span(C) are
internal categories in C.
(6.5.1) For a small 2-category A, a monad on A in the 2-category 2Cat is the same
as a Cat-monad on A.
Chapter 7
(7.1.2) Every lax slice of a lax functor is a bicategory.
(7.1.9) Whiskering with a 1-cell induces a strict functor between lax slice bicate-
gories, called the change-of-slice functor.
(7.2.7) For a lax functor that is essentially surjective, essentially full, and fully faith-
ful, each lax slice bicategory has an inc-lax terminal object.
(7.2.10) For a pseudofunctor that is essentially surjective, essentially full, and fully
faithful, the change-of-slice functors preserve initial components.
(7.3.1) Bicategorical Quillen Theorem A. Suppose F ∶ B C is a lax functor
such that (i) each lax slice bicategory has an inc-lax terminal object and that (ii) the
change-of-slice functors preserve initial components. Then there is a lax functor
G ∶ C B together with lax transformations η ∶ 1B GF and ε ∶ FG 1C.
(7.4.1) Bicategorical Whitehead Theorem. A pseudofunctor between bicategories
is a biequivalence if and only if it is essentially surjective on objects, essentially full
on 1-cells, and fully faithful on 2-cells.
(7.4.3) The strictly unitary pseudofunctor F ∶ 2Vecttc 2Vectc is a biequivalence.
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(7.5.1) For a lax functor whose domain is a 2-category, every lax slice is a 2-category.
(7.5.5) For a lax functor of 2-categories that is 1-essentially surjective on objects,
1-fully faithful on 1-cells, and fully faithful on 2-cells, each lax slice 2-category has
an inc-lax terminal object whose initial components are 2-unitary 1-cells.
(7.5.6) 2-Categorical Quillen Theorem A. Suppose F ∶ B C is a lax functor
of 2-categories such that (i) each lax slice 2-category has an inc-lax terminal ob-
ject whose initial components are 2-unitary 1-cells, and that (ii) the change-of-slice
functors preserve initial components. Then there is a lax functor G ∶ C B to-
gether with a lax transformation η ∶ 1B GF and a strict transformation ε ∶
FG 1C such that the component 1-cells of η and ε are isomorphisms.
(7.5.8) 2-Categorical Whitehead Theorem. A 2-functor between 2-categories is a
2-equivalence if and only if it is 1-essentially surjective on objects, 1-fully faithful
on 1-cells, and fully faithful on 2-cells.
Chapter 8
(8.1.5) The Yoneda embedding is fully faithful.
(8.2.12) Each small bicategory has a Yoneda pseudofunctor.
(8.2.16) The Yoneda pseudofunctor of a small 2-category is a 2-functor.
(8.3.11) Objectwise Bicategorical Yoneda Lemma. For each object in a small bi-
category, evaluation is an equivalence of categories
(8.3.12) Bicategorical Yoneda Embedding. The Yoneda pseudofunctor is a local
equivalence.
(8.3.16) Bicategorical Yoneda Lemma. For a pseudofunctor F ∶ Bop Cat with
B a small bicategory, evaluation yields an invertible strong transformation.
(8.4.1) Bicategorical Coherence Theorem. Every bicategory is biequivalent to a
2-category.
Chapter 9
(9.1.4) Cartesian lifts are unique up to an isomorphism. Cartesian morphisms are
closed under composition.
(9.1.10) Fibrations are closed under composition of functors.
(9.1.17) Isomorphisms of categories are Cartesian functors.
(9.1.18) There is a 2-category Fib(C) with fibrations over C as objects, Cartesian
functors as 1-cells, and vertical natural transformations as 2-cells. The same state-
ment also holds for cloven fibrations and split fibrations.
(9.1.19) Sending a cloven fibration to its underlying fibration is a 2-equivalence
from the 2-category of cloven fibrations to the 2-category of fibrations.
(9.1.20) Fibrations are closed under pullbacks in Cat. Equivalences of categories
are closed under pullbacks along fibrations.
(9.5.6)Grothendieck Fibration Theorem. There is a 2-monad F on Cat/Cwith the
properties that (i) there is a canonical bijection between pseudo F -algebras and
cloven fibrations, and that (ii) the same bijection yields a correspondence between
strict F -algebras and split fibrations.
Chapter 10
438 LIST OF MAIN FACTS
(10.1.8) The Grothendieck construction ∫ F of a lax functor F ∶ Cop Cat with C
small is a category.
(10.1.10) If the lax functoriality constraint F2 is invertible, then there is a cloven
fibration UF ∶ ∫ F C.
(10.1.11) For a pseudofunctor F, UF is a split fibration if and only if F is a strict
functor.
(10.2.3) For a lax functor F ∶ Cop Cat with C small, ∫ F is equipped with an
oplax cone under F, with respect to which it is a lax colimit of F.
(10.3.5) The Grothendieck construction ∫ α of a strong transformation α ∶ F G
between lax functors is a functor.
(10.3.11) If F0 and G2 are invertible (e.g., if they are pseudofunctors), then ∫ α is a
Cartesian functor.
(10.3.18) The Grothendieck construction ∫ Γ of a modification Γ ∶ α β between
strong transformations is a vertical natural transformation.
(10.3.22) The Grothendieck construction ∫ defines a 2-functor from the 2-category
Bicatps(Cop,Cat) of pseudofunctors, strong transformations, and modifications, to
the 2-category Fib(C) of fibrations over C.
(10.4.26) The Grothendieck construction is 1-essentially surjective.
(10.5.39) The Grothendieck construction is 1-fully faithful.
(10.6.16)Grothendieck Construction Theorem. The Grothendieck construction is
a 2-equivalence between 2-categories.
Chapter 11
(11.1.5) The pre-whiskering α ☆ F of a lax transformation α with a lax functor F is a
lax transformation, which is a strong transformation if α is so.
(11.1.6) The post-whiskering H ☆ α of a lax transformation α with a lax functor H
with H2 invertible is a lax transformation, which is a strong transformation if α is
so.
(11.2.38) Every bicategory is a locally discrete tricategory, with componentwise
identity pentagonator and 2-unitors.
(11.6.25) There is a tricategory with small bicategories as objects and Bicatps(⋅, ⋅) as
hom bicategories.
(11.7.1) In every tricategory, the left 2-unitor and the right 2-unitor are uniquely
determined by the rest of the tricategorical data.
Chapter 12
(12.1.2) A monoidal bicategory is a tricategory with one object.
(12.1.3) The data of a monoidal bicategory consists of composition and identity
pseudofunctors, together with associator, unitor, pentagonator, and three 2-unitors.
(12.1.6) The data of a braided monoidal bicategory consists of a monoidal bicate-
gory, a braiding, and two hexagonators.
(12.1.6) A braided monoidal bicategory satisfies axioms corresponding to (3,1)-
crossing, (1,3)-crossing, (2,2)-crossing, and the Yang-Baxter axiom.
(12.1.15) A sylleptic monoidal bicategory consists of a braided monoidal bicate-
gory together with a syllepsis satisfying the (2,1)- and (1,2)-syllepsis axioms.
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(12.1.19) A symmetric monoidal bicategory consists of a sylleptic monoidal bicat-
egory satisfying a triple-braiding axiom.
(12.2.20) Cubical functors out of C ×D are in bijection with 2-functors out of the
Gray tensor product C⊗D.
(12.2.30) The Gray tensor product −⊗D is left adjoint to Hom(D,−).
(12.2.31) The category Gray = (2Cat,⊗,Hom) is symmetric monoidal closed.
(12.2.35) A Gray monoid is a 2-category with additional data and axioms for the
monoidal product.
(12.2.36) The one-object bicategory arising from a braided strict monoidal category
is a Gray monoid.
(12.3.11, 12.3.12) A double category satisfies unity properties analogous to those in
a monoidal category.
(12.3.13) In a double categoryD, the objects, horizontal 1-cells, and globular 2-cells
form a bicategoryHD.
(12.3.16) For a category C with all pullbacks, Span(C) is the horizontal bicategory
of a double category.
(12.3.17) The bicategory of rings and bimodules, Bimod, is the horizontal bicate-
gory of a double category.
(12.3.21) There is a 2-category Dbl whose objects are small double categories, 1-
cells are lax functors, and 2-cells are transformations.
(12.3.23) Taking horizontal bicategories defines a product-preserving functor of 1-
categories from Dbl to Bicat.
(12.4.6) In a monoidal double category D, both D0 and D1 are monoidal categories,
which are braided, respectively symmetric, if D is. In the latter case, the functors
s,t, and i are braided, respectively symmetric, monoidal functors.
(12.4.7) The double category of spans and the double category of bimodules are
examples of symmetric monoidal double categories.

List of Notations
Chapter 1 Page Description
U 1 a Grothendieck universe
Ob(C), C0 2 class of objects in a category C
C(X,Y), C(X;Y) 2 set of morphisms from X to Y in C
dom( f ) 2 domain of a morphism f
cod( f ) 2 codomain of a morphism f
1X, 1 2 identity morphism of X
Mor(C), C1 2 collection of morphisms in C
g f or g ○ f 2 composition of morphisms
X Y
≅
2 an isomorphism
Cop 2 opposite category of C
IdC, 1C 3 identity functor of C
Cat 3 category of small categories
Fun(C,D) 3 collection of functors C D
Nat(F,G) 3 collection of natural transformations F G
θ ∗ θ′ 4 horizontal composition of natural transformations
CD 4 diagram category of functors D C
L ⊣ R 4 an adjunction
Y− 5 Yoneda embedding
colim F, colim
x∈D
Fx 6 colimit of F ∶ D C
∐, ∐ 6 coproducts
1 7 terminal category
⊗ 8 monoidal product
1 8 monoidal unit
α 8 associativity isomorphism
λ, ρ 8 left and right unit isomorphisms
Crev 10 reversed monoidal category(X,µ,1) 10 a monoid
Mon(C) 11 category of monoids in C(F, F2, F0) 11 a monoidal functor
ξ 13 symmetry isomorphism
CMon(C) 14 category of commutative monoids in C
Set 15 category of sets[−,−] 15 internal hom
Top 17 category of topological spaces
Ab 17 category of abelian groups
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Ch 18 category of chain complexes
Chapter 2
Ob(B), B0 25 objects/0-cells in a bicategory
B1, B2 25 1-cells and 2-cells in a bicategory
B(X,Y) 25 hom category
1X 26 identity 1-cell of an object X
c 26 horizontal composition
g ○ f , g f 26 horizontal composition of 1-cells
β ∗ α 26 horizontal composition of 2-cells
a 26 associator
ℓ, r 26 left and right unitors
⇒ 27 a 2-cell
Cbi 29 locally discrete bicategory of a category C
ΣC 29 one-object bicategory of a monoidal category C
A×B 30 product bicategory
Span(C) 31 bicategory of spans in C
Bimod 32 bicategory with bimodules as 1-cells
Cla(B) 32 classifying category
Pic(B) 33 Picard groupoid
V = (Vij) 33 a 2-matrix
2Vectc 33 bicategory of coordinatized 2-vector spaces
1 35 terminal bicategory
Rel 41 2-category of relations
Cat 42 2-category of small categories, functors, and
natural transformations
CatV 43 V-enriched version of Cat
2Vecttc 43 2-category of totally coordinatized 2-vector spaces
Map(−,−) 45 set of functions
Xn, X×n 45 n-fold product X ×⋯×X
Prof(C) 45 class of C-profiles
c, (c1, . . . , cn) 45 a C-profile(d
c
) 45 an element in Prof(C)×C
Σn 45 symmetric group on n letters(C,γ,1) 45 a multicategory, a.k.a. an operad
End(X) 49 endomorphism operad
As 49 associative operad
Com 49 commutative operad
φθ 52, 59 vertical composite of multinatural and
polynatural transformations
θ′ ∗ θ 52, 59 horizontal composite of multinatural
and polynatural transformations
Multicat 53 2-category of multicategories, multifunctors, and
multinatural transformations(C, ○,1) 54 a polycategory
C(dc) 54 an entry of a polycategory
PEnd(X) 56 polycategory of functions
Polycat 59 2-category of polycategories, polyfunctors, and
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polynatural transformations
Bop 60 opposite bicategory
Bco 61 co-bicategory
Bcoop 61 coop-bicategory
Cospan(C) 64 bicategory of cospans in C
Par 64 2-category of partial functions
Cat/A 65 over-category
Catfl 65 Catwith finite limit-preserving functors
MonCat 65 2-category of monoidal categories, monoidal functors,
and monoidal natural transformations
MonCat≅ 65 MonCatwith strong monoidal functors
MonCat= 65 MonCatwith strict monoidal functors
Chapter 3(VG,EG,ψG) 72 a graph∣G∣ 72 geometric realization of a graph G
C 72 complex plane
●, v 72 a vertex in a graph
v0e1v1⋯envn 73 a path
extG 73 exterior face
∂F 73 boundary of a face F
sF, tF 73 source and sink
domF, codF 73 domain and codomain
HG 74 vertical composite of anchored graphs∣φ∣ 78 composite of a 2-category pasting diagram
b(P), (P) 81 bracketed directed path∣φ∣ 85, 93 composite of a composition/pasting diagram
G/A, H/{Ai}1≤i≤j 88 collapsing
Chapter 4(F, F2, F0) 103 a lax functor
Fop 106 opposite lax functor
1B 107 identity strict functor
∆X 110 constant pseudofunctor
Bicat 115 category of bicategories and lax functors
Bicatsu 115 wide subcategory of Bicatwith
strictly unitary lax functors
Bicatco 115 category of bicategories and colax functors
αX, α f 117 component 1-/2-cells of a lax transformation
1F 119 identity transformation of a lax functor
βα 121 horizontal composite of lax transformations
ΓX 126 component 2-cell of a modification
1α 127 identity modification of α
ΣΓ 127 vertical composite of modifications
Γ
′ ∗ Γ 127 horizontal composite of modifications
Bicat(B,B′) 129 bicategory of lax functors, lax transformations,
and modifications
Bicatps(B,B′) 130 Bicat(B,B′)with pseudofunctors and
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strong transformations
f ∗, f∗ 131 pre/post-composition functors
B(−,X) 131 representable pseudofunctor
B(X,−) 133 corepresentable pseudofunctor
f∗, B(−, f ) 134 representable transformation
α∗ 134 representable modification
Bicatic 140 2-category of bicategories, lax functors, and icons
Bicatpsic 140 Bicatic with pseudofunctors
Bicatsupic 140 Bicatic with strictly unitary pseudofunctors
2Cat 142 2-category of 2-categories, 2-functors, and
2-natural transformations
Chapter 5
Conelax(∆L, F) 145 category of lax cones of L over F
Coneps(∆L, F) 146 category of pseudocones of L over F
∆ f 147 constant strong transformation induced by a 1-cell
∆α 148 constant modification induced by a 2-cell
Coneop(F,∆L) 155 category of oplax cones of L under F
2Cone(∆L, F) 158 category of 2-cones of L over F
2Cone(F,∆L) 158 category of 2-cocones of L under F
∆ 162 ordinal number category
n 162 linearly ordered set {0 < 1 < ⋯ < n}
di 162 ith coface map n − 1 n
si 162 ith codegeneracy map n + 1 n
C∆
op
163 category of simplicial objects in C
Set∆
op
163 category of simplicial sets
di, si 163 ith face and ith degeneracy
Ner 163 Grothendieck nerve
DNer 164 Duskin nerve
DNer(B)n 164 the set Bicatsu(n,B)
Cat∆
op
168 2-category of 2-functors ∆op Cat,
2-natural transformations, and modifications
2Ner 168 2-nerve
2Ner(B)n 169 the category Bicatsupic(n,B)
Chapter 6
η, ε 174 unit and counit of an internal adjunction
f ● 181 an adjoint of f(C, t,µ, η) 188 a monad in a bicategory(A,T,µ, η) 191 a 2-monad(X, θ, ζ,ω) 191 a lax algebra for a 2-monad
T-Algs 194 2-category of strict T-algebras, strict morphisms,
and 2-cells
T-Alg 194 T-Algs with strong morphisms
Ps-T-Alg 194 T-Alg with pseudo T-algebras
Lax-T-Alg 194 Ps-T-Alg with lax T-algebras and lax morphisms
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Chapter 7
F↓X 199 lax slice bicategory of F at X
F↓u 204 change-of-slice functor
t 205 a lax terminal object
Chapter 8
Y 223 Yoneda pseudofunctor
Y0 224 lax unity constraint of Y
Y2 226 lax functoriality constraint of Y
Str(F,G) 228 the 1-category Bicatps(B,C)(F,G)
eA 228 evaluation at an object A
e f 232 evaluation at a 1-cell f
stB 238 the essential image of Y for a bicategory B
Chapter 9
XP 241 the image of X under P⟨Y; f ⟩ 241 a pre-lift
f , β⟨Y; f ⟩ 241 a lift of ⟨Y; f ⟩⟨g, h; f ⟩ 242 a pre-raise
f+ 242 a raise of ⟨g, h; f ⟩
Fib(C) 246 2-category of fibrations over C, Cartesian functors,
and vertical natural transformations
Fibcl(C) 246 Fib(C)with cloven fibrations
Fibsp(C) 246 Fib(C)with split fibrations(F ,µ, η) 249 2-monad with cloven fibrations as pseudo algebras
Φ
fib
alg() 264 cloven fibration of a pseudo F -algebra
Φ
alg
fib
() 264 pseudo F -algebra of a cloven fibration
Chapter 10
∫ F 270 Grothendieck construction of F
UF 272 projection functor ∫ F C
pi 274 oplax cone of ∫ F under F
∫ α 280 Grothendieck construction of a strong transformation
∫ Γ 284 Grothendieck construction of a modification
G−1(Y) 289 fiber of Y with respect to G
∫
bi
C F 311 bicategorical Grothendieck construction
Chapter 11
α ☆ F, F ☆ α 318 pre/post-whiskering
fG, αg,G 319 images of f and αg under G
G−2, G−0 319 inverses of G2 and G0
1 321 unit bicategory
Tni1,...,in+1
322 Tin,in+1 ×⋯×Ti1,i2
Tn[r,r+n] 322 T
n
r,r+1,...,r+n
T(X1,X2) 322 hom bicategories of a tricategory(⊗,⊗2,⊗0) 323 composition in a tricategory(1X, 12X, 10X) 323 identity of an object X
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(a, a ●, ηa, εa) 323 associator in a tricategory
(ℓ, ℓ ●, ηℓ, εℓ) 323 left unitor in a tricategory(r, r ●, ηr , εr) 323 right unitor in a tricategory
pi 324 pentagonator
µ, λ, ρ 324 middle, left, and right 2-unitors
⊗−0 326 inverse of ⊗0
Ai,j 334 bicategory Bicat
ps(Ai,Aj)
G⊗ F 335 composite lax functor GF
β⊗ α 335 composite lax transformation
Σ⊗ Γ 335 composite modification
⊗2 338 lax functoriality constraint for ⊗
MC 339 Mac Lane’s Coherence Theorem 3.6.4
≅ 339 coherence isomorphism
nat 339 naturality properties
unity 339 unity properties
mid4 339 middle four exchange
⊗0 353 lax unity constraint for ⊗
B 377 tricategory of small bicategories, pseudofunctors,
strong transformations, and modifications
NB4 377 non-abelian 4-cocycle condition
Chapter 12
pi1, . . . ,pi9 384 mates of the pentagonator(β, β ●, ηβ, εβ) 385 braiding in a braided monoidal bicategory
R−∣−− 385 left hexagonator
R−−∣− 385 right hexagonator
η−a 389 inverse of ηa
Ri−−∣− 390 mates of the right hexagonator
Ri−∣−− 392 mates of the left hexagonator
ν 394 syllepsis
C◻D 397 box product of C and D
C⊗D 399 Gray tensor product of C and D
Σ f ,g 399 structure 2-cells in the Gray tensor product
c 402 universal cubical pseudofunctor
Hom(C,D) 405 2-category of strict functors, strong transformations,
and modifications
ev 406 evaluation pseudofunctor
Gray 405 symmetric monoidal closed category of 2-categories
with Gray tensor product and pseudofunctor hom(C,⊠, I) 409 Gray monoid(D0,D1) 412 categories of objects and arrows in a double category
⊙ 412 horizontal composition in a double category(i, s, t) 412 unit, source, and target in a double category
R S 412 horizontal 1-cell in a double category
HD 415 horizontal bicategory of a double category D
1 415 terminal double category
Dbl 418 2-category of small double categories, lax functors,
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and transformations

Index
0-cell, 25
tricategory, 322
1-category, 2
1-cell, 25
1-essentially surjective, 217
1-fully faithful, 217
2-unitary, 217
basic, in box product, 397
basic, in Gray tensor product, 399
equivalence, 151
essentially full, 199
horizontal in a double category, 412
invertible, 151
isomorphism, 181
(1,2)-braid axiom, 419
(1,2)-syllepsis axiom, 395
(1,3)-crossing axiom, 387
2-categorical
Quillen Theorem A, 217
Whitehead Theorem, 218
Yoneda Embedding, 232
2-category, 39
as a Cat-category, 40
as a strictified bicategory, 238
box product, 397
explicit data and axioms, 39
Gray tensor product, 399
horizontal, 413
lax slice, 217
locally partially ordered, 41
locally small, 39
monad, 197
monoidal, 381
of V-categories, 43
of 2-categories, 2-functors, and 2-natural
transformations, 142
of bicategories, lax functors, and icons, 140
of double categories, 418
of enriched multicategories, 66
of enriched polycategories, 66
of fibrations, 246
of finite-limit preserving functors, 65
of lax functors, 130
of monoidal categories, 65
of multicategories, 53
of over-categories, 65
of partial functions, 64
of polycategories, 59
of relations, 41
of small categories, 42
of totally coordinatized 2-vector spaces, 43
one-object, 41
pasting diagram, 69
pasting theorem, 80
triangle identities, 175
2-cell, 25
basic, in box product, 398
basic, in Gray tensor product, 399
double arrow notation, 27
double category, 412
fully faithful, 199
globular in a double category, 413
lax morphisms, 193
mate, 179
proto, in Gray tensor product, 399
2-colimit, 158
uniqueness, 161
2-cone, 158
2-equivalence, 183, 238
as Cat-enriched equivalence, 184
Grothendieck construction, 311
local characterization, 218
2-functor, 105
2-equivalence, 218
as a Cat-functor, 107
from the Grothendieck construction, 289
Yoneda, 228
2-limit, 158
uniqueness, 161
2-matrix, 33
2-monad, 191
for cloven and split fibrations, 249, 267
2-natural transformation, 118
as a Cat-natural transformation, 119
2-nerve, 168
geometric realization, 171
2-pullback, 161
2-unitary, 217, 218
2-unitor, 324
2-vector space, 33, 108, 216
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totally coordinatized, 43
(2,1)-braid axiom, 419
(2,1)-syllepsis axiom, 394
(2,2)-crossing axiom, 388
3-cocycle
normalized - as associativity, 22
(3,1)-crossing axiom, 386
A
adjoint
equivalence, 5
in a bicategory, 181, 323
pair, 4, 174
uniqueness, 175
adjunction, 4
composition, 22
corepresented, 178
Eilenberg-Moore, 7
enriched, 20
in a bicategory, 174
mate, 179
non-preservation by lax functors, 178
opposite bicategory, 179
preservation by pseudofunctors, 177
algebra
of a monad, 7
of an enriched monad, 21
pseudo, 192
anchored, 73
graph, 74
bracketing, 82
associahedron, 330
associative operad, 49
associativity
category, 2
colax functor, 109
enriched category, 17
enriched monad, 20
graph, 83
hom category, 27
isomorphism, 8
lax algebra, 192
lax functor, 104
monad, 7
monoidal functor, 12
multicategory, 46
normalized 3-cocycle, 22
polycategory, 55
associator, 26
component, 28
naturality, 28
tricategory, 323
atomic graph, 74
Axiom of Universes, 1
B
basic 1-cell
box product, 397
Gray tensor product, 399
basic 2-cell
box product, 398
Gray tensor product, 399
Bicategorical
Coherence Theorem, 238
Objectwise - Yoneda Lemma, 231
Quillen Theorem A, 208
Whitehead Theorem, 215
Yoneda Embedding, 231
Yoneda Lemma, 233
bicategorical Grothendieck construction, 311
homotopy type, 316
bicategory, 25
2-category, 39
adjoint equivalence, 181, 323
adjunction, 174
as a tricategory, 333
biequivalence, 183
braided monoidal, 384
category of -, 115
co-, 61
comonad, 190
coop-, 61
equivalence, 151
hom, 322
horizontal, 415
indexed, 311
lax slice, 199
left unity, 37
locally discrete, 28, 29
locally partially ordered, 28
locally small, 28
mate, 179
monad, 188
monoidal, 381
of 2-vector spaces, 33
of bimodules, 32
of cospans, 64
of lax functors, 130
of pseudofunctors, 130
of spans, 31
one object, one 1-cell, 63
one-object, 29
oplax comma, 219
oplax transformation
comparison with double category, 417
opposite, 60
product, 30, 322
right unity, 37
small, 28
sub-, 29
sylleptic monoidal, 394
symmetric monoidal, 396
terminal, 35
triangle identities, 174
tricategory structure, 377
bicolimit
lax, 155
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pseudo, 155
uniqueness, 157
biequivalence, 183
local characterization, 215
local equivalence, 184
strictification, 238
bilimit
lax, 150
pseudo, 150
uniqueness, 151
bimodule
bicategory, 32
double category, 415
symmetric monoidal, 420
duality, 187
block
permutation, 47
sum, 48
Boardman-Vogt tensor product, 67
bottom equivariance, 48
box product, 397
basic 1-cell, 397
basic 2-cell, 398
compatibility with Gray tensor product, 401
bracketed
directed path, 81
graph, 82
bracketing, 81
anchored graph, 82
consistent, 82
braid, 16
group, 16
braided
monoidal category, 15
strict, 16
monoidal functor, 16
tensor category, 23
braided monoidal
2-category, 424
bicategory, 384
(1,3)-crossing axiom, 387
(2,2)-crossing axiom, 388
(3,1)-crossing axiom, 386
Yang-Baxter axiom, 389
double category, 419
(1,2)-braid axiom, 419
(2,1)-braid axiom, 419
braided monoidal category
strict case as one-object Gray monoid, 411
braiding
braided monoidal bicategory, 385
braided monoidal category, 15
Breen polytope, 424
C
canonical extension, 92
Cartesian
functor, 245
isomorphism of categories, 246
lift, 242
chosen, 242
uniqueness, 243
morphism, 242
category, 2
1-, 2
2-, 39
n-, 101
as a locally discrete bicategory, 29, 62
bi-, 25
braided monoidal, 15
classifying, 32
closed, 15
diagram, 4
differential graded, 18
discrete, 2
empty, 6
enriched, 17
essentially small, 2
fibered, 268
from a monoid, 11
hom, 25
indexed, 270
internal, 189
model, 67
monoidal, 8
multi-, 45
multicategory with only unary operations,
48
of algebras over a monad, 7
of bicategories and colax functors, 115
of bicategories and lax functors, 115
of monoids, 11
of small categories, 3, 15
opposite, 2
ordinal number, 162
over-, 65
permutative, 23
poly-, 54
pre-additive, 17
small, 2
strict double -, 190
symmetric monoidal, 13
terminal, 7, 244
topological, 17
tri-, 322
with a left action, 63
category of arrows
double category, 412
category of objects
double category, 412
change-of-slice functor, 204
preserves initial components, 207, 208, 218
characterization of
a 2-equivalence, 218
a 2-functor, 106
a 2-natural transformation, 119
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a biequivalence, 215
a bracketed graph admitting a composition
scheme extension, 90
a colax functor, 109
an adjunction, 4
an equivalence, 5, 22
an icon, 138
an invertible modification, 129
an invertible strong transformation, 184
an oplax transformation, 124
the 2-nerve, 169
the Duskin nerve, 167
the Gray tensor product, 401
chosen Cartesian lift, 242
class, 1
classifying category, 32
cleavage, 242
multiplicative, 242
split, 242
unitary, 242
closed category, 15
with respect to Gray tensor product, 408
cloven fibration, 242
2-category, 246
as a pseudo algebra, 267
co-bicategory, 61
cocomplete, 6
cocone, 6
codegeneracy map, 162
codomain, 2, 73
coequalizer, 6
coface map, 162
coherence
Mac Lane’s, 92
monoidal category, 13, 24
colax functor, 104
colimit, 5, 154
2-, 158
lax, 155
lax bi-, 155
preservation by left adjoints, 6
pseudo, 155
pseudo bi-, 155
uniqueness, 22
collapsing, 88
colored unit, 46, 55
commutative monoid, 14
as operad algebra, 52
one object, one 1-cell bicategory, 63
commutative operad, 49
comonad
in a bicategory, 190
complete, 6
complex plane, 72
composable, 2
composite, 2
composition diagram, 85
pasting diagram in a 2-category, 78
pasting diagram in a bicategory, 93
composition, 2
enriched category, 17
lax functors, 112
double category, 416
lax transformation
horizontal, 121
in tricategory of bicategories, 335
modification
horizontal and vertical, 127
in tricategory of bicategories, 335
multifunctor, 50
polycategory, 55
polyfunctor, 58
tricategory, 323
of bicategories, 335
composition diagram, 84
composite, 85
composition scheme, 83
extension, 88
presentation, 83
concatenation, 46
conjugate, 66
connected, 73
consistent graph, 82
coop-bicategory, 61
coproduct, 6
corepresentable pseudofunctor, 134
corepresented adjunction, 178
cosimplicial identities, 163
cospan, 64, 141
counit
internal adjunction, 174
of an adjunction, 4
cubical condition, 402
cubical functor
evaluation pseudofunctor, 406
cubical pseudofunctor, 402
classified by Gray tensor product, 403
composition with 2-functors, 403
cubical condition, 402
is strictly unitary, 402
universal, 402
D
degeneracy, 163
diagram
1-skeletal G-, 83
composition, 84
G-, 78, 84
pasting -, in a 2-category, 78
pasting -, in a bicategory, 84
diagram category, 4
differential graded category, 18
dioperad, 67
directed path, 73
discrete category, 2
domain, 2, 73
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double category, 413
1-cells
horizontal, 412
2-category of double categories, 418
2-cells, 412
base, 418
braided monoidal
(1,2)-braid axiom, 419
(2,1)-braid axiom, 419
comparison with braided monoidal
categories, 420
category of arrows, 412
category of objects, 412
globular 2-cell, 413
globular condition, 414
horizontal 1-cells, 412
horizontal bicategory, 415
horizontal composition, 412
lax functor, 416
composite, 416
monoidal, 418
base, 418
braided, 419
comparison with monoidal categories,
420
middle unity axiom, 419
pentagon axiom, 418
symmetric, 420
morphisms
vertical, 412
objects, 412
of bimodules, 415
of spans, 415
pentagon axiom, 414
product, 415
pseudo, 414
pseudo-double category, 425
pseudofunctor, 416
small, 414
source, 412
strict functor, 416
strict transformation
identity, 417
symmetric monoidal, 420
target, 412
terminal, 415
transformation, 416
comparison with bicategory, 417
horizontal composition, 417
invertible, 417
vertical composition, 417
unit, 412
unity, 414
unity properties, 414
vertical morphisms, 412
weak, 425
dual pair, 174
dualizable
bimodule, 187
object, 173, 194
Duskin nerve, 164
geometric realization, 171
E
edge, 72
Eilenberg-Moore adjunction, 7
empty category, 6
empty profile, 45
empty tensor product, 9
endomorphism
operad, 49
polycategory, 56
ends, 72
enriched
adjunction, 20
category, 17
2-category, 40, 43
funny tensor product, 424
equivalence, 20
functor, 18
identity functor, 19
identity natural transformation, 19
monad, 20
multicategory, 65
natural isomorphism, 20
natural transformation, 19
horizontal composition, 19
vertical composition, 19
polycategory, 66
equalizer, 6
equivalence, 5
closure under pullbacks along a fibration,
247
enriched, 20
in a bicategory, 151, 182
monoidal, 216
equivariance
multicategory, 47
multifunctor, 50
polycategory, 55
polyfunctor, 58
essentially
full, 199, 206, 215
small category, 2
surjective, 5, 199, 206, 215
1-, 217, 218
evaluation, 228
evaluation pseudofunctor, 405
as a cubical functor, 406
induces correspondence with cubical
pseudofunctors, 406
extendable, 91
exterior face, 73
F
face, 73, 163
fiber, 289
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fibered category, 268
fibration, 242
2-category, 246
as algebra over a 2-monad, 267
closure under composition, 244
closure under pullbacks, 247
cloven, 242
split, 242
formal diagram, 13, 14
braided monoidal category, 16
free algebra, 7
fully faithful, 5, 199, 206, 215, 218
1-, 217, 218
functor, 2
2-, 105
as a multifunctor, 51
as a strict functor, 107
braided monoidal, 16
Cartesian, 245
change-of-slice, 204
colax, 104
enriched, 18
identity, 3
induced pseudofunctor in cospans, 141
induced pseudofunctor in spans, 111
lax, 103
local, 104
monoidal, 11
multi-, 49
opposite, 3
poly-, 58
post-composition, 131
pre-composition, 131
pseudo-, 104, 108, 216
representable, 5
strict, 104
symmetric monoidal, 14
tensor, 24
funny tensor product, 424
G
geometric realization, 72
globular 2-cell
double category, 413
globular condition, 414
graph, 72
anchored, 74
associativity, 83
atomic, 74
bracketed, 82
consistent, 82
dual, 101
Gray monoid, 409
data and axioms, 409
one-object example, 411
Gray structure 2-cell, 399
properties, 400
Gray tensor product, 399
adjoint to hom, 408
associator, 405
basic 1-cell, 399
basic 2-cell, 399
classifies cubical pseudofunctors, 403
closed structure, 405
compatibility with box product, 401
functorial, 404
John Gray, 424
monoid, 409
monoidal product, 405
proto-2-cell, 399
symmetric monoidal closed, 408
symmetry, 408
yields a 2-category, 401
Grothendieck
fibration, 242
nerve, 163
universe, 1
Grothendieck construction
1-essential surjectivity, 296
1-fully faithfulness, 307
bicategorical, 311
for a functor, 269
for a lax functor, 270
is a 2-equivalence, 311
is a 2-functor, 289
is a lax colimit, 275
yields a fibration, 272
groupoid, 2
Picard, 33
H
head, 72
hexagon axiom
braided monoidal category, 15
symmetric monoidal category, 14
Hilbert space, 15
hom bicategory, 322
hom category, 25
as a monoidal category, 30
associativity and unity, 27
hom object, 17
adjoint to Gray tensor product, 405
homomorphism, 142
normal, 170
horizontal 1-cells
double category, 412
horizontal 2-category, 413
horizontal bicategory, 415
product-preserving functor, 418
horizontal composition
bicategory, 26
double category, 412
enriched natural transformation, 19
icon, 139
lax transformation, 121
modification, 127
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multinatural transformation, 52
natural transformation, 4
polynatural transformation, 59
preserves identity 2-cells, 27
preserves vertical composition, 27
transformation
double category, 417
I
ice cream cone condition, 200
icon, 137
2-category, 140
identity, 139
identity
enriched functor, 19
functor, 3
icon, 139
modification, 127
morphism, 2
multifunctor, 50
natural transformation, 3
polyfunctor, 58
strict functor, 107
double category, 416
strong transformation, 119
identity 1-cell, 26
left and right unitors, 38
tricategory, 323
identity 2-cell, 25
cancellation properties, 35
inc-lax
lax transformation, 205
terminal object, 205, 208, 218
existence, 206
incidence function, 72
indexed
bicategory, 311
category, 270
initial object, 6
input profile, 46, 54
interior face, 73
internal
adjunction, 174
equivalence, 181
preservation by pseudofunctors, 181
internal adjunction
adjoint pair, 174
counit, 174
left adjoint, 174
right adjoint, 174
unit, 174
internal category, 189
internal hom, 15
invertible
transformation
double category, 417
invertible 2-cell, 25
composition, 36
isomorphism, 2
1-cell, 181
K
K5, 331
L
lattice, 66
lax
bi-pullback, 162
bicolimit, 155
bilimit, 150
colimit, 155
Grothendieck construction, 275
cone, 146
limit, 150
pullback, 162
lax algebra, 191
lax morphism, 192
lax associativity constraint, 191
lax functor, 103
as an indexed category, 270
bicategory, 130
composite, 112
does not preserve adjunctions, 178
double category, 416
Grothendieck construction for, 270
lax functoriality constraint, 104
lax unity constraint, 104
normal, 142
opposite, 106
preserves initial components, 205
strictly unitary, 104
unitary, 104
lax monoidal functor, 24
lax naturality constraint, 117
lax slice
2-category, 217, 218
bicategory, 199, 208
change-of-slice functor, 204
lax terminal object, 205
inc-, 205
lax transformation, 117
composition in tricategory of bicategories,
335
horizontal composition, 121
inc-lax, 205
whiskering, 318
lax unity constraint, 191
left triangle identity, 174
left 2-unitor, 324
left adjoint, 4
enriched, 20
internal adjunction, 174
preservation of colimits, 6
left hexagonator, 385
mate, 392
left normalization axiom, 327
left normalized bracketing, 81
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left permutation, 55
left unit isomorphism, 8
left unitor, 26
component, 28
naturality, 28
of identity 1-cell, 38
tricategory, 323
left unity
monoidal category, 9
monoidal functor, 12
length of a profile, 45
lift, 241
Cartesian, 242
pre-, 241
unitary, 241
limit, 6, 145
2-, 158
lax, 150
lax bi-, 150
preservation by right adjoints, 6
pseudo, 150
pseudo bi-, 150
uniqueness, 22
linear dual, 173
linearly ordered set, 162
local
equivalence, 105
functor, 104
property of lax functors, 105
locally
discrete, 28
partially ordered, 28
small, 28
2-category, 39
M
(m, n)-ary operation, 54
Mac Lane’s Coherence Theorem, 92
mate, 179
left hexagonator, 392
middle 2-unitor, 421
pentagonator, 383
right 2-unitor, 421
right hexagonator, 389
syllepsis, 422
matrix
2-, 33
direct sum, 44
tensor product, 44
middle 2-unitor, 324
mate, 421
middle four exchange, 27
middle unity axiom
monoidal double category, 419
model category, 67
modification, 126
horizontal and vertical compositions, 127
identity, 127
induced by a 2-cell, 148
invertible, 127
representable, 135
monad, 7
2-, 191
enriched, 20
in Span, 190
in a 2-category, 197
in a bicategory, 188
monoid, 10, 23
as a category, 11
as a discrete strict monoidal category, 11
as a monad, 189
as an operad algebra, 51
commutative, 14
Gray, 409
opposite, 11
monoidal
braided
double category, 419
double category, 418
base, 418
symmetric
double category, 420
monoidal 2-category, 381
braided, 424
semistrict, 424
sylleptic, 424
symmetric, 424
monoidal bicategory, 381
braided, 384
sylleptic, 394
symmetric, 396
monoidal category, 8
2-categories and Gray tensor product, 405
2-category, 65
as a one-object bicategory, 25, 29, 63
braided, 15
Cartesian, 194
coherence, 13, 24
example from group 3-cocycle, 22
opposite, 10
reversed, 10
strict, 9
symmetric, 13
monoidal functor, 11
as a lax functor, 107
braided, 16
colax, a.k.a. oplax, 107
lax, 24
lifts to monoids, 22
monoidal equivalence, 216
preservation of monoids, 22
strict, 12
strong, 12
symmetric, 14
monoidal natural transformation, 12
as an icon, 139
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as an oplax transformation, 125
monoidal product, 8
reversed, 9
monoidal unit, 8
morphism, 2
Cartesian, 242
enriched monad algebras, 21
lax algebras, 192
monad algebras, 7
oplax cone, 155
strict, 193
strong, 193
morphisms
vertical
double category, 412
Moving Brackets Lemma, 89
multicategory, 45
2-category, 53
as a polycategory, 57
composition, 46
enriched, 65
non-symmetric, 424
small, 48
symmetric, 67
multifunctor, 49
as a polyfunctor, 58
multinatural transformation, 52
as a polynatural transformation, 59
identity, 52
multiplicative cleavage, 242
N
n-ary operation, 46
n-category, 101
natural isomorphism, 3, 22
enriched, 20
natural transformation, 3
2-, 118
as a strict transformation, 119
enriched, 19
monoidal, 12
multi-, 52
poly-, 59
vertical, 245
naturality
icon, 137
lax, 117
oplax, 123
nerve, 163
2-, 168
Duskin, 164
homotopy coherent, 171
strict ω-category, 171
non-abelian 4-cocycle condition, 325
normalized 3-cocycle
as associativity, 22
normalized lax algebra, 192
O
object, 2
bicategory, 25
dualizable, 173, 194
essentially surjective, 199
inc-lax terminal, 205
lax terminal, 205
multicategory, 46
polycategory, 54
tricategory, 322
objects
double category, 412
opcubical condition, 425
open face, 73
operad, 45, 67
algebra, 51
associative, 49
commutative, 49
endomorphism, 49
non-symmetric colored, 425
oplax cone, 155
oplax transformation, 122
bicategory and double category
comparison, 417
monoidal natural transformation, 125
opposite
bicategory, 60
adjunction, 179
category, 2
functor, 3
monoid, 11
monoidal category, 10
ordinal number category, 162
output, 46
profile, 54
over-category, 65
P
partial function, 64
pasting diagram
2-category, 78
2-category examples, 69
bicategory, 84
convention, 96
pasting scheme, 75
presentation, 75
pasting theorem
2-categorical, 80
n-categorical, 101
bicategorical, 93
Power’s, 100
Verity’s, 100
path, 73
pentagon axiom, 8, 64
bicategory, 26
double category, 414
monoidal double category, 418
pentagonator, 324
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mate, 383
permutative category, 23
Picard
group, 182
groupoid, 33
plane graph, 72
polycategory, 54
2-category, 59
distributive lattice, 66
enriched, 66
small, 56
polyfunctor, 58
polynatural transformation, 59
post-composition functor, 131
post-whiskering, 318
pre-additive category, 17
pre-composition functor, 131
pre-lift, 241
pre-raise, 242
pre-whiskering, 318
preserves initial components, 205
product, 6
bicategory, 30, 322
box, 397
double category, 415
Gray tensor, 399
profile, 45
proto-2-cell, 399
pseudo
algebra, 192
bi-pullback, 162
bicolimit, 155
bilimit, 150
colimit, 155
double category, 414
-double category, 425
limit, 150
pullback, 162
pseudocone, 146
op-, 157
pseudofunctor, 104, 108, 216, 323
Bicategorical Yoneda Lemma, 233
bicategory, 130
biequivalence, 215
constant, 110
corepresentable, 134
cubical, 402
cubical condition, 402
double category, 416
evaluation, 405
objectwise Yoneda, 231
preserves adjunctions, 177
preserves equivalences, 181
representable, 134
Yoneda, 223
pseudomonoid, 425
pullback, 6
pushout, 6
R
raise, 242
pre-, 242
relations, 41
representable
functor, 5
modification, 135
pseudofunctor, 134
transformation, 134
reversed monoidal
category, 10, 11
product, 9
reversed path, 73
right 2-unitor, 324
mate, 421
right action, 46
right adjoint, 4
enriched, 20
internal adjunction, 174
preservation of limits, 6
right hexagonator, 385
mate, 389
right normalization axiom, 327
right normalized bracketing, 81
right permutation, 46
right triangle identity, 174
right unit isomorphism, 8
right unitor, 26
component, 28
naturality, 28
of identity 1-cell, 38
tricategory, 323
right unity, 47
monoidal category, 9
monoidal functor, 12
S
semistrict monoidal 2-category, 424
set, 1, 15
with left monoid action, 51
simplicial
category, 168
identities, 163
map, 163
object, 163
set, 163
sink, 73
small
double category, 414
locally - 2-category, 39
locally - bicategory, 28
small category, 2
2-category, 42
small colimit, 6
source, 73
double category, 412
span
bicategory, 31
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co-, 64, 141
double category, 415
symmetric monoidal, 420
induced pseudofunctor, 111
monad in -, 190
split
cleavage, 242
fibration, 242
2-category, 246
as a strict algebra, 267
standard construction, 23
strict
braided monoidal category, 16
functor, 104
double category, 416
identity, 107
monoidal category, 9
as a one-object 2-category, 41
from a monoid, 11
monoidal functor, 12
symmetric monoidal category, 14
transformation, 118
strict algebra, 192
strict double category, 190
special case of double category, 414
unpacked, 412
strict transformation
double category
identity, 417
strictification, 238
monoidal category, 13
string diagram
as a dual graph, 101
composition diagram in a bicategory, 98
in monoidal categories, 101
pasting diagram in a 2-category, 97
strong monoidal functor, 12
strong transformation, 118
identity, 119
induced by a 1-cell, 147
invertible, 182, 184, 233
structure morphism, 191
sub-2-category, 39
syllepsis, 394
mate, 422
sylleptic monoidal
2-category, 424
bicategory, 394
(1,2)-syllepsis axiom, 395
(2,1)-syllepsis axiom, 394
symmetric, 66
symmetric group, 45
action, 46, 54
symmetric monoidal
2-category, 424
bicategory, 396
category, 13
2-categories with Gray tensor product,
408
strict, 14
double category, 420
of bimodules, 420
of spans, 420
functor, 14
lifts to commutative monoids, 22
strict, 14
strong, 14
symmetric multicategory, 67
symmetric tensor category, 23
symmetry
axiom, 13
for Gray tensor product, 408
isomorphism, 13
T
tail, 72
target
double category, 412
tensor functor, 24
tensor product
funny, 424
Gray, 399
terminal
bicategory, 35
category, 7
double category, 415
object, 6
Theorem
2-Categorical Pasting, 80
2-Categorical Quillen - A, 217
2-Categorical Whitehead, 218
Bicategorical Coherence, 238
Bicategorical Pasting, 93
Bicategorical Quillen - A, 208
Bicategorical Whitehead, 215
enriched Whitehead, 219
Grothendieck Construction, 311
Grothendieck Fibration, 267
Mac Lane’s Coherence, 13, 92
top equivariance, 47
topological category, 17
transformation
bicategory and double category
comparison, 417
double category, 416
horizontal composition, 417
invertible, 417
vertical composition, 417
lax, 117
natural, 3
oplax, 122
representable, 134
strict, 118
strong, 118
transpose, 66
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triangle identities
adjunction, 4
triangle identities, 174
in a 2-category, 175
in a bicategory, 174
tricategory, 322
2-unitors, 324
associator, 323
composition, 323
hom bicategory, 322
identity, 323
left 2-unitor, 379
left and right unitors, 323
locally discrete, 333
pentagonator, 324
right 2-unitor, 379
tricategory of bicategories, 377, 379
associator, 369
composition, 335, 357
identity, 370
left 2-unitor, 376
left unitor, 373
middle 2-unitor, 376
pentagonator, 375
right 2-unitor, 376
right unitor, 375
triple, 23
U
uniqueness of
2-(co)limits, 161
bicolimits, 157
bilimits, 151
Cartesian lifts, 243
unit
double category, 412
internal adjunction, 174
of an adjunction, 4
unitary
cleavage, 242
lax functor, 104
lift, 241
unity
bicategory, 26
braided monoidal category, 15
category, 2
colax functor, 110
double category, 414
enriched category, 17
enriched monad, 20
hom category, 27
icon, 137
lax algebra, 192
lax functor, 104
lax morphism, 193
lax transformation, 117
monad, 7
monoidal category, 8
multicategory, 47
oplax, 123
polycategory, 55
polyfunctor, 58
symmetric monoidal category, 13
universal
cubical pseudofunctor, 402
universal cubical pseudofunctor, 402
universal property, 6
universe, 1
V
vertex, 72
vertical composition
anchored graph, 74
bicategory, 25
bracketed graphs, 82
enriched natural transformation, 19
icon, 139
modification, 127
multinatural transformation, 52
natural transformation, 3
polynatural transformation, 59
transformation
double category, 417
vertical inverse, 25
vertical morphisms
double category, 412
vertical natural transformation, 245
W
weak double category, 425
whiskering
of a 1-cell and a 2-cell, 29
of a lax transformation and a lax functor,
318
Y
Yang-Baxter
axiom, 389
equation, 394
Yoneda
2-functor, 228
embedding, 5, 222
2-categorical, 232
bicategorical, 231
functor, 222
lax functoriality constraint, 226
lax unity constraint, 224
Lemma, 5, 223
bicategorical, 233
objectwise, 222
for a pseudofunctor, 231
pseudofunctor, 223
