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ON INTERESTING SUBSEQUENCES OF THE SEQUENCE OF
PRIMES
PIOTR MISKA AND JÁNOS T. TÓTH
Abstract. Denote by N and P the set of all positive integers and prime numbers,
respectively. Let P = {p1 < p2 < · · · < pn < . . . }, where pn is an n − th
prime number. For k ∈ N we recursively define subsequences (p(k)n )+∞n=1 of the
sequence (pn)+∞n=1 in the following way: let p
(1)
n = pn and p
(k+1)
n = pp(k)n
. In
this paper we study and describe some interesting properties of the sets Pk =
{p
(k)
1 < p
(k)
2 < · · · < p
(k)
n < . . . }, PTn = {p
(1)
n < p
(2)
n < · · · < p
(k)
n < . . . } and
DiagP = {p(1)1 < p
(2)
2 < · · · < p
(k)
k < . . . } and their elements, for k, n ∈ N.
1. Introduction
It is a famous result that the set of quotients of prime numbers is dense in the set
of positive real numbers. It is a motivation to wide study of denseness properties of
subsets of positive integers on real half-line, see e.g. [1, 15, 16, 18]. One can meet it
as an exercise on course of number theory, see [2, Problem 218], [3, Ex. 4.19], [10,
Ex. 7, p. 107], [12, Thm. 4] and also in several articles, e.g. [4, Cor. 4], [7, Thm. 4],
[17, Cor. 2] (according to the last reference, the result was known to Sierpiński, who
credits it to Schinzel [9]). The authors of [4] generalized this result to the subsets of
prime numbers in given arithmetic progressions.
Motivated by the article [5] on “light” subsets of positive integers (i.e. subsets with
slowly growing counting fuctions) we focus on the family of subsets Pk = {p
(k)
1 <
p
(k)
2 < p
(k)
3 < ...}, k ∈ N, of prime numbers such that every next set contains these
elements of the preceding one indexed by prime numbers. As a consequence, every
next set is a zero asymptotic density subset of the preceding one. Although the
sets Pk are “lighter and lighter” as k increases, we will show that all of them have
dense quotient sets in the set of positive real numbers. We will also study the sets
PTn = {p
(k)
n : k ∈ N}, n ∈ N, and DiagP = {p
(k)
k : k ∈ N}. We will prove that, in the
opposition to the sets Pk, their quotient sets are not dense in R
+.
2. Definitions and notations
We introduce the basic definitions and conventions that will be used throughout the
paper.
Denote by N, N0, Z
−, P and R+ the set of all positive integers, non-negative integers,
non-positive integers, prime numbers and positive real numbers, respectively. For
given x ≥ 1, define the counting function of A ⊂ N as A(x) = #{a ≤ x : a ∈ A},
and for B ⊂ R+ we denote Bd the set of all accumulation points of the set B (with
respect to the natural topology on R+).
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Denote by R(A) = {a
b
: a, b ∈ A} the ratio set of a given subset A of N and say that
the set A is (R)-dense ifR(A) is (topologically) dense in the set R+, i.e. Rd(A) = R+.
If A is not (R)-dense, then we will say that this is a Q-sparse set. Let us note that
the concept of (R)-density was defined and first studied in the papers [15] and [16].
In the following instead of limn→+∞
an
bn
= 1 we will write an ∼ bn or an ∼ bn as
n → +∞, for the sequences (an), (bn) of positive real numbers. We also use the
”small oh”, ”big Oh”, “small omega” and “theta” notations in their standard meaning.
We will use the following definition of the “big Omega” notation: f(x) = Ω(g(x)) if
and only if g(x) = O(f(x)). If some property holds for all values greater than some
constant we write that this property holds for x≫ 0.
The set P = {p1 < p2 < · · · < pn < . . . }, where pn is a n− th prime number fulfills
the above well known properties (see [6] and [8]):
(1) pn ∼ n logn, pn+1 ∼ pn, log pn ∼ log n,
and
(2) P(x) = pi(x) ∼
x
log x
.
Let us denote p
(0)
n = n and define recursively p
(k)
n by
p(k+1)n = pp(k)n for k ∈ N0.
Note that for every k ∈ N0 we have
p(k+1)n = pp(k)n = p
(k)
pn
.
Further denote
Pk = {p
(k)
1 < p
(k)
2 < · · · < p
(k)
n < . . . } for k ∈ N0, and
PTn = {p
(1)
n < p
(2)
n < · · · < p
(k)
n < . . . } for n ∈ N .
Therefore, P0 = N, P1 = P and for k ∈ N0 we have
Pk+1 = {pn : n ∈ Pk} = {p
(k)
n : n ∈ P1},
and obviously
Pk+1 ( Pk.
3. Results
We will use the following properties to prove the results of the paper.
Proposition 1. Let (an), (bn), (cn) and (dn) be sequences of positive real numbers
such that an ∼ bn and cn ∼ dn. Then:
i) ancn ∼ bndn,
ii) log an ∼ log bn,
iii)
∑+∞
n=1 an < +∞ ⇐⇒
∑+∞
n=1 bn < +∞.
Proposition 2. Let A = {a1 < a2 < · · · < an < . . . } ⊂ N. Then:
i) if limn→+∞
an+1
an
= 1 then the set A is (R)-dense (see [17], [7]),
ii) if lim infn→+∞
an+1
an
= c > 1 then Rd(A) ∩ (1
c
, c) = ∅ (see [18], Th3.).
Proposition 3. We have:
i) pn ≥ n logn for n ∈ N (see [13]),
ii) pn ≤ n(log n+ log logn) for n ≥ 6 (see [14]).
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We start with the result which generalizes (1).
Theorem 1. For every k ∈ N0 we have:
i) p
(k)
n ∼ n log
k n ,
ii) p
(k)
n+1 ∼ p
(k)
n ,
iii) log p
(k)
n ∼ log n .
Proof. i) We prove the first part of the statement of the theorem by induction on
k ∈ N0. For k = 0 the result is obvious. In the inductive step, assuming validity i)
for some k ≥ 1 and using (1) combined with Proposition 1.i) ii), we obtain
p(k+1)n = pp(k)n ∼ p
(k)
n log p
(k)
n ∼ n log
k n log(n logk n)
= n logk n(log n + k log logn)) ∼ n logk n log n = n logk+1 n .
ii) We have
p
(k)
n+1
p
(k)
n
=
p
(k)
n+1
(n + 1) logk (n+ 1)
n logk n
p
(k)
n
n + 1
n
(
log(n+ 1)
log n
)k
.
Then, from this equality and from i) we obtain ii).
iii) A direct calculation gives us the last part of the statement of our theorem:
log p(k)n ∼ log(n log
k n) = log n+ k log log n ∼ log n.

In the context of Theorem 1, it is interesting to ask the following question.
Question 1. Is it true that p
(k)
k+1 ∼ p
(k)
k as k → +∞?
At this moment we are ready to show that the sets Pk, k ∈ N0, are (R)-dense.
Moreover, we prove the asymptotics of elements of these sets and their counting
functions.
Corollary 1. For every k ∈ N we have:
i) the set Pk is (R)-dense,
ii) log p
(k)
n+1 ∼ log p
(k)
n as n→ +∞,
iii) p
(k+1)
n ∼ p
(k)
n log p
(k)
n ∼ p
(k)
n logn.
Proof. Part i). This is a direct corollary of Theorem 1.ii) and Proposition 2.i).
Part ii). Follows from Theorem 1.ii).
Part iii). Follows from (1) and Theorem 1.iii). 
Theorem 2. For every k ∈ N0 we have
Pk(x) ∼
x
logk x
as x→ +∞.
Proof. Let k ∈ N0 be fixed and x ≥ p
(k)
1 . Then, there exists an n ∈ N such that
p
(k)
n ≤ x < p
(k)
n+1. Thus Pk(x) = n. Denote by
Hk(x) =
Pk(x) log
k x
x
=
n logk x
x
,
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and
p
(k)
n
p
(k)
n+1
n logk n
p
(k)
n
≤
n logk x
x
≤
n logk n
p
(k)
n
(
log p
(k)
n
log n
)k(
log p
(k)
n+1
log p
(k)
n
)k
.
Then, from Theorem 1.ii) and Theorem 1.i) we deduce that the lower bound ofHk(x)
tends to 1 as x → +∞. From Theorem 1.i), Theorem 1.iii) and Corollary 1.ii)
we conclude that the upper bound of Hk(x) tends to 1 as x → +∞. Therefore
Hk(x)→ 1 as x→ +∞. 
Let us introduce the convergence exponent of any set A ⊂ N:
ρ(A) = inf
{
α ∈ [0,+∞) :
∑
n∈A
n−α < +∞
}
.
Let us notice that ρ(A) ∈ [0, 1] as ρ(N) = 1 and ρ(A) ≤ ρ(B) for any A ⊂ B ⊂ N.
Moreover, if α > ρ(A), then
∑
n∈A n
−α < +∞ and if α < ρ(A), then
∑
n∈A n
−α =
+∞. For more information about convergence exponent we refer the reader to [11,
p. 41]. Theorem 1.iii) allows us to show that the sets Pk, k ∈ N0 are big with respect
to the function ρ, i.e. ρ(Pk) = 1 for each k ∈ N0. Indeed, we have
ρ(Pk) = lim sup
n→+∞
logn
log p
(k)
n
= 1.
Furthermore, we know that
∑
p∈Pk
1
p
= +∞ in the case of k ∈ {0, 1}. On the
other hand,
∑
p∈Pk
1
p
is convergent for k ≥ 2. That is why the following theorem is
interesting.
Theorem 3. The series
S
(α)
k =
∑
p∈Pk
1
pα
is convergent if and only if α > 1 or α = 1 and k ≥ 2. Moreover, for each α ≥ 1
the value S
(α)
k tends to 0 as k → +∞.
Proof. Since Pk+1 ( Pk then obviously S
(α)
k > S
(α)
k+1 if S
(α)
k+1 < +∞. Using Theo-
rem 1.i) and Proposition 1.iii) we easily check for which tuples (k, α) ∈ N0× [0,+∞)
the series S
(α)
k is convergent. Indeed, by integral or condensation criterion we test
the convergence of the series
+∞∑
n=2
1(
n logk n
)α .
Let k ≥ 2 and α ≥ 1 be fixed. Then, from Proposition 3.i), for every n ∈ N we have
p(k+1)n = pp(k)n ≥ p
(k)
n log p
(k)
n ,
so
+∞∑
n=1
1(
p
(k+1)
n
)α ≤ +∞∑
n=1
1(
p
(k)
n log p
(k)
n
)α < 1(
log p
(k)
1
)α +∞∑
n=1
1(
p
(k)
n
)α .
Since the number
1
log p
(k)
1
≤ c =
1
log p
(2)
1
=
1
log 3
< 1,
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then for every k ≥ 2 we have
S
(α)
k+1 < c
αS
(α)
k .
Thus,
0 ≤ lim
k→+∞
S
(α)
k ≤ lim
k→+∞
cα(k−2)S
(α)
2 = 0.

Theorem 3 allows us to prove the following.
Corollary 2. The set
⋂+∞
k=0 Pk is empty.
Proof. Assume by the contrary that
+∞⋂
k=0
Pk 6= ∅.
Then, there exists a q ∈
⋂+∞
k=0 Pk, hence q ∈ Pk for all k ∈ N0. Therefore
0 <
1
q
<
∑
p∈Pk
1
p
= S
(1)
k for every k.
This contradicts with Theorem 3. 
Remark 1. Summing up Corollary 1, Therorem 2, Theorem 3 and Corollary 2, we
see that, on one hand, for each k ∈ N0 the set Pk is a big subset of N in the sense
of (R)-denseness and convergence exponent and, on the other hand, the family of
sets {Pk}
+∞
k=0 has empty intersection and every next member of this family has 0
asymptotic density with respect to the preceding one, i.e.
lim
x→+∞
Pk+1(x)
Pk(x)
= 0.
The next theorems concern the sets PTn and their elements.
Theorem 4. For every n ∈ N we have
p(k+1)n ∼ p
(k)
n log p
(k)
n as k → +∞.
Proof. For a fixed n ∈ N we have p
(k)
n → +∞ as k → +∞. Then, from (1) we obtain
1 = lim
n→+∞
pn
n log n
= lim
k→+∞
p
p
(k)
n
p
(k)
n log p
(k)
n
= lim
k→+∞
p
(k+1)
n
p
(k)
n log p
(k)
n
.

Corollary 3. For every n ∈ N the set PTn is not (R)-dense, hence it is Q-sparse.
Moreover,
lim
k→+∞
p
(k+1)
n
p
(k)
n
= +∞,
and thus each point of the set R(PTn ) is an isolated point, i.e.
Rd(PTn) ∩ (0,+∞) = ∅ .
Proof. This is a direct corollary of Theorem 4 and Proposition 2.ii). 
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Theorem 5. Let n,m ∈ N with n < m. Then,
PTn ∩ P
T
m 6= ∅ ⇐⇒ m ∈ P
T
n .
Moreover, if m ∈ PTn , then P
T
m ⊂ P
T
n and
PTn \ P
T
m = {p
(1)
n , p
(2)
n , . . . , p
(k)
n } where m = p
(k)
n .
Proof. Assume that PTn ∩P
T
m 6= ∅. Then, there exist j1, j2 ∈ N such that p
(j1)
n = p
(j2)
m .
Because n < m we have j1 > j2. Indeed, if we assume by contrary that j1 ≤ j2,
then we will have p
(j1)
n ≤ p
(j2)
n < p
(j2)
m , which is a contradiction.
Furthermore, we can show inductively that
p(j1−i)n = p
(j2−i)
m for each i ∈ {1, 2, . . . , j2}.
Indeed, writing
p(j1−i)n = pp(j1−i−1)n
and p(j2−i)m = pp(j2−i−1)m
,
and using the injectivity of numeration of elements of P we conclude that p
(j1−i−1)
n =
p
(j2−i−1)
m . In particular, for i = j2 we obtain p
(j1−j2)
n = p
(0)
m = m. Thus m ∈ PTn .
On the other hand, if we assume that m = p
(k)
n ∈ PTn , then by simple induction on
i ∈ N0 we show that p
(i)
m = p
(k+i)
n . For i = 0 we have m = p
(0)
m = p
(k)
n . For i ∈ N0 we
have
p(i+1)m = pp(i)m = pp(k+i)n = p
(k+i+1)
n .
Hence, PTm = {p
(k+i)
n : i ∈ N} and the result follows. 
The next results are devoted to asymptotics of counting functions of sets PTn (x) and
their elements.
Theorem 6. For any m,n ∈ N there exists a constant c > 0 such that∣∣PTm(x)− PTn (x)∣∣ ≤ c .
Then,
PTm(x) ∼ P
T
n (x)
for arbitrary m,n ∈ N.
Proof. Without loss of generality we assume that n < m. We already know that
if m = p
(j)
n for some j ∈ N then from Theorem 6 we have #
(
PTn \ P
T
p
(j)
n
)
= j and
PT
p
(j)
n
⊂ PTn . Hence
PTn (x) = P
T
p
(j)
n
(x) + j for x ≥ p(j)n .
Now, let n < m be arbitrary. Since the sequence
(
p
(j)
n
)+∞
j=1
is a strictly increasing
sequence of integers, there exists a j0 ∈ N0 such that p
(j0)
n ≤ m < p
(j0+1)
n . Thus,
p(j0+k)n ≤ p
(k)
m < p
(j0+1+k)
n for each k ∈ N.
As a result,
PT
p
(j0)
n
(x) ≥ PTm(x) ≥ P
T
p
(j0+1)
n
(x) for x ≥ 0.
This implies
PTn (x)− j0 ≥ P
T
m(x) ≥ P
T
n (x)− j0 − 1 for x ≥ p
(j0+1)
n .
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In other words,
PTn (x)− P
T
m(x) ∈ {j0, j0 + 1}.

Theorem 7. For each n ∈ N and k, j ∈ N0 with j ≥ k the following estimations
hold:
(i) p
(j)
n ≥ p
(k)
n log
j−k p
(k)
n ,
(ii) p
(j)
n ≥ p
(k)
n
∏j−k−1
i=0 (log p
(k)
n + i log log p
(k)
n ).
Proof. Using Proposition 3.i) j − k times, we obtain
p(j)n ≥ p
(j−1)
n log p
(j−1)
n ≥ p
(j−2)
n log p
(j−2)
n log p
(j−1)
n ≥ . . .
≥ p(k)n log p
(k)
n log p
(k+1)
n . . . log p
(j−1)
n .
(3)
Estimating log p
(i)
n , i ∈ {k, ..., j − 1}, by log p
(k)
n we obtain the first inequality in the
statement of the theorem.
Having the first inequality, we use it in (3) by estimating log p
(i)
n , i ∈ {k, ..., j − 1},
by log p
(k)
n + i log log p
(k)
n . Then we get the second inequality. 
Theorem 8. For every n ∈ N, k ∈ N0 and x ≥ p
(k)
n we have
PTn (x) ≤
1
log log p
(k)
n
log x+
(
k −
log p
(k)
n
log log p
(k)
n
)
.
Proof. Let n ∈ N, k ∈ N0 and x ≥ p
(k)
n be fixed. Then, there exists a j ∈ N such
that
p
(j)
n ≤ x < p
(j+1)
n . Thus PTn(x) = j. Therefore,
(4) x ≥ p(j)n ≥ p
(k)
n log
j−k p(k)n
by Theorem 7.i). Then, from (4) we have
j − k ≤
1
log log p
(k)
n
log x−
log p
(k)
n
log log p
(k)
n
.
Thus,
PTn (x) = j ≤
1
log log p
(k)
n
log x+
(
k −
log p
(k)
n
log log p
(k)
n
)
.

Theorem 9. Let n ∈ N. Then, there exists a k0 ∈ N such that for each k, j ∈ N,
j ≥ k ≥ k0, we have
p(j)n ≤ p
(k)
n log
(j−k+1) log(j−k+1) p(k)n .(5)
Proof. Let us fix a positive integer n. Then, by Proposition 3.ii) we have
p(j+1)n ≤ 2p
(j)
n log p
(j)
n(6)
for each j ≥ 4 as p
(j)
n ≥ p
(4)
1 = 11 > 6. Moreover, there exists a k0 ∈ N such that for
each k, l ∈ N, k ≥ k0, l ≥ 2, we have
2 ≤ log2 log 2−1 p(k)n(7)
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and
2
(
log p(k)n + l log l log log p
(k)
n
)
≤ loglog l p(k)n .(8)
Indeed, we can choose the value k0 such that the inequality (8) holds for each k, l ∈ N
with k ≥ k0 and l ≥ 2. It is possible since the left hand side of (8) grows linearly
with respect to log p
(k)
n and it is θ(l log l) as l → +∞ while the right hand side
grows faster than linearly with respect to log p
(k)
n and it is llog log p
(k)
n = ω (l log l) for
log log p
(k)
n > 1.
Fix k ≥ k0. It is obvious that (5) is satisfied for j = k. The validity of (5) for
j = k + 1 follows from (7). Now, we prove (5) by induction on j ∈ N, j ≥ k + 1.
Assume that j ≥ k + 1 satisfies (5). Then, using (5) and (6) for j and (8) for
l = j − k + 1, we obtain the following chain of inequalities.
p(j+1)n ≤ 2p
(j)
n log p
(j)
n
≤ 2p(k)n log
(j−k+1) log(j−k+1) p(k)n
(
log p(k)n + (j − k + 1) log(j − k + 1) log log p
(k)
n
)
≤ p(k)n log
(j−k+1) log(j−k+1)+log(j−k+1) p(k)n = p
(k)
n log
(j+1−k+1) log(j−k+1) p(k)n
< p(k)n log
(j+1−k+1) log(j+1−k+1) p(k)n
This was to prove. 
Corollary 4. Let α > 1 be a real number and n ∈ N. Then, there exists a k0 ∈ N
such that for each k, j ∈ N, j ≥ k ≥ k0, we have
p(j)n ≤ p
(k)
n log
(j−k)α p(k)n .
Proof. Follows easily from the fact that lα = ω((l + 1) log(l + 1)) as l → +∞. 
Corollary 5. Let α > 1 be a real number and n ∈ N. Then, there exists a k0 ∈ N
such that for each k ∈ N and x ≥ p(k−1)n there holds
PTn (x) ≥ k − 1 +
(
1
log log p
(k)
n
log x−
log p
(k)
n
log log p
(k)
n
) 1
α
.(9)
Proof. Let α, n, k0, k be fixed and satisfying the statement of Corollary 4. Fix
x ≥ p
(k−1)
n . Then, there exists a j ∈ N, j ≥ k − 1, such that p
(j)
n ≤ x < p
(j+1)
n .
Thus PTn (x) = j. From Corollary 4 we have
x ≤ p(j+1)n ≤ p
(k)
n log
(j−k+1)α p(k)n .
Thus,
PTn (x) = j ≥ k − 1 +
(
1
log log p
(k)
n
log x−
log p
(k)
n
log log p
(k)
n
) 1
α
.

Corollary 6. Let n ∈ N and c ∈ (0, 1). Then, we have
PTn (x) = o(log x)(10)
and
PTn (x) = ω(log
c x)(11)
as x→ +∞. In particular,
log PTn (x) ∼ log log x.(12)
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Proof. We start with the proof of (10). Fix k ∈ N. If x ≥ p
(k)
n , then by Theorem 8
we have
PTn (x)
log x
≤
1
log log p
(k)
n
+
1
log x
(
k −
log p
(k)
n
log log p
(k)
n
)
.
Going with x→ +∞ we obtain
lim sup
x→+∞
PTn (x)
log x
≤
1
log log p
(k)
n
.
Since the above inequality is true for each k ∈ N and p
(k)
n → +∞ when k → +∞,
we infer that
lim
x→+∞
PTn (x)
log x
= 0,
which was to prove.
For the proof of (11) it suffices to show that
PTn (x) = Ω(log
c x), c ∈ (0, 1).(13)
Indeed, assume that we have (13) proved. Then, fixing c ∈ (0, 1) we may choose
c′ ∈ (c, 1). Combining logc
′
x = ω(logc x) with (13) for c′ we get (11) for c.
We thus show (13). We put α = 1
c
and take k = k0 as in the statement of Corollary
5. After dividing (9) by logc x and going with x→ +∞ we obtain
lim inf
x→+∞
PTn(x)
logc x
≥
1
logc log p
(k0)
n
> 0.
It remains to show (12). From (10) we deduce that PTn (x) ≤ log x for sufficiently
large x. As a consequence, log P
T
n (x)
log log x
≤ 1 for x ≫ 0. On the other hand, it follows
from (11) that for each c ∈ (0, 1) we have PTn(x) ≥ log
c x for sufficiently large x.
This means that log P
T
n (x)
log log x
≥ c for x≫ 0. Hence, we can conclude that
lim
x→+∞
log PTn (x)
log log x
= 1.

Theorem 10. Let n ∈ N. Then, there exists a k0 ∈ N such that for each k, j ∈ N,
j ≥ k ≥ k0, we have
p(j)n ≤ 2
j−kp(k)n
j−k∏
i=1
(
log p(k)n + i log i log log p
(k)
n
)
.(14)
Proof. Assume that k0 ≥ 4. Then, we use (6) j − k times and next apply Theorem
9 to bound log p
(i−1)
n , i ∈ {1, ..., j− k} from above by log p
(k)
n + i log i log log p
(k)
n . 
Corollary 7. For each n ∈ N we have
log p(j)n ∼ j log j
as j → +∞.
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Proof. On one hand, from Theorem 7 we have (we put k = 0)
p(j)n ≥ n
j−1∏
i=0
(logn + i log log n) = n logj log n
Γ
(
logn
log logn
+ j
)
Γ
(
logn
log logn
) ,
where Γ(x), x ∈ R\Z−, means the Euler’s Gamma function. Then,
log p(j)n ≥ logn+ j log log log n+ log Γ
(
log n
log log n
+ j
)
− log Γ
(
log n
log log n
)
∼ log Γ
(
logn
log log n
+ j
)
∼
(
logn
log log n
+ j
)
log
(
log n
log log n
+ j
)
∼ j log j
as j → +∞.
On the other hand, from Theorem 10 we get (we put k = k0 as specified in Theorem
10)
p(j)n ≤ 2
j−k0p(k0)n
j−k0∏
i=1
(
log p(k0)n + i log i log log p
(k0)
n
)
≤ 2j−k0p(k0)n
(
log p(k0)n + j log j log log p
(k0)
n
)j−k0
.
We thus obtain the following.
log p(j)n ≤ (j − k0) log 2 + log p
(k0)
n + (j − k0) log
(
log p(k0)n + j log j log log p
(k0)
n
)
∼ (j − k0) log 2 + (j − k0) log
(
j log j log log p(4)n
)
= (j − k0) log
(
2 log log p(4)n
)
+ (j − k0) log j + (j − k0) log log j ∼ j log j
as j → +∞. 
We end the study of asymptotics of the functions PTn (x), n ∈ N, with the following
question.
Question 2. Are there real constants c > 0 and β such that
expPT (x) ∼ cx logβ x
for each n ∈ N?
Corollary 3 states that the set PTn is not (R)-dense for any n ∈ N. Let us notice
that this set is also small in the sense of convergence exponent. To be more precise,
ρ(PTn ) = 0 for n ∈ N.
Theorem 11. For every n ∈ N and α > 0 the series
ST,αn =
∑
p∈PTn
1
pα
is convergent and ST,αn → 0 as n→ +∞. Moreover, if we put
ST,αn (x) =
∑
p∈PTn ,p≤x
1
pα
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and assume that p
(k−1)
n ≤ x < p
(k)
n for some integer k ≥ 2, then
ST,αn − S
T,α
n (x) ≤
1(
p
(k)
n
)α
(
log p
(k)
n
)α
(
log p
(k)
n
)α
− 1
.
Proof. Let n ∈ N and x ∈
[
p
(k−1)
n , p
(k)
n
)
be fixed. Then 0 < 1
log p
(k)
n
< 1. From
Theorem 7.i) we obtain p
(j)
n ≥ p
(k)
n log
j−k p
(k)
n and that is why
ST,αn − S
T,α
n (x) =
+∞∑
j=k
1(
p
(j)
n
)α ≤ +∞∑
j=k
1(
p
(k)
n
)α 1((
log p
(k)
n
)α)(j−k)
=
1(
p
(k)
n
)α
(
log p
(k)
n
)α
(
log p
(k)
n
)α
− 1
.
Putting k = 2 we can see that
ST,αn ≤
1(
p
(1)
n
)α + 1(
p
(2)
n
)α
(
log p
(2)
n
)α
(
log p
(2)
n
)α
− 1
is convergent and ST,αn → 0 if n→ +∞. 
Let us consider the set DiagP = {p(k)k : k ∈ N} of the elements on the diagonal of
the infinite matrix
[p(k)n ]n,k∈N =


p
(1)
1 p
(2)
1 . . . p
(k)
1 . . .
p
(1)
2 p
(2)
2 . . . p
(k)
2 . . .
...
...
. . .
...
. . .
p
(1)
n p
(2)
n . . . p
(k)
n . . .
...
...
. . .
...
. . .


.
The next two theorems state that the set DiagP, as well as the sets PTn , n ∈ N, is
not (R)-dense and its convergence exponent is 0.
Theorem 12. The set DiagP is not (R)-dense, hence it is Q-sparse. Moreover,
lim
k→+∞
p
(k+1)
k+1
p
(k)
k
= +∞,
and thus each point of the set R (DiagP) is an isolated point, i.e.
Rd (DiagP) ∩ (0,+∞) = ∅ .
Proof. From Proposition 3.i) we know that
p
(k+1)
k+1 ≥ p
(k)
k+1 log p
(k)
k+1 > p
(k)
k log p
(k)
k+1.
Thus,
lim
k→+∞
p
(k+1)
k+1
p
(k)
k
≥ lim
k→+∞
log p
(k)
k+1 = +∞
and the rest of the statement of the theorem follows from Proposition 2.ii). 
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Theorem 13. For every α > 0 the series
S
(α)
diag =
∑
p∈DiagP
1(
p
(k)
k
)α
is convergent.
Proof. Follows directly from the convergence of the series ST,α1 and the convergence
comparison test as p
(k)
k ≥ p
(k)
1 for each k ∈ N. 
Now we give an analog of Theorem 9. The proof of the following result, despite
similar, is a bit more delicate. This is a reason we give the full proof of the following
result.
Theorem 14. There exists a k0 ∈ N such that for each k, j ∈ N, j ≥ k ≥ k0, we
have
p
(j)
j ≤ p
(k)
k log
2(j−k+1) log(j−k+1) p
(k)
k .(15)
Proof. If j ≥ 3, then p
(j)
j ≥ p
(3)
3 = 31 > 6. Thus, we can use Proposition 3.ii) twice
to get the following.
p
(j+1)
j+1 ≤ 2p
(j)
j+1 log p
(j)
j+1 ≤ 4p
(j−1)
j+1 log p
(j−1)
j+1 (log 2 + log p
(j−1)
j+1 + log log p
(j−1)
j+1 )
≤ 8p
(j−1)
j+1 log
2 p
(j−1)
j+1
(16)
From the inequality j + 1 ≤ pj for any j ∈ N we get
p
(j−1)
j+1 ≤ p
(j−1)
pj
= p
(j)
j .(17)
Combining (16) with (17) we obtain
p
(j+1)
j+1 ≤ 8p
(j)
j log
2 p
(j)
j , j ≥ 3.(18)
We can find a k0 ∈ N such that for each k, l ∈ N, k ≥ k0, l ≥ 2, we have
8 ≤ log4 log 2−2 p
(k)
k(19)
and
8
(
log p
(k)
k + 2l log l log log p
(k)
k
)
≤ loglog l p
(k)
k .(20)
It is possible since the left hand side of (20) grows linearly with respect to log p
(k)
k
and it is θ(l log l) as l → +∞ while the right hand side grows faster than linearly
with respect to log p
(k)
k and it is l
log log p
(k)
k = ω (l log l) for log log p
(k)
k > 1.
Fix k ≥ k0. It is obvious that (15) is satisfied for j = k. The validity of (15) follows
from (19). Now, we prove (15) by induction on j ∈ N, j ≥ k + 1. Assume that
j ≥ k + 1 satisfies (15). Then, using (15) and (18) for j and (20) for l = j − k + 1,
we obtain the following chain of inequalities.
p
(j+1)
j+1 ≤ 8p
(j)
j log
2 p
(j)
j
≤ 8p
(k)
k log
2(j−k+1) log(j−k+1) p
(k)
k
(
log p
(k)
k + 2(j − k + 1) log(j − k + 1) log log p
(k)
k
)2
≤ p
(k)
k log
2(j−k+1) log(j−k+1)+2 log(j−k+1) p
(k)
k = p
(k)
k log
2(j+1−k+1) log(j−k+1) p
(k)
k
< p
(k)
k log
2(j+1−k+1) log(j+1−k+1) p
(k)
k
This was to prove. 
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The proofs of the next seven facts are completely analogous to those of Corollaries 4,
5, 6 and 7 and Theorems 7, 8, 10 and 11. That is why we leave them as an exercise
for the reader.
Theorem 15. For each k, j ∈ N with j ≥ k the following estimations hold:
(i) p
(j)
j ≥ p
(k)
k log
j−k p
(k)
k ,
(ii) p
(j)
j ≥ p
(k)
k
∏j−k−1
i=0 (log p
(k)
k + i log log p
(k)
k ).
Corollary 8. Let
ST,αn (x) =
∑
p∈DiagP,p≤x
1
pα
and assume that p
(k−1)
k−1 ≤ x < p
(k)
k for some integer k ≥ 2. Then, we have
ST,αn − S
T,α
n (x) ≤
1(
p
(k)
k
)α
(
log p
(k)
k
)α
(
log p
(k)
k
)α
− 1
.
Corollary 9. For every k ∈ N and x ≥ p
(k)
k we have
DiagP(x) ≤
1
log log p
(k)
k
log x+
(
k −
log p
(k)
k
log log p
(k)
k
)
.
In particular,
DiagP(x) = o(log x)
as x→ +∞.
Corollary 10. Let α > 1 be a real number. Then, there exists a k0 ∈ N such that
for each k, j ∈ N, j ≥ k ≥ k0, we have
p
(j)
j ≤ p
(k)
k log
(j−k)α p
(k)
k .(21)
In particular,
DiagP(x) ≥ k − 1 +
(
1
log log p
(k)
k
log x−
log p
(k)
k
log log p
(k)
k
) 1
α
(22)
for x ≥ p
(k−1)
k−1 . This means that
DiagP(x) = ω(log
1
α x)(23)
as x→ +∞.
Corollary 11. The following asymptotic equality is true.
logDiagP(x) ∼ log log x, x→ +∞.
Theorem 16. There exists a k0 ∈ N such that for each k, j ∈ N, j ≥ k ≥ k0, we
have
p
(j)
j ≤ 8
j−kp
(k)
k
j−k∏
i=1
(
log p
(k)
k + i log i log log p
(k)
k
)2
.(24)
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Corollary 12. We have
1 ≤ lim inf
j→+∞
log p
(j)
j
j log j
≤ lim sup
j→+∞
log p
(j)
j
j log j
≤ 2.
As in the case of the functions PTn (x), n ∈ N, we ask the following.
Question 3. Are there real constants c > 0 and β such that
expDiagP(x) ∼ cx logβ x?
It is easy to see that p
(k)
k ≥ p
(k)
n for k, n ∈ N, k ≥ n. From this we infer that
DiagP(x) ≤ PTn (x) for x ≥ p
(n)
n , where n ∈ N is arbitrary. In particular, DiagP(x) =
O(PTn(x)), x → +∞. On the other hand, both the functions DiagP(x) and P
T
n (x)
are o(log x) and ω(logc x) for any c ∈ (0, 1). This is why we formulate the following
question.
Question 4. Is one of the below equalities true?
DiagP(x) = o
(
PTn (x)
)
or DiagP(x) = θ
(
PTn (x)
)
If the latter is the case, is it true that
DiagP(x) ∼ PTn (x)?
In fact, we can partially answer this question.
Theorem 17. For each n ∈ N we have
1 ≤ lim inf
x→+∞
PTn (x)
DiagP(x)
≤ lim sup
x→+∞
PTn (x)
DiagP(x)
≤ 2.(25)
In particular, DiagP(x) = θ
(
PTn (x)
)
.
Proof. Let us fix x ≥ p
(1)
1 . Then, there exists k ∈ N such that p
(k)
k ≤ x < p
(k+1)
k+1 . As
a consequence, DiagP(x) = k. From Theorem 8 it follows that
PTn (x)
DiagP(x)
≤
1
k
(
log x
log log p
(k)
n
+ k −
log p
(k)
n
log log p
(k)
n
)
≤
log p
(k+1)
k+1
k log log p
(k)
n
+ 1−
log p
(k)
n
k log log p
(k)
n
.
If x→ +∞, then k → +∞. Using this fact combined with the above inequality and
Corollaries 7 and 12 we compute the following limit:
lim sup
x→+∞
PTn (x)
DiagP(x)
≤ lim sup
k→+∞
(
log p
(k+1)
k+1
k log log p
(k)
n
+ 1−
log p
(k)
n
k log log p
(k)
n
)
≤ lim sup
k→+∞
(
2k log k
k(log k + log log k)
+ 1−
k log k
k(log k + log log k)
)
= 2 + 1− 1 = 2.
Since DiagP(x) ≤ PTn (x) for x ≥ p
(n)
n , we conclude (25). 
Remark 2. If p
(k)
k+1 = O(p
(k)
k ) (e.g. the answer to Question 1 would be affirmative),
then we would conclude an inequality
p
(j+1)
j+1 ≤ Dp
(j)
j log p
(j)
j , j ≥ 3(26)
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for some constant D ∈ R+ in the proof of Theorem 14. Then, the inequality in the
statement of this theorem (under unchanged assumptions) would be
p
(j)
j ≤ p
(k)
k log
(j−k+1) log(j−k+1) p
(k)
k .
This would lead us to the estimation
p
(j)
j ≤ D
j−kp
(k)
k
j−k∏
i=1
(
log p
(k)
k + i log i log log p
(k)
k
)
in Theorem 16, where the constant D is the same as in (26). Consequently, the
statement of Corollary 12 would take the form
log p
(j)
j ∼ j log j, j → +∞
and, finally, DiagP(x) ∼ PTn (x) in Theorem 17.
Despite the asymptotic equivalence of counting functions of the sets DiagP and PTn ,
n ∈ N, we suppose that there is no asymptotic equivalence between p
(k)
k and p
(k)
n as
k → +∞.
Conjecture 1. For every n ∈ N we have
lim
k→+∞
p
(k)
n
p
(k)
k
= 0.
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