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A Brain-Computer Interface (BCI) is a system that provides a communication and control
medium between human cortical signals and external devices, with the primary aim to assist
or to be used by patients who suffer from a neuromuscular disease. Despite significant re-
cent progress in the area of BCI, there are numerous shortcomings associated with decoding
Electroencephalography-based BCI signals in real-world environments. These include, but are
not limited to, the cumbersome nature of the equipment, complications in collecting large
quantities of real-world data, the rigid experimentation protocol and the challenges of accurate
signal decoding, especially in making a system work in real-time. Hence, the core purpose of this
work is to investigate improving the applicability and usability of BCI systems, whilst preserving
signal decoding accuracy.
Recent advances in Deep Neural Networks (DNN) provide the possibility for signal processing
to automatically learn the best representation of a signal, contributing to improved performance
even with a noisy input signal. Subsequently, this thesis focuses on the use of novel DNN-
based approaches for tackling some of the key underlying constraints within the area of BCI.
For example, recent technological improvements in acquisition hardware have made it possible
to eliminate the pre-existing rigid experimentation procedure, albeit resulting in noisier signal
capture. However, through the use of a DNN-based model, it is possible to preserve the accuracy
of the predictions from the decoded signals. Moreover, this research demonstrates that by
leveraging DNN-based image and signal understanding, it is feasible to facilitate real-time BCI
applications in a natural environment. Additionally, the capability of DNN to generate realistic
synthetic data is shown to be a potential solution in reducing the requirement for costly data
collection. Work is also performed in addressing the well-known issues regarding subject bias in
BCI models by generating data with reduced subject-specific features.
ii
The overall contribution of this thesis is to address the key fundamental limitations of BCI
systems. This includes the unyielding traditional experimentation procedure, the mandatory
extended calibration stage and sustaining accurate signal decoding in real-time. These limitations
lead to a fragile BCI system that is demanding to use and only suited for deployment in a
controlled laboratory. Overall contributions of this research aim to improve the robustness of
BCI systems and enable new applications for use in the real-world.
iii
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This thesis explores novel Human-Computer Interaction (HCI) via the use of Brain-Computer
Interface (BCI) and the subsequent use of recent advances in deep learning for the effective








Figure 1.1: Block diagram of the main BCI components
The field of HCI encompasses a range of topics which study how best to facilitate communica-
tion between humans and machines. Communication is an essential element for humans in daily
life, either between groups of people or with technologies that now form a crucial part of our
everyday life. Globally, there are people who suffer from neuromuscular diseases and who have
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severe disabilities such as complete Locked-In Syndrome (LIS) or Amyotrophic Lateral Sclerosis
(ALS), which limits their fundamental communicative ability.
In such cases, communication can be partially revived by utilising brainwaves measured using
an acquisition device. By exploring any intention contained within these captured bio-signals,
they can be translated and exploited as certain commands, thus providing a potential way of
communication [64, 193, 236]. We call such a communication medium Brain-Computer Interface.
Figure 1.1 shows the main components of a BCI system, where the subject (healthy participant
or patient) wears a device that is able to measure cortical signals from the scalp. These bio-
signals represent cortical neural ensemble responses from a certain mental task, either voluntarily
or evoked by external stimuli. These signals can be interpreted as commands for any device by
decoding them using signal processing techniques. Accurate decoding can then be utilised to
assist humans in any way required, either virtually or physically.
Researchers originally delved into BCI over half a century ago [113], and since then it has
been actively developed. However, there has thus far been a distinct lack of applicability of
such approaches outside of the research laboratory [30, 160]. This impediment can essentially
be attributed to the cumbersome nature of the equipment, the rigid experimentation protocols
required and the challenges of accurate signal decoding, especially in making a system work in
real-time.
This thesis focuses on tackling these constraints in order to provide fundamental enablers in
making BCI systems more practically applicable for use in assistive technologies within everyday
life. These constraints are discussed in detail in the next section as the primary research questions
of this thesis, as well as presenting the motivation for tackling them.
1.1 Research Questions and Motivation
Continuously growing enthusiasm in BCI research has been a positive development towards
making a BCI system applicable and ultimately to achieve the primary goal of the field - to
provide an accurate, comfortable and applicable non-muscular communication solution. However,
some constraints prevent the advancement of such technology for use outside of a research
environment.
3
The signal acquisition procedure is the most crucial part in BCI as it forms the input to the
system. This stage involves the data acquisition device to measure the bio-signals, the interface
to record the signals, the stimuli design to evoke the neural responses, and the experimentation
protocol. The bio-signals gathered in this stage are the input to the BCI system as highlighted in
Figure 1.1. Hence, to ensure the system has gathered satisfactory bio-signals, researchers apply a
rigid measuring procedure covering the device used, the stimuli design and to the whole protocol
– ultimately resulting in a system that is difficult to be used daily.
Due to the non-invasive nature, Electroencephalography (EEG) is a favoured technique among
BCI researchers. However, it often features a complicated usage process that currently seems
possible only in a laboratory [160]. Typically, EEG requires pre-and post-skin preparation
protocol for the application of electrode gel, owing to the Ag/AgCl (silver/silver chloride)
electrode that is not only time consuming but also inconvenient to apply. Other traits of EEG
such as wired devices and the requirement of a physical shield establish the rigid experimental
protocols.
With recent progress in technology, alternative devices use dry sensors technology makes it
possible to eliminate such a cumbersome protocol and make it viable for use as frequently as
needed, even in a real-time application. However, this alternative solution might jeopardise the
quality of the signals, resulting in a substantially more challenging signal decoding and classific-
ation task, thus possibly giving out an inaccurate translation [154]. In favour of compensating
for this shortcoming, the system needs to have a favourable signal processing approach that
is capable of decoding BCI signals whilst similarly enabling the use of this less cumbersome
dry-sensor technology.
Brain activity can be induced by an external stimulus that makes it possible to evoke a
neuro-physiological response. Steady-State Visual Evoked Potential (SSVEP) is a type of neuro-
physiological response induced directly via subject fixation on a frequency-based visual stimuli
and requires no a priori user training [137, 45, 169]. The frequencies used as stimuli are
determined by a few factors such as display device specification, the number of frequencies
required and harmonics frequencies which limits the number of frequencies that can be used
[177, 247]. Commonly, these visual stimuli are known for having similar size stimulus boxes
with a fixed position and similar pixel region within an application which does not reflect user
interaction with a natural scene or environment.
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While it is essential to have access to large quantities of data for training a machine learning
based signal decoding method, collecting high-quality EEG data has proven difficult [253, 145].
The experimental procedure is time-consuming, expensive and difficult to operate within the
usually short amount of time experimental subjects can perform EEG experiments [53]. In
addition to these issues, the pattern of electrical voltage produced by the brain often differs from
one subject to another, making BCI is a highly subject variant [141, 56, 235, 117, 248].
Commonly, because of various external factors, the EEG signal patterns for a given individual
can appear differently [10], forcing per-session calibration for any given subject for effective
utilisation. The reasons can be, but are not limited to, the diverse nature of subject intra-
session, the condition of the acquisition device and the signal quality decay over the session
duration [112, 2, 250]. This drawback leads to a long calibration process for real-time applications,
restraining the practical application of EEG systems. The decoding process associates similar
attributes in signals with a label for accurate prediction; thus, the need for the calibration stage
to ensure having consistent signals.
Based on this range of constraints, this thesis focuses on addressing the following primary
research questions:
• Can the cumbersome signal acquisition procedure be eliminated without jeopardising the
signal decoding process?
• Can a real-time BCI application be created within a limited frequency range, whilst also
using a natural environment based representation as the basis for the stimuli?
• How can we best to address the problem of data collection, both in term of the procedure
and, subject and session variance which currently results in small datasets and an expensive
calibration stage?
Deep Neural Networks (DNN) are a state-of-the-art machine learning approach that has the
ability to discriminate data based on their characteristic features. DNN approaches are more
suitable for noisier signals than traditional machine learning approaches, as they eliminate the
need for bespoke feature extraction and representation processes. DNN are able to automatically
learn the best representation of data by adjusting parameters based on error computed against
some training objective [81].
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Commonly in the computer vision field, a task such as an object detection or scene recognition
is accomplished using DNN [121]. Taking advantage of such advances, it is possible to use DNN
to detect objects in a given scene in real-time, and for this to be implemented as the basis of
SSVEP stimuli. The frequency range limitation in SSVEP stimuli can possibly be tackled by
using a multi-layered stimuli, where each frequency is assigned to different objects that appear
in a frame at a time. To design stimuli that appear more natural to subjects, the pixel region for
the stimulus can be identified using an object detection algorithm within the real-world natural
environment derived from the incoming video stream from a teleoperated robot camera. Detected
objects can be displayed as stimuli, where both the dimensions of the flicker regions and their
on-screen position changes depending on the scene objects detected.
The versatility of DNN to imitate real bio-signals by learning their characteristic attributes
draws the possibility for the algorithm to generate sets of synthetic data [82]. This can be utilised
by training the generative model to learn specific features and to potentially unlearn any biased
features. This may create realistic bio-signals without biased features, maybe enabling such
approaches to perform better in classifying unseen subjects.
Overall, this thesis focuses on exploring the use of recent advances in machine learning,
notably deep architectures, to tackle certain critical limitations within the area of SSVEP-
based BCI, such as rigid experimentation procedure, limited frequency ranges, hand-crafted
classifier, small dataset, expensive calibration stage. Three potential deep learning techniques
to be explored will be bio-signal pattern recognition, visual object detection for stimuli creation
and synthetic bio-signal generation.
1.2 Research Aim and Objectives
The primary aim of this thesis is to tackle some of the fundamental constraints in BCI
applications (as detailed in Section 1.1), whilst focusing on the SSVEP paradigm and exploiting
the advancement of Deep Neural Networks. In order to achieve this primary aim, the following
research objectives are set:
• Investigate the ability of the commercial dry-sensor technology to provide a less rigid
experimentation procedure without jeopardising the performance of the signal prediction
by evaluating classification accuracy.
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• Incorporate state-of-the-art computer vision techniques for object detection in designing
real-life representation stimuli for real-time teleoperation BCI application by evaluating
the information transfer rate and classification accuracy.
• Devise and evaluate the optimal approaches within state-of-the-art generative models for
eliminating the calibration stage in a BCI application, by tackling both session and subject
variant problems by evaluating classification accuracy on unseen subjects.
These research objectives are going to be evaluated differently based on the objective:
• The first objective will be evaluated by measuring the accuracy of the SSVEP classification
on the bio-signals collected by using the proposed method to ensure that the procedure has
been done scientifically correct. We also measure the accuracy performance of the proposed
DNN classifier against traditional machine learning methods.
• We evaluate the second objective by assessing if the proposed real-life representation
stimuli works by measuring the accuracy and information transfer rate during a real-time
experiment comparing to the state-of-the-art application.
• The last objective is evaluated by verifying the ability of the proposed generative model in
tackling subject variance by comparing the accuracy performance when classifying SSVEP
bio-signals of unseen subject, when using the collected bio-signals, mixing the generated
signals with the real bio-signals and when just using the generated signals alone.
1.3 Thesis Contribution
This thesis presents contributions to the state-of-the-art in the following areas:
• The development of an improved method for a SSVEP-based dry-EEG system in place of
previous state-of-the-art approaches [115, 226, 120] via a deep neural network, eliminating
the need for hand-crafted manual feature extraction as compared to prior work [133, 31,
135].
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• Creation of a novel variable position and size SSVEP stimuli, using objects detected in real-
time from the natural environment. The stimuli is generated within the live video stream
from a teleoperated humanoid robot traversing a real-world natural environment. This has
notable differences from previous work [58, 257, 64, 137] in terms of stimuli pixel pattern,
size and on-screen position, and uniquely presents the user with a natural environment
interface for stimuli driven BCI.
• An exploration of synthetic EEG-data generation containing SSVEP signals via a variety
of unsupervised models. The techniques generate realistic synthetic signals directly in the
same domain for classification task improvement, unlike prior works [253, 191].
• A novel neural-based generative model, creating highly-realistic and enforced subject invari-
ant synthetic EEG data for downstream predictive tasks. The generated subject-invariant
bio-signals are capable of classifying unseen subjects in comparison to the prior work
[112, 98], providing the potential of eliminating the calibration stage for real-time BCI
applications.
1.4 Publications
To date, research presented in this thesis has been published in the following peer-reviewed
articles:
• Nik Khadijah Nik Aznan, Stephen Bonner, Jason Connolly, Noura Al Moubayed, and
Toby P Breckon. On the Classification of SSVEP-based dry-EEG Signals via Convolutional
Neural Networks. In International Conference on Systems, Man, and Cybernetics, pages
3726–3731. IEEE, 2018
• Nik Khadijah Nik Aznan, Jason D Connolly, Noura Al Moubayed, and Toby P Breckon.
Using Variable Natural Environment Brain-Computer Interface Stimuli for Real-Time
Humanoid Robot Navigation. In International Conference Robotics and Automation, pages
4889–4895. IEEE, 2019
• Nik Khadijah Nik Aznan, Amir Atapour-Abarghouei, Stephen Bonner, Jason D Connolly,
Noura Al Moubayed, and Toby P Breckon. Simulating Brain Signals: Creating Synthetic
EEG Data via Neural-based Generative Models for Improved SSVEP Classification. In
International Joint Conference on Neural Networks, pages 1–8. IEEE, 2019
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• Nik Khadijah Nik Aznan, Amir Atapour-Abarghouei, Stephen Bonner, Jason D Connolly,
and Toby P Breckon. Leveraging Synthetic Subject Invariant EEG Signals for Zero Calib-
ration BCI. In International Conference on Pattern Recognition. IEEE, 2020
1.5 Scope
In this thesis, we investigate the adequacy of DNN in undertaking various limitations in the
field of Brain-Computer Interface. It is worth noting that the work in this thesis is limited by
several factors, such as the availability of dataset and hardware.
The bio-signals used in every chapter of the thesis are collected using dry-EEG technology
as the data acquisition hardware and SSVEP as the frequency-based stimuli. We cover different
machine learning approaches for bio-signal evaluation to ensure the quality of bio-signals are
pertinent and an attestation of optimal signal decoding. However, this research does not include
any data collection using conventional wet-EEG technology; thus, no side-by-side comparison
between the two is presented. Although there are a small number of available open-source data-
sets containing SSVEP-based bio-signals, due to the different frequency classes and application
settings used, no other dataset has been used in any part of this thesis except from our collected
dataset.
The data acquisition procedures that have been used for this thesis have been evaluated in
real-time experiments. It is a crucial step within a BCI system to prove the ability of the system
to provide communication in a real life setting. Although in this thesis we have successfully
conducted a teleoperation BCI application under real-time operating conditions, due to the
limitation of the on-board camera of the humanoid robot, the experiments have been conducted
under controlled settings. This is due to missing depth information of the objects, meaning
that the application must obtain the object heights for the calculation of the distance and the
direction of the robot trajectory.
All the bio-signals collected during the period of this work were taken from experiments con-
ducted within departments in Durham University1 where all of our experiments and evaluations
1 The experiments conducted for this thesis have been approved by the Ethics Sub-committee in the Department
of Computer Science and Department of Psychology from Durham University, United Kingdom. All subjects are
informed that their data is collected and have signed the consent form.
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have only been performed on healthy subjects2. Hence no real patients suffering from a medical
condition have been used as subjects in this thesis.
1.6 Thesis Structure
The background of the main constituents of this research are introduced in Chapter 2.
We also present a review of the literature related to every component consistent with the
contributions of this thesis. The review is focused on BCI elements which are the signal
acquisition, neuro-physiological response and bio-signal pattern recognition. Furthermore, this
chapter highlights the limitations of the current state-of-the-art in BCI that is relevant to this
present work.
In Chapter 3, we present the details of the BCI experimentation protocol, such as the
application of the dry-EEG device, the stimuli used and the process of data collection. We
focuses on integrating a dry-EEG headset with SSVEP stimuli to demonstrate the appropriate
of bio-signals collected. The performance of bio-signals are evaluated using several approaches
from both traditional machine learning and deep neural networks in order to show the ability of
our proposed technique against others.
We move forward in Chapter 4 by integrating a real-time application to navigate a humanoid
robot in a natural environment. We leverage DNN based image and signal understanding to
facilitate both real-time object detection and bio-signal decoding. We employ the detected
objects acquired by the humanoid robot from the environment currently being navigated as the
novel variable SSVEP stimuli. On-screen object selection from subjects facilitates the online
decoding of human cortical brain signals directly into teleoperation robot commands.
Chapter 5 explores the possibility of generating synthetic bio-signals using a variety of
unsupervised neural network. We investigate the potential of synthetic data in capturing the
character of SSVEP bio-signals in order to tackle the shortage of reliable data and in improving
the performance of classifying real-world bio-signals.
Taking into consideration the biased features learned by a neural network that limits the
ability to uphold the performance in a new subject dataset, in Chapter 6, a subject invariant
2 Healthy subjects are those that do not suffer from LIS or ALS conditions and self-declared healthy conditions
in general by each participant.
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approach is explored. We investigate the potential of this approach in generating highly-realistic
synthetic EEG data invariant to any subject, session or other environmental conditions. We
demonstrate unseen subject evaluation in both the supervised model and unsupervised model
that includes the potential of eliminating the calibration stage for real-time BCI applications.
Finally, a summary of contributions and results present in this thesis is detailed in Chapter




In this chapter, we review current state-of-the-art from the fields of BCI and machine learning.
Specifically, we focus on current research that is exploring the use of a dry-EEG system for
signal acquisition to find an alternative way of gathering bio-signals that are able to reduce the
rigid procedure and the preparation time of the experiment. In terms of the neuro-physiological
response, we focus on current work that implements SSVEP stimuli for the system to see the
potential way of improving the stimuli display for a real-time natural environment application.
We also investigate a deep neural network as the prediction method on the bio-signals especially
on dry-EEG bio-signals. Additionally, we review if deep neural networks can be used in EEG
data generation to potentially move towards zero-calibration application, tackling the subject
variant problem. Moreover, we draw attention to some limitations and gaps within literature
and pertinence to the present thesis.
2.1 BCI Signal Acquisition
A Brain-Computer Interface (BCI) is a system that provides a communication and control
medium between human cortical signals and external devices [194, 239, 31, 166, 5, 156, 142].
There are two primary acquisition methods to measure brain activity:- invasive, which involves
sensor implantation in the brain and non-invasive, which uses external sensors [2, 3].
12
This thesis will focus on non-invasive data acquisition approaches, specifically on Electro-
encephalography (EEG) as it is the most suitable approach within BCI research development
since it has the ability to measure the cortical waves without the need for implanting any sensor
directly into the brain.
2.1.1 EEG-based BCI
EEG is a cortical acquisition technique where electrodes or sensors are placed on the scalp to
capture the electrical activity of the brain. It is the most notable signal acquisition technique in
BCI, especially for scientific purposes as it is a non-invasive process of measuring and recording
cortical activity [148, 216, 30, 229, 193]. The sensor placement typically follows the standard 10-
20 system, instead of implanting electrodes directly in the brain like invasive signal acquisition,
EEG measures the cortical signal via electrodes or sensors placed on the surface of the scalp
[230, 2, 5, 3].
However, this results in poor spatial resolution signals with a low signal-to-noise ratio (SNR)
and interference from a signal acquisition standpoint by other muscle activities such as eye blinks
or head movements [160, 201]. Despite such limitations, EEG is safe and easy to use, relatively
affordable and has an excellent temporal resolution, thus making EEG the most dominant BCI
signal acquisition technique to date [123, 197, 3, 152].
Conventionally, the majority of EEG acquisition devices rely on the cumbersome application
of conductive gel or paste (so-called wet-EEG) to reduce the impedance between the Ag/AgCl
electrode and the scalp [139, 148, 160, 243]. The impedance values in EEG signals are a
measurement of how good the conductivity is between the electrode and the skin. The lower the
value of impedance, the better the electrode and the skin contact thus improving overall EEG
signal quality [55, 165, 69, 154].
The required gel application is a significant drawback of this technology where it is used to
fill in the gap between electrodes and scalp every time before using the traditional EEG cap
[139, 165, 105]. This consequently results in relatively substantial preparation time and also
includes scratching of the scalp and additional time to remove the gel after the experimental
protocol has finished [195, 110, 239, 249, 182]. This contributes to a lengthy, time consuming
and often uncomfortable experience for the participants. Furthermore, the gel will dry over a
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specific time frame and increase the impedance value, thus somewhat limiting the experimental
data acquisition interval [139, 195, 73, 156].
Moreover, classical wet-EEG requires some specific experimental conditions like a Faraday
cage (a physical shield using conductive material) which reduces the effect of external electro-
magnetic interference in terms of signal noise [190, 160]. The bulky size and wired connectivity
requirements of the wet-EEG also limits the use of the device in different kinds of environments
[130, 45], thus limiting the application of BCI using wet-EEG to strict experimental operating
conditions.
(a) An example of wet EEG electrode cap from
Biosemi Active Two System [17].
(b) An example of dry EEG headset from
Cognionics Inc.
Figure 2.1: Example of wet EEG technology and dry EEG technology
There is a relatively vast number of studies on dry-EEG as an alternative approach alleviates
these limitations in terms of skin preparation, stable connectivity and comfort during experiment-
ation [135, 154, 161, 242] in addition to ready adaptability to different head sizes [163, 133]. A
Dry-EEG system uses dry electrodes that perform the same function as wet electrodes but instead
of using electrode gel to create connectivity between electrodes and the scalp, dry electrodes are
designed to be able to slide through the hair and create sufficient force for direct contact against
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the scalp [163, 110, 154].
2.1.2 Dry-EEG vs Wet-EEG System
In striving for a better EEG system, there are many technologies and research works on EEG
systems with different approaches for replacing the traditional wet-EEG. The authors of [55]
compare four EEG systems; one traditional wired wet-EEG (ActiveTwo), two wireless systems
(B-Alert X10, a gel-infused foam system and EPOC, a saline-infused felt system) and one dry-
EEG system (Quasar dry sensor interface). The saline-based EEG system works like wet-EEG
where the sensors require the use of saline solutions as a connection bridge to the scalp therefore
requires pre-experiment procedure. Unlike wet-EEG that requires gel-based solution, saline-
based system is easier in terms of post-experiment procedure. In this work, the authors conduct
an identical experiment four times repetitively, one for each device on 16 subjects performing
seven cognitive tasks. The subjects evaluated each device by rating them on different aspects
such as; different head sizes adaptability, subject preference and comfortability (pressure on
the scalp from the device, the weight of the device and application procedure), scalp location
availability (consistency between application of a subject and availability location for particular
signal of interest and average), electrode connection stability and experimental integration setup
(data recording method). This study suggest that, there is room for improvement for a wireless
dry-EEG system to be the most prominent system in BCI.
Similarly, in [186], the authors evaluate three different electrodes - two wet EEG systems
(hydrogel-based and water-based) and a dry electrode-based EEG system. They use g.GAMMAsys
from Guger Technologies (g.tec) with g.LADYbird active wet electrodes. The water-based
electrode system is from TMSi, a wireless passive water-based wet-EEG system. Even though the
system uses wet electrodes, they eliminate the necessity of post-protocol such as hair washing as
only water is involved. The dry-EEG system used in this paper is from g.tec as well, (g.Sahara)
where the electrodes are dry electrodes made from gold alloy pin to better penetrate through
hair to make a connection with the scalp. The paper evaluates each system based on a technical
and user-centred test on eight healthy subjects. The technical test simulates short circuit noise
produced by each electrode while attached to a polished copper plate for 12 minutes. The
dry electrode-based system has the highest mean RMS (Root Mean Square) noise value, and the
water-based system has the lowest value. The user-centred test consists of two parts; a P300 task
and questionnaires for subjects. Subjects were required to complete four P300 communication
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and control tasks; spelling two words, controlling a multimedia player, navigating a web browser
and spelling another two words. Before the actual task, each subject was required to complete a
calibration training stage where their cortical signals were recorded, and they needed to spell a
word using a P300 matrix speller. The recorded signals were used to train an SWLDA (Stepwise
Linear Discriminant Analysis) classifier for the prediction of the actual task. Based on all the
assessments, on average the hydrogel-based system gave the highest classification accuracy, whilst
the dry-EEG system gave the lowest scores. From the questionnaire results, taking the mean
across questionnaires and subjects, the water-based get the highest score followed by the hydrogel-
based and dry electrode-based system.
A comparison study presented in [154], compares three different EEG systems from Brain
Products. These are: wet electrodes EEG without amplifier (passive wet-EEG), wet electrodes
EEG with an amplifier (active wet-EEG) and dry electrodes EEG with an amplifier (active dry-
EEG). Three identical experiments were repeated for all EEG types on eight healthy subjects
completing an auditory task. The task was an ERP (Event-Related Potential) neuro-physiological
response where it measures P3 response evoked by audio stimuli. Subjects were required to sit
still with their right hand rested on the table in front of them whilst having a fixation on a
white cross on a black screen in front of them. They needed to then press the space bar on a
keyboard using their right-hand finger when they heard any rare tone. The authors compare
the cortical signals collected from the experiment in term of EEG spectra by plotting the raw
data transformed via a Fast Fourier Transform (FFT), single-trial noise by computing RMS,
ERP analysis by analysing the error level of the P3 responses and ERP power by computing the
number of samples required for reaching significant statistical power. The results show that dry-
EEG performs the worst when compared to two other systems with high noise and impedance
level, which contribute to weak quality signals. However, this study proves the ability of dry
electrodes to measure comparable cortical signals with significant advantages of easy to use, thus
with proper techniques and better dry electrodes development; they are promising.
A simple resting-state EEG experiment was conducted in [152] to compare the quality of
cortical signals from the Cognionics Quick-20 dry-EEG system to the Brain Products actiCAP
wet-EEG system. The dry-EEG headset is a fully dry system with Bluetooth connectivity and
portable while the wet-EEG is fully wired with active wet electrodes. The data was collected
from 12 subjects in two sessions, one for each system. Subjects sat on a chair in a dim room
for resting state where they rest with opened eyes for five minutes and rest with closed eyes for
another five minutes while having an EEG system recording the cortical signals. The authors
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use two evaluation metrics to compare both systems; Power Spectral Density (PSD) and alpha
suppression. Pearson correlation coefficient is computed to find the correlation of log PSD
across systems as similarity measurement between electrodes channels. The results show that
both systems are highly correlated on average on every channel and every subject for both tasks
(opened eyes and closed eyes), although dry-EEG system produces more noise than the wet-EEG
system at low frequencies. Alpha suppression is a measurement of the reduction in alpha-band
power (8-12Hz) from opened eyes to closed eyes. On average, across subjects, both systems show
alpha suppression with alpha-band power is greater during closed eyes rather than opened eyes.
From this comparison study, the dry-EEG system is shown to be comparable to the traditional
wet-EEG system in terms of data quality during resting-state activity.
From all the available literature comparing different types of EEG system, it can be seen that
a dry-EEG system is largely comparable with a wet-EEG system. However, dry-EEG suffers
from inherently reduced signal quality due to the lack of conduit gel and the elimination of rigid
procedure such as active amplifier and Faraday cage, Dry-EGG requires a better approach to
process and extract knowledge from the collected signal.
2.1.3 Cognionics Dry-EEG System
There are several commercial EEG systems in the market designed to improve the subject
experience in terms of comfort and overall application experiences. This thesis will focus on
reviewing BCI-based applications using data collected by dry-EEG technology from Cognionics
Inc and investigate how well it performs at different paradigms and applications when using
different prediction methods. This section will review the Cognionics dry-EEG system, as well
as research studies using it for various applications.
Cognionics offers a range of different systems depending upon the number of channels,
applications and price. All their dry-EEG systems use a fully dry-electrodes comb or claw-looking
sensor that is designed to flex through the hair with a flexible angled leg that is able to bend to
give mechanics pressure on the scalp for functional connectivity [44, 162, 31]. These electrodes
remove the need for conventional experiment protocol such as skin preparation, electrode gel
filling and post-experiment clean-up [133, 135, 182, 152]. All the systems are a wireless, portable
and have built-in Faraday cages in the individual electrodes and feature an adjustable headset
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for different head sizes to make them more practical for different subjects and applications
[44, 163, 31].
The work in [132] takes advantage of the wireless feature of the 32-channel Cognionics system
to explore the quality of bio-signals for the SSVEP task whilst walking as compared to the
standing position. The experiment required ten healthy subjects to take turns walking on a
treadmill with four different speeds; 0 (standing position), 1, 2 and 3 miles per hour while having
a fixation on the SSVEP stimuli with eight dry electrodes to record the cortical signals. They
evaluated the performance of the signals by applying Canonical Correlation Analysis (CCA)
and Independent Component Analysis (ICA) to classify the SSVEP signals. As expected, the
faster the speed, the more inferior the quality of the signals. However, this literature opens the
possibility of real-life applications that are not limited to laboratory use.
Later the authors repeated the same task in order to compare the performance of dry-EEG to
wet-EEG during walking trials [133]. They employed the same system as their previous work with
two additional disposable wet electrodes for wet-EEG signal recording. A similar experimental
protocol was conducted on 19 healthy subjects, and from their experiments, wet-EEG performed
better as compared to dry-EEG by 4% to 10% accuracy for standing and walking at different
speeds, respectively.
Inspired by the previous study that highlighted the ability to record EEG signals in motion,
the authors in [31] used a 64 channel Cognionics system for real-world aviation applications.
These involved using a flight simulator motion platform and also flying a real open cockpit
biplane. EEG data was recorded as the pilot flew whilst an auditory stimulus event was played
in the background. The goal being that using the EEG signal, it should be possible to identify
when an audio stimulus is present during both experimental conditions. The authors proposed
the use of ICA combined with a Kalman Filter (KF) for classifying the signals. One of the main
aims of this paper is to show that a dry-EEG system is capable of recording good quality signals
outside the laboratory and under extremely challenging conditions, thus adding further evidence
that dry-EEG-based BCI is applicable in the real-world.
Another study using using a 20-channel Cognionics headset for foot motor imagery was carried
out in [135] to trigger a lower limb exoskeleton robot (XoR). The paper aimed to have a quick
setup system for asynchronous motor imagery BCI as offered by using the dry-EEG headset.
EEG data was collected from three healthy subjects for a calibration stage where each subject
18
was required to perform four runs of ten trials of foot imagery task where they were given
a cue to execute the motor imagery. The recorded data was used to decode the signals for
threshold tuning for a resting class and a foot imagery class and to execute XoR during the
online task. By using Common Spatial Pattern (CSP) and sliding windows for feature extraction,
they trained a logistic regression to compute the probability between zero and one to tune the
squatting execution threshold. During the online experiment, subjects were required to perform
foot imagery on a given cue, and, if the signals reached the foot imagery class threshold, XoR
was triggered. Two of the three subjects exceed 70% test accuracy during an online experiment
using this approach.
Overall, it can be seen that although a dry-EEG system is comparable to the wet-EEG
system, dry-EEG bio-signals have relatively higher noise levels and higher impedance values
when compared to wet-EEG [133, 55, 186, 154, 152, 146], thus resulting in a substantially more
challenging signal decoding and classification tasks.
In this thesis, taking the advantages of the dry-EEG system in making BCI application
more applicable and practical, we tackle and explore different techniques aimed at improving
bio-signals decoding performance. The technicalities of the experimentation procedure of the
dry-EEG system are in Chapter 3 of this thesis.
2.2 BCI Neuro-physiological Responses
There are different types of neuro-physiological responses that can be used for BCI application
based on the type of cortical neural ensemble responses [5, 243]. These responses can be grouped
into two primary types: endogenous and exogenous [194, 5]. An endogenous approach is when a
subject self initiates any control voluntarily without relying on stimuli, while the exogenous type
is when there are external stimuli involved to trigger the control [62, 174, 90, 3].
2.2.1 Type of Responses
Motor Imagery (MI) is a response that does not depend on any external stimuli where the
primary motor cortex becomes active without any overt muscle movement (imagination only)
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[5, 160, 3]. This imagination process produces similar neural activity, although with smaller
magnitude to the actual movement [194, 151, 146]. This response requires a very long training
time for the imagined movement to become detectable via the hardware [70, 156, 233]. This
training stage is needed to familiarise the participant with the EEG experiment and the process
of imagining movement [161]. Apart from the substantial training stage, another drawback is
that only a maximum of four control tasks are suitable for MI, in order to ensure excellent quality
signals [143].
Stimulus-evoked is a type of response with almost no training time needed for the participant
as the brain produces a response towards a stimulus [31]. Within this type, a common example
is the P300 potential where the cortical signals respond with a positive deflection after 300ms via
the use of a salient external sensory stimulus [148, 151, 146]. P300 is named as such based on its
polarity, which is the positive deflection in voltage and fixed latency (delay between stimulus and
response) of roughly 250 to 500 ms [26, 186, 156, 103]. It is also known as an oddball paradigm as
the quality of cortical signals depend on the subject attention on the rare occurrence of targeted
stimuli; therefore, the quality might decrease after some time as the stimuli become more familiar
or subject pays less attention to it [153, 165, 169]. P300 has a long delay between stimuli [174]
such that it decreases the effective Information Transfer Rate (ITR) achievable by the system.
ITR measures the accuracy and the speed of a BCI system in real-time by showing the total
amount of information that is successfully transferred from the EEG device to the application
per time unit [216].
Steady-State Visual Evoked Potential (SSVEP) is another type of stimulus-evoked response
which is induced simply via subject fixation (or even just via peripheral attention) on periodic
visual stimuli and requires almost no a priori user training [137, 45, 169, 102]. On visual stimuli,
the subject is presented with repeated alternating white and black frames flashing at specific
frequencies which induces the primary visual areas to oscillate with the same frequency and
harmonics [7, 256, 151, 103, 247]. SSVEP has the feature of frequency tagging, which enables
the measurement of neural activity in response to a flickering stimuli which the subject is fixated
upon, even if the subject is not paying full conscious attention to the stimuli [174, 33, 203]. It is
considered to be the most suitable type of stimuli for effective high throughput BCI as SSVEP
signals are predominant and can be detected relativity simply. As a result, they provide high
ITR neural signals with minimal subject training [153, 166, 115, 103, 255].
A comparison study between these two stimulus-evoked responses has been performed in
[52], where authors compare the performance of a BCI speller between P300 (or P3)-based BCI
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and SSVEP-based BCI on seven patients suffering from Lock in Syndrome (LIS). The cortical
signals were recorded using a wet-EEG system for both responses in different experiments for
evaluating the responses in term of accuracy, ITR performance and subjects preference. This
work is divided into two main sessions for both BCI paradigms, which are preliminary session and
acquisition session. A preliminary session for each response is conducted on every subject before
the acquisition session, which familiarises the system to subjects and optimises the paradigms
by setting up the stimulus based on individual preferences. During the P300 preliminary session,
the stimulus setup is tailored based on stimulation style (row/column or single symbol), stimulus
duration, interstimulus interval and flash sequence duration. Whilst during the SSVEP session,
the optimum stimulation frequencies are chosen. The results from these sessions are not used for
analysis purposes. During the P300 acquisition session, subjects sat in front of a computer screen
with a six-by-six alphanumeric matrix. Subjects count how many times a symbol was highlighted
to choose the symbol. The calibration phase was performed at the beginning of the acquisition
session to build the classifier for decoding the signals during the actual session. During the actual
session, this classifier was used to predict the words spelled by subjects. For the SSVEP speller,
the subjects sat in front of a 60Hz LCD screen with 4 boxes. All boxes flashed with a different
frequency, with frequency ranges between 6.67 Hz to 15 Hz depended upon subjects preference in
the preliminary session. Subjects spell words by choosing one of the boxes at a time, where each
box contains 16 symbols at the start. After choosing a box, the symbols in the box are divided
into 4 other boxes to be chosen by subjects. This process was repeated until a symbol is chosen,
and ultimately a word is spelt. Based on the performance result, SSVEP speller outperformed
the P300 speller in term of accuracy, speed and ITR.
In this thesis, taking advantage of the effectiveness compared with competing approaches,
we utilise SSVEP as the neuro-physiological paradigm for data collection. There are many vital
applications made possible in BCI via the use of SSVEP. For example, it can be utilised to allow
people with severe physical disabilities to control or communicate with external devices just by
having them fixate on flickering stimuli [56], controlling an exoskeleton [115] or navigating a
humanoid robot [218].
2.2.2 SSVEP-based BCI
There numerous different EEG-based BCI application using SSVEP as a neuro-physiological
response. This section discusses different applications using SSVEP, the design of the stimuli,
common frequencies used and other details regarding the stimuli.
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SSVEP-based Speller
One of the useful and prevalent applications in EEG-based BCI is the ‘speller’, where instead
of using motor muscle movement to type a word, subjects are able to ‘type’ by looking at SSVEP
stimuli to trigger the visual cortex [197]. This is achieved by assigning each letter to a unique
SSVEP frequency. The literature on SSVEP-based spellers encompasses a wide range of choices
on frequency, speller design and display device. A selection of approaches is highlighted in Table
2.1.
Experiment Type Frequency (Hz) Display device
40 alphanumeric stimuli
[40]
[8.0, 15.8] step of 0.2Hz with
phase: [0.0 π, 1.90π).
60Hz refresh rate LCD
monitor.
28 alphabet stimuli [24] [6.10, 11.28] 120Hz refresh rate Laptop
12 numerical stimuli [166,
235]
[9.25, 14.75] step of 0.5Hz with
phase: [0.0 π, 1.5π] step of 0.5π













{6.0, 7.5, 8.0, 8.5, 9.0, 9.5, 10.0} Web browser
Table 2.1: SSVEP-based application for speller applications
The primary concerns in regards to the frequency used in the stimuli are; the refresh rate used
to display the frequencies and their associated harmonics, whilst being able to avoid overlapping
between them – as an example, choosing 10Hz as a primary frequency would have a harmonic
of 20Hz, making 20Hz a poor choice for another primary frequency. In two different works,
[40, 24], the authors propose two different ways of improving the discrimination between classes
for a SSVEP-based speller using a keyboard stimuli. The authors in [40] propose a method
called Joint Frequency-Phase Modulation (JFPM) where different phases can be added to the
frequencies to compensate for the small difference gap between them. To avoid frequencies overlap
with harmonics, [24] use 28 spaced frequencies (with a range between 6.10 and 11.28Hz) where
none of the frequency overlap with other harmonic frequencies. Instead of having alphanumerical
symbols for stimuli speller, the stimuli in [166, 235] displays 10 numbers and 2 symbols as a virtual
phone keypad.
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Even though the work in [40] shows the ability of a BCI speller to use up to 40 frequency
classes, the process of collecting data for calibration can be tedious as each class needs a number of
samples to train a classifier. Therefore, multi-layer spellers have been used to keep the frequency
classes to a small number, whilst able to have a more significant number of stimulus for different
characters [238, 172, 203].
SSVEP response has the features where the recorded cortical signals contain the peak fre-
quency and its harmonics. Certain applications allow for the same frequency to be reused for
another character at a different time. Multi-layer spellers work by grouping some characters
into separate groups, where the first layer of speller allows choice of the group that contains the
intended symbol. The next layer separates the character in the chosen group to either a smaller
group or a single character. This process is repeated until a final symbol is chosen.
The authors in [238] apply the JFPM method on six target frequencies where each frequency
is not designed for only a character. During the offline data collection stage, all same-sized boxes
were labelled as number one to six. For the spelling tasks, two layers of speller interface were
used, where in the first layer, the six boxes consist of five characters per box. The characters in
the selected box are separated into individual boxes in the next layer where one can be chosen
by subject as a target character.
Similar work is presented in [172] where the spelling process consists of three layers, where
each layer has five target frequencies. This work provides 58 characters in the stimuli; hence the
more complex layer as compared to previous work. Three layers speller have been adopted by
[203] for a web browser-driven application. The web speller can be configured by a user whereby
they can manage and choose four out of seven frequencies (6.0, 7.5, 8.0, 8.5, 9.0, 9.5, and 10Hz),
as well as the word to be spelt. Nine characters are grouped in the first layer for three boxes,
and the fourth box is for the ‘DELETE’ symbol. Once the user manages to choose the correct
target, the second layer of the interface appears with three boxes consisting of three characters
each (from the targeted box in the first layer) and the ‘BACK’ symbol in the fourth box. Finally,
the last layer consists of one character per box for 3 boxes and the ‘BACK’ symbol in the fourth
box.
SSVEP-driven Robot
As SSVEP stimuli can be used to display an icon or specific symbol, it is useful for BCI-based
robotic applications, where the different frequencies can be interpreted as different commands.
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Commonly, SSVEP stimuli consist of a number of flashing boxes, which are used to navigate a
robot to move around in an environment. The stimuli can be displayed either on a monitor, a
tablet or even a physical LED with different sets of frequencies. However, as discussed previously,
there is no standard way of designing SSVEP stimuli in term of frequency selection, the size of
the boxes and the stimuli display [151, 3].
Application Frequency (Hz) Control
Mobile robot in an open
office [58]




30 with stimulation phases
[0◦, 300◦] with step of 60◦
forward, backward, shift right,
shift left, turn right and turn left
Mobile robot in real envir-
onment [64]
{5, 6.666, 7.5} forward, turn right, turn left
Mobile robot for obstacle
avoidance [137]
{8, 10, 12} forward, turn right, turn left
Meal assistance using ro-
bot arm [185]
6, 7, 8 bowls position 50, 60, 65cm
Pick and place robot arm
[42]
{30, 31, 32, 33} three shapes and undo
Pick and place robot arm
[41]
[8, 15.2] with step of 0.3Hz position of 25 targets
Two-layer mobile robot
navigation [218]
[6.0, 20.0] three commands and mode
switch in both layers
Navigation of humanoid
robot [252]
6.25Hz, [11, 19] with step of
1Hz




{5, 6, 8, 10} three-layer stimuli
Controlling humanoid ro-
bot behaviour [257]
five frequencies from {4.615,
6.667, 8.571, 12, 15, 20}
two-layer stimuli
Table 2.2: SSVEP-based application for robotic applications
As summarised in Table 2.2, there are two main types of robot application via SSVEP: basic
control and multi-layer control. Basic control stimuli consists of three to four different frequency
boxes; each indicating a basic control such as forward, turn left, turn right, or stop movement.
This system requires the subject to execute the command over time to navigate the robot as
there is no predetermined path.
Physical Light-emitting Diodes (LED) can be used to display high-frequency stimuli for a
less fatiguing experience to subjects. The work in [58] presents a robot application using four
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LED attached to a computer screen. Subjects are able to monitor the environment of the robot
in real-time displayed on the screen. Instead of using LED for high-frequency stimuli, the work
in [96] uses 30Hz frequency signals on six stimulus boxes. They manipulate the stimulation
phases by displaying different dark-bright sequences for each stimulus. Each target stimulus is
used for different navigation commands to allow a humanoid robot to avoid obstacles in an office
environment.
Similar applications are presented in [64, 137] for mobile robot navigation. However here,
the stimuli are displayed on an LCD monitor screen. The robot in [64] is equipped with a
wireless camera to provide subjects with live video feedback. Subjects in [137] can view the
robot condition themselves and are required to navigate the mobile robot from a starting point
to destination point whilst avoiding obstacles.
The studies using SSVEP to manipulate a robot arm in [185, 42], could be considered as a
basic control application as only three commands are used. However, the approach in [185], is
interesting as instead of selecting one of the typical basic movement commands (left or right), a
predetermined complete path is chosen to allow for meal selection in a meal assistance application.
In [42] pre-trained object recognition is used to identify three different objects and 25 locations.
Subjects are required to select an object at a time to move the robot arm to pick up the selected
object and place it at the desired location. Taking advantage of better technology, this paper
uses a screen monitor with 120Hz refresh rate to display high-frequency SSVEP-stimuli. Similar
work in [41] shows a control robot arm for a pick and place task for 25 locations where each
frequency is corresponding to a location.
Multi-layer stimuli are useful for robot applications, as different robot systems have complex
control modes. In [218], the authors use a two-layer stimuli application for two different modes:
drive mode and camera mode – with four commands for each mode to navigate a mobile robotic
car (MRC). The application has a live video feedback where subjects can control the pan-tilt-
position in camera mode. The MRC comes with a sensor that stops automatically at a turning
point and makes small corrections when it detects the line. They also developed a calibration
software coined ‘SSVEP Wizard’ to determine the key parameters for the SSVEP stimuli for
each subject. This software chooses the best four frequencies for each subject to be used as the
SSVEP frequency stimulation.
The image frame captured from a robot camera can be used as stimuli as well, [252] where
the frame is divided into nine equal regions, where each region is flashing at a different frequency.
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After selecting a region in first-layer stimuli, the selected region is further divided into nine equal
regions to enable more precision selection. The specific region is used to navigate the robot to
complete a trajectory.
The authors in [260] design a multi-layer SSVEP stimuli to control a humanoid robot. The
first-layer stimuli is associated with the robot state, either sitting, walking or running into an
obstacle, which is decided by the robot controller. Under the sitting state, subjects can select
to observe surrounding, monitor the robot hardware state, or command the robot to stand up.
If the robot encounters an obstacle at any time, subjects can choose to either avoid the obstacle
or to interact with it (moving it for example). During normal walking state, there are two main
options for subjects which form the second layer: exploration or interaction – each having four
options to be performed.
Similarly, the authors in [257] propose to control a humanoid robot using behaviour-based
SSVEP to walk in a cluttered environment, and ultimately approach and pick up a target
object (Green balloon). The stimuli consist of five frequencies, four of which are for a two-
layer stimuli for top-menu and sub-menu movements, and one frequency dedicated for returning
to the previous menu. The frequency set is subject-specific, where during the calibration stage,
the five most responsive frequencies are selected for every subject. By selecting any one of the
top-menu elements, the subjects can control another four behaviours of the robot in the sub-
menu. The user interface of the system consists of five stimuli, a display for live video feedback
in the middle and a display for the current posture of the robot. A camera embedded on the
head of the robot is used as location feedback, where the subject can monitor the location and
the surroundings of the robot.
Other Applications
Aside from the applications mentioned above, there are additional uses of SSVEP-based BCI
in the literature. These include,ICU communication [56], virtual reality maze game [240], remote
control vacuum cleaner in a virtual environment [217] and user authentication [248].
Research for an assistive application for Intensive Care Unit (ICU) patients has been per-
formed in [56], where SSVEP-based stimuli were used for communication purposes in an ICU
environment. To make it comfortable and easy to be used by patients, the system used a portable
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wireless wet-EEG headset for streaming the cortical signals and a tablet to display the stimuli.
The stimuli consisted of a default screen with an icon to call a nurse. When a subject fixated on
the icon, the screen displayed the main menu comprising four boxes, one at each corner of the
screen, flickering at different frequencies (8.5, 10.0, 12.0, 15.0 Hz). Each box contained a sub-
menu where there are two or three icons to be chosen for different requests and a home button
icon to go back to the main menu. This design helps to eliminate the number of frequencies
limitation by having different icons appear at a different time and frequency reuse.
Instead of using SSVEP-based stimuli to control an external physical device, they can be
used in virtual life, either for a game or for research purposes. A mobile robot was controlled
virtually via an SSVEP-based robot GUI [240], using frequencies of 7 Hz, 8 Hz, 9Hz and 10 Hz.
Subjects were required to navigate a mobile robot to move forward, backward, turn clockwise and
counter-clockwise to complete a maze. Additionally, a virtual vacuum cleaner was used in [217]
as a comparison study on SSVEP-based stimuli for two types of displays, on a head-mounted
display (HMD) with 90Hz refresh rate and on a 120Hz refresh rate laptop screen. Subjects were
required to navigate the robot to collect 10 dust piles by looking at one of the frequency stimulus
boxes at a time for both studies. The frequencies used were 7.5Hz, 10Hz and 6.0Hz for turn
left, forward and turned right respectively. A similar study on HMD is presented in [25], where
frequency-based stimuli were displayed on HMD for subjects to walk in a virtual environment.
As it is well known that EEG signals contain highly unique features for every subject, [248]
investigate the consistency of the individual subject pattern for authentication purposes across
eight subjects. By using a 40 character alphanumeric stimuli, with a frequency range of [8.0,
15.8] with a step of 0.2Hz and phase between [0.0 π, 1.5π] with a step of 0.5π, EEG signals
are collected on two different days. This is to ensure that subjects’ identity can be recognised
accurately across different days.
As demonstrated by the previous works, SSVEP-based response is a versatile way to enable
BCI applications, where it is possible to assign different commands to a frequency providing that
the frequency does not appear more than once on different stimulus at a same time. SSVEP-
based stimuli have been shown to be a pragmatic approach used in a wide variety of tasks, such
as alphanumeric symbols, icons, arrows and even images as long as the frame is flashing at a
particular frequency. However SSVEP has limitations, such as the number of available frequencies
is limited by monitor refresh rate and the chosen frequencies overlapping with harmonics of other
ones [177, 247].
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Despite this and inspired by the ability of SSVEP stimuli, in this thesis, we explore the
potential of improving the stimuli display for a real-time natural environment application. The
details of the SSVEP stimuli are further discussed in Chapter 3 and Chapter 4 of this thesis.
2.3 Bio-Signals Pattern Recognition
To establish reliable communication in BCI application, the translation of raw EEG cortical
signals to a specific desired decision is a crucial task [177, 160, 200]. The cortical signals measured
via EEG is a non-invasive process, meaning that it is not directly measured from the cortex but
through the skull. As the skull is not a good electrical conductor, the electrical activity measured
suffers from poor spatial resolution with low SNR [143, 201]. Not only that, these bio-signals
come with unwanted signals and artefacts such as eyes blinking, muscles movement from head
and neck, inadequate electrode allocations and power line noises [230, 216]. Therefore it is a
challenging task to process the signals in a proper manner where the correct pieces of information
are extracted and can be used to decode the signals accurately [136].
Subsequently, signal processing is one of the primary components in the field of BCI as it acts
as the translation layer between the raw EEG cortical signals and a specific desirable decision or
application [160]. The accurate representation of EEG translation can be achieved by assigning
the raw bio-signals to targeted classes by learning relevant patterns in the signals [177, 201].
The process of learning the patterns can be done autonomously in the field of Machine Learning
(ML) where it investigates the use of machines to learn patterns in datasets automatically via
the use of specialised algorithms [208].
ML is a data-driven process which relies upon the input dataset for learning the correct result
for a given task. This learning process allows the family of algorithms to perform a variety of
tasks on the dataset including classification (the process of assigning an unknown data example
to a discrete label) and regression (the process of predicting a continuous range output variable
for a given data example based on previous trends within the data). The datasets used for
learning are often partitioned into at least two groups: training data to be used as input to the
training algorithm and the testing data to be classified or predicted based on the trained model
[81].
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As broadly defined, the field of machine learning can be divided into two main categories:
supervised learning and unsupervised learning. In supervised learning, the data is provided
with a specific target output, also known as a label. A supervised ML algorithm exploits these
labels to learn the best solution for the given task. In contrast, unsupervised learning algorithms
require no such labels or target outputs for the input dataset. Instead, unsupervised algorithms
automatically learn to identify patterns and trends within the data [21].
In this section, we discuss the different approaches presented in the literature to improve
the classification task on bio-signals, especially on SSVEP-based applications. We separate the
traditional ML approaches and Deep Neural Network (DNN) approach.
2.3.1 Traditional Machine Learning Approaches
Commonly, in a BCI signal processing pipeline, there are three primary stages; pre-processing,
feature extracting and signal classification (Figure 2.2) [216, 177, 4]. The pre-processing stage is
performed to eliminate irrelevant noise from the raw bio-signals to focus on the desirable range
to ensure they are useful and distinguishable [230]. There are different types of pre-processing
depending upon the electrode locations, neuro-physiological response used for collecting the bio-
signals and the type of features to be used to represent the signals [136, 142, 201].
Pre-processing Feature Extraction Classification
Input Signals
Target
Figure 2.2: Traditional BCI signal processing pipeline
Typically, a bandpass filter is used as a temporal filter to eliminate other electrical activity
from different parts of the body (such as eye blinking, muscle movement) and focus only at the
targeted frequency range [225, 33, 177, 146, 36, 160, 63, 206]. If the range is significant and
includes power line noise, a notch filter can be used to remove a specific unwanted frequency
[33, 177, 146]. A spatial filter approach can be used as well to enhance the signals from a
specific cortical region, for example using Common Average Reference (CAR) to reduce the
common noise across electrode channels [225, 33, 36, 206] or using Common Spatial Pattern
(CSP) [136, 177, 101].
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The filtered signals are then utilised to extract relevant and distinguishing features from
the signals [142]. Extracting and selecting features in the signal processing domain is a crucial
step as signals with similar features are classified together [177]; hence the selected features
should be distinguishable between different classes [143]. Usually, the traditional ML features
are manually hand-crafted as they can be represented in various ways using different extraction
methods depending on the paradigm and the task-relevant information [143].
The most common feature types extracted from bio-signals are spectral and temporal features
[142]. Spectral features are representing the signals by extracting the power band of a given
frequency band of the signals [33, 177, 142], which can be done by using a Power Spectral Density
(PSD) approach [4, 201]. Temporal features can be useful for classifying time variation tasks
(such as P300-based ones) and non-stationary characteristics of EEG signals. Hence instead
of focusing on spectral features, approaches such as Short Time Fourier Transform (STFT)
[230, 177] and Wavelet Analysis [169, 101], are able to generate frequency representation based
on each point in time of the bio-signals [33, 5]. Often a spatial filter is used as feature extraction
as well to extract spatial features; for example, CSP is used to enhance the signals by maximising
the representation of the signals of one class to another [3, 142, 146].
After this feature extract stage has been performed to create a representation of the cortical
signals, a mapping between it and a set of class labels or catagories is learned using a classification
technique [216]. Some of the conventional ML-based techniques used to classify SSVEP-based
signals are Linear Discriminant Analysis (LDA), Support Vector Machines (SVM), Riemannian-
based and CCA, to name a few [225, 40, 177, 142, 3].
One of the most frequently used classifiers within the BCI field is LDA [33, 33, 177, 142, 206],
a simple linear classifier created by computing the separating line with the highest discriminatory
power between classes by reducing the dimensionality, creating a low computational cost [33, 29,
216, 177, 65]. Although LDA can easily classify data which is inherently linear, the classification
of non-linear data is non-accurate [29].
SVM is another linear classification method aiming to separate the classes of the neural signals
upon finding the maximum margin hyperplane or linear separator between classes [212, 216, 5,
36, 88, 243, 247]. SVM works well for a two class, otherwise known as binary, classification
task [136, 212], relying heavily upon the quality of the input features [33] and demonstrating
a high computational complexity [101]. SVM works on non-linearly separable problems as well
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when kernel functions are used and can support multi-class classification using strategies such
as one-against-all and one-against-one [95].
As a consequence of SSVEP-based signals being identified via the associated fixation fre-
quency, many works employ CCA-based techniques to perform the frequency classification. CCA
is a multivariate statistical approach that finds which one of stimulation frequency used has the
maximum correlation with the cortical signals [254, 40, 116, 232, 36, 210, 236, 168, 76]. Since it
uses stimulation frequencies as the reference dataset, for most of the time it is used, this approach
does not require any calibration stage, making it appealing for SSVEP-based applications [118].
However, as the approach totally relies on the frequency and its harmonics, it is a less robust
technique [36] to the point, some offline calibration still needed to increase performance and
reduce the intricate procedure [32]. The chosen frequencies need to be carefully selected as
CCA does not perform well if the frequencies or associated harmonics overlap with each other
[150, 102, 43]. Besides, the classification performance depends on the assumption that all the
bio-signals have similar characteristics, with high PSD values leaving the BCI session to be a
very rigid protocol, which is not suitable for robust daily application [65, 43].
In order to alleviate limitation due to the feature selection process, Riemannian-based classi-
fication approaches have received attention in regards to the elimination of feature selection stage
[20, 245, 141, 102, 43]. Riemannian geometry distance is used as features, where the distance
is determined by mapping the covariance matrix of bio-signals on a tangent space of a curved
geometrical space [19, 20, 43]. The distance can be used to classify the bio-signals using either
traditional classifiers such as SVM [20] or LDA[19], or simple a classifier like Minimum Distance
to Mean (MDM). MDM classifies a signal by computing the minimum distance of the geometric
mean determined by the feature distance [19, 102, 43]. However, due to computation of the
square of the geometric distance, the approach may face numerical instability and it can increase
the computational complexity [142].
2.3.2 Deep Neural Network Approach
The main attributes of traditional ML algorithms depend upon proper feature extraction
and selection to be used as input. However, these vitally important stages of getting the optimal
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results are done manually based on human engineering by selecting the combination of algorithms
for the application and paradigm [247].
The development of signal processing for BCI is essential to ensure that all the required
features are included, but at the same time to avoid redundancy [216] that might harm the
classification stages. The discriminative power can be improved by having autonomous methods
to extract and select the proper features, as relevant features in EEG data is not always a priori
information [208].
Recently representation learning has been explored as a way to combine both the feature
extract and learning processes. Representation learning can take raw data or pre-processed data
– depending on task, as input and automatically discover the highest quality representation [121].
Deep Neural Network (DNN) is a sub-field of machine learning, based on representation learning,
composed of non-linear but straightforward units with multiple layers of processing to learn the
representation of raw datasets [81].
While training for a particular task, a DNN model computes the output score for a given loss
or objective function and measures the error against the ground truth. Based on the error, the
parameters (weights) are adjusted to minimise this error. The proper adjustment of the weights
is determined by computing the gradient vector with respect to the loss. The process is repeated
with numerous passes through the data to get the desired result [121].
Deep Neural Networks are known machine learning method in various areas such as natural
language processing, speech recognition and advertising to name a few. However, perhaps the
most widespread application being its use in the classification of images [208, 121]. Nevertheless
recently, the approach has been used to improve the classification of various aspects of EEG
data [115, 226]. The ability to classify EEG signals end-to-end by removing the requirement for
hand-crafted feature extraction provides a critical advantage as the potential exists for salient
EEG signals or features to be excluded or missed when using traditional machine learning-based
approaches [120, 235].
Convolutional Neural Network
Convolutional Neural Networks (CNN) have emerged as the most widely used DNN models in
classifying EEG data. CNN are a feed-forward neural network that learns to differentiate between
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classes in data by learning unique features across multiple layers of convolutional transformation
[121, 142]. In the convolution layer, the input is convolved via kernels (filters) to obtain feature
maps from low-level features in the first layer to high-level features in deeper layers [81, 175, 208].
This process removes the requirement for hand-crafted feature extraction as well as common
signal pre-processing steps, as raw data samples can be used as direct input to the model [81, 208].
This property facilitates the model to learn complicated mappings within the data by including all
the potential distinguishable features of EEG signals between classes that are possibly overlooked
























Figure 2.3: Example of Deep Neural Network pipeline on BCI signal processing via Convolutional
Neural Network
There are a growing number of different BCI applications that have adapted CNN to classify
EEG-based bio-signals [201]. As an example, CNN have been used in [175] to decode the
ambiguous cortical signals such as EEG/LFP (local field potential) signals from self-paced left
and right-hand squeeze tasks. Music perception and imagination can be decoded using CNN
[220], where the cortical signals recorded can be differentiated whilst the participant is listening
to certain music stimuli. In [34], image patterns from reaching a target task via BCI-VR (virtual
reality) can be learned via the use of a CNN. The images are constructed by concatenating
subfrequency components of cortical signals measured via the use of EEG.
Another work using CNN to classify an EEG image extracted from a MI task via short-
time Fourier transform (STFT), is presented in [200]. They compared CNN performance in
classifying left and right-hand imagination movement based on two different optimisers; Adam
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and SGD (Stochastic Gradient Descent). A traditional ML, Filter Bank Common Spatial Pattern
(FBCSP) was used as a baseline to be compared against different configurations of of CNN when
classifying four classes MI tasks. These configurations are Deep CNN (four convolutional-max-
pooling layers), Shallow CNN (one convolutional-max-pooling), Hybrid CNN and Residual CNN
(ResNet) [208].
A combination of CNN and Stacked Auto-Encoder(SAE) has been used in [223] for EEG
MI classification on the left and right-hand imagination movement. In the presented CNN-
SAE approach, the output of the convolutional layer is the input of the SAE network. A CNN
model, EEGNet has been introduced by [120] for EEG classification across paradigms. The paper
includes four datasets for four different paradigms (P300 Event-Related Potential, Error-Related
Negativity, Movement-Related Cortical Potential and Sensori Motor Rhythm) from different
sources with different data sizes.
CNN based models have also been utilised to classify SSVEP-based EEG signals, for example
for a virtual reality application in [25]. A comparison study on DNN approaches in classifying
five-class SSVEP signals against traditional ML approaches has been performed in [226], where
classifiers include k-Nearest Neighbour (k-NN), decision tree, Multi-layer Perceptron (MLP),
SVM, AdaBoost, CNN and Recurrent Neural Network (RNN) with Long-short Term Memory
(LSTM). Importantly, the author suggested that the DNN ability in classifying EEG signals
improves as dataset size is increased.
Owing to the EEG data availability and access problems, a compact-CNN has been proposed
by [235] to classify ten frequency SSVEP classes. Compact-CNN is a 2D convolutional network
consisting of temporal convolutionals, depthwise spatial convolutional and separable convolu-
tional. This proposed approach not only ensures the efficient extraction of frequency-specific
features but also combines information across temporal and spatial filters. The proposed DNN
method is compared against CCA and extension version of CCA; combined-CCA and is shown
to outperform them.
A non-stationary SSVEP application, such as controlling an exoskeleton online via a CNN,
has been proposed in [115]. Five-class SSVEP frequencies were decoded and compared between
CCA, Multivariate Synchronization Index (MSI) and CCA with k-Nearest Neighbours (CCA-
KNN). These were used to compare the classification result with three proposed neural-based
methods: CNN-1 (3 layers network), CNN-2 (4 layers network) and fully-connected MLP. For
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CNN-1, the authors proposed two hidden layers (C1 and C2); both are composed of eight maps
with 120 for C1 and 110 for C2 and an output layer that has five units (5 frequency classes). This
layer is fully connected to C2. The authors introduced the third hidden layer (F3) in CNN-2 in
addition to the layers in CNN-1. F3 consists of three units and fully connected, which are used
for the learning visualisation on CNN-2 properties. The standard MLP consisted of four fully
connected layers: an input layer, two hidden layers and an output layer.
In another work, frequency-based features are used as input for two convolutional-layer CNN
to classify a five frequency multi-layer SSVEP speller [172]. There are two types of features
computed using FFT on the various number of points and time windows, where the first type is
computed by normalising FFT features between zero and one and the second type is by dividing
the FFT features with maximum FFT power points. CNN performance in the detection is
compared against CCA and Least Absolute Shrinkage and Selection Operator (LASSO), where
CNN outperformed these two approaches.
Limitations of Deep Models
Perhaps the major drawback of deep learning is that it represents a ‘black box’ approach,
where there is currently no fundamental theory as to why it so successful. Due to this, it can
take time to design a deep network that works well for a given task. One must frequently adopt
a trial and error approach for choosing key parameters for the network [81].
In addition to this, to achieve the best performance using deep learning techniques, large
datasets are required for training. As deep learning is currently mostly utilised in supervised
learning, the large datasets must additionally be labelled. Due to the requirement of a massive
dataset as input, deep learning is an expensive approach to train from a computational vantage
point especially in using bio-signals. Collecting high quality EEG data has proven difficult as
the experiment procedure is time-consuming and expensive [53, 253, 145].
Additionally, the complexity model also increases the demand upon the computing resource.
Due to such demands, Graphics Processing Units (GPUs) are commonly utilised for model
training, although the training time for large models can still be measured in days [81]. Even
though the field of deep learning has proliferated recently, the research on unsupervised deep
learning has received less attention. It is an essential area for research to be performed on to
fully utilise the unlabelled data for unsupervised learning tasks.
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Throughout this thesis, we focus on the use of DNN, specifically CNN to perform the
classification of EEG bio-signals. In Chapter 3 of this thesis, we compare different machine
learning techniques and the details of our proposed CNN.
2.3.3 Bio-Signals Pattern Generation
In machine learning, generative models have long been used to generate entirely new and
realistic data points which match the distribution of a given target dataset [205]. Generative
models have been proven very powerful within the context of unsupervised learning where the
model learns a hidden structure of the data from its distribution to generate new data samples
within the same distribution [99]. This generated dataset often contains enough variation to
support the down-stream training of a secondary model [145].
A generative model can not only can be used for pattern recognition but it is can also be
used to generate synthetic data that has real data characteristics. This could potentially be
used as a form of data augmentation to help improve the performance of any down-stream data
classification task [72]. Recent work on neural-based models such as Generative Adversarial
Networks (GAN) and Variational Auto-Encoders (VAE) have demonstrated that these models
are highly capable at capturing key elements from a diverse range of datasets to generate realistic
samples [82].
Neural-Based Generative Models
Auto-encoders have long been used as a method of creating a low-dimensional representation
z of data using an encoder model, which can be used to reconstruct the original data with
minimal errors via a decoder model [92]. However, traditionally they cannot be explicitly used
to generate new data samples based on the learned data distribution. Variational Auto-encoders
(VAE) utilise ideas from Bayesian inference to produce a more expressive data representation,
whilst also having the ability to generate new data samples [108, 198]. Unlike non-probabilistic
auto-encoders [92], a VAE does not learn a fixed value for each element in z but instead each
element is sampled from a probability distribution before being passed to the decoder model.
This has been shown to produce a more semantically meaningful representation, where individual
dimensions in the hidden space can correspond to tangible elements in the dataset, such as facial
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expression in a dataset of human faces [119]. As the decoder model of the VAE is trained to
take a sample from a Gaussian distribution and produce a realistic output, it can be used to
produced new data by simply sampling points in the z distribution and reconstructing them via
the decoder.
In contrast to Auto-encoders, Generative Adversarial Networks (GAN) [82] are capable of
producing semantically sound artificial samples by inducing a competition between a generator
(G), which attempts to capture the distribution, and a discriminator (D), which assesses the
generator output and penalizes unrealistic samples. Both networks are trained simultaneously
to achieve an equilibrium. However, training a GAN is known to be challenging with pervasive
instability issues [8]. One such issue stems from the discriminator rapidly reaching optimality
and effortlessly distinguishing between the fake samples output by the generator and samples
from the real distribution. This will lead to a lack of meaningful gradients for training, effectively
ceasing any progress towards the equilibrium.
The Wasserstein GAN (WGAN) is consequently proposed in [9] to rectify some of the issues
associated with training a GAN. The Wasserstein-1 metric is used to measure the distance
between the real and model distributions. Also known as the Earth Mover’s distance, (EM(p, q)),
this metric is the minimum cost of moving distribution elements (earth mass) to transform a
distribution q to distribution p (cost = mass × transport distance).
Within the existing body of work in the literature, there are instances of generative models
being used to create synthetic EEG data. For instance in [53], the authors propose deep EEG
super-resolution using a GAN. The model is applied to a small number of EEG channels with
the goal of interpolating other channels using motor imagery dataset from [159]. The super-
resolution data (SR) is generated via a WGAN with convolutional filters using the low-resolution
data (LR) from the dataset by down-sampling the EEG channels by scale factors of two and four
for two different experiments. The channels removed from the down-sampling processes are
used as high-resolution data (HR) to compete against SR in the discriminator. They evaluate
the performance of the SR by performing classification and comparing the accuracy with the
classification performed using HR. The authors conclude that SR is capable of producing high
spatial resolution EEG signals from low resolution signals.
In [253], synthetic EEG signals are generated by inverting the artificial Time-Frequency
Representation (TFR) obtained from a conditional Deep Convolutional GAN (cDCGAN). The
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Wavelet Transform is used to obtain the TFR of the signals which are to be used by the cDCGAN
to generate the artificial TFR of the EEG signals. The BCI competition II dataset III [209] was
used as the training EEG data. They evaluate the efficacy of the synthetic data by comparing
the classification accuracy of the model trained on real data, synthetic data and a mixture of
real and synthetic data with different ratios. Importantly, using additional synthetic data, the
accuracy of the model improved by up to 3%.
In [145] and [191], a GAN was used to generate synthetic emotion recognition EEG data. The
authors in [145] generate EEG in the form of differential entropy from a noise distribution using
a conditional WGAN with two emotion recognition datasets. They evaluate the performance of
the generated data by combining the synthetic and real-world data to train a classification model
and compare against a model solely trained on real-world data. The addition of the synthetic
data leads to an improvement in the accuracy of up to 20% for different datasets.
In [89], the authors propose using the improved WGAN with Gradient Penalty (GP) for
a single channel of the EEG data for motor imagery tasks. The generator consists of one
linear layer, six convolutional layers, where each layer consists of an up-sampling operation,
two convolutions and one fully-connected layer. The authors evaluate the performance of four
models, three different up-sampling methods (nearest-neighbour, linear interpolation and cubic
interpolation with convolutional down-sampling) and down-sampling via average pooling with
the original WGAN-GP. All the models are then assessed using four evaluation metrics; inception
score, Frechet inception distance, Euclidean distance and sliced Wasserstein distance. All four
models are demonstrated to outperform WGAN-GP.
In Chapter 5 of this thesis, we explore the potential of the generation of new synthetic
EEG data using a selection of customised neural-based generative models to boost classification
accuracy on real datasets. We specifically focus on dry-EEG data containing Steady State Visual
Evoked Potential (SSVEP) signals.
2.4 Limitations of BCI
This chapter has presented a literature review on a variety of crucial components of BCI. In
this section we highlight and summarise some limitations concerning the efficient applicability
and usability of this technology:
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• Rigid EEG-based Experimentation - Commonly, the EEG protocol via conventional wet-
EEG technology can be rigid, consume much time and typically only suitable for use in
a laboratory setting (Section 2.1.1). This nature of experimentation makes EEG BCI
experiments expensive and challenging to operate within the usually short amount of time
experimental subjects can perform the experiments [53].
• Frequency Limitation - As SSVEP is frequency-based stimuli, selecting the set of frequen-
cies is crucial for any SSVEP-based application. Using low frequencies as stimuli is a
straightforward implementation concerning the monitor refresh rate. However it can lead
to fatigue and might even cause epilepsy to particular subject [103]. It is important to note
the gap between the frequencies used, as any overlapping with other frequency harmonics
will affect the quality of signals [177, 247]. Additionally, the design of stimuli can be rigid
in terms of the size and pattern of the bounding box used, placing further constraints on
flexibility in expanding usability (Section 2.2.2).
• Hand-crafted-based classifier - As measuring cortical signals through scalp is to susceptible
noisy, many traditional approaches focus on improving the quality of the signals. This
can lead to a very rigid protocol and specific solutions being developed to accommodate
the hand-crafted features (Section 2.3.1). This increase the complexity of a given BCI
application, for example, mandating the use of a system to personalise frequencies or the
electrode sensors used [236, 182].
• Small dataset - Collecting high quality EEG data has proven difficult as the BCI experiment
procedure is time-consuming and expensive [253, 145, 53].
• Calibration Stage - It is commonly understood that EEG signals contain unique patterns
for specific subjects [141, 2, 56, 117, 248]. This can result in an approach being highly
subject and session variant, leading to a long calibration process and further restricting its
real-world practical applications.
2.5 Relevance to Contributions
In this section, based on the current literature and limitations related to BCI application, we
outline the novel contributions of this thesis made in the following chapters.
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Despite being the most prominent data acquisition device used in the BCI world, EEG-
based experimentation is known for a rigid and lengthy procedure to ensure the quality of the
bio-signals gathered, thus leads to low applicable and usability in a real-world environment
[160]. The recent development of portable dry-EEG technology is covered in Section 2.1.2
where such technology eliminates such a rigid procedure and reduces the preparation time for
a BCI experiment, although it raises issues including the stability and accuracy of the signals.
Employing this, we detail the SSVEP data collection via dry-EEG technology in Chapter 3,
exploring the potential of having a system that can be used outside of the laboratory. Taking
advantage of the ability of DNN to improve the accuracy of the classification task, as discussed
in Section 2.3.2, we explicitly consider an end-to-end approach using a novel CNN model, to
tackle SSVEP-based dry-EEG signal classification challenges.
As discussed in Section 2.2.2, SSVEP stimuli are versatile as they can be used in many
applications, from alphanumeric symbols, icons, arrows and even images as long as the frame
is flashing at a certain frequency rate. Inspired by the ability of SSVEP stimuli as a medium
for a BCI system, in this thesis, we explore the potential of improving the stimuli display for a
real-time natural environment application. In contrast to earlier work, in Chapter 4 we design
a novel stimuli by taking advantage of the on-board camera on our humanoid robot and employ
the use of a high-performance scene object detection model for variable BCI stimuli, embedded
within the scene video feed in a real-time application. As there is a limitation on the number of
SSVEP frequencies that can be used (Section 2.4), we assign different commands to a frequency
class as long as the frequency does not appear more than once at a time.
The ability of DNN to autonomously learn unique features from bio-signals is beneficial in
a classification task and boosts the performance on dry-EEG signals. As mentioned in Section
2.4, it is essential to have access to large quantities of data for training such methods. However
the difficulty of collecting high-quality EEG data is that it can be expensive and difficult for
various reasons, severely hindering the applicability of the system. In Chapter 5, we explore the
potential of using various unsupervised DNN approaches to generate synthetic EEG signals which
capture realistic elements from real-world bio-signals. The generated synthetic data can then be
used as a form of data augmentation to help improve the performance of any down-stream data
classification task.
Additionally, EEG data is known to be highly subject and session variant, which leads to
severe calibration requirements for any EEG-based BCI application at the beginning of any task
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to measure a specific subject and session conditions (Section 2.4). With the high capability of
DNN in capturing bio-signals features, the issue of subject bias should be taken into consideration
while dealing with such data in a learning-based approach. In Chapter 6, we include a novel
investigation on generating highly subject-invariant synthetic EEG signals via generative model
subsequently used to classify unseen subjects.
Overall, in this thesis, with recent technology and the improvement of Deep Learning, we
explore the potential of EEG-based BCI applications - with a focus on using SSVEP to enable





Dry-EEG is one of the state-of-the-art data acquisition methods used for BCI applications. It
is an improved alternative to traditional wet-EEG which rely on the inconvenient application of
conductive gel to ensure that a high-quality signal can be obtained. This advanced technology
improves the experiment protocol experience and reduces the time taken, thus alleviating the
unpleasant process for the experimental participants. While improving the usability of EEG
within the BCI context, dry-EEG suffers from inherently reduced signal quality due to the lack
of conduit gel, making the classification of such signals a significantly more challenging task.
In this thesis, we elevate dry-EEG technology as the data acquisition method for BCI applica-
tions to prove the ability of such technology to stream and record human bio-signals. This chapter
focuses on integrating a dry-EEG headset with simple basic SSVEP stimuli to demonstrate
the competency of the headset to obtain appropriate information. The utilisation of SSVEP
(introduced in Section 2.2) allows people with severe physical disabilities such as Complete
Locked-In Syndrome or Amyotrophic Lateral Sclerosis to be aided via a BCI application, as it
requires only the subject to visually fixate upon the sensory stimuli of interest.
In this chapter, we propose a novel Convolutional Neural Network (CNN) approach for the
classification of raw dry-EEG signals without the need of any prior data pre-processing. We
incorporate different machine learning techniques to evaluate the performance of the classification
task against our proposed methods. We also detail the experimentation protocol, which includes
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the procedure of using a dry-EEG headset, the stimuli design, the proposed network architecture
and the integration setup between all components. It should be noted that in later chapters, we
use these protocols again, with modifications to some of components.
Some portions of the work presented in this chapter have been published in the following
peer-reviewed publication:
Nik Khadijah Nik Aznan, Stephen Bonner, Jason Connolly, Noura Al Moubayed, and
Toby P Breckon. On the Classification of SSVEP-based dry-EEG Signals via Convolutional
Neural Networks. In International Conference on Systems, Man, and Cybernetics, pages
3726–3731. IEEE, 2018
3.1 Introduction
In this chapter, we investigate the use of a deep neural network, specifically a CNN, to perform
the classification of SSVEP frequencies in dry-EEG data. CNN are a subset of neural networks,
which learn to differentiate between classes in data by extracting unique features across multiple
layers of convolutional transformation [121]. In the convolution layer, the input is convolved via
kernels (filters) to obtain feature maps [81]. This process removes the requirement for hand-
crafted feature extraction as well as common signal pre-processing steps, as raw data samples
can be used as a direct input to the model [81, 208]. This property provides a critical advantage
as the potential exists for salient EEG signals or features to be excluded or missed when using
traditional pre-processing based approaches [120].
We evaluate the performance of our proposed CNN architecture at classifying dry-EEG
SSVEP signals across a four-class stimuli problem collected from a single subject and highlight the
vastly superior performance when compared to baseline classifiers including the Support Vector
Machine (SVM) [20], Linear Discriminant Analysis (LDA) [19], Minimum Distance to Mean
(MDM) [19] and a Recurrent Neural Network (RNN) [27]. Furthermore, we explore the use of
the same CNN architecture to examine performance on multiple subjects, both within subject
and across subject performance [120]. Finally, to test the ability of the CNN to generalize across
unseen subjects, we explore the performance when testing upon a subject for which no sample
data is present within the training dataset – a crucial real-world application.
In summary, the major contributions of this chapter are:
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• An improved SSVEP-based system by using the state-of-the-art dry-EEG headset that
eliminates rigid procedure and reduce the preparation time.
• A novel end-to-end deep learning CNN architecture to perform the classification of raw
dry-EEG SSVEP data without the need for manual pre-processing or feature extraction
(the first study to do so with the mean accuracy of 89% when compared to [226]).
• An approach with the ability to generalize to entirely unseen subjects with no additional
training, raising the potential for subject-independent BCI applications.
To aid in reproducibility of the results presented in this chapter, all of the associated code
has been open-sourced and made available online. The code for the stimuli used in this chapter is
available here - https://github.com/nikk-nikaznan/SSVEP Stimuli/blob/master/onebox stimuli
RDA.py and the code for the proposed classification of dry-EEG bio-signals in this chapter is
available here - https://github.com/nikk-nikaznan/SCU.
3.2 Related Work
A detailed literature review has been presented in Chapter 2. In this section, we focus on a
specific subset of comparative works that are closely related to the contribution of this chapter
in classifying SSVEP-based dry-EEg bio-signal via a DNN.
In [133], a 32-channel dry-EEG was used on subjects in which they fixated on 11 and 12
Hz SSVEP stimuli during walking trials. The performance and the quality of cortical signals
between the wet-EEG and dry-EEG during locomotion were compared. From their experiments,
wet-EEG performed better as compared to the dry-EEG by 4% to 10% in accuracy for standing
and walking at different speeds, respectively.
The study of foot motor imagery has been carried out in [135] to trigger a lower limb
exoskeleton while using the same 20-channel dry-EEG headset we use in this present work.
The aim of the study is to employ the quick setup system for asynchronous motor imagery BCI
as offered by using the dry-EEG headset.
Deep learning approaches have been used in many different BCI applications, akin to motor
imagery [208] as well as the classification of SSVEP signals. In [115], the authors control an
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exoskeleton via a visual stimulus generator that had five different frequency LED to control five
different behaviours for static and ambulatory experiments. They used eight wet-EEG electrodes
to measure the SSVEP signals to compare the classification result between traditional ML against
three proposed DNN methods. The data from the stimuli is pre-processed for all approaches with
the 3 layers CNN method providing the best accuracy results across both EEG data types.
A five class SSVEP signal problem was classified using both traditional machine learning
approaches and deep learning in [226]. The authors analyse data recorded by a traditional wet-
EEG dataset via CNN, RNN with LSTM, k-NN, MLP, decision trees and SVM models. Within
all the classifiers, the CNN model outperformed others with a mean accuracy of 69.03% and
within the traditional classifiers, SVM provided the best overall accuracy.
The authors in [120] introduce EEGNet, a CNN model for wet-EEG data across paradigms.
The paper includes four datasets across four different paradigms from different sources with
different data sizes. These authors pre-process the data before training on the datasets using
different approaches including both a shallow and deep CNN for within subject classification and
across subject classification and for all paradigms. Inconclusively, the results demonstrate that
different paradigms perform differently for every approach.
In this chapter, we elevate dry-EEG with a beneficial less rigid experimentation procedure
to improve the system robustness. We propose using a novel CNN architecture to decode the
bio-signals. In contrast to the earlier works mentioned in this section, we explicitly consider an
end-to-end approach, without the need for EEG signal pre-processing, to tackle single subject,
multiple subject and unseen subject SSVEP-based dry-EEG signal classification challenges.
3.3 Experimental Setup
As discussed in Chapter 1, the archetypal BCI application consists of primary components
such as data acquisition and signal processing. In this chapter, we delineate these two critical
components in order to establish the setup for the remainder of our work. Firstly, the data ac-
quisition component consists of the hardware to stream and record the bio-signals, and secondly,
the external stimuli used during the experimental process. We use dry-EEG technology as the
data acquisition hardware and SSVEP paradigm as the stimuli.
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We propose the novel SSVEP Convolutional Unit (SCU) as the classifier for comparison
against various machine learning techniques from traditional machine learning, to the deep neural
network for verification of the quality of the dry-EEG signals. Much of the work from the
literature uses a platform such as Matlab for displaying the interface stimuli, recording the signals
and decoding the intention [184, 86, 186, 226]. Here, we are using open source programming
language, Python, as the primary platform for integrating different key elements of this work.
3.3.1 Dry-EEG Headset
The state-of-the-art dry-EEG data acquisition technique is used in BCI application as an
alternative, providing the usage of dry sensors which offers an approach which alleviates the
limitation of electrode gel in terms of skin preparation, stable connectivity and comfort during
experimentation. However, this technique suffers from inherently reduced signal quality due to
the lack of conduit gel, making the classification of such signals significantly more challenging
[154].
In this study, we are using the commercially available Quick-20 dry EEG headset (As in
Figure 2.1b) from Cognionics Inc. (San Diego, USA) with 20 dry-EEG sensors as highlighted in
blue in Figure 3.1. Cognionics Quick-20 system comes with flex sensors to go through the hair to
make contact with the scalp and drypad sensors for the skin (for example on the forehead). It is
a totally dry-EEG system and employed without the need for skin preparation and just minimum
adjustment to ensure all the flex sensors touch the scalp properly throughout the experiment.
This lightweight headset is readily adaptable to different head sizes, and it is both portable
and wireless [162, 163, 133, 135]. The sensors come with individual local active shields which
helps reduce the need for the rigid experimental condition [31, 163]. The shield protects signals
from excessive electrical and movement artefacts even without conducting the protocol in a
Faraday cage (a physical shield using conductive material) [160].
This dry-EEG headset provides 19 sensor channels, covering different parts of the brain,
and A2, reference and ground (10-20 sensor layout compliant) as shown in Figure 3.1. The
20-channel (Cognionics Inc.) sensor montage [75] has been co-registered with the MNI Colin27
brain (Montreal Neurological Institute Colin 27 atlas). Average sensor locations were obtained by
averaging 3-D digitised (ELPOS, Zebris Medical GmbH) electrode locations from ten individuals.
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Figure 3.1: Cognionics Inc Quick-20 dry-EEG sensor channels (highlighted in blue)
Electrode labels are assigned based on the nearest neighbour mapping to the standard 10/5
montage. Nas, LPA, and RPA denote nasion and left/right preauricular fiducials [163].
This data acquisition device is a complete system, where it provides the acquisition software
to stream and record signals easily using Bluetooth technology. Cognionics data acquisition
software is a Windows-based software that is able to connect to the headset and monitor the
signals in real-time. The details of the software can be found in Appendix A.
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Figure 3.2: Two different patterns are drawn on a PsychoPy window
3.3.2 SSVEP Stimuli
In order to evaluate the quality of dry-EEG bio-signals, we collect dry-EEG signals with
SSVEP being used as the neurophysiological response. SSVEP has the feature of frequency
tagging, which enables the measurement of neural activity in response to flickering stimuli which
the subject is fixated upon. We use Psychopy [184] to present the stimuli for subjects by flickering
a square on the monitor with display frequency modulations of 10, 12, 15 and 30 Hz at a time.
Psychopy is an open-source package using Python programming language to create stimuli for
psychological experiments.
For this SSVEP stimuli, we draw two patterns, a black square as Pattern One (p1 ) and white
square as Pattern Two (p2 ) on a window. The frequency desired is determined by how fast the
process of changing the stimuli from displaying p1 to displaying p2 is performed, as in Figure
3.2. The algorithm used to design the stimuli is detailed in Algorithm 1. We define a frame array
for each frequency separately as each frequency has a different array set. These sets determine
the pattern’s display recurrence via the program, where we we define p1 as 1 and p2 as -1.
The Frame Array for the frequency modulations used in this experimentation setup is as in
Table 3.1. The frequency can be determined by dividing the total length of frame array by the
monitor refresh rate. Based on Table 3.1, the length of frame rate of 10 Hz is 6, 12 Hz is 5, 15
Hz is 4 and 30 Hz is 2. Given that the refresh rate of the monitor we used in this thesis is 60
Hz, we can compute that 60 Hz divided by 6 is 10 Hz and so on.
The program draws p1 first if fr is 1 and shifts to draw (p2 ) when fr is -1. This processes
is repeated for the pre-determined Trial Duration td seconds to complete a trial. The window is
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Algorithm 1: Window flipping
Data: A frame array [fr]; // For example: 10 Hz, fr = [1, 1, 1, -1, -1, -1]
Result: SSVEP stimuli
1 Set a window, W as mywin
2 Set p1 as black square
3 Set p2 as white square
4 Set sizes and positions of squares, one for each frequency
5 while c < nt do
6 flip mywin
7 while t < td do
8 for all nf ∈ fr do
9 if fr is 1 then
10 draw p1
11 end if






18 flip mywin to reset W
19 wait for wt
20 reset clock for t
21 increment c by 1
22 end while
Frequency Frame Array (fr)
10 Hz [1, 1, 1, -1, -1, -1]
12 Hz [1, 1, 1, -1, -1]
15 Hz [1, 1, -1, -1]
30 Hz [1, -1]
Table 3.1: Frame arrays set for the frequency modulations
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reset to blank during the Wait Duration wd before the new trial is started. The notation used
in the algorithm is presented in Table 3.2.
Symbol Definition
c count






nf length of frame array
wt wait duration
Table 3.2: Definition and Notation use in Algorthm 1 and Algorithm 2
To stream and save the data in the same platform (Python), we record the signals in real-
time from the Cognionics data acquisition software (Section 3.3.1) using the RDA client. RDA
or Remote Data Access protocol is one of the integrated streaming protocols provided by the
Cognionics data acquisition software to share the signals over the network in real-time.
3.3.3 Data Collection
In this work, we utilise SSVEP as the neuro-physiological response, measured via dry-EEG.
The subjects sit in front of a 60Hz refresh rate LCD monitor whilst wearing the dry-EEG headset.
We record the data from a range of SSVEP stimuli frequencies; 10, 12, 15 and, 30 Hz [174] using
PsychoPy for SSVEP stimuli presentation [184]. The stimuli corresponding to the different flicker
frequencies were presented on the primary computer. The setup for this data collection and the
communication between the different hardware components is shown in Figure 3.3, with detailed
in Appendix A.
During the experiments, we collect data over the parietal and occipital cortex (P7, P3, Pz, P4,
P8, O1 and O2) [133], frontal centre (Fz) and A2 reference at 500 Hz sampling rate across four
subjects. When having a fixation upon stimulus, the parietal and occipital cortex of the brain
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Figure 3.3: Integration set-up between dry-EEG headset and SSVEP stimuli for bio-signals data
collection.
classes investigated. Since, collecting EEG signals have been proven to be time-consuming and
expensive [53, 253, 145], for the additional three subjects, we only record 20 trials instead. Each
trial flickers the LCD screen for a total of three seconds. The data acquisition software is used to
monitor and record the signals, as well as providing for real-time measurement of the impedances
for the entire duration of the experiment, thus ensuring good quality EEG signals are recorded.
Nevertheless, the primary challenge associated with the classification of dry-EEG signals is
the higher noise ratio as compared to the traditional wet-EEG system, owing to the relatively
higher impedance values. This noise can be seen in Figure 3.4 which shows the seven distinct
dry-EEG data channels across the four SSVEP frequencies we are investigating.
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(a) 10Hz Signal (b) 12Hz Signal
(c) 15Hz Signal (d) 30Hz Signal
Figure 3.4: Illustrative raw signal data as captured from dry-EEG
SSVEP data has the phenomenon of frequency tagging, where the primary visual areas in the
human cortical oscillates to match the frequency of the fluctuating sinusoidal cycle of the SSVEP
stimuli presented to the subject [7]. EEG signals recorded during an SSVEP task will contain
the target frequency clearly identifiable in the frequency domain [136]. In order to assure the
proposed BCI protocol is reasonable, we use Fast Fourier Transform (FFT) on S01 to decompose
the EEG signals into the frequency domain. Figure 3.5 displays the frequency plot of all four
frequency classes where they demonstrate the characteristic SSVEP peaks at the target frequency
and associated harmonics when taking on average across all samples [194].
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Figure 3.5: FFT plots on four frequency class show the peak frequencies and the harmonics of
every classes respectively
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3.4 Model Overview and Evaluation Methodology
Signal processing is one of the primary components in the field of BCI and it acts as the
translation between the raw EEG cortical signals to a specific desirable decision or application
[160]. Traditionally, this requires the use of manual pre-processing and feature extraction stages
to transform the data into a format suitable for down-stream prediction tasks. By contrast in
this work, we explore the use of a deep convolutional neural network to perform this translation
process in an end-to-end fashion.
We explore whether or not a CNN can perform accurate classification of SSVEP target
class frequencies on raw dry-EEG data, without the need for manual pre-processing nor feature
extraction as found in contemporary work [121]. CNN have demonstrated state-of-the-art results
in many image processing tasks, when being used on two dimensional image data [81]. However,
there is growing evidence that CNN can be used to process time-series data, when passing a filter
over the time dimension, often beating recurrent models designed specifically for such temporal
data tasks [18].
3.4.1 SSVEP Convolutional Unit
As EEG data represents time-series data, we make use of a 1D CNN model to classify the
dry-EEG data. Our novel CNN model consist of three layers, a convolutional layer, a pooling
layer and a final fully-connected layer used to make a prediction. Figure 3.6 demonstrates how
the various layers of the CNN process the input bio-signals.
The EEG signal can be considered a 1D input with nine channels (corresponding to the
number of sensors). A convolutional filter of size 10 is used to slide over the time dimension of
the signals to learn and create the feature representation of signals. The transformed signals are
down-sampled to reduce the dimensionality using max pooling in the pooling layer. Max pool
works by performing an element-wise maximum over a series of vectors, in this case the various
filters of the CNN layer.
The output from the max pooling layer is then flattened and used as input for the fully-













Figure 3.6: 1D Convolutional architecture for dry-EEG signals
learning objectives. For each input sample, this layer will predict a score for all the frequency
classes and the maximum score is predicted as the true class of the input signal.
The structure of the CNN used in this work is displayed in Figure 3.7 in which we have
our SSVEP Convolutional Unit (SCU) comprising of a triplicate layer of a 1D convolutional
layer, batch normalization and max pooling layer operations [81]. These SCU form the common





































Figure 3.7: Our proposed 1D CNN architecture including our proposed SSVEP Convolutional
Unit (SCU, highlighted in pink)
Our CNN architecture has a large initial filter to capture the frequencies we are interested in
classifying in the dry-EEG data. We also make use of batch normalization to assist in counter-
balancing the noisy EEG data by ensuring all intermediate representations are normalized. Once
the data has been transformed via the convolutional filter, the actual classification of the EEG
signal is performed via a softmax function (highlighted in black in Figure 3.7) in the final layer.
The softmax function takes as input the feature vector x, generated by the CNN fCNN (y|x) and
computes the conditional probability of producing the label y as:
softmax(y|x) = exp (fCNN (y|x))∑|Y |
y′∈Y exp (fCNN (y
′|x))
, (3.1)
where Y is the set of all labels in the dataset.
The loss function the model minimised during training is that of Categorical Cross-Entropy
(CCE), which will measure the distance between the output distribution of ŷ ∈ fCNN and y ∈ Y
as:
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where N is the total number of training samples in the current batch. CCE is a multi-class
cross-entropy where cross-entropy is closely linked to KL divergence. KL divergence is used to
measure the relative distance between two distributions, in this case how different the predicted
distribution is to ground truth distribution.
The model is trained using the ADAM gradient descent algorithm [107], for 100 epochs with
a mini-batch size of 32. We also utilise L2 weight decay to help prevent over-fitting by penalising
the network for having large weights, meaning that the final objective of our model for optimising
is:
Loss = CCE(y, ŷ) + λ||fCNN (w)||22, (3.3)
where w are the weights of the network and λ is a user controllable scaling parameter, set to
10−4 for this work.
In our proposed SCU network, we use a convolution kernel size of size 1× 10, a kernel stride
of 1, maxpool kernel size of 2, and Rectified Linear Unit (ReLU) as the activation function, as in
Table 3.3. Within neural networks architecture, the activation function is used to compute the
output value of the learned parameters whilst training the model. ReLU is a common type of
non-linear activation function that introduces non-linear transformations into the model, allowing
the network to learn complex mapping between the input and the output [81].
3.4.2 Traditional Machine Learning
To validate the effectiveness of our proposed approach, we compare it to traditional classifiers
and other deep learning models, which are explored in greater depth in Section 2.3.1. The
traditional classifiers used require pre-processing and feature extraction prior to the classification
stage. As such, the raw signals are processed via the following steps:- downsampled to 250Hz,
referencing to the frontal centre sensor signals (Fz), notch filtered at 50Hz to remove line signal
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Parameters Value
Convolution kernel size 1× 10
Kernel Stride 1
MaxPool kernel size 2
Dropout level 0.5
Weight Decay size 0.001
Activation function ReLU
Table 3.3: Parameters used in the CNN Model
noise and bandpass filtered between 9 to 100 Hz. As a result, pre-processing is used to remove
the unwanted signals such as power-line noise, and to focus on the signals between the desirable
range [160].
These filtered signals are then utilised as the input for the feature extraction stage. Based on
the recent comparative review of [142], we select the Riemannian-based classification approach
[20] which utilises covariance matrix and tangent space features which estimate a feature vector
in R9. This approach eliminates the need for feature selection, and by estimating the covariance
matrices of the bio-signals and mapping these matrices on a tangent space of the Riemannian
manifold.
Based on the result from [226], SVM is the optimal traditional classifier for EEG data.
Therefore we use SVM as one of our baseline classifiers with a Gaussian and linear kernel [194].
For further comparison purposes, we also compare with Linear Discriminant Analysis (LDA),
one of the frequent choices for EEG analyses [142] and Minimum Distance to Mean (MDM), the
frequent classifier for Riemannian-based approach [142, 43].
SVM represents one of the learning algorithms in which it requires the input of a feature
vector in order to perform the learning process. SVM is a linear classification method and
aims to separate the classes of the input signals upon finding the optimal hyperplane or linear
separator as a boundary to separate classes [212].
Linear discriminant function used in LDA represents a hyperplane that is used to distinguish
between classes. The true class can be classified by mapping the test feature data from the
feature extraction layer into the linear transformation which is called decision function [194].
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MDM determine the test class label by computing the distance of the covariance matrices
of the test signals to the covariance matrices mapped on the space. The minimum distance is
chosen as the class label of that test signal [142, 43].
3.4.3 Recurrent Neural Network
To compare with other leading contemporary neural network approaches, we also compare
with several Recurrent Neural Network (RNN) models [134] including vanilla RNN, Long Short-
Term Memory (LSTM) and Gated Recurrent Units (GRU), which have also been assessed for







Figure 3.8: RNN sequences used to classify dry-EEG bio-signals
59
Instead of having convolutional windows like a CNN, RNN computes the signals in time
domain where the model predicts the output of current state conditioned upon the previous
state for each time-step [27]. Figure 3.8 shows the sequences for an RNN to classify the dry-
EEG signals. Each sequence of the time-step is processed by a hidden state where the loss and
backpropagation are done at each time-step.
As the network computes the input data at every time-step, a vanilla RNN struggles to
remember the whole sequence, causing the loss of important characteristics of the input, especially
for the long input sequences. Hence, LSTM [93] and GRU [47] were developed which introduce
gates to regulate the information relevant in helping to decide what is important to remember.
For our experiments, we use three different RNN architectures; vanilla, LSTM and GRU,
with common key hyperparameters across all networks (detailed in Table 3.4).
Parameters Value
Learning rate 0.0001
RNN units size 2
Dropout level 0.001
Weight Decay size 0.001
RNN layers 2
Table 3.4: Parameters used in the RNN Model
3.5 Results and Discussion
In this section, we present detailed experimental evaluation demonstrating the ability of our
approach to accurately classify SSVEP signals in dry-EEG data. Due to the limited data, we
divide our data into train and test set only. To avoid accuracy variance problem, we use 10-fold
cross-validation technique to train the model on different train sets and results are presented as
the mean of accuracy over the test sets. We choose the same seed parameter and use the same
partitioning scheme to ensure the fair comparison across all machine learning methods.
All the models were initially optimised via grid-search for hyperparameters selection over k-
fold validation. All the presented results are produced based on the best set of hyperparameters
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from this process. We present the mean and standard deviation over 10-fold validation set for all
the classification results on different machine learning techniques. The dataset and experimental
setup are detailed previously in Section 3.3. One initial interesting aspect to note before assessing
the predictive performance of the approaches to consider the time taken to train the models 3
where the CNN is a much more efficient model to train.
3.5.1 SSVEP Classification on Subject S01
The results for the classification of the data of a single subject (S01) are presented in Table
3.5. The table highlights the accuracy of our proposed CNN approach against all the baselines









SVMLinear 0.94±0.01 0.83 ±0.02
MDM 0.76±0.01 0.80±0.02
LDA 0.90±0.01 0.83±0.01
Table 3.5: Mean accuracy with standard deviation over 10-fold cross validation for subject, S01
The results for the traditional approaches, are presented with and without pre-processing.
Without pre-processing, we only perform feature extraction before classification with the tradi-
tional baseline approaches. Overall, the results show that, even without any pre-processing of the
data, our SCU approach demonstrates superior performance over the baselines. The confusion
matrix obtained from the classification of S01 using the SCU is presented in Figure 3.9, which
shows very strong accuracy across all classes.
3 The average training time taken for vanilla RNN is 600 minutes, GRU 524 minutes, LSTM 619 minutes and
4 minutes for CNN on Nvidia GeForce GTX 1060 GPU
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1.0 0.0 0.0 0.0
0.0265 0.9646 0.0088 0.0
0.0943 0.0 0.9057 0.0
0.0 0.0 0.0 1.0
Figure 3.9: SCU classifying on single subject (S01) for frequency classes (Hz), highlighting the
per-class statistical accuracy (Maximal result being accuracy = 1.0 in the matrix diagonals)
3.5.2 SSVEP Classification on Multiple Subject
The second set results, presented in Table 3.6, demonstrate the classification performance
across three subjects {S01, S02, S03}, where a new classification model is trained for each
subject. Due to the known impracticalities of collecting large amounts of data per subject [142],
here we reduce the number of SSVEP presentation sessions (trials) per subject for each class to
only 20. Based on the results presented in the previous result of Section 3.5.1, and for the sake
of brevity, for the remaining experiments we only consider the highest performing classification
approaches across traditional and deep model approaches without any pre-processing (SCU and
SVM; Table 3.5).
The results highlight, that even with a reduced quantity of data available, the SCU approach
still significantly outperforms the SVM across all subjects. This result highlights the applicability
of the proposed SCU approach for BCI applications, where data quantity is often relatively
limited [142].
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Method S01 S02 S03 textbfMean
SCU 0.91±0.08 0.92±0.11 0.85±0.10 0.89±0.03
SVMGaussian 0.59±0.08 0.68±0.08 0.67±0.10 0.65±0.04
SVMLinear 0.76±0.05 0.68±0.07 0.58±0.10 0.67±0.07
Table 3.6: Mean accuracy with standard deviation over 10-fold cross validation for each of the
three subjects, mean results across subjects are also presented
3.5.3 SSVEP Classification Across Subjects
To assess the ability of a single SCU model to classify a dataset comprising data from all of
the subjects {S01, S02, S03}, we classify all the signals from the three subjects together instead





Table 3.7: Test Accuracy across subjects
Having a single model trained on EEG data from multiple subjects is known to be challenging
[56], potentially due to biological differences between subjects and the variability of the EEG
recording process. However, the results presented in Table 3.7 show that our SCU model is able
to significantly outperform the SVM based approaches when performing classification across
subjects. This can be further seen in figure 3.10, showing better performance across classes for
the SCU.
3.5.4 Generalisation Capability to an Unseen Subject
A strongly desirable quality for any model performing the classification of EEG is that of
unseen subject generalisation - whereby the model is able to correctly classify data from a subject
whose data is absent a priori model training. To test this on our SCU model, we introduce the
data of the unseen subject S04. We then attempt to classify these data using a model which
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1.0 0.0 0.0 0.0
0.3333 0.6667 0.0 0.0
0.0 0.1111 0.5 0.3889
0.0 0.0 0.0 1.0
(a) CNN classifying across subjects.














0.4706 0.2353 0.1765 0.1176
0.0667 0.4667 0.4 0.0667
0.2 0.2667 0.4667 0.0667
0.0 0.0769 0.2308 0.6923
(b) SVMGaussian classifying across subjects.














0.5789 0.2105 0.1053 0.1053
0.1 0.6 0.3 0.0
0.1176 0.2941 0.2353 0.3529
0.0 0.0714 0.2857 0.6429
(c) SVMLinear classifying across subjects.
Figure 3.10: Confusion matrices for the SSVEP classification across subjects for frequency classes
(Hz), highlighting the per-class statistical accuracy (Maximal result being accuracy = 1.0 in the
matrix diagonals).
was trained only on the data of the other three subjects, {S01, S02, S03}. Using the same CNN
architecture for this task as depicted in Figure 3.7, we only achieve an accuracy of 0.59 on S04
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without any additional training. We also attempt to classify the new test subject using SVM,



















64 128 256 60
SCU Dense Layers
Figure 3.11: Our deeper CNN architecture for unseen subjects
To overcome this performance issue, we explore a deeper architectural network variant as
deeper networks have been shown to learn more complex features in order to determine the
correlation between subjects [81]. Figure 3.11 illustrates the deeper architecture where empiric-
ally, we repeat our SCU blocks (each dashed pink box represents a SCU block) to a maximum
number of five. This deeper architecture, introduced to classify subject S04 data, demonstrates
a substantially better classification accuracy of 0.69, perhaps suggesting that a deeper model is
required to perform the unseen subject generalisation task. The confusion matrix for this result
is presented in Figure 3.12. This figure demonstrates that the CNN has varying performance
across the different classes, with the 30Hz signal being the best performing for this extended
CNN model.
3.6 Conclusion
In this chapter, we have introduced SSVEP-based system by using the state-of-the-art dry-
EEG headset that eliminates rigid procedure and reduce the preparation time. We proposed
a novel deep convolutional neural network architectures constructed around a common com-
putational building block, for the classification of raw dry-EEG SSVEP data, the first such
study to do so. We evaluate the performance of our model on SSVEP data recorded from four
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0.7 0.3 0.0 0.0
0.0 0.6 0.3 0.1
0.05 0.4 0.35 0.2
0.0 0.0 0.0 1.0
Figure 3.12: Confusion matrices for the SSVEP classification on unseen subject (S04) for
frequency classes (Hz) by using Deep CNN highlighting the per-class statistical accuracy
(Maximal result being accuracy = 1.0 in the matrix diagonals)
subjects using the noise-prone dry-EEG methodology. As compared with current state-of-the-art
methods [226], our approach requires no pre-processing of the data, demonstrates higher overall
classification accuracy across subjects and generalizes significantly better to entirely unseen test
subjects. These key results demonstrate that CNN based approaches should become the new
benchmark method for SSVEP dry-EEG classification.
Although this work proves the ability of CNN to accurately classify dry-EEG bio-signal, there
are some limitations within this scope. We only use simple stimuli with a single box stimulus
at a time which make the system less applicable with the lack of ability in controlling multiple
commands at a time. The advantage of using one single box stimulus at a time is that it can lead
to having less noise interference in the recorded signals and always knowing the correct ground
truth (i.e subject has no other stimulus present to distract them). The results presented here
are based only on four subjects EEG signals, which need some expansion for further justification
of the proposed BCI system. Finally, the classification performance of the proposed SCU has
only be tested for offline setting which should be tested further to show the ability to classify in
a real-time application.
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Future work based on the research presented in this chapter could involve larger datasets
taken from a larger set of subjects in order to further study the classification and generalisation
performance across subjects. Additionally, more complex SSVEP stimuli with online decoding
capability would improve the application of this approach to the field of BCI. Finally, the
combination of the CNN and RNN models may also offer a way to increase overall performance,





This chapter addresses the challenge of humanoid robot teleoperation in a natural indoor envir-
onment via a Brain-Computer Interface (BCI). We leverage deep Convolutional Neural Network
(CNN) based image and signal understanding to facilitate both real-time object detection and
dry-Electroencephalography (EEG) based human cortical brain bio-signals decoding.
We employ recent advances in dry-EEG technology, as in Chapter 3, to stream and collect
the cortical waveforms from subjects while they fixate on variable SSVEP stimuli generated
directly from the environment the robot is navigating. Uniquely, instead of using the empty
square traditional stimuli as in previous chapter, in this chapter we use the variable stimuli in
term of pixel pattern and square size in natural environment. We utilise the real-time video
streamed via the on-board robot camera as visual input for SSVEP, where the CNN detected
natural scene objects are altered and flickered with differing frequencies (10Hz, 12Hz and 15Hz).
These stimuli are not akin to traditional stimuli - as both the dimensions of the flicker regions
and their on-screen position changes depending on the scene objects detected. We stream and
collect the cortical waveforms from subjects whilst they fixate on the designed stimuli generated
directly from the environment the robot is navigating. On-screen object selection via such a
dry-EEG enabled SSVEP methodology, facilitates the on-line decoding of human cortical brain
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signals, via a specialised secondary CNN, directly into teleoperation robot commands (approach
object, move in a specific direction: right, left or back). This SSVEP decoding model is trained
via a priori offline experimental data in which very similar visual input is present for all subjects.
In addition, taking advantage of having recorded the streamed video, we collect a total of
additional nine subjects for use as a offline dataset for further study. As the stimuli is more
complex compare to Chapter 3, we run the SSVEP classification experiment to ensure the quality
of the signals is sufficient. We compare against different classification methods, and can thus be
seen as strengthening the contribution of the previous chapter as a similar model also works well
on a more complex task across a larger number of subjects.
Some parts of the work presented in this chapter have been published in the following peer-
reviewed publication:
Nik Khadijah Nik Aznan, Jason D Connolly, Noura Al Moubayed, and Toby P Breckon.
Using Variable Natural Environment Brain-Computer Interface Stimuli for Real-Time Hu-
manoid Robot Navigation. In International Conference Robotics and Automation, pages
4889–4895. IEEE, 2019
4.1 Introduction
Teleoperation or telepresence is a field within robotics which has been widely utilised for
numerous applications. It allows humans to remotely control robots, either whilst being present
within the same location, or remotely over the internet [26]. In this work, a humanoid robot is
used as a teleoperational remote control interface, allowing a human to navigate the robot via
the use of BCI-based cortical brain bio-signals [194]. This application can be used widely, for
example by severely disabled people as an alternative communication platform with the robot
without requiring any actual physical movement from the patient [210].
In order to gather the cortical signals from a human test subject, a non-invasive dry-EEG
is used. EEG is a technique where electrodes or sensors are placed on the scalp to capture
electrical activity of the brain, without the need to implant them directly into the brain, such
as invasive microelectrode arrays [160]. We utilise the Cognionics Quick-20 dry-EEG Headset
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that requires no conductive gel and has the additional benefit of being a wireless device; as
compared to traditional wet-EEG [133, 163]. By contrast, wet-EEG requires the cumbersome
application of conductive gel, the use of a restrictive Faraday cage enclosure that prohibits real-
world application and semi-invasive blunted needles that scratch the skin surface in order to
lower the impedance values and hence improve the connectivity between the electrodes and the
scalp [139]. Dry-EEG is an alternative approach used to improve the usability of EEG within a
BCI context via the elimination of these wet-EEG factors [135].
This chapter explores the creation of a BCI-based application to accurately navigate a hu-
manoid robot in an open environment via the above noted dry-EEG headset. We make use
of NAO, a humanoid robot [83] which is equipped with cameras and programmable movement
and behavioural features such that different commands can be interpreted to navigate the robot
to move toward the object of participant visual and cognitive interest [258]. To develop this
effectively, we employ the features available from the Nao platform such as streaming the real-
time video from the robot as visual input for the SSVEP stimuli. As explored in the previous
chapter, SSVEP is a type of stimulus-evoked neurophysiological response induced simply via
subject fixation (or even just via peripheral attention) on visual stimuli and requires almost no
a priori user training [137, 45, 169]. Different to the eye-tracking that requires gaze control,
SSVEP responses are a covert condition response where the subject does not need to control
their gaze [170]. The human cortical signals in the primary visual areas oscillate when visually
evoked via these stimuli by a continuously fluctuating sinusoidal cycle [7, 151].
In this work, we propose a novel variable dry-EEG enabled BCI stimuli for robot navigation
utilising a pre-trained object detection convolutional neural network. We perform object detec-
tion in real-time derived from the incoming video stream from the robot camera. One of the
primary contributions of this work is to make the SSVEP stimuli more natural to the user, as the
stimuli (or in our case, objects) is presented in the context of the real-world scene the robot is
currently navigating. Unlike previous stimuli [133, 38, 137], in this work the size of each SSVEP
flicker region depends on the physical dimensions of the object detected. The detected object
pixel regions are flickered at differing on screen frequencies (10, 12, 15 Hz) and the decoded EEG
signals are used to navigate the robot to walk toward objects based on the objects selected by
the subject (user) via the SSVEP interface.
To perform the dry-EEG signal decoding we use the SCU CNN-based architecture, detailed in
the previous chapter, to differentiate between EEG signals by extracting unique features across
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multiple layers of convolutional transformation optimised over a set of training data [81]. This
model is used to classify real-time dry-EEG signals before sending the decoded command to
navigate the robot towards the scene object that the subject has selected [208].
Following standard practice in the BCI literature, we evaluate the performance of our work
by testing the classifier model on real-time humanoid navigation via classification accuracy and
Information Transfer Rate (ITR) as performance metrics - the latter representing a quantitative
measure of the speed of BCI information transfer [194].
In summary, the major contributions of this chapter are:
• Use of novel variable position and size SSVEP BCI stimuli, based on using object detection
pixel regions identified in real-time, within the live video stream from a teleoperated
humanoid robot traversing a real-world natural environment.
• An offline dry-EEG enabled SSVEP BCI signal decoding (classification) result achieving
mean accuracy of 84% with the use of variable stimuli size and on-screen stimuli positioning
(the first such study to accomplish this).
• Demonstrable real-time BCI teleoperation of a humanoid robot, based on the use of
naturally occurring in-scene stimuli, with a peak mean accuracy of 85% and ITR of 15.2
bits per minute (bpm) when evaluated over multiple test subjects (teleoperation users).
Our proposed novel variable stimuli is available here - https://github.com/nikk-nikaznan/
SSVEP Stimuli.
4.2 Related Work
The detailed review on related literature has been presented in Chapter 2. In this section,
we focus on the studies utilising humanoid robots with EEG signals within SSVEP-based BCI
applications.
The work of [258] proposed the use of behaviour-based SSVEP to control a telepresence
humanoid robot to walk in a cluttered environment, with the tasking of approaching and picking
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up a target. They controlled the robot by classifying 4 sets of movements with a total of fourteen
behaviours of the robot. One visual stimuli is used to select the behaviour set and the remainder
are used to encode the behaviours. The user interface of the system consists of five fixed stimuli
symbols (five frequency values), a display for a live video feedback and a display for the current
posture of the robot. The task completed with an average success rate of 88%, an average
response time of 3.48 s and an average ITR of 27.3 bpm.
Similar research has been carried out using SSVEP stimuli to control robot-like behaviour
in [137] and [38] in which these authors again used fixed size and position stimuli symbols with
differing frequencies that indicate different directions for the robot to move toward. In [137] the
authors controlled a mobile robot by using 3 different SSVEP frequencies by moving forward
or turning to the left or right in order to avoid the obstacles. The stimuli in [38] consisted of
four fixed flickering boxes where each frequency was used to command a mobile robot (forward,
backward, turn counter-clockwise/clockwise) to navigate the robot through a maze path.
There are two notable studies that have integrated object detection and recognition [210, 227].
In [210], the authors used seven different frequencies to navigate a mobile robot to a storage rack
to grasp an object and delivered into a dustbin with an average mean accuracy of 89.4%. The
approach employed an AdaBoost algorithm with Haar features to recognise three objects on
the rack for subjects to choose. However, the recognised objects were not flickered as stimuli -
instead, there were separate fixed stimuli designed with three different frequencies corresponding
to each object.
The authors in [227] used SSVEP with a hybrid-mask feature in which a 3D textured model
was rendered and flickered on certain scene objects. In this case, three similar cans which are
recognised offline. Subjects for this study teleoperated a humanoid robot HRP-2 (located in
Japan whilst the subjects were physically located in Italy) to control the robot to firstly, grasp a
can from a table, navigated the robot to a second table where the robot is required to drop the
can on a marked target.
In this chapter, by taking advantage of the on-board camera on our humanoid robot and the
high-performance scene object detection model of [138], we instead use variable BCI stimuli, em-
bedded within the scene video feed. This is achieved by flickering the flexible size detected object
pixel regions with differing SSVEP frequencies. This occurs in the real-time as the humanoid
robot navigates a natural indoor environment. In contrast to earlier work [258, 137, 38, 210, 227],
our stimuli vary both in terms of pixel pattern, size and on-screen position in-conjunction with
the changing nature of the environment the robot is navigating through.
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4.3 Variable BCI Stimuli
In order to translate the cortical signals, we use SSVEP as the neurophysiological brain
response for our BCI experiment. The stimuli are embedded into a real-time video streaming
from the on-board robot camera (RGB colour, resolution: 1280×960). Based on pre-trained
object detection generated by a pre-trained network, we flicker the on-screen display frequency
of objects by rendering black/white polygon boxes on top of the objects with display frequency
modulations of 10, 12 and 15 Hz [151].
4.3.1 Single Shot MultiBox Object Detector
In this chapter, we propose a novel variable dry-EEG enabled BCI stimuli for robot navigation
utilising a pre-trained object detection convolutional neural network. Our key idea is to make
the SSVEP stimuli more natural to the user, as the stimuli (or in our case, objects) is presented
in the context of the real-world scene the robot is currently navigating. In this work, the size
of each SSVEP flicker region depends on the physical dimensions of the object detected. The
detected object pixel regions are flickered at differing on screen frequencies. To perform the object
detection, we employ the pre-trained Single Shot (MultiBox Object) Detector (SSD) CNN [138].
SSD is a CNN-based object detection model designed for real-time prediction. This model
utilise convolutional layers of varying sizes targeting different object size in a scene. The variety
sizes provides multi-scale feature maps as when the spatial dimension of the model is reduced,
the resolution of the feature maps is decreased as well. The high resolution feature maps focus
on detecting small object whilst the low resolution one is for detecting the large object. During
training, the model predicts multiple prediction for each pixel cell where each prediction has a
boundary box and confidence scores. Gradient descent is used to optimise the prediction to the
ground truth. SSD was originally trained by using 12 objects from the COCO dataset; aeroplane,
bicycle, bird, boat, bottle, bus, car, cat, chair, cow, dining table, dog, horse, motorbike, person,
potted plant, sheep, sofa, train and tv monitor [131].
We exploit the bounding box and label prediction returned from the network and present the
detected objects as SSVEP stimuli via Psychopy [184]. We employ the use of a pre-recorded
video for offline experiment and as calibration stage, we use on-board video for streaming from
the natural environment for real-time experiment. Both videos are used as stimuli for offline and
online experiments respectively where the videos are the input for SSD object detection model.
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4.3.2 Stimuli Setup
The SSD network uses OpenCV to display the video frame, and to draw and display the
bounding box [28] and Psychopy for displaying the stimuli. The detailed process of getting a
frame to display as a stimulus can be find in Appendix B. In this chapter experimental setup,
we use five objects which are chair, person, dog, car and plotted plant as objects in the natural
experimental scene. By using a humanoid robot, NAO, we stream the natural surrounding using
the on-board NAO’s camera via Application Programming Interface (API), Naoqi provided by
Aldebaran software that comes with the humanoid robot.
We assign up to two objects and an arrow per frequency. The objects that are appointed to the
same frequency will never appear in the same experimental scene. We set two different stimuli,
one for the calibration stage and one for the real-time navigation experiment. The calibration
stage is conducted before the real-time navigation experiment where we use pre-recorded video
streamed from the humanoid robot to be the stimuli. The bio-signals gathered from this stage are
used to train the SCU SSVEP classification network. For the real-time navigation experiment,
the video from the on-board camera from the humanoid robot is streamed in real-time whilst
the robot is moving around in the natural environment.
The teleoperation interface display alternates between this detected object flickering and the
navigational arrow flickering, alternately as illustrated in Figure 4.1. The additional use of the
navigational arrow stimuli enables the subject to navigate the robot when there is no new object
detected within the scene, for example, when the robot is too close to the previously subject
(user) selected object.
4.4 Methodology
In this section, we present the three other primary experimental components apart from
variable BCI stimuli, those being the calibration stage, EEG signal classification and robot
navigation. The overall setup and data flow of the experiment is shown in Figure 4.2.
We use the on-board camera to stream video from the natural environment to a monitor
display in front of the BCI subject (user). Using the CNN-based object detection model of [138],
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Figure 4.1: Variable SSVEP stimuli based on object detection flickering (left column) to navigate
the robot towards the object and navigational arrow flickering (right column) to move the robot
facing a new environmental scene.
detected scene objects are identified and flickered with a unique on-screen SSVEP frequency
(from set: 10Hz, 12Hz, 15Hz). EEG signals from the subject are streamed using the dry-EEG
headset whilst they fixate on a flickering on-screen scene object. A SCU-based CNN pre-trained
on an a priori offline dataset is then used to infer the class of the EEG signals in real-time. This




We use the pre-recorded offline video to collect some offline data to be used to train the
network for SSVEP classification. This is known as calibration stage within the area of BCI
applications [141, 2, 56, 248]. This stage is conducted right before the real-time navigation
experiment to ensure the same session condition is secured to avoid any inconsistency. We
Figure 4.2: Overview of the experimental approach proposed.
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display object stimuli followed by arrow stimuli one after another during the trial. We are
using pre-recorded video from the on-board camera on the humanoid robot as the input for the
visual stimuli pipeline. This calibration stage was performed for each subject, where 60 samples
per class are collected. We use this offline dataset as input to the CNN to train the network
specifically to classify the bio-signals of the specific subject. The pre-trained weights are saved
and used to decode the test signals during the real-time navigation experiment.
4.4.2 SSVEP Classification
To decode the dry-EEG signals efficiently in order to ensure effective teleoperation of the
robot, we use our deep CNN architecture previously introduced in Chapter 3, for signal to
object/motion label classification.
During the offline experiments, subjects fixate to one of the flickering stimuli. The cortical
brain signals from each subject are collected for 40 experimental trials per SSVEP class to form


































Figure 4.3: The 1D CNN architecture used to classify the EEG signals for both offline dataset
and real-time experiments (SCU, highlighted in pink).
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We train a SSVEP Convolutional Unit (SCU) CNN architecture, comprising of a 1D con-
volutional layer, batch normalization and max pooling (as detailed in Figure 4.3) by using the
offline priori experimental datasets. We first bandpass filter the incoming sigmals between 9 to
100 Hz in order to reduce undesired high or low frequencies that are not of interest in this work.
The filtered signals, which consist of nine input channels, are transformed by using a large initial
convolutional filter to capture the frequencies we are interested in classifying within dry-EEG
signals. The SCU CNN model is trained using backpropagation with stochastic gradient descent
[121].
For this training, the key hyperparameters, initially chosen via a grid-search over a validation
set, are: L2 weight decay scaling 0.004, dropout level 0.5, convolution kernel size 1×10, kernel
stride 4 and maxpool kernel size 2. Categorical cross entropy is used as the optimisation function
with ADAM gradient descent algorithm [107] and ReLU as the activation function on all hidden
layers.
4.4.3 Robot Navigation
The experiment begins with the robot facing a scene containing objects which are detected
to generate on-screen SSVEP stimuli pixel regions as previously outlined. The subject (teleop-
eration user) fixates on one particular object from which robot navigation is performed using
the high level mobility functions of the NAO humanoid robot platform (Figure 4.1), based on
the decoding of the corresponding SSVEP signals by the pre-trained SCU CNN model (Section
4.4.2).
Once these BCI signals are classified as a selected scene object by the subject (user), we then
calculate the required robot motion trajectory. As we cannot acquire depth information directly
from the monocular camera on the robot, we acquire the distance and the angle of view of the
chosen object following the photogrammetric approach of [114]. As such, the distance of the
object Z can be calculated as:





where Z is the distance in metres, f ′ is the focal length (pixels), Y is the object height
(metres) and y is the object height in the image (pixels). Focal length f ′ is obtained as:




where H is height of the image (pixels), f is the focal length in metres and h is the camera
internal digital sensor height in metres.
The angle of view (AoV ) of the object from the camera in radians based on the horizontal





When the robot navigates within a given distance and angle trajectory of the subject-selected
object, the BCI on-screen interface display alternates to the navigational arrow display (left,
right, backwards – Figure 4.1) using the specific SSVEP frequencies of 10, 12 and 15 Hz. These
frequencies intend to facilitate robot motion at 90 degree turns left/right or a 180 degree about
turn. Subjects similarly attend to one of these SSVEP stimuli which, once decoded by the SCU
CNN model, facilitate general robot motion in the environment until further scene objects are
detected within the scene traversal. A flow diagram operation of the real-time experimental
teleoperation of the NAO robot through the environment in this alternating object-stimuli and
navigational-stimuli manner is presented in Figure 4.4.
The experimental navigation plan used during the real-time experiments presented in this
study is shown in Figure 4.5. Under these conditions, we repeat the experimental episode five
times per subject to demonstrate the repeatability and robustness of our approach.
4.4.4 Offline Dataset
The pre-recorded natural variable stimuli obtained in Section 4.3 is used to gather a larger
dataset to investigate the generalisation of such variable stimuli working across subjects. We
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Figure 4.4: Flowchart of real-time robot navigation.
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Figure 4.5: Navigation plan for real-time experimentation.
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collect the offline dry-EEG dataset from nine subjects (S01 to S09) using the dry-EEG headset
(six males and six females) aged between 25 and 40 years old from an offline variable SSVEP
stimuli created based on pre-recorded video sequences from a humanoid robot, as detailed in the
previous section. We collect 60 samples for each of three classes per each subject.
4.5 Results and Discussion
In this section, we present the results from the calibration stage and the real-time experiment
classification using the metrics of classification accuracy and Information Transfer Rate (ITR)
in bits per minute (bpm). We also present the results from the offline dataset to re-evaluate the
ability of such architectures to classify dry-EEG signals collected via variable SSVEP stimuli.
This is able to evaluate our goal of eliminating the rigid EEG-based experimentation, such as
the use of traditional wet-EEG system and the non-variable constrain stimuli but yet able to
maintain the quality of the bio-signals.
4.5.1 Calibration Statistical Performance
The result for the classification accuracy and the ITR of the calibration experiment are
presented in Table 4.1. ITR is the speed of BCI in terms of bit rate transfer, which is the
amount of the information throughput by a system per minute [194].
Subject S01 S02 S03
Accuracy 0.96±0.02 0.80±0.09 0.75±0.12
ITR (bpm) 23.90±0.72 12.16±0.95 9.61±0.89
Table 4.1: Mean accuracy and ITR with standard deviation for calibration classification over
10-fold cross validation.






where T is the time taken to classify a trial in minutes and B is the bits per trial:




where N is the number of possible selections (N = 3) and P is the correct selection accuracy.
ITR is a suitable BCI performance metric, as ITR indicates how fast the accurate information
can be transferred. As can be seen in Equation 4.5, the number of bits per trial, B is dependent
upon high accuracy of P.
For the calibration experiment, the time taken is based on the total flickering time per trial
(3 seconds) plus the average of time the classifier takes to train and classify a trial. The data
collected during the calibration experimental phase is used to train the model for real-time
experimentation. However, in order to demonstrate statistical performance of our SCU CNN
architecture on this task, we present mean accuracy over 10-fold cross validation per subject
(Table 4.1). This is used as the P value to calculate the value for B within the overall ITR
calculation (Equation 4.5).
4.5.2 On-line Real-time Performance
The results of the on-line experimental phase are presented in Table 4.2 where we can see
the results are depending on the performance of signals decoding during calibration stage. This
is because the training weights for on-line real-time classification are from training the signals
collected during calibration stage. Overall, the results demonstrate extremely high accuracy for
all of the subjects tested.
Our results demonstrate a strong statistical performance, with a mean accuracy of 0.85 across
all subjects. This is comparable to [258] which obtained 0.88 accuracy, despite our work using
a variable SSVEP stimuli. As ITR represents the speed of the real-time information transfer
from stimuli to motion command generation, the time taken is measured from the beginning of
a stimuli flashing until getting a prediction. We can thus improve the ITR further via reducing
the flickering time during the real-time experiment.
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(a) Subject S01. (b) Subject S02.
(c) Subject S03.
Figure 4.6: Confusion matrices for the classification of real-time EEG signals during the robot
navigation (maximal result being accuracy = 1.0 in the matrix diagonals).
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Subject S01 S02 S03
Experiment 1 1.00 1.00 1.00
Experiment 2 1.00 0.83 0.50
Experiment 3 0.83 0.83 0.83
Experiment 4 0.83 1.00 1.00
Experiment 5 0.83 0.67 0.67
Mean Accuracy 0.90±0.08 0.87±0.12 0.80±0.19
Mean ITR (bpm) 16.8±0.10 15.6±0.12 13.2±0.16
Table 4.2: Accuracy for each experiment and mean accuracy and ITR with standard deviation
for real-time classification.
Figure 4.6 represents per-class confusion matrices for the real-time classification and highlights
overall good accuracy across all classes for all three subjects (users), although the middle class
(12 Hz) is more difficult to classify than the rest of the classes.
Figure 4.7 illustrates the real-time experimental environment such as the view from the robot
and the robot approaching an object. The angle of direction from the robot to the selected objects
can vary from one experiment to another, because the calculation of distance and direction is
based on the bounding box from the object detection and the angle of view of an object on the
plane. The detected bounding box for the scene object can vary and the angle of view of an
object can change with the slightest movement of either the robot or the robot head (where the
camera is located).
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Figure 4.7: Sample of humanoid robot navigation during a real-time experiment.
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4.5.3 Offline Dataset Performance
In this section, we present the experimental evaluation of our SCU approach (as in Chapter 3)
to accurately classify dry-EEG signals collected via a variable SSVEP stimuli. We evaluate our
SCU approach against RNN models including a vanilla RNN, LSTM and GRU. All the presented
results are produced via 10-fold cross validation, with models which were initially optimised using
hyperparameters chosen via a grid-search over a validation set.
To ensure the collected signals contain clearly identifiable target frequencies, in Figure 4.8, we
visualise the collected dataset per subject and per class via an FFT. FFT is used to decompose
the EEG signals into the frequency domain to demonstrate the characteristic SSVEP peaks at
the target frequency and associated harmonics [194].
SSVEP Classification for a Single Subject
For this experiment, we attempt to classify SSVEP signals using data from a single subject
– this means that a new model is trained for each of the nine subjects which were collected
offline using our proposed novel variable stimuli. The results from this experiment are presented
in Table 4.3. The results highlight, that even with more complex stimuli than the one used in
previous chapter (Chapter 3), our SCU approach still outperforms the RNN models by a large
margin.
SSVEP Classification Across Subjects
Having a single model trained on EEG signals taken from multiple subjects is known to be
challenging [56], potentially due to biological differences between subjects and the variability
of the EEG recording process. To assess the ability of our SCU model to classify a dataset
comprising data from all of nine subjects, we classify all the signals from the nine subjects
together instead of performing individual classification. The results presented in Table 4.4 show
that our SCU model is able to generalise across all nine subjects when performing classification
across subjects.
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(a) FFT for class frequency equal to 10Hz.























(b) FFT for class frequency equal to 12Hz.
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(c) FFT for class frequency equal to 15Hz.
Figure 4.8: FFT when taking across samples on all nine subjects. The plots show the peak
frequency and the harmonics of all three frequencies.
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Method SCU RNN LSTM GRU
S01 0.648 ± 0.075 0.333 ± 0.033 0.322 ± 0.060 0.344 ± 0.056
S02 0.784 ± 0.078 0.339 ± 0.021 0.358 ± 0.059 0.444 ± 0.094
S03 0.816 ± 0.053 0.347 ± 0.028 0.375 ± 0.043 0.361 ± 0.066
S04 0.719 ± 0.050 0.331 ± 0.052 0.314 ± 0.033 0.333 ± 0.071
S05 0.807 ± 0.032 0.331 ± 0.029 0.358 ± 0.047 0.464 ± 0.061
S06 0.873 ± 0.041 0.317 ± 0.061 0.331 ± 0.050 0.461 ± 0.076
S07 0.878 ± 0.045 0.319 ± 0.043 0.375 ± 0.055 0.500 ± 0.115
S08 0.713 ± 0.122 0.319 ± 0.031 0.286 ± 0.066 0.313 ± 0.069
S09 0.858 ± 0.050 0.342 ± 0.072 0.356 ± 0.035 0.450 ± 0.081
Mean 0.789 ± 0.080 0.331 ± 0.011 0.342 ± 0.030 0.408 ± 0.069
Table 4.3: Mean accuracy with standard deviation over 10-fold cross validation for nine dry-EEG
subjects.
Method Accuracy
SCU 0.650 ± 0.029
RNN 0.333 ± 0.031
LSTM 0.382 ± 0.062
GRU 0.382 ± 0.056
Table 4.4: Test Accuracy across subjects
SSVEP Classification for Unseen Subject
The pattern of electrical voltage produced by the brain often differs from one subject to the
next, resulting in difficulty for a model to correctly classify SSVEP signals from a subject whose
signals is absent from a priori model training. Having a model that able to generalise the SSVEP
classification of dry-EEG signals on unseen subject is a strong desirable quality. We evaluate the
capability of our SCU approach to generalise the trained features to an unseen subject (subject
whose data is absent a priori model training). We utilise the Leave-one-out methods to train the
network on eights subjects and test on an unseen subject. From the previous result in Section
4.5.3 and Section 4.5.3, we only consider the highest performing classification approach (our
proposed SCU) for the unseen subject evaluation.
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Method 1SCU
Unseen S01 0.471 ± 0.046
Unseen S02 0.719 ± 0.014
Unseen S03 0.679 ± 0.011
Unseen S04 0.675 ± 0.016
Unseen S05 0.743 ± 0.009
Unseen S06 0.703 ± 0.101
Unseen S07 0.885 ± 0.063
Unseen S08 0.425 ± 0.029
Unseen S09 0.806 ± 0.023
Mean 0.678 ± 0.147
Table 4.5: Mean accuracy with standard deviation when classifying SSVEP for unseen subject
by leave-one-subject-out.
4.6 Conclusion
In this chapter, we have presented a number of novel contributions spanning the use of variable
SSVEP stimuli (pattern, size, shape) as an enabler of future telepresence BCI applications in a
real-world natural environment. In comparison to the prior work [258, 137, 38, 210, 227], these
variable stimuli vary in terms of pixel pattern, size and on-screen position in-conjunction with
the changing nature of the environment the robot is navigating through. We integrate recent
advances in the use of deep CNN architectures for both scene object detection and dry-EEG
bio-signal decoding. Within this context, we developed a novel SSVEP interface to flicker the
on-screen frequency of naturally occurring objects detected within the scene, as seen from the on-
board camera of a teleoperated robot and decode these dry-EEG brain-based bio-signals based
on the frequency of the visual fixation detected to navigate the robot within the scene.
Uniquely, we train and utilize a common CNN model (SCU, Figure 4.3) for use with SSVEP
stimuli that vary in size, on-screen position and internal (pixel pattern) throughout the duration
of the experiment, significantly advancing such decoding generality against prior work in the
field [210, 227]. Our evaluation is presented in terms of accuracy and ITR, both on the a
priori experimental training set used for the off-line training phase (via cross-validation) and
the on-line real-time teleoperated navigation of a humanoid robot through a natural indoor
environment. The introduction of these highly novel and variable BCI SSVEP stimuli, based on
91
scene object occurrence, demonstrates adaptable BCI-driven robot teleoperation within a natural
environment (without scene markers and alike). Strong statistical classification performance is
observed, comparable to and often exceeding those reported in the general BCI literature [258],
despite the introduction of the serious challenges associated with variable SSVEP stimuli.
Whilst the proposed stimuli and associated experimentation utilised in this chapter is novel,
the results presented in this chapter are based on a controlled environment where a preprepared
floor plan is used for the robot navigation. This is due to the limitation of the on-board camera
on our humanoid robot that only provides a 2D image. On top of that, the experiment has been
conducted within an indoor environment with the use of a default condition where the humanoid
robot will always move towards the ground truth label. However, any incorrect predictions have
been incorporated in the reported accuracy score.
Potential future work will look to improve generalisation performance over additional test
subjects, increase both scene complexity and teleoperated duration as well as considering aspects
of robot interaction within the environment. Perhaps by incorporating a depth camera, the
experiment can be more flexible with the depth information used to calculate the distance and
the direction instead of the pre-determined height of the object. Perhaps it would also be
interesting to investigate if it is possible to navigate a mobile robot in an outdoor environment




Substantial progress has been made in the area of BCI using modern machine learning techniques
to decode and interpret brain signals. While EEG has provided a non-invasive method of
interfacing with a human brain, the acquired data is often heavily subject and session dependent.
This makes seamless incorporation of such data into real-world applications intractable as the
subject and session data variance can lead to long and tedious calibration requirements and
cross-subject generalisation issues. This implies that many downstream applications, including
Steady State Visual Evoked Potential (SSVEP) based classification systems, can suffer from a
shortage of reliable data.
In this chapter, taking into consideration the problem of data collection during EEG-based
BCI experiments such as being expensive and time-consuming, we tackle the problem of the
shortage of reliable data by alternatively generating meaningful and realistic synthetic data,
which can therefore be of significant value in circumventing this problem. In this chapter,
we explore the use of modern neural-based generative models trained on a limited quantity of
EEG signals collected from different subjects to generate supplementary synthetic EEG signals,
subsequently utilised to train an SSVEP classifier.
The work presented in this chapter has been published in the following peer-reviewed public-
ation:
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Nik Khadijah Nik Aznan, Amir Atapour-Abarghouei, Stephen Bonner, Jason D Connolly,
Noura Al Moubayed, and Toby P Breckon. Simulating Brain Signals: Creating Synthetic
EEG Data via Neural-based Generative Models for Improved SSVEP Classification. In
International Joint Conference on Neural Networks, pages 1–8. IEEE, 2019
5.1 Introduction
BCI is a system that translates such acquired signals to provide a communication and control
medium between the human brain and external devices. BCI has received significant attention
within the research community for decades [142]. However, not many BCI applications are
tractable in daily use in real-world scenarios, especially for important medical applications, such
as assisting patients with locked-in syndrome, as there are numerous shortcomings and limitations
within the current state of the art that lead to the low reliability and usability of BCI [140].
Deep neural networks have recently been used to improve the classification of various aspects
of EEG signals [115, 226]. While it is essential to have access to large quantities of data
for training such methods, collecting high quality EEG signals has proven difficult [253, 145].
This can be for a variety of reasons including the requirement for careful per-subject and per-
session calibration. This makes EEG BCI experiments time-consuming, expensive and difficult
to operate within the usually short amount of time experimental subjects can perform EEG
experiments [53]. In addition to these issues, there are commonly-known limitations with EEG
signals in general, which can severely hinder the applicability of a system dependent on such data
[253]. For instance, EEG signals are known to be highly subject and session variant, which leads
to a long calibration process for every individual experiment [140, 142, 10]. This further impacts
any machine learning based models which are trained upon this data, as they often demonstrate
poor generalisation performance across different subjects or experiential data collecting sessions
[140, 226].
In machine learning, generative models have long been used to generate entirely new and
realistic data points which match the distribution of a given target dataset [205]. Recent work
on neural-based models such as Generative Adversarial Networks (GAN) and Variational Auto-
Encoders (VAE) have demonstrated that these are highly capable at capturing key elements from
a diverse range of datasets to generate realistic samples [82]. Increasingly, there is evidence that
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Figure 5.1: Details of the collection process for an SSVEP EEG dataset (Video-Stimuli) using a
video based stimuli.
using synthetic data, taken from a generative model, can be used as a form of data augmentation
to help improve the performance of any down-stream data classification task [72].
In this chapter, we detail the generation of new synthetic EEG signals using a selection of
customised neural-based generative models and explore applications of such data including using
it to boost classification accuracy on real datasets. Uniquely, we specifically focus on dry-EEG
signals containing Steady State Visual Evoked Potential (SSVEP) signals. Dry-EEG requires
no conductive gel which improves the usability of within a BCI context, eliminating the major
limitation of the wet EEG system [62, 139, 160]. However, dry-EEG results in high impedance
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values that causes more noise and artefacts in the data, creating more challenging signal decoding
and classification [62].
To the best of our knowledge, this is the first work in the literature to explore the use of
neural-based generative models to create dry-EEG signals containing SSVEP information. In
summary, we make the following major contributions in this work:
• The generation of synthetic dry-EEG signals containing SSVEP signals using a variety of
unsupervised models.
• A demonstration that using generated data can improve the classification of real-world EEG
signals, taken from multiple subjects and recorded under various conditions and sessions.
• An exploration of both classifier pre-training and dataset augmentation as use cases for
the generated data.
• Further demonstration that using synthetic EEG signals can increase the convergence rate
of classification models, thus resulting in the observation that smaller quantities of real-
world training data is required.
We perform extensive experiential evaluations to validate our claims and to aid reproducibility,
we release our Python-based (PyTorch) implementation of all the generative models, along with
sample input data here - https://github.com/nikk-nikaznan/SSVEP-Neural-Generative-Models.
5.2 Related Work
We consider the background information relevant to this work within two distinct areas:-
recent advances made in generative models (Section 5.2.1) and existing work on using such
models to generate meaningful and coherent synthetic EEG signals (Section 5.2.2).
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5.2.1 Neural-Based Generative Models
Generative models have been proven very powerful within the context of unsupervised learning
where the model learns a hidden structure of the data from its distribution to generate new data
samples within the same distribution [99]. This generated dataset often contains enough variation
to support the down-stream training of a secondary model [145].
Generative Adversarial Networks (GAN) [82] are capable of producing semantically sound
artificial samples by inducing a competition between a generator (G), which attempts to capture
the distribution, and a discriminator (D), which assesses the generator output and penalizes
unrealistic samples. Both networks are trained simultaneously to achieve an equilibrium.
Training a GAN is known to be challenging with pervasive instability issues [8]. One such
issue stems from the discriminator rapidly reaching optimality and effortlessly distinguishing
between the fake samples output by the generator and samples from the real distribution. This
will lead to a lack of meaningful gradients for training, effectively ceasing any progress towards
the equilibrium.
The Wasserstein GAN (WGAN) is consequently proposed in [9] to rectify some of the issues
associated with training a GAN. The Wasserstein-1 metric is used to measure the distance
between the real and model distributions. Also known as the Earth Mover’s distance, (EM(p, q)),
this metric is the minimum cost of moving distribution elements (earth mass) to transform a
distribution q to distribution p (cost = mass × transport distance).
The Wasserstein GAN [9] has an aptly named critic (C) instead of a discriminator since this
network is no longer a classifier. Using the EM distance, the critic will not only determine whether
a sample is fake or real as a discrete binary decision, but how real or how fake the generated
sample is as a continuous regressive output. Under the right training circumstances, the critic
will eventually converge to a linear function with ever-present meaningful gradients and cannot












where F is the set of 1-Lipschitz functions, Pr the real distribution, Pg the model distribution
defined by x̃ = G(z), z ∼ p(z), and z the random noise. If C is optimal, minimizing the value
function with respect to G minimizes EM(Pr,Pg).
The Wasserstein GAN does not suffer from vanishing gradients or mode collapse. However,
to guarantee continuity, a Lipschitz constraint must be enforced, which is achieved in [9] by
clamping the weights. This results in the creation of a new hyper-parameter, which needs to be
carefully tuned to the distribution.
A gradient norm penalty with respect to the critic input is consequently proposed in [85] to
replace clamping. Since a differentiable function is 1-Lipschitz if and only if its gradient norm
is no more than 1 everywhere, [85] limits the critic gradient norm by penalizing the function on
the gradient norm for samples x̂ ∼ Px̂, where x̂ = εx + (1 − ε)x̃, 0 < ε < 1. This penalty term
which is added to the function in Eqn. 5.1 is therefore as follows [85]:
E
x̂∼Px̂
[(||Ox̂C(x̂)||2 − 1)2], (5.2)
where Px̂ is implicitly defined to sample uniformly along straight lines between pairs of points
sampled from the real data distribution, Pr, and Pg is the model distribution defined by x̃ =
G(z), z ∼ p(z) [85].
Auto-encoders have long been used as a method of creating a low-dimensional representation
z of data using an encoder model, which can be used to reconstruct the original data with
minimal errors via a decoder model [92]. However, traditionally they cannot be explicitly used
to generate new data samples based on the learned data distribution. Variational Auto-encoders
(VAE) utilise ideas from Bayesian inference to produce a more expressive data representation,
whilst also having the ability to generate new data samples [108, 198]. Unlike non-probabilistic
auto-encoders [92], a VAE does not learn a fixed value for each element in z but instead each
element is sampled from a probability distribution before being passed to the decoder model.
This has been shown to produce a more semantically meaningful representation, where individual
dimensions in the hidden space can correspond to tangible elements in the dataset, such as facial
expression in a dataset of human faces [119].
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As the decoder model of the VAE is trained to take a sample from a Gaussian distribution
and produce a realistic output, it can be used to produced new data by simply sampling points
in the distribution and reconstructing them.
5.2.2 Literature Review
Within the existing body of work in the literature, there are instances of generative models
used to create synthetic EEG signals. For instance, [89] proposes using the improved WGAN
with Gradient Penalty (GP) for a single channel of the EEG signals for motor imagery task.
The generator consists of one linear layer, six convolutional layers where each layer consists of
an up-sampling operation, two convolutions and one fully-connected layer. The authors evaluate
the performance of four models, three different up-sampling methods (nearest-neighbour, linear
interpolation and cubic interpolation with convolutional down-sampling) and down-sampling
via average pooling with the original WGAN-GP. All the models are then assessed using four
evaluation metrics; inception score, Frechet inception distance, Euclidean distance and sliced
Wasserstein distance. All four models are demonstrated to outperform WGAN-GP.
In [53], the authors propose deep EEG super-resolution using a GAN. The model is applied
to a small number of EEG channel data to interpolate other channel signals using motor imagery
dataset from [159]. The super-resolution data (SR) is generated via WGAN with convolutional
filters using the low-resolution data (LR) from the dataset by down-sampling the EEG channels
by scale factors of two and four for two different experiments. The channels removed from
the down-sampling processes are used as high-resolution data (HR) to compete against SR in
the discriminator. They evaluate the performance of the SR by performing classification and
comparing the accuracy with the classification performed using HR. The authors conclude that
SR is capable of producing high spatial resolution EEG signals from low resolution signals.
Instead of generating EEG signals, [180] generates previously seen images while having brain
signals recorded by EEG. Six subjects are shown 2000 images with 40 classes per subject. The
EEG signals are pre-processed by hardware notch filter between 49 and 51 Hz and bandpass filter
between 14 and 70 Hz. Using LSTM RNN, the temporal feature representations are encoded,
which are subsequently used as condition vectors employed along with random noise vectors to
generate new images. They obtain a test accuracy of 83.9% when evaluating the LSTM model
for feature representation.
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In [253], synthetic EEG signals are generated by inverting the artificial Time-frequency
Representation (TFR) obtained from conditional Deep Convolutional GAN (cDCGAN). The
Wavelet Transform is used to obtain the TFR of the signals to be used by the cDCGAN to
generate the artificial TFR of the EEG signals. The BCI competition II dataset III [209] is
used as the EEG signals. They evaluate the efficacy of the synthetic data by comparing the
classification accuracy of the model trained on real data, synthetic data and a mixture of real
and synthetic data with different ratios. Using additional synthetic data, the accuracy improved
up to 3%.
In [145] and [191], a GAN is used to generate synthetic emotion recognition EEG signals. The
authors in [145] generate EEG in the form of differential entropy from noise distribution using
a conditional WGAN with two emotion recognition datasets. They evaluate the performance of
the generated data by combining the synthetic and real-world data to train a classification model
compared against a model solely trained on real-world data. The addition of the synthetic data
leads to an improvement in the accuracy of up to 20% for different datasets.
The approach in [191] combines classification and generative networks in a model using an
Auxiliary Classifier GAN (AC-GAN). Part of the approach is encoding the data from SEED [262]
and DEAP [109] datasets into images using a Markov Transition Field (MTF) before passing them
into the AC-GAN to generate new data samples. Every sample comes with a corresponding class
label. A Tiled CNN is employed to classify the MTF images to either fake or real and with the
class label. They improved the classification by less than 1% in the SEED dataset as compared
with previous work.
In this paper, we generate synthetic EEG signals from SSVEP tasks using dry-EEG. While
earlier work [253, 191] has been able to generate features within a secondary domain, from
which EEG signals are subsequently reconstructed, we are the first to introduce the concept of
generating meaningful EEG signals directly in signal space via end-to-end training instead of first
transforming the signals into different domains for SSVEP classification. This improves overall
efficiency, removes any need for additional signal processing, and prevents potential instability
errors introduced during transformations.
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5.3 Proposed Generative Networks
As one of the objectives of this work is to create synthetic EEG signals, which can be used
to improve the training of a downstream classifier [15], we explore the use of a variety of neural-
based generative models (as described in Section 5.2). In this section, a brief description of the
details of the models used in this work is provided.
5.3.1 Deep Convolutional Generative Adversarial Network
As part of this work, we use the generative model proposed in [192]. Random noise vectors
z are sampled from a Gaussian distribution and used as the generator input. At every iteration,
the generator outputs fake data samples (x̃ = G(z)), which are then passed to the discriminator
along with randomly selected real data samples x, classifying them as either fake or real, the
gradients from which are employed to train the generator, leading to higher quality outputs at
every step. An overview of our generative adversarial model is seen in Figure 5.2.
Generator
Discriminator




Figure 5.2: An overview of the generative adversarial network.
Loss Function The loss function is based on the competition between the generator and the











where Pr is the data distribution, Pg the model distribution defined by x̃ = G(z), z ∼ p(z), and z
the random noise vector used as the input to the generator. An overview of the training pipeline
is seen in Figure 5.2.
Implementation Details The network architecture is based on that of [192], with the ex-
ception of the use of one dimensional convolutions since the networks process EEG signal
vectors rather than images. Our generator consists of one dense layer and three 1D transpose


























Figure 5.3: Our proposed GAN.
This vector is then used as the input to our light-weight discriminator, consisting of two
layers; the first containing a convolutional, batch normalised leaky ReLU activation layer with
parameter slope=0.2, followed by max pooling, and the second using a fully-connected layer
followed by a leaky ReLU (slope = 0.2).
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Implementation and training is carried out in PyTorch [181], with Adam [107] used as the
optimization approach (momentum β1 = 0.5, β2 = 0.999, initial learning rate α = 0.0001).
5.3.2 Improved Wasserstein Generative Adversarial Network
Similarly to the training procedure in Section 5.3.1, the Wasserstein GAN is made up of two
completing networks, a generator and a critic. The generator receives a random noise vector z as
its input, and the critic determines how real or fake the data samples created by the generator
are by calculating the distance between the real data distribution and the model distribution
(Earth Mover’s distance).
Since it is significantly important to keep the critic optimal at all times, we train the critic
25 times per each generator training iteration for the first 100 generator iterations and 5 times
per each generator iteration for the rest of the training process.















where Pg is the model distribution defined by x̃ = G(z), z ∼ p(z), z is random noise, Pr is
the true data distribution, and Px̂ is implicitly defined to sample uniformly along straight lines
between pairs of points sampled from Pr and Pg.
Implementation Details For the sake of consistency, the architecture of the networks used
here is similar to that of the networks in Section 5.3.1 where all the architecture layers and
hyperparameters are the same except for the loss function. Similarly, all implementation and
training is carried out in PyTorch [181], with Adam [107] used as the optimization approach
(momentum β1 = 0.1, β2 = 0.999, initial learning rate α = 0.0001).
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5.3.3 Variational Autoencoder
In addition to the GAN based approaches, we also explore the creation of a Convolutional
Variational Auto-encoder (detailed in Section 2.3.3) to generate synthetic EEG signals. Our
VAE model uses 1D convolutions to encode features from a given EEG signals sample, which are
used to parametrise a Gaussian distribution from which a latent and compressed representation
of the input data is sampled. This latent representation is passed to the decoder section of the
model which comprises transposed convolutions used to transform the latent representation back







z|x ~ N(μ, σ)
Reconstructed 
data, x’
Figure 5.4: An overview of the Variational Auto-encoder.
Once we have trained the VAE model using the objective function detailed in the next section,
we are able to use it to generate entirely new data samples, which could have plausibly come
from the training data, but which is not conditional on any input to the model.
Loss Function The encoder section of our VAE model is trained to learn two output vectors, µ
and σ, which represent the mean and variance of the latent space from which z will be sampled,
z = N (µ, σ). Using the sampled representation z, the decoder section of the VAE is trained
to reconstruct the input data x. Consequently, our VAE is trained to infer the intractable
distribution p(z|x), that being the likelihood of z given the data x̂, using a stand-in tractable






where KL is the Kullback-Leibler distance between p and q, q(z|x) is the output of the convo-
lutional based encoder portion of our VAE and p(x|z) is the output from the decoder section.
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We make use of a Gaussian prior as the distribution for p(z). Gaussian distribution might not
be the most suitable prior, but we follow the prior work from [108]. Figure 5.4 shows the the
general layout of our VAE model.
Implementation Details We utilise a convolutional encoder for our VAE model and a trans-
pose convolution based decoder. The encoder consists of a 1D convolutional layer, with batch
normalisation and leaky ReLU activation function (slope = 0.2), followed by max pooling. This
common learned feature representation is passed into two separate linear layers which learn the
µ and σ used to parametrise the Gaussian and generate z. The decoder architecture comprises
three stacked 1D transpose convolutional layers all using leaky ReLU (slope = 0.2) to perform
the reconstruction from z to create x̂.
As with the GAN models, all implementation and training is carried out in PyTorch [181],
with Adam [107] used as the optimization algorithm (momentum β1 = 0.1, β2 = 0.999, initial
learning rate α = 0.0001).
5.4 Experimental Setup
This section will detail the setup of our experimental evaluation, including introducing the
empirical datasets used, detailing how we generate new data samples from our generative models
and our procedure for evaluating the quality of the generated data.
5.4.1 Empirical SSVEP Dry-EEG Datasets
We make use of two empirical SSVEP dry-EEG datasets where the collection procedure for
this dataset is detailed in Figure 5.5. This empirical data is used as a way of validating that
the generated data is realistic enough to be used to improve the performance of a classification
model. In this dataset, objects are detected in a video sequence using a pre-trained object
detection model [138]. The detected objects are then flickered by rendering black/white polygon
boxes on top of the objects with display frequency modulations of 10, 12 and 15 Hz to create the
frequencies, common to both datasets, which we attempt to detect via the SSVEP paradigm as


















Figure 5.5: Flowchart detailing the recording procedure for the Online and Offline SSVEP EEG
Datasets. The highlighted region of the figure shows the humanoid robot used to create the
Online dataset.
• Video-Stimuli Dataset: This dataset is collected from an offline experiment (shown in
Figure 5.1) and is used as a basis for our generative models to learn the distribution of
the SSVEP data. This dataset comprises 50 unique samples recorded for each of the three
classes, taken from one subject (S01) performing the SSVEP task by looking at objects
detected in a pre-recorded video sequence using a web camera. Apart from using different
video sequence, the procedure of collecting this dataset is similar as in Chapter 4.4.4.
• NAO Dataset: This dataset comprises data from an experiment containing both offline
and online elements (highlighted in Figure 5.5) which we collected and fully detailed in
Chapter 4. The offline portion of the data contains 50 unique samples for each of the three
classes taken from three subjects (S01, S02, S03) performing the SSVEP task by looking
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at objects detected in a pre-recorded video sequence from a humanoid robot. The online
portion of the data contains 30 samples per class taken from the same three subjects when
navigating the robot in real time.
5.4.2 Synthetic Data Generation Procedure
Each of the generative models are trained upon data taken only from the Video-Stimuli
dataset, detailed in Section 5.4.1. This will allow us to explore if data generated under one
condition, can be used to improve the classification of data recorded under another. Once
training is complete, the models are used to generate entirely new and synthetic datasets, with one
dataset being made for each model. A potentially unlimited amount of data could theoretically
be generated from our models. For our experiments, we generate 500 unique samples, each three
seconds in length, for each of the three SSVEP frequencies present in the original Video-Stimuli
dataset.
5.4.3 Classification Procedure
In our experimental evaluation, we investigate exploiting the generated data to improve the
classification accuracy on the NAO dataset. To perform this classification, we employ a model
based on the SSVEP Convolutional Unit (SCU) architecture based on Chapter 3 (Figure 5.6)
with some modification. Based on [187], we reduce the number of electrodes use for the SSVEP
classification training from 9 sensor channel to 2 occipital cortex channel (O1 and O2) and a
frontal cortex (Fz) as data reference channel. Prior work in Chapter 3 has shown this model
to outperform traditional approaches and even time-series specific models like Recurrent Neural
Networks (RNN) when classifying SSVEP EEG signals. The classification model used for all
experiments comprises of 1D convolutional layers, with batch normalization and max pooling.
We first pre-process the EEG channels by referencing the data, applying a bandpass filter between



































Figure 5.6: The SCU architecture used to classify the EEG signals.
5.5 Results
Our experimental evaluation is designed to firstly assess if it is indeed possible to generate
realistic EEG signals containing SSVEP signals and secondly, if this synthetic data can be used
in a variety of ways to improve the classification accuracy on other real-world empirical datasets.
All the classification results presented are the mean results from five different random seeds in
order to test robustness and each experiment uses identical train/test splits for all runs to allow
for direct comparisons to be made.
5.5.1 Data Visualization via Fast Fourier Transforms
SSVEP data has the phenomenon of frequency tagging, where the primary visual areas in
human cortical oscillates to match the frequency of the fluctuating sinusoidal cycle of the SSVEP
stimuli presented to the subject [7]. EEG signals recorded during an SSVEP task will contain
the target frequency clearly identifiable in the frequency domain [136].
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(a) SSVEP Signal at 10Hz.












(b) SSVEP Signal at 12Hz.
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(c) SSVEP Signal at 15Hz.
Figure 5.7: Comparing real and synthetic data from the generative models. Synthetic data clearly
displays the characteristic SSVEP frequency peaks at the same frequencies as those observed in
the real data.
To validate that our generative models are indeed producing viable SSVEP signals, we
visualise both the real and synthetic data via the Fast Fourier Transform (FFT) to decompose
the EEG signals into the frequency domain. Figure 5.7 displays the frequency plot of the new
synthetic data generated from our DC-GAN, WGAN and VAE compared against the empirical
data. As can be seen, all models accurately capture the characteristic SSVEP peaks at the target
frequency and associated harmonics [194], with the VAE producing signals with a comparatively
lower amplitude. This result is very encouraging as it strongly suggests generative models can
produce realistic SSVEP dry-EEG signals.
5.5.2 Mixed Real and Synthetic Data Classification
To evaluate the applicability of synthetic EEG signals being used to improve classification
results, we combine the synthetic (using 30 samples per class) and real data (30 samples per
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class) into a single training set from which the classifier (see Section 5.4.3 for details) is trained.
Table 5.1 displays the results, with values given per and across all subjects, where the baseline is
no synthetic data included in the training set. The other three method entries all have synthetic
data added generated from the corresponding approach. It is also interesting to note that no
single generative models data source performs the best for each subject individually, although
the best performance across each subject are all within the standard error of each other, but
there is no clear winner.
Method S01 S02 S03 Across Subjects
Baseline 0.91 ± 0.04 0.87 ± 0.10 0.84 ± 0.03 0.69 ± 0.03
DC-GAN 0.86 ± 0.01 0.80 ± 0.04 0.89 ± 0.03 0.72 ± 0.03
WGAN 0.93 ± 0.04 0.90 ± 0.04 0.87 ± 0.02 0.71 ± 0.04
VAE 0.92 ± 0.03 0.90 ± 0.03 0.79 ± 0.03 0.67 ± 0.02
Table 5.1: Classification test accuracy using generated and real-world data used to train the
classifier. The baseline result is the classification of only real data.
Having a single classification model perform well across subjects is known to be highly
challenging [56], yet possible [15]. Table 5.1 illustrates how the inclusion of synthetic data
within the training set can positively influence generalisation capabilities across subjects, which
is an important result and of significant value in real-world applications. It is also interesting
to note that although the synthetic data was generated from a different stimuli and sessions, its
inclusion is still capable of improving the classification accuracy.
5.5.3 Classification with Pre-Training
To further explore the usefulness of the synthetic data, we pre-train our classifier using only
synthetic data (with 500 samples generated per class) and then further fine-tune the model using
the real data as in Figure 5.8. The performance on the testing set is presented in Table 5.2,
where the baseline is no pre-training using synthetic data. The other three method entries all
have been pre-trained using synthetic data generated from the corresponding approach. Figure
5.9 highlights how the loss values for this task vary over training epochs. It can be seen that
models pre-trained using the synthetic data converge faster and to a lower overall loss value.
Both Table 5.2 and Figure 5.9 demonstrate the ability to use the synthetic data to pre-train

























Figure 5.8: Flowchart for Pre-training classification experiment.
the possibility of achieving higher classification accuracy using a smaller training set of real-
world data, which resolves one of the most important challenges associated with SSVEP signal
classification, unavailability of large datasets.
Additional experiments were also conducted using varying quantities of synthetic data during
pre-training. As seen in Figure 5.10, the models perform better on average when 500 synthetic
data samples are used in the pre-training stage. This is primarily due to the subject and session
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variant nature of dry-EEG signals, since the models can easily over-fit to the distribution of the
synthetic data in the presence of excessive pre-training. Furthermore, Figure 5.11 demonstrates
how the training time can rapidly increase when the size of the synthetic pre-training dataset
grows too large 4. Accordingly, the use of 500 synthetic data points empirically offers an optimal
trade-off between improved performance and tractable training time in this instance.
Method S01 S02 S03 Across Subjects
Baseline 0.91 ± 0.04 0.87 ± 0.10 0.84 ± 0.03 0.69 ± 0.03
DC-GAN 0.97 ± 0.03 0.93 ± 0.03 0.87 ± 0.01 0.70 ± 0.02
WGAN 0.93 ± 0.03 0.90 ± 0.04 0.87 ± 0.03 0.72 ± 0.03
VAE 0.93 ± 0.03 0.92 ± 0.06 0.87 ± 0.05 0.73 ± 0.03
Table 5.2: Accuracy for test classification using synthetic data for pre-training stage. The
baseline contains no pre-training.
5.5.4 Cross-Subject Generalisation
As mentioned in Chapter 5.1, SSVEP classification models often exhibit poor generalisation
performance across different subjects or experiential data collecting sessions [140, 226]. In
previous workin Chapter 3.5.4, we successfully classified an unseen subject with no additional
training required on that subject.
In this section, we also attempt to demonstrate how pre-training on synthetic data can
enhance the cross-subject generalisation capabilities of the model, i.e., the ability to classify
data captured from one subject using a model trained on data captured from another. We train
the generative models on S0X NAO Offline data (from the Nao Dataset), pre-train the classifier
using 500 samples of synthetic data output by said generative models, train the classifier on data
from a different subject (S0Y) and finally test on online data from S0X from the Nao Dataset
(Figure 5.12). As commonly seen within the literature [142, 56], one of the most important
challenges in EEG-based research is the properties of EEG signals that vary from one subject to
another as signal features can be specific to individual subjects.
Table 5.3 demonstrates how the baseline model performs poorly when trained using data
collected from S0Y but tested on data from S0X, pointing to the lack of model Generalisability
4 The training code has been written using Pytorch autograd package and performed on a Nvidia GeForce GTX
1060 GPU
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Figure 5.9: Convergence of the Cross-Entropy value plotted over training epochs for models with
and without pre-training on synthetic data.
when EEG signals are used. However, by pre-training the classifier on the generated data using
NAO offline data from S0X, we see a large improvement in classification accuracy - especially
when data generated by the VAE is used. This is a significant observation in the BCI research
domain leading to a conjecture that, with further improvement in the results, we can eliminate
the requirement for per-subject, per-session calibration for online applications.
5.6 Conclusion
In this chapter, we exploit recent advances made in neural-based generative models to explore
the potential benefits they can offer within the context of SSVEP classification models trained
on EEG signals. Since data acquisition within real-world scenarios suffers from a variety of
challenges, using synthetically generated EEG signals can prove highly beneficial in improving
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Figure 5.10: Test accuracy when varying the volume of synthetic data used for pre-training.
Doted line indicates 500 samples.
Method S01 S02 S03 Mean
Baseline 0.35 0.54 0.42 0.45 ± 0.08
DC-GAN 0.42 0.71 0.57 0.57 ± 0.12
WGAN 0.40 0.60 0.50 0.56 ± 0.13
VAE 0.70 0.90 0.85 0.82 ± 0.08
Table 5.3: Classification test accuracy for cross-subject Generalisation (see Figure 5.12) via
pre-training using synthetic data. The baseline does not include a pre-training stage.
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Figure 5.11: Pre-training time
the accuracy, convergence rate and generalisation capabilities of any model trained to classify
EEG signals. In comparison to the prior work [253, 191], we generate EEG signals directly
in signal space via end-to-end training instead of first transforming the signals into different
domains for SSVEP classification. We generate synthetic EEG signals using three state-of-the-
art generative models - a Generative Adversarial Network, a Wasserstein Generative Adversarial
Network and a Variational Auto-Encoder. Extensive evaluations demonstrate the efficacy of the
synthetic data generated by said models across multiple experimental setups, with the inclusion
of the generated data always improving the results.
Although this work provides solutions in generating realistic synthetic EEG signals, the results
presented in this chapter are based on a dataset comprised of signals taken from just three
subjects. The synthetic signals generated from various generative models are realistic however,
it is still impossible for the SSVEP classifier to generalise the use of only synthetic signals across
real EEG signals. Here, in addition to mixing the real and synthetic data where the number of
data used is equal, we take the pre-training approach where we pre-train on the larger amount of
synthetic data before further fine-tuning the network on the real-data. As we highlight in Section
1.1 and Section 2.4, SSVEP classification models often exhibit poor generalisation performance






















X = {1 ,2, 3}
Y = {2, 3, 1}
Figure 5.12: Flowchart for Training on data from different subjects.
that without synthetic signals trained on Subject X being included, the SSVEP classification
network struggles to classify Subject X when the network has just been trained on Subject Y.
Although we manage to boost the performance of the SSVEP classification, we still have not
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managed to completely solve the unseen subject problem.
Future work will investigate the influence of having a single model to generate signals from
different frequency classes. This could address the limited data problem by essentially exposing
the generative model to three times the amount of data, thus providing a bigger dataset (Section
4.4.4). Furthermore, we also plan to study the ability of the generative model to eliminate
subject information whilst generating a number of realistic synthetic EEG signals. Finally, a
larger dataset should be used in order to create further justification that it is possible for a GAN
to generate realistic synthetic EEG signals that can be used in downstream BCI applications.
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Chapter 6
Synthetic EEG Signals via
Subject Invariant GAN
Moving forward with remarkable strides have been made by the capabilities of modern neural-
based generative models, in this chapter, we propose a novel means of generating highly-realistic
synthetic EEG data invariant to any subject, session or other environmental conditions. Focusing
on a Steady State Visual Evoked Potential (SSVEP) classification system, we propose a novel
means of generating highly-realistic synthetic EEG data invariant to any subject, session or
other environmental conditions. Our approach, entitled the Subject Invariant SSVEP Generative
Adversarial Network (SIS-GAN), produces synthetic EEG data from multiple SSVEP classes
using a single network. Additionally, by taking advantage of a fixed-weight pre-trained subject
classification network, we ensure that our generative model remains agnostic to subject-specific
features and thus produces subject-invariant data that can be applied to new previously unseen
subjects. Our extensive experimental evaluation demonstrates the efficacy of our synthetic data,
leading to superior performance, with improvements of up to 16% in zero-calibration classification
tasks when trained using our subject-invariant synthetic EEG signals.
The work presented in this chapter has been published in the following peer-reviewed public-
ation:
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Nik Khadijah Nik Aznan, Amir Atapour-Abarghouei, Stephen Bonner, Jason D Connolly,
and Toby P Breckon. Leveraging Synthetic Subject Invariant EEG Signals for Zero Calib-
ration BCI. In International Conference on Pattern Recognition. IEEE, 2020
6.1 Introduction
In this chapter, we predominantly focus on the SSVEP paradigm as the visual stimuli, which
evokes a neurophysiological response in a human viewing a frequency-based visual stimulus
[194], making it a prime candidate for use in teleoperation tasks. However, the resulting EEG
signals are highly subject and session dependent, so much so that the signals contain patterns
unique to specific subjects and have even been used as a biometric [67, 11, 248]. This leads to
severe calibration requirements for any EEG-based BCI application. Calibration is needed at
the beginning of any task to account for specific subject and session conditions [112, 142] as
illustrated in Figure 6.1.
Many EEG-based applications, for example teleoperation, could be used as assistive techno-
logies if not for their subject and session dependency [142], that restricts real-world practical
applications. This extreme subject dependence is demonstrated in Figure 6.2, where a confusion
matrix is seen for subject-biometric classification. A simple convolutional neural network easily
manages to classify SSVEP-based EEG signals from nine subjects, indicating the existence of
a distinctive subject bias, where each subject signal contains easily-distinguishable biometric
features. In this paper, we investigate the possibility of leveraging recent advances in deep
machine learning to generate synthetic EEG signals which are subject invariant and hence can
be used to enable the training of generic EEG signal decoders for previously unseen subjects.
Recently, neural-based generative models, such as Generative Adversarial Networks (GAN) [82],
have been shown to be capable of capturing the key elements of a given dataset by learning a
hidden structure from its underlying distribution to generate new data samples within the same
distribution. Previous work in Chapter 5 has even demonstrated significant improvements in
performance if synthetic EEG signals generated by a GAN are used for pre-training an SSVEP
classification network.
However, as EEG signals are highly subject-specific, the issue of subject bias has to be taken















with a different frequency
Figure 6.1: Teleoperation task with the required calibration stage identified in the red dotted
block.
learning, in general, is fraught with data-specific issues as models often have a tendency to overfit
to unapparent or unobservable nuances of a given dataset in order to maximise task performance.




































1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.92 0.0 0.08 0.0 0.0 0.0 0.0 0.0
0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.86 0.0 0.14 0.0 0.0
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
Figure 6.2: Confusion matrix for subject classification accuracy (Maximal result being accuracy
= 1.0 on the diagonal).
direction resulting in bias and inferior performance on previously unseen data.
In this chapter, we exploit the capabilities of a Subject Invariant SSVEP Generative Ad-
versarial Network (SIS-GAN) to produce not only realistic synthetic EEG signals but also
to eliminate subject-specific features in order to boost performance on subsequent tasks. To
demonstrate this, we choose to show results on an SSVEP-based teleoperation task, although
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potential applications are not limited just to this. In this cross-task setting, the data utilised to
train our generative model are from different subjects and different capture sessions that remain
unseen for the downstream SSVEP classifier. The generated signals are used to classify unseen
subjects from the online EEG signals from Chapter 4 where three subjects navigate a humanoid
robot using variable position and size SSVEP stimuli. Our experimental results (Section 6.5)
demonstrate the efficacy of our SIS-GAN approach.
In summary, the major contributions of this paper are:
• Zero Calibration - Our novel model architecture results in synthetically-generated subject-
invariant EEG signals suitable for real-time BCI applications with near zero calibration.
• Cross-Task Results - Downstream models trained on data generated by our SIS-GAN
approach are shown to perform well when classifying Online signals having only seen Offline
signals during training.
• Realistic Synthetic Data - We use our deep learning based generative model to create highly
realistic synthetic EEG signals shown to offer superior performance for downstream signal
decoding tasks.
• SSVEP Classification for Unseen Subjects - Our use of enforced subject invariance, via
our SIS-GAN architecture, results in models capable of accurate SSVEP classification for
unseen subjects with improvements of up to 16% against contemporary state-of-the-art
approaches.
To validate our claims and to aid reproducibility, we release our implementation of the pro-
posed GAN models here - https://github.com/nikk-nikaznan/Subject-Invariant-SSVEP-GAN
6.2 Related Work
Calibration issues have long plagued BCI applications, as calibration is required at the
beginning of every session [112], even for the same subjects doing the same tasks, leading to
subject fatigue, data variability and hence adverse effect upon signal quality. This is not only
time-consuming and tedious but can also cause subject fatigue which then affects the quality
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of the data. The authors in [112] introduce the zero training method where common spatial
patterns are used to learn features by transferring knowledge from previous sessions. While the
approach can lead to a reduction in task time without jeopardising accuracy, it is subject-specific
as the objective is not to eliminate calibration for new unseen subject.
In [125], the authors propose a multi-source transfer learning method to classify a new subject
by learning Style Transfer Mapping (STM) between new and existing subjects. They use the prior
knowledge from existing subjects by calculating the minimum difference between the existing and
new subjects. They require a few calibration sessions for each new subject and need to learn the
ensemble weight by classifying data from the calibration sessions using each individual classifier.
This ensemble weight is used to integrate all the individual classifiers transformed by STM to
function in the presence of new unseen subjects.
Our previous work as in Chapter 3 demonstrates the capabilities of a classification model
generalising to entirely new unseen subjects using a convolutional neural network (CNN) trained
on three subjects to perform a simple SSVEP-based task without any additional training needed
for a new subject. However, reductions in the classification accuracy could be noticed due to the
lack of features unique to the unseen new subject.
In this chapter, we propose a novel data generation framework taking advantage of generative
models to produce subject-invariant synthetic EEG data that could significantly enhance any
downstream training procedure. The use of generative models such as Generative Adversarial
Networks (GAN) within the realm of BCI, however, is not entirely unknown. For instance, in
Chapter 5, we previously investigated the possibility of generating new synthetic EEG data con-
taining SSVEP information using a selection of customised unsupervised neural-based generative
models trained on a limited quantity of EEG data from different subjects.
Similarly, in [89], the authors utilise a Wasserstein GAN [9] trained on single-channel EEG-
based motor imagery data with four evaluation metrics: inception score, Frechet inception,
Euclidean and sliced Wasserstein distance. The work in [53] also uses a Wasserstein GAN but to
generate high-resolution EEG-based motor imagery data by interpolating one channel to another
using low-resolution data.
By using synthetic data generated from Recurrent GAN (RGAN), in [1] the authors augment
the dataset of motor imagery dataset with synthetic data of different augmentation sizes. Even
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though the classification accuracy using RGAN augmentation data outperform Variational Auto-
Encoder and Auto-Encoder, this work still not improving the classification accuracy of using just
real data.
The work in [98] proposes an EEG-based zero-shot learning GAN to classify ten unseen EEG
labels. A GRU-based encoder is first used to extract the real EEG features, and a conditioned
Wasserstein GAN is subsequently employed to generate fake EEG features using word2vec [158]
as a semantic embedding input. During the training process, word embedding features of unseen
class labels are used to generate fake EEG features.
Within the wider scope of machine learning, there has recently been advances towards remov-
ing undesirable bias towards specific data features, which is of significant relevance to our work.
For instance, in [104], a new training procedure is proposed wherein the network is trained with
biased data but is incentivised not to learn some specified target bias and is therefore able to
perform well on unbiased test data. They formulate a regularisation loss to minimise the mutual
information between the features and the bias.
The work of [244] proposes a Fairness-aware Generative Adversarial Network (FairGAN)
where the network generates data without having any information about certain ‘protected
attributes’. The approach has a generator conditioned on the protected attributes and two
discriminators to identify whether the data is real or fake and to ensure that the generated fake
samples do not contain any of the undesirable features.
These recent works [104, 244] on identifying the key features show potential for achieving
subject invariant EEG signals. Perhaps by learning the bias features related to subject and
training the generator to produce signals without the said features, we may be able to leverage
it in the subject variant misclassification problem.
Inspired by these advances in unbiased training frameworks, in this chapter, we investigate
the possibility of generating synthetic EEG signals using SIS-GAN subsequently used to classify
unseen subjects in a downstream EEG-based teleoperation task. While earlier work [112, 125, 98]
discuss the difficulties often faced with the calibration stage, no other work, to date, has managed
to classify completely unseen subjects without re-training, fine-tuning and having a large dataset.
In this vein, we also propose a novel adversarial generative model (Section 6.3.3) capable of
producing highly valuable subject-invariant EEG data that could be used to augment the training
data needed for EEG-based models, leading to a significant boost in performance.
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6.3 Proposed Approach
In this section, we outline our proposed Subject Invariant SSVEP Generative Adversarial
Network (SIS-GAN) approach to generating subject invariant EEG signals containing SSVEP
information. The SIS-GAN model architecture is presented in Figure 6.5 and is comprised of four
primary components: a Generator network and its corresponding Discriminator (Section 6.3.1),
an Auxiliary classification network (Section 6.3.2) and a pre-trained Subject-biometric classifier
(Section 6.3.3), enabling the generation of subject invariant signal samples.
6.3.1 Generator and Discriminator Networks
The backbone of our approach for EEG signal generation is inspired by prior work on
producing synthetic images [192]. In this Generative Adversarial Network (GAN) setup, the
generator, G, receives as its input random noise vectors, z, sampled from a Gaussian distribution
(as in Figure 6.3).
This generator produces fake data samples (x̃ = G(z)) at every iteration, which along with
real data samples, x, are used as the input to a discriminator D. As the discriminator is
trained to classify the data samples as either fake or real, the resulting gradients are successively
used to train the generator, leading to higher quality fake samples to the point where they
become indistinguishable from the real ones. The training objective consequently relies on the










where Pr is the real data distribution, Pg the model distribution defined by x̃ = G(z), z ∼ p(z),
and z the random noise vector used as the input to the generator.
It is important to note that a vanilla GAN would only be capable of capturing the underlying
distribution of and thus generating one particular class of data at a time. Due to this limitation,
in the following section, we detail the introduction of a Auxiliary classification component to








Figure 6.3: The Deep Convolutional Generative Adversarial Network (DC-GAN) architecture,
where the Generator (G) is trained to fool the Discriminator (D).
6.3.2 Auxiliary Classifier Network
An interesting alternative to training separate models that would generate data on a class
by class basis is to have one model capable of producing data from all classes as required. In
an auxiliary Classifier GAN (AC-GAN), [176], the input to the generator is not only a random
noise vector but also a class label for the generated output (Figure 6.4).
The generator is consequently trained to produce fake data samples from a model distribution
similar to the real data distribution for each specific class label. The discriminator will essentially










Figure 6.4: The Auxiliary Classifier Generative Adversarial Network (AC-GAN) architecture,
where the Generator (G) is trained to produce data which can fool the Discriminator (D) and
to produce data which can be classified as belonging to a certain class by the Auxiliary network
(Aux).
the generated data sample belongs to. Not unlike [192], the discriminator and the generator
networks in an AC-GAN approach are trained to maximise each corresponding objective function
but with two associated loss components: loss of the source (real or fake) and loss of the class
label. As such, the use of an AC-GAN enables us to train a single model capable of generating
EEG signals for all subjects and all three SSVEP classes.
As the auxiliary component is fundamentally a classification task, Cross-entropy is used as
the loss function. Cross-entropy functions by measuring the probability between the predicted
class (x) value to the actual value (y):
LA = −Σ(x log y). (6.2)
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6.3.3 Creating Subject Invariant EEG Signals
Inspired by recent work on bias removal [244, 104], we propose a novel synthetic EEG signal
generation pipeline capable of producing subject-invariant signals that are unbiased representat-
ive samples for any unseen subject. Knowing the target bias, [104] proposes a network targeting
specific features to penalise the model when said features become prominent in the model
distribution. For instance, a network can easily be biased towards using colour information
as a cue while colour has indeed no relevance to the actual task, such as handwritten digit
classification. Therefore, by specifically targeting RGB information, the bias can be eliminated,
leading to a more robust representation learning. However, in our dataset, there is no specific
feature that can be identified as the culprit when it comes to introducing subject bias. EEG
data is known to be complex, with every subject and session being uniquely identifiable - a
phenomenon still not fully understood [112, 125].
Consequently, we design our training process in such a manner that the network is rewarded
when it learns features that are common across all subjects and is penalised when subject-specific
features can lead to subject-biometric classification. To achieve this, we introduce a pre-trained
frozen subject-biometric classification network (shown in the upper-right of Figure 6.5), charged
with classifying which subject the generated EEG signal biometrically belongs to. It is important
to reiterate that this classification network is frozen and the gradients from its loss function are
only used to train the generator and not the network itself. Since a correct classification would
be undesirable, the gradients from this pre-trained frozen network can be used to penalise the
generator, thus pushing it towards generating more generic subject-invariant outputs. More




where S is the pre-trained frozen subject-biometric classification network, x denotes the generated
data and ŷ is the predicted probability values for all subjects. Essentially, this component
minimises the maximum predicted subject probability which, over multiple training steps, will
produce synthetic EEG signals which cannot be correctly classified by the subject network – thus
making the data subject invariant.
Figure 6.5 illustrates the overall SIS-GAN architecture and shows how the various components
of our approach are connected. The model is able to generate samples for all classes using a single
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generator, but is similarly capable of producing subject-invariant EEG signals via the penalty
introduced from the subject-biometric classification network. The overall training objective of
our model is as follows:
L = LD + λaLA + λsLS , (6.4)
where λa and λs are used to weight the importance of the auxiliary classification and subject
identification components in the overall loss score.
6.3.4 Implementation Details
For the sake of consistency, all the discriminator and classification networks in Sections
6.3.1, 6.3.2 and 6.3.3 follow a similar architecture with four layers containing modules of 1D
Convolution, BatchNorm, PReLU and DropOut (p = 0.5) followed by a linear layer projecting
the resulting features to the number of desired classes. The discriminator in AC-GAN (Section
6.3.2) includes two heads, one for discriminating between real and fake samples and one for
auxiliary classification. No max-pooling is used as our experiments show strided convolutions
yield better performance.
The architecture of the generator in all models contains five layers of fractionally-strided
convolutions with BatchNorm and PReLU. Our experiments with residual connections [91] led
to no significant improvements in the results. All implementation is done in PyTorch [181], with
Adam [107] providing the optimisation (β1 = 0.5, β2 = 0.999, α = 0.0001). In SIS-GAN (Section
6.3.3), the subject loss in Equation 6.3 is empirically weighted down (by a factor of 0.3 for λs)
for a more stable training process and improved results.
6.4 Experimental Setup
6.4.1 Datasets
For our experiments, we make use of two sets of Dry-EEG data from none-overlapping
subjects, collected under two different conditions: Offline and Online. Both datasets are recorded
using Quick-20 dry EEG headset from Cognionics Inc. with 20 dry-EEG sensors. We collect
data over the parietal and occipital cortex (P7, P3, Pz, P4, P8, O1 and O2) [133], frontal center














Discriminator Network and Auxiliary Classifier
Pre-trained Subject 
Classification Network
Figure 6.5: Our Subject Invariant SSVEP Generative Adversarial Network. The Generator (G)
produces data with subject-specific information removed (Sub) that can fool the Discriminator
(D) and is classified as a certain frequency (Aux).
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Offline Real Dry-EEG Dataset Data is collected from nine inexperienced subjects (Näıve
BCI users) aged 25 to 40 years old from an offline SSVEP experiment (S01 to S09). Cortical
signals from the subjects are streamed and recorded using the dry-EEG headset whilst their gaze
is fixated on variable SSVEP stimuli as in Chapter 4. The stimuli is created using detected objects
in a video sequence. Black and white boxes are rendered over object blocks, thus simulating
a flickering effect with display frequency modulations of 10, 12 and 15 Hz to create SSVEP
frequencies. Alternately, the interface displays navigational arrows with the same frequency
modulations. The objects in the video sequence are captured using the camera onboard our
humanoid robot, NAO [84]. We collect 60 samples for each of the three classes per subject.
Online Teleoperation Task Dry-EEG Data The data is from Chapter 4, where they are
collected using our experimental setup for real-time robotic teleoperation based on three subjects
(T01, T02, T03) . No subject from the Offline dataset is used and all subjects are experienced
participants. Subjects are seated in front of a computer screen to navigate a humanoid robot
by fixating on real-time on-screen stimuli. The robot faces a scene containing objects which
are detected and flickered with different unique frequencies. The decoded SSVEP signals are
then used to navigate the humanoid robot towards the subject-selected objects within the
calculated robot motion trajectory. The stimuli interface displayed to the subject alternates
between flickering objects and the navigational arrows to allow the robot to be navigated when
there are no new objects detected within the scene. To enable the use of this data, the raw
EEG signals and the ground truth information are all saved from the real-time experiment. The
data contains 30 unique samples per subject. We use this dataset in the cross-task validation
experiment (Section 6.5.4), where the objective is to learn a model from the Offline data such
that it can correctly classify the data in the Online dataset. From the real-time task presented in
Chapter 4.5.2, all subjects demonstrate strong statistical real-time performance based on offline
training, with the mean accuracy of 90, 87 and 80% respectively.
6.4.2 Evaluation Methodology
The main purpose of this work is to investigate the capability of a generative model to
produce realistic synthetic signals that can potentially be used in real-time SSVEP classification
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Figure 6.6: Evaluation method for SSVEP classification for single subject, where the training
and testing data are from the same subject. Dotted lines indicate SSVEP classification.
The first set of experiments (Section 6.5.1) focus on SSVEP classification for a single subject.
Using the Offline dataset, we test the SSVEP classification performance for each subject when
the network is trained and tested on the same subject. Results are compared against models
trained using realistic synthetic data generated by a Deep Convolutional GAN (DC-GAN) and
an AC-GAN. The generative model is evaluated via the augmented dataset containing both real
and synthetic data used to classify the testing dataset. Figure 6.6 outlines the experimental
procedure. We utilise 20% of the data from Section 6.4.1 for testing. The training dataset is
used for training the generative and the SSVEP classification models.
There are two main experiments within this setup: firstly a baseline to see how accurately
each subject performs the task and secondly to measure any improvements in performance by
augmenting the training dataset with synthetic EEG signals. This is important as most of the
time, näıve BCI users do not perform as well as experienced users in a variety of BCI tasks and
hence some inter-subject variation is to be expected [196].
It is commonly known for EEG signals to have unique patterns containing specific subject
information that leads to difficulty in unseen subject classification [248]. The rest of our exper-
iments focus on the ability of the generated synthetic data to improve the generalisation of the
classification model given that there is no prior training on a particular subject. To rigorously
evaluate our approach, experiments are carried out using three training datasets:
134
• Real Training Data - where the resultant model is trained solely on the real data from the
Offline dataset with no synthetic component.
• Augmented Training Data - where model training is performed using real data from the
Offline dataset mixed with synthetic data from the generative models at a ratio of 50:50.
• Synthetic Training Data - where model training is performed using only synthetic data
from the generative models, with the same number of total samples as the Augmented
Data.
The second set of experiments (SSVEP Classification for Unseen Subject : Leave-One-Out –
Section 6.5.3) likewise focuses on the same Offline dataset {D}. However, instead of training and
testing on data captured from one subject, we perform tests on data from one unseen subject
{S0x} after training the model on data from all other subjects {D - S0x}. Figure 6.7 shows
the experimental procedure, where we are taking the leave-one-out validation approach (i.e. the
leave-one-out is {S0x} (test data) and data from all remaining subjects are used as the training
data {D - S0x}).
Typically in prior works [142], real-time SSVEP classification results are obtained by calib-
rating the SSVEP classifier model to the subject during the preliminary task. In our last set of
experiments (SSVEP Classification for Unseen Subject : Cross-Task – Section 6.5.4), which are
the primary focus of this work, we explore whether this calibration stage can be removed, thus
requiring no model retraining before a subject participates in the session. To achieve this, we
evaluate the performance of a model on unseen subjects (online task) when the model is pre-
trained on data from a completely different task (offline task). Normally, to do this, we would
ideally want as large a volume of data from different subjects as possible. However, this is far
from ideal as data collection is both time-consuming and expensive [1], further emphasising the
importance of our approach. In our approach, we generate realistic data from a modest dataset
containing data from nine subjects (detailed in Section 6.4.1). Different training dataset are used
to train a SSVEP classifier model, which is able to accurately classify data from the three unseen
subjects from the Online dataset (detailed in Section 6.4.1). The procedure of this evaluation is
shown in Figure 6.8, where the SSVEP classifier model is trained using the Offline dataset and
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(b) Evaluation method for SIS-GAN.
Figure 6.7: Evaluation method for SSVEP classification for leave-one-out unseen subject where
the test data is from an unseen subject S0x with no prior training. Frozen subject-biometric
classifier is used to train SIS-GAN. Dotted lines indicate SSVEP classification.
6.5 Experimental Results
The experimental results are presented here, with every result being the mean and standard
deviation of ten different runs for each experiment, with a unique random seed used for every
run. All experiments are performed using the same number of data points, with the augmented
training dataset consisting of a mix of synthetic and real data at a ratio of 50:50. Final test
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(b) Evaluation method for SIS-GAN.
Figure 6.8: Evaluation method for SSVEP classification for cross-task unseen subject where the
test data is from the online dataset with no prior training. Frozen subject-biometric classifier is
used to train SIS-GAN. Dotted lines indicate SSVEP classification.
6.5.1 SSVEP Classification for a Single Subject
We have shown in our previous work in Chapter 5 that it is possible to generate realistic syn-
thetic EEG signals containing SSVEP frequency features. The primary constraint in generating
such synthetic EEG signals is the limited quantity of the real data available for training a model
capable of generating synthetic data in the first place, as large datasets are required to train
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accurate generative models. Since collecting EEG signals is time-consuming and expensive, we
explore incorporating an auxiliary classifier into our approach for generating synthetic data as
the auxiliary classification component essentially exposes the model to three times the amount
of data provided to a vanilla approach such as DC-GAN.
No augmentation With augmentation
Subject Real Data DC-GAN AC-GAN
S01 0.727 ± 0.069 0.582 ± 0.089 0.762 ± 0.036
S02 0.843 ± 0.059 0.750 ± 0.089 0.868 ± 0.020
S03 0.812 ± 0.048 0.732 ± 0.058 0.780 ± 0.027
S04 0.783 ± 0.073 0.533 ± 0.087 0.795 ± 0.027
S05 0.807 ± 0.049 0.742 ± 0.076 0.828 ± 0.023
S06 0.948 ± 0.024 0.860 ± 0.080 0.953 ± 0.016
S07 0.962 ± 0.037 0.982 ± 0.029 0.995 ± 0.008
S08 0.738 ± 0.086 0.500 ± 0.113 0.708 ± 0.033
S09 0.863 ± 0.058 0.860 ± 0.032 0.880 ± 0.025
Mean 0.831 ± 0.098 0.727 ± 0.172 0.841 ± 0.091
Table 6.1: Mean accuracy with standard deviation when classifying SSVEP for unseen subject
on offline dataset.
For this experiment, we attempt to classify SSVEP signals using data from a single subject
– this means that a new model is trained for each of the nine subjects. The results from this
experiment are presented in Table 6.1 and show that we are able to use synthetic data without
losing much SSVEP classification performance. Additionally, the results show that there is
a possibility that by augmenting synthetic data with real data, the classification result can
actually be improved to some degree (from 83.1% for training on real data alone to 84.1% with
data augmented by AC-GAN generated data). This can be seen as validation that realistic
synthetic SSVEP data can indeed be generated. Based on the results presented here, and for the
sake of brevity, for the remaining experiments we compare our results with AC-GAN as it has
demonstrated the best performance on this task.
6.5.2 Subject-biometric Classification
In order to visualise the underlying problem in generalisation across subjects, we capture the
embedding of the signals on the last layer of the SCU when training on nine subjects dataset to
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visualise the data points using T-distributed Stochastic Neighbor Embedding (t-SNE). Figure
6.9a shows the data points distribution with SSVEP frequencies as the ground truth label. The
cluster of data points have mixed colour indicating the difficulty of the network to classify the
signals of mixing subjects according to the frequency labels.
Furthermore, when the same data points are coloured according to the subject label (refer
Figure 6.9b), the clusters of the same colour are much close together. This indicates the strong
subject features contained in the signals even when the network is only provided with the
frequency information - the distance of points from the same subjects are much closer than
the distance of points from the same frequency.
To further evaluate our hypothesis that SSVEP-based EEG signals can be classified in
accordance with the subject-biometric, we train a convolutional model (similar to Chapter 3),
where the subject is used as the training label, rather than the SSVEP frequency. The subject
signals are gathered within the same session. A confusion matrix detailing the performance of the
model on each of the nine subjects from the Offline dataset is seen in Figure 6.2. In addition, after
using 10-fold cross validation, the model is able to produce a final mean test accuracy score over
the nine subjects of 0.980±0.050 when using the signals from the same session. This demonstrates
that EEG signals contain within them enough unique information which is accurately able to
identify the subject from which the data was recorded. This result also corroborates with other
research showing subject information to have a large detrimental impact on model performance
when performing other tasks [125, 98]. This is what primarily motivates the remainder of this
work, as we try to eliminate these harmful subject-specific features when performing SSVEP
classification.
6.5.3 SSVEP Classification for Unseen Subject : Leave-One-Out
The pattern of electrical voltage produced by the brain often differs from one subject to the
next, resulting in difficulty for a model to correctly classify SSVEP signals from a subject whose
signals is absent from a priori model training. To overcome such difficulty, we train a generative
model to eliminate subject-specific features, potentially to be used on the unseen subject problem.
Our proposed SIS-GAN (Section 6.3.3) introduces the subject invariant loss component based
on the pre-trained frozen subject-biometric weight. Taking the probability values based on
subject prediction on the synthetic data generated, this loss component minimises the maximum
139
10 Hz 12 Hz 15 Hz
(a) The distribution of data points embedding coloured by frequency.
Subject 08
(b) The distribution of data points embedding coloured by subject.




Unseen Real data ACGAN SIS-GAN ACGAN SIS-GAN
S01 0.576 ± 0.055 0.534 ± 0.042 0.550 ± 0.028 0.617 ± 0.023 0.665 ± 0.017
S02 0.705 ± 0.009 0.711 ± 0.023 0.709 ± 0.032 0.619 ± 0.053 0.714 ± 0.009
S03 0.687 ± 0.016 0.688 ± 0.032 0.732 ± 0.021 0.604 ± 0.025 0.717 ± 0.006
S04 0.656 ± 0.010 0.581 ± 0.023 0.600 ± 0.028 0.627 ± 0.162 0.667 ± 0.012
S05 0.682 ± 0.027 0.694 ± 0.024 0.711 ± 0.026 0.380 ± 0.029 0.768 ± 0.080
S06 0.757 ± 0.045 0.710 ± 0.068 0.727 ± 0.032 0.627 ± 0.162 0.815 ± 0.029
S07 0.905 ± 0.005 0.940 ± 0.009 0.943 ± 0.014 0.588 ± 0.155 0.911 ± 0.025
S08 0.447 ± 0.046 0.426 ± 0.038 0.378 ± 0.046 0.343 ± 0.030 0.485 ± 0.018
S09 0.778 ± 0.012 0.807 ± 0.018 0.814 ± 0.023 0.710 ± 0.048 0.780 ± 0.009
Mean 0.688 ± 0.125 0.677 ± 0.146 0.685 ± 0.155 0.543 ± 0.150 0.725 ± 0.113
Table 6.2: Mean accuracy with standard deviation when classifying SSVEP for unseen subject
on offline dataset.
probability forcing the generator to produce the synthetic EEG signals that are unable to classify
subject with any reasonable accuracy.
For this experiment, we train both AC-GAN and SIS-GAN and evaluate the performance
following the procedure outlined in Figure 6.7 in Section 6.4.2.
The results in Table 6.1 present how training on real data can be effective when the training
and test data are from the same subject, with mean accuracy of 83.1% (Table 6.1 – Real Data),
but when the settings of the experiment change to testing on previously unseen test subject,
using real data alone for training is not effective, as the mean accuracy is reduced to 68.8%
(Table 6.2 – Real Data). However, the results indicate how SIS-GAN can be a powerful tool to
enhance unseen subject classification by generating subject-invariant synthetic data which can
be used for training. As seen in Table 6.2, when the model is trained only on synthetic EEG
signals generated by our SIS-GAN model and tested on real data, an accuracy level of up to
accuracy 72.5% can be achieved, which is significantly higher than what a model trained on the
same number of real data points can achieve (68.8%).
141
6.5.4 SSVEP Classification for Unseen Subject : Cross-Task
We demonstrate that our proposed generative model is able to produce realistic EEG signals
containing SSVEP frequency information. To achieve this, we analyse a subset of the generated
data, taken from a model trained on the Offline dataset, using a Fast-Fourier Transform (FFT).
The FFT plots for the three SSVEP frequencies taken from SIS-GAN and AC-GAN, as well
as the real data, are presented in Figure 6.10. The figure shows that when compared to the
FFT taken from the real EEG signals, the generative models are capable of producing data
which display the characteristic peak at the desired SSVEP frequency. It is interesting to note
that although containing the correct peak, the data generated by AC-GAN often has a higher
amplitude when compared to the real data.
To illustrate the potential of our generative models, we perform cross-task classification as
in Section 6.4.2. Cross-task classification requires a model trained solely on a dataset focusing
on one task to generalise well to another dataset focusing on another task. In our experimental
setup, we evaluate the performance of a model trained on the Offline dataset when tested using
the Online dataset. This is a common real-world problem as often BCI systems are trained
beforehand on existing data and expected to perform on different subjects in real time on a
range of tasks including teleoperation [16].
Augmentation Synthetic
Subject Real data ACGAN SIS-GAN ACGAN SIS-GAN
T01 0.736 ± 0.066 0.742 ± 0.071 0.756 ± 0.103 0.695 ± 0.100 0.845 ± 0.019
T02 0.508 ± 0.072 0.542 ± 0.062 0.592 ± 0.052 0.488 ± 0.083 0.675 ± 0.016
T03 0.240 ± 0.039 0.277 ± 0.067 0.303 ± 0.057 0.310 ± 0.060 0.453 ± 0.017
Mean 0.495 ± 0.211 0.520 ± 0.202 0.550 ± 0.201 0.498 ± 0.177 0.660 ± 0.161
Table 6.3: Mean accuracy with standard deviation for cross-task when classifying SSVEP on
online subject dataset.
The experimental results are presented in Table 6.3. One of the most striking observations
that can be made from the results is that almost all of the approaches improve upon just using the
real data alone – bringing some evidence that using our synthetically generated data can improve
cross-task performance. Perhaps the most interesting result is that training a classification model
only with data generated using SIS-GAN can lead to the model outperforming a model trained
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(a) SSVEP Signal at 10Hz.















(b) SSVEP Signal at 12Hz.
143















(c) SSVEP Signal at 15Hz.
Figure 6.10: Comparing Fast-Fourier Transforms (FFT) of real and synthetic data from all the
generative models. The Synthetic data clearly displays the characteristic SSVEP frequency peaks
and associated harmonics.
on the same number of real data points by over 16%. It is also of interest to observe that using
the synthetic training data alone, SIS-GAN significantly outperforms AC-GAN, highlighting the
importance and potential benefits associated with removing subject-specific features from EEG
signals.
To further explore our approach, we investigate the properties of the subject-invariant syn-
thetic data generated by SIS-GAN by visualising the softmax probability assigned to the gener-
ated data by the pre-trained subject-biometric classification network. Here, we hope to observe
that the pre-trained network is unable to find any features in the generated data that can be
used to classify the subject. The results from this experiment are displayed in Figure 6.11,
where data generated by both the AC-GAN and SIS-GAN approaches are passed through the
pre-trained subject network and the resulting softmax probability values are recorded. The
figure shows that data generated by AC-GAN is often classified as belonging to either subject
S03 or S04, meaning that strong subject-specific features are clearly still present in the data.
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Figure 6.11: Softmax probability values taken from the pre-trained subject-biometric classific-
ation network for the generated data. A low consistent value distributed across all subject is
best as it indicates the subject-biometric classification network is unable to find discriminative
features.
However, the data generated by SIS-GAN has been assigned a low probability distributed across
all nine subjects, indicating that the subject-biometric classification network is unable to find
discriminative subject features in the data. This result further indicates that SIS-GAN produces
subject invariant signals still containing the desired SSVEP frequency.
Additionally, the embedding of the subject invariant signals are captured using the same
way as in Section 6.5.2 to visualise if the data points of this synthetic dataset are clustered
according to the frequency classes. Figure 6.12 shows the data points are clustered according to
the frequency.
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10 Hz 12 Hz 15 Hz
Figure 6.12: The distribution of data points embedding of subject invariant signals coloured by
frequency.
6.6 Conclusion
Training learning-based BCI systems capable of generalising across subjects is currently an
open research problem. In practice, many online BCI tasks require calibration to be performed for
each new subject before an accurate prediction can be made. In this chapter, we have explored the
possibility of generating new synthetic SSVEP-based dry-EEG data, via neural-based generative
models, to help aid with this problem and move towards the removal of the calibration stage
altogether. We have explored a novel approach, SIS-GAN to create subject-invariant data by
attempting to remove subject-specific features, whilst preserving the SSVEP frequencies we are
interested in. Earlier work discuss the difficulties often faced with the calibration stage and
managed to tackle the session calibration within the same subject [112] and new class label [98],
no other work, to date, has managed to classify completely unseen subjects without re-training,
fine-tuning [125] and having a large dataset [98]. However, our experimental results demonstrate
the efficacy of the synthetically-generated data in improving the performance of a downstream
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SSVEP frequency classification model. In fact, by training only on synthetic data, we are able
to improve the unseen subject generalisation when performing zero-calibration classification by
up to 16% for cross-task classification.
Whilst this work proves the potential of a subject invariant generative model to tackle
the usually required calibration stage, there is a lack of evaluation performed on a real-time
BCI application to further show the potential of removing the calibration stage completely.
Apart from that, neural-based models are known for having a large computational requirement.
Although our proposed subject invariant GAN improves classification performance, it requires
two additional networks (auxiliary and subjection classification modules) on top of the normal
GAN architecture – thus increasing the computational requirement.
For future work, incorporating this zero-calibration BCI application into a real-time teleop-
eration system can provide excellent testing opportunities. Additionally, the subject invariance
within the synthetic data can be further enhanced via a more targeted objective function utilising





Despite the continuously growing enthusiasm in the research of Brain-Computer Interface, es-
pecially in the field of Electroencephalography-based applications, there is a distinct lack of
applicability outside of the research laboratory [30, 160]. This is due to some fundamental
constraints such as the rigid experimentation protocol, limitations within the technology and the
challenges of accurate signal decoding, especially in making a system work in real-time. This
thesis focuses on exploring the use of recent advances in deep neural networks, to tackle certain
critical limitations of SSVEP-based BCI applications, such as rigid experimentation procedure,
limited frequency ranges, hand-crafted classifier, small dataset and expensive calibration stage.
With recent technology, there are possible alternatives to eliminate the typical cumbersome
experimental protocol and make it easy to be used frequently, even in a real-time application.
Often the drawback of such an alternative solution is the poorer quality of the bio-signals
collected, resulting in a substantially more challenging signal decoding and classification task
– thus possible in producing inaccurate translations [154]. The recent advances in the Machine
Learning field, notably in deep neural networks that have the ability to discriminate data based
on characteristic features, is a possible way to tackle the fundamental constraints within the EEG-
based BCI application. The ability of DNN to autonomously learn the best representation, even
from potentially noisy input signals, make it possible to ease down the rigid application procedure.
Additionally, taking advantage of the accomplishment of DNN in the object detection task, it
is possible for SSVEP stimuli to be implemented in such way a that they appear more natural
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to subjects by exploiting the objects detected within the scene as stimulus for the application.
Finally, the versatility of DNN to generate entirely new and realistic data points, which match
the distribution of a given target dataset, draws the possibility for the algorithm to generate sets
of synthetic data that potentially address the issue of typically small datasets and an expensive
calibration stage [82].
In this thesis, we have explored the potential solutions using DNN for tackling some of the
fundamental constraints within BCI applications, especially in the applicability of EEG-based
SSVEP applications. Three potential techniques using DNN are bio-signal pattern recognition,
object detection in video streams and synthetic bio-signal generation. We established the primary
research aim and objectives of the thesis in Chapter 1 where the primary objectives are to provide
less rigid BCI experimental setup, to design a more natural SSVEP stimuli and to eliminate the
typical calibration stage.
7.1 Review of Key Contributions
This thesis presents various contributions to the state-of-the-art within the area of EEG-based
BCI. In this section, we present a summary of the contributions including qualitative evaluation
and analysis of the research contributions made during this thesis.
In Chapter 3, we design a more applicable SSVEP-based system that eliminates rigid proced-
ure and reduces the preparation time for BCI experiments. Unlike previous studies [115, 226, 120],
throughout this study, we use the state-of-the-art dry-EEG headset for the EEG signals data
collection. This proposed system has successfully provided a BCI application with a flexible
platform by using open source programming and using a commercial dry-sensor technology
where the experiment can be done without a specific physical shield room. This is significant
as often within the field of BCI, most experiments are rigid, hard to replicate and there can
be software compatibility limitations. The focus of the chapter is to demonstrate the ability
of such a system to produce correct prediction of signals. The experiment performed to collect
the bio-signals is the most crucial part in BCI, as often less rigid procedure leads to more noisy
signals that are hard to decode. Although it is good to be able to make the procedure more
flexible, it is equally important to ensure that the signals collected can be decoded accurately.
This thesis demonstrates the ability of CNN to decode such noisier signals. Instead of using
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traditional machine learning as in [133, 31, 135], here, we propose SSVEP Convolutional Unit to
eliminate the traditional hand-crafted manual feature extraction to perform the classification of
raw dry-EEG SSVEP. Comparing to other DNN and the traditional ML approaches, our SCU
model demonstrates the ability to classify the dry-EEG signals with greater levels of accuracy,
importantly including generalisation across subjects and even to an entirely unseen subject. This
shows the ability of this less rigid experimentation to replace the traditional system and becomes
the basis of our studies. This procedure is used as the framework for the remainder of the work
presented in this thesis, which will focus on using it to make systems applicable for daily use in
the real world.
The ultimate aim of BCI is to provide a communication medium for patients suffering from
conditions like LIS. Therefore, a successful BCI system is one that is able to be used under real-
time operating conditions. In Chapter 4, we have successfully integrated the experimentation
procedure of collecting dry EEG signals to execute a BCI application in real-time, where the BCI
subjects can communicate to an external device (a humanoid robot). We designed a novel variable
position and size SSVEP BCI stimuli for the navigation of a humanoid robot, that appears more
natural for subjects. Within the live video stream from a teleoperated humanoid robot traversing
a real-world environment, we employ the use of a high-performance scene object detection model
to identify objects in real-time to replace the traditional SSVEP stimuli. Traditional SSVEP
stimuli can be fatiguing for users, especially when viewing static stimuli for extended periods.
Some prior studies did not integrate the stimuli on the robot video feedback [257, 64, 137], making
it harder for the subject to concentrate on the stimuli whilst also viewing the feedback display.
Unlike the prior literature [58, 257, 64, 137], our variable stimuli are varied in terms of pixel
pattern, size and on-screen position, in-conjunction with the changing nature of the environment
the robot is navigating through. We demonstrate the capability of the proposed stimuli to be
used in BCI teleoperation application in real-time through a natural indoor environment by
evaluating the accuracy and the ITR. Our results demonstrate a mean accuracy of 0.85 across
all subjects which is comparable to [258] which obtained 0.88 accuracy, despite our work using a
variable SSVEP stimuli.
In Chapter 5, we explore a variety of unsupervised models such as a Generative Adversarial
Network, a Wasserstein Generative Adversarial Network and a Variational Auto-Encoder, to
generate synthetic EEG bio-signals containing SSVEP signals. There are numerous shortcomings
and limitations within the current state-of-the-art that lead to the low reliability and usability
of BCI, such as the requirement for careful per-subject and per-session calibration that leads to
150
limited quantities of data as collecting bio-signal can be expensive and time-consuming [140, 142].
We tackle the problem of reliable data shortages by generating meaningful and realistic synthetic
EEG signals potentially capable of improving the SSVEP classification models trained on EEG
signals. To the best of our knowledge at the time when this work was undertaken, this is the first
work in the literature to explore the use of neural-based generative models to create dry-EEG
signals containing SSVEP information. We demonstrate the efficacy of the realistic synthetic
EEG signals using both visualisation and accuracy evaluation. By using pre-training of the
classifier and through dataset augmentation, the use of synthetic EEG signals can improve the
classification of real-world EEG signals and can increase the convergence rate of classification
models, thus resulting in the observation that smaller quantities of real-world training data are
required. In comparison to the prior work, we generate synthetic EEG signals containing SSVEP
signals [89, 53] directly via end-to-end training without first transforming the signals into different
domains [253, 191].
Finally, in Chapter 6, we implement an improved EEG generative model by taking into
consideration the biased subject features present within the bio-signals. EEG signals have
been known to be highly subject and session dependent, containing a distinctive subject bias
through subject-biometric features [178]. This can potentially result in the need for a calibration
stage at the beginning of an experiment which becomes a hindrance for a practical real-world
application [112, 142]. We propose a single network, SSVEP Subject Invariant GAN (SIS-GAN)
that can produce realistic synthetic EEG signals without containing subject-specific features.
The synthetically-generated subject invariant EEG signals are not only visually realistic, but
also offer superior performance for downstream signal decoding tasks. We evaluate the SSVEP
classification performance on unseen subjects within the same task. This shows a performance
improvement compared to using real-data alone. Additionally, downstream models trained on
data generated by our SIS-GAN approach are capable of SSVEP classification of unseen subjects
under the setting of a different task (cross-task) where the results are shown to perform well when
classifying online signals having only seen offline signals during training. This is a promising
achievement and is a step towards real-time BCI applications with no mandatory calibration
stage even on totally new subject [112, 98] and without complex re-training model [125].
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7.2 Review of Research Aim and Objectives
Throughout the study undertaken within this thesis, we have successfully accomplished the
primary aim of this research and the associated objectives:
• Firstly, a more flexible experimentation procedure has been proposed in Chapter 3 with
the usage of commercial dry-sensor technology. This procedure is not only eliminating
the cumbersome pre and post-procedure related to the gel application but other limiting
factors like the experimental data acquisition interval, the need for a physical shield, the
bulky size of the headset and the wired connectivity. Through the use of a DNN, this less
rigid procedure is still able to provide an accurate signal prediction for the BCI application.
• Secondly, by incorporating state-of-the-art computer vision techniques for object detection,
we design a novel variable SSVEP interface as in Chapter 4 for real-time teleoperation BCI
application. These stimuli are based on the object detected within the environment the
humanoid robot is navigating through. The ability of this complete application is accessed
by the accuracy performance and the information transfer rate of the real-time navigation.
• Finally, a variety of synthetic EEG-data generation models have been devised and evaluated
to tackle the session and subject variant problems in the BCI field. We undertake the
session variant problems by generating synthetic EEG signals containing SSVEP signals in
Chapter 5 that not only improve the classification accuracy but also to provide a measure
for the complexity in collecting a large EEG dataset. In Chapter 6, a novel Generative
Adversarial Network, SIS-GAN has been proposed, resulting in synthetically-generated
subject-invariant EEG signals that capable of accurate SSVEP classification for unseen
subjects, suitable for real-time BCI applications with near-zero calibration.
7.3 Limitations
Although this thesis has tackled some of the constraints within the area of SSVEP-based
dry-EEG BCI, there are some limitations within the scope of this thesis:
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• Small dataset - The results presented in this thesis are based on three different experiments
comprising signals taken from a total of 12 subjects. Whilst the results were positive,
a larger and more varied dataset should be used to create further justification of the
overall contributions especially proving the ability of our proposed system to be used across
different subjects and tasks. This size of dataset is inherently link to the complexity of
collecting BCI subject data and is typical of prior work in the field [253, 145, 53].
• Supervised Experiment - The real-time evaluation presented in Chapter 4 address the
limitations from Chapter 3 in term of stimuli and real-time execution, but due to the
limitation of the on-board camera on our humanoid robot that only provides a 2D image,
the experiments have been conducted in a supervised manner. The pre-prepared floor plan
is used for the robot navigation as it is important to prove the variable stimuli concept
where essentially the distance and the direction from the robot to an object is based on the
object height. Additionally, the experiment uses a default condition where the humanoid
robot will always move towards the ground truth label. Any incorrect predictions, whilst
being incorporated in the reported accuracy score, do not contribute towards improving
the underlying SSVEP classification model. Changes could be made to this system to try
and incorporate an online-learning [94] style of model training.
• Large Computational Requirements - Neural-based models are known for having a large
computational usage and using two networks competing with one another (Discriminator
and Generator) requires even greater computational resources. Although our proposed
subject invariant GAN improves the non-calibrated classification, it has the requirement of
the addition auxiliary and subject classifier on top of the already complex GAN structure
– meaning a even greater computational demand [127].
7.4 Future Work
Based on the limitations explored in the previous section (Section 7.3, in this section we will
focus on the work that could be undertaken to improve the current study and further aspects
which could be performed as an expansion to the current study.
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7.4.1 Improvements to Current Work
Despite the successes of this thesis in tackling the constraints within a BCI application,
explored in this thesis, there are some areas in which the research could have been improved.
This is mostly laid out in the conclusion sections for the individual chapters, however, the major
items are summarised in this section.
Throughout this thesis we presented results on a modest dataset involving 12 subjects across
different tasks, future work could involve the collection of a larger datasets taken from a broader
set of subjects [173, 68, 234]. Additionally, it is worth considering aspects of robot interaction
within the environment, for example, having obstacles for it to avoid [96] or having the robot
freely roaming around the scene, or even perhaps conducting experiments involving an outdoor
scene [64]. This could help in making the application system more robust and flexible. Finally,
performing a real-time experiment with data taken from the Subject Invariant SSVEP GAN
could provide excellent testing opportunities to established if a zero-calibration BCI application
is truly possible using a real patient.
7.4.2 Expansions to the Work
Based on the work undertaken in this thesis, there are several aspects that could be expanded
for future improvement to the BCI system, which are outlined below.
Domain Adaptation: Although there are some available open-source dataset on EEG signals,
to our knowledge, there are only three SSVEP-based dataset available [173, 68, 234]. Even within
these SSVEP dataset, often the frequency classes used and the application being performed are
different. Potential future work could look into domain adaptation by pre-training a network on
a larger dataset from a different domain and transferring the knowledge to our dataset. Cross-
dataset domain adaptation has been performed within EEG-based emotion recognition work
as in [117]. The authors used two open-source datasets on emotion recognition collected using
different EEG devices and on different emotion tasks. By using five different domain adaptation
methods, there is some improvement in the classification performance across the dataset.
Creation of Benchmark Dataset : As previously mentioned, there are only a small number
of publicly available datasets on SSVEP-based EEG signals, making it challenging for use with
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machine learning. Especially in the computer vision field, large datasets have helped the classifier
to learn better when the dataset is comprehensive, covering a broader range of diverse and unique
data [57]. The well-known example is the large dataset of Imagenet [57] that has became one
of the fundamental datasets in computer vision. It has allowed for direct comparison between
approaches without methods having to be reimplemented [202]. The creation of a benchmark
dry-EEG based SSVEP dataset could potentially provide a better starting point for approaches
to try and solve the remaining BCI constraints.
Depth Variable Stimuli : Instead of using a 2D image camera as in Chapter 4, as we suggested
for further improvement of this work, it may be possible to use a depth camera where the
distance and angle of the objects can be determined from the additional depth information [12].
By such ability, it would be interesting to use the different depth of the objects as the label as the
flickering frequency instead of using the object type itself. It may give the freedom to navigate
the humanoid robot according to the distance of the object.
Real Patient Evaluation: To further prove the applicability of our proposed work, the im-
proved BCI system would benefit from being tested on real patients. To do so, there are important
aspects to be taken into consideration before experimentation. For example, if the EEG signals
may be weaker for the some patients as compared to healthy subjects [157], if the patients have
epilepsy [103] or remission of epilepsy [77] and the possible drop in the performance [124].
Interpretable Models for EEG : Neural models are known to be black-box, where understanding
the reasoning behind the decision taken is challenging [60]. Most of machine learning based BCI
applications cannot be interpreted based on what the model learns from the signals [144]. On
top of that, the human brain is deeply complex and hard to understand. This manifests in the
requirement of calibration being needed to make the system more accurate, as sometimes within
differing sessions with the same subject, varying signal patterns are present – making even cross-
session generalisation a challenge. Interpretable DNN is a progressing field, as an increasing
number of studies are attempting to understand the meaning behind the decision made by a
particular model [106, 37]. There are some initial works focusing on how to interpret the EEG
signals, either pre-classification by representing the EEG sleep signals in time-frequency images
as the input to CNN [231], or post-classification by producing heatmaps to see the relevance of
the EEG data points based on the classification [221].
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“We took to the skies in the name of discovery,
to find something new, to change the world.
But you don’t change the world simply by looking at it.
You change it through the way you choose to live in it.”
- Amelia Wren, The Aeronouts 2019
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Lafourcade, Brice Marnier, Julien Serre, and Bruno Maisonnier. Mechatronic Design of
NAO Humanoid. In International Conference Robotics and Automation, pages 769–774.
IEEE, 2009.
[85] Ishaan Gulrajani, Faruk Ahmed, Martin Arjovsky, Vincent Dumoulin, and Aaron C
Courville. Improved Training of Wasserstein GANs. In Advances in Neural Information
Processing Systems, pages 5769–5779, 2017.
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[101] Sunil Kalagi, José Machado, Vitor Carvalho, Filomena Soares, and Demétrio Matos. Brain
Computer Interface Systems using Non-invasive Electroencephalogram Signal: A literature
Review. In International Conference on Engineering, Technology and Innovation, pages
1578–1583. IEEE, 2017.
[102] Emmanuel K Kalunga, Sylvain Chevallier, Quentin Barthélemy, Karim Djouani, Eric
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Cognionics data acquisition software is the software that enables to stream and record the bio-
signals in real-time from the dry-EEG device by using Bluetooth technology. The software is
a Windows-based software as in Figure A.1. The software gives the flexibility to alter headset
settings according to the experimenting nature, such as the sampling rate and the selection of
sensors used. The information on the connected device is displayed on the primary window of
the software. The signals can be saved using the software by recording the data, or they can
be streamed using different data streaming protocols such as; Lab Streaming Layer (LSL) or
streaming using Remote Data Access (RDA), to be analysed in different software.
Figure A.2 shows sensors available on Quick-20 headset, where non-required channels can be
disabled. This option is useful for experiments which do not require all the sensors, or for a
quick calibration and setup phase. This software is also useful for checking the impedance value
and the connectivity for each sensor channel to assure the quality of the signals throughout the
experimental protocol (Figure A.3).
RDA is one of an integrated streaming protocols provided by the Cognionics data acquisition
software to share the signals over the network in real-time that provides the software remote
access to transfer data, either locally or in another machine over the network. Algorithm 2
details the communication process between the Cognionics data acquisition software run on a
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Figure A.1: Main interface of the Cognionics Data Acquisition software
Figure A.2: Pre-experimentation configuration including sensor selection
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Figure A.3: Real-time signals streaming with real-time impedance value for each sensor
Algorithm 2: Streaming bio-signals from Cognionics data acquisition
Input : Frequency.
Output: Signals array.
1 Initialise Cognionics machine as client // IP address and RDA port = 51244
2 Create buffer window and size for client
3 Connect to client
4 Start streaming
5 while c < nt do
6 run windowflip
7 pull the required sample from RDA buffer
8 end while
9 Add sample to array
10 Save the array and the ground truth (frequency)
host computer (Microsoft Windows), with the main Python platform running SSVEP stimuli
and RDA client protocol on a host computer (Linux).
In order to stream and record the bio-signals of the subjects performing SSVEP tasks, we setup
integration between all the software and hardware components as in Figure 3.3. The SSVEP
186
stimuli is displayed in the client machine (primary machine in this work) where a Python program
is used as the main program on the machine to display the stimuli and stream the bio-signals
from the server machine via RDA. While having fixation upon the stimuli, the bio-signals are
streamed via dry-EEG headset connected to the data acquisition software running on the client
machine. The software is responsible for sending over the signal packets through the network via




Our variable stimuli employ SSD network to predict the objects in the scene by using OpenCV
to display the video frame, and to draw and display the bounding box [28]. In order to display
the predicted objects as SSVEP stimuli, some modifications are required in order to display the
prediction of SSD on the Psychopy window. Algorithm 3 details the process of getting a frame
at a time, then flickering the detected object according to the predetermined frequency chosen
for that object. As mentioned, if the SSD network detects an object being present in the current
frame, the bounding box points and the predicted class label are returned.
We manipulate this returned information from the SSD predictor to draw the stimuli via
Psychopy, We calculate the new box array for the bounding box points to revise the bounding
box array returned in OpenCV format. The new array according to Psychopy is drawn in such
format as in Figure B.1b as compared to OpenCV format in Figure B.1a.
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Algorithm 3: Displaying variable stimuli with flickering bounding boxes on psychopy via
SSD
Input : Video frame
Output: Variable Stimuli
1 Call SSD predictor function
2 Return class index and bounding box array points ; // in OpenCV format
3 if array points is bigger than 0 then
4 Calculate the new bounding box array points ; // in Psychopy format
5 Set the position and size of each square of the detected object according to new
points
6 Check index class to appoint frame array accordingly















Figure B.1: The coordinate format for window display for both software, where (0, 0) is the
origin and (X, Y ) is the width and height of the monitor resolution used.
