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a b s t r a c t
A method for simultaneous solution of large and sparse linearized equation sets and
the corresponding eigenvalue problems is presented. Such problems arise from the
discretization and the solution of nonlinear problems with the finite element method
and Newton iteration. The method is based on a parallel version of the preconditioned
GMRES(m) by deflation. The parallel code exploits the architecture of the computational
clusters using the MPI (Message Passing Interface). The convergence rate, the parallel
speedup and the memory requirements of the proposed method are reported and
evaluated.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The main computational cost of the finite element codes comes from the solution of large linear algebraic equation
systems. Krylov-type iterative solvers are commonly used for the solution of these systems due to their small memory
requirements and high parallel efficiency compared with the direct solvers.
Of crucial importance in engineering applications and related computations is the structure of the solution space of
nonlinear problems, which depicts the dependence of the solution on the parameters. Most interesting among the aspects of
the solution space are singularities, i.e. critical values of parameters at which solutionmultiplicity and stability change, such
as bifurcation and turning points. Thus, the parameter continuation in the solution space includes the search for singularities
along the solution branches traced in the continuation process.
In computational practice, a turning point can be easily detected from the failure of Newton iteration to converge in an
ordinary parameter continuation. It is circumnavigated by special parameter continuation techniques, such as of arc-length
type [15], and its detection is completed by an eigenvalue computation on each side of the singularity. On the other hand,
bifurcation points can be passed without any noticeable effect on the convergence rate of Newton iteration, provided that
the continuation step is large enough to straddle the singularity — which is usually the case. Therefore, to secure detection
of singular points, and especially bifurcation ones, several eigenvalue problems with the Jacobianmust be solved during the
continuation for monitoring the so-called dangerous eigenvalues and the corresponding eigenvectors; this results in large
computational cost.
An efficient method for singularities detection, yet requiring the solution of several eigenvalue problems, was presented
in [9]. An alternative technique has been used in [6]. In [10] the detection of bifurcation points is achieved by calculating
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the sign of the determinant of the reduced Hessenberg matrix (Hm) – cf. below, Eq. (7) – which is derived at no extra cost
as a by-product of the preconditioned GMRES method. However, with the above technique, multiple singular points can
be missed, leading to further eigenvalue computations that add to the overall computational cost. In [23] the singularities
are detected via the condition number of the Tr matrix — cf. Eq. (10). In this work, a more direct approach is employed by
calculating the dangerous eigenvalues and the corresponding eigenvectors (which ‘carry’ the critical disturbances of the
system), as a by-product of the preconditioning technique.
Newton-like methods [5] are commonly used for the numerical solution of nonlinear equations systems
F(u, λ) = 0. (1)
F : RN × R→ RN is a vector of nonlinear functions, u is a vector of size N and λ ∈ R is a continuation parameter. Newton
method solves (1) iteratively starting from an initial guess u0 and at the k-th step approximates the solution of (1) with the
vector
uk+1 = uk + xk, k = 0, 1, . . . until convergence. (2)
In (2), xk is the solution of the linearized equation system
J(uk, λ)xk = −F(uk, λ) (3)
where J(uk, λ) ≡ Fu(uk, λ) ∈ RN×N is the Jacobian matrix.
When the Jacobian is large, storage limitations aswell as exploitation of parallel computing demand the iterative solution
of the linear system (3). Krylov subspace iterative methods are commonly used to extract an approximate solution of (3). A
Krylov-typemethod requires only the product of the Jacobianmatrixwith several vectors andnot the explicit computation of
the elements of the Jacobian [1]. This is indispensable in cases where no analytical expression for these elements is available
(i.e. matrix-free computations).
The restarted variant of the GMRES method [18], commonly known as GMRES(m), is the Krylov-type iterative solver
of preference in case where the linear system (3) is non-symmetric. The combination of the GMRES(m) with a good
preconditioning technique is necessary for improved convergence. At regular points as well as near singular points, the
GMRES(m) is preconditioned by a deflation technique [2].
2. Preconditioned GMRES(m) by deflation
Preconditioned GMRES is the method of choice for the iterative solution of large algebraic equation sets with non-
symmetric matrices, on the basis of its parallel efficiency [22]. Starting from an initial guess, x0, of the solution of (3), GMRES
uses Arnoldi method, combined with an orthogonalization technique – the modified Gram–Schmidt method is used here –
to construct an orthonormal basis Vm ∈ RN×m of them-dimensional Krylov subspace
Km(J, v) = span
{
v, Jv, J2v, . . . , Jm−1
}
(4)
where v ≡ r0/ ‖r0‖2, r0 ≡ −F − Jx0, F ≡ F(uk, λ), J ≡ J(uk, λ). The new approximation of the solution is
xm = x0 + Vmym (5)
where ym is a vector of sizem and it is computed from the solution of the least squares problem
ym = argmin
y
∥∥βe1 − H¯mym∥∥2 . (6)
In (6), β ≡ ‖r0‖2, e1 = [1, 0, . . . , 0]T and H¯m ∈ R(m+1)×m is an upper Hessenberg matrix, such as
JVm = Vm+1H¯m ⇒ V Tm JVm = Hm (7)
Hm ∈ Rm×m is an upper Hessenberg matrix obtained from the H¯m by deleting its last row. The least squares problem (6) is
solved by transforming H¯m into an upper triangular matrix Rm ∈ Rm×m using plane rotations.
The storage requirements and the computational cost of Arnoldi method increase rapidly with m and, thus, a restarting
variant of the GMRES – the GMRES(m) – is used in practice. When m reaches a certain preset value, the algorithm restarts,
using the last approximation xm from (5) as a new initial guess.
The convergence rate of GMRES depends on the smallest eigenvalues of the Jacobian matrix in (3) [14,16,21,26] and
deteriorates as the eigenvalues tend to zero. The extreme eigenvalues of the Jacobian are approximated by the corresponding
eigenvalues of the Hessenberg matrix [12], known as the Ritz values. According to [26], at some point of the solution
process, GMRES converges at a superlinear rate as opposed to the previous linear convergence. However, the GMRES(m)
loses information that is related to the smallest Ritz values at each restart and several preconditioning techniques have
been developed that aim at preserving those information through the process [4,17,19].
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Apreconditioner is essential to enhance the convergence rate of the GMRES(m), especially near singular points [23]. Thus,
the original linear system (3) must be transformed to an equivalent one that has better convergence properties. The linear
system (3) is preconditioned from the right
JM−1z = −F , x = M−1z. (8)
In (8) z is a vector of sizeN andM−1 ∈ RN×N is the preconditionermatrixwhich is constructed from a deflation technique [2]
and it is given from
M−1 = IN + U(|µ| T−1r − Ir)UT (9)
where µ ∈ R is the largest eigenvalue of the Jacobian matrix, IN ∈ RN×N , Ir ∈ Rr×r are identity matrices, U ∈ RN×r
is an orthonormal basis of the r-dimensional invariant subspace, Pr , corresponding to the r smallest (in absolute value)
eigenvalues of the Jacobian and Tr ∈ Rr×r such as
Tr = UTJU . (10)
The deflation technique that is used is described in [2], and is an improvement of the one proposed in [8]; the latter
is based on the invariant subspace approach proposed in [20]. In [8] the preconditioner, at each iteration, acquires the
information that is related to the smallest Ritz values and removes them at the next iteration from the Jacobian matrix
in (3). However, for the preconditioner in [8] to work efficiently, large amounts of memory are required, since at every
iteration new data is stored. The modified deflation preconditioner in [2] removes the ‘stale’ information that was stored in
previous iterations, since they do not have any impact to the preconditioning and thus, the storage needs of the modified
preconditioner are significantly less than those of [8].
In Section 3 are presented details for the implementation of the described preconditioner and in Section 4 is made
an extensive analysis of its computational properties, with particular focus on the parallel computations on modern
computational clusters.
3. Practical implementation
The largest eigenvalue, needed in (9), and the eigenvectors of the Jacobian, needed in (10), are approximated by those of
the Hessenberg matrix, Hm.
At each restart of the GMRES(m), l eigenvectors of the Jacobian are approximated from l eigenvectors, zi ∈ Rr×r , of the
Hm that correspond to the smallest eigenvalues. In practice (l = 1 or 2). The new vectors:
ui = Vmzi, i = 1, . . . , l (11)
are orthonormalized against those of U and added to U . So the dimension r of Pr increases by l.
In practice, the dimensionm of Hm is small; typical values for the present purposes arem = 150 for N = 1000 000. Thus,
the computational cost of the eigenvalue problem for Hm is negligible.
The preconditioner needs two arrays of size 2Nr for the storage of U and JU involved in (9) and (10). In order to reduce
memory requirements and computational cost, an upper limit rmax on r is set (rmax = 20 on the problems where the
algorithm is implemented). When r > rmax the update of the preconditioner is continued (i.e. l new vectors are added
to Pr ) but at the same time, l vectors of Pr that correspond to the l largest eigenvalues of the matrix Tr are deflated.
The orthonormal basis U of Pr is constructed from the eigenvectors zi of Hm times the orthonormal basis Vm of the Krylov
subspace— cf. Eq. (9). Thus, the vectors ui approximate the eigenvectors of the Jacobianmatrix that correspond to its smallest
eigenvalues. These eigenvalues are computed from the rmax × rmax matrix Tr — cf. Eq. (10).
The N × N elements of the preconditioner matrix M−1 are not computed explicitly and so are not stored. But the
expression of the preconditioner – cf. Eq. (9) – is used to perform this matrix–vector product needed in (8).
The main operations of the preconditioned GMRES(m) by deflation algorithm are vector updates, inner products
and matrix–vector products. These operations can be efficiently performed on several processors in parallel [22]. The
computations were done on a 16-node computational cluster of the School of Chemical Engineering Computer Center at
NTUA.2 Each node consists of 2 Intel Xeon processors at 3.0 GHz sharing 2 GB RAM. The cluster nodes are interconnected
with a high-bandwidth, low-latencyMyrinet-2000 network. The source code is based on the SPMD (Single ProgramMultiple
Data) parallel programming model and the communication between the nodes is performed using the MPI (MPICH-GM
1.2) [24].
2 http://febui.chemeng.ntua.gr/pegasus.htm.
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4. Computational experiments
A benchmark problem is employed in order to examine the properties of the preconditioned GMRES(m). It is the Bratu
problem [11], a nonlinear boundary value problem, including a single parameter, λ, posed in a 3-d rectangular domain in
Cartesian coordinates with homogeneous Dirichlet and Neumann boundary conditions:
∇2u+ λeu = 0 (x, y, z) ∈ Ω, Ω = [0, 1] × [0, 1] × [0, h] (12)
u|x=0 = 0 u|x=1 = 0, ∀(y, z) ∈ Ω (13)
u|y=0 = 0 u|y=1 = 0, ∀(x, z) ∈ Ω (14)
∂u
∂z
∣∣∣∣
z=0
= 0 ∂u
∂z
∣∣∣∣
z=h
= 0, ∀(x, y) ∈ Ω. (15)
In the literature, the 2-d Bratu problem is often studied in terms of its solution space structure and, in particular, the
dependence of singularities on parameter values (usually one, like λ, or two). However, here the 3-d Bratu problem is
preferred instead of the 2-d, because the latter may prove insufficient to demonstrate the parallel efficiency of the solution
method. This is mainly due to the sparsity pattern of the Jacobian matrix in (3). A denser matrix, as in the 3-d case, involves
more communication between the processors and, thus, a larger execution timewhen amatrix–vector product is performed.
As a result, the benchmarking of the preconditioned GMRES(m) using a 2-d problemmost likelywill overestimate its parallel
performance compared to a 3-d problem.
The solution space of the 3-d Bratu problem contains a plethora of singularities in the form of turning points [3]. The
boundary conditions shown in (13)–(15) are deliberately chosen to allow the solution space of the 3-d problem to be brought
to close resemblance to that of the 2-d problem [13], especially with regard to the location of singular points on solution
branches; this is most conveniently managed through the zero-slope (i.e. periodicity) conditions (15) and the adjustment
of the size, h, of the domain in the z-direction.
The computational problem that arises from (12)–(15) is treated with the Galerkin/finite element method [25]. The
domain Ω is divided into a finite number of 8-node cubic elements. The unknown function u is approximated in terms
of finite element basis functions that are linear polynomials in each spatial direction:
u(x, y, z) =
N∑
j=1
ujφj(x, y, z) (16)
where N is the total number of nodes of the elements mesh covering Ω , φj are the trilinear basis functions and uj are the
values of u at the nodes. The Galerkin weighted residuals are formed by multiplying (12) by the same basis functions used
to approximate the solution u and then integrating over the domainΩ:
Ri =
∫
Ω
∇2uφi dV + λ
∫
Ω
eu φi dV , i = 1, 2, . . . ,N. (17)
After integration by parts, (17) becomes
Ri =
∮
∂Ω
∇u · nφi dS −
∫
Ω
∇u · ∇φi dV + λ
∫
Ω
eu φi dV , i = 1, 2, . . . ,N (18)
where n is the unit normal vector to the boundary. By virtue of (13) and (14), the residual equation (18) corresponding to
the boundary nodes on the x-faces and y-faces of Ω are replaced by equations explicitly imposing the nodal values of the
solution. The surface integral appearing in (18) vanishes in the residual equations corresponding to boundary nodes on the
z-faces ofΩ , due to (15).
Therefore, from (16) and (18) is derived a set of nonlinear algebraic equations for the nodal values uj (except those
explicitly imposed at the x- and y-faces ofΩ):
Ri = −
N∑
j=1
uj
∫
Ω
∇φj · ∇φi dV + λ
∫
Ω
exp
(
N∑
j=1
ujφj
)
φi dV = 0, i = 1, 2, . . . ,N. (19)
By applying a Newton iteration scheme over (19), it is reduced to a system of linear algebraic equations as in (3) where
J(uk, λ) = −
∫
Ω
∇φj · ∇φi dV + λ
∫
Ω
exp
(
N∑
j=1
ujφj
)
φiφj dV (20)
and
F(uk, λ) = −
N∑
j=1
uj
∫
Ω
∇φj · ∇φi dV + λ
∫
Ω
exp
(
N∑
j=1
ujφj
)
φi dV . (21)
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Fig. 1. Solution for λ = 3. (a) Iso-surfaces (u = 0.5, 1.5, 2.5), (b) Surface plot of the solution u on a z-plane.
Table 1
Computed λc for various meshes
nez nex = ney = 10 nex = ney = 20 nex = ney = 30 nex = ney = 40 nex = ney = 50 nex = ney = 80
10 6.7710 6.6996 6.6804 6.6736 6.6701 6.6659
20 6.8482 6.7992 6.7860 6.7799 6.7768 6.7735
30 6.8574 6.8136 6.8041 6.7999 6.7975 6.7943
40 6.8596 6.8175 6.8093 6.8059 6.8039 6.8014
50 6.8605 6.8189 6.8113 6.8083 6.8066 6.8044
80 6.8611 6.8201 6.8131 6.8104 6.8091 6.8075
The Newton iteration scheme is coupled with the preconditioned GMRES(m) to provide solution for the linearized system.
For the present analysis the size of the computational domainΩ in the z-axis, namely h in (12), is arbitrarily given the value
1
2 . A typical stable solution of (12)–(15) is shown in Fig. 1; it is translationally invariant along the z-axis. The solution u
spreads parabolically along the z-planes and is centered at (x, y) = ( 12 , 12 ) (Fig. 1).
Stable solutions exist for a limited range of the parameter λ. The critical value of the parameter is λc ≈ 6.808 and
coincides with that of the 2-d case. The computed critical value depends on the discretization of the computational domain,
as expected. The number of elements in each spatial direction, x, y, z (Fig. 1(a)), is denoted by nex, ney, nez respectively
and, for the purposes of the analysis, the domain is divided into a uniform mesh with nex = ney. In Table 1, the computed
critical parameter values are shown against nex, ney and nez. A sensible choice for nez would be small compared to nex
and ney, because the computed solution at the critical point is translationally invariant along the z-axis. But even so, the
discretization along the z-axis seems as equally important as in the other two directions; as shown in Table 1, there is an
apparent tendency for λc to increase as nez increases and to decrease as nex and ney increase and as a result λc fluctuates
around the value 6.808, when nez  nex, ney and vice versa. Thus, the computed critical value can be trusted when nez is
kept close to nex and ney.
The Jacobianmatrix at the critical value becomes singular causing the Newton iteration to diverge. The singular behavior
is bypassed by the augmentation of the system, following the arc-length parameter continuation [15]. The parameter λ is
expressed as a function of the monotonically increasing arc-length, denoted by s. Then λ is treated as an unknown with
λ = λ(s) and u = u(s). The augmented system is(
Fu Fλ
Mu Mλ
)(
u
λ
)
= −
(
F
M
)
(22)
where u ∈ RN , λ ∈ R, F is the Galerkin residuals in (21) andM is the residual of the augmenting equation
M(u(s), λ(s)) = ‖u(s)− u(s0)‖2 + |λ(s)− λ(s0)|2 − (s− s0)2 = 0. (23)
The above scheme enables suppression of turning points and, thus, tracing of entire branches of solution families of the Bratu
problem. Fig. 2 depicts a branch of solutions. The solutions on the part of the branch above the turning point are unstable.
The process of mapping the solution space involves the detection of singularities, which in turn requires the solution of
eigenvalue problems. However, the number of the required eigenvalues – the critical ones – is considerably smaller than
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Fig. 2. Variation of u( 12 ,
1
2 , 0) (maximum value of u) with the parameter λ.
the dimension N of the linear system. The preconditioner by deflation is capable of extracting the critical eigenvalues and
the corresponding eigenvectors while preconditioning the GMRES(m). That is, with every solution of the linear system (3),
using the preconditioned GMRES(m) by deflation, the solution of the related eigenvalue problem comes at practically zero
computational cost.Moreover, the computations of the simple kernels of themethod can be efficiently performed in parallel,
which makes it an ideal solver for large and computationally intensive systems.
Iterative solvers such as GMRES(m) suffer from poor convergence rates when facing an ill-conditioned system, such
as close to singularities. The full GMRES can be employed that in theory extracts the exact solution after N iterations. In
that case, the size of the Krylov subspace basis is equal to the system size (m = N) and the complexity of the algorithm
increases with the third power of N (O(N3)), thus rendering the method computationally prohibitive for large systems. This
problem is dealt with by preconditioning GMRES(m) with the deflation technique. The preconditioned GMRES(m) maintains
its computational efficiency : O(m2)N operations and O(m)N storage requirements (where m  N), while improving the
rate of convergence.
For the analysis of the Bratu problem, when the turning point is approached, the critical eigenvalues that tend to
zero make the system ill-conditioned. Upon the application of the deflation preconditioner, l eigenvalues with their
corresponding eigenvectors are calculated and removed. The removal of the critical eigenvalues improves the properties
of the linear system and consequently accelerates the convergence. The deflation technique is also employed in cases when
the sought solution is positioned far from a singularity. In Fig. 3 are displayed the convergence rates with and without the
use of the deflation preconditioner at two different values of the parameter λ, one away from the turning point (λ = λ1 = 3,
cf. Fig. 3(a)) and another close to the turning point (λ = λ2 = 6.65, cf. Fig. 3(b)). The residual and the iterations labeling
the axes in Fig. 3, are computed as ‖F + Jxm‖2 / ‖F‖2 andm× (restarts of the GMRES), respectively. The iterative procedure
stops when the residual drops below a predefined tolerance. As expected, the impact of the deflation for λ ≈ λc is more
significant in the convergence rate than for λ < λc . The ratio of iterations of GMRES(m) with and without deflation for
λ = λ1 and λ = λ2 is 1.5 and 3.8, respectively. The gain in terms of total iterations with the use of the preconditioner is
apparent and a similar gain in performance is shown in Table 2.
In computational practice the convergence of the unpreconditioned GMRES(m) is improved by increasing the size of
the Krylov subspace basis. As shown in the first column of Table 3, for l = 0, when m is increased, the execution time
decreases but then starts rising even though the total number of iterations continues to drop. Therefore, indefinite increase
ofm does not guarantee faster computations and large amounts of memory will be allocated that increase linearly withm. A
preferable strategy would be to increase l instead ofm, i.e. to move horizontally across Table 3. For the deflated GMRES(m)
(l = 1, 3, 5, 15), small values of execution time are achieved at low values of m, and for larger values of m the execution
time increases due to the excessive operations of GMRES(m). Consequently, the best values of execution time are restricted
in the area of Table 3 where m = 25, 50, l = 1, 3, 5, 15. However, all the cases found in Table 3, where GMRES(m) is
deflated, outperform the unpreconditioned GMRES(m). Moreover, the memory requirements for the deflated GMRES(m)
are considerably less — cf. the case wherem = 25, l = 5 and the case wherem = 100, l = 0. The memory requirements of
the deflated GMRES(m) are (m+ 2r)N where r is bounded to a limit value rmax (see Section 3) with typical values rmax = 20
and the memory requirements of the GMRES(m) are mN . Thus, for m = 100 and l = 0 the storage needed is 100N , while
form = 25, l = 5 and r = rmax = 20 is only 65N .
When the size of the computational problem grows, the results (convergence rate, execution time) follow a similar
fashion as seen above for the medium-scale problem. In Fig. 4 various diagrams of convergence rates for large problems
(N > 1000 000) are depicted. The number of the total iterations of GMRES(m) increases significantly with N when l = 0,
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Fig. 3. Convergence rates form = 50 and N = 125 000. Deflated GMRES(m) — solid line. GMRES(m) — dashed line. (a) λ = 3, (b) λ = 6.65.
Table 2
Serial execution time in seconds for deflated GMRES(m) (DEFLGMRES(m, l)) and GMRES(m) and acceleration for the same Krylov subspace basis m = 50;
N = 125 000, tolerance = 10−9
λ DEFLGMRES(50, 5) GMRES(50) Acceleration
3 140 161 1.15
6.65 208 334 1.60
Table 3
Serial execution time in seconds for various values ofm and l; λ = 6.7, N = 125 000, tolerance = 10−9
m l = 0 l = 1 l = 3 l = 5 l = 15
25 876 242 230 224 232
50 458 237 227 228 225
75 290 243 240 239 237
100 276 256 255 253 256
125 264 259 257 261 259
200 282 285 289 290 289
while the increase is modest when l = 20. The difference in the total number of iterations is also reflected in the execution
time on 1 × 15 processors (Fig. 5) — the notation (1 or 2) × n means that the problem runs on n nodes using (1 or 2)
processors per node. The values of the execution time at N = 1000 000 for l = 20 and l = 0 are almost equal but thereafter
the corresponding curves diverge with the gap between them increasing withN . This results in large execution time savings
and small storage requirements, given thatm stays small, e.g. for l = 20 and N = 5000 000 the problem is solved about 1.9
times faster compared to the one for l = 0. For both cases m = 150 and thus the storage requirements when l = 20 are
only slightly larger than those when l = 0.
An important issue of the deflated GMRES(m) is its parallel efficiency. The ability of the preconditioner and the GMRES(m)
itself to scale their performance with the increase of the number of processing units is of crucial importance in large-scale
computations. The addition of a preconditioner to the GMRES(m) raises issues regarding the overall parallel efficiency
of the method. A preconditioner that has high inner complexity usually demands excessive communication between
processing units, which in turn causes poor scalability. In the present case, the preconditioner by deflation consists of simple
computational kernels such as matrix–vector and vector–vector products similar to GMRES(m) and proves to be highly
suitable for large-scale computations.
The following benchmark is devised for the analysis of the scalability of the deflated GMRES(m). The Bratu problem is
initially solved for N = 1000 000 and m = 150, divided among 6 (2 × 3) processors. Then it is repeatedly solved with
increasing the number of cluster nodes, incorporating both processors of each node, using the same N andm. Each time, the
ideal speedup is the number of processors used, divided by the number of processors used in the first time (6 processors).
That is, the speedup is defined as to refer to the execution time on 6 processors instead of 1 processor, e.g. the ideal speedup
for 12 processors is 2. This choice is made, simply to avoid the use of swap memory.
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Fig. 4. Convergence rates for m = 150 and λ = 6.65 for N = 1, 2, 4, 5 millions. Deflated GMRES(m) with l = 20 — solid line. GMRES(m) — dashed line;
number of processors = 1× 15.
Fig. 5. Execution time of the deflated GMRES(m) and GMRES(m) versus the problem size N; λ = 6.65, number of processors = 1× 15,m = 150, l = 20
or l = 0.
For an increasing number of processors, the operations per processor decrease since the same total amount of operations
is divided among a larger number of processors. The total execution time on p processors, t(p)tot , is given by t
(p)
tot = t(p)op + t(p)com,
where t(p)op is the time consumed for arithmetic operations per processor on p processors and t
(p)
com is the time consumed
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Table 4
Total time and communication time in seconds of the deflated GMRES(m) in a single Newton step; λ = 3,m = 150, l = 20, tolerance = 10−6
p t(p)com t
(p)
tot t
(p)
com/t
(p)
tot
2× 3 10 574 1.7%
2× 5 12 352 3.4%
2× 7 12 250 4.8%
2× 12 12 131 9.1%
2× 15 13 92 14%
Fig. 6. Speedup of the deflated GMRES(m) (-marker), ideal speedup (solid line) and S(p) = t(6)tot
(6t(6)op /p+t(p)com)
(◦-marker), versus the number of processors;
λ = 3,m = 150, l = 20, tolerance = 10−6 .
for communication between p processors; notice that the total execution time is not cumulative with regard to the time
consumed on each processor, since the processors function concurrently. The time, t(p)op , decreases as p increases, while
t(p)com remains constant or slightly increases (Table 4) for the current benchmark case; this is so, along with the fact that the
Myrinet network does not saturate in the range of the interconnected processors (p = 1 up to p = 32). As a result, t(p)tot tends
to t(p)com, since t
(p)
op decreases indefinitely and finally the speedup is limited to a constant value: when t
(p)
tot ≈ t(p)com, the speedup,
defined here as S(p) = t(6)tot /t(p)tot , becomes S(p) ≈ t(6)tot /t(p)com. Given that the total operations are evenly divided among the
processors, it would seem straightforward to assume that t(p)op = t(1)op /p, or its equivalent t(p)op = 6t(6)op /p, which results in
S(p) = t(6)tot
(6t(6)op /p+t(p)com)
. The communication time, t(p)com, in the current benchmark case remained practically constant for p = 1
up to p = 32 and relatively small against t(p)op (Table 4). Thus, the speedup should display a specific behavior, namely almost
linear for small p and constantly degrading to the asymptotic limit S = t(6)tot /tcom. However, an anomaly in the observed
speedup occurs that causes superlinear behavior, i.e. the speedup surpasses p, contrary to the expected. This is due to better
cachememory utilization as data is divided into smaller pieceswhen running onmultiple processors [7], e.g. when p = 6 the
data set is divided by 6 and has to be accessed from themainmemory, but when p = 14 the segments of the original data set
are small enough to be accessed from the faster cache memory of each processor and thus, t(14)op is smaller than 6t
(6)
op /14, by
a factor that accounts for the difference of the effective speed between the cache and themainmemory. This factor depends
on the computer architecture and the complex memory access patterns through different memory hierarchies, and cannot
be determined explicitly. The superlinear speedup of the deflated GMRES(m) is shown in Fig. 6, along with the linear (ideal)
speedup and the expected calculated speedup, S(p), without the effect of the memory access patterns and according to the
value of t(p)com of Table 4. The observed speedup coincides with the expected S(p), until the onset of the cache memory effect
at p = 14, where superlinear behavior starts to build in. Further increase of p, beyond 30, would eventually degrade the
parallel performance back to normal levels. The deflated GMRES(m) exhibited speedup that deviates only slightly from the
unpreconditioned GMRES(m). Therefore, the preconditioner by deflation does not encumber GMRES(m) in terms of parallel
efficiency and scalability.
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5. Conclusions
Large-scale linear systems and the associated eigenvalue problems, originating from the discretization by the
Galerkin/finite elementmethod of the 3-d Bratu problem – a nonlinear boundary value problem – are solved simultaneously
with a restarted GMRES method combined with deflation preconditioning. The critical eigenvalues and eigenvectors
required for determining the stability of solutions close to as well as far away from turning point singularities are computed
at practically zero computational cost as direct by-products of the preconditioner construction. The deflated restarted
GMRES method exhibits improved convergence rate when dealing with ill-conditioned systems such as those close to
singularities. Moreover, the method favors large-scale systems, in terms of cost-effectiveness measured by overall memory
requirements, execution time and parallel efficiency. On the aspect of parallel efficiency, the method displayed superlinear
speedup for an increasing number of processors that is attributed to the better cache memory utilization, as the number of
processors increases, combined with the fast communication between the processors provided by the Myrinet network.
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