Ultrasound is notoriously plagued by high user dependence. There is a steep drop-off in information in going from what the sonographer sees during image acquisition and what the interpreting radiologist is able to view at the reading station. One countermeasure is probe localization and tracking. Current implementations are too difficult and expensive to use and/or do not provide adequate detail and perspective. The aim of this work was to demonstrate that a protocol combining surface threedimensional photographic imaging with traditional ultrasound images may be a solution to the problem of probe localization, this approach being termed surface point cloud ultrasound (SPC-US). Ultrasound images were obtained of major vessels in an ultrasound training phantom, while simultaneously obtaining surface point cloud (SPC) 3D photographic images, with additional scanning performed on the right forearm soft tissues, kidneys, chest, and pelvis. The resulting sets of grayscale/color Doppler ultrasound and SPC images are juxtaposed and displayed for interpretation in a manner analogous to current text-based annotation or computer-generated stick figure probe position illustrations. Clearly demonstrated is that SPC-US better communicates information of probe position and orientation. Overall, it is shown that SPC-US provides much richer image representations of probe position on the patients than the current prevailing schemes. SPC-US turns out to be a rather general technique with many anticipated future applications, though only a few sample applications are illustrated in the present work.
Introduction
Ultrasound has well-known advantages compared to other imaging modalities, such as the avoidance of ionizing radiation and low costs relative to CT and MRI. However, some drawbacks of ultrasound are classic and seemingly inherent, principally its heavy user dependence and relatively low exam reproducibility. A large drop-off in information accompanies the transfer of images from the technologist or radiologist who performed the study to the interpreting radiologist at the workstation. Part of the information loss relates to disorientation resulting from (a) obliquely angled imaging planes and (b) the fundamental physics of sound propagation, which limits evaluation to the interior of a patient's body. In contradistinction, CT and MRI use a standard set of orthogonal imaging planes-axial, sagittal, and coronal-which are easily recognizable. Additionally, CT and MRI have fields of view including not just the patient's body and internal organs but the space immediately outside of the patient's skin surface. Taken together, these factors help to orient an interpreting radiologist reading CT/MRI to the global position of abnormalities within the patient. Ultrasound, lacking these, often can be disorienting with regard to where exactly the abnormality is located in the patient.
To address these issues, much work has been performed on ultrasound probe localization and precise quantification of probe forces [1] [2] [3] and using camera-derived information about particular skin features [4, 5] , as well as the use of three-dimensional ultrasound [6] . Precise probe localization regarding its six degrees of freedom (probe center of mass x, y, and z as well as the three Euler angles ∅, θ, and ψ describing any rotation and thus rotational orientation of a rigid body) has long been recognized as desirable for precise probe localization, and several methods have been introduced commercially to achieve this positional information, employing optical tracking systems [7] [8] [9] as well as external electromagnetic tracking systems [10] [11] [12] .
The aforementioned classes of ultrasound navigation and position tracking are by definition somewhat complicated, bulky, and therefore time-consuming and difficult to set up and use. Further, ultrasound probe tracking is typically used for CT-or MRI-to-ultrasound co-registration, often for guided biopsies or procedures [8, [13] [14] [15] . This is instead of providing easily interpretable information regarding probe and patient body surface for diagnostic ultrasound interpretations. Such information is likely to be increasingly valuable given the high volume of soft tissue lesions requiring individualized probe angles and the increasing use of point-of-care ultrasound, often employing non-standard views in comparison with technologist-performed imaging protocols [16] .
Given the current limitations of probe localization, the aim of this work is to propose and introduce a three-dimensional (3D) photography-based imaging protocol to visualize patient + probe during ultrasound scans. 3D photography has found increasing applications in medical diagnostics, with 3D camera body surface information recently employed in dermatology [17] and urology [18] .
In the present work, 3D surface point cloud (SPC) fileswhich are generated by 3D cameras-and the corresponding SPC images provide a rotatable representation of the patient body surface + probe obtained simultaneously with the corresponding ultrasound grayscale images. Such information can be juxtaposed to provide more rich and informative images than current approaches. This approach and mix of modalities is named surface point cloud ultrasound (SPC-US).
Methods
This study was determined to be exempt from Investigational Review Board approval. 3D camera point cloud files were obtained via the Artec Eva 3D camera (Artec 3D, Santa Clara, CA) using Blue Phantom ultrasound training model phantoms (CAE Healthcare, Sarasota, FL) and both Zonare (Mindray, Mahwah, NJ) and GE Logiq E9 (GE Healthcare, Chicago, IL) ultrasound systems. The basic setup is illustrated in Fig. 1 . This particular representation of the process features Fig. 1 Layout of the SPC-US approach. 3D camera (here, the Microsoft Kinect) held with the left hand is scanning the patient body surface and the ultrasound probe while the phantom patient's neck is being scanned with the right hand to visualize the right carotid artery. Output of the ultrasound is seen on the monitor on the left. Post-processed corresponding surface point cloud image is displayed in the monitor on the right a Microsoft Kinect (Microsoft, Redmond, WA) 3D camera instead of the Artec Eva, which was used to generate the SPC-US sample images shown in subsequent figures.
Ultrasound images from the phantom were saved as dicom image files. Scanning the patient + probe with the Artec Eva 3D camera in the same manner as in Fig. 1 generated 3D SPCs, which were saved as OBJ files. By keeping track of the labels in corresponding ultrasound dicom images and 3D SPC images, pairings of ultrasound/SPC images were assigned.
SPC files were post-processed with the open source programs MeshLab (version 2016.12) and Blender (version 2.79). Angle calculations were performed in Blender. All SPC images used in Figs. 2, 3, 4, 5, 6, and 7 were generated from MeshLab using a built-in functionality that saves screen shots as PNG files. To generate Figs. 2 and 3, screenshots of the dicom images were juxtaposed with the corresponding MeshLab screenshots in Microsoft PowerPoint, and both were resized to achieve their relative dimensions. At this point, a screenshot of the juxtaposed images was obtained.
Results
There was successful retrieval of 3D phantom + probe SPC images and simultaneous grayscale/Doppler image acquisition. Hence, paired sets of images-one corresponding to grayscale/Doppler images, the other to the 3D phantom + probe SPC-were obtained. Figure 2 displays the juxtaposed grayscale ultrasound image of the right common carotid artery together with three snapshots of the corresponding 3D SPC, these 2D snapshots having been obtained at difference perspective angles in order to better express the probe orientation with regard to the patient. Figure 3 displays a similar image for the right subclavian vein with color Doppler flow.
Figure 4a-c displays a comparison between SPC-US and the two current standard representations of probe position for a soft tissue ultrasound image of a forearm lesion (since no lesion was present inside of the phantom; the grayscale image is from Halula et al. [19] ). Figure 4a , displaying the textual annotation of lesion location, provides only a vague sense of where the patient is being imaged. Figure 4b shows the digital stick figure representation of the patient's right forearm with an L-shaped bar representing the probe. Though this gives an approximate sense of where the patient was imaged, only limited 2D information, and no 3D information, is present. Finally, Fig. 4c shows a snapshot of the phantom forearm + probe SPC. This offers a much more nuanced and informative representation of the exact location of the probe on the patient's forearm. Such information is more reliable than the other two representations, because it is not subject to mistakes of probe position annotation by the sonographer. In a real patient, it in fact would represent the exact 3D probe position on the patient body surface at just the time when the grayscale image is obtained. Figures 6a-f and 7a-f highlight a key advantage of SPC-US over textual annotation and stick figure representations, namely that probe orientation/angle in 3D is retained and displayable. Figure 6a -f demonstrates various angles along the probe's minor axis (though not featured here, calculating angle along the probe's major axis is also available). Figure 7a -f shows various angles of the probe's major axis with respect to the patient's spinal or major axis. 
Discussion
The classic interrelated problems of user dependence and study variability in ultrasound demand fresh solutions that do not compromise the speed of scanning or unduly burden the technologists or point-of-care physicians obtaining images. 3D photography as demonstrated here in the SPC-US method is a general approach that can add valuable information to a wide variety of ultrasound studies. A few examples and possible uses are demonstrated here.
A key advantage of SPC-US over the current methods of textual annotation and stick figure probe position representation is the rich 3D information showing where exactly the probe is located and at which angles it is oriented. The information obtained from SPC-US can be helpful in longitudinal monitoring of soft tissue lesions or lymph nodes, correlation of ultrasound findings with physical exam, or as a starting point for ultrasound probe placement for subsequent ultrasound-guided biopsies.
SPC-US leaves no doubt as to patient identity and lesion location, as exemplified in Fig. 5c . Confidence in probe position with SPC-US is complete, and technologist error in entering probe location is essentially eliminated. SPC-US could therefore prove useful in quality control by minimizing socalled never-events of wrong-patient/wrong-side/wrong-site procedures. Juxtaposed images like Fig. 5c can be imagined to serve as checkpoints in preoperative time-outs. This could in a similar manner replace intraoperative ultrasound to ensure correct sidedness of non-palpable testicular tumors just before an orchiectomy. An SPC-US image showing the lesion and the side could be instead displayed as part of the time-out process. Accurate knowledge of probe location to accompany ultrasound images may be progressively more important given increasing use of point-of-care ultrasound [16] by non-radiologist/ non-technologist clinicians. Surface information is meaningful since such studies often do not follow the standard set of angles and positions that are employed by dedicated technologists with pre-determined standardized imaging protocols, such as the classic abdominal ultrasound examination.
SPC-US could improve training of radiology residents and technologists by allowing for a supervisor or attending radiologist to evaluate not only the grayscale/Doppler image quality but also the technique of acquisition via probe position and which regions were scanned.
Additional information beyond the surface 3D images obtained simultaneously with grayscale/Doppler images could be afforded by storing probe locations corresponding to regions on the body surface that the sonographer scanned even when not recording ultrasound images. This could allow the interpreting radiologist to know for example whether all cervical lymph node stations were studied in a thyroid ultrasound examination, with the assumption being that if a suspicious lymph node was seen, grayscale images of the node would have been recorded by the technologist.
It is feasible that fused SPC-US images could be coregistered with CT or MRI, so that the direction of the ultrasound imaging beam/field-of-view could be projected into the comparison CT or MRI study. This could provide a sort of retrospective fused image which may be helpful for example in lesion surveillance.
Limitations
Image acquisition as performed in the current study was somewhat cumbersome. The challenge of holding the 3D camera and ultrasound probe separately while simultaneously obtaining grayscale images ultimately necessitated assistance. This would not be ideal for clinical productivity, in which a single technologist or point-of-care clinician typically obtains the studies. Furthermore, in order to obtain high-quality SPCs, a wide range of camera angles is needed. In the current study,
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J Digit Imaging (2018) 31:904-911 Fig. 6 Illustration of SPC-US's ability to convey probe angular information. Three probe angles are displayed here on the phantom's thorax. Images on the right show that actual angles along the probe short axis may be calculated and displayed. Though not shown here, angles along the probe long axis can be calculated and displayed in the same manner that meant spending up to a few minutes scanning around the patient for each image. Both of these challenges could in future applications be addressed via multiple 3D cameras mechanically mounted at different locations and angles simultaneously obtaining and merging their data, as has been done clinically recently with impressive speed and resolution for melanoma surveillance. A fair amount of post-processing was required to generate the figures used in this study. For purposes of display, to generate Figs. 2 and 3 , the hand and arm holding the ultrasound probe as well as the power cord connected to the probe were removed in MeshLab from the SPC data before obtaining snapshots. Additional post-processing performed in MeshLab consisted of cleaning up points constituting noise in the data set as well as coloring the different components of the surface (for example, ultrasound probe was colored white and the operator glove was colored blue in the images displayed).
In practice, much if not all post-processing would be unnecessary. Just as well-executed low-dose CT images are relatively grainy yet diagnostic, SPC-US images could be less Bpretty^as long as they still contain the key information needed for diagnosis. Regarding color information: this is an included component of many 3D camera systems and is often present in the SPC data automatically or can be turned off (grayscale surface images) as another option.
Future Direction
Significant advances continue in 3D photography, many of which can address limitations encountered in the current work. As mentioned earlier, a multi-camera approach utilizing mechanical 3D camera mounts at various angles could speed up image acquisition considerably. This is also anticipated to address a core limitation in the current work of needing to hold the 3D camera in one hand while handling the ultrasound probe with the other hand, as shown in Fig. 1 . Such a setup would be rather challenging in practice, and would likely distract a sonographer from the crucial process of obtaining the best possible ultrasound images.
Though the Artec Eva used in this study retails for roughly 20,000 USD, cheaper options for 3D point cloud cameras currently exist. It is also anticipated that as 3D camera technology accelerates, costs will decrease overall. Fig. 7 Illustration of SPC-US's ability to display probe angle relative to patient axis. Here, a set of three angles of probe long axis with respect to patient's spinal axis are displayed, with the actual calculated angles shown on the right-sided images A major challenge that will need to be addressed is how best to store SPC images in a PACS viewer. One approach would be similar to the display style shown in Figs. 2, 3, 4 , 5, 6, and 7, that is to place SPC screenshots in a corner of the corresponding ultrasound images and save this combined image as a dicom file for viewing at the PACS workstation. Another potential approach could involve converting an SPC screenshot directly to a dicom file and then including the SPC images as a series in a PACS viewer. Since there would be corresponding ultrasound and SPC dicom images, the two series could be linked to scroll through them simultaneously, similar to how diffusion-weighted and apparent diffusion coefficient images are typically stored as separate series with the same number of images in each series for direct comparison. A third possible method could be to rotate systematically the viewing perspective/angle of the SPC as can be done in MeshLab, obtaining snapshots at each angle and storing all angle screenshots in a dicom series. Then, the user could rotate the patient + probe SPC representations by scrolling through such a series, with the title of the series possibly reflecting the corresponding grayscale ultrasound image for correspondence.
Mobile devices may be an important component of future iterations given that 3D surface time-of-flight information has recently been introduced into mobile devices. Likewise, there are now ultrasound devices that connect to and display images on mobile devices, for example in the Butterfly iQ (Butterfly, Guilford, CT). Hence, it may make sense to integrate both functions of SPC-US into smart phones or tablets.
Conclusions
As ultrasound use grows particularly in point-of-care clinical applications, it is vital to ameliorate some of its classic shortcomings, namely user dependence and lack of reproducibility. Prior approaches to this have proven expensive, cumbersome, non-intuitive, and focused on fusion with CT or MRI for the purposes of biopsy or treatment.
In this work, the use of 3D surface images to accompany ultrasound images is proposed and demonstrated as proof-ofprinciple. The approach is named surface point cloud ultrasound (SPC-US). Demonstration images illustrate some major advantages of SPC-US over the current predominating textural probe position annotation and digital stick figure representations. Foremost among these advantages is an exact and rotatable 3D representation of exact probe position on the patient while being scanned. Advances in quality assurance and quality control are additional features. SPC-US is a very general approach/add-on to ultrasound that brings information about the Boutside^(patient and probe surface) to bear on sonographic information about the patient's Binside^(tissues and organs). It is thus anticipated that future applications not considered here will be found for SPC-US.
