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Abstract. In isogeometric analysis (IGA for short) framework, compu-
tational domain is exactly described using the same representation as
that employed in the CAD process. For a CAD object, we can construct
various computational domain with same shape but with diﬀerent param-
eterization. One basic requirement is that the resulting parameterization
should have no self-intersections. In this paper, a linear and easy-to-check
suﬃcient condition for injectivity of planar B-spline parameterization is
proposed. By an example of 2D thermal conduction problem, we show
that diﬀerent parameterization of computational domain has diﬀerent
impact on the simulation result and eﬃciency in IGA. For problems with
exact solutions, we propose a shape optimization method to obtain opti-
mal parameterization of computational domain. The proposed injective
condition is used to check the injectivity of initial parameterization con-
structed by discrete Coons method. Several examples and comparisons
are presented to show the eﬀectiveness of the proposed method. Com-
pared with the initial parameterization during reﬁnement, the optimal
parameterization can achieve the same accuracy but with less degrees of
freedom.
Keywords: isogeometric analysis; analysis-aware parameterization of
computational domain, injectivity, shape optimization, steepest descent
method.
1 Introduction
CAGD software usually relies on splines orNURBS representations, but the analy-
sis software for CAD object uses mesh-based geometric descriptions (structured or
unstructured). Therefore, in conventional approaches, several information trans-
fers occur during the design phase, yielding approximations and non-linear trans-
formations that can signiﬁcantly deteriorate the overall eﬃciency of the design
optimization procedure.
The isogeometric approach proposed by Hughes et al. [19] is employed to
overcome this diﬃculty by using CAD standards as unique representation for all
disciplines. The isogeometric analysis consists in developing methods that use
NURBS representations for all design and analysis tasks:
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– the geometry is deﬁned by NURBS curves or surfaces;
– the computation domain is deﬁned by planar NURBS surfaces or NURBS
volumes instead of discrete meshes;
– the solution ﬁelds are obtained by using a ﬁnite-element approach that uses
NURBS basis functions instead of classical Lagrange polynomials;
– the optimizer controls directly NURBS control points.
This framework allows to compute the analysis solution on the exact geome-
try (not a discretized geometry), obtain a more accurate solution (high-order
approximation), reduce spurious numerical sources of noise that deteriorate con-
vergence, avoid data transfers between the design and analysis phases. Moreover,
NURBS representation is naturally hierarchical and allows to perform reﬁnement
operations to improve the analysis result.
In ﬁnite element analysis (FEA), mesh generation, which generates discrete
geometry as computational domain from given CAD object, is a key and the
most time-consuming step. In IGA framework, parameterization of computa-
tional domain, which corresponds to the mesh generation in FEA, also has some
impact on analysis result and eﬃciency. Moreover, in FEA, one can perform ar-
bitrary reﬁnements on the computational mesh, but in IGA using tensor product
B-splines, the reﬁnement is not arbitrary, we can only perform reﬁnement op-
erations in u direction and v direction by knot insertion or degree evaluation.
Hence, parameterization of computational domain is more important in IGA.
The parameterization of a computational domain in IGA is determined by
control points, knot vectors and the degrees of B-spline objects. For IGA problem
of two dimension, the knot vectors and the degree of computational domain are
determined by the given boundary curves. Hence, ﬁnding the optimal placement
of inner control points for a speciﬁed physical problem, is a key issue in IGA.
A basic requirement of resulting parameterization for IGA is that it doesn’t
have self-intersections. In this paper, we ﬁrst propose a linear and easy-to-test
suﬃcient condition for injectivity of planar B-spline parameterization. Then we
show that diﬀerent parameterizations of computational domain has diﬀerent
impact on the simulation results in IGA. For problems with exact solutions, a
shape optimization method is proposed to obtain an optimal parameterization of
computational domain. Some examples and comparisons are presented based on
the heat conduction problem to show the eﬀectiveness of the proposed method.
The remainder of the paper is organized as follows. Section 2 reviews the re-
lated work in isogeometric analysis. Section 3 proposes the linear suﬃcient con-
ditions for injectivity of planar B-spline parameterization. Section 4 describes
a test IGA model and shows the impact of diﬀerent parameterizations of com-
putational domain. Section 5 presents the shape optimization method to obtain
an optimal parameterization of a computational domain. Some examples and
comparisons are also presented in Section 5. Finally, we conclude this paper and
outline future works in Section 6.
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2 Related Work
In this section, we review related works in IGA and parameterization of compu-
tational domains.
The concept of IGA was ﬁrstly proposed by T.R Hughes et al. [19] in 2005
to achieve the seamless integration of CAD and FEA. Since then, many re-
searchers in the ﬁelds of mechanical engineering and geometric modeling were
involved in this topic. The current work on isogeometric analysis can be classi-
ﬁed into three categories: (1) application of IGA to various simulation problems
[2,5,6,10,14,18,20,27,28]; (2) application of various geometric modeling tools to
IGA [7,12,24]; (3) accuracy and eﬃciency improvement of IGA framework by
reparameterization and reﬁnement operations [1,3,8,9,15,21,25].
The topic of this paper belongs to the third ﬁeld. As far as we know, there are
few works on the parametrizations of computational domains for IGA.
T. Martin et al. [25] proposed a method to ﬁt a genus-0 triangular mesh by
B-spline volume parameterization, based on discrete volumetric harmonic func-
tions; this can be used to build computational domains for 3D IGA problems.
A variational approach for constructing NURBS parameterization of swept vol-
umes is proposed by M. Aigner et al [1]. Many free-form shapes in CAD systems,
such as blades of turbines and propellers, are covered by this kind of volumes.
E. Cohen et.al. [8] proposed the concept of analysis-aware modeling, in which the
parameters of CAD models should be selected to facilitate isogeometric analy-
sis. They also demonstrated the inﬂuence of parameterization of computational
domains by several examples. In this paper, a method for generating optimal
analysis-aware parameterization of computational domain is proposed based on
shape optimization method.
3 A Linear Suﬃcient Condition for Injectivity of Planar
B-spline Parameterization
The main idea of the isogeometric approach is to use the same representation for
the geometry and the physical solutions we are interested in. Schematically, the
geometry Ω involved in the physical problem can be a surface or a volume in a
three-dimensional space R3. Let us call x = (x, y, z) the coordinates associated to
this space. In our case, this geometry will be represented by a parameterization
σ for a domain P of the parameter space. Let us call u the coordinates of this
parameter domain, which could be of dimension 2 for a surface or 3 for a volume.
This parameterization will be given by B-spline functions with knots in P and
control points in R3.
The concept of isogeometry consists in representing the physical quantities
Φ ∈ Rp on the geometry Ω using the same type of B-spline representation as for
the geometry Ω. In other words, given a point x = σ(u) ∈ Ω with u ∈ P , we
associate to it the physical quantities Φ(u) where Φ(u) is a B-spline function with
nodes in P and control points in Rp. This means that the map x ∈ Ω → Φ ∈ Rp
is deﬁned implicitly as x → Φ ◦ σ−1(x).
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Consequently, the framework of isogeometry is thus valid when the parame-
terization σ of the geometry is injective (or bijective on its image). We are going
to describe suﬃcient and easy-to-check conditions for the injectivity of σ. We
will consider this problem in the context of ﬁnding a “good” parameterization
of a domain when its boundary is given. In [23], a general suﬃcient condition is
proposed for injective parameterization.
Proposition 1. Suppose that σ is a C1 parameterization from a compact do-
main P ⊂ Rn with a connected boundary to a geometry Ω ⊂ Rn. If σ is injective
on the boundary ∂P of P and its Jacobian Jσ does not vanish on P, then σ is
injective.
For a parameterization σ from [a, b]× [c, d] to Ω ⊂ R2, we deﬁne the boundary
curves as the image of {a} × [c, d], {b} × [c, d], [a, b] × {c}, [a, b]× {b} by σ. We
say that σ deﬁnes a regular boundary if these curves do not intersect pairwise,
except at their end points and if they have no self-intersection.
As a consequence of the previous proposition, we get the following injectivity
test for standard B-spline tensor product parameterization of a planar domain.
Proposition 2. Let σ be a C1 parameterization from [a, b] × [c, d] to Ω ⊂ R2
which defines a regular boundary. If its Jacobian Jσ does not vanish on [a, b]×
[c, d], then σ is injective.
These tests involve injectivity conditions on the boundary, which can be checked
recursively using the same techniques, non-intersection tests for boundary curves
and surfaces which are provided for instance by geometric (subdivision) algo-
rithms and the local injectivity condition corresponding to the non-vanishing
of the Jacobian. This last condition requires to test on all the domain Ω that
the Jacobian does not vanish. Hereafter we propose a suﬃcient and easy-to-test
condition to ensure the local injectivity condition.
We consider ﬁrst the case of a planar parameterization
σ : u ∈ P := [a, b]× [c, d] → σ(u) :=
∑
0≤i≤l1,0≤j≤l2
ci,jNi,j(u),
where ci,j ∈ R2 are the control points and Ni,j(u) are the B-spline basis func-
tions. The derivative of σ(u) with respect to u1 can be expressed in terms of the
diﬀerences Δ1i,j := ci+1,j − ci,j :
∂u1σ(u) :=
∑
0≤i≤l1−1,0≤j≤l2
ω1i,jΔ
1
i,jN
1
i,j(u),
where N1i,j is the B-spline basis function with one degree less in u1, ω
1
i,j is a
positive factor. We denote by C1(c) the convex cone of R2 generated by the half
rays R+ ·Δ1i,j .
Similarly, the derivative of σ(u) with respect to u2 can be expressed in terms
of the diﬀerences Δ2i,j := ci,j+1 − ci,j :
∂u2σ(u) :=
∑
0≤i≤l1−1,0≤j≤l2−1
ω2i,jΔ
2
i,jN
2
i,j(u),
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(a) transverse cone (b) non-transverse cone
Fig. 1. Injectivity test by cones
where N2i,j is the B-spline basis with one degree less in u2, ω
2
i,j is a positive
factor. We denote by C2(c) the convex cone of R2 generated by the half rays
R+ · Δ2i,j . If there exist two opposite vectors, which are on a straight line, we
deﬁne Ci(c) as a half-plane.
We say that two cones C1, C2 are transverse if R · C1 and R · C2 intersect only
at {0}.
Proposition 3. Let σ be a B-spline parametrisation, which is at least C1 from
P := [a, b]× [c, d] to Ω ⊂ R2 given by the control points c. If the boundary curves
do not intersect and have no self-intersection point and the cones C1(c), C2(c)
are transverse, then σ is injective on P.
Proof. We check ﬁrst that the transversality of the cones C1(c), C2(c) implies
that the Jacobian of σ is not vanishing. This jacobian Jσ(u) is obtained by
taking the determinant |∂u1σ, ∂u2σ| which expands as
∑
0≤i≤l1−1,0≤j≤l2
∑
0≤i′≤l1−1,0≤j′≤l2−1
|Δ1i,j , Δ2i′,j′ |ω1i,jω2i′,j′N1i,j(u)N2i′,j′ (u).
Since the cone C1(c) and C2(c) are transverse, the determinants |Δ1i,j , Δ2i′,j′ | have
a constant sign for Δ1i,j ∈ C1(c), Δ2i′,j′ ∈ C2(c). As the basis functions and the
factors are positive, the Jacobian Jσ(u) cannot vanish at u ∈ G, except if all the
N1i,j(u)N
2
i′,j′(u) vanish, which is not possible.
The map σ is locally injective on P . By Proposition 2, we deduce that σ is
globally injective on P . 
Fig.1 shows two examples of the injectivity testing method. In Fig.1 (a), it sat-
isﬁes the suﬃcient condition in our method, but it does not satisfy the suﬃcient
condition of the method proposed in [17]. Hence, our method is an improved
version of the method presented in [17].
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Linear constraint for injectivity. This condition can be used to devise an
algorithm which constructs an injective parameterization for given boundary
control points. We ﬁrst consider the planar case. Given four planar boundary
curves described by the controls points ci,0, ci,l2 , c0,j , cl1,j , with 0 ≤ i ≤ l1, 0 ≤
j ≤ l2, we deﬁne the boundary cone C01(c) (resp. C02(c)) as the cone generated
by the vectors Δ1i,0(c), Δ
1
i,l2
(c) for 0 ≤ i ≤ l1 − 1 (resp. Δ20,j(c), Δ2l2,j(c) for
0 ≤ j ≤ l2−1). We assume that these boundary curves form a regular boundary
and that the two boundary cones C01(c), C02(c) are transverse. R · C01(c) is the
cone deﬁned by F+1 (C01(c)) ≤ 0, F−1 (C01(c)) ≤ 0, where F+1 and F−1 are the linear
equations deﬁning the boundary of R · C01(c). We deﬁned similarly F+2 , F−2 for
C02(c).
To apply Proposition 3, the inner control points ci,j should satisfy the follow-
ing linear constraints for injective parameterization:
{
F+1 (ci+1,j − ci,j) ≤ 0, F−1 (ci+1,j − ci,j) ≤ 0, 0 ≤ i < l1, 0 < j < l2
F+2 (ci,j+1 − ci,j) ≤ 0, F−2 (ci,j+1 − ci,j) ≤ 0, 0 < i < l1, 0 ≤ j < l2.
(1)
The linear condition in (1) is a rather restrictive condition, and it is suﬃcient to
require that the two cones constructed from the ﬁrst derivative vectors are sep-
arated. Inspired from [22], the following constraints are proposed as alternative
condition{
F+2 (ci+1,j − ci,j) + F−1 (ci+1,j − ci,j) ≤ 0, F−2 (ci+1,j − ci,j) + F+1 (ci+1,j − ci,j) ≥ 0,
F+2 (ci,j+1 − ci,j) + F−1 (ci,j+1 − ci,j) ≥ 0, F−2 (ci,j+1 − ci,j) + F+1 (ci,j+1 − ci,j) ≥ 0,
where 0 < i < l1, 0 ≤ j < l2.
Remarks 1. For 3D case, the 3D convex cones can be also constructed from the
derivative vectors in three parametric directions. The diﬀerence is that the cross
product condition should be considered in the injectivity condition as in [17].
These conditions provide an easy-to-check method for the injectivity of a
parameterization. In Section 5, we will employ it to check the injectivity of
initial parameterization.
4 Isogeometric Analysis and Parameterization of
Computational Domain
In this section, we aim at presenting the reasons why solutions from IGA depend
strongly on the choice of the parameterization. This will be illustrated by a heat
conduction problem.
4.1 Test Model — Heat Conduction Problem
Given a domain Ω with Γ = ∂ΩD ∪ ∂ΩN , we consider the following thermal
conduction problem:
∇(κ(x)∇T (x)) = f(x) in Ω
T (x) = T0(x) on ∂ΩD
κ(x)
∂T
∂n
(x) = Φ0(x) on ∂ΩN ,
(2)
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where x are the Cartesian coordinates, T represents the temperature ﬁeld and
κ the thermal conductivity. Dirichlet and Neumann boundary conditions are
applied on ∂ΩD and ∂ΩN respectively, T0 and Φ0 being the imposed temperature
and thermal ﬂux (n unit vector normal to the boundary). f is a user-deﬁned
function that allows to generate problems with an analytical solution, by adding
a source term to the classical heat conduction equation.
According to a classical variational approach, we seek for a solution T ∈
H1(Ω), such as T (x) = T0(x) on ∂ΩD and:
∫
Ω
∇(κ(x)∇T (x)) ψ(x) dΩ =
∫
Ω
f(x) ψ(x) dΩ ∀ψ ∈ H1∂ΩD (Ω),
where ψ(x) are test functions. After integrating by parts and using boundary
conditions, we obtain:
−
∫
Ω
κ(x)∇T (x) ∇ψ(x) dΩ +
∫
∂ΩN
Φ0(x) ψ(x) dΓ =
∫
Ω
f(x) ψ(x) dΩ. (3)
According to the IGA paradigm, the temperature ﬁeld is represented using B-
spline basis functions. For a 2D problem, we have:
T (ξ, η) =
ni∑
i=1
nj∑
j=1
Nˆpii (ξ) Nˆ
pj
j (η)Tij ,
where Nˆi functions are B-Spline basis functions and u = (ξ, η) ∈ P are domain
parameters. Then, we deﬁne the test functions ψ(x) in the physical domain such
as:
Nij(x) = Nij(x, y) = Nij(T (ξ, η)) = Nˆij(ξ, η) = Nˆ
pi
i (ξ) Nˆ
pj
j (η).
The weak formulation Eq. 3 reads:
nk∑
k=1
nl∑
l=1
Tkl
∫
Ω
κ(x)∇Nkl(x) ∇Nij(x) dΩ =
∫
∂ΩN
Φ0(x) Nij(x) dΓ +
∫
Ω
f(x) Nij(x) dΩ.
Finally, we obtain a linear system similar to that resulting from the classical
ﬁnite-element methods, with a matrix and a right-hand side deﬁned as:
Mij,kl =
∫
Ω
κ(x)∇Nkl(x) ∇Nij(x) dΩ
=
∫
P
κ(T (u))∇uN˜kl(u)B(u)T B(u) ∇uN˜kl(u)J(u) dP
Sij =
∫
∂ΩN
Φ0(x) Nij(x) dΓ +
∫
Ω
f(x) Nij(x) dΩ
=
∫
∂PN
Φ0(T (u)) N˜kl(u)J(u) dΓ˜ +
∫
P
f(T (u)) N˜kl(u)J(u) dP .
where J is the Jacobian of the transformation, BK is the transposed of the
inverse of the Jacobian matrix. The above integrations are performed in the
parameter space using classical Gauss quadrature rules.
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(a) control point placement I (b) control point placement II
(c) isoparametric curves I (d) isoparametric curves II
Fig. 2. Two diﬀerent parameterizations of computational domains. (a),(b): two diﬀer-
ent placements of inner control points. (c), (d): isoparametric curves on the computa-
tional domain with respect to the control points placements in (a) and (b).
Starting from a planar B-spline surface as computational domain, a general
framework of an isogeometric solver for thermal conduction problem (2) has been
implemented as plugins in the AXEL1 platform, yielding a B-spline surface as
solution ﬁeld. Gauss-Seidel algorithm is employed to solve the linear system. In
order to improve the simulation results, reﬁnement operation can be performed
for two parametric directions. Additional details concerning the methods can be
found in [13].
4.2 Isogeometric Analysis with Diﬀerent Parameterization
Asmentioned above, given four boundary planar B-spline curves, we can construct
various planar B-spline surfaces with diﬀerent parameterizations. For Example I
in Fig. 2, we present two kinds of parameterization for a computational domain
1 http://axel.inria.fr/
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(a) solution surface of
parameterization I
(b) colormap of solution surface
based on parameterization I
(c) solution surface of
parameterization II
(d) colormap of solution surface
based on parameterization II
(e) exact solution surface (f) colormap of exact solution
surface
Fig. 3. Simulation results and exact solution
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Fig. 4. Error analysis with the curve (log
√
M, log e), where M is the number of control
points in each reﬁnement
Ω(x, y) = [0, 6] × [0, 6] represented by cubic B-spline surfaces, where the knot
vectors in u and v directions are both {0, 0, 0, 0, 1, 2, 3, 4, 4, 4, 4}. Fig. 2 (a) and
Fig. 2(b) present two diﬀerent placements of inner control points, Fig. 2 (c) and
Fig. 2(d) show the isoparametric curves on the computational domainwith respect
to diﬀerent placements of inner control points.
We test these two parameterizations on the heat conduction problem (2) with
source term
f (x, y) = −4
9
sin(
πx
3
) sin(
πy
3
). (4)
For this problem with boundary condition T 0(x ) = 0 and Φ0(x ) = 0, the exact
solution over the computational domain [0, 6]× [0, 6] is
T (x, y) = 2 sin(
πx
3
) sin(
πy
3
). (5)
Fig.3 (a) and Fig.3 (b) show the approximate solution surface, color map and
iso-temperature lines with respect to parameterization I; Fig.3 (c) and Fig.3
(d) show the approximate solution surface, color map and iso-temperature lines
with respect to parameterization II. In Fig.3 (e) and Fig.3(f), the exact solution
surface and its colormap are presented. Obviously, parameterization I is better
than parameterization II for this speciﬁed heat conduction problem.
Reﬁnement via knot insertion is an eﬃcient operation to improve the result
of isogeometric analysis. We compare the error history during reﬁnement opera-
tion for these two diﬀerent parameterization in Fig.4. The error is computed in
relative L2 norm as follows [24]
e =
√√√√
∫
Ω
(T − T˜ )T (T − T˜ )dΩ
∫
Ω
TTTdΩ
,
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where T is the exact solution and T˜ is the approximate solution. From Fig.4,
we see that diﬀerent parameterizations have diﬀerent impact on the ﬁnal result
after reﬁnement operation. Though the convergence rates of the two diﬀerent
parameterization are in good agreement with theoretical convergence (4 for cubic
parameterization), for an error value about 5×10−5, parameterization I requires
35× 35 control points, and parameterization II requires 67× 67 control points.
One reasonable explanation is that with B-spline tensor product surfaces, we
can only perform the reﬁnement operations along the parametric directions in
IGA, hence it is more restricted than the reﬁnement of a mesh in FEA.
The above example and its analysis show that good parameterization of com-
putational domain is a key issue for IGA. In the next section, we will propose a
shape optimization method to construct optimal parameterization of a compu-
tational domain.
5 Optimization Method for Parametrization of
Computational Domain
5.1 Problem Statement
The problem studied in this section can be stated as follows: given four coplanar
boundary B-spline curves, ﬁnd the inner control points such that the parameter-
ization of a computational domain is optimal for an IGA problem with known
exact solution. The extension of the proposed method to isogeometric problems
without known exact solution is one of our ongoing work.
5.2 Shape Optimization Method
The shape optimization problem consists in ﬁnding the shape which is optimal in
that it minimizes a certain cost function while satisfying given constraints. The
purpose of shape optimization in CAE is to optimize the CAD object for some
physical problem, and the design variables are the control points of the CAD
object. For 2D isogeometric shape optimization problem, the design variables
are the control points of boundary B-spline curves.
Inspired from the idea of shape optimization, in order to obtain optimal pa-
rameterization of computational domain, we should let the inner control points,
rather than boundary control points, be the design variables for the shape opti-
mization, and ﬁnd the best placement of inner control points to make the value
of a cost function as small as possible.
Initial construction of inner control points. As the shape optimization
problem, we need to construct an initial placement of inner control points as
starting point in the iteration process. We rely on the discrete Coons method
presented in [16] to generate inner control points as initial value from boundary
control points.
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Fig. 5. Example II
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Given the boundary control points P0,j ,Pn,j ,P i,0,P i,m, i = 0, . . . , n, j =
0, . . . ,m, the inner control points P i,j (i = 1, . . . , n − 1, j = 1, . . . ,m − 1) can
be constructed by the discrete Coons method as follows:
P i,j = (1− i
n
)P0,j +
i
n
Pn,j + (1 − j
m
)P i,0 +
j
m
P i,m
−[1− i
n
i
n
]
(
P0,0 P0,m
Pn,0 Pn,m
) (
1− jm
j
m
)
Remarks 2. Since the sum of the coeﬃcients equals 1, the resulting inner control
points lie in the convex hull of the boundary control points.
Remarks 3. For some given boundary curves, this construction may cause some
self-intersections, and lead to an improper parameterization for IGA. We use the
linear injectivity condition proposed in Section 3 to check the injectivity of initial
parameterization. If it does not satisfy the condition, the linear programming
method is used to produce another initial parameterization.
Optimization method. In the proposed approach, we minimize the error com-
puted from the IGA solution and the exact solution, by moving inner control
points of the computational domain. Therefore, we consider as optimization vari-
ables the coordinates of the inner control points and as cost function the error
of the IGA solution. The optimization algorithm used for this study is a classi-
cal steepest-descent method in conjunction with a back-tracking line-search. For
this exercise, the gradient of the cost function is approximated using a centered
ﬁnite-diﬀerencing scheme.
Each iteration k of the optimization algorithm can be summarized as follows,
starting from a point xk in the variable space:
1. Evaluation of perturbed points xk + ek
2. Estimation of the gradient ∇f(xk) by ﬁnite-diﬀerence
3. Deﬁne search direction dk = −∇f(xk)
4. Line search : ﬁnd ρ such as f(xk + ρdk) < f(xk)
These steps are carried out until a stopping criterion is satisﬁed.
5.3 Examples and Comparison
In this section, we will present some parameterization results and compare them
with the initial solution with respect to the heat conduction problem (2).
Example II . The second example is for the parameterization of the domain
Ω = [0, 3]× [0, 3] by cubic Be´zier surfaces. The corresponding source term and
exact solution is presented in (4) and (5). The parameterization result and com-
parison with initial parameterization are shown in Fig.5. The initial error is
reduced by 24.52% as shown in Fig.5 (e). The ﬁnal parameterization is clearly
better than the initial parameterization during reﬁnement operations as pre-
sented in Fig.5 (f).
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Fig. 6. Example III
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Fig. 7. Example IV
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Fig. 8. Interface for isogeometric solver in AXEL
Example III . The next example is for the parameterization of the domain
Ω(x, y) = {(x, y)| − 1 ≤ y ≤ x2, 0 ≤ x ≤ 1}
by Be´zier surface with degree 3× 6. The parabola is represented by degenerate
cubic Be´zier curve. For the problem with boundary condition T 0(x ) = 0 and
Φ0(x ) = 0 in (2), we can construct an exact solution T (x, y) as follows
T (x, y) = sin(π(y − x2)) sin(πx) sin(πy)
The initial placement of inner control points is produced by the discrete Coons
method as shown in Fig.6 (a). The ﬁnal parameterization results and some com-
parisons are also shown in Fig.6. We can ﬁnd that there are some self-intersections
on the control mesh in Fig.6 (b). However, there is no self-intersection on the ﬁnal
parameterization as shown in Fig.6 (c). During the optimization, the initial error
is reduced by 14.65% as shown in Fig.6 (g). The error history during reﬁnement
operation is presented in Fig.6 (h).
Example IV . The ﬁnal example is for the parameterization of the domain Ω =
[0, 3]× [0, 6] by cubic B-spline surface with knot vector {0, 0, 0, 0, 1, 2, 3, 4, 4, 4, 4}
in the u direction and knot vector {0, 0, 0, 0, 1, 1, 1, 1} in the v direction. The cor-
responding source term and exact solution is presented in (4) and (5). The initial
placement of inner control points is non-uniform as shown in Fig.7 (a), and the
ﬁnal parametrization result and some comparison are also shown in Fig.7. During
the optimization, the initial error is reduced by 3.31% as shown in Fig.7 (g). The
error history during reﬁnement operation is presented in Fig.7 (h).
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6 Conclusion and Future Work
Parameterization of computational domains is the ﬁrst step in an IGA process.
In this paper, we show that for diﬀerent parameterizations of a computational
domain, diﬀerent simulation results can be obtained. Based on this observation
and inspired by shape optimization, an approach for optimal parameterization of
computational domain is proposed. We also proposed a linear and easy-to-check
suﬃcient condition for injectivity of planar B-spline parameterization. Several
examples are presented to illustrate the eﬀectiveness of the proposed method.
As shown in Fig.8, a user-friendly interface for isogeometric solver and optimizer
is implemented as plugin in the AXEL platform.
The proposed method will be tested on more complex computational domain
and generalized to 3D cases with exact solutions in the future. The construction
of a proper parameterization of computational domain for general problem, in
which the exact solution is unknown, is also a part of our ongoing work. One
possible way is to ﬁnd an accurate posteriori error estimation method for IGA,
and perform the optimization based on this estimation. We will discuss this topic
in another paper.
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