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Abstract
本稿では，2014年 12月 16日から 19日に行われた研究集会「確率論シンポジ
ウム」 における講演内容をもとに，ファーストパッセージパーコレーションにおけ
る concentration inequality について，その概要を述べる．また，本研究を応用し，
ファーストパッセージパーコレーションの convergence rateに対する考察を行う．
1 Model and main results
2014年 12月 16日から 19日に行われた研究集会「確率論シンポジウム」における講演
内容をもとに，本稿では「ファーストパッセージパーコレーションにおける concentration
inequality$\rfloor$ について，著者が Michael Damron 氏 (Indiana University) と共同で行った
研究の概要を述べる．詳細については [4] を参照されたい．
樹木が正方格子状に並んだ果樹園において，ある木で病気が発症したとする．病気の伝
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まで病気が伝染する最短の時間の挙動を評価した．
まず最初に，ファーストパッセージパーコレーションについてより詳しく説明を行う．
$\mathcal{E}$ を正方格子 $\mathbb{Z}^{d}(d\geq 2)$ の辺集合とし，weights $(t_{e})_{e\in \mathcal{E}}$ を独立同分布な非負値確率変数
列とする． $(\mathbb{Z}^{d}$ の各頂点を果樹園の樹木，t。を隣接する木へ病気が伝染する時間とみなせ
る． $)$ このとき，． $\mathbb{Z}^{d}$ の辺を 「 $e_{1}arrow e_{2}arrow\cdotsarrow e_{l}$」 と辿る経路 $\pi$ において，その passage
time を
$\tau(\pi):=\sum_{i=1}^{l}t_{e_{i}}$
で定義する．さらに， $\mathbb{Z}^{d}$ の頂点 $x$ から $y$ への rst passage time を以下で定義する:
$\tau(x, y):=\inf\{\tau(\pi);\pi$ は $\mathbb{Z}^{d}$ の頂点 $x$ から $y$ への経路
ここで，仮定をいくつか導入しておく．
(AO) $\mathbb{P}(t_{e}=0)<p_{c}$ . ただし， $p_{c}$ は $\mathbb{Z}^{d}$ 上のボンドパーコレーションに対する臨界確率
である．
(A1) ある $\alpha>0$ が存在して， $\mathbb{E}[e^{\alpha t_{e}}]<\infty.$
(A2) ある $\alpha>0$ が存在して， $\mathbb{E}[t_{e}^{2/d+\alpha}]<\infty.$
(A3) ある $\alpha>0$ が存在して， $\mathbb{E}[t_{e}^{1/(2d)+\alpha}]<\infty.$
上記の weights に対するモーメント条件は 「 $(A1)\Rightarrow(A2)\Rightarrow(A3)$」 の順で弱くなって
いる．
仮定 (A3) が成り立つならば，Cox-Durrett [3] によって $\mathbb{E}[\tau(0, x)]<\infty$ であることが
示されている．さらに，rst passage time は subadditivity を満たすことに注意する．す
なわち，
$\tau(x, z)\leq\tau(x, y)+\tau(y, z) , x, y, z\in \mathbb{Z}^{d}.$
したがって subadditive ergodic theorem より，各 $x\in \mathbb{Z}^{d}$ に対して次の極限 $\mu(x)$ が存在
することが分かる:
(1.1) $\lim_{narrow\infty}\frac{1}{n}\tau(0, nx)=\lim_{narrow\infty}\frac{1}{n}\mathbb{E}[\tau(0, nx)]=\inf_{n1}\frac{1}{n}\mathbb{E}[\tau(0, nx)]=\mu(x) \mathbb{P}-a.s.$
この極限 $\mu(x)$ を time constant と呼ぶ．
$\mathbb{E}[\tau(0, x)]$ の漸近挙動を詳しく知るためには， $\mathbb{E}[\tau(0, x)]-\mu(x)$ の誤差 (non-random
uctuations) がどの程度かを詳しく解析する必要がある．仮定 (AO) と (A1) の下では，
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Alexander [2, Theorem 4. 1] による次の先行結果がある:
(1.2) $0\leq \mathbb{E}[\tau(0, x)]-\mu(x)\leq C\Vert x\Vert_{1}^{1/2}\log\Vert x\Vert_{1}, x\in \mathbb{Z}^{d}, \Vert x\Vert_{1}>1.$
最初に non-random uctuations の評価を導出したのは Kesten [7, (3.2)] であったが，
その評価は次元が高くなるにつれて粗くなってしまうものであった．その後，Alexander
によって上記のように精密化された．しかし，non-random uctuationsに対する評価





(1.1) は仮定 (A3) だけで成立していることから，Alexander の結果も (A1) より弱い
モーメント条件の下で成り立つと予想できる．そこで，モーメント条件を弱めた場合の
non-random uctuations について Damron 氏と共同研究を行い，以下の結果を得ること
ができた [4].
Theorem 1.1. (AO) と (A2) を仮定する．このとき，ある定数 $C>0$ が存在し，すべて
の $x\in \mathbb{Z}^{d}\backslash \{0\}$ に対して
$0\leq \mathbb{E}[\tau(0, x)]-\mu(x)\leq C(\Vert x\Vert_{1}\log\Vert x\Vert)^{1/2}.$
Alexander の結果 (1. 2) と比較すると，モーメント条件を (A1) から (A2) へ弱めるこ
とに成功しただけでなく，logarithmic term の指数も 1/2に改良されていることが分か
る．この様な改良に成功した理由としては，random uctuations $\tau(0, x)-\mathbb{E}[\tau(O, x)]$ に
対する精密な評価を得られたことが挙げられる．特に concentration inequality と呼ばれ
る次の評価により，Theorem 1.1の non-random uctuations が導出される．
Theorem 1.2. $(AO)$ と (A2) を仮定する．このとき，ある定数 $C>0$ が存在し，すべて
の $t\geq 0$ と $x\in \mathbb{Z}^{d}\backslash \{O\}$ に対して
$\mathbb{P}(\tau(0, x)-\mathbb{E}[\tau(0, x)]\leq-t\Vert x\Vert_{1}^{1/2})\leq e^{-Ct^{2}}$
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2 Fluctuations for the shape
この章では，原点 $0$ からの rst passage timeが $t$ 以下となるような点の集合
$B(t):= \{y+h;y\in \mathbb{Z}^{d}, \tau(0, y)\leq t, h\in[-\frac{1}{2}, \frac{1}{2}]^{d}\}$
の漸近挙動について考察する．
(AO) に加え，ある $\alpha>0$ が存在して $\mathbb{E}[t_{e}^{1/2+\alpha}]<\infty$ であると仮定する．このとき，任
意の $\epsilon>0$ に対して確率 1で次が成り立つ (詳しくは，[6, (1.9)] 参照): 十分大きな $t>0$
に対して，
$(1- \epsilon)B_{0}\subset\frac{B(t)}{t}\subset(1+\epsilon)B_{0}.$
ここで， $B_{0}$ $:=\{x\in \mathbb{R}^{d};\mu(x)\leq 1\}$ であり，これを limit shape と呼ぶ．また，上の事実
を shape theorem という．この結果に対し，Alexander [2] と Kesten [7] は， $B(t)/t$ が
$B_{0}$ へ漸近していく rate をより精密に調べ，最大でも $\epsilon=O(t^{-1/2}\log t)$ 程度となること
を示した．そこでは，(AO) と (A1) を仮定しているが，Theorem 1.1を適用することで
次のように改良することができる．
Corollary 2.1. (AO) と (A2) を仮定する．このとき，ある定数 $C$ が存在して確率 1で
次が成立する: 十分大きな $t$ に対して，
(2.1) $\frac{B(t)}{t}\subset\{1+Ct^{-1/2}(\log t)^{1/2}\}B_{0}.$
さらに，もしある $\alpha>1+1/d$ に対して $\mathbb{E}[t_{e}^{\alpha}]<\infty$ が成り立つならば，ある定数 $C'$ が存
在して確率 1で次が成立する: 十分大きな $t$ に対して，
(2.2) $\{1-C't^{-1/2}(\log t)^{4}\}B_{0}\subset\frac{B(t)}{t}.$
最後に，Corollary 2.1について，いくつか簡単にコメントしておく．まず (2.1) のた
めに必要な仮定であるが， $d>4$ のときは shape theorem のものより弱い条件であるこ
とに注意しておく．このときは，確率 1で $\lim\sup_{\Vert y\Vertarrow\infty}\tau(0, y)=\infty$ となることが知ら
れている (詳しくは [6, (1.11)] 参照). この事実より，モーメント条件が悪くなっていく
と $B(t)$ は内部に穴が開きやすい状態になっていくことが分かる．(2.1) では， $tB_{0}$ という
内部に穴が開いていない集合で $B(t)$ を覆っているので，shape theorem のときより弱い
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条件の下でも (2.1) を得られる．一方 (2.2) では， $tB_{0}$ という内部に穴が開いていない集
合を $B(t)$ で覆わなければならないので， $B(t)$ の内部に穴が空かない状況を要求される．
そのため，(2.2) では (2.1) より強い仮定が必要となる．さらに，Ahlbergにょる評価 [1]
と Zhang による concentration inequality [8] を使っているため，技術的な問題で shape
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