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Abstract—Dynamic robust PCA refers to the dynamic (time-
varying) extension of robust PCA (RPCA). It assumes that the
true (uncorrupted) data lies in a low-dimensional subspace that
can change with time, albeit slowly. The goal is to track this
changing subspace over time in the presence of sparse outliers.
We develop and study a novel algorithm, that we call simple-
ReProCS, based on the recently introduced Recursive Projected
Compressive Sensing (ReProCS) framework. Our work provides
the first guarantee for dynamic RPCA that holds under weakened
versions of standard RPCA assumptions, slow subspace change
and a lower bound assumption on most outlier magnitudes.
Our result is significant because (i) it removes the strong
assumptions needed by the two previous complete guarantees
for ReProCS-based algorithms; (ii) it shows that it is possible to
achieve significantly improved outlier tolerance, compared with
all existing RPCA or dynamic RPCA solutions by exploiting
the above two simple extra assumptions; and (iii) it proves that
simple-ReProCS is online (after initialization), fast, and, has near-
optimal memory complexity.
Index Terms—Robust PCA, Subspace Tracking, Sparse Recov-
ery, Compressive Sensing
I. INTRODUCTION
Principal Components Analysis (PCA) is a widely used
dimension reduction technique in a variety of scientific applica-
tions. Given a set of data vectors, PCA tries to finds a smaller
dimensional subspace that best approximates a given dataset.
According to its modern definition [2], robust PCA (RPCA) is
the problem of decomposing a given data matrix into the sum
of a low-rank matrix (true data) and a sparse matrix (outliers).
The column space of the low-rank matrix then gives the desired
principal subspace (PCA solution). In recent years, the RPCA
problem has been extensively studied, e.g., [2]–[8]. A common
application of RPCA is in video analytics in separating video
into a slow-changing background image sequence (modeled as a
low-rank matrix) and a foreground image sequence consisting
of moving objects or people (sparse) [2]. Dynamic RPCA
refers to the dynamic (time-varying) extension of RPCA [5],
[7], [9]. It assumes that the true (uncorrupted) data lies in a low-
dimensional subspace that can change with time, albeit slowly.
This is a more appropriate model for long data sequences, e.g.,
surveillance videos. The goal is to track this changing subspace
over time in the presence of sparse outliers. Hence this problem
can also be referred to as robust subspace tracking.
A short version of this paper was presented at the IEEE International
Symposium on Information Theory, 2018 [1]
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A. Notation and Problem Setting
Notation. We use bold lower case letters to denote vectors,
bold upper case letters to denote matrices, and calligraphic
letters to denote sets or events. We use the interval notation
[a, b] to mean all of the integers between a and b, inclusive,
and [a, b) := [a, b− 1]. We will often use J to denote a time
interval and J α to denote a time interval of length α. We
use 1S to denote the indicator function for statement S, i.e.
1S = 1 if S holds and 1S = 0 otherwise. We use ‖ · ‖ without
a subscript to denote the l2 norm of a vector or the induced
l2 norm of a matrix. For other lp norms, we use ‖ · ‖p. For a
set T , we use IT to refer to an n× |T | matrix of columns of
the identity matrix indexed by entries in T . For a matrix A,
A′ denotes its transpose and AT := AIT is the sub-matrix
of A that contains the columns of A indexed by entries in
T . Also, we use Ai to denote its i-th row. We use λmin(.)
(σmin(.)) to denote the minimum eigen (singular) value of a
matrix. Similarly for λmax(.) and σmax(.). We use δs(A) to
denote the s-restricted isometry constant (RIC) [10] of A.
A matrix with mutually orthonormal columns is referred to
as a basis matrix and is used to represent the subspace spanned
by its columns. For basis matrices Pˆ , P , we use
SE(Pˆ ,P ) := ‖(I − Pˆ Pˆ ′)P ‖
to quantify the subspace error (SE) between their respective
column spans. This measures the sine of the maximum principal
angle between the subspaces. When Pˆ and P are of the same
size, then SE(.) is symmetric, i.e., SE(Pˆ ,P ) = SE(P , Pˆ ). We
use P⊥ to denote a basis matrix for the orthogonal complement
of span(P ).
For a matrix M , we use basis(M) to denote a basis matrix
whose columns span the same subspace as the columns of M .
The letters c and C denote different numerical constants in
each use; c is used for constants less than one and C for those
equal to or greater than one.
Dynamic RPCA or Robust Subspace Tracking Problem State-
ment. At each time t, we observe yt ∈ Rn that satisfies
yt := `t + xt + vt, for t = 1, 2, . . . , d (1)
where xt is the sparse outlier vector, `t is the true data vector
that lies in a fixed or slowly changing low-dimensional subspace
of Rn, and vt is small unstructured noise or modeling error.
To be precise, `t = P(t)at where P(t) is an n × r basis
matrix with r  n and with ‖(I −P(t−1)P(t−1)′)P(t)‖ small
compared to ‖P(t)‖ = 1 (slow subspace change). We use Tt
to denote the support set of xt and we let s := maxt |Tt|.
Given an initial subspace estimate, Pˆ0, the goal is to track
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2span(P(t)) within a short delay of each subspace change. The
initial estimate can be obtained by applying any static (batch)
RPCA technique, e.g., PCP [2] or AltProj [6], to the first ttrain
data frames, Y[1,ttrain]. A by-product of our solution approach
is that the true data vectors `t, the sparse outliers xt, and
their support sets Tt can also be tracked on-the-fly. In many
practical applications, in fact, xt or Tt is often the quantity of
interest.
We also assume that (i) |Tt|/n is upper bounded, (ii) Tt
changes enough over time so that any one index is not part of
the outlier support for too long, (iii) the columns of P(t) are
dense (non-sparse), and (iv) the subspace coefficients at are
element-wise bounded, mutually independent, zero mean, have
identical and diagonal covariance matrices, and are independent
of the outlier supports Tt. We quantify everything in Sec. II.
Subspace Change Assumption. To ensure that the number of
unknowns is not too many (see the discussion in Sec. I-C), we
will further assume that the subspace span(P(t)) is piecewise
constant with time, i.e.,
P(t) = P(tj) for all t ∈ [tj , tj+1), j = 0, 1, . . . , J, (2)
with t0 = 1 and tJ+1 = d. Let Pj := P(tj). At each change
time, tj , the change is “slow”. This means two things:
1) First, at each tj , only one direction can change with the
rest of the subspace remaining fixed, i.e.,
SE(Pj−1,Pj) = SE(Pj−1,ch,Pj,rot) (3)
where Pj−1,ch is a direction from span(Pj−1) that
“changes” at tj and Pj,rot is its “rotated” version.
Thus span(Pj−1) = span([Pj−1,fix,Pj−1,ch]) and
span(Pj) = span([Pj−1,fix,Pj,rot]) where Pj−1,fix is
an n×(r−1) matrix that denotes the part of the subspace
that remains “fixed” at tj .
Of course at different tj’s, the changing directions could
be different.
2) Second, the angle of change is small, i.e., for a ∆ 1,
SE(Pj−1,Pj) = SE(Pj−1,ch,Pj,rot) ≤ ∆. (4)
Equivalent generative model. With the above model,
Pj,new :=
(I − Pj−1,chPj−1,ch′)Pj,rot
SE(Pj−1,ch,Pj,rot)
is the newly added direction at tj , θj := cos−1 |Pj−1,ch′Pj,rot|
is the angle by which Pj−1,ch gets rotated out-of-plane (towards
Pj,new which lies in span(Pj−1)⊥) to get Pj,rot. Without loss
of generality, assume 0 ≤ θj ≤ pi/2. Thus,
• | sin θj | = sin θj = SE(Pj−1,ch,Pj,rot) =
SE(Pj−1,Pj) ≤ ∆, and
• Pj,del := Pj−1,ch sin θj − Pj,new cos θj is the direction
that got deleted at tj .
We have the following equivalent generative model for getting
Pj from Pj−1: let Uj be an r × r rotation matrix,
Pj = [(Pj−1Uj)[1,r−1]︸ ︷︷ ︸
Pj−1,fix
,Pj,rot], where
Pj,rot := (Pj−1Uj)r︸ ︷︷ ︸
Pj−1,ch
cos θj + Pj,new sin θj (5)
Pj−1,fixPj−1,ch
Pj,new
span (Pj−1)
span (Pj)
θj
Fig. 1. Subspace change example in 3D with r = 2.
For a simple example of this in 3D (n = 3), see Fig. 1.
To make our notation easy to remember, we try to explain
its meaning better. Consider the change at tj . The direction
from span(Pj−1) that changes is denoted by Pj−1,ch. This
changes by getting rotated (out-of-plane) by a small angle
θj towards a new out-of-plane direction Pj,new to get the
changed/rotated direction Pj,rot. Here “plane” refers to the
hyperplane span(Pj−1). The basis for the r − 1-dimensional
subspace of span(Pj−1) that does not change at tj is Pj−1,fix.
So Pj = [Pj−1,fix,Pj,rot].
The span of left singular vectors of L is contained in, or equal
to, span([P0,P1,new,P2,new, . . . ,PJ,new]). Equality holds if
Pj,new is orthogonal to span([P0,P1,new, . . . ,Pj−1,new]) for
each j.
In this work we have assumed the simplest possible model
on subspace change where, at a change time, only one direction
can change. Observe though that, at different change times, the
changing direction could be different and hence, over a long
period of time, the entire subspace could change. This simple
model can be generalized to rch > 1 directions changing; see
the last appendix in the ArXiv posting of this work. It is also
possible to study the most general case where rch = r and
hence no model is assumed for subspace change (only a bound
on the maximum principal angle of the change). This requires
significant changes to both the algorithm and the guarantee; it
is studied in follow-up work [11].
Relation to original RPCA. To connect with the original
RPCA problem [2], [4], [6], define the n × d data matrix
Y := [y1,y2, . . .yd] := L + X + V where L, X , V
are similarly defined. Let rL denote the rank of L and use
max-outlier-frac-col and max-outlier-frac-row to denote the maxi-
mum fraction of outliers per column and per row of Y . RPCA
results bound max(max-outlier-frac-row,max-outlier-frac-col). For
dynamic RPCA, we will define max-outlier-frac-row slightly
differently. It will be the maximum fraction per row of any
n × α sub-matrix of Y with α consecutive columns. Here
α denotes the number of frames used in each subspace
update. We will denote this by max-outlier-frac-rowα to indicate
the difference. Since α is large enough (see (9)), the two
definitions are only a little different. The dynamic RPCA
assumption of a bound on maxt |Tt|/n is equivalent to bound-
ing max-outlier-frac-col since max-outlier-frac-col = maxt |Tt|/n.
The requirement of Tt’s changing enough is equivalent to
a bound on max-outlier-frac-rowα. As we explain later, the
denseness assumption on the P(t)’s is similar to the denseness
(incoherence) of left singular vectors of L assumed by all
standard RPCA solutions, while the assumptions on at’s replace
3the right singular vectors’ incoherence assumption of standard
RPCA.
B. Related Work and our Contributions
Related Work. We briefly mention all related work here, but
provide a detailed discussion later in Sec. III. There is very
little work on other solutions for provably correct dynamic
RPCA. This includes our early work on a partial guarantee
(guarantee required assumptions on intermediate algorithm
estimates) [5] and later complete correctness results [7], [12] for
more complicated ReProCS-based algorithms. We refer to all
of these as “original-ReProCS”. It also includes older work on
modified-PCP, which is a batch solution for RPCA with partial
subspace knowledge, and which can be shown to also provably
solve dynamic RPCA in a piecewise batch fashion [13]. The
original-ReProCS guarantees require strong assumptions on
how the outlier support changes (need a very specific model
inspired by a video moving object); their subspace change
assumptions are unrealistic; and their subspace tracking delay
(equal to the required delay between subspace change times) is
very large. On the other hand, the Modified-PCP guarantee [13]
requires the outlier support to be uniformly randomly generated
(strong assumption; for video, it means that the moving objects
need to be single pixel wide and should be jumping around
randomly from frame to frame); requires a different stronger
assumption on subspace change; and cannot detect subspace
change automatically. Other than the above, there is some work
on online algorithms for RPCA. The only work that comes
with some guarantee, although it is a partial guarantee, is an
online stochastic optimization based solver for the PCP convex
program (ORPCA) [14]. Its guarantee assumed that the basis
matrix for the subspace estimate at each t was full rank. To
our best knowledge, there is no follow-up work on a complete
correctness result for it. There is also much work on empirical
online solutions for RPCA, e.g., [15], and older work, e.g., [16],
[17]. From a practical standpoint, any online algorithm will
implicitly also provide a tracking solution. However, as shown
in Sec. VI, the solution is not as good as that of ReProCS
which explicitly exploits slow subspace change.
The standard RPCA problem has been extensively studied
[2]–[4], [6], [8], [18]. We discuss these works in detail in Sec.
III. A summary is provided in Table I. Briefly, these either need
outlier fractions in each row and each column of the observed
data matrix to be O(1/rL) (AltProj [6], GD [8], NO-RMC [18],
PCP result of [3], [4], denoted PCP(H)) or need the outlier
support to be uniformly randomly generated (PCP result of
[2], denoted PCP(C)). Moreover, all these are batch solutions
with large memory complexity O(nd).
Contributions. We develop a simple algorithm, termed simple-
ReProCS or s-ReProCS, for provably solving the robust
subspace tracking or dynamic RPCA problem described earlier.
We also develop its offline extension that can be directly
compared with the standard RPCA results. Simple-ReProCS is
based on the ReProCS framework [5]. Our main contribution
is the first correctness guarantee for dynamic RPCA that holds
under weakened versions of standard RPCA assumptions, slow
subspace change, and a lower bound on most outlier magni-
tudes (this lower bound is proportional to the rate of subspace
change). We say “weakened” because our guarantee implies
that, after initialization, s-ReProCS can tolerate an order-wise
larger fraction of outliers per row than all existing approaches,
without requiring the outlier support to be uniformly randomly
generated or without needing any other model on support
change. It allows max-outlier-frac-rowα ∈ O(1) (instead of
O(1/rL)). For the video application, this implies that it tolerates
slow moving and occasionally static foreground objects much
better than other approaches. This fact is also backed up by
comparisons on real videos, see Sec. VI and also see [21].
A second key contribution is the algorithm itself. Unlike
original-ReProCS [7], [12], s-ReProCS ensures that the es-
timated subspace dimension is bounded by (r + 1) at all
times without needing the complicated cluster-EVD step. More
importantly, s-ReProCS is provably fast and memory-efficient:
its time complexity is comparable to that of SVD for vanilla
PCA, and its memory complexity is near-optimal and equal to
O(nr log n log(1/ε˜)) where ε˜ is the desired subspace recovery
accuracy. This is near-optimal because nr is the memory
needed to output an r-dimensional subspace estimate in Rn,
and the complexity is within log factors of the optimal. To
our best knowledge, s-ReProCS is the first provably correct
RPCA or dynamic RPCA solution that is as fast as the
best RPCA solution in terms of computational complexity
without requiring the data matrix to be nearly square and
has near-optimal memory complexity. We provide a tabular
comparison of guarantees of offline s-ReProCS with other
provable RPCA solutions in Table I. We compare s-ReProCS
with other online or tracking solutions for RPCA or dynamic
RPCA in Table II (original-ReProCS, modified-PCP, follow-up
work on RePrOCS-NORST [11], [19], ORPCA and GRASTA).
We give a significantly shorter and simpler proof than that
for the earlier guarantees for ReProCS-based methods. We
do this by first separately proving a result for the problem of
“correlated-PCA” or “PCA in data-dependent noise” [22], [23]
with partial subspace knowledge. This result given in Theorem
5.7 of Sec. V-A may also be of independent interest.
C. The need for a piecewise constant model on subspace
change
We explain why the piecewise-constant subspace change
model is needed. Even if the observed data were perfect
(no noise/outlier/missing-data, i.e., we observed `t, and all
measurements were linearly independent) and the previous
subspace were exactly known, in order to obtain a correct
r-dimensional estimate1 for each P(t), one would need at least
r samples. Of course, to just find the newly added direction
Pj,new and use an (r + 1)-dimensional estimate, one sample
would suffice in this ideal setting (doing this will be especially
problematic if the subspace changes at each time because it
will mean the estimated subspace dimension will keep growing
as r + t at time t). Our actual setting is not this ideal one: we
know the previous subspace only up to  error and we observe
yt which is a noisy and outlier-corrupted version of `t. This
is why, in our setting, more than one data samples are needed
1requires finding both the newly added direction, Pj,new, and the deleted
direction, Pj,del
4TABLE I
COMPARING S-REPROCS WITH OTHER RPCA SOLUTIONS WITH COMPLETE GUARANTEES. FOR SIMPLICITY, WE IGNORE ALL
DEPENDENCE ON CONDITION NUMBERS. IN THIS TABLE rL IS THE RANK OF THE ENTIRE MATRIX L, WHILE r IS THE MAXIMUM RANK OF
ANY SUB-MATRICES OF CONSECUTIVE COLUMNS OF L OF THE FORM L[tj ,tj+1) AND THUS r ≤ rL . WE SHOW THE UNREALISTIC
ASSUMPTIONS IN RED.
Algorithm Outlier tolerance Assumptions Memory, Time, # params.
PCP (C) [2] max-outlier-frac-row ∈ O(1) outlier support: uniform random Memory: O(nd) zero
(offline) max-outlier-frac-col ∈ O(1) rL ≤ cmin(n, d)/log2 n Time: O(nd2 1 )
PCP (H) [4] max-outlier-frac-row ∈ O(1/rL) Memory: O(nd) 2
(offline) max-outlier-frac-col ∈ O(1/rL) Time: O(nd2 1 )
AltProj [6], max-outlier-frac-row = O (1/rL) Memory: O(nd) 2
(offline) max-outlier-frac-col ∈ O (1/rL) Time: O(ndr2L log 1 )
RPCA-GD [8] max-outlier-frac-row ∈ O(1/r1.5L ) Memory: O(nd) 5
(offline) max-outlier-frac-col ∈ O(1/r1.5L ) Time: O(ndrL log 1 )
NO-RMC [18] max-outlier-frac-row ∈ O (1/rL) Cn ≥ d ≥ cn Memory: O(nd) 3
(offline) max-outlier-frac-col ∈ O(1/rL) Time: O(nr3L log2 n log2 1 )
s-ReProCS max-outlier-frac-rowα ∈ O(1) most outlier magnitudes lower bounded Memory: O(nr logn) 4
(online) max-outlier-frac-col ∈ O(1/r) slow subspace change Time: O(ndr log 1

)
(this work) first Cr samples: AltProj assumptions Detect delay: 2α = Cr logn
Tracking Delay: Kα = Cr logn log(1/)
even to accurately estimate the newly added direction. Since
we get only one observed data vector yt at each time, the only
way to have enough data samples for estimating each subspace
is to assume that P(t) is piecewise constant with time, i.e., it
satisfies (2). In fact, our required lower bound on tj+1 − tj
is only a little more than r (see Theorem 2.2), thus making
our model a good approximation to slow continuous subspace
change.
Furthermore, the following point should be mentioned. In the
entire literature on subspace tracking (both with and without
outliers, and with and without even missing data), there is no
model for subspace change for which there are any provable
guarantees. There is no work on provable subspace tracking
with outliers (robust subspace tracking) except our own previous
work which also used the piecewise constant subspace change
model. The subspace tracking (ST) problem (without outliers),
and with or without missing data, has been extensively studied
[24]–[29]; however, all existing guarantees are asymptotic
results for the statistically stationary setting of data being
generated from a single unknown subspace. Moreover, most
of these also make assumptions on intermediate algorithm
estimates. For a longer discussion of this, please see [30].
D. Paper Organization
The proposed algorithm, simple-ReProCS, and its perfor-
mance guarantees, Theorem 2.2, are given in Sec. II. We
discuss the related work in detail in Sec. III and explain how
our guarantee compares with other provable results on RPCA or
dynamic RPCA from the literature. Sec. IV provides the main
ideas that lead to the proof of Theorem 2.2. We prove Theorem
2.2 under the assumption that the subspace change times are
known in Sec. V. This proof helps illustrate all the ideas of
the actual proof but with minimal notation. The general proof
of Theorem 2.2 is given in Appendix A. Theorem 2.2 relies
on a guarantee for PCA in data-dependent noise [22], [23]
when partial subspace knowledge is available. This result is
proved in Appendix B. We provide detailed empirical evaluation
evaluation of simple-ReProCS in Sec. VI. We conclude and
discuss future directions in Sec. VII.
II. THE SIMPLE-REPROCS ALGORITHM AND ITS
GUARANTEE
A. Simple-ReProCS (s-ReProCS)
S-ReProCS proceeds as follows. The initial subspace is
assumed to be accurately known (obtained using AltProj or
PCP). At time t, if the previous subspace estimate, Pˆ(t−1), is
accurate enough, because of slow subspace change, projecting
yt = xt + `t + vt onto its orthogonal complement will nullify
most of `t. Moreover, ‖vt‖ is small (by assumption). We
compute y˜t := Ψyt where Ψ := I − Pˆ(t−1)Pˆ(t−1)′. Thus,
y˜t = Ψxt + bt where bt := Ψ(`t + vt) and ‖bt‖ is small.
Recovering xt from y˜t is thus a traditional compressive sensing
(CS) / sparse recovery problem in small noise [10]. This is
solvable because incoherence (denseness) of P(t)’s and slow
subspace change implies [5] that Ψ satisfies the restricted isom-
etry property [10]. We compute xˆt,cs using l1 minimization
followed by thresholding based support estimation to get Tˆt. A
Least Squares (LS) based debiasing step on Tˆt returns the final
xˆt. We then estimate `t as ˆ`t = yt− xˆt. We refer to the above
step as Projected Compressive Sensing (CS). As explained in
[21], [30], this can also be understood as solving a Robust
Regression problem2.
The ˆ`t’s are used for the Subspace Update step which
involves (i) detecting subspace change; (ii) obtaining improved
estimates of the changed direction(s) by K steps of projection-
SVD [5], each done with a new set of α frames of ˆ`t; and (iii)
2The above step equivalently solves for a˜, x˜ that satisfy yt = Pˆt−1a˜+x˜+
bt with x˜ being sparse and ‖bt‖ being small. This is the approximate robust
regression problem where columns of Pˆt−1 are the regressors/predictors, x˜
is the sparse outliers and bt is the small “noise” or model inaccuracy.
5TABLE II
COMPARING S-REPROCS WITH ONLINE OR TRACKING APPROACHES FOR RPCA. WE SHOW THE UNREALISTIC ASSUMPTIONS IN RED.
HERE, f DENOTES THE CONDITION NUMBER OF Λ, r IS THE MAXIMUM DIMENSION OF THE SUBSPACE AT ANY TIME, AND rL REFERS TO
THE RANK OF MATRIX L. THUS r ≤ rL . HERE, S-REPROCS-NO-DELETE REFERS TO ALGORITHM 4 WITHOUT THE SUBPACE DELETION
STEP.
Algorithm Outlier tolerance Assumptions Memory, Time
orig-ReProCS [7], [12] max-outlier-frac-rowα ∈ O(1/f2) outlier support: moving object model, Memory: O(nr2/2)
(online) max-outlier-frac-col ∈ O(1/rL) unrealistic subspace change model, Time: O(ndr log 1 )
changed eigenvalues small for some time, Detect Delay: 2α = Cr
2 logn
2
outlier mag. lower bounded, Tracking Delay: Kα = Cr
2 logn log(1/)
2
xmin ≥ 14[cγnew +
√
ε˜(
√
r +
√
c)]
where, γnew quantifies slow subspace change
init data: AltProj assumptions,
d ≥ Cr2/2
Modified-PCP [13] max-outlier-frac-rowα ∈ O(1) outlier support: uniform random Memory: O(nr log2 n)
(piecewise batch) max-outlier-frac-col ∈ O(1) unrealistic subspace change model Time: O(ndr log2 n

)
rL ≤ cmin(n, d)/log2 n Detect delay: ∞
ORPCA [14] Has a partial guarantee – assumes algorithm estimates at each time t are full rank
GRASTA [15] Has no theoretical guarantees
s-ReProCS max-outlier-frac-rowα ∈ O(1/f2) most outlier magnitudes lower bounded Memory: O(nr logn)
(online) max-outlier-frac-col ∈ O(1/r) xmin ≥ 15C(2ε˜
√
rλ+ + ∆
√
λch) Time: O(ndr log 1 )
(this work) slow subspace change Detect delay: 2α = Cr logn
first Cr samples: AltProj assumptions Tracking Delay: Kα = Cr logn log(1/)
s-ReProCS-no-delete max-outlier-frac-rowα ∈ O(1) most outlier magnitudes lower bounded Memory: O(nr logn)
(online) max-outlier-frac-col ∈ O(1/rL) xmin ≥ 15C(2ε˜
√
rλ+ + ∆
√
λch) Time: O(ndr log 1 )
(this work) slow subspace change Detect delay: 2α = Cr logn
first Cr samples: AltProj assumptions Tracking Delay: Kα = Cr logn log(1/)
ReProCS-NORST max-outlier-frac-row = O(1/f2) outlier mag. lower bounded Memory: O(nr logn log 1

)
[11], [20] (online) max-outlier-frac-col = O(1/r) xmin ≥ C1
√
rλ+(∆ + 2ε˜) Time: O(ndr log 1

)
(follow-up slow subspace change or fixed subspace Detect delay: Cr logn
to this work) first Cr samples: AltProj assumptions Tracking Delay: Cr logn log(1/)
a simple SVD based subspace re-estimation step, done with
another new set of α frames. This is done to remove the deleted
direction and get an r-dimensional estimate of the new subspace.
We explain the subspace change detection strategy in Sec. IV-B.
Suppose the change is detected at tˆj . The k-th projection-SVD
step involves computing Pˆj,rot,k as the top singular vector
of (I − Pˆj−1Pˆj−1′)[ ˆ`ˆtj+(k−1)α, ˆ`ˆtj+(k−1)α+1, . . . , ˆ`ˆtj+kα−1]
and setting Pˆ(t) = Pˆj,k := [Pˆj−1, Pˆj,rot,k]. For ease of
understanding, we summarize a basic version of s-ReProCS in
Algorithm 1. This assumes that the change times tj are known,
i.e., that tˆj = tj . The actual algorithm that detects changes
automatically is longer and is given as Algorithm 4 in Sec.
IV-B. We both analyze and implement this one.
The above approach works because, every time the subspace
changes, with high probability (whp), the change can be
detected within a short delay, and after that, the K projection-
SVD steps help get progressively improved estimates of the
changed/rotated direction Pj,rot. The final simple SVD step
re-estimates the entire subspace in order to delete Pj,del, from
the estimate.
The estimates of the subspace or of `t’s are improved in
offline mode as follows. At t = tˆj + Kα, the K projection-
SVD steps are complete and hence the subspace estimate
at this time is accurate enough whp. At this time, offline s-
ReProCS (last line of Algorithm 4) goes back and sets Pˆ(t) ←
[Pˆj−1, Pˆj,rot,K ] for all t ∈ [tˆj−1 +Kα, tˆj +Kα). It also uses
this to get improved estimates of xˆt and ˆ`t for all these times
t.
B. Assumptions and Main Result
Incoherence (denseness) of columns of Pj’s. In order to
separate the `t’s from the sparse outliers xt, we need an
assumption that ensures that the `t’s are themselves not sparse.
One way to ensure this is to assume µ-incoherence [2] of the
basis matrix for the subspace spanned by the columns of Pj−1
and Pj , i.e., assume that
max
j=1,2,...,J
max
i=1,2,...,n
‖ basis([Pj−1,Pj ])i‖ ≤
√
µ(r + 1)
n
(6)
for a µ ≥ 1 but not too large (assumed to be a numerical
constant henceforth). Because of our subspace change model,
the subspace spanned by the columns of [Pj−1,Pj ] has
dimension r + 1. In fact, basis([Pj−1,Pj ]) = [Pj−1,Pj,new].
It is easy to see that (6), along with the bound on
max-outlier-frac-col assumed in Theorem 2.2 given below
(max-outlier-frac-col ≤ 0.01/(2µ(r + 1))), implies that (13)
6given later holds3. Our result actually only needs (13), but
that is complicated to state and explain. Hence we use the
above stronger but well-understood assumption.
Assumption on principal subspace coefficients at. We assume
that the at’s are zero mean, mutually independent, element-wise
bounded random variables (r.v.), have identical and diagonal
covariance matrix denoted Λ, and are independent of the outlier
supports Tt. Here element-wise bounded means that there exists
a numerical constant η, such that
max
j=1,2,...r
max
t
(at)
2
j
λj(Λ)
≤ η.
For most bounded distributions, η is a little more than one,
e.g., if the entries of at are zero mean uniform, then η = 3. As
we explain later the above assumptions of at replace the right
singular vectors’ incoherence assumption used by all standard
RPCA solutions.
Outlier fractions bounded. Similar to earlier RPCA works, we
also need outlier fractions to be bounded. However, we need
different bounds on this fraction per column and per row. The
row bound can be much larger4. Since the ReProCS subspace
update step operates on mini-batches of data of size α (i.e. on
n×α sub-matrices of consecutive columns), we need to bound
max-outlier-frac-row for each such sub-matrix. We denote this
by max-outlier-frac-rowα.
Definition 2.1.
1) For a time interval, J , define
γ(J ) := max
i=1,2,...,n
1
|J |
∑
t∈J
1{i∈Tt}. (7)
Thus γ(J ) is the maximum outlier fraction in any row of
the sub-matrix YJ of Y . Let J α denote a time interval
of duration α. Define
max-outlier-frac-rowα := max
Jα⊆[t1,d]
γ(J α). (8)
2) Define max-outlier-frac-col := maxt |Tt|/n.
3) Let xmin := mint mini∈Tt |(xt)i| denote the minimum
outlier magnitude.
4) Use λ− and λ+ to denote the minimum and maximum
eigenvalues of Λ and f := λ
+
λ− its condition number.
5) Split at as at =
[
at,fix
at,ch
]
where at,ch is the scalar coef-
ficient corresponding to the changed direction. Similarly
split its diagonal covariance matrix as Λ =
[
Λfix 0
0 λch
]
.
6) Let ε˜ denote the bound on initial subspace error, i.e., let
SE(Pˆ0,P0) ≤ ε˜.
3This is true because (i) for any basis matrix P , maxT :|T |≤2s ‖IT ′P ‖2 ≤
2smaxi ‖Ii′P ‖2 [5], here s = max-outlier-frac-col · n; (ii) if P˜
is such that span(P˜ ) ⊆ span(P ), then ‖IT ′P˜ ‖2 ≤ ‖IT ′P ‖2; and
(iii) both span(Pj) and span(Pj,new) are contained in the span of
basis([Pj−1,Pj ]). In fact basis([Pj−1,Pj ]) = [Pj−1,Pj,new]. Thus,
using the max-outlier-frac-col bound, maxT :|T |≤2s ‖IT ′Pj‖2 ≤ 2sµ(r+
1)/n = 2max-outlier-frac-colµ(r+ 1) ≤ 0.01 and the same also holds for
maxT :|T |≤2s ‖IT ′Pj,new‖2.
4One practical application where this is useful is for slow moving or
occasionally static video foreground moving objects. For a stylized example
of this, see Model 6.19 given in Sec. VI.
7) For numerical constants C that are re-used to denote
different numerical values, define
K := dC log(∆/ε˜)e, and α ≥ α∗ := Cf2(r log n).
(9)
Main Result. We can now state our main result. For ease of
understanding, we provide a table explaining various symbols,
and assumptions required for Theorem 2.2 in Table III.
Theorem 2.2. Consider simple-ReProCS given in Algorithm 4.
Assume that SE(Pˆ0,P0) ≤ ε˜ with ε˜f ≤ 0.01SE(Pj−1,Pj).
1) (statistical assumptions) assumptions on at’s hold;
2) (subspace change)
a) (2), (3), and (4) hold with tj+1 − tj > (K + 3)α
where K and α are defined above in (9),
b) ∆ satisfies C(2ε˜
√
rλ+ + ∆
√
λch) < xmin/15 with
C =
√
η;
3) (outlier fractions and left incoherence)
a) (6) holds and max-outlier-frac-col ≤ ρcol :=
0.01
2µ(r+1) ,
b) max-outlier-frac-rowα ≤ ρrow := 0.01f2 ;
4) (noise vt) vt’s are zero mean, mutually independent,
independent of the xt’s and `t’s, and satisfy ‖vt‖2 ≤
0.1ε˜2rλ+ and ‖E[vtvt′]‖ ≤ 0.1ε˜2λ+;
5) (algorithm parameters) set K and α as in (9), ξ =
xmin/15, ωsupp = xmin/2, ωevals = 5ε˜2fλ+;
then, with probability at least 1− 12dn−12, at all times, t,
1) Tˆt = Tt,
2) tj ≤ tˆj ≤ tj + 2α,
3) SE(Pˆ(t),P(t)) ≤
2ε˜+ ∆ if t ∈ [tj , tˆj + α)
1.2ε˜+ (0.5)k−20.06∆ if t ∈ [tˆj + (k − 1)α, tˆj + kα)
2ε˜ if t ∈ [tˆj +Kα, tˆj +Kα+ α)
ε˜ if t ∈ [tˆj +Kα+ α, tj+1)
4) and ‖xˆt − xt‖ = ‖ ˆ`t − `t‖ ≤ C(ε˜
√
rλ+ +
SE(Pˆ(t),P(t))
√
λch with SE(Pˆ(t),P(t)) bounded as
above.
Consider offline s-ReProCS (last line of Algorithm 4). At all t,
SE(Pˆ offline(t) ,P(t)) ≤ 2ε˜, and ‖ ˆ`offlinet − `t‖ ≤ 2.4ε˜‖`t‖.
The upper bound on vt and the lower bound on xmin can
be relaxed significantly to get a more complicated result which
we state in the corollary below.
Corollary 2.3. Let xmin,t := mini∈Tt |(xt)i| denote the
minimum outlier magnitude at time t and define the time
intervals
• J0 = [tj , tˆj) (interval before the change gets detected),
• Jk := [tˆj + (k − 1)α, tˆj + kα) (k-th subspace update
uses data from this interval) for k = 1, 2, 3, . . . ,K,
• and JK+1 := [tˆj +Kα, tˆj +Kα+ α) (final SVD-based
re-estimation step uses data from this interval).
All conclusions of Theorem 2.2 hold if the following hold
instead of assumptions 1b, 4, and 5 of Theorem 2.2:
7vt’s are zero mean, mutually independent, independent of
the xt’s and `t’s, ‖vt‖ ≤ bv,t, ‖E[vtvt′]‖ ≤ b2v,t/r, xmin,t
and bv,t satisfy the following:
1) for t ∈ J0 ∪J1, bv,t = C(2ε˜
√
rλ+ + 0.11∆
√
λch), and
xmin,t ≥ 30bv,t,
2) for t ∈ Jk, bv,t = C(2ε˜
√
rλ+ + 0.5k−20.06∆
√
λch),
and xmin,t ≥ 30bv,t, for k = 2, . . . ,K,
3) for t ∈ JK+1, bv,t = C(ε˜
√
rλ+) and xmin,t ≥ 30bv,t
with C =
√
η; and we set ωsupp,t = xmin,t/2, and ξt =
xmin,t/15 (alternatively, one can also set ωsupp,t and ξt to be
proportional to bv,t which itself is proportional to the bound
on ‖xt − xˆt‖ is each interval).
Proof. We explain the ideas leading to the proof in Sec. IV.
Instead of first proving Theorem 2.2 and then Corollary 2.3,
we directly only prove the latter. The proof of the former is
almost the same and is immediate once the latter proof can be
understood. For notational simplicity, we first prove the results
under the assumption tˆj = tj in Sec. V. The proof without
assuming tˆj = tj is given in Appendix A. 
With the above corollary, the following remark is immediate.
Remark 2.4 (Bi-level outliers). The lower bound on outlier
magnitudes can be relaxed to the following which only requires
that most outlier magnitudes are lower bounded, while the
others have small enough magnitudes so that their squared
sum is upper bounded: Assume that the outlier magnitudes
are such that the following holds: xt can be split as xt =
(xt)small + (xt)large with the two components having disjoint
supports and being such that, ‖(xt)small‖ ≤ bv,t and the
smallest nonzero entry of (xt)large is greater than 30bv,t with
bv,t as defined in Corollary 2.3. If the above is true, and if
the vectors (xt)small are zero mean, mutually independent,
and independent of `t’s and of the support of (xt)large, then
all conclusions of Theorem 2.2 hold except the exact support
recovery conclusion (this gets replaced by exact recovery of
the support of (xt)large).
This remark follows by replacing vt by vt + (xt)small and
xt by (xt)large in Corollary 2.3.
Remark 2.5. The first condition (accurate initial estimate)
can be satisfied by applying any standard RPCA solution, e.g.,
PCP, AltProj, or GD, on the first ttrain = Cr data frames. This
requires assuming that t1 ≥ Cr, and that Y[1,ttrain] has outlier
fractions in any row or column bounded by c/r. Moreover, it is
possible to significantly relax the initial estimate requirement to
only requiring that SE(Pˆ0,P0) ≤ c/
√
r if we use K iterations
of the approach of follow-up work [11] to improve the estimate
of P0 until a ε˜ accurate estimate is obtained, and then run
s-ReProCS. For this to work, we will need a larger lower
bound on xmin for the initial period.
Remark 2.6 (Connecting to the left incoherence of stan-
dard RPCA solutions). With minor changes, our left in-
coherence assumption, (6), can be replaced by something
that is very close to the one used by all standard RPCA
solutions. Instead of (6), we can assume µ-incoherence of
Algorithm 1 Simple-ReProCS (with tj known). We state this first
for simplicity. The actual automatic version is given later in Algorithm
4. Let Lˆt;α := [ ˆ`t−α+1, ˆ`t−α+2, . . . , ˆ`t].
1: Input: Pˆ0, yt, Output: xˆt, ˆ`t, Pˆ(t), Parameters: ωsupp,
K, α, ξ, r, tj’s
2: Pˆ(ttrain) ← Pˆ0; j ← 1, k ← 1
3: for t > ttrain do
4: (xˆt, Tˆt) ← PROJCS(Pˆ(t−1), yt) . Algorithm 2
5: ˆ`t ← yt − xˆt.
6: (Pˆ(t), Pˆj , j, k) ← SUBUP(Lˆt;α, Pˆj−1, t, tj , j, k,
Pˆ(t−1)) . Algorithm 3
7: end for
Algorithm 2 Projected CS (ProjCS)
function PROJCS(Pˆ(t−1), yt)
Ψ← I − Pˆ(t−1)Pˆ(t−1)′
y˜t ← Ψyt
xˆt,cs ← arg minx˜ ‖x˜‖1 s.t ‖y˜t −Ψx˜‖ ≤ ξ
Tˆt ← {i : |xˆt,cs| > ωsupp}
xˆt ← ITˆt(ΨTˆt ′ΨTˆt)−1ΨTˆt ′y˜t
return xˆt, Tˆt
end function
Algorithm 3 Subspace Update (SubUpd).
function SUBUP(Lˆt;α, Pˆj−1, t, tj , j, k, Pˆ(t−1))
if t = tj + uα for u = 1, 2, · · · ,K + 1 then
B ← (I − Pˆj−1Pˆj−1′)Lˆt;α
Pˆj,rot,k ← SV D1[B] . subspace addition: via K
steps of projection-SVD
Pˆ(t) ← [Pˆj−1, Pˆj,rot,k], k ← k + 1.
if k = K + 1 then
Pˆj ← SV Dr[Lˆt;α] . subspace deletion: via
subspace re-estimation using simple SVD
Pˆ(t) ← Pˆj , j ← j + 1, k ← 1.
end if
else
Pˆ(t) ← Pˆ(t−1)
end if
return Pˆ(t), Pˆj , j, k
end function
basis([P0,P1,new,P2,new, . . . ,PJ,new]). This implies that5 the
RHS of (6) is bounded by
√
µ(r + J)/n. With this, the
only change to Theorem 2.2 will be that we will need
max-outlier-frac-col ≤ 0.01/(2µ(r + J)).
If Pj,new is orthogonal to span([P0,P1,new, . . . ,Pj−1,new])
for each j, then the matrix [P0,P1,new,P2,new, . . . ,PJ,new]
is itself a basis matrix, its span is equal to that of the left
singular vectors of L, and its rank r + J = rL. In this case,
the above assumption and the corresponding required bound
on max-outlier-frac-col are exactly the same as those used by
the standard RPCA solutions.
5follows because the union of the spans of Pj−1 and Pj is contained in
the span of [P0,P1,new,P2,new, . . . ,PJ,new].
8C. Discussion
In this section, we discuss the various implications of our
result, the speed and memory guarantees, explain how to set
algorithm parameters, and finally discuss its limitations.
Subspace change detection and tracking with short delay.
Theorem 2.2 shows that, whp, the subspace change gets
detected within a delay of at most 2α = Cf2(r log n) frames,
and the subspace gets estimated accurately within at most
(K+3)α = Cf2(r log n) log(1/ε˜) frames. Each column of the
low rank matrix is recovered with a small time-invariant bound
without any delay. If offline processing is allowed, with a delay
of at most (K + 3)α, we can guarantee all recoveries within
normalized error ε˜, or, in fact, with minor modifications, within
any  = cε˜ for c < 1 (also see the limitations’ discussion).
Notice that the required delay between subspace change times
is more than r by only logarithmic factors (assuming f does not
grow with n or r). Since the previous subspace is not exactly
known (is known within error at most ε˜), at each update step,
we do need to estimate an r-dimensional subspace, and not
a one-dimensional one. Hence it is not clear if the required
delay can be reduced any further. Moreover, the delay required
for the deletion step cannot be less than r even in the ideal
case when `t is directly observed.
Bi-level outliers. Consider the upper bound on ∆ (amount of
subspace change). Observe that the upper bound essentially
depends on the ratio between xmin (minimum outlier mag-
nitude) and
√
λch. Read another way, this means that xmin
needs to be lower bounded. On first glance, this may seem
counter-intuitive since sufficiently small magnitude corruptions
should not be problematic. This is actually true. Sufficiently
small magnitude corruptions get classified as the small noise
vt. Moreover, as noted in Corollary 2.3 and Remark 2.4, our
result actually allows “bi-level” corruptions/outliers that need to
satisfy a much weaker requirement than this: the large-outliers
have magnitude that is “large enough”, while the rest are such
that the squared sum of their magnitudes is “small enough”.
The threshold for both “large enough” and “small enough”
decreases with each subspace update step.
Order-wise improvement in allowed upper bound on maximum
number of outliers per row. As pointed out in [6], solutions
for standard RPCA (that only assume incoherence of left
and right singular vectors of L and nothing else, i.e., no
outlier support model) cannot tolerate6 a bound on maximum
outlier fractions in any row or any column that is larger
than 1/rL. However observe that simple-ReProCS can tolerate
max-outlier-frac-rowα ∈ O(1) (this assumes f is a constant).
This is a significant improvement over all existing RPCA results
with important practical implications for video analytics. This
is possible is because s-ReProCS uses extra assumptions, we
explain their next.
6The reason is this: let ρrow = max-outlier-frac-row, one can construct
a matrix X with ρrow outliers in some rows that has rank equal to 1/ρrow.
A simple way to do this would be to let the support and nonzero entries of X
be constant for ρrowd columns before letting either of them change. Then the
rank of X will be d/(ρrowd) = 1/ρrow. If 1/ρrow < rL = rank(L), X
will wrongly get classified as the low-rank component. This is why we need
ρrow = max-outlier-frac-row < 1/rL. A similar argument can be used for
max-outlier-frac-col.
The need for extra assumptions. s-ReProCS recovers the sparse
outliers xt first and then the true data `t, and does this at each
time t. Let Ψ := I − Pˆ(t−1)Pˆ(t−1)′. When recovering xt, it
exploits two facts: (a) the subspace of `t, P(t), satisfies the
denseness/incoherence property, and (b) “good” knowledge
of the subspace of `t (either from initialization or from the
previous subspace’s estimate and slow subspace change) is
available. Using these two facts one can show that Ψ satisfies
the RIP property, and that the “noise” seen by the compressive
sensing step, bt := Ψ(`t + vt), is small. This, along with a
guarantee for CS, helps ensure that the error in recovering
xt is upper bounded7 by C‖bt‖. This, in turn, means that, to
correctly recover the support of xt, the minimum large-outlier
magnitude needs to be larger than C‖bt‖. This is where the
xmin or xmin,t lower bound comes from8.
Correct outlier support recovery is needed to ensure that
the subspace estimate can be improved with each subspace
update step. In particular, it helps ensure that the error vectors
et := xt − xˆt in a given subspace update interval are
mutually independent when conditioned on the yt’s from all
past intervals. This fact also relies on the mutual independence
assumption on the at’s. Moreover, mutual independence, along
with the element-wise boundedness and identical covariances
assumption, on the at’s helps ensure that we can use matrix
Bernstein [31] and Vershynin’s sub-Gaussian result (bounds
singular values of matrices with independent sub-Gaussian
rows) [32] for obtaining the desired concentration bounds on
the subspace recovery error in each step. As explained below,
the above assumptions on at replace the right incoherence
assumption. Finally, because ReProCS is updating the subspace
using just the past α estimates of ˆ`t’s, in order to show
that each such step improves the estimate we need to bound
max-outlier-frac-rowα (instead of just max-outlier-frac-row).
Time and Memory Complexity. Observe that the s-ReProCS
algorithm needs memory of order nα in online mode and
Knα in offline mode. Assuming α = α∗, even in offline
mode, its memory complexity is near-optimal and equal to
O(nr log n log(1/ε˜)). Also, observe that the time complexity
of s-ReProCS is O(ndr log(1/ε˜)). We explain this in Appendix
D. These claims assume that f is constant with n, r. If the
dependence on f is included both will be multiplied by f2.
Subspace and outlier assumptions’ tradeoff. When there are
fewer outliers in the data or when outliers are easy to detect,
one would expect to need weaker assumptions on the true
data subspace or its rate of change. This is indeed true. For
the original RPCA results, this is encoded in the condition
max(max-outlier-frac-row,max-outlier-frac-col) ≤ c/(µrL) where
µ quantifies not-denseness of both left and right singular
vectors. From Theorem 2.2, this is also how max-outlier-frac-col,
µ (not-denseness of only left singular vectors) and rL are
7Since the individual vector bt does not have any structure that can be
exploited, the error in recovering xt cannot be made lower than this. However
the bt’s arranged into a matrix do form a low-rank matrix whose approximate
rank can be shown to be one (under our current subspace change model). If we
try to exploit this structure we end up with the modified-PCP approach studied
in earlier work [13]. This needs the uniform random support assumption [13].
8If there were a way to bound the element-wise error of the CS step (instead
of the l2 norm of the error), we could relax the xmin lower bound significantly.
It is not clear if this is possible though.
9related for dynamic RPCA. On the other hand, for our result,
max-outlier-frac-rowα and the lower bound on xmin govern
the allowed rate of subspace change. The latter relation
is easily evident from the bound on ∆. If xmin is larger
(outliers are large magnitude and hence easy to detect), a
larger ∆ can be tolerated. The relation of max-outlier-frac-row
to rate of change is not evident from the way the guarantee
is stated in Theorem 2.2. The reason is we have assumed
max-outlier-frac-rowα ≤ ρrow = 0.01/f2 and used that to get a
simple expression for K. If we did not do this, we would need
K to satisfy
c1∆(c2f
√
ρrow)
K + 0.2ε˜ ≤ ε˜.
With this, K needs to be K = d 1− log(c2f√ρrow) log( c1∆0.8ε˜ )e.
Recall that we need tj+1 − tj ≥ (K + 3)α. Thus, a smaller
ρrow (smaller max-outlier-frac-rowα) means one of two things:
either a larger ∆ (more change at each subspace change time)
can be tolerated while keeping K, and hence the lower bound
on the delay between change times, the same; or, for ∆ fixed,
a smaller lower bound is needed on the delay between change
time. The above can be understood by carefully checking the
proof9 of Theorem 5.7.
The need for detecting subspace change. As pointed out by
an anonymous reviewer, it may not be clear to a reader why
we need to explicitly detect subspace change (instead of just
always doing subspace update at regularly spaced intervals).
The change detection is needed for two key reasons. First, in
the projection-SVD step for subspace update, we use Pˆj−1
as the best estimate of the previous subspace. We let Pˆj−1
be the final ε˜-accurate subspace estimate obtained after K
projection-SVD steps and then one subspace re-estimation step.
To know when the K updates are over, we need to know when
the first update of the new subspace occurred, or in other words,
we need an estimate of when the subspace change occurred.
Second, in the current algorithm, because we detect change, we
can choose to use the ˆ`t’s from the next α-frame interval, i.e.
[ ˆ`ˆtj+1,
ˆ`ˆ
tj+2
, . . . , ˆ`ˆtj+α], for the first subspace update. This
ensures that the ˆ`t’s from the interval that contains tj (some
of the `t’s in this interval come from Pj−1 while others come
from Pj) is never used further in any subspace update. The is
essential because, if these are used, one will get an incorrect
subspace estimate (something in between Pj−1 and Pj) and
one whose error cannot easily be bounded. If subspace change
is never detected, this cannot be ensured.
Algorithm parameters. Observe from Theorem 2.2 that we
need knowledge of only 4 model parameters - r, λ+, λ− and
xmin - to set our algorithm parameters. The initial dataset
used for estimating Pˆ0 (using PCP/AltProj) can also be used
to get an accurate estimate of r, λ− and λ+ using standard
techniques (maximum likelihood applied to the AltProj estimate
of [`1, `2, . . . , `ttrain ]). Thus one really only needs to set xmin.
If continuity over time is assumed, a simple heuristic is to let it
be time-varying and use mini∈Tˆt−1 |(xˆt−1)i| as its estimate at
time t. This approach in fact allows us to estimate xmin,t and
9The multiplier 0.4 of qrot in its first claim is obtained by setting ρrow =
0.01/f2. If we do not do this, 0.4 will get replaced by c2f
√
ρrow.
thus allows for larger unstructured noise, vt, levels as allowed
by Corollary 2.3.
The most interesting point for practice though is that of
Remark 2.4. It indicates that when a subspace change is
detected but not estimated, starting at the previous 2α frames,
one should use a larger value of the support estimation threshold
ωsupp. After each subspace update step, ωsupp should be
decreased roughly exponentially.
Dependence on f . Observe that f appears in our guarantee
in the bound on max-outlier-frac-rowα and in the expression for
α. The max-outlier-frac-rowα bound is stated that way only for
simplicity. Actually, for all time instants except the α-length
period when the subspace re-estimation (for deletion) step is
run, we only need max-outlier-frac-rowα ≤ 0.01. We need the
tighter bound max-outlier-frac-rowα ≤ ρrow = 0.01/f2 only
for the simple SVD based subspace re-estimation (deletion)
step to work (i.e., only for t ∈ [tˆj + Kα, tˆj + Kα + α)).
Thus, if offline ReProCS were being used to solve the standard
RPCA type problem (where rL is nicely bounded), one could
choose to never run the subspace deletion step. This will mean
that the resulting algorithm (s-ReProCS-no-delete) will need
max-outlier-frac-col < c/µrL, but then max-outlier-frac-row <
0.01 will suffice (the bound would not depend on 1/f2). The
α expression governs required delay between subspace change
times, tracking delay, and time and memory complexity. If the
deletion step is removed, the dependence of α on f will not
disappear, but will weaken (it will linearly depend on f not
on f2).
We now try to relate f to the condition number of L. Observe
that f is the condition number of E[LjLj ′] for any j. The
condition number of the entire matrix L can be much larger
when slow subspace change holds (∆ is small). To see this, let
κ2 denote the condition number of E[LL′], so that, whp, κ is
approximately the condition number of L. It is not hard to to
see that10, in the worst case (if λ− = λch), κ2 = f1−√1−2c∆2 ≈
C f∆2 when ∆ is small. Thus, if ∆ is small, κ ≈ C
√
f/∆ can
be much larger than f . The guarantees of many of the RPCA
solutions such as RPCA-GD [8] depend on κ.
Relating our assumptions to right incoherence of Lj :=
L[tj ,tj+1) [4]. We repeat this discussion from [11]. From our as-
sumptions, Lj = PjAj with Aj := [atj ,atj+1, . . .atj+1−1],
the columns of Aj are zero mean, mutually independent, have
identical covariance Λ, Λ is diagonal, and are element-wise
bounded as specified by Theorem 2.2. Let dj := tj+1 − tj .
Define a diagonal matrix Σ with (i, i)-th entry σi and with
σ2i :=
∑
t(at)
2
i /dj . Define a dj × r matrix V˜ with the t-th
entry of the i-th column being (v˜i)t := (at)i/(σi
√
dj). Then,
Lj = PjΣV˜
′ and each column of V˜ is unit 2-norm. Also,
from the bounded-ness assumption, (v˜i)2t ≤ η λiσ2i ·
1
dj
where η
10To understand this, suppose that there is only one subspace change
and suppose that the intervals are equal, i.e., d − t1 = t1 − t0. Then,
E[LL′]/d = P0,fixΛfixP0,fix′ + [P0,ch P1,new]B[P0,ch′ P1,new′]′
where B = λch
[
(0.5 + 0.5 cos2 θ1) −0.5 sin θ1 cos θ1
−0.5 sin θ1 cos θ1 0.5 sin2 θ1
]
. The maximum
eigenvalue of E[LL′]/d is λ+. Its minimum eigenvalue is the minimum
eigenvalue of B which can be computed as (1 − cos θ1)λch. In the worst
case λch = λ−. When the intervals are not equal, this gets replaced by
(1−
√
1− 2c sin2 θ1)λ− for a c < 1. This is at most (1−
√
1− 2c∆2).
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is a numerical constant. Observe that PjΣV˜ ′ is not exactly
the SVD of Lj since the columns of V˜ are not necessarily
exactly mutually orthogonal. However, if dj is large enough,
using the assumptions on at, one can argue using any law of
large numbers’ result (e.g., Hoeffding inequality), that (i) the
columns of V˜ are approximately mutually orthogonal whp,
and (ii) σ2i ≥ 0.99λi whp. Thus, our assumptions imply that,
whp, V˜ is a basis matrix and (v˜i)2t ≤ C/dj .
With the above, one can interpret V˜ as an “approximation”
to the right singular vectors of Lj and then the above bound on
(v˜i)
2
t is the same as the right incoherence condition assumed
by [4]. It is slightly stronger than what is assumed by [2], [6]
and others (these do not require a bound on each entry but on
each row, they require that the squared norm of each row of
the matrix of right singular vectors be bounded by Cr/dj).
Ideally we would like to work with the exact SVD of Lj ,
however this is much harder to analyze using our statistical
assumptions on the at’s. To see this, suppose Aj
SVD
= UΣV ′,
then Lj
SVD
= (PjU)ΣV
′ is the exact SVD of Lj . Here U
is an r × r orthonormal matrix. Now it is not clear how to
relate the element-wise bounded-ness assumption on at’s to
an assumption on entries of V , since now there is no easy
expression for each entry of V or of the entries of Σ in terms
of at (U is an unknown matrix that can have all nonzero
entries in general).
Limitations of our guarantees. s-ReProCS needs a few extra
assumptions beyond slow subspace change and what static
RPCA solutions need: (i) instead of a bound on outlier fractions
per row of the entire data matrix (which is what standard
RPCA methods assume), it needs such a bound for every
sub-matrix of α consecutive columns; (ii) it makes statistical
assumptions on the principal subspace coefficients at (with
mutual independence being the strongest requirement); (iii) it
needs to lower bound xmin; and (iv) it uses ε˜ to denote both the
initial subspace error as well as the final recovery error achieved
after a subspace update is complete. Here (i) is needed because
ReProCS is an online algorithm that uses α frames at a time to
update the subspace, and one needs to show that each update
step provides an improved estimate compared to the previous
one. However, since α is large enough, requiring a bound
max-outlier-frac-rowα is not too much stronger than requiring the
same bound on the outlier fractions per row of the entire n×d
matrix Y . In fact, if we compare the various RPCA solutions
with storage complexity fixed at O(nα) = O(nr log n), i.e.,
if we implement the various static RPCA solutions for every
new batch of α frames of data, then, the static RPCA solutions
will also need to bound max-outlier-frac-rowα defined in (8).
As discussed earlier, these will require a much tighter bound
of c/r though. (iv) is assumed for simplicity. What we can
actually prove is something slightly stronger: if the initial error
is ε˜, and if  = cε˜ for a constant c which may be less than
one, then, without any changes, we can guarantee the final
subspace error to be below such an . More generally, as long
as the initial error ε˜ ≤ ∆, it is possible to achieve final error
 for any  > 0 if we assume that t1 − ttrain > Kα, assume
a slightly larger lower bound on xmin, and if we modify our
initialization procedure to use the approach of follow-up work
[11].
Limitations (ii) and (iii) are artifacts of our proof techniques.
The mutual independence can be replaced by an autoregressive
model on the at’s by borrowing similar ideas from [7]. The
mutual independence and zero mean assumption on the at’s
is valid for the video analytics’ application if we let `t be the
mean-subtracted background image at time t. Then, `t models
independent zero-mean background image variations about a
fixed mean image, e.g., variations due to lighting variations
or due to moving curtains; see Fig. 3. This type of mean
subtraction (with an estimate of the mean background image
computed from training data) is commonly done in practice in
many practical applications where PCA is used; it is also done
in our video experiments shown later. (iii) is needed because
our proof first tries to show exact outlier support recovery by
solving a CS problem to recover the outliers from the projected
measurements, followed by thresholding. It should be possible
to relax this by relaxing the exact support recovery requirement
which, in turn, will require other significant changes. For
example, it may be possible to do this if one is able to do a
deterministic analysis. It may be possible to also completely
eliminate it if we replace the CS step by thresholding with
carefully decreasing thresholds in each iteration (borrow the
idea of AltProj); however, we may then require the same tight
bound on max-outlier-frac-row that AltProj needs. By borrowing
the stagewise idea of AltProj, it may also be possible to remove
all dependence on f .
III. DISCUSSION OF RELATED WORK
Limitations of earlier ReProCS-based guarantees [5], [7],
[12]. In [5], we introduced the ReProCS idea and proved
a partial guarantee for it. We call it a partial guarantee
because it needed to assume something about the intermediate
subspace estimates returned by the algorithm. However, this
work is important because it developed a nice framework for
proving guarantees for dynamic RPCA solutions. Both our
later complete guarantees [7], [12] as well as the current result
build on this framework.
The current work is a significant improvement over the com-
plete guarantees obtained in [7], [12] for two other ReProCS-
based algorithms for three reasons. (i) The earlier works needed
very specific assumptions on how the outlier support could
change (needed an outlier support model inspired by video
moving objects). Our result removes such a requirement and
instead only needs a bound on the fraction of outliers per
column of the data matrix and on the fraction per row of an
α-consecutive-column sub-matrix of the data matrix (for α
large enough). (ii) The subspace change model assumed in
these earlier papers can be interpreted as the current model
(given in Sec. II) with θj = 90◦ or equivalently with ∆ = 1.
This is an unrealistic model for slow subspace change, e.g., in
3D, it implies that the subspace changes from the x-y plane to
the y-z plane. Instead, our current model allows changes from
x-y plane to a slightly tilted x-y plane as shown in Fig. 1. This
modification is more realistic and it allows us to replace the
upper bound on λch required by the earlier results by a similar
bound on λch∆2 (see assumption 1b of Theorem 2.2). Since
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∆ quantifies rate of subspace change, this new requirement is
much weaker. It can be satisfied by assuming that ∆ is small,
without making any assumption on λch. (iii) The required
minimum delay between subspace change times in the earlier
results depended on 1/2 where  is the desired final subspace
error after a subspace update is complete. This is a strong
requirement. Our current result removes this unnecessarily
strong dependence. The delay now only depends on (− log )
which makes it much smaller. It also implies that the memory
complexity of simple-ReProCS is near-optimal. (iv) Unlike
[7], [12], we analyze a simple ReProCS-based algorithm that
ensures that the estimated subspace dimension is bounded by
(r+1), without needing the complicated cluster-SVD algorithm.
This is why our guarantee allows outlier fractions per column
to be below c/r. The work of [12] needed this to be below c/rL
while [7] needed an extra assumption (clustered eigenvalues).
For long data sequences, c/r can be much larger than c/rL. We
provide a detailed comparison of these assumptions in Table
II.
Complete guarantees for other dynamic RPCA or RPCA
solutions. Another approach that solves dynamic RPCA,
but in a piecewise batch fashion, is modified-PCP (mod-
PCP) [13]. The guarantee for mod-PCP was proved using
ideas borrowed from [2] for PCP. Thus, like [2], it also
needs uniformly randomly generated support sets which is an
unrealistic requirement. For the video application, this requires
that foreground objects are single pixel wide and move around
the entire image completely randomly over time. This is highly
impractical. In Table I, we provide a comparison of our current
guarantees for simple-ReProCS and its offline version with
those for original-ReProCS [5], [7], [12], modified-PCP [13],
as well as with those for solutions for standard RPCA - [2]
(referred to as PCP(C)), [4] (PCP(H), this strictly improves
upon [3]), AltProj [6], RPCA via gradient descent (GD) [8] and
nearly-optimal robust matrix completion (NO-RMC) [18]. The
table also contains a speed and memory complexity comparison.
Offline s-ReProCS can be interpreted as a solution for standard
RPCA. From Table I, it is clear that for data that satisfies slow
subspace change and the assumption that outlier magnitudes
are either large or very small, and that is such that its first
ttrain frames, Y[1,ttrain], satisfy AltProj (or PCP) assumptions, s-
ReProCS and offline s-ReProCS have the following advantages
over other methods.
1) For the data matrix after ttrain, i.e., for Y[ttrain+1,d], Re-
ProCS needs the weakest bound on max-outlier-frac-rowα
without requiring uniformly randomly generated outlier
support sets. This is comparable to the bound needed by
PCP(C) or mod-PCP but both assume uniform random
outlier supports which is a very strong requirement.
2) The memory complexity of s-ReProCS is significantly
better than that of all other published methods for RPCA
that provably work, and is nearly optimal.
3) Both in terms of time complexity order (Table I) and
experimentally (see Sec. VI), s-ReProCS and its offline
counterpart are among the fastest, while having the best,
or nearly the best, performance experimentally as well.
Order-wise, only NO-RMC [18] is faster than s-ReProCS.
However, NO-RMC needs the data matrix to be nearly
square, i.e., it needs c1n ≥ d ≥ c2n. This is a very
strong requirement that often does not hold: for the video
application it requires that the number of video frames d
be roughly as large as n (number of pixels in one image
frame). The reason is that NO-RMC deliberately under-
samples the data matrix Y by randomly throwing away
some of its entries and using only the rest even when all
are available. In other words, it always solves the robust
matrix completion (RPCA with missing entries) problem
and this is what results in a significant speed-up, but this
is also why it needs d ≈ n.
4) s-ReProCS can automatically detect subspace change
and then also track it with a short delay, while the other
approaches (except original-ReProCS) cannot. Notice
that s-ReProCS also needs a weaker upper bound of
c/r on max-outlier-frac-col while the batch techniques
(PCP, AltProj, GD, NO-RMC) applied to the entire
matrix L need this to be below c/rL. Of course, if
the batch techniques are applied on pieces of data
Yj := Y[tj ,tj+1), they also need the same looser bound of
c/r on max-outlier-frac-col and their memory complexity
improves too. However, the batch methods do not have
a way to estimate the change times tj , while s-ReProCS
does. Moreover, since the other methods (except modified-
PCP) do not have a way to use the previous subspace
information, if the pieces chosen are are too small, e.g.,
if the methods are applied on α-frames at a time, their
performance is much worse then when the entire dataset
is used jointly.
Comparison with follow-up work on ReProCS-NORST [11]. As
compared to ReProCS-NORST, which is the algorithm studied
in our follow-up work [11] (which allows all r directions of
the subspace to change at each tj), simple-ReProCS has three
advantages: (i) it is faster, (ii) it needs a weaker lower bound
on xmin (its required lower bound essentially does not depend
on r if ε˜ is very small), and (iii) if it is used to solve the
standard RPCA problem (estimate span of columns of the
entire matrix L), we can eliminate the r-SVD based subspace
re-estimation (deletion) step. With this change, (a) the required
upper bound on max-outlier-frac-rowα for s-ReProCS does not
depend on the condition number f (just max-outlier-frac-rowα ≤
0.01 suffices), and (b) its time complexity improves by a factor
of r (if the initialization step is ignored) compared to ReProCS-
NORST. Of course it will mean s-ReProCS-no-delete will need
max-outlier-frac-col < c/(r + J) which is slightly stronger.
Since ReProCS-NORST allows all r directions of the
subspace to change, it also has many advantages over s-
ReProCS: its subspace tracking delay is near-optimal, and
it allows for a weaker initialization assumption.
IV. WHY S-REPROCS WORKS: MAIN IDEAS OF OUR PROOF
In this section we explain the main ideas of our proof, first
for the tj known case, and then explain why the subspace
change detection step works.
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Algorithm 4 The actual simple-ReProCS algorithm, this is the
one that is studied in our guarantees and also implemented in our
experiments. Let Lˆt;α := [ ˆ`t−α+1, ˆ`t−α+2, . . . , ˆ`t].
1: Input: Pˆ0, yt, Output: xˆt, ˆ`t, Pˆ(t)
2: Parameters: ωsupp, K, α, ξ, r, ωevals
3: Let Lˆt;α := [ ˆ`t−α+1, ˆ`t−α+2, . . . , ˆ`t].
4: Pˆ(ttrain) ← Pˆ0; j ← 1, k ← 1
5: for t > ttrain do
6: (xˆt, Tˆt) ← PROJCS(Pˆ(t−1),yt) . Algorithm 2
7: ˆ`t ← yt − xˆt.
8: (Pˆ(t), Pˆj , tˆj , k, j, phase) ← AUTOSUBUPD(Lˆt;α, Pˆj−1,
t, tˆj−1, j, k, phase, Pˆ(t−1)) . Algorithm 5
9: end for
10: Offline ReProCS: At t = tˆj + Kα, for all t ∈ [tˆj−1 +
Kα, tˆj +Kα− 1],
11: Pˆ offline(t) ← [Pˆj−1, Pˆj,rot,K ];
12: xˆofflinet ← ITˆt(ΨTˆt ′ΨTˆt)−1ΨTˆt ′yt where Ψ := I −
Pˆj−1Pˆj−1′ − Pˆj,rot,KPˆj,rot,K ′;
13: ˆ`offlinet ← yt − xˆofflinet .
Algorithm 5 Automatic Subspace Update
function AUTOSUBUPD(Lˆt;α, Pˆj−1, t, tˆj−1, j, k, phase,
Pˆ(t−1))
tˆj−1,fin ← tˆj−1 +Kα+ α− 1
if phase = detect and t = tˆj−1,fin + uα then
B ← (I − Pˆj−1Pˆj−1′)Lˆt,α
if σmax(B) ≥ √αωevals then
phase← update, tˆj ← t,
end if
Pˆ(t) ← Pˆ(t−1)
end if
if phase = update then
(Pˆ(t), Pˆj , k) ← SUBUP(Lˆt;α, Pˆj−1, t, tˆj−1, j, k,
phase, Pˆ(t−1)) . Algorithm 3
end if
if k = K + 1 then
phase← detect
end if
return Pˆ(t), Pˆj , tˆj , j, k, phase
end function
A. Why s-ReProCS with tj known works
To understand things simply, first assume that tˆj = tj , i.e.,
the subspace change times are known. Consider Algorithm
1. At each time t this consists of three steps - projected
Compressive Sensing (CS) to estimate xt, estimating `t by
subtraction, and subspace update. Consider projected CS.
This is analyzed in Lemma 5.15. At time t, suppose that
we have access to Pˆ(t−1) which is a good estimate of the
previous subspace, span(P(t−1)). Because of slow subspace
change, this is also a good estimate of span(P(t)). Its first
step projects yt orthogonal to Pˆ(t−1) to get y˜t. Recall that
y˜t = Ψxt + bt where bt := Ψ(`t + vt) is small. Using the
incoherence (denseness) assumption and span(P(t−1)) being a
good estimate of span(P(t)), it can be argued that the restricted
isometry constant (RIC) [10] of Ψ := I − Pˆ(t−1)Pˆ(t−1)′ will
be small. Using [10, Theorem 1.2], this, along with ‖bt‖ being
small, ensures that l1 minimization will produce an accurate
estimate, xˆt,cs, of xt. The support estimation step with a
carefully chosen threshold, ωsupp = xmin/2, and a lower bound
on xmin then ensures exact support recovery, i.e., Tˆt = Tt. With
this, the LS step output, xˆt, satisfies xˆt = xt + et with
et := ITt(ΨTt
′ΨTt)
−1ΨTt
′(`t + vt)
= ITt(ΨTt
′ΨTt)
−1ITt
′Ψ(`t + vt) (10)
and with ‖et‖ being small. Computing ˆ`t := yt − xˆt, then
also gives a good estimate of `t that satisfies ˆ`t = `t+vt−et
with et as above.
The subspace update step uses ˆ`t’s to update the subspace.
Since et satisfies (10), et depends on `t; thus the error/noise,
vt − et, in the “observed data” ˆ`t used for the subspace
update step depends on the true data `t. Because of this, the
subspace update does not involve a PCA or an incremental
PCA problem in the traditionally studied setting (data and
corrupting noise/error being independent or uncorrelated). It
is, in fact, an instance of PCA when the noise/error, vt − et,
in the observed data ˆ`t depends on the true data `t. This
problem was studied in [22], [23] where it was referred to
as “correlated-PCA” or “PCA in data-dependent noise”. Using
this terminology, our subspace update problem (estimating Pj
using Pˆj−1) is a problem of PCA in data-dependent noise
with partial subspace knowledge. To simplify our analysis, we
first study this more general problem and obtain a guarantee
for it in Theorem 5.7 in Sec. V-A. This theorem along with
Lemma 5.15 (that analyzes the projected-CS step discussed
above) help obtain a guarantee for the k-th projection-SVD
step in Lemma 5.16. The k = 1 and k > 1 cases are handled
separately. The main assumption required for applying Theorem
5.7 holds because et is sparse with support Tt that changes
enough (max-outlier-frac-rowα bound of Theorem 2.2 holds).
The subspace deletion via simple SVD step of subspace update
is studied in Lemma 5.17. This step solves a problem of PCA
in data-dependent noise and so it directly uses the results from
[23].
To understand the flow of the proof, consider the interval
[tj , tj+1). Assume that, before tj , the previous subspace
has been estimated with error ε˜, i.e., we have Pˆj−1 with
SE(Pˆj−1,Pj−1) ≤ ε˜. We explain below that this implies that,
under the theorem’s assumptions, we get SE(Pˆj ,Pj) ≤ ε˜
before tj+1. We remove the subscripts j in some of this
discussion. Define the interval Jk := [tj + (k− 1)α, tj + kα).
Suppose also that vt = 0.
1) Before the first projection-SVD step (which is done at
t = tj + α), i.e., for t ∈ J1, we have no estimate
of Pnew, and hence only a crude estimate of Prot. In
particular, we can only get the bound SE(Pˆ(t),Prot) =
SE(Pˆj−1,Prot) ≤ ε˜+ | sin θ| for this interval.
• As a result, the bound on the “noise”, bt, seen by
the projected-CS step is also the largest for this
interval, we have ‖bt‖ ≤ C(ε˜
√
rλ+ + | sin θ|√λch).
Using the CS guarantee, followed by ensuring exact
support recovery (as explained above), this implies
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that et satisfies (10) and that we get a similar bound
on the final CS step error: ‖et‖ ≤ C(ε˜
√
rλ+ +
0.11| sin θ|√λch). The factor of 0.11 in the second
term of this bound is obtained because, for this
interval, Ψ = I − Pˆj−1Pˆj−1′ and so ΨPnew ≈
Pnew and Pnew is dense, see (13). Thus one can
show that ‖ITt ′ΨPnew‖2 ≤ 0.11.
• This bound on et, along with using the critical
fact that et satisfies (10) (is sparse) and its support
Tt changes enough (the max-outlier-frac-rowα bound
of Theorem 2.2 holds), ensures that we get a
better estimate of Prot after the first projection-
SVD step. This is what allows us to apply Theorem
5.7. Using it we can show that SE(Pˆ(t),Prot) =
SE([Pˆj−1, Pˆj,rot,1],Prot) ≤ 0.1ε˜ + 0.06| sin θ| for
t ∈ J2. See proof of k = 1 case of Lemma 5.16
and Fact 5.14.
2) Thus we have a much better estimate of Prot for t ∈ J2
than for J1. Because of this, ‖bt‖ is smaller, and hence
‖et‖ is smaller for t ∈ J2. This, along with the sparsity
and changing support, Tt, of et, ensures an even better
estimate at the second projection-SVD step. We can
show that SE(Pˆ(t),Prot) = SE([Pˆj−1, Pˆj,rot,2],Prot) ≤
0.1ε˜ + 0.5 · 0.06| sin θ| for t ∈ J3. See proof of k > 1
case of Lemma 5.16 and Fact 5.14.
3) Proceeding this way, we show that SE(Pˆ(t),Prot) =
SE([Pˆj−1, Pˆj,rot,k],Prot) ≤ 0.1ε˜ + 0.5k−2(0.06| sin θ|)
after the k-th projection-SVD step. Picking K ap-
propriately, gives SE(Pˆ(t),Prot) ≤ ε˜ after K steps,
i.e., at t = tj + Kα. In all the above intervals,
SE(Pˆ(t),P(t)) ≤ ε˜ + SE(Pˆ(t),Prot). Thus at t =
tj +Kα, SE(Pˆ(t),P(t)) ≤ 2ε˜.
4) At t = tj + Kα, Pˆ(t) contains (r + 1) columns. The
subspace re-estimation via simple SVD step re-estimates
Pj in order to delete the deleted direction, Pdel, from
Pˆ(t). The output of this step is Pˆj (the final estimate of
span(Pj)). Thus, at t = tj+Kα+α, Pˆ(t) = Pˆj and we
can show that it satisfies SE(Pˆ(t),P(t)) = SE(Pˆj ,Pj) ≤
ε˜. See Lemma 5.17. The re-estimation is done at this
point because, for times t in this interval, ‖ ˆ`t − `t‖ =
‖et‖ ≤ 2.4ε˜‖`t‖. For PCA in data-dependent noise,
simple SVD needs α ≥ (q/)2f2(r log n) where q is
the error/noise to signal ratio and  is the final desired
error level. For our problem, the “noise” is et and thus
q = 2.4ε˜ and  = ε˜. Since q/ is a constant, α ≥ α∗ =
Cf2r log n suffices when simple SVD is applied at this
time.
When vt 6= 0, almost all of the above discussion remains the
same. The reason is this: in the main theorem, we assume
‖vt‖2 ≤ 0.1rε˜2λ+ with c < 1 and so even though we have to
deal with vt in bt and et expressions, and in the α expression,
the changes required are only to the numerical constants. In
Corollary 2.3, we have carefully chosen the bound on ‖vt‖ to
equal the bound on ‖et‖ modulo constants. Thus, once again,
only numerical constants change, everything else remains the
same.
B. Why automatic subspace change detection and Automatic
Simple-ReProCS works
The subspace change detection approach is summarized in
Algorithm 4. This idea is motivated by a similar idea first
used in our earlier works [7], [12]. The algorithm toggles
between the “detect” phase and the “update” phase. It starts
in the “detect” phase. If the j-th subspace change is detected
at time t, we set tˆj = t. At this time, the algorithm enters
the “update” (subspace update) phase. We then repeat the K
projection-SVD steps and the one subspace re-estimation via
simple SVD step from Algorithm 1 with the following change:
the k-th projection-SVD step is now done at t = tˆj + kα− 1
(instead of at t = tj + kα− 1) and the subspace re-estimation
is done at t = tˆj +Kα+ α− 1 := tˆj,fin. Thus, at t = tˆj,fin,
the subspace update is complete. At this time, the algorithm
enters the “detect” phase again. To understand the change
detection strategy, consider the j-th subspace change. Assume
that the previous subspace Pj−1 has been accurately estimated
by t = tˆj−1,fin and that tˆj−1,fin < tj . Let Pˆ∗ := Pˆj−1 denote
this estimate. At this time, the algorithm enters the “detect”
phase in order to detect the next (j-th) change. Let Bt :=
(I − Pˆ∗Pˆ∗′)[ ˆ`t−α+1, . . . , ˆ`t]. For every t = tˆj−1,fin + uα,
u = 1, 2, . . . , we detect change by checking if the maximum
singular value of Bt is above a pre-set threshold,
√
ωevalsα,
or not.
We claim that, whp, under Theorem 2.2 assumptions, this
strategy has no false detects and correctly detects change within
a delay of at most 2α frames. The former is true because, for
any t for which [t − α + 1, t] ⊆ [tˆj−1,fin, tj), all singular
values of the matrix Bt will be close to zero (will be of
order
√
ε˜) and hence its maximum singular value will be
below
√
ωevalsα. Thus, whp, tˆj ≥ tj . To understand why the
change is correctly detected within 2α frames, first consider
t = tˆj−1,fin +
⌈
tj−tˆj−1,fin
α
⌉
α := tj,∗. Since we assumed
that tˆj−1,fin < tj (the previous subspace update is complete
before the next change), tj lie in the interval [tj,∗−α+1, tj,∗].
Thus, not all of the `t’s in this interval will be generated from
span(Pj). Thus, depending on where in the interval tj lies,
the algorithm may or may not detect the change at this time.
However, in the next interval, i.e., for t ∈ [tj,∗ + 1, tj,∗ + α],
all of the `t’s will be generated from span(Pj). We can prove
that, whp, Bt for this time t will have maximum singular
value that is above the threshold. Thus, if the change is not
detected at tj,∗, whp, it will get detected at tj,∗ + α. Hence
one can show that, whp, either tˆj = tj,∗, or tˆj = tj,∗ + α, i.e.,
tj ≤ tˆj ≤ tj + 2α. To see the actual proof of these claims,
please refer to Appendix A where we prove our main result
without assuming tj known.
V. PROVING THEOREM 2.2 WITH ASSUMING tˆj = tj
In Table IV, we summarize all the new symbols and terms
used in our proof. This, along with Table III given earlier,
should help follow the proof details without having to refer
back to earlier sections. To give a simpler proof first, we
prove Theorem 2.2 under the assumption that tˆj = tj below.
The proof without this assumption is given in Appendix A.
With assuming tˆj = tj , we are studying Algorithm 1. Recall
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TABLE III
LIST OF SYMBOLS AND ASSUMPTIONS USED IN THE MAIN RESULT 2.2, AND COROLLARY 2.3. (NOTE: WE SHOW THAT WHP, tˆj ≥ tj AND
tˆj + (K + 1)α ≤ tj+1 AND HENCE, WHP, J0,JK+2 ARE NON-EMPTY INTERVALS.
Observations: yt = `t + xt + vt, where, `t = P(t)at =
[
Pj−1,fixPj,rot
]at,fix
at,ch
 for t ∈ [tj, tj+1), Tt is support of xt.
Subspace Change Principal Subspace Coefficients, at’s
P(t) = P(tj) = Pj for all t ∈ [tj , tj+1), j = 0, 1, . . . , J element-wise bounded, zero mean,
Pch ≡ Pj−1,ch Changing direction from span(Pj−1) at tj mutually independent with identical covariance (See Sec. II-B)
Pfix ≡ Pj−1,fix Fixed directions from span(Pj−1) at tj E[atat′] := Λ =
Λfix 0
0 λch

Pnew ≡ Pj−1,new New direction from span(Pj−1,⊥) added at tj λ+ λmax(Λ)
Prot ≡ Pj−1,rot Rotated version of Pch λ− λmin(Λ)
SE(Pj−1,Pj) = SE(Pj−1,ch,Pj,rot) ≤ ∆ f := λ+/λ− Condition Number of Λ
Pj,new :=
(I−Pj−1,chPj−1,ch′)Pj,rot
SE(Pj−1,ch,Pj,rot)
See (5) for equivalent generative model.
maxj maxi ‖ basis([Pj−1,Pj ])i‖ ≤
√
µ(r+1)
n
which implies (13) holds.
Outliers Intervals for j-th subspace change and tracking
xmin,t := mini∈Tt |(xt)i| Min. outlier magnitude at t J0 := [tj , tˆj) interval before change detected
xmin := mint xmin,t Min. outlier magnitude Jk := [tˆj + (k − 1)α, tˆj + kα) k-th subspace update interval
s := max-outlier-frac-col · n Cardinality of support set of xt JK+1 := [tˆj +Kα, tˆj + (K + 1)α) SVD-re-estimation interval
max-outlier-frac-rowα ≤ ρrow See (8) JK+2 := [tˆj + (K + 1)α, tj+1) Final interval
ρrow = 0.01/f2
max-outlier-frac-col ≤ ρcol = 0.012µ(r+1) See Theorem 2.2
from Sec. IV that the subspace update step involves solving a
problem of PCA in data-dependent noise when partial subspace
knowledge is available. We provide a guarantee for this problem
in Sec. V-A and use it in our proof in Sec. V-D.
For the entire proof we will use the equivalent subspace
change model described in (5). Clearly | sin θj | ≤ ∆ by our
assumption.
A. PCA in data-dependent noise with partial subspace knowl-
edge
The Problem. We are given a set of α frames of observed
data yt := `t +wt + zt, with ‖zt‖2 ≤ b2z and ‖E[ztzt′]‖ ≤
λ+z := c1b
2
z/r ; wt = Mt`t, `t = Pat and with P satisfying
P = [Pfix,Prot], where Prot := (Pch cos θ + Pnew sin θ),
Pfix = (P∗U0)I[1,r−1], Pch = (P∗U0)Ir, and U0 is an r ×
r rotation matrix. Also, the at’s are zero mean, mutually
independent, element-wise bounded r.v.’s with identical and
diagonal covariance Λ, and independent of the matrices Mt.
The matrices Mt are unknown.
Let J α denote the α-frame time interval for which the yt’s
are available. We also have access to a partial subspace estimate
Pˆ∗ that satisfies SE(Pˆ∗,P∗) ≤ ε˜, and that is computed using
data that is independent of the `t’s (and hence of the yt’s) for
t ∈ J α. The goal is to estimate span(P ) using Pˆ∗ and the
yt’s for t ∈ J α.
Projection-SVD / Projection-EVD. Let Φ := I − Pˆ∗Pˆ∗′. A
natural way to estimate P is to first compute Pˆrot as the top
eigenvector of
Dobs :=
1
α
∑
t∈Jα
Φytyt
′Φ.
and set Pˆ = [Pˆ∗, Pˆrot]. We refer to this strategy as “projection-
EVD” or “projection-SVD”. In this paper, we are restricting
ourselves to only one changed direction and hence we compute
only the top eigenvector (or left singular vector) of Dobs. In
general if there were rch > 1 directions, we would compute
all eigenvectors with eigenvalues above a threshold, see [5],
[7].
The Guarantee. We can prove the following about projection-
SVD.
Theorem 5.7. Consider the above setting for an α ≥ α0 where
α0 := Cηmax(f(r log n), ηf
2(r + log n)).
Assume that the Mt’s can be decomposed as Mt = M2,tM1,t
where M2,t is such that ‖M2,t‖ ≤ 1 but∥∥∥∥∥ 1α ∑
t∈Jα
M2,tM2,t
′
∥∥∥∥∥ ≤ b0 = 0.01. (11)
Let q0 denote a bound on maxt ‖M1,tP∗‖ and let qrot denote
a bound on maxt ‖M1,tProt‖, i.e., we have ‖M1,tP∗‖ ≤
q0 and ‖M1,tProt‖ ≤ qrot for all t ∈ J α. Assume that
q0 ≤ 2ε˜, qrot ≤ 0.2| sin θ|, ε˜f ≤ 0.01| sin θ|, and
bz ≤ C(q0
√
rλ+ + qrot
√
λch) (12)
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TABLE IV
LIST OF SYMBOLS AND THEIR ASSOCIATED MEANING FOR UNDERSTANDING THE PROOF OF THEOREMS 2.2 AND 5.7. THE COMPLETE DEFINITIONS CAN BE
FOUND IN DEFINITIONS 5.12 AND A.20. WE ALSO PROVIDE THE LOCATION OF THE PROOF FOR EACH OF EVENTS/SCALARS WHERE APPLICABLE IN
PARENTHESIS.
Symbol Meaning
Preliminaries (Stated in Definitions 5.12 and A.20)
θ := θj Angle of j-th subspace change
P∗ := Pj−1, Pnew := Pj,new, Pch := Pj−1,ch, Pfix := Pj−1,fix Parts of the j-th subspace
Prot := Pj,rot := (Pch cos θ + Pnew sin θ), P := Pj
Pˆ∗ := Pˆj−1, Pˆ := Pˆj Estimates of j-th subspace
Pˆrot,k := Pˆj,rot,k k-th estimate of Prot.
et := ITt (ΨTt ′ΨTt )−1ITt ′Ψ(`t + vt) (Proved in Lemma 5.15) Expression for error, et = xˆt − xt = `t − ˆ`+ vt
Scalars (Derived in Fact 5.14)
ζ+0 := ε˜+ | sin θ| Bound on SE(Pˆ ,P∗), i.e., before subspace update
ζ+1 := 0.4 · 1.2((0.1 + ε˜)| sin θ|+ ε˜) + 0.11ε˜ Bound on SE([Pˆ∗, Pˆrot,1],Prot), i.e., after 1st subspace update
ζ+k := 0.4 · (1.2ζ+k−1) + 0.11ε˜ Bound on SE([Pˆ∗, Pˆrot,k],Prot), i.e., after k-th subspace update
Events – tj known (Proved in Sec. V-D)
Γ0 := {SE(Pˆ∗,P∗) ≤ ε˜} Previous subspace, P∗ is ε˜-accurately estimated
Γk := Γk−1 ∩ {SE([Pˆ∗, Pˆrot,k],Prot) ≤ ζ+k } All k subspace update steps work
ΓK+1 := ΓK ∩ {SE(Pˆ ,P ) ≤ ε˜} Current subspace, P is ε˜-accurately estimated
Events – tj unknown (This section is only used in Appendix A)
tˆj−1,fin := tˆj−1 + (K + 1)α− 1 Time at which deletion step is complete
tj,∗ = tˆj−1,fin +
⌈
tj−tˆj−1,fin
α
⌉
α First possible time instant at which subspace change can be detected
Det0 := {tˆj = tj,∗} (Proved in Appendix A) Subspace Change detected within α-frames
Det1 := {tˆj = tj,∗ + α} (Proved in Appendix A) Subspace Change detected after α, but before 2α frames
ProjSVDk := {SE([Pˆ∗, Pˆrot,k]) ≤ ζ+rot,k} (Proved in Lemma 5.16) k-th Proj SVD works
ProjSVD := ∩Kk=1ProjSVDk All K Proj SVD steps work
Del := {SE(Pˆ ,P ) ≤ ε˜} (Proved in Lemma 5.17) Deletion Step works
NoFalseDets (Proved in Appendix A) No false detection of subspace change
Γ0,end := {SE(Pˆ∗,P∗) ≤ ε˜} (Proved in Claim 5.13) Previous subspace estimated within ε˜-accuracy
Γj,end (Proved in Claim 5.13) All previous j subspaces estimated within ε˜-accuracy
Notation for PCA in data-dependent noise: Theorem 5.7 (Proved in Appendix B)
yt = `t +wt + zt Observations: True data - `t = Pat = [Pfix,Prot]at;
Data-dep noise - wt; Modeling error - zt
wt = Mt`t = M2,tM1,t`t Data-dependent noise,
‖M1,tP∗‖ ≤ q0 and ‖M1,tProt‖ ≤ qrot Assumptions on Data-dependency matrices
‖M2,t‖ ≤ 1 and
∥∥ 1
α
∑
tM2,tM2,t
′∥∥ ≤ b0 = 0.01
‖zt‖ ≤ bz := q0
√
rλ+ + qrot
√
λch, ‖E[ztzt‖ ≤ λ+z := b2z/r Assumptions on modeling error.
Define the event E∗ := {SE(Pˆ∗,P∗) ≤ ε˜}. The following
hold.
1) Conditioned on E∗, w.p. at least 1− 12n−12,
SE(Pˆ ,P ) ≤ ε˜+ SE(Pˆ ,Prot) and
SE(Pˆ ,Prot) ≤ (ε˜+ | sin θ|)0.39qrot + 0.1ε˜| sin θ|
≤ 1.01| sin θ|0.39qrot + 0.1ε˜| sin θ|
< 0.4qrot + 0.11ε˜.
2) Conditioned on E∗, w.p. at least 1− 12n−12,
λmax(Dobs)
≥ (0.97 sin2 θ − 0.4qrot| sin θ| − 0.15ε˜| sin θ|)λch.
For large n, r, r log n > r+ log n. Thus the following simpler
expression for α0 suffices: α ≥ α0 = Cη2f2(r log n).
Remark 5.8. Theorem 5.7 holds even when E∗ is replaced by
E0 := E∗ ∩ E˜(Z) where E˜(Z) is an event that depends on a
r.v. Z that is such that the pair {Pˆ∗, Z} is still independent
of the `t’s (and hence of the yt’s) for t ∈ J α.
Proof. The proof follows using a careful application of the
Davis-Kahan sin θ theorem [33] followed by using matrix
Bernstein [31] to bound the numerator terms in the sin θ
theorem bound and Vershynin’s sub-Gaussian result [32] to
bound the extra terms in its denominator. While the overall
approach is similar to that used by [23] for the basic correlated-
PCA problem, this proof requires significantly more work. We
give the proof in Appendix B. The most important idea in the
proof is the use of Cauchy-Schwarz to show that the time-
averaged projected-data - noise correlation and time-averaged
noise power are both
√
b0 times their instantaneous values. We
explain this next. 
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In the result above, the bounds assumed in (12) are not criti-
cal. They only help to get a simple expression for the subspace
error bound. As will be evident from the proof, we can also get a
(more complicated) guarantee without assuming (12), and with
any value of ρrow. The main assumption needed by Theorem 5.7
is (11) on the data-dependency matrices Mt. This is required
because the noise wt depends on the true data `t and hence
the instantaneous values of both the noise power and of the
signal-noise correlation (even after being projected orthogonal
to Pˆ∗) can be large if λch is large. However, (11) helps ensure
that the time-averaged noise power and the time-averaged
projected-signal-noise correlation are much smaller. Using the
definitions of q0 and qrot, ‖E[wtwt′]‖ ≤ q20λ++q2rotλch := cw
and ‖E[Φ`twt′]‖ ≤ ε˜q0λ+ + (ε˜+ | sin θ|)qrotλch := cwl. By
appropriately applying Cauchy-Schwarz (Theorem E.26),∥∥∥∥∥ 1α ∑
t∈Jα
E[wtwt′]
∥∥∥∥∥ ≤√b0cw and∥∥∥∥∥ 1α ∑
t∈Jα
E[Φ`twt′Φ]
∥∥∥∥∥ ≤√b0cwl.
Since b0 = 0.01, both bounds are 0.1 times their instantaneous
values. See proof of Lemma B.24 for their derivation.
For our problem, (11) holds because we can let M2,t = ITt
and M1,t as the rest of the matrix multiplying `t in (10). Then,
using the bound on outlier fractions per row from Theorem
2.2, it is not hard to see that
∥∥ 1
α
∑
tM2,tM2,t
′∥∥ ≤ ρrow. We
state this formally next in Lemma 5.9.
Lemma 5.9. Assume that the max-outlier-frac-rowα bound of
Theorem 2.2 holds. Then, for any α-length interval J α ⊆
[t1, d],∥∥∥∥∥ 1α ∑
t∈Jα
ITtITt
′
∥∥∥∥∥ = γ(J α) ≤ max-outlier-frac-rowα
≤ ρrow = 0.01/f2 ≤ 0.01 = b0.
Proof of Lemma 5.9. The proof is straightforward. Let Ct :=
ITtITt
′. Then,
Ct = diag ((ct)1, (ct)2, · · · , (ct)n) ,
where
(ct)i =
{
1, if i ∈ Tt,
0, if i /∈ Tt
= 1{i∈Tt}.
Since each Ct is diagonal, so is 1α
∑
t∈Jα Ct. The latter has
diagonal entries given by(
1
α
∑
t
Ct
)
i,i
=
1
α
∑
t∈Jα
(ct)i =
1
α
∑
t∈Jα
1{i∈Tt}
Thus, ∥∥∥∥∥ 1α∑
t
Ct
∥∥∥∥∥ = maxi=1,2,...,n
∣∣∣∣∣∣
(
1
α
∑
t
Ct
)
i,i
∣∣∣∣∣∣
= max
i=1,2,...,n
1
α
∑
t∈Jα
1{i∈Tt} = γ(J α)
where γ(J α) defined in (7) is the outlier fraction per row of
XJα . From Theorem 2.2, this is bounded by ρrow. 
B. Two simple lemmas from [5]
The following two lemmas taken from [5] will be used in
proving the main lemmas that together imply Theorem 2.2
with tˆj = tj .
Lemma 5.10. [5, Lemma 2.10] Suppose that P , Pˆ and Q
are three basis matrices. Also, P and Pˆ are of the same size,
Q′P = 0 and ‖(I − Pˆ Pˆ ′)P ‖ = ζ∗. Then,
1) ‖(I − Pˆ Pˆ ′)PP ′‖ = ‖(I − PP ′)Pˆ Pˆ ′‖ = ‖(I −
PP ′)Pˆ ‖ = ‖(I − Pˆ Pˆ ′)P ‖ = ζ∗
2) ‖PP ′ − Pˆ Pˆ ′‖ ≤ 2‖(I − Pˆ Pˆ ′)P ‖ = 2ζ∗
3) ‖Pˆ ′Q‖ ≤ ζ∗
4)
√
1− ζ2∗ ≤ σi
(
(I − Pˆ Pˆ ′)Q
)
≤ 1
Lemma 5.11. [5, Lemma 3.7] For an n× r basis matrix P ,
1) max|T |≤s ‖IT ′P ‖2 ≤ smaxi=1,2,...,r ‖Ii′P ‖2
2) δs(I − PP ′) = max|T |≤s ‖IT ′P ‖2
3) If P = [P1,P2] then ‖IT ′P ‖2 ≤ ‖IT ′P1‖2+‖IT ′P2‖2.
Also, ‖IT ′P1‖2 ≤ ‖IT ′P ‖2.
Recall that δs(M) is the s-restricted isometry constant [10]
of a matrix M , i.e., it is the smallest real number for which
the following holds for all s-sparse vectors z: (1− δs)‖z‖2 ≤
‖Mz‖2 ≤ (1 + δs)‖z‖2.
C. Definitions and main claim needed for Theorem 2.2 and
Corollary 2.3 with tˆj = tj
Definition 5.12. We will use the following definitions in our
proof.
1) Let θ := θj , P∗ := Pj−1, Pnew := Pj,new, Pch :=
Pj−1,ch, Prot := Pj,rot := (Pch cos θ + Pnew sin θ),
P := Pj . Similarly define Pˆ∗ := Pˆj−1, Pˆ := Pˆj , and
let Pˆrot,k := Pˆj,rot,k denote the k-th estimate of Prot
with Pˆrot,0 = [.].
2) The scalars
ζ+0 := ε˜+ | sin θ|,
ζ+1 := 0.4 · 1.2((0.1 + ε˜)| sin θ|+ ε˜) + 0.11ε˜ and
ζ+k := 0.4 · (1.2ζ+k−1) + 0.11ε˜ for k = 2, 3, . . . ,K.
We will show that these are high probability bounds on
SE([Pˆ∗, Pˆrot,k],Prot).
3) The events
Γ0 := {SE(Pˆ∗,P∗) ≤ ε˜}: clearly Γ0 implies that
SE(Pˆ∗,Prot) ≤ ζ+0 := ε˜+ | sin θ|,
Γk := Γk−1 ∩ {SE([Pˆ∗, Pˆrot,k],Prot) ≤ ζ+k } for
k = 1, 2, . . . ,K, and
ΓK+1 := ΓK ∩ {SE(Pˆ ,P ) ≤ ε˜}.
4) The time intervals:
Jk := [tj + (k− 1)α, tj + kα) for k = 1, 2, . . . ,K: the
projection-SVD intervals,
JK+1 := [tj + Kα, tj + (K + 1)α): the subspace re-
estimation interval,
JK+2 := [tj + Kα + α, tj+1): the interval when the
current subspace update is complete and before the next
change.
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We first prove the SE bounds of Theorem 2.2. With these,
the other bounds follow easily. To obtain the SE bounds, we
will be done if we prove the following claim.
Claim 5.13. Given SE(Pˆ∗,P∗) ≤ ε˜, w.p. at least 1 − (K +
1)12n−12,
1) SE(Pˆ∗,Prot) ≤ ζ+0 , SE([Pˆ∗, Pˆrot,1],Prot) ≤ ζ+1 ,
2) for k > 1, SE([Pˆ∗, Pˆrot,k],Prot) ≤ ζ+k ,
3) and so SE([Pˆ∗, Pˆrot,K ],Prot) ≤ ζ+K ≤ ε˜ (using defini-
tion of K) and SE([Pˆ∗, Pˆrot,K ],P ) ≤ 2ε˜.
4) Further, after the deletion step, SE(Pˆ ,P ) ≤ ε˜.
Proving the above claim is equivalent to showing that
Pr(ΓK+1|Γ0) ≥ 1− (K + 1)12n−12.
This claim is an easy consequence of the three main lemmas
and Fact 5.14 given below. Fact 5.14 provides simple upper
bounds on ζ+k that will be used at various places. The first
lemma, Lemma 5.15, shows that, assuming that the “subspace
estimates so far are good enough”, the projected CS step
“works” for the next α frames, i.e., for all t ∈ Jk, Tˆt = Tt; et
is sparse and supported on Tt and satisfies (10), and ‖et‖ is
bounded. The second lemma, Lemma 5.16, uses Lemma 5.15
and Theorem 5.7 to show that, assuming that the “subspace
estimates so far are good enough”, with high probability (whp),
the subspace estimate at the next projection-SVD step is even
better than the previous ones. Applying Lemma 5.16 for each
k = 1, 2, . . . ,K proves the first two parts of Claim 5.13. The
third part follows easily from the first two and the definition of
K. The fourth part follows using Lemma 5.17, which shows
that, assuming that the K-th projection-SVD step produces a
subspace estimate that is within 2ε˜ of the true subspace, the
subspace re-estimation step returns an estimate that is within
ε˜ of the true subspace.
Fact 5.14. Using ε˜ ≤ ε˜f ≤ 0.01| sin θ|,
1) ζ+0 := ε˜+ | sin θ| ≤ 1.01| sin θ|,
2) ζ+1 := 0.4·1.2((0.1+ε˜)| sin θ|+ε˜)+0.11ε˜ ≤ 0.06| sin θ|,
3) ζ+k := 0.4 · 1.2ζ+k−1 + 0.11ε˜ ≤ 0.5k−1ζ+1 + 0.111−0.5 ε˜ ≤
0.5k−1(0.06| sin θ|) + 0.11ε˜ ≤ 0.03| sin θ|
This claim essentially implies Theorem 2.2 and Corollary
2.3 with tˆj = tj . We prove these without this assumption in
Appendix A.
D. The three main lemmas needed to prove the main claim
and their proofs
Lemma 5.15 (Projected CS). Recall from Sec. V that s is an
upper bound on |Tt|. Under assumptions of Theorem 2.2 or or
Corollary 2.3, the following hold for k = 1, 2, . . . ,K + 2. Let
Ψ1 := I − Pˆ∗Pˆ∗′, Ψk := I − Pˆ∗Pˆ∗′ − Pˆrot,k−1Pˆrot,k−1′ for
k = 2, 3, . . . ,K+1, and ΨK+2 := I− Pˆ Pˆ ′. From Algorithm
1,
Ψ = Ψk for t ∈ Jk, k = 1, 2, . . . ,K + 2.
Assume that Γk−1 holds. Then,
1) max|T |≤2s ‖IT ′Pˆ∗‖ ≤ 0.3 + ε˜ ≤ 0.31.
2) max|T |≤2s ‖IT ′Pˆrot,k−1‖ ≤ 0.1 + ε˜ + ζ
+
k−1+ε˜
| sin θ| ≤ 0.1 +
0.01 + 0.04 < 0.15.
3) δ2s(Ψ1) ≤ 0.312 < 0.12, δ2s(Ψk) ≤ 0.312 + 0.152 <
0.12 for k = 2, 3, . . . ,K + 2,
4) for all t ∈ Jk, ‖(ΨTt ′ΨTt)−1‖ ≤ 1.2
5) for all t ∈ Jk, Tˆt = Tt
6) for all t ∈ Jk, et := xˆt − xt = `t − ˆ`t + vt satisfies
(10) with Ψ = Ψk for t ∈ Jk
7) for t ∈ J1, ‖et‖ ≤ 2.4√η(ε˜
√
rλ+ + 0.11∆
√
λch);
for t ∈ Jk, ‖et‖ ≤ 2.4√η(ε˜
√
rλ+ + ζ+k−1
√
λch) for
k = 2, 3, . . .K;
for t ∈ JK+1, ‖et‖ ≤ 4.8√ηε˜
√
rλ+.
for t ∈ JK+2, ‖et‖ ≤ 2.4√ηε˜
√
rλ+.
Proof. Since the noise bound of Theorem 2.2 is much smaller
or equal to those assumed by Corollary 2.3, if we can prove
the latter, we would have also proved the former. Using the
first claim of Lemma 5.11, the max-outlier-frac-col bound of
Theorem 2.2 and the incoherence assumption (6) imply that,
for any set T with |T | ≤ 2s,
‖IT ′P∗‖ ≤ 0.1 < 0.3 and ‖IT ′Pnew‖ ≤ 0.1 (13)
(In order to simplify our assumptions, we have simplified the
incoherence/denseness assumption from what it was in the
original version of this work; as a result, even the first term
above is bounded by 0.1 (not 0.3 as before). To not have to
change the rest of the proof given below, we still use the 0.3
bound in the writing below). Using (13), for any set T with
|T | ≤ 2s,
‖IT ′Pˆ∗‖ ≤ ‖IT ′(I − P∗P∗′)Pˆ∗‖+ ‖IT ′P∗P∗′Pˆ∗‖
≤ ‖(I − P∗P∗′)Pˆ∗‖+ ‖IT ′P∗‖
= ‖(I − Pˆ∗Pˆ∗′)P∗‖+ 0.3
≤ ε˜+ 0.3 ≤ 0.31. (14)
The second row used (13) and the following: since Pˆ∗ and P∗
have the same dimension, SE(P∗, Pˆ∗) = SE(Pˆ∗,P∗) (follows
by Lemma 5.10, item 1). The third row follows using the
definition of event Γk−1. Proceeding similarly for Pˆrot,k−1
and Pnew (both have the same dimension),
‖IT ′Pˆrot,k−1‖ ≤ ‖(I − PnewPnew′)Pˆrot,k−1‖+ ‖IT ′Pnew‖
= ‖(I − Pˆrot,k−1Pˆrot,k−1′)Pnew‖+ 0.1
≤ ‖(I − Pˆ∗Pˆ∗′ − Pˆrot,k−1Pˆrot,k−1′)Pnew‖
+ ‖Pˆ∗′Pnew‖+ 0.1
≤ ζ
+
k−1 + ε˜
| sin θ| + ε˜+ 0.1 ≤ 0.04 + 0.01 + 0.1
≤ 0.15.
The second row used item 1 of Lemma 5.10 and (13). The
third row used triangle inequality. The last row follows using
Pnew =
Prot−Pch cos θ
sin θ and the definition of event Γk−1. Using
this, triangle inequality and | cos θ| ≤ 1, we bound the first
term. Using item 3 of Lemma 5.10, we bound the second term.
The final bounds use Fact 5.14.
To get the above bound, we use Pnew (and not Prot) because
‖Pˆ∗′Pnew‖ ≤ ε˜ since P∗ is orthogonal to Pnew. But we do
not have a small upper bound on ‖Pˆ∗′Prot‖.
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The third claim follows using the first two claims and Lemma
5.11. The fourth claim follows from the third claim as follows:∥∥∥(ΨTt ′ΨTt)−1∥∥∥ ≤ 11− δs(Ψ) ≤ 11− δ2s(Ψ)
≤ 1
1− 0.12 < 1.2.
The last three claims follow the approach of the proof of [5,
Lemma 6.4]. There are minor differences because we set ξ
a little differently now and because we assume vt 6= 0. We
provide the proof in Appendix C. 
Lemma 5.16 (Projection-SVD). Under the assumptions of
Theorem 2.2 or Corollary 2.3, the following holds for k =
1, 2, . . .K. Conditioned on Γk−1, w.p. at least 1 − 12n−12,
SE([Pˆ∗, Pˆrot,k],Prot) ≤ ζ+k , i.e., Γk holds.
Proof. Since the noise bound of Theorem 2.2 is much smaller
or equal to those assumed by Corollary 2.3, if we can prove
the latter, we would have also proved the former.
Assume that Γk−1 holds. The proof first uses Lemma 5.15
to get an expression for et = `t − ˆ`t + vt and then applies
Theorem 5.7 with the modification given in Remark 5.8. Using
Lemma 5.15, for all t ∈ Jk,
ˆ`
t = `t − et + vt = `t − ITt(ΨTt ′ΨTt)−1ITt ′Ψ(`t + vt) + vt
:= `t − el,t − ev,t + vt
where Ψ = I − Pˆ∗Pˆ∗′ − Pˆrot,k−1Pˆrot,k−1′ with Pˆrot,0 = [.].
In the k-th projection-SVD step, we use these ˆ`t’s and
Pˆ∗ to get a new estimate of Prot using projection-SVD. To
bound SE([Pˆ∗, Pˆrot,k],Prot), we apply Theorem 5.7 (Remark
5.8)11 with E0 ≡ Γk−1, yt ≡ ˆ`t, wt ≡ −el,t, zt ≡
−ev,t + vt, α ≥ α0 ≡ α∗, and J α ≡ Jk. We can let
M2,t = −ITt which implies b0 ≡ max-outlier-frac-rowα and
M1,t = (ΨTt
′ΨTt)
−1ITt
′Ψ. Using the max-outlier-frac-rowα
bound of Theorem 2.2 and Lemma 5.9, the main assumption
needed by Theorem 5.7, (11), holds. With P = Pj satisfying
(5), and α∗ defined in (9), all the key assumptions of Theorem
5.7 hold. The simpler expression of α∗ suffices because we treat
η as a numerical constant and so f2(r log n) > f2(r + log n)
for large n, r.
We now just need to compute q0 and qrot for each k, ensure
that they satisfy (12), and apply the result. The computation for
k = 1 is different from the rest. When k = 1, Ψ = I− Pˆ∗Pˆ∗′.
Thus, using item 4 of Lemma 5.15 and the definition of event
Γk−1, ‖M1,tP∗‖ ≤ 1.2ε˜ = q0, q0 < 2ε˜, and
‖M1,tProt‖≤ 1.2(‖ITt ′(I − Pˆ∗Pˆ∗′)Pnew‖| sin θ|+ ε˜)
≤ 1.2(‖ITt ′Pnew‖+ ‖Pˆ∗′Pnew‖)| sin θ|+ 1.2ε˜
≤ 1.2((0.1 + ε˜)| sin θ|+ ε˜) = qrot.
The third row follows using (13) and ‖Pˆ∗′Pnew‖ ≤ ε˜ (folows
by item 3 of Lemma 5.10). Using ε˜ ≤ ε˜f ≤ 0.01| sin θ|, clearly
qrot < 0.2| sin θ|. Finally, in this interval, the bound on bz is
satisfied since bz = bv,t and the expression for bv,t in J1 is
equal to the required upper bound on bz . Applying Theorem
11We use Remark 5.8 with E∗ ≡ Γ0, Z ≡ { ˆ`1, ˆ`2, . . . , ˆ`tj+(k−1)α−1},
and E˜(Z) = Γk−1 \ Γ0.
5.7, SE([Pˆ∗, Pˆrot,1],Prot) ≤ 0.4qrot +0.11ε˜ = 0.4 ·1.2((0.1+
ε˜)| sin θ|+ ε˜) + 0.11ε˜ = ζ+1 .
Consider k > 1. Now Ψ = I − Pˆ∗Pˆ∗′ − Pˆrot,k−1Pˆrot,k−1′.
With this, we still have ‖M1,tP∗‖ ≤ 1.2ε˜ = q0 and
q0 < 2ε˜. But, to bound ‖M1,tProt‖ we cannot use the
approach that worked for k = 1. The reason is that
‖[Pˆ∗, Pˆrot,k−1]′Pnew‖ is not small. However, instead, we can
now use the fact that [Pˆ∗, Pˆrot,k−1] is a good estimate of Prot,
with SE([Pˆ∗, Pˆrot,k−1],Prot) ≤ ζ+k−1 (from definition of event
Γk−1). Thus,
‖M1,tProt‖ ≤ 1.2SE([Pˆ∗, Pˆrot,k−1],Prot) (15)
≤ 1.2ζ+k−1 = qrot.
By Fact 5.14, qrot < 0.2| sin θ|. Even in this interval, the
required bound on bz holds. Thus, applying Theorem 5.7,
SE([Pˆ∗, Pˆrot,k],Prot) ≤ 0.4qrot + 0.11ε˜ = 0.4 · 1.2ζ+k−1 +
0.11ε˜ = ζ+k . 
Lemma 5.17 (Simple SVD based subspace re-estimation).
Under the assumptions of Theorem 2.2 or Corollary 2.3, the
following holds. Conditioned on ΓK , w.p. at least 1− 12n−12,
SE(Pˆ ,P ) ≤ ε˜, i.e., ΓK+1 holds.
Proof. Assume that ΓK holds. Using Lemma 5.15, for all
t ∈ JK+1,
ˆ`
t = `t − et + vt = `t − ITt(ΨTt ′ΨTt)−1ITt ′Ψ(`t + vt) + vt
:= `t − el,t − ev,t + vt
where Ψ = I − Pˆ∗Pˆ∗′ − Pˆrot,KPˆrot,K ′. Re-estimating the
entire subspace using simple SVD applied to these ˆ`t’s is
an instance of correlated-PCA with yt ≡ ˆ`t, wt ≡ −el,t
and zt ≡ −ev,t + vt. We can apply the following result
for correlated-PCA [23, Theorem 2.13] to bound SE(Pˆ ,P ).
Recall Pˆ contains the top r eigenvectors of
∑
t∈JK+1
ˆ`
t
ˆ`′
t.
The following is a simplified version of [23, Theorem 2.13].
It follows by upper bounding λz,P ,P⊥ and λ
+
z,rest by λ
+
z and
lower bound λ−z,P by zero in [23, Theorem 2.13].
Theorem 5.18. For t ∈ J α, we are given data vectors yt :=
`t +wt + zt where wt = Mt`t, `t = Pat and zt is small
unstructured noise. Let Pˆ be the matrix of top r eigenvectors of
1
α
∑
t∈Jα ytyt
′. Assume that Mt can be decomposed as Mt =
M2,tM1,t so that ‖M2,t‖ ≤ 1 but
∥∥ 1
α
∑
tM2,tM2,t
′∥∥ ≤ b
for a b < 1. Let q be an upper bound on maxt∈Jα ‖M1,tP ‖.
We assume that ‖zt‖ ≤ bz and define ‖E[ztzt′]‖ ≤ λ+z :=
b2z/r. For an εSE > 0, define
α0 := Cηmax
(
f2(r log n)
q2
ε2SE
,
λ+z q
2
λ−ε2SE
fr(log n), ηf2(r log 9 + 10 log n)
)
.
If α ≥ α0, and 3
√
bqf +
λ+z
λ− ≤ 0.46εSE, then, w.p. at least
1− 12n−12, SE(Pˆ ,P ) ≤ εSE. .
Apply the above result with yt ≡ ˆ`t, wt ≡ −el,t, zt ≡
−ev,t + vt, α ≥ α∗, and J α ≡ JK+1. From the expression
for et, we can let M2,t ≡ −ITt , M1,t ≡ (ΨTt ′ΨTt)−1ITt ′Ψ.
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Next we compute q. Since ΓK holds, SE([Pˆ∗, Pˆrot,K ],P ) ≤
ε˜ + ζ+K ≤ 2ε˜. Thus, ‖M1,tP ‖ ≤ 1.2SE([Pˆ∗, Pˆrot,K ],P ) ≤
1.2 · 2ε˜ = q. The final desired error is εSE = ε˜. Using Lemma
5.9 and the max-outlier-frac-rowα bound from Theorem 2.2, the
bound on the time-average of M2,tM2,t′ holds with b ≡
ρrow =
0.01
f2 <
0.52
(3·2.4f)2 . Also, in this interval b
2
z = Crλ
+ and
so λz = Cλ+ and thus the second term in the α0 expression
equals the first term. The third term can of course be ignored in
the large n, r regime. Applying the above result with εSE = ε˜,
and q = 2.4ε˜, we conclude the following: for α ≥ α∗, w.p. at
least 1− 12n−12, SE(Pˆ ,P ) ≤ ε˜. The simpler expression of
α∗ suffices because η is treated as a numerical constant and
so f2(r log n) > f2(r + log n) for large n, r. Also under the
assumption of Corollary 2.3, the second term is dominated by
the first term. 
Proof of Claim 5.13. Lemma 5.16 tells us that
Pr(Γk|Γk−1) ≥ 1 − 12n−12. Lemma 5.17 tells
us that Pr(ΓK+1|ΓK) ≥ 1 − 12n−12. Thus,
Pr(ΓK+1|Γ0) = Pr(ΓK+1,ΓK , . . .Γ1|Γ0) =
Pr(Γ1|Γ0) Pr(Γ2|Γ1) . . .Pr(ΓK+1|ΓK) ≥ (1−12n−12)K(1−
12n−12). since ΓK+1 ⊆ ΓK ⊆ ΓK−1 · · · ⊆ Γ0. The
result follows since (1 − 12n−12)K(1 − 12n−12) ≥
1− (K + 1)12n−12. 
Proof of Theorem 2.2 with tˆj = tj . Define the events
Γ1,0 := {SE(Pˆ0,P0) ≤ ε˜}, Γj,k := Γj,k−1 ∩
{SE([Pˆj−1, Pˆj,rot,k]) ≤ ζ+k }, for k = 1, 2, . . . ,K,
Γj,K+1 := Γj,K ∩ {SE(Pˆj ,Pj) ≤ ε˜} and
Γj+1,0 := Γj,K+1. We can state and prove Lemmas
5.16 and 5.17 with Γk replaced by Γj,k. Then Claim
5.13 implies that Pr(Γj,K+1|Γj,0) ≥ 1 − 12n−12.
Using ΓJ,K+1 ⊆ ΓJ−1,K+1 · · · ⊆ Γ1,K+1 ⊆ Γ1,0
and Γj+1,0 := Γj,K+1, Pr(ΓJ,K+1|Γ1,0) =
Pr(ΓJ,K+1,ΓJ−1,K+1, . . .Γ1,K+1|Γ1,0) =
Pr(Γ1,K+1|Γ1,0) Pr(Γ2,K+1|Γ2,0) . . .Pr(ΓJ,K+1|ΓJ,0) ≥
(1− (K + 1)12n−12)J ≥ 1− J(K + 1)12n−12 ≥ 1− dn−12.
Event ΓJ,K+1 implies that Γj,k holds for all j and for all
k. Thus, all the SE bounds given in Theorem 2.2 hold. Using
Lemma 5.15, Tˆt = Tt for all the time intervals of interest, and
the bounds on ‖et‖ hold. 
VI. EMPIRICAL EVALUATION
In this section we illustrate the superiority of s-ReProCS
over existing state of the art methods on synthetic and real data.
In particular, we consider the task of background subtraction.
All time comparisons are performed on a Desktop Computer
with Intel
R©
Xeon E3-1240 8-core CPU @ 3.50GHz and 32GB
RAM. And all experiments with synthetic data are averaged
over 100 independent trials. All codes are available at https:
//github.com/praneethmurthy/ReProCS.
Similar experiments have been shown in the earlier ReProCS
works (original-ReProCS) [5], [7], [9], [12]. The purpose of
this section is to illustrate that, even though s-ReProCS is much
simpler, is provably faster and memory efficient, and provably
works under much simpler assumptions, its experimental
performance is still similar to that of original-ReProCS. It
outperforms existing works for the same classes of videos and
simulated data for which original-reprocs outperforms them.
A. Synthetic Data
Our first simulation experiment is done to illustrate the
advantage of s-ReProCS over existing batch and online RPCA
techniques. As explained earlier, because s-ReProCS exploits
dynamics (slow subspace change), it is provably able to tolerate
a much larger fraction of outliers per row than all the existing
techniques without needing uniformly randomly generated
support sets. When the number of subspace changes, J , is
large, it also tolerates a significantly larger fraction of outliers
per column. The latter is hard to demonstrate via simulations
(making J large will require a very long sequence). Thus we
demonstrate only the former. Our second experiment shows
results with using an i.i.d. Bernoulli model on support change
(which is the model assumed in the other works).
One practical instance where outlier fractions per row can
be larger than those per column is in the case of video moving
objects that are either occasionally static or slow moving
[7], [12]. The outlier support model for our first and second
experiments is inspired by this example and the model used in
[7], [12]. It models a 1D video consisting of a person/object
of length s pacing up and down in a room with frequent stops.
The object is static for β frames at a time and then moves
down. It keeps moving down for a period of τ frames, after
which it turns back up and does the same thing in the other
direction. We let β = dc0τe for a c0 < 1. With this model,
for any interval of the form [(k1 − 1)τ + 1, k2τ ] for k1, k2
integers, the outlier fraction per row is bounded by c0. For any
general interval of length α ≥ τ , this max-outlier-frac-rowα is
still bounded by 2c0 while max-outlier-frac-col is bounded by
s/n.
Model 6.19. Let β = dc0τe. Assume that the Tt satisfies the
following. For the first τ frames (downward motion),
Tt =

[1, s], t ∈ [1, β]
[s+ 1, 2s], t ∈ [β + 1, 2β]
...
[(1/c0 − 1)s+ 1, s/c0], t ∈ [τ − β + 1, τ ]
for the next τ frames (upward motion), Tt =
[(1/c0 − 1)s+ 1, s/c0], t ∈ [τ + 1, τ + β]
[(1/c0 − 2)s+ 1, (1/c0 − 1)s], t ∈ [τ + β + 1, τ + 2β]
...
[1, s], t ∈ [2τ − β + 1, 2τ ].
Starting at t = 2τ + 1, the above pattern is repeated every 2τ
frames until the end, t = d.
This model is motivated by the model assumed for the
guarantees in older works [7], [12]. The above model is one
practically motivated way to simulate data that is not not
generated uniformly at random (or as i.i.d. Bernoulli, which is
approximately the same as the uniform model for large n). It
also provides a way to generate data with a different bounds on
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outlier fractions per row and per column. The maximum outlier
fraction per column is s/n. For any time interval of length
α ≥ τ , the outlier fraction per row is bounded by 2c0. Thus,
for Theorem 2.2, with this model, ρrow = 2c0/f2. By picking
2c0 larger than s/n we can ensure larger outlier fractions per
row than per column.
We compare Algorithm 4 and its offline counterpart with
three of the batch methods with provably guarantees discussed
in Sec. II-C - PCP [2], AltProj [6] and RPCA-GD [8] - and with
two recently proposed online algorithms known to have good
experimental performance and for which code was available
- ORPCA [14] and GRASTA [15]. The code for all these
techniques are cloned from the Low-Rank and Sparse library
(https://github.com/andrewssobral/lrslibrary).
For generating data we used d = 8000, ttrain = 500, J = 2,
r = 5, f = 16 with t1 = 1000, θ1 = 30◦, t2 = 4300, θ2 =
1.01θ1 and varying n. The at’s are zero mean i.i.d uniform
random variables generated exactly as described before and so
is P(t). We generated a basis matrix Q by ortho-normalizing
the first r + 2 columns of a n × n i.i.d. standard Gaussian
matrix. For t ∈ [1, t1), we set P(t) = P0 with P0 being the
first r columns of Q. We let P1,new be (r + 1)-th column of
Q, and rotated it in using (5) with U1 = I and with angle θ1
to get P1. We set P(t) = P1 for t ∈ [t1, t2). We set P2,new
to be the last column of Q, U2 = I , and rotate using angle
θ2 just as done in the first subspace change and finally for
t ∈ [t2, d] we set P(t) = P2. At all times t, we let `t = P(t)at
with at being zero mean, i.i.d uniform random variables such
that (at)i ∼ unif
(−√f, √f) for i = 1, · · · , r − 2 and
(at)[r−1,r] ∼ unif(−1, 1). With this the condition number
is f , the covariance matrix, Λ = diag(f, f, · · · , f, 1, 1)/3,
λ+ = f/3, λch = λ− = 1/3, and η = 3. We generate Tt using
Model 6.19 as follows. For t ∈ [ttrain, d], we used s = 0.1n,
c0 = 0.2 and τ = 100. Thus ρrow = 0.4/f2. For t ∈ [1, ttrain],
we used s = 0.05n and c0 = 0.02. This was done to ensure
that AltProj (or any other batch technique works well for this
period and provides a good initialization). The magnitudes
of the nonzero entries of xt (outliers) were generated s i.i.d
uniform r.v.’s between xmin = 10 and xmax = 25.
We implemented Algorithm 4 for s-ReProCS (with ini-
tialization using AltProj) with α = Cf2r log n = 500,
K = d−0.8 log(0.9ε˜)e = 5, ωsupp = xmin/2, and ωevals =
0.0025λ−. We initialized using AltProj applied to Y[1,ttrain].
For the batch methods used in the comparisons – PCP,
AltProj and RPCA-GD, we implement the algorithms on
Y[1,t] every t = ttrain + kα − 1 frames. Further, we set the
regularization parameter for PCP λ = 1/
√
n in accordance
with [2]. The other known parameters, r for Alt-Proj, outlier-
fraction for RPCA-GD, are set using the true values. For online
methods we implement the algorithms without modifications.
The regularization parameter for ORPCA was set as with
λ1 = 1/
√
n and λ2 = 1/
√
d according to [14]. We plot the
subspace error and the normalized error of `t over time in
Fig. 2(a) and 2(b) for n = 5000. We display the time-averaged
error for other values of n in Table V. This table also contains
the time comparisons.
As can be seen, s-ReProCS outperforms all the other methods
and offline s-ReProCS significantly outperforms all the other
methods for this experiment. The reason is that the outlier
fraction per row are quite large, but s-ReProCS exploits slow
subspace change. In principle, even GRASTA exploits slow
subspace change, however, it uses approximate methods for
computing the SVD and does not use projection-SVD and
hence it fails. s-ReProCS and offline s-ReProCS are faster
than all the batch methods especially for large n. In fact when
n = 10000, the batch methods are out of memory and cannot
work, while s-ReProCS still can. But s-ReProCS is slower than
GRASTA and ORPCA.
Comparison with other algorithms - random outlier support
using the i.i.d. Bernoulli model. We generated data exactly
as described above with the following change: Tt was now
generated as i.i.d. Bernoulli with probability of any index i
being in ∪t∈[1,n]Tt being ρs = 0.02 for the first ttrain frames
and ρs = 0.2 for the subsequent data. Notice that under the
Bernoulli model, ρrow = ρcol = ρs. We used n = 500. We
show the results in Fig. 2(c) and 2(d). For this experiment,
the batch methods PCP and AltProj have good performance,
that is better than s-ReProCS at most time instants. Offline
s-ReProCS still outperforms all the other methods.
B. Real Data: Background Subtraction
In this section we provide simulation results for on real
videos on three benchmark datasets. For all the sequences,
to implement s-ReProCS, we obtained an estimate using the
AltProj algorithm. For the initialization we set r = 40 and
the other parameters for the proposed algorithm, were set
as follows. We used α = 60, K = 3, ξt = ‖Ψ ˆ`t−1‖2 and
ωevals = 0.0011λ
−. We found that these parameters work for
most videos that we verified our algorithm on. For a more
detailed empirical evaluation on real world data-sets, please see
[21]. The other state-of-the-art algorithms were implemented
using the default setting. In algorithms where we are required
to provide an esimate of the rank, we used r = 40 consistently.
Additionally, for RPCA-GD we set the corruption fraction,
α = 0.2 as described in the paper. We must also mention
that the performance of s-ReProCS w.r.t. original-ReProCS is
very similar, but is provably fast, and needs fewer assumptions.
Again, a more detailed comparison is presented in [21].
Meeting Room (MR) dataset: The meeting room
sequence is a set of 1964 images of resolution 64× 80. The
first 1755 frames consists of outlier-free data and so we only
consider the last 1209 frames. Here and below, we use the
first 400 “noisy” frames as the training data and the algorithm
parameters are set as mentioned before. This is a challenging
video sequence because the color of the person and the color
of the curtain are hard to distinguish. s-ReProCS algorithm is
able to perform the separation at around 43 frames per second.
The recovered background images are shown in the first two
rows of Fig. 3.
Switch Light (SL) dataset: This dataset contains
2100 images of resolution 120× 160. The first 770 frames are
outlier free. This is a challenging sequence because there are
drastic changes in the subspace as indicated in the last two
rows of Fig. 3. This causes all the batch techniques to fail. For
this sequence, s-ReProCS achieves a “test” processing rate of
21
10−7
10−2
103
(a) SE(Pˆ(t), P(t))
ReProCS (37) GRASTA (1.1) ORPCA (3.0) Offline ReProCS (85.0) PCP (89.0) Alt Proj (130.0) RPCA-GD (470.0)
(b) ‖
ˆ`
t−`t‖22
‖`t‖22
1000 2000 3000 4000 5000 6000 7000 8000
10−11
10−5
101
t
(c)
0 1000 2000 3000 4000 5000 6000
t
(d)
Fig. 2. First row ((a), (b)): Illustrate the subspace error and the normalized `t error for n = 5000 and outlier supports generated using Model 6.19. Both the
metrics are plotted every kα−1 time-frames. The results are averaged over 100 iterations. Second row ((c), (d)) illustrate the subspace error and the normalized
`t error for n = 500 and Bernoulli outlier support model. They are plotted every kα− 1 time-frames. The plots clearly corroborates the nearly-exponential
decay of the subspace error as well as the error in `t.
TABLE V
AVERAGE SUBSPACE ERROR SE(Pˆ(t), P(t)) AND TIME COMPARISON FOR DIFFERENT VALUES OF SIGNAL SIZE n. THE VALUES IN
BRACKETS DENOTE AVERAGE TIME TAKEN PER FRAME (– INDICATES THAT THE ALGORITHM DOES NOT WORK).
ReProCS GRASTA ORPCA Offline ReProCS PCP AltProj RPCA-GD
n = 500 (in 10−4s) 0.066 (3.1) 0.996 (2.8) 0.320 (10) 8.25× 10−5 (6.3) 1.00 (51) 0.176 (104) 0.215 (454)
n = 500, Bern. (in 10−4s) 0.044 (4.8) 0.747 (1.9) 0.078 (1.8) 3.9× 10−7 (9.2) 1.2× 10−4 (395) 0.0001 (32) 0.303 (329)
n = 5000 (in 10−2s) 0.048 (3.7) 0.999 (0.11) 0.322 (0.30) 6.05× 10−5 (8.5) 0.999 (8.9) 0.354 (13.0) 0.223 (47.0)
n = 10, 000 (in 10−2s) 0.090 (15.6) 0.999 (0.25) 0.3235 (0.68) 0.0006 (36.8) – – –
16 frames-per-second. The recovered background images are
shown in the middle two rows of Fig. 3.
Lobby (LB) dataset: This dataset contains 1555 im-
ages of resolution 128× 160. The first 341 frames are outlier
free. This is a challenging sequence, as the background changes
often due to illumination changes, and there are multiple objects
in the foreground to detect and subtract. For this sequence,
s-ReProCS achieves a “test” processing rate of 12 frames-per-
second. The images are shown in the last two rows of Fig.
3.
VII. CONCLUSIONS AND FUTURE WORK
We obtained the first complete guarantee for any online,
streaming or dynamic RPCA algorithm that holds under
weakened versions of standard RPCA assumptions, slow
subspace change, and outlier magnitudes are either large or
very small. Our guarantee implies that, by exploiting these extra
assumptions, one can significantly weaken the required bound
on outlier fractions per row. This has many important practical
implications especially for video analytics. We analyzed a
simple algorithm based on the Recursive Projected Compressive
Sensing (ReProCS) framework introduced in [5]. The algorithm
itself is simpler than other previously studied ReProCS-based
methods, it is provably faster, and has near-optimal memory
complexity. Moreover, our guarantee removes all the strong
assumptions made by the previous two guarantees for ReProCS-
based methods.
As described earlier, our current result still has limitations,
some of which can be removed with a little more work. For
example, it assumes a very simple model on subspace change
in which only one direction can change at any given change
time. Of course the changing direction could be different at
different change times, and hence over a long period, the
entire subspace could change. In follow-up work [11], we have
studied another algorithm that removes this limitation. Another
issue that we would like to study is whether the lower bound
on outlier magnitudes can be relaxed further if we use the
stronger assumption on outlier fractions per row (assume they
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Fig. 3. Comparison of background recovery performance is Foreground-Background Separation tasks for MR (first two rows), SL (middle two rows) and LB
(last two rows) sequences (first two rows). The recovered background images are shown at t = ttrain + 140, 630 for MR, t = ttrain + 200, 999 for SL, and
t = ttrain + 260, 610 for LB. Notice that for the LB sequence, all algorithms work fairly well. In the MR sequence, since the s-ReProCS is able to tolerate
larger max-outlier-frac-row, it is able to completely remove the person. Further, only s-ReProCS background does not contain the person or even his shadow.
All others do. Finally, in the SL sequence, it is demonstrated that the changing subspace model is much more appropriate for long sequences since only
s-ReProCS and GRASTA are able to recognize that the background has changed. GRASTA contains some artifacts, but s-ReProCS is able to clearly isolate the
person. The time taken per frame (in milliseconds) is shown in parentheses above the respective video sequence. In all the videos, notice that s-ReProCS is
also faster than all algorithms with the exception of GRASTA which only works for the lobby sequence that involves very little background changes.
are of order 1/r). It may be possible to do this by borrowing
the AltProj [6] proof idea.
A question of practical and theoretical interest is to develop
a streaming version of simple-ReProCS for dynamic RPCA. A
preprint that studies a streaming algorithm for standard RPCA
but only for the restrictive rL = r = 1 setting is [34]. By
streaming we mean that the algorithm makes only one pass
through the data and needs storage of order exactly nr. Simple-
ReProCS needs only a little more storage than this, however,
it makes multiple passes through the data in the SVD steps.
Algorithmically, streaming ReProCS is easy to develop: one
can replace the projection SVD and SVD steps in the subspace
update by their streaming versions, e.g., block stochastic power
method. However, in order to prove that this still works (with
maybe an extra factor of log n in the delay), one would need
to analyze the block stochastic power method for the problems
of PCA in data-dependent noise, and for its extension that
assumes availability of partial subspace knowledge. Finally,
as explained in [12], any guarantee for dynamic RPCA also
provides a guarantee for dynamic Matrix Completion (MC)
as an almost direct corollary. The reason is that MC can be
interpreted as RPCA with outlier supports Tt being known.
APPENDIX A
PROOF OF THEOREM 2.2 OR COROLLARY 2.3 WITHOUT
ASSUMING tj KNOWN
The key results needed for this and later proofs – Cauchy-
Schwarz for sums of matrices, matrix Bernstein, and Ver-
shynin’s sub-Gaussian result – are summarized in the last
appendix, Appendix E. For a summary of notation used for
this and later proofs, please see Table IV.
23
Here we prove Theorem 2.2 in the general case. The main
idea is explained in Sec. IV-B. Define
tˆj−1,fin := tˆj−1 +Kα+ α− 1,
tj,∗ = tˆj−1,fin +
⌈
tj − tˆj−1,fin
α
⌉
α
Thus, tˆj−1,fin is the time at which the (j − 1)-th subspace
update is complete; whp, this occurs before tj . Under this
assumption, tj,∗ is such that tj lies in the interval [tj,∗ −
α+ 1, tj,∗]. Recall from the algorithm that we increment j to
j + 1 at t = tˆj +Kα+ α := tˆj,fin. Thus, for t ∈ [tj , tˆj,fin),
Φ = I − Pˆ∗Pˆ∗′, while for t ∈ [tˆj,fin, tj+1), Φ = I − Pˆ Pˆ ′.
Definition A.20. Define the events
1) Det0 := {tˆj = tj,∗} = {λmax( 1α
∑tj,∗
t=tj,∗−α+1(I −
Pˆ∗Pˆ∗′) ˆ`t ˆ`′t(I − Pˆ∗Pˆ∗′)) > ωevals} and
Det1 := {tˆj = tj,∗ + α} = {λmax( 1α
∑tj,∗+α
t=tj,∗+1(I −
Pˆ∗Pˆ∗′) ˆ`t ˆ`′t(I − Pˆ∗Pˆ∗′)) > ωevals},
2) ProjSVD := ∩Kk=1ProjSVDk where ProjSVDk :=
{SE([Pˆ∗, Pˆrot,k]) ≤ ζ+k },
3) Del := {SE(Pˆ ,P ) ≤ ε˜},
4) NoFalseDets := {for all J α ⊆ [tˆj,fin, tj+1),
λmax(
1
α
∑
t∈Jα(I − Pˆ Pˆ ′) ˆ`t ˆ`′t(I − Pˆ Pˆ ′)) ≤ ωevals}
5) Γ0,end := {SE(Pˆ∗,P∗) ≤ ε˜},
6) Γj,end := Γj−1,end ∩
(
(Det0 ∩ ProjSVD ∩ Del ∩
NoFalseDets) ∪ (Det0 ∩ Det1 ∩ ProjSVD ∩ Del ∩
NoFalseDets)
)
.
Let p0 denote the probability that, conditioned on Γj−1,end,
the change got detected at t = tj,∗, i.e., let
p0 := Pr(Det0|Γj−1,end).
Thus, Pr(Det0|Γj−1,end) = 1− p0. It is not easy to bound p0.
However, as we will see, this will not be needed.
Assume that Γj−1,end ∩Det0 holds. Consider the interval
J α := [tj,∗, tj,∗+α). This interval starts at or after tj , so, for
all t in this interval, the subspace has changed. For this interval,
Ψ = Φ = I − Pˆ∗Pˆ∗′. Applying the last item of Theorem 5.7,
w.p. at least 1− 12n−12,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`
′
tΦ
)
≥ (0.97 sin2 θ − 0.4qrot| sin θ| − 0.15ε˜| sin θ|)λch
where qrot is the bound ‖(ΨTˆt ′ΨTˆt)−1ITˆt ′ΨProt‖. Theorem
5.7 is applicable for the reasons given in the proof of Lemma
5.16. Proceeding as in the proof of Lemma 5.16 for k = 1,
we get that qrot = 1.2((0.1 + ε˜)| sin θ| + ε˜). Thus, using the
bound on ε˜, we can conclude that, w.p. at least 1− 12n−12,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`
′
tΦ
)
≥ 0.91 sin2 θλch
≥ 0.9 sin2 θλ− > ωevals
and thus tˆj = tj,∗ + α. This follows since ωevals = 5ε˜2λ+ =
5ε˜2fλ− ≤ 5ε˜2f2λ− ≤ 5(0.01 minj SE(Pj−1,Pj))2λ− and
sin θ = SE(Pj−1,Pj). In other words,
Pr(Det1|Γj−1,end ∩Det0) ≥ 1− 12n−12.
Conditioned on Γj−1,end ∩Det0∩Det1, the first projection-
SVD step is done at t = tˆj + α = tj,∗ + 2α and so on.
We can state and prove Lemma 5.16 with Γk replaced by
Γj,end∩Det0∩Det1∩ProjSVD1∩ProjSVD2 . . .ProjSVDk
and with the k-th projection-SVD interval being Jk := [tˆj +
(k−1)α, tˆj +kα). We can state and prove a similarly changed
version of Lemma 5.17 for the simple SVD based deletion
step. Applying Lemma 5.16 for each k, and then apply Lemma
5.17,
Pr(ProjSVD∩Del|Γj−1,end∩Det0∩Det1) ≥ (1−12n−12)K+1.
We can also do a similar thing for the case when the change is
detected at tj,∗, i.e. when Det0 holds. In this case, we replace
Γk by Γj,end ∩Det0∩ProjSVD1 ∩ProjSVD2 . . .ProjSVDk
and conclude that
Pr(ProjSVD ∩Del|Γj−1,end ∩Det0) ≥ (1− 12n−12)K+1.
Finally consider the NoFalseDets event. First, assume
that Γj−1,end ∩ Det0 ∩ ProjSVD ∩ Del holds. Consider any
interval J α ⊆ [tˆj,fin, tj+1). In this interval, Pˆ(t) = Pˆ ,
Ψ = Φ = I − Pˆ Pˆ ′ and SE(Pˆ ,P ) ≤ ε˜. Also, us-
ing Lemma 5.15, et satisfies (10) for t in this interval.
Thus, defining el,t = ΦITt(ΨTt
′ΨTt)
−1ITt
′Ψ`t, ev,t =
ΦITt(ΨTt
′ΨTt)
−1ITt
′Ψvt and zt = ev,t + Φvt
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ =
1
α
ΦP
(∑
t∈Jα
atat
′
)
P ′Φ
+
1
α
∑
t∈Jα
Φ`tel,t
′ + (.)′ +
1
α
∑
t∈Jα
Φ`tzt
′ + (.)′
+
1
α
∑
t∈Jα
el,tel,t
′ +
1
α
∑
t∈Jα
ztzt
′
We can bound the first term using Vershynin’s sub-Gaussian
result (Theorem E.28) and the other terms using matrix
Bernstein (Theorem E.27). The approach is similar to that of the
proof of Lemma B.24. The derivation is more straightforward
in this case, since for the above interval ‖ΨP ‖ = ‖ΦP ‖ ≤ ε˜.
The required bounds on α are also the same as those needed
for Lemma B.24 to hold. We conclude that, w.p. at least
1− 12n−12,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`
′
tΦ
)
≤ ε˜2(λ+ + 0.01λ+)[1 + 6√ρrowf(1.2)2 + 6f√ρrow1.2]
≤ 2.6ε˜2fλ− < ωevals
This follows since ωevals = 5ε˜2λ+ = 5ε˜2fλ−. Since Det0
holds, tˆj = tj,∗. Thus, we have a total of b tj+1−tj,∗−Kα−αα c
intervals J α that are subsets of [tˆj,fin, tj+1). Moreover,
b tj+1−tj,∗−Kα−αα c ≤ b tj+1−tj−Kα−αα c ≤ b tj+1−tjα c−(K+1)
since α ≤ α. Thus,
Pr(NoFalseDets|Γj−1,end ∩Det0 ∩ ProjSVD ∩Del)
≥ (1− 12n−12)b
tj+1−tj
α c−(K+1)
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On the other hand, if we condition on Γj−1,end∩Det0∩Det1∩
ProjSVD ∩Del, then tˆj = tj,∗ + α. Thus,
Pr(NoFalseDets|Γj−1,end ∩Det0 ∩Det1 ∩ ProjSVD ∩Del)
≥ (1− 12n−12)b
tj+1−tj
α c−(K+2)
We can now combine the above facts to bound
Pr(Γj,end|Γj−1,end). Recall that p0 := Pr(Det0|Γj−1,end).
Clearly, the events (Det0 ∩ ProjSVD ∩ Del ∩ NoFalseDets)
and (Det0 ∩ Det1 ∩ ProjSVD ∩ Del ∩ NoFalseDets) are
disjoint. Thus,
Pr(Γj,end|Γj−1,end)
= p0 Pr(ProjSVD ∩Del ∩NoFalseDets|Γj−1,end ∩Det0)
+ (1− p0) Pr(Det1|Γj−1,end ∩Det0)×
Pr(ProjSVD ∩Del ∩NoFalseDets|Γj−1,end ∩Det0 ∩Det1)
≥ p0(1− 12n−12)K+1(1− 12n−12)b
tj+1−tj
α c−(K+1)
+ (1− p0)(1− 12n−12)(1− 12n−12)K+1×
(1− 12n−12)b
tj+1−tj
α c−(K+2)
= (1− 12n−12)b
tj+1−tj
α c ≥ (1− 12n−12)tj+1−tj .
Since the events Γj,end are nested, the above implies that
Pr(ΓJ,end|Γ0,end) =
∏
j
Pr(Γj,end|Γj−1,end)
≥
∏
j
(1− 12n−12)tj+1−tj
= (1− 12n−12)d ≥ 1− 12dn−12.
APPENDIX B
PROOF OF THEOREM 5.7: PCA IN DATA-DEPENDENT NOISE
WITH PARTIAL SUBSPACE KNOWLEDGE
We prove Theorem 5.7 with the modification given in Remark
5.8. Thus we condition on E0 defined in the remark. Recall
that Φ := I − Pˆ∗Pˆ∗′. Let
ΦProt
QR
= ErotRrot (16)
denote the reduced QR decomposition of (ΦProt). Here, and
in the rest of this proof, we write things in a general fashion
to allow Prot to contain more than one direction. This makes
it easier to understand how our guarantees extend to the more
general case (Prot being an n× rch basis matrix with rch > 1)
easier. The proof uses the following simple lemma at various
places.
Lemma B.21. Assume that E0 holds. Then,
1) ‖M1,tPfix‖ ≤ q0, ‖M1,tPch‖ ≤ q0 and ‖M1,tProt‖ ≤
qrot
2) ‖ΦPfix‖ ≤ ε˜, ‖ΦPch‖ ≤ ε˜, ‖ΦPnew‖ ≤ 1,
3) ‖Rrot‖ = ‖ΦProt‖ ≤ ε˜| cos θ|+ | sin θ| ≤ ε˜+ | sin θ|
4) σmin(Rrot) = σmin(ΦProt) ≥√
sin2 θ(1− ε˜2)− 2ε˜| sin θ|
5) ‖Φ`t‖ ≤ 2ε˜
√
ηrλ+ + | sin θ|√ηλch.
Proof of Lemma B.21. Item 1 follows because ‖M1,tP∗‖ ≤
q0 ≤ 2ε˜ and ‖M1,tP∗‖ = ‖M1,t[Pfix,Pch]‖ ≥ ‖M1,tPfix‖.
Similarly, ‖M1,tP∗‖ ≥ ‖M1,tPch‖. The first two claims of
item 2 follow because ‖ΦP∗‖ ≤ ε˜ and the bound on item 1.
Third claim uses ‖ΦPnew‖ ≤ ‖Φ‖‖Pnew‖ = 1. The fourth
claim uses triangle inequality and definition of Prot. For Item 3,
recall that ΦProt
QR
= ErotRrot. Thus, σi(Rrot) = σi(ΦProt).
Thus ‖Rrot‖ = ‖ΦProt‖ ≤ ε˜+ | sin θ|
Item 4: From above, σmin(Rrot) = σmin(ΦProt).
Moreover, σmin(ΦProt) =
√
λmin(Prot′Φ′ΦProt) =√
λmin(Prot′ΦProt). We bound this as follows. Recall that
Φ = I − Pˆ∗Pˆ∗′.
λmin(Prot
′ΦProt) ≥ λmin(cos2 θPch′ΦPch)
+ λmin(sin
2 θPnew
′ΦPnew)
− 2| sin θ|| cos θ| ‖Pch′ΦPnew‖
≥ 0 + λmin(sin2 θPnew′ΦPnew)− 2ε˜| sin θ|
= sin2 θλmin(I − Pnew′Pˆ∗Pˆ∗′Pnew)− 2ε˜| sin θ|
= sin2 θ(1− ‖Pnew′Pˆ∗‖2)− 2ε˜| sin θ|
≥ sin2 θ(1− ε˜2)− 2ε˜| sin θ|
The last inequality used Lemma 5.10.
Item 5: Using the previous items and the definition of η,
‖Φ`t‖ := ‖Φ(Pfixat,fix + Protat,ch)‖
≤ ‖ΦPfixat,fix‖+ ‖ΦProtat,ch‖
≤
(
ε˜
√
ηrλ+ + (ε˜| cos θ|+ | sin θ|)
√
ηrchλch
)

A. Proof of Theorem 5.7
Proof of Theorem 5.7. We have
SE(Pˆ ,P ) = SE([Pˆ∗, Pˆrot], [Pfix,Prot])
≤ SE([Pˆ∗, Pˆrot],Pfix) + SE([Pˆ∗, Pˆrot],Prot)
≤ ε˜+ SE([Pˆ∗, Pˆrot],Prot)
where the last inequality used Lemma B.21. Consider
SE([Pˆ∗, Pˆrot],Prot).
SE([Pˆ∗, Pˆrot],Prot) ≤
∥∥∥(I − PˆrotPˆrot′)Erot∥∥∥ ‖Rrot‖
≤ SE(Pˆrot,Erot)(ε˜+ | sin θ|) (17)
The last inequality used Lemma B.21. To bound
SE(Pˆrot,Erot), we use the Davis-Kahan sin θ theorem
[33] given below.
Theorem B.22 (Davis-Kahan sin θ theorem). Consider n× n
Hermitian matrices, D and Dˆ such that
D =
[
EE⊥
] [A 0
0 Arest
] [
E′
E⊥′
]
Dˆ =
[
F F⊥
] [Λ 0
0 Λrest
] [
F ′
F⊥′
]
where [E,E⊥] and [F ,F⊥] are orthogonal matrices and
rank(F ) = rank(E). Let
H = Dˆ −D.
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If λmin(A) − λmax(Arest) − ‖H‖ > 0 and rank(E) =
rank(F ), then,
‖(I − FF ′)E‖ ≤ ‖H‖
λmin(A)− λmax(Arest)− ‖H‖ . (18)
To use this result to bound SE(Pˆrot,Erot), let Dˆ := Dobs =
1
α
∑
t Φytyt
′Φ. Its top eigenvector is Pˆrot. We need to define
a matrix D that is such that its top eigenvector is Erot and
the gap between its first and second eigenvalues is more than
‖H‖. Consider the matrix
D := ErotAErot
′ +Erot,⊥ArestErot,⊥′ where
A := Erot
′
(
1
α
∑
Φ`t`t
′Φ
)
Erot,
Arest := Erot,⊥′
(
1
α
∑
Φ`t`t
′Φ
)
Erot,⊥.
If λmax(Arest) < λmin(A), then Erot is the top eigenvector
of D. Moreover, if λmax(Arest) < λmin(A)− ‖H‖, then the
gap requirement holds too. Thus, by the sin θ theorem,
SE(Pˆrot,Erot) =
∥∥∥(I − PˆrotPˆrot′)Erot∥∥∥
≤ ‖H‖
λmin(A)− λmax(Arest)− ‖H‖ (19)
Here again, we should point out that, in the simple case that we
consider where Prot is a vector (only one direction changes), A
is a non-negative scalar and λmin(A) = A. However the above
discussion applies even in the general case when rch > 1. The
rest of the proof obtains high probability bounds on the terms
in the above expression. ‖H‖ =
∥∥∥D − Dˆ∥∥∥ can be bounded
as follows.
Lemma B.23. Let
term11 = 1α
∑
tErotErot
′Φ`t`t′ΦErot,⊥Erot,⊥′. Then,
‖H‖ ≤ 2
∥∥∥∥ 1α∑Φ`twt′Φ
∥∥∥∥+ 2 ‖term11‖
+
∥∥∥∥ 1α∑Φwtwt′Φ
∥∥∥∥+ 2 ∥∥∥∥ 1α∑Φ`tzt′Φ
∥∥∥∥
+
∥∥∥∥ 1α∑Φztzt′Φ
∥∥∥∥
Proof of Lemma B.23. Recall that H = Dˆ −D. Thus
H =
(
Dˆ − 1
α
∑
Φ`t`t
′Φ
)
+
(
1
α
∑
Φ`t`t
′Φ−D
)
=
(
1
α
∑
Φytyt
′Φ− 1
α
∑
Φ`t`t
′Φ
)
+
(
(ErotErot
′ +Erot,⊥Erot,⊥′)
1
α
∑
Φ`t`t
′Φ×
(ErotErot
′ +Erot,⊥Erot,⊥′)−D
)
=
(
1
α
∑
Φwt`t
′Φ +
1
α
∑
Φ`twt
′Φ
)
+
(
1
α
∑
Φzt`t
′Φ +
1
α
∑
Φ`tzt
′Φ
)
+
(
1
α
∑
Φwtwt
′Φ +
1
α
∑
Φztzt
′Φ
)
+
(
1
α
∑
ErotErot
′Φ`t`t′ΦErot,⊥Erot,⊥′
)
+
(
1
α
∑
Erot,⊥Erot,⊥′Φ`t`t′ΦErotErot′
)
Using triangle inequality the bound follows. 
The next lemma obtains high probability bounds on the
above terms and the two other terms from (19).
Lemma B.24. Assume that the assumptions of Theorem
5.7 with the modification given in Remark 5.8 hold. Let
0 = 0.01| sin θ|(ε˜+qrot), 1 = 0.01(q2rot + ε˜2), and 2 = 0.01.
For an α ≥ α0 := Cηmax
{
fr log n, ηf2(r + log n)
}
, con-
ditioned on E0, all the following hold w.p. at least 1− 12n−12:
1)
∥∥ 1
α
∑
t Φ`twt
′Φ
∥∥ ≤[√
b0
(
2ε˜2f + (ε˜+ | sin θ|)qrot
)
+ 0
]
λch,
2)
∥∥ 1
α
∑
t Φwtwt
′Φ
∥∥ ≤ [√b0 (4ε˜2f + q2rot)+ 1]λch,
3) λmin(A) ≥ (sin2 θ(1 − ε˜2) − 2ε˜| sin θ|)(1 − 2)λch −
2ε˜(ε˜+ | sin θ|)2λch,
4) λmax(Arest) ≤ ε˜2λ+ + ε˜22λch,
5) ‖term11‖ ≤ [ε˜2f + 2ε˜22 + ε˜| sin θ|2|]λch.
6)
∥∥ 1
α
∑
t Φ`tzt
′Φ
∥∥ ≤ 0λch
7)
∥∥ 1
α
∑
t Φztzt
′Φ
∥∥ ≤ [(4ε˜2f + q2rot)+ 1]λch
Using Lemma B.24 and substituting for 0, 1, 2, we
conclude the following. Conditioned on E0, with probability
at least 1− 12n−12,
SE(Pˆrot,Erot) ≤
2
√
b0
[
2ε˜2f + (ε˜+ | sin θ|)qrot
]
+
√
b0
[
4ε˜2f + q2rot
]
+ 2
[
ε˜2f + 2ε˜22 + ε˜| sin θ|2
]
+ 40 + 21
(sin2 θ(1− ε˜2)− 2ε˜| sin θ|)(1− 2)
− 2ε˜(ε˜+ | sin θ|)2 − (ε˜2f + ε˜22)− numer
,
where numer denotes the numerator expression. The numerator,
numer, expression can be simplified to
numer ≤ qrot [2√ρrowf(ε˜+ | sin θ|) + 0.04| sin θ|]
+ q2rot(
√
b0 + 0.02) + ε˜
[
(8
√
ρrowf + 2)ε˜f
+ (2ε˜+ | sin θ|)0.01 + 0.04| sin θ|+ 0.02ε˜].
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Further, using ε˜f ≤ 0.01| sin θ|, √b0 ≤ 0.1 and qrot ≤
0.2| sin θ|,
numer ≤ | sin θ|(0.242qrot + 0.07ε˜) + 0.12q2rot
≤ | sin θ|(0.27qrot + 0.07ε˜)
This can be loosely upper bounded by 0.26 sin2 θ. We use this
loose upper bound when this term appears in the denominator.
Following a similar approach for the denominator, denoted
denom,
denom
≥ sin2 θ
[
1− ε˜2 − 2ε˜| sin θ| −
3ε˜22
sin2 θ
− ε˜
2f
sin2 θ
− numer
sin2 θ
]
≥ sin2 θ
[
0.95− numer
sin2 θ
]
≥ 0.69 sin2 θ
Thus,
SE(Pˆrot,Erot) ≤ (0.27qrot + 0.07ε˜)| sin θ|
0.69 sin2 θ
≤ 0.39qrot + 0.1ε˜| sin θ| ,
Using (17) and ε˜ ≤ ε˜f ≤ 0.01| sin θ|,
SE(Pˆ ,Prot) ≤ (ε˜+ | sin θ|)0.39qrot + 0.1ε˜| sin θ|
≤ 1.01| sin θ|0.39qrot + 0.1ε˜| sin θ|
≤ 0.40qrot + 0.11ε˜.
Proof of the last claim: lower bound on λmax(Dobs). Using
Weyl’s inequality,
λmax(Dobs) ≥ λmax(D)− ‖H‖ ≥ λmax(A)− ‖H‖
≥ λmin(A)− ‖H‖.
Using the bounds from Lemmas B.23 and B.24 and (12), we
get the lower bound. 
B. Proof of Lemma B.24: high probability bounds on the sin θ
theorem bound terms
Proof of Lemma B.24. Recall the definition of the event E0
from Remark 5.8. To prove this lemma, we first bound the
probabilities of all the events conditioned on {Pˆ∗, Z}, for
values of {Pˆ∗, Z} ∈ E0. Then we use the following simple
fact.
Fact B.25. If Pr(Event|{Pˆ∗, Z}) ≥ p0 for all {Pˆ∗, Z} ∈ E0,
then,
Pr(Event|E0) ≥ p0.
In the discussion below, we condition on {Pˆ∗, Z}, for
values of {Pˆ∗, Z} in E0. Conditioned on {Pˆ∗, Z}, the ma-
trices Erot, Erot,⊥, Φ, etc, are constants (not random). All
the terms that we bound in this lemma are either of the
form
∑
t∈Jα g1(Pˆ∗, Z)`t`t
′g2(Pˆ∗, Z), for some functions
g1(.), g2(.), or are sub-matrices of such a term.
Since the pair {Pˆ∗, Z} is independent of the `t’s for t ∈
J α, and these `t’s are mutually independent, hence, even
conditioned on {Pˆ∗, Z}, the same holds: the `t’s for t ∈ J α
are mutually independent. Thus, once we condition on {Pˆ∗, Z},
the summands in the terms we need to bound are mutually
independent. As a result, matrix Bernstein (Theorem E.27) or
Vershynin’s sub-Gaussian result (Theorem E.28) are applicable.
Item 1: In the proof of this and later items, we condition on
{Pˆ∗, Z}, for values of {Pˆ∗, Z} in E0.
Since ‖Φ‖ = 1,∥∥∥∥∥ 1α∑
t
Φ`twt
′Φ
∥∥∥∥∥ ≤
∥∥∥∥∥ 1α∑
t
Φ`twt
′
∥∥∥∥∥ .
To bound the RHS above, we will apply matrix Bernstein
(Theorem E.27) with Zt = Φ`twt′. As explained above,
conditioned on {Pˆ∗, Z}, the Zt’s are mutually independent.
We first obtain a bound on the expected value of the time
average of the Zt’s and then compute R and σ2 needed by
Theorem E.27. By Cauchy-Schwarz,
∥∥∥∥∥E
[
1
α
∑
t
Φ`twt
′
]∥∥∥∥∥
2
=
∥∥∥∥∥ 1α∑
t
ΦPΛP ′M1,t′M2,t′
∥∥∥∥∥
2
(a)
≤
∥∥∥∥∥ 1α∑
t
(ΦPΛP ′M1,t′) (M1,tPΛP ′Φ)
∥∥∥∥∥×∥∥∥∥∥ 1α∑
t
M2,tM2,t
′
∥∥∥∥∥
(b)
≤ b0
[
max
t
‖ΦPΛP ′M1,t′‖2
]
≤ b0
[
max
t
( ‖ΦPfixΛfixPfix′M1,t′‖
+ ‖ΦProtΛchProt′M1,t′‖
)2]
≤ b0
[
ε˜q0λ
+ + (ε˜+ | sin θ|) qrotλch
]2
(20)
where (a) follows by Cauchy-Schwarz (Theorem E.26) with
Xt = ΦPΛP
′M1,t′ and Yt = M2,t, (b) follows from the
assumption on M2,t, and the last inequality follows from
Lemma B.21. Using q0 ≤ 2ε˜,∥∥∥∥E [ 1α∑Φ`twt′
]∥∥∥∥ ≤√b0 [2ε˜2λ+ + (ε˜+ | sin θ|) qrotλch] .
To compute R, using Lemma B.21 and using q0 ≤ 2ε˜ and
qrot < | sin θ|,
‖Zt‖ ≤ ‖Φ`t‖ ‖wt‖ ≤
(
ε˜
√
ηrλ+ + (ε˜+ | sin θ|)
√
ηλch
)
(
q0
√
ηrλ+ + qrot
√
ηλch
)
≤ 4ε˜2ηrλ+ + | sin θ|qrotηλch
+ 2ε˜η
√
rλ+λch(qrot + | sin θ|)
≤ c1ε˜| sin θ|ηrλ+ + c2| sin θ|qrotηλch
:= R
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for numerical constants c1, c2. Next we compute σ2. Since
wt’s are bounded r.v.’s, we have
∥∥∥∥∥ 1α∑
t
E[ZtZt′]
∥∥∥∥∥ =
∥∥∥∥∥ 1α∑
t
E[Φ`twt′wt`t′Φ]
∥∥∥∥∥
=
∥∥∥∥ 1αE[‖wt‖2 Φ`t`t′Φ]
∥∥∥∥
≤
(
max
wt
‖wt‖2
)∥∥∥∥∥ 1α∑
t
E[Φ`t`t′Φ]
∥∥∥∥∥
≤ (8ε˜2ηrλ+ + 2q2rotηλch)(
2ε˜2λ+ + sin2 θλch
)
≤ c1q2rot sin2 θη(λch)2 + c2ε˜2ηr sin2 θλ+λch
:= σ21
for numerical constants c1 and c2. The above bounds again used
q0 ≤ 2ε˜ and qrot < | sin θ|. For bounding
∥∥ 1
α
∑
t E[Zt′Zt]
∥∥
we get the same expression except for the values of c1, c2.
Thus, applying matrix Bernstein (Theorem E.27) followed by
Fact B.25,
Pr
(∥∥∥∥∥ 1α∑
t
Φ`twt
′
∥∥∥∥∥
≤ √ρrowf
[
2ε˜2λ+ + (ε˜+ | sin θ|)qrotλch
]
+ 
∣∣∣∣E0)
≥ 1− 2n exp
 −α
4 max
{
σ21
2 ,
R

}
 .
Let  = 0λch where 0 = 0.01 sin θ(qrot + ε˜). Then, clearly,
σ2
2
≤ cηmax{1, fr} = cηfr, and
R

≤ cηmax{1, fr} = cηfr.
Hence, for the probability to be of the form 1 − 2n−12 we
require that α ≥ α(1) where
α(1) := C · ηf(r log n)
Thus, if α ≥ α(1), conditioned on E0, the bound on∥∥ 1
α
∑
t Φ`twt
′Φ
∥∥ given in Lemma B.24 holds w.p. at least
1− 2n−12.
Item 2: We use Theorem E.27 (matrix Bernstein) with Zt :=
Φwtwt
′Φ. The proof approach is similar to that of the proof
of item 1. First we bound the norm of the expectation of the
time average of Zt:∥∥∥∥E [ 1α∑Φwtwt′Φ
]∥∥∥∥
=
∥∥∥∥ 1α∑ΦM2,tM1,tPΛP ′M1,t′M2,t′Φ
∥∥∥∥
≤
∥∥∥∥ 1α∑M2,tM1,tPΛP ′M1,t′M2,t′
∥∥∥∥
(a)
≤
(∥∥∥∥∥ 1α∑
t
M2,tM2,t
′
∥∥∥∥∥[
max
t
‖M2,tM1,tPΛP ′M1,t(·)′‖2
])1/2
(b)
≤
√
b0
[
max
t
‖M1,tPΛP ′M1,t′M2,t′‖
]
(c)
≤
√
b0
[
q20λ
+ + q2rotλch
] ≤√b0 [4ε˜2λ+ + q2rotλch] .
(a) follows from Cauchy-Schwarz (Theorem E.26) with Xt =
M2,t and Yt = M1,tPΛP ′M1,t′M2,t′, (b) follows from the
assumption on M2,t, and (c) follows from Lemma B.21. The
last inequality used q0 ≤ 2ε˜. To obtain R,
‖Zt‖ = ‖Φwtwt′Φ‖
≤ 2
(
‖ΦMtPfixat,fix‖2 + ‖ΦMtProtat,ch‖2
)
≤ 2 (q20ηrλ+ + q2rotηλch)
≤ 8ε˜2rηλ+ + 2q2rotηλch := R
To obtain σ2,∥∥∥∥∥ 1α∑
t
E[Φwt(Φwt)′(Φwt)wt′Φ]
∥∥∥∥∥
=
∥∥∥∥∥ 1α∑
t
E
[
Φwtwt
′Φ ‖Φwt‖2
]∥∥∥∥∥
≤
(
max
wt
‖Φwt‖2
)
‖ΦMtPΛP ′Mt′Φ‖
≤ 2 (q20rηλ+ + q2rotηλch) (q20λ+ + q2rotλch)
≤ c1q4rotη(λch)2 + c2q2rotε˜2ηrλ+λch := σ2
Applying matrix Bernstein (Theorem E.27) followed by Fact
B.25, we have
Pr
(∥∥∥∥∥ 1α∑
t
Φwtwt
′Φ
∥∥∥∥∥ ≤√b0 [4ε˜2λ+ + q2rotλch]+ 
∣∣∣∣E0
)
≥ 1− n exp
( −α2
2(σ2 +R)
)
Let  = 1λch, 1 = 0.01(q2rot + ε˜
2). Then we get
R

≤ cηmax{1, rf}, and σ
2
2
≤ cηmax{1, rf}.
For the success probability to be of the form 1 − 2n−12 we
require α ≥ α(2) where
α(2) := Cη · 13f(r log n)
Thus, if α ≥ α(2),
Pr
(∥∥ 1
α
∑
t Φwtwt
′Φ
∥∥ ≤ [√b0 (4ε˜2f + q2rot)+ 1]λch|E0) ≥
1− n−12.
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Item 3: Expanding the expression for A,
A = Erot
′ΦPfix
(
1
α
∑
t
at,fixat,fix
′
)
Pfix
′ΦErot
+Erot
′ΦProt
(
1
α
∑
t
at,chat,ch
′
)
Prot
′ΦErot
+ term1 + term1′
where term1 := Erot′ΦPfix
(
1
α
∑
t at,fixat,ch
′)Prot′ΦErot.
Since the first term on the RHS is positive semi-definite,
λmin(A)
≥ λmin
(
Erot
′ΦProt
(
1
α
∑
t
at,chat,ch
′
)
Prot
′ΦErot
)
+ λmin(term1 + term1
′)
≥ λmin
(
Erot
′ΦProt
(
1
α
∑
t
at,chat,ch
′
)
Prot
′ΦErot
)
− 2
∥∥∥∥∥Erot′ΦProt
(
1
α
∑
t
at,chat,fix
′
)
Pfix
′ΦErot
∥∥∥∥∥ (21)
Under our current assumptions, the at,ch’s are scalars, so A
and 1α
∑
t at,chat,ch
′ are actually scalars. However, we write
things in a general fashion (allowing at,ch’s to be rch length
vectors), so as to make our later discussion of the rch > 1 case
easier. Using (21),
λmin(A)
≥ λmin (Erot′ΦProtProt′ΦErot)λmin
(
1
α
∑
t
at,chat,ch
′
)
− 2 ‖Erot′ΦProt‖ ‖Pfix′ΦErot‖
∥∥∥∥∥
(
1
α
∑
t
at,chat,fix
′
)∥∥∥∥∥
≥ (sin2 θ(1− ε˜2)− 2ε˜| sin θ|)λmin
(
1
α
∑
t
at,chat,ch
′
)
− 2ε˜(ε˜+ | sin θ|)
∥∥∥∥∥
(
1
α
∑
t
at,chat,fix
′
)∥∥∥∥∥ . (22)
The second inequality follows using Erot′ΦProt =
Erot
′ErotRrot = Rrot and Lemma B.21. The first inequality
is straightforward if at,ch’s are scalars (current setting); it
follows using Ostrowski’s theorem [35] in the general case.
To bound the remaining terms in the above expression,
we use Vershynin’s sub-Gaussian result [32, Theorem 5.39]
summarized in Theorem E.28. To apply this, recall that (at)i
are bounded random variables satisfying |(at)i| ≤
√
ηλi.
Hence they are sub-Gaussian with sub-Gaussian norm
√
ηλi
[32]. Using [32, Lemma 5.24], the vectors at are also sub-
Gaussian with sub-Gaussian norm bounded by maxi
√
ηλi =√
ηλ+. Thus, applying Theorem E.28 with K ≡
√
ηλ+,
 ≡ 2λch, N ≡ α, nw ≡ r, followed by using Fact B.25,
if α ≥ α(3) := C(r log 9+10 logn)f
2
22
, then,
Pr
(∥∥∥∥∥ 1α∑
t
atat
′ −Λ
∥∥∥∥∥ ≤ 2λch
∣∣∣∣E0
)
≥ 1− 2n−12. (23)
We could also have used matrix Bernstein to bound ‖∑t atat′‖.
However, since the at’s are r-length vectors and r  n, the
Vershynin result requires a smaller lower bound on α.
If B1 is a sub-matrix of a matrix B, then ‖B1‖ ≤ ‖B‖.
Thus, we can also use (23) for bounding the norm of various
sub-matrices of
(
1
α
∑
t atat
′ −Λ). Doing this, we get
Pr
(
λmax
(
1
α
∑
t
at,fixat,fix
′
)
≤ λ+ + 2λch
∣∣∣∣E0
)
≥ 1− 2n−12, (24)
Pr
(
λmax
(
1
α
∑
t
at,chat,ch
′
)
≤ λch + 2λch
∣∣∣∣E0
)
≥ 1− 2n−12, (25)
Pr
(
λmin
(
1
α
∑
t
at,chat,ch
′
)
≥ λch − 2λch
∣∣∣∣E0
)
≥ 1− 2n−12, and (26)
Pr
(∥∥∥∥∥ 1α∑
t
at,chat,fix
′
∥∥∥∥∥ ≤ 2λch
∣∣∣∣E0
)
≥ 1− 2n−12. (27)
Combining (22), (26) and (27), if α ≥ α(3),
Pr
(
λmin(A) ≥ (sin2 θ(1− ε˜2)− 2ε˜| sin θ|)(1− 2)λch
−2ε˜(ε˜+ | sin θ|)2λch
∣∣∣∣E0) ≥ 1− 4n−12
(28)
Item 4: Recall that Erot,⊥′ΦProt = 0. Thus,
λmax(Arest) ≤ λmax (Erot,⊥′ΦPfixPfix′ΦErot,⊥)×
λmax
(
1
α
∑
t
at,fixat,fix
′
)
(29)
where the last inequality follows from Ostrowski’s theorem
[35]. Using this and (24), if α ≥ α(3),
Pr
(
λmax(Arest) ≤ ε˜2λ+ + ε˜22λch
∣∣∣∣E0) ≥ 1− 2n−12
Item 5: Recall that
term11 = 1α
∑
ErotErot
′Φ`t`t′ΦErot,⊥Erot,⊥′. As in
earlier items, we can expand this into a sum of four terms using
`t = Pfixat,fix +Protat,ch. Then using Erot,⊥′ΦProt = 0 and
‖Erot‖ = ‖Erot,⊥‖ = 1, we get
‖term11‖ ≤ ‖ΦPfix‖ ‖Pfix′Φ‖λmax
(
1
α
∑
t
at,fixat,fix
′
)
+ ‖ΦProt‖ ‖Pfix′Φ‖
∥∥∥∥∥ 1α∑
t
at,fixat,ch
′
∥∥∥∥∥ (30)
Using (24) and (27), if α ≥ α(3), w.p. at least 1 − 4n−12,
conditioned on E0, ‖term11‖ ≤ ε˜2(λ+ + 2λch) + (ε˜(ε˜ +
| sin θ|))2λch.
Item 6: Consider
∥∥ 1
α
∑
t Φ`tzt
′∥∥. We will apply matrix
Bernstein (Theorem E.27). We have
∥∥E[ 1α∑t Φ`tzt′]∥∥ = 0
29
since `t’s are independent of zt’s and both are zero mean. We
obtain R as follows
‖Φ`tzt′‖ = ‖Φ`t‖ ‖zt‖
≤
(
ε˜
√
ηrλ+ + (ε˜+ | sin θ|)
√
ηλch
)
bz
≤
(
2ε˜
√
ηrλ+ + | sin θ|
√
ηλch
)(
q0
√
rλ+ + qrot
√
λch
)
≤ 4ε˜2√ηrλ+ + | sin θ|qrot√ηλch
+ 2ε˜
√
η
√
rλ+λch(qrot + | sin θ|)
≤ c1ε˜| sin θ|√ηrλ+ + c2| sin θ|qrot√ηλch := R
for numerical constants c1, c2. Next we compute σ2 as follows.
First consider∥∥∥∥∥ 1α∑
t
E [Φ`tzt′zt`t′Φ]
∥∥∥∥∥ =
∥∥∥∥ 1αE[‖zt‖2Φ`t`t′Φ]
∥∥∥∥
≤
(
max
zt
‖zt‖2
)∥∥∥∥∥ 1α∑
t
E[Φ`t`t′Φ]
∥∥∥∥∥
≤ (8ε˜2rλ+ + 2q2rotλch)(2ε˜2λ+ + sin2 θλch)
≤ c1q2rot sin2 θη(λch)2 + c2ε˜2ηr sin2 θλ+λch := σ21
we note here that since b2z = rλ
+
z , the other term in the
expression for σ2 is the same (modulo constants) as σ21 .
Furthermore, notice that the expressions for both R and
σ2 are the same as the ones obtained in Item 1. Thus, we
use the same deviation, 0 here, and hence also obtain the
same sample complexity, α; i.e., we let  = 0λch where
0 = 0.01 sin θ(qrot + ε˜), and obtain α ≥ α(1) derived in item
1.
Item 7: This term follows in a similar fashion as Item 2, 6
and α ≥ α(2) suffices. 
APPENDIX C
PROOF OF PROJECTED CS LEMMA
Proof of Lemma 5.15. The first four claims were already
proved below the lemma statement. Consider the fifth claim
(exact support recovery). Recall that for any t ∈ Jk, vt satisfies
‖vt‖ ≤ C(2ε˜
√
rλ+ + ζ+k−1
√
λch) := bv,t (for t ∈ J1 and
t ∈ J0 the bounds are the same) with C = √η, and thus
bt := Ψ(`t + vt) satisfies
‖bt‖ = ‖Ψ(`t + vt)‖ ≤ ‖Ψ`t‖+ ‖Ψ‖ ‖vt‖
≤
(
ε˜
√
rηλ+ + ζ+k−1
√
ηλch
)
+
√
η
(
2ε˜
√
rλ+ + ζ+k−1
√
λch
)
≤ 2√η
(
2ε˜
√
rλ+ + 0.5k−1 · 0.06| sin θ|
√
λch
)
:= bb,t = 2bv,t
From the lower bound on xmin,t in Theorem 2.2 or that in
Corollary 2.3, bb,t < xmin,t/15. Also, we set ξt = xmin,t/15.
Using these facts, and δ2s(Ψ) ≤ 0.12 < 0.15 (third claim of
this lemma), [10, Theorem 1.2] implies that
‖xˆt,cs − xt‖ ≤ 7ξt = 7xmin,t/15
Thus,
|(xˆt,cs − xt)i| ≤ ‖xˆt,cs − xt‖ ≤ 7xmin,t/15 < xmin,t/2
We have ωsupp,t = xmin,t/2. Consider an index i ∈ Tt. Since
|(xt)i| ≥ xmin,t,
xmin,t − |(xˆt,cs)i| ≤ |(xt)i| − |(xˆt,cs)i|
≤ |(xt − xˆt,cs)i| < xmin,t
2
Thus, |(xˆt,cs)i| > xmin,t2 = ωsupp,t which means i ∈ Tˆt. Hence
Tt ⊆ Tˆt. Next, consider any j /∈ Tt. Then, (xt)j = 0 and so
|(xˆt,cs)j | = |(xˆt,cs)j)| − |(xt)j |
≤ |(xˆt,cs)j − (xt)j | ≤ bb,t < xmin,t
2
which implies j /∈ Tˆt and so Tˆt ⊆ Tt. Thus Tˆt = Tt.
With Tˆt = Tt, the sixth claim follows easily. Since Tt is the
support of xt, xt = ITtITt
′xt, and so
xˆt = ITt (ΨTt
′ΨTt)
−1
ΨTt
′(Ψ`t + Ψxt)
= ITt (ΨTt
′ΨTt)
−1
ITt
′Ψ(`t + vt) + xt
since ΨTt
′Ψ = I ′TtΨ
′Ψ = ITt
′Ψ. Thus et = xˆt−xt satisfies
(10). Using (10) and the earlier claims,
‖et‖ ≤
∥∥∥(ΨTt ′ΨTt)−1∥∥∥ ‖ITt ′Ψ(`t + vt)‖
≤ 1.2 [‖ITt ′Ψ`t‖+ ‖vt‖]
When k = 1, Ψ = I − Pˆ∗Pˆ∗′. Thus, using (13) and
‖Pˆ∗′Pnew‖ ≤ ε˜ (follows from Lemma 5.10),
‖ITt ′Ψ`t‖ ≤ ‖ΨP∗,fix‖ ‖at,fix‖
+ (‖ΨP∗,ch cos θ‖+ ‖ITt ′ΨPnew sin θ‖) ‖at,ch‖
≤ ε˜
√
ηrλ+
+ ε˜| cos θ|
√
ηλch + (0.1 + ε˜)| sin θ|
√
ηλch
≤ 2ε˜
√
ηrλ+ + 0.11| sin θ|
√
ηλch
also, in this interval, bv,t ≤ 2ε˜
√
ηrλ+ + 0.11| sin θ|√ηλch
so that ‖et‖ ≤ 2.4 ·
(
2ε˜
√
ηrλ+ + 0.11| sin θ|√ηλch
)
When
k > 1, ‖ITt ′Ψ`t‖ ≤ ‖Ψ`t‖ ≤ ε˜
√
rηλ+ + ζ+k−1
√
ηλch.
and the same bound holds on bv,t so that ‖et‖ ≤ 2.4 ·(
ε˜
√
rηλ+ + ζ+k−1
√
ηλch
)

APPENDIX D
TIME COMPLEXITY OF S-REPROCS
The time-consuming steps of s-ReProCS are either l1
minimization or the subspace update steps. Support estimation
and LS steps are much faster and hence can be ignored for this
discussion. The computational complexity of l1 minimization
(if the best solver were used) [36] is the cost of multiplying
the CS matrix or its transpose with a vector times log(1/)
if  is the bound on the error w.r.t. the true minimizer of the
program. In ReProCS, the CS matrix is of the form I − Pˆ Pˆ ′
where Pˆ is of size n× r or n× (r + 1), thus multiplying a
vector with it takes time O(nr). Thus, the l1 minimization
complexity per frame is O(nr log(1/)), and thus the total
cost for d − ttrain frames is O(nr log(1/)(d − ttrain)). The
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subspace update step consists of (d − ttrain − Jα)/α rank
one SVD’s on an n× α matrix (for either detecting subspace
change or for projection-SVD) and J rank r SVD’s on an
n× α matrix (for subspace re-estimation). Thus the subspace
update complexity is at most O(n(d− ttrain)r log(1/)) and
the total ReProCS complexity (without the initialization step)
is O(n(d− ttrain)r log(1/)).
If we assume that the initialization uses AltProj, AltProj is
applied to a matrix of size n × ttrain with rank r. Thus the
initialization complexity is O(nttrainr2 log(1/)). If instead
GD [8] is used, then the time complexity is reduced to
O(nttrainrf log(1/)). Treating f as a constant (our discussion
treats condition numbers as constants), the final complexity of
s-ReProCS is O(ndr log(1/)).
If s-ReProCS is used to only solve the RPCA problem
(compute column span of the entire matrix L), then the SVD
based subspace re-estimation step can be removed. With this
change, the complexity of s-ReProCS (without the initialization
step) reduces to just O(nd log(1/)) since only 1-SVDs are
needed. Of course this would mean a slightly tighter bound
on max-outlier-frac-col is required – it will need to be less than
c/(r + J).
APPENDIX E
PRELIMINARIES: CAUCHY-SCHWARZ, MATRIX BERNSTEIN
AND VERSHYNIN’S SUB-GAUSSIAN RESULT
Cauchy-Schwarz for sums of matrices says the following
[5].
Theorem E.26. For matrices X and Y we have∥∥∥∥∥ 1α∑
t
XtYt
′
∥∥∥∥∥
2
≤
∥∥∥∥∥ 1α∑
t
XtXt
′
∥∥∥∥∥
∥∥∥∥∥ 1α∑
t
YtYt
′
∥∥∥∥∥ (31)
Matrix Bernstein [31], conditioned on another r.v. X , says
the following.
Theorem E.27. Given an α-length sequence of n1 × n2
dimensional random matrices and a r.v. X Assume the
following. For all X ∈ C, (i) conditioned on X , the matrices
Zt are mutually independent, (i) P(‖Zt‖ ≤ R|X) = 1, and
(iii) max
{∥∥ 1
α
∑
t E[Zt′Zt|X]
∥∥ , ∥∥ 1α∑t E[ZtZt′|X]∥∥} ≤
σ2. Then, for an  > 0,
P
(∥∥∥∥∥ 1α∑
t
Zt
∥∥∥∥∥ ≤
∥∥∥∥∥ 1α∑
t
E[Zt|X]
∥∥∥∥∥+ 
∣∣∣∣X
)
≥ 1− (n1 + n2) exp
( −α2
2 (σ2 +R)
)
for all X ∈ C.
Vershynin’s result for matrices with independent sub-
Gaussian rows [32, Theorem 5.39], conditioned on another r.v.
X , says the following.
Theorem E.28. Given an N -length sequence of sub-Gaussian
random vectors wi in Rnw , an r.v X , and a set C. Assume
that for all X ∈ C, (i) wi are conditionally independent given
X; (ii) the sub-Gaussian norm of wi is bounded by K for all
i. Let W := [w1,w2, . . . ,wN ]′. Then for an 0 <  < 1 we
have
P
(∥∥∥∥ 1NW ′W − 1N E[W ′W |X]
∥∥∥∥ ≤ ∣∣∣∣X)
≥ 1− 2 exp
(
nw log 9− c
2N
4K4
)
for all X ∈ C. (32)
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