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Abstract
In this paper, the problem of user association and resource allocation is studied for an integrated
satellite-drone network (ISDN). In the considered model, drone base stations (DBSs) provide downlink
connectivity, supplementally, to ground users whose demand cannot be satisfied by terrestrial small
cell base stations (SBSs). Meanwhile, a satellite system and a set of terrestrial macrocell base stations
(MBSs) are used to provide resources for backhaul connectivity for both DBSs and SBSs. For this
scenario, one must jointly consider resource management over satellite-DBS/SBS backhaul links, MBS-
DBS/SBS terrestrial backhaul links, and DBS/SBS-user radio access links as well as user association
with DBSs and SBSs. This joint user association and resource allocation problem is modeled using a
competitive market setting in which the transmission data is considered as a good that is being exchanged
between users, DBSs, and SBSs that act as “buyers”, and DBSs, SBSs, MBSs, and the satellite that
act as “sellers”. In this market, the quality-of-service (QoS) is used to capture the quality of the data
transmission (defined as good), while the energy consumption the buyers use for data transmission is the
cost of exchanging a good. According to the quality of goods, sellers in the market propose quotations
to the buyers to sell their goods, while the buyers purchase the goods based on the quotation. The
buyers profit from the difference between the earned QoS and the charged price, while the sellers profit
from the difference between earned price and the energy spent for data transmission. The buyers and
sellers in the market seek to reach a Walrasian equilibrium, at which all the goods are sold, and each
of the devices’ profit is maximized. A heavy ball based iterative algorithm is proposed to compute the
Walrasian equilibrium of the formulated market. Analytical results show that, with well-defined update
step sizes, the proposed algorithm is guaranteed to reach one Walrasian equilibrium. Simulation results
A preliminary version of this work was presented at IFIP NTMS [1].
Y. Hu, W. Saad are with the Wireless@VT, Bradley Department of Electrical and Computer Engineering, Virginia Tech,
Blacksburg, VA, USA, Emails: yeh17@vt.edu, walids@vt.edu.
M. Chen is with the Department of Electrical Engineering, Princeton University, Princeton, NJ, USA, and the Future Network
of Intelligence Institute, Chinese University of Hong Kong, Shenzhen, China, Email: mingzhec@princeton.edu.
ar
X
iv
:1
90
8.
11
03
8v
1 
 [c
s.I
T]
  2
9 A
ug
 20
19
2show that, at the achieved Walrasian equilibrium solution, the proposed algorithm can yield a two-fold
gain in terms of the number of radio access links with a data rate of over 40 Mbps, and a three-fold
gain in terms of the number of backhaul links with a data rate greater than 1.6 Gbps.
I. INTRODUCTION
Unmanned aerial vehicles (UAVs), popularly known as drones, provide an effective approach to
complement the connectivity of terrestrial wireless networks by serving as flying drone base sta-
tions (DBSs) that provide coverage to hotspots, disaster-affected, or rural areas [2]–[6]. However,
the limited-capacity of terrestrial wireless backhaul links can significantly limit the quality-of-
service (QoS) provided by DBSs. To overcome this backhaul challenge, satellite communication
systems can be leveraged to provide high data rate backhaul services for DBSs with seamless
wide-area coverage as discussed in [7] and [8]. However, to integrate satellite systems with
DBSs and terrestrial networks, one must overcome many challenges such as spectrum resource
management, network modeling, and cross-layer power management. In particular, spectrum
sharing and resource management for terrestrial communication systems and satellite backhaul
communication systems is a major challenge for integrated satellite/terrestrial networks, given
the nonlinear coupling between terrestrial links and satellite backhaul links [9], [10].
A. Related Works
The existing literature such as in [11]–[18] has studied a number of problems related to
resource allocation for drone-based systems with backhaul considerations. The work in [11]
investigates the problem of dynamic link rerouting in a UAV-based relay network. In [12], the
authors optimize the 3D locations of UAVs as well as the bandwidth allocation so as to maximize
data rates. In [13], the authors investigate the problem of radio resource allocation in a UAV-
assisted network, while employing a non-orthogonal multiple access (NOMA) scheme on the
wireless backhaul transmission. In [14], a joint caching and resource allocation is investigated for
a network of cache-enabled UAVs. The authors in [15] study the existence of an optimal UAV
height that meets backhaul requirements at the UAVs while maximizing the coverage probability
of the ground user. The feasibility of a novel vertical backhaul/fronthaul framework in which
the unmanned flying platforms transport the backhaul/fronthaul traffic between the access and
core networks via point-to-point free space optics links is investigated in [16]. The work in
[17] develops a novel algorithm to find efficient 3D locations for the DBSs and optimize the
3bandwidth allocation and user association so as to maximize the sum-rate of the users. In [18],
the authors study how network-centric and user-centric wireless backhaul solutions can affect the
number of served users. Despite their promising results, the works in [11]–[18] do not consider
the implementation of an integrated satellite-drone network (ISDN), in which satellite systems
provide backhaul connectivity for UAVs.
Meanwhile, the works in [8] and [19]–[21] have studied a number of problems related to
ISDNs. The authors in [8] propose a blind beam tracking approach for a Ka-band UAV-satellite
communication system. The work in [19] studies the Doppler effect, the pointing error effect,
and the atmospheric turbulence effect on the communication performance of a UAV-to-satellite
optical communication system. The work in [20] introduces an innovative architecture in which
high altitude platform drones and UAVs are deployed to improve the visibility of satellites. The
authors in [21] develop an architecture in which high altitude platform drones are connected
to a satellite to enhance telecommunication capabilities. However, the works in [8] and [19]–
[21] do not consider any spectrum sharing problem in an ISDN system. Indeed, sharing the
stringent spectrum resources among satellite backhaul links, terrestrial backhaul links, and the
radio access links has a direct impact on the achievable ISDN data rates. Hence, the resource
allocation problem over all communication links must be jointly studied within the context of
an ISDN.
B. Contributions
The main contribution of this paper is a novel framework for jointly managing resources across
radio access links, satellite backhaul links, and terrestrial backhaul links, while maximizing the
data rates in ISDNs, in a distributed way. This joint backhaul and access resource management
problem is formulated as a competitive market in which the data transmission service, including
both radio access data and backhaul data, is viewed as good that must be exchanged among the
wireless users who seek to maximize their profits. While prior works such as [22]–[24] used
market models to study resource allocation in different scenarios, those works have not jointly
analyzed drone-assisted resource allocation in wireless networks with backhaul considerations.
In contrast, here, we need a new joint user association and resource allocation scheme tailored
to the ISDN system and whose goal is to optimize the data rates at each communication link and
the sum rate in the system with the consideration of the data demand at each user, the resource
4budget of each base station (BS), and the fairness among each users, BSs, and the satellite’s
benefits. Unlike previous market-based solutions such as [22] and [24] that only consider resource
allocation among only two communication links which do not include backhaul links, we propose
a total payoff maximizing solution that optimizes the sum-rate of the ISDN network, considering
the resource allocation for satellite backhaul links, macrocell base station (MBS) backhaul links,
and communication links between terrestrial users and their serving small cell base stations
(SBSs) or DBSs. Our key contributions include:
• We develop a novel framework to jointly consider resource allocation over satellite-DBS/SBS
backhaul links, terrestrial backhaul links, and DBS/SBS-user radio access links as well as
user association with DBSs and SBSs within an ISDN. In this system, the SBSs and DBSs
provide downlink data service to terrestrial users, while the MBSs, supplemented with a
low earth orbit (LEO) satellite system, provide backhaul service to SBSs and DBSs.
• We formulate this joint ISDN user access and resource allocation problem as a competitive
market, in which the users request downlink data service with high data rates, while the
SBSs and DBSs seek to satisfy these data service requests with minimal power consumption.
Meanwhile, the SBSs and DBSs request a backhaul service with high data rates, while the
MBSs and the LEO satellite seek to provide them with a backhaul service with minimal
power consumption. A Walrasian equilibrium is applied to solve the formulated market. In
this regard, we prove the existence of the Walrasian equilibrium, at which the communication
performance in the system are optimized.
• We propose a distributed, iterative algorithm to optimize the data rates at each user, SBS,
DBS, MBS and the satellite, based on dual decomposition. Our analytical results show
that, with well defined update step sizes, the proposed algorithm is guaranteed to reach a
Walrasian equilibrium at which the total payoff gained by all the ISDN devices is maximized.
• The results also show that, the proposed heavy ball based algorithm yields the same
performance as a centralized optimization algorithm and a 10% improvement on conver-
gence speed, compared to a sub-gradient algorithm. Simulation results also show that, by
considering the Walrasian equilibrium in the market, the proposed algorithm can yield over
two-fold gain in terms of the number of radio access links with over 40 Mbps rates, and
over three-fold gain in terms of the number of backhaul links with over 1.6 Gbps rates.
5Satellite backhaul
Macrocell  backhaul
LEO satellite
Drone base station
Macrocell 
base station
Small cell 
base station
Terrestrial user
Fig. 1. Illustration of the studied integrated satellite-drone network topology.
The rest of this paper is organized as follows. The system model are described in Section II.
In Section III, the problem formulation and proposed framework for joint backhaul and access
resource management is developed and discussed. In Section IV, numerical simulation results
are presented. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL
Consider a downlink ISND that consists of a set S of S SBSs, a set E of E DBSs supple-
menting the SBSs, a set M of M MBSs providing terrestrial backhaul links, a LEO satellite
constellation providing a satellite backhaul system, and a set U of U users as shown in Fig.
1. In this system, each user requests data service from either an SBS or a DBS whose hover
time is limited by its propulsion energy consumption, while the backhaul connections of the
SBSs and DBSs are provided by either the LEO satellite or ground MBSs. Let Hn be the hover
time of DBS n, defined as the time duration that a DBS can use to hover over a certain area
to serve the ground users [25]. Hereinafter, we refer to the DBSs and SBSs in the network as
BSs and we define N as the set of N = S + E BSs. The three-dimensional (3D) coordinates
of the users, BSs, and MBSs are defined as S1 = [s1,1, · · · , s1,U ], S2 = [s2,1, · · · , s2,N ], and
S3 = [s3,1, · · · , s3,M ], respectively. Each element si,j captures the 3D coordinates of a specific
location, i.e., si,j = (xij, yij, fij). The satellite will start at an initial location with 3D coordinate
s0 = (x0, y0, f0), and move in the direction of the x-axis with speed υ.
We assume that the amount of data (in bits) that a user u requests is Cu, which has to be
6TABLE I
LIST OF NOTATIONS
Notation Description Notation Description
U Number of users h (i, j) Channel gain between transmitter i and receiver j
S Number of SBSs di,j Distance between transmitter i and receiver j
E Number of DBSs L1 Rician fading channel coefficient
M Number of MBSs L2 (di,j) Large-scale channel effects between i and j
N Number of BSs κi,j Offset angle of i in direction of j
Hn Hover time of DBS n GM (κi,j) Transmit gain at offset angle κi,j
∆ Studied time duration GR (κi,j) Receive gain at offset angle κi,j
Cu Data service requested by user u Ωi,j,t Interference at link between i and j at slot t
T Number of time slots within ∆ γi,j,t SINR at link between i and j at slot t
Tn Number of time slots within Hn ci,j,t Data rate at link between i and j at slot t
τ Duration of one time slot Πi QoS requirement at device i
IB Set of links between BS n and user u qi,j,t Unit price of time slots at link between i and j
IM Set of links between MBS m and BS n Vi Payoff of seller i
IS Set of links between the satellite and BS n Wj Payoff of buyer j
ρ Vector of allocation scheme at IB Li Lagrangian function at device i
δ Vector of allocation scheme at IM Di Dual function at device i
β Vector of allocation scheme at IS λ Vector of dual variables at IB
θ Vector of request scheme at IB ς Vector of dual variables at IM
ϕ Vector of request scheme at IM ξ Vector of dual variables at IS
ε Vector of allocation scheme at IS pi(k) Updating step size at iteration k
provided to the user within a time duration ∆. During ∆, the BSs also request backhaul data
service to download the requested data from the core network. Here, we refer the amount of data
that each user requests as data service and the amount of backhaul data that each BS requests
as backhaul service. The time required to satisfy each user’s data service request and each BS’s
backhaul service request depends on several factors, including the effective service time and the
data rate at the corresponding user and BS. In the considered scenario, all the communication
links work over the Ka band (26.5 – 40 GHz), which is a well established millimeter wave
(mmW) range suitable for satellite communication and future 5G links, as discussed in [26]. A
time division multiple access (TDMA) scheme is adopted to support directional transmissions
at the significantly high path loss mmW band, while maintaining low complex designs for
transceivers [27]. Note that, in this model, as done in [28], the downlink interference caused by
the satellite on the terrestrial links is considered to be negligible due to the satellite’s limited
transmit power and long-range transmission.
Moreover, the considered time duration ∆ is further divided, by the BSs, MBSs, and satellite
into a set T of T time slots, each of which has a time duration of τ . Within duration ∆, each
7user (for radio transmission) or BS (for backhauling) will be served at least once in at least one
time slot which is the effective service time of this user or BS. Note that, among the T time
slots in the studied duration ∆, each DBS n ∈ E is only operational for Tn =
⌊
Hn
τ
⌋
time slots,
as limited by its hover time. We also assume that each DBS is operational from the start of
the studied duration, and will hover at its location for Tn time slots. We also assume that the
SBSs, MBSs, and satellite will be operational during the whole process. In other words, Tn = T ,
Tm = T and TS = T for all n ∈ S and m ∈ M. The data rates at the communication links in
the ISDN system are modeled next.
A. Channel Model
In the studied ISDN, the mmWave links are affected by the surrounding obstacles and, thus,
these communication links can be either line-of-sight (LoS) or non-line-of-sight (NLoS). The
channel gain between transmitter i, which could be a BS, MBS, or the satellite, and its associated
user (or BS for backhaul) j is defined as [27]:
h (i, j) =
 L110
−L2(di,j)
10 GM (κi,j)GR (κj,i) $i,j = 1,
0 $i,j = 0,
(1)
where L1 is the Rician fading channel coefficient, and L2 (di,j) = α′ + α log10 di,j + χ captures
the large-scale channel effects over the mmW link between i and j [29]. Here, α is the slope of
the fit and α′, the intercept parameter, is the path loss (dB) for 1 meter of distance. In addition,
χ models the deviation in fitting (dB) which is a Gaussian random variable with zero mean and
variance ξ2 for 1 meter of distance. di,j is the distance between i and j. For example, if i ∈ U
and j ∈ N , di,j =
√
(x1,i − x2,j)2 + (y1,i − y2,j)2 + (f1,i − f2,j)2. GM (κi,j) is the transmit gain
of an antenna at an offset angle κi,j , which is defined as:
GM (κi,j) =
 QMM, if κi,j ≤ κT2 ,QMS, otherwise, (2)
where QMM and QMS are the transmit antenna gains of the main lobe and the side lobe,
respectively. κT
2
is the half power beam width. κi,j is the offset angle (from the boresight direction)
of i’s transmit antenna in the direction of j’s receiver antenna. GR (κj,i) is the receive gain of
an antenna at an offset angle κj,i, which is defined as:
GR (κj,i) =
 QRM, if κj,i ≤ κR2 ,QRS, otherwise, (3)
8where QRM and QRS are the receive antenna gains of the main lobe and the side lobe, respectively.
κR
2
is the half power beam width. κj,i is the offset angle (from the boresight direction) of the
link j’s receive antenna in the direction of i’s transmitter antenna. $i,j = 1 indicates that the
link between i and j is LoS, otherwise, it is NLoS. In fact, $i,j is a Bernoulli random variable
with probability of success ιi,j = eφlosdi,j , where φlos is a parameter determined by the density
and the average size of the blockage obstacles in the surrounding area. Note that, as done in
[30], we assume that all the users have LoS paths to DBSs as the DBSs are assumed to hover
at relatively high altitudes and the probability of having scatterers around DBS-user link is very
small. That is, the probability of a LoS path ιi,j = 1 when i ∈ E . Similarly, the probability of
LoS path at the satellite backhaul link ιi,j = 1, as j ∈ N and i being the satellite.
In our model, the users and BSs will estimate the interference caused by the surrounding
communication links in the system to find the the optimal association and allocation scheme
that maximizes their data rates. In particular, the path loss between the interfering BSs or MBSs
to the victim users or BSs is estimated based on (1), in which the bore sight angles of interfering
transmitters shall be estimated. However, estimating interference in an ISDN is not trivial, as it
can yield significant overhead and delay for the users and BSs, so that they can gather information
on all resources allocated to neighboring links. Thus, instead of gathering such information, the
bore sight angles of interfering transmitters are assumed, at each victim BS or user, to be
independently and uniformly distributed in (0, 2pi). In such a case, random transmit antenna
gain GM (κi,j) of interfering transmitters can yield an average value of κT2piQMM +
(
1− κT
2pi
)
QMS.
The random receive antenna gain GR (κi,j) of interfering transmitters can yield an average value
of κR
2pi
QRM +
(
1− κR
2pi
)
QRS. Note that, the average value of transmit antenna gain and receive
antenna gain is adopt, respectively, as the value of interfering transmit antenna gain and victim
receive antenna gain in all the following interference analysis.
B. Terrestrial Link Data Rate Analysis
Next, we model the transmission links from BSs to users and the backhaul links from MBSs
to BSs, which we call terrestrial links hereinafter. The link between a BS n ∈ N and a user u is
denoted by IBn,u. The link between BS n and MBS m is denoted by I
M
n,m. The set of transmission
links between BSs and users is defined as IB, while the set of backhaul links between MBSs
and BSs is denoted by IM .
9Let a = [a111, · · · , aNUT ] be an allocation vector for the transmission links from BSs to
users and let w = [w111, · · · , wNMT ] be an allocation vector for the transmission links from
MBSs to BSs. In vectors a and w, anut ∈ {0, 1} and wnmt ∈ {0, 1} represent the time slot
allocation state at link IBn,u and I
M
n,m, with anut = 1 and wnmt = 1 indicating that time slot t is
assigned to links IBn,u and I
M
n,m, respectively. Let b = [b11, · · · , bNU ] and z = [z11, · · · , zNM ] be,
respectively, the association vectors for the transmission links in IB and backhaul links in IM .
Here, bnu ∈ {0, 1} represents the association state between user u and BS n and znm ∈ {0, 1}
represents the association state between terrestrial MBS m and BS n, with bnu = 1 and znm = 1
indicating that user u associates with BS n and BS n associates with MBS m, respectively. We
use ρ = [ρ111, · · · , ρNUT ] and δ = [δ111, · · · , δNMT ] to represent, respectively, the allocation
schemes adopt by transmission links in IB and backhaul links in IM , with ρnut = anutbnu = 1
indicating that user u is served by BS n at time slot t, δnmt = wnmtznm = 1 indicating that
BS n is served by MBS m at time slot t. Recall that each DBS n ∈ E is only operational for
Tn time slots from the start of the studied period, such that ρnut = 0, δnmt = 0, for all u ∈ U ,
m ∈M, n ∈ E , and t > Tn.
In this case, the interference at link IBn,u that uses time slot t can be expressed as:
Ωn,u,t (ρ, δ) =
∑
i∈IB ,i 6=IBn,u
ρniuitPnih (ni, u) +
∑
i∈IM
δnimitPmih (mi, u) , (4)
where ui, ni, and mi represent, respectively, the terrestrial user, BS, and MBS in link i. Pni is
the transmit power of the BS at link i and Pmi is the transmit power of the MBS at link i.
Thus, the signal-to-interference-plus-noise ratio (SINR) of link IBn,u is computed as:
γn,u,t (ρ, δ) =
Pnh (n, u)
Ωn,u,t (ρ, δ) + σ2
, (5)
where σ2 is the noise power. The data rate at this link IBn,u will be given by:
cn,u,t (ρ, δ) = BN log (1 + ρnutγn,u,t (ρ, δ)) , (6)
where BN is the bandwidth allocated to terrestrial link IBn,u, which is assumed to be equal for
all terrestrial links.
The interference at backhaul link IMn,m that uses time slot t is:
Ωn,m,t (ρ, δ) =
∑
i∈IB
ρniuitPnih (ni, n) +
∑
i∈IM ,i6=IMn,m
δnimitPmih (mi, n) , (7)
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Thus, the SINR at this link IMn,m is given as:
γn,m,t (ρ, δ) =
Pmh (m,n)
Ωn,m,t (ρ, δ) + σ2
. (8)
The data rate at link IMn,m is cn,m,t (ρ, δ) = BN log (1 + δnmtγn,m,t (ρ, δ)).
C. Satellite Communication Link Data Rate Analysis
In the Ka band, a LEO satellite provides a supplemental backhaul connection to the BSs.
The link between the satellite and BS n is represented by ISn . Let u = [u11, · · · , uNT ] be the
time allocation vector for the satellite backhaul links, where unt ∈ {0, 1} represents the time
allocation state at link ISn at slot t, with unt = 1 indicating that time slot t ∈ T is allocated
to satellite backhaul link ISn , otherwise, we have unt = 0. The satellite backhaul association
vector is given by v = [v1, · · · , vN ], with vn ∈ {0, 1} indicating the association state between
the satellite and BS n, where vn = 1 indicates that BS n is associated with the satellite. Here,
β = [β11, · · · , βNT ] is defined as a satellite backhaul allocation vector, with βnt = untvn being
a single allocation scheme of link ISn , and βnt = 1 indicating that BS n is served by the satellite
at time slot t.
The interference over the backhaul link between BS n and the satellite at slot t ∈ T is:
Ωn,S,t (ρ, δ) =
∑
i∈IB
ρniuitPnih (ni, n) +
∑
i∈IM
δnimitPmih (mi, n) . (9)
The SINR of the backhaul links between BS n and a satellite at time interval t ∈ T will be:
γn,S,t (ρ, δ) =
PSh (s, n)
Ωn,S,t (ρ, δ) +Ωc + σ2
,
(10)
where PS is the transmit power of the LEO satellite, which is assumed to be equal for all
satellites in constellation. Thus, the data rate of link ISn is:
cn,S,t (ρ, δ,β) = BS log (1 + βntγs,n,t (ρ, δ)) , (11)
where BS is the bandwidth allocated to link ISn , which is assumed to be equal for all satellite
backhaul links.
Here, we assume that within the studied resource stringent ISDN, each BS or MBS will
continuously serve users or BSs during the studied duration ∆. In such a case, the interference
in (4) terrestrial link IBn,u can be rewritten as:
Ωn,u,t =
∑
i∈N/n
Pih (i, u) +
∑
j∈M
Pjh (j, u) , (12)
Similarly, the interference in (7) at backhaul link IMnu is rewritten as:
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Ωn,m,t =
∑
i∈N
i6=n
Pih (i, n) +
∑
j∈M/m
Pjh (j, n) . (13)
Moreover, the interference in (9) at backhaul link ISn is rewritten as:
Ωn,S,t =
∑
i∈N
i 6=n
Pih (i, n) +
∑
j∈M
Pjh (j, n) . (14)
Thus, the data rates at a terrestrial link IBnu and backhaul links I
M
nu and I
S
n will only be a function
of the allocation scheme ρnut, δnmt, and βnt, respectively.
We also consider QoS requirements at each user in the form of cu (ρ) = 1T
∑
t∈T
∑
n∈N
cn,u,t (ρ) ≥
Πu, with cu (ρ) being user u’s average data rate over the studied duration, Πu being the
minimum rate threshold required by user u. In other words, the average data rate that user
u can achieve over the studied duration should never be less than Πu. Meanwhile, each BS
n’s average backhaul data rate should not be less than threshold Πn, that is, cn (δ,β) =
1
T
∑
t∈T
( ∑
m∈M
cn,m,t (δ) + cn,S,t (β)
)
≥ Πn.
III. PROBLEM FORMULATION AND PROPOSED RESOURCE ALLOCATION FRAMEWORK
A. Problem Formulation
Given the system model of Section II, our goal is to find an effective resource allocation and
user association scheme that maximizes the system’s data rates, while satisfying the user data
service request, under a limited available time resource. However, we note that the resource
allocation and association scheme at one user or BS can affects the entire network performance.
In particular, the optimal allocation and association scheme of any given user or BS could yield
significant performance degradation at other communication links by introducing interference to
these victim links. This directly leads to a decrease in the amount of data provided by these
links which, consequently, cannot meet the data service demand from the users. Moreover, while
optimizing its own data rate, a user could continuously occupy a BS without considering its time
budget. In order to solve the joint access and resource allocation problem among the various
communication links in the resource-limited ISDN, we formulate a competitive market [31]
which can take into account the QoS needs of every user, BS, MBS, and, also, the satellite. In
such a market, the BSs, MBSs and the satellite submit quotations (or prices) for each slot of
service. Meanwhile, the users and BSs find the resource allocation and association scheme that
is most beneficial for them, that is, the scheme with highest data rate but lowest charged price.
By using a competitive market solution, the intractable many-to-many matching problem, that is,
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the resource-limited joint access and allocation problem in the ISDN, can be effectively solved.
The problem is solved in a distributed way to prevent excessive overhead and alleviate privacy
concerns.
In this model, the primary objective of each user is to find a resource allocation and association
scheme that satisfies its data service demand and maximize its data rate, while each BS seeks to
find an resource allocation scheme that can provide sufficient data service under the limited time
budget. Meanwhile, each BS also seeks to find a resource allocation and association scheme
that satisfies its backhaul service demand with maximized data rate. Each MBS, or the satellite,
seeks to find a resource allocation scheme that can meet the backhaul service demand within
their resource budget. To capture the decision making processes of the users, BSs, MBSs, and
the satellite, we introduce a competitive market defined by the tuple [P ,ρ, δ,β,θ,ϕ, ε,W ,V ]
to capture the dependence between the supply and the demand of data service. Here,
• P is the set of users, BSs, MBSs and the satellite.
• ρ, δ, and β are the vectors of allocation schemes deployed at BSs, MBSs, and the satellite,
respectively.
• θ = [θ111, · · · , θNUT ] is the request schemes deployed at users, whereby θnut = 1 implies
that user u requests data service from BS n at slot t, otherwise, if θnut = 0, then user u does
not request service from BS n at slot t. ϕ = [ϕ111, · · · , ϕNMT ], and ε = [ε11, · · · , εNT ] are
request vectors at each BS, such that ϕnmt = 1 and εnt = 1 represent that, at slot t, BS n
requests backhaul service from MBS m, and the satellite, respectively.
• W is the set of payoffs of the buyers, which are the users in the radio access links and BSs
in the backhaul links.
• V is the set of payoffs of the sellers, which are the BSs in the radio access links, MBSs
and the satellite in the backhaul links.
Note that, in our competitive market, user u will pay
∑
t∈T
qu,n,tρnut to seller BS n, BS n will
pay
∑
t∈T
qn,m,tδnmt to MBS m and pay
∑
t∈T
qn,S,tβnt to the satellite, as a return for the provided
service. Here, qi,j,t is the cost of the time slot t seller j received from buyer i, noted as unit
price. Note that, for each buyer, the unit prices of time slots provided by different sellers will
vary, as the communication quality provided by different sellers varies. In particular, the buyer
will have to pay a higher price to obtain a higher quality service as captured by the data rates
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in the ISDN system.
Each buyer will use a utility function to measure its profit in the market, which is defined as
the normalized difference between its communication quality (i.e. its data rate) and the price it
pays to the sellers. Thus, the payoff function of user u can will be:
Wu (θ) =
1
TΠu
∑
n∈N
∑
t∈T
cn,u,t (θ)− 1
T
∑
n∈N
∑
t∈T
qu,n,tθnut. (15)
The payoff function of BS n, as a buyer, is given by:
Wn (ϕ, ε) =
1
TΠn
∑
m∈M
∑
t∈T
cn,m,t (ϕ) +
1
TΠn
∑
t∈T
cn,S,t (ε)
− 1
T
∑
m∈M
∑
t∈T
qn,m,tϕnmt − 1
T
∑
t∈T
qn,S,tεnt. (16)
On the other hand, seller j will receive its payment under the cost PjAjτ , which is the energy
it consumed during the data transmission process. Here, Pj is the transmit power of executor j.
Aj is the total number of time slots that seller j has allocated during the whole process. Thus,
the payoff of BS n as an seller is given by:
Vn (ρ) =
1
T
∑
u∈U
∑
t∈T
qu,n,tρnut − 1
T
∑
u∈U
∑
t∈T
ρnut. (17)
Note that, the energy consumption of BS n, Pn
∑
u∈U
∑
t∈T
ρnutτ , is normalized by PnτT , such that
the normalized cost of BS n is 1
T
∑
u∈U
∑
t∈T
ρnut. Similarly, the payoff function of seller m ∈ M
will be:
Vm (δ) =
1
T
∑
n∈N
∑
t∈T
qn,m,tδnmt − 1
T
∑
n∈N
∑
t∈T
δnmt. (18)
The payoff function of the satellite, as a seller, is:
VS (β) =
1
T
∑
n∈N
∑
t∈T
qn,S,tβnt − 1
T
∑
n∈N
∑
t∈T
βnt. (19)
In the formulated market, each one of the buyer or seller, i.e., an user, BS, MBS, or the
satellite will seek to maximize its own payoff. To solve this market, we make use of the concept
of Walrasian equilibrium [31]. At this equilibrium, the supply of data and backhaul service from
the sellers exactly matches the demand of data and backhaul service at the buyers, with each
participants’ payoff being maximized at the same time. The concept of a Walrasian equilibrium
is formally defined as:
Definition 1. Given the price of the goods (i.e. the data service and the backhaul service), a
Walrasian equilibrium in the considered ISDN competitive market is given by a tuple of vectors
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[ρ∗, δ∗,β∗,θ∗,ϕ∗, ε∗] that satisfy the following conditions:
1) For radio access links, θ∗ is the optimal solution that maximizes the users’ payoff in (15)
and ρ∗ is the optimal solution that maximizes the payoff (17), of BSs.
2) For backhaul links, ϕ∗, ε∗ are the solutions that optimize the BSs’ payoff in (16), while δ∗
and β∗ optimize the MBSs’ and the satellite’s payoffs in (18) and (19), respectively.
3) The time slots provided by each seller are exactly matched to the number of time slots
requested by the buyers. In other words, ρ∗ = θ∗, δ∗ = ε∗, β∗ = ε∗.
At the Walrasian equilibrium, the communication links’ optimal data rates are guaranteed and
the clearance of the market is ensured by a full utilization of the time resource in the system,
with which payoffs (15)-(19) in the ISDN are optimized [31]. However, improper prices can
lead to the mismatch between the time slots provided by each seller and the number of time
slots requested by the corresponding buyer. For example, when the prices are low, the users and
BSs will be willing to request as much time slots as possible, yet the BSs, MBS, and satellite
could rather not to provide any service at all. As such, a set of optimal prices should yield
schemes that fully optimize the individual payoffs (15)-(19) in the system without violating any
resource budget and resource demand constraints. In practical ISDN scenarios, each user, BS,
MBS, or the satellite may not have the ability to analytically characterize such optimal prices by
themselves. To this end, a heavy ball based algorithm, which enables a numerical computation
of such optimal prices, is proposed next, which as a result, allows computation of Walrasian
equilibrium at which both the payoffs at each devices and the total payoff in the market is
reached.
B. Proposed Resource Allocation Algorithm
In this section, the problem of joint access and backhaul resource allocatin is solved in the
formulated market which considers the payoffs of all the users, BSs, MBSs, and the satellite at the
same time. The constraints, including resource budget, service demand, and QoS requirements,
is considered in the market. Here, the total payoff gained by all the users, BSs, MBSs and the
satellite in the market is given as:
J (ρ, δ,β,θ,ϕ, ε) =
∑
u∈U
Wu (θ) +
∑
n∈N
(Vn (ρ) +Wn (ϕ, ε)) +
∑
m∈M
Vm (δ) + VS (β) . (20)
As such, the joint access and backhaul resource allocation problem is formulated as:
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max
ρ,δ,β,θ,ϕ,ε
J (ρ, δ,β,θ,ϕ, ε) , (21)
s. t.
∑
n∈N
∑
t∈T
cn,u,t (θ) τ ≥ Cu, u ∈ U , (21a)∑
u∈U
ρnut +
∑
m∈M
ϕnmt + εnt ≤ 1, t ∈ T , (21b)
t∑
η=1
(∑
u∈U
cn,u,η (ρ)−
∑
m∈M
cn,m,η (ϕ)− cn,S,η (ε)
)
≤ 0, n ∈ N , (21c)
0 ≤ ∑
u∈U
∑
t∈T
ρnut ≤ Tn, n ∈ N , (21d)
0 ≤ ∑
n∈N
∑
t∈T
δnmt ≤ T,m ∈M, (21e)
0 ≤ ∑
n∈N
∑
t∈T
βnt ≤ T, (21f)
0 ≤ ∑
n∈N
θnut ≤ 1, u ∈ U , t ∈ T , (21g)
0 ≤ ∑
m∈M
ϕnmt + εnt ≤ 1, n ∈ N , t ∈ T , (21h)∑
n∈N
δnmt ≤ 1,m ∈M, t ∈ T , (21i)∑
n∈N
βnt ≤ 1, t ∈ T , (21j)
ρnut = 0, n ∈ N , u ∈ U , t ∈ T , t > Tn (21k)
ϕnmt = 0, n ∈ N ,m ∈M, t ∈ T , t > Tn (21l)
εnt = 0, n ∈ N , t ∈ T , t > Tn (21m)
cu (θ) ≥ Πu, u ∈ U (21n)
cn (ϕ, ε) ≥ Πn, n ∈ N (21o)
ρnut, θnut ∈ {0, 1} , n ∈ N , u ∈ U , t ∈ T , (21p)
δnmt, ϕnmt ∈ {0, 1} ,m ∈M, n ∈ N , t ∈ T , (21q)
βnt, εnt ∈ {0, 1} , n ∈ N , t ∈ T , (21r)
ρ = θ, δ = ε,β = ε, (21s)
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where the maximization problem in (21) captures the total payoff maximization objective in the
market, with (21a) indicating that the data service demand of each user, Cu, must be satisfied.
Meanwhile, (21b) indicates that one time slot cannot be simultaneously used for backhaul links
and radio access links at a BS n, so as to avoid interference between the backhaul and radio
access links. (21c) indicates that the data service each BS can provide must not exceed the
capacity of the backhaul of this BS. (21d)-(21f) indicate that BSs, MBSs, and the satellite must
operate under time limitations. (21g) and (21h) capture the fact that each user or BS can only
be serviced at most once in each studied time slot. (21i) and (21j) captures the fact that, each
BS or MBS will serve at most one terrestrial user or BS at each time slot within its effective
time. (21k)-(21m) capture the fact that each BS can neither receive nor transmit data out of its
effective time. (21n) and (21o) capture the QoS requirements in the ISDN. (21p)-(21r) indicate
that (21) is a binary problem. (21s) captures the market clearance constraints, with which the data
service provided by each BS, MBS, and the satellite is consumed by the users and BSs. Notice
that, under the market clearance constraint (21s), the payments from all buyers are returned to
the sellers. Hence, the objective function can be simplified as:
J (ρ, δ,β,θ,ϕ, ε) =
1
TΠu
∑
u∈U
∑
n∈N
∑
t∈T
cn,u,t (θnut)− 1
T
∑
n∈N
∑
u∈U
∑
t∈T
ρnut
+
∑
n∈N
[
1
TΠn
∑
m∈M
∑
t∈T
cn,m,t (ϕnmt) +
1
TΠn
∑
t∈T
cn,S,t (εnt)
]
− 1
T
∑
m∈M
∑
n∈N
∑
t∈T
δnmt − 1
T
∑
n∈N
∑
t∈T
βnt. (22)
C. Dual decomposition
The integer non-linear programming (INLP) optimization problem in (21) can be solved using
a dual decomposition method. This stems from the fact that constraints (21a)-(21r) are local
constraints at different users, BSs, MBSs, and the satellite, which means that each of these
constraints will only set boundaries to one user, BS, MBS or the satellite. For example, constraints
(21a), (21g), and (21n) are local constraints for the terrestrial users, (21b)-(21d), (21h), (21k)-
(21m), and (21o) are local constraints at the BSs, (21e), (21i) are local constraints at MBSs,
and (21f), (21j) are local constraints at the satellite. (21p)-(21r) are local constraints at different
user, BS, MBS, and the satellite, indicating that the allocation schemes are binaries. Note that,
hereinafter, constraints (21a)-(21r) are called local constraints. Note that, solving (21) with these
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local constraints introduces problems including increased amount of information exchanged in
the ISDN and also the potential privacy and security crisis. In such a case, the Lagrangian
function of the objective function in (21) is formulated without considering (21a)-(21r) as:
L =
1
TΠu
∑
u∈U
∑
n∈N
∑
t∈T
cn,u,t (θnut)− 1
T
∑
n∈N
∑
u∈U
∑
t∈T
ρnut +
∑
n∈N
∑
u∈U
∑
t∈T
λn,u,t (ρnut − θnut)
+
∑
n∈N
[
1
TΠn
∑
m∈M
∑
t∈T
cn,m,t (ϕnmt) +
1
TΠn
∑
t∈T
cn,S,t (εnt)
]
− 1
T
∑
m∈M
∑
n∈N
∑
t∈T
δnmt
− 1
T
∑
n∈N
∑
t∈T
βnt +
∑
n∈N
∑
m∈M
∑
t∈T
ςn,m,t (δnmt − ϕnmt) +
∑
n∈N
∑
t∈T
ξn,t (βnt − εnt) . (23)
Here, λn,u,t, ςn,u,t, and ξn,t are the dual variables.
Meanwhile, since the data rate functions cn,u,t (θnut), cn,m,t (ϕnmt), and cn,S,t (εnt) are in-
dependent, one can obtain the augmented Lagrangian function transformed into a form L =∑
u∈U
Lu +
∑
n∈N
Ln +
∑
m∈M
Lm +LS . Here, Lu is the Lagrangian function at user u, such that user
u ∈ U is obligated to solve a maximization problem in the form:
Du (θu,λu) = max
θu∈Xu
Lu (θu,λu) = max
θu
{
1
TΠu
∑
n∈N
∑
t∈T
cn,u,t (θnut)−
∑
n∈N
∑
t∈T
λn,u,tθnut
}
,
(24)
where Xu = {θu : (21a), (21g), (21n), θnut ∈ {0, 1} , ∀n ∈ N , t ∈ T } includes the local con-
straints at user u. Here, θu = [θ1u1, · · · , θ1uT , · · · , θNu1, · · · , θNuT ] is the vector of data request
schemes of user u, with θnut ∈ {0, 1}. Note that, θnut = 1 implies that user u requests data
service from BS n at time slot t. λu = [λ1u1, · · · , λ1uT , · · · , λNu1, · · · , λNuT ] is the vector of
dual variables related to user u. Also, note that Du (θu,λu) is the dual function at user u. Ln
is the Lagrangian function at BS n, such that the optimization problem at BS n is defined as
follows:
Dn (ϕn, εn,ρn,λn, ξn, ςn) = max
ϕn,εn,ρn,∈Xn
Ln (ϕn, εn,ρn,λn, ξn, ςn)
= max
ϕn,εn,ρn,∈Xn
1
TΠn
∑
m∈M
∑
t∈T
cn,m,t (ϕn,m,t) +
1
TΠn
∑
t∈T
cn,S,t (εnt)
−
∑
m∈M
∑
t∈T
ςn,m,tϕnmt −
∑
t∈T
ξn,S,tεnt +
∑
u∈U
∑
t∈T
λn,u,tρnut − 1
T
∑
u∈U
∑
t∈T
ρn,u,t, (25)
where Dn (ϕn, εn,ρn,λn, ξn, ςn) is called the dual function at BS n. Also, note that Xn =
{ϕn, εn,ρn : (21b)− (21d), (21h), (21k)− (21m), (21o), ϕn,m,t, εnt, ρnut ∈ {0, 1} ,∀m ∈M, u ∈ U , t ∈ T } in-
cludes all the local constraints at BS n. Here, ϕn = [ϕn11, · · · , ϕn1T , · · · , ϕnM1, · · · , ϕnMT ], and
εn = [εn1, · · · , εnT ] are vectors of the data request schemes at BS n, with ϕnmt = 1 indicating
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that BS n requests data service from BS m, εnt = 1 indicating that BS n requests data service
from the satellite, at time slot t. ρn = [ρn11, · · · , ρn1T , · · · , ρnU1, · · · , ρnUT ] is the allocation
scheme vector at BS n in the studied duration. λn = [λn11, · · · , λn1T , · · · , λnU1, · · · , λnUT ],
ςn = [ςn11, · · · , ςn1T , · · · , ςnU1, · · · , ςnUT ], and ξn = [ξn1, · · · , ξnT ] are the vectors of dual
variables related to BS n. Note that, instead of calculating the data rate it can receive from the
satellite at slot t by tracking the location of the satellite, a BS n can estimate the data rate based
on Proposition 1.
Proposition 1. Given an allocation vector β, the variation of backhaul data rate cn,S,t caused
by the movement of the LEO satellite is:
c˜n,S,t ≈ −α log2 10βntBSPSL1QMMQRM10
− 0.1α
′+0.1α log10 dn,S(t)+0.1χ
10 (υ2t+ (x0 − x2,n) υ) τ 2
10Ωn,S,td2n,S (t)
(
1 + 10−
0.1α′+0.1α log10 dn,S(t)+0.1χ
10
) .
(26)
Proof. See Appendix B.
As such, using Proposition 1, the BSs can evaluate the satellite backhaul data rates at slot t in
the form of cn,S,t−1+ c˜n,S,t, without introducing unnecessary overhead while tracking the location
of the LEO satellite. The Lagrangian function at MBS m is Lm. The optimization problem at
MBS m is:
Dm (δm, ςm) = max
δm∈Xm
Lm (δm, ςm) = max
δm∈Xm
∑
n∈N
∑
t∈T
ςn,m,tδnmt − 1
T
∑
n∈N
∑
t∈T
δn,m,t, (27)
where Xm = {δm : (21e), (21i), δnmt ∈ {0, 1} , ∀n ∈ N , t ∈ T } includes all the local constraints
at MBS m. δm = [δ1m1, · · · , δ1mT , · · · , δNm1, · · · , δNmT ] is the allocation scheme vector at MBS
m. ςm = [ς1m1, · · · , ς1mT , · · · , ςNm1, · · · , ρNmT ] is the vector of dual variables related to MBS
m. Here, Dm (δm, ςm) is the dual function at MBS m. The Lagrangian function at the satellite
is LS , which is maximized as follows:
DS (β, ξ) = max
β∈XS
LS (β, ξ) = max
β∈XS
∑
n∈N
∑
t∈T
ξn,S,tβnt − 1
T
∑
n∈N
∑
t∈T
βnt, (28)
where XS = {β : (21f), (21j), βnt ∈ {0, 1} , ∀n ∈ N , t ∈ T } includes all the local constraints at
the satellite. ξ = [ξ11, · · · , ξ1T , · · · , ξN1, · · · , ξNT , ] is the vector of dual variables related to the
satellite. Here, DS (β, ξ) is the dual function at the satellite. Clearly, these Lagrangian functions
are actually the payoff functions at each of the user, BS, MBS, and the satellite, with dual
variables λn,u,t, ςn,m,t, and ξn,S,t functioning as normalized price 1T pn,u,t,
1
T
pn,m,t, and 1T pn,S,t.
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The vectors of dual variables are noted as λ = [λ1,1,1, · · · , λN,U,T ], ς = [ς1,1,1, · · · , ςN,M,T ], and
ξ = [ξ1,S,1, · · · , ξN,S,T ], respectively.
Lemma 1. There exist at least one Walrasian equilibrium in the ISDN system.
Proof. See Appendix C
In summary, given the local constraints, (21a)-(21r), the feasible region of the INLP problem
in (21) can be separated into several regions, i.e. Xu, Xn, Xm, and XS , each of which serves
as the domain of the optimization problem at one user, BS, MBS or the satellite. Precisely,
the optimization problem at one user, BS, MBS or the satellite is the maximizing the value of
its Lagrangian function, or its payoff function. The resulting maximal value of payoff at one
user, BS, MBS or the satellite, with given dual variables, is defined as the dual function at this
user, BS, MBS or the satellite. The dual of the INLP problem in (21), D =
∑
u∈U
Du+
∑
n∈N
Dn+∑
m∈M
Dm+DS , is formulated as the sum of maximal payoffs at all the users, BSs, MBSs, and the
satellite in the system with given dual variables λ, ς , and ξ. The dual of (21) is then minimized
at each user, BS, MBS, and the satellite over dual variables λ, ς , and ξ, with the heavy ball
method [32]. With the convergence of the heavy ball algorithm, the market clearance constraints
is satisfied, which gives rise to a Walrasian equilibrium of the ISDN system, as the maximal
values for the payoffs of each user, BS, MBS, and the satellite are reached.
D. Heavy ball method
The heavy ball method [32] is an efficient sub-gradient method that seeks to find the optimal
dual variables that minimizes the dual function, D, by iteratively updating the dual variables λ,
ς , and ξ in the opposite direction to the gradient ∇L(λ), ∇L(ς), and ∇L(ξ), respectively. The
dual function D is, firstly, computed with initial dual variables λ(0), ς(0) and ξ(0). However, the
allocation schemes that maximize payoff functions with such initial dual variables, or normalized
prices, may not satisfy the market clearance constraints, that is, the data and backhaul service
supply may not match the data and backhaul service demand. The mismatch between supply
and demand is referred as to violation of the market clearance constrains, which is:
s
(k)
1 = θ
(k) − ρ(k), s(k)2 = ϕ(k) − δ(k), s(k)3 = ε(k) − β(k), (29)
where s(k)1 , s
(k)
2 , and s
(k)
3 , are vectors of market clearance violations at radio access links,
terrestrial backhaul links, and satellite backhaul links at iteration k of the heavy ball dual
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variable updating process, respectively. ρ(k), δ(k), and β(k) are the optimal allocation vectors
that maximize Lagrangian functions Ln, Lm, and LS at each BS, MBS, and the satellite in the
ISDN, at iteration k. θ(k), ς(k), and ξ(k) are the optimal request vectors that maximize Lagrangian
functions Lu and Ln, for all the users and BSs in the system, at iteration k. As these market
clearance violations are considered to reach 0 at the Walrasian equilibrium of the ISDN, dual
variables are updated iteratively at the BSs, MBSs, and the satellite for the decreased violation
values. Precisely, in the studied ISDN, each user and BS report their optimal service request
scheme θ(k), ς(k), and ξ(k) to their associated BS, MBS, and satellite, at each iteration k. The
BSs will be responsible for updating prices λ based on the market clearance violation s(k)1
derived from (29), such that λ(k+1) = λ(k) + pi(k)µ(k)1 , where µ
(k)
1 =
s
(k)
1∥∥∥s(k)1 ∥∥∥ + ν
(k)
1 µ
(k−1)
1 with
ν
(k)
1 = max
{
0,−1.5 s
(k)
1
(
µ
(k−1)
1
)T∥∥∥s(k)1 ∥∥∥∥∥∥µ(k−1)1 ∥∥∥
}
. MBSs are responsible for updating prices ς , based on the
market clearance violation s(k)2 derived from (29), with ς
(k+1) = ς(k) + pi(k)µ
(k)
2 , where µ
(k)
2 =
s
(k)
2∥∥∥s(k)2 ∥∥∥ + ν
(k)
2 µ
(k−1)
2 with ν
(k)
2 = max
{
0,−1.5 s
(k)
2
(
µ
(k−1)
2
)T∥∥∥s(k)2 ∥∥∥∥∥∥µ(k−1)2 ∥∥∥
}
. The satellite, at the mean time, is
obligated to update prices ξ based on ξ(k+1) = ξ(k) + pi(k)µ(k)3 , where µ
(k)
3 =
s
(k)
3∥∥∥s(k)3 ∥∥∥ + ν
(k)
3 µ
(k−1)
3
with ν(k)3 = max
{
0,−1.5 s
(k)
3
(
µ
(k−1)
3
)T∥∥∥s(k)3 ∥∥∥∥∥∥µ(k−1)3 ∥∥∥
}
. Here, λ(k), ς(k) and ξ(k) are vectors of the dual
variables at the k-th iteration, pi(k) is the updating step size in the price updating process. Then,
the terrestrial users, BSs, MBSs, and the satellite are informed with the updated prices λ(k), ς(k)
and ξ(k) and will find the optimal solutions of their Lagrangian function maximization problems,
θ(k+1), ς(k+1), ξ(k+1), ρ(k), δ(k), and β(k) with the updated dual variables. If these new optimal
solutions still do not satisfy the market clearance constraints, the dual variables will keep being
updated.
E. Complexity and convergence
At each iteration, the complexity of the heavy ball algorithm is O (UN +N (M + 1)). Also,
at each iteration of the heavy ball algorithm, the BSs, MBSs, and the satellite broadcast the
updated dual variables, the users and the BSs report its service request schemes to the BSs,
MBSs and the satellite. The number of information expected to be exchanged in the distributed
heavy ball algorithm is K∗ (U + 2N +M + 1), with K∗, a considerably small number, being
the index of the iteration when the heavy ball algorithm converges. Meanwhile, the number
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Algorithm 1 Proposed algorithm for ISDN total payoff maximization problem.
Input: The working time limits of each BS, data service request of each user, QoS requirements at each user and BS.
Init: Initialize dual variables λ(0), ς(0) and ξ(0), which are the initial normalized prices.
1: Set step k = 1.
2: for User u = 1 : U do
3: Solve optimization problem (24) with dual variable λ(k−1) and find the optimal solution θ(k−1).
4: Send scheme θ(k−1) to BSs.
5: end for
6: for BS n = 1 : N do
7: Solve optimization problem (25) with dual variablesλ(k−1), ς(k−1) and ξ(k−1) and find the optimal solution ρ(k−1),
ϕ(k−1) and ε(k−1).
8: Compute market clearance violation s(k)1 , update price λ
(k).
9: Send schemes ϕ(k−1) and ε(k−1) to MBSs and the satellite, respectively.
10: end for
11: for MBS m = 1 :M do
12: Solve optimization problem (27) with dual variable ς(k−1) and find the optimal solution δ(k−1).
13: Compute market clearance violation s(k)2 , update price ς
(k).
14: end for
15: for The satellite do
16: Solve optimization problem (28) with dual variable ξ(k−1) and find the optimal solution β(k−1).
17: Compute market clearance violation s(k)3 , update price ξ
(k).
18: end for
19: Set step k = k + 1.
20: repeat
21: Step 2 until Step 19.
22: until Convergence
23: return Optimal allocation vectors θ∗ = ρ∗, ϕ∗ = δ∗ and ε∗ = β∗.
of information exchanged in a centralized algorithm would be (U +M + 1)N . However, it
is worth noting that, each piece of information being exchanged in the heavy ball algorithm
only includes a vector of dual variables or service request schemes. In contrast, every piece
of information being exchanged in the centralized algorithm contains not only vectors of dual
variables and service request/allocation schemes, but also vectors of QoS requirements, service
demands, resource budgets, and other information. In other words, the total amount of information
that should be exchanged within the heavy ball algorithm is considerably smaller. Moreover, the
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TABLE II
SIMULATION PARAMETERS [33]
Parameter Value Parameter Value
Pn 20 dBm Pm 43 dBm
PS 9.23 dBW BN 56 MHz
σ2 -104 dB Ωc 10.5354 dB
distributed iterative algorithm alleviates the privacy and security concerns in the ISDN, as the
payoff optimization problems at solved locally at each network device, and, thus, unnecessary
information exchanges are avoided. As stated next, a Walrasian equilibrium is guaranteed at the
convergence of the heavy ball algorithm.
Lemma 2. The proposed dual decomposition-heavy ball based algorithm will converge to the
Walrasian equilibrium, at which the optimal total payoff is reached in the system, with dimin-
ishing step sizes.
Proof. See Appendix D.
IV. SIMULATION RESULTS AND ANALYSIS
For our simulations, we consider a scenario with U = 60 mobile users, N = 10 BSs (including
5 SBSs and 5 DBSs), M = 1 macro base station, and 1 LEO satellite constellation. Note that,
the height of the DBSs is assumed to be 200 meters. Other parameters used in the simulations
are listed in Table I. The heavy ball based Walrasian equilibrium results are compared to the
centralized optimization based results, the sub-gradient based results, and a random allocation
scheme results considering the market clearance. All statistical results are averaged over a large
number of independent runs.
Fig. 2 shows the convergence of the proposed heavy ball algorithm. In the results shown in Fig.
2, the heavy ball algorithm requires approximately 200 iterations to reach convergence, which is
10% less than the number of iterations required for convergence of the sub-gradient algorithm.
This stems from the fact that, the updating direction of the heavy ball algorithm has a smaller
angle towards the optimal result than the sub-gradient algorithm. From Fig. 2(a), we can see that,
the mismatch between the supply and demand of data and backhaul service reaches 0 upon the
convergence of the heavy ball algorithm and sub-gradient algorithm where the market clearance
constraint is satisfied. Meanwhile, Fig. 2(b) shows that the minimization of D is reached upon
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the convergence of both algorithms where the total payoff maximization problem (21) is solved.
In such a case, a Walrasian equilibrium scheme is reached at the convergence of the heavy ball
algorithm and, also, the sub-gradient algorithm.
Fig. 3 shows the convergence of the proposed heavy ball algorithm as the number of DBSs
varies. In Fig. 3, we can see that as the number of DBS increases, the number of iterations needed
for convergence increases. This stems from the fact that, as the number of DBSs increases, the
number of communication links increases which requires more iterations to find the optimal user
association and resource allocation schemes. Fig. 3 also shows that the maximum total payoff
decreases as the number of DBSs increases. This is because the data rates at each communication
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link decrease, with the newly added DBSs introducing significant interference to the ISDN.
In Fig. 4, we show how, at a Walrasian equilibrium of the studied ISDN, the price of the data
service at radio access links and backhaul service at backhaul links varies with the normalized
data rate. As normalized data rate increases from 0.1 to 0.5, the prices for both a data service and
backhaul service will increase. This is because the users and BSs would submit higher bids for
high-rate data and backhaul service. However, the price only slightly increases as normalized data
rate increases from 0.3 to 0.5. This stems from the fact that, with the increase in its normalized
data rate, a link gets the highest “quote” (or price) of its data or backhaul service for guaranteed
adoption, henceforth, the users and BSs will stop proposing higher quotes for this link so as to
maintain higher payoffs.
Fig. 5 shows the cumulative distribution function (CDF) in data rates resulting from all the
considered schemes. In Fig. 5(a), we can see that the proposed approaches achieves 2.1 times
gains in the number of radio access links that operate over a 40 Mbps rate, compared to the
random allocation scheme. The proposed approach yields over 3.4 times gains in the number of
backhaul links with over 1.6 Gbps data rate, compared to the random allocation scheme as shown
in Fig. 5(b). This means that more users and BSs receive higher data rates with the proposed
solution. The main reason is that the proposed algorithm encourages communication links to
associate with the optimal users and BSs, while fully exploiting the time resources. Meanwhile,
Fig. 5 also shows that the proposed algorithm yields no loss on data rates, compared with the
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centralized optimization method.
In Fig. 6, we show how the average data rate at a Walrasian equilibrium varies with the
number of DBSs. As the number of DBSs increases from 1 to 6, the average data rates at
both radio access links and backhaul links decreases. This stems from the fact the newly added
DBSs introduce significant interference to the system. Fig. 6 also shows that, the decrease in the
average data at backhaul links is higher than the one at radio access links. This is because the
interference introduced by a DBS over the backhaul links is larger than the one it introduces to
the radio access links.
Fig. 7 shows how the amount of data service provided at radio access links vary as the
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number of DBSs increases. Fig. 7 shows that, as the number of DBS increases, the amount
of data service provided at radio access links increases, with the increase of available time
resources in the ISDN. From Fig. 7, we can also see that, as the number of DBSs increases,
the amount of data service provided at radio access links increases at a lower speed. This is
because a larger number of DBSs yields lower data rates. Fig. 7 also shows that the amount of
data service provided at the radio access links stops increasing as the number DBSs increases
from 3 to 6 when the satellite is not deployed in the system. This is because, as the number of
DBSs increases, the only deployed MBS is not capable of serving all the BSs, which leads to
some users not being served.
Fig. 8 shows how the average data rate at a Walrasian equilibrium varies with the number of
SBSs. In Fig. 8, we can see that, as the number of SBSs increases from 1 to 6, the average data
rates at both radio access links and backhaul links decreases. This stems from the fact the newly
added SBSs introduce interference to the system. However, the decrease in data rates caused by
adding more SBSs is much smaller than the one caused from increasing the number of DBSs.
This is due to the fact that DBSs can provide LoS links to every other devices in the ISDN
and, hence, they can introduce a DBS can introduce a significantly larger interference over the
backhaul and radio links.
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V. CONCLUSION
In this paper, we have introduced a novel joint resource allocation and user association problem
in an ISDN system in which satellite backhaul links share time resources with terrestrial backhaul
links and terrestrial radio access links. We have formulated this problem using a competitive
market in which the data rate of the communication links is optimized distributively with a heavy
ball algorithm. Simulation results have shown that, by considering the Walrasian equilibrium in
the market, the proposed algorithm can yield over two-fold gain in terms of the number of radio
access links with over 40 Mbps rates, and over three-fold gain in terms of the number of backhaul
links with over 1.6 Gbps rates. The heavy ball algorithm also yields a 10% improvement in the
convergence speed, compared to the sub-gradient algorithm.
APPENDIX
A. Proof of Proposition 1
Proof. Based on (1), (11), and (14), the data rate of link ISn at slot t can be given as:
cn,S,t = βntBS log
1 + PSL110−(α
′+α log10 dn,S(t)+χ)
10 QMMQRM
Ωn,S,t +Ωc + σ2
 , (30)
where dn,S (t) =
√
(x0 + υtτ − x2,n)2 + (y0 − y2,n)2 + (f0 − f2,n)2 is the distance between the
satellite and BS n at slot t, with ∂dn,S(t)
∂t
= (x0−x2,n)υτ+υ
2τt
dn,S(t)
. Also, we define function g (t) in a
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form of:
g (t) = 10
−(α′+α log10 dn,S(t)+χ)
10 , (31)
such that:
∂g (t)
∂t
= −α (x0υτ + υ
2τt)
10d2n,S (t)
10
−(α′+α log10 dn,S(t)+χ)
10 = −α (x0υτ + υ
2τt)
10d2n,S (t)
g (t) . (32)
Denote P ′S =
PSL1QMMQRM
Ωn,S,t+Ωc+σ2
, such that cn,S,t (t) = β∗ntBS log2 (1 + P
′
Sg (t)). In such a case:
∂cn,S,t (t)
∂t
=
β∗ntBS
ln 2
P ′Sg
′ (t)
1 + P ′Sg (t)
= −αβ
∗
ntBSP
′
S
10 ln 2
((x0 − x2,n) υτ + υ2τt) g (t)
(1 + P ′Sg (t)) d
2
n,S (t)
. (33)
As each studied time slot has a rather short time duration τ , we can approximate the variation
of cn,S,t in one time slot as
∂cn,S,t(t)
∂t
τ . This completes the proof.
B. Proof of Lemma 1
Proof. We first, relax the integer constraints (21p)-(21r) into ρnut, θnut, δnmt, ϕnmt, βnt, εnt ∈
[0, 1], and, thus, the maximization problem (21) becomes a convex problem. Given the bounded,
closed feasible region defined by (21a)-(21o), (21s), and ρnut, θnut, δnmt, ϕnmt, βnt, εnt ∈ [0, 1],
the relaxed continuous convex problem must have one optimal solution. Also, considering that
the feasible region defined by (21a)-(21s) is not empty, for each optimal solution to the relaxed
convex problem, there must exist at least one integer optimal solution to the INLP problem in
(21) based on [34]. This completes the proof.
C. Proof of Lemma 2
Proof. We first observe that, with the non-summable diminishing updating step size pi(k), the
heavy ball algorithm is guaranteed to converge to optimal solutions of the studied dual mini-
mization problem based on [35]. With the convergence of the heavy ball algorithm at iteration
K∗, market clearance violations tend to be 0, meaning that θ(K
∗) = ρ(K
∗), ϕ(K∗) = δ(K
∗) and
ε(K
∗) = β(K
∗), with θ(K
∗), ρ(K∗), ϕ(K∗), δ(K
∗), ε(K∗), and β(K
∗) being, respectively, the optimal
solutions of payoff maximization problems (24)-(28) at iteration K∗. Thus, at the convergence
of the heavy ball algorithm, a Walrasian equilibrium in the competitive market is reached.
Also, as the constraints are all linear equalities and inequalities, and the feasible region defined
by these constrains have at least one interior point, the strongly duality between the primal total
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payoff maximization problem (21) and its dual minimization problem holds based on the Slater’s
condition [32]. Thus, as the heavy ball algorithm converges, the optimal solutions of the total
payoff maximization problem (21) must be reached with the heavy ball algorithm. This completes
the proof.
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