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In this Thesis I discuss the dynamics of the quantum Brownian motion model
in harmonic potential. This paradigmatic model has an exact solution, making
it possible to consider also analytically the non-Markovian dynamics.
The issues covered in this Thesis are themed around decoherence. First, I
consider decoherence as the mediator of quantum-to-classical transition. I ex-
amine five different definitions for nonclassicality of quantum states, and show
how each definition gives qualitatively different times for the onset of classi-
cality. In particular I have found that all characterizations of nonclassicality,
apart from one based on the interference term in the Wigner function, result
in a finite, rather than asymptotic, time for the emergence of classicality.
Second, I examine the diverse effects which coupling to a non-Markovian,
structured reservoir, has on our system. By comparing different types of Ohmic
reservoirs, I derive some general conclusions on the role of the reservoir spec-
trum in both the short-time and the thermalization dynamics. Finally, I apply
these results to two schemes for decoherence control. Both of the methods are
based on the non-Markovian properties of the dynamics.
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Quantum theory describes physical phenomena that can most readily be ob-
served at the atomic scale. One of the characteristic features of quantum
physics is a type of nonclassical correlation, entanglement, which may seem
bizarre but has nevertheless been verified in countless experiments [1–3]. Ex-
periments have also confirmed another key aspect of quantum theory, quantum
superpositions. In these experiments a particle has seemingly two mutually
exclusive properties, like position to the right and to the left of a reference
point simultaneously [4]. All conceivable superpositions of two possible sys-
tem states can exists, and the number of these superpositions is vastly greater
than the number of classically acceptable states. Although such superposi-
tions have been verified by experiments on the microscopic scale, and also for
bigger fullerene molecules [5], they are not routinely observable on the truly
macroscopic scale. Why are quantum superposition of macroscopically dis-
tinguishable states not observed in the classical world where we live? This
question is also known as the quantum measurement problem.
Currently the prevailing explanation is environment induced decoherence
(EID) [6]. EID is seen as the cause of the so called quantum-to-classical transi-
tion, which transforms the non-local, entangled macroscopic state or the single-
particle superposition state, into a classically acceptable, local state. The the-
ory of open quantum systems is the theoretical framework behind EID, since
it explicitly takes into account the environment our system of interest is inter-
acting with [7]. In principle, all quantum systems are open, that is, interacting
with their surroundings. Open quantum systems are, however, much more
difficult to deal with than the common textbook example of closed systems
following the Schrödinger equation.
When the interaction with the environment is taken into account, the dy-
namics is not unitary anymore and the equation of motion rarely has an an-
alytic solution. Therefore one often has to make approximations in order to
obtain analytical results. The two most common approximations are the Born
or weak coupling approximation, and the Markov approximation. The former
assumes that the system and the reservoir are not interacting very strongly,
while the latter one neglects the short time correlations between the system
and the reservoir.
Although such approximations are sometimes useful, they do not hold for
certain important situations, for example with atoms decaying in photonic
band gap materials [8], or atom lasers [9].
In this thesis I study the quantum Brownian motion model, describing
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the evolution of a quantum harmonic oscillator coupled to a heat bath at T -
temperature, for which an exact master equation with exact solution exists [10].
In particular, I use this model to address the problem of the transition from
quantum to classical, and also to examine the effects that different stuctured
environments have on the system. The latter problem is useful for quantum
technologies, since decoherence can be fought in various ways by the manipu-
lation of the artificial reservoir.
The former issue, namely the quantum-to-classical transition, is approached
by asking how do we define nonclassical and classical states and determine how
the dynamical evolution drives an initially nonclassical state into a classical-
like state? More precisely, we consider a superposition of two coherent states,
and compare five different nonclassicality measures to characterize its nonclas-
sicality. We find that the prevailing conception that the bigger the wave packet
separation in the initially nonclassical state, the faster decoherence breaks it
apart, is not always true. This statement was based on the properties of
the Wigner function interference terms, which are present for a quantum su-
perposition state, and are later washed away by decoherence. However, the
interference terms do not have any operatorial interpretation. They are not a
property of the system that can be measured, rather one has to reconstruct
the whole density matrix, and deduce the signs of nonclassicality from there
in the form of Wigner function fringes.
Many other characteriztons for what determines a nonclassical (and there-
fore also classical) state exist in the literature. In this thesis I present four of
them, each having an operatorial, directly measurable, indication. We show
that by adopting different nonclassicality definitions, larger superpositions do
not always decohere faster. Also, the nature of quantum-to-classical transition
changes drastically. With these new measures, the transition occurs at a fi-
nite time, much like entanglement sudden death, an effect found very recently,
where quantum correlations suddenly disappear completely [11]. Following
the Wigner function fringes, the state would approach a classical state only
asymptotically.
Another main topic in this Thesis is related to environments with structure.
Structured environments induce often dynamics that are non-Markovian. The
short-time correlations present in the system induce a back-flow of information
from the reservoir to the system. In the theory of open quantum systems, non-
Markovian effects have been under lively discussion during the last decade.
Non-Markovianity as a phenomenon is not completely understood yet due to
the challenges related to solving the master equations. Even the definition of
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non-Markovianity has been under much debate, with many different proposed
non-Markovianity measures [12–15].
In particular I examine the phenomena of decoherence, dissipation or en-
ergy transfer, and squeezing of a quantum harmonic oscillator coupled to a heat
bath. We have shown analytically, that there exists a correspondence between
certain types of decoherence dynamics and the reservoir structure. Due to
this connection, we can propose ways to reduce these harmful effects by either
controlling experimentally the reservoir structure, or the system coupling with
the reservoir. One approach is to choose one’s experimental implementation
in such a way, that the reservoir leads to optimal preservation of coherences.
Another possibility in controlling decoherence, is to take advantage of the
quantum Zeno effect, which owing to its original meaning in ancient Greek,
essentially consists of stopping or slowing down the dynamics by very frequent
measurements. This can be implemented by simply rapidly turning on and
off the coupling in a trapped ion context, for example [16]. The quantum
Zeno effect is a non-Markovian effect, arising from the quadratic short-time
dynamics of the open system.
The structure of this thesis is the following. In Chapter 2 I introduce basic
concepts of open quantum systems, and present the ubiquitous model used
throughout the thesis. Chapter 3 introduces the phase space description of
the quantum state, i.e., the quasiprobability distribution functions, the most
familiar of them being the Wigner function. In Chapter 4 I present the different
nonclassicality definitions, all based on the properties of the quasiprobability
distributions introduced in the previous chapter, and I use these definitions
to describe the dynamical evolution of an initially highly nonclassical state.
In Chapter 5 I cover in more detail the role of structured reservoirs as the
inducers of non-Markovianity. In Chapter 6 I describe how different structured
reservoirs induce different types of decoherence and dissipation. Chapter 7 is
dedicated to the topic of decoherence control via two types of experimental
manipulations of the reservoir. Finally, in Chapter 8 I draw conclusions.
3
2 Open quantum systems
Open quantum systems are quantum systems that interact with their surround-
ings [7,17]. The theory of open quantum systems has recently received renewed
attention due to the fact that emerging quantum technologies are heavily af-
fected by the detrimental effects of the environment, such as decoherence and
dissipation. To cope with these destructive effects, a better understanding of
their sources and microscopic origin is needed, and this can often be accom-
plished using the powerful approaches of the theory of open quantum systems.
Open quantum systems are an inherent part of the fundamentals of quan-
tum theory, because in reality all quantum systems are open. Under certain
conditions it is possible to approximate a quantum system to be closed, there-
fore neglecting the effects of the environment. In practice open quantum system
approach is used in a variety of fields, including quantum optics [18], condensed
matter physics [19] and quantum chemistry [20,21].
Open quantum systems are described by master equations, which are the
equations of motion for the density matrix of the open system. They are
usually derived starting from the initially closed total system and then tracing
out the environmental degrees of freedom to obtain the time evolution of the
system of interest only. Their solution is often far from trivial, and therefore
the need to make simplifying approximations arises.
The most common of these approximations is the Born or weak coupling
approximation. It assumes that the coupling between the system and the
reservoir is weak compared to the system energy. This makes it possible to
neglect all but second order terms in the master equation, simplifying the
problem. In this Thesis I will always assume weak coupling. The second
common assumption is to neglect short-time correlations between the system
and the environment. This is called the Markovian approximation.
In addition, it is usually also assumed that the system and the environ-
ment are initially uncorrelated. For weak system–reservoir coupling assuming
factorized initial condition is a justified approximation.
Due to the dissipative coupling with the environment, open quantum sys-
tems do not follow unitary evolution. This causes the dynamics to be irre-
versible. The most general form of this irreversible evolution is given in terms
of a Markovian master equation in the Lindblad form,
dρ(t)
dt



















where the first term on the right hand side gives the unitary evolution induced
by system Hamiltonian HS . The second term is the dissipator. Here γk denote
the positive relaxation rates for different decay channels k, and Ak are known
as the jump operators. An example of non-Markovian dynamics is given by the
time-local non-Markovian master equation, which is identical to Eq. (1) with
the exception that γk are time-dependent and can take temporarily negative
values. During the times the relaxation rates are negative, the previous state
of the system can be temporarily restored [22,23].
These transient effects, described by non-Markovian dynamics, generally
occur at short time scales. When the time scale of interest is sufficiently long
and the coupling between system and reservoir is weak, the non-Markovian
effects can be neglected. Under appropriate conditions, however, they are the
key ingredient to slowing down decoherence by the so-called quantum Zeno
effect [24]. I will describe in more detail the quantum Zeno effect in Chapter
7.
The best understood class of open quantum systems are Markovian sys-
tems, as described by Eq. (1), for example. The dynamics of the density matrix
of a Markovian system is described by a dynamical map V (t) : ρ(t) = V (t)ρ(0),
which satisfies the positivity, complete positivity (CP) and semigroup prop-
erties [17]. The positivity condition ensures that all positive operators are
mapped into positive operators. The CP guarantees that density operators
in all possible extended Hilbert spaces are mapped into density operators in
the same extended Hilbert space. Finally, the semigroup property means that
V (t1)V (t2) = V (t1 + t2).
Complete positivity is an important requirement for the physicality of the
quantum state evolution. The celebrated Lindblad theorem [25] tells us that
all Markovian master equations that can be cast in the so called Lindblad form
(see Eq. (1)) are completely positive and trace preserving [26].
However, complete positivity is valid also for exact (and therefore non-
Markovian) master equations with the factorized initial condition, which are
then described by completely positive dynamical maps [27, 28]. In this Thesis
the factorized initial condition and weak coupling are always assumed. In
the following, when making approximations to the exact master equation, we
will consider only the dynamical regimes consistent with these approximations,
thus guaranteeing complete positivity of the dynamics.
In this thesis I focus on an open, continuous variable quantum system that
is coupled to a heat bath, namely the quantum Brownian motion model. In
the next section I will describe this model.
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2.1 The model: quantum Brownian motion
The model system used throughout the Thesis is known as the quantum Brow-
nian motion or the damped harmonic oscillator model [7]. It consists of a
quantum harmonic oscillator linearly coupled through position with a reservoir
consisting of an infinite chain of independent quantum harmonic oscillators.
The total microscopic Hamiltonian is
H = HS +HE +Hint, (2)
































As usual, a (a†) and bn (b†n) are the annihilation (creation) operators of the
system and the environment oscillators, respectively, ω0 and ωn are the fre-
quencies of the system and the environment oscillators. In the continuum limit
the coupling constants kn, which describe the coupling strength between each
mode of the reservoir and the system oscillator, form the reservoir spectrum:
J(ω) =
￿
n knδ(ω−ωn)/(2mnωn), with mn the mass of the n-th environmental
oscillator [7].
The quantum Brownian motion (QBM) model is one of the few models
in the theory of open quantum systems where an exact master equation with
an exact solution exists. Assuming only that the system and the environment
are initially uncorrelated, ρtotal = ρS ⊗ ρE , one derives the master equation
describing the dynamics of the reduced system of interest. This is known as
the Hu-Paz-Zhang master equation and it is derived starting from the total
Hamiltonian in Eq. (2) and tracing out the environment [10, 29, 30]. In the
1In this Thesis natural units are used so that ￿ = 1.
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interaction picture, the Hu-Paz-Zhang master equation reads as follows
dρ(t)
dt
=−∆(t)[X, [X, ρ(t)]] +Π(t)[X, [P, ρ(t)]] + i
2
r(t)[X2, ρ(t)] (6)
− iγ(t)[X, {P, ρ(t)}],
where ρ(t) is the density matrix for the system oscillator, X = (a + a†)/
√
2
and P = i(a† − a)/
√
2. The coefficients ∆(t) and Π(t) are the normal and
anomalous diffusion coefficients, γ(t) is the dissipation coefficient and r(t) gives
the time-dependent frequency shift [29]. Under weak coupling assumption the

















where κ(τ) = g2￿{E(τ)), E(0)}￿ and µ(τ) = ig2￿[E(τ)), E(0)]￿ are the noise
and dissipation kernels with g the dimensionless couplgin constant, respectively
[29]. For sufficiently weak couplings and in the high temperature regime r(t)
and Π(t) can be neglected [10]. In this regime, and for time scales that are
much shorter than thermalization time, an approximate master equation can
be written as [31]
dρ(t)
dt
= −∆(t) + γ(t)
2














2iω0t[2a†ρ(t)a† − (a†)2ρ(t)− ρ(t)(a†)2].
Also this master equation is local in time. That is, it does not contain a
memory kernel keeping track of all the past history of the system. Instead of
a memory kernel, the memory of the interaction between the system and the
environment is stored in the time-dependent coefficients, ∆(t) and γ(t).
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Often in the literature non-Markovian master equations are associated with
memory kernel master equations. The Hu-Paz-Zhang master equation is time
local but exact, thus describing also the non-Markovian dynamics. This exam-
ple shows that non-Markovian master equations do not need to be described
by integro-differential equations containing a memory kernel. Also analytical
results exist confirming this phenomenon [32].
The master equation (11) can be further simplified by noticing that the
last two terms in Eq. (11) oscillate quickly compared to the first two terms. In
secular approximation we coarse grain over the time scales of the order 1/ω0,
and as a result the rapidly oscillating terms average out to zero. We will see
later in Section 5.2 that the validity of the secular approximation, if one wants
to observe the short time non-Markovian dynamics, depends strongly on cer-
tain reservoir parameters. In contrast, some observables, like the mean energy
of the system, which we will consider in Chapter 6, are completely immune
to the effect of the secular approximation. The simplest master equation for
Hamiltonian (2) can thus be written as
dρ(t)
dt
= −∆(t) + γ(t)
2





where the diffusion and dissipation coefficients can be written, to second order




























with N(ω) = (eω/kBT − 1)−1 the average number of reservoir thermal excita-
tions, kB the Boltzmann constant, and T the reservoir temperature.
Some of the states of the quantum harmonic oscillator have properties that
can be meaningfully associated to classical states of the phase space, while
others have more pronounced quantum features, void of any resemblance to
classical states. Distinguishing between quantum and classical states is crucial
for the study of decoherence, and quantum-to-classical transition, which are
the main topics of this Thesis. In the next chapter I will present the definitions
of quantum and classical states for the quantum harmonic oscillator.
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3 Nonclassicality of quantum states
In classical mechanics, particles move along trajectories in phase space having
definite position and momentum at all times. The uncertainty principle states
that quantum mechanical objects cannot be described by well-defined points
in phase space. We can still represent a quantum state in phase space by
using certain distributions, like the Wigner function, that resemble classical
probability distributions. In this formalism any deviation from a classical
distribution function, such as negativities, may be considered as a sign of
nonclassicality.
Coherent state is considered as the most classical-like state, because in
the phase space representation, given by a Wigner function, it minimizes the
uncertainties both in position and momentum thus resembling a point as close
as the uncertainty principle allows. The Wigner function for a coherent state is
a finite, normalized and positive distribution, satisfying all the requirements for
a proper probability distribution. Many other states, however, have Wigner
functions that do not fulfill these requirements. They can acquire negative
values, for example. This is considered as a sign of nonclassicality.
Giving a more accurate characterization of classical and nonclassical quan-
tum states of the quantum harmonic oscillator is an important and still open
task. Complete characterization of nonclassical states, and in particular finding
a measurable criteria to determine the degree of nonclassicality, is important
for the newly emerging quantum technologies that rely on the quantum prop-
erties as their driving engine. For quantum optical systems, entanglement can
be generated with a beam splitter, if the input state (the other input being the
vacuum |0￿) is nonclassical [33, 34]. Therefore, the capability to measure the
amount of nonclassicality in a system is highly desired for the generation of
entanglement, which can then be used for quantum information purposes [35].
In quantum state characterization and for defining nonclassicality, many
approaches rely on the properties of quasiprobability distribution functions.
With this in mind, I will now introduce commonly used distribution functions,
starting from the most familiar one, the Wigner function.
3.1 The Wigner function
Although joint measurement of position and momentum is not possible due to
the non-commutativity of these operators, E. Wigner introduced as early as in
1932 [36], the Wigner function that is formally equivalent to the probability
distribution for a joint measurement of position and momentum. The marginal
9
integrals of the Wigner function give the position and momentum probability










where the so called Wigner characteristic function reads
χ(ξ) = Tr[ρ eξâ
†−ξ∗â], (15)
it is clear that it contains the full information of the state of the system,
ρ, because the Fourier transform in Eq. (14) is fully invertible.
The Wigner function has properties similar to those of any probability
distribution, such as being normalized to unity, and having real number values.
Differently from proper probability distributions, however, it can also take
negative values. The Wigner function is therefore denoted as a quasiprobability
distribution. Despite this, the Wigner function is a useful tool in quantum
optics for representing quantum states. For example, squeezing is intuitively
shown as the narrowing of the Wigner function width in a given direction.
The characteristic function in Eq. (15) is called symmetric, because the




†m or a†nam, we can define other quasiprobability distribution functions,
such as the normally ordered and the anti-normally ordered distribution func-
tions.
3.2 Other quasiprobability distribution functions
Wigner function is not the only useful quasiprobability distribution for the
quantum harmonic oscillator. More in general, the normalized quasiprobability
distribution associated to the density matrix ρ can be defined as the Fourier
transform of the s-parametrized characteristic function χ(ξ, s) [37, 38]
















For s = 0 we obtain the Wigner function, s = 1, and −1 giving the P func-
tion and the Husimi Q function, respectively. These distribution functions
correspond to symmetric, normal and antinormal ordering of the creation and
annihilation operators, respectively.
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The three distribution functions are closely related, and can be transformed
into one another via a convolution relation. For s̃ < s￿, one has

















It is useful to note that the generalized distribution function of Eq. (16) is
actually a continuous function of s, giving a continuum of different distribution
functions, all of them obeying the relation of Eq.(18). This fact will be used
later on, as it is the foundation of one of the definitions of nonclassicality I
have studied, namely, the nonclassical depth, which is based on the amount
of convolution the P function of the initial state can withstand until it is
transformed into a Q function [39].
The effect of the convolution operation in Eq. (18) is to smooth out details
of the s-parametrized distribution function. For example, while the P function
can have severe singularities (of higher order than the delta function), in the
Wigner function these are smoothed out. The Wigner function in turn can
still take negative values but further convolving into a Q function damps the
negativities so that the Q function is always a well-behaved, positive function.
We will take advantage of this convolution property by connecting it to the
dynamics of a particular non-classical state.
Having now defined the quasiprobability distributions, we can go back to the
question of how to define non-classical states. Many different definitions based
on the aforementioned distributions exist in the literature. Based on the con-
venient properties of the coherent state as the closest to a classical state, the
original definition for nonclassicality was presented by Glauber and Sudarshan
in 1963. According to this definition, a state is classical if it can be expressed as
a statistical mixture of coherent states. This condition is equivalent to saying
that the P function [37,40–42] of the state is a positive, well-defined probabil-
ity distribution [42]. The problem with this definition, from an experimental
point of view, is that due to the strong singularities existing in the P function,
measuring whether or not a given state is nonclassical is practically impossible
using this criterion.
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Many related measures and definitions for nonclassical states have been
developed since [38, 39, 43–50], also for multimode fields [51–54]. Negativity
of the Wigner function is another popular criterion used. However, due to
convolution, some states that are nonclassical according to the P function
definition, are not captured by the Wigner function formalism. The different
approaches are not equivalent, so the complete characterization of nonclassical
states, in particular a measurable criterion that is both necessary and sufficient,
does not exist, except for pure states [45].
In paper IV we have used five different definitions of nonclassicality to
study the transition process from quantum to classical. Putting emphasis on
the physical meaning of each definition, I will present in the next chapter the
problem, and the results obtained during my PhD studies.
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4 Transition from quantum to classical
Quantum physics and classical physics deal with seemingly different size scales.
The realm of atoms and photons is rich with quantum phenomena such as
entanglement and superposition, whereas larger objects, like cats or dogs, can
be adequately described by classical physics and do not routinely posses any
quantum features.
This border has been previously taken as separation between qualitatively
different realms, but recently the idea that there might not be a strict sepa-
ration between the two has become dominant. Rather, the classical behavior
is stemming from the quantum laws, decoherence induced by the environment
mediating the emergence of classicality.
The apparent paradox arising from the application of quantum mechanics
to macroscopic objects is famously illustrated by E. Schrödinger in his cat-in-
the-box –thought experiment [55]. Consider a radioactive atom trapped in a
box with alive cat. If the atom decays, it releases a mechanism that breaks a
bottle of poison, killing the cat. If the atom does not decay, the cat lives. Now,
if the quantum mechanical picture is valid, and one does not measure what
is the state of the atom after some time, the statistics of radioactive decay
process gives the following state of the cat–atom –system
|Ψ￿ = α|atomdecayed￿|cat dead￿+ β|atomnotdecayed￿|cat alive￿. (20)
The above equation essentially means that the cat, too, is in a superpo-
sition state of being both alive and dead. The thought of such macroscopic
superpositions emerging from the entangling interaction between atom and cat
contradicts our intuition. Moreover, such superpositions have never been ob-
served for macroscopic objects like a cat. Although the double-slit experiment
has been successfully performed with fullerene molecules, which are huge com-
pared to electrons, they are still much smaller than cats. The precise process
that ensures our everyday reality is not filled with weird superposition can not
be said to have been conclusively understood, although many argue that the
problem is merely philosophical.
4.1 Environment induced decoherence
If we accept the fact that macroscopic objects can not be in superposition
states, we need a mechanism explaining what drives this change of behav-
ior. Currently the prevailing explanation is environment induced decoherence
(EID) [6,57]. EID mediates the so called quantum-to-classical transition, which
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transforms non-local, entangled states (or superposition states for a single-
mode case), into classically acceptable, local states by introducing preferred
"pointer states" among all possible superpositions [56]. Classical reality is
thus an emergent phenomenon of quantum theory.
In EID, the environment, which couples to all quantum systems, is seen
to effectively monitor quantum superpositions, inducing a collapse to the cor-
responding statistical mixture of classical-like states (pointer states). In the
context of Schrödinger cat in the thought experiment, the interaction with the
environment would destroy the superposition, leaving the cat either dead or
alive long before any measurement on the state of the atom or the cat takes
place.
The passage from quantum to classical depends of course on the specific
type of coupling to the environment. But if the coupling, and the initial
state, is fixed, one more source of variation comes into play: how to tell apart
the quantum from the classical? Here one can apply several definitions for
nonclassicality. As we will see in the following, different definitions correspond
to different ways in which the quantum to classical transition takes place. One
way to monitor this transition is to follow the evolution of a quantum state
analogous to the cat in the Schrödinger’s thought experiment. In the next
section I will describe in detail the model for the so called Schrödinger-cat
state.
4.2 The life and death of the Schrödinger-cat state
With the name Schrödinger-cat state (or cat state, for short) I refer in the
following to a quantum superposition of macroscopically or mesoscopically dis-
tinguishable states. In particular let us consider a quantum harmonic oscillator





where |α￿ denotes a coherent state and
N = 2[1 + exp(−2|α|2)] ,
is the normalization constant. For the sake of simplicity we will assume the
amplitude α real.
Coupling this initial state with a bosonic bath of oscillators at thermal
equilibrium at temperature T causes decoherence that eventually leads to a
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state that is a statistical mixture. If the reservoir spectrum is approximately
flat, then the Markovian approximation holds.
Due to the Markovian approximation the master equation governing the
evolution is a simplified version of Eq. (6). The decay coefficient γ is always













Here n the mean occupation number of the thermal bath.
The quantum harmonic oscillator is an ideal model for studying the quantum-
to-classical transition because it has both highly nonclassical and classical-like
states. Monitoring the dynamics of the cat state (21) as it evolves into a sta-
tistical mixture according to Eq. (22) is a widely used method, which has been
tested also experimentally [56]. Initially, the state is in a clearly nonclassical
superposition state of two large amplitude coherent states. After EID, the
state is a statistical mixture of coherent states. Remembering that the coher-
ent state is the closest equivalent of a classical point in phase space, the final
state can be considered classical.
Various definitions for nonclassicality can be applied to study the quantum-
to-classical transition problem. The precise way of characterizing the transition
leads to different dynamical features and interpretations. In the following I
introduce five nonclassicality criteria which are then used to study analytically
the time evolution of the cat state. These are the peak of the interference
fringes of the Wigner function, the nonclassicality depth, the negativity of the
Wigner function, Vogel nonclassicality criterion and the Klyshko criterion.
4.3 Time evolution of nonclassicality
Let us consider the five different nonclassicality criteria and apply them to the
Schrödinger-cat state (21) evolving under the master equation (22). We are
interested in finding if, after a finite time, the state is no longer nonclassical,
according to each of the criteria. This time determines the threshold time for
the quantum-to-classical transition.
4.3.1 Peak of the interference fringe
The traditional way to characterize the emergence of classicality is to use the
interference term that appears in the Wigner function of the cat state [58–61],
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Figure 1: Schrödinger-cat state for amplitude α = 2 at initial time (left) and
after the state has decohered (right).
as can be seen from Fig. 1. These fringes oscillate obtaining also negative
values. This deviation from a probability distribution is a sign of nonclassical-
ity, and therefore the fringes are a natural object for studying the transition.
Disappearance of the fringes means that, according to this definition, the state
has become a mixture of coherent states, that is, classical, as in Fig. 1.
The fringes are quantified by the fringe visibility function [58], defined as





[W (+α)(β, t)|peakW (−α)(β, t)|peak]1/2
, (23)
where WI(β, t)|peak is the value of the Wigner function at β = (0, 0) and
W
(±α)(β, t)|peak are the values of the Wigner function at β = (±α, 0), respec-
tively.
The time evolution of the fringe visibility for an oscillator initially prepared
in a cat state and then evolving in a Markovian damping channel, as the one
described by Eq. (22), reads as follows [62]













Dt = n(1− e−2γt) . (25)
As we can see from Eq. (24) the emergence of classicality occurs asymp-
totically as the fringes are lost. The evolution of the fringe visibility has been
monitored also experimentally with Schrödinger-cat states of light as a proof
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of principle of the EID [59,61]. Similar experiments have been performed with
trapped ion systems [60,63].
One problem with this definition is that no known operatorial expression
can be given for the fringe visibility. That is, no known operator is directly
connected to the fringe visibility function. Rather, it is based on the recon-
struction of the Wigner function, which in turn requires full knowledge of the
system state. In reality such full knowledge is usually difficult to obtain. Even
with tomographic measuring techniques, the density matrix of the system can
be reconstructed only within some confidence interval. Therefore the height
of the interference peak is affected, in a nonlinear way, by the reconstruction
technique [64].
4.3.2 Nonclassical depth
Nonclassical depth is a nonclassicality measure introduced by Lee [39], and
later with a slightly different formalism by Lütkenhaus and Barnett [38]. The
measure is based on the continuous quasiprobability distribution (16) and the
related convolution relation in Eq. (18).
In short, given a density matrix of a quantum state, and the corresponding
P function, the nonclassical depth is the answer to the following question: how
much does the P function of the state need to be convoluted until it is a positive
and regular function? In the formalism of Eq. (16), arriving to a Q function
(i.e., W (β,−1)) guarantees the positivity and regularity. The nonclassical
depth therefore uses any deviation from a classical probability distribution as
a sign of nonclassicality.
The s-parametrized quasidistribution can be used to express other distri-
bution functions as a convolution of the P function. By setting s￿ = 1, we get
from Eq. (18)
W (β, s) = P (β) ￿G(1− s,β). (26)





where s̄ is the largest value of s for which W (β, s) is positive.
Nonclassical depth is bounded from above. The maximum value, 1, is
obtained by pure states other than a coherent state, for which η = 0, in
accordance with the fact that it is the closest classical state [38]. Squeezed
states have 0 ≤ η ≤ 1/2, while mixed states can have any value of η < 1.
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The usefulness of the nonclassical depth to the study of quantum-to-classical
transition comes from the fact that the evolution of the cat state can be given
in a similar form to Eq. (26). The solution to master equation (12) can be
given in terms of the normally ordered (i.e., P function related) characteristic
function χ(ξ, s = 1) ≡ Φ(ξ). The time evolution of the characteristic function
reads
Φt(ξ) = Φ0(Ctξ) exp(−Dt|ξ|2), (28)
where the coefficients Ct and Dt are the same as in Eqs. (25) and Φ0 is the
characteristic function at time t = 0. By inserting this expression in Eq. (18)
















From the theory of Fourier transforms we know that the Fourier transform of
a product of two functions is equal to the convolution of the two corresponding




t Pt(Ctβ) = P0(β) ￿G(1− st,β) (30)
≡ W (β, st) ,
with
st = 1− 2vt , vt = Dt/C2t . (31)
In words, the effect of the reservoir is to turn the P function of the initial state
into a quasiprobability distribution function W (β, s) of the initial state. This
means that whenever W (β, s) becomes positive, that is, when s reaches −1 so
that W corresponds the Q function, the state has become classical in the sense
that its P function is a proper probability distribution and therefore the state
can be expressed as a statistical mixture of coherent states. The upper limit
for the disappearance of nonclassicality is obtained from Eq. (31) by choosing














where the result is given in units of the damping constant γ, i.e., τP = γtP .
Unlike the fringe visibility disappearance, here a finite time for the transition
from quantum to classical is obtained (for high temperatures).
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It is worth stressing that τP is indeed an upper bound to the nonclassical
depth, and therefore to the quantum-to-classical transition time, for any initial
nonclassical state since it corresponds to the time at which the P function of
any initial state has evolved into a positive distribution function, i.e., the Q
function, and since at all times t > 0 the evolved state is a mixed state. Thus,
τP is independent of the cat state amplitude α. In the spirit of sudden death
of entanglement since the quantumness of the state is lost in a finite time, we
denote this upper limit τ as the sudden death time for the Schrödinger-cat
state.
4.3.3 Negativity of the Wigner function
The third nonclassicality indicator here considered is the negativity of the
Wigner function. It is a commonly used criterion largely due to the fact that
homodyne detection allows the measurement of the Wigner function, whereas
the P function can not be directly measured. However, it is well known that
the Wigner function does not capture all the nonclassical states. Squeezed
states are a prime example of this fact.
Tracking the dynamics of the negativity of the Wigner function becomes
easy to handle when we apply the same line of reasoning as in the case of the
nonclassical depth. We saw before that the dissipative dynamics transforms
the initial P function into a Q function, but it is easy to see that, before
that, the initial P function becomes the Wigner function (see Eq. (18)). The
evolution of the negativity of the Wigner function can be obtained from Eq.
(29). It is straightforward to derive the upper limit to the disappearance of
negativity of the Wigner function by choosing s = 0 in Eq. (31). In this way
we obtain










We conclude that the negativity of the Wigner function is lost faster than
nonclassicality according to nonclassical depth, since for high T -reservoirs, i.e.,
for n ￿ 1, τW ≈ 1/8n and τP ≈ 1/4n = 2τW .
4.3.4 Vogel criterion
The P function criterion for nonclassicality is perhaps the most fundamental,
but experimentally difficult due to the possible strong singularity of the P
function. In the year 2000, W. Vogel introduced a criterion equivalent to the
P function criterion, while at the same time being experimentally accessible.
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The key idea behind Vogel criterion for nonclassicality was that there existed
a direct relation between a well-behaved P function and a well-behaved noise-
subtracted quadrature distribution [44]. Since quadrature distributions are
experimentally measurable, the classicality of the P function can be evaluated
in a reliable way using this connection.
It was later pointed out by L. Diósi that some nonclasscial states were
not captured by the criterion [65]. This led to a generalization of the original
proposal. The new complete criterion is actually a hierarchy of criteria, the
original definition being the first order in this set of criteria. This infinite set
of inequalities allows, in principle, to characterize all nonclassical states (ac-
cording to the P function nonclassicality) by simple measurements overcoming
the problem of high order singularities in P [45].
In principle, however, if the first order inequalities are satisfied one should
still check till an arbitrary nth order. In practice, the situation is not so
severe. Until now, the only example of a nonclassical state not captured by
the first order criterion is the one suggested by Diósi. For a multitude of
nonclassical states, the Vogel first order criterion works well. The (first order)
Vogel criterion can be formulated in the following way: the state is nonclassical
if there exists values u and v such that
|Φ(ξ)| > 1 (34)
for the normally ordered characteristic function Φ, where ξ = u + iv. This
criterion is intuitive in the sense that the P function related characteristic
function is normalized to unity. If the absolute value exceeds one at some
point, it needs to become negative at some other point, corresponding to a
nonclassical state.
The symmetrically ordered characteristic function can be measured directly
with balanced homodyne detection. Formulating the first order criterion in
terms of the symmetrically ordered characteristic function χ we obtain







where χ0(ξ, 0) is the characteristic function of the ground state of the sys-
tem oscillator [44]. Formulating a criterion for nonclassicality in terms of the
inequality (35) essentially means that complete state tomography is not any-
more necessary to characterize the nonclassical status of a state. A single
measurement satisfying inequality (35) is sufficient to detect nonclassicality,
and maintaining a stable relation between the local oscillator and the optical
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state becomes unnecessary [66]. This makes checking for the nonclassicality of
a state much simpler compared to full state tomography.
The two conditions in Eqs. (34) and (35) are completely equivalent, and
can be obtained from one another via the transformation rule for the different
characteristic functions. In this respect, it does not matter which one of the
criteria is used to study the quantum-to-classical transition.
For our initial cat state of Eq. (21) the time evolution of the normally










where Ct and Dt are given in Eq. (25).
Numerical evaluation of this quantity to determine when it becomes less
than one tells us when the initially nonclassical cat state becomes classical.
In light of the discovery by Diósi of a nonclassical state not captured by this
criterion, and the resulting bigger set of conditions, one might argue that the
condition (36) is not sufficient to determine wether the state has really become
classical. However, our argument was that since the initial, nonclassical cat
state clearly is nonclassical according to Vogel’s first order criterion, and during
the evolution ceases to be nonclassical according to the definition in question,
the state clearly looses some, crucially quantum property it initially had. The
choice we have made, is to associate the first order criterion to the quantum-
to-classical transition. The transition takes place at time τV indicated by a
dashed line in Fig. 2.
Since Φt(u, v) ≤ Φt(u, 0), in Fig. 2 we have plotted the contour line corre-
sponding to Φt(u, 0) = 1. According to the Vogel criterion in Eq. (34), after
τV there exist no parameter value u for which the state would be nonclassical.
Hence τV is the sudden death time of nonclassicality according to the Vogel
nonclassicality criterion.
We have also evaluated the transition time as a function of the size of the
cat state, that is, of the amplitude α. Unlike in the fringe visibility criterion,
with the Vogel criterion an increase in the initial separation corresponds to a
longer time before the state become classical. According to our numerical study
the transition times as a function of α seem to saturate, possibly indicating
an upper bound for the onset of classicality for initially highly nonclassical
states. In fact, analytically setting α → ∞ it is possible to obtain the following
necessary and sufficient condition for the state to be classical
C
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Φ(u, v) < 1
Φ(u, v) > 1
Figure 2: Vogel nonclassicality condition as a function of τ = γt and u, for
v = 0, n = 100 and α = 2. The solid line corresponds to Φt(u, 0) = 1. The
state is nonclassical in the area under the curve. The time τV is the time at
which the state becomes classical.
It is noteworthy that Eq. (37) coincides with the equation defining the sudden










≡ τW . (38)
4.3.5 Klyshko criterion
The final criterion deals with photon number probabilities, making it exper-
imentally accessible. In 1996, D. N. Klyshko showed that an equivalence be-







and an infinite set of inequalities concerning photon number probabilities
p(m) = ￿m|ρ|m￿ exists [43]. These inequalities give a necessary and suffi-
cient condition for nonclassicality in terms of the negativity of F (r) [43]. The
simplest sufficient criterion for nonclassicality takes the form [43,68]
B(m) ≡ (m+ 2)p(m)p(m+ 2)− (m+ 1)[p(m+ 1)]2 < 0. (40)
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Figure 3: The nonclassicality condition B(1) < 0 is satisfied in the gray areas
of the plot showing the transition time from quantum to classical as a function
of the initial wave packet separation. Here τ = γt, and (from larger to smaller
areas) n = 1, 10, 100. The border of each gray area individuates the function
τK(α), i.e., the sudden death time according to Klyshko criterion.
For F (r) to be negative, it is sufficient that this condition is satisfied by just
one non-negative integer number m.





du dvΦt(u, v)χm(u, v), (41)
where Φt(u, v) is the characteristic function of the (evolved) cat state from Eq.
(36) and χm(u, v) = exp(−u2 − v2)Lm(u2 + v2) is the anti-normally ordered
characteristic function of the Fock number state |m￿, Lm(x) being the m-th
Laguerre polynomials. For our initial cat state, the simplest condition showing
the nonclassicality is provided by negativity of B(1).
Nonclassicality condition B(1) < 0 is plotted in Fig. 3 for different reservoir
temperatures. An interesting detail is the fact that there exists a preferred
value for the initial separation, α ≈ 2, for which nonclassicality is sustained
for the longest period of time. This would imply that certain arbitrary cat
states are more favorable when fighting decoherence. In truth, this behavior
has to do with the structure of B(1), which is composed of an overlap of of the
cat state characteristic function and the characteristic function of Fock states
with small mean occupation numbers m. This consideration, together with the
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fact that higher order B(m)-nonclassicality conditions seem to be subsumed by
B(1) < 0, have led us to conclude that the Klyshko criterion is not suitable to
follow the time evolution of nonclassicality for highly separated superpositions.
For smaller separation, however, this method has clear experimental advantage,
since photon number distributions may be effectively reconstructed [69,70] and
in some cases also directly measured [71,72].
4.4 Emergence of classicality
In the previous subsections I have summarized the results we obtained in paper
IV. Our aim was not to give a precise characterization of the amount of non-
classicality available in the evolving cat-state at every instant of time. Rather,
we wanted to obtain qualitative knowledge on the time instant, if a finite time
exists, where nonclassicality associated to the cat state vanishes. This maxi-
mum time for the preservation of nonclassicality is the threshold time for the
emergence of classicality in the quantum-to-classical transition. The results
are summarized in Table 1.
The only qualitatively different nonclassicality definition is the fringe vis-
ibility function which does not give a finite transition time for the state to
become classical. Instead the state evolves asymptotically towards classical-
ity. For all other measures of nonclassicality, there exist a finite time after
which the evolved state ceases to be nonclassical according to the correspond-
ing criterion. We call this threshold time τ the "death-time for the Schrödinger
cat-state".
The fringe visibility, although widely used, suffers from the lack of any
known operatorial interpretation. The Vogel criterion, on the other hand can
be measured for freely propagating radiation modes, cavity-field modes [73] and
the quantized center-of-mass motion of a trapped ion in harmonic potential
[74]. This last method offers an operatorial approach to the nonclassicality
problem. It was shown in [74] that the full state information of a vibrational
motion of a trapped ion can be obtained simply by monitoring the evolution of
the ground state occupation probability in a long-living electronic transition.
This gives a clear connection between the transition from quantum to classical
and the ground state probability.
The transition times τ vary for all the nonclassicality criteria. The Klyshko
criterion is the most sensitive, while the nonclassical depth, which is identical
to the P function being a proper probability distribution, is the most robust
against the emergence of classicality. However, the nonclassical depth is not
directly measurable. Negativity of the Wigner function gives the next longest
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time for the persistence of nonclassicality. This quantity can be approximately
evaluated via homodyne detection. Moreover, it has been recently shown, that
measuring merely two conjugate variables, instead of performing full state
tomography, is sufficient to observe the negativity of the Wigner function in a
certified, error-free way [75].
The Vogel criterion gives only slightly shorter transition time than the
negativity of the Wigner function. The full set of conditions, and not just the
first order condition, would give a transition time equal to the nonclassical
depth / negativity of the P function. As we have pointed out, however, the
full set of criteria is impossible to tackle experimentally. The strength of the
Vogel (first order) criterion lies in the fact that it is very simple, and has a
direct correspondence with a physical quantity, as described above. Although
it does not capture all nonclassical states, we conclude that since this criterion
is satisfied for the initial cat states, it singles out a property that belongs
to such superpositions. It is therefore meaningful to state that the finite-time
quantum-to-classical transition of the cat state coincides with the time at which
the nonclassicality property of Vogel’s first order criterion is lost.
Our result is conceptually interesting from the point of view of decoherence
and entanglement. Entanglement is under certain conditions known to disap-
pear completely in a finite time, a phenomenon known as entanglement sud-
den death [76]. Nonclassicality is a prerequisite to entanglement in continuous
variables systems. While the coherences indeed disappear only asymptotically,
we have demonstrated that under many nonclassicality definitions, the loss of
nonclassicality can occur at a finite time, bridging the conceptual gap between
entanglement and decoherence.
Table 1: Threshold time for quantum-to-classical transition (death of the cat)
according to different indicators of nonclassicality for α = 2 and n = 50.
The last column summarizes the dependence of the threshold value on the cat
amplitude.
Nonclassicality measure threshold time τ dependence on α
Klyshko criterion 0.0019 τ is maximum for α ≈ 2
Vogel criterion 0.0023 saturates with growing α
Negativity of W (β) 0.0025 independent of α
Negativity of P (β) 0.0050 independent of α
Fringe visibility ∞ proportional to α2
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5 Sturctured reservoirs and reservoir memory
The second part of my Thesis focuses on non-Markovian effects stemming from
the coupling to a reservoir with sturcture. Sructured reservoirs are reservoirs
for which the coupling between each reservoir mode and the system shows
strong variations. As such they induce more complicated dynamics than reser-
voir with approximately flat spectra. For example they may induce back-flow
of information and/or energy from the reservoir into the system. In the next
section I will describe several examples of non-Markovian dynamics, induced
by different reservoir structures.
5.1 Non-Markovian dynamics
Non-Markovianity has been studied, starting from its very definition exten-
sively over the past decade [14,15,77]. A key characteristic of non-Markovianity
is the memory effects causing, for example, re-coherence when information that
has been lost into the environment partly flows back into the system. Infor-
mation flow has even been formulated as a measure of non-Markovianity in a
recent paper by H.-P. Breuer et al. [78], and extended to continuous variable
systems in [13].
In some cases non-Markovian memory effects are directly connected to
situations for which the past history of the system affects its future dynam-
ics. Phenomenological memory kernel master equations carry the memory in
a memory kernel integral, but the existence of exact master equations has
shown that explicit dependence on past history is not required for the non-
Markovian effects to occur. In time-local master equations, characterized by
time-dependent decay rates, the back-flow of information is often related to
negativity of the decay rates [12]. In general, one can say that Lindblad-type
master equations with always positive (even if time-dependent) decay rates
lead to Markovian dynamics.
Non-Markovianity often arises from the short-time correlations between the
system and the reservoir. Markovian dynamics are always the result of approx-
imations, whereas the exact dynamics is always non-Markovian. For weak cou-
plings, generally non-Markovian effects dominate the dynamics at short time
scales, typically determined by the cutoff frequency ωc of the spectrum. Non-
Markovian effects occur in time scales characterized by the condition ωct ≤ 1.
System-reservoir correlations are usually significant and can not be ne-
glected if the reservoir spectrum is highly structured. We have examined the
latter case, where the reservoir has a structure. In the next section I will
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present the class of environmental spectra which I have considered in papers
I-III.
5.2 Structured reservoirs
The reservoir spectra we have used are known as Ohmic spectral densities




The exponential cutoff term is introduced to eliminate divergencies in the ω →
∞ limit, ωc is the cutoff frequency, g is a dimensionless coupling constant we
assume small to satisfy the weak coupling approximation and s is a parameter
characterizing the type of the spectrum. The parameter s can take values
< 1, 1 or > 1, corresponding to the so called sub-Ohmic, Ohmic, and super-
Ohmic spectral densities. We consider some exemplary spectra corresponding









where N(ω) is the same as in Eq. (13), contains also information about the
occupancy of each mode. The spectral distibution depends on the temperature
of the reservoir through the average number of reservoir thermal excitations,
N(ω). At hight temperatures T , N(ω) ≈ kBT/ω, while for zero temperature
N(ω) = 0. I will focus on these two temperature regimes.
The dynamics of the system are governed by yet another key parameter, the
so-called resonance parameter, defined as the ratio between the cutoff frequency





Changes in this parameter correspond to shifting the system oscillator fre-
quency with respect to the reservoir spectrum. Since the spectrum has a
frequency dependent structure, changing the resonance parameter affects the
effective coupling between the system and the environment. The resonance pa-
rameter can be manipulated experimentally, allowing control over the system–
reservoir coupling [63,79].
Changing the parameter r also affects directly the validity of the secular
approximation. Since ω0 and ωc are connected via the definition of the reso-
nance parameter, fixing r places the following constraint with respect to secular
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approximation. For r ￿ 1 we have ωc ￿ ω0. Under this condition making the
secular approximation is not consistent with following the non-Markovian dy-
namics, because secular approximation amounts to coarse graining over times
scales of the order of 1/ω0, while non-Markovian effects are visible for ωct ≤ 1.
With these reservoir parameters we will tackle the dynamics of non-Markovian
dissipation and squeezing in the next Chapter.
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6 Decoherence and dissipation under different reser-
voirs
In the first part of the Thesis I have examined decoherence as a welcomed
mechanism for the transition from quantum to classical. In the rest of the
Thesis, the point of view is centered more on the harmful effects decoherence
and dissipation have on quantum technologies.
Quantum computation relies its functionality on the properties of artifi-
cially produced quantum states [35]. The unavoidable coupling to the environ-
ment, however, very quickly destroys the desired properties by the mechanisms
of decoherence and dissipation. Building a working quantum computer is still
a distant goal, but many proof-of-principle experiments and components that
could eventually be utilized in a quantum computer have already been tested
in the laboratories [80–83].
Different quantum technologies, such as quantum cryptography, quantum
metrology and quantum logic gates, can be implemented in a variety of ways.
Qubits, the quantum bits that act as the quantum mechanical counterparts
of ordinary bits of computation, can be prepared with optical states of light
[84,85], nuclear spins [86], trapped ions [87], cavity QED or solid state devices,
such as very narrowly spaced Josephson junctions on a chip [88] or coupled
quantum dots. All these qubit implementations are by construct, surrounded
by different types of environmental modes. Understanding decoherence and
dissipation for different types of environments is therefore necessary.
Quantum mechanical systems can also be used very effectively to simu-
late other, more complicated quantum systems [89]. It has been shown very
recently, in the trapped ions context, that open quantum systems are also
amenable to quantum simulation [90]. Considering the difficulties faced in
solving most open quantum system master equations, simulating them effec-
tively would be very useful to test fundamental models of open system dynam-
ics. Quantum simulations, too, are vulnerable to decoherering effects, while
requiring a certain time to run the simulation. On-going theoretical and ex-
perimental investigation is devoted to the quantum state deteriorating effects
of the environment. Our work is located within this framework, elucidating
the central role played by the spectral structure of the environment.
6.1 Solution for the equation of motion
For the purpose of examining the decay dynamics of the quantum Brownian
motion model, we need to solve the master equation. In our case, the so-
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lution can be obtained analytically under the weak coupling approximation.
This is very useful for the interpretation of our results, because it allows us
to gain knowledge on the connection between different reservoir spectra, and
the corresponding decay dynamics. Both the exact and the weak coupling ap-
proximated master equations have the same operatorial form of solution, with
different time-dependent coefficients. For studying the dissipation we can use
the secular approximated master equation of Eq. (12) for all values of the
resonance parameter because the quantity we examine, the heating function,
belongs to a class of observables not affected by the secular approximation [10].
The solution of the master equation (12), obtained through algebraic prop-
















where ∆(t) and γ(t) are diffusion and dissipation terms, given in Eq. (13).
6.2 Decay channels
The front factors of the master equation (12), [∆(t)+γ(t)]/2 and [∆(t)−γ(t)]/2,
consisting of the diffusion and dissipation terms are the relaxation rates for
the two decay channels that exchange energy and information between the
system and the reservoir. In the Fock state basis they represent the emission
and absorption of one quantum of energy, that is, [∆(t) + γ(t)]/2 is the rate
associated to the cooling down process, for which one quantum of energy is
transferred from the system to the reservoir (|n￿ → |n−1￿), while [∆(t)−γ(t)]/2
describes the absorption rate of one excitation from the reservoir ((|n￿ →
|n + 1￿). Correspondingly, we will denote these channels as the (transition)
down and up channels.
These transitions that describe the heating and cooling of the quantum
harmonic oscillator destroy the quantum coherence of initial superpositions.
We have obtained analytical expressions for the decay rates for both high-T
and zero-T reservoirs. For high temperatures, one can see that ∆(t) ￿ γ(t),
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and the decay down and up channels operate, for times much shorter than
thermalization time, at approximately same rate, ∆(t)/2.
From these analytical results we are able to show that ∆(t) oscillates taking
temporarily negative values for r ￿ 1 for all reservoir types here considered.
The origin of these oscillations can be traced back to the form of the environ-
ment. Indeed, for r ￿ 1, large portion of the spectrum is located in the low
frequencies, that is in the region ω < ω0.
For zero-T reservoir, both channels [∆(t) + γ(t)]/2 and [∆(t) − γ(t)]/2
oscillate for r ￿ 1. In addition, the oscillations persist even for r = 1, unlike
in the high-T case. For the super-Ohmic reservoir, a strong initial jolt is visible
in the decay rates for all resonance parameter values. We have identified the
origin of this strong initial jolt. It is present when the peak of the spectrum
lies in the frequency region ω > ωc.
6.3 Non-Markovian energy transfer
Dissipation is the energy transfer between the system and the reservoir. Under
non-Markovian dynamics there may appear oscillations in the dynamics of the
mean energy of the system, indicating that the flow of energy is temporarily
reversed, as we will now see. The heating function, which is proportional to
the mean energy of the system, is defined as
￿n￿ = ￿a†a￿. (48)
The analytical expression for the heating function can be easily obtained from
the characteristic function solution of the master equation. It reads







where Γ(t) and ∆Γ(t) are defined in Eq. (47). Non-Markovian dynamics
manifest for short time scales. Therefore we can assume that the time scales
of interest are much shorter than the thermalization time, tth. The expression




[∆(t1)− γ(t1)] dt1. (50)
For high temperature reservoirs, ∆(t) ￿ γ(t), allowing a further simplification






Through ∆(t) and γ(t), the heating function is a function of the reservoir
spectral density. The analytic expressions for the decay rates allow us to obtain
analytically the dynamics of the energy transfer occurring at short time scales,
and obtain information on the precise way changes in the reservoir spectrum
affect the heating function.
The heating function dynamics can be divided into two types of behav-
ior. As a sign of non-Markovianity, the heating function oscillates for certain
reservoir and resonance parameter values. These coincide with the values that
produce negativities in the decay rates, as described above. Another feature
in the dynamics is the monotonic growth, that dominates after the oscilla-
tions have ceased. Our main conclusion is that, for all three reservoir types,
oscillations in the heating function originate from the low frequency part of
the spectrum, while monotonic heating is caused by the resonant part of the
spectrum, namely the value I(ω0). For the case of Ohmic reservoir, a similar
result already existed [91]. We have extended the result for a wider class of
spectra.
The qualitative difference between high and low temperatures, according
to our results, is that for the zero temperature reservoirs, oscillations both in
the decay rates ∆(t) and γ(t), and in the heating function n, persist for larger
values of the resonance parameter. This is in agreement with the behavior of
the decay rates.
6.4 Markovian limit and thermalization dynamics
Our results for the non-Markovian dissipation dynamics can be extended also to
longer time scales simply by letting t → ∞ in the integral of Eq. (13). After a







Inserting these expressions to the equation of the heating function (49) we






where Γ = 2γM = πJ(ω0). From this expression, we can express the reservoir
thermalization time, in units of ω0, as follows







Figure 4: Thermalization times for different reservoirs. Here t̃th = πg2tth.
where r is defined in Eq. (44), s is given right after Eq. (42) and g is the
dimensionless coupling constant. From Fig. 4 we see clearly how differently
the different reservoirs affect even the thermalization dynamics of the system.
In particular with the super-Ohmic reservoir increasing the value of r will, after
r ≈ 0.5, result in longer and longer thermalization times, allowing experimental
control over the thermalization dynamics.
6.5 Decoherence
Decoherence process corresponds to the loss of coherences that are represented
by the off-diagonal terms of the density matrix. Decoherence is dependent on
the diffusion rate ∆(t), so its effectiveness can be traced back to the dynamics
of this coefficient. Negative regions in the diffusion coefficient can sometimes
cause recoherence, temporarily reversing the decoherence process. This was
known to happen in qubit systems, but not for the decoherence process of a
Schrödinger-cat state for continuous variable systems, as we will see in more
detail in Chapter 7. It has been shown also, for qubit systems, that during the
periods of negative decay rates, the system experiences quantum jumps that
restore the quantum state before the jump had occurred. [22, 23].
It seems very intuitive that these effects, stemming from the non-Markovian
dynamics, could be used as a tool to fight the harmful effects of decoherence,
even in the continuous variable case. In theory this is indeed possible. We
will examine decoherence more closely from the point of view of decoherence
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control in Chapter 7, using the framework described in this and in the previous
section.
First, let us take a closer look to another highly nonclassical feature also
affected by the structured coupling, the squeezing.
6.6 Non-Markovian squeezing
The Heisenberg uncertainty principle for the variances of the dimensionless
quadratures x and y states that (∆x)2(∆y)2 ≥ 1/4. Squeezed states are the
ones where the variance of one quadrature is smaller than that of the vacuum,
that is, 1/4 [92]. The other quadrature will have a larger variance in order
not to violate the uncertainty principle. Squeezed states are quantum states
with no classical analog since the uncertainty relation has no correspondence
in classical physics. Under structured reservoirs, the degree of squeezing of a
coherent state experiences environment induced effects that (depending on the
parameters) may result in oscillations between the state being squeezed and
not being squeezed.
Squeezed states are obtained by squeezing with a squeezing operator S =
exp(1/2(za2 − z∗a†2), where z = se−iφ is the squeezing parameter, and then
displacing with the displacement operator D = exp(β0a† − β∗0a) the vacuum
state. To follow the dynamics of an initial squeezed coherent state,
|β0, z￿ = D̂(β0)Ŝ(z)|0￿, (56)
we use again the secularly approximated master equation (12). The non-
Markovian dynamics of squeezed states are generally affected by the secular
approximation, unlike the heating function. However, if we retain our analysis
on the high temperature, weak coupling scenario, and focus only on the case
where r ￿ 1, the secular approximation is consistent with the non-Markovian
time scales. [31].
The Wigner function, which we have already discussed in Ch. 3, gives a
very useful representation of the squeezed states, as the distribution is literally
squeezed along the axis defined by the squeezing angle. The Wigner function
evolution can be obtained from the solution in terms of the quantum charac-
teristic function in Eq. (45) simply by making a Fourier transform. With the





|ξCs − ξ∗e−iφSs|2 + i(ξ∗β∗0 + ξβ0)], (57)
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where we have assumed an initially squeezed and displaced vacuum state (β0 =
0) with squeezing angle φ = 0, and where














are the variances of the dimensionless quadratures x = (a + a†)/
√
2 and y =
−i(a− a†)/
√
2, with M a time-dependent normalization constant, and βx and
βy are the real and imaginary parts of β [93, 94].
Focusing on the x-quadrature, the squeezing condition is (∆x)2 < 0.5. If
the variance is larger than this threshold value, the state is not squeezed. I
have found that for the parameters used (high-T , r ￿ 1) Ohmic and sub-
Ohmic reservoirs induce more pronounced oscillations between the state being
squeezed and not squeezed. The parameters affecting the dynamics are the
reservoir type, the temperature and the initial squeezing. The reservoir type is
mostly responsible for the shape of the curve describing the squeezing dynam-
ics, while the temperature and the initial squeezing s simplyshift the curve
in the y-direction, i.e., with respect to the squeezing–non-squeezing border
((∆x)2 = 0.5).
The dynamics of the quadrature follow the behavior of the decay rates ∆(t)
and γ(t). Based on the previous results, we can say that squeezing oscillations
are present when the spectral distribution I(ω) is strongly peaked in the low-
frequency regime ω < ω0.
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7 Decoherence control
Methods to control decoherence, and in particular to reduce its deteriorating
effects on quantum systems are highly desired in the quantum information
community. Decoherence is indeed a major obstacle in the realization of quan-
tum devices. However, many schemes to fight against decoherence exist in the
literature, ranging from decoherence free subspaces [95], quantum Zeno-control
based strategies [96] to dynamical decoupling [97] We have considered two pos-
sible mechanisms that could be used to control the decoherence dynamics of
the system by means of reservoir engineering, or by manipulating the system–
reservoir coupling in such a way that the decoherence rate is altered. Let us
consider first the reservoir engineering scheme.
7.1 Reservoir engineering
Experiments dealing with artificial, engineered reservoirs, are rapidly devel-
oping. Currently reservoir engineering has been demonstrated in optical and
microwave cavities [98–101], photonic crystals [102], ranging from controllable
Ohmic environments [63, 79] to sub-Ohmic and super-Ohmic reservoirs [103].
The ability to modify in a controlled way the coherence properties and the de-
coherence rate of the system by acting on its environment, and in particular by
modifying its spectral properties, is an interesting prospect from both theoret-
ical point of view and in connection with the desire to create decoherence-free
quantum systems for applicative purposes.
Non-Markovian theory is crucial in this task, since the structured reser-
voirs are characterized by non-negligible memory effects. In our work we have
demonstrated in which way the decoherence rate of a Schrödinger-cat state
(Eq. (21)) is affected by the type of the reservoir (Ohmic, sub-Ohmic or
super-Ohmic), and by the resonance parameter in Eq. (44). Our analytical
results shed light on the reservoir-dependent dynamics of decoherence, and on
the role of modifying the resonance parameter.
As a signature for the decoherence process of the initial cat-state, we have
used the fringe visibility function from Eq. (23). Our main goal in comparing
the reservoir parameters, is to find the optimal conditions leading to the slowest
environment induced decoherence.
The non-Markovian fringe visibility for r ￿ 1 reads






















while in the opposite regime, r ￿ 1, the function takes the form









There is a factor of two difference in front of the heating function, n(t), in
the denominator. This means essentially that the r ￿ 1 regime corresponds
to an effective reservoir having twice the temperature T compared to the off-
resonant regime. As discussed before in Section 5.2, we can not in general
make a secular approximation in the r ￿ 1 regime, since it would contradict
the non-Markovianity assumption. Due to this, two extra terms in master
equation (6) corresponding to two additional decay channels, are responsible for
effectively faster decoherence process in the off-resonant case. Also, for r ￿ 1,
the effective coupling given by I(ω0) is larger, resulting in faster decoherence.
For times t ￿ tth the exponential factor e−Γt is approximately one. The
decoherence process is therefore only dependent on the heating function, which
is a function of ∆(t). Unlike the heating function, the fringe visibility charac-
terizing decoherence shows a similar, monotonic behavior for all three reservoir
types (see Fig. 5). No recoherence takes place, even for times when ∆(t) is
negative.
For both r ￿ 2 and r ￿ 1 the Ohmic reservoir induces the slowest decoher-
ence, while the super-Ohmic and sub-Ohmic reservoirs decay in a very similar
manner, both faster than the Ohmic case. From these two regimes, r ￿ 1
induced much faster decoherence due to the fact that the effective coupling to
the reservoir is stronger.
In the inset of Fig. 5 we show a comparison between the Markovian and
non-Markovian initial dynamics. In the off-resonant case the non-Markovian
decoherence takes place much faster than the Markovian one. This is due to
the initial jolt in ∆(t) that is contributing to the very fast initial decoherence
rate. For the r ￿ 1 case, the Markovian decoherence is faster.
Decoherence control can be obtained if one is able to modify the natural




Figure 5: Fringe visibility for r = ωc/ω0 = 0.1 for the Ohmic (solid), super-
Ohmic (dashed) and sub-Ohmic (dotted line) reservoirs. The inset shows the
comparison between non-Markovian (solid line) and Markovian (dotted line)
fringe visibility for the Ohmic reservoir. Plots are given in unitless time Γ￿t =
2g2ω0t, where g is the coupling constant. We have set kBT/(￿ω0) = 100.
with respect to the sub-Ohmic and super-Ohmic reservoirs, and in the case of
r = 10 also with respect to the corresponding Markovian reservoir.
Our study of decoherence induced by different reservoir spectra gives an
indication of which implementation (i.e., trapped ions, solid state devices, etc.)
one should choose, in order to benefit from the naturally occurring environ-
mental modes, like the typical sub-Ohmic 1/f -noise in solid state devices.
The second decoherence control technique, utlilizing the so-called quantum
Zeno effect, is based on the fact that initial non-Markovian decoherence rate
is slower than the Markovian one for sufficiently small times.
7.2 The quantum Zeno effect
The quantum Zeno effect was originally introduced as the quantum Zeno para-
dox, because according to it, making certain types of measurements in rapid
succession on a quantum state would, at least theoretically, result in completely
freezing the dynamics. This is the reason why this effect received this name, as
it reminded of the Greek philosopher Zeno’s paradox about a sped arrow which
is frozen in time in every frame along its trajectory [104]. Measurements that
freeze the dynamics of the system are, in practise impossible to make [105],













Figure 6: QZE/AZE -crossover for the sub-Ohmic, super-Ohmic and Ohmic
high T reservoirs. We plot the ratio between the effective decay rate γZ and the
Markovian decay rate γ0 as a function of r = ωc/ω0 and of the measurement
time interval ωcτ .
down by making certain frequent measurements [106]. This is known as the
quantum Zeno effect. Depending on the frequency of the measurements, and
on some environmental factors, the decay dynamics can also be enhanced [107].
The latter effect is called the anti- or inverse-Zeno effect [108].
Quantum Zeno effect has been mostly studied for two-level systems, and an
experiment with 9Be–ions has verified the effect in 1990 [109]. Ten years later,
the description for the quantum Zeno effect (QZE) and anti-Zeno effect (AZE)
was given for the damped harmonic oscillator in an Ohmic reservoir [16, 110].
We have generalized these results to sub-Ohmic and super-Ohmic baths, and
consequently found how extremely sensitive these effects are to the form of the
environment.
The physics behind the QZE can be expressed in a rather simple way.
Consider a two-level system, like two distinct energy levels. Let P (τ) denote
the survival probability of the initial state after a short time τ , when the
system is interacting with an environment of radiation modes. We can write
this probability as P (τ) = exp[−γ(τ)τ ], where γ is the decay rate.
Each measurement querying the occupancy of each energy level projects
the evolving state either to the initial excited state, or to ground state. If the
measurements are sufficiently frequent, the system has very little time to decay,
and hence the measurement will project the state to be the initial state with
probability ￿ 1. After N measurements, performed at equal time intervals τ
(where t = Nτ is the duration of the experiment), the survival probability for
the excited state reads P (t) = PN (t) = exp[−γ(τ)t].
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For a quantum harmonic oscillator, we focus on an initial Fock state, |n￿.
Performing N nonselective energy measurements at time intervals τ such that
Pn(τ) = ￿n|ρS(τ)|n￿ ￿ 1, we obtain an expression for the probability to find




n (t) = Pn(τ)
N ≡ exp[−γZn (τ)t], (65)




￿) dt￿/τ and it is independent of n [110].
In absence of measurements, that is, assuming measurement time interval






n (τ) = ∆M . (66)
To quantify the quantum Zeno effect we compare the the decay rates in pres-











characterizes the occurrence of either enhanced decay via AZE, or inhibited
decay due to QZE. If γZn (τ)/γ0 < 1, the decay in presence of measurements is
slower than the Markovian decay in absence of measurements, and quantum
Zeno effect comes into play. On the other hand, if γZn (τ)/γ0 > 1, acceleration
of the decay due to the measurements occurs (anti-Zeno effect). The crossover
time τ∗ separates these two regions.
We have found that under different reservoirs, the QZE/AZE-crossover
time τ∗ depends on the spectrum and resonance parameter value, as well as
on the interval of time between measurements ωcτ , in a very delicate way. A
plot of the QZE/AZE-crossover is shown in Fig. 6, where a thicker black line
represents the crossover between different dynamical scenarios.
One feature of the QZE–AZE dynamics is the fact that the dynamics can
be extremely sensitive to the reservoir parameters. Consider the super-Ohmic
reservoir, for example. There, two system oscillators with slightly different
frequencies ω0 ￿ ωc (correspondent, e.g., to r = 1 and r = 1.5) may act, in
presence of measurements, in completely opposite ways, one showing mostly
AZE (r = 1.5) and the other one only QZE (r = 1).
We found also that for small values of r the nonselective energy measure-
ments always accelerate decoherence. The reason lies in the initial jolt of
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the diffusion rate ∆(t), which causes a strong initial decoherence acting more
rapidly than in the Markovian case.
In the trapped ion context, the non-selective energy measurements needed




In this Thesis I have presented my results on different aspects of the dynamics
of the damped harmonic oscillator.
I have discussed the fundamental problem of quantum-to-classical transi-
tion. I have shown that different ways to characterize nonclassicality result
in qualitatively and quantitatively different transition times for the emergence
of classicality. Previously, decoherence causing the transition from quantum
to classical was considered to occur faster for more macroscopically separated
initial states. Our results challenge this view, since for almost all the nonclas-
sicality indicators considered, an increase in the initial wave-packet separation
does not necessarily shorten the decoherence time.
I have shown that the non-Markovian dynamics of different quantities such
as energy dissipation, decoherence and squeezing, depend strongly on the spec-
tral form of the environment coupled to the system. The analytic results I have
obtained have allowed us to connect reservoirs strongly peaked in the low fre-
quency realm (ω < ω0) to more pronounced non-Markovian oscillations in the
heating and squeezing dynamics. The sensitivity of the decay dynamics on the
reservoir structure was further investigated in the context of decoherence con-
trol by means of engineered reservoirs and by modifying the system–reservoir
coupling.
All these effects are very sensitive to the form of the spectrum, even on
the thermalization time scales, sometimes changing the nature of the dynamics
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