We present magnetotelluric (MT) data collected in central Australia that display unusual negative transverse electric (TE) phases. Previous explanations for anomalous TE phases on land have relied on anisotropy, complicated 3-D geometries or coherent noise. In contrast, the central Australian data are free from coherent noise while phase tensor analysis shows that the survey region is 2-D and that the negative phases are an inductive effect. The survey was carried out in a grid that covers resistive basement rocks and conductive sedimentary cover. Stations located on the resistive basement display normal phase behaviour while stations located on the conductive cover display negative TE phases at periods of 0.01-0.1 s. Forward modelling of the region and inversion of the data shows that a shallow, laterally extensive, bounded conductor that overlies a resistor can produce the observed negative TE phases. An investigation of TE Poynting vectors for such a system shows that there is a 'collision zone' near the bounding edge of the conductor where energy that is diffusing downwards collides with energy that has been inductively coupled to the conductor and is diffusing upwards. At the base of the conductor this causes a cusp in TE apparent resistivity and phases that wrap through 360
I N T RO D U C T I O N
The magnetotelluric phase (ϕ) is the argument of the complex magnetotelluric (MT) impedance. In geoelectrically 1-D settings, in which the resistivity of the earth changes only with depth, the MT phase will always lie in the range 0
• < ϕ< 90
• (Weidelt 1972) . The same has generally been thought to be true for isotropic 2-D settings, in which the resistivity of the earth changes with depth and in one lateral direction. In 2-D settings, the MT impedance tensor decomposes into two independent modes, the transverse electric (TE) mode where the electric field is measured parallel to geoelectric strike while the magnetic field is perpendicular, and the transverse magnetic (TM) mode where the electric field is measured perpendicular to strike while the magnetic field is parallel. Weidelt & Kaikkonen (1994) showed that 2-D TM mode responses share the same phase constraints as 1-D responses, and therefore the TM phases must lie in the range 0
• < ϕ < 90
• . The only documented isotropic 2-D scenario in which phases lie outside of the 0
• range is the ocean-side of the TE mode coast effect, which can produce out of quadrant TE phases (both less than 0
• and greater than 90
• ). These are interpreted to be caused by large, induced electrical currents that flow along the edge of the conductive ocean and the associated anomalous TE magnetic fields which wrap around the electric currents, eventually tipping past vertical, reversing the horizontal magnetic field and producing the anomalous phase (e.g. Fischer et al. 1978; Fischer 1979 , Ferguson 1988 White & Heinson 1994; Schwalenberg & Edwards 2004; Constable et al. 2009; Key & Constable 2011 ). Modelling to understand this effect was first described in Fischer et al. (1978) and Fischer (1979) , showing that for a structure consisting of a half-space of moderate resistivity with a mathematically thin, perfect conductor extending over half the surface, the TE magnetic field wraps around the edge of the conductive sheet, reversing in direction beneath the sheet (Fischer 1979) . More detailed finite element modelling was carried out by Constable et al. (2009) , who included realistic sea depths, seafloor resistivities and bathymetry data from the San Diego Trough. The forward models show that electric field flow lines steepen near the centre of the trough, producing TE apparent resistivity cusps and anomalous phases. The effect has been further investigated by Key & Constable (2011) in response to data from offshore northeastern Japan that exhibit TE apparent resistivity cusps and phases that reach values as negative as -65
• . Transfer functions calculated between marine stations and a land-based remote station show that the anomalous TE behaviour is an inductive distortion that is largely confined to the magnetic field. Poynting vector analysis shows that the TE energy flux curves upwards at depth and diffuses back to the seafloor due to strong inductive coupling between the conductive ocean and the resistive seafloor. The authors devised empirical equations that are consistent with their observations that both the period and the distance from the coastline at which the TE negative phases and apparent resistivity cusps appear increase with the seafloor resistivity and ocean depth.
Physically, the structure required to produce the negative phases observed in the ocean side of the coast effect is a relatively thin, high conductivity region that has at least one bounding edge and is in contact with a surrounding region of considerably greater resistivity. A coastal environment, where the ocean is the conductor, the thinly sedimented crust beneath the ocean and along its landward side is the resistor and the coastline is the conductor's bounding edge, is an obvious example of such a setting. However, there is no a priori reason why such features should only be observed in a coastal environment. If the necessary physical components exist on land it would be expected that the same features should be observed in land-based MT measurements. Parker (2010) produced a theoretical formulation for such a scenario in an investigation of whether 2-D TE responses can be matched by a 1-D response, inspired by the pioneering 2-D TM mode study of Weidelt & Kaikkonen (1994) . Analysis showed that a thin sheet of high conductivity that is bound on each side and below by a perfect resistor has a TE response that cannot be approximated by a 1D model at any frequency and also produces negative phases at short periods (Parker 2010 ). This theoretical investigation provides an example of a general system that will produce negative phases, whether that system is on land or in the marine environment.
We present broad-band MT data from central Australia that were collected in a setting that is comparable to that described by Parker (2010) , in which shallow, low resistivity sedimentary cover is bound on one margin and below by highly resistive basement rocks. The TE mode responses from the data set behave in the manner predicted by Parker (2010) and are also analogous to marine data sets, with negative phases at short periods observed from stations on the low resistivity zone. In land settings, anomalous phases have historically been attributed to inductive effects involving complex 3-D geometries or anisotropy that lead to current reversals (Heise & Pous 2003; Weckmann et al. 2003a,b; Ichihara & Mogi 2009; Thiel et al. 2009 ) or more recently were attributed to galvanic distortion (e.g. Lilley & Weaver 2010) . In some cases, the anomalous phases have been conclusively shown to be due to local coherent noise (e.g. Egbert 1997; Egbert 2002) . Egbert (1997) notes that in the presence of strong coherent noise the imaginary parts of the impedance tensor are small but reversed, resulting in the 'physically unreasonable negative phase'. In contrast, the data presented here, combined with the theoretical foundation of Parker (2010) , show that there are simple, 2-D settings in which negative phases are both reasonable and predictable. We explore the range of physical conditions necessary to produce negative TE mode phases and show that they are produced by the same processes as those observed for the ocean side of the TE coast effect.
M T S U RV E Y A N D DATA
MT data were collected in central Australia in 2010 March in a 2 × 2.5 km grid consisting of 28 stations with spacing between 250 and 500 m ( Fig. 1) with the aim of imaging the near-surface expression of the Cambrian Woodroffe Thrust (Camacho et al. 1995) . Data were collected in a grid that was oriented as close as practicable to north-south. North-south 'columns' of the grid are named with the first four digits of the easting on which they are centred while east-west 'rows' are named from A in the south to F in the north (Fig. 1) . Four-component data were collected, comprising two horizontal orthogonal magnetic fields measured with induction coil magnetometers and two horizontal orthogonal electric fields measured using copper/copper sulphate porous pots as electrodes in an L-shaped array, with field measurements aligned with magnetic north and east. Data were recorded at a sampling rate of 500 Hz for approximately 24 hr at each station.
At the southern end of the survey grid, stations were deployed in small patches of dirt around outcropping basement rock. The basement consists of high-grade metamorphic rocks of the northern Musgrave Province including mylonites, ultramylonites and pseudo-tachylytes of the Woodroffe Thrust (Camacho et al. 1995; Wade et al. 2008) . Previous long-period MT surveys have shown the Musgrave Province basement to be highly resistive (Selway et al. 2009; Selway et al. 2011) , potentially due to its high-grade, anhydrous nature. Shallow holes of approximately 15 cm depth were dug to bury the magnetometers and electrodes; subcropping rock was consistently encountered while digging, showing that basement rocks were very close to the surface. Subcropping rocks were observed in dry creekbeds aligned with stations in the east-west row B (Fig. 1) , showing that the cover thickness at these locations is less than 1 m. The sedimentary cover thickens with distance north across the survey grid. Subcropping rocks were not observed in any more northerly creekbeds and the thickness of cover in the north of the survey grid is unknown. The sedimentary cover consists of Quaternary transported sand, talus and scree (Edgoose et al. 1993) . Such sedimentary cover in Australia often has very low resistivities (e.g. Asten 1992; Macnae et al. 2001) . Vegetation becomes significantly more dense to the north near row D (Fig. 1) , suggesting a significant change in the depth or nature of the regolith at this point.
Data were processed using a bounded-influence remote-reference MT response method (Chave & Thomson 2004) to produce estimates of the impedance, apparent resistivity and phase. Apparent resistivity and phase data for several stations are shown in Fig. 2 . Stations from a given row (B, C or D) for the columns 2150, 2160 and 2165 of the grid are plotted together since the responses from stations on the same row show consistent apparent resistivity and phase behaviour. Phase tensor analysis (Caldwell et al. 2004) was carried out on all stations and phase tensor ellipses at periods 0.01 s and 25 s are shown in Fig. 3 . Strike directions determined from phase tensor analysis at periods less than approximately 1 s are consistently about 90
• (Fig. 3) . At periods longer than approximately 1 s, the phase tensor ellipse orientation becomes approximately north-south for all stations, with generally low skew values (Fig. 3) . The behaviour of the stations is consistent along each east-west row but changes along each north-south column, suggesting an east-west strike direction. Regional geological data support an approximately east-west strike since major structures in the region all display roughly east-west trends (e.g. Camacho et al. 1995; Wade et al. 2008 ) and the mapped strike of cover-basement contacts are also approximately east-west (Fig. 1) . Although the phase tensors exhibit a north-south elongation at longer periods, we suggest that the data are still responding to an approximately east-west strike, with regional structures juxtaposing a more resistive region containing the survey area with a more conductive region that sits to either the south or the north, since there are no known northerly striking features in the region. The Woodroffe Thrust, which outcrops in the south of the survey area and dips shallowly to the south, could be the causative structure if it juxtaposes a lower resistivity hanging wall with a higher resistivity footwall. Phase tensor skew values reaching approximately 7
• are observed at most stations at periods of approximately 1 s and these higher skew values are likely to be due to the change in orientation of the current flow from shallow to regional features. We therefore define the mode comprising the east-west electric field and the north-south magnetic field to be the TE mode and that comprising the east-west magnetic field and the north-south electric field to be the TM mode.
Similar phase values between adjacent stations but vertical shifts in apparent resistivity curves suggest that static shifting is affecting both the TE and TM modes. At the southern end of the survey area (represented by stations in rows B and C), where subcropping rocks are close to the surface, apparent resistivity and phase data have normal MT characteristics with phases in the range 0
• . However, most stations in row D and all stations to the north show TE mode phases that are negative at the short periods of 0.01-0.1 s. For many stations, the negative phases become larger with decreasing period to an average maximum of approximately -5
• at 0.008 s. The largest negative phase calculated is -11
• at a period of 0.008 s at station 2160E. One common explanation for negative phases on land is coherent noise (e.g. Egbert 1997 ). Coherent noise is unexpected at this location due to its remoteness, approximately 100 km from any settlement. It is also unlikely that coherent noise would affect only the TE mode and not the TM mode. Moreover, the distinct spatial pattern of the responses, with stations in the north of the survey demonstrating the negative TE mode phase behaviour but stations in the south not displaying this behaviour, suggests that this behaviour is due to a phenomenon associated with the subsurface structure. Finally, data at stations that display negative TE mode phases were collected at the same time as data at stations that do not display this behaviour. If coherent noise were the cause of the negative phases, it would have affected all stations being recorded at the time the noise was present. Therefore we are confident that the observed negative phases in the TE mode are not caused by coherent noise.
P H A S E T E N S O R S A N D D I S TO RT I O N A N A LY S I S
The distortions observed in MT data can be categorized as either inductive or galvanic (Jiracek 1990) . Inductive distortions are related to the attenuation and phase shift of the induced fields, resulting in both amplitude and phase distortions. Conversely, galvanic distortions are related to charge build-up on lateral conductivity Responses show consistency at stations across east-west rows, with most differences seemingly attributable to static shifts in the apparent resistivity.
Responses from rows B and C, both in the southern half of the survey area, are similar whereas responses from rows D and E show very different behaviour including negative phases in the TE mode at short periods.
boundaries that result in only an amplitude shift in the electric field near the boundary. In the pure 2-D case, inductive distortions can be present in both TE and TM modes, whereas galvanic effects can only be present in the TM mode. When the distorting structure is a small-scale 3-D feature imbedded in a regional 2-D background, both TE and TM modes can have galvanic distortions. Because galvanic effects do not affect the phase, we expect that that our negative phases are due to inductive effects. However, to further demonstrate this point we considered a recent innovation for mitigating galvanic distortion through the use of the magnetotelluric phase tensor, which is immune to purely galvanic distortions (Caldwell et al. 2004) . A key benefit of the phase tensor analysis is the ability to determine the geoelectric dimensionality and regional strike. Phase tensors for stations in rows D, E and F at periods shorter than approximately 1 s demonstrate extremely high ellipticities with strike direction at approximately 90
• (Fig. 3 ). These are data for which the TE phase is approaching negative values. Phase tensors from data exhibiting negative phases are not plotted as the results may not be meaningful. High ellipticities for data points exhibiting such behaviour were also observed in the phase tensor analysis of marine data by Key & Constable (2011) . Phase tensors for more southerly stations have significantly lower ellipticities and low skew values with strike values remaining at approximately 90
• . Although galvanic distortions only affect the amplitude of the impedance and therefore are not expected to produce the observed negative phases, for completeness we applied phase tensor decomposition (Bibby et al. 2005) to examine if any galvanic effects are also present in the data. The estimation of the distortion tensor (D) to within a constant is possible if a 1-D section in the impedance response exists, a condition that is met in the station data between periods of approximately 0.01 and 0.05 s. In this case, the constraint on D is det(D) = 1 (Bibby & Hohmann 1993; Bibby et al. 2005) . A typical result of distortion removal from a northerly station (station 2160E) is shown in Fig. 4 . As expected, distortion removal has not affected the negative phase values. In fact, for periods at which the TE phase is negative, the phase tensor invariant minimum phase is also negative, as demonstrated for station 2160E in Fig. 5 . Although the phase tensor invariant phases are free from galvanic effects (Caldwell et al. 2004 ) these anomalously low phases must, by definition, be inductive. . Phase tensor invariant maximum phase ( max , squares) and minimum phase ( min , circles) for station 2160E. min has negative values at periods that correspond to negative TE mode phases. Because the phase tensor is independent of galvanic distortion, the negative min values cannot be caused by galvanic distortion and must be an inductive effect.
N U M E R I C A L M O D E L L I N G O F 2 -D T E D I S T O RT I O N S

Characterizing the cause of distortions
The survey region appears to approximate the model of Parker (2010) that produces negative TE phases at short periods, with the sedimentary cover acting as the shallow, low resistivity region and the basement acting as the high resistivity region that sits beneath and adjacent to it. To test whether inductive effects in the survey region can create negative phases in the TE mode, forward models were run with the code of Wannamaker et al. (1987) . The forward models were a simplification of the survey region, consisting of a shallow conductor of thickness (h) 10, 20 and 50 m that extends over one half of the model space with a vertical boundary at the centre of the model ( resistivity of the conductor (ρ c ) set to 1, 10 and 100 m and the rest of the model space set to a uniform resistivity of 10 000 m . The model space extends approximately 73 km laterally on each side of the stations and to a depth of approximately 162 km. Stations were set at the same spacing as those along the survey profile 2160 to allow direct comparison of station and forward responses but the responses were calculated at a greater bandwidth than exists for the real data (periods of 0.0001-100 s) to enable analysis of the behaviour at shorter periods than those collected. Forward model apparent resistivity and phase responses for a station on the resistor (station B) and a station on the conductor (station D), for all calculated thicknesses and resistivities of the conductor, are shown in Fig. 7 . At station D, the underlying conductive layer results in very small phases at the shortest periods, which for several of the models extend to small negative phases. The model consisting of a 1 m conductor with thickness 10 m (solid black line) produced negative TE mode phases at periods of 0.002-0.007 s, while a conductor of the same resistivity but thickness 20 m (solid mid-grey line) produced negative phases at slightly longer periods of 0.007-0.01 s. The model consisting of a 10-m conductor with thickness 10 m (dashed black line) produced a negative TE mode phase at station D at a period of 0.0004 s. Therefore, a simplified 2-D version of the survey region in which a shallow, low resistivity zone with a nearby bounding edge sits on a high-resistivity zone will create negative TE phases at certain periods given appropriate depths and resistivity contrasts.
To extend this analysis to a general case and investigate the physical cause of the negative phases, a Poynting vector analysis (Stratton 1941 ) was performed. Poynting vectors are a construct for showing the time-averaged energy flux and diffusion path of the EM field; they have recently become a common place tool for studying diffusion in the marine controlled-source EM method (e.g. Weidelt 2007; Chave 2009 ). The time averaged Poynting vector − → S can be computed from the electric and magnetic fields using
where * denotes the complex conjugate. Although the magnitude of − → S shows the time averaged energy flux, the direction of the Poynting vector can be interpreted as the predominant path of EM diffusion. Plots of the Poynting vectors throughout a 2-D model were used by Key & Constable (2011) to generate new insights on negative phases observed in seafloor MT data. For this study, we used the same 2-D model as above but computed the TE electric field and MT responses throughout the entire model domain using a parallel adaptive finite element code (Key & Ovall 2011) . greater than 3 km from the edge of the conductor on the conductive side of the model space. This predominantly vertical diffusion is expected for typical MT induction. However, at a position of 0-3 km the streamlines curve upwards at depth and diffuse back up to the Earth's surface due to inductive coupling between the resistive basement and the low resistivity cover. In comparison, the streamlines at a 1 s period do not show this extreme inductive coupling and instead diffuse into the Earth in a predominantly downward manner that is typical of MT induction. Colour contours on the top row of Fig. 8 show the TE apparent resistivity across the model space. At 0.01 s, the apparent resistivity beneath the surface is decreased by approximately an order of magnitude at the locations where the streamlines trend upwards. This shows that the upward diffusing energy is sensitive to the conductor above, much in the same way that normal downward diffusing MT energy is sensitive to conductors beneath. Colour contours on the bottom row of Fig. 8 show the TE phase, which exhibits extreme excursions associated with the zone where the energy diffuses upwards toward the Earth's surface at 0.01 s period, while there is no anomalous phase behaviour at 1 s period where the energy is diffusing downwards. At 0.01 s, the largest excursions in phase occur beneath the low resistivity layer and close to its bounding edge, where phase wraps through a full 360
• variation. Although the variations are less pronounced, the anomalous phase values, including a zone of small negative phases, extends past the top of the low resistivity layer into the air.
The Poynting vector analysis shows that TE data in the modelled system behave in an analogous way to the TE data on the ocean side of the coast effect (Key & Constable 2011) . The difference between land and marine data is the location of the MT receiver, which sits on the surface of the low resistivity zone on land and at the base of it for a marine survey. Fig. 9 shows streamlines of the Poynting vectors at 0.01 s period (as described above) but now focused on the area immediately surrounding the bounding edge and the base of the low resistivity layer (note the extreme vertical exaggeration). For this image we computed the MT responses and TE field components at 23111 receivers positioned on a grid spaced every 0.1 m vertically and every 50 m horizontally. The colour contours on the upper figure show the Poynting vector magnitude; those on the middle panel show the TE apparent resistivity and those on the lower figure show TE phase. The Poynting vector streamlines reveal the presence of a 'collision zone' close to the base of the low resistivity layer where downward diffusing energy collides with upward diffusing energy, resulting in the vectors being deflected to the right, away from the edge of the low resistivity layer. In the collision zone, there is a peak (or cusp) in the apparent resistivity, as is observed in the ocean side of the coast effect of marine MT data (Constable et al. 2009; Key & Constable 2011) . The phase abruptly transitions from having moderately negative values above the collision zone to large negative values below it. At the land surface, this behaviour has been smoothed by the low resistivity layer but the region of negative phases extends to the surface and into the air between the 0.5 and 4 km lateral position. Therefore, the physical cause for the negative TE phases observed and modelled for a land survey, in which the recorders sit on top of a low resistivity layer bounded by a high resistivity layer, is the same as that for a marine survey in which the recorders sit on the base of low resistivity sea water bounded by high resistivity seafloor. This cause is the upward diffusion of TE energy caused by inductive coupling between the low and high resistivity zones. Apart from physical scaling, the difference between these systems is only the placement of the MT receivers which has the result that the effects are more extreme in the marine case, as observed by larger negative phases, phase wrapping and apparent resistivity peaks. However, the negative phases can extend to the surface and will be observed in land surveys.
In the appendix we present some basic theory on the MT response behaviour resulting from the superposition of downward and upward travelling plane-waves in a half space. When the energy is dominated by downward diffusion, the MT phase takes on its nominal phase of 45
• . Conversely, when the energy is dominated by upward diffusion, the MT phase will be -135
• . When both the upward and downward energy are of similar magnitude, the MT response behaviour is more complicated; in the case of equal magnitudes for the upward and downward travelling energy, the MT response will become singular due to a cancellation of the horizontal magnetic field, leading the observed cusps in apparent resistivity. This cancellation effect is supported by the significantly lower energy flux in the collision zone, as shown in the top panel of Fig. 9 . It is the presence of a small yet significant component of upward travelling energy that leads to the small negative phases on land and in the air, as shown in the bottom panel of Fig. 9. 
Characterizing the range of conditions that produce negative phases
The forward model studies provide evidence that the resistivity contrast between the low and high resistivity units and the thickness of the low resistivity unit determine whether negative TE phases are observed and, if they are, at what periods and distance from the boundary they are observed. To explore this more fully, a general model was set up consisting of a low-resistivity layer overlying a high-resistivity layer with a bounding edge, as described above (Fig. 6) . The high resistivity region was set to 10 000 m while the low resistivity region (ρ c ) varied between 1 and 100 m and the thickness of the low resistivity region (h) varied between 5 and 500 m. Fig. 10 shows the TE phase as a function of period and distance from the boundary for the low resistivity values of 1, 10 and 100 m (columns) and thicknesses (h) of 5, 50 and 500 m (rows).
Negative phases are only observed when ρ c ≤ 10 m, suggesting that a resistivity contrast of greater than 1000 between the high-and low-resistivity regions is required before negative phases will be observed. Although not shown, we also tested ρ c = 20 m and no negative phases were observed; similarly, a model with ρ b = 1000 m did not produce negative phases until ρ c ≤ 1 m, again reinforcing that the resistivity contrast appears to be a crucial factor in generating the negative phases. Fig. 10 shows that all negative phases lie at distances from the lateral 2-D contact that are between the skin depth z c of the low resistivity unit and the skin depth z b of the high resistivity unit, where the skin depth z is given by
where T is the period in seconds. This is somewhat curious since one might expect that the effect of the 2-D edge would be negligible at distances that are electromagnetically far away when measured in terms of the conductive layer's skin depth, particularly since for land MT the measurement is made on top of the conductive layer. For example, consider the 5 m thick, 1 m model (upper left corner in Fig. 10 ). At 1 km from the lateral edge, negative phases are observed around 0.001-0.01 s. This corresponds to skin depths of 15-50 m in the low resistivity layer. In other words, the negative phases at 1 km distance are located 20 to 70 skin depths away from the lateral contact. However, the key concepts to note are that the 5 m thick layer is less than one skin depth thick and the skin depths in the resistive basement at these periods are 5-15 km, several times greater than the distance to the contact. Taking these findings along with the Poynting vector analysis, we conclude that the negative phases are generated by anomalous lateral diffusion around the base of the conducting layer. This laterally diffusing energy then travels back up through the thin conductive overburden to produce the negative phase. This distortion is bound at large distances from the lateral edge by the diminishing amplitude of the laterally diffusing energy, which by one resistor skin-length distance from the lateral edge becomes too low amplitude to overwhelm the 'normal' energy that is diffusing down from above. The skin-length arguments provide bounds on the distances at which the negative phase region can occur at a given period; now we will examine bounds for the period range of the negative phase region. There is a simple geometric dependence on the thickness of the low resistivity layer. Fig. 10 shows that for a given resistivity contrast, the period range of the negative TE phase region C ⃝ 2012 The Authors, GJI, 188, 945-958 Geophysical Journal International C ⃝ 2012 RAS changes in proportion to the square of the thickness. For a given thickness, an increase in resistivity results in the negative phase region moving to shorter periods; additionally, the negative phase region extends across a significantly smaller period and distance range. From Fig. 10 we see that the negative phases always appear at periods where the conductor skin depth is greater than the layer thickness. Thus, the minimum period T min of the negative phase region follows the inequality
By inspection, we also find that the maximum period of the anomalous region T max follows the inequality Fig. 10 shows that the parallelogram formed from these period and the skin depth bounds completely encloses the negative phase region for each model. For the analysis of the marine TE distortion, Key & Constable (2011) found that the period and range dependence of the apparent resistivity distortion could be fit by empirically derived equations. Here, we have find similar characteristic equations that describe the location of the minimum phase (most negative value) for the land based TE distortion
where the constants a = 1.6 × 10 −8 and b = 0.019. We found these forms by extending our model studies to include ρ c = 1, 2, 3, 5, 10 m and then inspecting the period and range dependence of the minimum phase produced by each model, which yielded the exponents for ρ c and h. The coefficients a and b were then found by least-squares fits of the above equations to the period and ranges of the minimum phases from the model studies. Black circles in Fig. 10 show the period and range that fulfil these equations for the modelled systems, illustrating that they produce a reasonable fit to the location of the most negative phase. We note that the coefficients a and b and the terms in the denominator are different from those found in Key & Constable (2011) , with the likely explanation being that here we are considering the MT distortion that arises on the top of the conductive layer, rather than on the bottom (i.e. the seabed in their study).
Another notable geometric aspect of the distortion is that it tends to appear at distances where r/h is significantly greater than 10 (and more typically at least 100). This may explain why such a simple explanation for negative TE phases has eluded discovery until recently. It may be that such thin elongate layers are rare and furthermore are not often found with underlying resistive layers of high enough contrast (> 1000) to generate the lateral TE distortion.
I N V E R S I O N O F D I S TO RT E D DATA
Because the described TE mode negative phases are an inductive phenomenon and can be produced through forward modelling, it is reasonable to assume that inverse modelling of data containing negative TE phases should reproduce an accurate subsurface structure. (Fig. 6 ) has reproduced the subsurface structures and the negative phases.
To test this, synthetic data produced by the forward model consisting of a 10 m thick, 1 m low resistivity zone over a 10 000 m high resistivity zone (Figs 6 and 7) were inverted using the finite element based inversion code Occam2DMT (deGroot-Hedlin & Constable 1990) . The model was parameterized into 1029 parameters and a total of 700 apparent resistivity and phase data were inverted from periods of 0.0001-100 s. The model space was the same as the forward models and extended to approximately 73 km laterally on each side of the stations and to a depth of approximately 162 km. Gaussian random noise of 5 per cent were added to the synthetic apparent resistivity and phase data. After 20 iterations, the inversion obtained an rms misfit of 1; all data were closely fit, including the negative TE phases. The inverse model is shown in Fig. 11 to a depth of 1 km. The 10 m thick, 1 m low resistivity zone has been reproduced with considerable accuracy, although sharp edges have been smoothed as is expected for a roughness-stabilized MT inversion (deGroot-Hedlin & Constable 1990) .
The accurate reproduction of the synthetic model by inversion of the synthetic data allows confidence that an inversion of the central Australian MT data will accurately reproduce subsurface features. Therefore inverse models of station data along the 2160 line ( Fig. 1) were produced using the Occam2DMT code (deGrootHedlin & Constable 1990 ) along a profile oriented north-south with error floors of 5 per cent applied to the data, using the same model space as that described above. Separate models were run of TE-only, TM-only and joint TE and TM data. Only data from periods less than or equal to 1 s were inverted since shallow features were of interest and the phase tensor data suggest that more regional features may begin to affect the data at longer periods. Inverse models are shown to a depth of 600 m in Fig. 12 and data fits for stations 2160B and 2160E are shown in Fig. 13 . The inverse models of joint TE and TM mode data (Fig. 12a) and of TE-only data (Fig. 12b) show very similar features. The bulk of the subsurface in these models has an approximately uniform resistivity of ∼1000 m for the joint model and ∼10000 m for the TE model. Both models show a shallow, highly conductive zone at the surface that extends partly under station 2160C but dominantly exists in a single layer beneath stations 2160D, 2160E and 2160F. In both models this layer has a resistivity of ∼1 m and a thickness of ∼10m. This bears a remarkable similarity to the results of the forward modelling, which showed that a low resistivity zone with these characteristics will produce negative phases in the TE mode at the periods observed in the station data. The other feature evident in these models is a low resistivity zone at a depth of approximately 30-100 m between stations 2160A and 2160B. The existence of this zone could be a reason why the data from stations in the southern end of the survey show more complexity than those predicted by the forward models. Both the joint TE and TM model and the TE-only model have high rms error values. For the joint model, the rms error is 5.45 and the misfit is mainly contained in the TM mode phase and in offsets in apparent resistivity that appear to be caused by static shifts (Fig. 13, solid lines) . For the TE-only model, the rms error is 5.94 and the misfit is mainly contained in the phase of stations in the southern half of the model and in apparent resistivity static shifts (Fig. 13, black dashed line) . Importantly, the models accurately reproduce the negative TE mode phases for all stations in which they are observed (Fig. 13) . Therefore, despite the large rms errors that may draw into question some features of the models, we are confident that the shallow, low resistivity zone in the northern half of the inversions is a robust product of the negative TE mode phases. The TM-only inverse model (Fig. 12c) contains a low resistivity zone that extends from approximately 30-500 m depth in the north of the model. However, the very shallow (10 m depth), very low resistivity zone (∼1 m) observed in the joint TE and TM and the TE-only models is also apparent in the TM-only model as a separate feature to the slightly deeper, low resistivity zone. The TM-only model has inverted to an rms error of 1.3 and data fits are very good at all stations (Fig. 13 , grey dotted line).
D I S C U S S I O N
In contrast to models that explain anomalous phases through complex, 3-D geometries (Egbert 1990; Heise & Pous 2003; Weckmann et al. 2003a,b; Ichihara & Mogi 2009; Thiel et al. 2009) we have demonstrated that a very simple, 2-D system can produce negative TE mode phases on land as well as in a marine setting. Indeed, the system is so simple that it is perhaps surprising that negative TE phases are not observed more often. Analysis of synthetic data ( Fig. 10 ) has shown that a resistivity contrast greater than 1000 is necessary to produce negative phases and such a contrast is not unreasonable between resistive basement and sedimentary cover. However, the analysis also showed that while negative phases will be seen at locations close to the boundary of thin, low resistivity layers, thicker conductive layers must have a significant lateral extent in order for negative phases to be observed (Fig. 10) . For instance, a 5 km thick, 1 m layer in a 10 000 m half-space produces negative phases that do not appear until periods somewhere in the range of 100-1 000 000 s and at distances greater than 100-1000 km from the edge of the low resistivity layer (from eqs 3-6); such a large lateral extent for a 2-D layer is physically unlikely given the complexity of near surface geology. In addition, the system requires the existence of an outcropping boundary between the low and high resistivity regions, whereas many thin, laterally continuous, conductive layers may have geometrically complex boundaries or may be bound by other conductive bodies. The survey region in central Australia satisfies the requirements for producing negative phases, with a bounded, thin, laterally continuous conductor. Sedimentary cover in Australia is generally imaged to have very low resistivity, often significantly less than 10 m (e.g. Asten 1992; Macnae et al. 2001; Mudge 2004) due to the high volumes of salt in sediment and groundwater (Rengasamy 2006) . The months preceding the data collection in central Australia saw some rainfall in the region and additional rain also fell during the field work, which may have increased the mobility of salts in the sediment and resulted in the very low resistivities of between 1 and 10 m observed in the forward and inverse modelling. Although the physical requirements for this system may not be commonly met, they are certainly not unique in being met in this particular location in central Australia. There are well-documented cases where anomalous phases have been shown to be generated by complex 3-D structures, anisotropy or coherent noise. In particular, anomalously large phases for land MT (values greater than 90
• ) can be explained by these factors while we have found no evidence that they can be accounted for by the 2-D system we have presented. However, we suspect that there are also instances where negative TE phases have been incorrectly assumed to be caused by these factors, but in fact are the result of the simple 2-D TE mode system we have described. It is also curious that the analytical discovery of negative 2-D TE phases for land MT apparently did not occur until the work of Parker (2010) ; perhaps the extreme nature of the thin conductive layer and the correspondingly unusual negative phases left earlier investigators to doubt the reliability of their numerical algorithms. Here, we have documented that the negative phases can be robustly predicted by two completely independent finite element codes (Wannamaker et al. 1987; Key & Ovall 2011) and one analytical method (Parker 2010) .
Finally, we note that we also tried reproducing the negative phases for this model using the commercial MT software package WinGLink (software version 2.20.01). However, 2-D forward modelling from the software only produced small positive phases rather than the negative phases generated by the finite element codes. Although this package uses a finite difference method, there is no fundamental reason why a finite difference algorithm should not be able to produce negative TE phases. However, since the source code for this 'black box' package is unavailable, we are unable to further investigate the cause of the disagreement.
C O N C LU S I O N S
Negative phases in the TE mode of land-based magnetotelluric data have historically been attributed to coherent noise or complex 3-D geometries. However, we have shown that a shallow, laterally extensive, bounded, low resistivity zone that overlies a higher resistivity region with sufficient resistivity contrast (1000 or greater) can also produce negative TE mode phases. This is the first time that a simple, purely 2-D scenario has been used to explain negative phases in land MT data. Analysis of Poynting vectors shows that the negative phases are caused by a collision between 'normal' TE field energy that is diffusing downwards with energy that has been inductively coupled between the high and low resistivity layers and is travelling back upwards. This inductive cause of anomalous phases is a correlative of the ocean side of the coast effect observed in marine MT data (Fischer 1979; Constable et al. 2009; Key & Constable 2011 ). The only difference between the two systems is that the effects of the inductive coupling are less extreme when measured on the surface of the conductor in a land survey than on the base of the conductor in a marine survey due to the smoothing effect of the conductor itself. As is the case for marine data, the characteristic frequency range and distance from the boundary of the conductor at which negative TE phases are observed can be estimated from a simple combination of the resistivities of both the low and high resistivity regions and the thickness of the conductor. A grid of broad-band MT data collected in central Australia over an area that transitions from subcropping basement rocks to sedimentary cover at least several metres thick is an example of this physical system. Stations located on the conductive sedimentary cover uniformly exhibit negative phases in the TE mode while stations located on subcropping resistive basement rocks do not have negative phases. The spatial pattern of the observed MT responses demonstrates they are related to the geoelectric structure of the subsurface rather than to coherent noise. 2-D inversions of synthetic and station data reproduce the negative phases by modelling a thin, very low resistivity layer beneath the stations located on the cover, and show that a code that can account for negative TE phases such as Occam2DMT (deGroot-Hedlin & Constable 1990) can accurately recover subsurface structure from such data. In many situations where negative TE mode phases are encountered, equivalent spatial coverage may not exist (e.g. Thiel & Heinson 2010 ) and it may not be possible to evaluate the possible influence of coherent noise. However, these results provide an alternative, inductive explanation for negative TE mode phases that should be considered when analysing anomalous data.
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