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Abstract
In this paper, we study the prescribed Q-curvature problem on closed four-dimensional Riemannian
manifolds when the total integral of the Q-curvature is a positive integer multiple of the one of the four-
dimensional round sphere. This problem has a variational structure with a lack of compactness. Using
some topological tools of the theory of critical points at infinity combined with a refined blow-up analysis
and some dynamical arguments, we identify the accumulations points of all noncompact flow lines of a
pseudogradient flow, the so called critical points at infinity of the associated variational problem, and
associate to them a natural Morse index. We then prove strong Morse type inequalities, extending the full
Morse theory to this noncompact variational problem. Finally, we derive from our results Poincare´-Hopf
index type criteria for existence, extending known results in the literature and deriving new ones.
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1 Introduction and statement of the results
One of the most important problem in conformal geometry is the problem of finding conformal metrics
with a prescribed curvature quantity. An example of curvature quantity which has received a lot of atten-
tion in the last decades is the Branson’s Q-curvature. It is a Riemannian scalar invariant introduced by
Branson[11] for closed four-dimensional Riemannian manifolds. Indeed, given (M, g) a four-dimensional
Riemannian manifold, with Ricci tensor Ricg, scalar curvature Rg, and Lapalce-Beltrami operator ∆g,
the Q-curvature of (M, g) is defined by
(1) Qg = − 1
12
(∆gRg −R2g + 3|Ricg|2).
Under the conformal change of metric gu = e
2ug with u a smooth function on M , the Q-curvature
transforms in the following way
(2) Pgu+ 2Qg = 2Qgue
4u,
where Pg is the Paneitz operator introduced by Paneitz[38] in 1983 and is defined by the following formula
Pgϕ = ∆
2
gϕ+ divg
(
(
2
3
Rgg − 2Ricg)∇gϕ
)
,(3)
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where ϕ is any smooth function on M and ∇g denotes the covariant derivative with respect to g. When,
one changes conformally g as before, namely by gu = e
2ug with u a smooth function on M , Pg obeys the
following simple transformation law
(4) Pgu = e
−4uPg.
The equation (2) and the formula (4) are analogous to classical ones which hold on closed Riemannian
surfaces. Indeed, given a closed Riemannian surface (Σ, g) and gu = e
2ug a conformal change of g with
u a smooth function on M , it is well know that
∆gu = e
−2u∆g, −∆gu+Kg = Kgue2u,(5)
where for a background metric g˜ on Σ , ∆g˜ and Kg˜ are respectively the Laplace-Beltrami operator and
the Gauss curvature of (Σ, g˜). In addition to these, we have an analogy with the classical Gauss-Bonnet
formula ∫
Σ
KgdVg = 2πχ(Σ),
where χ(Σ) is the Euler characteristic of Σ. In fact, we have the Chern-Gauss-Bonnet formula∫
M
(Qg +
|Wg|2
8
)dVg = 4π
2χ(M),
where Wg denotes the Weyl tensor of (M, g) and χ(M) is the Euler characteristic of M . Hence, from
the pointwise conformal invariance of |Wg|2dVg, it follows that
∫
M
QgdVg is also conformally invariant
and will be denoted by κP , namely
(6) κP = κP [g] :=
∫
M
QgdVg .
Like for the Kazdan-Warner problem, given a smooth positive function K defined on a closed four-
dimensional Riemannian manifold (M, g), one can ask under which condition on K, there exists a metric
conformal to g and having K as Q-curvature. Thanks to (4), the problem is equivalent to finding a
smooth solution of the equation
Pgu+ 2Qg = 2Ke
4u in M.(7)
On the other hand, by the regularity result of Uhlenbeck-Viaclovsky[39], smooth solutions of equation
(7) can be found as critical points of the following geometric functional:
(8) J(u) :=< Pgu, u > +4
∫
M
QgudVg − κP log
(∫
M
Ke4udVg
)
, u ∈W 2,2(M),
where
< Pgu, v >=
∫
M
∆gu∆gvdVg +
2
3
∫
M
Rg∇gu · ∇gvdVg −
∫
M
2Ricg(∇gu,∇gv)dVg , u, v ∈W 2,2(M),
and W 2,2(M) is the space of functions on M which are of class L2, together with their first and second
derivatives.
The analytic features of equation (7) and of the associated Euler-Lagrange functional J depend strongly
on the conformal invariant κP . Indeed, depending on whether κP is a positive integer multiple of 8π
2 or
not, the noncompactness of equation (7) and the way of finding critical points of J changes drastically.
As far as existence results are concerned, we have that problem (7) has been solved in a celebrated work
of Chang-Yang[16] under the assumption that kerPg ≃ R, Pg is a non-negative operator and κP < 8π2.
The same result has also been reproved and extended to arbitrary even dimensions (regarding high-order
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analogues of the Paneitz operator and the Q-curvature, see [21] and [23]) by Brendle[13] using geometric
flow methods. Later Djadli and Malchiodi [18] used a delicate min-max scheme to extend the above result
of Chang-Yang[16] and Brendle[13]. More precisely they showed that problem (7) is solvable provided,
kerPg ≃ R and κP /∈ 8π2N∗. The latter result of Djadli-Malchiodi[18] has been extended to arbitrary
dimensions by the first author, see [37], regarding high-order analogues of the Paneitz operator and
Q-curvature (see [21] and [23]) .
The assumptions kerPg ≃ R and κP /∈ 8π2N∗ will be referred to as nonresonant case. This terminology
is motivated by the fact that in that situation the set of solutions to some perturbations of equation (7)
(including it) is compact, see [20], [32], [36], and [37]. Naturally, we call resonant case when kerPg ≃ R
and κP ∈ 8π2N∗. With these terminologies, we have that the works of Chang-Yang[16] and Djadli-
Malchiodi[18] answer affirmatively the question raised above in the nonresonant case. However, for the
resonant case, the only existence results known to the best of our knowledge deal with the case κP = 8π
2
and are of two types. The first type of existence results is based on violation of strong Morse inequalities
at ”infinity” and is due to Wei-Xu[40] and Malchiodi-Struwe [35] and is for (S4, gS4) as background
Riemannian manifold. While the second type of existence results is based on a positive mass type
assumption and is due to Li-Li-Liu[29].
In this work, we are interested in the resonant case, namely when kerPg ≃ R and κP = 8π2m with
m ∈ N∗. To present the main results of the paper, we need to set some notation and make some
definitions. We define FK :Mm \ Fm(M) −→ R as follows
(9) FK(a1, · · · , am) := 2
m∑
i=1
H(ai, ai) +∑
j 6=i
G(ai, aj) +
1
2
log(K(ai))
 ,
where F (Mm) denotes the fat Diagonal of Mm, namely F (Mm) := {A := (a1, · · · , am) ∈ Mm :
there exists i 6= j with ai = aj}, G is the Green’s function of Pg(·) + 2mQg satisfying the normalization∫
M
Qg(x)G(·, x)dVg(x) = 0, and H is its regular part, see section 2 for more information. Furthermore,
we define
(10) Crit(FK) := {A ∈Mm \ Fm(M), A critical point of FK}.
Moreover, for A = (a1, · · · , am) ∈Mm \ Fm(M), we set
(11) FAi (x) := e4(H(ai,x)+
∑
j 6=i G(aj ,x))+
1
4 log(K(x)),
and define
(12) LK(A) := −
m∑
i=1
Lg(
√
FAi )(ai),
where Lg := −∆g + 16Rg is the conformal Laplacian associated to g. We set also
(13) F∞ := {A ∈ Crit(FK) LK(A) < 0},
(14) i∞(A) := 5m− 1−Morse(A,FK),
and define
(15) mmi := card{A ∈ Crit(FK) : i∞(A) = i}, i = 0, · · · , 5m− 1,
where Morse(FK , A) denotes the Morse index of FK at A. We would like to point out that for m ≥ 2,
mmi = 0 for 0 ≤ i ≤ m − 2. For m ≥ 2, we use the notation Bm−1(M) to denote the set of formal
barycenters of order m− 1 of M , namely
(16) Bm−1(M) := {
m−1∑
i=1
αiδai , ai ∈M,αi ≥ 0, i = 1, · · · ,m− 1,
m−1∑
i=1
αi = 1},
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and for more informations, see [18] and [27]. Furthermore, we define
(17) cm−1p = dim Hp(Bm−1(M)), p = 1, · · · 5m− 6,
where Hp(Bm−1(M) denotes the p-th homology group of Bm−1(M) with Z2 coefficients. Finally, we say
(18) (ND) holds if FK is a Morse function and for every A ∈ Crit(FK) LK(A) 6= 0.
Now, we are ready to state our main results starting with the critical case, namely when m = 1.
Theorem 1.1 Let (M, g) be a closed four-dimensional Riemannian manifold such that KerPg ≃ R and
κP = 8π
2. Assuming that K is a smooth positive function on M such that (ND) holds and the following
system
(19)

m10 = 1 + k0,
m1i = ki + ki−1, i = 1, · · · , 4,
0 = k4
ki ≥ 0, i = 0, · · · , 4
has no solutions, then K is the Q-curvature of a metric conformal to g.
As a corollary of the above theorem, we derive the following Poincare´-Hopf index type criterion for
existence.
Corollary 1.2 Let (M, g) be a closed four-dimensional Riemannian manifold such that KerPg ≃ R and
κP = 8π
2. Assuming that K is a smooth positive function on M such that (ND) holds and
(20)
∑
A∈F∞
(−1)i∞(A) 6= 1,
then K is the Q-curvature of a metric conformal to g.
We notice that Corollary 1.2 extends a previous Poincare´-Hopf index criterium for existence proved for
the four-dimensional round sphere, to the case of arbitrary closed four-dimensional Riemannian manifold
with Paneitz operator of trivial kernel and total integral of Q-curvature equal to 8π2, see [40]. We
remark also that Theorem 1.1 extends a previous result of Malchiodi-Struwe[35], to the case of arbitrary
closed four-dimensional Riemannian manifold with Paneitz operator of trivial kernel and total integral of
Q-curvature equal to 8π2.
As a by product of our analysis, we extend the above Poincare´ Hopf criterium to include the case where
the total sum equals 1 but a partial one is not, provided that there is a jump in the Morse indices of the
function FK . Namely we have the following criterium:
Theorem 1.3 Let (M, g) be a closed four-dimensional Riemannian manifold such that KerPg ≃ R,
κP = 8π
2 and K be a smooth positive function on M satisfying the non degeneracy condition (ND).
Assuming that there exists a positive integer 1 ≤ l ≤ 4 such that∑
A∈F∞, i∞(A)≤l−1
(−1)i∞(A) 6= 1
and
∀A ∈ F∞, i∞(A) 6= l,
then K is the Q-curvature of a metric conformal to g.
Next, we state our result in the supercritical case, namely when m ≥ 2. It read as follows:
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Theorem 1.4 Let (M, g) be a closed four-dimensional Riemannian manifold such that KerPg ≃ R and
κP = 8π
2m, m ∈ N and m ≥ 2. Assuming that K is a smooth positive function on M such that (ND)
holds and the following system
(21)

0 = k0,
mm1 = k1,
mmi = c
m−1
i−1 + ki + ki−1, i = 2, · · · , 5m− 5,
mmi = ki + ki−1, i = 5m− 4, · · · , 5m− 1,
0 = k5m−1,
ki ≥ 0, i = 0, · · · , 5m− 1,
has no solutions, then K is the Q-curvature of a metric conformal to g.
As a corollary of Theorem 1.4, we derive the following Poincare´-Hopf index type criterion for existence.
Corollary 1.5 Let (M, g) be a closed four-dimensional Riemannian manifold such that KerPg ≃ R and
κP = 8π
2m with m ∈ N and m ≥ 2. Assuming that K is a smooth positive function on M such that
(ND) holds and
(22)
∑
A∈F∞
(−1)i∞(A) 6= 1
(m− 1)!Π
m−1
i=1 (i− χ(M)),
then K is the Q-curvature of a metric conformal to g.
Just as in the one mass case, we generalize the above criterium to the case where there is a jump in the
indices of the function FK . Namely we prove the following:
Theorem 1.6 Let (M, g) be a closed four-dimensional Riemannian manifold such that KerPg ≃ R,
κP = 8π
2m with m ∈ N and m ≥ 2, and K be a smooth positive function on M satisfying the non
degeneracy condition (ND). Assuming that there exists a positive integer 1 ≤ l ≤ 5m− 1 and Al ∈ F∞
with i∞(Al) ≤ l− 1 such that ∑
A∈F∞, i∞(A)≤l−1
(−1)i∞(A) 6= 1
(m− 1)!Π
m−1
j=1 (j − χ(M))
and
∀A ∈ F∞, i∞(A) 6= l,
then K is the Q-curvature of a metric conformal to g.
Remark 1.7 We would like to point out that, Theorem 1.1 implies directly Corollary 1.2 (see section 9),
since (19) not having a solution is equivalent to strong Morse inequalities at ”infinity” do not hold while
(20) is just a violation of Poincare´-Hopf index formula at ”infinity”. Similarly also and for the same
reason, we have Theorem 1.4 implies directly Corollary 1.5.
Remark 1.8 We would like to point out that in Theorem 1.1- Theorem 1.6, the presence of negative
eigenvalues of the Paneitz operator Pg plays no role. In fact, this is not surprising, since Theorem 1.1-
Theorem 1.6 are based on the topological contribution of the critical points at infinity of J which are due
to the involved bubbling phenomena, and not the loss of coercivity of J , since even Palais-Smale sequences
have bounded negative component, where the negative component of a W 2,2-function is defined by (31).
Remark 1.9 We remark that the estimates established in this work and the dynamical argument of
section 8 is used in a forthcoming paper to sharpen Proposition 3.3 and to prove existence results in the
spirit of the one of Li-Li-Liu[29]. Furthermore, it will be used to establish a compactness theorem for
equation (7) in the full resonant case when (ND) holds and to give an interpretation of (20) (resp. (22))
as the non vanishing of the Leray-Schauder degree of (7) when (ND) holds and m = 1 (resp. m ≥ 2).
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The strategy of the proof of our results goes along the ideas and techniques introduced by Bahri[2] (see
also [7], [5] and [9]). A first difficulty in implementing such techniques, is the analysis of the sequences
violating the Palais-Smale condition, which seems to be out of reach at the moment. To circumvent such
a difficulty, we make use of a deformation Lemma due to Lucia[30]. It has the advantage of replacing
the analysis of arbitrary Palais-Smale sequences to the one of some appropriate viscosity solutions, which
are Palais-Smale ones, but with a prescribed rate of decay to zero for the gradient of J along them. A
second difficulty arises in the finite-dimensional reduction. Indeed, it turns out to be a difficult task to
get the needed positive definiteness of second variation of the Euler-Lagrange functional J when working
with the usual neighborhood of potential critical points at infinity. A fact which jeopardizes the finite-
dimensional Lyapunov-Schmidt reduction. To remedy to such a problem, we use a delicate blow-up
analysis of the lack of compactness along the flow lines of Lucia’s pseudogradient, to reduce the size of
the usual neighborhood of potential critical points at infinity, and perform a Morse type reduction of J
in such a neighborhood. Next, using some refined estimates of the Euler-Lagrange functional J and its
gradient at infinity combined with the construction of a delicate pseudogradient at infinity, we identify
all the critical points at infinity of our variational problem, and associate to them a kind of Morse index,
which corresponds to the dimension of their unstable manifolds. We then extend the full Morse theory to
this noncompact variational problem and derive the associated strong Morse inequalities. The existence
criteria in Theorem 1.1, Corollary 1.2, Theorem 1.4 and Corollary 1.5 are just violation of the strong
Morse inequalities quoted previously. While the existence criteria in Theorem 1.3 and Theorem 1.6 are
violation of a suitable Poincare´-Hopf index formula.
The structure of the paper is as follows. In section 2, we collect some notation and preliminary results,
like the Green’s function G of Pg(·) + 2mQg satisfying the normalization
∫
M
G(·, y)Qg(y)dVg(y) = 0 and
define a family of approximate solutions. In section 3, we introduce the notion of neighborhoods of
potential critical points at infinity and derive a refinement of Lucia’s deformation Lemma. In section 4,
we perform a first expansion of J at infinity. In section 5, we present a useful expansion of the gradient of
J at infinity. Section 6 is concerned with reducing variationally the problem to a finite dimensional one.
In section 7, we study the topology of some appropriate sublevels of J . In section 8, we present a Morse
Lemma at infinity for J by constructing a suitable pseudogradient for the finite dimension reduction
functional. Section 9 is concerned with the proofs of Theorem 1.1-Theorem 1.6. Finally, in section 10,
we collect some technical Lemmas.
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2 Notation and preliminaries
In this brief section, we fix our notation, and give some preliminaries. First of all, we recall that (M, g) and
K are respectively the given underlying closed four-dimensional Riemannian manifold and the prescribed
function with the following properties
(23)
kerPg ≃ R and κP = 8mπ2 for some integer m ≥ 1, and K is a smooth positive function onM.
We are going to discuss the asymptotics near the singularity of the Green’s function G of the operator
Pg(·)+ 2mQg satisfying the normalization
∫
M
G(·, y)Qg(y)dVg(y) = 0 and make some related definitions.
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In the following, for a Riemmanian metric g¯ onM , we will use the notation Bg¯p(r) to denote the geodesic
ball with respect to g¯ of radius r and center p. We also denote by dg¯(x, y) the geodesic distance with
respect to g¯ between two points x and y of M , expg¯x the exponential map with respect to g¯ at x.
injg¯(M) stands for the injectivity radius of (M, g¯), dVg¯ denotes the Riemannian measure associated to
the metric g¯. Furthermore, we recall that ∇g¯, ∆g¯, Rg¯ and Ricg¯ will denote respectively the covariant
derivative, the Laplace-Beltrami operator, the scalar curvature and Ricci curvature with respect to g¯.
For simplicity, we will use the notation Bp(r) to denote B
g
p(r), namely Bp(r) = B
g
p(r). M
2 stands for
the cartesian product M ×M , while Diag(M) is the diagonal of M2.
N denotes the set of non-negative integers, N∗ stands for the set of positive integers, R+ the set of positive
real numbers, R¯+ the set of non-negative real numbers, (R
4, gR4) the 4-dimensional Euclidean space, ∆4
the Euclidean Laplacian on R4 and (S4, gS4) the 4-dimensional round sphere. Moreover, for r > 0, B
4
0(r)
denotes the 4-dimensional Euclidean ball of center 0 and radius r. Mm denotes the cartesian product of
m copies of M .
For 1 ≤ p ≤ ∞ and k ∈ N, θ ∈]0, 1[, Lp(M), W k,p(M), Ck(M), and Ck,θ(M) stand respectively
for the standard Lebesgue space, Sobolev space, k-continuously differentiable space and k-continuously
differential space of Ho¨lder exponent β, all with respect g (if the definition needs a metric structure,
and for precise definitions and properties, see [1] or [22]). Given a function u ∈ L1(M), u¯Q denotes its
average on M with respect to the sign measure QgdVg, that is
(24) uQ =
1
8mπ2
∫
M
Qg(x)u(x)dVg(x).
Given a generic Riemannian metric g˜ onM and a function F (x, y) defined on a open subset ofM2 which
is symmetric and with F (·, ·) ∈ C2 with respect to g˜, we define ∂F (a,a)
∂a
:= ∂F (x,a)
∂x
|x=a = ∂F (a,y)∂y |y=a =,
and ∆g˜F (a1, a2) := ∆g˜,xF (x, a2)|x=a1 = ∆g˜,yF (a2, y)|y=a1 .
For ǫ > 0 and small, λ ∈ R+, λ ≥ 1ǫ , and a ∈ M , Oλ,ǫ(1) stands for quantities bounded uniformly in
λ, and ǫ, and Oa,ǫ(1) stands for quantities bounded uniformly in a and ǫ. For l ∈ N∗, Ol(1) stands for
quantities bounded uniformly in l and ol(1) stands for quantities which tends to 0 as l → +∞. For ǫ
positive and small, a ∈M and λ ∈ R+ large, λ ≥ 1ǫ , Oa,λ,ǫ(1) stands for quantities bounded uniformly
in a, λ, and ǫ. For ǫ positive and small, p ∈ N∗, λ¯ := (λ1, · · · , λp) ∈ (R+)p, λi ≥ 1ǫ for i = 1, · · · , p, and
A := (a1, · · · , ap) ∈ Mp (where (R+)p and Mp denotes respectively the cartesian product of p copies of
R+ and M), OA,λ¯,ǫ(1) stands for quantities bounded uniformly in A, λ¯, and ǫ. Similarly for ǫ positive
and small, p ∈ N∗, λ¯ := (λ1, · · · , λp) ∈ (R+)p, λi ≥ 1ǫ for i = 1, · · · , p, α¯ := (α1, · · · , αp) ∈ Rp, αi close
to 1 for i = 1, · · · , p, and A := (a1, · · · , ap) ∈Mp (where Rp denotes the cartesian product of p copies of
R, Oα¯,A,λ¯,ǫ(1) will mean quantities bounded from above and below independent of α¯, A, λ¯, and ǫ. For
x ∈ R, we will use the notation O(x) to mean |x|O(1) where O(1) will be specified in all the contexts
where it is used. Large positive constants are usually denoted by C and the value of C is allowed to
vary from formula to formula and also within the same line. Similarly small positive constants are also
denoted by c and their value may varies from formula to formula and also within the same line.
Now, for X a topological space, (X,A) a pair of spaces and q ∈ N, we denote respectively by Hq(X),
Hq(X,A), the q-th homology group of X , and the q-th homology group of (X,A), all with respect to Z2.
Furthermore, we use the the notation bq(X) and bq(X,A) to denote respectively the q-th betti number
of X and (X,A). We will use χ(X) and χ(X,A) to denote respectively the Euler characteristic of X and
(X,A).
We call m¯ the number of negative eigenvalues (counted with multiplicity) of Pg. We point out that m¯
can be zero, but it is always finite. If m¯ ≥ 1, then we will denote by V ⊂W 2,2(M) the direct sum of the
eigenspaces corresponding to the negative eigenvalues of Pg. The dimension of V is of course m¯. On the
other hand, we have the existence of an L2-orthonormal basis of eigenfunctions v1, · · · , vm¯ of V satisfying
(25) Pgvi = µrvr ∀ r = 1 · · · m¯,
(26) µ1 ≤ µ2 ≤ · · · ≤ µm¯ < 0 < µm¯+1 ≤ · · · ,
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where µr’s are the eigenvalues of Pg counted with multiplicity. We define also the pseudo-differential
operator P+g as follows
(27) P+g u = Pgu− 2
m¯∑
r=1
µr(
∫
M
uvrdVg)vr.
Basically P+g is obtained from Pg by reversing the sign of the negative eigenvalues and we extend the
latter definition to m¯ = 0 for uniformity in the analysis and recall that in that case P+g = Pg. Now, using
P+g , we set for t > 0
(28) Jt(u) :=< P
+
g u, u > +2t
m¯∑
r=1
µr(u
r)2 + 4t
∫
M
QgudVg − 8π2tm log
∫
M
Ke4udVg, u ∈W 2,2(M),
with
(29) ur :=
∫
M
uvrdVg, r = 1, · · · ,m, u ∈ W 2,2(M).
Now, using (27) and (28), we obtain
(30) Jt(u) :=< Pgu, u > +2(t−1)
m¯∑
r=1
µr(u
r)2+4t
∫
M
QgudVg−8π2tm log
∫
M
Ke4udVg , u ∈W 2,2(M),
and hence J = J1. Furthermore, using (29), we define
(31) u− =
m¯∑
r=1
urvr.
We will use the notation < ·, · > to denote the L2 scalar product and < ·, · >W 2,2 for the W 2,2 scalar
product. On the other hand, it is easy to see that
(32) < u, v >P :=< P
+
g u, v >, u, v ∈ {w ∈W 2,2(M) : uQ = 0}
defines a inner product on {u ∈ W 2,2(M) : uQ = 0} which induces a norm equivalent to the standard
W 2,2(M) (on {u ∈ W 2,2(M) : uQ = 0}) and denoted by
(33) ||u|| := √< u, u >P u ∈ {w ∈ W 2,2(M) : uQ = 0}.
As above, in the general case, namely m¯ ≥ 0, for ǫ small and positive, β¯ := (β1, · · · , βm¯) ∈ Rm¯ with βi
close to 0, i = 1, · · · , m¯) (where Rm¯ is the empty set when m¯ = 0), λ¯ := (λ1, · · · , λp) ∈ (R+)p, λi ≥ 1ǫ for
i = 1, · · · , p, α¯ := (α1, · · · , αp) ∈ Rp, αi close to 1 for i = 1, · · · , p, and A := (a1, · · · , ap) ∈Mp, p ∈ N∗,
w ∈ W 2,2 with ||w|| small, Oα¯,A,λ¯,β¯,ǫ(1) will stand quantities bounded independent of α¯, A, λ¯, β¯, and ǫ,
and Oα¯,A,λ¯,β¯,w,ǫ(1) will stand quantities bounded independent of α¯, A, λ¯, β¯, w and ǫ.
Given a point b ∈ R4 and λ a positive real number, we define δb,λ to be the standard bubble, namely
(34) δb,λ(y) := log
(
2λ
1 + λ2|y − b|2
)
, y ∈ R4.
The functions δb,λ verify the following equation
(35) ∆24δb,λ = 6e
4δb,λ in R4.
Geometrically, equation (35) means that the metric g = e2δb,λdx2 (after pull-back by stereographic
projection) has constant Q-curvature equal to 3, where dx2 is the standard metric on R4.
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Using the existence of conformal normal coordinates (see [15] or [24]), we have that, for a ∈ M there
exists a function ua ∈ C∞(M) such that
(36) ga = e
2uag verifies detga(x) = 1 for x ∈ Bgaa (̺a).
with 0 < ̺a <
injga (M)
10 . Moreover, we can take the families of functions ua, ga and ̺a such that
(37) the maps a −→ ua, ga are C1 and ̺a ≥ ̺0 > 0,
for some small positive ̺0 satisfying ̺0 <
injg(M)
10 , and
||ua||C4(M) = Oa(1), 1
C
2 g ≤ ga ≤ C
2
g,
ua(x) = Oa(d
2
ga
(a, x)) = Oa(d
2
g(a, x)) for x ∈ Bgaa (̺0) ⊃ Ba(
̺0
2C
), and
ua(a) = 0, Rga(a) = 0, ∇gaRga(a) = 0,
(38)
for some large positive constant C independent of a. For the meaning of Oa(1) in (38), see section 2.
Furthermore, using the scalar curvature equation satisfied by e−ua , namely −∆ga(e−ua) + 16Rgae−ua =
1
6Rg(a)e
−3ua in M , and (36)-(38), it is easy to see that the following holds
(39) ∆ga(e
−ua)(a) = −1
6
Rg(a).
For a ∈M , and r > 0, we set
(40) expaa := exp
ga
a and B
a
a(r) := B
ga
a (r).
On the other hand, using the properties of ga (see (36)-(38))), it is easy to check that for every u ∈
C2(Baa(η)) with 0 < η < ̺0 there holds
(41) ∇gau(a) = ∇gu(a) = ∇4uˆ(0), and ∆gau(a) = ∆4uˆ(0),
where
(42) uˆ(y) = u(expaa(y)), y ∈ B40(η).
Now, for 0 < ̺ < min{ injg(M)4 , ̺04 } where ̺0 is as in (37), we define a cut-off function χ̺ : R¯+ → R¯+
satisfying the following properties:
(43)

χ̺(t) = t for t ∈ [0, ̺],
χ̺(t) = 2̺ for t ≥ 2̺,
χ̺(t) ∈ [̺, 2̺] for t ∈ [̺, 2̺].
Using the cut-off function χ̺, we define for a ∈M and λ ∈ R+ the function δˆa,λ as follows
(44) δˆa,λ(x) := log
(
2λ
1 + λ2χ2̺(dga (x, a))
)
.
For every a ∈ M and λ ∈ R+, we define ϕa,λ to be the unique the solution of the following projection
problem
(45)
Pgϕa,λ +
2
m
Qg = 16π
2 e
4(δˆa,λ +ua)
∫
M
e
4(δˆa,λ +ua)dVg
in M,∫
M
Qg(x)ϕa,λ(x) dVg(x) = 0.
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So differentiating with respect to λ and a (respectively) the relation
∫
M
Qg(x)ϕa,λ(x)dVg(x) = 0, we get
(respectively)
(46)
∫
M
Qg(x)
∂ϕa,λ(x)
∂λ
dVg(x) = 0,
and
(47)
∫
M
Qg(x)
∂ϕa,λ(x)
∂a
dVg(x) = 0.
Now, we recall that G is the unique solution of the following PDE
(48)
{
PgG(a, ·) + 2mQg(·) = 16π2δa(·),∫
M
Qg(x)G(a, x)dVg(x) = 0.
Using (48), it is easy to see that the following integral representation formula holds
(49) u(x)− uQ = 1
16π2
∫
M
G(x, y)Pgu(y), u ∈ C4(M), x ∈M,
where uQ is defined as in section 2. It is a well know fact that G has a logarithmic singularity. In fact G
decomposes as follows
(50) G(a, x) = log
(
1
χ2̺(dga (a, x))
)
+H(a, x).
where H is the regular par of G, see for example [41]. Furthermore, it is also a well-know fact that (see
still [41])
(51) G ∈ C∞(M2 \Diag(M)), H ∈W 4,p(M2) ∀1 ≤ p <∞, hence H ∈ C3,β(M2) ∀β ∈ (0, 1).
Now, using (9) and (11) combined with the symmetry of H , it is easy to see that
(52)
∂F(a1, · · · , am)
∂ai
=
∇gFAi (ai)
FAi (ai)
, i = 1, · · · ,m.
Next, we set
(53) lK(A) :=
m∑
i=1
(
∆gaiFAi (ai)√
FAi (ai)
− 2
3
Rg(ai)
√
FAi (ai)
)
,
and use the properties of the metrics gai , the transformation rule of the conformal Laplacian under
conformal change of metrics and direct calculations, to get
(54) lK(A) = 2LK(A), ∀A ∈ Crit(FK).
Finally, for m ≥ 2 and m¯ ≥ 1, we define
(55) Am−1,m¯ := ˜Bm−1(M)×Bm¯1 ,
where the equivalence relation ˜ means that Bm−1(M) × ∂Bm¯1 is identified with ∂Bm¯1 , and for more
informations, see [18]. On the other hand, covering the set Am−1,m¯ with the two sets A = Bm−1(M)×Bm¯3
4
and B = Bm−1(M)×(Bm¯1 \Bm¯1
4
), and using the exactness of the Mayer-Vietoris sequence and the Ku¨nneth
theorem, one can easily see that the following holds (see for example [18], [19], and [34])
(56) Hq(Am−1,m¯) ≃ 0, for 1 ≤ q ≤ m¯ and Hq(Am−1,m¯) ≃ Hq−m¯(Bm−1(M)) for q ≥ m¯+ 1.
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3 Neighborhood of potential critical points at infinity
In this section, we introduce the neighborhood of potential critical points at infinity and derive a defor-
mation Lemma which takes into account the possible noncompactness phenomena. We start with the
following deformation Lemma which is due to Lucia[30] and inspired from the works of Bahri [3], [4] on
contact forms. We anticipate that its proof is exactly the same as in [30] and for this reason we will not
present it here.
Lemma 3.1 (Lucia deformation Lemma)
Assuming that a, b ∈ R such that a < b and there is no critical values of J in [a, b], then there are two
possibilities
1) Either
Ja is a deformation retract of Jb.
2) Or there exists a sequence tl → 1 as l → +∞ and a sequence of critical point ul of Jtl verifying
a ≤ J(ul) ≤ b for all l ∈ N∗.
Definition 3.2 Following A. Bahri we call ”critical point at infinity” an accumulation point of a sequence
of the type given by the second alternative of the above Lemma and which imped the deformation of the
sublevel Jb onto the sublevel Ja, for some real numbers a, b ∈ R with a < b.
Clearly, Lemma 3.1 implies that to understand the variational analysis of J , one has to understand the
asymptotic behaviour of blowing-up sequence of the type given by alternative 2) of Lemma 3.1. In order
to do that, we first fix Λ to a large positive constant and γ ∈ (0, 12 ). Next, for ǫ and η small positive real
numbers, we denote by V (m, ǫ, η) the (m, ǫ, η)-neighborhood of potential critical points at infinity, namely
V (m, ǫ, η) := {u ∈W 2,2(M) : a1, · · · , am ∈M, λ1, · · · , λm > 0, ||u− uQ −
m∑
i=1
ϕai,λi ||+
||∇W 2,2J(u)|| = O
(
m∑
i=1
1
λ1−γi
)
λi ≥ 1
ǫ
,
2
Λ
≤ λi
λj
≤ Λ
2
, and dg(ai, aj) ≥ 4Cη for i 6= j},
(57)
where C is as in (38), ∇W 2,2J is the gradient of J with respect to the W 2,2-topology, O(1) := OA,λ¯,u,ǫ(1)
meaning bounded uniformly in λ¯ := (λ1, · · · , λn), A := (a1, · · · ,m), u, ǫ.
Now, having introduced the sets V (m, ǫ, η), we are ready to characterize blowing-up sequence of the type
given by alternative 2) of Lemma 3.1. Indeed, we have:
Proposition 3.3 Let ǫ and η be small positive real numbers with 0 < 2η < ̺ where ̺ is as in (43).
Assuming that ul is a sequence of blowing up critical point of Jtl with (ul)Q = 0, l ∈ N and tl → 1 as
l→ +∞ , then there exists lǫ,η a large positive integer such that for every l ≥ lǫ,η, we have ul ∈ V (m, ǫ, η).
Proof. Since ul ∈ Crit(Jtl), then using (30), and setting
(58) vl = ul − 1
4
log
(∫
M
Ke4udVg
)
+
1
4
log
(
8π2m
)
,
we derive that vl solves the following fourth order elliptic equation
(59) Pgvl + 2(tl − 1)
m¯∑
r=1
µrv
r
l vr + 2tlQg = 2tlKe
4vl .
Now, testing equation (59) with v−l (for its definition see (29)), integrating (59) and using the fact that
Pg annihilates constant and its eigenfunctions has zero mean value with respect to dVg , we get
(60)
∫
M
Ke4vldVg =
∫
M
QgdVg = 8π
2m,
11
and that v−l verifies the following estimate
(61) ||v−l || = Ol(1).
Thus, setting Ql :=
∑m¯
r=1 µrv
r
l vr, and recalling that the vr’s verify
∫
M
vrdVg = 0, we infer that
(62)
∫
M
QldVg = 0, l ∈ N,
and up to a subsequence
(63) Ql −→ Q0 in C2(M), l −→ +∞..
Now, combining (59) and (62), we obtain
(64) Pgvl + 2(tl − 1)Ql + 2tlQg = 2tlKe4vl .
On the other hand, using the definition of vl (see (58)) and the fact that (ul)Q = 0, we obtain
(65) vl − (vl)Q = ul.
Now, using (60), (65), and the assumption ul blows-up, we deduce that vl blows-up. Thus, since∫
M
Ke4vldVg = 8mπ
2, m ∈ N∗, then from the work of Druet-Robert[20] and Malchiodi[32] (see [36],
[37]), we have that (up to a subsequence) there exists m sequence of real numbers λi,l, i = 1, · · · ,m,
l ∈ N and m sequence of converging points xi,l i = 1, · · · ,m, l ∈ N such that
dg(xi,l, xj,l) ≥ 4Cη, i 6= j = 1, · · · ,m, l ∈ N
2
Λ
≤ λi,l
λj,l
≤ Λ
2
, i, j = 1, · · · ,m, l ∈ N
λi,l ≥ 1
ǫ
, i = 1, · · · ,m, l ∈ N.
(66)
Now, to continue, we set
(67) wl = vl − (vl)Q −
m∑
i=1
ϕxi,l,λi,l , l ∈ N.
Thus, combining (45) and (67), we infer that
(68) (wl)Q = 0, l ∈ N.
Next, using (45) and (64), we derive that wl solve the following fourth order elliptic equation
Pgwl + 2(tl − 1)Ql + 2(tl − 1)Qg =6e4(vl+ 14 log(
tlK
3 )) −
m∑
i=1
e4(δˆxi,l,λi,l+uxi,l )
+
m∑
i=1
(
6− 16π
2∫
M
e4(δˆxi,l,λi,l+uxi,l )dVg
)
e4(δˆxi,l,λi,l+uxi,l ), l ∈ N.
(69)
On the other hand, since γ ∈ (0, 1), then there exists p1 > 1 and close to 1 and r1 > 0 and close to 0
such that the following holds
(70) 1− γ + 16p1 − 16 + r1 ∈ (0, 1) and γ − 16p1 + 16 ∈ (0, 1).
Thus, we have
(71) ν := 1− γ + 16p1 − 16 + r1 ∈ (0, 1).
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Now, using the Weinstein-Zhang estimate with (71), and the properties of uxi,l , we infer that
(72) vl(·) + 1
4
log
tlK(xi,l)
3
= δˆxi,l,λi,l(·) + uxi,l +O ((dg(·, xi,l))ν) Bxi,l(η).
Next, we are going to estimate (vl)Q. In order to do that, we first use a classical argument (see for
example [32], page 16, proof of formula (88)), and obtain
(73) e4(vl)Q ≤ C
m∑
i=1
1
λ4−ǫ˜i,l
,
where ǫ˜ is small and positive, and C is a large positive constant , both independent of l. On the other
hand, using a classical argument based on the Green’s representation formula (49) and suitable application
of Jensens’s inequality and Fubini theorem (see for example [32], proof of Proposition 3.1), we derive that
for every q ≥ 1, the following estimate holds
(74) ||e4vl ||Lq(M\∪m1=1Bxi,l (η)) ≤ Ce
4(vl)Q ,
where C is a large positive constant independent of l. Thus, combining (73) and (74), we obtain that for
every q ≥ 1, the following estimate holds
(75) ||e4vl ||Lq(M\∪m1=1Bxi,l (η)) ≤ C
m∑
i=1
1
λ4−ǫ˜i,l
,
where C is a large positive constant independent of l. To continue, we set
(76) El = e
4(vl+
1
4 log(
tlK
3 )) −
m∑
i=1
e4(δˆxi,l,λi,l+uxi,l )
and
(77) Fl =
m∑
i=1
(
6− 16π
2∫
M
e4(δˆxi,l,λi,l+uxi,l )dVg
)
e4(δˆxi,l,λi,l+uxi,l ).
So , combining (69), (76) and (77), we get
(78) Pgwl + 2(tl − 1)Ql + 2(tl − 1)Qg = 6El + Fl.
Now, let us estimate Fl and after El. For this, we first use the explicit expression of δˆxi,l,λi,l and the
properties of uxi,l , and have that for every p ≥ 1, there holds
(79) ||Fl||Lp(M) ≤ C
m∑
i=1
1
λ
4
p
i,l
,
where C is a large positive constant independent of l. Now, we are going to estimate El. In order to do
that, we first set
(80) E1,il :=
(
e4(vl+
1
4 log(
tlK(xi,l
3 )) − e4(δˆxi,l,λi,l+uxi,l )
)
χBxi,l (η), i = 1, · · · ,m,
(81) E2,il :=
(
e4(vl+
1
4 log(
tlK
3 )) − e4(vl+ 14 log(
tlK(xi,l
3 ))
)
χBxi,l (η), i = 1, · · · ,m.
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Furthermore, we define
(82) E3l := e
4(vl+
1
4 log(
tlK
3 ))χ(M\∪mi=1Bxi,l (η)) −
m∑
i=1
e4(δˆxi,l,λi,l+uxi,l )χ(M\Bxi,l (η)).
Moreover, we set
(83) E1l =
m∑
1=1
E1,il and E
2
l =
m∑
i=1
E2,il .
On the other hand, using (76), (86)-(83), it is easy to see that
(84) El = E
1
l + E
2
l + E
3
l .
Now, using again the explicit expression of δˆxi,l,λi,l and the properties of uxi,l combined with (75), we
infer that for every q ≥ 1, there holds
(85) ||E3l ||Lq(M) ≤ C
m∑
i=1
1
λ3i,l
,
where C is a large positive constant independent of l. Next, using again the explicit expression of δˆxi,l,λi,l ,
the properties of uxi,l , normal coordinate at xi,l with respect to gxi,l and (72), we obtain that for every
i = 1, · · · ,m and for every p ∈ (1, 44−ν ), the following estimate holds
(86) ||E1,il ||pLp(M) =
∫
Bxi,l (η)
|E1,il dVg ≤ Cλ4p−4−pνi,l
∫
B0(λi,lη)
(
2
1 + |y|2
)4p
|y|pνdy ≤ Cλ4p−4−pνi,l ,
where C is a large positive constant independent of l. Hence, combining (83) and (86), we derive that
for every p ∈ (1, 44−ν ), there holds
(87) ||E1l ||Lp(M) ≤ C
m∑
i=1
1
λ
4−4p+pν
p
i,l
,
where C is a large positive constant independent of l. Now, let us estimate E2l . For this, we use the mean
value Theorem, the explicit expression of δˆxi,l,λi,l , the properties of uxi,l , normal coordinate at xi,l with
respect to gxi,l and (72), we obtain that for every i = 1, · · · ,m and for every p ∈ (1, 43 ), the following
estimate holds
(88) ||E2,il ||pLp(M) =
∫
Bxi,l (η)
|E2,il dVg ≤ Cλ3p−4i,l
∫
B0(λi,lη)
(
2
1 + |y|2
)4p
|y|pdy ≤ Cλ3p−1i,l ,
where C is a large positive constant independent of l. Thus, combining (83) and (88), we derive that for
every p ∈ (1, 43 ), there holds
(89) ||E2l ||Lp(M) ≤ C
m∑
i=1
1
λ
4−3p
p
i,l
,
where C is a large positive constant independent of l. On the other hand, setting
(90) p :=
4
4− r1 ,
and using the fact that ν = 1− (γ − 16p1 + 16) + r, r1 ∈ (0, 1) and γ − 16p1 + 16 ∈ (0, 1), we have that
(91) p ∈ (1, 4
3
) and p ∈ (1, 4
4− ν ).
14
Furthermore, using again the fact that ν = 1− (γ − 16p1 + 16) + r1 combined with (90), we obtain
(92)
4− 4p+ pν
p
= 1− γ + 16p1 − 16 and 4p− 3
p
= 1 +
3
4
r1.
Thus, combining (87), (89), (91) and (92), we get
(93) ||E1l ||Lp(M) ≤ C
m∑
i=1
1
λ1−γ+16p1−16i,l
,
and
(94) ||E2l ||Lp(M) ≤ C
m∑
i=1
1
λ
1+
3r1
4
i,l
,
where C is a large positive constant independent of l. Hence, combining (84), (85), (93), and (94), we
obtain
(95) ||El||Lp(M) ≤ C
m∑
i=1
1
λ1−γ+16p1−16i,l
,
where C is a large positive constant independent of l. Next, we set
(96) F˜l = 6El + Fl,
and use (69) to have
(97) Pgwl + 2(tl − 1)Ql + 2(tl − 1)Qg = F˜l.
On the other hand, using (79) and (90), we obtain
(98) ||Fl||Lp(M) ≤ C
m∑
i=1
1
λ4−r1i,l
.
Thus, combining (98), (95), (96), and recalling that r1 ∈ (0, 1), we get
(99) ||F˜l||Lp(M) ≤ C
m∑
i=1
1
λ1−γ+16p1−16i,l
.
Now, integration (97) and using (62), the assumption
∫
M
QgdVg = 8π
2m, and (99), we derive that the
following estimate holds
(100) |tl − 1| ≤ C
m∑
i=1
1
λ1−γ+16p1−16i,l
,
where C is large positive constant independent of l. Now, recalling that (wl)Q = 0, l ∈ N (see (68)))
and using (97), (99), and (100), we have thanks to standard elliptic regularity theory that the following
estimate holds
(101) ||wl||W 4,p(M) ≤
m∑
i=1
1
λ1−γ+16p1−16i,l
,
where C is a large positive constant independent of l. Thus, recalling that p > 1 and using Sobolev
embedding theorem, we infer that
(102) ||wl||W 2,2(M) ≤ C
m∑
i=1
1
λ1−γ+16p1−16i,l
,
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where C is a large positive constant independent of l. On the other hand, since (wl)Q = 0, then using
(33) and recalling the discussions before it, we have that (102) implies that
(103) ||wl|| ≤ C
m∑
i=1
1
λ1−γ+16p1−16i,l
,
where C is a large positive constant independent of l. Next, recalling that p1 > 1 and using (67) and
(103), we infer the following weaker estimate
(104) ||vl − (vl)Q −
m∑
i=1
ϕxi,l,λi,l || ≤ C
m∑
i=1
1
λ1−γi,l
,
where C is a large positive constant independent of l. Thus, recalling that (ul)Q = 0 and using (58), we
infer that (104) implies
(105) ||ul − (ul)Q −
m∑
i=1
ϕxi,l,λi,l || ≤ C
m∑
i=1
1
λ1−γi,l
,
where C is a large positive constant independent of l.
Now, we are going to estimate ||∇W 2,2J(u)||W 2,2(M) and for this we will need the stronger estimate (102)
on wl. First of all, since ul ∈ Crit(Jtl), using the definition of Jtl (see (28) with t replaced by tl), and
(67), we obtain
< ∇W 2,2J(
m∑
i=1
ϕxi,l,λi,l), ϕ >W 2,2(M)= −2 < Pgwl, ϕ > +4(1− tl)
∫
M
QgϕdVg
+ 2(1− tl)
m¯∑
i=1
µiu
iϕi + 4× 32mπ2(1 − tl)
∫
M
Ke4
∑m
i=1 ϕxi,l,λi,lϕdVg∫
M
Ke4
∑
m
i=1 ϕxi,l,λi,ldVg
+4× 32mtlπ2
(∫
M
Ke4
∑m
i=1 ϕxi,l,λi,lϕdVg∫
M
Ke4
∑
m
i=1 ϕxi,l,λi,l dVg
−
∫
M
Ke4(vl−(vl)Q)ϕdVg∫
M
Ke4(vl−(vl)Q)dVg
)
.
(106)
On the other hand, using Lemma 10.1, we infer that the following estimates hold
(107) ||Ke4
∑m
i=1 ϕxi,l,λi,l ||Lp1(M) ≤ C
m∑
i=1
λ8p1−4i,l ,
and
(108) ||Ke4
∑m
i=1 ϕxi,l,λi,l ||L1(M) ≥ C−1
m∑
i=1
λ4i,l,
where C is a large positive constant independent of l. Thus, combining (66), (102), (107) and (108), we
get
(109) ||wl||W 2,2(M)
||Ke4
∑m
i=1 ϕxi,l,λi,l ||Lp1(M)
||Ke4
∑
m
i=1 ϕxi,l,λi,l ||L1(M)
≤ C
m∑
i=1
1
λ1−γ+8p1−8i,l
,
where C is a large positive constant independent of l. Using again (67), Lagrange theorem, Ho¨lder
inequality, Sobolev embedding theorem, and Moser-Trudinger inequality, we get
(110)∫
M
Ke4(vl−(vl)Q)dVg =
∫
M
Ke4
∑m
i=1 ϕxi,l,λi,l dVg
(
1 +O
(
||Ke4
∑m
i=1 ϕxi,l,λi,l ||Lp1(M)||||wl||W 2,2(M)
||Ke4
∑
m
i=1 ϕxi,l,λi,l ||L1(M)
))
.
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Now, we are going to estimate
∫
M
Ke
4(vl−(vl)Q)ϕdVg
∫
M
Ke
4(vl−(vl)Q)dVg
−
∫
M
Ke
4
∑m
i=1 ϕxi,l,λi,lϕdVg
∫
M
Ke
4
∑m
i=1
ϕxi,l,λi,l dVg
. For this, we use (109), (110),
Ho¨lder inequality, Moser-Trudinger inequality, Sobolev embedding theorem, to get∫
M
Ke4(vl−(vl)Q)ϕdVg∫
M
Ke4(vl−(vl)Q)dVg
−
∫
M
Ke4
∑m
i=1 ϕxi,l,λi,lϕdVg∫
M
Ke4
∑
m
i=1 ϕxi,l,λi,l dVg
=
O
(
||Ke4
∑m
i=1 ϕxi,l,λi,l ||Lp1(M)||ϕ||W 2,2(M)||wl||W 2,2(M)
||Ke4
∑
m
i=1 ϕxi,l,λi,l ||L1(M)
)
+O
 ||Ke4∑mi=1 ϕxi,l,λi,l ||2Lp1(M)||ϕ||W 2,2(M)||wl||W 2,2(M)
||Ke4
∑
m
i=1 ϕxi,l,λi,l ||2
L1(M)
 .
(111)
Next, we are going to estimate
∫
M
Ke4
∑m
i=1 ϕxi,l,λi,lϕdVg . For this, we use again Ho¨lder inequality,
Sobolev embedding Theorem and Moser-Trudinger inequality to infer that the following estimate holds
(112)
∣∣∣∣∫
M
Ke4
∑m
i=1 ϕxi,l,λi,lϕdVg
∣∣∣∣ ≤ C||Ke4∑mi=1 ϕxi,l,λi,l ||Lp1(M)||ϕ||W 2,2(M),
where C is a large positive constant independent of l. Now, combining (61), (106), (111) and (112), we
obtain
∣∣∣∣∣< ∇W 2,2J(
m∑
i=1
ϕxi,l,λi,l), ϕ >W 2,2(M)
∣∣∣∣∣ ≤C (||wl||W 2,2(M)||ϕ||W 2,2(M) + |1− tl|||ϕ||L2(M))
+ C
(
|1− tl|
||Ke4
∑m
i=1 ϕxi,l,λi,l ||Lp1(M)||ϕ||W 2,2(M)
|| ∫
M
Ke4
∑
m
i=1 ϕxi,l,λi,l ||L1(M)
)
+ C
(
||Ke4
∑m
i=1 ϕxi,l,λi,l ||Lp1(M)||ϕ||W 2,2(M)||wl||W 2,2(M)
||Ke4
∑
m
i=1 ϕxi,l,λi,l ||L1(M)
)
+ C
 ||Ke4∑mi=1 ϕxi,l,λi,l ||2Lp1(M)||ϕ||W 2,2(M)||wl||W 2,2(M)
||Ke4
∑
m
i=1 ϕxi,l,λi,l ||2
L1(M)
 .
(113)
Next, combining (66), (100)(102), (107), (108), and (113), we arrive to
(114) ||∇W 2,2J(
m∑
i=1
ϕxi,l,λi,l)||W 2,2(M) ≤ C
m∑
i=1
1
λ1−γi,l
,
where C is a large positive constant independent of l. Now, we are going to estimate ||∇W 2,2J(vl)||W 2,2(M).
For this, we first use the fact that ∇W 2,2J(vl) = ∇W 2,2J(vl − (vl)Q) and write
< ∇W 2,2J(vl), ϕ >W 2,2(M ) = < ∇W
2,2
J(vl − (vl)Q)−∇W
2,2
J(
m∑
i=1
ϕxi,l,λi,l), ϕ >W 2,2(M)
+ < ∇W 2,2J(
m∑
i=1
ϕxi,l,λi,l), ϕ >W 2,2(M) .
(115)
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Now, we have (115) implies that
< ∇W 2,2J(vl), ϕ >W 2,2(M ) =2 < Pgwl, ϕ > +4× 32mπ2
∫
M
Ke4(vl−(vl)Q)ϕdVg∫
M
Ke4(vl−(vl)Q)dVg
−
∫
M
Ke4
∑m
i=1 ϕxi,l,λi,lϕdVg∫
M
Ke4
∑
m
i=1 ϕxi,l,λi,l dVg
+ < ∇W 2,2J(
m∑
i=1
ϕxi,l,λi,l), ϕ >W 2,2(M) .
(116)
On the other hand, it is easy to see that (116) implies∣∣∣< ∇W 2,2J(vl), ϕ >W 2,2(M )∣∣∣ ≤C||wl|W 2,2(M)|||ϕ||W 2,2(M)
+ C
∣∣∣∣∣
∫
M
Ke4(vl−(vl)Q)ϕdVg∫
M
Ke4(vl−(vl)Q)dVg
−
∫
M
Ke4
∑m
i=1 ϕxi,l,λi,lϕdVg∫
M
Ke4
∑
m
i=1 ϕxi,l,λi,l dVg
∣∣∣∣∣
+ C||∇W 2,2J(vl)||W 2,2(M)||ϕ||W 2,2(M).
(117)
Thus, combining (66), (102), (107), (108), (111), (114) and (117), we obtain
(118) ||∇W 2,2J(vl)||W 2,2(M) ≤ C
m∑
i=1
1
λ1−γi,l
,
where C is large positive constant independent of l. Thus, using (58) and the fact that J is invariant by
translations by constants, we infer that (118) implies
(119) ||∇W 2,2J(ul)||W 2,2(M) ≤ C
m∑
i=1
1
λ1−γi,l
.
Hence the Proposition follows from (66), (105), (102) and (119).
Now, using Lemma 3.1 and Proposition 3.3, we derive the following refined deformation Lemma.
Lemma 3.4 (Refined deformation Lemma)
Assuming that ǫ and η are small positive real numbers with 0 < 2η < ̺, then for a, b ∈ R such that a < b,
we have that if there is no critical values of J in [a, b], then there are two possibilities
1) Either
Ja is a deformation retract of Jb.
2) Or there exists a sequence tl → 1 as l → +∞ and a sequence of critical point ul of Jtl verifying
a ≤ J(ul) ≤ b for all l ∈ N∗ and lǫ,η a large positive integer such that ul ∈ V (m, ǫ, η) for all l ≥ lǫ,η.
Proof. It follows directly from Lemma 3.1, Proposition 3.3 and the fact that Jt is invariant by
translation by constants for every t > 0.
4 An useful expansion of the functional J at infinity
In this section, we perform an expansion of the Euler-Lagrange functional J in a subset of a neighborhood
of potential critical points at infinity. For this, we first fix R to be a very large positive number. Next,
following the ideas of Bahri-Coron [6], and using Lemma 10.1 and Lemma 10.2 (see also [2] and [17]), we
have that for η a small positive real number with 0 < 2η < ̺, there exists ǫ0 = ǫ0(η) > 0 such that
(120)
∀ 0 < ǫ ≤ ǫ0, ∀u ∈ V (m, ǫ, η), the minimization problem min
Bǫ,η
||u−uQ−
m∑
i=1
αiϕai,λi−
m¯∑
r=1
βr(vr−(vr)Q)||
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has a unique solution, up to permutations, where Bǫ,η is defined as follows
Bǫ,η := {(α¯, A, λ¯, β¯) ∈ Rm ×Mm × (0,+∞)m × Rm¯ : |αi − 1| ≤ ǫ, λi ≥ 1
ǫ
, i = 1, · · · ,m,
dg(ai, aj) ≥ 4Cη, i 6= j, |βr| ≤ R, r = 1, · · · , m¯}.
(121)
Moreover, using the solution of (120), we have that every u ∈ V (m, ǫ, η) can be written as
(122) u− uQ =
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vrQ) + w,
where w verifies the following orthogonality conditions
< Qg, w >=< ϕai,λi , w >P=<
∂ϕai,λi
∂λi
, w >P=<
∂ϕai,λi
∂ai
, w >P=< vr, w >= 0, i = 1, · · · ,m,
r = 1, · · · , m¯
(123)
and the estimate
(124) ||w|| = O
(
m∑
i=1
1
λ1−γi
)
,
where here O (1) := Oα¯,A,λ¯,β¯,w,ǫ (1), and for the meaning of , see section 2. Furthermore, the concentration
points ai, the masses αi, the concentrating parameters λi and the negativity parameter βr in (122) verify
also
dg(ai, aj) ≥ 4Cη, i 6= j = 1, · · · ,m, 1
Λ
≤ λi
λj
≤ Λ i, j = 1, · · · ,m, λi ≥ 1
ǫ
, and
m¯∑
r=1
|βr|+
m∑
i=1
|αi − 1|
√
logλi = O
(
m∑
i=1
1
λ1−γi
)(125)
with still O (1) as in (124).
Now as pointed out at the beginning of the section, we are going to give the following Lemma which gives
a first expansion of J in a useful subset of V (m, ǫ, η), precisely for elements in V (m, ǫ, η) having w = 0
in the representation (122). Indeed, we have:
Lemma 4.1 (Energy estimate in V (m, ǫ, η) ∩ {w = 0})
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), and 0 < ǫ ≤ ǫ0
where ǫ0 is as in (120), then for ai ∈ M concentration points, αi masses, λi concentration parameters
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(i = 1, · · · ,m), and βr negativity parameters (r = 1, · · · , m¯) satisfying (125), we have
J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)) = −
40
3
mπ2 − 8mπ2 log(mπ
2
6
)− 8π2FK(a1, . . . , am)
+
m∑
i=1
(αi − 1)2
(
32π2 logλi + 16π
2H(ai, ai) +
472π2
9
)
+
m¯∑
r=1
µrβ
2
r
+ 16π2
m∑
i=1
(αi − 1)
 m¯∑
r=1
2βr(vr − (vr)Q)(ai)−
m∑
j=1,j 6=i
(αj − 1)G(ai, aj)

− 2π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 2π2
m∑
i=1
τ˜i
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 8π2
m∑
i=1
log(1 − τ˜i) +O
(
m∑
i=1
|αi − 1|3 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ3i
)
,
where O (1) means here Oα¯,A,λ¯,β¯,ǫ (1) with α¯ = (α1, · · · , αm), A := (a1, · · · , am) λ¯ := (λ1, · · · , λm),
β¯ := (β1, · · · , βm¯) and for i = 1, · · · ,m,
τ˜i := 1− mγi
Γ
, Γ :=
m∑
i=1
γi, γi :=
π2
2(2αi − 1)(2αi − 1)λ
8αi−4
i FAi (ai)Gi(ai),
with
Gi(ai) := e4((αi−1)H(ai,ai)+
∑m
j=1,j 6=i(αj−1)G(aj ,ai))e
∑m
j=1,j 6=i
αj
λ2
j
∆gajG(aj ,ai)e
αi
λ2
i
∆gaiH(ai,ai)e
∑m¯
r=1 βrvr(ai),
and for the meaning of Oα¯,A,λ¯,β¯,ǫ (1), see section 2.
Proof. By definition of J (see (8)) and the fact that it is invariant by translations by constants combined
with the linearity of Pg and of scalar products, and the normalization
∫
M
Qg(x)ϕaj ,λj (x)dVg(x) = 0 (see
(45) with a replaced by aj and λ replaced by λj) for j = 1, · · · ,m, we have
(126) J(
m∑
i=1
αiϕai,λi) = E1 + E0 − 8mπ2E2,
where
(127) E1 :=
m∑
i=1
α2i < Pgϕai,λi), ϕai,λi) > +
m∑
i=1
m∑
j=1,j 6=i
αiαj < Pgϕai,λi , ϕaj ,λj >,
(128) E0 :=
m¯∑
j=1
µrβ
2
r + 2
m∑
i=1
m¯∑
r=1
αiβr < Pgϕai,λi , vr > +4
∫
M
Qg(x)(
m¯∑
r=1
βrvr)dVg(x)
and
(129) E3 :=
∫
M
Ke4(
∑m
j=1 αjϕaj,λj (x)+4
∑m¯
r=1 βrvr(x))dVg(x), E2 = logE3.
Now let us estimate E1, E0 and E2. We start with E1. For this, we use (127), the first estimate of
Lemma 10.3, the first estimate of Lemma 10.4, the relations α2i = 1+2(αi−1)+(αi−1)2 (i = 1, · · · ,m),
20
αiαj = 1 + (αi − 1) + (αj − 1) + (αi − 1)(αj − 1) (i, j = 1, · · · ,m) and |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
(i = 1, · · · ,m) to obtain
E1 = 32π
2
m∑
i=1
logλi + 64π
2
m∑
i=1
(αi − 1) logλi + 32π2
m∑
i=1
(αi − 1)2 log λi − 40π
2
3
m− 80π
2
3
m∑
i=1
(αi − 1)
+ 16π2
 m∑
i=1
H(ai, ai) +
m∑
i=1
m∑
j=1,j 6=i
G(aj , ai)
 − 40π2
3
m∑
i=1
(αi − 1)2 + 16π2
m∑
i=1
(αi − 1)2H(ai, ai)
+ 32π2
 m∑
i=1
(αi − 1)H(ai, ai) +
m∑
i=1
m∑
j=1,j 6=i
(αj − 1)G(aj , ai)
+ 16π2 m∑
i=1
m∑
j=1,j 6=i
(αi − 1)(αj − 1)G(aj , ai)
+8π2
 m∑
i=1
1
λ2i
∆gaiH(ai, ai) +
m∑
i=1
m∑
j=1,j 6=i
1
λ2j
∆gajG(aj , ai))

+O
(
m∑
i=1
1
λ3i
+
m∑
i=1
|αi − 1|
λ2i
)
.
(130)
Next, let us estimate E2. For this, we start by estimating E3. In order to estimate E3, we first use
(129), the fact that
∑m¯
r=1 |βr| +
∑m
i=1 |αi − 1|
√
logλi = O
(∑m
i=1
1
λ
1−γ
i
)
, the fact that dg(ai, aj) ≥ 4Cη
for i, j = 1, · · · ,m and i 6= j, the properties of the metrics gai (see (36)-(38)) i = 1, · · · ,m, the first
estimate of Lemma 10.2, (50), and (51), to get
(131) E3 =
m∑
i=1
Ei3 +O (1) ,
where
(132) Ei3 :=
∫
B
ai
ai
(η)
K(x)e(4αiϕai,λi (x)+4(
∑m
j=1,j 6=i αjϕaj,λj (x)+
∑m¯
r=1 βrvr(x)))dVg(x), i = 1, · · · ,m,
Now, let us estimate each Ei3 (i = 1, · · · ,m). In order to do that, we use again the fact that dg(ai, aj) ≥
4Cη for i 6= j = 1, · · · ,m, the properties of the metrics gaj (see (36)-(38) with a replaced by aj),
j = 1, · · · ,m, the first estimate of Lemma 10.1, the first estimate of Lemma 10.2, the explicit expression
of δˆai,λi (see (44) with a replaced by aj and λ replaced by λj), the definition of χ̺ (see (43)), the fact
that 0 < 2η < ̺, and (132), to obtain
(133) Ei3 = E˜
i
3
1 +O
 m∑
j=1
1
λ3j
 ,
where
(134) E˜i3 =
∫
B
ai
ai
(η)
λ8αii
(1 + λ2i d
2
gai
(ai, x))4αi
FAi (x)G˜i(x)e
αi
λ2
i
∆gaiH(ai,x)dVgai (x),
with
(135) FAi (x) = e4(H(ai,x)+
∑m
j=1,j 6=i G(aj ,x))+
1
4 log(K(x)), A = (a1, · · · , am),
(136) G˜i(x) = G¯i(x)e−4uai (x),
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and
(137) G¯i(x) = e4((αi−1)H(ai,x)+
∑m
j=1,j 6=j(αj−1)G(aj ,x)) × e
∑m
j=1,j 6=i
αj
λ2
j
∆gajG(aj ,x)e4
∑m¯
r=1 βrvr(x).
Next, we define
(138) Gi(x) := G¯i(x)e
αi
λ2
i
∆gaiH(ai,x).
Furthermore, setting
(139) E˜i,13 :=
∫
B
ai
ai
(η)
λ8αii
(1 + λ2i d
2
gai
(ai, x))4αi
FAi (x)G˜i(x)dVgai (x),
and
(140) E˜i,23 := −
∫
B
ai
ai
(η)
λ8αii
(1 + λ2i d
2
gai
(ai, x))4αi
FAi (x)G˜i(x)∆gaiH(ai, x)dVgai (x),
we have that (134) gives
(141) E˜i3 = E˜
i,1
3
(
1 +O
(
1
λ3i
))
− αi
λ2i
E˜i,23 .
Now, let us estimate first E˜i,13 and after E˜
i,2
3 . For this, we use Taylor expansion at ai, the change of
perform the change of variable expaiai(
ζ
λi
) = x in (139), the properties of gai (see (36) with a replaced by
ai), (136), |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
, and direct calculations to have
E˜i,13 = λ
8αi−4
i FAi (ai)G¯i(ai)
(
π2
2(4αi − 1)(2αi − 1) +O
(
1
λ4i
))
+
1
8
λ8αi−6i ∆gai (FAi G˜i)(ai)
(
π2
(4αi − 1)(2αi − 1)(4αi − 3) +O
(
1
λi
))
+O (λi) .
(142)
Now, using (39), (50), (51), the fact that
∑m¯
r=1 |βr|+
∑m
i=1 |αi− 1|
√
logλi = O
(∑m
i=1
1
λ
1−γ
i
)
, (136), and
(137), it is easy to see that
G¯i(ai) = G˜i(ai) = 1 +O
 m∑
j=1
|αj − 1|+
m¯∑
r=1
|βr|+
m∑
j=1
1
λ2j
 ,(143)
and
(144) ∆gai (FAi G˜i)(ai) = ∆gaiFAi (ai)−
2
3
Rg(ai)FAi (ai) +O
 m∑
j=1
|αj − 1|+
m¯∑
r=1
|βr|+
m∑
j=1
1
λ2j
 .
Combining (142) and (144), we arrive to
E˜i,13 =λ
8αi−4
i FAi (ai)G¯i(ai)
(
π2
2(4αi − 1)(2αi − 1) +O
(
1
λ4i
))
+
1
8
λ8αi−6i
∆gaiFAi (ai)− 23Rg(ai)FAi (ai) +O
 m∑
j=1
|αj − 1|+
m¯∑
r=1
|βr|+
m∑
j=1
1
λ2j
×
(
π2
(4αi − 1)(2αi − 1)(4αi − 3) +O
(
1
λi
))
+O (λi) .
(145)
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Next, setting
(146) γ1i =
π2
2(4αi − 1)(2αi − 1)λ
8αi−4
i FAi (ai)G¯i(ai),
and using(50), (51), (137), (135) and the fact that
∑m¯
r=1 |βr|+
∑m
j=1 |αj − 1|
√
logλj = O
(∑m
j=1
1
λ
1−γ
j
)
,
it is easy to see that
(147) C−10 λ
4
i ≤ γ1i ≤ C0λ4i ,
for some large positive constant C0 independent of ǫ, λj , aj , αj , βr, j = 1, · · · ,m and r = 1, · · · , m¯..
Thus, setting
(148) γi := γ˜
1
i e
αi
λ2
i
∆gaiH(ai,ai) =
π2
2(4αi − 1)(2αi − 1)λ
8αi−4
i FAi (ai)Gi(ai),
and using the fact that |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
, (51), (147), we obtain
(149) C−11 λ
4
i ≤ γi ≤ C1λ4i , and γi = γ1i
(
1 +O
(
1
λ2i
))
,
for some large positive constant C1 independent of independent of ǫ, λk, ak and αk, βj , k = 1, · · · ,m and
j = 1, · · · , m¯. On the other hand, using again the fact that |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
combined (50),
(51), (11), (143) (146), (147), we get
E˜i,13 = γ
1
i
1 + 1
4λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
 m∑
j=1
|αj − 1|
λ2j
+ (
m¯∑
r=1
|βr|)(
m∑
j=1
1
λ2j
) +
m∑
j=1
1
λ3j
 .
(150)
Now, we are going to estimate E˜i,23 . For this, use the same arguments as above and get
E˜i,23 = γ
1
i
(
−∆gaiH(ai, ai) +O
(
1
λi
))
.(151)
On the other hand, using (51) and the fact that |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
, we infer that
(152) e
±αi
λ2
i
∆gaiH(ai,ai) = 1± αi
λ2i
∆gaiH(ai, ai) +O
(
1
λ3i
)
.
So combining (50), (51), (131), (133), (141), (148), (150), (151), (152), the fact that |αi−1| = O
(
1
λ
1−γ
i
√
log λi
)
,
and factorizing by e
αi
λ2
i
∆gaiH(ai,ai), we obtain
E3 =
m∑
i=1
γi
(
1 +
1
4λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
))
+O (1) .
(153)
Thus, setting
(154) Γ =
m∑
i=1
γi,
23
and
(155) τ˜i = 1− mγi
Γ
, i = 1, · · · ,m,
we have that (153) becomes
E3 =Γ
(
1 +
1
4m
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
))
− Γ
(
1
4m
m∑
i=1
τ˜i
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
))
.
(156)
Now, we are ready to estimate E2. In order to do that, we use (50), (51), (129), (148), (149), (154),
(155), and (156) to infer that
E2 = log(
mπ2
6
)− 1
m
m∑
i=1
10
3
(αi − 1)− 74
9
(αi − 1)2 + 4
m
m∑
i=1
logλi +
8
m
m∑
i=1
(αi − 1) logλi
+
1
m
m∑
i=1
(
log(FAi (ai)) + log(Gi(ai))
)
+
1
4m
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
− 1
4m
m∑
i=1
τ˜i
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
− 1
m
m∑
i=1
log(1− τ˜i)
+O
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
|αi − 1|3 +
m∑
i=1
1
λ3i
)
.
(157)
Next, we are going to estimate E0. For this, we use (24) and (45) combined with (128) to obtain
(158) E0 =
m¯∑
r=1
µrβ
2
r − 32π2
m∑
i=1
m¯∑
r=1
(αi − 1)βr(vr)Q + 32π2
m∑
i=1
m¯∑
r=1
αiβr∫
M
e4δˆai,λidVgai
∫
M
e4δˆai,λivrdVgai .
On the other hand, using the explicit expression of δˆai,λi , the smoothness of vr, normal coordinate at ai
with respect to gai , and Taylor expansion at ai, we get
(159)
1∫
M
e4δˆai,λidvgai
∫
M
e4δˆai,λivrdVgai = vj(ai) +O(
1
λ2i
)
Thus, using (158) and (159), and recalling for i = 1, · · · ,m that |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
, we get
(160) E0 =
m¯∑
r=1
µrβjr
2−32π2
m∑
i=1
m¯∑
r=1
(αi−1)βr(vr)Q+32π2
m∑
i=1
m¯∑
r=1
αiβrvr(ai)+O
(
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
)
)
.
Hence, combining (126), (130), (137), (138), (135), (157), (160) and using Young’s inequality, we arrive
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to
J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)) = −
40π2
3
m− 8mπ2 log(mπ
2
6
)− 8π2FK(a1, . . . , am)
+
m∑
i=1
(αi − 1)2
(
32π2 logλi +
472π2
9
+ 16π2H(ai, ai)
)
+
m∑
r=1
µrβ
2
r
+ 16π2
m∑
i=1
(αi − 1)
 m¯∑
r=1
2βr(vj − (vr)Q)(ai)−
m∑
j=1,j 6=i
(αj − 1)G(aj , ai)

− 2π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 2π2
m∑
i=1
τ˜i
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 8π2
m∑
i=1
log(1 − τ˜i) +O
(
m∑
i=1
|αi − 1|3 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ3i
)
,
thereby ending the proof of the Lemma.
5 An useful expansion of the gradient of J at infinity
In this section, we perform an expansion of the L2-gradient of J on the same set as in section 4 and in
the direction of the masses parameters αi, the concentrations points ai, concentrations parameters λi
and the negativity parameters βr, i = 1, · · · ,m, r = 1, · · · , m¯. We start with the gradient estimate with
respect to the λj ’s. Precisely, we have:
Lemma 5.1 (Gradient estimate with respect to λ¯)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), and ǫ ≤ ǫ0
where ǫ0 is as in (120), then for ai ∈ M concentration points, αi masses , λi concentration parameters
(i = 1, · · · ,m) and βr negativity parameters (r = 1, · · · , m¯) satisfying (125), we have that for every
r = 1, · · · ,m, there holds
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), λj
∂ϕaj ,λj
∂λj
>= 32π2αjτj − 4π
2
λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
− 16π
2
λ2j
τj∆gajH(aj , aj)−
16π2
λ2j
m∑
i=1,i6=j
τi∆gajG(aj , ai) +
4π2
λ2j
τj
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
+O
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ3i
)
,
where A := (a1, · · · , am), O (1) is as in Lemma 4.1, and for i = 1, · · · ,m,
τi := 1− mγi
D
, D :=
∫
M
K(x)e4(
∑m
i=1 αiϕai,λi (x)+
∑m¯
r=1 βrvr(x))dVg(x),
with γi as in Lemma 4.1.
Proof. First of all, using the definition of J (see (8)), the fact that J is invariant by translations by
constants, and the normalization
∫
M
Qg(x)
∂ϕaj ,λj (x)
∂λj
dVg(x) = 0 (see (46) with a replaced by aj and λ
replaced by λj), we obtain
(161) < ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q))), λj
∂ϕaj ,λj
∂λj
>= 2(E1,λj + E0,λj − 16mπ2E2,λj ),
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where
(162) E1,λj :=< Pg(
m∑
i=1
αiϕai,λi), λj
∂ϕaj ,λj
∂λj
>,
(163) E0,λj =< Pg(
m¯∑
r=1
βrvr), λj
∂ϕaj ,λj
∂λj
>,
and
(164) E2,λj :=
∫
M
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)λj
∂ϕaj,λj (x)
∂λj
(x)dVg(x)∫
M
K(x)e4
∑
m
i=1 αiϕai,λi (z)+4
∑
m¯
r=1 βrvr(z)dVg(z)
.
Now, we are going to estimate E1,λj , E0,λj , and E2,λj . We start with E1,λj . For this, we use (162),
the linearity of Pg and of the inner product < ·, · >, the fact that dg(ai, aj) ≥ 4Cη for i 6= j, the second
estimate of Lemma 10.3, the second estimate of Lemma 10.4, the fact that |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
i = 1, · · · ,m, and the λi’s are comparable, to get
(165) E1,λj = 16αjπ
2 + αj
8π2
λ2j
H2(aj , aj) +
m∑
i=1,i6=j
αi
8π2
λ2j
G2(aj , ai) +O
(
1
λ3j
)
.
Now, we turn to the estimate of E2,λj . For this, we first set
D :=
∫
M
K(x)e4
∑m
i=1 αiϕai,λi (z)+4
∑m¯
r=1 βrvr(z)dVg(z),
E3,λj :=
∫
M
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)λj
∂ϕaj ,λj (x)
∂λj
(x)dVg(x),
(166)
and use (164) to have
(167) E2,λj =
E3,λj
D
.
Next, let us estimate E3,λj . In order to do that, we first use the fact that dg(ai, aj) ≥ 4Cη for i 6=
j = 1, · · · ,, the properties of the metrics gai (see (36)-(38) with a replaced by ai) i = 1, · · · ,m, the
first and second estimate of Lemma 10.2, (50), (51), the fact that
∑m¯
r=1 |βr| +
∑m
i=1 |αi − 1|
√
logλi =
O
(∑m
i=1
1
λ
1−γ
i
)
and (166) to get
(168) E3,λj =
m∑
k=1
∫
B
ak
ak
(η)
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)λj
∂ϕaj ,λj (x)
∂λj
(x)dVg(x) +O (1) .
Now, to continue we set
(169) Ek3,λj =
∫
B
ak
ak
(η)
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)λj
∂ϕaj ,λj (x)
∂λj
(x)dVg(x), k = 1, · · · ,m,
and use (168) to obtain
(170) E3,λj =
m∑
k=1
Ek3,λj +O (1) .
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Furthermore, we write (170) into the following equivalent form
(171) E3,λj = E
j
3,λj
+
m∑
k=1,k 6=j
Ek3,λj +O (1) .
Now, we are going to estimate Ek3,λj for k 6= j, k = 1, · · · ,m and after E
j
3,λj
. To do that, we use (169)
and write it in the following equivalent form
(172) Ek3,λj =
∫
B
ak
ak
(η)
K(x)e4αkϕak,λk e4
∑m
i=1,i6=k αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)λj
∂ϕaj ,λj (x)
∂λj
(x)dVg(x).
Next, using the fact that k 6= j, the properties of the metrics gai (see (36)-(38) with a replaced by ai
i = 1, · · · ,m, the fact that dg(al, as) ≥ 4Cη or l, s = 1, · · · ,m, l 6= s, (50), (51), the first estimate
of Lemma 10.1, the first estimate of Lemma 10.2, the second estimate of Lemma 10.2, the fact that
|αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
i = 1, · · · ,m, and (172), we obtain
Ek3,λj =
∫
B
ak
ak
(η)
K(x)
λ8αkk
(1 + λ2kd
2
gak
(ak, x))4αk
e
4(αkH(ak,x)+
αk
4λ2
k
∆gak
H(ak,x))
e
4
∑m
i=1,i6=k(αiG(ai,x)+
αi
4λ2
i
∆gaiG(ai,x))
×e4
∑m¯
r=1 βrvr(x)
(
− 1
2λ2j
∆gajG(aj , x) +O
(
1
λ3j
))
dVg(x)
(173)
Now, arguing as in section 4, we obtain
(174) Ek3,λj = γk
(
− 1
2λ2j
∆gajG(aj , ak) +O
(
1
λ3j
))
, k = 1, · · · ,m, k 6= j.
Next, let us estimate Ej3,λj . For this, we use (169) and write
(175) Ej3,λj =
∫
B
aj
aj
(η)
K(x)e4αjϕaj,λj (x)e4
∑m
i=1,i6=j αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)λj
∂ϕaj ,λj (x)
∂λj
(x)dVg(x).
Using the properties of the metrics gai i = 1, · · · ,m (see (36)-(38) with a replaced by ai), the fact that
dg(ai, aj) ≥ 4Cη for i 6= j i = 1, · · · ,m, (51), the first and second estimates of Lemma 10.1, and the first
estimate of Lemma 10.2 combined with (175), we get
Ej3,λj =
∫
B
aj
aj
(η)
K(x)
λ
8αj
j
(1 + λ2jd
2
gaj
(aj , x))4αj
e
4(αjH(aj ,x)+
αj
4λ2
j
∆gajH(aj ,x))e
4
∑m
i=1,i6=j(αiG(ai,x)+
αi
4λ2
i
∆gaiG(ai,x))
×e4
∑m¯
r=1 βrvr(x)
(
2
1 + λ2jd
2
gaj
(aj , x)
− 1
2λ2j
∆gajH(aj , x) +O
(
1
λ3j
))
dVg(x).
(176)
Now, arguing again as in section 4, we get
Ej3,λj =γ
1
j
(
2− 1
αj
+
αj
λ2j
∆gajH(aj , aj)−
1
2λ2j
∆gajH(aj, aj) +
1
8λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(ai)
))
+O
(
m∑
i=1
|αi − 1|λ2i + (
m¯∑
r=1
|βr|)(
m∑
i=1
λ2i ) +
m∑
i=1
λi
)
.
(177)
27
Combining (147), (149), (152), the fact that the λi’s are comparable, (170), (174), and (177), we obtain
E3,λj =γ
1
j
(
1− 1
αj
+ e
+
αj
λ2
j
∆gajH(aj ,aj) − 1
2λ2j
∆gajH(aj , aj) +
1
8λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(ai)
))
−
m∑
i=1,i6=j
γi
1
2λ2j
∆gajG(aj , ai) +O
(
m∑
i=1
|αi − 1|λ2i + (
m¯∑
r=1
|βr|)(
m∑
i=1
λ2i ) +
m∑
i=1
λi
)
.
(178)
On the other hand, factorizing by e
+
αj
λ2
j
∆gajH(aj ,aj) the first equation of the right hand side of (178) and
using (50), (51), (149), and (152), we get
E3,λj =γj
(
(1− 1
αj
)e
−αj
λ2
j
∆gajH(aj ,aj) + 1− 1
2λ2j
∆gajH(aj , aj) +
1
8λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(ai)
))
−
m∑
i=1,i6=j
γi
1
2λ2j
∆gajG(aj , ai) +O
(
m∑
i=1
|αi − 1|λ2i + (
m¯∑
r=1
|βr|)(
m∑
i=1
λ2i ) +
m∑
i=1
λi
)
.
(179)
Furthermore, using (51), (152), and the assumption |αj − 1| = O
(
1
λ
1−γ
j
√
log λj
)
, it is easy to see that
(180) (1− 1
αj
)e
−αj
λ2
j
∆gajH(aj ,aj) + 1 = 2− 1
αj
+O
(
|αj − 1|
λ2j
+
1
λ3j
)
.
Thus, combining (149), (179) and (180), we derive
E3,λj =γj
(
2− 1
αj
− 1
2λ2j
∆gajH(aj, aj) +
1
8λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(ai)
))
−
m∑
i=1,i6=j
γi
1
2λ2j
∆gajG(aj , ai) +O
(
m∑
i=1
|αi − 1|λ2i + (
m¯∑
r=1
|βr|)(
m∑
i=1
λ2i ) +
m∑
i=1
λi
)
.
(181)
So, using (149), (167) and (181), we infer that
E2,λj =
γj
D
(
2− 1
αj
− 1
2λ2j
∆gajH(aj , aj) +
1
8λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(ai)
))
+
γj
D
O
(
m∑
i=1
|αi − 1|
λ2i
+ (
m∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
)
−
m∑
i=1,i6=j
γi
D
(
1
2λ2j
∆gajG(aj , ai)
)
.
(182)
Next, we are going to estimate E0,λj . For this, we use the fact that the vr’s (r = 1, · · · , m¯) are eigen-
functions of Pg and Lemma 10.1, to infer that
(183) E0,λj = O
(
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
)
)
.
Now, using the relation 2 − 1
αj
− αj = − (αj−1)
2
αj
, |αj − 1| = O
(
1
λ
1−γ
j
√
log λj
)
, (165), (182), (183), and
setting
(184) τi := 1− mγi
D
, i = 1, · · · ,m,
28
we obtain
E1,λj + E0,λj − 16mπ2E2,λj =16π2αjτj −
8π2
λ2j
τj∆gajH(aj , aj)−
2π2
λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
− 8π
2
λ2j
m∑
i=1,i6=j
τi∆gajG(aj , ai) + τj
2π2
λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
+O
(
m∑
i=1
|αi − 1|2 +
m∑
i=1
|αi − 1|
λ2i
+ (
m∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
)
.
(185)
Hence, combining (161) , (185), and using Young’s inequality, we obtain
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)), λj
∂ϕaj ,λj
∂λj
>= 32π2αjτj − 16π
2
λ2j
τj∆gajH(aj , aj)
− 4π
2
λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
− 16π
2
λ2j
m∑
i=1,i6=j
τi∆gajG(aj , ai) + τj
4π2
λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
+O
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ3i
)
.
thereby ending the proof of the Lemma.
Lemma 5.1 implies the following corollary.
Corollary 5.2 (Corollary gradient estimate with respect to λ¯)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), and 0 < ǫ ≤ ǫ0
where ǫ0 is as in (120), then for ai ∈ M concentration points, αi masses, λi concentration parameters
(i = 1, · · · ,m), and βr negativity parameters (r = 1, · · · ,m) satisfying (125), we have
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)),
m∑
i=1
λi
αi
∂ϕai,λi
∂λi
>= 4π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
τ3i +
m∑
i=1
1
λ3i
)
,
where A := (a1, · · · , am), O (1) as as in Lemma 4.1, and for i = 1, · · · ,m, τi is as in Lemma 5.1.
Proof. Using Lemma 5.1, the fact that |αj − 1| = O
(
1
λ
1−γ
j
√
log λj
)
, j = 1, · · · ,m, and Young’s
inequality, we get
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)),
m∑
i=1
λi
αi
∂ϕai,λi
∂λi
>= −4π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+32π2
m∑
i=1
τi +O
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
τ23 +
m∑
i=1
1
λ3i
)
.
(186)
Now, let us estimate
∑m
j=1 τj . For this, we start by estimation D in terms of Γ. Indeed, using (156) and
(166), we get
(187)
D = Γ
(
1 +
m∑
i=1
γi
4Γλ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
))
.
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Next, it is easy to see that (187), implies
(188) D = Γ
(
1 +O
(
m∑
i=1
1
λ2i
))
.
Using (155), (184), (187), and (188), we infer that
(189)
τj = τ˜j +
γj
Γ
m∑
i=1
mγi
4Dλ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
)
.
Now, we emphasize the following estimate which will be useful later and follows directly from (189)
(190) τj = τ˜j +O
(∑
i=1
1
λ2i
)
Coming back to our goal of estimating
∑m
j=1 τj , we use (154), (155), (184), and (189), to derive that
m∑
j=1
τj =
m∑
i=1
1
4λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
−
m∑
i=1
τi
4λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
)
.
(191)
Next, combining (186) , (191), and using again Young’s inequality, we arrive to
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)),
m∑
i=1
λi
αi
∂ϕai,λi
∂λi
>= 4π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
τ3i +
m∑
i=1
1
λ3i
)
,
(192)
thereby ending the proof of the Corollary.
Now, we turn to the gradient estimate with respect to the αi’s. Precisely, we obtain:
Lemma 5.3 (Gradient estimate with respect to α¯)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), and 0 < ǫ ≤ ǫ0
where ǫ0 is as in (120), then for ai ∈ M concentration points, αi masses, λi concentration parameters
(i = 1, · · · ,m), and βr negativity parameters (r = 1, · · · , m¯) satisfying (125), we have that for every
j = 1, · · · ,m, there holds
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), ϕaj ,λj >=(
2 logλj +H(aj , aj)− 5
6
)
1
αj
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), λj
∂ϕaj ,λj
∂λj
>
+
m∑
i=1,i6=j
G(aj , ai) < ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), λi
∂ϕai,λi
∂λi
>
+ 64π2(αj − 1) logλj +O
(
logλj
(
m∑
i=1
|αi − 1|
logλi
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
logλi
) +
m∑
i=1
1
λ2i
))
.
30
Proof. First of all, using the same arguments as in Lemma 5.1, we obtain
(193) < ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)), ϕaj ,λj >= 2(E1,αj + E0,αj − 16mπ2E2,αj ).
where
(194) E1,αj :=< Pg(
m∑
i=1
αiϕai,λi), ϕaj ,λj >,
(195) E0,αj :=< Pg(
m¯∑
r=1
βrvr), ϕaj ,λj >
and
(196) E2,αj :=
∫
M
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)ϕaj ,λj (x)dVg(x)∫
M
K(z)e4
∑
m
i=1 αiϕai,λi (z)+
∑
m¯
r=1 βrvr(z)dVg(z)
,
Now, we are going to estimate E1,αj , E0,αj , and E2,αj . We start with E1,αj . For this, we argue again as
in Lemma 5.1 and obtain
E1,αj =αj
(
32π2 log λj − 40
3
π2 + 16π2H(aj , aj)
)
+ 16π2
m∑
i=1,i6=j
αiG(aj , ai) +O
(
m∑
i=1
1
λ2i
)
.
(197)
Next, we turn to the estimate of E2,αj . For this, we first set
(198) E3,αj :=
∫
M
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)ϕaj ,λj (x)dVg(x),
and use (196) to have
(199) E2,αj =
E3,αj
D
,
where D is as in (166). Now, arguing again as in Lemma 5.1, we obtain
(200) E3,αj = E
j
3,αj
+
m∑
k=1,k 6=j
Ek3,αj +O (1) ,
where
(201) Ek3,αj =
∫
B
ak
ak
(η)
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)ϕaj ,λj (x)dVg(x), k = 1, · · · ,m.
Next, we are going to estimate Ek3,αj for k 6= j, k = 1, · · · ,m, and after Ej3,αj . To do that, we argue
again as in Lemma 5.1 and get
(202) Ek3,αj = γk
(
G(aj , ak) +O
(
1
λ2k
))
, k = 1, · · · ,m, k 6= j.
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Now, let us estimate Ej3,αj . For this, we argue again as in Lemma 5.1 and get
Ej3,αj = γj
(
2 logλj − sj + logλj
2λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
+H(aj, aj)
)
+ γjO
(
logλj
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
))
,
(203)
where
(204) sj = 2(4αj − 1)(2αj − 1)( 1
(4αj − 2)2 −
1
(4αj − 1)2 ),
Combining (149), (200), (202) and (203), we get
E3,αj = γj
(
2 logλj − sj + logλj
2λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
+H(aj, aj)
)
+ O
(
logλj
(
m∑
i=1
|αi − 1|
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
) +
m∑
i=1
1
λ3i
))
+
m∑
i=1,i6=j
γi
(
G(aj , ai) +O
(
1
λ2i
))
.
(205)
Next, we are going to estimate E0,αj . For this, we use (195) and the fact that the vr’s are eigenfunctions
of Pg to infer that
(206) E0,αj = O
(
m¯∑
r=1
|βr|
)
.
Now, using (193), (197), (199), (204), (205), (206), and the fact that |αj − 1| = O
(
1
λ
1−γ
j
√
log λj
)
, we get
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), ϕaj ,λj >= 64π2τj logλj + 32π2τjH(aj , aj)
+ 32π2
m∑
i=1,i6=j
τiG(aj , ai)− 80π
2
3
τjπ
2 + 64π2(αj − 1) logλj
+O
(
logλj
(
m∑
i=1
|αi − 1|
logλi
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
logλi
) +
m∑
i=1
1
λ2i
))
.
(207)
Thus combining Lemma 5.1 , (207), the fact that |αi − 1| = O
(
1
λ
1−γ
i
√
log λi
)
i = 1, · · · ,m and the fact
that the λi’ are comparable, we get
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), ϕaj ,λj >=(
2 logλj +H(aj , aj)− 5
6
)
1
αj
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vrQ), λj
∂ϕaj ,λj
∂λj
>
+
m∑
i=1,i6=j
G(aj , ai) < ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), λi
∂ϕai,λi
∂λi
>
+ 64π2(αj − 1) logλj +O
(
logλj
(
m∑
i=1
|αi − 1|
logλi
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
logλi
) +
m∑
i=1
1
λ2i
))
.
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thereby ending the proof of the Lemma.
Next, we are going to derive a gradient estimate for J in the direction of the ai’s. Indeed, we will show:
Lemma 5.4 (Gradient estimate with respect to A)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), and 0 < ǫ ≤ ǫ0
where ǫ0 is as in (120), then for ai ∈ M concentration points, αi masses, λi concentration parameters
(i = 1, · · · ,m), ad βr negativity parameters (r = 1, · · · , m¯) satisfying (125), we have that for every
j = 1, · · · ,m, there holds
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q),
1
λj
∂ϕaj ,λj
∂aj
> = −8π
2
λj
∇gFAj (aj)
FAj (aj)
+O
(
m∑
i=1
|αi − 1|2 +
m∑
i=1
1
λ2i
+
m¯∑
r=1
|βr|2 +
m∑
i=1
τ2i
)
,
where A := (a1, · · · , am), O(1) is as in Lemma 4.1 and for i = 1, · · · ,m, τi is as in Lemma 5.1.
Proof. Arguing again as in Lemma 5.1, we obtain
(208) < ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)),
1
λj
∂ϕaj ,λj
∂aj
>= 2(E1,aj + E0,aj − 16mπ2E2,aj ).
where
(209) E1,aj :=< Pg(
m∑
i=1
αiϕai,λi),
1
λj
∂ϕaj ,λj
∂aj
>,
(210) E0,aj :=< Pg(
m¯∑
r=1
βrvr),
1
λj
∂ϕaj ,λj
∂aj
>,
and
(211) E2,aj :=
∫
M
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x) 1
λj
∂ϕaj,λj (x)
∂aj
dVg(x)∫
M
K(z)e4
∑
m
i=1 αiϕai,λi (z)+4
∑
m¯
r=1 βrvr(z)dVg(z)
.
Now, we are going to estimate E1,aj , E0,aj and E2,aj . We start with E1,aj . For this, we use again the
same arguments as in Lemma 5.1 and get
(212) E1,aj =
16π2
λj
∂H(aj , aj)
∂aj
+
m∑
i=1,i6=j
16π2
λj
∂G(aj , ai)
∂aj
+O
(
m∑
i=1
|αi − 1|
λi
+
m∑
i=1
1
λ3i
)
Next, we turn to the estimate of E2,aj . For this, we first set
(213) E3,aj :=
∫
M
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)
1
λj
∂ϕaj ,λj (x)
∂aj
dVg(x),
and use (166) to have
(214) E2,aj =
E3,aj
D
,
where D is as in (166). Now, let us estimate E3,aj . To do that, we argue again as in Lemma 5.1, and
obtain
(215) E3,aj = E
j
3,aj
+
m∑
k=1,k 6=j
Ek3,aj +O (1) ,
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where
(216) Ek3,aj =
∫
B
ak
ak
(η)
K(x)e4
∑m
i=1 αiϕai,λi (x)+4
∑m¯
r=1 βrvr(x)
1
λj
∂ϕaj ,λj (x)
∂aj
(x)dVg(x), k = 1, · · · ,m,
Next, we are going to estimate Ek3,aj for k 6= j, k = 1, · · · ,m and after Ej3,aj . To do that, we use again
the same strategy as in Lemma 5.1 and get
(217) Ek3,aj = γk
(
1
λj
∂G(aj , ak)
∂aj
+O
(
m∑
i=1
1
λ3i
))
, k = 1, · · · ,m, k 6= j.
Now, let us estimate Ej3,aj . For this, we use again the same arguments as in Lemma 5.1 and obtain
Ej3,aj = γj
(
1
λj
∂H(aj , aj)
∂aj
+
1
4λj
∇gFAj (aj)
FAj (aj)
+O
(
m∑
i=1
|αi − 1|
λi
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λi
) +
m∑
i=1
1
λ3i
))
.(218)
Next, appealing again to (149) (with i replaced by j), and using (215), (217), and (218), we obtain
E3,aj =γj
(
1
λj
∂H(aj , aj)
∂aj
+
1
4λj
∇gFAj (aj)
FAj (aj)
+O
(
m∑
i=1
|αi − 1|
λi
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λi
) +
m∑
i=1
1
λ3i
))
+
m∑
i=1,i6=j
γi
(
1
λj
∂G(aj , ai)
∂aj
+O
(
m∑
i=1
1
λ3i
))
.
(219)
Now, we are going to estimate E0,aj . For this, we use Lemma 10.1, (210) and the fact that the vr’s are
eigenfunctions of Pg to obtain
(220) E0,aj = O
(
(
m¯∑
r=1
|βr|)(
m∑
i=1
1
λi
)
)
.
Hence, combining (208), (212), (214), (219), (220), and Cauchy inequality we obtain
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q),
1
λj
∂ϕaj ,λj
∂aj
> = −8π
2
λj
∇gFAj (aj)
FAj (aj)
+O
(
m∑
i=1
|αi − 1|2 +
m∑
i=1
1
λ2i
+
m¯∑
r=1
|βr|2 +
m∑
i=1
τ2i
)
.
thereby ending the proof of the Lemma.
Finally, we are going to establish a gradient estimate for J in the direction of the βr’s. Precisely, we will
prove:
Lemma 5.5 (Gradient estimate with respect to β¯)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), and 0 < ǫ ≤ ǫ0
where ǫ0 is as in (120), then for ai ∈ M concentration points, αi masses, λi concentration parameters
(i = 1, · · · ,m), ad βr negativity parameters (r = 1, · · · , m¯) satisfying (125), we have that for every
l = 1, · · · , m¯, there holds
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), vl − (vl)Q >=2µlβl +O
(
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m∑
i=1
1
λ2i
)
,
where O(1) is as in Lemma 4.1 and for i = 1, · · · ,m, τi is as in Lemma 5.1
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Proof. Arguing as in Lemma 5.1, we obtain
(221) < ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), vl − (vl)Q >= 2(E1,βl + E0,βl − 16π2mE2,βl),
where
(222) E1,βl :=< Pg(
m∑
i=1
αiϕai,λi), vl > +16π
2m(vl)Q,
(223) E0,βl :=< Pg(
m¯∑
r=1
βr)vr, vl >,
and
(224) E2,βl :=
∫
M
e4
∑m
i=1 αiϕai,λi+4
∑m¯
r=1 βrvr(x)vldVg∫
M
e4
∑
m
i=1 αiϕai,λi+4
∑
m¯
r=1 βrvr(z)dVg
.
Now, we are going to estimate E1,βl , E0,βl and E2,βl . We start with E1,βl . For this, we use again the
same strategy as in Lemma 5.1 to get
(225) E1,βl = 16π
2
m∑
i=1
(αi − 1)(vl − (v)Q)(ai) + 16π2
m∑
i=1
vl(ai) +O
(
m∑
i=1
1
λ2i
)
.
Next, we estimate E0,βl . In order to do that, we use (223) and the fact that the vr’s are L
2-orthonormal
basis of Pg to obtain
(226) E0,βl = µlβl.
Now, we are going to estimate E2,βl . For this, we set E3,βl :=
∫
M
e4
∑m
i=1 αiϕai,λi+4
∑m¯
r=1 βrvr(x)vldVg and
obtain
(227) E2,βl =
E3,βl
D
.
On the other hand, arguing again as in Lemma 5.1, we get
(228) E3,βl =
m∑
i=1
γi(vl(ai) +O
(
1
λ2i
)
).
Combining (221), (225), (227), (226), (228), and the smoothness of the vl’s we obtain
< ∇J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q), vl − (vl)Q >=2µlβl +O
(
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m∑
i=1
1
λ2i
)
,
as desired.
6 Finite dimensional reduction
In this section, we perform a finite dimensional reduction. Indeed, we are going to show that in order
to understand the variational analysis of J in V (m, ǫ, η) , one can roughly speaking reduce it self to the
finite dimensional problem J(
∑m
i=1 αiϕai,λi +
∑m¯
l=1 βl(vl− (vl)Q)+ w¯(α¯, A, β¯, λ¯)) where w¯ ∈ C1. For this
end, we start with the following Proposition.
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Proposition 6.1 Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43),
and 0 < ǫ ≤ ǫ0 where ǫ0 is as in (120) and u = uQ+
∑m
i=1 αiϕai,λi+
∑m¯
r=1 βr(vr−(vr)Q)+w ∈ V (m, ǫ, η)
with w, the concentration points ai, the masses αi, the concentrating parameters λi (i = 1, · · · ,m), and
the negativity parameters βr (r = 1, · · · , m¯) verifying (123)-(125), then we have
(229) J(u) = J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q)− f(w) +Q(w) + o(||w||2),
where
(230) f(w) := 8mπ2
∫
M
Ke4
∑m
i=1 αiϕai,λi+4
∑m¯
r=1 βrvrwdVg∫
M
Ke4
∑
m
i=1 αiϕai,λi+4
∑
m¯
r=1 βrvrdVg
,
and
(231) Q(w) := ||w||2 − 64mπ2
∫
M
Ke4
∑m
i=1 αiϕai,λi+4
∑m¯
r=1 βrvrw2dVg∫
M
Ke4
∑
m
i=1 αiϕai,λi+4
∑
m¯
r=1 βrvrdVg
.
Moreover, setting
Eai,λi := {w ∈ W 2,2(M) : < ϕai,λi , w >P=<
∂ϕai,λi
∂λi
, w >P=<
∂ϕai,λi
∂ai
, w >P= 0,
< w,Qg >=< vk, w >= 0, k = 1, · · · , m¯, and ||w|| = O
(
m∑
i=1
1
λ1−γi
)
},
(232)
and
(233) A := (a1, · · · , am), λ¯ = (λ1, · · · , λm), EA,λ¯ := ∩mi=1Eai,λi ,
we have that, the quadratic form Q is positive definite in EA,λ¯. Furthermore, the linear par f verifies
that, for every w ∈ EA,λ¯, there holds
(234) f(w) = O
(
||w||
(
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1| logλi +
m¯∑
r=1
|βr|+
m∑
i=1
logλi
λ2i
))
.
where here o(1) = oα¯,A,β¯,λ¯,w,ǫ(1) and O (1) := Oα¯,A,β¯,λ¯,w,ǫ (1) and for their meaning see section 2.
To prove Proposition 6.1, we will need the following three coming Lemmas. We start with the following
one.
Lemma 6.2 Assuming the assumptions of Proposition 6.1, then for every q ≥ 1, there holds the follow-
ing estimates
(235)
∫
M
Ke4
∑m
i=1 αiϕai,λi+4
∑m¯
r=1 βrvr |w|q = O
(
||w||q(
m∑
i=1
λ4+γi )
)
,
(236)
∫
M
Ke4
∑m
i=1 αi δˆai,λi+4
∑m¯
r=1 βrvr |w|q = O
(
||w||q(
m∑
i=1
λγi )
)
,
(237)
∫
M
e4δˆai,λi+4
∑m¯
r=1 βrvrdgai (ai, ·)|w|q = O
(
||w||q 1
λ1−γi
)
, i = 1, · · · ,m,
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(238)
∫
M
Ke4
∑m
i=1 αiϕai,λi+4
∑m¯
r=1 βrvre4θww|w|q = O
(
||w||q(
m∑
i=1
λ4+γi )
)
,
where θw ∈ [0, 1], and
(239)
∫
M
Ke4
∑m
i=1 αiϕai,λi+4
∑m¯
r=1 βrvr
(
e4w − 1− 4w − 8w2) dVg = o
(
||w||2(
m∑
i=1
λ4i )
)
.
where here o(1) and O (1) are as in Proposition 6.1.
Proof. First of all, it is easy to see that (235)-(237) follow from Lemma 10.1 and the explicit expression
of δˆai,λi combined with a trivial application Ho¨lder inequality and the continuous embedding ofW
2,2(M)
in any Lp(M) with 1 ≤ p < +∞. Furthermore, (238) follows from the same reasons a as above combined
with a direct application of Moser-Trudinger inequality. Finally (239) follows from Taylor expansion, the
following estimate |e4w−1−4w−8w2| ≤ Cνe4|w||w|3 for |w| ≥ ν with ν > 0 and very small, (124), (125),
and the arguments of (238).
The second Lemma that we need for the proof of Proposition 6.1 read as follows:
Lemma 6.3 Assuming the assumptions of Proposition 6.1, then there holds the following estimate∫
M
Ke4
∑m
i=1 αiϕai,λi+
∑m¯
r=1 βrvrwdVg∫
M
Ke4
∑
m
i=1 αiϕai,λi+4
∑
m¯
r=1 βrvrdVg
=
O
(
||w||
(
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1| logλi +
m¯∑
r=1
|βr|+
m∑
i=1
logλi
λ2i
))
.
(240)
Proof. Using Lemma 10.1, the fact that
∑m¯
r=1 |βr| +
∑m
i=1 |αi − 1|
√
logλi = O
(∑m
i=1
1
λ
1−γ
i
)
and
Sobolev embedding theorem, we infer that
(241)
∫
M
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrwdVg =
m∑
i=1
∫
B
ai
ai
(η)
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
k=1 βkvkwdVg +O(||w||).
On the other hand, using again Lemma 10.1, and the fact that
∑m¯
k=1 |βk| +
∑m
i=1 |αi − 1|
√
logλi =
O
(∑m
i=1
1
λ
1−γ
i
)
, the explicit expression of δˆai,λi , and arguing as in Lemma 4.1, we have in B
ai
ai
(η) that
the following estimate holds
Ke4
∑m
i=1 αjϕaj,λj+
∑m¯
k=1 βkvk =
(
λ2i
1 + λ2i d
2
gai
(·, ai)
)4αi
FAi Gi
(
1 +O
(
m∑
i=1
1
λ3i
))
=
λ4i
16
(
λ2i
1 + λ2i d
2
gai
(·, ai)
)4αi−4
e4δˆai,λiFAi
1 +O
 m∑
j=1
|αj − 1|+
m¯∑
r=1
|βr|+
m∑
j=1
1
λ2j

=
λ4i
16
e4δˆai,λiFAi
1 +O
 m∑
j=1
|αj − 1| logλj +
m¯∑
r=1
|βr|+
m∑
j=1
1
λ2j

(242)
Hence, combining (241) and (242), we get∫
M
Ke4
∑m
j=1 αjϕaj,λj+
∑m¯
r=1 βrvrwdVg =
1
16
m∑
i=1
λ4i
∫
B
ai
ai
(η)
e4δˆai,λiFAi wdVg
+O
 m∑
j=1
|αj − 1| logλj +
m¯∑
r=1
|βr|+
m∑
j=1
1
λ2j
( m∑
i=1
λ4i
∫
B
ai
ai
(η)
e4δˆai,λi |w|dVg
)
+O(||w||).
(243)
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Now, using Taylor expansion at ai and Lemma 10.6 combined with Ho¨lder inequality, we deduce that
(244)∫
B
ai
ai
(η)
e4δˆai,λiFAi wdVg = FAi (ai)
∫
B
ai
ai
(η)
e4δˆai,λiwdVgai +O
( |∇gFAi (ai)|
λi
||w||
)
+O
(
logλi
λ2i
||w||
)
.
On the other hand, since w ∈ EA,λ¯, then we deduce that
(245)
∫
M
e4δˆai,λiwdVgai = 0.
Hence, we have that (245) implies that
(246)
∫
B
ai
ai
(η)
e4δˆai,λiwdVgai = −
∫
M\Baiai (η)
e4δˆai,λiwdVgai = O
(
1
λ4i
||w||
)
.
On the other hand, using Ho¨lder inequality and Lemma 10.6, we get
(247)
∫
B
ai
ai
(η)
e4δˆai,λi |w|Vg = O (||w||) .
Now, combining (243), (244), (246), and (247), we obtain∫
M
Ke4
∑m
j=1 αjϕaj,λj+
∑m¯
r=1 βrvrwdVg =
O
(
||w||(
m∑
i=1
λ4i )
(
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1| logλi +
m¯∑
r=1
|βr|+
m∑
i=1
logλi
λ2i
))
.
(248)
On the other hand, using (149), (154), (166), (188) and recalling that the λi’s are comparable, we derive
(249) ||Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvr ||L1(M) ≥ C−1
m∑
i=1
λ4i ,
where C is a large positive constant independent of α¯, λ¯, A, β¯ and of course of w. Hence, we have that
the Lemma follows from (248) and (249).
Finally, the third and last Lemma that we need for the proof of Proposition 6.1 is the following one.
Lemma 6.4 Assuming the assumptions of Proposition 6.1, then for every i = 1, · · · ,m, there holds
(250) τi = O
 m∑
j=1
1
λ1−2γj
 .
Proof. First of all, using Lemma 5.1, we infer that
(251) 32π2αiτi =< ∇W
2,2
J(
m∑
i=1
αjϕaj ,λj ), λi
∂ϕai,λi
∂λi
>W 2,2(M) +O
 m∑
j=1
1
λ1−γj
 .
Now, using (251), we derive that
(252) τi = O
||∇W 2,2J( m∑
i=1
αiϕai,λi)||W 2,2(M)||λi
∂ϕai,λi
∂λi
||W 2,2(M) +
m∑
j=1
1
λ1−γj

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On the other hand, recalling that u ∈ V (m, ǫ, η) ( hence ||∇W 2,2J(u)||W 2,2(M) = O
(∑m
j=1
1
λ
1−γ
j
)
and
using the same arguments as in the proof of (119) combined with the fact that ||λi ∂ϕai,λi∂λi ||W 2,2(M) = O(1)
(see (33) and the discussion along it and Lemma 10.5), we infer that (252) implies
(253) τi = O
 m∑
j=1
1
λ1−2γj
 ,
thereby ending the proof of the Lemma.
Now, we are ready to give the proof of Proposition 6.1.
Proof of Proposition 6.1
First of all, setting v =
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vr − (vr)Q) and using the fact that J is invariant by
translation by constant , w ∈ EA,λ¯, vQ = 0 and expanding J , we get
J(u) = J(u− uQ) = J(v) + ||w||2
− 8mπ2 log
(
1 + 4
∫
M
Ke4vwdVg∫
M
Ke4vdVg
+ 8
∫
M
Ke4vw2dVg∫
M
Ke4vdVg
+
∫
M
Ke4v(e4w − 1− 4w − 8w2)dVg∫
M
Ke4vdVg
)
.
(254)
Thus, appealing to Lemma 6.2 , Lemma 6.3 and (254), we infer that
(255)
J(
m∑
i=1
αiϕai,λi+
m¯∑
r=1
βr(vr− (vr)Q)+w) = J(
m∑
i=1
αiϕai,λi+
m¯∑
r=1
βr(vr− (vr)Q))−f(w)+Q(w)+o
(||w||2) ,
and
(256) f(w) = O
(
||w||
(
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1| logλi +
m¯∑
r=1
|βr|+
m∑
i=1
logλi
λ2i
))
.
Now, we are going to show that Q is positive definite in EA,λ¯.. For this end, we first use Lemma 10.1 to
obtain
(257)
∫
M
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2dVg =
m∑
i=1
∫
B
ai
ai
(η)
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2+O
(||w||2) .
Next, we recall that on each Baiai (η) the following estimate holds (see (242))
(258)
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvr =
λ4i
16
e4δˆai,λiFAi
1 +O
 m∑
j=1
|αj − 1| logλj +
m¯∑
r=1
|βr|+
m∑
j=1
1
λ2j
 .
Thus, appealing to (258), we obtain∫
B
ai
ai
(η)
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2dVg =
λ4i
16
∫
B
ai
ai
(η)
e4δˆai,λiFAi w2dVg
+O
 m∑
j=1
|αj − 1| logλj +
m¯∑
r=1
|βr|+
m∑
i=1
1
λ2j
λ4i ∫
B
ai
ai
(η)
e4δˆai,λiw2
 .(259)
Now, making Taylor expansion at ai and using again (237), we get
(260)
λ4i
16
∫
B
ai
ai
(η)
e4δˆai,λiFAi w2dVg =
λ4i
16
FAi (ai)
∫
B
ai
ai
(η)
e4δˆai,λiw2dVgai + o
(
λ4i ||w||2
)
.
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Thus, using again Lemma 10.6 combined with (257), (259), and (260), we derive that the following
estimate holds
(261)
∫
M
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2dVg =
m∑
i=1
λ4i
16
FAi (ai)
∫
M
e4δˆai,λiw2dVgai + o
(
(
m∑
i=1
λ4i )||w||2
)
.
Therefore, combining (241) and (261), we obtain
64mπ2
∫
M
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2dVg∫
M
Ke4
∑
m
j=1 αjϕaj,λj+4
∑
m¯
r=1 βrvrdVg
=
8mπ2
m∑
i=1
λ4i∫
M
Ke4
∑
m
j=1 αjϕaj,λj+4
∑
m¯
r=1 βrvrdVg
FAi (ai)
∫
M
e4δˆai,λiw2dVgai + o
(||w||2) .(262)
Now, using (148), we derive
(263) γi ==
π2
6
λ4iFAi (ai)(1 +O
 m∑
j=1
|αj − 1| logλj +
m¯∑
k=1
|βk|+
m∑
j=1
1
λ2j
)
Thus, using again Lemma 10.6 combined with (249) and (263), we have that (262) implies
64mπ2
∫
M
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2dVg∫
M
Ke4
∑
m
j=1 αjϕaj,λj+4
∑
m¯
r=1 βrvrdVg
=
48m
m∑
i=1
γi∫
M
Ke4
∑
m
j=1 αjϕaj,λj+4
∑
m¯
r=1 βrvrdVg
∫
M
e4δˆai,λiw2dVgai + o
(||w||2) .(264)
On the other hand, using the definition of τi (see (184)), we infer from (264) that
64mπ2
∫
M
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2dVg∫
M
Ke4
∑
m
j=1 αjϕaj,λj+4
∑
m¯
r=1 βrvrdVg
=
48
m∑
i=1
∫
M
e4δˆai,λiw2dVg + 48
m∑
i=1
τi
∫
M
e4δˆai,λiw2dVgai + o
(||w||2) .(265)
Thus, using again Lemma 10.6 combined with Lemma 6.4, we have that (265) implies
64mπ2
∫
M
Ke4
∑m
j=1 αjϕaj,λj+4
∑m¯
r=1 βrvrw2dVg∫
M
Ke4
∑
m
j=1 αjϕaj,λj+4
∑
m¯
r=1 βrvrdVg
= 48
m∑
i=1
∫
M
e4δˆai,λiw2dVgai + o
(||w||2) .(266)
Now, using the definition of Q (see (231)), we have that (266) gives
Q(w) = ||w||2 − 48
m∑
i=1
∫
M
e4δˆai,λiw2dVgai + o
(||w||2) .(267)
Therefore, using (267), Lemma 10.7, and the obvious fact that EA,λ¯ ⊂ E∗A,λ¯ (where E∗A,λ¯ is as in Lemma
10.7), we infer that
(268) Q is positive definite on EA,λ.
Hence the Lemma follows from (255), (256) and (268).
Like in [9], we have that Proposition 6.1 implies the following direct corollaries.
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Corollary 6.5 Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43),
0 < ǫ ≤ ǫ0 where ǫ0 is as in (120) and u :=
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vr − (vr)Q with the concentration
points ai, the masses αi, the concentrating parameters λi (i = 1, · · · ,m) and the negativity parameters
βr (r = 1, · · · , m¯) satisfying (125), then there exists a unique w¯(α¯, A, λ¯, β¯) ∈ EA,λ¯ such that
(269) J(u+ w¯(α¯, A, λ¯, β¯)) = min
w∈EA,λ¯,u+w∈V (m,ǫ,η)
J(u+ w),
where α¯ := (α1, · · · , αm), A := (a1, · · · , am), λ¯ := (λ1, · · · , λm) and β¯ := (β1, · · · , βm).
Furthermore, (α¯, A, λ¯, β¯) −→ w¯(α¯, A, λ¯, β¯) ∈ C1 and satisfies the following estimate
(270)
1
C
||w¯(α¯, A, λ¯, β¯)||2 ≤ |f(w¯(α¯, A, λ¯, β¯))| ≤ C||w¯(α¯, A, λ¯, β¯)||2,
for some large positive constant C independent of α¯, A, λ¯, and β¯, hence
(271) ||w¯(α¯, A, λ¯, β¯)|| = O
(
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1| logλi +
m¯∑
r=1
|βr|+
m∑
i=1
logλi
λ2i
)
.
Corollary 6.6 Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43),
0 < ǫ ≤ ǫ0 where ǫ0 is as in (120), and u0 :=
∑m
i=1 α
0
iϕa0i ,λ0i +
∑m¯
r=1 β
0
k(vr−(vr)Q) with the concentration
points a0i , the masses α
0
i , the concentrating parameters λ
0
i (i = 1, · · · ,m) and the negativity parameters
β0r (r = 1, · · · , m¯) satisfying (125), then there exists an open neighborhood U of (α¯0, A0, λ¯0, β¯0) (with
α¯0 := (α01, · · · , α0m), A0 := (a01, · · · , a0m), λ¯ := (λ01, · · · , λ0m) and β¯0 := (β01 , · · · , β0m¯)) such that for every
(α¯, A, λ¯, β¯) ∈ U with α¯ := (α1, · · · , αm), A := (a1, · · · , am), λ¯ := (λ1, · · · , λm), β¯ := (β1, · · · , βm¯), and
the ai, the αi, the λi (i = 1, · · · ,m) and the βr (r = 1, · · · , m¯) satisfying (125), and w satisfying (125)
with
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vr − (vr)Q +w ∈ V (m, ǫ, η), we have the existence of a change of variable
(272) w −→ V
from a neighborhood of w¯(α¯, A, λ¯, β¯) to a neighborhood of 0 such that
J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q) + w) =
J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q) + w¯(α¯, A, λ¯, β¯)) +
1
2
∂2J(
m∑
i=1
α0iϕa0i ,λ0i + w¯(α¯
0, A0, λ¯0, β¯0))(V, V ),
(273)
Thus, with this new variable, it is easy to see that in V (m, ǫ, η) we have splitting of the variable (α¯, A, λ¯, β¯)
and V , namely that one can decrease the functional J in the variable V without touching the variable
(α¯, A, λ¯, β¯) by considering just the flow
(274)
dV
dt
= −V.
So, since J is invariant by translations by constants, then the variational study of J in V (m, ǫ, η) (in the
spirit of Morse theory) is equivalent to the one of
(275) J(α¯, A, λ¯, β¯) := J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q) + w¯(α¯, A, λ¯, β¯)),
where α¯ = (α1, · · · , αm), A = (a1, · · · , am), λ¯ = (λ1, · · · , λm) and β¯ = β1, · · · , βm¯ with the concentration
points ai, the masses αi, the concentrating parameters λi (i = 1, · · · ,m) and the negativity parameters
βr (r = 1, · · · , m¯) satisfying (125), and w¯(α¯, A, λ¯, β¯) is as in Corollary 6.5. Hence, the goal of this section
is achieved.
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7 Topology of some appropriate sublevels of J
In this section, we characterize the topology of very high sublevels of J and its every negative ones. In
order to do that, we start with the following improvement of Lemma 4.1.
Lemma 7.1 Under the assumptions of Proposition 6.1, there holds
J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q) + w) = −
40
3
mπ2 − 8mπ2 log(mπ
2
6
)− 8π2FK(a1, . . . , am)
+
m∑
i=1
(αi − 1)2
(
32π2 logλi + 16π
2H(ai, ai) +
472π2
9
)
+
m¯∑
r=1
µrβ
2
r
+ 16π2
m∑
i=1
(αi − 1)
 m¯∑
r=1
2βr(vr − (vr)Q)(ai)−
m∑
j=1,j 6=i
(αj − 1)G(ai, aj)

− 2π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 2π2
m∑
i=1
τ˜i
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 8π2
m∑
i=1
log(1− τ˜i) +O
(
m∑
i=1
|αi − 1|3 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ3i
+ |f(w)| + ||w||2
)
,
where O (1) means here Oα¯,A,λ¯,β¯,w,ǫ (1) with α¯ = (α1, · · · , αm), A := (a1, · · · , am) λ¯ := (λ1, · · · , λm),
β¯ := (β1, · · · , βm¯) and for i = 1, · · · ,m, τ˜i is as in Lemma 4.1. Thus after minimization in the w
variable, we have
J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q) + w¯(α¯, A, λ¯, β¯)) = −
40
3
mπ2 − 8mπ2 log(mπ
2
6
)− 8π2FK(a1, . . . , am)
+
m∑
i=1
(αi − 1)2
(
32π2 logλi + 16π
2H(ai, ai) +
472π2
9
)
+
m¯∑
r=1
µrβ
2
r
+ 16π2
m∑
i=1
(αi − 1)
 m¯∑
r=1
2βr(vr − (vr)Q)(ai)−
m∑
j=1,j 6=i
(αj − 1)G(ai, aj)

− 2π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 2π2
m∑
i=1
τ˜i
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+ 8π2
m∑
i=1
log(1 − τ˜i) +O
(
m∑
i=1
|αi − 1|3 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ3i
++||w¯(α¯, A, λ¯, β¯)||2
)
,
where O (1) means here Oα¯,A,λ¯,β¯,ǫ (1) with α¯ = (α1, · · · , αm), A := (a1, · · · , am) λ¯ := (λ1, · · · , λm),
β¯ := (β1, · · · , βm¯) and for i = 1, · · · ,m, τ˜i is as in Lemma 4.1. where w¯(α¯, A, λ¯, β¯) is as in Corollary
6.5.
Proof. It follows directly from Lemma 4.1 and Proposition 6.1.
Lemma 7.1 imply the following two Corollaries.
Corollary 7.2 (Energy bound at infinity)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), then there exists
Cm0 := C
m
0 (η) such that for every 0 < ǫ ≤ ǫ0 where ǫ0 is as in (120), there holds
V (m, ǫ, η) ⊂ JCm0 \ J−Cm0 .
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Proof. It follows directly from (122)-(125), (190), Lemma 6.4, Proposition 6.1 and Lemma 7.1.
Corollary 7.3 (Energy bound on critical set)
There exists a large positive constant Cm1 such that
Crit(J) ⊂ JCm1 \ J−Cm1 .
Proof. It follows, via a contradiction argument, from the the fact that J is invariant by translation by
constants, Proposition 3.3, and Lemma 7.2.
Now, we are ready to characterize the topology of very high and very negative sublevels of J . We start
with the very high ones. Indeed, we will combine Lemma 3.4, Corollary 7.2 and Corollary 7.3 with an
argument of Malchiodi[34] to show the following lemma. We anticipate that with the above results at
hand, the argument of Malchiodi[34] carries over without any modifications, and for this reason we will
not give the proof of the Lemma.
Lemma 7.4 (Contractibility of high sublevels)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), then there exists a
large positive constant Lm := Lm(η) with Lm > 2max{Cm0 , Cm1 } such that for every L ≥ Lm, we have
that JL is a deformation retract of W 2,2(M), and hence it has the homology of a point, where Cm0 is as
in Lemma 7.2 and Cm1 as in Lemma 7.3.
Now, to finish this section, we characterize the topology of very negative sublevels of J when m ≥ 2 or
m¯ ≥ 1. Indeed, we have:
Lemma 7.5 (Characterization of topology of very negative sublevels)
Assuming that m ≥ 2 or m¯ ≥ 1, and η is a small positive real number with 0 < 2η < ̺ where ̺ is as
in (43), then there exists a large positive constant Lm,m¯ := Lm,m¯(η) with Lm,m¯ > 2max{Cm0 , Cm1 } such
that for every L ≥ Lm,m¯, we have that J−L has the same homotopy type as Bm−1(M) if m ≥ 2 and
m¯ = 0, as Am−1,m¯ if m ≥ 2 and m¯ ≥ 1 and as Sm¯−1 if m = 1 and m¯ ≥ 1, where Cm0 is as in Lemma
7.2 and Cm1 as in Lemma 7.3 .
Proof. Using the work of Djadli-Malchiodi[18] and the one of Malchiodi[34], we infer that there exists
L˜m,m¯ > 0 such that for every L ≥ L˜m,m¯ and for every t ∈]m−1m , 1[, J−Lt (for the definition see (28)) is
homotopy equivalent to Bm−1(M) if m ≥ 2 and m¯ = 0, to Am−1,m¯ if m ≥ 2 and m¯ ≥ 1 and to Sm¯−1 if
m = 1 and m¯ ≥ 1. Next, applying Proposition 3.3, Lemma 7.2, and Lemma 7.3, we have that for every
L ≥ 2max{L˜m,m¯, Cm0 , Cm1 } (with Cm0 given by Lemma 7.2, and Cm1 given by Lemma 7.3), there exists
τ = τ(L) such that
(276) ∇uJt(u) 6= 0 ∀(t, u) ∈ [1− τ, 1]× J−L,
where Jt is as in (??). Thus, using the implicit function theorem, we infer that for every s ∈ [1 − τ, 1],
∂J−Ls is a smooth submanifold in W
2,2(M) of codimension 1. On the other hand, it is easy to see that
the following inclusion J−Ls ⊂ J−Ls′ holds for every s, s
′ ∈ [1 − τ, 1] verifying s ≤ s′ . Hence the ∂J−Ls ’s
foliate J−L \J−L1−τ . Now we are going to show that J−L retracts by deformation onto J−L1−τ . We recall that
the Jt’s are invariant by translations by constants. Thus from now until the end of the proof of the fact
J−L retracts by deformation onto J−L1−τ , we will be working without lost of generality with functions u
satisfying (u)Q = 0. Now, in order to achieve our goal, for every u ∈ J−L \ J−L1−τ , we call s(u) the unique
element in [1 − τ, 1] such that u ∈ ∂J−L
s(u). By the above discussions, we have that the map u → s(u) is
continuous. To continue, we fix some notations. First, using (30) and (33), we write
Jt = ||u||2 − tI(u),
with
I(u) = 8mπ2 log
∫
M
Ke4udVg − 4
∫
M
QgudVg − 2
m¯∑
k=1
µk(u
k)2,
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Next, we define a vector field which is a modification of the vector field defined by Lucia[30] (and inspired
from the work of Bahri on contact forms, see [4] or [3]), see also [34]. Precisely, we set
Wma(u) := −ωτ
( |∇Js(u)|
|∇I(u)|
)
∇Js(u) + Zs(u)(u),
where
Zs(u) = −{{|∇I|∇Js(u) + |∇Js(u)|∇I(u)},
and ωτ a smooth non-decreasing cut-off function satisfying ωτ : R → [0, 1] ωτ (t) = 0 for t ≤ τ and
ωτ (t) = 1 for t ≥ 2τ . Now, using arguments similar to the ones [30], see also [34], we have that every
trajectory of W stays bounded as long as s(u) ∈ [1 − τ, 1]. To see this, let us consider the following
Cauchy problem {
d
dt
u =Wma(u(t)),
u(0) = u0.
Like in [34], by arguing as in [30], we obtain
(277)
d
dt
|t=0[I(u(t)] ≤ − 1
τ
d
dt
|t=0[Js(u0)(u(t))].
Now, by direct calculations, we get
d
dt
|t=0[Js(u(t))] = d
dt
|t=0[Js(u0)]−
d
dt
|t=0s(u(t))I(u(t)).
Next, using the definition of s(u), we derive
d
dt
|t=0[Js(u(t))] = 0.
So, we obtain
(278)
d
dt
|t=0[Js(u0)] =
d
dt
|t=0s(u(t))I(u(t)).
Thus, since the last three formulas holds for each initial data, then we have that (277) implies
I(u(t)) ≤ I(u(0))e 1τ (s(u(t))−s(u(0))).
Hence, since J(u(t)) ≤ −L, then as soon as s(u(t)) ∈ [1− τ, 1], we have uniform bounds on the trajectory
u(t), depending on the initial value. Next, it is easy to see that s(u(t)) is non-increasing. But we have
even more, we claim that for each trajectory u(t), d
dt
s(u(t)) is bounded below by a negative constant.
Assuming the contrary, and recalling that I(u(t)) is bounded, then from (278), we obtain a bounded
sequence ul such that ∇Js(ul)[Wma(ul)] → 0. Now, using the same arguments as in [30], page 11 (see
also [34]), we get a contradiction to (276). In summary, we have that each point of ∂J−L reaches ∂J−L1−τ
in finite time. Viceversa, using the inverse flow, we have also that each point in ∂J−L1−τ reaches ∂J
−L in
finite.. Hence, by using a suitable reparametrization in t, one has a deformation retract of J−L onto J−L1−τ .
Now we set Lm,m¯ := 2max{L˜m,m¯, 2Cm0 , 2Cm1 } > 2max{Cm0 , Cm1 } and have from the above analysis that
for every L ≥ Lm,m¯, the exists τ = τ(L) such that J−L1−τ has the same homotopy type as Bm−1(M)
if m ≥ 2 and m¯ = 0, as Am−1,m¯ if m ≥ 2 and m¯ ≥ 1 and as Sm¯−1 if m = 1 and J−L retracts by
deformation onto J−L1−τ . Hence, we have J
−L has the same homotopy type as Bm−1(M) if m ≥ 2 and
m¯ = 0, as Am−1,m¯ if m ≥ 2 and m¯ ≥ 1 and as Sm¯−1 if m = 1 and m¯ ≥ 1, thereby ending the proof of
the Lemma.
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8 Morse Lemma at infinity for J
In this section, we derive a Morse Lemma at infinity for J . In order to do that, we start by constructing
a pseudo-gradient for J(α¯, A, λ¯, β¯), where J(α¯, A, λ¯, β¯) is defined as in (275) . Indeed, we have:
Proposition 8.1 Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43),
and 0 < ǫ ≤ ǫ0 where ǫ0 is as in (120), then there exists a pseudogradient Wno of J(α¯, A, λ¯, β¯) such that
1) For every u :=
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vr − (vr)Q) ∈ V (m, ǫ, η) with the concentration points ai,
the masses αi, the concentrating parameters λi (i = 1, · · · ,m) and the negativity parameters βr (r =
1, · · · , m¯) satisfying (125), there holds
(279) < −∇J(u),Wno >≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|)
)
,
and for every u :=
∑m
i=1 αiϕai,λi+
∑m¯
r=1 βr(vr−(vr)Q)+w¯(α¯, A, λ¯, β¯) ∈ V (m, ǫ, η) with the concentration
points ai, the masses αi, the concentrating parameters λi (i = 1, · · · ,m) and the negativity parameters
βr (r = 1, · · · , m¯) satisfying (125), and w¯(α¯, A, λ¯, β¯) is as in (269), there holds
(280)
< −∇J(u+w¯),Wno+ ∂w¯(Wno)
∂(α¯, A, λ¯, β¯)
>≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|
)
,
where c is a small positive constant independent of A := (a1, · · · , am), α¯ = (α1, · · · , αm), λ¯ = (λ1, · · · , λm),
β¯ = (β1, · · · , βm¯) and ǫ.
2) Wno is a W
2,2-bounded vector field and is compactifying outside the region where A is very close to a
critical point B of FK satisfying lK(B) < 0.
Proof. To construct the required vector field, we will make use of the following ones whose description
are as follows. First of all, to move the α′is we use the following vector fields
(281) Wαi := −
αi − 1
|αi − 1|
(
1− χ(λ2i |αi − 1|)
)
Zi, i = 1, · · · ,m,
with
(282) Zi =
1
logλi
ϕai,λi − m∑
j=1,j 6=i
G(ai, aj)λj
∂ϕaj ,λj
∂λj
− 1
αi
[
2 logλi − 5
6
+H(ai, ai)
]
λi
∂ϕai,λi
∂λi
 ,
where χ is a smooth cut-off function verifying
(283) χ(t) = 1 for |t| ≤ 1, χ(t) = 0 for |t| ≥ 2 and 0 ≤ χ(t) ≤ 1 for |t| ≥ 0.
Now, setting
(284) Wα¯ =
m∑
i=1
Wαi ,
and using Lemma 5.3, we obtain
(285)
< −∇J(u),Wα¯ >≥ c
m∑
i=1
|αi−1|(
(
1− χ(λ2i |αi − 1|
)
+O
(
m∑
i=1
|αi − 1|
logλi
+
m∑
i=1
1
λ2i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
logλi
)
)
,
where c is a small positive constant independent ofA := (a1, · · · , am), α¯ = (α1, · · · , αm), λ¯ = (λ1, · · · , λm),
β¯ := (β1, · · · , βm¯), and ǫ.. Next, to move the points ai’s, we will make use of the following vector field
(286) Wai :=
∇gFAi (ai)
|∇gFAi (ai)|
1
λi
∂ϕai,λi
∂ai
(
1− ζ(λi|∇gFA(ai)|)
)
,
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where ζ is a smooth cutt-off function verifying
(287) ζ(t) = 1 for |t| ≤ C0 ζ(t) = 0 for |t| ≥ 2C0, and 0 ≤ ζ(t) ≤ 1 for |t| ≥ 0.
where C0 is a large positive constant to be fixed later. Now, setting
(288) WA :=
m∑
i=1
Wai
with A := (a1, · · · , am), and using Lemma 5.4, we obtain the following estimate
< −∇J(u),WA >≥ c
m∑
i=1
|∇gFAi (ai)|
λi
(
1− ζ(λi|∇gFA(ai)|)
)
+O
(
m∑
i=1
1
λ2i
+
m∑
i=1
τ2i +
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|2
)
.
(289)
To move the βr’s, we will consider the following vector fields
(290) Wβr := vr − (vr)Q.
Next, using Lemma 5.5, we get
(291) < −∇J(u),Wβr >= 2|µr|βr +O
(
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m∑
i=1
1
λ2i
)
Finally to move the λi’s, we will make use of the following vector fields
(292) Wλi := −
1
αi
λi
∂ϕai,λi
∂λi
.
Now, setting
(293) Wλ¯ :=
m∑
i=1
Wλi ,
with λ¯ := (λ1, · · · , λm), and using Lemma 5.1 and Corollary 5.2, we get
(294) < −∇J(u),Wλi >= 32π2τi +O
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ2i
)
,
and
< −∇J(u),Wλ¯ >= 4π2
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
+O
(
m∑
i=1
|αi − 1|2 +
m∑
i=1
τ3i +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ3i
)
.
(295)
Next, in order to make use of the vector fields Wαi , Wai and Wλi and Wβr to define the desired pseu-
dogradient for J(α¯, A, λ¯, β¯), we first divide V (m, ǫ, η) into five regions (with non empty intersections).
After, we construct an appropriate vector field on each region and make convex combination of all of
them to obtain the desired pseudogradient. To begin, we first divide V (m, ǫ, η) in two regions Vˆ (m, ǫ, η)
and V˜ (m, ǫ, η) (with non empty intersection) as follows
Vˆ (m, ǫ, η) = {u ∈ V (m, ǫ, η) : ∃r ∈ {1, · · · , m¯} such that |βr| ≥
C˜0
(
m∑
i=1
|∇gFA(ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m∑
i=1
1
λ2i
)
}(296)
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where C˜0 is a large positive constant to be chosen later and and
V˜ (m, ǫ, η) = {u ∈ V (m, ǫ, η) : ∀r ∈ {1, · · · , m¯} there holds |βr| ≤
2C˜0
(
m∑
i=1
|∇gFA(ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m∑
i=1
1
λ2i
}
(297)
Next, we are going to divide again V (m, ǫ, η) into four regions V1(m, ǫ, η), V2(m, ǫ, η), V3(m, ǫ, η), and
V4(m, ǫ, η) (with non empty intersections) as follows
(298) V1(m, ǫ, η) := {u ∈ V (m, ǫ, η) : ∃ i ∈ {1, · · · ,m} : |τi| ≥ Cˆ0
λ2i
}.
where Cˆ0 is a large positive constant to be chosen later,
V2(m, ǫ, η) := {u ∈ V (m, ǫ, η) : ∀ j ∈ {1, · · · ,m} |τj | ≤ 2 Cˆ0
λ2j
, ∃i ∈ {1, · · · ,m} such that
|∇gFAi (ai)|
λi
≥ 2C0
λ2i
}.
(299)
V3(m, ǫ, η) := {u ∈ V (m, ǫ, η) : lK(A) > 0, ∀ i ∈ {1, · · · ,m} |τi| ≤ 2 Cˆ0
λ2i
, and
|∇gFAi (ai)|
λi
≤ 4C0
λ2i
}
(300)
and
V4(m, ǫ, η) := {u ∈ V (m, ǫ, η) : lK(A) < 0, ∀ i ∈ {1, · · · ,m} |τi| ≤ 2 Cˆ0
λ2i
, and
|∇gFAi (ai)|
λi
≤ 4C0
λ2i
}.
(301)
On the other hand, using (54) and our non degeneracy assumption, it is easy to see that
(302) V (m, ǫ, η) = Vˆ (m, ǫ, η) ∪ Vs(m, ǫ, η) ∩ V˜ (m, ǫ, η).
The five regions in question are the following ones Vˆ (m, ǫ, η), Vs(m, ǫ, η) ∩ V˜ (m, ǫ, η), s = 1, · · · , 4. We
start with the region Vˆ (m, ǫ, η). First of all, for every u ∈ Vˆ (m, ǫ, η), we associate the set
Fˆ := {r ∈ {1, · · · , m¯} such that |βr| ≥ C˜0
(
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFA(ai)|
λi
)
},(303)
and define the vector field that we are going to consider in Vˆ (m, ǫ, η) as follows
(304) WFˆ :=
∑
r∈Fˆ
βr
|βr|Wβr .
Thus, combining (291), (303), (304), and taking C˜0 very large, we derive that u :=
∑m
i=1 αiϕai,λi +∑m¯
r=1 βr(vr − (vr)Q) ∈ Vˆ (m, ǫ, η) with the concentration points ai, the masses αi, the concentrating
parameters λi (i = 1, · · · ,m) and the negativity parameters βr (r = 1, · · · , m¯) satisfying (125), there
holds
< −∇J(u),WFˆ > = 2
∑
r∈Fˆ
|µr||βr|+O
(
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m∑
i=1
1
λ2i
)
≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|
)
,
(305)
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where c is a small positive constant independent of α¯ := (α1, · · · , αm), A := (a1, · · · , am), λ¯ :=
(λ1, · · · , λm), β¯ := (β1, · · · , βm¯) and ǫ. Now, we are going to consider the region V1(m, ǫ, η) ∩ V˜ (m, ǫ, η).
For this end, for every u ∈ V1(m, ǫ, η), we associate the set
(306) F1 := { i ∈ {1, · · · ,m} : |τi| ≥ Cˆ0
λ2i
},
and define the following vector field in V1(m, ǫ, η)
(307) WF1 :=
∑
i∈F1
τi
|τi|Wλi .
Thus, combining (294) and (307), we get that for u :=
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vr− (vr)Q) ∈ V1(m, ǫ, η)
with the concentration points ai, the masses αi, the concentrating parameters λi (i = 1, · · · ,m) and the
negativity parameters βr (r = 1, · · · , m¯) satisfying (125), there holds
< −∇J(u),WF1 >=
∑
i∈F1
32π2|τi|+O(
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ2i
)
≥ c
∑
i∈F1
|τi|+O(
(
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|3 +
m∑
i=1
1
λ2i
)
,
(308)
where c is a small positive constant independent of A := (a1, · · · , am), α¯ =: (α1, · · · , αm), λ¯ :=
(λ1, · · · , λm), β¯ := (β1, · · · , βm¯), and ǫ. Now, we are ready to define the vector field that we are go-
ing to consider in V1(m, ǫ, η) ∩ V˜ (m, ǫ, η) as follows
(309) W˜1 :=Wα¯ +WA +WF1 .
So, using (285), (289) , (297), (308), and taking Cˆ0 large enough, we get that u :=
∑m
i=1 αiϕai,λi +∑m¯
r=1 βr(vr − (vr)Q) ∈ V1(m, ǫ, η) ∩ Vˆ (m, ǫ, η) with the concentration points ai, the masses αi, the
concentrating parameters λi (i = 1, · · · ,m) and the negativity parameters βr (r = 1, · · · , m¯) satisfying
(125), there holds
(310) < −∇J(u), W˜1 >≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|
)
,
where c is a small positive constant independent of A := (a1, · · · , am), α¯ =: (α1, · · · , αm), λ¯ :=
(λ1, · · · , λm), β¯ := (β1, · · · , βm¯), and ǫ. Next, we consider the region V2(m, ǫ, η) ∩ Vˆ (m, ǫ, η). For
this, for u ∈ V2(m, ǫ, η), we associate the set
(311) F2 := { i ∈ {1, · · · ,m} : |∇gF
A
i (ai)|
λi
≥ 2C0
λ2i
}.
Using (289), (299), and (311), we have that for every u :=
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vr − (vr)Q) ∈
V2(m, ǫ, η) with the concentration points ai, the masses αi, the concentrating parameters λi (i = 1, · · · ,m)
and the negativity parameters βr (r = 1, · · · , m¯) satisfying (125), the following estimate holds
(312) < −∇J(u),WA >≥ c
∑
i∈F2
|∇gFAi (ai)|
λi
+O
(
m∑
i=1
1
λ2i
+
m∑
i=1
|αi − 1|2 +
m¯∑
r=1
|βr|2
)
,
where c is a small positive constant independent of A := (a1, · · · , am), α¯ =: (α1, · · · , αm), λ¯ :=
(λ1, · · · , λm), β¯ := (β1, · · · , βm¯) and ǫ. Now, we define the vector that we are going to consider in
V2(m, ǫ, η) ∩ V˜ (m, ǫ, η) as follows
(313) W˜2 :=Wα¯ +WA +Wλ¯.
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Hence, combining (285), (295), (297), (299), and (312), we obtain that we have that for every u :=∑m
i=1 αiϕai,λi+
∑m¯
r=1 βr(vr−(vr)Q) ∈ V2(m, ǫ, η)∩V˜ (m, ǫ, η) with the concentration points ai, the masses
αi, the concentrating parameters λi (i = 1, · · · ,m) and the negativity parameters βr (r = 1, · · · , m¯)
satisfying (125), the following estimate holds
(314)
< −∇J(u), W˜2 >≥ c
∑
i∈F2
|∇gFAi (ai)|
λi
+ c
m∑
i=1
|αi − 1|(
(
1− χ(λ2i |αi − 1|
)
+O
(
m∑
i=1
|αi − 1|
logλi
+
m∑
i=1
1
λ2i
)
,
where c is a small positive constant independent ofA := (a1, · · · , am), α¯ = (α1, · · · , αm), λ¯ = (λ1, · · · , λm),
β¯ = (β1, · · · , βm¯), and ǫ. Thus, using again (297), (299), the fact that the λi’s are comparable and taking
C0 very large, we infer that (315) implies that for every u :=
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vk − (vr)Q) ∈
V2(m, ǫ, η) ∩ V˜ (m, ǫ, η) with the concentration points ai, the masses αi, the concentrating parameters λi
(i = 1, · · · ,m) and the negativity parameters βr (r = 1, · · · , m¯) satisfying (125), the following estimate
holds
(315) < −∇J(u), W˜2 >≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|
)
,
where c is a small positive constant independent ofA := (a1, · · · , am), α¯ = (α1, · · · , αm), λ¯ = (λ1, · · · , λm),
β¯ = (β1, · · · , βm¯), and ǫ. Now, we are going to deal with the region V3(m, ǫ, η)∩ V˜ (m, ǫ, η). In this region,
we are going to consider the following vector field
(316) W˜3 :=Wα¯ +Ω3Wλ¯ +WA,
where Ω3 is a large positive constant to be chosen later. On the other hand, since in V3(m, ǫ, η), we have
∀ i ∈ {1, · · · ,m} |τi| ≤ 2 Cˆ0λ2i , and the λi’s are comparable, then we derive that the following estimate
holds
(317)
λ2i
√
FAi (ai)
λ2j
√
FAj (aj)
= 1 +O
(
m∑
k=1
|αk − 1| logλk +
m∑
k=1
1
λ2k
+
m¯∑
r=1
|βr|
)
∀i, j = 1, · · · ,m.
Hence, using (317) and the fact that the λi’s are comparable, we obtain
m∑
i=1
1
λ2i
(
∆gaiFAi (ai)
FAi (ai)
− 2
3
Rg(ai)
)
=
1
λ21
√
FA1 (a1)
lK(A)
+O
(
m∑
i=1
|αi − 1| logλi
λ2i
+
m∑
i=1
1
λ4i
+ (
m¯∑
r=1
|βr|)(
m∑
i=1
1
λ2i
)
)
.
(318)
Thus, combining (295), (300), (318), and using Young’s inequality, we infer that the following estimate
holds in V3(m, ǫ, η)
(319) < −∇J(u),Wλ¯ >=
4π2lK(A)
λ21
√F(ai) +O
(
m∑
i=1
|αi − 1|2 +
m∑
i=1
1
λ3i
+
m¯∑
r=1
|βr|3
)
Next, using (285), (289), (300), and (319), we deduce that in V3(m, ǫ, η) the following estimate holds
< −∇J(u), W˜3 >≥ Ω3 4π
2lK(A)
λ21
√F(ai) + c
m∑
i=1
|αi − 1|(
(
1− χ(λ2i |αi − 1|
)
+ c
m∑
i=1
|∇gFAi (ai)|
λi
(
1− ζ(λi|∇gFA(ai))|
)
+O
(
m∑
i=1
|αi − 1|
logλi
+
m∑
i=1
1
λ2i
+
m¯∑
k=1
|βk|)(
m∑
i=1
1
logλi
)
)
,
(320)
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where c is a small positive constant independent ofA := (a1, · · · , am), α¯ = (α1, · · · , αm), λ¯ = (λ1, · · · , λm),
β¯ = (β1, · · · , βm¯) and ǫ. Hence, using again (300) and (297), we have up to taking Ω3 large enough that
(320) implies that for every u :=
∑m
i=1 αiϕai,λi +
∑m¯
r=1 βr(vr − (vr)Q) ∈ V3(m, ǫ, η)∩ V˜ (m, ǫ, η) with the
concentration points ai, the masses αi, the concentrating parameters λi (i = 1, · · · ,m) and the negativity
parameters βr (r = 1, · · · , m¯) satisfying (125), there holds
(321) < −∇J(u), W˜3 >≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|
)
,
where c is a small positive constant independent ofA := (a1, · · · , am), α¯ = (α1, · · · , αm), λ¯ = (λ1, · · · , λm),
β¯ = (β1, · · · , βm¯) and ǫ. In the remaining region namely V4(m, ǫ, η) ∩ V˜ (m, ǫ, η), we will consider the
following vector field
(322) W˜4 :==Wα¯ − Ω4Wλ¯ +WA,
where Ω4 is a large positive constant to be chosen later. Arguing exactly as in the proof of (321), we
derive that up to taken Ω4 large enough that we that for every u :=
∑m
i=1 αiϕai,λi+
∑m¯
r=1 βr(vr−(vr)Q) ∈
V4(m, ǫ, η) ∩ V˜ (m, ǫ, η) with the concentration points ai, the masses αi, the concentrating parameters λi
(i = 1, · · · ,m) and the negativity parameters βr (r = 1, · · · , m¯) satisfying (125), the following estimate
(323) < −∇J(u), W˜4 >≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|
)
,
where c is a small positive constant independent ofA := (a1, · · · , am), α¯ = (α1, · · · , αm), λ¯ = (λ1, · · · , λm),
β¯ = (β1, · · · , βm¯) and ǫ. Finally, we define the vector field Wno in V (m, ǫ, η) as a convex combination of
the vectors fields Wˆ , W˜1, · · · , W˜4. Hence, using (296), (310), (315), (321), and (324), we obtain that for
every u :=
∑m
i=1 αiϕai,λi+
∑m¯
r=1 βr(vr− (vr)Q) ∈ V (m, ǫ, η) with the concentration points ai, the masses
αi, the concentrating parameters λi (i = 1, · · · ,m) and the negativity parameters βr (r = 1, · · · , m¯)
satisfying (125), the following estimate
(324) < −∇J(u),Wno >≥ c
(
m∑
i=1
1
λ2i
+
m∑
i=1
|∇gFAi (ai)|
λi
+
m∑
i=1
|αi − 1|+
m∑
i=1
|τi|+
m¯∑
r=1
|βr|
)
.
where c is a small positive constant independent of A := (a1, · · · , am), α¯ =: (α1, · · · , αm), λ¯ :=
(λ1, · · · , λm), β¯ := (β1, · · · , βm¯) and ǫ, thereby ending the proof of (279). On the other hand, (280)
follows from (279) by using exactly the same arguments as [9], which is possible thanks, Lemma 4.1,
Lemma 7.1, (271), Lemma 5.1, Lemma 5.4, and to the minimality property of w¯ . Next, using Lemma
10.3 and Lemma 10.4, we have that that the following estimate holds
(325)
m∑
i=1
||λi ∂ϕai,λi
∂λi
||W 2,2(M) +
m∑
i=1
|| 1
λi
∂ϕai,λi
ai
||W 2,2(M) +
m∑
i=1
|| 1
logλi
ϕai,λi ||W 2,2(M) = O(1).
So, using (325), and the definition of Wno, it is easy to see that Wno is a W
2,2-bounded vector field
and that the only region where the λi’s increase along the flow lines associated to Wno is the region
V4(m, ǫ, η)∩ V˜ (m, ǫ, η), thereby ending the proof of point 3) . Hence the proof of the Lemma is complete.
Now, we are going to use Proposition 8.1 to characterize the critical points at infinity of J through the
following corollary.
Corollary 8.2 1) The critical points at infinity of J belongs to V4(m, ǫ, η) ∩ V˜ (m, ǫ, η) with η a small
positive real number verifying 0 < 2η < ̺ where ̺ is as in (43), and 0 < ǫ ≤ ǫ0 where ǫ0 is as in (120)
and correspond to the ”configurations” αi = 1, λi = +∞,τi = 0 i = 1, · · · ,m, βr = 0, r = 1, · · · , m¯, A is
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a critical point of FK with LK(A) < 0 and V = 0.
Thus we have a clear and natural one to one correspondence between the set of critical points at infinity
of J and the set {A ∈ Crit(FK),LK(A) < 0}. Precisely, the correspondence consist just of sending each
critical point at infinity of J to the element A ∈ {B ∈ Crit(FK),LK(B) < 0} which correspond to the
”configuration” defining the critical point at infinity and use the notation A∞ to denote the corresponding
critical point at infinity.
2) The J-energy of a critical point at infinity A∞ denoted by EJ (A∞) is given by
(326) EJ (A∞) = −40
3
mπ2 − 8mπ2 log(mπ
2
6
)− 8π2FK(a1, . . . , am)
where A = (a1, · · · , am).
Proof. Point 1) follows from (54), Lemma 3.1 combined with Proposition 8.1 and the discussion just
after (273), while point 2) follows from point 1) combined with (189), (271), and Lemma 7.1.
Remark 8.3 We would like to point out the following trivial fact
τi = 0, λi = +∞, i = 1, · · · ,m⇐⇒ τi = 0, i = 2, · · · ,m, λ1 = +∞.
Now, recalling that V4(m, ǫ, η) ∩ V˜ (m, ǫ, η) is a neighborhood of potential critical point at infinity (see
Corollary 8.2)), we have that (190), (271), Corollary 6.6, Lemma 7.1, (318) and the definition of
V4(m, ǫ, η) ∩ V˜ (m, ǫ, η)(see (301)) combined with classical Morse Lemma implies the following Morse
Lemma at infinity.
Lemma 8.4 (Morse Lemma at infinity)
Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43), 0 < ǫ ≤ ǫ0 where
ǫ0 is as in (120) and u0 :=
∑m
i=1 α
0
iϕa0i ,λ0i +
∑m¯
r=1 β
0
k(vr − (vr)Q) + w¯((α¯0, A0, λ¯0, β¯0)) ∈ V4(m, ǫ, η) ∩
V˜ (m, ǫ, η) (where α¯0 := (α01, · · · , α0m), A0 := (a01, · · · , a0m), λ¯ := (λ01, · · · , λ0m) and β¯0 := (a01, · · · , β0m¯))
with the concentration points a0i , the masses α
0
i , the concentrating parameters λ
0
i (i = 1, · · · ,m) and
the negativity parameters β0r (r = 1, · · · , m¯) satisfying (125) and furthermore A0 ∈ Crit(FK), then
there exists an open neighborhood U of (α¯0, A0, λ¯0, β¯0) such that for every (α¯, A, λ¯, β¯) ∈ U with α¯ :=
(α1, · · · , αm), A := (a1, · · · , am), λ¯ := (λ1, · · · , λm), β¯ := (β1, · · · , βm¯), and the ai, the αi, the λi
(i = 1, · · · ,m) and the βr (r = 1, · · · , m¯) satisfying (125), and w satisfying (125) with
∑m
i=1 αiϕai,λi +∑m¯
r=1 βr(vr − (vr)Q) + w ∈ V4(m, ǫ, η) ∩ V˜ (m, ǫ, η), we have the existence of a change of variable
αi −→ yi, i = 1, · · · ,m,
A −→ A˜ = (A˜−, A˜+)
λ1 −→ x1,
τi −→ xi, i = 2, · · · ,m,
βr −→ β˜r
V −→ V˜ ,
(327)
such that
(328) J(
m∑
i=1
αiϕai,λi +
m¯∑
r=1
βr(vr − (vr)Q +w) = −|A˜−|2 + |A˜+|2 +
m∑
i=1
y2i −
m¯∑
r=1
β˜2r + x
2
1 −
m∑
i=2
x2i + ||V˜ ||2
where A˜ = (A˜−, A˜+) is the Morse variable of the map EJ : Mm \ F (Mm) −→ R which is defined by the
right hand side of (326). Hence a critical point at infinity A∞ = (a1, · · · , am)∞ of J has Morse index
at infinity M∞(A∞) = i∞(A) + m¯.
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9 Proof of the results
In this section, we present the proofs of Theorem 1.1-Theorem 1.6. We start with the ones of Theorem
1.1 and Corollary 1.2.
Proof of Theorem 1.1 and Corollary 1.2
We argue by contraction, hence suppose that J has no critical points and look for a contradiction. To
continue, we will consider the following two cases: m¯ = 0 and m¯ ≥ 1.
Case 1: m¯ = 0.
In this case, we first take L > L1 where L1 is given by Lemma 7.4 and infer from the same Lemma that
(329) JL is contractible.
On the other hand, defining the polynomials M(t) and the series P (t) as follows
(330) M(t) :=
4∑
i=0
m1i t
i,
(331) P (t) =
4∑
i≥0
bi(J
L)ti
which is clearly converging thanks to (329) and using the fact that J has no critical point, Lemma 3.4,
Proposition 8.1, Corollary 8.2, Lemma 8.4, and classical arguments in Morse theory (see for example the
work of Bahri-Rabinowitz[8]), we get
(332) M(t)− P (t) = (1 + t)R(t)
for some series R(t) =
∑
i≥0 kit
i where ki ≥ 0 for all i. As already said, we have P (t) is converging, but
clearly (329) and (331) implies
(333) P (t) = 1.
Now, it is easy to see that (330) and (333) implies that (332) is equivalent to (19) has a solution, hence
reaching a contradiction in the case of Theorem 1.1, thereby ending the proof of Theorem 1.1 in this case.
On the other hand, as in classical Morse theory, equation (332) with t = −1 implies
(334) χ(JL) =
∑
A∈F∞
(−1)i∞(A).
Now, clearly (329), (334), and the assumption
∑
A∈F∞(−1)i∞(A) 6= 1 lead to a contradiction, thereby
ending the proof Theorem 1.2 in this case. Hence the proof of Theorem 1.1 and Corollary 1.2 in the case
m¯ = 0 is complete.
Case 2: m¯ ≥ 1
In this case, we first take L > max{L1, L1,m¯} where L1 is given by Lemma 7.4, L1,m¯ is given by Lemma
7.5, and infer from Lemma 7.4 that
(335) JL is contractible.
Next, appealing to Lemma 7.5, we infer that
(336) J−L has the same homotopy type as Sm¯−1
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On the other hand, using Lemma 3.1, Corollary 7.2, Corollary 7.3, the the fact that L > L1 >
2max{C10 , C11}, we deduce that J−L is a deformation retract of some of its neighborhood in JL, namely
(JL, J−L) is a good pair. Hence, using (335) and and exact sequence, we get
(337) H0(J
L, J−L) ≃ 0, H1(JL, J−L) ≃ 0, and Hp(JL, J−L) ≃ Hp−1(J−L) ∀p ∈ N \ {0, 1}.
Now, as above, we define the polynomial M(t) and the series P (t) as follows
(338) M(t) :=
4+m¯∑
i=m¯
m1,m¯i t
i,
(339) P (t) =
∑
i≥0
bi(J
L, J−L)ti,
where
(340) m1,m¯i := card{A ∈ Crit(FK) : 4 + m¯−Morse(A,FK) = i}, i = m¯, · · · , 4 + m¯,
Clearly (336) and (337) implies that P (t) is converging. On the other hand, as above, using the fact that
J has no critical point, Lemma 3.4, Proposition 8.1, Corollary 8.2, Lemma 8.4, and classical arguments
in Morse theory (see for example the work of Bahri-Rabinowitz[8]), we get
(341) M(t)− P (t) = (1 + t)R(t),
for some series R(t) =
∑
i≥0 kit
i where ki ≥ 0 for all i. Now, using (336), (337), and (339), we obtain
(342) P (t) = tm¯.
On the other hand, it is easy to see that (338), (342) implies that (341) is equivalent to the following
system has a solution
(343)

0 = k0,
0 = ki + ki−1, i = 1, · · · , m¯− 1,
m1,m¯m¯ = 1 + km¯ + km¯−1,
m1,m¯i = ki + ki−1, i = m¯+ 1, 4 + m¯,
0 = k4+m¯,
ki ≥ 0, i = 0, · · · , 4 + m¯.
On the other hand, it is easy to that the following holds
(344) m1,m¯i = m
1
i−m¯, i = m¯, · · · , 4 + m¯.
Now, clearly (344) implies that the system (19) and (343) are equivalent, thus both are equivalent to
(341). Hence reaching a contradiction for Theorem 1.1 in this case. Next, as above, using equation (341)
with t = −1 and the relation χ(JL, J−L) = χ(JL)− χ(J−L), we get
(345) χ(JL) = (−1)m¯
∑
A∈F∞
(−1)i∞(A) + χ(J−L).
Now, clearly (335), (336), (345), the assumption
∑
A∈F∞(−1)i∞(A) 6= 1, and the well-known relation
1 − χ(Sm¯−1) = (−1)m¯ lead to a contradiction, thereby ending the proof of Theorem 1.2 in this case.
Hence the proof of Theorem 1.1 and Corollary 1.2 is complete.
Proof of Theorem 1.4 and Corollary 1.5
As above, here also, we argue by contraction, hence we suppose that J has no critical points and look
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for a contradiction. Still as above, to continue, we will consider the following two cases: m¯ = 0 and m¯ ≥ 1.
Case 1: m¯ = 0.
In this case, we first take L > max{Lm, Lm,0} where Lm is given by Lemma 7.4, Lm,0 is given by Lemma
7.5 and infer from the same Lemma that
(346) JL is contractible.
Next, appealing to Lemma 7.5, we infer that
(347) J−L has the same homotopy type as Bm−1(M).
On the other hand, using gain Lemma 3.1, Corollary 7.2, Corollary 7.3, the the fact that L > Lm >
2max{Cm0 , Cm1 }, we deduce that J−L is a deformation retract of some of neighborhood of it in JL, hence
(JL, J−L) is a good pair. Therefore, as above, using (346) and exact sequence, we get
(348) H0(J
L, J−L) ≃ 0, H1(JL, J−L) ≃ 0, and Hp(JL, J−L) ≃ Hp−1(J−L) ∀p ∈ N \ {0, 1}.
On the other hand, defining the polynomials M(t) and the series P (t) as follows
(349) M(t) :=
5m−1∑
i=0
mmi t
i,
(350) P (t) =
∑
i≥0
bi(J
L, J−L)ti,
which is clearly converging thanks to (348) and (347) and and using the fact that J has no critical point,
Lemma 3.1, Proposition 8.1, Corollary 8.2, Lemma 8.4, and classical arguments in Morse theory (see for
example the work of Bahri-Rabinowitz[8]), we get
(351) M(t)− P (t) = (1 + t)R(t),
for some series R(t) =
∑
i≥0 kit
i where ki ≥ 0 for all i. As already said, we have P (t) is converging, but
clearly (17), (348), (347) and (350) implies
(352) P (t) =
5m−6∑
i=2
cm−1i−1 t
i.
Now, it is easy to see that (349) and (352) implies that (351) is equivalent to (21) has a solution, hence
reaching a contradiction in the case of Theorem 1.4, thereby ending the proof of Theorem 1.4 in this
case. Now, as above, using equation (351) with t = −1 combined with the relation χ(JL, J−L) =
χ(JL)− χ(J−L), we get
(353) χ(JL) =
∑
A∈F∞
(−1)i∞(A) + χ(J−L).
Now, clearly (346), (347), (353), the assumption
∑
A∈F∞(−1)i∞(A) 6= 1(m−1)!Πm−1i=1 (i − χ(M)) and the
well-known fact 1−χ(Bm−1(M)) = 1(m−1)!Πm−1i=1 (i−χ(M)) (see for example [34]) lead to a contradiction,
thereby ending the proof Theorem 1.5 in this case. Hence the proof of Theorem 1.4 and Theorem 1.5 in
the case m¯ = 0 is complete.
Case 2: m¯ ≥ 1
54
In this case, we first take L > max{Lm, Lm,m¯} where Lm is given by Lemma 7.4, Lm,m¯ is given by
Lemma 7.5, and infer from Lemma 7.4 that
(354) JL is contractible.
Next, appealing to Lemma 7.5, we infer that
(355) J−L has the same homotopy type as Am−1,m¯.
On the other hand, using Lemma (3.1), (7.2), (7.3), the the fact that L > Lm > 2max{Cm0 , Cm1 }, we
deduce that J−L is a deformation retract of some of neighborhood of it in JL, hence (JL, J−L) is a good
pair. Thus, as above, using (354) and exact sequence, we derive that here also,
(356) H0(J
L, J−L) ≃ 0, H1(JL, J−L) ≃ 0 and Hp(JL, J−L) ≃ Hp−1(J−L) ∀p ∈ N \ {0, 1}.
Now, as above, we define the polynomial M(t) and the series P (t) as follows
(357) M(t) :=
5m−1+m¯∑
i=m¯
mm,m¯i t
i,
(358) P (t) =
∑
i≥0
bi(J
L, J−L)ti,
where
(359) mm,m¯i := card{A ∈ Crit(hcalFK) : 5m− 1 + m¯−Morse(A,FK) = i}, i = m¯, · · · , 5m− 1 + m¯,
with clearly mm,m¯i = 0 for m¯ ≤ i ≤ m − 2 + m¯. Now, we have (355) and (356) implies that P (t)
is converging. On the other hand, as above, using the fact that J has no critical point, Lemma 3.1,
Proposition 8.1, Corollary 8.2, Lemma 8.4, and classical arguments in Morse theory (see for example the
work of Bahri-Rabinowitz[8]), we get
(360) M(t)− P (t) = (1 + t)R(t),
for some series R(t) =
∑
i≥0 kit
i where ki ≥ 0 for all i. Now, using (56), (355), (356), (358), we obtain
(361) P (t) =
5m−5+m¯∑
i=m¯+2
cm−1i−1−m¯t
i.
Now, it is easy to see that (357), (361) implies that (360) is equivalent to the following system has a
solution
(362)

0 = ki, i = 0, · · · , m¯
mm,m¯m¯+1 == k1+m¯,
mm,m¯i = c
m−1
i−1−m¯ + ki + ki−1, i = m¯+ 2, · · · 5m− 5 + m¯,
mm,m¯i = ki + ki−1, ; i = 5m− 4 + m¯, · · · , 5m− 1 + m¯,
0 = k5m−1+m¯,
ki ≥ 0, i = 0, · · · , 5m− 1 + m¯.
On the other hand, it is easy to that the following holds
(363) mm,m¯i = m
m
i−m¯, i = m¯, · · · , 5m− 1 + m¯.
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Now, clearly (363) implies that the system (21) and (362) are equivalent. Hence reaching a contradiction
for Theorem 1.4 in this case. Next, as above, using equation (360) with t = −1 and the relation
χ(JL, J−L) = χ(JL)− χ(J−L), we get
(364) χ(JL) = (−1)m¯
∑
A∈F∞
(−1)i∞(A) + χ(J−L).
Now, clearly (354), (355), (364), the assumption
∑
A∈F∞(−1)i∞(A) 6= 1, and the well-known relation
1−χ(Am−1,m¯) = (1−χ(Sm¯−1))(1−χ(Bm−1(M))) = (−1)m¯(1−χ(Bm−1(M))) = (−1)m¯ 1(m−1)!Πm−1i=1 (i−
χ(M)) lead to a contradiction, thereby ending the proof of Corollary 1.5 in this case. Hence the proof of
Theorem 1.4 and Corollary1.5 is complete.
Proof of Theorem 1.3 and Theorem 1.6
We first notice that, thanks to our Morse decomposition (Lemma 8.4), we can associate to each ”critical
point at infinity” A∞ a stable Ws(A∞), as well as an unstable manifold Wu(A∞). Moreover, we say that
a critical point at infinity A∞ dominates another critical point at infinity B∞ if
Wu(A∞) ∩Ws(B∞) 6= ∅.
Assuming that A∞ dominates B∞ and that the intersection is transverse, and recalling that M∞(A∞) =
i∞(A) + m¯, we have then that
i∞(A) ≥ i∞(B).
We first prove Theorem 1.3. To do that, for l ∈ N as in Theorem 1.3, we define the following closed set
X∞ :=
⋃
A∈F∞: i∞(A)≤l−1
Wu(A∞) =
⋃
A∈F∞: M∞(A∞)≤l−1+m¯
Wu(A∞).
By Proposition 4.21 of Bahri-Rabinowitz [8], the closure of Wu(A∞) adds to it the unstable manifold of
all critical points or critical points at infinity dominated by A∞. Arguing by contradiction, we assume
that J has no critical point. Denoting by A0 a global maximum of FK and (A0)∞ its associated critical
point at infinity, we define the following set
C(X∞) :=
{
u+ (1− t)(A0)∞ : u ∈ X∞, t ∈ [0, 1]
}
.
It follows from the work of Bahri-Rabinowitz [8](sections 7 and 8) that C(X∞) is a stratified set of top
dimension l + m¯. Now, we use the pseudogradient in Proposition 8.1 to deform the set C(X∞). By
transversality arguments, we may assume that the deformation avoids all ”critical points at infinity” of
Morse indices at infinity bigger than or equal to l + 1 + m¯. Since, by assumption, there are no critical
points at infinity of Morse index at infinity l+ m¯, we conclude that C(X∞) is contractible. Hence, by the
Poincare´-Hopf theorem, we derive that
(365) 1 = χ(C(X∞)) =
∑
A∈F∞: i∞(A)≤l−1
(−1)i∞(A)
for m¯ = 0 and
(366) 1 = χ(C(X∞)) =
∑
A∈F∞: i∞(A)≤l−1
(−1)i∞(A)+m¯ + χ(J−L)
for m¯ ≥ 1 with L as in the proof of Theorem 1.1 and Corollary 1.2. Now clearly (365) contradicts the
assumption of the theorem in the case m¯ = 0. Furthermore, in the case m¯ ≥ 1 and for the same reason
as in of Theorem 1.1 and Corollary 1.2, we have (366) contradicts the assumption of the theorem in the
case m¯ ≥ 1. Hence the proof of Theorem 1.3 is complete.
Now, following the same arguments one deduces Theorem 1.6. Indeed let X∞ and C(X∞) be as above
where A0 is replaced by A
l. Just like in the above proof, we derive that
(367) 1 = χ(C(X∞)) =
∑
A∈F∞: i∞(A)≤l−1
(−1)i∞(A)+m¯ + χ(J−L),
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with L as in the proof of Theorem 1.4 and Corollary 1.5. Thus, for the same reason as in of Theorem 1.4
and Corollary 1.5, we have (367) contradicts the assumption of the theorem. Hence the proof of Theorem
1.6 is complete.
10 Appendix
In this section, we collect some technical Lemmas. First of all, using the conformal invariance of the
Paneitz operator, the properties of the metric ga (see (36)-(38)), the PDE satisfied by the ϕa,λ’s (see
(45)), and the Green’s representation formula (49), we derive the following two Lemmas.
Lemma 10.1 (Global Bubbles estimates)
Assuming that ǫ is positive and small, a ∈M and λ ≥ 1
ǫ
, then
1)
ϕa,λ(·) = δˆa,λ(·) + log λ
2
+H(a, ·) + 1
4λ2
∆gaH(a, ·) +O
(
1
λ3
)
,
2)
λ
∂ϕa,λ(·)
∂λ
=
2
1 + λ2χ2̺(dga(a, ·))
− 1
2λ2
∆gaH(a, ·) +O
(
1
λ3
)
,
3)
1
λ
∂ϕa,λ(·)
∂a
=
χ̺(dga (a, ·))χ
′
̺((dga (a, ·))
dga(a, ·)
2λexp−1a (·)
1 + λ2χ2̺(dga (a, ·))
+
1
λ
∂H(a, ·)
∂a
+O
(
1
λ3
)
,
where O(1) means Oa,λ,ǫ(1) and for it meaning see section 2.
Lemma 10.2 (Global Bubbles estimates outside concentration points)
Assuming that ǫ is small and d positive, a ∈ M , λ ≥ 1
ǫ
, and 0 < 2η < ̺ with ̺ as in (43), then there
holds
ϕa,λ(·) = G(a, ·) + 1
4λ2
∆gaG(a, ·) +O
(
1
λ3
)
in M \Baa(η),
λ
∂ϕa,λ(·)
∂λ
= − 1
2λ2
∆gaG(a, ·) +O
(
1
λ3
)
in M \Baa(η),
and
1
λ
∂ϕa,λ(·)
∂a
=
1
λ
∂G(a, ·)
∂a
+O
(
1
λ3
)
in M \Baa(η),
where O(1) means Oa,λ,ǫ(1) and for it meaning see section 2.
Next, using the above two Lemmas, we obtain the following three Lemmas.
Lemma 10.3 (Selfaction estimates)
Assuming that ǫ is small and positive, a ∈M and λ ≥ 1
ǫ
, then there holds
< Pgϕa,λ, ϕa,λ >= 32π
2 logλ− 40π
2
3
+ 16π2H(a, a) +
8π2
λ2
∆gaH(a, a) +O
(
1
λ3
)
,
< Pgϕa,λ, λ
ϕa,λ
∂λ
>= 16π2 − 8π
2
λ2
∆gaH(a, a) +O
(
1
λ3
)
,
< Pgϕa,λ,
1
λ
ϕa,λ
∂a
>=
16π2
λ
∂H(a, a)
∂a
+O
(
1
λ3
)
,
where O(1) means Oa,λ,ǫ(1) and for its meaning see section 2.
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Lemma 10.4 (Interaction estimates)
Assuming that ǫ is small and positive ai, aj ∈ M , dg(ai, aj) ≥ 4Cη, 0 < 2η < ̺, 1Λ ≤ λiλj ≤ Λ, and
λi, λj ≥ 1ǫ , C as in (38), and ̺ as in (43), then there holds
< Pgϕai,λi , ϕaj ,λj >= 16π
2G(aj , ai) +
8π2
λ2j
∆gajG(aj , ai) +O
(
1
λ3
)
,
< Pgϕai,λi , λj
∂ϕaj ,λj
∂λj
>= −8π
2
λ2j
∆gajG(aj , ai) +O
(
1
λ3
)
,
and
< Pgϕai,λi ,
1
λj
∂ϕaj ,λj
∂aj
>=
16π2
λj
∂G(aj , ai)
∂aj
+O
(
1
λ3
)
,
where O(1) means here OA,λ¯,ǫ(1) with A = (ai, aj) and λ¯ = (λi, λj) and for the meaning of OA,λ¯,ǫ(1),
see section 2.
Lemma 10.5 Assuming that ǫ > 0 is very small, we have that for a ∈M , λ ≥ 1
ǫ
, there holds
(368) ||λ∂ϕa,λ
∂λ
|| = O˜(1),
(369) || 1
λ
∂ϕa,λ
∂a
|| = O˜(1),
and
(370) || 1√
logλ
ϕa,λ|| = O˜(1),
where here O˜(1) means bounded by positive constants form below and above independent of ǫ, a, and λ.
Finally, using the relation between (R4, gR4) and (S
4, gS4), the spectral property of the Paneitz operator
PgS4 , and the blow-up argument of Brendle [14], we obtain the following last two Lemmas.
Lemma 10.6 There exists Γ0 and Λ˜0 two large positive constant such that for every a ∈ M , λ ≥ Λ˜0,
and w ∈ Fa,λ := {w ∈ W 2,2(M), < Qg, w >=< ϕa,λ, w >P=}, we have
(371)
∫
M
e4δˆa,λw2dVga ≤ Γ0||w||2.
Lemma 10.7 Assuming that η is a small positive real number with 0 < 2η < ̺ where ̺ is as in (43),
then there exists a small positive constant c0 := c0(η) and Λ0 := Λ0(η) such that for every ai ∈ M
concentrations points with dg(ai, aj) ≥ 4Cη where C¯ is as in (38), for every λi > 0 concentrations
parameters satisfying λi ≥ Λ0, with i = 1, · · · ,m, and for every w ∈ E∗A,λ¯ = ∩mi=1E∗ai,λi with A :=
(a1, · · · , am), λ¯ := (λ1, · · · , λm) and E∗ai,λi = {w ∈ W 2,2(M) : < ϕai,λi , w >P=<
∂ϕai,λi
∂λi
, w >P=<
∂ϕai,λi
∂ai
, w >P=< w,Qg >= 0}, there holds
(372) ||w||2 − 48
m∑
i=1
∫
M
e4δˆai,λiw2dVgai ≥ c0||w||2,
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