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JET SCHEMES, LOG DISCREPANCIES AND
INVERSION OF ADJUNCTION
LAWRENCE EIN, MIRCEA MUSTAT¸Aˇ, AND TAKEHIKO YASUDA
Introduction
Singularities play a key role in the Minimal Model Program. In this
paper we show how some of the open problems in this area can be
approached using jet schemes.
Let (X, Y ) be a pair, where X is a Q-Gorenstein normal variety,
and Y stands for a formal combination
∑k
i=1 qi · Yi, where qi ∈ R+
and Yi ⊂ X are proper closed subschemes. Fix a closed subset ∅ 6=
W ⊆ X . Using a suitable resolution of singularities for the pair (X, Y )
one can define numerical invariants mld(W ;X, Y ), called minimal log
discrepancies. These invariants in turn can be used to define the classes
of singularities which appear in Mori Theory.
We provide a way to compute minimal log discrepancies using arcs
and jets. The mth jet scheme Xm of X is given set-theoretically as
Hom(SpecC[t]/(tm+1), X). The limit of these schemes is the space of
arcs X∞ = Hom(SpecC[[t]], X). This is an infinite dimensional space,
but we may associate to (X, Y ) a family of subsets of X∞ of finite
codimension. Given W , if we restrict these subsets over W , then from
their codimensions we can compute mld(W ;X, Y ). We stress that this
characterization holds in complete generality. It extends the results
in [Mu1], [Ya], and [ELM], where criteria were given for having non-
negative log discrepancy, under certain hypotheses on the singularities
of X . The main ingredient in the proof of this characterization is the
theory of motivic integration on singular varieties, developed by Denef
and Loeser in [DL1].
1991 Mathematics Subject Classification. Primary 14B05; Secondary 14E30,
14E15, 14B10.
Key words and phrases. Jet schemes, motivic integration, minimal log discrepen-
cies, inversion of adjunction.
The first author was partially supported by NSF grant DMS 0200278. The
second author served as a Clay Mathematics Institute Long-Term Prize Fellow
while this research has been done. The third author was financially supported by
the Japan Society for the Promotion of Science.
1
2 L. EIN, M. MUSTAT¸Aˇ, AND T. YASUDA
Note that our setting is slightly different than the standard one in
Mori Theory. The usual setting is that of a pair (X,D), where X is a
normal variety, andD is a Q-divisor such thatKX+D is Q-Cartier. We
mention that our characterization of minimal log discrepancies has an
analogue in this context (see Remark 2.8). However, for the approach
via spaces of arcs, our setting seems more suggestive.
We leave the precise statement of our characterization for the main
body of the paper (see Theorem 2.6) and describe the consequences.
Our first application is a precise version of the Inversion of Adjunc-
tion Conjecture of Kolla´r and Shokurov, in the case when the ambient
variety is smooth.
Theorem 0.1. Let X be smooth, Y =
∑
i qi · Yi as above, and D ⊂ X
a normal effective divisor such that D 6⊆
⋃
i Yi. For every proper closed
subset W ⊂ D, we have
mld(W ;X,D + Y ) = mld(W ;D, Y |D).
Kolla´r, Shokurov and Stevens proved special cases of Inversion of
Adjunction: see [Kol], [Sh1] and [St]. The traditional approach to this
problem involves applications of vanishing theorems. We refer to [Kol]
for this part of the story. We mention also the result of Ambro [Am1]
who proved Inversion of Adjunction in the case when X = An and D is
a hypersurface which is general with respect to its Newton polyhedron.
Together with our characterization of minimal log discrepancies,
Theorem 0.1 can be used to characterize terminal hypersurface sin-
gularities. Recall that if V is a locally complete intersection variety, it
is proved in [Mu2] that V has canonical singularities if and only if Vm
is irreducible for all m. At least in the case when V is a hypersurface
in a smooth variety, this follows also from the above results. More-
over, we get a similar characterization for the terminal case, which was
suggested by Mirel Caibaˇr.
Theorem 0.2. Let X be smooth and D ⊂ X an irreducible and reduced
divisor. D has terminal singularities if and only if Dm is normal for
every m.
Our final application is towards a semicontinuity statement. Shokurov
has given in [Sh2] a conjectural uniform bound for minimal log discrep-
ancies. Ambro has made a stronger conjecture in [Am2] and he showed
that this conjecture is equivalent to a semicontinuity statement about
log discrepancies. We prove this conjecture in the case of an ambient
smooth variety.
Theorem 0.3. Let X be a smooth variety, and Y =
∑
i qi ·Yi as above.
The function x ∈ X −→ mld(x;X, Y ) is lower semicontinuous.
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A few words about the structure of the paper: in the first section we
review the basic definitions and properties of minimal log discrepan-
cies, while in the second section we prove our characterization of these
invariants. In the next section we study the jet schemes of a hypersur-
face in a smooth variety, and as a result, we prove Theorems 0.1 and
0.2. In the last section we prove the above semicontinuity statement.
0.1. Acknowledgements. We are indebted to Florin Ambro, Mirel
Caibaˇr, Franc¸ois Loeser, Rob Lazarsfeld, Mihnea Popa, and Vyacheslav
V. Shokurov for useful discussions and suggestions. The third author
thanks Yujiro Kawamata for his encouragement. The paper has also
benefitted from the referee’s comments. This work has been done while
the second and the third author were visiting Isaac Newton Institute
for Mathematical Sciences; they are grateful for hospitality.
1. Log discrepancies
All our varieties are defined over C. In this section we review the
definition and the basic properties of log discrepancies. For a detailed
discussion and proofs we refer to [Am2]. Note that unlike in [Am2], in
this paper we allow pairs of arbitrary codimension, but all the proofs
can be reduced to the case of divisors.
We will always work in the following setting. Let X be a normal,
Q-Gorenstein variety, and Y a formal combination Y =
∑k
i=1 qi · Yi,
where qi ∈ R, and where Yi ⊂ X are proper closed subschemes. We
will restrict later to the case when qi ≥ 0 for all i. A divisor E over X
is a prime Weil divisor on X ′, for some normal variety X ′, proper and
birational over X . We identify E with the corresponding valuation of
the function field of X . The center of this valuation on X is denoted
by cX(E).
Given a divisor E over X , choose a proper, birational morphism
π : X ′ −→ X , with X ′ normal and Q-Gorenstein, such that E is a
Cartier divisor on X ′, and such that all the scheme-theoretic inverse
images π−1(Yi) are Cartier divisors. We write π
−1(Y ) :=
∑
i qi ·π
−1(Yi).
The coefficient of E in KX′/X − π
−1(Y ) is a(E;X, Y ) − 1. It is clear
that a(E;X, Y ) does not depend on the particular model X ′ we have
chosen.
Definition 1.1. Let W ⊆ X be a nonempty closed subset. The mini-
mal log discrepancy of (X, Y ) on W is defined by
(1) mld(W ;X, Y ) := inf
cX(E)⊆W
{a(E;X, Y )}.
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Definition 1.2. The pair (X, Y ) is called log canonical if we have
mld(X ;X, Y ) ≥ 0.
We collect in the next proposition a few well-known facts about
minimal log discrepancies.
Proposition 1.3. Let (X, Y ) and W ⊆ X be as above.
(i) IfW1, . . . ,Wr are the irreducible components ofW , then mld(W ;X, Y ) =
minimld(Wi;X, Y ).
(ii) If U ⊂ X is an open subset such that both W ∩ U and W \ U are
nonempty, then
mld(W ;X, Y ) = min{mld(W \ U ;X, Y ),mld(W ∩ U ;U, Y |U)}.
(iii) mld(W ;X, Y ) ≥ 0 if and only if there is an open subset U of X,
such that W ⊆ U and (U, Y |U) is log canonical. If dim X ≥ 2, and if
mld(W ;X, Y ) < 0, then mld(W ;X, Y ) = −∞.
(iv) If π : X ′ −→ X is a proper, birational morphism, with X ′ normal
and Q-Gorenstein, then
mld(W ;X, Y ) = mld(π−1(W );X ′, π−1(Y )−KX′/X),
where π−1(Y ) =
∑
i qi · π
−1(Yi).
The next proposition shows that minimal log discrepancies can be
computed using log resolutions. Given (X, Y ) and W ⊆ X , consider
π : X ′ −→ X proper, birational, with X ′ smooth, such that π−1(Y ) ∪
Ex(π) is a divisor with simple normal crossings. Here Ex(π) denotes
the exceptional locus of π. In addition, if W 6= X , we assume that
π−1(W )∪π−1(Y )∪Ex(π) is also a divisor with simple normal crossings.
Note that by [Hi], we can always find such a morphism. Let us write
KX′/X − π
−1(Y ) =
∑
i(ai − 1)Ei.
Proposition 1.4. The pair (X, Y ) is log canonical if and only if ai ≥ 0
for every i. If (X, Y ) is log canonical on an open subset containing W ,
then
mld(W ;X, Y ) = min
pi(Ei)⊆W
{ai}.
The following conjecture is a precise form of the Inversion of Adjunc-
tion Conjecture, due to Kolla´r and Shokurov.
Conjecture 1.5. Consider a pair (X, Y ) as above and a normal effec-
tive Cartier divisor D on X , such that D 6⊆
⋃
i Yi. For every nonempty,
proper closed subset W ⊂ D, we have
mld(W ;X,D + Y ) = mld(W ;D, Y |D),
where Y |D =
∑
i qi · (Yi ∩D).
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We refer to [Kol] and [K+] for motivation and for a discussion of
known results. Let us mention that there is a more general conjecture
regarding Inversion of Adjunction for log canonical centers (see, for
example, [Am3]). We will prove the following result in Section 3, as an
application of our description of minimal log discrepancies in terms of
jet schemes.
Theorem 1.6. The above conjecture is true if X is smooth and Y =∑
i qi · Yi, where qi ≥ 0 for all i.
Remark 1.7. The statement in Theorem 1.6 has been proved in [Am1]
whenX = An, D is a non-degenerate hypersurface, andW is the origin.
Corollary 1.8. Let (X, Y ) be a pair as in Theorem 1.6, with X smooth.
If D ⊂ X is a normal divisor, such that D 6⊆
⋃
Yi, then (X,D+ Y ) is
log canonical around D if and only if (D, Y |D) is log canonical.
Proof. Apply Theorem 1.6 with W = Dsing∪
⋃
i(Yi∩D). Since we have
mld(D;D, Y |D) = min{mld(W ;D, Y |D), 1},
mld(D;X,D + Y ) = min{mld(W ;X,D + Y ), 0},
we are done since (X,D + Y ) is log canonical around D if and only if
mld(D;X,D + Y ) ≥ 0.
We will consider also the following version of minimal log discrep-
ancy.
Definition 1.9. With the notation in Definition 1.1, if W ⊂ X is a
proper irreducible closed subset with generic point ηW , then the mini-
mal log discrepency of (X, Y ) at ηW is
mld(ηW ;X, Y ) := inf
cX(E)=W
a(E;X, Y ).
If W = X , then we put mld(ηW ;X, Y ) = 0.
We collect in the following proposition the basic properties of this
invariant.
Proposition 1.10. Let (X, Y ) be a pair as above, and let W ⊂ X be
a proper irreducible closed subset.
(i) mld(ηW ;X, Y ) ≥ mld(W ;X, Y ).
(ii) If U ⊆ X is open, and U ∩ W 6= ∅, then mld(ηW ;X, Y ) =
mld(ηW ;U, Y |U).
(iii) mld(ηW ;X, Y ) ≥ 0 if and only if there is an open subset U ⊆ X
with U∩W 6= ∅, and such that (U, Y |U) is log canonical. If codim(W,X) ≥
2, then mld(ηW ;X, Y ) ≥ 0 if and only if mld(ηW ;X, Y ) 6= −∞.
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(iv) If (X, Y ) is log canonical, and if π : X ′ −→ X is a resolution as
in Proposition 1.4, then
mld(ηZ ;X, Y ) = inf
pi(Ei)=W
{ai}.
(v) There is an open subset U ⊆ X such that U ∩W 6= ∅, and
mld(ηW ;X, Y ) = mld(U ∩W ;U, Y |U).
2. Log discrepancies and jet schemes
For the basic definitions and properties of jet schemes, we refer to
[DL1] (see also [Mu1] or [Mu2]). In particular, we will use freely the
construction of motivic integrals from [DL1]. Recall our context: X is
a normal, d-dimensional Q-Gorenstein variety. Fix r ∈ N∗ such that
rKX is Cartier.
We denote the mth jet scheme of X by Xm, and the space of arcs
by X∞. We have canonical morphisms ψm : X∞ −→ Xm and φm :
Xm −→ X . When the variety we consider is not obvious, we will write
ψXm and φ
X
m. For every m, j ∈ N, we put Xm,j = Im(Xm+j −→ Xm)
and similarly Xm,∞ = Im(ψm). It is a theorem of Greenberg from [Gr]
that if j ≫ 0, then Xm,∞ = Xm,j . In particular, Xm,∞ is constructible.
On each jet scheme Xm there is an A
1-action • such that the natural
projections are compatible with these actions. Here A1 is considered
as a monoidal scheme under usual multiplication. Moreover, there are
“zero-sections” σm : X −→ Xm such that for every γ ∈ Xm, we have
0 • γ = σm(φm(γ)). Note that if T ⊆ Xm is invariant under the A
1-
action, then φm(T ) = σ
−1
m (T ), hence it is closed in X . For more details
we refer to [Mu2].
We introduce now two subschemes of X which measure its singular-
ities. Let i : U = Xreg −→ X be the open immersion corresponding to
the smooth part of X . We have a canonical morphism
(ΩdX)
⊗r −→ i∗(Ω
d
U)
⊗r = OX(rKX).
This defines a closed subscheme Z ⊂ X of ideal IZ , such that the image
of the above morphism is IZ ⊗OX(rKX).
We consider also the Jacobian subscheme Z ′ defined by the Jacobian
ideal IZ′ := Fittd(Ω
1
X) (the dth Fitting ideal of Ω
1
X). Working locally,
we may assume that X ⊂ AN is defined by (fi)i. Then IZ′ is generated
by the restrictions to X of the (N − d) minors of the Jacobian matrix
(∂fi/∂Xj)i,j.
It is clear that we have Supp(Z) ⊆ Xsing = Supp(Z
′). Moreover, if
X is locally complete intersection, then we may take r = 1 and in this
case IZ = IZ′.
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Recall that to every closed subscheme T →֒ X we have an associated
function FT : X∞ −→ N ∪ {∞} which measures the order of vanishing
of an arc along T . For every e ∈ N, let X
(e)
∞ = F
−1
Z′ (e) ⊆ X∞. Similarly,
if m ≥ e, we denote by X
(e)
m the set of jets in Xm vanishing along IZ′
with order exactly e. We put also X
(e)
m,j = X
(e)
m ∩ Xm,j, and similarly
for X
(e)
m,∞.
It follows from Lemma 4.1 in [DL1] and its proof (see also [Lo])
that if m ≥ e, then X
(e)
m+1,∞ −→ X
(e)
m,∞ is locally trivial with fiber Ad.
Moreover, X
(e)
m,∞ is a locally closed subset of X
(e)
m .
Consider for all closed subschemes T ⊆ X the corrresponding subsets
ψ−1m (Tm), and let A be an element in the algebra generated by all these
subsets. We define codim(A) as follows. Suppose first that A ⊆ X
(e)
∞
for some e, and let us write A = ψ−1m (B), where we may takem ≥ e. We
put codim(A) := (m+1)d−dim(B ∩X
(e)
m,∞), and since dimψm(X∞) =
(m+1)d (see Lemma 4.3 in [DL1]), it follows that codim(A) is a nonneg-
ative integer. Moreover, the result mentioned in the above paragraph
shows that the definition does not depend on which m we have chosen.
In general, we put codim(A) := mine∈N codim(A∩X
(e)
∞ ), with the con-
vention that codim(∅) = ∞. Note that codim(A) = ∞ if and only if
A ⊆ Z ′∞.
Let µ(A) be the Hodge realization of the motivic measure of A (see
[DL1]). µ(A) is a Laurent power series in two variables u−1 and v−1.
If µ(A) 6= 0, then there is only one monomial in µ(A) of maximal
degree, namely c(uv)− codim(A), where c is a positive integer. Moreover,
µ(A) = 0 if and only if codim(A) =∞.
Remark 2.1. Suppose that A is a finite intersection of sets of the form
F−1Ti (≥ mi). One can show that in this case codim(A) < ∞ and, in
fact, codim(A) = codim(ψm(A), ψm(X∞)), if m ≫ 0. If X is smooth,
then one can also check that codim(A) is the codimension of A as a
closed subset of X∞, but we do not know if this remains true in general.
We give now the version of the Change of Variable formula we will
need (this is essentially the same version that was used in [Ya]). Let X
be as above, Z the subscheme we have defined, and W ⊆ X a closed
subset. We consider Y =
∑k
i=1 qi · Yi, where qi ∈ R, and Yi ⊂ X
are proper closed subschemes. For e ∈ N, m = (mi)i ∈ N
k, we put
A =
⋂
i F
−1
Yi
(mi) ∩ F
−1
Z (e) ∩ ψ
−1
0 (W ).
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Theorem 2.2. If π : X ′ −→ X is a proper, birational morphism, with
X ′ smooth, then ∫
A
(uv)(1/r)FZ =
∫
pi−1∞ (A)
(uv)
−FK
X′/X .
Proof. By the Change of Variable formula in [DL1], we have∫
A
(uv)(1/r)FZ =
∫
pi−1∞ (A)
(uv)(1/r)FZ◦pi∞−FZ′′ ,
where IZ′′ is the sheaf of ideals such that π
∗ΩdX −→ IZ′′ ⊗ Ω
d
X′ is an
epimorphism. It follows from definition that
π−1(IZ) · O(−rKX′/X) = I
r
Z′′.
Since FZ ◦ π∞ = Fpi−1(Z), we deduce the formula in the statement.
The following is the main technical ingredient, which will allow us to
connect log discrepancies and jet schemes. We first fix the notation. Let
(X, Y ) and Z ⊂ X be as above. We consider also a closed nonempty
subset W ⊂ X . Fix a proper, birational morphism π : X ′ −→ X , such
that X ′ is smooth, and such that π−1(Y )∪ π−1(Z)∪Ex(π) is a divisor
with simple normal crossings. Recall that π−1(Y ) :=
∑
i qiπ
−1(Yi). If
W 6= X , then we put also the condition that π−1(W ), together with
the above union, is a divisor with simple normal crossings. We write
π−1(Yi) =
∑s
j=1 yi,jDj, π
−1(Z) =
∑s
j=1 zjDj , andKX′/X =
∑s
j=1 kjDj.
Theorem 2.3. With the above notation, for every e ∈ N, m ∈ Nk, we
have
codim
(⋂
i
F−1Yi (mi) ∩ F
−1
Z (e) ∩ ψ
−1
0 (W )
)
=
e
r
+min
ν
s∑
j=1
(kj + 1)νj.
Here the infimum is over all ν ∈ Ns with
⋂
νj 6=0
Dj 6= ∅, and such that∑s
j=1 νjyi,j = mi for all i, and
∑s
j=1 νjzj = e. If W 6= X, then we have
to add also the condition that there is νj 6= 0 such that π(Dj) ⊆ W .
By convention, the minimum over an empty set is ∞.
Proof. Let A =
⋂
i F
−1
Yi
(mi) ∩ F
−1
Z (e) ∩ ψ
−1
0 (W ). By definition,∫
A
(uv)(1/r)FZ = µ(A)(uv)e/r.
We treat only the case µ(A) 6= 0, the changes for the other case being
obvious. Therefore the integral is given by a Laurent power series in
u−1 and v−1 (with rational exponents) of degree 2((e/r)− codim(A)).
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On the other hand, a direct computation shows that∫
pi−1∞ (A)
(uv)
−FK
X′/X =
∑
ν
E(D◦ν)(uv − 1)
|ν|(uv)−d−
∑
j(kj+1)νj ,
where the sum is over all ν ∈ Ns such that
∑
i νjyi,j = mi, for all i, and∑
j νjzj = e. We have put |ν| = Card{j|νj > 0}. If W 6= X , then we
have to add also the condition that there is at least one νj > 0 such that
π(Dj) ⊆ W . We have used the notation D
◦
ν =
⋂
νj 6=0
Dj \
⋃
νj=0
Dj.
The proof of this formula follows along the same lines as the proof of
Theorem 2.15 in [Cr].
We deduce that the degree of the integral over π−1∞ (A) is equal to
−2(minν
∑
j(kj+1)νj), where ν runs over the set in the statement of the
theorem. By Theorem 2.2 the two integrals are equal, and comparing
their degrees we get the formula for codim(A).
Remark 2.4. When X is smooth,W = X and Y is a hypersurface, the
formula in Theorem 2.3 follows also from the computation of motivic
Igusa zeta function in [DL2]. Under the same assumption on X and
W , but for Y = q1 · Y1 − q2 · Y2, this is contained in [ELM].
Corollary 2.5. With the notation in Theorem 2.3, we have
codim
(⋂
i
F−1Yi (≥ mi) ∩ F
−1
Z (≥ e) ∩ ψ
−1
0 (W )
)
= min
ν
s∑
j=1
(zj
r
+ kj + 1
)
νj .
Here the infimum is over all ν ∈ Ns with
⋂
νj 6=0
Dj 6= ∅, and such that∑s
j=1 νjyi,j ≥ mi for all i, and
∑s
j=1 νjzj ≥ e. If W 6= X, then we have
to add also the condition that there is νj 6= 0 such that π(Dj) ⊆W .
Proof. If m ∈ Nk and e ∈ N, then we put Am,e for the set in Theo-
rem 2.3, and A′m,e for the set in the above statement. We put m
′ ≥ m
if m′i ≥ mi for all i. We have⋃
m′≥m,e′≥e
Am′,e′ ⊆ A
′
m,e,
and the complement lies inside
⋃
i(Yi)∞ ∪ Z∞. This gives
codim(A′m,e) = min
m′,e′
codim(Am′,e′),
and we conclude by Theorem 2.3.
We give now our characterization of minimal log discrepancies in
terms of spaces of arcs. Using Proposition 1.3(ii), it is easy to see that
for the computation of mld(W ;X, Y ) we may assume that W 6= X .
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Theorem 2.6. Let (X, Y ) be a pair as above, with Y =
∑k
i=1 qi · Yi.
If W ⊂ X is a proper closed subset, and if τ ∈ R+, then the following
are equivalent:
(i) mld(W ;X, Y ) ≥ τ .
(ii) For every e ∈ N, m ∈ Nk, we have
(2) codim
(
k⋂
i=1
F−1Yi (mi) ∩ F
−1
Z (e) ∩ ψ
−1
0 (W )
)
≥
e
r
+
k∑
i=1
qimi + τ.
If qi ≥ 0 for all i, then the above conditions are also equivalent with
(iii) For every e ∈ N, m ∈ Nk, we have
(3) codim
(
k⋂
i=1
F−1Yi (≥ mi) ∩ F
−1
Z (≥ e) ∩ ψ
−1
0 (W )
)
≥
e
r
+
k∑
i=1
qimi+τ.
Moreover, if π is a resolution as in Theorem 2.3, then in (ii) and
(iii) above it is enough to put the conditions in (2) and (3), respectively,
only for finitely many e and m, depending on the numerical data of the
resolution.
Proof. Let π be a resolution as in Theorem 2.3. We keep the notation
in that theorem. By restricting to a suitable open neighbourhood of
W , we may assume that π(Dj)∩W 6= ∅, for all j. In this case Proposi-
tion 1.4 shows that mld(W ;X, Y ) ≥ τ if and only if kj+1−
∑
i qiyi,j ≥ 0
for all j, and kj + 1−
∑
i qiyi,j ≥ τ for all j such that π(Dj) ⊆W .
Suppose first that mld(W ;X, Y ) ≥ τ . If ν ∈ Ns is such that∑
j νjyi,j = mi, and such that νl ≥ 1 for some l with π(Dl) ⊆ W ,
then
∑
j(kj +1)νj ≥
∑
i qimi + τ , and we deduce (2) from the formula
in Theorem 2.3. This proves (i)⇒(ii), and (i)⇒(iii) follows similarly,
using Corollary 2.5.
We show now (ii)⇒(i). We take first j such that π(Dj) ⊆ W . If
kj + 1 <
∑
i qiyi,j + τ , take m ∈ N
k given by mi = yi,j for all i, and
let e = zj . By taking νj = 1, and νj′ = 0 for j
′ 6= j, the formula in
Theorem 2.3 gives
codim
(
k⋂
i=1
F−1Yi (mi) ∩ F
−1
Z (e) ∩ ψ
−1
0 (W )
)
<
e
r
+
k∑
i=1
qimi + τ,
a contradiction with (ii).
We take now j such that π(Dj) 6⊆W . Since π(Dj)∩W 6= ∅, there is
j′ such that π(Dj′) ⊆W , and Dj ∩Dj′ 6= ∅. For every α ∈ N, we take
ν ∈ Ns such that νj = α, νj′ = 1, and νj′′ = 0 if j
′′ 6= j, j′. If m ∈ Nk
is such that mi = yi,jα+ yi,j′, and if e = zjα+ zj′, then it follows from
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(2) and the formula in Theorem 2.3 that
(kj + 1)α + (kj′ + 1) ≥
k∑
i=1
qi(yi,jα + yi,j′) + τ.
It is clear that there is a value for α, depending on the numerical data of
the resolution, such that the above inequality implies kj+1 ≥
∑
i qiyi,j.
We have thus shown that mld(W ;X, Y ) ≥ τ .
Note that (iii) trivially implies (ii), as the codimension in (2) is
always greater or equal to the codimension in (3). As the last assertion
in the theorem follows from the above arguments, we are done.
Remark 2.7. We can deduce from the above theorem a condition for
(X, Y ) to be log canonical, in terms of arcs. Namely, (X, Y ) is log
canonical if and only if for every e ∈ N and every m ∈ Nk, we have
(4) codim
(
k⋂
i=1
F−1Yi ∩ F
−1
Z (e)
)
≥
e
r
+
k∑
i=1
qimi.
Moreover, if qi ≥ 0 for all i, then the above condition is equivalent with
(5) codim
(⋂
i
F−1Yi (≥ mi) ∩ F
−1
Z (≥ e)
)
≥
e
r
+
∑
i
qimi,
for every e ∈ N and every m ∈ Nk. In order to see this, it is enough to
apply the above theorem for W =
⋃
i Supp(Yi) ∪Xsing.
Note that this characterization of log canonical singularities was
proved in the case when Supp(Z) ⊆
⋃
i Supp(Yi) in [Ya]. The above
proof of Theorem 2.6 is inspired from his proof.
Remark 2.8. One can give an analogous description of minimal log
discrepancies in the usual setting of Mori Theory. Suppose that X is
a d-dimensional normal variety, and that D is a Q-divisor on X such
that r(KX +D) is Cartier for some positive integer r. For simplicity,
we assume that D is effective, so we have a canonical morphism
(∧dΩX)
⊗r −→ (∧dΩX)
⊗r ⊗OX(rD) −→ OX(r(KX +D)).
We have a closed subscheme T ⊆ X defined by the ideal IT , such that
the image of the above composition is IT ⊗OX(r(KX+D)). Note that
in this case, this scheme depends also on D.
The same arguments as above show, for example, that if τ ∈ R+,
then mld(W ;X,D) ≥ τ if and only if
codim(F−1T (e) ∩ ψ
−1
0 (W )) ≥
e
r
+ τ
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for every e ∈ N.
3. Inversion of Adjunction
In the case of a hypersurface, it is easy to understand the set of jets
which can be lifted to the arc space. This will be enough to give a
proof of Theorem 1.6.
Let us fix the notation for this section. We consider a smooth
variety X , with dim X = d, and a divisor D ⊂ X which is irre-
ducible and reduced. Let Z ⊂ D be the jacobian subscheme of D
defined by the ideal IZ . Recall that Dm,e = Im(Dm+e −→ Dm), while
Dm,∞ = Im(D∞ −→ Dm). In addition, if we restrict to those jets with
order e along IZ , then we put (e) as a superscript.
Lemma 3.1. Given D as above, and m, e ∈ N, with m ≥ e, we
have D
(e)
m,∞ = D
(e)
m,e. Moreover, if η : Xm+e −→ Xm is the canonical
projection, then η−1(D
(e)
m,e) = D
(e)
m+e.
Proof. We have to show that if u ∈ D
(e)
m+e, then there is v ∈ D∞ such
that u and v have the same image in Dm. In addition, if w ∈ Xm+e is
such that η(u) = η(w), then w ∈ Dm+e.
Let u0 = φ
D
m(u). By restricting to an open neighbourhood of u0, we
may assume that we have a regular system of parameters at u0, denoted
by x1, . . . , xd. We may also assume that D is defined by an equation
f . Note that the regular system of parameters induces an isomorphism
ÔX,u0 ≃ C[[T1, . . . , Td]], and we will identify f with a power series via
this isomorphism.
For every p, we have an isomorphism
(φXp )
−1(u0) ≃ (tC[t]/(t
p+1))d,
which maps a morphism γ to (γi)i, where γi = γ(xi). Note that γ ∈ Dp
if and only if f(γ1, . . . , γd) = 0. Similar considerations apply when
p =∞.
In order to finish the proof, it is enough to prove the following as-
sertions. Suppose that γ ∈ (tC[[t]])n is such that ord f(γ) ≥ m+ e+1
and ord(∂f/∂T1(γ), . . . , ∂f/∂Tn(γ)) = e. Then there is δ ∈ (C[[t]])
n,
such that f(γ+ tm+1δ) = 0. Moreover, if γ′ ∈ (C[[t]])n, then ord f(γ+
tm+1γ′) ≥ m+ e+ 1.
Consider the Taylor expansion:
f(γ + tm+1γ′) = f(γ) + tm+1
d∑
i=1
∂f
∂Ti
(γ) · γ′i + t
2m+2 · (. . .).
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Since ord f(γ) ≥ m + e + 1, ord ∂f
∂Ti
(γ) ≥ e, and m ≥ e, we deduce
ord f(γ + tm+1γ′) ≥ m + e + 1. This gives the second of the above
assertions. Moreover, it is easy to see from the above formula that
there is δ such that f(γ + tm+1δ) = 0. In fact, the terms of order zero
in δ are obtained solving a linear equation, while the higher terms can
be deduced by a recursive argument. Hence we get the first of the
above assertions. Alternatively, this statement can be deduced also
from Newton’s Lemma (see [Gr]).
Consider now the following situation. Let m ∈ N, and let also R ⊆
Xm be an irreducible closed subset which is invariant under the A
1-
action on Xm. Suppose that a ≤ m is such that ord γ(ID) ≥ a for
every γ ∈ R, where ID is the ideal defining D in X . We assume that
φXm(R) ∩D 6= ∅, and we put S = R ∩Dm,∞ and S = (ψ
D
m)
−1(S). Let
e = min{ord γ(IZ)|γ ∈ S}.
Lemma 3.2. With the above notation, we have
(1) S is non-empty and e <∞.
(2) If S◦ := {γ ∈ S| ord γ(IZ) = e} (which is open in S), then
codim(S◦, D∞) ≤ codim(R,Xm) + e− a.
Proof. Let x ∈ φXm(R) ∩ D. We denote by xm the image of x by the
zero section to Dm. Using the A
1-action on Dm, we see that xm ∈ S.
The second assertion in (1) can be proved as follows. Let µ : D′ −→ D
be a resolution of singularities for D. The set f−1∞ (S) is nonempty as
it contains the zero section over any point in f−1(x). Since it is the
inverse image of a closed subset in D′m, and since D
′ is smooth, it can
not be contained in f−1(Z)∞ (see, for example, Corollary 3.8 in [Mu2]).
This shows that S 6⊆ Z∞.
Fix now p ≥ max{m, e}. Let R := (ψXm)
−1(R) We denote by Rp+e
and Rp the projections of R to Xp+e and Xp, respectively. Similarly,
let S◦p be the projection of S
◦ to Xp. We denote by g : Rp+e −→ Rp
the canonical projection.
Let T = Rp+e ∩ Dp+e. If γ ∈ T has order e
′ ≤ e along IZ , then
Lemma 3.1 shows that g(γ) lies over S. Hence e′ = e. Therefore
the set T ◦ := {γ ∈ T |ordγ(IZ) = e} is an open subset of T . Again,
Lemma 3.1 implies that g induces a surjective map f : T ◦ −→ S◦p .
It is clear that all the fibers of f have dimension at most de. On
the other hand, T is cut out in Rp+e by p + e − a + 1 equations.
If we put r = codim(R,Xm), then every irreducible component of T
has dimension at least (p + 1)(d − 1) + de − (r + e − a). Therefore
dimS◦p ≥ (p+1)(d−1)−(r+e−a), hence codim(S
◦, D∞) ≤ r+e−a.
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We can prove now the case of Inversion of Adjunction which was
stated in Section 1.
Proof of Theorem 1.6. The inequality
mld(W ;X,D + Y ) ≤ mld(W ;D, Y |D)
is well-known in general and follows by adjunction (see, for example,
the proof of Proposition 7.3.2 in [Kol]). We recall the argument for
completeness.
Let π : X ′ −→ X be proper, birational, such that X ′ is smooth, and
π−1(Y ) ∪ π−1(D) ∪ π−1(W ) is a divisor with simple normal crossings.
Write
KX′/X − π
−1(Y ) =
∑
i
(ai − 1)Ei,
and π−1(D) = D˜ +
∑
i biEi. Note that by hypothesis, the strict trans-
form D˜ of D does not appear in KX′/X − π
−1(Y ).
The restriction π0 : D˜ −→ D is a log resolution of (D, Y |D ∪ W ),
and the adjunction formula gives
KD˜/D − π
−1
0 (Y |D) =
∑
i
(ai − bi − 1)Ei|D˜.
Since π(D˜) 6⊆ W , we see that if D˜ ∩ Ei 6= ∅, then π0(D˜ ∩ Ei) ⊆ W if
and only if π(Ei) ⊆ W . This is enough to give the inequality we have
claimed. The reverse inequality is not obvious, as some of the divisors
Ei might not intersect D˜.
We turn now to the proof of this reverse inequality. Suppose that
mld(W ;X,D+ Y ) < τ , for some τ ∈ R+. It follows from Theorem 2.6
applied to the smooth variety X that there are m, a ∈ N, b ∈ Nk, such
that m ≥ max{a, bi}, and if
A = {γ ∈ Xm| ord γ(ID) ≥ a, ord γ(IYi) ≥ bi, ord γ(IW ) ≥ 1},
then there is an irreducible component R of A, with codim(R,Xm) <
a+
∑
i biqi + τ .
It is clear that R satisfies the hypothesis of Lemma 3.2. With nota-
tion as in the lemma, we get the subset
S◦ ⊆ D∞ ∩ F
−1
Z (e) ∩
⋂
i
F−1Yi (≥ bi),
such that codim(S◦, D∞) <
∑
i qibi + e + τ . Theorem 2.6 shows that
mld(W ;D, Y |D) < τ . This completes the proof of the theorem.
We apply now Theorem 1.6 and 2.6 to deduce a characterization of
terminal hypersurfaces. Fix a divisor D ⊂ X , where X is smooth of
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dimension d, and D is reduced and irreducible. Recall that by Theo-
rem 3.3 in [Mu2], D has canonical (or equivalently, rational) singulari-
ties if and only if Dm is irreducible for every m. Moreover, it is shown
in [Mu2] that in this case Dm is a locally complete intersection variety,
of dimension (m+1)(d−1). The following result similarly characterizes
terminal singularities, giving a positive answer to a question of Mirel
Caibaˇr.
Theorem 3.3. If D ⊂ X is an irreducible and reduced divisor on a
smooth variety X, then D has terminal singularities if and only if Dm
is normal for every m ∈ N.
Proof. By the results in [Mu2], we may assume that Dm is a locally
complete intersection variety of dimension (m + 1)(d − 1). Therefore
Dm is normal if and only if dim(Dm)sing ≤ (m+ 1)(d− 1)− 2.
Moreover, if φm : Dm −→ D is the canonical projection, then
(Dm)sing = φ
−1
m (Dsing). Indeed, the inclusion “⊆” is trivial. To see
the reverse inclusion, note that Dm ⊂ Xm is defined by (m+ 1) equa-
tions. Since dim Dm = dim Xm−(m+1), if u ∈ Dm is a smooth point,
then these (m+1) equations are part of a regular system of parameters
at u. As the scheme defined by the first equation is locally isomorphic
to D × Amd, D has to be smooth at φm(u).
Therefore Dm is normal for every m if and only if dim φ
−1
m (Dsing) ≤
(m+1)(d−1)−2 for every m. By Theorem 2.6, this is equivalent with
mld(Dsing;X,D) ≥ 2. Since this minimal log discrepancy is an integer,
this is further equivalent to mld(Dsing;X,D) > 1. By Theorem 1.6, we
have
mld(Dsing;X,D) = mld(Dsing;D).
As by definition mld(Dsing;D) > 1 if and only if D has terminal singu-
larities, we are done.
Remark 3.4. In fact, the above argument can be used to show that
if D is a normal divisor on a smooth d-dimensional variety X , then D
has log canonical singularities if and only if Dm has pure dimension
for every m. Indeed, Dm has pure dimension if and only if dim Dm =
(m+ 1) dim D. By Remark 2.7, this is true for every m if and only if
(X,D) is log canonical. This is equivalent with D being log canonical
by Corollary 1.8.
Suppose now that D is a normal divisor with log canonical sin-
gularities. The argument in the proof of Theorem 3.3 shows that
(Dm)sing = φ
−1
m (Dsing). Moreover, we see that codim((Dm)sing, Dm) ≥
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mld(Dsing;D), for allm, and equality is achieved for some m. In partic-
ular, this implies Theorem 3.3 in [Mu2]: D has canonical singularities
if and only if Dm is irreducible for every m.
4. Semicontinuity of minimal log discrepancies
In this section we prove a semicontinuity statement for minimal log
discrepancies in the case of a smooth ambient variety. Recall the fol-
lowing conjecture from [Am2].
Conjecture 4.1. If X is a normal, Q-Gorenstein variety, and if Y =∑
i qi·Yi, where qi ∈ R+ and Yi ⊂ X is a proper closed subscheme, for all
i, then the function x ∈ X −→ mld(x;X, Y ) is lower semicontinuous.
It was shown in [Am2] that this conjecture is equivalent with the
following one.
Conjecture 4.2. Let X and Y be as in Conjecture 4.1. For every two
irreducible closed subsets V ⊂W ⊂ X , we have
mld(ηV ;X, Y ) ≤ mld(ηW ;X, Y ) + codim(V,W ).
Remark 4.3. In fact, in [Am2], Y is assumed to be a divisor. On
the other hand, all the arguments can be extended to the case of an
arbitrary subscheme.
One reason for conjecturing the above statements in [Am2] was to ex-
plain a conjecture of V. Shokurov from [Sh2], which was the particular
case W = X in Conjecture 4.2.
We will show that Conjecture 4.2 is true if the ambient variety is
smooth.
Theorem 4.4. Let X be a smooth variety, and Y =
∑k
i=1 qi ·Yi, where
qi ∈ R+ and Yi ⊂ X is a proper closed subscheme, for all i. For every
two irreducible closed subsets V ⊂W , we have
mld(ηV ;X, Y ) ≤ mld(ηW ;X, Y ) + codim(V,W ).
Proof. By taking a sequence of intermediate subvarieties, it is enough
to consider the case when codim(V,W ) = 1. If W = X , then V is
a divisor. We clearly have mld(ηV ;X, Y ) ≤ mld(ηV ;X) = 1, which
completes this case, as mld(ηX ;X, q · Y ) = 0.
From now on, we suppose that W 6= X , so codim(V,X) ≥ 2.
If (X, Y ) is not log canonical on any open subset meeting V , then
mld(ηV ;X, Y ) = −∞, and there is nothing to prove. If this is not
the case, by restricting to a suitable open subset, we may assume that
(X, Y ) is log canonical. Moreover, we may restrict to a suitable open
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subset meeting V in order to have mld(V ;X, q · Y ) = mld(ηV ;X, q · Y )
(see Proposition 1.10(v)). Up to this point, the argument holds for
arbitrary X .
Let τ = mld(ηW ;X, Y ). Since X is smooth, by Theorem 2.6 there
exists m = (mi)i ∈ N
k such that codim(A,X∞) ≤
∑
i qimi + τ , where
A =
⋂
i F
−1
Yi
(≥ mi) ∩ ψ
−1
0 (W ). Fix p ≫ 0 (depending on m), and let
B = ψp(A), so that dim B ≥ (p+ 1) dim X −
∑
i qimi − τ .
We claim that we can choose m such that there is an irreducible
component T of B with dim T ≥ (p + 1) dim X −
∑
i qimi − τ , and
such that φp(T ) = W . Indeed, note first that for every irreducible
component T , φp(T ) is a closed subset of W . This follows since T is
invariant under the A1-action on Xm. If we can not find T as claimed,
then we may restrict to a suitable open subset meeting W to deduce
mld(ηW ;X, Y ) > τ , a contradiction. For this we use the fact that by
Theorem 2.6, in order to compute minimal log discrepancies it is enough
to check finitely many jet schemes, depending on a log resolution of
(X, Y ∪W ). Therefore we can find T as claimed.
Let φ : T −→ W be the restriction of φp to T . Since there is an
irreducible component S of φ−1(V ) with dim S ≥ (dim T − dim W ) +
dim V , we deduce
mld(ηV ;X, Y ) = mld(V ;X, Y ) ≤ τ + codim(V,W )
via another application of Theorem 2.6. This concludes the proof.
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