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via  
Microstructure-Sensitive Nondestructive Evaluation 
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Damage in materials is a complex and stochastic process bridging several time and 
length scales. This dissertation focuses on investigating the damage process in a particular 
class of precipitate-hardened aluminum alloys which is widely used in automotive and 
aerospace applications. Most emphasis in the literature has been given either on their 
ductility for manufacturing purposes or fracture for performance considerations. In this 
dissertation, emphasis is placed on using nondestructive evaluation (NDE) combined with 
mechanical testing and characterization methods applied at a scale where damage 
incubation and initiation is occurring. Specifically, a novel setup built inside a Scanning 
Electron Microscope (SEM) and retrofitted to be combined with characterization and NDE 
capabilities was developed with the goal to track the early stages of the damage process in 
this type of material. The characterization capabilities include Electron Backscatter 
Diffraction (EBSD) and Energy Dispersive Spectroscopy (EDS) in addition to X-ray 
micro-computed tomography (μ-CT) and nanoindentation, in addition to microscopy 
achieved by the Secondary Electron (SE) and Back Scatter Electron (BSE) detectors. The 
mechanical testing inside the SEM was achieved with the use of an appropriate stage that 
fitted within its chamber and is capable of applying both axial and bending monotonic and 
cyclic loads. The NDE capabilities, beyond the microscopy and μ-CT, include the methods 
of Acoustic Emission and Digital Image Correlation (DIC). This setup was used to identify 
xxiii 
 
damage precursors in this material system and their evolution over time and space. The 
experimental results were analyzed by a custom signal processing scheme that involves 
both feature-based analyses as well as a machine learning method to relate recorded 
microstructural data to damage in this material. Extensions of the presented approach to 
include information from computational methods as well as its applicability to other 
material systems are discussed.  
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CHAPTER 1: INTRODUCTION AND MOTIVATION 
 
1.1. Research Synopsis 
Damage is a complex, multi-scale, stochastic process that dominates all engineering 
materials and structures.  As a result, only materials where a large quantity of research and 
investigations have been conducted into understanding its behavior and damage 
mechanisms are used extensively.  This is particularly true for aluminum alloys where slip 
bands resulting from dislocation motion [1-5], debonding [6-9], and particle fracture [10-
17] lead to void nucleation and coalescence followed by crack growth [12, 18-24] have 
been investigated. Despite the significant effort and research attempting to understand this 
material, the behavior of these materials and there wide spread use the damage process 
from nucleation to failure is not fully understood.  Attempts have been made, usually via 
Nondestructive Testing and Evaluation (NDT&E) methods, to track the damage evolution 
of a structure [25-34] to determine remaining life [31, 33, 35].  However, these methods 
do not consider the multi-scale nature nor the physical basis of the damage being tracked.  
Recently, to determine the microstructure effects on macroscale damage evolutions, 
advances have been made to apply loads under a Scanning Electron Microscope (SEM). 
Specifically, to observe the small scale crack growth behavior of aluminum alloys [36-40].  
NDE methods have proven useful in monitoring damage at a variety of scales with 
most work focused at the meso-scale [18, 22, 23, 41-48].  Some techniques such as Digital 
Image Correlation (DIC) and Acoustic Emission (AE) have been coupled to enhance the 
detection of damage and understanding of the materials response to external stimuli [23, 
44].  Passive methods, such as AE, have the unique advantage of monitoring a material or 
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structure real time, as no energy is required to interrogate the system, to detect the onset of 
damage and the locations. Coupling with DIC strain maps, damage locations can be 
identified prior to failure for more detailed monitoring of damage evolution processes.  
Currently, it is difficult to identify early initiation and development of micro-damage 
mechanisms directly by NDE methods.  Consequently, post mortem inspection of the 
material is required to determine the type and size of damage.  Recent work has attempted 
to develop reliable metrics to flag the presence of damage [49], however, these attempts 
have focused on visible crack formation at the lab scale and do not consider the nucleation 
of the crack growth and its evolution prior to visible damage.  Fortunately, many NDE 
techniques, including AE and DIC, are scale-independent allowing for the potential 
investigation of damage mechanisms directly at the scale they occur.  Advances in small 
scale loading devices capable of implementation inside microscopes [36, 40, 50-54] makes 
it possible to observe the damage as it occurs and link it to observed NDE responses.   
This research introduces and discusses the development of a novel experimental 
mechanics framework combining in situ scanning electron microscopy (SEM) during 
mechanical loading with NDE monitoring via the AE and DIC techniques.  New methods 
of patterning for DIC were required to allow the monitoring of strains while also allowing 
for in situ microstructure observation.  The use of full field strain measurements is coupled 
with volumetric AE data and connected to damage sites based on observations directly as 
damage occurs. Further, coupling of the in situ NDE results with 3 dimensional micro-CT 
results, crystallography, chemical composition and nanoindentation help to validate the 
observed AE results.  Moreover, the development of a post processing framework for AE 
signals using machine learning algorithms to mine the large AE data set and determine key 
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features for detecting damage results in a method to diagnose material damage for 
remaining useful life estimates.  Figure 1 shows a summary of the framework used. 
 
 
 
Figure 1 Research Overview 
 
 
1.2. Motivation 
Damage detection in systems such as, aircraft structures, remains a slow and expensive 
process that relies on periodic time based inspections.  This system results in a trade-off 
between cost and frequency of inspections which can result in failures such as that of a 
Southwest Airline jet in 2011 where an inflight rupture resulted in the loss of a fuselage 
section [55]. Inspections had been carried out as required and no significant damage was 
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observed yet failure occurred.  The sudden failure of this section demonstrates the need for 
onboard monitoring of the system health. Subsequently, the concept of an airframe digital 
twin was introduced by the Airforce where in a computational model of a structure is used 
to simulate the flight loads of an aircraft to predict failure.  The structure is updated to 
reflect the materials actual damage state using results from NDE techniques. Figure 2 
illustrates the concept of an airframe digital twin where actual usage and damage 
information are used to plain for maintenance.  
 
 
 
Figure 2 Sample SHM monitoring locations [56, 57] 
 
 
In this framework, components are monitored continuously for damage allowing 
detailed inspections to occur only as needed and only in areas that indicate a change or 
damage is present resulting in a reduction in cost and more reliable detection of damage. 
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However, a condition-based system necessitates first an understanding of material fatigue 
damage processes bridging initiation and growth and second an accurate and reliable way 
to describe the damage state. Currently depot level inspections can detect damage before 
failure, however, they generally do not capture the earliest signs of damage that occur well 
before the onset of macroscopic damage that can affect the material and systems response 
to loading.  Figure 3 depicts a curve of life vs capability where the capability degrades with 
increasing cycles as a result of accumulating damage.  Depot level detection methods are 
indicated in green and are the result of periodic NDE inspections.  The blue arrow indicates 
the desired shift to micro-damage mechanisms that occur in the early cycles to help reliably 
detect the presence of damage and track its evolution to the current inspection scale. 
 
 
Figure 3 Material Degradation over life 
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To successfully monitor the evolution of damage from the earliest mechanisms, a 
method is needed to investigate these micro-mechanisms as early damage processes and 
subsequently evaluate their effects on the system behavior resulting in reliable detection of 
the early damage.  Furthermore, aircraft are designed to operate predominantly in the high 
to very high cycle fatigue regime where the majority of the life is consumed by damage 
incubation and initiation [17, 58].  Therefore the development of a method to detect and 
understand the incubation and initiation phase of damage becomes important to perform 
fatigue life and remaining useful life estimates.  Moreover, such a technique is require to 
make it possible to identify damage mechanisms at the time and scale they occur and link 
this to measures obtained by nondestructive techniques such as acoustic emission 
demonstrating the feasibility of early damage detection.  Extending the knowledge to other 
damage mechanisms at a variety of scales and for other materials can then lead to the 
development of a remaining life prediction system useful to inform when more detailed 
inspections are required.  Moreover, the material knowledge gained from such an 
experimental campaign can provide insight into damage monitoring for new structures as 
well as design methodologies to minimize the presence of defects and flaws that lead to 
the failure. Figure 4 depicts the current work flow to bring a system to production.  By 
understanding the damage incubation processes NDE can be used to monitor the build and 
test phases to decrease the time to manufacture.  Furthermore, NDE can be built into new 
systems to monitor the structure in use and inform for maintenance and sustainability. 
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Figure 4 Current design process 
 
 
1.3.Thesis Structure 
This thesis begins by providing a background into the material structure, damage 
mechanisms, as well as the inspection techniques, methods, and tools used specifically for 
aluminum alloys.  The hypothesis is presented and justified based on the background 
knowledge.  The development of a technique combining in situ experimentation with 
nondestructive evaluation techniques is introduced The novel experimental technique is 
then leveraged to study the nucleation and evolution of damage as it occurs wherein, the 
experimental results are presented in a manner to identify the early signs of damage in 
aluminum alloys such as dislocation motion, particle debonding, and fracture.  These 
mechanism are examined via AE and DIC for their contribution to damage evolution and 
specimen failure in both monotonic and cyclic loading conditions for tension and bending 
cases.  Experimental observations are enhanced and extrapolated to identify specific 
Requirements
Design
Build
Test
Manufacture & Maintain
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mechanisms, namely particle fracture, through the application of machine learning 
algorithms encompassing natural clustering, classification, and outlier analysis.  
Additionally, the effect of the sensor and hardware on the potential waveforms recorded is 
discussed.  Additionally, the driving force for the onset of these damage mechanisms is 
discussed through a combination of experimental results and theoretical analysis.  Finally, 
the contribution of this work along with proposed future work including theoretical energy 
release and application of the concept to a full scale structure is discussed followed by 
closing remarks.   
 
33 
 
CHAPTER 2: BACKGROUND 
 
2.1.Damage and Damage Precursor Definition 
Damage is a material specific, stochastic, multiscale process that bridges incubation, 
evolution, and growth effects.  Therefore it is possible to define damage at a variety of 
scales depending on the material and its application.  Material defects resulting from 
processing are not considered damage in this dissertation, rather they are considered as 
potential nucleation sites. Damage is defined as a physical change in the material that 
results in an observable change in material response. The detection of microscale 
mechanisms are a damage precursor.  These mechanisms occur prior to the macroscopic 
observable change in behavior and can take the form of dislocation motion, or micro-
fracture processes in the case of metallic systems. A damage precursor is typically a local 
irreversible process that redistributes the energy resulting from external loads.   
2.2. Aluminum Crystal Structure & Mechanical Properties 
This dissertation focuses on the damage evolution of precipitate hardened aluminum 
alloys which are commonly used for their high strength to weight ratio along with the 
abundance of existing research on material characteristics and damage mechanisms [59-
63].  Pure aluminum has low strength, but high ductility [59] which is beneficial to 
identifying and detecting damage before catastrophic failure occurs as damage evolution 
is incremental where the energy put into the system via mechanical, thermal or chemical 
loading is continually redistributed.  Properties of the aluminum such as stiffness and 
ultimate strength can be altered as desired by adjusting the materials processing via 
thermal, mechanical, and chemical treatment or by alloying the aluminum with other 
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materials such as copper and iron.  For example, Al 2024 is created by precipitate hardening 
the Aluminum with a variety of materials, the exact composition is given in table 1. 
 
Table 1 Chemical Composition of Al 2024 values in weight percent [59] 
 
 
 
The alloy is then solution heat treated, cold worked and naturally aged to produce the 
T3 temper used in this dissertation [59]. The result of the alloying and treatment process 
increases the stiffness and ultimate strength to 73 GPa and 483 MPa respectively while 
reducing the ductility to 26% of pure Al ductility.  Table 2 shows a comparison of Al 2024-
T3 properties with pure Al.  
 
Table 2 Mechanical Properties of Pure Aluminum and Al 2024-T3 [59] 
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Aluminum has Face Centered Cubic (FCC) crystal structure shown in Figure 5a, 
therefore it has four-fold cubic symmetry where all [100] directions are structurally 
equivalent.  Despite the high level of symmetry, however, the crystal structure remains 
anisotropic with an elastic anisotropy factor of 1.23 as defined by equation 2.1 for cubic 
symmetry.   
𝐴𝐹 =  
2𝐶44
𝐶11 − 𝐶22
 
Therefore, the hardest orientation, [111] direction, is 23% stiffer than the softer 
orientation, [100] directions. In the case of the [111] direction, one of the slip planes is 
perpendicular to the loading direction, greatly increasing the energy required to move a 
dislocation [64, 65].  Figure 5b illustrates the anisotropy of FCC materials, specifically Al. 
 
 
Figure 5 (a) Active slip family in aluminum and (b) FCC crystal structure showing the 
anisotropy [64] 
 
 
(2.1) 
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Slip generally occurs on the highest atomic density planes which for FCC crystals 
are the {111} family of planes.  Aluminum contains 12 primary slip systems with in the 
family of {111} planes and [100] directions.  Activation of slip systems is dependent on 
the angle between the loading direction and the slip plane, Φ, as well as between the loading 
direction and the slip direction, λ. This orientation is used to calculate a measure of the 
difficulty of activation, the Schmid factor, where a high Schmid factor indicates a higher 
likelihood the slip system is active.  Figure 6 shows a schematic of a slip system definition 
for Schmid factor calculation. 
 
Figure 6 Slip system angle definition for Schmid factor calculation 
 
The active slips systems are controlled, at least in part, by the loading direction.  Therefore, 
if a load is assumed to be applied along the [100] direction, the Schmid factor for every 
possible slip system can be calculated and tabulated as is shown in table 3.  
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Table 3 Schmid Factor Results for a load applied along the [100] 
 
 
For a single crystal loaded in this manner, slip system 8 should be activated first.  The 
activation of multiple slip systems can be considered using a Taylor factor in place of the 
Schmid factor.  Additionally, the local microstructure in a polycrystalline system, including 
precipitates, inclusions, and neighboring grains alter the load applied and can affect the 
activation of slip systems. 
 
2.3.Ductile Fracture 
Aluminum is a ductile material, and thus undergoes three primary stages of damage 
leading to catastrophic failure.  Within precipitate hardened aluminum alloys void 
formation generally occurs when loads reach a sufficient level for the particle to de-bond 
from the surrounding material [19, 66] or cause a particle to fracture [17, 19, 21, 66, 67].  
Additionally, voids can form at grain boundaries resulting from dislocation build ups [66, 
68].  During ductile fracture processes, the newly formed voids grow as a result of a triaxial 
stress state around the particle resulting from geometry, grain structure, and the effects of 
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neighboring particles [66].  The presence of voids result in redistribution of the stress field 
to account for the change in local microstructure resulting in stress concentrations near the 
voids.  As the voids grow the local stress fields extend and interact with the surrounding 
microstructure including, dislocations, neighboring particles, other voids, and their 
resulting stress fields ultimately leading to void coalescence and micro-crack formation.  
Ductile crack growth generally occurs along the path of least resistance.  Therefore, cracks 
generally grow along slip planes and often toward the nearest void or grain boundary. It is 
possible, however, for the local crystallographic structure to alter the nucleation and growth 
of damage [2, 4, 68, 69] if a different slip plane oriented in another direction is more 
favorable for growth based on the load applied.  Figure 7 highlights the ductile growth as 
a result of voids and particles where Figure 7a shows a specimen failing in a ductile manner 
with many voids appearing and a large crack forming as a result. Figure 7b and Figure 7c 
show schematic representations of the void nucleation and growth processes via particle 
de-bonding and particle fracture respectively. 
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Figure 7 Ductile Fracture: (a) ductile crack formation [19], (b) schematic of void 
nucleation, growth, and coalescence, (c) schematic of particle fracture creating a void and 
leading to crack formation [66]. 
 
 
2.4.Fatigue Damage Mechanisms 
While aluminum fails predominantly in a ductile manner, the onset of damage in 
fatigue is attributed to three primary sources and their interactions.  Dislocation motion [5, 
11], de-bonding of intermetallic particles/inclusions resulting from the alloying process [7, 
8, 10, 15], and fracture of the particles/inclusions [8, 10, 12, 15, 16] have all been identified 
in literature.  These mechanisms are not mutually exclusive and typically the occurrence 
of one of the mechanisms is the direct result of another as the material redistributes the 
external energy that is being applied to the material system. The first mechanism to occur 
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is dislocation motion, which initiates well below the onset of global yielding and is thought 
to be the earliest damage in a material [5, 11].  It is understood that dislocations will move 
through a system before being pinned at grain boundaries or in the case of precipitate 
hardened alloys at the boundaries of the largest precipitates, e.g. particles.   
 
 
Figure 8 Schematic of (a) a single dislocation motion from the center to the edge of the 
crystal and (b) dislocation pileups leading to particle de-bonding [19] 
 
 
Literature shows that there is a competition between void formation at the particle 
boundaries [10, 19] and fracture of the particles themselves [14, 15, 17, 67].  Both of these 
mechanisms are expected to be the result of dislocation build ups at the boundaries 
(a)
(b)
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resulting from the mismatch in material properties such as stiffness and hardness [15] from 
crystal anisotropy as well as the result of differing stoichiometry.  As a result, studies have 
been conducted on various precipitate hardened Al alloys with “hard” iron rich inclusion 
(2024, 7075) to show that these particles fracture and subsequently create stress 
concentrations in the Al that through repeated loading leads to crack formation and growth 
[15, 17, 67]. 
 
 
Figure 9 (a) SEM image of a hard inclusion fracture, (b) schematic of such a fracture, (c) 
Resulting Stress concentrations for a fracture that lead to crack formation in the Al matrix 
[17] 
 
 
2.5.Nondestructive Evaluation 
Nondestructive evaluation methods are essential to detecting and understanding the 
onset and evolution of the damage mechanisms discussed previously.  These techniques 
allow for a material to be observed and characterized without causing permanent damage 
to the component and in some cases with no contact.  For this reason NDE techniques are 
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used to evaluate the actual components for reliability prior to and during use as well as for 
damage detection at the lab scale. Figure 10 illustrates the general work flow used in NDE. 
 
 
Figure 10 NDE workflow depicting the importance of identifying relevant data the 
indicates the presence of damage [70] 
 
 
Generally NDE techniques require an interpretation of obtained data that is dependent 
on the user’s training and experience.  Further, a number of NDE techniques while accurate 
and reliable for detection and sizing of damage can be time consuming, especially over 
large volumes.  Additionally, NDE techniques often can provide only partial information 
of damage type, location, and size requiring a combination of techniques to fully quantify 
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the presence of damage.  Figure 11 depicts a number of NDE techniques including acoustic, 
optical, electrical, and x-ray methods.  The techniques used for this work are indicated by 
green boxes in Figure 11 and discussed in the following sections. 
 
 
Figure 11 Schematic of common NDE methods highlighting the techniques used in this 
work 
 
 
Despite the large number of available NDE techniques, the identification of damage 
still remains largely subjective requiring the expertise of the user to interpret the data.  
However, by leveraging multiple NDE techniques it is possible to couple the results to 
more reliably detect damage [44, 46, 49, 71-74].  The methods used in this dissertation are 
Optical Methods
Electrical Methods
Ultrasonic Testing
Acoustic Emission
Electrical Resistance
Magnetic Flux Leakage
Eddy Current
X-Ray Methods
Digital Volume Correlation
Radiography
Tomography
Acoustic Methods
Crack and Delamination Detection Digital Image Correlation
Guided Waves Inspection
[5]
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all scale independent allowing for multiscale damage detection and complement each other 
to enhance the material understanding. 
 
2.5.1. Acoustic Emission 
Acoustic Emission is a physical process resulting from the redistribution of energy in 
a material medium from external stimuli including strain, heat, and corrosion. This 
redistribution occurs when the material reaches a condition where its integrity is 
compromised forcing a change to allow the material to survive.  These processes are 
typically considered irreversible and include plastic deformation[22], phase transformation 
[75], fracture [13, 22, 76], and de-bonding [8] among others [77, 78].  
 
2.5.1.1. AE History and Methodology 
The AE method was first introduced by Joseph Kaiser in the early 1950s where his 
work linked AE events with irreversible processes in the material drawing the conclusion 
that AE will not occur in subsequent loadings until the previous load is exceeded [48].  If 
damage is present in the material or system, then the AE hits will occur prior to reaching 
the previous load.  This concept is illustrated in Figure 12 where points A to D demonstrate 
the Kaiser effect with no additional AE activity before exceeding the previously applied 
load value.   
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Figure 12 Kaiser Effect [79, 80] 
 
 
However, in less homogeneous materials such as composites as well as during fatigue 
and fracture processes the Kaiser effect no longer holds and so the Felicity ratio was 
introduced [26, 81].  Points D thru H in Figure 12 show AE hits increasing prior to reaching 
the load level at point D suggesting damage is present. The felicity ratio is then defined as 
the ratio between the load of reoccurrence of AE over the maximum load for the last 
emission (F/D) and is often used as a damage index for remaining life predictions [48]. The 
AE activity is a direct result of the stress change that occurs as the result of a defect or 
damage releasing a stress wave as illustrated in Figure 13a.  This concept was examined in 
1986 to illustrate the evolution of the wave front impacting on the surface where the 
longitudinal wave front is seen first followed by the transverse wave front [82].  This is 
illustrated in Figure 13b where the arrival of the longitudinal and transverse waves are clear 
and leveraged with the difference in speed give insight to the depth of the damage. Further 
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the differences as a result of the directionality of the source were also examined and shown 
in Figure 13c. 
 
Figure 13 AE theoretical source [82] 
 
Further, the longitudinal and transverse modes are shown to be useful for source 
identification (Figure 13), however, as discussed previously, convolution affects can make 
this difficult if the source is a significant distance from the sensor.  The AE wave nature 
has been shown to provide additional source information where more continuous signals 
are demonstrated to be the result of noise type signals or dislocation motion and burst 
signals indicate larger more instantaneous damage sources [1, 13, 16, 41, 76, 83, 84].  
Furthermore, AE signals leveraged with the mechanical loading data and other metrology 
(a)
(b)
(c)
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techniques allow for the direct connection between AE hits and potential sources.  For 
example, Al alloys have been investigated to identify the cause of a spike in burst type AE 
signals that occur typically at the onset of yield.  Such investigations occurred in 1976, 
showed burst hits are the result of intermetallic particle fracture as the fractures only 
occurred in tension based on high magnification surface imaging of such particles [43, 84, 
85]. Continuous signals were assumed to be the result of dislocation based processes and 
is discussed in more detail in section 2.5.1.3. 
 
 
Figure 14 (a) AE activity overlaid with the load curve showing a spike of AE activity early 
[84].  (b) Burst AE hits observed in the early spike, and (c) fractured particle imaged after 
tensile loading [43]. 
 
 
Damage processes in other materials have been investigated by combining AE with 
load data and other metrology tools.  For example, the onset of twinning and its effect on 
the mechanical response of the specimen is studied in magnesium alloys [46, 77, 78, 86-
88].  
(b)(a)
(c)
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2.5.1.2. Basic Concepts 
The term acoustic by definition is relating to sound or the sense of hearing.  Structural 
failure for centuries has been associated with the sounds proceeding it.  For example, the 
cracking of a tree branch before breaking or the creaking of a tree under high winds before 
falling provide information on the structural integrity of the system [48] and insight to the 
subsequent failure.  While acoustics generally is associated with sound in the audible range, 
most acoustic emission is the result of sources generating frequencies well above the range 
of human hearing.  Sources resulting in catastrophic failure often produce acoustic waves 
with frequencies that are often audible as well as ultra-sonic frequencies. Generally, the 
earliest signals are the result of low amplitude sources producing signals in the ultrasonic 
range generally in the order of kilohertz [22, 37, 48, 89].  The AE technique relies on the 
detection of these emitted waves and is considered a passive technique since it listens for 
changes in the system with no external energy supplied for damage detection.  AE detects 
the energy released naturally as the material is undergoing a change.  As a result of the 
passive nature of AE, it is impossible to interrogate pre-existing damage, only any damage 
that occurs during the time of monitoring can be detected.  Its passive nature, however, 
requires little power for continuous monitoring making it an attractive tool for in situ 
monitoring of materials and structures.  Figure 15 schematically shows the circular wave 
released from the formation of a crack that travels through the material before being 
recorded by an AE sensor.  A sample waveform shown is shown with select features 
depicted in time as well as frequency space. 
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Figure 15 Acoustic wave release (left) and a standard waveform (a) resulting from a 
source showing potential feature extraction with the frequency content given in (b) 
The mechanical vibrations are captured by the AE sensor and converted to an electrical 
voltage signal that is recorded using a designated sampling rate by the acquisition system.  
The most common time based AE features and definitions are listed in Table 4. Moreover, 
by using a transformation to frequency space, the identification of additional features is 
possible, the most common of which are listed in Table 5.   
 
Table 4 Sample time based AE features 
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Table 5 AE Features in frequency space 
 
 
Many of the features discussed are highly dependent on the recording settings used for 
recording the AE signals requiring prior knowledge of the types of signals expected to 
select the correct settings.  Generally, one of two methods are used to record AE data. The 
first method records voltage overtime as one continuous waveform during the entire test 
with a constant sampling rate and can be used when waveform characteristics are unknown 
a priori.  This method typically requires sectioning of the waveform for post processing to 
allow calculation and visualization of AE feature trends evolution over time.  While post 
processing can be time consuming for feature extraction, the method provides a single 
waveform depicting the materials response ensuring no loss of AE data provided the 
sampling rate is sufficient to avoid aliasing.  The more common method, defined as hit 
driven AE recording, relies on the designation of a Peak Definition Time (PDT), Hit 
Definition Time (HDT), and a Hit Lockout Time (HLT) combined with a threshold to only 
record sections of the waveform that deviate from a baseline [48, 79, 80].  The PDT is 
defined as the time from the first threshold crossing to the peak amplitude in the waveform, 
the HDT is defined as the time the system waits after the last threshold crossing before 
ending the signal, and the HLT is the length of time the system waits before recording any 
51 
 
new signals to reduce the effect of reflections. No new signals can be recorded during the 
HLT. Traditionally settings follow the rule where HLT ≥ HDT ≥ 2 x PDT. Figure 16 
illustrates the effect the selection of these parameters has on the recorded waveform and 
how the incorrect selection can incorrectly represent the waveforms as a single burst when 
two are present. 
 
 
Figure 16 Sample waveform with a long and short HDT applied resulting in a single 
waveform with two bursts or two separate signals. 
 
 
As shown in Figure 16a, multiple hits can appear with minimal time between them as 
a result of multiple AE sources.  As the number of sources increases, the time between 
events is reduced and the waveforms begin to merge resulting in corrupted signals. Figure 
17 shows a schematic of the increase in the event rate, or damage source, vs the hit rate, or 
system acquisition rate.  Ideally, there is a one to one linear relationship between the hits 
and events, which is accurate up until the AE board channel starts to saturate indicated as 
point A.  After this point there is minimal loss of data resulting from the high source rate 
52 
 
and the AE system record rate per channel.  The difference remains small until the point 
indicated as B where significant deviation occurs between the number of events and the 
number of hits were only a portion of damage events are recorded.  Once data corruption 
becomes prevalent, the use of AE for damage detection becomes difficult and unreliable.  
After point C a large reduction in recorded hits is observed as the AE system simply cannot 
separate the hits and the recorded signals are corrupted.  In this case the recorded AE data 
is unreliable.  
 
 
Figure 17 Schematic showing the results of increased event rate on the recorded hit rate 
 
 
A metric has been proposed to give a rough measure of how busy an AE channel is 
based on the duration of the monitored signals combined with the HDT and HLT used 
during recording. Equation 2.2 defines a busyness parameter β over a time interval τ where 
Nh is the number of hits in the time interval and ΣD is the cumulative sum of the durations.  
In general, a higher β indicates a higher risk of data corruption.   
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𝛽 =
∑ 𝐷 + 𝑁ℎ(𝐻𝐷𝑇 + 𝐻𝐿𝑇)
𝜏
 
For aluminum the busyness is typically very low where data corruption is not a concern, 
however, AE processing is still complicated by the nature of the AE technique.  The 
recorded AE signal is a convolution of the source, material effects and geometric effects 
of the specimen as the source signal travels through the material to the sensor.  
Furthermore, the equipment including the sensor, pre-amp, and digitizing board have 
additional effect on the waveform making detailed analysis and source identification from 
AE difficult. Figure 18 shows this convolution schematically starting from a simulated 
source frequency and adding effects from the material and hardware leading to the final 
recorded wave form boxed. 
 
 
Figure 18 AE waveform convolution schematic [89]  
(2.2) 
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2.5.1.3. AE Sources 
During the development of the AE technique it was found that a number of material 
changes can result in detectable AE.  This section identifies some of the potential sources 
capable of producing AE with a focus on metallic alloys. When a material experiences 
external loading dislocation motion is activated to redistribute the energy entering the 
system.  If the material is loaded in the elastic region the dislocations will return to the 
previous location resulting in identical AE during both the loading and unloading.  Plastic 
deformation begins when a sufficient number of dislocations have moved and can no longer 
return to their initial location without altering the microstructure, usually this occurs when 
dislocations have enough energy to cross a grain boundary during loading but cannot cross 
the boundary during unloading or interact with other dislocations.  In 1972 the concept of 
AE resulting from dislocation motion was investigated theoretically to determine the effect 
of the dislocation source size and number of potential sources on the displacement 
generated for possible AE detection [90].  A threshold detection displacement was defined 
using the piezo stress constant and elastic modulus along with the background noise voltage 
for a specific sensor.  Any dislocation motion resulting from a source above this value is 
detectable.  Figure 19 shows the range of potential displacements generated by dislocation 
motion.  Only signals resulting from large number of dislocations moving at once, such as 
dislocation avalanches or slip, from large dislocation sources have the potential to be 
detected.   
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Figure 19 (a) Detectability of dislocation motion [82] and (b) Dislocations emanating 
from defects [43] 
 
 
Other sources such as cracks resulting from micro-void coalescence, cleavage, 
inclusions and intergranular fractures were examined and plotted as crack velocity against 
crack area to demonstrate the differences in each source and identify the detectable sources 
based on theoretical work in 1986 [82]. Figure 20 suggests that only the larger more 
energetic damage sources can be detected such as large inclusion fracture and grain 
cleavage given the sensor used in the study. 
 
 
 
Figure 20 (a) AE sources vs size and detectability and (b) example of inclusion fracture 
Potential detection zone
(a) (b)
(a) (b)
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Larger damage sources also exist ranging from corrosion, and metal fatigue to concrete 
fractures and wire breakage on bridges.  A collection of these common structural scale 
sources are plotted against their absolute energy and compared to the ASTM standard 
pencil lead break test in Figure 21.  
 
 
Figure 21 Energy from AE sources [79]. 
 
 
2.5.1.4. AE Sensors 
Detection of AE relies on hardware to convert the transient elastic stress waves to a 
digital waveform for signal processing.  This is typically preformed with either 
conventional piezoelectric sensors, fiber Bragg sensors, or MEMs sensors combined with 
a pre-amplifier.  For this work pre-amplification is applied uniformly across all recorded 
frequencies observed allowing for the contribution to be ignored. The specific type of 
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sensor, resonant or broadband, will alter the waveform recorded. Every sensor has a 
frequency response function that represents how sensitive it is to the tested frequencies.  
Most sensors are only sensitive over a small range of frequencies which can be tailored 
based on the piezo crystal as well as the geometry and orientation of the crystal.  Ideal 
sensor responses for resonant and broadband responses are depicted in Figure 22a and 
Figure 22b, respectively. 
 
 
Figure 22 Resonant vs broad band sensor response 
 
 
The resonant sensor has a spike at a given frequency where the sensor detects its 
resonant frequency in the signal enhancing it in the recorded waveform.  These sensors are 
useful when the frequency of the source is known and a sensor can be tailored to only pick 
up that frequency.  In general, the frequency characteristics of the damage source are 
unknown and in some cases the AE source itself is unknown.  In this case a broadband 
sensor is used as it does not alter the waveform in the ideal case.  This allows the 
identification of damage signals and characteristics that are unique to the source itself.  
Further, the broadband sensor is useful to detect multiple sources at different frequencies 
and separate them based on differences in the extracted features.  Figure 23 shows the 
(b)(a)
58 
 
MISTRAS PICO broadband sensor used in this dissertation along with its frequency 
response.  The sensor has a relatively flat response between 150 and 1000 kHz, though the 
exact range varies from sensor to sensor. 
 
 
Figure 23 Frequency response for the sensor used in this dissertation 
 
 
2.5.1.5. State of the Art 
Significant advances have been made in the sensor capabilities as well as the data 
processing of AE data since its introduction.  AE testing now allows for the implementation 
of sensor arrays for source location via triangulation algorithms.  Further, as AE provides 
information on the materials volume, the source has the potential to be identified by 
changes in key features related to AE signals and give insight into the 3 dimensional 
damage evolution process.  Moreover, tracking changes in the features remaining life 
estimations can be made.  To this effect, the AE method has been used for a variety of 
applications including fatigue crack growth monitoring [22, 26, 91, 92], de-bonding in 
composite structures [47], wire breaks in bridge cables [93], and failure mode 
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characterization in fiber reinforced composites [94, 95].  Vanniamparabil et al. examined 
an aluminum specimen to identify key features identifying crack initiation and growth and 
separating them from all other sources. Further a combination of standard features was 
demonstrated to be an effective damage index useful for prognostics [22].  Figure 24 shows 
the change in peak frequency and the existence of higher amplitude signals occurring 
before the development of a crack along with a shift from continuous signals to burst 
signals.  This change in features makes it possible to identify the onset of plasticity as well 
as crack formation. 
 
 
Figure 24 (a) Load curve overlaid with AE amplitude where the load drop is associated 
with visible crack formation, (b) peak AE frequency evolution over time, (c) a sample 
waveform at the onset of plasticity, and (d) a sample waveform at crack initiation [22]. 
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In some cases, sensory particles have been added to enhance the ability to detect AE 
signals in materials.  For example, Leser et al. used phase transforming particles to reliably 
detect the presence of a crack [75].  AE detection was enhanced by taking advantage of the 
magnetic properties of the particles after they have changed phase to identify the plastically 
deformed region and crack path via a magnetic scan.  Further, it was demonstrated AE hits 
recorded from the sensory particles are at least 4x greater than those produced from the Al 
fracture [75] making detection in noisy environments easier.  Moreover, location of the 
sensor in relation to the source was shown to affect the waveform and frequency content 
[76]. Figure 25shows the attenuation of a theoretical AE source at 5 sensor locations where 
the frequency shifts from a peak around 2MHz close to the source down to 1MHz far from 
the source purely based on the travel in a homogenous medium.  The attenuation affects 
and the sensor sensitivity at certain frequencies make it difficult to identify the exact source 
of the AE signal without such a model to isolate the effects of each element of the AE 
process.   
 
Figure 25 Attenuation effects of a continuum material on the AE wave generated from a 
small crack opening increment [76]. 
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Current setups using AE focus on meso- and marcoscale applications where damage 
has already accumulated to form observable changes in the materials response and lump 
everything before observable crack formation to be the result of general plasticity.  This 
dissertation aims to differentiate the earliest indicators of damage that occur at the grain 
scale and identify the dominant mechanisms with in plasticity that lead to failure. 
2.5.2. Optical Methods 
Optical measurement techniques are useful non-contact methods to detect the presence 
of damage in a material by observing changes typically through surface images. 
Additionally, non-contact methods are noncontact desirable for monitoring changes 
without affecting the processes.  This thesis focuses the image correlation technique as a 
tool for identifying localized damage.  While, 2D and 3D (stereo) DIC can be used to 
measure displacements in plane and out of plane, respectively, and calculate corresponding 
strains, this work focuses on the application of 2D DIC using images obtained during 
loading inside an SEM microscope. 
2.5.2.1. Basic Concepts 
A series of images are obtained during loading and displacements are measured by 
tracking movement based on light intensity changes. The method requires a pattern with a 
sufficient intensity gradient and randomness to ensure the same points are identified in all 
images.  Moreover, the pattern needs to be non-repetitive and isotropic as represented in 
Figure 26a.  Figure 26b focuses on the contrast gradient and demonstrates the evolution 
from a poor contrast to a high contrast pattern moving up the figure.  The high gradient is 
demonstrated using a histogram of the gray scale values where two spikes are observed, 
one near 0 and one near 255. 
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Figure 26 Speckle Pattern Characteristics for successful DIC [96]. 
 
 
Global and local metrics such as the Mean Intensity Gradient (MIG) and Sum of Square 
Intensity Gradient (SSSIG) can be used to determine pattern quality where generally the 
higher the value for both metrics the better the pattern [96, 97].  In addition to the required 
gradients, requirements based on the imaging method must be considered.  For example, 
in the case of imaging with a CCD camera, a speckle must be at least 3x3 pixels to avoid 
aliasing.  This is shown schematically in Figure 27, where the same size speckle, less than 
3 pixels, in the center of a speckle looks much different than if it appears on a pixel vertex 
below making accurate tracking difficult.   
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Figure 27 Schematic of a theoretical speckle (first and third columns) vs the recorded 
image of the speckle (second and fourth columns).  
 
 
DIC was performed using the subset method where each image is broken up into a 
number of subsets of a given size with overlap defined by the user. Subsets are then 
compared from a reference image to a deformed image where the reference location is 
rigidly moved and deformed using a shape function to identify a matching subset in the 
deformed image.  It is standard to ensure the subsets are big enough to capture multiple 
speckles, generally 3 speckles, to reduce error in the calculation, but small enough to 
resolve the features of interest [98, 99].  Further, step sizes are selected to ensure overlap 
between neighboring subsets to increase the robustness of the measurement.  Figure 28 
shows how one subset is tracked from the reference image to the deformed image via a 
displacement vector and an affine shape transformation. 
64 
 
 
 
Figure 28 Rigid body motion and deformation of a single subset on a sample grid [100]. 
 
 
This dissertation focuses on two-dimensional (2D) DIC where a speckle pattern is 
imaged during loading with a camera placed perpendicular to the speckle plane as depicted 
in Figure 29. In a 2D setup, DIC can track 3 components of the strain tensor, the vertical 
and horizontal normal strain and the in plane shear strain.   
 
 
Figure 29 Schematic of Image capture for 2D DIC [96]. 
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Since the ability to resolve the mechanisms of interest is a function of the subset size, 
and the subset size is defined as the smallest trackable region in the image, the speckle 
pattern generation must be tailored to the FOV and mechanism. For example, spray paint 
and stencils are common on larger specimens such as for visible crack growth studies in 
compact tension specimens [22, 101] or even structures such as masonry walls and 
buildings [102], while other methods such as airbrushing are more useful at the meso-scale, 
and E-beam lithography and nano-particle speckling are common for in situ SEM 
applications [51-53, 103, 104].  Table 6 lists many speckling methods according to the 
smallest subset size reported in literature and is adapted from Di Gioacchino’s survey 
[103]. 
 
Table 6 Patterning Methods listed according to minimum subset size reported in 
literature [103] 
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Pattern Method Material Subset Dimensions
Paint / Ink Al-Mg 70 x 70 μm2
Microgrid Methods NI based LIGA 10 x 10 μm2
E-Beam Lithography + 
Microgrid imprinting
Ni based Superalloy 9 x 9 μm2
Platinum Nanoparticle
deposition
Ni based Superalloy 7 x 7 μm2
Microgrid Methods Cu 3 x 3 μm2
Microgrid Methods Steel 2.5 x 2.5 μm2
Microgrid Methods Ti 2 x 2 μm2
Etching Cu ≥ 1.26 x 1.26 μm2
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In addition to speckle size, the imaging method effects the observed speckle pattern.  
For example, standard CCD cameras detecting visible light use speckle materials such as 
black and white spray paint for optical contrast, while, electron imaging using tools such 
as a Scanning Electron Microscope (SEM) requires both scale and material differences 
where topology and material density can lead to higher contrast.  In these cases techniques 
such as lithography or powder deposition are used and discussed in detail in chapter 4. 
 
2.5.2.2. In Situ Digital Image Correlation Basic Concepts 
Recent advances in in situ loading stages have allowed for the DIC technique to be 
extended to the grain scale using images obtained from an SEM. SEM-DIC has inherent 
challenges beyond standard DIC resulting from the SEM imaging method.  Imaging 
performed in a point based manner where the intensity of recorded electrons at each point 
is mapped to an image location based on the beam motion as dictated by the user’s selection 
of resolution. Consequently, as the resolution is increased, small errors in imaging location 
become large errors in strain calculations.  These errors are typically the result of drift and 
spatial distortions inherent in the imaging system.  Additionally, the left side of an image 
often contains the most error as the beam makes a large shift from the end of the previous 
line to the start of the new line. Figure 30 gives examples of the errors based on repeated 
imaging of a speckle pattern at the same location, and after a rigid body translation.  Drift 
distortion generally remains constant during a test and is analogous to the lens distortion 
present in optical images. However, unlike lens distortion, spatial distortion is an artifact 
of the beam and electrical lenses, and consequently, the distortion will be different every 
time the beam is cycled on and off. Drift distortion is a result of the beam motion and 
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physical motion of the stage holding the specimen over time and is constantly varying 
[104].  Depending on the FOV and image resolution these effects can be minimized 
substantially. 
 
 
Figure 30 (a) Spatial distortion measuring 75nm and (b) Drift distortion showing a 
maximum absolute value of 250nm over a 4.5 hour period [104]. 
 
 
Methods have been proposed to correct for distortion in DIC images based on rigid 
body motions of an un-deformed pattern [104].  Additionally, adjusting the image 
resolution and subset size can significantly reduce the distortion [103].   
2.5.2.3. State of the Art 
Once corrected for distortions, SEM-DIC is a powerful tool that has been used to 
observe microstructure based strain evolution. Specifically, significant work has been done 
to understand the effect of microstructure on the local strain behavior of materials including 
plasticity at the microscale such as slip traces [53, 103-106].  SEM-DIC has also been used 
to examine strain flow around hard inclusions [107] and to study micro crack growth 
behaviors [51].  In 2012 Di Gioacchino explored a new patterning technique with a speckle 
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size sufficient to resolve nano scale slip bands during loading.  Further, the patterning 
method was able to produce this fine pattern reliably over large areas form multiple 
specimens simultaneously. Similarly, in situ DIC was performed and linked with the grain 
structure including shape and orientation as obtained from EBSD measurements to 
investigate the effect of the microstructure from specimens cut in different orientations 
[108]. Figure 31 shows the DIC strain map along with some metrics to investigate the slip 
traces observed. 
 
 
Figure 31 Strain map overlaid with grain structure showing the effect of the microstructure 
on strain accumulation [108]. 
 
 
2.5.3. Scanning Electron Microscopy 
SEM is a powerful tool used to observe materials at the grain scale.  This can be 
performed ex situ where a materials is simply characterized before and after loading or in 
situ where microstructural changes are observed and measured as loads are applied. 
2.5.3.1. Basic Concepts 
Electron microscopy uses a beam of electrons to interact with an electrically conductive 
material resulting in an image where electron intensity at each point is assigned a grayscale 
value within an image. Non-conductive materials cannot be imaged in an SEM without 
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first coating them in a conductive material to allow the impinging electrons to flow to 
ground and prevent bright spots or charging.  To obtain an image rather than point 
information, the electron beam is the moved along a grid specified by the desired resolution 
to obtain the full image of the field of view (FOV).  High magnification and resolution can 
be achieved since electrons are smaller than an atom and have a wavelength of 0.003 nm. 
It is theoretically possible to see details with atomic resolution (or a few Å) in size which 
corresponds to magnifications up to 1,000,000x [109].  Specifically for scanning electron 
microscopy, the magnification rage is between 10 and100,000x which gives a resolution 
in the nanometer range depending on the working distance.  To achieve these resolutions, 
a combination of accelerating voltage, beam current and working distance are adjusted.  
Figure 32 shows the electron beam interacting with the specimen and the various reflected 
electrons and x-rays used for imaging.  
 
Figure 32 Electron beam interaction with the specimen produces a range of detectable 
electrons.  As the interaction occurs deeper in the material the resolution decreases.  
Scanning Electron microscopy uses the Secondary Electrons (SE) and the Backscattered 
Electrons (BSE).  EDS uses the characteristic X-rays [109]. 
electron beam
Auger Electrons (AE)
surface atomic composition
Secondary Electrons (SE)
topographical information (SEM)
Backscattered Electrons (SE)
atomic number and phase differences
Characteristic X-ray (EDX)
thickness atomic composition
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The tear drop shape of the affected region resulting from the electron beam shows the 
level of resolution attainable for each type of electron and x-ray.  The highest resolution 
comes from the Auger electrons, however most SEMs do not have a detector for these and 
thus the secondary electrons (SE) are the primary imaging method.  These provide a similar 
resolution as the auger electrons depending on the working distance and accelerating 
voltage.  Smaller values for each results in higher resolution but a smaller in focus depth 
of field.  Secondary electrons typically give topographical information including 
observation of slip systems, and cracks.  Backscattered electrons (BSE) produce images 
with lower resolution than secondary electrons under the same voltage and working 
distance. On the other hand backscattered electrons give information of the atomic number 
and phase differences allowing some microstructural features like grain size and inclusions 
to be identified. X-rays produce the lowest resolution images, however, by measuring the 
energy of the x-ray it is possible to detect the chemical composition of the material [64]. 
Figure 33 shows a schematic of the interaction of a single electron from the beam with an 
atom in the specimen showing how secondary atoms are the result of the incident electron 
(IE) striking an electron in the one of the atoms electron shells freeing the electron from 
the atom.  If an outer shell electron is struck the result is only a secondary electron while 
inner shell electrons being struck result in the secondary electron (SE) as well as a 
characteristic x-ray as an outer shell electron moves to fill the vacancy.  Finally, backscatter 
electrons (BSE) are the result of the electron interacting with the positively charged nucleus 
without striking any electrons. 
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Figure 33 Electron interactions with specimen atoms. (a) Secondary electron production 
from the outer shell, (b) secondary electron production from the inner shell resulting in the 
emission of a characteristic x-ray, and (c) backscatter electron resulting from the 
interaction of a negatively charged electron with a positively charged nucleus. 
 
 
The combination of multiple detectors can leverage the advantages of each method 
resulting in the most information. For example, crack identification via SE imaging can be 
combined with BSE imagining used for electron channeling effects that can give 
information about the crystal orientation. The channeling effect also gives information 
about near surface defects, such as voids and dislocations, since the intensity is affected by 
the depth of interaction.  Basically, the deeper the electrons can penetrate the material, the 
fewer are scattered back as a result of internal scattering.  The depth of electron penetration 
is dependent on the angle of the lattice structure in relation to the incident beam as well as 
the atom spacing which is related to the atomic number of the atom. Figure 34 shows a 
schematic of the channeling effect where (a) indicates an area that would result in a bright 
spot and (b) would result in a dark area based on the angle of incidence and the lattice 
spacing.  
IE
X-Ray
SE IE SE
IE BSE
(a) (b) (c)
72 
 
 
 
Figure 34 Effect of lattice orientation of the scattered electrons where the angle of the 
beam represents the tilt of the crystal lattice.  The further the beam can enter the material 
the few scattered electrons recovered and the darker the image at that location. (a) 
represents a closed configuration where many electrons are scattered back, (b) represents 
and open configuration where the atoms are channeled and few are received. 
 
 
The SEM used in this work is also equipped with an Electron Backscatter Detector 
(EBSD) that, when the specimen is tilted to the optimum orientation (70 degrees), detects 
diffracted kikuchi bands from a single point on the specimen.  The bands as seen in Figure 
35a are used to identify the material and crystal orientation [64].  The beam is then rastered 
across the field of view to identify the materials crystal structure and grain size over the 
region of interest resulting in a map like the one in Figure 35b. 
 
(a) (b)
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Figure 35 (a) Kikuchi band used to determine the crystal orientation at a single point in 
an EBSD orientation map (b). 
 
 
As discussed previously, the x-rays can be used to identify chemical composition at a 
given point on the surface of a material via Energy Dispersive Spectroscopy, EDS.  The 
electron beam excites an electron from a lower band to the valance band, when the electron 
falls back to a lower energy state it emits a characteristic x-ray with a given energy which 
is subsequently measured to identify the chemical composition [110].  These x-rays are 
measured point by point and can be plotted as a line scan shown in Figure 36. 
 
Figure 36 EDS line scan showing significant amounts of copper and iron in the white 
particle and silicon and magnesium in the dark particle [67]. 
 
(a) (b)
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2.5.3.2. In Situ Scanning Electron Microscopy 
The recent development of small loading devices designed to fit inside an SEM has 
made it possible to study the evolution of the microstructure during loading in addition to 
characterization prior to and after loading. Biallas and Maier conducted a survey in 2007 
on the use of in situ loading devices including the limitations [36].  They examined the use 
of such devices for high and low temperature tests, conducted in tension [50].  The effect 
of environment such as water vapor and high vacuum was also explored.  Since this survey, 
in situ devices have been used to study the fracture [111] and fatigue [38-40, 112] response 
of materials.  Investigations into instabilities resulting from specific loading schemes was 
investigated by Moser et al using an in situ nanoindentor allowing for SEM observation of 
the damage evolution process [113]. This study required the use of a pre-tilted nanoindenter 
mounted on the SEM stage as shown in Figure 37 designed to allow for control of the 
indenter under high vacuum conditions while imaging the indenter area. Figure 38 
illustrates the observed process where increased indenter displacement results in the 
appearance of a new shear band as indicated by the arrows in Figure 38A and Figure 38B.  
Further, the height of the resulting slip bands varies through continued loading where as 
shown in Figure 38C and Figure 38D. 
 
Figure 37 In situ nanoindentation device tilted for SEM observation of slip bands 
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Figure 38 In situ observed damage evolution from nanoindentation loading showing the 
appearance of new slip bands (A-B) and the growth of existing ones (C-D) [113]. 
 
 
Other devices such as the one shown in Figure 39 are capable of providing tensile and 
compressive loads in both monotonic and cyclic conditions.  Such devices have been used 
to study crack closure effects [40] and the evolution of crack initiation from defects [38, 
39].   
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Figure 39 In situ loading stage for SEM application [40] 
 
 
This device was used to perform crack growth studies throughout a specimen’s life 
where a number of cycles are performed to achieve stable crack growth prior to monitoring 
a single load cycle capturing a series of images during both the loading and unloading 
portions.  Figure 40a shows the evolution of a crack before loading is applied and at the 
peak of a load cycle depicting significant crack growth. This growth from cycle to cycle is 
measured and tracked to observe the crack growth behavior.  Additionally, the crack size 
is measured after unloading and compared to the length at the peak load in the cycle 
allowing the researchers to observe and study the crack closure process as it relates to 
growth in subsequent cycles.  Further, the different growth processes resulting from cyclic 
loading were observed and identified in Figure 40b. 
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Figure 40 (a) Crack opening behavior (top) and crack closure behavior (bottom) during a 
single cycle. (b) Crack growth process observed via in situ SEM monitoring showing 
blunting, closure, brittle and fast growth as a function of loading [39]. 
 
 
Fatigue growth behavior has been studied under a variety of thermal conditions to 
investigate the effect of temperature on the damage evolution process [112].  With 
increasing thermal energy a secondary slip family becomes active allowing for cracks to 
propagate along a slip system in this new family when an obstacle is encountered on the 
primary slip system until a slip system in the dominant slip family takes over.  This effect 
is shown in Figure 41 where the crack grows along persistent slip bands at room 
temperature while cracks still grow along slip traces at 600°C.   
(a)
(b)
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Figure 41 Effect of temperature on activation of slip systems during loading via in situ 
SEM observation for (a) room temperature tests and (b) 600°C tests. 
 
 
Various NDE techniques such as DIC are becoming popular for in situ investigations 
as discussed in section 2.5.2.3. This dissertation aims to demonstrate the use of such in situ 
device coupled with NDT for detecting particle fracture and determining its role in the 
damage evolution of aluminum alloys. 
(a)
(b)
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2.5.4. X-Ray Micro-Computed Tomography 
Microstructure is three dimensional where defects with the potential to initiate damage 
such as voids and second phase inclusions can exist both on the surface as well as 
subsurface.  X-ray Mirco-CT scanning allows for the full three dimensional 
characterization of a material. 
2.5.4.1. Basic Concepts 
Micro-CT scanning is a nondestructive X-ray transmission imaging technique that 
gives a full three dimensional reproduction of the object scanned. Therefore it is possible 
to not only see what is inside a specimen as with standard two dimensional x-rays, but to 
also see how it is distributed in space.  The method relies on partial absorption where some 
of the incident x-rays are absorbed by the material, the difference in incident intensity and 
measured intensity is what allows the method to see the structure.  Further, there needs to 
be a difference in absorption characteristics, generally a function of density, from different 
materials in the structure to resolve them as different materials.  The recorded intensity is 
given mathematically in equation 2.3 where I0 is the generated X-ray intensity, I1 is the 
recorded intensity, μ is the absorption coefficient for the material, and t is the thickness of 
the absorbing material [114].  The absorption coefficient can be calculated from the 
scanning results as the intensity values before and after passing through the material are 
known as is the thickness allowing for the possible identification of various materials.  
Further, the absorption coefficient is not a constant, but rather a function of the x-ray energy 
and the thickness of the material. The absorption coefficient for Al is shown in Figure 42. 
I1 = I0e
(−μt)   
(2.3) 
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Figure 42 Attenuation curves for Al for source energies from 10 to 40 keV and from 0 to 5 
mm thick samples 
 
 
Assuming a thickness of 2.5 mm, the source energy needs to be a minimum of 25 keV 
to be detected meaning at least 30% of the energy is required for detection.  To detect the 
particles, a higher transmission percentage is required.  In this configuration, a single 
projection image is obtained.  In order to identify objects in 3 dimensional space, the 
specimen is rotated a full 360 degrees with images taken at a designated fraction of a degree 
rotation.  The resolution improves with the number of image angles used.  The full structure 
is then reconstructed using an algorithm such as Feldkamp, Davis, and Kemp (FDK cone 
beam reconstruction) [115].  The basis of the method is a filtered back-projection where 
the projection images are first filtered for noise reduction then back projected by smoothing 
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the intensity from equation 3 over the entire ray path, therefore the more projection images 
obtained the higher the obtainable resolution is.  Figure 43 shows a projection image and a 
reconstructed image slice.  
 
 
Figure 43 Schematic of the X-ray reconstruction process from 3 views (projections) and 
an example of a reconstructed slice of an X-ray Ct scanned human abdomen [116]. 
 
 
It is possible to not only resolve materials in the structure such as inclusions, but also 
the absence of materials such as with the presence of voids and their evolution.  Moreover, 
incremental scanning of the same specimen at various load conditions allows for the full 
three dimension evolution of the structure. 
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2.5.4.2. State of the Art 
Characterization of damage in 3 dimensional space has become increasingly popular. 
For example, X-ray μ-CT scanning has been used to study the evolution of void growth in 
Al specimens subjected to thermal loads [117].  Moreover, 3 dimensional crystallography 
has been obtained using x-ray CT in near and far field configurations combined with a 
synchrotron source to identify the effects of local texture and grain structure on damage 
evolution [118].  More recently, these techniques have been combined with in situ loading 
devices similar to those used for in situ SEM studies to investigate damage evolution from 
mechanical [24, 119, 120] and thermal [121] loads in a full 3 dimensional sense while loads 
are applied and attempt to isolate the driving force of failure events.  Moreover, the DIC 
concept has been extended to work with 3 dimensional data for digital volume correlation 
(DVC) where inherent microstructural features such as particles are used to track 
displacements and calculate full field strains [122]. In this way the evolution can be studied 
prior to the onset of fracture.   
2.5.5. Nanoindentation 
Nanoindentation is a standard technique for nanomechanical characterization of 
materials, ASTM E2546-15, where a load is applied using a geometrically well-defined 
probe in a displacement or load controlled manner.  During loading, the displacement and 
force are continuously monitored wherein a force displacement curve is generated from 
which nanoscale material properties such as local elastic modulus and hardness can be 
measured [113, 123].  Figure 44 shows a standard stress strain curve with the resulting 
indentation.  
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Figure 44 (a) Standard loading curve for nano indentation and resulting indent in the 
specimen (b) [124]. 
 
 
Information such as fracture toughness, delamination force, and film thickness can also 
be obtained from nanoindentation by varying the loading method.  Moreover, by varying 
the depth of indentation it is possible to induce desired strain localizations or fiducial 
markers for in situ experiments. By applying nanoindentation in a closely spaced grid, it is 
possible to use nanoindentation to obtain material property maps over a region. Careful 
consideration has to be made in the grid spacing to obtain the highest resolution map with 
sufficient spacing to avoid overlapping indents.  The maps can be used to study the effect 
of boundaries and inclusions in materials such as was done with cement lines in bovine 
femurs [125]. 
2.6.Machine Learning 
Many machine learning algorithms exist to process the large datasets produced during 
experiments.  Most commonly, machine learning is used to remove noise [126] or to 
identify specific characteristics such as those that indicate damage [49, 127, 128]. This 
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dissertation focuses on two methods of data clustering and one method of outlier analysis 
for the purpose of removing noise and identifying damage precursors. 
2.6.1. K-means Clustering 
Clustering separates data by minimizing a cost function associated with the distance 
between all points and the assigned center of the class.  K-means clustering is an optimized 
method that uses a 1-of-K coding scheme where each data point can be applied to a single 
class using a binary indicator variable rnk where k describes the cluster and xn indicates the 
data point.  The clusters expand uniformly along all axes as data points are added to the 
cluster.  Each iteration of the clustering process is evaluated by a cost function as defined 
in equation 2.4.  
𝐽 =  ∑ ∑ 𝑟𝑛𝑘‖𝒙𝑛 − 𝝁𝑘‖
2
𝐾
𝑘=1
𝑁
𝑛=1
 
Each data point is assigned to a vector, μk, representing a cluster. Minimization 
occurs in a two-step iterative procedure.  Initial values are selected for the cluster center 
vectors, μk.  Once assigned the centers are held constant and the values of rnk are adjusted 
to minimize the cost function as defined in equation 2.5.  The cluster centers are then 
updated while maintaining the values of rnk using equation 2.6.  
𝑟𝑛𝑘 = {
1   𝑖𝑓 𝑘 = arg 𝑚𝑖𝑛𝑗‖𝒙𝑛 − 𝝁𝑘‖
2
0   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
𝝁𝑘 =
∑ 𝑟𝑛𝑘𝒙𝑛𝑛
∑ 𝑟𝑛𝑘𝑛
  
 Equation 2.6 is essentially moving the cluster center to be the mean of the center of 
all the points assigned to the cluster.  The distance from every data point to the new center 
(2.4) 
(2.5) 
(2.6) 
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is evaluated and points reassigned to clusters and the process is repeated.  Figure 45 
demonstrates this iterative procedure.  The corresponding minimization of the cost function 
for the example in Figure 45, J, is shown in Figure 46.  
 
Figure 45 K-means algorithm for sample data with (a) arbitrary centers shown as X’s. (b) 
The first assignment of data points to centers, (c) adjusting the original centers to be the 
mean of the cluster points, (d) reassignment of clusters, (e) adjusting the center locations, 
(e) – (i) successive iterations to cluster the data [129]. 
 
 
Figure 46 Plot of the cost function after each step in the iteration with the function 
converging by the third iteration. Blue points are after assigning center locations and red 
points are after assigning data points to clusters [129]. 
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2.6.2. Gaussian Mixture Clustering 
Clustering via Gaussian mixtures is a more generalized form of k-means clustering 
where the clusters can expand differently along each axis. Gaussian mixtures uses a 1-of-
K coding scheme where a data point is assigned to the class that will maximize the 
likelihood function shown in equation 2.7.  
ln 𝑝(𝑿|𝝁, 𝜮, 𝝅) = ∑ ln {∑ 𝜋𝑘𝒩(𝒙𝑛|𝝁𝑘, 𝜮𝑘)
𝐾
𝑘=1
}
𝑁
𝑛=1
 
Where x represents the n-dimensional data point, μk represents the mean value of each 
class, Σk is the covariance matrix for each class, and πk represents the mixing coefficients 
for each class.  An iterative method is used to reach the maximum for equation 2.7 where 
initial values are selected for the means, covariances and mixing coefficients.  The 
responsibility values, γ, are then evaluated based on the initial values, the E step.  These 
values are then used to re-estimate the parameters, μk,  Σk, and πk using equations 2.8-10, 
M step.  
𝝁𝑘
𝑛𝑒𝑤 =
1
𝑁𝑘
∑ 𝛾(𝑍𝑛𝑘)𝒙𝑛
𝑁
𝑛=1
 
𝜮𝑘
𝑛𝑒𝑤 =
1
𝑁𝑘
∑ 𝛾(𝑍𝑛𝑘)(𝒙𝑛 − 𝝁𝑘
𝑛𝑒𝑤)
𝑁
𝑛=1
(𝒙𝑛 − 𝝁𝑘
𝑛𝑒𝑤)𝑇 
𝜋𝑘
𝑛𝑒𝑤 =
𝑁𝑘
𝑁
 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
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Where Nk is defined as the sum of all the responsibility values with in the class. The 
log likelihood in equation 2.7 is then re-evaluated and the process is repeated until a 
maximum value is reached.  The Gaussian mixture models was applied to the same data 
shown in Figure 45 and the results are shown in Figure 47 with only one point classified 
differently than for k-means clustering. 
 
Figure 47 Gaussian mixtures clustering for sample data (a) using arbitrary initial values 
depicted as circles.  (b) Evaluation of responsibility values, E Step for the first iteration. 
(c) Re-calculation of cluster parameters, M Step for the first iteration. (d), (e), and (f) 
results of the clustering after iterations 2, 5 and 20 respectively 
 
 
2.6.3. Outlier Analysis 
The use of an outlier metric provides a means to identify the significance of a signal 
where the larger metric values indicate that a particular data point is significantly different 
from a predetermined mean value.  The trends and evolution observed in the outlier metric 
provide useful information about the processes represented by the data.  This dissertation 
(a) (b) (c)
(d) (e) (f)
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aims to use outlier analysis to study the data evolution of aluminum alloys experiencing 
mechanical loading.  Specifically, Mahalanobis Square Distance (MSD) was used as the 
outlier metric to identify damage trends.  MSD is a multi-dimensional generalization of 
measuring the number of standard deviations a data point is from the baseline.  
Additionally, the MSD metric is calculated from a matrix of data points that can be obtained 
from a variety of NDE sources such as the AE and DIC techniques discussed previously.  
Equation 2.11 gives the form of the MSD calculation where x indicates the data set of 
points with rows defining a data point and columns defining the feature space.  μ is the 
baseline and S is the covariance matrix of the data points. 
𝑀𝑆𝐷 =  (𝒙 − 𝝁)𝑇𝑺−𝟏(𝒙 − 𝝁) 
 
  
(2.11) 
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CHAPTER 3: RESEARCH OVERVIEW AND METHOD 
 
3.1.Hypothesis 
Material damage is a multiscale process bridging phenomena and effects that span the 
entire range of both time and length scales related to incubation, nucleation, growth and 
interaction processes [14, 17]. Several experimental methods are currently available and 
capable of providing information on material damage mechanisms relevant to the observed 
scale. However, the fundamental question that still exists is whether or not it is possible to 
directly observe the damage process at multiple scales and track its evolution so that its 
role in estimating the remaining useful life could be determined.   
In this context, approaches that could be used to observe, identify, and understand the 
earliest possible signs of damage in an engineering setting, could assist in the 
understanding of this complex process and its evolution. To respond to this need, the 
fundamental hypothesis made in the research presented in this dissertation is that a critical 
combination of in situ experimental testing and characterization techniques, scale 
independent nondestructive evaluation and microscale observations could assist to 
understand, quantify and infer on the role of damage in engineering metal alloys.   
The rationale for this hypothesis stems from the fact that several in situ (surface and 
volume) microstructure observations have been achieved by loading specimens inside a 
scanning electron microscope to understand both damage nucleation [11, 15, 130, 131] and 
growth [24, 39, 131-133].  In addition, such in situ experiments have been extended beyond 
basic microstructure observations to include, for example focusing on the mechanical 
behavior of materials, the evolution of strain localizations using the in situ SEM-DIC 
(Scanning Electron Microscope - Digital Image Correlation) approaches [52, 53, 103]. 
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Therefore it has already been shown that it is possible to link damage mechanisms to NDE 
results.  Beyond the effects of such damage mechanisms in various microscale parameters, 
damage ultimately also affects material behavior at higher scales including for example 
changes in plasticity and fracture.   
Direct observations of damage mechanisms, while important to the overall 
understanding damage, could be further enhanced through the use of a theoretical 
mechanics framework which could be either analytical or computational. Specifically, such 
theoretical work could help explain the driving force behind dominant damage nucleation 
and initiation processes by investigating the effect of individual parameters and analyzing 
their role complementary to experimental observations.   
3.2.Objective 
This dissertation presents an experimental mechanics approach developed to identify 
and detect early damage mechanisms in aluminum alloys using observations of damage at 
the scale of grains found in the polycrystals that compose this material. This research relies 
on a novel method of coupling direct observations of damage at the microscale with 
multiple nondestructive evaluation (NDE) methods, including digital image correlation 
(DIC) and Acoustic Emission (AE), from inside a scanning electron microscope. 
Moreover, microstructure characterization is leveraged to investigate the role of the early 
damage mechanisms on the fracture and fatigue behavior of the material.  Lastly, this work 
aims to identify the usefulness of NDE methods coupled with a theoretical framework to 
perform material diagnostics via machine learning approaches. The combination of 
experimental results with a theoretical framework can allow for the probing of the system 
while isolating significant parameters for study based on experimental results.  Figure 48 
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shows a schematic of how early damage detection can be used as a diagnostics tool that 
links with a theoretical frame work for use as a prognostics tool for maintenance decisions.  
 
 
 
Figure 48 Early Damage Detection as a tool for Fatigue Free Systems 
 
 
3.3.Approach 
Damage precursors, i.e. early signs of damage are investigated herein for the case of 
aluminum alloys via a novel technique that connects in situ NDE data such as strain 
localizations and acoustic emissions with mechanical load response and microstructural 
changes to both identify and understand fatigue indicators.  Figure 49 schematically 
represents the intersection of NDE data with physical changes to identify fatigue indicators 
or precursors. 
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Figure 49 Connection between NDE data and mechanical data to identify and monitor the 
evolution of fatigue indicators 
 
 
Specifically, an experimental approach capable of detecting the damage at the 
microscale is proposed to study the incubation of damage mechanisms at the time and scale 
they occur.  The experimental method was designed with the ability to monitor the 
specimen using two NDE techniques, AE and DIC, during loading to enhance the 
understanding of the damage incubation and early evolution. Surface strain measurements 
as obtained by 2D SEM-DIC assist in identifying and understanding the driving forces for 
damage nucleation.  Additionally, AE monitoring provides volumetric data allowing for 
detection of damage that occurs on the surface as well as subsurface and damage outside 
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the monitored area and couple the results with subsurface damage observed by x-ray micro-
CT data. The data obtained is enhanced by a signal processing methodology using a 
combination of feature reduction, classification and outlier analysis that will reliably flag 
the presence of damage while tracking the trends useful for evolution of damage from 
incubation to initiation and can be extended to growth. However, in order to identify 
damage in situ, a link is required between the measured acoustic emission and the source 
in a theoretical sense to validate if the results obtained experimentally are reasonable.  For 
this reason energy release from a theoretical source as well as the effect of wave attenuation 
and interference as the wave propagates through the material to the sensor are examined 
via a theoretical frame work.  
Additionally, the frequency response of the sensors used must be considered in relation 
to the theoretical energy released at characteristic frequencies to ensure appropriate sensors 
are used for the potential sources.  Moreover, sensors have unique frequency responses that 
must be considered when AE waveforms are linked to specific sources using AE features.  
For this reason the same sensors are used for the in situ experimental setup as are used for 
the material in all tests conducted outside the microscope and at larger scales.  This ensures 
that the trends identified at the meso- and macroscales accurately include microstructural 
changes with limited hardware effects via the recorded AE. Figure 50 shows the interaction 
of the experimental setup and microstructure are leveraged with knowledge of fracture 
mechanics and signal processing to allow for first the detection of early damage which then 
helps with advancing the understanding of fracture and fatigue processes as the nucleate.  
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Figure 50 Technical approach for Early Damage Detection showing the connection 
between experiments, microstructure, fracture mechanics and signal processing to detect 
damage. 
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CHAPTER 4: TEST SYSTEM DEVELOPMENT 
 
4.1.Introduction 
The development of the fundamental tool required for connecting the recorded acoustic 
emission to microstructural changes and damage of the testing material is presented in this 
chapter.  The test system requires the development of mechanical testing procedures for 
miniaturized samples suitable for in situ SEM observations, as well as the development of 
a method to obtain AE signals from inside the SEM chamber while minimizing noise.  
Further, various DIC speckling methods were investigated and are discussed for use during 
live and high resolution full field strain measurements. Finally, the development and initial 
characterization of specimens are discussed. 
4.2. In Situ SEM and Mechanical Testing Setup 
Loading was achieved using a GATAN MTEST screw driven load stage equipped with 
a 2100N load cell as shown in Figure 51.  The load stage is capable of applying tension, 
compression, three, and four point bending via different grips in both monotonic and cyclic 
conditions.  The device is screw-driven limiting the loading rate achievable to a maximum 
of 0.4mm/min applied equally to both sides of the specimen to maintain the FOV within 
the SEM image frame during loading. The stage is equipped with two sets of grips, standard 
and pre-tilted, as indicated in Figure 51 by the green boxes and red boxes respectively. The 
standard grips are ideal for Secondary Electron (SE) and Backscatter Electron (BSE) 
imaging while the pre-tilted grips are optimally aligned for EBSD scanning during loading. 
 
96 
 
 
Figure 51 GATAN load stage 
 
 
In situ SEM observations are performed using an FEI XL30 ESEM with a custom built 
door to hold the loading stage. Two imaging methods were explored for potential use.  The 
first is a low resolution (720 x 480 pixels) live video monitoring with a 30 frames per 
second grab rate and the second method uses load holds at pre-defined locations to obtain 
images at a higher resolution (1296 x 968 pixels). The live video method gives almost real 
time monitoring of damage evolution with continuous loading, however, the lower 
resolution makes it difficult to observe the micro-damage mechanisms such as particle 
fracture. Images obtained at load holds while a sufficient resolution to resolve particle 
fracture are affected by stress relaxation effects that need to be considered when analyzing 
the images. The FEI XL30 is capable of recording images above 1296 x 968 pixel 
resolution, however, it has been observed that the addition of more pixels does not increase 
the resolution further and can in fact induce distortion effects at the working distance and 
frame rate used.  Methods for addressing the distortion and correcting for it are discussed 
in section 4.4.1.  It was determined, through a series of rigid body motion experiments 
conducted in the SEM while recording video, that a 0.1 mm/min displacement rate 
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produced the best resolution for video recording while minimizing blurring as a result of 
motion when combined with a built-in frame averaging algorithm using 4 frames.  The 
modified SEM used in this research is shown in Figure 52 with key features labeled. 
 
 
Figure 52 (a) Full ESEM view indicating the location of the various sensors and equipment 
used to produce microstructure data. (b) Interior view of the ESEM labeling the key 
detectors. 
 
 
Both SE and BSE imaging were explored for in situ damage monitoring. The BSE 
detector allows for high Z contrast which is based on the material’s chemical composition 
making various material phases such as inclusions stand out well.  Additionally, given the 
correct working distance which is equal to approximately 5mm for the FEI XL30 when 
imaging Al, it is possible to observe the material grain structure based on the electron 
channeling effect of the backscattered electrons.  The SE detector is capable to detect the 
electrons emitted from the material as a result of the interaction of the incident electrons.  
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This process typically occurs closer to the surface than the BSE and as a result gives higher 
contrast from topological changes, e.g. particle fracture, slip bands, and crack formation.  
The resolution of both techniques is improved by reducing the working distance and by 
reducing the accelerating voltage of the SEM. There is a trade off when lowering the 
accelerating voltage where the depth of field is reduced limiting the amount of out of plane 
motion that can be tracked.  Figure 53a gives a sample of the images obtained by SE 
imaging with a large amount of slip bands and out of plane motion prevalent while Figure 
53b shows the contrast from BSE imaging that shows the particle distribution. As a general 
rule, the SE images give higher resolution than BSE image at the same accelerating voltage 
and working distance and is the main imaging method used in this dissertation.  
 
 
 
Figure 53 (a) SE micrograph showing large out of plane deformation and slip bands as 
well as microcracks. (b) BSE image showing particles as bright white spots and grain 
structure. 
 
 
(a) (b)
50 μm 20 μm
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4.3. In Situ Acoustic Emission 
Recording AE during loading of a specimen inside an SEM required the development 
of a novel set up to ensure that the signals recorded are not corrupted by extraneous sources 
including noise and EMI signals when extracting the signals from inside the SEM chamber.   
 
4.3.1. Initial Testing and Results 
Initial tests were performed at NASA Langley Research Center to validate the potential 
of obtaining AE results while loading a specimen inside an SEM. The existing setup 
contained an in situ loading device and a single BNC cable for extracting voltage readings 
from inside the SEM chamber.  For the preliminary tests a MTI/Fullam load stage equipped 
with a 5kN load cell was used coupled with a PICO sensor produced by MISTRAS Group. 
Sharp notch specimens were prepared and loaded first in a table top MTS device to obtain 
a baseline load curve and AE signals for the sharp notch geometry before designing the in 
situ loading scheme.  Figure 54 shows the setup and results for the baseline test. 
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Figure 54 Baseline test results. (a) MTS grips for ex situ baseline test, (b) Fracture 
waveform, (c) AE amplitude overlaid with the load curve, and (d) AE peak frequency 
overlaid with the load curve. 
 
 
The griping scheme and sensor placement are seen in Figure 54a while one of the 
waveforms obtained at fracture is shown in Figure 54b.  The signal has a peak frequency 
above 450 kHz, a relatively high amplitude and burst nature, as also shown in previous 
work to be related to fracture [22, 23, 74].  Further, AE signals appear after yielding with 
peak frequency in the range of 500 kHz. The same geometry was then loaded on the MTI 
load stage to identify differences in potential AE signals as a result of the screw driven 
stage.  Figure 55a shows the load stage used for this study with the specimen attached.  The 
load curve is overlaid with the AE amplitude in Figure 55b indicating the load had to be 
stopped prior to specimen failure as the load was approaching the stage limit.  Figure 55c 
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shows one of the burst AE hits recorded that matches the AE hit obtained during the MTS 
experiment with the exception of a higher 150 kHz frequency content associated with the 
stage motor.  Finally, the specimen was examined after the load was removed for potential 
damage and fractured particles were observed as shown in Figure 55d.  
 
 
Figure 55 (a) MTI loading frame with attached specimen, (b) load curve to 4 kN overlaid 
with AE amplitude, (c) Sample burst AE waveform, (d) micrograph of fractured particles 
obtained after loading. 
 
 
In situ loading was then conducted inside the SEM in a step wise manner to couple the 
AE activity obtained directly to SEM images. Figure 56 shows the load curve overlaid with 
the AE hits as well as corresponding SEM images taken at the load holds associated with 
the hits.   
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Figure 56 Load curve overlaid with the amplitude with, (a) SEM signal corresponding to 
the load level the EMI waveform (i) is observed. 
 
 
Significantly more AE hits are present in the in situ loading case then when loading on 
the same stage ex situ.  All AE observed in Figure 56 during this loading corresponds to 
EMI resulting from the BNC pass-through.  In fact, waveform (i) shows a single EMI signal 
with frequency range above 1000 kHz.  The sensor used in this study had a range from150 
to 750 kHz, therefore, for this signal to be recorded, it had to bypass the sensor and enter 
the system by the cable or connection points.  While no damage-related AE was observed, 
this test did successfully demonstrate the ability to obtain SEM images and AE 
simultaneously inside an SEM microscope provided EMI effects are removed.  To 
determine if AE recording was possible, a second loading was conducted with the pre-
amplifier inside the SEM microscope to reduce the effects of EMI.  In this way the damage 
signals would be pre-amplified before being sent through the pass-through.  This ensured 
the AE resulting from damage will be amplified and the EMI signals would not resulting a 
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smaller effect on the recorded AE signals.  Figure 57 shows the fractured specimen along 
with a fracture waveform and the recorded hits overlaid with the load curve. 
 
 
Figure 57 In Situ test results. (a) Fractures specimen, (b) Fracture waveform, (c) load 
curve overlaid with AE amplitude, and (d) load curve overlaid with peak frequency.   
 
 
 
The microstructure was monitored in situ, however, no images were taken until after 
fracture as the focus was on successful AE recording.  In addition to the pre-amplifier being 
inside the SEM, a higher threshold set to eliminate all EMI signals, subsequently, there 
were no AE hits observed until catastrophic failure. Comparing the fracture waveforms and 
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features obtained in situ to those obtained in the ex situ baseline tests reveals similar trends. 
Therefore it is possible to successfully obtain AE data from inside the SEM.  The following 
sections discuss the development of the novel in situ AE-SEM system used in this 
dissertation that addresses and corrects for the noise and EMI issues encountered in initial 
tests. 
4.3.2. Noise Reduction and EMI Shielding 
Sources of AE resulting from microstructural changes are relatively low in amplitude 
which, coupled with the addition of mechanical noise from the loading stage and the effect 
of EMI stemming from the BNC pass-through ports required for in situ AE monitoring, 
necessitates a method to characterize, understand, and eliminate if possible these noise 
sources.  Figure 58 gives an example of both EMI signals and machine noise from the 
loading stage identified through a series of experiments engaging the load stage motor 
while no load is applied to a specimen. 
 
 
Figure 58 (a) EMI signals, (b) Machine screw noise 
 
The noise signals from the machine are removed based on a combination of amplitude 
thresholding, delta T filters and the frequency content.  Delta T filters remove signals based 
(b)(a)
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on time difference calculations given the two sensors used to receive the same signal.  
Hence, by taking into account the wave speed and the sensor locations it is possible to 
ensure that only signals that come from between the sensors are recorded.  EMI signals are 
generally removed based purely on frequency content. Table 7 lists the standard 
characteristics of EMI and machine noise recorded. 
 
Table 7 EMI and Machine noise key features 
 
 
 
EMI signals tend to have relatively high amplitude, often as high as or higher than the 
damage signals making it impossible to eliminate all EMI by amplitude thresholding. 
Machine noise signals, on the other hand, typically consist of low amplitude waveforms 
and can therefore me eliminated by simply increasing the threshold.  Both noise signals 
were found to have short rise times, however the EMI ones appear to be of burst nature 
with a short decay time, while machine noise was found to be of continuous nature.  
Generally both of these sources appear to have peak frequency values around 150 kHz 
resulting in the use of a digital frequency filter to eliminate noise source contribution in 
recorded AE waveforms. EMI has frequency content that extends up to and sometimes 
Feature EMI Machine Noise
Amplitude High Low
Risetime Short Short
Duration Burst Continuous
Peak Frequency ~150 kHz ~150 kHz
Frequency Range Large Small
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beyond 1000 kHz despite the frequency filter applied. To adjust for this effect the AE 
preamps were placed inside the SEM chamber to enhance the signals coming from the 
sensor while being protected from noise sources by the presence of the high vacuum [37].  
The presence of the vacuum in the chamber also reduces the effect of other noise sources 
as the only path for a noise source to enter the system prior to pre-amplification is through 
the grips which can be accounted for based on delta T filters and amplitude.  Additional 
cable connection points do exist outside of the SEM chamber allowing for non-amplified 
EMI to enter.  In many cases the EMI entering from such connections  is below the 
threshold, however, some large unpredictable spikes are still possible which were 
eliminated through the use of a Faraday cage  that was designed to completely encase the 
entire AE acquisition system and all connections as well as the SEM itself. The cage was 
further designed to measure and eliminate all EMI at the time of calibration and as a rule 
it was calibrated just prior to every experiment to account for the daily variation in EMI.  
Additionally, all cables used were all “low noise” cables containing a copper-braided EMI 
shield.  The combination of all of the shielding with the inherent benefits of the presence 
of a high vacuum inside the SEM made possible the use of a low threshold of 20 dB as 
compared with typical 40 dB thresholding at the laboratory scale. 
4.3.3. AE Settings 
In the previous sections the peak definition (PDT), hit definition (HDT), and hit 
lock out time (HLT) used to record the AE data were determined based on pencil lead break 
tests (PLBT) per ASTM E976. In this section a continuous AE activity was recorded during 
a stepwise monotonic loading experiment which was examined post mortem to identify 
burst type signals expected to be indicative of fracture activity as well as to determine the 
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ideal settings for the AE system given the specific material system investigated in this 
dissertation. Figure 59 shows the load curve overlaid with the continuous waveform with 
a section magnified to identify multiple peaks.  
 
 
Figure 59 Live streamed AE data 
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A representative single burst signal is extracted from the full waveform and displayed 
in Figure 60.  This signal is low in amplitude with a short rise time, less than 10 μs, and 
duration, less than 200 μs.  All other burst signals observed have a similar duration though 
they vary in amplitude.  Therefore, a PDT, HDT, and HLT of 30, 300, and 300 μs, 
respectively are identified as ideal settings for grain scale AE detection. 
 
 
Figure 60 Representative burst signal obtained by live waveform streaming 
 
 
4.3.4. In Situ AE Validation 
To ensure the Faraday shielded pass-through does not introduce additional noise to the 
recorded AE signals, a series of tests were performed starting with PLB tests applied 
directly to the sensors with and without the AE pass-through.  Figure 61 shows the resulting 
waveform and frequency content for both cases validating that the pass-through introduces 
no extraneous noise sources for high amplitude signals.   
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Figure 61 PLBT test (a) with no pass-through, and (b) with pass-through 
 
 
Additional validation was performed using fracture toughness type specimens per 
ASTM E1820.  The in situ SEM version of such specimens were of a sharp notch type 
which were used in a bending test. Ex situ tests were performed using an MTS model 793 
frame with compact tension specimens.  It was vital that the specimens were cut from the 
same material with the rolling direction aligned with the notch in both specimens to ensure 
similar crack opening behavior.  Further, the initial notch geometry for both specimens was 
an identical Electrical Discharge Machining (EDM) cut notch with an opening angle of 30° 
to nucleate and grow a crack. Figure 62 depicts the geometry used along with the load 
curve and AE response for the in situ test, Figure 62a, and the ex situ test, Figure 62b.  
(b)(a)
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Figure 62 ASTM Fracture Toughness test revealing the same trends for both in situ and 
ex situ experiments. 
 
 
The load curve for both specimens follow the same pattern.  Further, in both 
experiments the AE hits initially appear at the early stages of loading before reaching a 
consistent amplitude.  The amplitude then increases again at the yield point for both 
specimens.  The majority of the high amplitude hits appear near the ultimate load where 
cracks initiate the higher amplitude AE continues through the crack growth phase.  The 
primary difference in the two experiments is the presence of signals below 40dB in the in 
situ bending experiment resulting from the reduced noise floor.   
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4.4. In situ DIC 
Applying the DIC technique on images obtained from inside the microscope requires 
unique speckle pattern materials and techniques for the scale of observation while ensuring 
sufficient contrast for imaging with electrons capable to track the speckles.  Further, 
methods are discussed to account for difficulties in tracking out of plane motion resulting 
from the 2D nature of SEM imaging. Finally, the rastering involved in obtaining the full 
SEM image induces significant drift and spatial distortions [103, 104]. This section 
discusses the three patterning techniques developed for use as well as the image post 
processing steps to reduce distortion effects. 
4.4.1. Distortion Correction 
An SEM micrograph is created by recording the number of electrons detected at a given 
point and, in the case of BSE imaging, the number of and reflection angle of electrons at a 
single point. The process is repeated at every grid point defined by first moving 
horizontally to obtain a line scan, then vertically to obtain the 2 dimensional image as 
depicted schematically in Figure 63a where the scan lines are represented as black arrows 
and the red dashed arrow represents the beam moving from line to line.  Ideally, this results 
in a regular grid pattern such as the one seen in Figure 63b where there is equal spacing of 
the beam in both the x and y directions and every point is measured for the same amount 
of time.  However, in reality the resulting image appears more like Figure 63c where the 
beam dwells too long at some points and skips over others completely.  The random nature 
of the errors further complicates the image correction as the errors in every image have the 
potential to be different.  This effect is referred to as drift distortion and appears worse at 
higher magnifications and resolutions.    
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Figure 63 Schematic showing SEM imaging process. (a) Line scan process, (b) ideal image 
grid, (c) representative actual image grid. 
 
The pixel location errors resulting here are typically on the scale of nanometers or less. 
In the case of a pixel size of 10nm the error is 0.1 pixel and can be observable especially 
in DIC measurements. Therefore such errors can be ignored when the image resolution is 
greater than 100nm/pixel. Drift distortions can be further increased as a result of heating 
of components, specimen charging, and drift in the stage [104] of which only stage drift is 
a concern in this dissertation.  Further, longer tests such as cyclic loading result in larger 
drift values. Fortunately, methods exist for correcting the distortion when necessary.  Two 
images taken simultaneously of the same region can be used to measure the pixel variation 
across the entire image at a given time.  This difference is subtracted from the first image 
to account for the distortions at the time the images were taken and must be performed for 
every time interval an image is obtained.  This correction method only works for step wise 
loading and imaging schemes as multiple images are required at a single load.  Drift 
distortion correction is performed on live captured video by applying a frame average at 
the time of imaging. The research presented in this dissertation was conducted at high 
enough spatial resolution to observe the desired damage, while intentionally remaining 
coarse enough to be capable to ignore drift distortions over the relatively short testing 
times.   
(b) (c)(a)
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Figure 64 Spatial distortion and rigid body motion imaging sequence for correction 
 
 
All imaging systems produce a spatial distortion as a result of the lens systems.  
SEM imaging contains a series of electrical lenses resulting in the spatial distortion.  
Correction of this distortion relies on an undeformed pattern undergoing a series of rigid 
body motions both in the horizontal and vertical directions using a prescribed displacement 
as depicted in Figure 64.  Any displacement that deviates from the prescribed is a result of 
distortion such as the purple displacement values shown in Figure 64.  It is important when 
prescribing the rigid body motion to move in small increments with a total final 
displacement equal to or greater than the expected motion induced by loading.  Further, 
spatial distortion remains constant during a test, though it can vary from test to test meaning 
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the distortion correction procedure only has to be performed when the beam settings are 
changed as this affects the lenses. To perform the correction displacements are calculated 
and normalized at each location.  If no distortion is present the system will fluctuate around 
zero while the presence of distortions will result in a displacement field similar to the one 
seen in Figure 65.   
 
 
Figure 65 Resulting Distortion form a SEM image moved a prescribed 5 μm 
 
 
Such a map is generated for every rigid body motion. Every pixel is evaluated in the 
series of maps to generate a u and v correction function for both x and y rigid body motions 
resulting in 4 correction functions for every pixel in the image. Full details of this approach 
can be found in literature [104].  Spatial distortion has the opposite scale dependence 
compared to drift distortion; the spatial distortion becomes worse at lower magnifications.  
In the cases were the spatial distortion is minimal, it is possible to correct for it in a simpler 
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manner that relies only on the subset and step size selection when performing DIC 
measurements as proposed in the related literature [103].  Larger subsets “blur out” the 
effects of distortion as the displacement measure is calculated as an average over the full 
subset successfully reducing and in some cases eliminating the distortion effects as 
demonstrated in Figure 66 where adjusting the subset size from 144 nm (Figure 66b) to 
216 nm (Figure 66a) subset sizes. In this dissertation the magnification and resolution were 
carefully selected through a series of experiments to minimize the effect of both drift and 
spatial distortions to such a point that a simple increase in subset size and manual 
elimination of the left edge of the image where distortion was worst as shown in Figure 65 
corrected for the distortions. 
 
 
Figure 66 Shear strain resulting from distortion effects for (a) 216 nm and (b) 144 nm 
subset sizes 
 
 
4.4.2. Pattern Development 
The scale of observation, imaging method (in this case either SE or BSE) and the need 
to observe the surface microstructure while simultaneously performing DIC measurements 
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contribute to the need for appropriate patterning.  This dissertation focuses on two methods 
for microscale patterning that require no basecoat, which are the powder deposition with 
two different materials and microstamping.   
4.4.2.1. Powder Deposition 
Powder deposition is a simple method of applying a pattern where a powder of pre-
selected and controlled size is forced through a grid or filter and adhered to the sample [25, 
52, 53, 103].  The technique can be used successfully at a variety of scales and using a 
variety of imaging methods by adjusting the particle size, filter, and the particle material.  
This dissertation focuses on two specific scales and consequently two powder sizes were 
used. Ink toner with an average particle size of 8 μm is used for fields of view (FOVs) on 
the order of millimeters.  Small amounts of air are forced into a closed box containing toner 
powder and the specimen.  The air disturbs the toner particles which settle on the specimen.  
The pattern is checked under an optical microscope using the same magnification and 
resolution that will be used in the SEM for quality.  As the toner does not adhere to the 
specimen multiple pattern attempts can be performed quickly and easily.  Once an 
acceptable pattern is obtained the toner is melted to the specimen by placing the specimen 
on a hot plate set to 100°C for 2 minutes.  The final pattern is then imaged in the SEM at 
the working distance, magnification, and resolution the experiment will be monitored with 
for pattern quality assessment.  Two metrics were used, a global and local DIC metric. The 
Mean Intensity Gradient (MIG) and the Sum of Square of Subset Intensity Gradient 
(SSSIG) as discussed in section 2.5.2.1.  The MIG value considers the gradients across the 
entire image [96]. The SSSIG considers the gradient of a single subset and is moved across 
the specimen by a given step size [97].  For speckle quality validation both the subset and 
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step size used in the SSSIG are the same as used to calculate the noise floor. A higher value 
indicates a better DIC pattern for both metrics. Figure 67 shows the pattern resulting from 
toner with both pattern metrics and the noise floor obtained by imaging in the SEM. 
 
 
Figure 67 (a) Toner DIC Pattern, (b) Noise floor from high resolution SEM images, (c) 
intensity histogram with MIG Value, (d) SSSIG Value map 
 
 
The MIG value is high for the toner pattern with a noise error on the order of 0.36%.  
Further, the SSSIG map shows that the pattern has a higher SSSIG value at the top of the 
image than the bottom, however, the value is high across the full FOV.  The pattern is 
sufficient for DIC measurements and provide insight into the geometrically induced strain 
concentrations showing the regions most likely to incur damage early for in situ 
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monitoring, however, specific microstructure features are not clear at this scale.  A finer 
copper powder, having a diameter between 60 and 80 nm, allows for higher magnification 
for fields of view on the order of 100 μm.  Copper produces sufficient contrast with the 
background inside the SEM using both SE, height difference and BSE imaging, Z contrast.  
This powder is applied by using air to force it through a series of filters which break up 
clumps and prevents larger particles from reaching the specimen. The copper particles are 
naturally held on the specimen by the Coulomb force acting between the particle and 
specimen. Figure 68 shows the pattern under SEM imaging including the same metrics 
used to assess the Toner pattern.   
 
 
Figure 68 (a) Copper Powder DIC Pattern, (b) Noise floor from high resolution SEM 
images, (c) intensity histogram with MIG Value, (d) SSSIG Value map. 
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MIG = 77.65
x106
12.0
0.0
6.0
(a) (b)
(c) (d)
119 
 
The copper powder allows for a field of view that is almost 10x smaller than the toner 
allowing key microstructure features to be visible while at the same time appearing to be 
more uniform across the specimen. The red circles indicate embedded alloying particles 
that are of interest and lead to crack formation. The noise floor from the copper is about 3 
times lower than the toner pattern as the contrast is more consistent as shown by the SSSIG 
map.  Both metrics show a high value, though the MIG is lower for the copper pattern than 
for the toner. Powder deposition while a fast method to pattern large areas does not produce 
consistently reliable or repeatable patterns. 
4.4.2.2. Micro Stamping 
The method relies on the development of an ideal speckle pattern that is manufactures 
to the desired scale and transferred to a specimen.  The speckling ink is applied to the stamp 
and the stamp is directly applied to the specimen to transfer the pattern over a large area 
quickly.  The ink provides high optical and electrical contrast for imaging under either an 
optical or electron microscope.  This method is applied with no base coat allowing for the 
observation of the microstructure in locations where no ink is applied.  Microstamping 
results in a very repeatable high quality pattern tailorable to the desired scale of observation 
limited only by the manufacturability of the stamp.  In this case a seed size of 1 μm was 
used to produce a pattern over a 1 mm2 FOV with sufficient contrast at a scale able to 
resolve slip lines and particle fracture on the order of 5 to 10 μm in size.  The DIC pattern 
metrics demonstrate the pattern is of good quality at the scale imaged with high values of 
MIG and SSSIG as well as consistent contrast across the whole specimen with the 
exception of the nanoindented locations as marked with a white box in Figure 69.  The 
nanoindentation marks are designed as fiducial parkers and, subsequently, do not need to 
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be tracked for DIC measurements.  Further, the noise floor is comparable to the noise floor 
obtained by copper patterning.  The histogram of grayscale values, however, is more 
distributed at the lower values with less of a spike at values near 0 and 255 as compared to 
the powder deposition methods.  This distributed histogram does not adversely affect the 
pattern. 
 
 
Figure 69 (a) Microstamped DIC Pattern, (b) Noise floor from high resolution SEM 
images, (c) intensity histogram with MIG Value, (d) SSSIG Value map with one of the 
nanoindents marked by a white box. 
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Particles are observable through the pattern with the three largest indicated by red circles 
allowing the coupling between microstructure evolution and strain evolution. 
Microstructure effects can be observed easier by increasing the accelerating voltage which 
reduces the effect of the ink on imaging with a slight loss of resolution. Additional 
microstructure and damage information can be obtained by combining multiple imaging 
tools including EBSD for grain orientation evolution and EDS for stoichiometric 
information. Figure 70 demonstrates this on a nanoindented section of an Al 2024 
specimen. 
 
 
Figure 70 (a)Microstamped pattern of a nanoindented area under SEM with 5kV 
accelerating voltage and (b) the same region under 20 kV accelerating voltage 
 
 
The method can be extended by using a variety of inks with different properties. For 
example it is possible using a residual ink to make a DIC pattern invisible to the optical 
spectrum, but observable via electrons in the SEM.   Further, in situ microstructure 
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observation using EBSD mapping through the pattern is possible across the whole field of 
view.  In this way grain structure evolution can be mapped directly to strain evolution 
during loading and allow for identification of damage mechanisms to be enhanced. Figure 
71 shows the pattern and EBSD map taken in a region with the same pattern demonstrating 
the feasibility. 
 
Figure 71 (a) Residual Microstamped DIC Pattern, (b) EBSD Map of a stamped area 
 
 
4.5.Specimen Design and Preparation 
For in situ applications, the field of view (FOV) monitored is directly related to the 
expected scale of observation of the targeted damage mechanism.  Therefore, the largest 
FOV used in this dissertation is on the order of 1mm2, while several experiments were 
performed using a FOV in the order of 10s of microns.  The FOV requirements force the 
specimens used to be small enough to fit on the loading stage used for in SEM testing, 
while also large enough ensure the microstructure information is the result of bulk material 
behavior.  Figure 72 provides an example of the three different geometries used in this 
chapter; the first (Figure 72a) for bending experiments initially used to localize the damage 
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and compare to previously recorded ex situ compact tension specimens [22, 49] and the 
other two for monotonic tension and cyclic testing. Figure 72b shows a double sharp notch 
geometry used to maintain uniform tension between the notches while localizing the 
damage to the notch tip. Figure 72c shows an hourglass shape in the gauge section to 
minimize geometric effects while still localizing damage. 
 
Figure 72 Three specimens for (a) bending and for (b) & (c) monotonic tension as well as 
fatigue testing with reduced cross sections to localize damage in the FOV used for in situ 
observations 
 
 
A mirror finish was obtained on the surface using mechanical polishing to 0.05 μm 
alumina suspension and the surface cleaned with alcohol to reduce the oxide layer. The 
specimens were then characterized prior to loading to identify the grain structure and 
orientation as well as the particle distribution and chemical make up with in the regions of 
124 
 
interest.  For this work specimens were cut from a precipitate hardened aluminum alloy, 
Al 2024-T3.  The EBSD map, shown in Figure 73a, of a large region of material shows a 
slight preferential texture in the [111] and [101] directions rather than the [100] direction.  
The [111] direction in aluminum is the stiffest orientation while the [100] is the softest [65] 
suggesting a stiffer behavior will be observed when loaded in the rolling direction as 
compared to the transverse.  Further, Figure 73a and b show the grains are generally 
equiaxed with only a few grains elongated in the rolling direction and grain size centered 
at an approximate diameter of 45μm with a normal distribution. Figure 73c reveals the 
rolling texture in the sample suggesting the material properties are different in the rolling 
and transverse directions, therefore all samples are cut with the loading axis parallel to the 
rolling direction. 
 
 
Figure 73 (a) EBSD map of a region larger than the FOV used in testing showing minimal 
texture in the [111] and [101] orientations.  (b) Histogram of the grain size showing the 
average grain size to be approximately 45μm. (c)Pole figures showing the rolling texture 
present in the system 
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Al 2024-T3 is a copper rich alloy containing between 4 and 5% copper, 0.5% iron, 
up to 1% manganese 1 to 2% magnesium 0.5% silicon and 0.25% zinc [134]. The particles 
present in Al2024-T3 are expected to be combinations of these and studies have been 
conducted to identify the hard particles as Al-Cu-Fe, Al-Cu-Fe-Mn, whereas the soft 
particles tend to be Al-Cu, Al-Cu-Mg [7, 61].  Figure 74 shows the three most common 
chemical composition of particles present in the Al 2024 samples used in this dissertation 
as well as a particle that is a combination of two others.  
 
 
Figure 74 Standard particles in Al2024, (a) Al2CuMg, (b) Al2Cu, (c) Al7Cu2Fe, and (d) a 
combination of the other particles 
0 2 4 6 8 10 12 14 16 18
0
20
40
60
80
100
 Mg
 Al
 Si
 Mn
 Fe
 Cu
W
e
ig
h
t 
P
e
rc
e
n
t
Position (m)
0 2 4 6 8 10 12 14 16 18
0
20
40
60
80
100
 Mg
 Al
 Si
 Mn
 Fe
 Cu
W
e
ig
h
t 
P
e
rc
e
n
t
Position (m)
0 2 4 6 8 10 12 14
0
20
40
60
80
100
 Mg
 Al
 Si
 Mn
 Fe
 Cu
W
e
ig
h
t 
P
e
rc
e
n
t
Position (m)
(a) (b)
(c)
0 2 4 6 8 10 12 14 16 18 20
0
20
40
60
80
100
 Mg
 Al
 Mn
 Fe
 Cu
W
t 
%
Position (m)
(d)
126 
 
Recent calculations performed using the first-principles method based on density 
functional theory consider the crystallography of two types of particles, the θ (Al2Cu) and 
S (Al2CuMg) phases which are tetragonal  and orthorhombic, respectively.  The results 
show that the S phase is on average stiffer than the θ phase [135].  No calculations have 
been performed for the Al7Cu2Fe particles, therefore, a nanoindentation map was obtained 
with an indent spacing of 3 μm to a depth of 500nm revealing that the Fe-rich particles 
actually appear to be less stiff than the θ and S phase particles.  Figure 75 shows the 
hardness map for a Fe-rich particle. 
 
 
Figure 75 Nanoindetation map of (a) Elastic Modulus (GPa) and (b) Hardness (GPa) of 
a Al7Cu2Fe particle 
 
 
 
The mismatch of the material properties such as stiffness between the precipitates and 
the matrix is a direct consequence of the metallurgical process used to create this type of 
precipitate hardened alloys and are responsible for the increase in strength. However, the 
larger particles often also results in failure in this type of materials [22, 49].  This concept 
will be explored in more detail in chapter 5. As the particles lead to failure, it is important 
to consider that particles do not exist only on the surface, rather, they are distributed 
(a) (b)
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through the entire specimen volume.  To obtain the 3-D size and distribution of particles, 
an X-Ray micro-CT scan was performed with an accelerating voltage of 80kV on a 1 mm3 
specimen with a resolution of 700 nm per voxel.  Both particles and voids were identified 
by thresholding the grayscale images.  Figure 76a gives a visual representation of the 
distribution of the particles in red and the voids in green emphasizing the significant size 
difference between particles and voids.  Figure 76b shows quantitatively the size range of 
both the particles and voids where particles range from the micron size which are unlikely 
to cause significant damage to a few almost 20 μm in size with the majority less than 5 μm.  
The voids on the other hand are all less than 5 μm in the initial state.  Figure 76c shows the 
particle and void distributions along all three axis showing that they are generally equally 
distributed in space, however voids appear more heavily concentrated below the surface.   
 
 
Figure 76 (a) Visual void (green) and particle (red) distribution, (b) Void and particle size 
distributions, and (c) spatial distribution histograms 
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CHAPTER 5: DAMAGE PRECURSOR DETECTION 
 
5.1.Introduction 
A novel experimental mechanics approach that is coupled with microstructure-
sensitive nondestructive testing and evaluation (NDT&E) methods is used to investigate 
the incubation and nucleation of damage in an aluminum alloy.  This section provides 
information on the experimental campaign and the obtained results. The focus is placed on 
the earliest stages of damage, well before specimen-level crack growth, in both monotonic 
and cyclic regimes.  In situ observations are presented and the early damage mechanisms 
are identified and linked to NDE features from AE and DIC.  The driving forces behind 
the initiation of such damage mechanisms along with their evolution are investigated via 
in situ observation and local strain evolution and discussed in terms of the local 
microstructure contribution. 
5.2.Damage Mechanism Identification 
A combination of monotonic and cyclic loading schemes utilizing a range of specimens 
for bending, and tension tests were performed in an effort to identify damage mechanisms 
in precipitate hardened Al alloys and their effect on damage evolution. 
5.2.1. SEM monotonic bending tests and ex situ microscopic investigation  
A reduced scale ASTM standard fracture toughness bending test was performed inside 
the SEM microscope while AE was monitored and recorded and the surface deformation 
was observed by DIC.  The specimen was loaded at a rate of 0.1 mm/min to avoid the effect 
of image blurring from the specimens motion while images were recorded by video 
monitoring. The results reported in Figure 77 show that the AE amplitude has higher values 
around the yield point. Just prior to specimen yielding as observed by a nonlinearity in the 
129 
 
loading curve, “high” frequency burst-type signals (450-550 kHz) were obtained while the 
cumulative absolute energy began to increase suggesting a material change capable of 
redistributing energy occurred just prior to the measured yield.  As loading continues, a 
higher rate of signals appear with consistently high peak frequency, though some signals 
do have a lower peak frequency. Lower frequency signals are possibly the result of noise 
sources based on the signals obtained during preliminary testing as discussed in chapter 4 
and during the preload used to verify successful AE sensor coupling.  At fracture a large 
spike of high amplitude signals with high frequency are observed corresponding to a 
sudden jump in AE energy. 
 
 
Figure 77 AE trends from ASTM Crack opening test conducted in side an SEM microscope 
with the 0.2% offset yield shown by the red dashed line. 
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Two signals are selected form the ones shown in Figure 77 and are shown in Figure 78 
to demonstrate their burst nature with peak frequencies in the 450-550 kHz range.  One of 
these signals, figure 78b, corresponds in terms of time, load and imaging data to the onset 
of cracking and has characteristics attributed to cracking according to previous work at the 
meso-scale [22, 23, 74].  The second signal, figure 78a, occurs much earlier in the loading, 
well before the onset of yielding and has similar characteristics with the exception of a 
lower amplitude. This signal is expected to be the result of a fracture even as well, though 
likely a smaller fracture producing the lower amplitude.   
 
Figure 78 (a) Burst signal before yielding ad (b) burst signal near the observed cracking 
load  
 
Post mortem analysis of the notched region and associated crack revealed a significant 
amount of damage in the surrounding area including void formation by debonding of 
(a)
(b)
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particles and near grain boundaries as well as several locations where particle fracture 
occurred matching previous ex situ investigations of micro-damage mechanisms [10, 11, 
13, 15, 43, 67, 84, 130, 132, 136].  The fracture of particles is actually a sudden event due 
to the dimensions and mechanical properties of the particles and is a potential source of the 
early burst AE signals such as figure 78a. As particle fracture is relatively local process it 
is possible that such fractures can occur prior to the onset of macroscopically observable 
yielding as defined from the measured mechanical load data.  Figure 79 provides post 
mortem fractography images of the crack region with a focus on the notch tip to identify 
the presence of damage mechanisms both ahead of the crack and in the crack wake.  The 
images shown in figure 79 suggest that particle fracture and debonding resulting in void 
formation are both possible mechanisms capable to partially relieve stored elastic energy 
in the material without leading to catastrophic failure and therefore their successful 
detection can be considered as a damage precursor the identification of which is the main 
objective of this dissertation. 
 
 
Figure 79 (left) Crack formed at the top notch, (right) Higher magnification image of the 
crack tip region showing various damage sites surrounding the actual crack including 
particle fracture (marked by red circles) and void formation (indicated in the region 
defined by the yellow boxes) 
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In addition to these precursors, crack growth was observed beginning at about 1 mm of 
imposed displacement. The load curve has a sudden drop of almost 50% instantaneously 
demonstrating the need for detection of the damage precursors the indicated pending crack 
formation as the detection of the crack itself may not prevent failure. Therefore, to 
eliminate crack growth from the potential AE sources and focus on the precursors to 
connect specific damage mechanisms to the AE waveforms presented earlier, the same 
geometry was used while loaded close the notch instead of opening it producing a strain 
localization zone near the notch tip, which should both be sufficient to induce early damage 
while avoiding crack formation and growth as illustrated by the schematic and in situ DIC 
measurements shown in figure 80.  
 
Figure 80 (left) Schematic of the loading to close the notch tip; (right) tensile zones formed 
to either side of the notch at peak imposed load confirming no crack growth. 
 
 
The recorded AE trends, shown in figure 81, indicate changes in their time distribution 
occurring predominantly at the onset of yielding as marked by the large quantity of higher 
amplitude signals as compared to the rest of the load curve.  Figure 81b additionally shows 
the presence of signals with peak frequency above 450 kHz that initiate and continue after 
the yield point.  Interestingly the number of such AE signals reduces as the load increases 
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suggesting changes of the damage may be saturating quickly after yielding.  Moreover, 
figure 81c shows a concentration of hits, marked by a red box, with relatively low rise time 
and duration.  These burst-type signals are expected to be the result of a sudden release of 
energy, e.g. fracture, as previously discussed.  The cumulative absolute energy and the 
cumulative hits demonstrate, clearly, the accumulation begins at the point of yielding as 
indicated by the dashed orange line.  The yield point also corresponds to the sudden 
increase in AE counts which quickly reach a consistent value. The cumulative energy and 
hits increase smoothly with the highest rate of accumulation just after yield and starting to 
plateau by the time the load curve reaches its inflection point as indicated by the black 
dashed line where energy spikes are first observed. 
 
Figure 81 Acoustic Emission Trends. (a) Amplitude and (b) Peak frequency plotted with 
the load curve.  (c) Identification of a large number of burst signals having low rise time 
and duration, and (d) Energy build up overlaid with hits and counts to identify damage 
trends. 
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The spikes in energy can be explained by considering that once the notch has closed it 
is possible to form cracks on the far side of the specimen as the highest tension zones will 
form there. Post mortem investigation of damage at the notch tip reveals no cracks, 
however, investigation of the back of the specimen reveals three small cracks which are 
possible explanations for the three observed energy jumps in figure 81d. Figure 82a shows 
an SEM micrograph depicting the tensile regions near the notch tip.  The particle lines, 
initially vertical, can be seen to curve toward the notch as they approach the bottom of the 
image.  Figure 82b shows one region of damage present at the back side of the sample 
including the largest crack that formed after notch closure which is marked by the black 
box.  A significant amount of particle fracture and void formation is present ahead of the 
crack tip.  Similar damage is present near the notch root where no cracks are observed as 
seen in figure 82c and figure 82d. Additionally, significant out of plane motion is visible 
in the case of the higher magnification image in figure 82d where some slip bands are 
observable. 
 
Figure 82 Post mortem damage investigation showing slip, particle fracture (red circles) 
and void formation (yellow boxes) in regions of tension as well as one of three cracks 
formed after crack closure. 
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Particle fractures, void openings by particle de-bonding and grain boundary separation 
as well as slip bands are observed at every location that has experienced significant 
amounts of tension, primarily near the notch root and the back edge of the sample. Particle 
fractures are circled in red and voids are boxed in yellow.  It is clear that particle fracture, 
slip and void formation from debonding are the major sources of damage prior to aluminum 
cracking and as no other sources are present prior to the load inflection point must be the 
cause of the AE activity.  Investigations of this nature, limit the number of potential sources 
giving information into the most probable source for specific AE activity, however, it is 
impossible to link individual damage processes directly with AE waveforms, therefore the 
approach is extended to examine the damage mechanism directly at the time and scale it 
occurs.   
5.2.2. SEM monotonic tension tests and in situ microscopic investigation 
In situ monitoring was performed using tension tests since the load stage applies 
displacement equally to both ends of the specimen ensuring that the center of the specimen 
does not move during loading. This allows the monitoring of a region in the center with no 
blurring of the sample as a result of large rigid body motion typically observed when the 
FOV moves as is common in bending tests.  Two different geometries were used to 
investigate early damage effects, double sharp notch type specimens, designated as SN and 
shown in Figure 72b and hourglass dogbone type specimens, designated as dogbone and 
shown in Figure 72c, which were particularly used to create stress concentration zones at 
apriori determined locations as well as to reduce the required FOV for SEM imaging.  
Consequently, it was possible to focus on a region containing a number of particles having 
a high chance of fracture.  Initial focus was placed on the SN geometry and the specimens 
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tested were loaded to failure. Figure 83 shows representative AE results from such tests; 
AE hits were recorded using a 30 dB threshold with PDT, HTD, and HLT of 100, 800, and 
800 μs respectively.   
 
 
Figure 83 Monotonic AE data trends showing amplitude (left) and peak frequency (right) 
against the load curve 
 
 
 
In this configuration inside the SEM microscope only two hits were observed exactly 
at the onset of yielding, defined in this case by the 0.2% offset criteria with the rest of the 
AE hits occurring later.  The AE data trends observed during bending, seen in figure 77 
and figure 81, are present for tensile loading as well, where early in the load curve near, 
but just after, the point of yielding corresponds to the location of the highest amplitude and 
quantity of hits with the exception of the fracture. The reduction in AE signals at the 
yielding point is a result of the reduced stress concentrations generated by the notches in 
tensile loading as compared to bending.  The amplitude decreases and of the number of 
hits also decreases as the ultimate strength is reached until a spike in activity right at the 
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onset of failure.  Examination of the peak frequency plot shows signals with frequencies 
between 450 and 550 kHz occur just after yielding augmenting that potential fracture 
signals are occurring early in life. A post mortem investigation of the damage around the 
crack surface of the failed specimen reveals a number of fractured particles and micro-
cracks giving evidence to this assumption.  Figure 84 shows 4 locations near the fracture 
surface on both halves of the failed specimen.  The specimen was lightly etched using 
Keller’s Reagant for ~5 seconds to reveal the grain structure without the need of EBSD.  
Damage is examined and classified as particle fracture and void activity where, the particle 
fractures are marked by red circles while the de-bonding processes are indicated with 
yellow boxes. There is clear competition between particle fracture and de-bonding, both at 
grain boundaries and Al particle interfaces. Figure 84b and figure 84c also reveal 
significant micro-cracks growing into the Al; however, these cracks do not lead to final 
failure. Additionally, some slip bands are observable, however, these are not considered as 
a potential burst AE source.  Particle fracture and de-bonding both appear during the failure 
process prior to the formation of a large crack.  Therefore both mechanisms can be 
considered as damage precursors if detected by NDE methods.   
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Figure 84 Post mortem damage near a fracture surface from loading showing particle 
fractures, voids, and micro-cracks. (a) Top half near the left notch, (b) top right near the 
right notch showing a substantial micro-crack, (c) bottom near the left notch showing a 
greater than 50 μm crack, and (d) bottom in the center of the specimen width. 
 
 
The same micro-damage mechanisms observed on the surface of the specimen post 
mortem, were observed on the fracture surface as well. Figure 85 shows the fracture surface 
of two specimens with cracks shown highlighted by red boxes and debonding mechanisms 
shown in yellow boxes. The presence of subsurface damage necessitates a technique, such 
as AE, capable of detecting subsurface damage.  Validation of particle fracture as an early 
AE source requires the coupling between in situ observation of the process on the surface 
and live monitoring of AE signals which can then be extended to particle fracture in general 
regardless of fracture location. 
50 μm
50 μm
50 μm
50 μm
(a) (b)
(c) (d)
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Figure 85 Subsurface damage visible on the fracture surface of two specimens showing 
cracks and debonding. 
 
 
In an effort to validate the burst nature and identify the AE signals resulting from 
particle fracture, a second SN specimen was then loaded where a specific particle region 
near the notch was monitored in situ using Backscatter Electrons (BSE) to enhance the Z 
contrast for easy identification of particles resulting from the different chemical 
composition between the particles and the surrounding Al matrix. In this case a scan refresh 
rate of 0.5 seconds was used to optimize the speed of refresh while still showing the 
particles as clear white spots against a gray background. As the fastest refresh rate 
obtainable in the FEI XL30 ESEM was used to obtain images, a significant amount of noise 
was also observed.  The specimen was loaded at a rate of 0.1 mm/min which, based on the 
preliminary tests, produced images with no observable blur from loading while still being 
capable to result in fracturing particles and failing the specimen in a reasonable total 
experimental time (generally between 10 and 20 minutes).  The first experiment resulted 
in a single particle fracturing in situ within the observed region while significant AE was 
observed.  Loading was halted immediately following the observation of particle fracture.  
20 μm 20 μm
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Figure 86 shows the progression of the region where the particle is observed to fracture 
between figure 86c and figure 86d.   
 
 
Figure 86 In situ observation of a particle fracture at the location circled in red where (a) 
shows the initial condition of the area, (b) is just before fracture, (c) is taken at the exact 
time of fracture, and (d) shows the final size of the facture. 
 
 
In addition to video monitoring, AE data was monitored and recorded in situ to allow 
for the identification of trends as well as to match specific signals to observed sources.  As 
the load was applied the AE amplitude gradually increased along with the number of 
recorded signals, i.e. hits which is expected since increases in load leads to increases in 
strain localizations and damage. Moreover, the peak frequency plot shows the onset of 450-
550 kHz signals starting around 20 seconds, which corresponds to a load of ~900N or a 
stress of ~360 MPa which is just above the theoretical yield strength of 345 MPa as reported 
in literature [59] and matches the onset of the previous sharp notch (SN) tests.  Further, the 
number of hits increases exponentially after the onset of yielding with a few locations of 
energy spikes which are typically associated with significant damage appearing.  The AE 
results were leveraged with the in situ SEM observations to identify the time interval 
between Figure 86b and Figure 86c and is indicated by the dashed black lines in Figure 87. 
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Figure 87 Monotonic AE data trends showing (a) amplitude, (b) peak frequency, (c) 
counts, hits and absolute energy as a function of applied strain with the strain 
corresponding to observed particle fracture (Figure 86) marked by dashed black lines 
 
 
Only a handful of signals occur within this range and are shown in Figure 88 with only 
one signal containing all three features expected of a sudden process such as particle 
fracture, e.g. higher amplitude, peak frequency between 450 and 550 kHz and an above 
zero absolute energy.  This waveform is shown in Figure 88d. The burst nature of the 
waveform is not as clear as previous signals. While it does have relatively short rise time, 
it has a longer duration and decay time.  The longer decay time results from the convolution 
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effects of both noise and other damage mechanisms such as additional fractures and void 
generation processes occurring at the same time outside the monitored region and 
potentially subsurface.  
 
 
Figure 88 (a) amplitude, (b) peak frequency, and (c) absolute energy corresponding to the 
time window of the observed particle fracture (fig. 6) with only one high amplitude, “high” 
peak frequency and high energy hit and the corresponding AE hit shown in (d) and 
highlighted by red circles in the trends.  
 
 
The use of DIC for the observed region makes it possible to study the evolution of 
strain, resulting from dislocation build ups, as they occur near boundaries such as particles 
enhancing the damage process understanding by identifying the damage location.  This 
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effect is shown in Figure 89 where both global strains taken at lower magnification and 
local strains from images taken at higher magnification show geometric strain build ups 
and microstructure localizations respectively. All imaging for DIC was performed using 
SE imaging reducing the white noise present.  
 
 
Figure 89 (a) Stress versus true strain curve with AE amplitude overlaid showing that the 
highest concentration of AE signals occurs near yielding. The circled points correspond to 
waveforms shown in figure 92. (b) Full field strain maps showing geometrically induced 
strain concentrations near the notched region. (c) Full field strain map evolution of the 
area around the particles that fracture at average strain values of 1, 3, and 5 %. (d) Higher 
resolution DIC showing the strain concentrations and fracture around two particles.  
 
 
The strain pattern observed in Figure 89b is the geometric effect of the notches where 
there is an increased chance of damage being nucleated with in the curved high strain 
regions.  It is not possible to monitor all potential damage locations at the magnification 
(d)
(i) (ii) (i)
(ii) (i) (ii)
(i)
(ii)
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required to observe particle fracture, therefore, only one region within the higher stain zone 
was selected and loading occurred until particle fracture was observed.  The DIC 
measurements were performed using 2D-DIC, consequently out of plane motion has not 
been considered. Fortunately, in the early stages of loading leading to particle fracture out 
of plane motion is minimal and can be neglected.  As loading continues and out of plane 
motion becomes significant, the value of the calculated strain can no longer be used, 
nevertheless, the hot spots still give information of damage localization.  Figure 89c shows 
the strain build up, based on low resolution (720 x 480pixels, 350nm/pixel) live images, 
around the two particles indicated as (i) and (ii). Figure 89d was obtained during the load 
hold after observed fracture using high resolution (1296 x 968 pixels, 200 nm/pixel). The 
low resolution images utilized a subset size of 20 μm and a step size of 9 μm resulting in 
260 correlation points while the higher resolution images used a subset size of 15.2 μm and 
a step size of 8 μm resulting in ~500 correlation points.  There is no significant difference 
in the subset and step size because the DIC resolution is limited by the pattern applied for 
the high resolution images. There is significantly less noise in the higher resolution images 
allowing for easier visual identification of particle fracture as shown in Figure 89d. Both 
particles show higher strain concentrations surrounding the particles than directly on them; 
however, particle (i) shows significantly less strain then particle (ii).  Further the build-up 
is greatest on the left side of the particle.  The difference in strain build up demonstrates 
the effect of local microstructure which is discussed in section 5.4 The strain evolution 
across a single particle can be examined using virtual line gauges across as shown in Figure 
90a and Figure 90b for loading direction and transverse normal strains respectively. 
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Figure 90 Line Gauge DIC results. (a) Shows the 4 line gauges used for horizontal 
(loading direction) strain measurements, (b) shows the 5 line gauges used for vertical line 
gauge strain measurements, (c) strain evolution for each horizontal line gauge compared 
to the average over the FOV, (d) a zoom in on the first 300 seconds, and (e) strain evolution 
for each vertical line gauge compared to the average over the FOV. 
 
 
Figure 90c considers the loading direction strain and shows strain increasing around 
the particle faster than the FOV average as emphasized in Figure 90d.  Further, the gauges 
just outside the particle seem to build slightly faster than the gauges across the particle 
though quantitative validation is not possible with the DIC pattern used.  Minimal 
difference in strain value between line gauges means no conclusion can be made as to 
whether the presence of the particle causes higher strain surrounding it as opposed to the 
strain across it in the case of longitudinal strain.  However, the first 300 seconds show that 
the presence of a particle does affect the strain build up in the local neighborhood compared 
to a more global region represented by the entire FOV.  Deviation is observable at 200 
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seconds, a full 100 seconds before the average deviation, where the strain around the 
particle begins to build before the average.  This difference in deviation point is expected 
to be an even greater difference from the globally measured yield point from the entire 
gauge section. Examining the strain in the transverse direction shows a similar behavior 
where the line gauges deviate from the full field average. Here the strain build up initiates 
at the same times for the FOV average and all the line gauges, however, the slope of the 
strain increase is significantly different where the line gauges have a steeper slope, 
specifically, line 9 has the highest slope.  This suggests that strain builds faster to the right 
of the particle as compared to the left.  A single horizontal line, in this case line 3 depicted 
in Figure 90a is used to examine the strain cross-section across a particle for both normal 
strain components and the in plane shear strain component as load is applied as shown in 
Figure 91 for average FOV longitudinal strain values of 0, 0.1, 1.5 3, 4, and 5%.   
 
 
Figure 91 Evolution of (a) x-strain (loading direction), (b) in plane shear strain, and (c) 
y-strain across a single particle located between subset locations 3 and 6 for average full 
field strain values of 0, 0.1, 1.5, 3, 4, and5%. 
 
 
Figure 91a depicts the normal strain evolution across the particle where, by the time 
the average full field strain is 1.5%, the effect of the particle is noticeable. There is much 
0 2 4 6 8
0
1
2
3
4
5
6
7
 Stage 2
 Stage 1227
 Stage 2686
 Stage 3226
 Stage 3468
 Stage 3817
S
tr
a
in
, 
e
x
x
(%
)
Subset Location
(a) (b) (c)
0 2 4 6 8
-1.6
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
 Stage 2
 Stage 1227
 Stage 2686
 Stage 3226
 Stage 3468
 Stage 3817
S
tr
a
in
, 
e
x
y
(%
)
Subset Location
0 2 4 6 8
-4.0
-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
 Stage 2
 Stage 1227
 Stage 2686
 Stage 3226
 Stage 3468
 Stage 3817
S
tr
a
in
, 
e
y
y
(%
)
Subset Location
0 2 4 6 8
-4.0
-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
 Stage 2
 Stage 1227
 Stage 2686
 Stage 3226
 Stage 3468
 Stage 3817
S
tr
a
in
, 
e
y
y
(%
)
Subset Location
0.0%
0.1%
1.5%
3.0%
4.0%
5.0%
147 
 
higher strain, resulting from the stiffness mismatch between the Al grain and particle, on 
the left side of the particle.  The lowest strain appears directly on the particle before 
increasing slightly on the right.  Similar behavior is observed in the y-strain direction where 
the lowest strain occurs directly on the particle and, again there is an increase in strain 
magnitude to either side of the particle.  The observations in shear strain are not as readily 
explained.  There is a clear effect of the particle on the shear strain response, however, the 
particle itself does not carry the lowest magnitude, but rather the particle seems to be the 
bridge from minimal shear strain on the left to a magnitude much higher on the right.  The 
unique strain behavior shown as a response to particle fracture will be examined in more 
detail to understand the driving force behind particle fracture and early damage later in 
section 5.4 in terms of the local microstructure effect. 
The AE amplitude trend in Figure 89a shows a lot of activity at the onset of yielding 
corresponding to the appearance microstructurally induced strain localizations in DIC and 
the activity decreases quickly as the load is continued suggesting most of the damage 
occurred at the yielding point, consistent with previous experiments.  Considering that only 
minimal damage, e.g. two particle fractures, were observed in situ, it necessitates that the 
majority of the damage must have happened outside the observed area and could have even 
been subsurface damage detected by AE. Examining signals at different stages in the 
loading reveals a large number of “high” amplitude burst signals with 500 kHz frequency 
content congregated mostly around yielding, with a few continuing as load continues to 
increase.  One of these burst signals is marked as (a) in Figure 89a and the specific 
waveform is displayed in Figure 92a.  The hit identified by (b) in Figure 89a is an example 
of noise present throughout the entire test and can be ignored. 
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Figure 92 (a) Burst signal with 500 kHz frequency content recorded at the time indicated 
in Figure 89a. (b) Sample noise signal recorded at the time indicated in Figure 89a. 
 
 
5.2.3. SEM cyclic loading with in situ monitoring 
In addition to monotonic loading, in situ cyclic loading was performed in an effort to 
examine damage trends and evolution. The AE results are examined in stages to investigate 
the trends that are observed.  Figure 93 depicts the AE trends resulting from the initial load 
cycle to 85% of the ultimate strength which match well to the monotonic load cases 
discussed previous.   
149 
 
 
Figure 93 Cycle 1 AE data trends and waveforms. (a) Burst waveform prior to yield, (b) 
burst waveform after yield. 
 
 
The global strain here is defined by the displacement readings from the load stage 
Linear Variable Displacement Transducer (LVDT) and the onset of yielding, 0.2% offset, 
is identified by the dashed red line which reveals a large increase in “high” frequency 
signals.  Two wave forms are identified in both the amplitude and frequency trends and are 
shown as Figure 93a and Figure 93b.  Waveform (a) is burst in nature with the frequency 
content expected for fracture processes [22, 137] suggesting a particle has fracture at this 
time. However, it occurs prior to the onset of yielding as defined by the load curve and 
reiterates the effect of localization resulting from particle-Al stiffness mismatch. Further, 
it emphasizes that these localizations, micro-plasticity processes, occur well before the 
onset of global plasticity as measured by the load response. Waveform (b) has the same 
characteristics as (a) except it has a higher amplitude and occurs after yielding very close 
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to the maximum load, 85% of the ultimate, for this test and also indicates particle fracture. 
The specimen is then fully unloaded before reloading to the same load level.  The Kaiser 
effect, as discussed in section 2.5.1, suggests that if no further damage is occurring than 
there should be no further AE hits. Figure 94 shows incremental increases in the number 
of cycles; 10 cycles are shown in Figure 94a and Figure 94b, 20 cycles in Figure 94c and 
Figure 94d, and 50 cycles in Figure 94e and Figure 94f. 
 
 
Figure 94 Cyclic AE data trends. (a) Amplitude for 10 cycles, (b) peak frequency for 10 
cycles, (c) amplitude for 20 cycles, (d) peak frequency for 20 cycles, (e) amplitude for 50 
cycles, and (b) peak frequency for 50 cycles. 
 
 
Each subsequent load cycle generally results in fewer AE hits than the previous cycle 
which suggests that further damage is accumulating, though, based on the reduction in hits, 
the rate of accumulation appears to be decreasing.  Further, the AE hits have peak 
frequency values below 400 kHz with increasing prevalence after cycle 1. Adding further 
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10 cycles reveals a significant reduction in the AE hits indicating that the amount of 
damage occurring in each cycle has reduced even further, to a point where the system has 
reached a steady state between 30 and 40 cycles with almost no additional hits occurring 
until cycle 50.    If the AE trends are considered in context with other NDE data including 
the load curves, DIC strain maps, and SEM observations additional conclusions can be 
drawn about the nature of particle fracture and how these particles lead to larger damage 
in the specimen.   
 
 
Figure 95 (a) Specimen geometry, (b) nanoindent locations showing the 9 potential FOVs, 
(c) cyclic load curve for 200 cycles showing larger deformation occurs at points were the 
load is removed and the specimen is taken out of vacuum, and (d) load displacement loops 
for cycles 5 and 200 overlaid to show minimal change in curve. 
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A 200 cycles were applied in tension to a SN geometry with a grid of 16 fiducial markers 
spaced 100 μm apart produced by nanoindentation to a depth of 2.5 μm to create 9 potential 
FOVs.  Each FOV was examined with a combination of microscopy techniques including 
SE imaging to identify particles, EDS to determine their chemical composition and EBSD 
to identify the local grain structure to select a region that had a number of iron rich particles 
which literature suggests are the most likely to fracture [15, 67]. This singular FOV was 
monitored in situ during all loading phases, while the other FOVs were monitored only at 
peak loads.  Loading was performed to a maximum load of 85% of the ultimate stress at a 
displacement rate of 0.1mm/min and an R ratio of 0.1.  The load was held at every 200N 
for high resolution (1296 x 968 pixels, 135 nm/pixel) imaging during the first cycle to 
obtain detailed strain maps. The load was subsequently held at every peak and valley to 
obtain images across all FOVs as defined in Figure 95b to monitor strain evolution of a 
300μm2 region with a resolution sufficient to examine microstructure effects over a number 
of cycles using a subset of 10 μm and a step size of 5 μm.   The load vs displacement 
evolution is shown in Figure 95c with locations were the load was reduced to 0N and the 
specimen removed from the stage as a result of time constraints on the SEM limiting the 
number of cycles attainable per session as a result of the screw driven load stage only 
producing 1 cycle every 2 minutes without imaging.  Further, each FOV adds an additional 
minute in the form of a load hold within each cycle.  Every time the specimen was removed 
from the SEM chamber and loosened on the load stage to avoid unintentional loading, a 
large displacement was observed on the following cycle.  This is the result of retightening 
the grips resulting in some settling in the system and the effect of oxidation from lab air on 
the newly generated fracture surfaces from particle fracture and de-bonding leading to 
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additional damage in the following cycle. Damage accumulation can be examined by using 
the hysteresis loops from an early cycle, cycle 5, and from the last cycle, cycle 200, 
revealing that no significant damage was observed as there was no observable shift in the 
loading loops as expected from similar fatigue experiments at the mesoscale [22]. Local 
micro-damage is expected in the early cycles based on the AE trends and can be 
investigated using the full field DIC results. 
 
 
Figure 96 Full field evolution at key locations indicated on the strain evolution curves 
showing strain buildups in key locations surrounding particles indicated by white circles.  
Strain stabilizes after cycle 75 in the loading direction and after cycle 100 in shear. 
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Investigation of the DIC strain maps generated from the test provide insight into the 
local damage mechanisms and resulting material behavior due to cyclic loading.  The 
longitudinal and shear strain evolutions are plotted as average, minimum, and maximum 
FOV strain vs cycle showing a sharp increase in the longitudinal normal strain and the in 
plane shear strain during the first few cycles. The distribution of the strain increase can be 
visually observed in the full field strain maps depicted in Figure 96a for the normal strain 
and Figure 96e for the shear strain where clear strain localizations around particles are 
observed at the first load peak. After the first few cycles, normal strain localizations 
stabilize where strain continues to grow at up to the 75th cycle, however, the difference 
between the maximum and minimum strain values remains constant suggesting the points 
of strain localization are dominating the behavior. At cycle 75, the average strain plateaus 
and no additional hots spots form. After the first cycle shear strain mostly plateaus until 
after the 30th cycle where the maximum value increases and the average and minimum 
strain values hold mostly constant up till the 100th cycle where growth is significantly 
reduced again.  Both average FOV strain measures, normal and shear strain appear to be 
reaching a steady state suggesting the amount of damage accumulating in the monitored 
region is reducing and mostly also reaching a steady state.  The full field normal strain 
maps agree with this conclusion, yet the shear strain seems to increase in local spots up to 
the 200th cycle, though slowly after cycle 75, suggesting that a different mechanism may 
be driving deformation in this region resulting in dislocation motion observed as shear 
strain accumulation between the particles.  Connecting these results to the AE trends for 
all 200 cycles, first considering the observed damage evolution then extrapolating to 
damage outside the FOV will improve our understanding of the damage processes.  The 
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observed AE trends follow a similar nature as the local DIC data where the majority of the 
hits occur prior to the 40th cycle corresponding to the largest increase in average strains. 
There is a decrease in the quantity of the AE hits after the 40th cycle. While some still exist, 
they have lower amplitude and a constant peak frequency close to 150 kHz indicative of 
stage noise as discussed in chapter 4. A small number of hits have frequency content 
between 400 and 600 kHz that has been identified with fracture processes.  Therefore, the 
build-up of strains, both normal strain between cycle 40 and cycle 100 as well as shear 
strain after cycle 50 must be the result of a different mechanism having a lower frequency 
content. Potential sources range from dislocation motion and slip to void growth and 
coalescence which literature shows are lower in energy [90, 138].  Moreover, there is a 
corresponding reduction in the signal energy after 40 cycles, yet the counts remain high.  
This suggests that the waveforms are mostly continuous in nature and therefore not from 
an instantaneous mechanism.  After cycle 100 there is an increase in the partial power 3 
which marks an increase in the frequency content between 400 and 600 kHz suggesting 
that higher frequency sources such as fracture or cracking are once again being activated 
though are not the dominant mechanism and may be affecting the shear strain in the 
observed FOV indirectly.  The type of behavior observed in situ matches similar trends 
observed at the meso-scale where a region of low activity occurs as cycles progress [22, 
139]. 
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Figure 97 AE trends observed during fatigue loading for AE features (a) Amplitude, (b) 
Peak Frequency, (c) absolute energy, hits and counts, and (d) partial power 3 
 
 
Considering fracture is an instantaneous processes the same data in Figure 97 can be 
represented in terms of the burst behavior using rise time and duration as shown in Figure 
98. Where the clear fracture signals uncorrupted by noise would have low rise time and 
duration.  The majority of early hits indeed contain low rise time and duration defined by 
the region in the red box while later hits strayed away from the red box before congregating 
in the region marked by the green circle.  These signals had a relatively low rise time, 
though still higher than the earliest signals, with a long duration. An early burst hit is 
marked as (i) and shown in Figure 98 and matches well with those hits shown to be a result 
of particle fracture previously in section 5.2.2 while a later hit is marked as (ii).  This 
waveform is more continuous in nature while still containing the 500 kHz content as seen 
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in (i) which could be the result of multiple fractures occurring simultaneously and 
corrupting the signal, the effect of reflections, or simply a result of a noise mechanism. 
Regardless of the source for (ii) it is significantly different from the known fracture signals 
and is assumed to indicate a different damage process.   
 
 
Figure 98 Measure of burst nature showing burst signals obtained in the early cycles in 
the red box and more continuous signals in the green ellipse that start to appear later in 
life indicating a mechanism change, (i) example of a burst signal, (ii) example of a 
continuous signal.   
 
 
This shift from burst signals to more continuous signals is explained by the in situ SEM 
observation of damage mechanisms which also substantiates the increase in partial power 
3 after cycle 100.  Evaluation of the notch locations at various points during loading reveals 
the formation of two micro-cracks. Initially both are stable and show no significant growth 
up to cycle 40 which corresponds to the reduction in burst, high amplitude, “high” 
frequency AE signals. As no further crack formation or growth of these cracks is observed, 
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only particle fractures, particle de-bonding, and dislocation motion are potential non noise 
sources of the AE signals.  Some of these fractures occurred in the monitored region, but 
many occurred elsewhere in the specimen as a more AE hits are observed than fractured 
particles along with post mortem evaluations have shown in monotonic studies.  Continued 
cycling reveals the cracks begin to grow by cycle 75 corresponding to a plateau in the 
average normal strain in Figure 96 suggesting a shift in damage mechanism.  The sudden 
growth of these cracks arrested the strain evolution in the monitored region.  Further cycle 
75 corresponds to the increase in partial power 3 within the AE signals meaning there is 
higher frequency content in the 400 to 600 kHz range shown to indicate cracking [22, 23, 
37, 74] such as the growth of these observed cracks.  Between cycle 75 and cycle 90 there 
is an additional 2.5 μm growth while cycling from 90 cycles to 200 cycles only produces a 
similar increase in crack length suggesting saturation of damage in this region where 
further cycles will likely lead to damage in other areas.  Loading was halted at this point 
as DIC and AE data suggested a shift from a damage initiation process, e.g. particle 
fracture, to a growth process which is not the focus of this dissertation. 
 
 
Figure 99 Crack growth behavior observed in situ at cycle (a) 17, (b) 40, (c) 75, and (d) 
90.  
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A similar test was conducted on a SN specimen with the same geometry and loading 
scheme; however, only 6 cycles were completed before catastrophic failure as the result of 
a 20N overload. The 20N increase in load resulting in a maximum stress of only 87% of 
the ultimate strength, or a 2% increase over the intended value, resulted in failure 
emphasizing the amount of damage accumulated during the first 5 cycles under this loading 
scheme and demonstrated by the in situ observations and NDE results.  Damage saturates 
quickly under high cyclic loading where minimal further damage is accumulated per cycle 
as shown previously and demonstrated in literature [140] until sudden failure. Post mortem 
observation of the failed specimen reveals the same damage mechanisms observed in 
monotonic loading cases both near the crack as seen in Figure 100b and Figure 100d as 
well as far from the crack as shown in Figure 100a and Figure 100c.  Thus the damage 
precursors identified for monotonic loading dominate fatigue loading as well. Further, 
these mechanisms are shown to be necessary to incubate a crack and lead to final failure; 
however, a single fracture is not sufficient to do so and requires additional driving forces 
to result in failure.  A large number of slip bands are present which result from dislocation 
motion and can bridge fracture locations leading to failure. Section 5.4 discusses the role 
of crystallography and slip on the likely hood of particle fracture and resulting crack 
formation.  
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Figure 100 Damage mechanisms observed post mortem. (a) particle debond far (>300 
μm) from the crack, (b)particle fractures (red boxes) and slip bands orange lines near the 
crack, (d) additional slip bands and particle fracture, (d) damage far (>500 μm) from the 
crack showing slip bands and particle fractures 
 
 
5.2.4. Particle fracture evolution via situ monitoring 
A dogbone specimen shown in Figure 101 was designed to reduce the geometric effects 
on damage and focus on damage precursor evolution such as particle fracture in the full 
three dimensional specimen.  This geometry uses an hour glass gauge section to localize 
damage for observation with minimal stress raisers. Nano indentations were used as both 
fiducial markers and strain localizers to increase the chance of observing the desired 
particle fracture.  25 indents spaced 50 μm apart to a depth of 2.5 μm were used in this test 
to allow for higher magnification and an increase in DIC resolution to the pattern limit.  
This test was conducted using a max load of 85% of the ultimate with an R ratio of 0 to 
minimize the effect of removing the specimen from the stage.  Further x-ray micro-CT 
scans were performed before loading, after cycle 1, 10 and 50 to monitor subsurface 
particle fracture and void growth while still monitoring the surface with DIC and 
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connecting both results to the recorded AE.  Figure 101a shows the geometry with the 
monitored region expanded to show the nanoindent grid with all 16 FOVs.  Further Figure 
101a shows the volume monitored by x-ray scanning indicated by a red box while Figure 
101c shows the load scheme for the experiment with gaps at the cycles where the specimen 
was removed from the stage for x-ray scanning.   
 
 
Figure 101 (a) Specimen geometry with x-ray monitored region in a red box and the SEM 
monitored region marked and expanded in (b) showing the nanoindent grid. (c) Load 
scheme  
 
 
Loading was conducted at 0.1mm/min and DIC was performed using high resolution 
(1296 x 968 pixels, 80 nm/pixel) images obtained during load holds at peaks and valleys 
with a subset of 6.5 μm and step size 3.2 μm.  The speckle pattern was achieved by 
microstamping [141]. Figure 102a shows the stress vs strain curve where the black strain 
is a global strain defined by the load stage LVDT while the local strain is defined as the 
average longitudinal strain over the FOV shown in Figure 102b.  Only 1% strain is achieved 
on average across the specimen while 4% is achieved within the FOV showing the strong 
localization effects caused by the microstructure.  Figure 102c shows the full field 
evolution of longitudinal normal strain on the top row and in plane shear strain the bottom 
row overlaid with the grain boundaries. Each map corresponds to the green x’s in Figure 
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102a taken at the same load value where the strain values are the same until ε2 after which 
localization is observed and the local strains are higher.  The high resolution DIC maps 
shows strain build-ups mostly interacting with grain boundaries where certain grains have 
a higher strain than the others with the highest values typically on the boundaries.  
Nevertheless, particles, a selection of which are indicated by white circles in Figure 102b 
and Figure 102c, do also contribute to strain concentrations in both normal and shear 
strains.  Further, a fracture is observed at the location indicated by the red line in Figure 
102b which occurs just prior to strain level, ε5. 
 
Figure 102 (a) Stress strain curve for cycle 1 showing the large effect of microstructure 
strain localization. (b) In situ monitored region with select particles circled in white and 
the fracture located by a red line. (c) Strain evolution over the monitored region with 
particles circled in white that correspond to the ones indicated in (b). 
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The effect of the local microstructure is further investigated by overlaying the AE data 
with the normalized local and global stress strain values.  Normalization was performed 
only on the strain axis and adjusted to be from 0 to 1 where 1 corresponds to the maximum 
strain for both measures. The AE amplitude, Figure 103a, begins to increase almost 
immediately in both amplitude and number of hits as loading increases.  A similar 
observation is observed in the peak frequency plot shown in Figure 103b where frequencies 
between 450 and 550 kHz are observed immediately.  It follows then that damage, though 
minimal, is likely occurring much earlier in the load cycle then global yielding suggests.  
The strain determined from DIC on the small field of view shows that yielding within this 
region, indicated by the red line in Figure 103, seems to occur almost immediately at very 
low strain life and corresponds well to the onset of AE.  It is clear then that plasticity is 
achieve in local microstructure regions very early in the life of the material and the 
microstructure must then be considered carefully when identifying damage and predicting 
its evolution.  The AE plot does show that the majority of hits both higher amplitude and 
peak frequency between 450 and 550 kHz begin at the onset of global yielding, indicated 
by the black line in Figure 103, which is defined as the point in which sufficient damage 
occurs affecting the load curve. The majority of damage is initiated at this point for a single 
load cycle. 
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Figure 103 Stress strain plot as determined by the load stage and DIC overlaid with (a) 
AE amplitude, and (b) AE peak frequency.  Yielding is marked by the vertical dashed lines, 
red for DIC strains and black for load stage strains. 
 
The acoustic emission data trends for the full 50 cycles of the test are shown previously 
in Figure 94e and Figure 94f and follow a similar trend as shown for the SN specimen in 
Figure 97 with the primary difference being a slower decay in the number of hits between 
450 to 550 kHz.  There remains signals in this range, though fewer than earlier cycles, all 
the way to the 50th cycle where this test was stopped.  This is the result of the change in 
geometry where there is a much lower geometric stress raiser eliminating the formation of 
notch induce cracking.  The dogbone specimen did not induce significant edge cracks or a 
change in mechanism allowing for the investigation of the role of particle fracture in fatigue 
life. DIC performed on all 16 regions and stitched together reveal a large contribution from 
particle fracture to strain localizations after the first load cycle.  Figure 104 shows the full 
DIC region with 8 particle induced hot spots indicated and 5 expanded showing the 
particles circled in white with the fracture indicated by a dashed white line. 
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Figure 104 DIC strain map over the entire monitored region with particle induced hot 
spots marked and numbered by black dashed boxes.  A number of these are shown at higher 
magnification with particles marked with white circles and the fracture locations with 
white lines.  The white box in the figure highlights one stress concentration examined in 
Figure 105. 
 
 
Not every particle has fractured after a single cycle but it is clear that the presence of 
these particles affects the stress and strain distribution from the load. It was possible with 
this DIC pattern to resolve the strains around the larger particles to show that as stated with 
the SN specimen the strain concentrations predominantly form along grain boundaries and 
around the particle as with (iii), (vii), and (viii), however, there are a few cases such as (i) 
and (iii) where strain concentrations exist across the particle as well.  The particles with 
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strain building on them do not fracture and are likely the softer particles and therefore carry 
less stress.  A single particle is shown to have fractured while appearing to have high strain 
build up on it (ii), though, this particle is below 6 μm and cannot be accurately resolve 
using this DIC pattern.  In the case of (viii) strain is observed both around and across the 
particle, resulting from fracture.  In this way strain hot spots can be used to indicate particle 
fracture locations.  Figure 104 reveals additional strain hot spots that are not the result of 
particles.  The majority of these occur on the grain boundaries similar to those shown in 
Figure 30c and are the result of dislocation pile ups at boundaries typically those with 
higher crystal misorientation.  Further, the high resolution (80 nm/pixel) coupled with the 
DIC pattern allows for dominant slip traces to be resolved such as the one highlighted by 
the white box in Figure 104 and explored in Figure 105, where grain structure is overlaid 
with the FOV demonstrating this hot spot does not fall along any grain boundary.  The four 
slip systems with the highest Schmid Factor can be plotted as white dashed lines on top of 
the system to show that this hot spot is the result of one of the most dominant slip system 
in this grain.  The dominant slip systems have Schmid Factors of 0.41, 0.39, 0.29, and 0.27 
for slip systems 8, 3, 7, and 4 respectively.  Therefore, it is expected that system 8 would 
be active, however, the system with the second highest Schmid factor is shown to be the 
active system as a result of local microstructure effects which will be discussed further in 
terms of particle fracture and crack driving force in section 5.4. 
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Figure 105 Slip systems overlaid with the 4 highest Schmid factor slip systems 
 
 
Individual particles were monitored for fracture evolution. Two such particles selected 
from the surface monitoring show the evolution of particle fracture and are shown in Figure 
106.  The first particle shown in Figure 106a-d reveals a number of fractures appearing 
simultaneously after the first cycle and becoming thicker as cycles progress while the 
second particle shown in Figure 106e-h shows two fractures occurring.  The first, marked 
by a red ellipse, appears after cycle one while the second crack does not appear until cycle 
30 after which both thicken with subsequent cycles.  This further emphasizes the results 
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obtained by in situ AE monitoring wherein the majority of signals appear very early in 
loading, with only a few continuing later in life.   
 
 
Figure 106 Particle fracture process for two particles. Images taken (a) & (e) before 
loading, (b) & (f) after cycle 1, (c) & (g) after cycle 30, (d) & (h) after cycle 50. 
 
 
Post mortem examination of the entire surface of the specimen reveals additional 
fractures occurred throughout the entire gauge section where the vast majority of all 
particles on the surface are fractured at least once.  As a result of the hourglass geometry, 
no cracks were observed growing from the edges but rather a number of cracks are 
emanating from the fractured particles.  Figure 107 shows a number of fractured particles 
examined where some of them have induced sufficient stress concentrations in the 
surrounding microstructure to induce Al matrix cracking, emphasized with red boxes.  
Other particles fractured yet, are not causing Al cracking. Examples can be seen in Figure 
107b and Figure 107c. Additionally, Figure 107a shows what appears to be de-bonding in 
the lower left part of the image.  The driving force behind the different damage behaviors 
observed is discussed further in section 5.4. 
10 μm
10 μm
(a) (b) (c) (d)
(e) (f) (g) (h)
169 
 
 
Figure 107 (a) Particle fracture and de-bonding, (b) & (c) multiple particle fractures two 
inducing Al cracking. 
 
 
 In addition to surface monitoring ex-situ x-ray micro-CT scans were performed on 
this specimen prior to loading and after cycles 1, and 10.  Scans were obtained using a 
Bruker SkyScan 1272 with 80kV accelerating voltage at a resolution of 1.65 μm per voxel.  
Each scan took approximately 12 hours to perform over the full 3mm gauge length.  
Particles and voids were identified by setting a threshold based on the x-ray intensity 
histogram using a Weibull distribution fit followed by eliminating all identified particles 
and voids less than 3 voxels to account for noise effects.  Figure 108 shows the size 
distribution of particles and voids for Cycles 0, 1, and 10. 
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Figure 108 Size distribution in the gauge section for (a) particles and (b) voids 
 
 
 The volume of particles should not change as loading occurs.  However, the 
quantity of particles should increase, while the average diameter of the particles should 
theoretically decrease as the larger particles fracture.  This behavior is observed in Figure 
108a where there is a clear increase in the number of small particles. The total quantity of 
particles does not reduce significantly as many particles become too small to be observed 
at the scanning resolution of this system.  Figure 108b shows how there are minimal voids 
present in the system prior to loading based on the scanning resolution and is corroborated 
with the higher resolution scan in Figure 76 showing most voids below 5 microns. As 
loading cycles are performed a large increase in the number of voids is observed and voids 
reach up to 10 μm by cycle 10 and are even larger by cycle 50. These voids are generated 
by a combination of particle fracture, de-bonding and preexisting void growth.  The 
particles fracture consistently through the specimen in all three directions as shown in 
Figure 109a-c where the z axis is aligned with the loading direction and the top x-z plane 
is monitored in the in situ SEM study.  The voids on the other hand occur primarily below 
the surface. 
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Figure 109 Spatial distribution of the particles (a-c) and the voids (d-f) 
 
 
5.3.Source Frequency 
Using a simple assumption that the wavelength of the signal released from particle 
fracture should be on the order of particle size, more specifically twice the particle size, it 
is possible to estimate the range of frequencies expected.  Based on in situ observation only 
particles greater than 2 μm were observed to fracture meaning the smallest wavelength 
expected would be 4 μm and the largest would be approximately 50 μm based on observed 
particle sizes.  Therefore, the frequency released from fracture should be between 20 and 
250 kHz.  This does not take into consideration the fact that fractures, while typically the 
length of the fracture only result in a crack on the order of 1 μm or less when the fracture 
occurs as shown in Figure 107.  Using this size as the potential wavelength then the 
minimum frequency expected for particle fracture is 500 kHz and occurs when there is a 
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formation of a 1 μm wide crack.  Any crack thinner would produce a higher frequency 
response, which combined with attenuation and the PICO sensors sensitivity to this range 
could explain the 500 kHz content observed as a result of particle fracture.   
5.4.Damage Mechanism Driving Force 
Damage incubation processes are the result of many variables acting at a range of scales 
from the applied load to the individual microstructure elements including grains, particles, 
and the various defects that are inherent in all systems.  By focusing on the particle fracture 
process directly at the time and scale that it occurs and linking it to NDE data obtained in 
real time as well as post mortem investigations of chemical content and crystallography, it 
becomes possible to isolate the driving force behind the initial fracture and its evolution.  
Table 8 lists the shear and elastic moduli as well as Poison’s ratio and elastic anisotropy 
factor for pure Al as well as the most common particle types present in Al 2024 [7, 61, 
135]. 
 
Table 8 Material Properties of Al and Particle Phases [59, 135]. * indicates values 
obtained by nanoindentation measurements 
 
 
 
Phase
Shear Modulus 
(Gpa)
Elastic Modulus 
(Gpa)
Poison’s Ratio
Elastic Modulus
Anisotropy Factor 
Pure Al 25 62 0.36 1.23
θ (Al2Cu) 47.2 120.1 0.27 8.81
S (Al2CuMg) 60.6 145.5 0.20 3.61
Al7Cu2Fe* ~ 100 ~ ~
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Pure Al has an elastic modulus that is approximately half of the particle elastic 
modulus.  This large difference in material properties leads to high stress and strain 
gradients across the particle-Al boundary where the particle carries the majority of the 
stress and the Al experiences the higher strains.  In cases where the particles are sub-micron 
this boundary effect is reduced and the Al alloy is stiffer than pure Al with a reduction in 
ductility.  However, defects are inherent in the process and many of the resulting particles 
are much larger than 1 μm and can reach above 20 μm as shown in the CT scan results in 
Figure 76 and Figure 108.  The effect of elastic property mismatch resulting from particle 
stoichiometry was investigated in a simulated experiment where a single spherical particle 
was embedded in an Al matrix modeled was loaded vertically.  Particle properties were 
assumed, in this case, to be linearly elastic and homogenous with elastic modulus and 
Poisson’s ratios found in literature for the case of the S (Al2CuMg) and θ (Al2Cu) particles 
and based on nanoindentation experiments for the Fe rich particles (Al2Cu2Fe). The Al 
properties were kept constant for the investigation to isolate the effect of the particle elastic 
modulus on stress and strain localizations. The model was run as a two dimensional system 
under plane strain conditions with 2756 elements and 2856 degrees of freedom with 
displacement control. Figure 110 shows the stress and strain maps for both cases where (a), 
(b), and (c) show the stress distribution and (d), (e), and (f) show the strain distributions 
under a 0.02 μm displacement. 
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Figure 110 Stress (a), (b), & (c) and strain (d),(e), & (f)  plots for an Al matrix with a 
Al7Cu2Fe particle (a) & (d), an Al2Cu particle (b) & (e), and an Al2CuMg particle (c) & 
(f) embedded. 
 
 
As expected the particle caries the majority of the stress in all cases, while the Al caries 
the majority of the strain. Under identical displacement conditions, a clear difference in the 
stress and strain is accumulation in the Al crystal as well as in the particle is observed.  
Similar stress and strain patterns develop in the particle and in the Al for all three systems, 
the difference lies in the intensity of these values where the highest particle strain is 
observed in the Fe rich particle while the highest stress is found in the Mg rich particle.  
Experimental results conducted in this dissertation as well as those found in literature 
suggest that the Fe rich particles are the most likely to fracture as compared to the other 
particles [15, 43, 67]. All particle types, though some with less frequency, have been 
observed to fracture in this work. The dominance of Fe particle fracture over other particles 
indicates that the fracture process is a response to higher strain in this type of particle and 
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is thus related to the particle stoichiometry.  The evolution of the strain in the particle can 
be investigated to give further insight into the role of the particle stoichiometry.  
 
 
Figure 111 (a) Average stress vs average strain for the three most common particle types 
as compared to Al. (b) Strain build up over time for the particles and Al as well as the 
strain rate for the particles. 
 
 
Different particle stoichiometry will cause stress to build up faster in certain particles 
and strain to build faster in others leading to failure.  Figure 111a illustrates this concept 
for the three particle types as compared to Al assumed to have an elastic modulus of 72 
GPa for all cases.  As expected, the increase in elastic modulus for the particles causes 
stress to build much faster as compared to the Al and in the case of the stiffest 
stoichiometry, the S phase, the stress builds the fastest.  As mentioned previously, however, 
the Fe rich particles which do build stress faster than the Al, yet slower than the other 
particle types fracture most often further substantiating that fracture is based on strain or 
other microstructure effects are coupled to induce fracture.  Figure 111b shows the strain 
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build up over time where the strain builds fastest in the Al and second fastest in the Fe rich 
particles.  The Al matrix is a ductile material and, therefore can accommodate the large 
strain while the embedded particles are brittle in nature and subsequently fail when strain 
reaches a critical value.  This is shown to occur first in the Fe rich particles for the case of 
a single spherical particle in a single Al crystal.  The strain rate curves, shown as dashed 
lines, indicate the deviation form linear strain growth expected from a displacement 
controlled simulation such as this occurs first as a result of the localizing effect of the 
particle.  Experimentally, the effect was also observed where the particle effected the strain 
build up as shown previously in Figure 89d, Figure 90 and Figure 104.  Closer examination 
of these particles, as shown in Figure 112, can provide additional information into the effect 
of the particle-Al interface.  Line gauges placed across the particle are used to evaluate the 
growth rate of the strain at each location.  
 
 
Figure 112 Full field strain map with 5 virtual line gauges applied to show strain rate 
effects for (a) 0 -200N, (b) 200-400N, (c) 400-600N, and (d) 600-800N. 
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Clear strain concentrations exist surrounding the fractured particle illustrating the effect 
of the hard particle carrying the stress and resulting in strain concentrations in the Al. The 
fracture location and its resulting strain concentration is indicated by the white ellipse.  The 
line strain increases in a nonlinear manner with the slope increasing from (a) to (d) where 
the strain builds uniformly in space both across the particle as well as in the Al. As loading 
continues and a strain of 0.75% is reached, the strain is observed to build faster in the Al 
above the particle as compared to the particle itself.  As the strain values approach 2%, 
significant deviation is observed in the Al as compared to the particle with the rate of strain 
increase slowing slightly as a result of the particle fracture that occurs in this region. The 
particle demonstrates an effect on the materials response generating both stress and strain 
discontinuities at the boundaries indicating that larger particles would disrupt the stress 
field more and are, therefore, more likely to fracture.  In addition to property mismatch as 
a result of particle stoichiometry, there is an effect of the Al crystal anisotropy for crystals 
existing within a single grain as verified by a crystal plasticity model using 8 node 
hexahedron elements totaling 10688 elements and 11963 degrees of freedom.  The results 
of the displacement controlled model are shown in Figure 113 for each particle type 
embedded in the softest orientation, top row, and hardest orientation, bottom row. For each 
particle type, the strain is higher when said particle is embedded in the hard crystal 
orientation grain as opposed to the soft orientation grain. The effect of the Al grain 
surrounding the particle appears to have a greater effect on the strain concentrations 
observed in the particle than the particle type itself.  A key aspect here is that the anisotropy 
of the particle is not taken into consideration and could be an important contributor to the 
strain evolution and subsequent fracture process. Efforts to examine the effect of the 
178 
 
anisotropy of both particle and grain combined as well as neighboring particles and grains 
will be discussed in chapter 7.2.2.  
 
 
Figure 113 Al crystal orientation effect on strain distribution in a loaded to the same 
average stress. [100] soft orientation (a), (b), & (c) and [111] hard orientation (d),(e), & 
(f)  plots for a Al7Cu2Fe particle (a) & (d), an Al2Cu particle (b) & (e), and an Al2CuMg 
particle (c) & (f) embedded. 
 
 
Experimentally, the effect of the local microstructure is observed for a region where 
particle fracture and crack initiation occurs. Figure 114 shows a region containing 3 large 
fractured particles embedded in a number of Al grains.  Two of these particles, indicated 
by red and green ellipses, exist on grain boundaries as shown in Figure 114b and have 
induced cracks in to the Al matrix on the soft grain side of the particle while the third sits 
in a single grain and has not initiated a crack.  Therefore, particles can fracture in a single 
grain, however, the material property mismatch in grains on either side of the particle 
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determines if a crack will nucleate in the Al matrix.  Both particles nucleating crack growth 
exist on a boundary with approximately a 4GPa difference in elastic modulus, as shown by 
Figure 114c, between hard and soft grains while the red particle exist on the boundary of 
grains that are both softer than for the green particle emphasizing the importance of the 
property difference as opposed to the specific elastic property values.   
 
 
Figure 114 (a) SEM micrograph of a region containing 3 fractured particles where ellipses 
indicate Al cracking. (b) Grain map labling key grains around fractured particles, (c) 
corrsponding Elastic modulud map based on crystallographic orientation, and (d) Shcmid 
factor map showing the value of the Schmid factor in each grain as well as the 
corresponding slip system. 
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A second aspect similar to the elastic modulus difference is the slip system orientation 
within each grain as large differences in orientation can lead to large differences in slip 
plane angles retarding the ability for dislocations or cracks to move across grain boundaries 
and leading to strain concentrations as observed in Figure 104.  This slip transfer is 
exponentially more difficult from Al to particle as the particle, while crystallographic [135] 
is triclinic in the case of θ phase particles and orthorhombic in the case of S phase particles 
as compared to cubic for Al.  In the case where cracks growing into the grains, there is 
almost 90° misorientation between the most dominant slip systems based on Schmid factor 
calculations.   Figure 115 examines the red particle in Figure 114a more closely to identify 
the crack nucleation behavior. The particle exist at a triple junction of grains as seen in 
Figure 115a.  Grain numbers correspond to those in Figure 114 where grains 5, 6, and 9 
have elastic moduli of 72, 64, and 68 GPa respectively.  The crack propagating from this 
fractured particle is growing in the softest of the three grains initially grows vertically not 
along any preferred crystallographic direction before cracks bifricates in two directions 
simultaneously along the two slip bands with the highest Schmid factor as listed in table 9. 
The green dashed line represents the highest Schmid factor in grain 6, system 3, while the 
orange represents system 6.  The blue dashed line represents the highest Schmid factor slip 
system in grain 9.  The crack appears stronger in the second strongest slip system as 
represented by the orange line which is growing in the direction of the stiffest grain 
suggesting the neighboring grain affects the crack growth.  The orange slip system is also 
more aligned with the active slip system on the other side of the particle. 
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Figure 115 Fractured particle overlaid with the local grain structure(a) and overlaid with 
the dominant slip systems (b). 
 
 
Table 9 Schmid factors for all 12 slip systems in Al 
 
 
 
Only the anisotropy of the nearest neighbor Al grains have been considered to this 
point; however the anisotropy in the particles can be 8 times higher than for the Al grain.  
Therefore, the orientation of the grain combined with the orientation of the Al grain or 
5 μm
5 μm
(b)(a)
6
9
5
ID Direction Plane SF
Grain 9
SF
Grain 6
SF
Grain 5
1 0.4325 0.4557 0.0839
2 0.3588 0.0524 0.4391
3 0.0737 0.5033 0.3552
4 0.3602 0.3395 0.0856
5 0.3517 0.0690 0.3584
6 0.0085 0.4085 0.4441
7 0.4379 0.0353 0.3494
8 0.4255 0.3343 0.0032
9 0.0124 0.3696 0.3462
10 0.0777 0.3748 0.4351
11 0.3672 0.4608 0.0049
12 0.4449 0.0860 0.4301
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grains surrounding the particle can greatly affect the way stress and strain evolves in the 
particle, both rate and location, and thus the likelihood of that particle to fracture given a 
specific loading scheme.  The last aspect of the driving force for the particle fracture is the 
specimen geometry itself and was discussed when switching from SN to dogbone 
specimens where the reduction in the geometric contribution resulted in more particle 
fracture and more specifically crack nucleation from the fractures.  Thus the driving force 
for particle fracture remains a combination of variables including material geometry, 
particle chemical composition, local Al grain structure and orientation of the grains as well 
as crystal orientation of the particle itself.  
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CHAPTER 6: SIGNAL PROCESSING AND CLASSIFICATION OF ACOUSTIC 
EMISSION DATA 
 
6.1.Introduction 
Individual damage mechanisms were linked to specific waveform types leveraging the 
in situ experimentation results described in chapter 5.  However, the experiments 
conducted produced relatively large data sets, containing a significant amount of noise, 
making the coupling of specific AE content with damage precursors in aluminum alloys 
very complicated and to an extent unreliable.  To address this issue, this chapter describes 
a digital signal processing method to first filter the recorded AE content and eliminate 
frequencies outside the sensor range before extracting the features in time and frequency 
spaces.  The obtained data sets were then subjected to a further reduction in features space 
by implementing correlation and covariance metrics as well as by using Principle 
Component Analysis (PCA).  This signal processing approach coupled with machine 
learning algorithms such as clustering and outlier analysis was then implemented to first 
denoise available data sets. In this approach, the AE feature characteristics as discussed in 
chapter 4 that were possibly related to noise, as well as those that were found in chapter 5 
to be associated with damage precursors were leveraged. The association between AE and 
damage in this dissertation is based on the activity correlations motivated and justified by 
the experimental mechanics results discussed in chapter 5.  Therefore, the specific sensor, 
geometry, and experimental set up make the results discussed in this chapter case specific, 
however, the overall approach discussed can be implemented in other material and 
geometry cases making the approach material agnostic. 
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6.2.Digital Signal Processing 
Signal processing of collected AE data is necessary step to identify and remove noise 
sources as well as to relate AE with damage activity. Figure 116 shows the standard six 
steps implemented to analyze AE data prior to machine learning approaches in this thesis 
as previously developed at Drexel University [22]. Filtering is first performed to account 
for the optimum sensitivity range of the AE sensors used in the experiments. In this case, 
signals were recorded using broadband piezoelectric sensors with an operating frequency 
range between 150 - 750 kHz. The analog waveforms produced by this type of sensors are 
digitized by sampling at a frequency of 10 Mega Samples per Second (MSPS) which is 
more than 12 times the highest frequency of the sensor and thus satisfies the requirements 
to avoid aliasing.  While the particular sensors used are not designed to record frequency 
content outside their operating range, it is practically possible to still obtain signals above 
750 kHz and below 150 kHz since the built-in analog filter only blocks signals below 100 
kHz and above 1000 kHz.  To account and correct for the extraneous frequencies recorded, 
a 10th order bandpass digital Butterworth filter between 150 and 750 kHz as depicted in 
step 1 of Figure 116 was applied to all recorded AE signals. 
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Figure 116 Standard AE signal analysis processes 
 
 
To demonstrate the usefulness of such filtering, Figure 117 compares a burst-type 
signal flagged as possible to indicate damage in chapter 5, with a noise signal before and 
after filtering.  The raw signals are shown in Figure 117a and Figure 117c for the burst and 
noise signal respectively, while Figure 117b and Figure 117d show the results of the 
bandpass filter.  Both raw signals contain a high 150 kHz content, marked in the figure as 
a red circle, that is associated with machine noise as discussed in section 4.3.2.  The filter 
successfully removes the noise source content in the signal revealing a clear 500 kHz 
frequency value in Figure 117b, while a mixture of frequency values, characteristic of noise 
signals was revealed in Figure 117d. 
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Figure 117 AE Waveforms representing a potential damage source (top) and a noise 
source (bottom) for the as received raw signal (a and c) and bandpass filtered signal (b 
and d) 
 
 
Following digital filtering, the observed AE data is coupled with other monitored data 
such as DIC strain measurements and the stress strain curve as shown in step 2 of Figure 
116. This allows for trends to be identified and linked to the damage processes observed, 
in situ, during loading.  For example, step 2 shows AE activity initiating just prior to the 
yield point indicating the onset of damage. Further, a population of relatively high 
amplitude signals accompanies the final fracture of the specimen.  Each dot shown in step 
2 represents individual waveforms, similar to those shown in Figure 117, which are 
examined for their burst and continuous nature, as well as other features as discussed in 
section 2.5.1.2 in both time and frequency space. In step 3, Fast Fourier Transform (FFT) 
is performed to examine the frequency content of such AE waveforms; peak frequencies 
can be identified in this step. Moreover, extension to a time-frequency transform such as 
(a) (b)
(c) (d)
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the Short Time Fast Fourier Transform (STFFT) shown in step 5 allows for the 
investigation of the evolution of frequency content. Specifically, red locations in step 5 
correspond to high frequency content.  Representing the waveform content in this manner 
can add additional information for source identification provided that known damage 
source characteristics are available.  Finally, after extraction, the features can be plotted 
using a variety of feature combinations to group signals and identify clusters that could 
then be linked to the activation of primary damage processes. In this framework, the 
machine learning algorithms discussed next provide a method to objectively and robustly 
enhance step 6. 
6.3.Machine Learning 
Machine learning tools such as clustering and outlier analysis can be used to enhance 
the classification process of AE signals recorded in fatigue experiments such as the case of 
this dissertation. By leveraging the results of machine learning processes and linking 
resulting clusters to statistically-defined experimentally observed damage and noise 
sources, the reliability of the damage monitoring potential of the AE method can be 
improved. The approach developed in this dissertation relies on reducing the size of 
available data sets, while retaining the most significant portion of the information. This is 
then achieved by first normalizing the data set to remove the effect of measurement units 
and then by performing a data reduction or feature selection process to minimize the data 
while ensuring that the data variance is still captured. Both reduction methods will be 
discussed in terms of their benefits in sections 6.3.2 and 6.3.3 respectively. Clustering is 
then performed on the reduced data space using the K-means and Gaussian mixtures 
methods to identify the natural separation of features. Further, the clusters are compared 
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against results obtained by in situ experiments to identify clusters of AE data that could be 
related to known physical sources of damage in both monotonic and cyclic tests.  The 
computed cluster centers from the monotonic data are then used in a supervised clustering 
method to identify additional clusters that could be related to specific information found 
on damage.  After removal of noise sources, outlier analysis is then performed via the 
Mahalanobis Square Distance (MSD) measure to track the damage evolution of the 
material.  Finally, the result of the MSD calculation is discussed for its use in remaining 
useful life estimations. Figure 118 shows a schematic of the machine learning process 
leveraged.  
 
 
Figure 118 Machine learning process workflow 
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6.3.1. Data Normalization 
Each AE feature relates to different aspects of the waveform and consequently has 
different units. Therefore, AE features must be normalized to eliminate any potential bias 
resulting from their units before signals can be used in a machine learning framework.  In 
this dissertation one of the more common normalization methods, the min-max, was used 
due to its simplicity and reliability [142, 143].  The min-max method scales each feature to 
a range from 0 to 1, where 1 represents the maximum value of the feature within the 
recorded data set.  Assuming that the datasets used in this dissertation include recorded 
signals from zero load to final failure, this method of scaling is consistent with the full 
range of deformation and damage evolution expected in the material and thus provides a 
basis for comparing similar AE features across different tests.  However, if, as is true with 
the cyclic loading data set, the test is terminated before final failure to identify damage 
precursors, the min-max normalization can introduce errors into the clustering by 
incorrectly scaling the data from the incomplete AE data sets making comparisons between 
tests challenging.  In these cases, it is important to identify the maximum values possible 
for each feature. Despite any incorrect scaling, successful clustering is still possible to 
identify certain features that appear to vary in a statistically significant way when clustering 
is performed in an unsupervised manner. 
6.3.2. Data Reduction 
The number of features that is used in the machine learning framework can be reduced 
using Principle Component Analysis (PCA). In PCA, the raw AE features are transformed 
to an orthogonal space using the singular value decomposition.  The resulting PCA 
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components are the result of the combination of all AE features into the orthogonal space 
with components decreasing in importance starting at the first component. In this way, the 
number of components needed to capture the full behavior of the data can be selected as 
the number required to capture 95% of the total variance in the data [144, 145] ensuring, 
in this way, an accurate representation of the full data in a reduced space.  Figure 119 shows 
the reduction in component importance as a function of component number as well as the 
cumulative variance captured by the components for a monotonic test where 95% of the 
system variance is captured by the 11th PCA component. The same 95% variance metric is 
used for all experimental analysis resulting in 8 PCA components for the 200 cycle fatigue 
test. 
 
Figure 119 PCA component selection 
 
Plotting the AE content in PCA space allows for the observation of data clustering.  
Figure 120 shows this separation for the first three principle components in the case of a 
monotonic test to failure. Three clusters of data are observed in the first three principle 
components and are indicated by the ellipses with additional clusters likely present when 
considering the remaining 8 components.  In situ studies discussed in chapter 5 for 
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monotonic loading shows early damage such as particle fracture, dislocation motion and 
void evolution, occur near yielding and continue in a reduced concentration until final 
failure.  Of these potential early sources only particle fracture signals were directly 
identified and were shown to dominate the behavior.  The natural separation shown in 
figure 120 follows this pattern with the majority of AE signals appearing in one main spike 
in the histograms.  A second smaller spike indicated as the yellow cluster is observed in 
the histograms in figure 120 as well and is likely the result of the noise sources. Given the 
similarity in the signals as marked by the closeness of the two clusters, the second spike is 
most likely the result of final fracture. 
 
Figure 120 PCA separation showing the distribution of points along the first three 
principle components along with the separation in three dimensional space for a 
monotonic load to failure. (a) PCA 1 & 2, (b) PCA 1 & 3, (c) PCA 2 & 3, and (d) PCA 1, 
2, & 3. 
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The histograms from figure 120 are expanded to show the presence of the clusters as 
spikes in each component in figure 121. The first principle component, PCA 1, shows only 
one clear, major peak while the second component, PCA 2, shows two clear peaks with 
some outliers, and the third component, PCA 3, shows a third small peak indicated in green 
in figure 120 and figure 121. The small number of hits in this grouping that are clearly 
separated from the other clusters are expected to be the result of the high amplitude and 
high energy final failure signals. Leveraging this fact along with the knowledge from 
chapter 5, the natural separation of data is shown to have possible connections to physical 
sources and this concept will be discussed in detail in section 6.2.5. 
 
 
Figure 121 Histograms showing the distribution of AE hits along the first three principle 
components for the monotonic loading case. 
 
 
The same process was applied to a 200 cycle fatigue test and the separation in the first 
three PCA components is shown in Figure 122. Four distinct clusters, indicated by ellipses, 
are present in the first three principle components.  Recalling from sections 5.2.3 and 5.2.4 
that fatigue damage evolution is dominated by the same damage mechanisms as for 
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monotonic loading, it is expected that the same number of clusters will exist. However, the 
presence of an additional cluster in the fatigue test data is possibly the result of a fatigue 
based process such as fretting between new fracture surfaces generated during particle 
fracture and void coalescence processes such as those discussed in section 5.2.3.  
 
 
Figure 122 PCA separation showing the distribution of points along the first three 
principle components along with the separation in three dimensional space for a 200 cycle 
fatigue test. (a) PCA 1 & 2, (b) PCA 1 & 3, (c) PCA 2 & 3, and (d) PCA 1, 2, & 3. 
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The histograms from Figure 122 are expanded and demonstrate the presence of three 
dominant peaks and one smaller peak in the first two principle components and only two 
peaks in the third component.  Each subsequent component shows fewer peaks clearly 
indicating that the first principle component is capturing the majority of the information in 
the AE data emphasizing the first few components are sufficient to cluster the data 
naturally. 
 
 
Figure 123 Histograms showing the distribution of AE hits along the first three principle 
components for the 200 cycle fatigue case. 
 
 
A mathematical clustering tool is discussed in section 6.3.4.2 and 6.3.4.4 to cluster the 
AE signals in PCA space and attempt direct connection to the in situ observed damage 
processes discussed in chapter 5.  Subsequently, the clustering algorithm will be used to 
first denoise the data and then to identify all signals that indicate damage precursors such 
as particle fracture. 
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6.3.3. AE Feature Selection 
Feature selection is performed to eliminate the use of redundant features that do not 
add content in the mathematical representation of the AE signals.  To accomplish this, an 
objective method of identifying the desired number of features is developed.  The method 
focuses on using the least correlated, in terms of their normalized values, features to ensure 
that the most information is captured with the minimum number of features.  In this way, 
the clustering performed on the reduced feature space can reliably reproduce the same 
classification results as if all features are used.  Specifically, the least correlated features 
are examined in an individual and average sense using a correlation matrix.  Figure 124a 
shows the correlation matrix for all features where each square represents the correlation 
value between that feature and another. A correlation value of 1 indicates the features are 
identical and this only occurs on the diagonal where the feature is compared to itself.  The 
lower values indicate that the features are not well connected. As the correlation value 
increases the amount of new information by including that feature is reduced.  To identify 
the desired number of features, the average correlation value of each feature is calculated 
and the results are shown in Figure 124b. The features with the lowest values defined by 
the appearance of a knee in the correlation curve are selected for clustering and the 
corresponding correlation matrix is shown in Figure 125a.  With the exception of a handful 
of individual values, such as feature 7, Rise Angle, compared to feature 11, Initiation 
Frequency, the correlation values are less than 0.5 showing that all features selected are 
useful in adding information. In addition to correlation, the features are examined in terms 
of the covariance.  The covariance matrix is plotted in Figure 124c where the majority of 
the features show minimal variation in the data with respect to each other. However, 
examining the variance in each feature as depicted by the diagonal from lower left to top 
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right, a few features show large amounts of variance and therefore, as discussed in chapter 
5, are most likely to capture the evolution of damage as represented by the AE signals.  The 
covariance is examined in each feature by taking the average value and examining the 
features with the largest covariance which will also correspond to the highest variant 
features.  Figure 124d shows the average covariance for the monotonic data set. 
 
  
Figure 124 (a) Correlation matrix (b) average correlation coefficient for each feature 
sorted by value, (c) Covariance matrix and (d) average covariance coefficient for each 
feature sorted by value for a monotonic tension test to failure. 
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and 0.006 for covariance to select the number of features needed for the reduced data space. 
For the monotonic loading test, it was found that 9 features selected based on correlation 
0 2 4 6 8 10 12 14 16 18 20 22 24
0.15
0.20
0.25
0.30
0.35
0.40
0.45
C
o
rr
e
la
ti
o
n
Feature
11 8 15 10 5 7 9 12 14 25 19 21 20 6 17 3 13 22 6 18 23 1 2 4 24
(b)(a)
0 2 4 6 8 10 12 14 16 18 20 22 24
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
C
o
v
a
ri
a
n
c
e
Feature
18 13 1 20 22 21 9 12 17 5 7 4 8 0 3 19 24 23 6 2 11 25 1 5
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
0.030
0.025
0.020
0.015
0.010
0.005
0.000
(d)(c)
197 
 
would be required.  The correlation and covariance matrix for the reduced data set are 
shown in Figure 125 where low correlation coefficients are generally observed. Further, 
several features including features 8, Decay Angle, 15, FFT Peak Frequency, 7, Rise Angle, 
and 9, Average Frequency, have high variance as compared to other features.  However, to 
enhance the variance with in the reduced feature space, the 4 features with highest 
covariance on average are added to the reduced feature set. All the features shown to have 
high variance are measures of frequency, burst nature, and energy which are shown in 
chapter 5 to be useful for identifying particle fracture signals from all other signals based 
on in situ SEM experiments. Table 10 lists all the features, both feature id and name, used 
in the reduced space.  
 
Table 10 Features selected for the reduced feature space for a monotonic tension test to 
failure. 
 
Correlation Based 
Features
Variance Based 
Features
11 Initiation Frequency 18 FFT Crossings @ 30%
8 Decay Angle 13 Zero Crossings Frequency
15 FFT Peak Frequency 1 Duration
10 Reverberation Frequency 20 Partial Power 2
5 Absolute Energy
7 Rise Angle
9 Average Frequency
12 FFT Crossings
14 FFT Amplitude
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Figure 125 (a) Correlation matrix and (b) covariance matrix for the reduced feature space 
for a monotonic tension test to failure. 
 
 
The same procedure was performed for a 200 cycle fatigue test and the correlation and 
covariance matrices as well as the average correlation and covariance coefficients for each 
feature are shown in Figure 126. As with the monotonic case, the first knee occurs around 
a correlation value of 0.25 which corresponds, in this case, to 5 features. The first knee in 
the average covariance plot occurs near a value of 0.02 resulting in 4 features being added 
to the reduced feature space. 
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Figure 126 (a) Correlation matrix (b) average correlation coefficient for each feature 
sorted by value, (c) Covariance matrix and (d) average covariance coefficient for each 
feature sorted by value for a 200 cycle fatigue test. 
 
 
The correlation matrix of the reduced feature space shown in Figure 127a shows a 
strong correlation between feature 5, Absolute Energy, and feature 14, FFT Amplitude for 
this data set.  Examination of the covariance of the reduced space as shown in Figure 127b 
shows small variance in any feature except those added to ensure the variance was 
accurately captured emphasizing the importance of including these features.  Again, the 
features identified in chapter 5 are key to capturing the variance, and thus any shift in 
damage mechanism. Table 11 lists all the features used in the reduced space based on the 
cyclic data. 
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Table 11 Features selected for the reduced feature space for a 200 cycle fatigue test. 
 
 
 
 
Figure 127 (a) Correlation matrix and (b) covariance matrix for the reduced feature space 
for a 200 cycle fatigue test. 
 
 
As each data set results in the selection of both common and different features for the 
reduced space, the reduced feature space used for clustering is defined as the union of the 
features selected to ensure full representation of the data and that the variance. Natural 
separation of the monotonic AE data into clusters is observable in the reduced features 
space in a similar way as was observed after PCA data reduction.  Figure 128 shows the 
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separation using three frequency measures, the average frequency during the rising portion 
of the signal, the average frequency during the decaying portion of the signal and the peak 
frequency showing one large spike in reverberation and initiation frequency measures with 
a few outliers and two spikes in peak frequency. Based on the frequency characteristics 
discussed in chapter 5 along with the knowledge that the signals with these characteristics 
appear primarily around the time of yielding, the AE hits with the higher peak frequency 
are expected to be the result of particle fracture. 
 
 
Figure 128 Frequency based AE data clustering 
 
 
0 500 1000 1500 2000 2500 3000 3500
0
100
200
300
400
In
s
ta
n
c
e
Initiation Frequency (kHz)
150 200 250 300 350 400 450
0
75
150
225
300
375
450
In
s
ta
n
c
e
FFT Peak Frequency (kHz)
0 200 400 600 800 1000
0
50
100
150
In
s
ta
n
c
e
Reverberation Frequency (kHz)
0 500 1000 1500 2000 2500 3000 3500
0
200
400
600
800
1000
FFT Peak 
Frequency (kHz)
R
e
v
e
rb
e
ra
ti
o
n
 F
re
q
u
e
n
c
y
 (
k
H
z)
Initiation Frequency (kHz)
150.0
300.0
450.0
500.0
202 
 
The spike of AE hits that have a 0 kHz reverberation frequency is expected to be the 
result of low signal to noise ratio hits or noise signals.  AE separation can also be examined 
in terms of the burst or continuous nature of the AE waveforms since burst nature is linked 
to fracture processes as discussed in chapter 5 and in literature [13, 22, 43, 49]. Particle 
fracture processes are shown to result in short duration signals with a small rise time and 
fast decay.  Figure 129 illustrates a cluster of hits with a non-zero rise and decay angle and 
a short duration which implies that the hit is burst in nature. Rise and decay angle values 
are affected by the amplitude where a low amplitude signal will have lower rise angle than 
expected of a typical burst hit such as the pencil lead break test shown in Figure 61.   A 
second cluster of hits with a high rise angle and a lower decay angle that are also burst in 
nature with a duration below 100 μs duration that are fewer in quantity and, therefore, are 
likely the result of the final fracture process. Section 6.3.4.1 will examine this separation 
in more detail using clustering approaches.   
 
Figure 129 Burst nature of the monotonic AE data set 
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Other representations of data separation can be examined such as the amount of power 
within specific frequency range as in Figure 130 where a main spike is present with low 
partial power 1 (0 – 200 kHz) and high partial power 3 (400 – 600 kHz) and a normal 
distribution across partial power 2 (200 – 400 kHz).  The signals with such partial power 
ranges were linked, in chapter 5, to damage processes, specifically particle fracture. There 
is a small cluster of signals with low partial power 2 and 3 and high partial power 1.  
Examining these signals in relation to the load curve as shown in Figure 116 Step 2, it is 
clear that these are the result of the final specimen failure and the corresponding reflections 
of the final fracture signals.   
 
 
Figure 130 AE data clustering via partial power metrics 
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As with the partial power clustering, examination of the signal energy and FFT 
amplitude, which has a high correlation with energy, reveal the majority of signals exist in 
a single cluster with a few outliers.  These outliers have very high energy and signal 
strength and are again linked to final fracture.  Further examination of the AE clusters in 
the reduced feature space evaluated over time and compared to the loading curve will 
provide validation to potential AE sources. 
 
 
Figure 131 Energy and FFT amplitude separation of AE data 
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signal processed and reduced AE data discussed in sections 6.3.2 and 6.3.3. The main 
distinction between K-means and Gaussian mixtures algorithm is in the nature for cluster 
expansion where each dimension can evolve differently when using Gaussian mixtures.  
The clusters observed in the PCA space, section 6.3.2, are close together and ellipsoidal in 
nature, making reliable classification via K-means unlikely as the clusters expand 
uniformly in all dimensions resulting in pseudo-spherical clusters.  Therefore, only the 
feature reduction space as discussed in section 6.3.3 will be used for K-means clustering 
and PCA data will be used in Gaussian mixture clustering to successfully identify noise, 
damage precursors and failure via AE data. 
6.3.4.1. K-Means Clustering Results for Monotonic Data 
K-means clustering was first performed on the monotonic testing data in feature space 
using the set of features discussed in section 6.3.3. Clustering was performed using the 
built-in k-means algorithm in MATLAB using 1000 iterations and repeated 100 times to 
ensure convergence and avoid local minimum points.  The optimum number of clusters 
was identified using two standard classification metrics, the Davis-Bouldin and Silhouette 
measures for cluster compactness and separation of cluster centers, respectively. Based on 
these criteria, it was determined that 6 clusters was the optimum as shown in Figure 132.   
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Figure 132 Classification metrics for the monotonic data set in feature space 
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appreciable energy content, and relatively high amplitude as compared to other early AE 
hits.  Further, the particle fracture was observed to occur predominantly near the yield point 
and decreasing as loading approached the ultimate strength.  The same behavior is observed 
in the AE data of the monotonic test shown in Figure 133, where the higher amplitude hits 
occur mostly at the yield point and decrease as loading is continued.  Clustering results 
identifies cluster 1 as displaying the same characteristics including higher amplitude and a 
duration generally below 100 μs indicating the burst nature with a large increase in absolute 
energy at the point of yield and plateauing as the ultimate strength is reached.  Therefore, 
cluster 1 is possible to relate to particle fracture signals.  In a similar manner, cluster 4 can 
be identified as the final fracture due to its high amplitude, and absolute energy coupled 
with the initiation of this cluster occurring at the fracture strain.   
 
 
Figure 133 K-means clustering results with the load curve overlaid showing (a) AE 
amplitude, (b) duration, and (c) cumulative absolute energy plotted as a function of strain. 
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The characteristics of each cluster can be further examined by plotting various features 
against each other as shown in Figure 134. As discussed previously, cluster 1 contains burst 
nature signals grouped in the lower left corner of Figure 134 with a short rise time, less 
than 50 μs, and a short duration, generally less than 100 μs.  Cluster 2, 3, and 5 share the 
appearance of burst nature as well suggesting that clusters 2 and 5 may represent damage 
rather than noise as expected based on the low energy. Cluster 6 has typically longer 
duration times and cluster 4 has the longest duration suggesting these clusters are more 
continuous in nature.  Examining more in terms of the rise and decay angles as opposed to 
the rise time and duration, it becomes clear that cluster 4 has the strongest burst nature as 
the angle metrics are affected by the signal amplitude.  Therefore, considering these two 
versions of identifying waveform nature, it is clear that all the clusters have a burst nature 
of varying degree making specific source identification difficult.  Additional feature 
representation such as partial power 3 vs the burst nature in Figure 134b shows the highest 
amount of power in the 400-600 kHz range for cluster 1 while all clusters except cluster 6 
have 40% or greater partial power 3 values. Despite the high partial power 3 values, only 
clusters 1, 3, and 6 have peak frequency values above 400 kHz.     
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Figure 134 K-means clustering results with separation shown as (a) burst nature, (b) 
power content and burst nature, (c) Peak frequency vs amplitude, and (d) bust nature with 
amplitude effects. 
 
 
In the feature space depicted in Figure 134 only clusters 4 and 5 are seen to cleanly 
separate from the other data in terms of rise and decay angle, where cluster 4 indicates final 
failure as shown by the waveform present in Figure 135d demonstrating a large difference 
between damage precursor signals and final failure.  Cluster 5, based on observations of 
absolute energy in Figure 133, is expected to represent noise however looking at the signals 
within the cluster an example of which is shown in Figure 135e shows a similar waveform, 
though low in amplitude with significant noise contribution, as clusters 1, 3, and 6 as 
depicted in Figure 135a, c, and f, respectively. Cluster 2 which contains low absolute 
energy values is shown in Figure 135b to have random frequency content over time which 
0 50 100 150 200 250 300
0
50
100
150
200
250
300
 Class 1
 Class 2
 Class 3
 Class 4
 Class 5
 Class 6
 Class 7
 Class 8
R
is
e
ti
m
e
 (

s
)
Duration (s)
0 50 100 150 200 250 300
0
20
40
60
80
100
 Class 1
 Class 2
 Class 3
 Class 4
 Class 5
 Class 6
 Class 7
 Class 8
P
a
rt
ia
l 
P
o
w
e
r 
3
 (
%
)
Duration (s)
10 20 30 40 50 60 70 80 90 100
0
100
200
300
400
500
600
 Class 1
 Class 2
 Class 3
 Class 4
 Class 5
 Class 6
 Class 7
 Class 8
P
e
a
k
 F
re
q
u
e
n
c
y
 (
k
H
z)
Amplitude (dB)
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6  Class 1
 Class 2
 Class 3
 Class 4
 Class 5
 Class 6
 DA
 DA
D
e
c
a
y
 A
n
g
le
 (
ra
d
)
Rise Angle (rad)
(b)(a)
(d)(c)
0 5 10 15 20
0
10
20
30
40
50
 Cluster 1
 lu ter 2
 luster 3
 Cluster 4
 Cluster 5
 Cluster 6
 Cluster 7
A
b
s
o
lu
te
 E
n
e
rg
y
 (
a
J
)
Cycle
210 
 
is associated with noise as discussed in sections 4.3.2 and 6.2.  The similar nature of clusters 
1, 3, 5, and 6 as seen by the waveforms in Figure 135 can also be examined numerically in 
table 12 where only cluster 5 and 6 have a significant numerical difference in select features 
such as duration, rise, and decay angles.  Considering all feature characteristics and the 
load curve, clusters 1, 3, 5, and 6 could be related to the activation of damage precursors 
including particle fracture, while cluster 2 represents noise, and cluster 4 represents final 
failure. 
 
 
Figure 135 Sample waveform resulting from K-means clustering for (a) cluster 1, (b) 
cluster 2, (c) cluster 3, (d) cluster 4, (e) cluster 5, and (f) cluster 6. 
(c)
(a) (d)
(b) (e)
(f)
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Table 12 Average value of each feature used in the K-means clustering for each cluster for 
monotonic data 
 
 
There is no significant separation of data between clusters 1, 3, and 6 making it difficult 
to determine the exact source for all the clusters, however, as demonstrated previously, 
cluster 1 is linked to particle fracture in both AE characteristics and time evolution trends 
as shown in Figure 134 and Figure 133, respectively.  Therefore, clusters 3 and 6 are 
possibly the result of particle fracture or another damage precursor.  Figure 136 shows the 
AE data from the monotonic test with the noise signals removed. Comparing the denoised 
data to the trends observed in Figure 133 and Figure 134 reveals that the general trends of 
the AE signals remain the same after denoising as before due to the low noise environment 
the test was conducted in.  It is possible that some of the signals existing in the remaining 
Feature
Class Average
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6
Duration (μs) 32.7 34.2 26.4 278.0 9.0 144.7
Counts 6.5 3.9 3.7 28.4 2.1 8.3
Absolute Energy (aJ) 0.78 0.16 0.18 5399948 0.10 0.27
Rise Angle (rad) 0.23 0.21 0.28 0.77 0.31 0.12
Decay Angle (rad) 0.11 0.09 0.09 0.58 1.11 0.01
Average Frequency (kHz) 219.6 143.3 158.0 103.4 296.6 60.7
Reverberation Frequency (kHz) 196.6 92.4 109.0 92.6 37.9 37.7
Initiation Frequency (kHz) 351.2 365.0 406.3 128 442.1 317.7
Zero Crossings Frequency (kHz) 894.5 1531.1 1253.5 408.7 704.4 2541.5
FFT Amplitude 0.32 0.16 0.17 605.2 0.16 0.20
FFT Peak Frequency (kHz) 452.7 179.9 444.4 186.6 390.9 423.0
FFT Width @ 10% 636.5 1153.6 985.9 182.4 413.9 917.4
FFT Crossings @ 30% 9.0 22.4 19.2 4.1 21.9 16.4
Partial Power 1 11.3 23.9 13.9 83.5 14.4 15.7
Partial Power 2 18.8 29.1 28.8 12.4 30.5 24.0
Partial Power 3 66.5 41.3 52.2 3.4 49.5 55.3
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clusters are the result of noise sources as well and their removal is not expected to 
significantly affect the AE trends observed.  
 
 
Figure 136 Denoised AE data representing potential damage precursors for the monotonic 
case. 
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6.3.4.2. Gaussian Mixtures Clustering in PCA Space for Monotonic Data 
Clustering via Gaussian mixtures for data reduced by using principle component 
analysis is performed using the same procedure as for K-means clustering where two 
classification metrics are used to identify the optimum number of clusters.  It was 
determined that 8 clusters will produce the best results in this case.  Figure 137 depicts the 
clusters using the first three principle components including the histograms depicting the 
different clusters which are expanded in Figure 138.  Visual examination of the data points 
plotted in this space showed the presence of three distinct clusters as discussed in section 
6.3.2 and depicted in Figure 120.  However, when all 11 components are considered, 8 
distinct clusters are observed.   
 
Figure 137 Gaussian mixtures clustering results in PCA space for the first three principle 
components. (a) PCA 1 & 2, (b) PCA 1 & 3, (c) PCA 2 & 3, and (d) PCA 1, 2, & 3. 
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The histograms shown in Figure 137 and expanded in Figure 138 illustrate how cluster 
8 contains the majority of the AE hits, while the rest of the clusters have significantly fewer 
hits.  Cluster 2 is shown to be an outlier class clearly separate from the rest of the hits in 
all three PCA components and are the same final failure hits as identified by cluster 4 when 
using K-means.  Examination of the waveform for cluster 2 shown in Figure 139b and as 
a function of time in Figure 140a validate cluster 2 represents final fracture.   
 
 
Figure 138 Histograms showing the distribution of AE hits along the first three principle 
components separated by cluster using the same color scheme as figure 137 for the 
monotonic loading case. 
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138.  This cluster contains the third highest amount of energy contribution after clusters 2 
and 8, which, when coupled with the high frequency content and burst nature of the 
waveforms as depicted in Figure 139a suggest that this cluster also represents a damage 
mechanism the most likely of which is particle fracture. 
 
Figure 139 Sample waveform resulting from Gaussian mixtures clustering for (a) cluster 
1, (b) cluster 2, (c) cluster 3, (d) cluster 4, (e) cluster 5, (f) cluster 6, (g) cluster 7, and (h) 
cluster 8. 
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(g)
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Cluster 3 has similar attributes to cluster 7 both of which are burst in nature, though 
appear to be more corrupted by noise. These two clusters have minimal energy contribution 
but may be the result of smaller damage mechanisms leading to the low amplitude AE 
signals that are highly effected by the ambient noise. Despite the burst nature of the cluster 
3 waveform, Figure 140 shows that these signals generally have identical rise times and 
durations indicating the burst is the result of noise affects in most cases indicating this 
cluster can be removed.  Clusters 4, 5 and 6 appear heavily influenced by noise as indicated 
by the random nature of the frequency content over time, particularly in the case of cluster 
5.  Clusters 4 and 6, similar to cluster 3 appears to have some burst nature and some 500 
kHz frequency content, though there is a higher level of 150 kHz content that was shown 
in section 4.3.2 to be the result of noise signals.   
 
 
Figure 140 Gaussian mixtures clustering results in PCA space plotted as features over 
time for connection to physical mechanisms. 
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Therefore, denoising is accomplished by removing clusters 3, 4, 5, and 6 from the data 
set leaving damage precursor and final fracture signals.  Figure 141 shows the remaining 
AE hits overlaid with the load curve where the final failure hits are indicated with a red 
box and all others indicate damage precursors useful for state awareness and remaining 
useful life estimations as will be discussed in section 6.3.6.  Comparing the results of 
denoising via K-means, Figure 136, and Gaussian mixtures, Figure 141, clustering reveals 
similar results with a slightly more robust removal of the low frequency noise signals via 
Gaussian mixtures.  Both K-means and Gaussian mixture clustering proves sufficient to 
maintain the overall data trends observed before and after denoising. 
 
Figure 141 Denoised AE data for the monotonic case displayed (a-c) in the first 3 principle 
components, depicting (d) the burst nature, (e) the frequency content, and showing the 
evolution of (f)the AE amplitude and (g)the absolute energy as a function of the applied 
strain. 
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6.3.4.3. K-Means Clustering Results for Cyclic Data 
Clustering is performed on the 200 cycle fatigue dataset using K-means using the same 
approach discussed in section 6.3.4.1. The Davis-Bouldin and Silhouette classification 
metrics used show that 7 clusters are optimal. When using the monotonic data, K-means 
was shown to be sufficient to identify noise and final failure while resulting in several 
potential damage clusters.  In the case of the cyclic data, loading was halted prior to final 
failure, and therefore only noise and damage precursor signals are expected to be present.  
By leveraging the knowledge of the noise signal characteristics as discussed in chapter 4 
and on particle fracture as discussed in chapter 5 it is possible to identify and remove noise 
leaving AE signals representative of damage precursors.  The results of the clustering are 
shown in Figure 142 as a function of the cycle to allow for connection to the results in 
section 5.2.3.  The majority of the AE signals occur in the early cycles which is a trend 
seen for all clusters apart from cluster 1, which predominantly occurs in the later cycles 
and cluster 4 which occurs evenly throughout the loading with a concentration at the 20th 
cycle.  Particle fracture was observed in situ to occur mostly in the early stages of loading 
with minimal fractures occurring later as discussed in section 5.2.4.  Further, particle 
fracture processes were linked to “high” amplitude signals with burst nature and larger 
energy content as compared to other sources such as noise.  Cluster 2 appears to contain 
AE signals with such characteristics.  In a similar way, the other clusters can be examined 
and shown that clusters 4 and 5 are possible noise sources. Considering the fact that the 
contribution from cluster 4 is constant during loading, this cluster is expected to represent 
machine noise which remains constant during loading with spikes occurring at points were 
the specimen was removed from the stage. Moreover, cluster 5 does not contribute to 
energy during the entire loading process indicating an additional noise source.  
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Figure 142 K-means clustering results as a function of cycle showing (a) AE amplitude, 
(b) duration, and (c) cumulative absolute energy plotted as a function of cycle. 
 
A sample waveform was extracted from each cluster and is shown in Figure 143.  The 
random nature of the frequency content of waveforms in clusters 1, 3, and 5 as shown in 
Figure 143a, c, and e further indicate noise sources for these clusters while cluster 4 has 
consistent repeating 150 kHz content shown to be the result of the motor in the loading 
stage as shown in Figure 58.  Cluster 2 shown in Figure 143b is a clear burst signal with 
higher amplitude than the other clusters and therefore possibly relates to particle fracture. 
Cluster 7, shown in Figure 143g, shows a more continuous signal with higher amplitude 
that may be the result of a damage mechanism, while Figure 143f shows a sample 
waveform in cluster 6 which has a burst nature, but low amplitude making a connection to 
a potential source difficult. 
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Figure 143 Sample waveform resulting from K-means clustering for (a) cluster 1, (b) 
cluster 2, (c) cluster 3, (d) cluster 4, (e) cluster 5, (f) cluster 6, and (g) cluster 7. 
 
The full data is shown clustered in feature space to identify characteristics that represent 
all data points in each cluster demonstrating that the waveforms shown in Figure 143 are 
indeed representative of the full cluster.  In this representation, it is clear that clusters 2 and 
6 contain the most burst type signals with cluster 2 having higher partial power 3 and peak 
(c)
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(b) (e)
(f)
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frequency, which coupled with the higher amplitude indicates possible connection to 
particle fracture.  Cluster 6, while showing lower frequency content cannot be dismissed 
as particle fracture since the lower frequency is possible to be the result of the noise having 
more of an effect on the cluster characteristics.  The average values of each of the features 
used in this clustering approach are shown in Table 13; clusters 2 and 6 contain AE signals 
which are burst in nature while cluster 2 contains signals with the highest energy and 
frequency further substantiating that particle fracture could be represented by the signals 
in cluster 2.   
 
 
Figure 144 K-means clustering results for the 200 cycle data with separation shown as (a) 
burst nature, (b) power content and burst nature, (c) Peak frequency vs amplitude, and (d) 
bust nature with amplitude effects. 
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Table 13 Average value of each feature used in the K-means clustering for each cluster for 
monotonic data 
 
 
K-means clustering allows the removal of noise in the used datasets identified as 
clusters 1, 3, 4, and 5.  The remaining AE hits after noise removal are plotted in Figure 
145. Similarities can be observed between the cyclic case and the monotonic results 
presented in Figure 136.  The green ellipses indicate the locations of AE data that do not 
exist in the monotonic case, and, therefore, could be the result of fatigue specific processes, 
such as fretting.  The red box shows a region with no AE hits in the cyclic case that 
represent the location of the final failure AE signals that exist in the monotonic case.  The 
similarity in the AE features after denoising using the same scheme in both the monotonic 
and cyclic cases demonstrate that the fatigue damage processes, specifically initiation, are 
Feature
Class Average
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7
Duration (μs) 285.6 21.7 239.8 262.2 237.8 37.0 180.3
Counts 39.3 4.85 7.2 16.6 13.8 3.9 17.0
Absolute Energy (aJ) 3.11 104.4 0.06 3.9 0.18 31.3 8.08
Rise Angle (rad) 0.016 0.49 0.202 0.045 0.041 0.38 0.11
Decay Angle (rad) 0.028 0.32 0.554 0.018 0.042 0.25 0.04
Average Frequency (kHz) 137.4 272.3 30.7 62.0 54.7 181.5 93.5
Reverberation Frequency (kHz) 135.5 222.5 21.8 59.0 48.2 119.7 89.9
Initiation Frequency (kHz) 141.9 510.0 82.4 92.0 145.0 506.1 182.8
Zero Crossings Frequency (kHz) 905.7 743.1 3866.8 829.4 3004.8 1172.0 1203.0
FFT Amplitude 1.52 0.74 0.06 4.3 0.23 0.70 0.99
FFT Peak Frequency (kHz) 121.8 484.7 227.9 122.1 128.3 131.7 335.7
FFT Width @ 10% 875.4 1036.7 4467.8 871.5 954.4 951.3 794.7
FFT Crossings @ 30% 1.03 15.4 66.5 1.21 6.38 8.78 9.6
Partial Power 1 87.9 16.9 27.1 85.5 51.4 50.7 31.5
Partial Power 2 6.2 11.8 27.0 7.8 17.1 13.6 9.4
Partial Power 3 4.0 64.8 29.6 4.8 22.1 29.9 55.1
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identical to those in the monotonic case and it is possible to identify early damage signals 
using the cluster centers identified in the monotonic case. 
 
 
Figure 145 Denoised AE data representing potential damage precursors for the cyclic 
case. 
 
 
6.3.4.4. Gaussian Mixtures Clustering in PCA Space for Cyclic Data 
Using the same classification metrics as with K-means clustering it was found that 10 
clusters is the optimum for successful clustering of the 200 cycle fatigue data in PCA space.  
The results of this clustering are shown in Figure 146 using the first 3 principle 
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components.  When discussing the natural separation in section 6.3.2 there appeared to be 
4 distinct clusters in 3 dimensional space, however, 8 principle components are required to 
capture the same 95% variance in the data as was used as the criteria for the monotonic 
data.  The presence of the 5 additional components result in the increase in clusters 
observed.   
 
 
Figure 146 Gaussian mixtures clustering results in PCA space for the first three principle 
components. (a) PCA 1 & 2, (b) PCA 1 & 3, (c) PCA 2 & 3, and (d) PCA 1, 2, & 3. 
 
 
In this case, cluster 1 is found to be the most prevalent cluster, however, examination 
of the waveforms present and the AE feature characteristics, specifically, low frequency 
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content and continuous nature, it was found that cluster 1 represents noise signals. 
Similarly, clusters 2, 4, 7, and 8 were identified as noise clusters where cluster 2 represents 
the machine noise.  Figure 147 shows sample waveforms for all clusters that have a burst 
nature.  Clusters 5 and 9 represented in Figure 147b and Figure 147d, respectively, show 
high amplitude burst signals that have high frequency content and energy contribution as 
shown in Figure 148b particularly in the case of cluster 5, these two clusters are indicative 
of particle fracture.   
 
Figure 147 Sample waveform resulting from Gaussian mixtures clustering for non-noise 
clusters (a) cluster 3, (b) cluster 5, (c) cluster 6, (d) cluster 9, and (e) cluster 10. 
 
(e)
(a) (b)
(c) (d)
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Cluster 6 signals as shown in Figure 147c tend to be of continuous type and repetitive 
in nature with minimal energy contribution suggesting this cluster does not represent 
particle fracture, however, it represents an unknown source that may be useful in tracking 
the materials state. Clusters 3 and 10 depicted in Figure 147a and Figure 147e represent 
AE signals with similarly ambiguous sources.  Cluster 3 appears burst in nature with similar 
characteristics as particle fracture clusters 5 and 9, though much lower in amplitude 
indicating noise corruption.  Cluster 10 has much higher amplitude though decays much 
slower than clusters 5 and 9, yet cluster 10 has similar characteristics to the waveform in 
Figure 88 which was linked to particle fracture via in situ monitoring. As a result of the 
unknown sources, all 5 clusters that display a burst nature are assumed to represent 
potential damage. 
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Figure 148 Gaussian mixtures clustering results for the 200 cycle data with separation 
shown as (a) burst nature, (b) energy accumulation, (c) partial power vs burst nature, and 
(d) peak frequency vs amplitude. 
 
Therefore, the damage evolution can be monitored using the AE data represented by 
clusters 3, 5, 6, 9, and 10.  The results of the denoising of the data can be observed in Figure 
149 where a single cluster is observable in the first three principle components.  Denoising 
the fatigue data leaves more lower frequency signals than present in the monotonic case 
which means these low frequency waveforms are likely the result of fatigue specific 
processes including fretting between newly generated fracture surfaces as particles fracture 
and voids coalesce. Comparing the results of denoising by K-means and Gaussian mixtures 
clustering yields similar results as observed by comparing Figure 145 and Figure 149.  The 
most telling difference is the removal of an energy spike that occurs at cycle 50, after k-
means denoising, which corresponded to a point in the loading where the specimen was 
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removed from the chamber and an increase in noise signals were obtained.  Therefore, 
Gaussian mixtures clustering performed in PCA space is a more robust method of removing 
noise sources from AE data as compared to K-means clustering performed in feature space. 
 
Figure 149 Denoised AE data for the monotonic case displayed (a-c) in the first 3 principle 
components, depicting (d) the burst nature, (e) the frequency content, and showing the 
evolution of (f)the AE amplitude and (g)the absolute energy as a function of the applied 
strain. 
 
 
6.3.5. Supervised Clustering 
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In chapter 5, the damage mechanisms that dominate the monotonic behavior are shown 
to also dominate the fatigue behavior, therefore it is possible to classify the fatigue data as 
noise, precursor, or failure using the same cluster centers as were identified using 
unsupervised clustering on the monotonic test data and assigning the fatigue data points to 
a cluster based on the Euclidean distance to the nearest center centers.  This dissertation 
focuses on achieving this using the monotonic centers identified by K-means clustering as 
no data transformation is required allowing for K-means supervised clustering to be 
performed in situ. The concept can be extended to the Gaussian mixtures for a more robust, 
though slower clustering.  Clustering was performed on the 200 cycle fatigue data test 
using the cluster centers identified in section 6.3.4.1 where cluster 2 was identified as noise, 
and cluster 4 was identified as final fracture.  In the case of this fatigue test no final fracture 
was observed, therefore, any AE signals identified as belonging to cluster 4 are expected 
to be the largest particle fractures.  Examining the AE features in Figure 150 reveals that 
cluster 4 has low frequency content and minimal amplitude except for a few outliers.  
Further, these signals are continuous in nature and generally do not seem to be the result 
of larger damage sources.  A significant amount of energy is contributed as a result of the 
large number of AE hits in this cluster as shown in Figure 151. These jumps in AE energy 
and hits follow a similar trend to the machine noise cluster identified in section 6.3.4.3 and 
correspond to times when the specimen was removed from the stage. Thus cluster 4 is 
capturing machine noise signals rather than fracture signals.   
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Figure 150 Results of supervised clustering using monotonic cluster centers depicted as 
(a) burst nature, (b) frequency content as a function of duration, (c) frequency vs 
amplitude, and (d) amplitude evolution. 
 
 
Cluster 2 which was identified as noise contains many of the attributes associated with 
noise signals including the low frequency content near 150 kHz shown in chapter 4 to be 
the result of noise. The AE signals classified as cluster 2 here were identified as cluster 6 
in the unsupervised case shown in section 6.3.4.3 which were heavily affected by noise.  
Cluster 1, identified as particle fracture in the monotonic case appears to successfully 
capture cluster 2 from the unsupervised fatigue clustering in section 6.3.4.3 which was 
identified as particle fracture.   
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Figure 151 Energy evolution and hit accumulation over cycles for each cluster. 
 
 
Supervised clustering using monotonic K-means centers to identify damage in a fatigue 
case is proven to be sufficient to identify key damage precursors such as particle fracture. 
However, other clusters misidentified signals as a result of the small sample size for 
generating the initial cluster centers. Figure 152 depicts the evolution of cluster 2, identified 
damage precursors, over applied load while also depicting the location of the cluster in 
feature space emphasizing the burst nature, approximately 500 kHz content, and higher 
amplitude observed to be the result of particle fracture via in situ experimental observations 
of particle fracture directly at the time and scale it occurred as shown in Figure 88 and 
Figure 93. Given a fatigue experiment conducted to failure it is expected that the final 
damage would also be identified. 
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Figure 152 Damage precursor evolution over cycles as (a) amplitude and (b) energy.  
Damage precursor location in feature space using (c) risetime vs duration, and (d) peak 
frequency vs amplitude 
 
 
6.3.6. Outlier Analysis 
The detection of damage based on clustering AE data as discussed in section 6.3.4 and 
6.3.5 relies on the damage signals being significantly different than those of the system 
noise, e.g. outliers. Therefore, a measure of the distance between every AE signal obtained 
during loading and a known undamaged baseline can provide a measure of the importance 
of individual signals in identifying and tracking damage evolution. A small outlier measure 
can indicate the signal is noise while larger values are typically associated with damage 
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processes.  Therefore, outlier analysis can be used in conjunction with clustering methods 
to improve noise reduction as well as to examine the evolution of damage as it occurs in 
individual clusters and as a full system leading to a damage indicator metric.  In this 
dissertation, outlier analysis is performed using a combination of data normalization and 
clustering combined with the Mahalanobis Squared Distance (MSD) measure.  MSD was 
selected as it lends itself well to high dimensional data such as the AE data.  Further, it is 
possible to combine data from multiple NDE sources such as strain evolution from DIC 
and thermal measurements combined with AE data.  The base form of the MSD measure 
is given in equation 6.1 where μ is a matrix representing the average baseline data with 
each column being a unique feature, x is the data matrix where rows represent data points 
and column represent features, and S is the correlation matrix obtained from the data. 
 
𝑀𝑆𝐷 =  (𝒙 − 𝝁)𝑇𝑺(𝒙 − 𝝁) 
 
Here, the baseline was taken to be the average of all signals recorded during the first 
part of the loading before any measurable load was applied to the specimen. For the loading 
stage and load cell used the baseline was determined to be all signals obtained below 100 
N. Every recorded signal was measured in relation to the average for both monotonic 
loading cases as well as fatigue loadings.  A damage indicator metric was developed from 
the normalized cumulative MSD data where a value of 0 indicates no damage and a value 
of 1 indicates a failed specimen. An example of a monotonic cumulative MSD curve is 
shown in Figure 153 where each cluster of data determined using the K-means clustering 
(6.1) 
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discussed in section 6.3.4.1 is depicted.  The yield point of the specimen is marked as point 
(a) while the ultimate stress is indicated by (b).  The clusters show similar behavior with 
the largest accumulation of MSD occurring between yield and the ultimate stress, 
particularly in the case of cluster 3 followed by clusters 1, 6, and 5 all of which were shown 
to be burst signals that indicate damage processes.  Cluster 2 produces the least contribution 
to the MSD evolution which validates that this cluster is heavily affected by noise.  Finally, 
cluster 4, which represents final failure, contributes nothing to the evolution of the MSD 
curve until the point of specimen failure as expected. 
 
 
Figure 153 Cluster specific cumulative MSD curves overlaid with the load curve. 
 
 
Removing cluster 2 and normalizing the MSD curve results in the damage indicator 
curve shown in Figure 154 overlaid with the load curve and the individual value of the 
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MSD for each AE data point.  The cumulative curve shows accumulation of damage 
occurring at the yield point and accumulating quickly before plateauing at the ultimate 
stress point. The largest outliers exist between (a) and (b) which represents the area 
between yield and ultimate stress values.  No crack growth is expected or observed prior 
to the ultimate stress indicating most hits and subsequently energy is consumed in 
nucleating a crack rather than growth to failure which occurs after the ultimate stress.   At 
the point of failure, a spike is observed in both the MSD value for each hit and the 
normalized cumulative MSD curve that represents damage accumulation. The damage 
indicator curve is essentially a measure of the energy dissipated by damage precursors as 
the load is applied and the final spike corresponds to the amount of energy dissipated in 
the instant of failure.   
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Figure 154 Damage evolution curve shown as the Normalized Cumulative MSD value 
overlaid with the load curve and individual MSD values. 
 
 
The outlier analysis results for cyclic data as discussed in section 6.3.4.3 can be used 
to study the evolution of early damage mechanisms in the fatigue response of a material.  
Most of the AE signals containing high MSD values occur within the first 25 cycles as 
depicted in Figure 155a showing the large amount of energy dissipated during this time 
because of early damage mechanisms.  Spikes are observed at various points throughout 
the subsequent loading cycles, however, examination of cluster specific contribution to the 
MSD evolution as shown in Figure 155b reveals that the spikes occur in specific clusters 
that represent noise.  Only clusters 2, 6 and 7 indicate possible damage mechanisms.  
Cluster 2 contributes most to the evolution of the MSD in the early cycles followed by 
cluster 6 which was shown to have similar AE characteristics, though lower amplitude.  
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Recalling that in situ observation of damage during this experiment revealed the particles 
fractured mostly during the first few cycles allows clusters 2 and 6 to be identified as 
particle fracture.  Clusters 1, 3, and 5 where shown to be unknown noise sources while 
cluster 4 was machine noise.  All noise clusters grow linearly through the cycles with a few 
spikes appearing at locations corresponding to times when the specimen was removed and 
replaced to the stage resulting in additional machine noise such as at cycle 20. 
 
Figure 155 (a) MSD curve and value for each AE data point in a cyclic loading scheme 
and (b) cluster specific cumulative MSD curves. 
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Removing the noise clusters results in the normalized cumulative MSD, damage 
indicator, curve shown in Figure 156 where the damage indicator builds quickly over the 
first few cycles before reaching a plateau. A damage indicator value of 1 for the cyclic case 
indicates the end of the test rather than final fracture. This behavior is typical of such cyclic 
tests performed to 85% of the ultimate strength as plasticity is reach during the first cycle. 
Consequently, a significant amount of damage occurs and the amount of damage occurring 
in each subsequent cycle reduces until stability is reached.  The damage indicator, while 
not growing as rapidly, does still increase in a linear fashion and is expected to do so until 
the specimen accumulates sufficient damage to grow a crack at which time the damage 
indicator will increase exponentially.   
 
Figure 156 Damage evolution curve shown as the Normalized Cumulative MSD value 
overlaid with individual MSD values. 
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Chapter 7 discusses the potential applications for such a damage indicator in modelling 
of material behavior based on microstructural evolution as well as for use in remaining 
useful life estimations.  
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CHAPTER 7: CONTRIBUTION, ON GOING WORK, AND FUTURE 
DIRECTION 
 
7.1.Contribution 
This work discusses the development of an experimental mechanics technique that 
combines in situ observation of damage processes as they occur with NDE techniques in 
an effort to detect, track, and understand damage evolution processes with a focus on the 
early damage mechanisms. The characterization of the microstructure via microscopy tools 
such as EBSD for crystallography and EDS for particle stoichiometry coupled with in situ 
loading observations and computational modeling allowed for the identification of the 
driving force behind the particle fracture process and subsequent crack nucleation. 
Additionally, DIC results of particle fracture allow the investigation of the evolution of 
strain localizations which, when connected to the microstructure information, leads to the 
detection and identification of the early damage mechanisms such as particle fractures and 
slip bands.  Furthermore, the effect of local microstructure characteristics including elastic 
modulus mismatch between particles and grains as well as between neighboring grains are 
shown to contribute to the likelihood of particle fracture and crack growth behaviors. 
Moreover, the use of AE monitoring was shown to detect the occurrence of particle fracture 
and when coupled with machine learning tools AE data trends can inform on the materials 
state.  The trends in both AE and DIC data sets showed shifts in damage mechanisms that 
were validated by in situ observations.  This work demonstrates it is possible to detect early 
signs of damage and the detection of these mechanisms combined with a machine learning 
algorithm are useful for remaining useful life predictions.  Further, the framework 
developed is material agnostic and consequently can be applied to a variety of materials 
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across length scales to detect and understand damage evolution processes resulting in 
improved life estimations. 
7.2. On Going Work & Future Work 
Further experimentation and computational studies beyond those discussed in chapters 
4, 5, and 6 are discussed in this section for their potential to add understanding of the 
damage evolution processes and its detection via NDE techniques.  Further, computational 
approaches are discussed for their potential in evaluating the contribution of local 
microstructure effects can be isolated to identify the causes of fracture and crack nucleation 
which can be extended to growth processes.  
7.2.1. Nanoindentation studies 
Nanoindentation has been used to generate material property maps, specifically to 
examine elastic modulus and hardness at the boundary between particles and Al grains.  
Similar maps will be generated on a number of particles to examine the range of properties 
present in the material and provide insight into the effect of crystal orientation in relation 
to the particles properties and fracture response.  Given the anisotropy factor discussed in 
chapter 5, there is expected to be a significant range in properties. Leveraging the measured 
properties with EBSD data on the particles will allow for an investigation of the role 
particle orientation plays in the likelihood of particle fracture in conjunction with 
surrounding grain orientation. Additionally, nanoindentation has the potential to measure 
the fracture toughness of a material based on the load profile and resulting fracture image 
after indentation [146].  Figure 157 shows the fracture pattern for two materials one 
growing clean cracks, the other with a significant amount of spalling. By combining the 
shape and length of the cracks with the load, the fracture toughness of the material can be 
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determined. Fracturing the particle via nanoindentation in this manner will allow for the 
determination of a fracture criteria for FEM based investigations as discussed in section 
7.2.5 into the effect the local grain structure coupled with the particle orientation has on 
fracture and crack nucleation into the Al structure. 
 
 
Figure 157 (a) Fracture resulting from nanoindentation with 100 μm cracks emanating 
from the tip for a reference material and (b) similar fracture with significant spalling 
resulting from boron carbide [146]. 
 
 
7.2.2. In Situ X-ray μ-CT experiments 
Three dimensional scans via ex situ x-ray μ-CT were performed at various points 
during a cyclic experiment demonstrating the presence of void activity below the 
monitored surface of the material.  As a result, in situ x-ray experimental schemes are being 
designed and will be performed to identify the damage evolution through the materials 
volume while load is still applied for monotonic and cyclic studies.  Figure 158 shows the 
geometry of the specimen designed for the experiments along with the 3D image results 
after loading for a composite specimen.   
(a) (b)
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Figure 158 In situ specimen and sample image for in situ x-ray studies [35]. 
 
 
The same procedure is being applied to the AL specimens designed and will be loaded 
first monotonically, then cyclically to study the 3D microscopic damage nucleation and 
evolution. The ability to monitor damage evolution in the full sample space will enhance 
the understanding of nucleation and evolution.  Further, studies are being conducted to 
couple in situ AE monitoring via wave guiding with in situ x-ray scanning to validate the 
reliability of AE for detecting subsurface damage.  Figure 159a shows the experimental 
test stand, while the AE results are displayed as amplitude in Figure 159b and d and peak 
frequency in Figure 159c and e overlaid with the load for both the Glaser (Figure 159b and 
c) and WD (Figure 159d and e) sensors.  
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Figure 159 (a) In situ X-ray loading stage. (b) Amplitude vs time plot and (c) frequency vs 
time plot for the Glaser Sensor. (d) Amplitude vs time plot and (e) frequency vs time plot 
for the WD Sensor.  
 
 
Both sensors show activity beginning at the onset of load and increasing in amplitude 
as further load is applied.  This matches the results seen during the monotonic cases 
discussed in chapters 5 and 6 and shown in Figures 83, 87, 93, and 136. The amplitude 
trends observed by both sensors reveal the same trends with the WD sensor picking up 
more low amplitude signals. Similarly, the WD sensor records a larger range of peak 
frequency values in the signals with a few in the 500kHz regime observed during SEM and 
lab scale tests.  The initial testing of the in situ loading stage coupled with the AE sensors 
shows excellent promise to couple the full 3 dimensional damage evolution with real time 
recorded AE signals and will continue to be explored.  
 
(a)
(b)
(c)
(d)
(e)
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7.2.3. Full Scale implementation 
Full scale structures and systems produce significant amounts of acoustic noise 
during general operation.  For this reason, the first step in detecting damage in a full scale 
structure will be to measure the AE signals obtained in standard operating environment. 
Afterwards, a structural spar will be loaded in a lab setting to failure while monitored by 
AE and the trends will be examined live to evaluate damage evolution.  Further post 
processing will be conducted as discussed in chapter’s 5 and 6 to identify the most 
prevalent signal and features indicating damage onset and evolution.  The results will then 
be compared to the noise signals obtained to identify the feasibility of detecting specific 
damage mechanisms in a full scale structure.  The high level of noise signals will require 
machine learning algorithms to identify the damage evolution.  Remaining useful life 
estimations will be made during the simulated test and compared to the experimental 
results.  The concept of structural monitoring has been expressed by the Airforce in MIL-
STD-1530C and broken into the acquisition and sustainment phases as shown in Figure 
160 [56].  Component and full scale testing fall in tasks 2 and 3 respectively, and are 
required to enable certification of monitoring systems for use in sustaining the aircraft.  The 
testing in the acquisition phase is intended to be iterative to allow for the design and 
development of an optimized system where in, the same sensors and equipment will then 
be implemented on the stub spar, i.e. component, and eventually, on the full aircraft.  AE 
will be monitored live to determine the heath of the spar in a full system and potentially 
feed into a model predicting the remaining useful life in a full structural health monitoring 
system. 
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Figure 160 Aircraft Structural Integrity Program task work flow [56] 
 
 
7.2.4. CP-FEM Driving Force Investigations 
The effect of the local microstructure including grain orientation and particle 
stoichiometry on the likelihood of particle fracture were investigated in section 5.4.  
Further, Figure 104 showed strain localizations forming as a result of the local 
microstructure characteristics which were explored individually in Figure 110 and Figure 
113 examining the effect the nearest neighbor grain orientation had on the strain 
localization and evolution using a crystal plasticity based FEM analysis.  The results of a 
simple linear elastic FEM model are shown in Figure 161 where a 100 µm cube synthetic 
microstructure was generated and loaded elastically to a 0.1 µm vertical displacement 
across the top surface.  In the case of a homogenous structure where all grains have the 
same elastic modulus a uniform strain field is observed as is shown in Figure 161a, however 
if each grain is assigned an elastic modulus randomly between 63 and 74 GPa, strain 
localizations appear in the grains with softer orientations.  Further, the value of strain is not 
consistent in the grains as a result of both the nearest neighbor grains and other grains 
further away affecting the way strain is distributed in the structure.   
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Figure 161 FEM model of a microstructure (a) where the grains are assumed to be 
identical with elastic modulus of 68 GPa and (b) where each grain has a random elastic 
modulus assigned between 63 and 72 GPa. 
 
 
The effect of the grain orientation will be examined in greater detail leveraging a 
Crystal Plasticity Finite Element (CP-FE) approach that considers the effect of crystal 
orientation via slip properties rather than a simplified elastic modulus variation.  Further, 
particles will be added to the system in a similar manner starting with a single spherical 
particle as was shown in Figure 110 and Figure 113 at various locations in the 
microstructure and expanding to include varying particle geometry, stoichiometry, particle 
grain orientation and finally multiple particles embedded in a grain structure such as the 
one depicted in Figure 162 obtained from three dimensional x-ray scanning. By modelling 
the full microstructure in stages it is possible to study the effect individual variables have 
on the particle fracture processes and its evolution to crack growth. 
(a) (b)
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Figure 162 Particle distribution based on an Al 2024 sample. 
 
 
7.2.5. FEM Based Wave Propagation 
 
In addition to studying the effect of individual parameters on the fracture process of 
particles, the energy release and subsequent elastic wave process can be investigated via a 
finite element frame work.  Figure 163 shows such a concept for a single spherical particle 
embedded in an Al grain.  The system is loaded vertically and the stress state is defined by 
a CP-FEM model as discussed in section 7.2.4 after which the model is switched to allow 
crack propagation model using a tool such as eXtended Finite Elements (XFEM) where a 
fracture criterion is prescribed.  Once the criterion is met, the energy released will then be 
used to generate a stress wave that will travel through the microstructure as shown in Figure 
164. 
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Figure 163 CPFEM workflow for particle fracture initiation and sample model with a 
single particle embedded 
 
Model complexity will be increased in a similar manner as discussed in section 7.2.4 
to determine the effect of individual components on the reflections and wave attenuation 
expected from the source location to the sensor location.  This will allow for a theoretical 
investigation of the types of sources that are possible to detect and give insight into the 
frequency ranges expected to tailor the AE detection equipment appropriately. 
 
 
Figure 164 Sample wave propagation in a 2 dimensional system with a circular particle 
embedded. 
Damage initiation criterion 
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iii. Wave propagation study
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i. Define stress state from Crystal Plasticity 
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7.2.6. Remaining Useful Life Estimations 
The experimental results obtained in Chapter’s 5 and 6 can be used in a finite element 
framework to perform remaining useful life calculations.  In this sense, the outlier analysis 
is used as a microstructure sensitive damage indicator curve which can be implemented at 
each element in a FE model.  A load can then be applied to the modelled structure and the 
damage evolution can be monitored in terms of elastic modulus degradation or other 
metrics. The AE data obtained from an in situ monotonic test on a dogbone specimen was 
used in the framework described in section 6.3.6 to generate a damage indicator curve from 
the normalized MSD curve.  The damage curve was implemented in a FEM framework as 
a damage law for a monotonically loaded ASTM standard dogbone specimen and the 
results are shown in Figure 165.  The yellow curve represents the results when 
implementing the damage law developed from a specimen loaded in the transverse 
orientation while the blue dotted curve shows the result of a damage law developed from a 
specimen of the same geometry and material loaded in the rolling direction highlighting 
the microstructure sensitivity of the method.   Both curves are compared to a model that 
implements plasticity, but no damage. 
 
Figure 165 Damage degradation model implemented for a ASTM standard dogbone 
specimen loaded in tension for two microstructure sensitive damage curves 
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7.2.7. Channel Busyness 
Aluminum Alloys do not produce AE signals at a rate that affects the ability of the 
system to record uncorrupted signals with the exception of the instant of catastrophic 
failure.  At the point of failure identification of particular sources becomes unnecessary 
and thus the corruption in the recorded signals is of little concern.  This is not true for all 
materials, particularly in the case of composite materials, such as fiber reinforced 
composites were the number of fiber fractures, pull outs, and resulting fretting leads to very 
high AE hit rates.  In this case it becomes difficult if not impossible to identify the damage 
sources and trends reliably.  Therefore, a series of experiments would allow for a measure 
of the business in a channel and as a result the level of corruption.  This metric could then 
be used in a frame work combined with AE outlier trends to quantify the level of damage 
in the system.  Figure 166 demonstrates the concept of business for a metal matrix 
composite showing the business and consequently likelihood of AE signal corruption 
increases through the loading until failure.  Further, the duration and hit rate plots show 
minimal accumulation until failure suggesting the AE data from this experiment has a low 
likelihood of corruption prior to failure, but not immeasurable. Further investigation of this 
concept can lead to a better damage estimation especially in fatigue cases where fretting 
significantly increase the number and rate of AE hits. 
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Figure 166 Single channel business displayed as a green line overlaying the amplitude AE 
plot with hits and duration displayed as rate graphs [147]. 
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 Combined ASTM Standard testing with Stereo DIC and AE monitoring 
to study the damage mechanisms and evolution of 3D woven 
composites. 
 Conducted X-ray micro CT scans was conducted to validate the 
information obtained from AE as indicating damage present sub surface. 
 Degradation of Concrete from Impingement of NaCl during Freezing Cycles 
 Used a combined acoustic emission and ultrasonic testing technique to 
investigate damage evolution in a concrete specimen subjected to 
freezing and thawing cycles while soaking in a NaCl solution. 
 Implemented AE as a structural health monitoring tool live during the 
loads while the ultrasonic testing is performed after thawing as a 
nondestructive technique to measure the level of damage in the material. 
 Development of a Tobacco Mosaic Virus DIC Speckle Method 
 Used a naturally structured system to produce contrast for DIC, the 
technique of applying the pattern allows for a microscale DIC pattern to 
be developed over the entire specimen in a small amount of time. 
 Identified limits of the technique, including the mismatch of the virus 
base coat required to adhere the virus to the test material. 
Student Intern, Sandia National Labs Org 1851               December 2015 – 
Present 
Projects: Development of a Gold Remodeled DIC Pattern for In Situ SEM Application 
 A sputter-coated nanometer thick gold film was naturally remodeled 
using heat and humidity to form a micro-scale DIC pattern on a large 
sample area in a short amount of time. 
 Identified key parameters to a successful controllable pattern including 
the humidity level and time exposed as well as the gold film thickness. 
 Development of an SEM Distortion Correction Algorithm  
 Developed a code to correct for spatial distortion obtained during SEM 
imaging based on a series of rigid body motions. 
 Extended the code to account for drift distortion based on repeated 
images of the same area taken over time.  
Research Assistant, MiNED          September 2011 – 
June 2013 
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Projects: Real Space Materials Knowledge System Implementation using Bayesian 
Statistics 
 Evaluated microstructure effectiveness based on the desired material 
properties in real space to determine the effects of the periodic boundary 
conditions imposed by the FFT formulation used to de-convolve time 
and space. 
 Proposed Bayesian Updating to increase the speed and reliability of the 
method by using prior knowledge of the system. 
Research Assistant, Army Research Labs, Aberdeen             September 2012 – 
December 2012 
Projects: Machine Learning Algorithm for Optimum Chromophore Selection 
 Identified the optimum chromophore using clustering to obtain the 
desired properties while considering the ability to synthesize the 
chromophore. 
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