In this paper, the centralized fusion quadratic estimation problem in linear discrete-time stochastic systems with missing measurements coming from multiple sensors is addressed when the Bernoulli variables describing the phenomenon of missing measurements are correlated at instants that differ m sampling times. For this purpose, an appropriate augmented system is defined and the required quadratic estimators of the original state are obtained from the linear estimators of the augmented state. By using an innovation approach, recursive algorithms for the least-squares linear filtering and fixed-point smoothing problems of the augmented system are derived. The performance of the proposed estimators is illustrated by a simulation example where centralized fusion linear and quadratic estimators are compared in terms of their error variances for different missing probabilities and values of m.
Introduction
In some real situations where sensor networks are used, the state estimation problem is addressed under the assumption that, at each sampling time, the available measurements always contain information about the current state. However, the unreliable network characteristics usually lead to problems such as accidental loss of some measurements, intermittent failures or random interruptions in the transmission mechanism, among others. These situations, called missing measurements or uncertain observations, are characterized by including in the measured output besides an additive noise, a multiplicative noise defined by a sequence of Bernoulli random variables, modelling the possibility that the system state vector may or may not be present in the corresponding measurement.
Due to this multiplicative noise component, systems with missing measurements are not Gaussian in general (even if the additive noises are Gaussian) and the practical computation of the optimal least-squares (LS) estimator is not a simple task. This difficulty gives rise to the need of searching for suboptimal estimators, easier to derive, such as linear or even polynomial estimators which improve the extensively used linear ones. In the last years, the estimation problem in this kind of systems has been widely studied under different hypotheses and approaches on the processed involved (see e.g. [1] and [10] and references therein).
In the above papers, authors consider that the measurement data available for the estimation come either from a single sensor or from multiple sensors with identical uncertainty characteristics. Nevertheless, this is not a realistic assumption in several application fields, for instance, in networked communication systems involving heterogeneous measurement devices (see e.g. [6] ); hence, multi-sensor systems featuring different sensor statistical properties are an increasing research challenge. To process the measured sensor data, centralized fusion method, which consists of considering that all measurement data coming from multiple sensors are transmitted to a fusion center for being processed, has been commonly used. In [5] and [9] centralized linear estimators are designed in the linear minimum variance sense by considering independent variables modelling the uncertainty in the observations. The optimal LS centralized linear and quadratic problems are also investigated in [2] for systems in which the phenomenon of missing measurements is modelled by Bernoulli variables correlated at consecutive sampling times, while Bernoulli variables correlated at instants that differ two units of time are considered in [4] .
These types of correlation cover several practical situations, for example, in sensor networks where sensor failures may happen and a failed sensor is not replaced or replaced one or two sampling times after having failed. However, even if it is assumed that any failure in the transmission results from sensor failures, usually the failed sensor may not be replaced immediately but after m instants of time; to cover such situations, correlation among the random variables modelling the uncertainty in the observations at times k and k + m has been considered in [8] , where recursive algorithms for the linear filter and fixed-point smoother have been derived. In this paper, the centralized fusion quadratic estimation problem in linear discrete-time stochastic systems with missing measurements coming from multiple sensors is addressed, when, at each sensor, the random variables modelling the phenomenon of missing measurements are m-step autocorrelated. For this purpose, recursive algorithms for the LS quadratic filtering and fixed-point smoothing problems are presented, both yielding a significant improvement over the linear estimation problem.
To address the quadratic estimation problem, the technique proposed in [3] is used, which consists of augmenting the state and measurement vectors, by assembling the original vectors and their second-order Kronecker powers, thus the quadratic estimation problem for the original state is reduced to the linear estimation problem for the augmented state. The rest of the paper is organized as follows. In Section 2 the state-space model is described and the assumptions about the state and noise processes are presented. In Section 3 the quadratic estimation problem is formulated based on the augmented system and some properties about the initial state and noise processes involved in this augmented system. By using an innovation approach, the linear estimators of the augmented state are derived in Section 4, providing the required quadratic estimators. Finally, in Section 5, the effectiveness of the estimation algorithms is illustrated by a numerical simulation example where centralized fusion linear and quadratic estimators are compared in terms of their error variances.
Model assumptions
Our aim is to address the LS quadratic estimation problem in linear discretetime stochastic systems with missing measurements coming from multiple sensors when the Bernoulli variables describing the phenomenon of missing measurements are correlated at instants that differ m sampling times. In this section, the system model is described and the assumptions about the state and noise processes are stated.
Consider a class of discrete-time linear stochastic systems with missing measurements (that is, observations containing only noise) coming from r sensors, whose mathematical modelling is described by the following state and measurement equations:
where x k ∈ R n is the state and y i k ∈ R, i = 1, 2, . . . , r, is the measurement coming from sensor i at sampling time k. The additive noises {w k ; k ≥ 0} and {v Our aim is to obtain the LS quadratic estimator of the state x k based on the received measurements {y
. . , r, by using the centralized fusion method, which consists of stacking the observations coming from multiple sensors in a fusion center for being processed. For this purpose and to simplify the notation, the measurement equation (2) is rewritten in a compact form as:
In order to address the LS quadratic estimation problem of the state x k from the observations y 1 , . . . , y L , L ≥ k, several considerations must be taken into account. As it is known, the LS quadratic estimator of x k based on the observations y 1 , . . . , y L , is the orthogonal projection of x k onto the space of ndimensional random variables obtained as linear transformations of y 1 , . . . , y L and their second-order powers, y [2] 1 , . . . , y [2] L (defined by the Kronecker product, y [2] i = y i ⊗ y i ). Hence, to address the LS quadratic estimation problem, the existence of the second-order moments of such vectors, y [2] i , is required. On the other hand, as indicated previously, this problem will be addressed under the assumption that the variables describing the uncertainty in the observations are m-step autocorrelated. Specifically, the following assumptions are assumed:
and Cov[x [2] 0 ] = P
0 .
(A2) The state noise {w k ; k ≥ 0} is a zero-mean white sequence with
k and Cov[w [2] k ] = Q
k .
(A3) The measurement noise {v k ; k ≥ 1} is a zero-mean white sequence with
k and Cov[v [2] k ] = R 
Remark 1. Obviously, from the state equation (1) and under assumptions (A1), (A2) and (A5), the state expectation satisfies
Quadratic estimation problem
Under the above assumptions (A1)-(A5), our purpose is to obtain the LS quadratic estimator,
More specifically, our aim is to derive recursive algorithms for the filter, In order to obtain these estimators the following augmented state and measurement vectors are defined by assembling the original vectors and their second-order Kronecker powers:
Note that the n-dimensional space of linear transformations of Y 1 , . . . , Y L is equal to the n-dimensional space of linear transformations of y 1 , . . . , y L and y
L . Therefore, it is clear that the LS quadratic estimator, For simplicity, as in [2] and [4] , to address the LS linear estimation problem of the augmented state, the centered augmented state and measurement
, respectively, are considered; these vectors satisfy the following augmented system:
where
, (I and K denote the identity and commutation matrices of compatible dimensions, respectively),
T , with x k and E k given in Remark 1 (vec(·) denotes the 'vec' or 'stack' operator, which vectorizes a matrix).
It should be noted that the LS linear estimator of
Hence, the required quadratic estimators x k/k+N , N ≥ 0, are obtained by adding the mean x k to the vector constituted by the first n entries of the LS linear filter of X k .
The following statistical properties about the initial state and noise processes involved in (3) and (4) are used to derive the LS linear estimation algorithms for this augmented system. The proof of these properties is analogous to those in [2] and [4] and, hence, it is omitted.
(i) The initial state X 0 is a zero-mean random vector with covariance matrix
(ii) The noise {W k ; k ≥ 0} is a zero-mean white process with
(iii) The noise {V k ; k ≥ 1} is a zero-mean process with
(iv) The initial state X 0 and the noises {W k ; k ≥ 0} and {V k ; k ≥ 1} are uncorrelated.
Remark 2. For any random matrix G independent of {D Θ k ; k ≥ 1}, using the Hadamard product properties it is easily derived that (see [5] ):
Remark 3. From the augmented state equation (3) and properties (i), (ii) and (iv), it is easy to deduce that
] is recursively calculated as:
Also, it is easy to see that
LS quadratic estimation algorithms
Our aim in this section is to obtain the LS quadratic estimators of the state x k based on the observations y 1 , . . . , y L . For this purpose, the LS linear estimation problem of the augmented state X k based on the augmented observations
For this purpose, and to simplify the derivation of the algorithms, an innovation approach will be used [7] . This approach is based on the Gram-Schmidt orthogonalization procedure which consists of transforming the observation process {Y k ; k ≥ 1} into an equivalent one of orthogonal vectors {ν k ; k ≥ 1} named innovation process. Let ν i be defined as ν i = Y i − Y i/i−1 , with Y i/i−1 the observation predictor, i.e., the LS linear estimator of Y i based on the previous observations. The fact that the innovation process is uniquely determined by the observations allows us to state that the LS linear estimator of the augmented state based on the augmented observations is equal to the LS linear estimator based on the innovations. By applying the Orthogonal Projection Lemma (OPL) and taking into account that the innovations constitute a white process, it is easy to see that the estimators can be expressed as
. In a similar way, the augmented observation predictor, Y k/k−1 , satisfies
In view of the above comments and the properties of the augmented system established in Section 3, recursive algorithms for the linear filter, X k/k , and fixed-point smoothers, X k/k+N , N ≥ 1, of the augmented state X k are derived in the following theorems. So, as indicated previously, the required quadratic estimators, x 
where Υ is the operator which extracts the first n entries of X k/k , the linear filter of the augmented state X k , which is recursively obtained by
where the state predictor, X k/k−1 , is obtained by
The innovation, ν k , satisfies
The matrices T k,k−i are determined by
The matrix G k,k is calculated by the following expression
where Σ k/k−1 , the prediction error covariance matrix, is obtained by
the filtering error covariance matrix, calculated as
Proof. From expression (7) for L = k, k − 1, relation (9) for the filter is clear. Expression (10) for the state predictor is immediately obtained from (3) and the OPL.
Next, an explicit formula for the innovations, ν k = Y k − Y k/k−1 , or, equivalently, for the one-stage predictor of Y k , is deduced. From expression (8), we start by calculating T k,i , for i ≤ k − 1. From (4) and considering the properties about the noise processes, it is clear that
After some manipulations, we obtain:
(b) For k > m, is easily deduced that
From expression (4) for Y k−i and property (5), it is concluded that
− For i < m, from the correlation assumption and property (iii), we have that Cov[C
or, equivalently, from (17) for i = m and (18), we have that
k−m . Hence, substituting (19) into (16) and using (7) for X k/k−1 , the following expression for the one-stage predictor is obtained
from which expression (11) is immediately deduced. Formula (12) for the matrices T k,k−i is obtained using (4), (19), and taking into account that (15) and (20), thus considering two cases:
which is immediately clear from (3).

Now, expression (13) for the matrix
hence, using again the OPL and since
By substraction of the above expectations, and taking into account that
From (3), the expression for the prediction error covariance matrix, Σ k/k−1 is immediately clear and, from (9), the expression for the filtering error covariance matrix, Σ k/k , is also obvious.
Finally, we prove expression (14) for the innovation covariance matrix
. From (4) and using (5), we have that 
(b) For k > m, after some manipulations, we deduce that
So, from the above expectations, expression (14) for the innovation covariance matrix Π k is obtained. 
where Υ is the operator which extracts the first n entries of X k/k+N , the linear fixed-point smoothers of the augmented state X k , which are calculated as
whose initial condition is the filter X k/k , given in Theorem 1. The matrices G k,k+N are obtained by
where the matrices M k,k+N satisfy the following recursive formula:
The fixed-point smoothing error covariance matrix, Σ k/k+N , satisfies
with the filtering error covariance matrix, Σ k/k , as initial condition. The innovations ν k+N , their covariance matrices Π k+N , the matrices
Proof. From the general expression (7), for each fixed k ≥ 1, the recursive relation (21) is immediately clear.
Next, to prove (22) for
, it is necessary to calculate both expectations.
On the one hand, from Equation (4) and using that D Θ k+N and V k+N are independent of X k , we obtain
On the other hand, based on expression (11) for ν k+N , two options must be considered:
(b) For k > m − N, a similar reasoning to the above one leads to
Then, the replacement of the above expectations in G k,k+N leads to (22).
The recursive relation (23) for
, using (21) and taking into account that X k/k+N −1 is uncorrelated with ν k+N , expression (24) is deduced.
Remark 4. The first n × n blocks of the error covariance matrices Σ k/k+N , N ≥ 0, provide the covariance matrices of the quadratic smoothing and filtering errors, thus providing a measure of the accuracy of the respective quadratic estimators.
Numerical simulation example
In this section, a numerical simulation example is shown to illustrate the feasibility of the quadratic estimation algorithms proposed in this paper. We ran a program in Matlab simulating at each iteration the state and the measured values and computing the linear [8] and quadratic filter and fixed-point smoothers, as well as the corresponding estimation error covariance matrices.
Consider a scalar state process, {x k ; k ≥ 1} generated by a first-order autoregressive model with missing measurements coming from two sensors and perturbed by additive and multiplicative noises. Specifically, the following model is considered:
where the initial state x 0 is a zero-mean Gaussian variable with variance P 0 = 0.1, the process {w k ; k ≥ 0} is a zero-mean white Gaussian noise with variance Q k = 0.36, ∀k ≥ 0 and the noise processes {v i k ; k ≥ 1}, i = 1, 2 are zero-mean white sequences with the following probability distributions:
and variances given by R 
To analyze and compare the effectiveness of the proposed estimators, two hundred iterations of the proposed algorithms have been performed, and the linear and quadratic estimation error variances have been calculated for different values of the uncertainty probability and several values of m. Note that, for i = 1, 2, the roles played by γ i and 1 − γ i can be interchanged without affecting the means and covariance functions of the random variables θ i k ; so, henceforth, only the case γ i ≤ 0.5 will be considered. In such case, note that θ i (the probability that the observations coming from sensor i contain the state) is a decreasing function of γ i , for i = 1, 2, whose maximum value, θ i = 1 (for . From this figure it is gathered that, as γ 1 increases (equivalently, as the probability that the observations contain the state decreases), the filtering error variances are greater and, hence, the performance of the filters is worse. Also, agreeing with the comments on the previous figure, we conclude again that the quadratic filtering estimators are better than the linear ones. A similar study about the filtering error variances versus γ 2 (for constant values of γ 1 ) leads to analogous comments, so it is omitted for brevity. Table 1 . From this table it is deduced that the estimators are more accurate as the values of m are lower, i.e., a greater distance between the instants at which the variables are correlated (which means that the state can be missing in more consecutive observations) yields worse estimators. Moreover, this table corroborates that the quadratic estimators perform quite better than the linear estimators. 
Conclusions
The least-squares quadratic filtering and fixed-point smoothing problems, for linear discrete-time stochastic systems with missing measurements coming from multiple sensors have been addressed by using centralized fusion method. At each sensor, the phenomenon of missing measurements is modelled by Bernoulli variables whose values -one or zero-indicate whether the state is present or missing in the corresponding measurement; such variables are assumed to be correlated at instants that differ m sampling times. Real applications with these features are, for example, signal transmission models in which any failure in the transmission is detected and the old sensor is replaced after m instants of time, thus avoiding the possibility of missing signal in m + 1 consecutive observations.
The quadratic estimation problem considered in the current paper provides a generalization of the result established in [4] and it is useful in several problems of signal processing, such as signal prediction, detection and control, as well as image restoration problems. The theoretical results are illustrated by a numerical simulation example, in which a scalar state process is generated by a first-order autoregressive model with missing measurements coming from two sensors. Linear and quadratic error variances are shown for different uncertainty probabilities and values of m. On the one hand, these results confirm that the quadratic estimators are more accurate than the linear ones and, on the other hand, that the fixed-point smoothing estimators are more effective than the filtering ones. The example also shows that, as the uncertainty probability decreases, the performance of the filters is better and finally that, as the values of m are lower, the estimators are more accurate since the state can be missing in less consecutive observations. 
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