The domain-coloring algorithm allows us to visualize complexvalued functions on the plane in a single image-an alternative to before-andafter mapping diagrams. It helps us see when a function is analytic and aids in understanding contour integrals. The culmination of this article is a visual discovery and subsequent proof of the argument principle, which relates the count of poles and zeros of a meromorphic function inside a contour to the accumulated change in argument of the function around the contour. Throughout, I offer connections to standard learning goals of courses in complex variables.
tied to what students have seen in functions of one and two variables: a diagram that shows the output values assigned to inputs in a domain.
First among the assets of the domain-coloring approach is the way it allows us to understand the meaning of the complex derivative-an adaptation of Needham's amplitwist concept [8] , but without the bag- Throughout, I focus on aspects directly connected to visualization and therefore skip over certain technical material, some of it easy and some more sophisticated. For instance, I assume without proof that a meromorphic function has a certain series expansion in a neighborhood of a pole. The standard reasons why we can deform contours of analytic functions are not aided by domain coloring, so I just deform them without comment. Similarly, I tacitly break up a contour into smaller pieces and add the results. This leaves some work for the reader in adapting these materials for a course. Still, I have tried to include relevant information, even reviewing the definition of the complex derivative. A student reader should be able to follow the ideas here, with reference to some of the standard texts. [1, 2, 7] Domain Coloring and the Argument Principle 3
THE DOMAIN-COLORING ALGORITHM
The concept of domain-coloring algorithm can certainly be learned elsewhere [4, 5, 6 ], but we explain the concept to make this article selfcontained. This technique for visualizing a function f (z) of one complex variable involves two steps:
1. Assign a unique color to every point in the complex plane. For this paper, I do this by first following an artist's color wheel to assign pure hues around the unit circle, with red at the point 1, and then fading to black at the origin, white at infinity.
2. Color the domain of f by painting the location z in the plane with the color of the value of the function f (z).
The first step might be called "specifying a color wheel" and the choices made in this step affect the execution of the second step dramatically [6] . Note that the coloring described here differs from others used in the literature in placing the color black instead of white at the center. Figure 1 shows our color wheel. I believe that having distinct hue sectors and those rings to mark discrete levels of fading from black to white are more helpful than a gradual fade; they give us something to track visually when we execute the second step. This coloring lives on the domain where the absolute value of z is less than 2, which we call Ω 2 , and this means that complex numbers outside the domain will be lumped together and colored white.
Neither step of the domain-coloring algorithm can be accomplished perfectly, so domain coloring inherently involves approximation. In Figure 1, there are many pixels painted with a pure red color, so the assignment is not one-to-one. And when we apply step two, we can only paint a discrete set of pixels in the domain of f , limited by whatever image resolution we choose. Despite these imperfections, domain coloring earns its keep as a visualization technique, as I will explain. Before we go on, however, I should admit an obvious disadvantage of this technique: Not everyone sees color the same way. The most common variation is for people to see the colors at the points labeled R for red and G for green as being similar. Indeed, readers of the hard copy of this journal are probably seeing the images in grayscale and so need guidance. In some diagrams, I will include the letters, but they become cumbersome as the diagrams become more complicated, so I will explain how the shapes are intended as a guide. For now, suffice it to say that the three labeled primary colors-red, green, and blue-are favored for their role in RGB color projection on the screens at which we have become accustomed to stare.
The biological explanation for variations in color vision is far from simple, but indeed the physical frequencies of light that people refer to as "red" and "green" are closer together than are "green" and "blue."
It seems to be an accident of human biology that many of us see those three colors as equally different from one another. My pet theory is that humans gained by being able to distinguish green leaves from red fruit, even though the colors are relatively close on the physical spectrum.
So the letters in Figure 1 Having established a color wheel, we already have our first domain coloring: Figure 1 is already the domain coloring of the function f (z) = z on Ω 2 , which, we recall, is our name for the domain where the absolute value of z is less than 2. One down. Figure 2 shows another easy example. This is the complex squaring function, and understanding is enhanced by the polar formulas
The domain coloring shows what happens when we square the radius and double the angle. Numbers inside the unit circle are painted with darker colors than in Figure 1 because the square of a number with radius less than 1 is smaller than the original radius. Similarly, numbers outside the unit circle haves squares that are more distant from the origin, making the colors in the domain-coloring diagram lighter. Whereas, in our original color wheel, only numbers outside the circle of radius 2
were colored white, now the whole outside of the circle of radius √ 2 is colored white. This function has the prototypical double zero, and the colors indeed "go around twice" as we travel around the unit circle in the domain.
The narrow wedge of yellow about the point i is helpful here for visual tracking: We see it twice as we travel the unit circle.
Even if we decide to travel an exceptionally large circle around the origin, one so large that the imperfections of our particular effort to color the complex plane leads us to see only washed-out whiteness, it is plausible that our circuit travels twice around the color wheel, however light the hues may be.
On the right in Figure 2 is a domain coloring of a sixth degree polynomial, In any case, the domain coloring of a linear function f will look like a scaled and rotated color wheel, with the same scaling in all directions.
This same scaling in all directions means that the function is conformal, a term whose definition is closely tied to the mapping concept: A conformal mapping is one that preserves angles but not necessarily distances. Evidence of this conformality can be seen in Figure 2 , where the intersections of curves bounding different hues and curves bounding different brightnesses are always perpendicular. (As a technical aside, some people have told me that they think of the domain coloring of f as representing a mapping diagram of the inverse function of f , though that is sometimes multiple-valued and not an actual function. This inverse-function view tells us that the sector boundaries meeting the radial borders at right angles in a domain coloring is a sign of conformality.
We will not emphasize this point.)
Let's review the definition that connects differentiability to linear approximations. The derivative of the function f (z) at the point z = a is defined by
provided the limit exists. We should explicitly mention that the existence of this limit requires the value to be the same when z approaches a from any direction whatever. If f (a) = c, then the numerator
is approximately the function c(z − a) (linear in the quantity (z − a)) when z is close to a.
To investigate this visually, we localize the function f to the point a as f (z) − f (a) and compute a domain coloring: the image should look like a linear map, which is to say, a scaled and rotated color wheel.
Let's try this for the squaring function, using two points for localization, 1 and i. Since we probably already know that z 2 = 2z, it is fruitful to compare the appearance of the localized functions at the two given points with the domain colorings of functions 2(z −1) and 2i(z −i).
They indeed match what we see in Figure 3 , as long as we look close to the points in question. Of course, this does not prove anything, but it shows how domain coloring supports understanding of the meaning of the derivative.
Since (−1) 2 is the same as 1 2 , the left half of the left-hand side of For a contrasting example, consider
whose domain coloring is shown in Figure 4 . (The factor of 3/2 was chosen to improve the visual appearance of the diagram.)
I leave it to you to prove that the complex derivative of this function exists only at the point z = 0 and that f (0) = 3/2. Indeed, the definition of f suggests that it is approximately equal to 3z/2 when z is small. Why does the function look so similar near z = i, the other zero of this function? We notice that the colors go around backward near that point, and so compute the derivative of f , not with respect to z but with respect toz at that point:
Our function is not analytic at that point, but anti-analytic! At other points, we can notice the nonconformal nature of this function in the various non-perpendicular intersections. An example like this one can go far to show students the meaning of differentiability with respect to z.
ANALYTIC FUNCTIONS
After the definition of the complex derivative is digested, the next important message of the teacher of complex variables is the surprising strength of the hypothesis that a function is analytic, by which we mean that the function is differentiable not just at a point, but in some neighborhood. Higher derivatives of any order follow from the existence of a single one, as long as that derivative exists in a neighborhood. It's a long story, which I have found few ways to illustrate with domain coloring, but one highlight is that a function f (z) that is analytic in a punctured disk 0 < |z − z 0 | < R can be expressed as the sum of a Laurent series
where the series converges in some punctured disk of radius possibly smaller than R.
We identify three cases of interest: If a n = 0 for all n < 0, then f is analytic in a disk. If there is some positive integer M so that a −M = 0 but a n = 0 for n < −M , we say that f has a pole of order M at z 0 .
These first two cases are considered the nice ones. If there are nonzero coefficients with arbitrarily large negative indices, then f is said to have an essential singularity at z 0 .
The function
2 ) e iy/(x 2 +y 2 )
illustrates the prototypical essential singularity at the origin. It's domain coloring appears in Figure 5. (Again, the factor of 1/2 was included just to bring the colors more into the range where we can see them.) With a little imagination, one can see evidence for the Picard Theorem, which says that f must assume every value but one (0 in this case) in every neighborhood of the origin! The examples that occupy the remainder of the paper are far nicer than this one. These will be meromorphic functions, whose only singularities in their domain of definition are poles (of finite order). In domain colorings of these functions, we will find evidence for the argument principle.
THE ARGUMENT PRINCIPLE
We build on something we noticed back in 
The domain coloring of this function will show the colors progressing, as we look counterclockwise, from red to blue to green. The yellow We pause to explain the 3-fold symmetry of this function, which is caused by all powers of z being multiples of 3. It's an easy computation to check that
Along with the fact that multiplication by ω 3 turns the plane by 120
• , this equation shows why the domain coloring has 3-fold symmetry. I thought the symmetry was appealing, but it makes a big difference when we depict the function on the Riemann sphere in the last section of this article.
To build to a more complicated form of the argument principle, traverse the simple closed curves in Figure 7 .
When we trace counterclockwise around the one on the left, starting in the middle of the figure near the letter R, we count RGB before arriving at the dark (unlabeled) red, then pass through GB before returning to our starting point. That's twice around and there are two zeros inside.
This is just what we counted for the squaring function: twice around for a doubly-counted zero at the origin. The change in argument seems to be the same whether the zeros are distinct or combined into a double zero. The total change in argument around a simple closed curve, measured in multiples of 2π, must equal the number of zeros inside minus the number of poles inside (counting multiplicities).
Let's view one more example, more for beauty than for discovery.
The function shown in Figure 8 is
Based on our discussion of 3-fold symmetry, the reader should have no trouble seeing why this one has 5-fold rotational symmetry about the origin. It also has a different, more interesting symmetry:
This function is invariant under complex inversion, which gives a nice rhythm to its domain coloring. Spend a moment looking for features in the figure to confirm that complex inversion "inverts the radius and negates the angle," as in (2). 
PROVING THE ARGUMENT PRINCIPLE WITH CON-TOUR INTEGRALS
The argument principle is easy to prove, once we have access to facts about contour integrals. The two ingredients are 1) our ability to break up contour integrals into pieces, so that one feature is enclosed at a time, and add the results and 2) the value of a fundamental integral. Keeping with our intention to give visual support to plausibility arguments, we work at an intuitive level. To make this rigorous, we also need to know that functions have certain series expansions, as I will explain.
I assume that the reader is comfortable thinking of contour integrals as limits of approximating sums:
where the points z 0 , z 1 , . . . z n = z 0 divide the simple closed curve C into pieces that are close to being line segments. This interpretation makes it easy to understand why |z|=1 Frank A. Farris
Just think of the terms z k − z k−1 as being so many vectors that, when their tails are placed at the origin, will all add up to 0.
For those uncomfortable with the intuitive approach, we offer the standard technique of parametrization: Parametrize the contour |z| = 1 by z(t) = e it , so that dz = ie it dt, and compute
Perhaps the most important contour integral for students of complex analysis to understand and remember is
This computational method is easy to apply (try it!), but the visual approach has a lot to offer. Figure 9 helps us see why the value turns out the it way it does. I've drawn only three arrows to represent typical segments z k − z k−1 .
Start with the left-most of these, the downward-pointing arrow at z = With these facts in mind, we are ready to prove the argument principle.
We assume familiarity with the function Log(z), the principal branch of the logarithm function, which can be defined by Log(z) = Log re iθ = ln(r) + iθ where − π < θ ≤ π.
The imaginary part of Log(z) conveniently counts up changes in argument. What we have described in visually counting the change of argument around a contour can be captured technically by the total change in Log(f (z)). A quick check shows that the contour integral
is exactly what we need to count the number of times the argument of f (z) cycles (forward) around the colors as we travel C counterclockwise.
Now suppose that C is a simple counterclockwise closed curve that misses all poles and zeros of a meromorphic function f . We split C up into contours so that each one surrounds only one pole or one zero, labeling the contours that surround zeros as Z 1 , Z 2 , . . . and those that surround poles as P 1 , P 2 , . . . .
If f has a zero of order m k at the point z k and Z k is the contour that encloses it, we write
where g k (z) is an analytic function that does not vanish at z k . Compute
where the last step uses our fundamental computation for the function 1/z and the fact that g /g is analytic.
The calculations for poles are similar: If f has a pole of order m k at the point z k surrounded by contour P k , then
for non-vanishing, analytic g, and
Combining the steps, we see why The striking difference between domain colorings of analytic and notanalytic functions will surely create more lasting memories than the most concise exposition of the Cauchy-Riemann equations. And it's hard to argue with the argument principle, when it is so easily observed in domain-coloring diagrams.
