Introduction 1
Spatial predictions of soil properties are needed for various purposes including agriculture and 2 engineering as well as scientific disciplines such as soil science, ecology and hydrology (Goovaerts, 3 1997 ). For example, maps of clay content can be used to ascertain land-use potential, whilst maps of 4 soil pH can indicate lime requirement to counteract soil acidity, or potential nutrient availability. 5
However, the costs associated with soil sampling and laboratory analysis are substantial, and spatial 6 prediction requires considerable sample effort given the observation by Webster and Oliver (1992) that 7 approximately 100 sample points are required to estimate a spatial statistical model. One way to 8 improve soil sampling efficiency is to combine direct measurement of soil properties with collection of 9 cheaper-to-measure ancillary data. Ancillary data can be used to improve precision with which 10 properties are predicted from relatively few direct observations. Hence the growing interest in proximal 11 geophysical sensing methods (Robinson et al., 2008) which have been applied to a range of problems 12 including, soil salinity assessment (Lesch et al., 2005) , prediction of depth to clay (Jung et al., 2006) , 13 soil moisture determination (Robinson et al., 2012) , determination of soil cation exchange capacity 14 (Triantafilis et al., 2009a) and deep drainage estimation (Woodforth et al., 2012) . 15 In this paper we consider two possible approaches. The first is to use ancillary data to form a set 16 of land classes by a numerical clustering algorithm. The mean value of the soil property in each class, 17 estimated from samples within each class, can then be used for prediction. This approach could be 18 useful because it makes no assumptions about the nature of the relationship between the soil property 19 that operate at a low frequency (9 kHz). The transmitter is located at one end with the distance to the 1 centre of the HCP receiver being 1 m. The depth of EC a measurement is approximately 0-1.5 m 2 (1mHcon). The distance from the transmitter to the PRP receiver is 1.1 m which enables depth of EC a 3 of 0-0.5 (1mPcon) (DUALEM-421S Manual, 2008). The DUALEM-1S was connected to an Archer 4 field computer (Juniper Systems Inc. Logan, UT, USA) and Bluetooth Sirf-III Royaltek BT-GPS 5 receiver (Royal Tek, Kuei Shan, Tao Yuan, Taiwan). Measurements were integrated using the HGIS 6 software package (Starpal inc., 2531 wapiti road, Fort Collins, CO 80525, USA). 7
The DUALEM-1S surveys were conducted across the two fields after harvest on Sept 2-3, Oct 8 14 and Nov 9-10, 2011. The instrument was held 0.2 m above the ground, with the instrument aligned 9 in parallel with the direction of travel. Measurements were made by traversing the fields across the 10 prevailing slope and following a predetermined route. In the arable field the transect spacing of ~15m 11 and ~12 m in the pasture field. DUALEM-1S transects are shown in Figure 2b . EC a outliers associated 12 with the remnants of a buried metallic pipe running north-south in the western field were removed. 13 14
Soil sampling and laboratory analysis 15
The soil of both fields was sampled on a square grid with an interval of 25 m (see Figure 2c) . 16 There were 68 sample sites in the pasture and 137 in the arable field. Soil sampling was conducted on 17 Nov 9 2011 (pasture) and Sept 03 2011 (arable field). Soil samples were collected for the depth interval 18 0-0.15 m with a gouge auger. Each of the 205 samples was stored in an individual water-tight plastic 1 bag, taken back to the laboratory, weighed and then stored in a cool room. 2
The samples were dried, homogenized and sieved to 2mm. The particle size distribution was 3 determined from a subsample by first determining the various particle size fractions using a laser 4 diffractometer. The results were reported in terms of percent sand, silt and clay as defined by the Soil 5
Survey of England and Wales (Hodgson, 1976) . Soil pH was measured using a 1 part soil to 2.5 parts 6 water dilution. We report results for clay content and pH in terms of differences among the classes 7 obtained from the FKM analysis, to aid pedological interpretation and consider these soil properties for 8 evaluating the use of the proximal soil sensor data for prediction of soil mapping units and LMM. 9 10
Fuzzy k-means (FKM) analysis 11
There are an increasing number of papers where ancillary data such as EM measurements of 12 apparent electrical conductivity are analysed to form classes with a numerical clustering algorithm. FKM method. It is described in detail by McBratney et al. (1992) . 17
In brief, the similarity between an individual i and a cluster c is measured to determine how 1 much they are alike in multi-variate space (Bezdek, 1981) . The best outcome minimizes the objective 2 
Linear mixed model (LMM) 1
When soil data were collected according to a systematic sampling scheme, it would not be 2 appropriate to fit a linear model by ordinary least squares, since the residuals cannot be treated as 3 independent random variables. Rather we propose a linear mixed model for the data of the form 4
where y is a n×1 vector of values of the target soil variable, X is a n×p design matrix, β is a p×1 vector 6 of fixed effects coefficients, η is a n×1 vector the elements of which are a realization of a spatially 7 correlated random variable and ε, is a n×1 vector the elements of which are a realization of an 8 independent and identically distributed random variable. The elements of the design matrix are the 9 predictor variables and the fixed effects coefficients correspond to these. For example, if the predictors 10 are p classes then element {i,j} of X is 1 if the I th observation corresponds to the jth class and zero 11 otherwise. There is therefore exactly one element equal to 1 in each row of the design matrix. In this 12 case the elements of β are the estimated mean values of the target soil variable in the respective classes. 13
The correlated random variable η is assumed to be normal and has mean zero and variance 14 parameters which are familiar from the geostatistical literature. These are an overall variance, σ and p-1 regression coefficients. We fitted models of the form in Equation (7) for target soil variables 1 and with the fixed effects either the class of maximum membership for the FKM clustering of the 2 ancillary variables with k = 2-10 or a subset of the ancillary variables in a regression type model. The 3 fitting was done using the LME procedure from the NLME library for the R platform (Pinheiro et Wald statistic. These methods are described by Lark et al. (2006) . After model fitting summary 10 statistics and histograms of the residuals were examined to check that these appeared consistent with an 11 assumption of normality. 12
The subset of ancillary variables for the model with continuous fixed effects was selected by 13 first fitting a full model with all of the γ-ray (K, U, Th and TC) and DUALEM (1mHcon and 1mPcon) 14 data as predictors. This was then compared to a series of reduced models by dropping each predictor in 15 turn, and the full and reduced models were compared by computing their log-likelihood ratio and 16 testing this against chi-squared with one degree of freedom (Verbeke and Mohlenbergs, 2000). Any 17 predictor where the reduced model formed by dropping it was not significantly worse than the full 18 model was rejected. This procedure was repeated until no further predictors were rejected. This 19 procedure requires maximum likelihood rather than REML estimation since residual likelihoods cannot 1 be compared between models with different fixed effects. Once a predictor set was selected the model 2 was then re-estimated by REML. 3 4
Computation of the prediction error variance for class means 5
The objective of this paper is to compare two approaches to the prediction of soil properties 6 from the ancilliary variables, given that a relatively small set of direct measurements of the soil 7 property is available. To do this we compute the expected value of the mean squared prediction error 8 for the alternative methods: 9
where y denotes the value of the target variable at some unsampled location and y* denotes the 11 predicted value. 12
When the predictor is the mean of a class (here obtained by cluster analysis of the ancillary 13 data) then the mean-squared prediction error in class i is 14 of k and N is the total number of observations then the expected value of the mean squared prediction 1 error for classes is: 2
(10) 3
In general, as k increases we expect the classes to become internally more uniform with respect 4 to soil properties, so σ 2 w should decrease. However, it is apparent that the term in brackets on the right-5 hand side of Equation (10) will increase with increasing k, and that this increase will be greater the 6 smaller is N. In summary, σ 2 p,C will only decrease with increasing k if the reduction in the within-class 7
variance is large enough to compensate for the fact that the fixed total sample size is spread more thinly 8 over more classes which contributes to the uncertainty with which the class means are estimated. 9
In this study we computed σ 
Computation of the prediction error variance for regression models 1
For the case of prediction direct from a selected subset of proximally sensed variables by a 2 multiple regression-type predictor the mean-squared prediction error for a particular prediction at an 3 unsampled site is: 4
where X is the design matrix for the data set used to predict the model and x is a vector in which the ith 6 element is the difference between the value of the ith predictor for the particular prediction and the 7 overall mean of the ith predictor (Dudewicz and Mishra, 1988). The term σ 2 is the residual variance of 8 the fitted regression. To compute the expected value of σ 2 p,R for some simple random sample of size N 9 we evaluated Equation (12) The largest contiguous area is demarcated by 4A which is defined by small radioelement values (e.g. K 21 = 0.86 %) and EC a (e.g. 1mPcon = 7.69 mS/m). Class 4B defines the eastern margin, whilst 4C is 1 found within 4B as inclusions. In the arable field, 4B defines the northern third, having slightly larger 2 radioelements (e.g. K = 1.90 %) and EC a (e.g. 1mPcon = 14.78 mS/m) and matches the area ascribed 3 by the So series. At the southern end, the western half is defined by 4C which was mapped as the wM 4 series. Of all the classes, 4D has the largest radioelement (e.g. K = 2.36 %) and EC a (e.g. 1mPcon = 5 42.11 mS/m). Moreover the areal extent of 4D coincides with the location of the Wf series. 6
Figure 5b) shows the spatial distribution for k = 5. The only real difference is that 4A broadly 7 corresponds to 5A and another class (i.e. 5E), and 5B defines the northern end of the arable field. 8 In doing so they inferred that the distinct linear variation in the area denoted by 7D is due to outcrops 12 of siltstone beds of the Gunthorpe Member. It is also worth noting that class 5B similarly corresponds 13 to 7B and 7G. The former represents the So series, whilst the latter represents the previously 14 unrecognized Cu series (see Figure 5c ). When k = 8 classes are considered 7E corresponds to 8E and 15 8H, otherwise the remaining classes are equivalent (Figure not shown) . because, while the classes may become increasingly internally uniform, the total sample effort is now 6 divided over too many classes to provide adequate estimates of class means. 7
This approach to the selection of the number of classes to use is novel. It differs from 8 previously-used approaches which focus purely on the internal uniformity of the classes because it 9 considers the pragmatic question of the precision of predictions based on the classification. In 10 particular note that the value of the criterion depends on the total sample size that we assume we have 11 available for calibration. The strength of evidence for a minimum value of the σ 2 p,C at some value of k 12 is also sensitive to the size of the calibration sample. 13 Figure 6b ) shows the equivalent plot but for pH. Here σ 
REML analysis of FKM classes 1
Here we interpret the mean values of soil properties for classes obtained by FKM analysis of the 2 sensor data with k = 7 because their spatial distribution most closely reflects the soil map (Palmer, 3 2007). Figure 7 shows the mean values of the soil properties and their standard error for each of the 4 classes obtained from the LMM estimated by REML. In all cases the Wald statistic allows us to reject 5 the null hypothesis of no difference among the class means. 6
The particle size fraction appears most revealing about the partitioning of the k = 7 classes. 7
Figures 7a) shows that 7A has the smallest clay (22.3 %). Conversely, class 7D had the largest clay 8 (45.7 %) followed closely by 7F. The four remaining classes (i.e. 7B, 7C, 7E and 7G) have similar mean 9 clay (28.5-34.3 %). Figure 7b) shows that soil pH is largest for 7D (7.1) and the closely related 7F (6.9). 10
It is worth noting that 7B (5.6) and 7G (6.9) have markedly different pH. This is interesting, given the 11 FKM analysis of the proximally sensed data did not differentiate these classes until k = 7. Similarly, and 12 whilst 7A (6.1) and 7E (6.2) are distinguishable early on in the classification (i.e. k = 4) soil pH is not 13 different between these classes. Worthy of note is that 7B is different from 7D and 7C despite all these 14 classes being associated with the Mercia mudstone, but it is similar to 7A and 7E which are not. 15 
16

Comparison of FKM clustering and regression for predicting soil properties 17
In order to determine whether classifying the γ-ray spectrometer and EM data using FKM 18 provides better prediction of soil properties than developing regression models we compared the σ Table 2 . In terms of mapping clay, 2 the best combination of ancillary data is 1mHcon, 1mPcon and K. However, 1mHcon, 1mPcon and U 3 were selected for mapping pH. 4
The calculated σ 2 p,R are shown in Figure 6 and for sample sizes of 20, 40 and 80. The first thing 5 to note is that as sample size increases, σ 2 p,R drops accordingly. This is consistent with the effect of 6 sampling with regard to the FKM classes (i.e. σ 2 p,C ). In order to compare the σ 2 p,C using FKM class 7 means and σ 2 p,R using regression models, mean square prediction errors are evaluated for the same 8 sample size (e.g. 80). In terms of predicting clay content, the regression models generated better 9 predictions than can be achieved using class means by FKM clustering. However, when predicting pH, 10 FKM clustering performs better than the linear regression model when k = 6 -9. 11 12
Conclusions 13
A catenary sequence characterised by a broad range of textural variation and associated with 14 Trent alluvium, Trent River terraces, and Triassic Mercia mudstone, was partitioned into k = 2-10 15 classes, using fuzzy k-means (FKM) analysis of four radioelement windows (K, U, Th and TC) 16 acquired from a γ-ray spectrometer and two proximally sensed EC a data (1mPcon and 1mHcon). The 17 use of the FKM algorithm, along with various indices (e.g. FPI and -dJ(M,C)/dφ), suggested that 18 partitioning the data into k = 3, 7 or 8 classes and using a φ of 2.0 was most suitable, with the results 19 broadly reflecting a soil series map developed by an experienced soil surveyor using traditional 1 morphological site descriptions and a pre-existing soil classification scheme (Palmer, 2007) . 2
To test this we determined the mean prediction error variance (σ 2 p,C ) of the class mean as a 3 predictor for a soil physical (e.g. clay content) and chemical (i.e. pH) property. Using this independent 4 approach the results indicated that k = 7 and 8 were statistically different and accounted for most of the 5 soil variation. Prediction of soil properties by FKM analysis and regression models was also compared. 6 The results of this analysis indicated that for a sample size of 80, the regression models were able to 7 predict clay content, better than FKM clustering. However, when predicting pH, FKM clustering 8 performs better than the linear regression model when k = 6 -9. It is concluded that both the FKM and 9 LMM methods have merit. In the case of the clustering, the approach is able to account for soil 10 properties which have non-linearity with the ancillary data (i.e. pH), whereas the LMM approach is 11 best when there is a strong linear relationship (e.g. clay). 12
In order to test this further, for example if we wanted to make predictions of soil properties 13 across the Trent valley where conditions are homologous with our study site, we would be unable to 14 sample with enough intensity to use kriging. However, we could collect proximally sensed γ-ray 15 spectrometer and DUALEM-1 data, plus a set of calibration data. Then using the theory for computing 16 the σ Table 1 Euclidean centroid values of proximally sensed ancillary data clustered using FKM and for classes k = 4, 5 and 7. 
