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Abstract
In the present paper we introduce a generalization of positive linear operators and obtain its Korovkin type approximation
properties. The rates of convergence of this generalization is also obtained by means of modulus of continuity and Lipschitz type
maximal functions. The second purpose of this paper is to obtain weighted approximation properties for the generalization of
positive linear operators defined in this paper. Also we obtain a differential equation so that the second moment of our operators is
a particular solution of it. Lastly, some Voronovskaja type asymptotic formulas are obtained for Meyer-König and Zeller type and
Bleimann, Butzer and Hahn type operators.
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1. Introduction
Approximation theory has been used in the theory of approximation of continuous functions by means of sequences
of positive linear operators and still there remains a very active area of research.
There are many approximating operators that their Korovkin type approximation properties and rates of conver-
gence are investigated.
Achieving a fast rate of convergence is important in approximation by positive linear operators. Therefore,
in the present paper, we define a generalization of positive linear operators including many well-known operators
and investigate its Korovkin type approximation properties.
We also compute rate of convergence of these new operators by means of the modulus of continuity and Lipschitz
type maximal function, respectively.
The second purpose of this paper is to obtain weighted approximation properties of this new operators on [0,∞).
In order to obtain these results we will use the weighted Korovkin type theorem proved by Gadjiev in [12].
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[2,4,8,10,11]). The explicit forms of the monomials enable us to find central moments of positive linear operators
explicitly. Notice that, in probability and approximation theory, many useful results related to moments can be found
in [6].
As an application to the differential equations, in the present paper, we obtain a differential equation so that the
second moment of our operators is a particular solution of it.
If we obtain central moments of a positive linear operators explicitly, then we can find an order of approximation
for these operators using the method of Voronovskaja (cf. [18, p. 22]).
In the light of these explanations, Voronovskaja type asymptotic formulas are obtained for some operators generated
by our operators with the help of the monomials ( t1−t )
r and ( t1+t )
r
.
2. Construction of the operators
We introduce a sequence of linear positive operators
Ln(f ;x) = 1
ϕn(x)
∞∑
ν=0
f
(
ν
an,ν
)
ϕ(ν)n (0)
xν
ν! (2.1)
where an,ν = ϕ
(ν)
n (0)
ϕ
(ν−1)
n (0)
, limν→∞ an,νν = μ, 0 x < 1μ and f ∈ C[0, 1μ).
Here ϕn(x) ∈ C∞ satisfies the following conditions:
(i) every element of the sequence {ϕn} is analytic on a domain D containing the disk B = {z ∈ C: |z| < 1μ },
(ii) ϕ(ν)n (0) = dνdxν ϕn(x)|x=0 > 0 for ν = 1,2, . . . ,
(iii) ϕn(x) > 0 for each x ∈ [0, 1μ),
(iv) there exists a sequence of {cn} such that | ν+1an,ν+1 − νan,ν | cn and limn→∞ cn = 0.
Remarks. By choosing ϕn(x) = (1 − x)−n−1 then we have an,ν = ν + n, μ = 1 and cn = 1n thus the operators (2.1)
turn out to be the slight modification of the Meyer-König and Zeller (MKZ) operators defined by Cheney and
Sharma [9] as follows:
Mn(f ;x) =
∞∑
ν=0
f
(
ν
ν + n
)
mn,ν(x), 0 x < 1, (2.2)
for
mn,ν =
(
n + ν
ν
)
xν(1 − x)n+1.
These operators are also called as Bernstein power series in the literature.
Choosing ϕn(x) = (1 + x)n, then we have an,ν = n − ν + 1, then our operators turn out to be Bleimann, Butzer
and Hahn (BBH) operators [8] as follows:
Bn(f ;x) = (1 + x)−n
n∑
ν=0
f
(
ν
n − ν + 1
)(
n
ν
)
xν. (2.3)
Choosing ϕn(x) = enx , then we have an,ν = n, μ = 0 and cn = 1n , then our operators turn out to be Szász operators(see [20]) defined as
Sn(f ;x) = e−nx
∞∑
ν=0
f
(
ν
n
)
(nx)ν
ν! . (2.4)
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The study of the Korovkin type approximation theory is a well-established area of research, which deals with the
problem of approximating a function with the help of sequence of positive linear operators (see [5] for details).
Usual Korovkin theorem is devoted to approximation by positive linear operators on finite intervals.
In this section, we obtain Korovkin type approximation properties of the operators in (2.1) for μ > 0 with the help
of Korovkin theorem.
To obtain main result of this part we require some lemmas. In the present paper, er is defined as monomials
er(x) :x → xr .
Lemma 3.1. For all n ∈ N, x ∈ [0, a] (0 < a < 1
μ
), we have
Ln(e0, x) = 1. (3.1)
Proof. Since
1
ϕn(x)
∞∑
ν=0
ϕ(ν)n (0)
xν
ν! = 1,
we get (3.1) immediately. 
Lemma 3.2. For all n ∈ N, x ∈ [0, a] (0 < a < 1
μ
), we have
Ln(e1, x) = x. (3.2)
Proof. It is obvious that
Ln(e1, x) = 1
ϕn(x)
∞∑
ν=1
ν
an,ν
ϕ(ν)n (0)
xν
ν! . (3.3)
Using the assumption an,ν = ϕ
(ν)
n (0)
ϕ
(ν−1)
n (0)
in (3.3), we get (3.2) immediately. 
Lemma 3.3. For all n ∈ N, x ∈ [0, a] (0 < a < 1
μ
), we have∣∣Ln(e2, x) − x2∣∣ cnx. (3.4)
Proof. A few calculations reveal that
Ln(e2;x) = 1
ϕn(x)
∞∑
ν=1
ν2
a2ν,n
ϕ(ν)n (0)
xν
ν!
= x
ϕn(x)
∞∑
ν=1
ν
aν,n
ϕ(ν−1)n (0)
xν−1
(ν − 1)!
= x
ϕn(x)
∞∑
ν=0
ν + 1
aν+1,n
ϕ(ν)n (0)
xν
ν!
= x
ϕn(x)
∞∑
ν=0
[
ν + 1
aν+1,n
− ν
aν,n
]
ϕ(ν)n (0)
xν
ν! +
x
ϕn(x)
∞∑
ν=0
ν
aν,n
ϕ(ν)n (0)
xν
ν! .
By using the condition (iv), we have (3.4). 
We are now ready to give the following first result for the operators Ln introduced by (2.1).
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to the function f ∈ C[0, a] in [0, a].
Proof. By using Lemmas 3.1–3.3, the proof follows from Korovkin’s theorem. 
4. Rates of convergence
In this part, we will use the notation ‖f ‖ instead of ‖f ‖C[0,a] for abbreviation.
Let f ∈ C[0, a], the modulus of continuity of f, denoted by ω(f, δ), is defined as
ω(f, δ) := sup
x,t∈[0,a], |t−x|δ
∣∣f (t) − f (x)∣∣. (4.1)
Theorem 4.1. Let f ∈ C[0, a]. If Ln is defined by (2.1), then we have∥∥Ln(f ; .) − f ∥∥ (1 + √a )ω(f,√cn ) (4.2)
where ω(f,√cn ) is modulus of continuity defined in (4.1) and the sequence cn is as in (iv).
Proof. In this proof, we will use the Popoviciu’s technique (see, for instance, Theorem 1.6.1 of [18, p. 20]).
It is well known that one can write
∣∣f (t) − f (x)∣∣ ω(f, δ)( |t − x|
δ
+ 1
)
(4.3)
for any δ > 0.
By linearity and positivity of the operators Ln(f ;x) we get, for all n ∈ N and x ∈ [0, a], that∣∣Ln(f ;x) − f (x)∣∣ Ln(∣∣f (t) − f (x)∣∣;x). (4.4)
By using (4.3) in inequality (4.4) we have
∣∣Ln(f ;x) − f (x)∣∣ ω(f, δ)
(
Ln(|t − x|;x)
δ
+ 1
)
. (4.5)
Now applying the Cauchy–Schwarz inequality and using (3.2) and (3.4), it follows from (4.5) that
∣∣Ln(f ;x) − f (x)∣∣ ω(f, δ)
(
(Ln((t − x)2;x)) 12
δ
+ 1
)
 ω(f, δ)
(√
cnx
δ
+ 1
)
. (4.6)
If we choose δ := √cn in (4.6) and take maximum over x ∈ [0, a], we obtain (4.2). 
The Lipschitz type maximal functions of order α introduced by Lenze [17] as follows
ω˜α(f, x) := sup
t =x; t∈[0,a]
|f (t) − f (x)|
|t − x|α , x ∈ [0, a], α ∈ (0,1].
Notice that the boundedness of ω˜α(f, x) is equivalent to f ∈ LipM(α).
Now let us compute the rate of convergence for the difference |Ln(f ;x) − f (x)| with the help of Lipschitz type
maximal functions.
Theorem 4.2. If Ln is defined by (2.1), then we have∣∣Ln(f ;x) − f (x)∣∣ (cnx) α2 ω˜α(f, x).
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one can write∣∣∣∣f (x) − f
(
ν
an,ν
)∣∣∣∣ ω˜α(f, x)
∣∣∣∣x − νan,ν
∣∣∣∣
α
.
Thus we obtain
∣∣Ln(f ;x) − f (x)∣∣=
∣∣∣∣∣ 1ϕn(x)
∞∑
ν=0
(
f (x) − f
(
ν
an,ν
))
ϕ(ν)n (0)
xν
ν!
∣∣∣∣∣
 ω˜α(f, x)
ϕn(x)
∞∑
ν=0
∣∣∣∣x − νan,ν
∣∣∣∣
α
ϕ(ν)n (0)
xν
ν! . (4.7)
By using the Hölder’s inequality in (4.7) for p = 2
α
and q = 22−α , we have
∣∣Ln(f ;x) − f (x)∣∣ ω˜α(f, x)
(
1
ϕn(x)
∞∑
ν=0
(
x − ν
an,ν
)2
ϕ(ν)n (0)
xν
ν!
) α
2
(
1
ϕn(x)
∞∑
ν=0
ϕ(ν)n (0)
xν
ν!
) 2−α
2
and the proof follows from Lemmas 3.1–3.3. 
Because of limn→∞ cn = 0, it is obvious that limn→∞ ω(f,√cn ) = 0. So, Theorems 4.1 and 4.2 give us the rates
of convergence of the operators Ln(f ; .) to f. Moreover, the faster cn tends to zero, the faster rates of convergence
tends to zero.
5. Weighted approximation properties
If μ = 0 for the operators defined by (2.1), then our approximation interval will be [0,∞). For instance, μ = 0 is
valid for the Szász operators (2.4).
It is obvious that the following statement
lim
n→∞ supx0
∣∣Ln(f ;x) − f (x)∣∣= 0
is not valid for each function f ∈ C[0,∞).
Since usual Korovkin theorem is devoted to approximation by positive linear operators on finite intervals, we will
use the weighted Korovkin type theorem given by Gadjiev in [12] in order to obtain approximation properties on
infinite intervals.
Firstly, we recall the following spaces and norm for ρ(x) = 1 + x2:
Bρ[0,∞): The space of all functions satisfying the bounded condition: |f (x)|Mf ρ(x).
Cρ[0,∞): The space of all continuous functions in the space Bρ.
C0ρ[0,∞): The subspace of all functions f ∈ Cρ for which limx→∞ f (x)ρ(x) exists finitely.
The space C0ρ[0,∞) is a linear normed space with the following norm:
‖f ‖ρ = sup
x0
|f (x)|
ρ(x)
. (5.1)
In this part, we will use the norm defined by (5.1).
Now we deal with a question of a more general nature, namely:
Let An be a sequence of positive linear operators acting from Cρ[0,∞) to Bρ[0,∞) such that
lim
n→∞
∥∥An(er ; .) − er∥∥ρ = 0, r = 0,1,2, (5.2)
holds. Then, is
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n→∞
∥∥An(f ; .) − f ∥∥ρ = 0
valid for each f ∈ Cρ?
In order to give a satisfactory answer to this question we recall the following theorem given by Gadjiev in [12].
Theorem A. Let An be a sequence of positive linear operators acting from Cρ to Cρ (or Bρ) satisfying the three
conditions in (5.2). Then∥∥An(f ; .) − f ∥∥ρ → 0 as n → ∞
for any function f ∈ C0ρ and there exists a function f ∗ ∈ Cρ \ C0ρ for which
lim
n→∞
∥∥An(f ∗; .)− f ∗∥∥ρ  1
where ρ(x) = 1 + x2.
The main purpose of this part is to obtain weighted approximation properties of Ln defined in (2.1) with the help
of Theorem A.
To obtain our main result in this part we require the following lemma.
Lemma 5.1. A sequence of positive linear operators An acts from Cρ to Bρ if and only if∥∥An(ρ; .)∥∥ρ Mρ (5.3)
where Mρ is a constant depending only on ρ.
Proof. Necessity. Let us assume that An :Cρ → Bρ is satisfied. Thus, if f ∈ Cρ , then we have An(f ) ∈ Bρ.
On the other hand, since∣∣ρ(x)∣∣ cρ(x)
for each constant c 1, then ρ(x) ∈ Cρ. Thus one can write
An(ρ;x) ∈ Bρ.
By definition of the space Bρ, we have
|An(ρ;x)|
ρ(x)
Mρ.
By taking supremum over x  0, we obtain (5.3) immediately.
Sufficiency. If f ∈ Cρ , then we can write
‖f ‖ρ Mf . (5.4)
By monotonicity of An(f ;x), we have∣∣An(f ;x)∣∣An(|f |;x)= An
( |f |
ρ
ρ;x
)
 ‖f ‖ρAn(ρ;x).
Using (5.4), we get
|An(f ;x)|
ρ(x)
Mf
An(ρ;x)
ρ(x)
. (5.5)
If we take supremum over x  0 from two-hand side of (5.5), we obtain∥∥An(f ; .)∥∥ρ Mf ∥∥An(ρ; .)∥∥ρ. (5.6)
Thus, An(f ) ∈ Bρ follows from (5.6). 
We are now ready to obtain the main result for the operators Ln defined by (2.1).
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where ρ(x) = 1 + x2.
Proof. It is enough to prove the conditions of Theorem A.
Firstly let us show that Ln is acting from Cρ to Bρ.
Using (3.1) and (3.3), one can write
∥∥Ln(ρ; .)∥∥ρ  sup
x0
|x2 + cnx|
1 + x2  1 + cn.
Since cn → 0 as n → ∞, there is a positive constant M such that cn < M for each n.
Hence we have∥∥Ln(ρ; .)∥∥ρ  (M + 1).
Thus Ln :Cρ → Bρ follows from sufficiency part of Lemma 5.1.
If we can show that∥∥Ln(er ; .) − er∥∥ρ → 0 for r = 0,1,2 as n → ∞
is satisfied, then the proof is completed by Theorem A.
By using (3.1) and (3.2), we have∥∥Ln(er ; .) − er∥∥ρ = 0 for r = 0,1,
immediately.
Lastly, using (3.4), we get∥∥Ln(e2; .) − e2∥∥ρ  cn
and since cn → 0 as n → ∞, we obtain the desired result. 
6. An application to differential equations
Sometimes, we can only obtain error estimations for the monomials of the operators (see [2,4,8,10,11]). As ex-
amples to this idea we can mention the MKZ and BBH operators. But, in general, finding the explicit formulas for
the monomials of positive linear operators are important. To obtain these explicit expressions we benefit from some
differential equations (see, for instance, [1,3,10,14–16,19,21,22]). Specially explicit form of the monomials is used
to find central moments of operators explicitly. Frequently, we use central moments in order to obtain some useful
properties of the operators.
The aim of this part is to obtain a differential equation so that the second moment of our operators (2.1) is a
particular solution of it.
We assume that there is a function
g(t) = t + (−1)
αt2
1 − t2 (6.1)
such that denominator of g( ν
an,ν
) independent of ν which means that
g
(
ν
an,ν
)
= ν
bn
. (6.2)
For instance, α = 0, bn = n for MKZ operators and α = 1, bn = n + 1 for BBH operators.
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d
dx
ϕn(x) = hn(x)ϕn(x) (6.3)
holds.
For example, we can easily compute that hn(x) = n+11−x for MKZ operators in (2.2) and hn(x) = n1+x for BBH
operators in (2.3).
Lemma 6.1. The operators defined in (2.1) satisfy the following functional differential equation:
x
d
dx
Ln(f ;x) = −xhn(x)Ln(f ;x) + bnLn(fg;x). (6.4)
Proof. Using (6.3), we have
x
d
dx
Ln(f ;x) = −xhn(x)
ϕn(x)
∞∑
ν=0
f
(
ν
an,ν
)
ϕ(ν)n (0)
xν
ν! +
1
ϕn(x)
∞∑
ν=0
f
(
ν
an,ν
)
νϕ(ν)n (0)
xν
ν! . (6.5)
Using (6.2) in (6.5), we obtain (6.4). 
Theorem 6.2. The second monomial of the operators (2.1) is a particular solution of the following differential equa-
tion:
xy′ + (xhn(x) + bn(−1)α)y = x(hn(x) − bn)
with bn and hn(x) as given in (6.2) and (6.3), respectively.
Proof. Choosing f (t) = 1 − t2 in (6.4) and using linearity of the operators (2.1), one can write
x
d
dx
Ln
(
t2;x)+ (xhn(x) + bn(−1)α)Ln(t2;x)= x(hn(x) − bn)
which gives the proof. 
7. Voronovskaja type asymptotic formulas
An asymptotic formula for Bernstein polynomials was given by Voronovskaja (cf. [18, p. 22]). In general, if we
obtain explicit expressions for the moments of positive linear operators, then one can find a Voronovskaja type formula.
Now we consider the following operators:
Ln(h, x) = 1
ϕn(x)
∞∑
ν=0
h
(
ν
an,ν
)
ϕ(ν)n (0)
xν
ν! (7.1)
where h(x) = f ◦ g(x) and the function g is defined as in (6.1). Then the operators (7.1) can be written as
Ln(h, x) = 1
ϕn(x)
∞∑
ν=0
f
(
ν
bn
)
ϕ(ν)n (0)
xν
ν! . (7.2)
If we choose ϕn(x) = (1 + anx)n, then operators (7.2) turn out to be Balázs operators in [7].
After a few computations, explicit formulas for MKZ operators in (2.2) at the monomials ( x1−x )
ν (ν = 0,1,2) can
easily obtain as follows:
Mn(1;x) = 1,
Mn
(
t
1 − t ;x
)
= n + 1
n
x
(1 − x) ,
Mn
((
t
)2
;x
)
= (n + 1)(n + 2)2
x2
2 +
n + 1
2
x
. (7.3)
1 − t n (1 − x) n (1 − x)
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ν (ν = 0,1,2) are obtained
by Gadjiev and Çakar in [13] as follows:
Bn(1;x) = 1,
Bn
(
t
1 + t ;x
)
= n
n + 1
x
1 + x ,
Bn
((
t
1 + t
)2
;x
)
= n(n − 1)
(n + 1)2
(
x
1 + x
)2
+ n
(n + 1)2
x
1 + x .
Now we can give Voronovskaja type asymptotic estimates for both operators Mn(f ( t1−t );x) and Bn(f ( t1+t );x).
Theorem 7.1. Let f ( x1−x ) be bounded for x ∈ (0,1) and assume that the second derivative f ′′( x1−x ) exists at a certain
point x, then we have
lim
n→∞n
[
Mn
(
f
(
t
1 − t
)
;x
)
− f
(
x
1 − x
)]
= x
1 − x
[
f ′
(
x
1 − x
)
+ 1
2(1 − x)f
′′
(
x
1 − x
)]
. (7.4)
Proof. We can write from the Taylor formula
f (α) = f (t) + (α − t)f ′(t) + (α − t)2
[
1
2
f ′′(t) + η(α − t)
]
(7.5)
where |η(h)|H for all h and tends to zero for h → 0. By substituting α = k
n
and t = x1−x in (7.5), we have
f
(
k
n
)
= f
(
x
1 − x
)
+
(
k
n
− x
1 − x
)
f ′
(
x
1 − x
)
+
(
k
n
− x
1 − x
)2[1
2
f ′′
(
x
1 − x
)
+ η
(
k
n
− x
1 − x
)]
.
By multiplying both hand sides by mn,k(x) and summing over k, we have
Mn
(
f
(
t
1 − t
)
;x
)
= f
(
x
1 − x
)
+ f ′
(
x
1 − x
)(
Mn
(
t
1 − t −
x
1 − x
))
(x)
+ 1
2
f ′′
(
x
1 − x
)(
Mn
(
t
1 − t −
x
1 − x
)2)
(x)
+
(
Mn
(
t
1 − t −
x
1 − x
)2
η
(
t
1 − t −
x
1 − x
))
(x). (7.6)
If we use (7.3) in (7.6), by applying the method of Voronovskaja, we get
Mn
(
f
(
t
1 − t
)
;x
)
− f
(
x
1 − x
)
= 1
n
x
1 − x f
′
(
x
1 − x
)
+ 1
2n
(
n + 2
n
x2
(1 − x)2 +
n + 1
n
x
1 − x
)
f ′′
(
x
1 − x
)
+ 1
n
O(εn) (7.7)
where εn → 0 for n → ∞. By multiplying both hand sides of (7.7) by n and taking the limit for n → ∞, we have the
desired result (7.4). 
As a result of this theorem we can strictly say that if f ′( x1−x ) or f
′′( x1−x ) different from zero, then Mn(f (
t
1−t );x)−
f ( x1−x ) is exactly of order n
−1.
Theorem 7.2. Let f ( x1+x ) be bounded for x > 0 and assume that the second derivative f ′′( x1+x ) exists at a certain
point x, then we have
lim
n→∞(n + 1)
[
Bn
(
f
(
t
1 + t
)
;x
)
− f
(
x
1 + x
)]
= x
1 + x
[
−f ′
(
x
1 + x
)
+ 1
2(1 + x)f
′′
(
x
1 + x
)]
. (7.8)
170 O. Dog˘ru / J. Math. Anal. Appl. 342 (2008) 161–170The proof is similar to the proof of Theorem 7.2. So we will omit it.
The equality (7.8) gives us Voronovskaja type asymptotic formula not only BBH type operators but also Balázs
operators for an = 1 and bn = n + 1.
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