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does not contain the space D of test functions of distributions. This amounts to some kind of instability
as very small and smooth perturbations of the data imply that the solution goes out of V ×M . We give a
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1. Introduction
We consider constrained variational problems in mixed formulation with a Lagrange multi-
plier. Denoting by V and M the energy space and the multiplier space, the classical formulation
is given by (1.18) hereafter, where
Bu= g(1.1)
is the constraint, and g is some element ofM ′(= dual ofM). In applications to partial differential
equations, duality is expressed in terms of some “pivot space” H, which is, roughly speaking,
an L2 space, identified with its dual. The phenomenon of sensitivity appears when M ′ is a
“very small” space, not containing the space D of test functions of distributions (more precise
definitions will be given in Section 4) so that even very smooth perturbations of g go out of M ′,
and the corresponding solution (if it exists) u,p goes out of V ×M . This remark has somewhat
catastrophic consequences on numerical computation of solutions. Indeed, the constraint (1.1)
cannot be satisfied exactly; its approximation amounts to some perturbation δg which implies δu
going out of the energy space, so that the corresponding numerical approximation is illusory.
Classically, constrainted problems often appear as limits of penalty perturbation problems
when the penalty parameter ε tends to zero. This is the case of thin elastic shells such that
the middle surface with the kinematic boundary conditions is not geometrically rigid (= “non-
inhibited shells”), which may be sensitive in certain cases. In shell theory, ε denotes the relative
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thickness of the shell. The problem is classically well posed for ε > 0, and the sensitivity
phenomenon only appears at the limit of zero thickness, so that computation becomes more and
more difficult as ε→ 0. This phenomenon is associated with the locking [3] of finite element
approximation with respect to ε.
Sensitivity for constrainted systems was addressed in [20] under the somewhat restrictive
hypothesis that the range of B is dense in H. The criterion of sensitivity of [20] is a particular
case of the present one, which contains more general situations in shell theory.
It should be noticed that sensitivity phenomena also appear in unconstrained problems when
the dual of the energy space is so small that it does not contain D. This kind of sensitivity
was considered in [8,12–16]. Application to certain shells which are geometrically rigid (i.e.
“inhibited shells”) may be seen in [13,15,16]. Numerical experiences showing the impossibility
of practical numerical computation may be found in [10].
Application of the present theory to shell theory is concerned with the so called “non-inhibited
shells”, i.e. such that the middle surface S with the kinematic (fixation) conditions is not
geometrically rigid. In that case we have a penalty phenomenon as the thickness 2ε tends to
zero (see [18], Chapt. 6 for the framework of the Kirchhoff–Love model adopted in this paper,
or [6,7] starting from three-dimensional elasticity). The corresponding locking phenomenon
(membrane locking in the terminology of shells) depends on the geometry of S, and was mainly
studied for cylindrical shells [9,17]. The case of hyperbolic surfaces was addressed in [5] and
the general one in [4] showing the impossibility of avoiding locking in general with confirming
finite element approximations. Concerning mixed finite element approximations, it is known that
uniform approximations may be obtained for the problem of rods [1] which is formally analogous
to non-inhibited shells. Nevertheless, a deeper study of shells, in particular the results of the
present paper show that the structure of the spaces M and M ′ depends on geometric properties
of S in a rather involved way, whereas M =M ′ = L2 in rods (see [1] and [19]), so that the
problem of approximation is widely open.
As in [8] the application to shells is developped here in a C∞ framework, and the hypotheses
of ellipticity and hyperbolicity are always understood to be uniformly satisfied in the considered
regions. Accordingly edges are supposed to have angles bounded away from 0 and pi .
It should be emphasized that the system of equations involved in this theory (specifically (5.31)
and (7.2)) are of total order 2, and are of the same type as the points of the surface S, i.e. elliptic
or hyperbolic at elliptic or hyperbolic points of S, respectively. Moreover, the characteristics of
that systems are the asymptotic curves of S and their characteristic form is associated with the
second fundamental form bαβ of the surface S, which describes the curvatures.
This paper contains two parts; the first one (Sections 2–4) is concerned with abstract theory,
and the second (Sections 5–9) contains applications to shell theory. The general framework of
constrained systems (see, for instance, [3]) is recalled in the sequel of this introduction. Section 2
is devoted to a criterion for an element g of H to belong to M ′, it is the basis for proving
sensitivity in applications. The relations with the limit behavior of penalty problems is given in
Section 3. The sensitivity is defined in Section 4. Section 5 contains a very concise exposition
of shell theory in the non-inhibited case, including thermoelasticity effects, where sensitivity is
mostly apparent. In Section 6 the abstract theory is adapted to shell problems, and sensitivity is
reduced to non-existence of solutions of certain boundary value problems. Simplified versions of
this criterion in particular cases are given in Section 7. Section 8 contains the first examples of
sensitivity for elliptic shells with free boundaries and edges. Section 9 is concerned with shells
with the whole boundary free. They are not sensitive when they are smooth and they become
sensitive by the introduction of an edge in the elliptic case (not in the hyperbolic one).
Let V be a real Hilbert space and a(u, v) a continuous and coercive form on V . Let V ′ be the
dual of V . We shall consider (but this is not necessary for the abstract theory) a Hilbert space H
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identified to its dual such that
V ⊂H ≡H ′ ⊂ V ′(1.2)
with dense and continuous inbeddings. Let A be the operator associated with the form a:
A ∈L(V ,V ′): 〈Au,v〉V ′,V = a(u, v) ∀u,v ∈ V.(1.3)
LetH be an auxiliary real Hilbert space, and B a continuous operator from V to H:
B ∈ L(V ,H).(1.4)
Let us denote by G the kernel of B:
G= {v ∈ V ; Bv = 0}(1.5)
which is supposed to be nontrivial. Let G⊥ be its orthogonal in V . We have the decomposition
of V in two closed subspaces:
V =G⊕G⊥.(1.6)
Let R(B) be the range of B:
R(B)= {q ∈H; q = Bv, v ∈ V }.(1.7)
Clearly, B is bijection between G⊥ and R(B). We shall define on R(B) a Hilbert structure
(different from that ofH) obtained by transport from the structure ofG⊥ (i.e., the scalar product
of two elements of the image is the scalar product of the antecedents in G⊥). Let R(B) be the
closure in H of R(B). We decomposeH in the two closed orthogonal subspaces:
H=R(B)⊕R(B)⊥.(1.8)
We then denote by M ′ (the notation come from the fact that it will be the dual of the space of
multipliers)
M ′ =R(B)⊕R(B)⊥(1.9)
which is clearly a Hilbert space (when R(B) is equipped with the above defined scalar product).
Let us identifyH to its dual, and let us construct the dual (notedM) of M ′. It is clear from (1.8),
(1.9) that this amounts to construct the dual of R(B) (noted Ms , as “strict space of multipliers”)
when R(B) is identified to its dual, and take its product with R(B)⊥:
M =Ms ⊕R(B)⊥.(1.10)
So that
M ′ ⊂H≡H′ ⊂M(1.11)
with dense and continuous imbeddings.
Remark 1.1. – In the present abstract framework, the role of R(B)⊥ is somewhat trivial, as it
appears in (1.8), (1.9), (1.10). It may be omitted (this was done in [20]) in order to handle the
“strict spaces”
M ′s ⊂Hs ≡H′s ⊂Ms,(1.12)
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with
M ′s ≡R(B), Hs ≡R(B),(1.13)
where the closure is taken in H. Nevertheless, in practice, H is a functional space, and it is
worthwhile to keep it. As a consequence the Lagrange multipliers will only be defined up to an
additive element of R(B)⊥.
Clearly, B may be considered as
B ∈L(V ,M ′)(1.14)
(compare with (1.4)) and even as an isomorphism of V on M ′s . Let us define the adjoint of B in
the framework (1.14):
B∗ ∈L(M,V ′),
〈Bv,q〉M ′M = 〈v,B∗q〉V,V ′ , v ∈ V, q ∈M.(1.15)
We note that, according to the topology defined on R(B), this space is closed inM ′, and we have
the classical properties (see, for instance, [21]):
PROPOSITION 1.2. – The range of B∗ is closed in V ′ and it coincides with the polar set of
G=Ker(B), defined by:(
Ker(B)
)0 = {f ∈ V ′, 〈f, v〉V ′V = 0 ∀v ∈G}=R(B∗).(1.16)
Moreover,
Ker(B∗)= R(B)⊥(1.17)
and B∗ defines an isomorphism between Ms and (Ker(B))0.
We now consider the constrained problem:
Let f ∈ V ′ and g ∈M ′ be given. Find (u,p) ∈ V ×M such that{
Au+B∗p = f,
Bu= g(1.18)
or equivalently, such that ∀(v, q) ∈ V ×M:
a(u, v)+ 〈Bv,p〉M ′M + 〈Bu,q〉M ′M = 〈f, v〉V ′V + 〈g,q〉M ′M.(1.19)
The construction of the space M is such that the classical hypotheses for constrained systems
are automatically satisfied, so that (see [3]):
PROPOSITION 1.3. – The problem (1.18), (1.19) has a solution if and only if g ∈ R(B). In that
case, the solution is unique in V ×Ms = V ×M/Ker(B∗) (or equivalently, p is defined up to
an element of Ker(B∗)). In addition, the operator(
A B∗
B 0
)
(1.20)
defines an isomorphism between V ×Ms and V ′ ×R(B)= V ′ ×M ′s .
Remark 1.4. – The coerciveness of a a(u, v) on V may be replaced by coerciveness on G.
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2. Criterion for g ∈M ′
In applications H is a space “easy to handle” whereas M ′ is somewhat abstract, as we
constructed it in order to have automatically Proposition 1.3. It is then useful to have a criterion
for g ∈M ′.
THEOREM 2.1. – Let g ∈H (or even g ∈M). Then, the properties (i) and (ii) are equivalent
(i) g ∈M ′, i.e. the form
q→〈g,q〉MM ′(2.1)
defined on M ′ may be extended to M , or even there exist a constant C such that∣∣〈g,q〉MM ′ ∣∣6C‖q‖M, q ∈M ′,(2.2)
(ii) there exists ug ∈ V such that(
Bug,Bv
)
H = 〈g,Bv〉MM ′ ∀v ∈ V.(2.3)
Proof of (ii) implies (i). – Let us decompose g according to (1.10):
g = g1 + g2, g1 ∈Ms, g2 ∈R(B)⊥.(2.4)
Clearly g2 does not appear in (2.3), which may be written(
Bug,Bv
)
H = 〈g1,Bv〉MsM ′s ∀v ∈ V
and as Bv fills M ′s when v fills V , it follows that g1 = Bug ∈M ′s , so that g ∈M ′.
First proof of (i) implies (ii). – By Proposition 1.2, B∗ is an isomorphism between Ms and
(Ker(B))0. Consequently, B∗ is one-to-one between M ′s (which is dense in Ms ) and a certain
subspace X dense in (Ker(B))0 ⊂ V ′. So, we may take in (2.1) q = B∗−1ξ, ξ ∈X and by (2.2)
the form
ξ→ 〈g,B∗−1ξ 〉
MM ′(2.5)
defined on X, satisfy ∣∣〈g,B∗−1ξ 〉
MM ′
∣∣6 C∥∥B∗−1ξ∥∥
M
6 C‖ξ‖V ′(2.6)
so that (2.5) is continuous on V ′. By the Hahn–Banach theorem, it may be extended to a
continuous functional on V ′, so that there exists ug ∈ V such that:〈
ug, ξ
〉
VV ′ =
〈
g,B∗−1ξ
〉
MM ′ ∀ξ ∈X.(2.7)
But B∗−1ξ with ξ ∈X amounts to q ∈M ′s or even to Bv with v ∈ V , and (2.7) becomes〈
ug,B∗Bv
〉
VV ′ = 〈g,Bv〉MM ′ ∀v ∈ V.(2.8)
The left-hand side may be written〈
Bvg,Bv
〉
M ′M =
(
Bug,Bv
)
H
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and (2.8) becomes (2.3).
Second proof of (i) implies (ii). – Let us decompose g according to (1.9):
g = g1 + g2, g1 ∈R(B)≡M ′s, g2 ∈ R(B)⊥,(2.9)
so that there exists ug ∈ V such that
Bug = g1(2.10)
and for any v ∈ V , 〈
Bug,Bv
〉
MM ′ = 〈g1,Bv〉MM ′ .(2.11)
We then observe that we may take g1 + g2 instead of g1 in the right-hand side of (2.11)
(see (1.10)) and (2.11) becomes (2.3). 2
3. The criterion for g ∈M ′ in terms of properties of certain penalty problems
In this section we prove that g ∈ M ′ is the necessary and sufficient condition for the
boundedness of solutions of certain penalty problems as the penalty parameter ε tends to zero;
the sufficiency is classical, see, for instance, [3], Section II.4.
We first consider a kind of penalty problems which appears in thin shell theory for purely
mechanical problems (without thermal effects).
Let ε > 0 be a small parameter. For a given f ∈ V ′ we consider the problem:
Find uε ∈ V such that ∀v ∈ V ,
1
ε2
(
Buε,Bv
)
H + a
(
uε, v
)= 〈f, v〉V ′V .(3.1)
We have the classical result (see, for instance, [20], Theorem 4.2):
THEOREM 3.1. – Let uε be the solution of (3.1), then, as ε tends to zero:
uε→ u0 strongly in V,(3.2)
pε ≡ 1
ε2
Buε→ p0 strongly in M,(3.3)
where (u0,p0) ∈ V ×Ms is the solution of:{
Au0 +B∗p0 = f,
Bu0 = 0.
(3.4)
Remark 3.2. – We note that g = 0, so that the compatibility condition g ∈ R(B) of
Proposition 1.3 is automatically satisfied. Otherwise, the solution p0 in Proposition 1.3 is defined
up to an additive element of R(B)⊥, but here it is uniquely defined, as it is chosen inMs ; in other
words the limit of pε is well defined.
Remark 3.3. – Even with g = 0 when f fills the space V ′, the solutions (u0,p0) of (3.4) are
such that p0 fills the whole space Ms . Indeed, u0 = 0 and any p0 ∈Ms are solutions of (3.4)
for f = B∗p0.
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We see that the energy form in (3.1) has a “stiff term” in ε−2. It is then natural to consider
analogous penalty problems with a right-hand side containing a term in ε−2 acting upon Bv. We
shall see in Section 5 that such situation appears in thin shell theory with thermal effects.
Let f ∈ V ′, g ∈H (or even g ∈M) be given. Find uε ∈ V such that ∀v ∈ V
1
ε2
(
Buε,Bv
)
H + a
(
uε, v
)= 〈f, v〉V ′V + 1
ε2
〈g,Bv〉MM ′(3.5)
we note that this problem has a unique solution, without the compatibility condition g ∈ R(B)
of Proposition 1.3. We then have:
THEOREM 3.4. – Let uε be the solution of (3.5). The two properties (i) and (iii) are equivalent
(i) g ∈M ′,
(iii) ‖uε‖V remains bounded as ε→ 0.
On account of Theorem 2.1, the three properties (i), (ii), (iii) are equivalent. When g does not
belong to M ′, uε does not remain bounded in V , so that Theorem 3.4 is, for penalty problems,
somewhat analogous to Proposition 3.2 of [8] for classical singular perturbations.
Before proving Theorem 3.4, we are giving the characterisation of the limit in (3.5) under the
hypothesis that g ∈M ′.
THEOREM 3.5. – Let f ∈ V ′, g ∈ M ′ be given. Let uε be the solution of (3.5). Then,
as ε→ 0:
uε→ u0 strongly in V,(3.6)
pˆε ≡ 1
ε2
(
Buε − g1
)→ p0 strongly in M,(3.7)
where g1 is the component of g in R(B)≡M ′s (see (1.9) and (1.13)), and (u0,p0) ∈ V ×Ms is
the solution of: {
Au0 +B∗p0 = f,
Bu0 = g1.
(3.8)
Remark 3.6. – Theorem 3.5 is a generalization of Theorem 3.1, but we observe that, if
g1 6= 0, pε ≡ ε−2Buε does not converge (see (3.7)).
Proof of Theorem 3.5. – We may write g1 instead of g in the right-hand side of (3.5) and
replace the duality product of M, M ′ by the scalar product in H. Let ug ∈ V be such that
Bug = g1. Let us define:
uε = ug + uˆε.(3.9)
The problem (3.5) becomes in terms of the new unknown uˆε:
1
ε2
(
Buˆε,Bv
)
H + a
(
uˆε, v
)= 〈f −Auε, v〉
V ′V(3.10)
which is of the form (3.1). Then, Theorem 3.5 follows from Theorem 3.1 coming back to uε . 2
Proof of Theorem 3.4. – (i) implies (iii) by Theorem 3.5. Let us admit (iii). By extraction of a
subsequence,
uε→ u weakly in V(3.11)
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for a certain u ∈ V . Let us fix v ∈ V in (3.5) which may be written:〈
Buε − g,Bv〉
MM ′ = ε2〈f, v〉V ′V − ε2a
(
uε, v
)
.(3.12)
But from (3.11), Buε converges weakly in M ′ (and thus weakly in H and M), so that passing to
the limit:
〈Bu− g,Bv〉MM ′ = 0 ∀v ∈ V.(3.13)
On account of (1.10) this gives Bu= g1 where g1 is the component of g in Ms . But Bu ∈R(B),
so that g1 ∈ R(B) and then g ∈M ′.
4. Lagrange multiplier sensitivity
DEFINITION 4.1. – Let E be subspace of H. The constrained problem (1.18) and the penalty
problems (3.1) and (3.5) are “Lagrange multiplier E-sensitive” (or merely “E-sensitive” when
ambiguity is not possible from the context) when
E 6⊂M ′.(4.1)
Clearly this concept is interesting whenE is a “very small” space. This implies that there exists
g ∈ E such that the solution uε of (3.5) does not remain bounded in V as ε tends to zero. But a
pathological phenomenon also appears in (1.18) and (3.1). Indeed, if the space M ′ is “small”, its
dual M is “large”, with a rough topology, which appears in the convergence of (3.3).
In the application to shells hereafter the space H will be a L2(Ω)-like space, and we shall
prove sensitivity either with respect to the space of test functions of distributions on Ω
E =D(Ω)(4.2)
or the space of test functions of distributions which are extendable out of Ω
E =D(Ω¯)=
⋂
n
Hn0 (Ω).(4.3)
The choice of the space is often done by technical reasons (see [8]).
When a problem is E-sensitive, the space M of Lagrange multipliers is not contained in the
space of distributions D′(Ω) or of extendable distributions D′(Ω¯) in the cases (4.2) and (4.3),
respectively. More precisely, there exists f ∈D and a sequence pn ∈ L2 such that pn converges
in M but ∫
Ω
pnf(4.4)
does not converge.
According to Theorem 2.1, we have the following criterion of sensitivity:
PROPOSITION 4.2. – Let E be a subspace of H. The problem is Lagrange multiplier
E-sensitive if there exists ϕ ∈E such that the problem:
Find u ∈ V such that
(Bu,Bv)H = (ϕ,Bv)H ∀v ∈ V(4.5)
has no solution.
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Remark 4.3. – In the particular case when R(B) is dense in H, which was addressed in [20],
(4.5) becomes Bu= ϕ and the criterion of sensitivity becomes that of [20], Section 7, which was
concerned with the case (4.2).
5. Framework of thin shell theory
Let us formulate the shell problem in the framework of the Koiter theory (see, for instance [2,
18]). Let E3 be the Euclidean space referred to the orthonormal frame (e1, e2, e3) and let Ω be a
bounded open and connected set of R2 with boundary Γ . The middle surface of the shell is the
image in E3 of the map:
r :
(
y1, y2
) ∈Ω→ r(y) ∈E3.(5.1)
At the points of S we consider the tangent vectors
aα ≡ r,α ≡ ∂r
∂yα
≡ ∂αr, α = 1,2.(5.2)
Here and in the sequel Greek indices run from 1 to 2, and Latin ones from 1 to 3. We use the
classical convention of summation of repeated indices. The unit normal vector to S is
a3 = a1× a2|a1× a2| .(5.3)
Let u(y1, y2) be the displacement vector when the shell is submitted to appropriate forces. Then
r becomes r + u, and we consider only formal linearized theory for small u. The Koiter theory
is then described in terms of the membrane strain tensor:
γαβ(u)= 12 (a¯αβ − aαβ)(5.4)
and of the change of curvature tensor
ραβ(u)= b¯αβ − bαβ.(5.5)
In the above expressions aαβ (resp. a¯αβ ) and bαβ (resp. b¯αβ ) denote the coefficients of the first
and second fundamental forms of S, before (resp. after) deformation. In particular
aαβ = aα.aβ = rα.rβ ,(5.6)
bαβ =−aα.a3,β = a3.aα,β = a3.aβ,α.(5.7)
Let us denote by aα the contravariant basis defined by:
aα.a
β = δβα ,(5.8)
where δβα is the Kronecker symbol. The contravariant basis defined by:
aαβ = aα.aβ(5.9)
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which is used as well as aαβ to pass from covariant to contravariant components of vectors and
tensors in the usual way. Denoting by | α or Dα the covariant differentiation (compare with α
and ∂α in (5.2)), the expressions of γ and ρ are:
γαβ(u)= 12 (uα|β + uβ|α)− bαβu3,(5.10)
ραβ(u)= u3|αβ + bλβ|αuλ + bλβuλ|α + bλαuλ|β − bλαbλβu3,(5.11)
where covariant differentiation is defined by:
uα|β = uα,β − Γ λαβuλ,
bλβ|α = bλβ,α + Γ λανbνβ − Γ νβαbλν ,
u3|αβ = u3,αβ − Γ λαβu3,λ,
(5.12)
and Γ are the Christoffel symbols of S:
Γ αβγ = Γ αγβ = aα.aγ,β = aα.aβ,γ .(5.13)
It should be pointed out that covariant differentiation may be considered as ordinary differentia-
tion in a first reading, as this preserves higher order derivatives, and then all essential aspects of
the theory.
We then consider the bilinear forms of membrane and flexion energy:
a0(u, v)=
∫
S
a
αβησ
0 γησ (u)γαβ(v)dS,(5.14)
a(u, v)=
∫
S
aαβησρησ (u)ραβ(v)dS,(5.15)
where the coefficients of a0 and a are elasticity coefficients satisfying the classical properties of
symmetry and positivity:
aαβησ = aησαβ = aαβση,(5.16)
aαβησ ξησ ξαβ > c
∑
αβ
|ξαβ |2 ∀ symmetric ξαβ.(5.17)
The shell is supposed to be clamped at a part Γ0 of the boundary and remains free at Γ1 = ∂S \Γ0.
The corresponding kinematical boundary conditions are:
u= 0, ∂u3
∂ν
= 0 on Γ0,(5.18)
where ν denotes the normal to the boundary.
In the case when the shell has an edge Γ2, we must use two different mappings for the two
sides (noted + and −) of it. The transmission conditions are easily written in special frames a+i
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Fig. 1.
and a−i which are orthonormal on Γ2 and a
+
2 = a−2 is the tangent vector to Γ2. Denoting by 2θ
the angle of the edge (Fig. 1) the transmission conditions are:
u+2 = u−2 on Γ2,(5.19)
u+3 =
cos2 θ
sin 2θ
(
u+1 − u−1
)− sin2 θ
sin 2θ
(
u+1 + u−1
)
on Γ2,(5.20)
u−3 =
cos2 θ
sin 2θ
(
u+1 − u−1
)+ sin2 θ
sin 2θ
(
u+1 + u−1
)
on Γ2,(5.21)
Remark 5.1. – The relations (5.19)–(5.21) amount to u+ = u− on Γ2. According to the
mechanical properties of the edge, we also may impose additional conditions involving the angle
of the adjacent parts S+ and S−. For instance, we may impose that this angle is not modified by
the displacement u. This condition involves the derivatives of u3 in the directions tangent to S+
and S− and normal to Γ2. It is easy to check that these supplementary conditions do not modify
the sensitivity properties which are proved in the sequel.
The spaces V and H are:
V = {v ∈H 1(S)×H 1(S)×H 2(S),b.c.},(5.22)
H = (L2(S))3,(5.23)
where b.c. is for the kinematic boundary and transmission conditions (5.18)–(5.21). Obviously,
in the case when there is an edge, (5.22) must be understood in the sense of the corresponding
space on S+ and S−.
We shall take as pivot space H for the Lagrange multipliers the space L2sym(S) of 2 × 2
symmetric matrices with entries in L2(S), equipped with the scalar product:
(ϕ,ψ)H =
∫
S
a
αβησ
0 ϕησψαβ dS.(5.24)
The constraint operator B is
v→ γαβ(v),(5.25)
where γαβ are the expressions (5.10), so that the bilinear membrane form a0 in (5.14) becomes
a0(u, v)= (Bu,Bv)H.(5.26)
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Denoting by 2ε the thickness of the shell, the mechanical problem for a given force f ∈ V ′
is (3.1). We note that the coefficient ε−2 giving the penalty term comes from the fact that the
shell is (asymtotically) much more rigid to tangential deformations than to flexions; in fact, the
very membrane form is ε−2a0 instead of a0 (with an appropriate scaling).
Obviously, (3.1) is concerned with purely mechanical phenomena produced by the force f .
When thermal effects are included and the shells is submitted to a temperature field T (y1, y2)
(with respect to the temperature of the reference state), there is some dilatation due to temperature
which is independent of constraints. Let ϕαβT be the corresponding variation of γαβ due
to temperature T . Classically, the equations with thermal effects are the same as for purely
mechanical phenomena with
γαβ(u)+ ϕαβT instead of γαβ(u)(5.27)
so that in that case, we obtain the penalty problem (3.5) instead of (3.1), with g =−ϕT .
Throughout this paper we consider problems satisfying the hypothesis:
Ker(B) 6= {0},(5.28)
i.e. we consider “non-inhibited” shells (or equivalently S is not geometrically rigid).
The case when R(B) is dense in H was considered in [20], so that we shall often do the
hypothesis:
R(B)⊥ 6= {0}.(5.29)
We are now giving (Proposition 5.2) a characterization of R(B)⊥, which is in fact an adaptation
of Proposition 6.1 of [20] to the case with edges.
PROPOSITION 5.2. – The set R(B)⊥ is formed by the elements ψ ∈H such that ταβ ∈L2(S)
defined by:
ταβ = aαβησ0 ψησ(5.30)
satisfy {
−Dβταβ = 0
−bαβταβ = 0
on S,(5.31)
with the boundary conditions
ταβνβ = 0 on Γ1(5.32)
on the free part of the boundary Γ1 and the transmission conditions on the edge:
τ 11+ = τ 11− = 0 on Γ2,(5.33)
τ 12+ =−τ 12− on Γ2.(5.34)
Here, ν denotes the normal to ∂S tangent to S, and (5.33), (5.34) are written in the same special
parametrization as (5.19)–(5.21). The proof is immediate by integration by parts. We note that
the matrix a0 in (5.30) or (5.14) is invertible, and that the boundary conditions (5.32)–(5.34)
make sense for solutions of (5.31), so that integration by parts is permitted [11]. As pointed out
in the introduction, it is easily seen that, eliminating one of the ταβ from the last equation (5.31)
this system is equivalent to a two equations first order system of the same class as the points of S.
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A large class of surfaces satisfying both (5.28) and (5.29) is that of surfaces containing a flat
part.
PROPOSITION 5.3. – Let S contain a part P which is plane. Then, (5.28) and (5.29) hold true.
Proof. – We use a Cartesian parametrization on P , so that covariant differentiation becomes
ordinary differentiation and bαβ = 0, so that on P :
γαβ(u)= 12 (∂αuβ + ∂βuα)(5.35)
and γαβ = 0 amounts classically to (u1, u2) is a plane rigid displacement and u3 is arbitrary.
The space V always contain elements of the form (0,0, v3) with v3 ∈H 20 (P ) extended to S with
vanishing values, whence (5.28). In order to prove (5.29) we construct ταβ = τβα in P by:
τ 11 = ∂22 θ, τ 22 = ∂21 θ, τ 12 =−∂1∂2θ,
where θ ∈D(P ). We extend τ to S with vanishing values, and we have a solution of (5.31)–(5.34)
and the conclusion follows from Proposition 5.2. 2
6. The criterion of sensitivity of shells in terms of non-existence of solutions of a boundary
value problem
Let us interpret the problem (4.5) in the framework of shells (Section 5). We shall consider
sensitivity in the sense of either (4.2) or (4.3), evidently for 2× 2 matrices with entries in the
corresponding spaces, i.e. either
E =Dsym(Ω), or(6.1)
E =Dsym(Ω¯)(6.2)
with evident notations. Obviously in problems with edges, we shall take
E =Dsym
(
Ω+
)×Dsym(Ω−) or
(6.3)
E =Dsym(Ω¯+)×Dsym(Ω¯−).
Taking in (4.5) v of class D in each smooth region of the shell, we have:
−Dβ
[
T αβ(u)−ψαβ]= 0, α = 1,2 in S,(6.4)
−bαβ
[
T αβ(u)−ψαβ]= 0 in S,(6.5)
where
T αβ(u)
def
== a
αβλµ
0 γλµ(u),(6.6)
ψαβ
def
== a
αβλµ
0 ϕλµ.(6.7)
We note that, as the unknown u is in V,T and ψ are in L2, so that (6.4) shows that the
corresponding traces make sense, allowing “integration by parts” [11]. Taking v ∈ V arbitrary
in (4.5) we then get: [
T αβ(u)−ψαβ]νβ = 0, α = 1,2 on Γ1,(6.8)
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where ν denotes the unit outer normal to ∂S tangent to S. In the same way, on the edges Γ2,
using the special parametrization used in (5.19)–(5.21), we have:
T 11(u)+ −ψ11+ = T 11(u)− −ψ11− = 0 on Γ2,(6.9)
T 12(u)+ −ψ12 + T 12(u)− −ψ12− = 0 on Γ2,(6.10)
Remark 6.1. – When ϕ is taken in E given by (6.1), (6.2) or (6.3), ψ vanish on the boundaries
and on the edge, so that it does not appear in (6.9)–(6.10). We keep it for the sake generality, as
sensitivity may also be considered in other spaces.
Remark 6.2. – The matrix a0 in (5.14) or (6.6), (6.7) is invertible, so that (6.6) may be written
γαβ(u)= b0αβλµT λµ(u).(6.11)
We may consider the problem (6.4)–(6.10) in two ways. The first one is the “direct one” with
the unknown u ∈ V . The other one is with the “intermediate unknown” T αβ ∈ L2(S); they
must satisfy (6.4), (6.5) and (6.7)–(6.10); moreover, there exist a u ∈ V satisfying (6.6). Both
interpretations may be useful in the sequel.
We note that, if a solution u ∈ V exists, we may “integrate by parts” and show that it is a
solution of (4.5). But this is not necessary to prove sensitivity. We have:
PROPOSITION 6.3. – Let S be a non-inhibited shell (i.e. satisfying (5.28)). If there exists
ϕ ∈E such that the problem (6.4)–(6.10) has not solution u ∈ V (defined in (5.22), which implies
the new boundary conditions (5.18)–(5.21)), then S is Lagrange multiplier sensitive.
7. Case when R(B) is dense in a region R
We saw in Remark 4.3 that when R(B) is dense in H, (4.5) becomes Bu = ϕ, and the
criterion of sensitivity becomes R(B) 6⊃ E, which is easier to handle than Proposition 4.2. In
some examples, we have a situation analogous to the above mentioned but only on a part R of S,
and this allows an easier verification of the criterion of sensitivity.
HYPOTHESIS 7.1. – There exists a region R of S such that the set
{Bv: v ∈ V, support v ⊂ R¯}(7.1)
is dense in L2sym(R).
Before studying sensitivity under this hypothesis let us give a criterion to check that it is
satisfied.
PROPOSITION 7.2. – Let us search for τ ∈ L2sym(R) satisfying (5.31) in each smooth part
of R, the boundary conditions (5.32) on Γ1 ∩ ∂R (i.e. on the parts of the boundary of R which
are free boundaries of the shell) and the transmission conditions (5.33), (5.34) on the edges
contained in R. If this problem has only the solution τ = 0, then Hypothesis 7.1 is satisfied.
Proof. – Exactly analogous to the proof of Proposition 5.2. 2
Let us admit that ϕ ∈E is such that the problem (4.5) has a solution u ∈ V . Taking in (4.5) v
with support in R¯ and using Hypothesis 7.1, we get
Bu= ϕ on R(7.2)
(we recall that B is defined by (5.25) and (5.10)). Finally, we have:
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PROPOSITION 7.3. – Let S be a non-inhibited shell (i.e. satisfying (5.28)). Let Hypothesis 7.1
be verified for a certain regionR (in particular R may be the whole S). If there exists ϕ ∈E such
that (7.2) has no solution u ∈ V (defined in (5.22)), then, S is Lagrange multiplier sensitive.
Remark 7.4. – By eliminating the unknown u3, it is easily seen that (7.2) is equivalent to a
system of first order for the unknownsu1, u2 of elliptic or hyperbolic type at elliptic or hyperbolic
region of S, respectively.
8. First examples of sensitivity for elliptic surfaces
PROPOSITION 8.1. – Let S be a non-inhibited shell (i.e. satisfying (5.28)) containing an
elliptic part E . If the boundary of E contains a fixed part Γ0 and a free boundary Γ1, then S
is Lagrange multiplier sensitive with E =Dsym(E¯).
Before proving this proposition, let us give some explanations. We of course admit the general
hypotheses of smoothness and uniformity (i.e. S is piecewise of class C∞ and E is smooth and
uniformly elliptic). The boundary of E contains other parts in addition to Γ0 and Γ1, as E cannot
be the whole surface S (otherwise it should be inhibited according to the theorem of uniqueness
for the elliptic Cauchy problem, which shows that the elliptic system Bu= 0 with u= 0 on Γ0
imply u= 0). The situation is shown in the scheme of Fig. 2. Obviously we consider the elements
of E extend with value 0 to S.
Proof of Proposition 8.1. – We use the properties of Section 7 taking E as region R.
Proposition 7.2 is concerned with the elliptic system (5.31) with the Cauchy conditions (5.32)
on Γ1, which ensures τ = 0, so that Hypothesis 7.1 is satisfied.
According to Proposition 7.3 we consider the elliptic system (7.2); u ∈ V implies u= 0 on Γ0
and in particular this gives Cauchy conditions for (7.2). It is classical that this is a not-well-posed
problem. At the end of Section 9.d of [8] it is explicitly proved that such problem is not surjective
on D(E¯), and Proposition 7.3 gives the result. 2
We are now showing that the presence of an edge allows us to avoid the hypothesis of a fixed
boundary adjacent to E . More precisely:
PROPOSITION 8.2. – Let S be a non-inhibited shell (i.e. satisfying (5.28)) containing two
elliptic parts E1 and E2 separated by an edge Γ2. If the boundary of one of the two regions
contains a free boundary Γ1, then S is Lagrange multiplier sensitive with E = Dsym(E¯1) ×
Dsym(E¯2).
Proof. – Analogous to the previous one with the region R = E1 ∪ E2 ∪ Γ2. The elliptic
system (5.31) with the Cauchy conditions (5.32) on Γ1 gives τ = 0 on E2 (see Fig. 3). The
transmission conditions (5.33), (5.34) give Cauchy conditions for the elliptic system (5.31) on E1,
Fig. 2.
836 J.L. LIONS, E. SANCHEZ-PALENCIA / J. Math. Pures Appl. 79 (2000) 821–838
Fig. 3.
whence τ = 0 on R. The system Bu= ϕ on E1 and E2 is elliptic of total order two, so that the
number of classical transmission conditions is two. But u ∈ V prescribes the three transmission
conditions (5.19)–(5.21) so that Bu= ϕ, u ∈ V is not well posed. Specifically, it is not surjective
on Dsym(E¯1)×Dsym(E¯2) (see [8], Section 9.d) and the conclusion follows. 2
9. Surface with the whole boundary free. Influence of an edge
When the whole boundary of S is free, the space V defined in (5.22) must be modified by
taking its quotient by the space of rigid displacement (of dimension 6). The space H is not
modified.
Let us first prove that a smooth surface either elliptic or hyperbolic is not sensitive.
PROPOSITION 9.1. – Let S be a smooth with its whole boundary free. If it is either uniformly
elliptic or uniformly hyperbolic, it is not Lagrange multiplier sensitive (even for E =H 2sym(S)).
Remark 9.2. – In the hyperbolic case, we shall deal with (5.31) which is equivalent to a
hyperbolic first order system of two equations, the characteristics of which are the asymtotic
curves of S. We shall make the hypothesis (we do not know if it is always automatically satisfied)
that the Cauchy data vanishing on the whole boundary gives ταβ = 0. Analogously, we admit that
γ (u)= ϕ, which is another system of the same type has a solution without boundary conditions.
Proof of Proposition 9.1. – We use Proposition 7.2 with R = S. The system (5.31) with
the boundary conditions (5.32) give τ = 0 (see Remark 9.2) so that we are in the case when
R(B) is dense in H, which was considered in [20]. The problem is sensitive if and only if the
system (7.2) with ϕ ∈E has at least a solution u ∈ V . But this is equivalent to a (either elliptic or
hyperbolic) first order system of two equations, without boundary conditions which has always
a solution u ∈ V . 2
Now we modify the previous situation by including an edge Γ2. The behaviors in the elliptic
and hyperbolic cases are very different.
PROPOSITION 9.3. – Let us consider a shell S with the whole boundary free, and an edge Γ2
which divides S into two uniformly elliptic regions E1 and E2 (Fig. 4). Then S is Lagrange
multiplier sensitive with E =Dsym(E¯1)×Dsym(E¯2).
Proof. – Exactly the same as the proof of Proposition 8.2. 2
PROPOSITION 9.4. – Let us consider a shell S with the whole boundary free and an edge Γ2
which divides S into two uniformly hyperbolic regionsH1 andH2, such that Γ2 is transversal to
the characteristics of both regions (see the scheme of Fig. 5, where the characteristics (i.e., the
asymptotic curves) were represented as straight lines for the sake of simplicity). Then, S is not
Lagrange multiplier sensitive, for E =Dsym(H¯1)×Dsym(H¯2).
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Fig. 5.
Proof. – As in the proof of Proposition 9.1, we see that S is sensitive if and only if the
system (7.2) with ϕ ∈ E has at least one solution u ∈ V . This implies the transmission
conditions (5.19)–(5.21). We shall see that we may even impose u1 = u2 = u3 = 0, on each
side of Γ2. Indeed, let us choose on each of the regions H1,H2 a parametrization such that the
parameter curves coincide with the characteristics. The second fundamental form is such that
b11 = b22 = 0, b12 6= 0, so that (7.2) becomes
D1u1 = ϕ11,
D2u2 = ϕ22,
b12u3 =−ϕ12 + 12 (D2u1 +D1u2).
(9.1)
The two first equations of (9.1) form a hyperbolic first order system which may be solved
with u1 = u2 = 0 on Γ2 (without uniqueness in the case when the corresponding region is not
contained in the determination domain of Γ2). We note that all the derivatives of u1 and u2 vanish
on Γ2. Then, the third equation (9.1) gives u3, which also vanishes (as well as all its derivatives)
on Γ2 so that u ∈ V (note that the transmission conditions (5.19)–(5.21), which are written in
another parametrization, are obviously satisfied. This property is not modified by considering the
additional conditions concerning the derivatives of u3 which were evoked in Remark 5.1). 2
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