Abstract⎯Considered is a mathematical model of insects population dynamics and an attempt is made to explain classical experimental results of Nicholson based on it. In the first section of the paper Nicholson's experiment is described and dynamic equations for its modeling are chosen. A priori estimates for model parameters can be made more precise by means of local analysis of the dynamical system, that is carried out in the second section. For parameter values found there stability loss of the equilibrium of the problem leads to the bifurcation of stable two-dimensional torus. Numerical simulations based on the estimates from the second section allows to explain classical Nicholson's experiment, which detailed theoretical rationale is given in the last section. There for an attractor of the system the largest Lyapunov exponent is computed. The nature of change of this exponent allows to additionally narrow the area of model parameters search. Justification of this experiment was made possible only due to combination of analytical and numerical methods in studying of equations of insects population dynamics. At the same time, the analytical approach made it possible to perform numerical analysis in a rather narrow region of the parameter space. It is not possible to get into this area, based only on general considerations.
PROBLEM STATEMENT AND MAIN RESULTS

Experiment Description
In [1, 2] Nicholson published the observations of a laboratory population of Lucilia cuprina (Australian sheep blowfly). From his series of experiments two are considered below. In carrying out these experiments, Nicholson contained flies in large cages, in abundance providing them with food (chopped liver and sugar), so that they laid a large amount of eggs. For larvae, the amount of food was limited to 25 or 50 g of meat per day. (Flies could lay eggs on this meat, but they could not eat). After a certain period of time, the meat was examined to count the number of viable pupae (flies could hatch from pupae, after which they were added to the cage). Every two days the flies were counted. On Figs. 1, 2 the plots of fly population are reproduced from [1, 2] (in case 2 A 50 g of meet were feeded, and in case 2 B -25 g), and on Fig. 3 there is the plot of population of viable pupae, and one of the plots (3 A) corresponds to the situation shown on Fig. 2 A, while the second plot represents the experiment in which 99% of adult flies were destroyed every day.
Unfortunately, in these articles there are no numeric tables corresponding to plots. In addition, the initial conditions of experiments are unknown (thus unknown are the initial conditions of the corresponding differential equations). It is clear, however, that the intraspecific competition took place at the stage of the larvae, since flies were not limited in food. Note that in nature too, intraspecific competition is most severe among the larvae. This feature in a certain sense brings the population closer to the natural one. Nicholson's experiment is one of a kind in its duration (several years) and accuracy. Appropriate selection of the population with a relatively short life cycle allowed to observe a large number of population oscillations. Experiment purity makes it very attractive for modeling. Especially since there is still no satisfactory explanation of the features of the experimental graphs, despite numerous attempts (see, for example, [3, 4] ). Thus, the problem arises of constructing a mathematical model of the process. We choose the corresponding dynamical equations for this purpose.
Dynamical Equations
In a series of works [5] [6] [7] [8] [9] , a unified approach was developed to the problem of insect population dynamics. Consider the system 
, Here is a number of adults, -number of larvae, -time between larvae and imago emergence, -time between imago and larvae emergence, T -life cycle time, -average life time of imago in one generation, and -average populations, parameter characterizes the depth of imago and larvae populations connection, value is a Malthusian coefficient of linear growth, parameter is determined by larvae emergence rate (in many applications is large).
Consider also more simple equation arising form system (1) as
In this case the problem is reduced to the differential equation with two delays of the form (2) where We will apply system (1) and equation (2) to model the Nicholson's experiment. Here arises the problem of parameters choice. Taking into account their biological meaning, it is possible to find their approximate values. Still, such estimates leave too much freedom of choice and need additional elaboration. To localize the parameters let us define the conditions of existence of appropriate stationary regimes of (2) (taking good coincidence with experimental plots as a criterion).
Let us formulate main results obtained in this direction.
Main Results
The choice of the model should be considered successful if its behaviour corresponds to experimental results, and parameters of the equations have clear biological meaning. In accordance with these requirements, a priori estimates of the parameters of the system (1) were made, which were then refined by means Time, days of analytical methods, and finally, extensive numerical analysis allowed to choose the values of parameters such that solutions (1) or (2) are close to experimental ones.
The main result of the local analysis is the proof of the existence (at values of parameters close to critical) of stable two-frequency oscillations of the model equations. The proof is contained in Section 2.
With a further change of the bifurcation parameter, the two-frequency solutions are reconstructed into more complex oscillatory regimes, which can only be studied numerically. The dependence of the highest Lyapunov exponent of the attractor of the system on this parameter is constructed. As it turned out, this dependence contains the sections on which the highest Lyapunov exponent is separated from zero. The presence of such an interval means that, for values of the bifurcation parameter inside it, within the accuracy of computations it is not possible to obtain points where the system under investigation has periodic or quasiperiodic solutions. Thus, forsufficiently small perturbations, the problem will have an attractor with similar properties. Based on this feature, it was possible to further refine the search of the parameters of the problem.
The solutions presented in the third part and the qualitative properties of the model allow us to state that a satisfactory theoretical explanation of the Nicholson's experiment was obtained.
LOCAL ANALYSIS OF THE MODEL
Characteristic Equation Analysis
In the Nicholson's experiment, oscillations of the number of flies slightly resemble the two-frequency regime, in which the component with a larger frequency has a significantly smaller amplitude, therefore, in the analytic investigation of (2) we will be especially interested in two-frequency oscillations.
We make in (2) the substitution and denote back as h, and -as r. As a result the equation (2) transforms into more convenient form (3) Note that in [10] the Hutchonson's equation with several age groups is studied. Equation (3) has similar structure, but parameter regions for these two problems are significantly different, that leads to significant differences in dynamical properties as well.
The characteristic quasipolynomial for equation (3) , linearized on stationary state is
Letting we get
Let where Let (7) Next, let be the positive roots of equation (5), enumerated in ascending order, considering their multiplicity. From (7) follows that numbers in case of odd j as r grows approach from the left half-plane, and from the right half-plane in case of even. Besides, for arbitrarily fixed and for r small enough all the roots of characteristic quasipolynomial (4) lie to the left of the imaginary axis.
The following statement allows to obtain the number of pairs that can lie on the imaginary axis simultaneously. 
where Proof. According to (6) we have (12) Substituting into (5) and into the second of equalities (12) the asymptotic expansion on h for and and equating the coefficients at equal powers of h we obtain (8) , (10), (11) . Besides that from the first equality (12) we can get the expansion (9) for Note that and are the two adjacent odd solutions of the equation (5) (for every number k there are two solutions (5)). This choice of roots of (5) is due to the value that reaches its minimum on them. So the obtained roots of quasipolynomial (4) and are the first to cross the imaginary axis, that proves the lemma. Now consider the conditions under which the degenerate curves can be interrupted. It has already been noted above that and are two adjacent odd solutions of the equation (5). It is clear that for some values the odd and even solutions of (5) can coincide, and in this case becomes a multiple root. As h increases, the corresponding root ceases to exist. Thus, to determine the boundary points of the curves described, we can use the system of equations (13) along with the equation responsible for multiplicity of the root (14) After simple transformations of the system (13) and equation (14) to find the k-th boundary point we get the system (15) that can easily be solved numerically. In the table (1) the coordinates of the boundary points of the first four neutral curves, computed in accordance with (15) .
Assuming k large enough it is easy to obtain asymptotic formulas for coordinates of these points.
Lemma 2. Let k be the number of the neutral curve on the parameter plane a, h, then for boundary points of these curves for k large enough the following asymptotic formulas hold:
where Here are given by
(20)
, ,r
To prove the statement we substitute into the formulas (15) the expansions of the values a, H, into series on k and equate the coefficients at equal powers. Expansion for r is obtained after substitution of the asymptotics for a, h, into the formula (6). The statements above let us answer the question of the stability loss of the equilibrium point of the equation (3).
Theorem 1. The stability loss of the equilibrium point of the equation (3) occurs only if there are no three pairs on the imaginary axis, and in the case of two pairs there are no the main resonances.
The first four neutral curves are shown in Fig. 4 . For the values of the parameters a and h on these curves, the quasipolynomial (4) has two pairs of imaginary roots (the endpoints of the curves are marked by bold dots, and their coordinates are given in the Table 1 ).
In accordance with the lemmas 1, 2, there is a countable set of such curves, and for each of them as For small h, the curves are disjoint due to the relation (8) of the Lemma 1. Estimates of the boundary points of curves which are numerically found for (see Table 1 ) and analytically for sufficiently large k (see the formulas (16), (17)) allows to assert that the curves do not intersect for all for which every one of them is defined.
We proceed to the proof of the second part of the theorem. Let belong to one of the curves constructed above. We denote the roots of the quasipolynomial (4) by and and check the absence of the main resonances (1 : 1, 1 : 2, 1 : 3).
Suppose that there is a 1 : 1 resonance, i.e. is a root of multiplicity two. In this case, in addition to (5), (6) equalities (21) must be satisfied.
We obtain
Since and from (5) and the second equality of (21) it follows that From (22) we have This means that is the root of quasipolynomial (5) with an even number. According to the (7), it follows that when r passes through the roots from the right halfplane approach the imaginary axis, touch it and, with further increase of r, go to the right again. Therefore, there exists such that the pair of quasipolynomial roots (4) is on the imaginary axis. We came to the contradiction here.
Suppose now that From (5) we obtain
Since from (23) it follows that
The contradiction again. Thus, the theorem 1 is completely proved.
Analysis of Nonlinear Equation
After the substitution into the equation (3) we obtain (25) Assuming that (26) we will perform a substitution (27) in the (25), which leads to a truncated normal form (28) where ω = ω 1 2 3 .
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The following notation is used in the above formulas:
Let where Perform in (28) normalizing substitution and consider equations for slow variables (29) where By symmetry, we shall henceforth consider the behavior of the system (29) only in the first quadrant of the phase plane. The analysis of the system (29) is given, for example, in the book [11] , so we limit ourselves here only to the formulation of main results.
We denote For belonging to the constructed on Fig. 4 curves and satisfying the formulas (12) we obtain and Moreover, and Suppose that then the system (29) has equilibrium points The phase portrait of the system (29) has the form shown in Fig. 5a ) for (there are no stable stationary modes on the phase plane). This means that there takes place hard loss of stability by the equilibrium point, and stable regimes appear nonlocally.
In the case the system (29) has one more equilibrium point where This equilibrium point bifurcates from and is sta-α ω − α ω ω α ω = = ω − α ω +α ω α ω +α ω 2  2  1  2  2  1  2  21  22  2  2  2  2  2 0  1  2  2  2  0  1  2  2 2  1 1  1  1  1  2  1  2  2 1  2  1  2  2  2  11  22  2  2  2  2  1  1  2  1  1  2  2 
. (Fig. 5b) ). Then it loses stability (see Fig. 5c )), and merges with the equilibrium point at Phase portrait of the system (29) is shown at Fig. 5d ) for
From the normalizing substitution (27) we obtain that the equilibrium points which located on the coordinate axes correspond to -periodic solutions of the equation (25). The equilibrium point correspond to two-frequency oscillations of (25) 
To explain the Nicholson's experiment, we need a two-frequency regime with a background second frequency (the ratio to is small). Calculations show that in order to obtain it, and h should be taken near the lower end of the first degeneracy curve (see Fig. 4 and Table 1 ), and α is close to .
Properties of the Pair of Equations
Consider the system (1). Performing normalizing substitution we obtain (30) where are denoted again by We linearize the system (30) at equilibrium point Then we formulate the characteristic equation and put
As a result, we obtain two equations (31) (32) where The system (31), (32) is reduced to the system (5), (6) as
In the (31), (32) we fix and then act, as in the previous paragraph, i.e. we construct in the plane the degeneracy curves. For sufficiently large these curves are close to shown in Fig. 4 . If we decrease then these curves begin to intersect the line (see Fig. 6 , which shows the case ). As before, the main result is that, for any h, these curves do not intersect with each other and there are no main resonances. In addition, if we take into account the second equation, then the region of periodic regimes existence expands (cf. Figs. 4 and 6) . The above results help us in a numerical experiment for the system (30). We can use the results obtained for equation (2) in the analysis of system (30). In particular, to obtain the modes of interest we should increase values a when we decrease (other parameters are fixed). We note that if for the parameter a close to 1 the local analysis of the system (1) is provided in the article [7] .
THEORETICAL EXPLANATION OF NICHOLSON'S EXPERIMENT
Intial Data and Model Parameters
There are clear intense oscillations with high peaks and deep minimums of number in the growth process of flies population (see Figs. 1-3) . In order to model these oscillations we will use the system (1), with numerical values of the parameters and initial data to be determined. Firstly we use the facts from [1, 2] . The minimal period of time from egg to egg lasts about 16 days for given population, the maximum life period of flies is 30 days. In the situation when the population was limited by 50 g of meat it was found that 4287 larvae and 220 flies were born every day at average. Average number of flies was 1498 during the observation time. This data does not determine parameters of the system (1), but allows us to make believable assessments. Average life time of flies could be probably accepted as approximately equal to the ratio of the average total number of flies to the average number of flies born every day, that is about 6.8 days. Life cycle T is approximately equal to 23 days, -11 days. (Change of during the process of numerical analysis from 7 to 13 days showed relatively weak dependence of system (1) solution on this parameter.) In [6, 7] it was noted that the value of the parameter a, corresponding to connection depth between larvae and imago populations, is often relatively close to 1. In the considered experiment the situation is different. Tough concurrency for food among larvae is a reason why just a few of them pass to the fly phase. Thereby the value of a should not be high. There is a reasonable assumption that the parameter a is close to the ratio between average numbers of imago and larvae born every day. From this and above- where p is a fraction of females in the flies population (according to [1] it should be accepted as equal to 0.5), and m is the average number of eggs produced by one fly (under the experiment conditions it reaches up to 100-200 pieces), it is easy to get the estimation (33)
It is difficult to determine the parameter that depends on larvae hatching speed. In natural populations, this coefficient is probably higher than However it is possible that this is not the case here. The population in the laboratory doesn't have to adapt to environment seasonal changes, so the larvae born speed could be lower than In the following we will consider two cases: is high and is close Let's turn to another difficult question, which concerns the choice of initial conditions. It is reasonable to assume that the experiment began with several flies or larvae (it was not mentioned in [1, 2] ). So the initial functions could be taken to be zero in all the interval preceding to the zero moment of time, and at zero -equal to several hundredths of average number of flies or larvae.
Numerical Analysis of the Single Equation
Suppose the value of is high. In this case, as we already mentioned, the system (1) reduces to the equation (2) . Making in (2) substitutions slightly different from the ones in Section 2 (34) we obtain the equation The parameters values of the equation (35) are still defined within wide limits. In order to make them more precise we use the results from the previous sections. Indeed, the fluctuations in the number of flies slightly resemble a dual-frequency mode with a leading first frequency (see Figs. 1-3 ). Taking this into account and following 2, we get (the obtained value corresponds to which is equal to about 7 days). Next, choosing according to (33), using formulas (26) we find the values ε and a. So we approximately defined all the parameters of (35). The obtained numbers are, of course, just a start point for the subsequent numerical analysis because a priori it is impossible to say anything about local analysis results applicability. Numerical study of the equation (35) was done according to the following pattern: a, were fixed near one of the critical curves, described in the Lemma 1, and the parameter was changed in vicinity of the value computed above in such a way to obtain the modes close to those shown in the Fig. 1 . Then a and were changed and all the process was repeated.
As it was already mentioned, oscillation modes shown on the Figs. 1-3 slightly resemble two-frequency oscillations. However, it is necessary to mention that the oscillations while retaining some leading frequency are not regular. This circumstance makes it possible to propose another way to refine the values of the parameters. This method involves computing and subsequent comparing the invariant characteristics of the attractor of equation (35) and those of the experimental data. Firstly we consider qualitative changes in the solutions of the equation (35) as the parameter grows.
The general scenario of phase rearrangements of the equation (35) turned out to be the following. With values close to, but lower than the critical ones, a cycle appear from the trajectories compression. On the way to chaotic oscillations it undergoes either the series of period-doubling bifurcations, or oscillatory loss of stability giving birth to a stable torus from which the system also comes to chaotic oscillations in a result of several bifurcations. The first idea about the phase changes in these cases is given by the graph of the highest Lyapunov exponent calculated for on the interval of changing from 12 to 14 (see Fig. 7 ) and for on the interval (see Fig. 8 ). For computations we used dynamic renormalization method (see [12] ).
The common feature for dependences in the first and the second cases is that there is a relatively large interval of where the value of is separated from zero. The presence of such interval means that for values from it, it is not possible within the accuracy of calculations to obtain the points such that the equation (35) has periodic or quasi-periodic solutions. In particular, this means that for sufficiently small perturbations the equation (35) has an attractor with similar properties. Unfortunately, we got no results on the hyperbolicity of the attractor in this situation. It should be noted that any effective modeling of of the proposed experiment is possible in this range of values only, because otherwise a small change in the parameters or right parts of the model can lead to the appearance of fundamentally different solutions. Thereby, it is possible to make the interval, from which we choose the parameter a bit more narrow.
If the highest Lyapunov exponent is positive, it determines the rate of expanding of close trajectories on the attractor. So we can't expect that equation (35) solution and experimental data will match exactly. At the same time, with it is possible to achieve a satisfactory similarity Fig. 2B (see Fig. 9 ). On the Figs. 10, 11 there are shown another intervals of solution of the equation (35) with the given parameters values. We see that they contain all the specific features presented on the experimental curves. For the Fig. 1 Figs. 12, 13 ), but after this extended period the high peak can emerge followed by deep minimum (see Fig. 14) .
Thus the significant feature of regimes of (35) under consideration is that as the parameter grows, their maximum rises and following minimum decreases. Besides that, there are values of this parameter such that the corresponding regime exhibit large peak only after an extended time interval (in early moments the solutions are close to the solutions of (35) with smaller values of ). It is very likely that for the best possible approximation of oscillations depicted on Fig. 3 it is necessary to consider parameter values exactly like that. This means that the laboratory population studied by Nicholson could suddenly extinct if the experiment continued. Now let us describe the character of change of the solution of (35) depending on the parameter If decreases from 0.16 to 0.125, then the maximal value of a, such that the equation (35) obtains the necessary regime, changes from 0.28 to 0.31, and lower lead to deeper minimums.
So the main difficulty is to choose the parameters and a, because solutions of the equation (35) are very sensitive to their change. For instance, in case shown on Fig. 14, increasing a only by 0 .002 leads to the regime with regular catastrophically large peaks of population.
Finally note that the change in initial values do not lead to change of qualitative behaviour of solutions of the equation (35) (still the quantitative changes can be substantial).
Thus, numerical analysis of (35) shows us possibility of effective simulation of population dynamics with only one equation. Difficulties with approximation of the oscillations from Fig. 1 , indicate that the model with two equations should be involved.
Numerical Analysis of the Pair of Equations
Assume that the parameter is finite and consider the system (30). In the process of numerical analysis of this system the values of the parameter were at first taken large enough that its solutions were close to solutions of the equation (35). Parameters of the system (30) were chosen the same as of (35), and normalized value of was taken equal to 0.247 (that corresponds to 11 days). Then the parameter was gradually decreased and for every its value the system (30) was analyzed along the scheme above. In the Section 2 it was noted that as decreases, the region of existence of periodic regimes close to those shown on Fig. 2 grows, and the value had to be taken the larger the smaller was. Initial conditions were changed from 0.03 to 0.07 of the average population of flies or larvae in the zero time moment (there was no population before the zero time, initial functions equals to zero there).
General form of initial parts of solutions for parameter values chosen in the manner described above was the following: firstly, short intervals of swing near the equilibrium, then intervals of behaviour close to periodic oscillations (the longer intervals the smaller the value was), finally, the complex oscillatory regime.
For fixed as the other parameter change the solution of the system (30) change in about the same way as in the case of the single equation, but there appear a number of new effects. Appending the second equation begin its influence for values of about 40. Decreasing of leads to growth of those a, for which catastrophically large peaks do not appear, and to shrinking of the region of a when the system (30) exhibit complex oscillatory regime. (E.g. for this region almost vanishes from observation.) Let us emphasize the dependence of solutions of the system (30) from the initial conditions. Qualitative changes of the number of flies or the number of larvae in the zero moment of time from 0.03 to 0.7 of the average population do not affect much the general character of solutions. In qualitative behaviour (as well as in case of the single equation) the solutions can differ significantly.
So while all the parameters are localized in quite narrow intervals, the system (30) exhibit rich choice of solutions. It is not possible to find those of them that correspond to Figs. 1-3 exactly due to chaotic nature of the regimes (30). Concluding we note that this study allows to explain some other experimental results. For instance, comparing the graphs of solutions of the system (30) (for from 10 to 15) in the early moments of time with graphs of population change for certain species of beetles in laboratory experiments of Crombie [13, 14] and Birch (see page 24 in the book [15] ), it is possible to conclude that they are close. However we should note that the mentioned experiments are of qualitative design and contain too little experimental data.
As a result of combination of analytical and numerical methods of analysis of population dynamics equations we propose the theoretical explanation of Nicholson's experiment, as well as some others. We emphasize that the analytical approach allowed to perform numerical simulations in a narrow region of parameter space that was not possible to locate from general considerations. 
