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We study the branching rules between K (Sp × Sp) and K S2p: that
is we determine, in characteristic p for p odd, the Loewy structure
of the principal block simple K (Sp × Sp)-modules induced to
K S2p and the Loewy structure of the principal block simple
K S2p-modules restricted to K (Sp × Sp). In characteristic zero the
answer follows easily from the Littlewood–Richardson rule, but in
other characteristics the structure of the induced and restricted
modules is not known. Kleshchev has obtained the simple module
branching rules between K Sn and K Sn+1 for any n and any ﬁeld
characteristic. We provide similar branching rules for our case.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let p be a prime or zero and let K be an algebraically closed ﬁeld of characteristic p. Consider
some symmetric group Sn for n  1. What happens if we restrict the simple K Sn-modules to a sub-
group H of Sn? What happens if we induce the simple K H-modules to Sn?
In the case H is isomorphic to Sn−1 (embedded in the obvious way as the stabiliser of one point),
this problem is called the branching rule problem and has been much studied. The branching rule
problem is to determine the structure of simple or Specht modules (see [6], 7.1.3 for deﬁnition of a
Specht module) for Sn upon induction to Sn+1 or restriction to Sn−1.
Peel (see [14]) obtains the Specht module branching rules for Sn for all n, over any characteristic.
He shows that the Specht K Sn-modules induced to Sn+1 or restricted to Sn−1 are ﬁltered by Specht
modules and describes the multiplicities in terms of partition diagrams.
Kleshchev gives a description for the simple module branching rules for Sn , over any characteristic.
In a number of papers summarised in his book [8] he gives a combinatorial rule to ﬁnd the structure
of the tops and socles of the simple K Sn-modules induced to Sn+1 or restricted to Sn−1.
A generalisation is to take H to be an arbitrary Young subgroup Sλ of Sn . The simple K Sλ-modules
are precisely all the outer tensor products S1 ⊗ · · · ⊗ Sl , where Si is a simple K Sλi -module and
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characteristic zero, the Specht summands of the simple K H-modules induced to Sn and the simple
summands of the Specht K Sn-modules restricted to H . James and Peel (see [7]) ﬁnd a Specht ﬁltra-
tion for those simple K H-modules induced to Sn in characteristic p and show the multiplicities are
precisely the Littlewood–Richardson multiplicities.
In this article we take H = Sp × Sp and improve on the Littlewood–Richardson Rule and the result
of James and Peel by giving a description of the Loewy layers of the simple modules for Sp × Sp
induced to S2p , and of the simple modules for S2p restricted to Sp × Sp . Furthermore, we give an
insight into the submodule structure of those by describing for each of those the partially ordered set
(with respect to containment) of all its submodules with a simple top. Since the submodule lattice
of each indecomposable summand in each case turns out to be distributive, it can then be easily
obtained from this partially ordered set.
These can be interpreted as the equivalent of the Kleshchev branching rules for this case, although
our result here is stronger. The diﬃcult case involves the principal block components of the inductions
and restrictions of the simple modules in the principal blocks of Sp × Sp and S2p . Our results for this
case, giving the Loewy series for the induced and restricted modules, are stated in Section 2. All the
other components of these modules, as well as the inductions and restrictions of simple modules in
non-principal blocks, are easy to obtain using the Littlewood–Richardson rule together with inductive
arguments that use the structure of weight one blocks.
The rest of Section 1 is concerned with preliminaries, labelling and background. In particular, in
Section 1.2 we deﬁne a notation for the simple K S2p-modules in the principal block in terms of par-
ticular subsets of the vertex set of the quiver, called rows and columns. Our main results in Section 2
are then stated using that notation. We then prove the three theorems of that section and then go on
to deal with lattices in Section 4.1.
Our choice of groups S2p and Sp × Sp is important. The group S2p is the smallest symmetric group
such that the associated group algebra over a ﬁeld of characteristic p has a block of inﬁnite type. The
group Sp × Sp is its only non-trivial Young subgroup whose associated group algebra over a ﬁeld of
characteristic p has a block of inﬁnite type. In both cases the block in question is the principal block.
Therefore, this could be seen as the ‘smallest non-trivial case’.
The simple module branching rules for the other K Sn-blocks of weight two and blocks with non-
abelian defect groups of their Young subgroups are similar to the ones described in this article for
B(S2p) and B(Sp × Sp). Furthermore, in the weight three case there is evidence that an analogue of
Theorem 11 will hold, and from this the analogues of all the theorems in Section 2 could perhaps be
constructed.
In [13] the author uses these branching rules to ﬁnd the structure of all the p-permutation K S2p-
modules of cyclic vertex. The author has also used them to ﬁnd the structure of all the p-permutation
K S2p-modules of non-cyclic vertex (unpublished).
1.1. Preliminaries and background
In this section we describe the conventions and the notation. We also give an overview of the
representation theory of the symmetric group. Finally we describe the blocks of the group algebras
K S2p and K (Sp × Sp), in particular we describe the principal blocks.
Deﬁnitions and notation. Unless otherwise stated, let p be an odd prime and let K be an alge-
braically closed ﬁeld of characteristic p. We assume all modules and algebras are ﬁnite dimensional.
For any ﬁnite group G , a subgroup H of G , a K H-module M and a block B of KG we write MB
to denote the component of MG in the block B . We say that MB is the module M induced to B .
Similarly, if N is a KG-module and C is a block of K H we write NC for the component of NH in the
block C , and we say that this is the module N restricted to C . Finally, we say that M is a B-module
if and only if M is a KG-module in the block B .
For any A-module M we deﬁne cf (M) to be the multiset of its composition factors, where two
factors are assumed equal in the multiset if and only if they are isomorphic. We also let top(M) equal
M/ rad(M).
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of K H .
Some representation theory of K Sn. Let n be a positive integer. We deﬁne a partition of n to be a
ﬁnite sequence of positive integers (λi), where λi  λi+1 and
∑
i λi = n. We denote λ = (λ1, . . . λr),
write λ  n and deﬁne ht(λ) = r. We deﬁne a partial order on partitions of n and call it the dominance
order. Given λ,μ  n we let λi = μ j = 0 for all integers i > ht(λ) and j > ht(μ). We say λμ if and
only if
∑ j
i=1 λi 
∑ j
i=1 μi for all positive integers j. The dominance order is a weaker form of the
lexicographic order, in that λ < μ implies that λ is before μ in the lexicographic order.
A partition is said to be p-regular if does not have at least p equal non-zero parts. If λ is not
p-regular, it is said to be p-singular.
For any partition λ  n we deﬁne a permutation module Mλ to be the induced module kSλ Sn , where
Sλ ∼= Sλ1 × · · · × Sλl . This deﬁnition of Mλ is characteristic-free. It is possible to deﬁne (see [6], 7.1.3)
a submodule Sλ of Mλ which likewise has a ‘characteristic-free’ basis. The Sλ are called the Specht
modules. It can then be shown (see [6], 7.1.9) that for p > n or p = 0 the set {Sλ: λ  n} is precisely
the set of simple K Sn-modules up to isomorphism. In the case 1  n  p the Sλ are not in general
simple. For λ p-regular however, Sλ has a simple top, which is denoted Dλ (see [6], 7.1.13). This Dλ
is also self-dual, and the set of such Dλ , for λ  n p-regular, is precisely the set of the isomorphism
classes of the simple K Sn-modules (see [6], 7.1.14).
The decomposition matrix of K Sn is a matrix with rows indexed by the partitions of n and columns
indexed by the p-regular partitions of n. The (λ,μ)-entry is the multiplicity of Dμ as a composition
factor of Sλ . Subject to a suitable ordering of indices this matrix is lower triangular, with the (μ,μ)
entry equal to one for any p-regular μ (see [6], 7.1.16 and 7.2.13).
The Young diagram of λ, [λ], is the set {(i, j) | i, j ∈ Z, 1  i, j  λi}, and its elements are called
nodes. We deﬁne the boundary of a Young diagram to be the set of nodes (i, j) such that either
(i+ 1, j) or (i, j+ 1) is not a node. We deﬁne a hook in the Young tableau to be the set consisting of:
(i) some ﬁxed node (i, j),
(ii) all the nodes in the diagram directly below (i, j), and
(iii) all the nodes in the diagram directly to the right of (i, j).
Taking the lowest and the right-most nodes in this set (which will lie on the boundary), we call the
set of nodes on the boundary between those two nodes a rim hook corresponding to the hook. A hook
has the same number of nodes as the corresponding rim hook. A rim p-hook is then a rim hook with
p nodes.
We can remove any rim p-hook from [λ] to create a diagram of some partition of n − p. We
thus deﬁne the p-core of a partition to be the partition whose diagram is obtained by successively
removing rim p-hooks until no more can be removed. We deﬁne the p-weight of a partition to be
the number of rim p-hooks that need to be removed from its diagram to get the p-core. It is easy to
show that both the p-core and the p-weight are well deﬁned for a given λ.
The Nakayama Conjecture theorem (see [6], 6.1.21) states that the Specht modules Sλ and Sμ lie
in the same block if and only if λ and μ have the same p-core. Thus, blocks of K Sn can be labelled by
p-cores. When the p-weight of a partition is zero, the block it lies in can be shown to be simple. Also,
the decomposition matrix of a block can be deﬁned as the submatrix in the decomposition matrix of
K Sn corresponding to the rows and columns indexed by the partitions with the p-core of the block.
Given two partitions λ  n and μ m such that μi  λi for all i we deﬁne a skew diagram [λ\μ]
to be the set [λ]\[μ].
Blocks and simple modules. We describe the blocks for KΓ and K H . The group algebra KΓ has
blocks of three possible weights.
(1) The principal block B = B0(Γ ) has weight two and its defect group is non-cyclic.
(2) Blocks of weight one have defect group 〈(12 · · · p)〉.
(3) Simple blocks of weight zero have trivial defect group.
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of weight one are of ﬁnite type, and their module category can be described using the cyclic block
theory of Brauer (see [6], 6.3.9 and also [1], Chapter 17). Blocks of weight two will be discussed in
Section 1.2.
We recall the structure of a K Sn-block of weight one. The dominance order of partitions restricted
to the labels of Specht and simple modules in a given K Sn-block of weight one is a total order. The
quiver is a straight line and the decomposition matrix is a ((p − 1) × (p − 2))-matrix that has entries
of one on the main diagonal and its subdiagonal and entries of zero elsewhere.
Therefore, if we let λm be the mth highest partition in a weight one block, the simple modules
in the block are labelled Dλ1 , . . . , Dλp−1 , and the Specht K Sp-modules are labelled Sλ1 , . . . , Sλp . Fur-
thermore, we write Dλ0 = Dλp = 0. The structure of the Specht modules will then be as follows: for
1 j  p (we write Loewy series as towers with the i Loewy layer in the ith row):
Sλ j ∼ D
λ j
Dλ j−1
and for 1 k p − 1:
P
(
Dλk
)∼ D
λk
Dλk−1 ⊕ Dλk+1
Dλk
and these give the Loewy structure of all the Specht and indecomposable projective modules in the
weight one block (we write ﬁltrations as towers). An example of a weight one block is the principal
block B0(Sp) of K Sp , with λm = (p −m− 1,1m+1).
For the blocks of K H the weight is not deﬁned, so we sort the blocks out by defect group. Using
the isomorphism K (Sp × Sp) ∼= (K Sp)⊗2 of algebras we deduce that three possibilities exist:
(1) The principal block b has a non-cyclic defect group. It is isomorphic to B0(Sp)⊗2.
(2) Blocks with defect group 〈(12 · · · p)〉. These are the outer tensor products of a simple K Sp-block
with B0(Sp).
(3) Simple blocks. These are the outer tensor products of simple K Sp-blocks.
The simple b-modules are precisely all the possible outer tensor products of the simple B0(Sp)-
modules. We wish to label these, and we let (m) = D(p−m,1m) for 0m p − 2 and deﬁne (l,m), for
0 l,m p − 2 to be the outer tensor product (l) ⊗ (m). We deﬁne (l,m) for all other integers l and
m to be equal to zero.
We label the outer tensor products of the principal block Specht K Sp-modules in a similar way:
we let 〈m〉 ∼= S(p−m,1m) for 0m p−1, and we let 〈l,m〉 ∼= 〈l〉⊗ 〈m〉 for 0 l,m p−1. The Loewy
structure of 〈l,m〉 can be easily deduced from that of 〈l〉 and 〈m〉, and this is left to the reader.
We give an example by setting out the restriction (branching) rules for restricting the outer tensor
products (r, s) to Sp × Sp−1. These can be obtained by applying Peel’s branching rules for Specht
modules (see [14]) to obtain 〈r, s〉Sp×Sp−1 and then arguing inductively on r.
Lemma 1. For 0 s p − 2,
(r, s)Sp×Sp−1 ∼= (r) ⊗ S(p−s−1,1
s).
The indecomposable projective b-modules are precisely the outer tensor products of the in-
decomposable projective B0(Sp)-modules. The kth Loewy layer of P ((r, s)) is the direct sum⊕
i+ j=k(Li ⊗ M j) where Li is the ith Loewy layer of P ((r)) and M j is the jth Loewy layer of P ((s)).
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either |r − r′| = 1 and s = s′ or r = r′ and |s − s′| = 1.
Finally a note on symmetry. The quiver of b is symmetric under the graph automorphism (r, s) →
(r, s)⊗ Alt (with the tensor product being inner), taking (r, s) to (p− 2− r, p− 2− s), and also under
the graph automorphism, (r, s) → (s, r).
1.2. The labelling of the quiver of B
Martin [12] describes the quiver (see Fig. A.1 for the case p = 7) and the decomposition matrix for
the block B . The simple B-modules are labelled by the p-regular partitions of 2p (see [6], 7.1.8 and
7.1.11) of weight two. In this section we describe a different labelling system for the simple B-modules
in the block B , using the rows and columns of the quiver. The reason for doing this is that both our
results and the decomposition matrix for B will have a nice interpretation using this notation.
Firstly, we deﬁne our notation:
We deﬁne D[0|1] to be the trivial module D(2p) .
For 1 r  p − 1 we deﬁne D[r|r] = D(p−r,1r ) .
For 0 k p − 3 we deﬁne D[0|2k + 3] = D((p−k)2,2k) .
For 1 k p − 2 and 0 j  p − k − 2 we deﬁne D[k|2 j + k + 2] = D(p− j,p− j−k,2 j ,1k) .
For any other integer i and j we let D[i| j] to be zero.
We now deﬁne the rows and columns of the quiver of B in the obvious way (for an example for
p = 7 see Fig. A.1 in Appendix A). This approach is outlined in more detail in [13], Section 2.7. We
deﬁne the following sets of isomorphism types:
R0 =
{
D[0|2k + 1] 0 k p − 3},
Ri =
{
D[i|i + 2l], 0 l p − i} for 1 i  p − 1,
C j =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
{D[2l + 1| j], 0 l j−12 ; D[0| j]} for 1 j  p − 2 and j odd,
{D[2l + 2| j], 0 l j−22 } for 2 j  p − 1 and j even,
{D[2l + 1| j], 0 l 2p− j−32 ; D[0| j]} for p  j  2p − 2 and j odd,
{D[2l + 2| j], 0 l 2p− j−42 } for p − 1 j  2p − 3 and j even,
B1 =
{
D[ j| j], 1 j  p − 1; D[2p − 2− j| j], p − 2 j  2p − 3}
The set Ri is now said to be the ith row and C j is said to be the jth column of the quiver. The set
B1 is said to be the boundary of the quiver. It is not hard to see (using the structure of the quiver)
that for i  2 the simple module D[i| j] is extended by D[i ± 1| j ± 1]. The simple D[1| j] is extended
by D[0| j ± 2], D[0| j] and D[2| j ± 1]. The simple D[0| j] is extended by D[1| j ± 2] and D[i| j]. Note
that this means the quiver of B is bipartite (see also Fig. A.1). In each case, for values of i and j such
that one of the composition factors is deﬁned to be zero, such a composition factor is omitted.
Symmetry. The Mullineux involution w → w ⊗ Alt (which takes a module Dμ to its inner tensor
product with the sign representation Alt) induces a graph automorphism of the quiver taking the
vertex D[i| j] to D[i|2p − 2− j].
We state a lemma giving the decomposition of certain Specht B-modules.
Lemma 2. Let Sμ be a Specht KΓ -module whereμ has weight two and is p-regular. Suppose that Dμ is equal
to D[i| j] for 0 i  p−1 andmax(1, i) j min(2p−2− i,2p−3). Then Sμ has the following structure
(recall that top(Sμ) ∼= Dμ):
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j = i = 1 D[0| j], D[0| j − 2], D[2| j − 1], D[1| j − 2]
j = i 2 D[i − 1| j − 1], D[i + 1| j − 1], D[i| j − 2]
i = 0, j = 1 none
i = 0, j = 3 D[1|1]
5 j = i = 0 D[1| j − 2], D[0| j − 4]
i = j = 1 D[0|1]
i = j > 1 D[i − 1| j − 1]
Proof. See [12] for the decomposition matrix of B . 
We also state the branching rules for the restriction of simple B-modules to S2p−1
Lemma 3.We have the following restrictions of simple B-modules to S2p−1:
D[r|r]S2p−1 ∼= D(2p−r−1,1r ) for 1 r p − 1
D[r + 1|2p − 3− r]S2p−1 ∼= D(r+2,2p−r−2,1r+1) for 0 r p − 3
D[0|2k + 3]S2p−1 ∼= D(p−k,p−k−1,2k) for 0 k p − 3
D[k|2 j + k + 2]S2p−1 for 1 k p − 3
∼= D(p− j−1,p− j−k,2 j ,1k) ⊕ D(p− j,p− j−k−1,2 j ,1k) and 0 j p − k − 3
(1)
Proof. The easiest way to prove this is to use the Kleshchev Branching rules (see [8]). However, there
is a proof not using Kleshchev’s work, by just using the Specht module Branching rules (see [14]) and
the structure of projective K S2p−1-modules. 
1.3. Vertices and Green correspondences
In this section we state and prove results on certain Green correspondences between modules for
group algebras K (Sp × Sp−k) and K S2p−k , for 0 k p. These results will be used extensively in the
proofs for our main results.
Vertices and the Wreath product. We list the possible vertices of the indecomposable non-projective
modules for KΓ and K H (for deﬁnition of vertex see [4] or [1], Chapter 11).
(1) The Sylow p-subgroup Cp × Cp .
(2) The cyclic group generated by a p-cycle.
(3) The cyclic group generated by a product of two p-cycles.
Green correspondences between modules of cyclic vertex. The Green correspondence is deﬁned in [5]
(or [1], Chapter 11). We have the following lemma.
Lemma 4. Suppose 0 m  p − 1 and 0  k  p. Let λ¯ be a partition of k of weight zero. The outer tensor
product D(p−m,1m) ⊗ S λ¯ is Green correspondent to the module Dλ , where λ is the m+ 1st highest partition in
the usual partition order among the partitions with p-core λ¯.
Proof. A detailed proof is given in [13], Corollary 2.5.5, so we give a sketch. A result of Erdmann
(see [3]) allows us to relate the Young modules in the two blocks. The ﬁrst Specht module in the
block of Dλ is a Young module, and we see (using Erdmann’s result) that its Green correspondent in
K (Sp × Sk) is S(p) ⊗ S λ¯ . Since the Green correspondence commutes with the Heller operator (see [1],
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tion 1.1, we deduce that the mth Specht module in the block of Dλ corresponds to S(p−m+1,1m−1) ⊗ S λ¯ .
Finally, every non-projective module in the blocks that we are considering has cyclic vertex, and there-
fore the Green correspondence preserves non-split short exact sequences (see [1], Chapter 10). The
result follows. 
The other Green correspondence we discuss involves modules of non-cyclic vertex. Let L = Sp  S2
and let b¯ = B0(L). The representation theory of K (Sn  Sm) is known (see [6], Section 4), and in
the case n = p, m = 2 particularly straightforward, since L is generated by any set of generators of
H together with the element σ = Π pi=1(i p + i) (the generator for S2). Consider a K Sp-module T .
Then the K H-module M := T ⊗ T can be viewed as a K L-module by letting σ act trivially (since
conjugation by σ isomorphically maps one copy of Sp in H onto the other). We denote this module
M ⊗ KS2 (where the tensor product is inner), or more simply M ⊗ K .
We deﬁne M ⊗ AltS2 , or M ⊗ Alt , to be the inner tensor product of M ⊗ KS2 with the one-
dimensional simple K L-module on which all elements of H act trivially and σ acts by changing
sign.
A full classiﬁcation of simple b¯-modules is known.
Lemma 5. The following is a full set of principal block simple K L-modules without repeats:
(1) (l,m)L where 0 l <m p − 2.
(2) (l, l) ⊗ U where 0 l p − 2 and U ∈ {KS2 , AltS2}.
Proof. See [6], Theorem 4.4.3. 
Note that (l, l)L ∼= ((l, l) ⊗ K ) ⊕ ((l, l) ⊗ Alt) and, for l = m, (l,m)L ⊗ Alt ∼= (l,m)L , (l,m)L ∼= (m, l)L
and (l,m)LH
∼= (l,m) ⊕ (m, l).
Now we determine the vertices of the principal block simple modules for KΓ and K L:
Lemma 6. The vertex of any simple B-module, b¯-module or b-module is isomorphic to Cp × Cp .
Note. From now on we let P = Cp × Cp .
Proof. For the block B the result of the lemma is a consequence of the work of Knoerr (see [10]). For
b every simple module is an outer tensor product of two simple B0(Sp)-modules of vertex Cp (see
Section 1.1). The vertex of such an outer tensor product is P . From the Mackey theorem it follows
that any simple b¯-module has vertex P . 
This lemma implies, via the fact that the defect group of any KG-block contains the vertex of any
indecomposable KG-module in that block, that the Green correspondent of a (principal block) simple
B- or b¯-module also lies in the principal block.
We describe the Green correspondence between the module of non-cyclic vertex for the group
algebras KΓ and K L.
Lemma 7. For any K L-module V the induced module V Γ is of form g(V ) ⊕ P ′ , where g(V ) is the Green
correspondent of V and P ′ is a projective KΓ -module.
For any KΓ -module U the restriction UL is of form f (U ) ⊕ P ′′ where f (U ) is the Green correspondent of
U and P ′′ is a projective K L-module.
Proof. Let P be the vertex of M . We wish to ﬁnd the sets X = {hPh−1 ∩ P | h ∈ Γ, h /∈ L} and
Y = {hPh−1 ∩ L | h ∈ Γ, h /∈ L} of vertices for the summands of the restricted or induced module
other than the Green correspondent (see [1], Chapter 11 for deﬁnition of X and Y).
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the action of any ﬁxed Young subgroup Sp × Sp on {1 · · ·2p}. Any h ∈ Γ \L neither preserves nor
interchanges those two orbits. But the group P  Sp × Sp has the same two orbits when acting on
{1 · · ·2p}. It follows that h P ∩ L is trivial for any h, and so Y = {1}. It follows that X = {1} as well.
This gives the result. 
2. The statement of the main theorems
We state our main results. Firstly we state the branching rules for inducing the simple b-modules
to B and then the branching rules for restricting the simple B-modules to b. Our ﬁrst theorem ex-
presses the induced module (r, s)B in terms of an indecomposable KΓ -module Zr,s that is deﬁned in
Theorem 9:
Theorem 8. For each pair r, s (0 r, s p − 2) we have
(r, s)B ∼=
{
Zr,s ⊕ D[0|2r + 1], r = s,
Zr,s r = s,
where the module Zr,s is an indecomposable, non-projective B-module.
We next describe Zr,s and its Loewy layers. Because of the symmetry given by the Mullineux
involution and the fact (r, s)L ∼= (s, r)L we only need state our results for s r and 0 r + s p − 2,
the other cases being easy to infer from those using symmetry of the quivers of B and b and the
congruence (M ⊗ Alt)Γ ∼= MΓ ⊗ Alt .
Theorem 9. The module Zr,s has three Loewy layers, and is stable, that is, its radical and socle series coincide.
Furthermore,
top(Zr,s) ∼= soc(Zr,s) ∼=
r⊕
t=0
D[s − r + 1+ 2t|s + r + 1].
For |r − s| 1 we have heart(Zr,s) isomorphic to
r⊕
t=0
D[s − r + 2t|s + r] ⊕
r⊕
t=0
D[s − r + 2t|s + r + 2]
and for r = s we have heart(Zr,r) isomorphic to
D[0|2r − 1] ⊕ D[0|2r + 1] ⊕ D[0|2r + 3] ⊕
(
r⊕
t=1
D[2t|2r]
)
⊕
(
r⊕
t=1
D[2t|2r + 2]
)
.
For an example we describe the module (3,4)B0(S14) for p = 7 in Appendix A.1.
We now state the restriction branching rules.
Theorem 10. For any B-module D[i| j] the restriction D[i| j]b is indecomposable, stable, non-projective and
has the following structure:
D[0|2l + 1]b ∼= (l, l), for 0 l p − 2.
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phic to
i−1⊕
k=0
(
j − i
2
+ k, j + i
2
− 1− k
)
and the heart to
i⊕
k=0
(
j − i
2
− 1+ k, j + i
2
− 1− k
)
⊕
i⊕
k=0
(
j − i
2
+ k, j + i
2
− k
)
.
Note that Lemma 7 also shows that the components of D[i| j]b lying in blocks other than b are
projective. Also note that for i = j the terms for k = 0 and k = i in the ﬁrst direct sum in the heart are
zero (and also in the second direct sum in the heart for k = 0 and k = i if i = j = p−1). Furthermore,
observe that the restrictions of the other D[i| j] in B can be obtained from the ones above by tensoring
with the alternating module (see the notes on symmetry in 1.1 and 1.2). Finally, observe that i and j
have the same parity, so that all the entries are integers.
As with the induction, a visualisation using the quiver of b (see Section 1.1) is possible. This time
the Loewy layers of the D[i| j]b occupy the anti-diagonals.
With this in mind, we introduce a notation for certain composition factors on an anti-diagonal
of the quiver of b (if considered as a ((p − 2) × (p − 2))-matrix). For 0  a,b  p − 2 such that
0 a + b  p − 1 we deﬁne
(a,a + b) =
b∑
i=0
[
(a + i,a+ b − i)] (2)
to be understood as a sum in the Grothendieck group of the isomorphism classes of K H-modules.
Note that for a + b = p − 1 the terms [(a,a + b)] and [(a + b,a)] are zero.
3. Restriction
3.1. Composition factors
In this section we give a proof to Theorem 10. In Section 3.1 we ﬁnd the composition factors of
the restriction D[i| j]b: this is done by induction on row number of D[i| j]. Theorem 11 is the base
case involving the modules in the row R0. The inductive step is done in Lemma 13 and Theorem 15.
The Loewy structure is found in Theorem 16 of Section 3.2: the proof is mainly by using the Loewy
structure of the projective b-modules, given in Section 1.1.
In this section we will switch back to the partition notation for the simple modules of B . The rea-
son for this is that the proof uses the Littlewood–Richardson rule and therefore the partition notation
for Specht and simple B-modules is needed.
The base case. The row R0 contains both the trivial and the alternating KΓ -module (D(2p) and
D(3
2,2p−3) respectively). Clearly those restrict to the trivial and alternating K H-modules respectively.
We want to generalise this:
Theorem 11. For 0 k p − 4,
(
D((p−k)2,2k)
)
b
∼= (k + 1,k + 1).
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pletely splittable modules are deﬁned by Kleshchev in [9]. Kleshchev shows that the restriction of
any such completely splittable module to any Young subgroup is semisimple. In Theorem 11 we go
further in our particular case.
Proof. Let D ∈ R0\{K , Alt}. It is suﬃcient to show that there are Specht modules S1 and S2 in the
principal block B such that
cf (S1) ∩ cf (S2) = {D},
and
cf
(
(S1)b
)∩ cf ((S2)b)= {S}
where S is the simple b-module (k + 1,k + 1). Since Db = 0 (from Lemma 6 the vertex of D is
isomorphic to P and by the Green correspondence it follows that Db¯ = 0 and hence Db = 0 by b¯H = b)
it would then follow that Db ∼= S .
We know (by deﬁnition of R0) that D must equal Dμ where μ = ((p − k)2,2k) for 0 k p − 4.
We take S1 = Sμ , so that top(S1) ∼= D , and S2 = S((p−k−2)2,2k+2) . Using our knowledge of the decom-
position matrix of B (see Lemma 2) we deduce that
[
S((p−k)2,2k)
]= [D((p−k)2,2k)]+ [D(p−k+1,p−k,2k,1)]+ [D((p−k+2)2,2k−2)] (3)
(except for the case k = 0 when the last factor is equal to zero and the penultimate one is equal
to D(2p−1,1) , and the case k = 1 when the last factor is equal to D(2p)), and therefore the multisets
cf (S1) and cf (S2) have no elements in common other than D .
By the Littlewood–Richardson rule:
[
S((p−k)2,2k)b
]= [〈k,k〉]+ [〈k + 1,k + 1〉]. (4)
Using our description of the Loewy structure of the outer tensor products of the Specht B0(Sp)-
modules given in Section 1.1, we conclude that [(S((p−k)2,2k)b)] is equal to
[
(k + 1,k + 1)]+ 2[(k,k)]+ [(k − 1,k − 1)]+ [(k + 1,k)]+ [(k,k + 1)]
+ [(k − 1,k)]+ [(k,k − 1)] (5)
for 1 k p. For k = 0 the result is the same but with the simple modules labelled by (k− 1,k− 1),
(k,k − 1) and (k − 1,k) omitted.
Comparing the restrictions of S1 and S2 for each k we see that the intersection cf ((S1)b) ∩
cf ((S2)b) consists of the simple module labelled by (k + 1,k + 1) as stated.
This is the simple factor S we want. 
The proof of Theorem 11 gives us a convenient corollary about the composition factors of Dμb ,
where Dμ ∈ R1. We state this, and every subsequent result in this section, using the -notation
deﬁned in (2) above.
Corollary 12. Suppose Dμ ∈ R1\B1 , so that μ = (p − k, p − k − 1,2k,1) for 0 k p − 4. Then
[
Dμb
]= (k,k + 1) + 2(k + 1,k + 1) + (k + 1,k + 2). (6)
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The inductive step. We now ﬁnd the restrictions to b of Dμ in the rows Ri for i  2 inductively.
First of all we turn to Dμ where μ is a hook partition.
Lemma 13. Let 1 r  p − 1. Then
[
D(2p−r,1r)b
]= (0, r − 2) + 2(0, r − 1) + (0, r). (7)
Proof. Let λ = (2p − r,1r) where 1 r  p − 1. By the Littlewood–Richardson rule, in characteristic
zero, we have
S(2p−r,1r)b ∼=
⊕
s+t∈{r,r−1}
〈s, t〉 (8)
where 0 s, t  p − 1 (we leave it to the reader to check this).
Recall from Section 1.1 that S(2p) ∼= D(2p) and [S(2p−r,1r)] = [D(2p−r,1r)] + [D(2p−r+1,1r−1)] for 1 
r  p − 2. By a straightforward induction on r it then is apparent that the elements [D(2p−r,1r)b] and
[⊕s+t=r〈s, t〉] are the same. 
Note that by tensoring with the sign representation we have already obtained the composition
factors of the restriction to b for any module on the boundary of the quiver. Before stating the general
proposition the above lemma suggests, we ﬁnd, in characteristic zero, the restrictions of the other
Specht B-modules whose label is a p-regular partition by using the Littlewood–Richardson rule. This
will be needed for the proof of the said general proposition.
Lemma 14. Let μ = (p − j,k,2 j,1p− j−k) where 2 k p − j − 1 and 0 j  p − 3. Then
[
Sμb
]=
⎧⎪⎨
⎪⎩
[〈 j, p − k〉]+
+∑p− j−kt=1 ([〈 j + t, p − t − k + 2〉] + 2[〈 j + t, p − t − k + 1〉] + [〈 j + t, p − t − k〉])
+[〈p − k + 1, j + 1〉]
Proof. We apply the Littlewood–Richardson rule. For an example of our Littlewood–Richardson calcu-
lations see Appendix A.2. 
We now restrict the simple modules from rows Ri , for i  2, which do not lie on the boundary of
the quiver:
Theorem 15. Suppose Dμ is in row s where 2  s  p − 3 but Dμ is not on the boundary, so that μ =
(p − r, p − r − s,2r,1s) where 0 r  p − s − 3. Then
[
Dμb
]= (r, r + s) + 2(r + 1, r + s) + (r + 1, r + s + 1).
Proof. The proof is by induction on s and its method follows that of the proof of Lemma 13.
A detailed proof is given in [13], so we only give an outline. Given a module D = Dμ for μ =
(p − r, p − r − s,2r,1s) in row Rs we let S(D) = Sγ for γ = (p − r − 1, p − r − s,2r+1,1s−1). The
factors of S(D) are Dγ , Dμ , D(p−r,p−r−s+1,2r ,1s−1) and D(p−r−1,p−r−s+1,2r+1,1s−2) , by Lemma 2. Apart
from Dμ these factors lie in rows Ri for i  s, so we use the inductive hypothesis to ﬁnd the multi-
sets cf (Dνb) for any ν = μ such that Dν is a factor of Sγ . The composition factors of S(D)b are found
using Lemma 14 and the structure of the b-modules 〈i, j〉, for 0 i, j  p−1 was given in Section 1.1.
The multiset cf (Dμb) is equal to cf (Sγ b)\⋃μ =ν,Dν∈cf (Sμ) cf (Dνb) which we have found. 
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In this section we determine the Loewy structure of the restrictions of simple B-modules to b.
Theorem 16 is the main result, stating the Loewy layers of the restrictions.
Let Dμ be a simple module in B which does not lie in the row R0. From Lemma 15 and other
results in the previous section we know that the multiset cf (Dμb) is the disjoint union
2{Ti: i ∈ I} ∪ {H j: j ∈ J }
where [⊕i∈I T i] = (r+1, r+ s) and [⊕ j∈ J H j] = (r, r+ s)+(r+1, r+ s+1) (see Lemma 13 and
Theorem 15). We aim to prove the following theorem, from which Theorem 10 follows:
Theorem 16. Let M be the restriction Dμb. Then M is indecomposable, non-projective, and has Loewy length
three. Furthermore,
soc(M) =
⊕
i∈I
T i ∼= M/ rad(M), rad(M)/ soc(M) =
⊕
j∈ J
H j.
The proof is in stages. We ﬁrst determine the number of summands of Dμb and the vertices of
any such summands:
Lemma 17. Let Dμ be a simple B module not in the row R0 . Then the restriction Dμb is either indecomposable
or has form M ′ ⊕ M ′ ⊗α where both components are indecomposable and α ∈ L\H. All the summands of the
restriction are of vertex P and non-simple.
Note. here M ⊗ α denotes the conjugate module of M by α viewed as a K H-module. The conjugate
module (see [1], Section 9 for a full deﬁnition) M ⊗ α is deﬁned as an α−1Hα-module through
(α−1hα) ∗m = hm for all h ∈ H and m ∈ M . However, in our case conjugation by α preserves H (by
interchanging the two copies of Sp). Therefore, M ⊗ α is also a K H-module, and the action on it
means that for any composition factor (r, s) of M the conjugate module M ⊗ α has a composition
factor of (s, r).
Proof of Lemma 17. We ﬁrst show that Dμb is projective-free, and is the restriction of the Green
correspondent f (Dμ) of Dμ in K L to H – recall that L is the subgroup Sp  S2 (which is intermediate
between H and G). We then use this to show that M has at most two summands, with any summand
being non-simple and of vertex P .
Projective summands. Let M = Dμb . We establish that M possesses no projective summands. From
Theorem 11, Corollary 12 and Theorem 15 we know that no composition multiplicity of a simple
factor of Dμb is greater than 2. However, it is evident from the discussion following Lemma 1 that
any indecomposable projective b-module has some composition multiplicity equal to 4. Therefore M
cannot have a projective summand.
The non-projective part of DμH is equal to f (Dμ)b. Let D
μ be a simple B-module. We show that
f (Dμ)H ∼= M .
By Lemma 6, Dμ has vertex P . Therefore its Green correspondent f (Dμ) in K L has vertex P , and
hence must lie in the principal block b¯. Therefore, f (Dμ)H belongs to the block b (as b¯H = b).
Using Lemma 7 we write:
DμL = f
(
Dμ
)⊕ Q 0 ⊕ Q ′
where Q 0 and Q ′ are projective and where f (Dμ) ⊕ Q 0 is the component of DμL in the principal
block b¯. Using the fact b¯H = b we see that M must be isomorphic to ( f (Dμ) ⊕ Q 0)b .
But (Q 0)b is projective, and M is projective free, so Q 0 = 0.
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posable, or M is equal to M1 ⊕ M2 where M2 ∼= M1 ⊗ Alt for some α ∈ L\H , and deduce that none of
the modules M , M1, M2 are simple.
Let N = f (Dμ). We showed that M ∼= NH . The module N is indecomposable of vertex P . Let T be
the source of N: it follows that N|T L . By transitivity of induction, there must exist an indecomposable
K H-module M ′ such that N|M ′L . Since the vertex of M is also P , it must lie in the block b (see the
note following Lemma 6). Therefore NH |M ′L H ∼= M ′ ⊕ M ′ ⊗ α by the Mackey theorem. So NH has at
most two summands.
Consider some composition factor (r, s) of M1 = M ′ (respectively, M2 = M ′ ⊗ α). Then (s, r) must
be a composition factor of M2 = M ′ ⊗α (respectively, M1 = M ′). Therefore, if M were to have a simple
summand then M itself would be simple or a direct sum of two simple modules. But we know that
the composition length of M is at least four (using Corollary 12, Lemma 13 and Theorem 16), so this
cannot be the case. This proves Lemma 17. 
We now complete the proof of Theorem 16.
Proof. By Lemma 17 M has at most two summands. Any summand of M is non-simple, and therefore
soc(M) ⊆ rad(M). Furthermore soc(M) ∼= top(M) as M is self-dual. Therefore, by Theorem 15 any
composition factor of top(M) must have multiplicity  2 as a composition factor of M , that is, it is
isomorphic to Ti for some i. Therefore
soc(M) ∼= top(M) ∼=
⊕
i∈I ′
Ti
where I ′ is some subset of the indexing set I .
We wish to show that the sets I ′ and I are the same. However, ﬁrst we show:
The module M has Loewy length 3. It follows from Lemma 15 that there are at least two (non-
isomorphic) composition factors of M of multiplicity one. Consider the projective cover
π : Q =
⊕
i∈I ′
P (Ti) → M.
Since M has no projective summands, soc(Q ) ⊂ ker(π).
Suppose π(soc2(Q )) = 0, this is then a non-zero submodule of soc(M). So some Ti for i ∈ I ′ occurs
as a summand of soc2(Q )/ soc(Q ). But this means that there exists some T j , for j ∈ I , isomorphic to a
socle of some indecomposable summand of Q , such that Ext1(T j, Ti) = 0. However this is impossible,
since the quiver of b has no arrows between any two elements of {Ti, i ∈ I}. So π(soc2(Q )) = 0.
By the structure of projective b-modules we have soc2(Q ) = rad3(Q ). So
0 = π(rad3(Q ))= rad3 π(Q ) = rad3(M).
Therefore M has Loewy length not greater than 3. Therefore rad2(M) ⊆ soc(M) and rad(M)/ soc(M)
is semisimple, which implies M to be stable.
We prove that rad2(M) = soc(M). Since M has no simple summands, soc(M) ⊆ π(rad(Q )). Any
composition factors of rad(Q ) isomorphic to some Ti must lie in rad
2(Q ) (by the structure of pro-
jective b-modules). Therefore soc(M) ⊆ π(rad2(Q )) ⊆ rad2(M) since π is surjective. Hence soc(M) =
rad2(M). Therefore M has Loewy length of three.
The Loewy structure of M is as stated in Theorem 16. We ﬁrst show that |I| is equal to |I ′|. Suppose not,
then some T j for j ∈ I \ I ′ occurs as a summand in rad(M)/ soc(M). Then we have an exact sequence
0→ soc(M) → V → T j → 0.
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V is semisimple, so that V ⊆ soc(M), which is a contradiction.
Hence we have soc(M) =⊕i∈I T i and then it follows that rad(M)/ soc(M) =⊕ j∈ J H j .
M is indecomposable. Following Lemma 17, suppose that M ∼= M1 ⊕ M2 where M2 ∼= M1 ⊗ α for
some α ∈ L\H . (We show this is not the case, so that M is indecomposable.)
Suppose the composition length of top(M) is odd (respectively even). Then (since Dμ does not lie
in the crown row) there must exist a unique i ∈ I (respectively j ∈ J ) such that Ti (respectively H j)
is of form (m,m) (by Corollary 12, Lemma 13 and Theorem 15). Suppose Ti | top(M1): then Ti ∼=
Ti ⊗ α| top(M2). Hence top(M) contains a composition factor of multiplicity two, which contradicts
the uniqueness of i. Similarly, if H j |heart(M1), then H j ⊗ α|heart(M2) and we get a contradiction in
the same way. 
4. Induction
Consider a principal block simple K H-module (r, s), for 0 r, s  p − 2. In this section we deter-
mine the Loewy structure of the induced module (r, s)B . In Lemma 18 we determine the number of
indecomposable summands of (r, s)B . In Lemma 19 we use Theorem 16 together with the Frobenius
reciprocity rule to ﬁnd the top of (r, s)B . Finally, in Corollary 21 we show that (r, s)B has three Loewy
layers and ﬁnd the heart: this is done by ﬁnding the composition factors of (r, s)B in Lemma 20
(using the same inductive method as used in Lemma 15) and using the bipartite structure of the
quiver.
We know that (r, s)B cannot have any projective summands by applying the Frobenius Reciprocity
rule for projective homomorphisms (see [15]) to Lemma 17. Lemmas 6 and 7 show that (r, s)B cannot
have summands of a cyclic vertex either. And since (r, s)b¯ has one summand if r = s and two if r = s,
then by the Green correspondence between L and Γ we know that the same is true of (r, s)B . Finally,
we recall Lemma 11 which via the Green correspondence tells us that D[0|2r + 1] is a summand of
(r, r)B . We summarise all that as a lemma.
Lemma18. Themodule (r, s)B has no projective summands, or summands of cyclic vertex. It is indecomposable
of vertex P if r = s, and has two indecomposable summands of vertex P otherwise. In the latter case, one
summand is isomorphic to D[0|2r + 1].
This proves Theorem 8.
We now apply the Frobenius reciprocity rule to ﬁnd the top of (r, s)B : as before, and for the rest
of this section, we let r  s and 0 r + s p − 2.
Lemma 19.We have:
top
(
(r, s)B0
)∼=
{⊕s+r+1
i=s−r+1 D[i|s + r + 1], r < s,
D[0|2r + 1] ⊕⊕2r+1i=1 D[i|2r + 1], r = s
where the summation is over the values of i of the same parity as r + s + 1.
Proof. We use Frobenius reciprocity. In the preceding section we proved Theorem 10: for any B-
module Dμ in row i  1 and column j we have [top Dμb] = ( j−i2 , j+i2 − 1). We ﬁnd all the B-
modules Dμ such that (r, s) is a summand of top(Dμb), and this gives the result. 
We now turn to the structure of the heart. The main result to prove here is as follows:
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(r, s)B = (1− δr,s)
(
2
r∑
t=0
[
D[s − r + 1+ 2t|s + r + 1]]
+
r∑
t=0
[
D[s − r + 2t|s + r]]+ r∑
t=0
[
D[s − r + 2t|s + r + 2]]
)
+ δr,s
(
2
r∑
t=0
[
D[1+ 2t|2r + 1]]+ r∑
t=1
[
D[2t|2r]]+ r∑
t=1
[
D[2t|2r + 2]]
+ 2[D[0|2r + 1]]+ [D[0|2r + 3]]+ (1− δ0,r)D[0|2r − 1]
)
.
Proof. We use the Littlewood–Richardson coeﬃcients found in Lemma 14 and the decomposition
matrix of K S2p to ﬁnd the composition factor structure of the induced modules 〈r, s〉B for r  s and
0  r + s  p − 1. We then deduce the composition factor structure of the induced modules (r, s)B .
The whole argument is identical to that used in the restriction case in the proof of Theorem 15.
First we ﬁnd the composition factors of the induced modules (0, r)B for 0  r  p − 1. By using
the Littlewood–Richardson coeﬃcients found in the previous section we see that for 0 s p − 1,
[〈0, s〉B]= [S(2p−s,1s)]+ [S(2p−s−1,1s+1)]+ [S(p,p−s,1s)]
and therefore, inductively (since [〈0, s〉] = [(0, s − 1)] + [(0, s)] for 1 s p − 1),
[
(0, s)B
]= {2D[0|1] + 2D[1|1] + D[0|3], s = 0,
2D[s|s] + D[s + 1|s + 1] + D[s − 1|s + 1], 1 s p − 1.
Next we ﬁnd the composition factors of the remaining modules (r, s)B for r, s 1. Once again we use
the Littlewood–Richardson coeﬃcients found in Lemma 14 and the decomposition matrix of K S2p . We
summarise our results in the following table: down the left column we record the Specht modules
Sγ such that the sum of the [Sγ ] down the column is equal to [(r, s)B ]. In each row we record the
composition factors of the Sγ in that row. For |r − s| 2 we get:
2S(p−r+1,p−s,2r−1,1s) 2D[s − r + 1|s + r + 1] 2D[s − r|s + r] 2D[s − r + 2|s + r] 2D[s − r + 1|s + r − 1]
2S(p−r+2,p−s−1,2r−2,1s+2) 2D[s − r + 3|s + r + 1] 2D[s − r + 2|s + r] 2D[s − r + 4|s + r] 2D[s − r + 3|s + r − 1]
· · · · · · · · · · · · · · ·
2S(p,p−s−r,1s+r ) 2D[s + r − 1|s + r + 1] 2D[s + r − 2|s + r] 2D[s + r|s + r] 2D[s + r − 1|s + r − 1]
2S(p−r+1,p−s,2r−1,1s) 2D[s + r + 1|s + r + 1] 2D[s + r|s + r]
S(p−r+1,p−s+1,2r−1,1s) D[s − r|s + r] D[s − r − 1|s + r − 1] D[s − r + 1|s + r − 1] D[s − r|s + r − 2]
S(p−r+2,p−s,2r−2,1s+1) D[s − r + 2|s + r] D[s − r + 1|s + r − 1] D[s − r + 3|s + r − 1] D[s − r + 2|s + r − 2]
· · · · · · · · · · · · · · ·
S(p,p−s−r+1,1s−1) D[s + r − 2|s + r] D[s + r − 3|s + r − 1] D[s + r − 1|s + r − 1] D[r + s − 2|s + r − 2]
S(2p−s−r−2,1s+r+2) D[s + r|s + r] D[s + r − 1|s + r − 1]
S(p−r,p−s+1,2r ,1s−1) D[s − r|s + r + 2] D[s − r − 1|s + r + 1] D[s − r + 1|s + r + 1] D[s − r|s + r]
S(p−r+1,p−s,2r−1,1s+1) D[s − r + 2|s + r + 2] D[s − r + 1|s + r + 1] D[s − r + 3|s + r + 1] D[s − r + 2|s + r]
· · · · · · · · · · · · · · ·
S(p,p−s−r−1,1s+r+1) D[s + r|s + r + 2] D[s + r − 1|s + r + 1] D[s + r + 1|s + r + 1] D[s + r|s + r]
S(p−r,p−s+1,2r ,1s−1) D[s + r + 2|s + r + 2] D[s + r + 1|s + r + 1]
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[〈r, s〉B]= r−1∑
t=0
[
D[s − r + 2t|s + r − 2]]+ 4 r−1∑
t=0
[
D[s − r + 1+ 2t|s + r − 1]]
+ 6
r−1∑
t=0
[
D[s − r + 2+ 2t|s + r]]+ 4 r+1∑
t=0
[
D[s − r + 1+ 2t|s + r + 1]]
+
r∑
t=0
[
D[s − r + 2t|s + r + 2]]
+ D[s − r − 1|s + r − 1] + 4D[s − r|s + r] + D[s − r + 1|s + r + 1].
We leave the (almost identical) cases of ﬁnding cf (〈r, s〉B) for |r − s| = 0,1 to the reader. Since
[〈r, s〉] = [(r, s)]+[(r, s−1)]+[(r−1, s)]+[(r−1, s−1)], we now ﬁnd the composition factors of (r, s)B
by induction on r + s (using the fact (r, s)B ∼= (s, r)B ): we already have cf ((0, s)B) and cf ((r,0)B)
for 0  r, s  p − 2 and we can use this to ﬁnd cf ((1,1)B), then cf ((1,2)B), then cf ((2,2)B) and
cf ((1,3)B) and so on. 
We then have the structure of the heart and also the Loewy structure as a corollary. Let us ignore
the simple summand in the case r = s and consider the module Zr,s in the statement of Theorem 8.
Corollary 21. The module Zr,s for 0 r  s p − 2 and r + s p − 2 has Loewy length three and is stable.
Furthermore, heart(Zr,s) is isomorphic to
r⊕
t=0
D[s − r + 2t|r + s] ⊕
r⊕
t=0
D[s − r + 2t|r + s + 2], r = s,
D[0|2r − 1] ⊕ D[0|2r + 1] ⊕ D[0|2r + 3] ⊕
(
r⊕
t=1
D[2t|2r]
)
⊕
(
r⊕
t=1
D[2t|2r + 2]
)
, r = s.
Lemma 19 and Corollary 21 prove Theorem 9.
Proof. Zr,s has Loewy length 3. We know from Lemma 18 that the module Zr,s is indecomposable and
non-projective. We know its top and socle from Lemma 19. No projective-free KΓ -module may have
more than 4 Loewy layers. Since the quiver of B is bipartite and no two simple factors of top(Zr,s)
admit a non-split extension, the heart must be semisimple. Therefore Zr,s possesses three Loewy
layers.
The composition factors of the heart. Since Zr,s has no simple summands, its socle is contained in its
radical. Since Zr,s is self-dual, its top and socle are isomorphic. Since no factors of the top extend any
factors of the socle, Zr,s is also stable. We take the composition factors of (r, s)B found in Lemma 20
and subtract (in the Grothendieck group sense) two times the composition factors of the top of (r, s)B
found in Lemma 19. We also ignore the simple summand. It is easy to see that we get the heart as
stated in the corollary. 
5. The submodule lattices
In this section we describe the submodules of Dμb (for Dμ in the block B) that have a simple
top, and describe a partial order relation ‘M  N if and only if M is a submodule of N ’ on those.
Furthermore, we will observe that the intersection of any two such submodules also has a simple top,
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is identical) is also discussed.
Given a module M we can deﬁne a submodule lattice for M (see [2] for deﬁnition of the submod-
ule lattice) by letting the join of two submodules be their sum and the meet of two submodules to
be their intersection. In the case M has no subquotient isomorphic to a direct sum of two isomor-
phic modules (which is the case for all the Dμb and Zr,s), this submodule lattice is distributive, and
therefore has ﬁnite size.
The results outlined in this section allow one to construct the submodule lattice of M = Dμb, Zr,s
by forming ﬁnite sums of submodules with a simple top.
Restriction. First of all we locate a particular subquotient of Dμb for each composition factor of the
top:
Lemma 22. For every simple factor (u, v) in the top of Dμb there exists a self-dual indecomposable subquo-
tient R(u, v) of Dμb with structure
(u, v)
(u + 1, v) ⊕ (u, v + 1) ⊕ (u − 1, v) ⊕ (u, v − 1)
(u, v)
and we note that for u or v in {0, p − 2} some factors in the heart turn to zero.
Proof. Let M = Dμb . We consider the restrictions MSp×Sp−1 and MSp−1×Sp . Using Lemma 3 and
Lemma 4 we see that both those restrictions have form S⊕ projective where S is semisimple of com-
position length one or two. Furthermore, in the case S has two summands, they are non-isomorphic
(by the bijective property of the Green correspondence and the fact Dμ S2p−1 never has two isomor-
phic simple summands – see Lemma 3). Finally, S is contained in the restriction of the heart of M
(using Lemmas 3, 4 and Theorem 10).
So let us take a factor L = (u, v) in the top of M . Recall that (by Theorem 16) the multiplicity
of any factor in top(M) is equal to one. The restrictions (u, v)Sp×Sp−1 and (u, v)Sp−1×Sp are simple
factors of the top of MSp×Sp−1 and the top of MSp−1×Sp respectively. Since they cannot be factors of
the non-projective part S , they must be factors of the top of the projective part of the restrictions. So
P ((u, v)Sp×Sp−1 )|MSp×Sp−1 and P ((u, v)Sp−1×Sp )|MSp−1×Sp .
Using Lemma 1 we see that
(u, v)Sp×Sp−1 ∼= D(p−u,1
u) ⊗ S(p−v−1,1v ) and (u, v)Sp−1×Sp ∼= S(p−u−1,1
u) ⊗ D(p−v,1v ).
The projective covers of those have structure, respectively
⎛
⎝ D
(p−u,1u)
D(p−u−1,1u+1) ⊕ D(p−u+1,1u−1)
D(p−u,1u)
⎞
⎠⊗ D(p−v−1,1v ),
D(p−u−1,1u) ⊗
( D(p−v,1v )
D(p−v−1,1v+1) ⊕ D(p−v+1,1v−1)
D(p−v,1v )
)
.
There is an exception for u, v ∈ {0, p − 2} where the simple factors that become undeﬁned are
omitted.
We check that
(u + 1, v)Sp×Sp−1 ∼= D(p−u−1,1
u+1) ⊗ D(p−v−1,1v ),
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u−1) ⊗ D(p−v−1,1v ),
(u, v + 1)Sp−1×Sp ∼= D(p−u−1,1
u) ⊗ D(p−v−1,1v+1),
(u, v − 1)Sp−1×Sp ∼= D(p−u−1,1
u) ⊗ D(p−v+1,1v−1).
By Lemma 1 the restriction functors from Sp × Sp to both Sp × Sp−1 and Sp−1 × Sp are injective on
the set of simple b-modules and map simple modules to simple modules. By Theorem 15 every factor
in the heart of M has multiplicity one and since no factors in cf (M) other than the four above could
extend (u, v) this implies the existence of the subquotient R(u, v) as stated. 
Note. A more detailed version of this proof can be found in [13], Lemma 3.2.9.
Now we can state the corollary describing the partial order relation deﬁned above on the submod-
ules of Dμb with a simple top: from this the required result on intersections is clear.
Corollary 23. Let Dμ be a B-module in a row i  1 and column j. Then there exist the following submodules
of Dμb with a simple top: we draw their Loewy structure as before, with the i Loewy layer in the ith row. In
addition, a pair of composition factors connected is connected by a line in the diagrams below if and only if this
part forms an indecomposable subquotient of Loewy length two.
For 1 k i − 1 we have
Y j−i
2 −1+k, j+i2 −1−k ∼
(
j−i
2 − 1+ k, j+i2 − 1− k)
(
j−i
2 − 1+ k, j+i2 − k) ( j−i2 + k, j+i2 − 1− k)
For k = 0, i we have the same diagram except the bottom left (respectively bottom right) factor becomes
zero and is omitted. Furthermore, Y j−i
2 −1+k, j+i2 −1−k is not deﬁned for k = 0, i in the case i = j.
For 1 k i − 1 we have
Y j−i
2 +k, j+i2 −k ∼
(
j−i
2 + k, j+i2 − k)
(
j−i
2 − 1+ k, j+i2 − k)( j−i2 + k, j+i2 − 1− k)
For k = 0, i we have the same diagram, except that the bottom left (respectively bottom right) factor be-
comes zero and is omitted.
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X j−i
2 +k, j+i2 −1−k ∼
(
j−i
2 + k, j+i2 − 1− k)
(
j−i
2 + k, j+i2 − 2− k) ( j−i2 + 1+ k, j+i2 − 1− k) ( j−i2 − 1+ k, j+i2 − 1− k) ( j−i2 + k, j+i2 − k)
(
j−i
2 + 1+ k, j+i2 − 2− k) ( j−i2 + k, j+i2 − 1− k) ( j−i2 − 1+ k, j+i2 − k)
For k = 0 we have the same diagram except we omit the bottom left factor, and for k = i − 1 we omit the
bottom right factor. Furthermore, observe that in the case i = j certain factors turn to zero.
Then the partially ordered set of all the submodules of Dμb with a simple top is (we write M → N for
N  M):
Proof. In the lemma above we located the subquotients R(u, v) for any simple factor (u, v) of the
top of Dμb . We look for submodules of Dμb containing R(u, v) as a quotient. The factor of top(Dμ)
isomorphic to (u, v) is not extended by any factors of the heart of Dμb that do not lie in R(u, v).
Take a factor in the heart of R(u, v) − (u + 1, v) say (in the case i = j where (u + 1, v) may be
zero we can always choose a different factor of the heart). The factors of the socle of Dμb that
could extend it are (u, v) and (u + 1, v − 1) (if the latter is not a factor of soc(Dμb) then Y(u+1,v)
has two composition factors by the above and we are done). And they do extend it – there is an
indecomposable subquotient of R(u, v) with factors (u + 1, v) and (u, v) and an indecomposable
subquotient of R(u + 1, v − 1) with factors (u + 1, v) and (u + 1, v − 1). Since the multiplicity of
(u + 1, v) as a factor of Dμb is equal to one, there exist a submodule of Dμb with structure as stated
for Y(u+1,v) .
By using this argument to show the existence of the submodules Y(i, j) for any factor (i, j) of the
heart of R(u, v) we show the existence of the submodule X(u,v) of Dμb with structure as stated in
the Corollary. Clearly, top(X(u,v)) ∼= (u, v). 
Induction. Very similar results can be stated for the summand Zr,s of the induced module (r, s)B .
Lemma 24. Let 1 i, j  p−1. For any factor D[i| j] in top(Zr,s)we have a subquotient R(i, j)with structure
D[i| j]
D[i + 1| j + 1] ⊕ D[i − 1| j + 1] ⊕ D[i + 1| j − 1] ⊕ D[i − 1| j − 1]
D[i| j]
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D[1| j]
D[2| j + 1] ⊕ D[2| j − 1] ⊕ D[0| j − 2] ⊕ D[0| j] ⊕ D[0| j + 2]
D[1| j]
for i = 1, and
D[ j| j]
D[ j − 1| j − 1] ⊕ D[ j − 1| j + 1].
D[ j| j]
for i = j.
Sketch proof. We consider the module (r, s)B S2p−1 . By the Mackey theorem it is isomorphic to the
product S ⊕ projective where S is semisimple with at most two composition factors. As before, Lem-
mas 1, 4 and Theorem 9 show that S|heart((r, s)B)S2p−1 . By Lemma 3, any D[i| j]S2p−1 is a direct
product of at most two simple factors. Those two statements imply that any factor D[i| j] in the
top of (r, s)B0 restricts to the top of the direct product of at most two indecomposable projective
summands of (r, s)B S2p−1 . So consider P¯ = P (D[i| j]S2p−1)|(r, s)B S2p−1 : the heart of P¯ semisimple, as
the projective K S2p−1-modules have at most three Loewy layers. Also it can be shown that no two
summands of the heart of P¯ are isomorphic.
Consider the set Λ of the factors of heart(Zr,s) that extend D[i| j] in the quiver of B . For 2 i 
j − 1 we then see that each factor in Λ restricted to S2p−1 has a simple summand of heart( P¯ ) as
a summand, and that each summand of heart( P¯ ) can be expressed as a summand of a factor in Λ
restricted to S2p−1.
Much like the restriction branching rules in Lemma 1, the restriction branching rules in Lemma 3
have the property that if Dν |Dλ S2p−1 and Dν |Dμ S2p−1 for λ,ν  2p of weight two, then λ = μ. This
gives us the required subquotient for the case 2 i  j − 1.
For the cases i = 1, j we still need to do more work, mainly by considering homomorphism spaces,
and we will omit this. 
The partially ordered set of submodules of Zr,s with simple top can now be obtained in the same
way as for the restrictions. We leave this for the reader.
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Appendix A
A.1. Quivers and diagrams
In the appendix we give a few results and diagrams that supplement the main text. First we give
the example of an Ext1-quiver of a principal block of K S2p for p = 7. On the quiver we mark the
composition factors of the module (3,4)B0(S14) as an example. The factors framed once lie in the
heart with multiplicity one. The factors framed twice lie in the top with multiplicity one, and also in
the socle with multiplicity one.
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R0 (14) (72) (62,2) (52,22) (42,23) (32,24)
R1 (13,1) (7,6,1) (6,5,2,1) (5,4,22,1) (4,3,23,1) (3,25,1)
R2 (12,12) (7,5,12) (6,4,2,12) (5,3,22,12) (4,24,12)
R3 (11,13) (7,4,13) (6,3,2,13) (5,23,13)
R4 (10,14) (7,3,14) (6,22,14)
R5 (9,15) (7,2,15)
R6 (8,16)
Fig. A.1.
A.2. Littlewood–Richardson rule calculations
Finally, we left out our Littlewood–Richardson calculations for the proof of Lemma 14. We give an
example of the proof of one of the cases involved here.
Lemma 25. Let μ = (p,k,1p−k), where 2 k p − 2. Then in characteristic zero,
[
SμB1
]= [〈0, p − k〉]+ p−k∑
t=1
([〈t, p − t − k + 2〉]+ 2[〈t, p − t − k + 1〉]+ [〈t, p − t − k〉])
+ [〈p − k + 1,1〉].
Proof. We apply the Littlewood–Richardson rule (see [11]). For each possible hook partition λ1 con-
tained in μ we consider λ2 such that [λ2] = [μ\λ1], and determine the possible ﬁllings whose weight
corresponds to a hook partition.
(1) Let λ1 = (p). Then the only possible λ2 is (k,1p−k).
(2) Let λ1 = (p−1,1). Then [λ2] always has three components. The top right component (the node
(1, p)) must be ﬁlled with 1. Then the rightmost entry in the second row can be either 1 or 2. In
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what the rightmost entry in the second row is. So we get the following possibilities for λ2
(
k − 1,1p−k+1), (k,1p−k), (k,1p−k), (k + 1,1p−k−1).
(2a) In general, if λ1 = (p − t, t) such that [λ2] has three components then the same principle
applies for all t less than p − k. This proves the statement for 1 t  p − k.
(3) The only remaining possibility for λ1 is (k − 1,1p−k+1). Then the skew diagram [μ]\[λ1] is
connected and we only have one possibility for λ2, namely (p − 1,1). 
The rest of the cases for Lemma 13 and Lemma 14 can be shown identically.
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