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Resumen
En un modelo de riesgos competitivos dependientes es imposible determinar las distribuciones marginales a partir solamente 
de los datos de riesgos competitivos. Esta situación se conoce como el problema de identificabilidad. Zheng y Klein (1995) 
proponen el estimador cópula gráfico como solución al problema de identificabilidad para dos riesgos competitivos. Para 
ello asumen una estructura de dependencia usando una cópula para la distribución conjunta entre los tiempos de falla 
y su parámetro de dependencia conocido. En el caso de un modelo con más de dos riesgos competitivos, Lo y Wilke 
(2010) proponen el método de combinación de riesgo  (“risk pooling method”) como una extensión del estimador cópula 
gráfico cuando la cópula es Arquimediana. En este trabajo para el caso trivariado, se compara la función de sobrevivencia 
conjunta verdadera, con la función de sobrevivencia conjunta estimada asumiendo independencia entre los tiempos de 
falla y la función de sobrevivencia estimada mediante el método de combinación de riesgos. Estas comparaciones se 
realizan vía simulación teniendo en cuenta tiempos de falla asociados a una distribución Weibull y lognormal multivariada 
y diferentes niveles de dependencia entre los tiempos de falla. Se concluye que el estimador asumiendo independencia 
es menos eficiente que el estimador de la función de sobrevivencia utilizando el método de combinación de riesgos. Se 
ilustra la metodología con datos de la confiabilidad de interruptores tipo FL245 en Interconexión Eléctrica S.A. E.S.P. 
(ISA), que muestran la utilidad de la temática en confiabilidad industrial.
Palabras Clave: cópula arquimediana, confiabilidad industrial, identificabilidad, método de combinación de riesgos, 
riesgos competitivos.
Abstract
In a dependent competing risks model is impossible to determine the marginal distributions from the competing risks 
data alone. This is known as the identifiability problem.  Zheng and Klein (1995) propose the copula graphic estimator 
as a solution to the identifiability problem for two competing risks. For that, they assume a dependence structure using a 
copula for the joint distribution of failure times and its dependence parameter known. Lo and Wilke (2010) propose the 
risk pooling method as an extension of the copula graphic estimator when the copula is Archimedean. This research for the 
trivariate case, is compared the true joint survival function, with joint survival function estimated assuming independence 
among failure times and the survival function estimated by the risk pooling method. These comparisons are performed 
via simulation considering failure times associated with multivariate Weibull and lognormal distributions and different 
levels of dependence between failure times. We conclude that the estimator assuming independence is less efficient than 
the estimator of the survival function using the risk pooling method. The methodology is illustrated with reliability data 
of FL245 switches in Interconexión Eléctrica S.A. E.S.P. (ISA), which show the usefulness of this topic in industrial 
reliability.
Keywords: archimedean copula, competing risks, identificability, industrial reliability, risk pooling method.
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1. Introducción
El tiempo de falla de un sistema con varios modos de 
falla puede ser modelado como un sistema en serie 
o un modelo de riesgos competitivos. Cada unidad 
tiene un tiempo potencial de falla. El tiempo de falla 
observado es el mínimo de esos tiempos potenciales 
individuales. En riesgos competitivos bajo el 
supuesto de independencia entre los tiempos de falla, 
los datos observados proporcionan información 
suficiente para determinar de manera única las 
funciones de sobrevivencia marginal. Sin embargo, 
el supuesto de independencia no siempre se cumple. 
Cuando existe dependencia entre los tiempos de 
falla, queda imposible identificar las distribuciones 
marginales y la distribución conjunta a partir 
solamente de los datos de riesgos competitivos, esto 
es el problema de identificabilidad.
Existen muchas aplicaciones de riesgos 
competitivos en diversas áreas. En confiabilidad 
Basu y Klein (1982) obtuvieron algunos resultados 
en la teoría de riesgos competitivos; Nelson 
(1990) presenta datos para el tiempo de falla en 
horas de calentadores industriales, los cuales 
tienen dos modos de falla; Bedford y Lindqvist 
(2004) trataron el problema de identificabilidad en 
sistemas reparables cuando se presentan riesgos 
competitivos; Bedford (2005) muestra como 
modelar la confiabilidad en presencia de riesgos 
competitivos; Manotas et al (2008), estudiaron el 
efecto en la estimación de la confiabilidad, cuando se 
asume el supuesto de independencia entre tiempos 
de falla, que realmente son dependientes; Meeker 
et al (2009) usaron pruebas de vida aceleradas para 
predecir la distribución del tiempo de falla de un 
nuevo producto con dos modos de falla; Yáñez et 
al (2011) utilizaron el estimador cópula gráfico 
para dos riesgos competitivos dependientes. 
En medicina, los riesgos competitivos son de uso 
frecuente, ver por ejemplo, Handa et al (2011), 
Checkley et al (2010) y Cox et al  (2007).  En 
economía Lo y Wilke (2010) estudiaron el efecto 
de los cambios en la compensación por desempleo 
durante el tiempo del desempleo, este artículo 
generaliza el estimador cópula gráfico para más de 
dos riesgos competitivos dependientes, técnica que 
se estudiará en este trabajo. 
En el caso no-paramétrico, la distribución conjunta 
en un problema con múltiples modos de falla 
no puede ser completamente identificada en la 
situación usual cuando sólo se conocen los tiempos 
mínimos de falla (Tsiatis, 1975). Inclusive en el 
caso paramétrico, los datos pueden contener poca 
información sobre el coeficiente de asociación sobre 
las variables y es necesario hacer algunos supuestos 
al respecto (Meeker et al.,  2009). Para el caso de 
un modelo con dos riesgos competitivos,  Zheng y 
Klein (1995) proponen el estimador cópula gráfico 
como una solución al problema de identificabilidad. 
Para ello utilizan cópulas como una función no 
paramétrica que captura la dependencia entre dos 
variables aleatorias. El problema de identificabilidad 
es resuelto bajo el supuesto que la cópula y su 
parámetro de asociación son conocidos y con los 
datos de riesgos competitivos disponibles.
Manotas et al (2008) estudiaron para tiempos de falla 
con distribución Weibull y lognormal, el efecto de 
la estimación de la función de sobrevivencia para el 
tiempo mínimo asumiendo independencia entre los 
tiempos de falla que realmente son dependientes. 
Yáñez et al (2011) estimaron la función de 
sobrevivencia para el tiempo mínimo asumiendo 
dependencia entre los tiempos de falla, para un 
modelo con dos riesgos competitivos, mediante el 
estimador cópula gráfico propuesto por Zheng y 
Klein (1995) y realizaron un estudio de simulación 
para compararlo con el estimador propuesto por 
Manotas et al (2008).  Lo y Wilke (2010) proponen 
el método de combinación de riesgos (“risk pooling 
method”)  como una extensión del estimador 
cópula gráfico propuesto por Zheng y Klein (1995), 
cuando la cópula es Arquimediana para un modelo 
con más de dos riesgos competitivos. La propuesta 
de Lo y Wilke (2010) es computacionalmente más 
eficiente que las propuestas por Carriere (1995) y 
Rivest y Wells (2001). Lo y Wilke (2010) proponen 
esta metodología basada en cópulas debido a que 
estos modelos permiten especificar la estructura 
de dependencia entre los riesgos competitivos con 
mucha flexibilidad. 
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En este trabajo se estima la función de sobrevivencia 
para el tiempo mínimo asumiendo dependencia 
entre los tiempos de falla, con una estructura de 
equidependencia para un modelo con tres riesgos 
competitivos mediante el método de combinación 
de riesgos. Se compara este estimador con el 
propuesto por Manotas et al (2008) mediante un 
estudio de simulación. El método de combinación 
de riesgos y su comparación con el estimador que 
asume independencia se ilustra con datos reales 
de la confiabilidad de interruptores tipo FL245 en 
Interconexión Eléctrica S.A. E.S.P. (ISA).
Los datos que se usan en la aplicación de la 
metodología se presentan en la Sección 2. En 
la Sección 3 se definen algunos conceptos 
fundamentales de la teoría de riesgos competitivos, 
el problema de identificabilidad y como se estima 
la función de sobrevivencia del tiempo mínimo 
asumiendo independencia entre los tiempos de 
falla. En la Sección 4 se describen las cópulas 
Arquimedianas. El método de combinación de 
riesgos es presentado en la Sección 5. La Sección 
6 presenta el estudio comparativo basado en 
simulación realizado. Los resultados obtenidos 
se muestran en la Sección 7 y en la Sección 8 se 
presenta un análisis de sensibilidad. Finalmente, 
en la Sección 9 se presentan las conclusiones y el 
trabajo futuro.
2. Datos de interruptores en ISA
Para ilustrar la metodología presentada en este 
trabajo se consideran datos de la confiabilidad de 
interruptores tipo FL245 en Interconexión Eléctrica 
S.A. E.S.P. (ISA), la cual es una empresa colombiana, 
cuya actividad principal es el transporte de energía 
eléctrica. Los interruptores de potencia (ilustrados 
en la Figura 1) son usados para interrumpir el flujo 
de corriente y desconectar algún elemento de la 
Figura 1. Interruptores de potencia tipo FL245
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subestación, para lo cual se pueden interrumpir 
tanto corrientes de carga normales como debidas 
a fallas eléctricas. Los datos consisten de tiempos 
recurrentes de eventos de mantenimiento correctivo 
en este tipo de interruptores recolectados entre los 
años 1985 y 2003 (Lopera & Manotas, 2011). Se 
hizo un seguimiento a un total de 40 equipos. Los 
eventos de mantenimiento obedecen a fallas cuyas 
causas se clasifican principalmente en: 1) fugas 
de aceite en sistema hidráulico, 2) baja de presión 
de gas SF6 y 3) deterioro en los instrumentos de 
calibración.  Para llevar a cabo la aplicación se 
consideró que los procesos de falla asociados a 
las tres causas antes mencionadas se aproximan 
a procesos de renovación. Así, de la base de datos 
completa se seleccionaron 77 datos de falla de tales 
equipos (tomados de forma que los tiempos de falla 
previos tuvieran valores similares), de los cuales 4 
fueron causados por deterioro en los instrumentos 
de calibración, 23 por fugas de aceite en sistema 
hidráulico y 50 por baja de presión de gas SF6. 
En este conjunto de datos no se presentó ningún 
tipo de censura. Los datos se presentan en la Tabla 
1. En la Figura 2 se muestran los estimadores de 
Kaplan Meier, suponiendo independencia entre los 
modos de falla. En este trabajo se considera que los 
datos de falla pueden ser dependientes, dadas sus 
características, y de acuerdo a conjeturas planteadas 
por los especialistas del área.
3. Riesgos competitivos
El tiempo de falla de un sistema con varios modos 
de falla puede ser modelado como un sistema 
en serie o un modelo de riesgos competitivos, 
como se ilustra en la Figura 3. Cada unidad 
tiene un tiempo potencial de falla. El tiempo de 
falla observado es el mínimo de esos tiempos 
potenciales individuales. Así por ejemplo, para un 
sistema con tres modos de falla, sean T1 , T2 , T3 
, y los respectivos tiempos potenciales, entonces 
lo que se observa en la práctica son parejas de la 
forma de la forma (T, δ), donde T es el tiempo 
mínimo de falla, T = min (T1, T2, T3)  y δ es una 
variable discreta que toma el valor de 0 cuando 
la observación es censurada, 1 cuando la falla se 
Figura 2. Estimación de la función de sobrevivencia de cada modo de falla
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modelos de tiempos de falla latentes, dada una 
función de distribución conjunta con dependencia 
arbitraria entre las componentes, existe siempre 
una función de distribución conjunta en la cual las 
variables son independientes, y la cual reproduce 
las subdensidades de manera precisa. Así, uno 
no puede conocer a partir solamente de los datos 
observados (T, δ), cuál de los dos modelos es 
correcto, puesto que ambos se ajustan bien a los 
datos. Crowder (2001) da detalles técnicos sobre 
este problema que él denomina “El impase de Cox-
Tsiatis”. En resumen, podemos decir que en la 
práctica se pueden encontrar las subdistribuciones 
marginales, asociadas con datos de riesgos 
competitivos, y ese conjunto es consistente con 
un número infinito de distribuciones conjuntas 
de tiempos de falla potenciales. Esto quiere decir 
que es imposible identificar las distribuciones 
marginales a partir solamente de los de riesgos 
competitivos. Zheng y Klein  (1995) proponen el 
presenta por el primer modo de falla, 2 cuando la 
falla se presenta por el segundo modo de falla y 3 
cuando la falla se presenta por el tercer modo de 
falla.
3.1. Problema de identificabilidad
La aproximación tradicional para especificar el 
modelo de riesgos competitivos es vía tiempos de 
falla latentes. Se dice que los tiempos de falla son 
latentes debido a que, por ejemplo, para el caso 
trivariado se tienen los tiempos de falla potenciales 
T1 , T2 , T3 , y asociados a los tres modos de falla, 
de manera que si el primero ocurre, el segundo 
y el tercero no pueden ser observados. Así T = 
min (T1, T2, T3) determina el tiempo de falla del 
sistema completo y una vez que el sistema haya 
fallado, los demás tiempos de falla no pueden 
ser observados. El problema de identificabilidad 
(Tsiatis, 1975) establece que para el caso de 











Tiempo Modo de 
falla
1 2 24 2 64 3 96 2 154 2 279 1
2 1 32 2 73 2 99 1 155 1 280 1
3 2 33 2 74 2 100 1 160 1 281 2
12 2 34 2 75 2 105 1 173 2 282 2
13 2 35 2 76 2 109 2 191 1 283 2
14 1 38 2 77 1 113 1 202 1 284 1
16 2 46 3 78 2 114 1 227 2 308 2
17 2 48 2 79 2 120 2 231 1 332 2
18 2 56 2 80 2 137 3 233 2 333 1
19 2 57 2 81 2 138 2 246 2 334 2
20 1 58 2 82 3 143 1 256 2 352 2
22 1 59 2 83 1 152 2 257 1 360 1
23 2 63 2 87 2 153 2 264 2
Tabla 1. Tiempos de falla y modos de falla para los datos del ejemplo
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estimador cópula gráfico para resolver el problema 
de identificabilidad, dicho método asume una 
estructura de dependencia conocida usando una 
cópula específica para la distribución conjunta de 
los modos de falla. Este trabajo se hizo para dos 
riesgos competitivos. Lo y Wilke (2010) extienden 
el estimador cópula gráfico para más de dos riesgos 
competitivos con una metodología denominada 
Método de Combinación de Riesgos, que se 
utilizará en el desarrollo de este trabajo. 
3.2. Estimación de la función de sobrevivencia 
bajo independencia
Una estructura en serie con    componentes funciona 
sí y sólo sí, todas las componentes funcionan. 
Para un sistema en serie con tres componentes 
independientes, la función de distribución para el 
tiempo mínimo T es:
( ) ( ) ( )
( ) ( ) ( )
[ ( )] [ ( )] [ ( )]
F t P T t P T t
P X t P Y t P Z t
F t F t F t
1
1





= - - - -
                                                                        
donde (X, Y, Z) son los tiempos de vida asociados 
a las tres componentes Fi  , i = 1, 2, 3 y son 
respectivamente las funciones de distribución para 
los componentes y T = min (X, Y, Z)  es el tiempo 
de falla observado del sistema. El estimador de la 
función de sobrevivencia asumiendo independencia 
S*(t) se denotará por Ŝ*(t), que es un estimador de 
la sobrevivencia del tiempo mínimo de falla de 
un sistema con tres modos de falla que compiten. 
Este se obtiene como el producto de las funciones 
de sobrevivencia estimadas bajo una distribución 
específica, donde para cada función marginal se 
estiman los parámetros, considerando los tiempos 
del otro modo de falla como tiempos de censura
* ( ) ( ) ( ) ( )S t S t S t S t1 2 3=t t t t              (1)
donde Ŝ1(t), Ŝ2(t) y Ŝ3(t) se suponen son las 
funciones de sobrevivencia marginales estimadas 
para cada modo de falla.
4. Cópulas Arquimedianas  
La cópula Arquimediana está definida por
( , ... , ) ( ) ... ( ) ,C r r r rJ J J1 1 1z z z= + +- " ,
donde ϕ (r): [0,1] → R+ es el generador de la cópula, 
una función continua estrictamente decreciente y 
dos veces diferenciable con ϕ (1) = 0.
La clase de cópulas Arquimedianas cubre un 
amplio rango de familias; la Tabla 2 muestra las 
familias más utilizadas para J = 2 , donde 0 es 
el parámetro de asociación entre las marginales. 
Además, las cópulas Arquimedianas son fáciles 
de construir y tienen buenas propiedades como 
la simetría (C2 (r1 , r2) = C
2 (r2 , r1)  para J = 2) y 
la propiedad asociativa (C2{(r1 , r2), r3} = C
2{r1 
, C2 (r2, r3)}  para  J = 2). Otras propiedades se 
encuentran detalladas en Genest y Mackay (1986).
La metodología a presentar en este trabajo supone 
cópulas Arquimedianas, cuyas propiedades de 
simetría y asociatividad son claves en el desarrollo 
teórico.
5. Método de combinación de riesgos
Lo y Wilke (2010) extienden el  estimador cópula 
Familia Generador Espacio parámetro de 
asociación
Cópila bivariada cθ(x, y)
Independencia -Int No aplica xy
Clayton t -θ-1 θ > 1 (x -θ + y -θ - 1)-1/θ














-∞ < θ < ∞
( )











- -< F" ", ,
Tabla 2. Cópulas Arquimedianas
problema la cópula CJ se debe conocer o se asume 
conocida para poder determinar las funciones 
de sobrevivencia marginales {S1(t1), ..., SJ(tJ)}. 
Se asumen cópulas Arquimedianas y se utilizan 
sus propiedades de simetría y asociatividad. A 
continuación se ilustra el  método de combinación 
de riesgos para el caso de J = 3 . La idea es combinar 
las variables   T2 y T3 para formar una nueva variable 
T23= min(T2, T3). La función de sobrevivencia 
marginal de T23 es definida como S23(t) = P(T23 > t). 
La cópula de sobrevivencia entre las variables T1 y 
T23.
{ ( ), ( )} ( )C S t S t S t12 1 1 23 23 =             (4)
donde, T = min(T1 , T23) = min(T1 , T2 , T3) , así j es 
el mínimo de los tiempos de falla.
La aproximación de Zheng y Klein (1995) puede 
aplicarse directamente para calcular S1(t1) y S23(t23). 
Esto se hace resolviendo las dos ecuaciones
( ) ( , )
( ) ( , )
S t dC S S
























         
(5)
donde       
                    
y                                 . 
No es necesario crear la variable combinada   T23= 
min(T2, T3) para la implementación del método de 
combinación de riesgos. La razón es que S1(t1) y 
S23(t23) pueden ser identificadas a partir de S(t) y Q1(t) 
junto con { ( ), ( )} ( )C S t S t S t12 1 1 23 23 = sin la construcción 
de Q23(t). Así se estima S1(t1), la variable combinada 
es sólo creada conceptualmente para probar el 
resultado de identificación. Análogamente, se 
estiman S2(t) y S3(t). Los estimadores se denotan 
por Ŝ1(t)MCR, Ŝ2(t)MCR  y Ŝ3(t)MCR. De aquí se puede 
estimar la función de sobrevivencia conjunta 
denotada por   y para J = 3 está dada por
( , , ) ( , )
( , ) ( , , )
C x x x x x x C x x
C x x C x x x
11 2 3 1 2 3 1 2
2 3 1 2 3
= - - - +
-    
(6)
Donde C hace referencia a la cópula y xi, i = 1,2,3 
a las funciones de distribución marginal.
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gráfico propuesto por Zheng y Klein (1995). Para 
ello proponen el método de combinación de riesgos 
para un modelo con más de dos riesgos competitivos 
cuando la cópula es Arquimediana. A continuación 
se dan los detalles de este método. Sean  (T1 , ..., TJ) 
R Jd + tiempos latentes de falla   j = 1, ..., J en un 
modelo de riesgos competitivos  J-Dimensional. Se 
observa solamente Tj si Tj <  Ti para todo i ≠ j. Los 
Tj, j = 1, ..., J   pueden ser dependientes entre sí. 
Sea Sj : R+ → [0,1]la función de sobrevivencia 
marginal desconocida, continua y estrictamente 
decreciente de Tj 
Sj(tj) = P(Tj > tj) = rj
donde, rj se considera  como la posición relativa 
o rango de tj y es una realización de una variable 
aleatoria Rj = Sj(Tj) que se distribuye uniforme 
[0,1]. Se asume que la estructura básica de 
dependencia de Tj es generada por una cópula 
conocida, la cual es una distribución conjunta de 
los rangos de las variables de tiempos de falla. 
La  J-cópula, CJ: [0,1]J → [0,1] está definida por
CJ(r1 ..., rJ) = P(R1 ≤ r1, ..., Rj ≤ rj) = 
P [S1(T1) ≤ S1 (t1), ..., SJ(tJ)] = S(t1 , ..., tJ).
La función de sobrevivencia de ( )minT T
i
i= es
( ) ( , ..., ) ( , ..., )
... ( , ..., )
















= # # (2)
La curva de incidencia acumulada de causa 
específica QJ(tJ) está dada por (Crowder, 2001)
( ) ( , ( ))
... ... ( , ..., )
minQ t P T t T T
dC r r
( ) ( ) ( )
( )
( )














J j J j j
j tj




g g gg -+# # ###
(3)
donde ζk (rj) = Sk {S j 1
- }para todo k ≠ j. Note 
que la inversa existe puesto que SJ es continua y 
estrictamente decreciente.
En aplicaciones, las expresiones (2) y (3) de S(t) y 
QJ(tJ) para todo j, se pueden estimar. Para nuestro 
( ) ( ) ( ) { }r t S t r S S23 23 23 1 23 1 1g= = -
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6. Estudio comparativo entre Ŝ*(t) y Ŝ(t)MCR
Manotas et al (2008) estudiaron para tiempos 
de falla con distribución Weibull y lognormal, 
el efecto de la estimación de la función de 
sobrevivencia para el tiempo mínimo asumiendo 
independencia entre los tiempos de falla que 
realmente son dependientes. Yáñez et al (2011) 
estimaron la función de sobrevivencia para el 
tiempo mínimo asumiendo dependencia entre los 
tiempos de falla, para un modelo con dos riesgos 
competitivos, mediante el estimador cópula 
gráfico propuesto por Zheng y Klein (1995). En 
este trabajo se estima la función de sobrevivencia 
para el tiempo mínimo asumiendo dependencia 
entre los tiempos de falla, para un modelo con 
tres riesgos competitivos mediante el método 
de combinación de riesgos. Se compara este 
estimador con el propuesto por Manotas et al 
(2008) mediante un estudio de simulación.
6.1. Esquema de simulación
A continuación se presenta el esquema general 
para realizar la comparación entre  la función de 
sobrevivencia verdadera del tiempo mínimo de 
falla S(t) con la función de sobrevivencia estimada 
asumiendo independencia Ŝ*(t) (ver Ecuación 1) 
y la función de sobrevivencia del tiempo mínimo 
de falla utilizando el método de combinación 
de riesgos, teniendo en cuenta la dependencia 
entre los modos de falla Ŝ(t)MCR. Es de anotar que 
Ŝ*(t) sería el estimador obtenido para la cópula 
independiente.
1. Se generan distribuciones multivariadas con 
marginales lognormal y marginales Weibull 
utilizando la cópula Frank que es una cópula 
Arquimediana. De aquí, la ecuación general de la 
función de sobrevivencia verdadera tiene la forma 
de dicha cópula, esto es
 
( )
{ ( ) }


















- - - - - -
i
-< F
Donde xi, i = 1, ..., n  son las funciones de distribución 
marginal, las cuales se sustituyen por marginales 
lognormal o marginales Weibull dependiendo 
del escenario de simulación considerado y θ es el 
parámetro de asociación entre las marginales de la 
cópula. Este parámetro guarda una relación con el 
coeficiente de correlación τ de Kendall, dada por
e
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que convierte al parámetro θ de la cópula en una 
medida de asociación más familiar como el τ de 
Kendall que tiene una fácil interpretación. La 
relación en (7) se usará más adelante en el esquema 
de simulación.
2. A continuación se definen los escenarios 
de simulación de acuerdo a las distribuciones 
multivariadas consideradas.
a) Marginales  Weibull
Los escenarios Weibull a estudiar consideran 
diferentes formas de la función hazard de los 
tiempos de falla. Cuando β < 1 , la tasa de falla 
es decreciente, cuando β > 1, la tasa de falla es 
creciente y cuando β = 1, la tasa de falla es constante. 
Los parámetros de escala de la distribución Weibull 
se fijan en η1 ,η2 ,η3 = 1, ya que el parámetro de 
dependencia, no depende del parámetro de escala 
(Lu y Bhattacharyya, 1990). Además, se escogen 
los modelos Weibull de tal manera que se garantice 
que existan fallas para cada modo, i = 1, 2, 3. Para 
ello, se establece que como mínimo haya un 15% 
de fallas para cada uno de los modos, de tal forma 
que no se presente un alto porcentaje de censura 
que dificulta la estimación de las sobrevivencias 
marginales.  Con estas consideraciones los modelos 
Weibull a estudiar son:
β1 = 2.0, β2 = 2.0, β3 = 2.0, η1 = η2 = η3 = 1 
β1 = 1.2, β2 = 1.0, β3 = 0.5, η1 = η2 = η3 = 1
β1 = 1.5, β2 = 1.0, β3 = 1.0, η1 = η2 = η3 = 1
β1 = 0.5, β2 = 1.0, β3 = 1.0, η1 = η2 = η3 = 1
Asociados a cada uno de los casos mencionados 
anteriormente, se consideran 3 situaciones diferentes 
177
Ingeniería y Competitividad, Volumen 16, No. 1, p. 169 - 183 (2014)
asociadas al parámetro de dependencia entre los 
tiempos de falla, τ = 0.2, 0.5, 0.8, donde   τ es el 
coeficiente de correlación de Kendall. Es decir, para 
cada uno de los escenarios hay 3 situaciones distintas 
que abarcan baja, mediana y alta dependencia. De 
esta manera se consideran 12 casos de simulación 
para los modelos Weibull.
b) Marginales lognormal
Los escenarios de los casos lognormal se escogen 
de tal manera que se garantice que ocurran los tres 
modos de falla. Cabe resaltar que en la distribución 
lognormal μ corresponde a un parámetro de escala 
y σ a un parámetro de forma. En los modelos 
seleccionados se fija el parámetro de escala μ = 
0 y se varía el parámetro de forma σ, ya que éste 
último permite considerar diferentes pendientes 
y de esta manera modificar la ocurrencia de cada 
modo de falla.
η1 = η2 = η3 = 0 y σ1 = σ2 = σ3 = 1  
η1 = η2 = η3 = 0 y σ1 = 0.3, σ2 = 0.5, σ3 = 0.8 
η1 = η2 = η3 = 0 y σ1 = 3, σ2 = 2, σ3 = 1
Análogamente, se consideran 3 situaciones diferentes 
asociadas al parámetro de dependencia entre los 
tiempos de falla, τ = 0.2, 0.5, 0.8, es decir, se consideran 
9 casos de simulación para los modelos lognormal.
3. Para efectos de comparación se utilizan dos 
criterios, a saber:
i) Se obtienen intervalos de confianza empíricos 
basados en simulación Monte Carlo para S(t), usando 
los estimadores Ŝ*(t) y Ŝ(t)MCR. Se comparan en los 
percentiles tp con p = 0.05,  0.25, 0.50, 0.75, 0.95. El 
procedimiento se resume como sigue:
Para cada uno de los escenarios descritos, se 
generaron 10000 muestras de tamaño n = 50 de 
tiempos de falla trivariados, tanto con marginales 
lognormal como Weibull. Se elige este tamaño 
de muestra ya que en general en experimentos de 
confiabilidad se manejan bases de datos no muy 
grandes, estos estudios son costosos y en algunas 
ocasiones los datos de falla son difíciles de obtener.
Luego en cada escenario se obtienen 10000 
estimaciones de S(tp) usando ambos estimadores 
Ŝ*(tp) y Ŝ(tp)MCR en cada percentil tp con p = 0.05, 
0.25, 0.50, 0.75, 0.95. De esta manera se obtiene 
la distribución empírica de las estimaciones de 
Ŝ*(tp) en cada uno de los percentiles considerados. 
Finalmente, de estas distribuciones se obtienen 
los límites puntuales de confianza empíricos 
aproximados del 95%.
Es importante observar que en muchas aplicaciones 
generalmente se tienen pocas fallas y muchos 
datos censurados. Bajo estas características, las 
pruebas formales de bondad de ajuste no son 
útiles (Meeker et al., 2009).
ii) Se comparan puntualmente los dos estimadores 
calculando la eficiencia relativa ERp de Ŝ*(tp)  con 
relación a Ŝ(tp)MCR en los percentiles tp con p = 
0.05,  0.25, 0.50, 0.75, 0.95.
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donde, ECM(Ŝ(tp)MCR) y ECM(Ŝ*(tp)) corresponden 
a los errores cuadráticos medios de los estimadores 
Ŝ(tp)MCR  y  Ŝ*(tp) respectivamente.
Si ERp< 1 entonces ECM(Ŝ*(tp)) > ECM(Ŝ(tp)
MCR) lo cual indica que Ŝ*(tp) es menos eficiente 
frente a Ŝ(tp)MCR para la estimación de la función 
de sobrevivencia verdadera en  tp.
7. Análisis de resultados
A continuación se presentan los resultados obtenidos 
para los escenarios con marginales Weibull y 
marginales lognormal, basados en los dos criterios 
de comparación descritos en la sección anterior.
7.1. Marginales Weibull
En la Tabla 3 se muestra la eficiencia relativa ERp 
de la función de sobrevivencia conjunta estimada 
bajo independencia Ŝ*(tp) con relación a la 
función de sobrevivencia conjunta estimada bajo 
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dependencia Ŝ(tp)MCR en los percentiles p = 0.05, 
0.25, 0.50, 0.75, 0.95, para los  diferentes niveles 
de dependencia τ = 0.2, 0.5, 0.8. Se observa 
también en este caso de estudio que el estimador 
Ŝ*(tp) es menos eficiente que Ŝ(tp)MCR para estimar 
S(tp), debido a que los valores encontrados de 
ERp son todos menores que uno y a medida que 
aumenta la dependencia el valor de la eficiencia 
relativa disminuye.  
En la Figura 4 se muestra los límites de confianza 
para el caso Weibull  β1 = 1.5, β2 = 1.0, β3 = 1.0, η1 
= η2 = η3 = 1,   para el nivel de dependencia τ = 0.8. 
En estas Figura se presenta el valor verdadero de 
la función de sobrevivencia conjunta denotado en 
el gráfico por S(tp), los límites inferior y superior 
de la función de sobrevivencia estimada bajo 
dependencia denotados por LI.Ŝ(t)MCR y LS.Ŝ(t)
MCR respectivamente, y los límites inferior y 
superior de la función de sobrevivencia estimada 
bajo independencia denotados por LI.Ŝ*(t) 
y LS.Ŝ*(t) respectivamente. Estos intervalos 
de confianza muestran que en los percentiles 
p = 0.05, 0.25, 0.50, 0.75, 0.95, el estimador 
asumiendo dependencia contiene el verdadero 
valor de la sobrevivencia conjunta S(tp). Los 
límites para Ŝ*(tp) son más amplios que los 
encontrados para Ŝ(tp)MCR, indicando con ello que 
el estimador Ŝ(tp)MCR tiene mayor precisión para 
estimar Ŝ*(tp).
Figura 4. Intervalos de confianza empíricos aproximados del 95% 
para S(tp) para β1 = 1.5, β2 = 1.0, β3 = 1.0, η1 = η2 = η3 = 1 en los 
percentiles  percentiles tp con p = 0.05, 0.25, 0.50, 0.75, 0.95 en el 
caso Weibull
Weibull: β1 = 2, η1= 1, β2 = 2, η2= 1, β3 = 2, η3= 1
τ p = 0.05 p = 0.25 p = 0.50 p = 0.75 p = 0.95
0.2 0.2445 0.1238 0.1682 0.2088 0.1893
0.5 0.2026 0.1082 0.1502 0.1450 0.1759
0.8 0.1355 0.0713 0.0897 0.1046 0.1178
Tabla 3. Eficiencia relativa ERp de Ŝ*(tp) con relación a Ŝ(tp)MCR en los percentiles tp con p = 0.05, 
0.25, 0.50, 0.75, 0.95 bajo la cópula Frank. Los parámetros de las marginales Weibull son  βi , ηi , i 
= 1, 2, 3; τ es el τ de Kendall
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Lo anterior se puede observar en la Tabla 4. 
Así por ejemplo, observe que para p = 0.75 el 
límite inferior del intervalo de confianza para 
dependencia (Ŝ(tp)MCR) es LI.Ŝ(t)MCR = 0.7224 
y el límite superior es LS.Ŝ(t)MCR= 0.7622, 
con una Presición = 0.7622 - 0.7224 = 0.0398. 
Para independencia (Ŝ(tp)) el límite inferior 
del intervalo de confianza es LI.Ŝ*(t) = 0.6999 
y el límite superior es LS.Ŝ*(t) = 0.7784 con 
una Presición = 0.7784 - 0.6999 = 0.0785, 
indicando que el intervalo para independencia 
es más amplio que el intervalo obtenido para 
dependencia. Gráficamente se puede observar 
en la Figura 4. Este caso se presenta como una 
ilustración, los demás casos Weibull estudiados 
se comportan de manera similar.
7.2. Marginales lognormal
En la Tabla 5 se muestra la eficiencia relativa   ERp de 
la función de sobrevivencia conjunta estimada bajo 
independencia Ŝ*(tp) con relación a la función de 
sobrevivencia conjunta estimada bajo dependencia 
Ŝ(tp)MCR en los percentiles p = 0.05, 0.25, 0.50, 0.75, 
0.95, para el caso lognormal   μ1, μ2, μ3 = 0 y σ1 = 
0.3, σ2 = 0.5, σ3 = 0.8, la cual indica que el estimador 
Ŝ*(tp) es menos eficiente que Ŝ(tp)MCR para estimar 
S(tp), debido a que los valores encontrados de ERp 
son todos menores a 1. Se observa además, que a 
medida que aumenta la dependencia el valor de 
la eficiencia relativa disminuye. Los límites de 
confianza se muestran en la Figura 5 para el caso 
lognormal μ1, μ2, μ3 = 0 y σ1 = 0.3, σ2 = 0.5, σ3 = 0.8 
para el nivel de dependencia τ = 0.5.  Los intervalos 
de confianza muestran que en los percentiles p = 
0.05, 0.25, 0.50, 0.75, 0.95, tanto el estimador que 
asume independencia Ŝ*(tp) como el que asume 
dependencia Ŝ(tp)MCR contienen el verdadero valor 
de S(tp). Sin embargo los límites para Ŝ*(tp) son 
mucho más amplios que los encontrados para Ŝ(tp)
MCR, indicando con ello que el estimador Ŝ(tp)MCR 
tiene mayor precisión para estimar S(tp). Lo anterior 
se puede observar en la Tabla 6.  Así por ejemplo, 
observe que para p = 0.25 el límite inferior del 
intervalo para dependencia (Ŝ(tp)MCR) es LI.Ŝ*(t)
MCR = 0.2298 y el límite superior es LS.Ŝ*(t)MCR 
= 0.2823, con una  Precisión = 0.2823 - 0.2298 = 
0.0525. 
Para independencia (Ŝ*(tp)) el límite inferior del 
intervalo de confianza es LI.Ŝ*(t) = 0.1493 y el 
límite superior es LS.Ŝ*(t) = 0.3849  con una 
Precisión = 0.3849 - 0.1493 = 0.2356,  indicando 
que el intervalo para independencia es más amplio 
que el intervalo obtenido para dependencia. 
Gráficamente se puede observar en la Figura 5. Los 
demás casos lognormal estudiados se comportan 
de manera similar.
Lognormal = μ1 = 2, σ = 1, μ2 = 2, σ2= 1, μ3 = 2, σ3= 1
τ p = 0.05 p = 0.25 p = 0.50 p = 0.75 p = 0.95
0.2 0.2573 0.0712 0.0875 0.1780 0.3020
0.5 0.1840 0.0227 0.0501 0.0595 0.2003
0.8 0.1359 0.0909 0.0209 0.0091 0.1215
 Tabla 5. Eficiencia relativa ERp de Ŝ*(tp) con relación a Ŝ(tp)MCR en los percentiles tp con 
p = 0.05, 0.25, 0.50, 0.75, 0.95 bajo la cópula Frank. Los parámetros de las marginales 
lognormal son μi, σi, i = 1, 2, 3; τ es el τ de Kendall
p LI.Ŝ(t)MCR LS.Ŝ(t)MCR Precisión LI.Ŝ*(t) LS.Ŝ*(t) Precisión
0.05 0.0384 0.0633 0.0249 0.0390 0.1019 0.0629
0.25 0.2330 0.2634 0.0304 0.2148 0.2788 0.0640
0.50 0.4737 0.5105 0.0368 0.4903 0.5701 0.0609
0.75 0.7224 0.7622 0.0398 0.6999 0.7784 0.0785
0.95 0.9374 0.9594 0.0220 0.9154 0.9696 0.0542
Tabla 4. Intervalos de confianza empíricos aproximados del 95% para S(tp) para β1 = 1.5, β2 = 1.0, β3 = 
1.0, η1 = η2 = η3 = 1, τ = 0.8  en los percentiles tp con p = 0.05, 0.25, 0.50, 0.75, 0.95 en el  caso Weibull
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p LI.Ŝ(t)MCR LS.Ŝ(t)MCR Precisión LI.Ŝ*(t) LS.Ŝ*(t) Precisión
0.05 0.0434 0.0776 0.0341 0.0135 0.1479 0.1343
0.25 0.2298 0.2823 0.0525 0.1493 0.3849 0.2356
0.50 0.4909 0.5386 0.0476 0.4196 0.6586 0.2391
0.75 0.7225 0.7705 0.0480 0.6342 0.8618 0.2276
0.95 0.9174 0.9592 0.0418 0.8579 0.9753 0.1173
 Tabla 6. Intervalos de confianza empíricos aproximados del 95% para S(tp)  para μ1 = μ2 = μ3 = 0, σ1 = 0.3, 
σ2 = 0.5, σ3 = 0.8  en los percentiles tp con p = 0.5, 0.25, 0.50, 0.75, 0.95 en el caso lognormal
Figura 5. Intervalos de confianza empíricos aproximados del 95% para S(tp)  para μ1, μ2, μ3 = 0, σ1 
= 0.3, σ2 = 0.5, σ3 = 0.8 en los percentiles tp con p = 0.5, 0.25, 0.50, 0.75, 0.95 en el caso lognormal
se toman marginales combinadas, ii) se verifica la 
influencia de la escogencia de la cópula.
8.1. Combinación de marginales
En ingeniería de confiabilidad industrial a las 
distribuciones Weibull y lognormal se les considera 
como las distribuciones básicas dada su gran 
aplicabilidad (Meeker y Escobar, 1998; Meeker, 
2010); además son representativas de la familia 
de log-localización-escala. Por ello tomaremos los 
siguientes escenarios para verificar resultados bajo 
la cópula Frank y el mismo esquema de simulación 
descrito en la Sección 6.1.
Los escenarios combinan marginales Weibull 
y lognormal de tal manera que se garantiza la 
7.3. Ejemplo utilizando los datos de la Sección 2
Se ilustra el método de combinación de riesgos con 
los datos presentados en la Sección 2. La Figura 6, 
muestra que las distribuciones de sobrevivencia 
marginales bajo dependencia son diferentes 
a las obtenidas bajo independencia. Debido a 
estas diferencias observadas en las funciones de 
sobrevivencia marginales, es claro que tienen un 
efecto sobre la función de sobrevivencia conjunta. 
De acuerdo a lo estudiado en este trabajo se 
recomienda utilizar  Ŝ(tp)MCR .
8. Análisis de sensibilidad
A manera de chequeo de la validez de los resultados 
se presentan simulaciones adicionales donde i) 
Figura 6. Estimación de las funciones de sobrevivencia marginales con independencia 
y con τ = 0.2, 0.5, 0,8
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ocurrencia de los tres modos de falla, es decir, se 
establece que como mínimo haya un 15% de fallas 
para cada uno de los modos, de tal forma que no se 
presente un alto porcentaje de censura que dificulte 
la estimación de las sobrevivencias marginales. 
Con estas consideraciones, las combinaciones de 
marginales Weibull y lognormal a estudiar bajo la 
cópula Frank son:
• Marginales Weibull: β1 = 1.5,η1 = 1; β1 = 1,η1 = 1 
y marginal lognormal: μ1 = 0, σ1 = 3
• Marginal Weibull: β1 = 1.2, η1 = 1 y marginales 
lognormal  μ1 = 0, σ1 = 0.3,  μ2 = 0, σ2 = 2
Asociados a cada uno de los casos mencionados 
anteriormente, se consideran 3 situaciones 
diferentes asociadas al parámetro de dependencia 
entre los tiempos de falla, τ = 0.2, 0.5, 0.8, es 
decir, se consideran 6 casos de simulación para 
esta combinación de marginales.
En la Tabla 7 se observa que las eficiencias son 
menores que uno, confirmando los resultados 
anteriores.
8.2. Escogencia de la cópula
Primero, observemos que la cópula Frank, 
siguiendo a Frees y Valdez (1998, pg. 4), tiene una 
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serie de propiedades que la hacen apropiada para 
aplicaciones empíricas.
Segundo, de acuerdo a Zheng y Klein (1995) y 
Lo y Wilke (2010), la escogencia de la cópula 
tiene menor relevancia para los resultados que 
la escogencia de la medida de asociación entre 
las variables, lo cual está relacionado con el 
parámetro de interés de la cópula en este estudio. 
Específicamente, se ha hecho en este estudio un 
análisis del comportamiento relativo a tres valores 
del τ de Kendall como medida de correlación. Sin 
embargo, a manera de comprobación se chequeó 
para las cópulas Clayton y Gumbel-Hougaard de la 
familia Arquimediana y se obtuvieron resultados 
análogos a los de las Tablas 3 y 5, lo cual sustenta 
los análisis realizados en este trabajo.
9. Conclusiones 
La metodología tradicional en las ciencias e 
ingeniería para analizar modelos de riesgos 
competitivos asume independencia entre los 
modos de falla, lo cual resuelve el problema de 
identificabilidad. Se ha mostrado en este trabajo 
que este procedimiento cuando dicho supuesto es 
incorrecto, genera estimadores ineficientes de la 
función de confiabilidad. Esta ineficiencia puede 
generar sobrecostos y mala planeación en diseño, 
por ejemplo, en mantenimiento preventivo de 
equipos. Por ello se recomienda utilizar el estimador 
Ŝ(tp)MCR, cuando no se tiene certeza que los tiempos 
de falla son independientes.
Este artículo está enmarcado dentro de una 
problemática más general que pretende caracterizar 
la dependencia en modelos de riesgos competitivos 
con datos de confiabilidad industrial. 
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