Abstract. We study the quantum mechanical many-body problem of N nonrelativistic electrons interacting with their self-generated classical electromagnetic field and K static nuclei. The system of coupled equations governing the dynamics of the electrons and their self-generated electromagnetic field is referred to as the many-body Maxwell-Pauli equations. Here we construct time global, finite-energy, weak solutions to the many-body Maxwell-Pauli equations under the assumption that the fine structure constant α and the atomic numbers are not too large. The particular assumptions on the size of α and the atomic numbers ensure that we have energetic stability of the many-body Pauli Hamiltonian, i.e., the ground state energy is finite and uniformly bounded below with lower bound independent of the magnetic field and the positions of the nuclei. This work serves as an initial step towards understanding the connection between the energetic stability of matter and the wellposedness of the corresponding dynamical equations.
The Many-Body Maxwell-Pauli Equations
The three-dimensional many-body Maxwell-Pauli (MP) equations are a system of nonlinear, coupled partial differential equations describing the time evolution of N nonrelativistic electrons interacting with both their classical self-generated electromagnetic field and K static (infinitely heavy) nuclei. In the Coulomb gauge it reads
div A = 0,
In (1),
2 is the Fermionic many-body wave function at time t of the electrons ( N is the N -fold antisymmetric tensor product), A(t) : R 3 → R 3 is the total magnetic vector potential at time t generated by the electrons, H(A) is the many-body Pauli Hamiltonian defined by 
where T j (A)(t) = I ⊗ · · · ⊗ I ⊗ [σ σ σ · (p j + A j (t))] 2 ⊗ I ⊗ · · · ⊗ I is the Pauli operator corresponding to the j th -electron and where [σ σ σ · (p j + A j (t))] 2 is appearing in the jth factor of the tensor product, p j = −i∇ xj is the conjugate Date: April 14, 2019.
1 momentum of the j th -electron, A j (t) = A(t, x j ) is the total magnetic vector potential at time t evaluated at the position x j ∈ R 3 of the j th -electron, σ σ σ = (σ 1 , σ 2 , σ 3 ) is the vector of Pauli matrices with
denotes the collection of the centers R i ∈ R 3 of the K nuclei with R i = R j for i = j, Z = (Z 1 , · · · , Z K ) denotes the collection of the atomic numbers Z i ≥ 0 of the K nuclei, V (R, Z) : R 3N → R denotes the sum total of the electron-electron, electron-nuclei, and nuclei-nuclei Coulomb potential interaction and is given by
where x = (x 1 , · · · , x N ) ∈ R 3N is the collection of position coordinates of the N electrons, and F [A, ∂ t A] is the electromagnetic field energy and equals 
In (2) where J j [ψ, A] is the probability current density of the j th -electron and is defined by
In (7), for j = 1, · · · , N , z j = (x j , s j ) ∈ R 3 ×{1, 2}, z Units. The length unit is half the Bohr radius ℓ = 2 /(2me 2 ), the energy unit is 4 Rydbergs = 2me 4 / 2 = 2mα 2 c 2 , and the time unit is τ = /(4 Rydbergs) = 3 /(4me 4 ), where α = e 2 / c is Sommerfeld's dimensionless fine structure constant. The magnetic field B = curl A is in units of e/(αℓ 2 ) and one has 1/(cτ ) = 2α/ℓ. The field energy F [A,
2 )/8π in these units is given by (6) . Throughout the paper we will think of α as a parameter that can take any positive real value.
Our study of (1) through (3) is motivated by the results on the energetic stability of matter in magnetic fields as developed in [1, 2, 3, 4, 5] . In particular, J. Fröhlich, E. H. Lieb, and M. showed that the ground state energy of the Pauli Hamiltonian in the (N = K = 1)-case, namely H(A) = [σ σ σ · (p + A)]
2 − Z/|x| + F [A, 0], is finite and independent of the magnetic field A when Z is below a critical charge Z c and −∞ when Z exceeds Z c [1] . In other words, the one-electron atom in a magnetic field is not energetically stable when the atomic number Z is too large. More generally, E. H. Lieb, M. Loss, and J. P. Solovej in 1995 proved that, if α ≤ 0.06 and α 2 max Z ≤ 0.041, the ground state energy of the full many-body Pauli Hamiltonian H(A) is uniformly bounded below by −C(N + K), where C is a constant depending only on α and Z [5] . Considering these results on energetic stability, it seems natural to ask whether finiteness of the ground state energy has an influence on the wellposedness of the corresponding dynamical equations. Specifically, how does the existence (or nonexistence) of solutions to (1) through (3) depend on Z c in the (N = K = 1)-case and, more generally, the size of Z and α in the (max {N, K} > 1)-case? The aim of this paper is to make progress on these questions by constructing finite-energy weak solutions to (1) through (3) which are time global under the conditions α ≤ 0.06 and α 2 max Z ≤ 0.041 (see Theorem 1) . As of this writing, there seems to be no existence theory of solutions to (1) through (3) for any initial data, even in the single electron case with no nuclei. To contrast this, we point out that there is an extensive literature studying the closely related Maxwell-Schrödinger (MS) (see, e.g., [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] ). In the Coulomb gauge, the MS equations read
where ψ : R 3 → C is the single-particle wave function without spin. Notably, M. Nakamura and T. Wada in 2007 proved the global existence of unique smooth solutions to (8) through (10) [13, 14] . In order to obtain time global solutions to the MS equations, the authors in [13] first establish local wellposedness by linearizing (8) through (10) and applying a contraction mapping argument. Using a KochTzvetkov type estimate on the Schrödinger piece e i∆t , the authors in [14] obtain time local solutions in Sobolev spaces of low regularity and thereby improve upon the local wellposedness theory developed in [13] . The lower regularity solutions are sufficiently close to the energy class so that, together with energy conservation, they may conclude the solutions exist for all time. A direct adaptation of the contraction mapping argument found in [13] to prove the local existence of solutions to (1) through (3) in even the (N = 1, K = 0)-case appears to break down due to the physical effects of spin, as we now describe.
Consider the one-body MP equations, namely the (N = 1, K = 0)-case of (1) through (3), which read
div A = 0.
The only difference between the magnetic Schrödinger equation (8) and Pauli equation (11) comes from the coupling between the spin of the electron and the magnetic field B = curl A, as seen through the identity
Similarly, the only difference between the probability current densities on the right hand sides of (9) and (12) is the inclusion of the spin current, namely curl ψ, σ σ σψ C 2 , appearing in the identity
As mentioned, a direct adaptation of the contraction mapping argument in [13] seems to break down due to the presence of spin-magnetic field coupling and the spin current in (14) and (15) , respectively. This is perhaps surprising from a strict PDE point of view since the magnetic field B and the spin current curl ψ, σ σ σψ are formed from only first-order derivatives of A and ψ, respectively. Nevertheless, such a strategy seems to bottleneck as it becomes necessary to estimate ψ, curl σ σ σϕ C 2 2 by ψ 1,2 ϕ 2 , and such an estimate is impossible in general. In [13] , the authors manage to make such an estimate on the similar term Re ψ, pϕ C appearing in (9) by utilizing the projection operator P and observing that P (ψ∇ϕ) = − P (ϕ∇ψ).
Such a trick is impossible for the spin current as the projection operator P acts as the identity on a pure curl: P curl ≡ curl. In order to circumvent these difficultlies, we combine the methods in [13] with ideas from the 1995 work on the MS equations by Y. Guo, K. Nakamitsu, and W. Strauss [8] . In the latter article, the authors consider an ε-modified version of the MS equations that read
By taking advantage of the regularity-improving, dispersive properties of the heat kernel e εt∆ and the dissipative charge and energy associated with the ε-modified MS equations, the authors in [8] are able to prove the existence of low regularity time global solutions to (16) through (18) . Then, by using a compactness argument to consider the ε → 0 limit, the authors prove these low regularity time global solutions to (16) through (18) converge to time global finite-energy weak solutions to (8) through (10) .
The consideration of [8] , therefore, leads us to introduce our own ε-modified version of the many-body MP equations (see (23) through (25)). Using the contraction mapping argument in [13] we are able to establish the local wellposedness of this ε-modified many-body MP system in appropriate Sobolev spaces (see Theorem 2) . Then, using the energetic stability of the many-body Pauli Hamiltonian (which requires assumptions on the size of α and max Z), we argue that the Coulomb energy
to the ε-modified system is uniformly bounded by a constant depending on N , K, α, Z, R, and the initial data, but independent of ε and t (see Lemma 8) . Using this bound, we argue that low regularity local-in-time solutions to the ε-modified many-body MP system exist for all time (see Theorem 3). Finally, by mimicing the compactness method in [8] we are able to take the ε → 0 limit of these low regularity time global solutions to the ε-modified many-body MP equations and obtain a time global finite-energy weak solutions to the original many-body MP equations.
The vital step in the proof strategy outlined above is showing the Coulomb energy V [φ ε (t)] along a solution φ ε (t) to the ε-modified many-body MP equations is uniformly bounded. The existence of such a uniform bound on the Coulomb energy is only true when the total energy is uniformly bounded below with lower bound independent of the magnetic field and the positions of the nuclei. As mentioned earlier, the latter constraint has been shown to be true under certain assumptions on the size of the atomic numbers Z and the fine structure constant α [5] . Below we describe the results of [1] and [5] in greater detail, clarifying the definition of the critical charge Z c , which is relevant for stability in the (N = K = 1)-case, and the exact restrictions on the size of α and max Z for energetic stability in the many-body case.
Following [1] , we consider the function space
The critical charge Z c is then defined as
An important observation is that Z c < ∞, as there exist nontrivial finite-energy solutions (ψ, A) to the zero mode equation σ σ σ · (p + A)ψ = 0 (see, for example, [3] ).
Defining the energy of a pair (ψ, A) ∈ C 1 as
we can state the main result of [1] :
In words, the ground state energy of the one-body Pauli Hamiltonian [σ σ σ · (p + A)] 2 −Z/|x|+F [A, 0] is uniformly bounded below independent of the magnetic field B = curl A. Now, consider a many-body pair (ψ, A) ∈ C N with N > 1. For such a state we formally define the total energy E as the quadratic form ψ, H(A)ψ L 2 , where H(A) is given by (4) and we consider only the magnetic field energy F [A, 0]. According to Theorem 1 of [5] , if α ≤ 0.06 and α 2 max Z ≤ 0.041, then
where C(α) > 0 is a constant depending only on α and Z. That is, for small enough max Z and α, the total energy E associated with the many-body Pauli Hamiltonian H(A) is bounded below with lower bound independent of the magnetic field B = curl A and the positions of the nuclei R. We note that the antisymmetry condition in the definition of C N (19) is crucial, as minimizing with respect to Bosonic (completely symmetric) wave functions results in collapse (i.e., the ground state is −∞).
Theorem 1 (Time Global Finite-Energy Weak Solutions). Suppose α ≤ 0.06 and
) with ψ 0 2 = 1 and div a 0 = div a 1 = 0, there exists at least one solution finiteenergy weak solution
To clarify, when N = 1 and K = 0, no restriction on α is necessary for the conclusion on Theorem 1 to hold true. Indeed, the total energy σ σ σ · (p + A)ψ 2 2 + F [A, ∂ t A] in this case is always positive. Similary, if N = K = 1 no assumption on α is necessary and we only need to assume Z < Z c , where Z is the single nuclear charge present and Z c is the critical charge (20) .
As described in brief earlier, to prove Theorem 1 the first step is to consider an ε-modified version of (1) through (3), referred to as the ε-modified many-body MP equations. It reads
div
where
and
is the total energy of the ε-modified system
with
being the total kinetic energy,
being the Coulomb energy, and F [A ε , ∂ t A ε ] is the field energy defined by (6) . For the remainder of the paper we will drop the dependence on ε when it is not needed. Note that the Pauli operators T j in the definition (26) of H(A) are evaluated at the regularized vector potentialÃ, whereas the field energy F is evaluated at (A, ∂ t A). Similarly, note that the probability current density J J J in (24) is evaluated atÃ. These choices are made so that the total energy (27) is dissipative under the time evolution of (23) through (25) (see Theorem 3) .
The space of initial conditions we will consider for the ε-modified MP system is
Combining the regularity improving estimates of the heat kernel e εt∆ (see Lemma 2) with the contraction mapping argument in [13] , we prove the following local wellposedness result for (23) through (25) . 
to (23) through (25) such that the initial conditions
are satisfied and the blow-up alternative holds: either T max = ∞ or T max < ∞ and
The limited range of regularity, namely m ∈ [1, 2], in Theorem 2 comes from controlling the Coulomb term V (R, Z)φ in (23) (see Lemma 5) . We can, in fact, prove Theorem 2 for m up to 5 2 − δ, δ > 0. However, doing so seems to be an unnecessary mathematical generality and has no bearing on the validly of Theorem 1. With Theorem 2 at our disposal, we would then like to consider the limit ε → 0 of the low regularity (m = 1) solutions to (23) through (25) and in the limit produce solutions to the original MP equations. However, one potential obstruction to considering the ε → 0 limit is that the local time interval of existence [0, T max ) in Theorem 2 might shrink to zero as ε → 0. It is therefore necessary to prove that the low regularity time local solutions to (23) through (25) are, in fact, time global. This is accomplished via the dissipation of the total energy E of the ε-modified system and the stability estimate (22) .
Theorem 3 (Dissipation of energy for the ε-modified MP equations). Fix
be the corresponding solution to (23) through (25) provided by Theorem 2. Then φ(t) remains completely antisymmetric and normalized for t ∈ I, and, if m = 2,
for all t ∈ I, where
for all t ∈ I, where C 1 , C 2 , C 3 > 0 are constants depending on N , K, Z, α, and the initial data, but not ε or t. As a consequence, for m = 1 and for each fixed ε > 0, the solution (φ, A) exists for all t ∈ R + .
As can be seen from Theorem 3, it is the uniform bounds (32) that require a restriction on α and Z. Proving those bounds is what requires control of the Coulomb energy V [φ ε (t)], and the reasons such bounds are important are two-fold. First, and as already mentioned in the paragraph preceeding Theorem 3, for each fixed ε > 0, it is necessary to have time-independent bounds on (φ
-norm in order to apply the blow-up alternative of Theorem 2 and assert the m = 1 solutions of Theorem 2 exist for all time. Second, in order to apply the compactness argument found in [8] (take the ε → 0 limit), we need ε-independent bounds on (φ
-norm to apply the Banach-Alaoglu Theorem and extract a weak * converging subsequence. This weak * limit will be shown to be a finite-energy weak solution to (1) through (3), thus yielding a proof of Theorem 1. We emphasize that the complete antisymmetry of φ(t) is crucial, as otherwise we cannot make use of the stability result (22) to control the Coulomb energy.
This paper is organized as follows: In §2 we clarify our notation, define what we mean by a (weak) solution, and recall standard estimates in Sobolev spaces, including those for the heat kernel and wave equation. §3 is divided into two subsections: §3.1 and §3.2. In §3.1 we prove several estimates for the right hand sides of (23) through (25) in various Sobolev spaces. Such estimates are crucial to the proof of Theorem 2. In §3.2 we introduce the metric space on which the Banach fixed point theorem will be applied, and then give a proof of Theorem 2. In §4 we provide a proof that the Coulomb energy is uniformly bounded, and use this result to prove Theorem 3. Finally, §5 is devoted to completing the proof of Theorem 1.
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Notation, Definitions, and Mathematical Preliminaries
If a, b ∈ R, a b means that there exists a universal constant C > 0 such that
When s = 0, we simply write f p and when p = 2 we will use the notation
Occasionally, we will find it convenient to work with the direct sum of Sobolev spaces H s ⊕ H s ⊕ H s−1 , which is equipped with the usual norm and abbreviated · s,2⊕s,2⊕s−1,2 .
Let I ⊂ R be a (possibly infinite) interval and (X, · X ) be a reflexive Banach space. Then C I X ≡ C(I; X), C 1 I X ≡ C 1 (I; X), and C w I X ≡ C w (I; X) denote the space of strongly continuous, strongly continuously differentiable, and weakly continuous mappings from I to X, respectively. For
p (I; X) denotes the space of strongly Lebesgue measurable functions g : I → X with the property that
for some s and q and the interval I is understood, we write g L p I W s,q ≡ g p;s,q , and when
is the set of strongly continuous linear maps from
by the same symbol. By a weak solution to (1) through (3) we mean a distributional solution (ψ, A) in the space
. Similarly, the solutions constructed in Theorem 2 are considered to be distributional solutions in When considering vector fields
Likewise, the L p -norm of gradients of vector fields is defined by
We will frequently use the identity curl A 2 = ∇A 2 , when div A = 0 and A ∈Ḣ 1 (R 3 ; R 3 ). When discussing many-body wave functions, we always consider
2 through the canonical isomorphism, and we recall that
consisting of completely antisymmetric many-body wave functions. Similar to vector fields, the L p -norm of a many-body wave function ψ is defined as
Throughout the paper (and, in particular, §3) we will make repeated use of Sobolev inequalities, dispersive estimates for the heat kernel, the Strichartz estimate for the wave equation, and the Kato-Ponce commutator estimate. The Sobolev inequalities are completely standard, but they are worth recalling here. Let 
The other valuable estimates mentioned above are listed as a series of lemmas below.
Lemma 1 (Generalized Kato-Ponce inequality). Suppose 1 < p < ∞, s ≥ 0, α ≥ 0, β ≥ 0 and
The same conclusion holds for (1 − ∆) Proof. See [20, Theorem 2] .
Lemma 2 (Dispersive Estimates for the Heat Kernel). For any
Proof. This is a standard result and a proof can be found in [21, Chapter 2, Equation 2.15].
Lemma 3 (Energy Estimate for the Wave Equation)
. Let k ∈ {0, 1} and
) and satisfies the energy estimate
Proof. This lemma is stated as a special case of [22, Theorem 2.6] . For original proofs, see [23, 24] .
3. Local Well-posedness of the ε-Modified System: The Contraction Mapping Argument 3.1. Technical Estimates. In this section we will derive several estimates for the right hand side of (23) and (24) in various Sobolev spaces. To obtain such estimates we will repeatedly make use of Lemma 1 and 2.
Lemma 4 (Estimates for the Pauli Term
, with div A = 0, and for each j ∈ {1, · · · , N }, the operator L j (A) given by
where B ≡ curl A, satisfies the estimates
for all t > 0, where C 1 is a constant depending on m and N , but independent of j, t, φ, and A. Furthermore, for (φ, A),
for all t > 0, where C 2 is a constant depending on m and N , but independent of j, t, φ, φ ′ , A, and A ′ .
Proof. To show (34) it suffices to consider the case N = 1, as the general case follows in a similar fashion. We use Lemma 1 and the Sobolev inequality
This proves (34).
To prove (35), fix j ∈ {1, · · · , N }, and note that
We separate into two cases: (a) k = j and (b) k = j. For case (a) we use Lemma 2 and (34) to find
For case (b) we use Lemmas 2 and 1, and the estimate (34), to find
Combining (37) through (39) we arrive at (35).
To prove (36) we first write
and then use Hölder's inequality and the Sobolev inequality
Lemma (2) gives
, which, together with (40) allows us to conclude (36).
Lemma 5 (Estimates for the Coulomb Term
, we have
Moreover, for all ψ ∈ H m (R 6 ; C), we have
Consequently, if N, K ≥ 1, and Z, R are defined as in §1, then, for all φ ∈ H m (R 3N ; C), the function V (R, Z)φ, where V (R, Z) is given by (5), satisfies the estimate
for all t > 0, where C is a constant depending on m, N , R, and Z, but independent of t and φ.
Proof. Let B 1 denote the unit ball in R 3 , and B c 1 = R 3 \B 1 . Using Hölder's inequality we find
The estimate (46) and the Sobolev inequality ψ 6 ∇ψ 2 imply (41). For estimate (42) we focus on the case m = 2, as the m = 1 case is proved in the same way as (41) and then general case m ∈ (1, 2) will follow from interpolation.
Below we will make use of the homogeneous Sobolev spaceẆ .
We argue, separately, that both terms on the right hand side of (43) are bounded by ψ 2,2 . For this it will be useful to remind ourselves of the identity (−∆)
where C is a nonessential constant. To show
we use Lemma 1 to find
Since
< ∞ for k = 1, 2, (49) implies (48).
Showing
follows in a similar fashion. Indeed, using Lemma 1 we find
Estimate (51), together with the Sobolev inequality ψ ∞ ψ 2,2 and the observation that max { | · | ∇f 2 we find
. To show estimate (44) one combines the strategy used to show (42) and (43).
With estimates (41) through (44) at our disposal we may prove (45). We split V (R, Z) into three pieces: V (R, Z) = 3 n=1 V n (R, Z) where
We show (45) with V (R, Z) replaced by V n (R, Z), n = 1, 2, 3. The estimate is trivial for V 3 (R, Z) since R is fixed. Indeed, we find
For V 2 (R, Z), the desired estimate is equivalent to controlling e t∆ |x i | −1 φ m,2 by φ m,2 for each i = 1, · · · , N . For this, fix i ∈ {1, · · · , N } and note that
To estimate the right hand side of (53) we consider two cases: (a) k = i and (b) k = i. For case (a), we use Lemma 2 and the estimate (41) to find
For case (b) the estimating is similar to that of (54). Using (42) we find
Combining estimates (54) and (55) we arrive at
Finally we need to control e t∆ |x i −x j | −1 φ m,2 by φ m,2 for each i, j = 1, · · · , N with i = j. The estimates involved are similar to those involved with controlling e t∆ V 2 (R, Z)φ m,2 , and thus we choose to be brief with the computations. Fix (i, j) ∈ {1, · · · , N } 2 with i = j. Note that
Estimating the right hand side of (57) is similar to estimating the right hand side of (53). We again consider two cases: (a) k = j, i and (b) k = j, i. For case (a) we use Lemma 2 and (43) to find
For case (b) the estimating is similar. We choose k = i, and note that the case k = j is identical by symmetry. Using Lemma 2 and (44) we find
Combining estimates (58) and (59) we arrive at
Collecting estimates (52), (56), and (60) we arrive at (45).
Lemma 6 (Estimates for the Energy).
Fix ε > 0, N, K ≥ 1, and let Z and R be defined as in §1.
, with div A = 0, the kinetic energy T = T [φ, A], as defined in (28), and the potential energy V = V [φ], as defined in (29), satisfy the estimates
respectively. Consequently, the total energy E[φ,
satisfies the estimate
where C 1 is a constant depending on N , K, R, Z, and α, but independent of (φ, A,Ȧ). Moreover, for all (φ, A,Ȧ),
and C 2 is a constant depending on N , K, R, Z, and α, but independent of (φ, A,Ȧ) and
Proof. To show the first estimate in (61) it suffices to prove the N = 1 case, as for general N ≥ 1 the estimating goes in a similar fashion. Using Hölder's inequality and Sobolev's inequality
To show the second estimate in (61), first note that
Considering (65) we focus on controlling the electron-electron repulsion energy since the nuclei-nuclei repulsion energy is trivially bounded by φ 1,2 . The desired estimate on the electron-electron repulsion energy follows from the uncertainty principle for Hydrogen, namely ψ, |x| −1 ψ ≤ ψ 2 ∇ψ 2 . It suffices to consider the case N = 2. Using Hölder's inequality and Sobolev's inequality we find
Estimates (65) and (66) 
, with hopefully obvious notation. We will estimate T − T ′ , V − V ′ , and F − F ′ , separately. As before, to estimate T − T ′ it suffices to consider the N = 1 case. Write T − T ′ = 6 k=1 T k where
Using Cauchy-Schwartz together with first estimate in (61) we find
Collecting estimates (67) through (72) we conclude
where ω 1 function
We want to control max {V 1 , V 2 } by φ 1,2 , φ ′ 1,2 , and φ − φ ′ 1,2 . Therefore we show that
Note that
The third term on the right hand side of (75) is bounded by g 2 h 2 via CauchySchwartz. To estimate the second term on the right hand side of (75) it suffices to consider the case N, K = 1 and R 1 = 0. Indeed, in this situation h, |x| −1 g h 6 g 6 h 2 g 2 . This follows by writing h, |x| −1 g as the sum of an integral over the ball of radius R and its complement, using Hölder's inequality, and then optimizing over R. The desired estimate (74) then follows from the Sobolev inequality. Estimating the first term on the right hand side of (75) by h 1,2 g 1,2 follows the same proof as that of (66). Hence (74) holds, and therefore
Finally, noting that
we collect estimates (73), (76), and (77) and arrive at (63).
Lemma 7 (Estimates for the Probability Current Density). Fix m ∈ [1, ∞) and
, with div A = 0, and each j ∈ {1, · · · , N }, the probability current density J j [φ, A] as given by (7) is in the Sobolev space H m−2 (R 3 ; R 3 ) and satisfies the estimate
where C 1 is a constant depending on m and N , but independent of j, φ, and A.
, with div A = div A ′ = 0, and each j ∈ {1, · · · , N }, we have
where C 2 is a constant depending on N , but independent of j, φ, φ ′ , A, and A ′ .
Proof. To prove (79) we split into two cases: (a) 1 ≤ m ≤ 2 and (b) m > 2. For (a), we specialize to m = 1 and note that the general case 1 ≤ m ≤ 2 follows in a similar fashion. Since
we need to estimate
. Using Minkowski's integral inequality, Hölder's inequality, and the Sobolev inequality
The estimate (81) thus yields
For case (b), we use Minkowski's integral inequality, Lemma 1, and the Sobolev inequality to find
Combining (81) and (82) we arrive at (79). Arguing (80) in similar to the case m = 1 in proving (79). Specifically, we need to estimate
5 -norm. We write
Estimating
5 -norm is straightforward and involves the same strategy used to show (81). We find
Estimates (88) through (91) 
We emphasize that the L ∞ -norm in the definition of X m (T, R) is taken over the time interval I T . For (φ, A) ∈ X m (T, R) we denote B = curl A, the magnetic field, andÃ = Λ −1 ε A, the regularized vector potential. Consider the mapping Ψ :
where (92) and
In (92) and (93)
where L j (Ã) is given by (33),ṡ and s are defined in Lemma 3, and
given by (7) . In other words, Ψ maps (φ, A) ∈ X m (T, R) into the solution of the linearized system
At this point we observe that a fixed point of Ψ would give us a proof of the first part of Theorem 2. Hence the strategy is to equip X m (T, R) with an appropriate metric, prove that, for small enough T > 0, Ψ is a contraction on X m (T, R) with respect to that metric, and thereby prove that Ψ has a fixed point via the Banach fixed point theorem. We equip X m (T, R) with the metric
) is a complete metric space.
Proof of Theorem 2. Fix ε > 0, m ∈ [1, 2], and let (φ 0 , a 0 , a 1 ) ∈ X m 0 . The first task is to demonstrate that we can make Ψ map X m (T, R) into itself by choosing R and T appropriately. Indeed, we claim that there exists R, T * > 0 such that for all T ∈ (0, T * ] the function Ψ maps X m (T, R) into itself, where the time T * > 0 depends on ε, m, N , K, α, Z, R, and (φ 0 , a 0 , a 1 ) m,2⊕m,2⊕m−1,2 . To this end, let (φ 0 , a 0 , a 1 ) ∈ X m 0 and (φ, A) ∈ X m (T, R), and consider Ψ(φ, A) = (ξ, K). Observe that K is divergence-free using the formula (93). Fix j ∈ {1, · · · , N } and note that
Therefore estimate (79) of Lemma 7 gives us
and thus Λ
With the previous conclusion we've satisfied the hypotheses of Lemma 3 and, as a consequence, we have
Combining (96) with (95), we conclude the existence of a constant C 1 > 0 depending on ε, m, N , and α such that
We turn to estimating ξ(t) m,2 . For notational simplicity, in what follows we abbreviate E = E[φ, A, ∂ t A] and F = F [A, ∂ t A]. To estimate ξ(t) m,2 , we take the H m -norm of the defining formula (92) for ξ(t) and apply (62), (36), (45) of Lemmas 6, 4, and 5, respectively. This yields
The last estimate (98) allow us to conclude the existence of a constant C 2 > 0, depending on ε, m, N , K, α, R, and Z, such that
(1 + R)R 
and choose T * > 0 such that
Equations (100) and (101) ensure that Ψ maps X m (T, R) into itself for each T ∈ (0, T * ].
We claim that one may further choose a 0 < T * * < T * so that Ψ becomes a contraction on (X m (T, R), d) for any T ∈ (0, T * * ]. Indeed, fix T ∈ (0, T * ] and consider two (φ, A), (φ ′ , A ′ ) ∈ X m (T, R) and write Ψ(φ, A) = (ξ, K) and
. Again for notational simplicity we write
and that the difference
We need to control
) to ultimately argue that Ψ can be turned into a contraction. Estimating K − K ′ ∞;1,2 and ∂ t (K − K ′ ) ∞;2 is a straightforward application of Lemma 3 and estimate (80) of Lemma 7. We find max k=0,1
To estimate ξ − ξ ′ ∞;1,2 we start with the formula (102) for ξ − ξ ′ and use the triangle inequality to find
Using the same strategy that yielded (98) and then (99), we apply (62) through (63), (36), (45) of Lemmas 6, 4, and 5, respectively, to find
Combining estimates (104) through (106) we find
where C > 0 is a constant depending on ε, N , K, α, R, and Z, and 
Choosing 0 < T * * < T * so that f (T * * , R) = 1 2C ensures that Ψ satisfies
Consequently, Ψ is a contraction mapping on (X m (T, R), d) for each T ∈ (0, T * * ]. By the Banach fixed point theorem, for each T ∈ (0, T * * ], there exists a unique (φ, A) ∈ X m (T, R) that satisfies Ψ(φ, A) = (φ, A). In other words, the pair (φ, A) satisfies the equations
where H(A) is given by (26). By a standard extension argument, we have the existence of a maximal time T max > 0 for which we have a unique solution
to (109) through (112), and the blow-up alternative holds. This gives us the first portion of Theorem 2. What is left to show is the convergence part of Theorem 2. First, note that it suffices to prove the convergence part of Theorem 2 for each t ∈ (0, T * * ]. Let (φ 0 , a 0 , a 1 ) ∈ X 1 0 and consider the corresponding solution (φ, A) ∈ X m (T * * , R), where R satisfies (100). Consider a sequence of ini-
] denote the corresponding sequence of solutions. Suppose that
Observe that if j is sufficiently large then (100) holds with (φ 0 , a 0 , a 1 ) replaced by (φ j 0 , a j 0 , a j 1 ), and therefore (φ j , A j ) ∈ X m (T * * , R) when j is sufficiently large. Using identical estimates that yielded (106) we arrive at
where the L ∞ -norm in time is taken over the interval (0, T * * ]. Likewise,
Estimates (113) and (114) together yield
and α α α n (y) = λ n A n (λ n y). Moreover, from (115) and (117) we have (for large enough n)
where t n = T [Φ n , α α α n ] = λ 2 n T n and f n = α α α n 2 2 /(8π) = λ n α 2 F n . Moreover, if we pick α > α ′ , then we likewise have
Subtracting (118) from (119) we conclude
and thus f n → 0 as n → ∞. Feeding this back into (119) we conclude
However, (116) implies
and as a consequence lim inf
This implies that t n /λ n → ∞ as n → ∞, which contradicts (121).
Proof of Theorem 3. Fix ε > 0 and m
, and φ 0 2 = 1. Let (φ, A) be the corresponding solution on [0, T ) to (23) through (25) as given by Theorem 2. It is straightforward to verify that
Since | φ(t), H(A(t))φ(t) | ≤ φ(t) m,2 H(A(t))φ(t) −m,2 < ∞ for each t ∈ [0, T ), and φ 0 2 = 1, (122) implies φ(t) 2 = 1. Consider the case m = 2. In this case we may take the time-derivaitve of the total energy E = E[φ, A, ∂ t A], as defined in (27), to find
Using that A satisfies the wave equation (24) we can show that the last two terms in (123) cancel each other. From (24) through (25),
Plugging (124) into (123) we arrive at
, which upon integrating yields (31).
Suppose α ≤ 0.06 and α 2 max Z ≤ 0.041. For m = 2, the bounds (32) follow from the energy dissipation (31) and Lemma 8 as follows. First we verify that hypothesis of Lemma 8. For a while we include the ε and t dependence of φ and A for clarity. By previous results φ ε (t) 2 = 1 (this holds for any m ∈ [1, 2]). Moreover, we note that
2 . Therefore, by the results of [5] and the dissipation of energy (31), we arrve at
Consequently, Lemma 8 tells us that
where C is a finite constant depending on the initial data and α, but independent of ε and t. Proceeding we will drop the ε and t dependence. The bound (125) immediately gives us the second estimate in (32). Indeed, using the bound on the Coulomb energy we find where C 3 = max { a 0 2 , √ C 2 }. The first estimate in (32) requires more care, but essentially boils down to the estimate max {T, F } ≤ C 2 . First note that ∇φ 2 = √ N ∇ 1 φ 2 , and hence we focus on estimating ∇ 1 φ 2 . Let δ > 0. Using Hölder's inequality, Sobolev's inequality, and Young's inequality we find
where S 3 is the constant appearing in Sobolev's inequality: f 6 ≤ S 3 ∇f 2 , f : R 3 → C. Choosing δ = 4πα 2 /(S 3 3 C 2 ) in (126) and rearranging, we arrive at the first estimate in (32). That the uniform estimates in (32) hold for 1 ≤ m < 2 follows immediately from the convergence result in Theorem 2. The last claim of Theorem 3 follows immediately from the uniform estimates in the energy class (32) and the blow-up alternative in Theorem 2.
Proof of Theorem 1
The proof of Theorem 1 below follows the proof of Theorem 4.1 of [8] with small modifications.
Proof of Theorem 1. Consider
with ψ 0 2 = 1 and div a 0 = div a 1 = 0. Let {ε n } n≥1 ⊂ R + with ε n → 0. Combining Theorem 2 and 3, there exists a sequence of solutions
of the modified equations
is given by (33). Moreover, the bounds
are satisfied. It will be more convenient to perform the gauge transformation φ n → φ n e i t 0
Fn(s)ds ≡ ϕ n and instead consider the sequence of solutions {(ϕ n , A n )} n≥1 to
where ϕ n 2 = 1 and
The estimates (34) and (41) 
Furthermore, in the same way we estimated (81), we have
The bounds (131) through (133) allow us to apply the Banach-Alaoglu Theorem, and, thus, we may extract a subsequence, still denoted by {(ϕ n , A n )} n≥1 , such that
[L (Ã n ) − V (R, Z)]ϕ
L for all 0 < T < ∞. Passing to the limit in (127) through (129), and using (134) through (138), we find for all η ∈ H 1 and f ∈ C ∞ (R) with f (0) = 1 and f (T ) = 0. Again, passing to the limit as n → ∞ and using (136) 
