Social stress in urban life has been proposed as an environmental risk factor associated with the increased prevalence of schizophrenia in urban compared to rural areas. However, the potential genetic contributions to this relationship have been largely ignored.
In 2011, Lederbogen et al., published an influential fMRI study that showed greater brain activation of the stress processing pathways in participants living in urban versus rural areas 1 and suggested 1,2 that the greater social stress of urban living could explain could explain the well documented higher prevalence of schizophrenia observed in urban than rural environments (OR =1.72, 95% CI: [1.53-1.92]) 3 . Here, we investigate an alternative (but not incompatible) explanation that people with higher genetic risk for schizophrenia tend to live in more urbanized areas due to selective migration 4 in either past or current generations.
Supplementary information 1 presents a short review of the literature in this area. In summary, living in an urban environment is associated with increased risk of developing schizophrenia after controlling for potential confounders (age, sex, ethnicity, drug use, social class, family history, season of birth) and using different measures of urbanicity (population size or density 5, 6 ), window of exposure (birth 4,7 , upbringing 1, 5 , or illness onset 6, 8 ) , and disease definition (narrow schizophrenia or broad psychosis 6, 9 ) . While the association is established, its putative (familial) environmental or genetic components are unclear. Although exposure to urban environments has been estimated to account for more than 30% of all schizophrenia cases 9 , it is not clear whether this reflects a causal effect of urban residence on mental health or whether it is a consequence of the disease (i.e. migration to the city of people in the prodromal stages of the disorder 5 ).
In the present study we sought to examine the cause of this association by testing whether adults with higher genetic risk for schizophrenia are more likely to live in urbanised and populated areas than those with lower risk. This has been made possible by the advances in the identification of common genetic variants associated with schizophrenia 10 which have enabled us to calculate the polygenic risk scores (PRS) for schizophrenia in a large community-based sample from Australia for whom genome-wide genotyping is available. In addition, we checked that the association could not be explained by differences in socio- 4 economic status (SES) of the residential areas. We also investigated the direction of causation between schizophrenia and population density using multi-instrument Mendelian randomization. For completeness, we also present the estimates of the heritability and a genome-wide association analysis (GWAS) of our main phenotypes.
Results
Supplementary Figure 1 presents the distribution of the variables used in this study.
Mean population density was 1,169 people/km 2 (SD = 1,350, range = 0.01 -5,506). Mean remoteness score was 1.5 (SD=0.72, range: 1-3.6) and mean SES score 6.3 (SD=2.8, range:
1-10). Population density, remoteness and SES were all significantly correlated ( Table 1) .
We first calculated the heritability of our phenotypes using correlations of the 1,119 We observed an effect of age on the genetic and shared environment sources of variances for population density. The trait was more heritable and less influenced by shared environmental sources as participants got older (Supplementary Figure 3 ) heritability increasing from 9.0 to 25.6% between ages 20 and 80. Over the same life span, C 2 decreases from 44.5% to less than 10% (Supplementary Figure 3) , while variance explained by 5 unique environmental sources (including measurement error) remains constant. Similar results were obtained using standardised estimates, suggesting constant phenotypic variance across age. In addition, population density, remoteness and SES shared genetic and environmental influences as indicated by significant genetic and common environmental correlations from the twin models ( Supplementary Table 1 ).
Figure 1a
shows the variance of the population density of the place of residence that is explained by the PRS for schizophrenia, both with and without SES as a covariate; this ignores the potential problem that SES is a genetic covariate of our dependent variable. PRS calculated from all the independent SNPs in the genome ("<1") explained the greatest amount of variance in population density: r 2 =0.12%, p-value=5.69*10 -5 , and still explained r 2 =0.07%
(p-value= 0.0004) when accounting for SES. Schizophrenia PRS also significantly predicted remoteness (r 2 = 0.06%, p=0.0029) when including all the independent haplotypes ("p-value <1"), although the association disappeared when correcting for SES (Figure 1b) . The association between SES and schizophrenia PRS did not reach significance after multiple testing correction (p-value>0.013, Supplementary Figure 4 ). The interactions between sex or age and PRS for schizophrenia (p-values > 0.05) that may have accounted for more variance in population density were not significant GWAS for remoteness showed a genome-wide significant hit on chromosome 20
(rs7269466, p-value=3.8*10 -8 ) (Supplementary Figure 5) , which disappeared when including SES as a covariate (most significant SNP was rs4691169 in chromosome 4, p-6 value=1.1*10 -7 ). To confirm the results were not due to unaccounted for population stratification, we repeated the GWAS including 20 ancestry principal components. The results were consistent, with the strongest association with remoteness observed in the same SNP in chromosome 20 (rs7269466, p-value=3.9*10 -8 ).
Lastly, Mendelian randomization in MR-base 11 selected 94 genome-wide significant SNPs for schizophrenia after clumping the GWAS summary statistics. This is consistent with the results reported in the Psychiatric Genomics Consortium publication (108 independent associations) 12 ; the difference arose from SNPs not included or not passing QC in our GWAS of population density and remoteness. For the MR using population density, there was no evidence of a confounding effect from the heterogeneity of effect sizes (p-value > 0.37) or from pleiotropy (p-value=0.11). The multi-instrument Mendelian randomization only reached significance using the median weighted approach (p-value=0.046; p=0.065 with MR-Egger) ( Figure 2a ). Correcting for SES in the GWAS analysis of population density slightly changed the results (p≥0.053, obtained with MR-Egger). The MR using remoteness as outcome showed similar results (Table 2, Figure 2b) , with no evidence for a confounding effect from heterogeneity of effect sizes (p-value>0.30) or from pleiotropy (p-value=0.05).
The results were significant using the MR Egger method: p-value=0.044. For both phenotypes, GSMR 13 retained 93 SNPs after checking for pleiotropy (HEIDI test, p-value>0.01). The causality estimates were in the same direction as those from MR base but did not reach significance (p-value=0.20 for population density, p-value=0.56 for remoteness, Table 2 ). Our results point to a positive causation for population density and negative for remoteness, such that genetic risk for schizophrenia is a causal factor in the choice to live in more densily populated and less remote areas.
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Discussion
The present study investigated the association between genetic risk for schizophrenia, and living environment (population density, remoteness and SES) in order to test the genetic nature of the relationship between schizophrenia and population density. We used data on where people live collected from a community sample of 15,544 adult Australians with available genetic array information.
Genetic risk for schizophrenia was associated with greater level of urbanicity measured as the population density of the postcode of residence. The strongest association was found with the schizophrenia PRS calculated on all independent SNPs ("< 1", r 2 =0.12%, p-value=5.69*10 -5 , Figure 1a ) which reduced to 0.07% when partialling out SES (p-value=0.0004). Our results show that the geographical distribution of the genetic risk for schizophrenia is not uniform and that participants with higher genetic risk levels live in areas with higher population density over what it is expected by chance.
Our Mendelian randomization analysis was suggestive of schizophrenia risk being a causal factor in the choice to live in more densely (positive causation, p-value=0.046) and less remote (negative causation, p-value=0.044) areas, although more powered analyses are required to confirm this results, as well as to investigate the reverse causation. Larger GWAS in psychiatry and of living environment variables may shed light on how the two relate to each other. These results support the selective migration hypothesis, that individuals with genetic liability for schizophrenia tend to move to urban areas 14 . More data is needed to clarify the impact of comorbid psychiatric risks 15 , 16 and associated traits (e.g. educational attainment, creativity, risk taking) [16] [17] [18] on the reported association.
Our work builds on previous research from our group that reports that density of population of where you live is significantly heritable 19 , as well as evidence of a familial 8 effect (i.e. due to genetics and/or family environment), according to non-molecular studies, in the relationship between schizophrenia and urban dwelling 4, 20, 21 . Our results complement two recent publications on the interplay between schizophrenia risk and living environment. The first, from the Swedish registries reported an association between schizophrenia PRS and deprived neighbourhood 22 , which did not replicate in our sample using SES (r 2 = 0.05%, p-value>0.01); however, our SES measure 23 may differ from the Swedish study in term of the factors used in its calculation 22 . Another study from the Danish registries found a non conclusive association between urban living at 15 years old (but not at birth) and schizophrenia PRS 24 . Thus, there may also be a genetic relationship between upbringing environment and the disease risk i.e. a passive gene-environment correlation, where the association is driven by the genotype a child inherits from their parents and the environment in which he/she is raised. Here, we rather focused on active gene-environment correlation, presumably driven by selective migration, by including only older participants who have a higher degree of independence in choosing where they would rather live. More work is needed to confirm and examine these results over age groups, which will likely require large longitudinal cohorts such as national registries.
We highlighted the importance of age in our analysis by replicating and expanding previous results from our group 19 : that place of residence is heritable and the heritability increases over time while the influence of family environment declines. This age effect, together with sex differences in prevalence and age of onset of schizophrenia 25, 26 , justifies the study of interactions between PRS and age and sex that may contribute to the choice of living environment; however, these interactions were not significant in our analyses. Our data confirm the well-known finding that remote or less dense areas tend to exhibit lower levels of wealth as measured by SES, but add the nuance that this is shaped not only by the environment but also by the genotypesof the inhabitants. 9 Another limitation of our study arising from restricted sample size is that our strongest association is with a PRS that includes all independent SNPs ("<1"), which reflects that the schizophrenia GWAS we drawn on is still underpowered to detect all variants associated with the disease 27 . This results in a limited PRS instrument that only explains a fraction of the total trait heritability 27 . Larger GWAS will produce stronger instruments that will provide more power to identify living environments correlated with the genetic risk of schizophrenia.
We can evaluate the extent to which our results are directly transferable to other countries. To note, Australia is one of the least densely populated countries (233 rd rank out of In conclusion, our study provides empirical evidence that the finding that schizophrenia is more prevalent in urbanized areas is not only due to the environmental stressors of the city.
We show that the distribution of the genetic risk for the disorder is not uniform and 10 concentrates in more populated and urban areas, supporting the idea of an active geneenvironment correlation due to selective migration. Previous evidence of an environmental relationship between city-living and schizophrenia risk 1,2 is not incompatable with our results and reflects that there are genetic as well as environmental risk factors for schizophrenia.
Future disease models will need to include both (genetic) selection and environmental effects of urban stress on schizophrenia.
In addition there is a need to address the potential GxE interactions that would arise if genetic variants influencing schizophrenia also influence the choice of a stressful living environment, which would contribute to the interaction between urbanicity and family history of schizophrenia that has been reported in the Danish population 30 . If indeed urban environment accounts for more than 30% of all schizophrenia cases 14 , the effect reported here (r 2 =0.1% of population density explained) may only account for an extra 0.03% (0.3*0.001) of the cases, but this estimate will likely grow as the PRS for schizophrenia becomes more predictive with increasing GWAS sample size 22 . Such diathesis-stress interaction studies utilizing PRS have already been published for depression 31, 32 , but given the lower prevalence of schizophrenia will likely require national registries.
Online methods

Participants
Since 1980, a series of studies of general health conditions conducted by the Genetic Epidemiology Unit at QIMR Berghofer Medical Research Institute (QIMR) have collected longitudinal phenotypic data and genotypes from more than 28,000 individuals as part of ongoing twin and family studies based in Australia 33, 34 . For the present study we selected all genotyped participants over 18 years old, that is, a total N of 15,544 individuals in 7,015 11 families (65.6% females, age mean: 54.4, SD: 13.2). Importantly, this is a community based sample representative of the general population according to a number of sociodemographic characteristics 33 . Participants were not screened for schizophrenia across the whole sample and we did not control for disease(s) status in the analyses.
Participants were genotyped using commercial arrays (Illumina 317K, 370K, 610K, '1st generation', or Core Exome plus Omni-family, '2nd generation' [35] [36] [37] 
Measures
Population density and remoteness were the main measures of urbanicity in the present study. Together with socio economic status (SES), these variables were generated from the postcode in the address provided by the participants, updated to the time of last contact . the ASGS take into account continuous changes relating to population and infrastructure 45 .
We have linked the postal codes provided by the participants of the present study to the information presented by postal areas or the second level of statistical areas (statistical area 2 or SA2), which represent communities that interact together socially and economically.
Population density was calculated by dividing the estimated resident population by the km 2 of each statistical area. Remoteness areas are regions in each state and territory, divided on the basis of their relative access to services 46 into five levels: major cities (1), inner regional (2), outer regional (3), remote (4) and very remote (5) 46 . We averaged the remoteness scores of participants living at the border of two different areas and treated the variable as continuous. Outlying values for both population density and remoteness were winsorized to 3 standard deviations. SES was based on the Index of Relative Socio-economic Advantage and Disadvantage (IRSAD) 23 , which can be used to measure socioeconomic wellbeing in a continuum, from the most disadvantaged areas (low values) to the most advantaged areas (high values). We used deciles of this index, which allowed comparison 13 within postal areas in the same state/territory. Thus, SES as defined in the present study, is a function of the area where a person lives and not of any personal characteristics.
Statistical analyses Heritability analysis of population density, city living and SES
We used the 5,894 twins from the full sample, to estimate the contribution of additive years old on average (SD=12.8, range 18-99) and mostly (65%) females. We used the OpenMx 47 package in R 48 to estimate the parameters of the mixed models. Significance of the variance components was tested using likelihood ratio tests on nested models 49 .
In addition, we fit a GE moderator effect model 50 that allows the variance components (heritability, shared environment and unique environment) to vary across age.
This approach reflected previous results from our group that suggested different heritability and shared environment over age on rural/urban living in Australia 19 . The model is as (kinship matrix) for A, family indicator for C, and identity matrix for E. 14 Finally, we estimated the genetic and environmental correlations between population density, remoteness and SES using bivariate twin models 49 . All models included age, age 2 , sex, age*sex, age 2 *sex, GWAS chip and 4 genetic principal components as covariates.
Polygenic risk scores predictions
Polygenic risk scores 52, 53 were calculated from the imputed genotype dosages, using GWAS summary statistics from the most recent GWAS meta-analysis from the 2014 Psychiatric Genomics Consortium (PGC) schizophrenia working group 54 . From our data, we excluded SNPs with low imputation quality (r 2 <0.6) and MAF below 1%. We selected the most significant independent SNPs using PLINK1.9 38 in order to correct for signal inflation due to Linkage Disequilibrium (LD) (criteria LD r 2 <0.1 within windows of 10MBp). We calculated 8 different PRS using different p-value thresholding of the GWAS summary statistics (see Supplementary Table 2 for number of SNPs included in each threshold and Supplementary Figure 1 for histograms of PRS for SCZ).
In order to estimate the variance in population density explained by the PRS, we fit population density, remoteness, SES as well as the first two after regressing SES). Such approach represents a fast and efficient alternative to permutation testing 56 , when testing correlated variables.
Post hoc interaction analysis
When PRS and age or sex were significant, we tested for the presence of interactions.
First, we tested for sex specific effects by adding an interaction term (PRS*sex) to the model and using residualized PRS (we regressed out all covariates but sex and its interactions) to remove the confounding effect of the covariates 58 . Similarly, we tested for a PRS by age interaction.
Genome Wide Association Analyses
Genome-wide association analyses of population density and remoteness were conducted using linear regression under a model of additive allelic effects with age, age 2 , sex, age*sex, age 2 *sex, SES, GWAS array and 4 genetic principal components as covariates using RAREMETALWORKER 59 . We explicitly corrected for relatedness using the -kinpedigree 16 option. Those SNPs with a MAF<0.05% and imputation r 2 <0.6 were excluded, leaving 8,495,074 SNPs for analyses. 11 . MR-Egger is currently seen as the most robust multi-instrument mendelian randomization approach 61 .
In addition, we used GSMR (Generalised Summary-data-based Mendelian Randomisation) 13 , which is on average more powerful than the MR Egger approach (as it models residual LD between SNPs) and more robust (as it allows testing for pleiotropy at a Supplementary Figure 5 . Manhattan plot (a) and QQ plot (b) for GWAS of remoteness, followed by regional plot (c) of the top hit. 
Supplementary
