W e present a large-scale, airspace planning and collaborative decision-making model (APCDM) to enhance the management of the U.S. National Airspace System (NAS). Given a set of flights that must be scheduled during some planning horizon, along with alternative surrogate trajectories for each flight as prompted by various airspace restriction scenarios imposed by dynamic severe weather systems or space launch special use airspaces (SUA), we develop a mixed-integer programming model to select a set of flight plans from among these alternatives, subject to flight safety, air traffic control workload, and airline equity constraints. The model includes a three-dimensional probabilistic conflict analysis, the derivation of valid inequalities, the development of air traffic control workload metrics, and the consideration of equity among airline carriers in absorbing costs related to rerouting, delays, and possible cancellations. The resulting APCDM model has potential use for both tactical and strategic applications, such as air traffic control in response to severe weather phenomena or spacecraft launches, FAA policy evaluation (separation standards, workload restrictions, sectorization strategies), Homeland Defense contingency planning, and military air campaign planning. The model can also serve a useful role in augmenting the FAA's National Playbook of standardized flight profiles in different disruption-prone regions of the national airspace. The present paper focuses on the theory and model development; Part II of this paper will address model parameter estimations and implementation test results.
Introduction
The airline industry is a highly competitive business that has a significant impact on the overall U.S. economy. This was never more evident than during the extraordinary aftermath of the terrorist attacks of September 11, 2001 , that resulted in catastrophic revenue losses, subsequently requiring the federal government to provide $15B in emergency economic relief. It is in the nation's continued interest to ensure safe and dependable use of the National Airspace System (NAS), even as increased demand strains airtraffic management capabilities. Furthermore, it is essential that appropriate steps are taken to encourage new entrant airlines and to develop services for smaller communities to ensure a healthy and competitive industry in the long term. Accordingly, the Federal Aviation Administration (FAA) is sponsoring an overall 10-year, $11.5 billion effort to increase NAS capacity by 30%. Currently, air traffic density is such that a single severe weather system can cause takeoff and landing delays that cascade throughout the entire NAS. During 2000, the top 55 airports conducted more than 20.8 million such operations, with 425,000 of them subject to delays (see Crawley 2001) . Although not directly related to capacity enhancement, the model developed herein contributes indirectly towards this goal via a more effective management of air traffic, particularly under scenarios of disruptions because of the closure of sections of the airspace as precipitated by severe weather or by space launches.
More specifically, this paper presents an airspace planning and collaborative decision-making (APCDM) model, which is a significant extension of a preliminary version (called the airspace planning model-APM) described in Sherali et al. (2002) . The principal subroutines of this model are depicted in Figure 1 , along with a conceptual overall framework in which this model can be embedded.
Given a set of flights that must be scheduled during some planning horizon over some region of interest, the overall intent is to select a set of flight plans from among alternatives, called surrogates, subject to flight safety, air traffic control workload, and airline equity 
Subroutines of the APCDM Model
Outer Loop Figure 1 Conceptual Extended Operational Framework for the Proposed Model constraints. These surrogate flight plans for each flight are alternatives proposed by the corresponding airline, which might differ in departure/arrival times, altitudes, and trajectories. Each individual flight plan taken by itself is assumed to be feasible to the system constraints and might typically be generated to avoid dynamically moving severe weather systems (see Hansen et al. 2002 for an example). (Some comments on the mix of surrogates from an equity perspective are given in §5.) In this regard, it is also worth pointing out that, as is typically the case during severe weather disruptions, the mix of flight plan surrogates used in this paper do not consider any airport arrival slot ownerships by airlines. However, it should also be noted that the FAA is considering the abolishment of slot ownerships altogether in the future (Keagan 2003) .
The first subroutine implemented in the APCDM model is the air occupancy model (AOM) that has been developed by Sherali et al. (2000) . This subroutine identifies the three-dimensional, nonconvex sectors traversed by each surrogate flight plan, along with the respective sector occupancy time intervals. Using AOM, we assess the average aircraft-occupancy times within each sector along with the maximum monitoring load. Accordingly, we devise a suitable (nonlinear) workload function to ascribe a cost associated with safely monitoring and directing the composed mix of flight plans within each sector.
The second subroutine also contributes toward sector workload issues while principally addressing safety considerations. This subroutine is the Probabilistic Aircraft Encounter Model (PAEM) that examines conflict risk situations in the en route airspace. In contrast with the deterministic conflict analysis conducted in the APM model of Sherali et al. (2002) , we consider random errors for each aircraft about the planned or filed trajectory, recognizing that aircraft are subject to pilot, navigation, and windinduced errors. We develop two alternative representations of maximal displacement errors at each waypoint and use them to describe a set of probabilistic trajectory realizations. By conducting a conflict analysis between pairs of realizations, PAEM identifies duration intervals over which pairs of flight plans conflict with at least some specified threshold probabilities. These stochastic conflict intervals are then used to generate a set of constraints that restrict the conflict resolution workload imposed on each sector to be within its respective handling capacity. In contrast to the related analysis conducted in APM, which was based on a discretization of the time horizon, we employ a continuous time formulation and prove that this representation adds significant flexibility in representing the conflict resolution capacity of the different air traffic control sectors. In addition, we conduct a polyhedral analysis of the developed conflict resolution constraints to derive several classes of valid inequalities that yield provably stronger linear programming relaxations. The combined analyses conducted by AOM and PAEM therefore produces a set of sector workload constraints, as represented by the third box in the set of APCDM subroutines in Figure 1 .
The fourth subroutine addresses the issue of equity among airline carriers in absorbing the costs related to rerouting, delays, and cancellations within the context of a collaborative decision-making (CDM) environment. We introduce a concept of collaboration efficiency for each airline based on the fuel and delay costs incurred in the overall solution prescribed by the model versus the corresponding costs related to individually optimized decisions. This concept is used to develop an equity formulation that assesses the distribution of collaboration efficiencies achieved by the different airlines. Several alternative strategies for representing equity are also discussed.
The foregoing sector workload (including collision safety) and equity-based constraints developed are integrated within a mixed-integer programming formulation that seeks to prescribe a mix of flight plans that minimize fuel, delay, and workload-related costs, along with inefficiency and inequity measures. This constitutes the principal APCDM model discussed in this paper. Further analysis can then be conducted as in the outer loop of Figure 1 to readjust key parameters and to generate new flight plans that are superior (in terms of achieving lower objective function values) to the existing surrogates, based on the model outputs. This model generation and execution can then be reiterated as desired. (Our focus in this paper, however, resides with the basic APCDM model within this framework.) The APCDM model has potential use mainly for strategic purposes such as FAA policy evaluations (e.g., with respect to aircraft separation standards, sector workload restrictions, and air traffic control sectorization strategies), Homeland Defense contingency planning, and military air campaign planning. However, conceivably, it could also be used for tactical applications, such as air traffic control in response to diversions and delays prompted by severe weather phenomena or the cordoning of airspace because of spacecraft launches (see Sherali et al. 2000 Sherali et al. , 2002 . The model can also serve a useful role in augmenting the FAA's National Severe Weather Playbook of standardized flight profiles in different disruption-prone regions of the national airspace (FAA 2003) .
Several other papers in the literature relate to different aspects of the proposed APCDM model. For example, Reich (1966) examines aircraft-separation standards in the along-track, cross-track, and vertical axes to safeguard against the risk of collisions. Similar to our approach, these separation restrictions are modeled by using a geometric box, called a proximity shell, aligned with the so-called focal aircraft's trajectory direction, and constructed about its instantaneous position. A penetration of an intruder aircraft into this proximity shell is identified as a conflict that would need to be addressed or resolved by an air traffic controller (ATC). Reich also stressed the importance of the geometry of intrusions into the proximity shell of the focal aircraft. Today,
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An Airspace Planning Model FAA standards require that aircraft maintain a five nautical-mile horizontal separation and a vertical separation of 2,000 feet for aircraft flying above 29,000 feet (and 1,000 feet below this altitude). Paielli and Erzberger (1997) noted that during flight, the prediction of aircraft trajectories is not an exact science. For example, wind modeling is still quite imprecise, aircraft navigation and control equipment are not error-free, and finally there is the human element-the pilot. They found that errors in the cross-track axis were relatively constant in a 30-minute period, as they are routinely corrected by the pilot or the aircraft's flight-management system. The along-track errors were found to be significantly more variable because they are created primarily by headwinds and tailwinds, which are not well predicted or easily corrected during flight. Bakker et al. (2000) experimented with both geometric and probabilistic approaches to conflict prediction. In contrast to previous work, they examined trajectory errors in three dimensions simultaneously, rather than assigning independent error distributions for each axis. They concluded, as previous researchers have, that a probabilistic approach is a necessary part of modeling collision prediction. The Center-TRACON Automation System (CTAS) ) also contains a conflict prediction module called a conflict probe, which additionally computes the flight corrections necessary to bring the probability of a separation violation below a programmed threshold. CTAS is designed to be a real-time tool to aid air traffic managers. Paielli and Erzberger (1999) discuss its testing and validation at two air route traffic control centers (ARTCC). Our model also considers a three-dimensional probabilistic analysis, but unlike Paielli and Erzberger (1997) , who were mainly interested in identifying conflicts that occur with a specified threshold probability, we also develop duration intervals over which this conflict risk persists as well as identify the sectors occupied during such conflict events. Bertsimas and Stock Patterson (1998) develop a model to control the flow of aircraft by either adjusting their release times into the NAS (ground holding times) or their en route speed, with the objective of minimizing the total ground and airborne-delay costs. Their model considers arrival and departure capabilities at airports and simultaneous occupancy capacities of sectors. However, unlike our model, no other sector workload metrics are incorporated. Also, the flight plan trajectories are assumed to be fixed and conflict-free, and no equity considerations are addressed. CDM, in general, is essentially a business practice that advocates decentralized cooperative decision making between the various participants in a common endeavor. CDM takes advantage of many of the "total quality management" precepts (Turner et al. 1993 ) that were advanced and popularized by W. Edwards Deming in Japan during the 1970s and 1980s, and later in the United States during the early 1990s. The advent of the "free-flight" paradigm further complicates air traffic control in an increasingly crowded airspace (e.g., see Sherali et al. 2000 and the references cited therein). In an attempt to actively involve all the users and service providers in the decisionmaking process, the FAA is sponsoring a comprehensive CDM effort to improve air traffic management, increase capacity, and reduce costs (see Ball et al. 1998 Ball et al. , 2000 Carlson 2000; and Wambsganss 1996 for a discussion on related issues and benefit assessments).
The implementation of the Ground Delay Program Enhancement (GDPE), the first major thrust of CDM (Metron Aviation 2002) , is an impressive example of CDM success. The GDPE effort implements three central tenets of CDM: common situational awareness; a distributed planning environment where the roles and responsibilities of the players are agreed on and well understood, limited resources are rationed equitably, and all participants have a voice in the decision process; and a performance measurement and feedback process to facilitate system improvements. In particular, GDPE procedures reduce disincentives for airlines to report flight schedule changes, particularly delays and cancellations, by utilizing a ration-by-schedule (RBS) procedure along with a compression algorithm. Ball et al. (1998 Ball et al. ( , 2000 and Chang et al. (2001) report that this algorithm is a "win-win" situation for the carriers, in that compression reduces delays while, at worst, preserving the status quo for any given carrier. Over a two-year period, the compression algorithm alone has reduced delays by 4.5 million minutes versus the previous ground delay procedures.
A general discussion of the principles of equity in the context of allocating limited resources to activities is given in Luss (1999) (also, see Young 1994) . Examining performance factors for each activity to reflect, for example, the weighted shortfall of allocated resources from a specified target or goal, Luss defines an equitable allocation to be one in which no performance function can be feasibly improved without degrading another activity's performance value that is greater than or equal to this one. Accordingly, Luss shows that a lexicographical minimax solution (i.e., a lexicographically smallest vector of performance values that are sorted in nonincreasing order) yields an equitable solution. In particular, in the context of the RBS and compression procedures implemented by the FAA, Vossen and Ball (2001) formalize the allocation of arrival slots to airlines and the exchange of slots between airlines via assignment optimization models having appropriately defined lexicographical minimax objective functions. For example, they show that the RBS procedure essentially lexicographically minimizes the vector of the number of flights having decreasing levels of delay. Vossen and Ball also describe how interairline slot exchanges can be viewed as a bartering process in which the FAA behaves as a mediator broker. It should be noted that while these RBS and compression algorithm-based equity concepts have been implemented and largely accepted by the airlines, the equity constructs proposed in the present paper are new and untested ideas that need to be studied and validated in detail to promote acceptance by the participating players in this process.
The remainder of this paper is organized as follows. In §2, we present the PAEM constructs. Based on this development, we address the formulation of various conflict-resolution and associated workload constraints in §3. We derive enhanced formulations for these restrictions and prove that they progressively provide tighter linear programming relaxations. Next, in §4, we provide a further characterization of airspace sector monitoring workloads and use this characterization to develop a set of workload constraints. The model's equity representation is proposed in §5, where we describe the concepts of collaboration efficiency and collaboration equity.
These are subsequently incorporated into the model via suitable functions and penalty terms. The overall mixed-integer APCDM model is then summarized in §6. Finally, in §7, we address the proposed model's potential contributions toward improving NAS operations and conclude by recommending several avenues for future research in this rich area of great contemporary public interest and national importance.
Probabilistic Aircraft Encounter
Model (PAEM)
In this section, we establish a probabilistic framework for conducting a conflict analysis between some focal aircraft A and an intruder aircraft B. The proposed Probabilistic Aircraft Encounter Model (PAEM) ascertains whether an intruder aircraft can possibly penetrate the protective standard separation shell (considered to be a rectangular box) enveloping some focal aircraft, assuming that both the trajectories of the focal and intruder aircraft are subject to either randomized or wind-induced probabilistic errors. The PAEM module determines the duration for which a penetration into the standard separation shell (called a Level-1 conflict) or a penetration into a shell of half this dimension (called a Level-2 conflict) occurs. In addition, if the intrusion penetrates a tight enveloping box having a half-dimension of 500 feet in the in-trail and cross-track dimensions, and 100 feet in the altitude dimension, then a fatal conflict is declared, and such pairs of flight plans are necessarily prohibited from coexisting. Consider a three-dimensional, Cartesian X-space system having its origin at the center of the earth, and suppose that in this system, the nominal trajectory of any aircraft A is described by a piecewise linear trajectory corresponding to the finite sequence X are not collinear, i.e., the aircraft is not moving vertically with respect to the earth.) Hence, as derived in Sherali et al. (2000) , there exists an orthonormal matrix Q q A such that the transformation of vectors (with a common origin) from the X-space to the Y -space, and vice versa, occurs according to
Accordingly, to describe a general form of the trajectory realizations, consider any waypoint q ∈ 2 p − 1 . Let us define a maximal displacement region as a smallest possible bounding region centered at X q A that is assumed to contain all the displaced waypoint position realizations X q Ak , k = 1 n A . Figure 2 displays two shapes of such a maximal displacement region that we consider, namely, a rectangular and a cylindrical region (detailed derivations for each kth discretized region Discretization of Maximal Displacement Regions of these regions are given in § §2.1 and 2.2, respectively). Furthermore, suppose that there exists some spatial three-dimensional probability density function (PDF) defined over this maximal displacement region that produces the probabilistically displaced waypoint realizations X q Ak . This region is centered at X q A , and the particular (upright) orientation displayed in Figure 2 is assumed to coincide with the transformed Y -space defined by (1), with its horizontal cross-section lying in the Y 1 Y 2 plane. For the sake of simplicity, let us examine a discretization of this region into n A suitable subregions, as illustrated in Figure 2 , for the rectangular or cylindrical bounding region. Taking q Ak to be the centroid of the kth such subregion in the Y -space relative to the origin translated to X q A , for k = 1 n A , we ascribe a probability p Ak to this realization q Ak by integrating the three-dimensional PDF over the corresponding subregion. Now, assume that each of the waypoints q = 2 p − 1 has an identically distributed waypoint displacement PDF, and that the corresponding displaced waypoints X q Ak for q = 2 p − 1 jointly produce a kth piecewise linear trajectory realization (see Figure 3 ). Hence, p Ak is the probability associated with this complete kth trajectory realization, and by the nature of this conceptualization q Ak n A k=1 is independent of q, ∀q = 2 p − 1. However, to accommodate different levels of control or navigation accuracy with respect to the different waypoints as discussed below, we scale the maximal displacement region centered at the qth waypoint by a factor q , where 0 ≤ q ≤ 1, ∀q = 2 p − 1. Hence, noting that Q q A q Ak denotes the transformation of q Ak into the original X-variable space based on (1), the displaced waypoint realizations that effectively define the trajectory realizations in the X-space are defined as
The limiting displacement region defined in this manner moves with the aircraft (shrinking or expanding in dimension as it traverses the different piecewise linear airway segments depending on the q -parameters in (2)) being centered on the nominal kth realization of trajectory
Three-Dimensional Rectangular Dispersion of Trajectories flight plan trajectory, thus describing a corridor that contains any realized trajectory of the aircraft (see Figure 3 ). The factor q is a function of the air traffic intensity in the airspace surrounding the qth waypoint under consideration. The motivation for this is that in high traffic density areas, pilots might navigate more accurately, and positional errors might be more likely communicated to pilots by air traffic controllers. This, in effect, reduces the width of the corridor. Note that in practice, an aircraft is not controlled alongtrack to conform with the filed flight plan, except to ensure an adequate maintenance of miles-in-trail separation between strings of aircraft flying on similar airway trajectories. Although cross-track checks with respect to filed flight plans are also not routinely done, air traffic controllers will usually probe the pilot's intent and possibly force a corrective action if the aircraft deviates approximately five nautical miles from a filed flight plan (Downer 2001) . Notwithstanding this practice of navigational control, note that the foregoing discussion simply characterizes a set of probabilistic realizations of actual trajectories based on a filed flight plan and maximal assumed deviations at each waypoint. We now proceed to present two particular cases of the foregoing maximal displacement regions, along with the associated PDFs that describe the discretized trajectories and their corresponding probabilities.
Rectangular Displacement Region:
Random Errors As a first case, suppose that each displaced waypoint is constrained to be within some rectangular maximal displacement region centered on the respective nominal waypoint as shown in Figure 3 . We denote r max as the maximum in-trail displacement, c max as the maximum cross-track displacement, and v max as the maximum altitude displacement.
Suppose further that the displacements from the nominal trajectory in each of the three Y -space axes are mutually independent. Hence, the joint threedimensional PDF that describes the deviation of each of the waypoints q = 2 p − 1 from their nominal positions is simply the product of these three univariate PDFs. Specifically, let us assume that the displacement in the in-trail direction follows a triangular distribution as shown in Figure 4 , with P r ≥ r max = 0. The associated PDF, f 1 r −r max ≤ r ≤ r max , is given by
To determine a set of discrete realizations of the three-dimensional PDF, we begin by dividing the in-trail dimension into n 1 segments according to the discretization − r max ≡ r 0 < r 1 < · · · < r n 1 ≡ r max . Integrating (3), we compute the probability of the In-Trail Trajectory Error Distance PDF SHERALI, STAATS, AND TRANI An Airspace Planning Model displacement distance r lying in the interval r a−1 ≤ r ≤ r a , for a = 1 n 1 , as follows: 
Next, we define c as the cross-track displacement and let this random variable have some PDF f 2 c for −c max ≤ c ≤ c max , with P c ≥ c max = 0. Likewise, we define v as the vertical displacement and let this random variable have some PDF Paielli and Erzberger (1997) noted that both cross-track and vertical errors are approximately constant with respect to time. Empirical data indicates that vertical errors rarely exceed ±200 feet while cross-track errors lie generally within ±0.5 nm (for aircraft equipped with a flight management system). As errors in the crosstrack and vertical dimensions are small relative to intrail errors, we shall assume for simplicity a uniform error distribution for the region respectively, spanned by −c max ≤ c ≤ c max and −v max ≤ v ≤ v max , with c max = 0 5 nm and v max = 200 feet.
For the sake of a discrete approximation, we partition the cross-track and vertical dimensions into n 2 and n 3 segments, respectively, given by the discretizations (assumed equispaced for simplicity) −c max ≡ c 0 < c 1 < · · · < c n 2 ≡ c max and
Hence, the rectangular maximal displacement region is partitioned into n A = n 1 n 2 n 3 subhyper rectangles. For any q ∈ 2 p − 1 , the kth such hyperrectangle that is characterized by, say,
the corresponding centroid q Ak for use in (2) is taken as the probability mass centroid given by (noting that f 2 · and f 3 · are uniform distributions),
The first component in (6) is given by, noting (3) and (4),
The corresponding probability p Ak associated with this kth realization is given by (noting (4))
2.2. Cylindrical Displacement Region: Wind-Induced Errors As a second alternative that is motivated by windinduced errors, we examine a maximal displacement region that is given by a cylinder, as shown in Figure 2 , having a radius of r max and with its height extending to h max in each of the positive and negative Y 3 -axis directions. For any waypoint q ∈ 2 p − 1 , we generate the possible realizations 
Note that this conforms with the convention that cos −1 · ∈ 0 and that positive angles are measured counterclockwise with respect to the Y 1 -axis and negative angles are measured clockwise. We assume that any consequent angular displacement in the Y -space that is induced by this projected wind vector lies in the cone spanned by q ± for some 0 ≤ ≤ radians. Accordingly, we define the three-dimensional displacement PDF in the Y -space as described by the independent distributions f q R r for the radial displacement r, 0 ≤ r ≤ r max f q for the angular displacement measured with respect to the Y 1 -axis, q − ≤ ≤ q + ; and f q H h for the altitude displacement h, −h max ≤ 0 ≤ h max . Note that for corresponding isomorphic discretized regions k = 1 n A of the type depicted in Figure 2 based on such distributions for the different waypoints q ∈ 2 p − 1 , we have the same associated probability p Ak , which therefore relates to the probability of realizing the corresponding trajectory k. (In a similar manner, we could consider different wind directions for different waypoints, if necessary, so long as the foregoing property holds true. Furthermore, in either of these scenarios, variations in wind intensities at the different waypoints q could also be absorbed within the factor q in (2).)
Now, similar to the previous rectangular error distribution case, we assume that the PDF f q R r for radial displacements is described by a triangular distribution given by
In addition, motivated by the foregoing discussion, we let f q , q − ≤ ≤ q + and f q H h , −h max ≤ h ≤ h max be described by uniform distributions. For obtaining discrete realizations q Ak along with the associated probability p Ak for k = 1 n A , given any q ∈ 2 p − 1 , we discretize the partial cylindrical region that is described by a positive probability support as follows. We segment the radius r into n R partitions according to the discretization 0 ≡ r 0 < r 1 < · · · < r n R ≡ r max . Similarly, we partition over the cone spanned by q ± into n segments as given by the discretization q − ≡ 0 < 1 < · · · < n ≡ q + and we partition the height h into n H subintervals discretized by −h max ≡ h 0 < h 1 < · · · < h n H ≡ h max . Again, for simplicity, we assume that the discretized values of and h are equispaced. Hence, each discretized subregion is of the type depicted in Figure 2 , and there are n A = n R n n H such subregions. For the kth discretized subregion that is characterized by, say,
for some
we compute the corresponding q Ak for use in (2) based on the probability mass center of this region. Note that if r k k h k denotes this mass center in the r h -space, we have
Following a derivation similar to (7), we have 
The corresponding probability p Ak is given by
2.3. Conflict Analysis Now, suppose that the focal aircraft A is traversing (part of) its linear trajectory segment q 1 − 1 to q 1 during some time interval, say 0 T , and that an intruder aircraft B is traversing (part of) its corresponding linear trajectory segment q 2 − 1 to q 2 during the same time interval. Consider any corresponding realizations k 1 ∈ 1 n A and k 2 ∈ 1 n B of trajectories for aircraft A and B, respectively. Let the corresponding linear segments of aircraft A and B over the time interval 0 T be described by the following for the respective realizations k 1 and k 2 :
Observe that as depicted in T . From (15), this occurs whenever
Observe that in (16), the analysis is based on assuming the orientation of the protective shell being aligned with the nominal trajectory. A more precise analysis could consider this shell aligned with each particular trajectory realization k 1 of aircraft A. This would require a derivation of (16) based on a transformation that is specific to each trajectory realization, for each piecewise linear segment. While this is theoretically possible, it would be computationally prohibitive, and in our experience yields only a marginal improvement in the model's output accuracy. Also, note that a parallel analysis is conducted with B as the focal aircraft and A as the intruder aircraft, because a penetration of B into A's protective shell does not imply the converse and vice versa.
The system (16) is comprised of six linear inequalities and will either have no feasible solution for any 0 ≤ t ≤ T , or else will yield a solution for some interval t 1 t 2 ⊆ 0 T . In the latter case, there exists a collision risk of severity level determined by during the interval t 1 t 2 , with the corresponding associated probability being p Ak 1 p Bk 2 . Using (16) for all possible combinations k 1 k 2 ∈ 1 n A × 1 n B , we can easily glean this type of information for each pair of realizations for the present pair of linear trajectories. Repeating this over all such piecewise linear segment pairs, we can obtain a net partitioning of the time horizon into intervals where a collision risk due to B penetrating A's protective shell exists with some derived associated probability. For example, suppose that the only nonzero conflict probabilities of this type over some duration 0 T for a particular pair of piecewise linear segments are obtained as depicted over the time intervals illustrated in Figure 6a , where each interval corresponds to a conflict between some pair of realizations k 1 and k 2 having the displayed probability p Ak 1 p Bk 2 . By accumulating the independent probabilities over incremental time segments, we obtain the aggregate conflict probability shown in Figure 6b for each specific subinterval that is created by examining the union of the end-points of the various intervals depicted in Figure 6a .
Based on this analysis, for each sector during any interval of time, we can determine whether any occupying pair of aircraft pose a conflict risk, along with a specification of the corresponding time subintervals when penetration occurs and their associated probabilities. While conducting this conflict risk analysis, we can simultaneously assign these duration intervals of conflict risk (with the associated probabilities) to the various sectors traversed. Note that we ascribe this conflict risk to the sector of the focal aircraft using the sector occupancy information obtained via the model AOM (Sherali et al. 2000 Let us now define a threshold probability parameter p 1 with respect to the standard separation box of dimension , such that we will consider collision risk only if its probability is at least this value. Figure 6c depicts the time intervals during which the conflict risk is at least p 1 = 0 6. Observe that PAEM permits, via (16), a simultaneous analysis of conflicts having varying degrees of severity as determined by the dimension of the protective shell box. Accordingly, suppose that we consider a conflict based on the standard separation criteria, , as having Level-1 severity and consider conflicts based on a box of dimension = /2 having a Level-2 severity. Correspondingly, we specify a pair of threshold probabilities p 1 and p 2 , with p 2 < p 1 , and record conflict intervals that are given by the union of (a) conflict intervals of Level-1 severity that occur with a probability of at least p 1 and (b) conflict intervals of Level-2 severity that occur with a probability of at least p 2 . This information generated by the two-tuple (p 1 p 2 will be used to derive our conflict resolution constraints as described in the next section. (Part II of this paper establishes baseline values p 1 p 2 = 1/3 1/6 and then studies the empirical behavior of the model to variations in these threshold probabilities.) Additionally, we also consider an inviolable airspace around each aircraft as described by a box having dimension 500 500 100
T and label any penetration of an intruder within this tightly enveloping airspace of a focal aircraft with a probability exceeding some small threshold p 3 as a fatal conflict. (Part II of this paper assigns p 3 = 1/18 as the baseline value.) Such fatal conflicts will be explicitly precluded from occurring by our model constraints. The other nonfatal conflicts identified will be considered as resolvable.
Conflict Resolution Workload Formulation
In this section, we begin to construct our model APCDM based on the preprocessing conducted by the modules AOM (Sherali et al. 2000) and PAEM ( §2). These modules respectively determine occupancy intervals within each sector for each flight trajectory, and the intervals for each pair of aircraft flight plans where a conflict risk occurs with at least some threshold probability p 1 at Level-1 severity or with probability p 2 < p 1 at Level-2 severity.
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To begin, let us introduce some preliminary notation. Let 0 H denote the planning horizon time interval, and suppose that we are given a set of flights f = 1 F that are relevant to a certain region of airspace under present consideration, and whose duration overlaps this horizon. For each flight f , let P f denote the set of alternatives, or surrogates, submitted by the respective airlines that differ in departure and anticipated arrival times, along with time-space trajectories and cruising altitudes, while traversing between the designated origin and destination for flight f . (We assume P f is manageable in size, ∀f , and is typically of order 4-6, as used in the computations given in Part II of this paper.) We shall also let plan p = 0 designate the event of canceling any given flight f and, accordingly, denote P f 0 = P f ∪ 0 . (Note that if the cancellation of a particular flight is not an alternative that is possible (e.g., an airborne flight) or that is tendered by the corresponding airline for CDM consideration, then its associated cost is assigned a prohibitively high value.) Hence, our principal (binary) decision variables are defined as:
where
We shall also find it convenient to index the entire collection of flight plans contiguously, and we will accordingly use upper-case letters to designate these indices. Hence, for example, in this notation, x P would represent the x-variable for some flight plan of a certain flight. Typically, we will use this notation whenever we are not particularly interested in identifying the flight plan P with a certain flight. Also, this contiguous indexing will facilitate a referral to ordered pairs of flight plans P and Q with P < Q. Now, to formulate a suitable set of conflict resolution constraints, let us introduce the concept of an overall conflict graph G N A . This graph has a node set N comprised of all the flight plans P under consideration and a set of (undirected) arcs (or edges) A that record all pairs of resolvable conflicts identified by PAEM, i.e., A ≡ P Q P < Q, and the flight plans P and Q yield a resolvable conflict over some duration within 0 H }. Note that as alluded to earlier, denoting FC as the set of flight plan pairs P Q , P < Q, that pose a fatal conflict risk, we explicitly prohibit these conflicts by imposing the specific restrictions
To facilitate the formulation of our conflict resolution restrictions, we additionally define a product variable z PQ = x P x Q , ∀ P Q ∈ A, that takes on a value of one if and only if x P = x Q = 1. This relationship will be enforced via the linear restrictions
where an objective penalty term P Q ∈A PQ z PQ , with PQ > 0 ∀ P Q ∈ A, will ensure in combination with (20) that z PQ = 1 if x P = x Q = 1, and z PQ = 0 otherwise. Note that the parameter PQ would depend on the geometry of the conflict itself, and the intensity of the required conflict resolution actions. (PAEM also generates this conflict geometry information.) Part II of this paper prescribes a nominal value for PQ based on an assumed duration and intensity of the conflict.
Suppose that while running PAEM we encounter a conflict (with respect to the threshold probabilities p 1 and p 2 between a pair of flight plans P and Q, P < Q, over some duration t 1 t 2 , such that this conflict is to be resolved in sector s ∈ 1 S . We record this interval along with the conflicting pair P Q in a conflict Gantt chart for sector s, denoted CGC s . Note that if P and Q lie in different sectors over the duration [t 1 t 2 ], the resolution of this conflict is assigned to the sector that contains the focal aircraft at time t 1 . In the event that the focal aircraft lies at the boundary of more than one sector at time t 1 , the conflict is arbitrarily assigned to the smallest-indexed sector among these sectors.
In addition, depending on the sector s and the severity and characteristics of the identified conflict, we define a prep-buffer duration b s PQ > 0 that serves to represent a preparatory duration required by the air traffic controller in sector s to address the imminent conflict between flight plans P and Q. We augment the interval t 1 t 2 represented in the CGC s by adding the prep-buffer, i.e., by replacing t 1 with t 1 − b s PQ . Having constructed the CGC s for each sector s, we now impose a conflict-resolution workload constraint, which requires that the    number of simultaneous (using augmented durations) conflicts to be resolved in s at any time
where r s ≥ 1 is some designated workload parameter for sector s, s = 1 S. Using the algorithm prescribed by Sherali and Brown (1994) , suppose that we identify the entire collection of maximal overlapping sets M sk , k = 1 K s , for CGC s , where each M sk is comprised of pairs of conflicting flight plans P Q , P < Q, in CGC s that overlap at some time and is maximal in the sense that it is not a strict subset of any other set of simultaneously occurring pairs of conflicting flight plans. Figure 7 illustrates a hypothetical CGC s and its associated maximal overlapping sets
Observe that, as in the case of the pair A B in Figure 7 , disconnected conflict intervals for any pair of flight plans are treated as separate conflicts in this definition.
Accordingly, we can formulate (21) by imposing
Observe that (22) is a valid representation of (21) because any set of overlapping conflicts must be a subset of some M sk , k ∈ 1 K s , where the sets M sk themselves contain overlapping conflicts. Let us refer to the collection of constraints (22) In the previous formulation of conflict resolution workload constraints proposed by Sherali et al. (2002) given any sector s, the horizon was discretized into slots t = 1 T s , each of duration t s , and accordingly, a set A st was used to record the pairs of flight plans P Q , P < Q, which yield a conflict that (partially) overlaps the duration of slot t in CGC s (without any prep-buffers). Similar to (22), the corresponding conflict resolution restrictions imposed (using the same generalized parameter r s ≥ 1 can be stated as
Let us refer to the collection of discretized constraints in (23) for each s as D s -inequalities, for s = 1 S. The following result relates the previous discretized formulation (without prep-buffers) to the presently proposed continuous formulation. (b) Conversely, suppose that given a value of t s > 0 for each corresponding slot t = 1 T s , we compute
where t 1 t = min t t t is a conflict interval for some P Q ∈ A st (25)
t t is a conflict interval for some (possibly other) P Q ∈ A st (26)
Then, s t ≤ t s ∀t = 1 T s , and moreover, for
we have that the satisfaction of the corresponding M sinequalities implies the satisfaction of the D s -inequalities.
Proof. (a) Consider an arbitrary M sk and its corresponding inequality in (22) . Because all the conflicts between pairs P Q ∈ M sk occur simultaneously at some point in time (with b s PQ = 0 ∀ P Q ∈ M sk , there exists some time slot t for which A st ⊇ M sk . Hence, we have that the corresponding D s -inequality in (23) implies this M s -inequality in (22).
(b) Conversely, given the hypothesis of part (b), consider any slot t ∈ 1 T s and the corresponding inequality (23) for the accompanying set A st . If t 2 t ≤ t 1 t , then s t ≡ 0 ≤ t s . Moreover, all the conflicts in A st overlap at some point in time because if not, then some conflict in A st ends strictly before another begins when we would have s t > 0. Consequently, there exists an M sk , k ∈ 1 K s , such that M sk ⊇ A st , so (22) implies (23).
On the other hand, if t 2 t > t 1 t , let t 1 t and t 2 t respectively correspond to some conflicting pairs of flight plans G H and U V . Because the conflict U V begins after G H ends, and because they both overlap time slot t, we have that both these foregoing start and end events occur within time slot t, so s t ≡ t 2 t − t 1 t ≤ t s . Moreover, examining the time t 1 t , for any conflict P Q ∈ A st that occurs over some duration t t we have that (i) if t < t 1 t , then since t ≥ t 1 t , we get by (24) that
and (ii) if t ≥ t 1 t , then since t ≤ t 2 t , we again get that (28) holds true because t − s t = t −t 2 t +t 1 t ≤ t 1 t ≤ t < t . However, (28) asserts that under (27) all the conflict pairs in A st would overlap at the particular time t 1 t in CGC s , and so there exists an M sk , k ∈ 1 K s for which M sk ⊇ A st . Therefore, we again have that the corresponding (22) would imply (23).
Observe from Proposition 1 that if we use a prepbuffer duration of zero, i.e., we do not augment the conflict intervals, then the D s -inequalities impose a more stringent set of conflict resolution workload constraints (for any slot duration) than do the M sinequalities. In this case, the slot-based restriction constrains not only the simultaneously occurring conflicts, but also recognizes that nonoverlapping conflicts that might occur in relatively quick succession impose a stressful workload on the air traffic controller. Indeed, as Proposition 1 illustrates, as the prep-buffer begins to increase, the condition (21) related to the M s -inequalities begins to accommodate the consideration of conflicts that occur in relatively quick succession within the workload formulation, and the M s -inequalities all imply the D sinequalities once the prep-buffer becomes sufficiently large. Proposition 1 demonstrates that this occurs at or before a prep-buffer value of t s , the slot duration for the D s -inequalities. Now, for each sector s, let G sk N sk M sk be the conflict graph that is constructed for the overlapping set M sk k = 1 K s , where N sk is the set of nodes representing the kth overlapping set of flight plans traversing sector s during the time horizon and M sk is the set of edges connecting the corresponding nodes in N sk , representing simultaneously occurring conflicts between pairs of flight plans.
We now develop a series of progressively tighter representations for the conflict resolution constraints (21). To facilitate comparisons with the previous APM model of Sherali et al. (2002) , let us assume for now that r s = 1, ∀s = 1 S. For this case, Sherali et al. proposed the following set of conflict resolution constraints in the x-space, denoted C 1 :
where, translating the development in Sherali et al. (2002) to the present context of conflict graphs G sk , each S k is a set of nodes in some conflict graph G sk at which designated pairs of edges in M sk are incident (whence S k equals three or four), and where K NR records the collection of all such nonredundant constraints over the entire set of conflict graphs G sk , ∀ s k . Furthermore, Sherali et al. (2002) also proposed an alternative representation essentially embodied by (22) and (20), given by:
where recall that A is the arc set of the overall conflict graph. The experiments conducted by Sherali et al. (2002) reveal that C 1 is preferable for sparse conflict situations, while C 2 is preferable for relatively more dense conflict graphs. More extensive computational tests with C 1 versus C 2 in the context of generalized vertex packing problems (see Sherali and Smith 2003) have revealed a significant empirical advantage of C 2 over C 1 . We shall now augment C 2 to derive a provably stronger representation than that given by C 1 .
The following example motivates this derivation. Example 1. Consider a conflict graph having nodes P , Q, and R, and with edges P Q and P R . The corresponding set of constraints in C 2 is given by
If we maximize x P +x Q +x R subject to the continuous relaxation of (31), we obtain the fractional extreme point solution z PQ = z PR = 1/2, x P = 1/2, x Q = x R = 1. However, observe that the constraint x P + x Q + x R ≤ 2, which would be inherent in the definition of C 1 , deletes this fractional solution.
Motivated by this example (as well as by Proposition 2 below) let us first examine which constraints from C 1 , at a minimum, need to be added to C 2 to obtain a provably tighter representation than C 1 . The answer for this lies in the following set of "nonclique" triplets P Q R :
P Q R P < Q < R for some s k a subgraph of G sk that is induced by the nodes P Q and R contains precisely two edges, but no such subgraph for any s k contains three edges
Accordingly, let us define
Consider the following result, where for any set C i , the set C i denotes its continuous relaxation, obtained by replacing x binary with 0 ≤ x ≤ e, where e will always denote a (conformable) vector of ones.
Proposition 2. C 3 yields a tighter representation of the conflict constraints than does C 1 in the sense that the constraints defining C 3 imply those defining C 1 .
Proof. Consider any constraint in C 1 where S k = 3 with, say, S k = P Q R and P < Q < R. If P Q R ∈ T NC , then the corresponding constraint is directly present in (33b). Otherwise, there exists some s k for which G sk contains a clique on the node set P Q R . Accordingly, (33c) contains the constraints z PQ ≥ x P + x Q − 1, z QR ≥ x Q + x R − 1, and z PR ≥ x P + x R − 1. Summing these three constraints and using z PQ + z QR + z PR ≤ 1 from (33a), we get 1 ≥ z PQ +z QR +z PR ≥ 2 x P +x Q +x R −3, which implies that
Hence again the corresponding constraint in C 1 is implied in the continuous sense. Now, consider a constraint in C 1 for which S k = 4 and is given by x P + x Q + x R + x S ≤ 3 based on edges P Q and R S in M sk for some graph G sk . Again, summing the constraints z PQ ≥ x P + x Q − 1 and z RS ≥ x R + x S − 1 from (33c), and using z PQ + z RS ≤ 1 from (33a) for this s k , we obtain that this constraint is implied.
We can actually derive an even tighter representation than C 3 by replacing the T NC -cuts with higher-dimensional underlying star graph convex hull constraints as explained next. For any s k , consider the conflict graph G sk N sk M sk and examining the edges in M sk that are incident at any given node P ∈ N sk , define
where (P ∼ Q denotes (P Q) if P < Q, and denotes Q P otherwise, noting our convention for describing any edge in M sk . Likewise, we denote by PQ either PQ if P < Q, or QP otherwise. Consider the following result.
Proposition 3. Let G sk N sk M sk be the kth conflict graph for sector s, and for any P ∈ N sk , let J sk P be given by (34) . Then, the following is a valid inequality for the conflict constraints:
Proposition 5. C 4 provides a tighter representation for the conflict constraints than does C 3 in the sense that
Proof. Let x z ∈ C 4 . To show that x z ∈ C 3 , it is sufficient to demonstrate that x satisfies any T NC -inequality of the type x P + x Q + x R ≤ 2 where, without loss of generality, suppose that P Q R ⊆ N sk with Q R ⊆ J sk P for some (s k). Hence, there exists a constraint of the type (39b) defining C 4 for which Q R ⊆ J r P . From this constraint, using (39c) and z ≥ 0, we get
To illustrate that C 4 can provide a strictly tighter representation than C 3 , consider a conflict graph having nodes P , Q, R, and W and with edges (P Q), (P R), and (P W ). For this graph, the set C 3 is given by
The seven structural inequalities defining C 3 are linearly independent, and their intersection yields the feasible fractional vertex z PQ = z PR = z PW = 1/3 and (These equity principles are new recommendations that are not a part of current FAA-airline practice.) Let = 1 ¯ index the involved airlines, and let A be the set of flights f , with respective surrogates p ∈ P f , that belong to airline . We begin by defining the total cost associated with a flight plan p ∈ P f 0 of flight f to be given by
where F fp and D fp are respectively the fuel-and delayrelated costs associated with flight plan p of flight f . (Also, recall that c f 0 is given a prohibitively high value if the cancellation of flight f is not tendered as an option by the corresponding airline.) Observe that there is a potential cost trade-off between the fuel efficiency of the flight trajectory and the timeliness of the flight's arrival at the destination airport. Part II of this paper develops and tests a comprehensive flight plan (including flight cancellation) cost model. For each of the flights f = 1 F , in the absence of constraints (e.g., no competition for scarce resources or conflicts with other flights), airlines would select the least-cost flight plan, c * f , from among the available surrogates, where
However, such a selection may not be feasible when subject to collaborative decision considerations. With this motivation, we first define the airline collaboration cost function as the normalized ratio of the total weighted cost incurred to the total weighted individually optimized cost, which is given by
where for each airline , W f ≥ 0 is a relative priority weight attached to flight f ∈ A , such that
Designating D max > 1 as the maximum allowable ratio for any airline of its cost pertaining to the set of surrogates selected through the CDM process to its individually optimized set of surrogates, we impose
Notice that the ratio D max provides a minimal degree of cost efficiency for all the airlines. The computational analysis in Part II of this paper suggests D max = 1 2 as an appropriate value for this parameter. Note also that the imposition (52) might render the problem infeasible; Remark 2 below addresses this aspect. Accordingly, we then define the airline collaboration efficiency, E x as the linear function that achieves:
and linear in between, ∀ = 1 ¯ (53)
This yields, using (51) within (53),
where we note from (50) and (52) that the collaboration efficiency defined in (54) automatically satisfies 0 ≤ E x ≤ 1 ∀ . (However, in lieu of imposing (52) in the model, we will directly impose E x ≥ 0, for = 1 ¯ .) Observe that in certain situations, we might prefer to use a value D max specific to each airline in (54). For example, we might wish to give some airline 1 preferential treatment by letting D 1 max < D max ∀ = 1 . This might be desirable if airline 1 is a small or new entrant airline that requires lower operating costs to initially enter a market or to establish a new service that is beneficial to the overall airline industry.
Additionally, let us define the -mean collaboration efficiency as the weighted sum of the individual airline collaboration efficiencies:
The relative weights could be selected based on the proportion of flights operated by each airline (whence = A /F ∀ ), or based on the proportion of passengers/passenger-miles serviced.
Based on this efficiency measure, let us now define a collaboration equity function for each airline as the deviation of the corresponding airline's collaboration efficiency from the -mean collaboration efficiency:
Observe that E e x can take on positive or negative values, respectively indicating whether airline has achieved an individual collaboration efficiency that is better or worse than the -mean collaboration efficiency. Accordingly, we then denote the -mean absolute collaboration inequity by a variable x e as given by,
and using suitable nonnegative parameters e , D , e , and E e max , we incorporate in the (minimization) objective function the respective inefficiency and inequity terms:
and include in the constraints the additional bounding restrictions
Remark 2. Observe that the first objective function term in (58) attempts to increase the -mean collaboration efficiency, while the second term works towards reducing the weighted spread of the individual airline efficiencies from this mean value. Hence, this is a mean-variance minimization type of strategy, where the variance factor is being represented by a mean absolute deviation term to retain linearity, and where each airline's efficiency is assumed to be duplicated in this mean-variance representation in proportion to its corresponding weight. When used in concert with a policy that would require the airlines to offer surrogates for each flight that conform with some consistent distribution of flight plan costs, an equity formulation based on this efficiency measure would obviate gaming strategies on the part of airlines to bias the collaborative decision towards individually optimized surrogates. Moreover, at least in the sense that the efficiency measure (54) is normalized by the individual airline's optimized operating costs, we alleviate the concern that a more efficient airline might subsidize a less efficient airline in the model. (Also, see Wambsganss (1996) for a related cost-based equity discussion.) Furthermore, to control the resulting relative efficiency and equity values somewhat more determinably, we impose certain bounds on some related terms in (59). Here, in addition to imposing a hard upper bound e on x e to accompany the objective term e x e in (58), we require each airline's weighted collaboration equity to be no more negative than −E e max . (One could also explore here an unweighted uniform lower bound E e x ≥ −E e max ∀ = 1 ¯ .) Note that if we choose e < min 1 ¯ E e max , given that E e max > 0, then the upper bound e on x e is not necessarily implied. In this connection, note that these bounds could make the overall problem infeasible. In this case, within the CDM framework, some subsequent sensitivity analysis runs could be made with suitable relaxed values of these bounds, including a relaxation of the nonnegativity restrictions on the efficiency values, which in effect, would relax (52) (while still using the parameter D max within (54)). As an alternative, we can soften (59) to some extent by deleting the restriction x e ≤ e , declaring E e max to be a variable rather than a constant and further augmenting the objective terms in (58) Hence, with (60) , in addition to minimizing the total weighted collaboration inequity x e , the objective function would attempt to also minimize the maximum weighted collaboration inequity.
A couple of examples might help elucidate the foregoing discussion. Suppose that the model permits the following two feasible solutions, S1 and S2, having respective efficiency values as stated below.
SHERALI, STAATS, AND TRANI
An Airspace Planning Model S1: E 1 x = 1 0 E 2 x = 1 0 E 3 x = 0 8 E 4 x = 0 7 E 5 x = 0 5 E 6 x = 0 5; S2: E 1 x = 1 0 E 2 x = 0 9 E 3 x = 0 8 E 4 x = 0 7 E 5 x = 0 6 E 6 x = 0 5.
If we assume equal weights for each airline (i.e., = 1/6 ∀ ), the corresponding objective function terms in (58) for S1 are 0 25 D + 0 18 e , while for S2 they are 0 25 D + 0 15 e . Observe that both solutions have the same total (weighted) collaboration efficiency. Moreover, they have the same range as well as extremal values. Hence, the modeling construct used in the previous model APM (Sherali et al. 2002) , when based on these efficiency values, would not distinguish between the solutions S1 and S2. However, by also incorporating a variance-type term x e that examines the mean absolute deviations of the efficiencies from their (weighted) mean value, the (partial) objective formulation (58) identifies S2 to be a more equitable solution because it exhibits a more uniform distribution of efficiencies as compared with S1.
As another example (proposed by an anonymous referee), consider the following two solutions having the specified efficiency values, where = 1/10 ∀ = 1 10. S1: E i x = 0 6 for i = 1 5, and E i x = 0 4 for i = 6 10; S2: E 1 x = 1, E 2 x = 0, and E i x = 0 5 for i = 3 10. Note that for both of these solutions, the objective function terms in (58) yield the values 0 5 D + 0 1 e ; hence these two solutions are indistinguishable via (58). However, it might appear that airline = 2 is unfairly disadvantaged in the solution S2. Indeed, the equity model in Sherali et al. (2002) would have strictly preferred S1 in this case because it offers a smaller range in efficiency values. Nonetheless, given that from (59) we have 2 E e 2 x ≥ −E e max (i.e., − 0 1 0 5 ≥ −E e max ), S2 does conform with evidently agreed-upon equity lower bounds. Notwithstanding this, observe that when E e max is taken as a variable on the other hand, we obtain E e max = 0 01 for S1, whereas E e max = 0 05 for S2, so that the alternative objective representation (60) does indeed prefer S1 over S2.
Remark 3. In the foregoing equity formulations embodied by (58) and (60), observe that we have assumed a linear utility function for each airline based on its achieved efficiency for the sake of computational tractability. This linear relationship might not adequately reflect an airline decision maker's risk attitude (i.e., risk tolerance) with respect to costs incurred via the collaborative process. While we could adopt more general multiattribute utility-theory constructs as expounded by Kirkwood (1997) in the present context, this would inject nonlinearity and nonconvexity into the model, thereby complicating it beyond its present scope. We therefore leave the consideration of such nonlinear utility functions for future investigation.
Overall Model Formulation
We summarize below the APCDM model using the C 4 conflict resolution constraints, and introducing the new variables , = 1 ¯ , to linearize (57) via (61m n). Observe that we have also explicitly included an overall system cost as the first term in the objective function (61a) in spite of the fact that the third objective term includes this factor, because the latter does so only in a scaled normalized fashion. Furthermore, we have stated this model using the equity objective terms given in (60) rather than (58) with E e max being a variable for the sake of generality. As expounded in Remark 2, the user might wish to use E e max as a suitable agreed-upon constant, as well as explore variations in the other bounds included within (61o) (see Remark 2 above). y sn = 1 ∀s = 1 S (61f)
Minimize
x P +x Q ≤ 1 ∀ P Q ∈ FC (61g) P Q ∈M sk z PQ ≤ r s ∀k = 1 K s s = 1 S (61h) x P +x Q −z PQ ≤ 1 ∀ P Q ∈ A(61i)
