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A fully selfconsistent treatment for gap generation and Coulomb screening in excitonic insulators is presented.
The method is based on the equations of motion for the relevant dynamical variables combined with a variational
approach. Applying the theory for a model system of bilayer graphene, an excitonic groundstate with a gap
exceeding 10 meV is predicted.
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I. INTRODUCTION
With the discovery and rise of graphene and graphene based
systems, the interest in the spontaneous formation of an exci-
tonic groundstate has been revived. It has been noticed already
in the 1960’s that electron–electron interactions in narrow-gap
semiconductors or semi-metals may lead to an instability of
the normal groundstate1,2. If the noninteracting gap is smaller
than the exciton binding energy, excitons may form sponta-
neously and the system is expected to undergo a phase transi-
tion into an excitonic state in close analogy to the BCS super-
conductor. In contrast to the BCS superconductor, however,
the pairing in the narrow-gap semiconductors occurs between
oppositely charged particles leading to an excitonic insulator
state. Its quasiparticle spectrum exhibits a gap exceeding that
of the noninteracting groundstate and it has a characteristic
“Mexican hat”-like shape, displaying the spontaneously bro-
ken symmetry of the interacting groundstate1
Since its first theoretical proposal, the experimental and the-
oretical search for material systems hosting this interesting
state of matter has been a subject of continuous research1–5.
The ideal host combines a small gap with a large exciton bind-
ing and high stability with respect to external perturbations.
As a consequence of its zero-gap single-particle bandstruc-
ture, single-layer graphene (SLG) seems a promising can-
didate for an excitonic insulator. Due to the linear disper-
sion SLG exhibits massless, chiral Dirac Fermions which at-
tracted significant interest recently. In particular, the formal
analogy between spontaneous exciton condensation and chi-
ral symmetry breaking in QED has been discussed by several
authors6–11.
The linear dispersion and chiral nature of the quasiparti-
cles in SLG leads to fundamental differences in the effects
of e–e interactions as compared to the conventional two-
dimensional electron gas (2DEG). Recent analysis12 of the
Wannier equation with a linear dispersion shows that exci-
ton binding in SLG requires a minimum effective Coulomb
coupling strength, in general agreement with other theoretical
investigations11,13–23.
The actual strength of the Coulombic coupling in SLG is
still a subject of debate11,17,23–26. Combination of the static
limit of the standard Lindhard formula with experimentally
measured values for the Fermi velocity predicts values for the
Coulombic coupling that are slightly larger than the critical
value, thus allowing for a small but finite gap. However, de-
spite intense investigations, so far no experimental evidence
has been presented for the occurrence of a gap in the SLG
spectrum.
Recently, also bilayer graphene (BLG) has attained much
interest. Combining two graphene sheets to a so called A–
B or Bernal stacked bilayer, the interlayer tunneling changes
the linear dispersion into a quadratic one, preserving the band
degeneracy at the Dirac points and the chiral nature of the
quasiparticles27–29. As such, BLG is a very interesting sys-
tem, exhibiting simultaneously similarities and differences in
its excitonic and screening properties as compared to SLG
and the 2DEG. Specifically, the massive quasiparticles lead to
bound excitons for arbitrarily weak Coulomb attraction30–32
and hence, BLG is expected to host an excitonic groundstate.
Moreover, as has been predicted theoretically and demon-
strated experimentally27,28,33,34, a tunable gap can be intro-
duced by applying a gate bias or perpendicular electric field
and hence, BLG provides the ideal model system to study ex-
citon condensation.
As has been emphasized by several authors, the predictions
for gap generation and exciton condensation depend sensi-
tively on the model used for screening. In the existing liter-
ature, dynamical screening has mainly been studied within
the standard RPA or one-loop approximation30–32,35–37. Within
the standard RPA, the bare bubble polarization describes vir-
tual transitions across the Fermi level. The prediction for the
screening depend on the occupation numbers of the involved
states, their dispersion and overlap matrix elements. Unlike
in conventional materials where the bandstructure is fixed by
the crystalline structure, in an excitonic insulator it depends
on the strength of the Coulomb interaction itself, and hence,
the screening and gap calculations have to be done selfconsis-
tently.
In this paper, we develop a framework that is capable to
treat gap generation and screening on equal footing. Our
method is based on the equations of motion for the dynamical
variables that are solved in the static limit. In the regime of
weak Coulomb coupling, our method produces a self-energy
correction to the single particle energies and the standard bare
bubble polarization. In the regime of strong Coulomb cou-
pling, our results predict the opening of a gap in the quasi-
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2particle spectrum that suppresses effective screening.
We use our method to analyze the excitonic instability in
BLG. For this purpose, we adopt a two-band continuum model
that neglects trigonal warping and intervalley interactions.
The numerical evaluations predict a gap of roughly 14 meV
for freely suspended BLG. For each valley degree of free-
dom, the corresponding state displays a broken layer sym-
metry, leading to a charge polarization. States with a charge
polarization in opposite directions are degenerate.
The paper is organized as follows: In Sec. II, we present our
model Hamiltonian for the BLG system. In Sec. III, we dis-
cuss the screened gap equations and in Sec. IV we summarize
our numerical results. A detailed derivation of the screened
gap equations is given in the App. A.
II. BILAYER MODEL HAMILTONIAN
As a model system, we consider BLG in Bernal stacking,
as shown schematically in Fig. 1. The two coupled layers have
hexagonal carbon lattic structures with sites A1, B1 and A2,
B2 located at z1 and z2 respectively. In the Bernal stacking,
the in-plane coordinates of theB1 andA2 layers coincide, but
those of A1 and B2 do not. Within a single layer, only near-
est neighbor hopping is taken into account and characterized
by the hopping parameter γ0 = 2.8 eV, which is related to
the Fermi velocity by 3γ0b/2 ≡ ~vF where b = 1.41A˚ is
the carbon–carbon distance. Interlayer hopping between the
sites B1 and A2 is characterized by the hopping parameter
γ1 = 0.39 eV and that between A1 and B2 by γ2 = 0.32 eV,
respectively. Hence, the free-particle part of the Hamiltonian
is given by
H0 =
∑
k
Ψˆ†k
 0 γ0f(k) 0 γ1γ0f∗(k) 0 γ2f∗(k) 00 γ2f(k) 0 γ0f(k)
γ1 0 γ0f
∗(k) 0
 Ψˆk
(1)
where Ψˆ†k = (a
†
1,k, b
†
1,k, a
†
2,k, b
†
2,k) is a 4-component field op-
erator combining the creation operators in the 4 sublattices
and f(k) =
∑3
i=1 e
ik·bi reflects the symmetry of the hexago-
nal lattice, see Fig. 1. Within the first Brillouin zone, f(k) has
two nonequivalent roots K± = (2pi/3b,±2pi/3√3b) defin-
ing the two Dirac points. Diagonalization of the single-particle
Hamiltonian gives four bands, two of them being degenerate
at the Dirac points and two of them shifted by γ1, see Fig. 2.
Hence, in the energy range E < γ1, the single-particle part of
the effective Hamiltonian can be described within a two-band
approximation, with contributions arising from regions in the
Brillioun zone that are centered around the two Dirac points.
If we define the wavenumber with respect to the Dirac points
and distinguish the respective Dirac points by the valley index
τ = ±, each valley component contributes equally, giving
H0 =
∑
τ,s,k
s,kc
†
τ,s,kcτ,s,k. (2)
Here, c†τ,s,k creates an electron with band index s and
wavenumber Kτ + k. Within the two-band approximation,
z
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FIG. 1. Schematic illustration of the bilayer graphene lattice in
Bernal stacking. The lattice consists of two honeycomb structures
separated by a distanceL and rotated with respect to each other. Each
single layer is characterized by the three vectors bi connecting a car-
bon atom of the A layer with its three nearest neighbors.
K+
k
K+K
¿ =+¿ =
s =+
s =
+²k
²k
FIG. 2. Schematic illustration of the bilayer bandstructure within the
tight-binding model. Two of the four bands are degenarate at the
Dirac points K±, labeled by the valley index τ . The inset shows
a zoom in at the K+ point. The degenerate bands are labeled by the
band index s = ±1 and have energies sk = sk, respectively.
the symmetric conduction and valence bands are conveniently
labeled by s = ±1 with s,k = sk. The corresponding Bloch
waves consist of components on the interacting B1 and A2
sublattices localized on the lower and upper sheet, respec-
tively. A detailed derivation of the projection procedure is
given in App. B. Close to the Dirac points, the effect of the
3trigonal warping is negligible and the energy dispersion of the
symmetric bands can be approximated by the relativistic dis-
persion
k =
√
(mv2F )
2
+ (~vF k)2 −mv2F (3)
with the rest mass m = γ1/(2v2F ) determined by the inter-
layer hopping.
As we are interested in collective system properties on a
length scale larger than the lattice spacing, we include the
Coulomb interaction within the continuum model and ne-
glect intervalley scattering requiring a momentum transfer
|q| > 4pi
3
√
3b
. Using a k-space representation for the in-plane
coordinates and keeping the full z dependence, the Coulomb
Hamiltonian is
HC =
1
2
e2
B
∑
q 6=0
V0(q)
∫∫
dzdz′ ρˆq(z)e−q|z−z
′|ρˆ−q(z′)
=
1
2
e2
B
∑
q 6=0
∑
ij
V ij0 (q)ρˆ
i
qρˆ
j
−q. (4)
Here, V0(q) = 2pi/(qNA) is the two-dimensional (2D)
Coulomb potential, NA is the normalization area, and B is
the dielectric constant of the substrate. Furthermore,
ρˆq(z) =
∑
k
∑
τ,ss′
Wτ,ss′(k, q, z)c
†
τ,s,k−qcτ,s′,k
≡
∑
i=1,2
ρˆiqf(q, z − zi) (5)
is the effective density operator projected onto the lowest
bands,
Wτ,ss′(k, q, z) =
1
2
[
e−iτ(φk−φk−q)f(q, z − z1)
+ss′eiτ(φk−φk−q)f(q, z − z2)
]
is the wave function overlap, and f(q, z) =∫
e.c.
d2ρe−iq·ρ|φ(r)|2 is the in-plane Fourier transform
of the electron density corresponding to the atomic orbitals.
Within the tight-binding (TB) approximation, the total charge
density can be divided into the contributions ρi, located in
layer i. The Coulomb potential between the carriers in sheet i
and j is
V ij0 (q) = V0(q)
∫∫
dzdz′ f(q, z − zi)e−q|z−z′|f(−q, z′ − zj)
= V0(q)H(q, |zi − zj |) . (6)
As shown in App. C, H(q, L) ≡ H˜(qd, L/d) depends on the
effective thickness d of a single graphene sheet and the inter-
layer spacing L. These intrinsic length scales should be com-
pared to the excitonic Bohr radius
a0 =
~2B
me2
= 3
γ0
γ1
b
α
where α = e2/(B~vF ) is the effective fine structure con-
stant. If d/a0 << 1, finite size effects on the excitonic prop-
erties can be neglected and the system can be considered as ef-
fectively 2D. Within this limit, the Hamiltonian scales strictly
with the exciton Bohr radius and depends on the parameter
combination α characterizing the importance of relativistic ef-
fects. In the nonrelativistic limit α  1, the BLG dispersion
is approximately quadratic and the only relevant energy unit
is the exciton Rydberg
E0 =
me4
2B~2
=
1
2
α2γ1.
III. SCREENED GAP EQUATIONS
To determine the groundstate of our model Hamiltonian, we
extend the methods derived in20 for SLG to treat gap genera-
tion and screening effects on equal footing. In the appendix,
we present the technical details of our method that is valid for
arbitrary narrow gap semiconductors and semimetals. Here,
we only summarize the main derivation steps adapted specifi-
cally to the BLG model Hamiltonian.
In general, the effect of screening is described by the po-
larization function, describing the charge density induced
by a density fluctuation. In an effectively 2D system, the
charge density is homogeneous with respect to the in-plane
coordinates but localized in the z direction. For BLG, the
charge localization invloves both layers leading to a matrix-
like Coulomb potential V ij describing the interaction between
particles located in the sheets i and j, respectively. As the po-
larization results from the induced charge densities within the
layers, it also has a 2× 2 matrix structure:
Π(ω, q, z, z′) = − i
~
∫ ∞
0
dteiωt 〈[ρˆq(z, t), ρˆ−q(z)]〉
=
∑
i,j
f(q, z − zi)Πij(ω, q)f(−q, z′ − zj) .
(7)
The screened potential obeys the integral equation
Vs(ω, q, z, z
′) = V0(q, z − z′)
+
e2
B
∫∫
dz1dz2V0(q, z − z1)Π(ω, q, z1, z2)Vs(ω, q, z2, z′).
Defining the screened interaction matrix
V ijs (ω, q) =
∫∫
dzdz′fq(z − zi)Vs(ω, q, z, z′)f−q(z′ − zj),
(8)
the integral equation reduces to a much simpler matrix equa-
tion with the solution
Vs(ω, q) =
(
II − e
2
B
V
0
(q)Π(ω, q)
)−1
V
0
(q)
≡ (ω, q)−1V
0
(q). (9)
4If the influence of the finite layer separation L can be ne-
glected, the interaction is independent of the layer indices and
one obtains the standard 2D result
V 2Ds (ω, q) =
V0(q)
1− e2BV0(q)Π2D(ω, q)
(10)
with Π2D(ω, q) =
∑
ij Π
ij(ω, q). The components of the dy-
namical polarization Π(ω, q) can be calculated from the mi-
croscopic equations of motion for the operator combinations
c†τ,s,k−qcτ,s′,k that constitute the density operator.
Due to its specific mathematical structure as continued frac-
tion, the polarization function can be divided into a dominant
part and small corrections that can be treated perturbatively. In
a weakly interacting system, a convenient choice for the dom-
inant part is the noninteracting suceptibility, i.e. expectation
values are taken with respect to the noninteracting ground-
state. However, in a strongly interacting system, corrections
due to the Coulomb interaction modify the system ground-
state properties and cannot be treated perturbatively. Instead,
the expectation value on the RHS of Eq. 7 has to be taken
with respect to the interacting groundstate. Since the interact-
ing groundstate depends on the strength of the Coulomb inter-
action that is in turn limited by screening effects, this consti-
tutes a self-consistency problem.
In the absence of external perturbations, the system is ho-
mogeneous with respect to the in-plane coordinates and only
single-particle operator combinations with k = k′, τ = τ ′
give nonzero expectation values. Hence, within a mean-field
approximation, the unperturbed Hamiltonian consists of two
independent contributions from each valley component which
are related by the parity transformation or charge conjugation:
W+,ss′(k, q, z) = W−,ss′(−k,−q,−z) = W ∗−,ss′(k, q, z).
In the following, we suppress the valley index and perform ex-
plicit calculations for theK+ valley. As dynamical quantities,
we use the microscopic intraband occupation numbers fs,k =
〈c†skcsk〉 and the interband coherences Pk = 〈c†−kc+k〉.
As shown in App. A, within the time dependent Hartree-
Fock approximation, the equations of motion for all possible
single-particle operator combinations c†sk−qcs′k can be de-
rived from the effective mean-field Hamilonian
HˆMF=
∑
s,k
Σs,kc
†
skcsk − Ωkc†+.kc,−,k − Ω∗kc†−,kc+,k,
(11)
where
Σs,k =
δ〈H〉
δfsk
= s
(
k +
e2
2B
∑
k′
V NDs (k − k′)cos(2(φk − φk′)) (f−,k′ − f+,k′)
− i e
2
2B
∑
k′
V NDs (k − k′)sin(2(φk − φk′)) (Pk′ − P ∗k′)
)
− e
2
2B
∑
k′
V Ds (k − k′) (f−,k′ + f+,k′) (12)
are the renormalized single-particle energies, and
Ωk = −δ〈H〉
δP ∗k
= i
e2
2B
∑
k′
V NDs (k − k′)sin(2(φk − φk′)) (f−,k′ + f+,k′)
+
e2
2B
∑
k′
V Ds (k − k′) (Pk′ + P ∗k′)−
e2
2B
∑
k′
V NDs (k − k′)cos(2(φk − φk′)) (Pk′ − P ∗k′) (13)
is the internal field. The energy renormalizations and the
internal field result from the exchange contributions of the
two-particle interaction and are evaluated with the screened
Coulomb potential. Here, we used the notation V Ds = V
11
s =
V 22s for the intralayer and V
ND
s = V
12
s = V
21
s for the in-
terlayer Coulomb interaction, respectively. The renormalized
single-particle energies in Eq. 12 contain a constant, band in-
dependent contribution that corresponds to a shift of the Fermi
energy which can be dropped from the equations.
Defining the Liouville operator by
Lss′σσ′(k, q) = δsσδs′σ′ (Σs′,k − Σs,k−q)
− δsσ (δs′+δσ′−Ωk + δs′−δσ′+Ω∗k)
+ δs′σ′
(
δs+δσ−Ω∗k−q + δs−δσ+Ωk−q
)
,(14)
the time evolution of the density operator is given by
ρˆiq(t) =
∑
ss′σσ′
∑
k
W iss′(k, q)e
−iLss′σσ′ (k,q)t/~c†σk−qcσ′k
(15)
such that
Πij(ω, q) = N
∑
ss′σσ′
∑
k
W iss′(k, q) [~ωE − L(k, q)]−1ss′σσ′
×
〈[
c†σk−qcσ′k, ρˆ
j
−q
]〉
. (16)
Here, E is the unity matrix and we included a degeneracy fac-
tor N = 4 to account for the spin and valley degrees of free-
dom. The expectation value of the equal time commutator can
5be evaluated, giving〈[
c†σk−qcσ′k, ρˆ
j
−q
]〉
= W j∗σσ′(k, q) (fσ,k−q − fσ′,k)
+δσ−W
j∗
+σ′(k, q)Pk−q + δσ+W
j∗
−σ′(k, q)P
∗
k−q
−δσ′+W j∗σ−(k, q)Pk − δσ′−W j∗σ+(k, q)P ∗k .
(17)
In general, the density-density response function describes
the polarizability due to real and virtual transitions, exhibit-
ing resonances at the transition energy between the involved
states. For the interacting system, the poles of the polarization
occur at ω = ±(Es,k−q − Es′,k) where
Es,k = s
√
Σ2k + |Ωk|2 ≡ sEk (18)
and Σk = (Σ+,k − Σ−,k)/2 is the spectrum of the mean-
field Hamiltonian defined in Eq. 11. This Hamiltonian can be
diagonalized by the Bogoliubov transformation with the Bo-
goliubov vacuum as groundstate.
Using the Bogoliubov representation, the mean-field
Hamiltonian and the Liouville operator are diagonal in the
band indices and the transition probability depends on the oc-
cupation numbers of the involved states and overlap matrix
elements. Due to the Pauli exclusion, intraband transitions re-
quire partially filled bands and do not contribute to the ground-
state polarization. Hence, within the Bogoliubov picture, the
groundstate polarization is solely due to interband transitions.
In a gapped system, these transitions require a finite transi-
tion energy ~ω ' Egap and do not contribute to the static
limit of the groundstate polarization. Moreover, due to the or-
thogonality of the Bloch waves with equal wavenumbers, the
long-wavelength limit q → 0 of the interband contributions
vanishes exactly in a gapped system and the long-ranged part
of the static Coulomb interaction is essentially unscreened.
However, if the system is ungapped, virtual interband transi-
tions are not ruled out by energy conservation, leading to a fi-
nite groundstate polarization even in the static limit. Thus, the
occurrence of a finite gap will reduce the effective screening
of the long-ranged part of the static Coulomb interaction, and
thus modifies the collective system properties significantly.
As can be recognized from Eq. 18, the Bogoliubov spec-
trum shows a gap if either the renormalized single-particle
energy, or the internal field is nonzero at the Dirac points. For
symmetry reasons, a nonvanishing energy renormalization at
k = 0 requires anisotropic distributions, while a finite inter-
nal field can also be introduced by a real, isotropic distribution
for the interband coherences. Physically, the real part of the
macroscopic interband coherence P =
∑
k Pk corresponds
to a layer polarization, which can be seen from the average
charge density given by
ρq=0(z) =
1
2
∑
sk
fs,k (f(q = 0, z − z1) + f(q = 0, z − z2))
+
∑
k
Re [Pk] (f(q = 0, z − z1)− f(q = 0, z − z2)) .
Hence, a gap can be achieved e.g. by a static or time depen-
dent external field that induces either an anisotropy, e.g. by
photon absorption, or a layer polarization, e.g. by a static ex-
ternal field.
Here, we investigate the possibility for a spontaneous gap
by exciton formation. A gapped state will emerge sponta-
neously if a symmetry breaking lowers the total energy of the
interacting system.
Starting from an arbitrary mean-field state, an infinitesimal
variation of the occupation numbers and the interband coher-
ence yields an energy shift
δ〈H〉 =
∑
sk
Σs,kδfs,k −
∑
k
(ΩkδP
∗
k + Ω
∗
kδPk) . (19)
Assuming that the interacting groundstate is adiabatically
connected to the noninteracting one, the constraint of a sta-
tionary solution implies (for a detailed derivation see App. A)
f+,k = 1− f−,k ≡ fk (20)
|Pk|2 = fk(1− fk), (21)
giving
δ〈H〉 =
∑
k
(2ΣkPk − (1− 2fk)Ωk) δP ∗k + c.c., (22)
which is negative if the Wannier equation has bound-state
solutions1,12. The groundstate populations are determined by
the variational principle δ < H >= 0, giving the algebraic
relations
|Pk| = 1
2
|Ωk|
Ek
(23)
fk =
1
2
(
1− Σk
Ek
)
. (24)
Assuming real, isotropic distributions, insertion of these rela-
tions into the definitions for the internal field and renormalized
energies gives the set of coupled integral equations:
Ωk =
e2
2B
∑
k′
V Ds (|k − k′|)
Ωk′
Ek′
(25)
Σk =k +
e2
2B
∑
k′
V NDs (|k − k′|)cos2(φk − φk′)
Σk′
Ek′
.
(26)
The gap equations contain the statically screened Coulomb
potential and must be solved selfconsistently with the static
limit of the polarization function Πij(ω = 0, q).
The gap equation Eq. 25 always has the trivial solution
Pk = Ωk ≡ 0 corresponding to the noninteracting ground-
state. If this trivial solution is unique, the interacting system
has the same groundstate as the noninteracting one, i.e. we
are in the limit of weak Coulomb coupling. The correspond-
ing mean-field Hamiltonian is diagonal within the noninter-
acting picture, and hence, the Bogoliubov and noninteracting
representations coincide.
The Bogoliubov quasiparticle spectrum is then equivalent
to the renormalized single-particle energy:
Σk = k +
e2
2B
∑
k′
V NDs (|k − k′|)cos2(φk − φk′), (27)
6and contains the renormalization by the filled valence band.
Neglecting the effects of the finite thickness of the bilayer
(i.e. putting H(q, L) ≈ 1), this single-particle renormaliza-
tion corresponds to that of the renormalization group (RG)
approach31,38. The corresponding noninteracting polarization
function is given by the standard Lindhard formula with self
energy corrections35.
Π2D0 (ω, q) =
∑
ij
Πij0 (ω, q)
= N
∑
k
|W+−(k, q)|2
(
1
~ω − (Σk + Σk−q)
− 1
~ω + (Σk + Σk−q)
)
. (28)
If the gap equation has a nontrivial solution, it predicts a gap
|Ωk=0| in the interacting quasiparticle spectrum. The corre-
sponding state is energetically below the weakly coupled state
and we shall refer to this state as strongly coupled (ground-
) state. The gapped dispersion reduces the long wavelength
limit of the static polarizability thus leading to a further in-
crease of the predicted gap. Hence, though the noninteracting
polarizability may be used as criterion for the occurence of an
excitonic instability of the groundstate, to estimate the size of
the gap screening and gap generation must be treated selfcon-
sistently.
The strongly coupled state has a macroscopic layer polar-
ization P =
∑
k Ωk/2Ek. As can be recognized from Eq.
25, solutions with opposite layer polarizations are degenerate.
As Eq. 25 is valid for both Dirac points, states where charge-
polarization contributions from the two valley components are
aligned or anti parallel are also degenerate such that a gapped
state not necessarily exhibits a physical charge polarization.
However, this degeneracy might be lifted by intervalley inter-
actions which we neglected here.
IV. NUMERICAL RESULTS
The screened gap equations constitute a rather complicated
set of integral equations that can be solved iteratively. In a
first step, we evaluate the Lindhard formula in the noninter-
acting limit and insert this result into the gap equations. For
any fixed polarization function, the screened gap equations
are then solved by iterating candidates for the solution. After
convergence, fk and Pk are calculated from the solution of
the gap equations and inserted into the generalized Lindhard
formula Eq. 16, which is used to modify the Coulomb inter-
action. This procedure is repeated until overall convergence
is achieved. All calculations have been performed in the limit
of vanishing interlayer spacing L → 0, which we verified to
give correct results within the numerical accuracy for realistic
values of L.
Fig. 3 shows the resulting spectra and polarization as func-
tions of kb in the vicinity of the Dirac points. In the calcu-
lations, we used α = 2.2, which is slightly below the nom-
inal value for the coupling strength in vacuum. The individ-
ual lines refer to different numbers of iterations and the thick
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FIG. 3. Iteration steps in the self-consistent solution of the screened
gap equations (25), (26), with the screening (16). In the top panel,
the quasiparticle dispersion (18) is shown, in the middle panel, the
value of the gap at each step is plotted, and in the bottom panel, the
polarizability is presented. Here, the screening in the unpopulated
tight-binding bands using the full relativitic disperion is indicated by
the dotted line, and the dashed line shows the constant value obtained
in the noninteracting, nonrelativistic limit.
7black arrows indicate the directions of convergence for in-
creasing iteration numbers. The initial input values, corre-
sponding to the noninteracting groundstate, are marked by the
dotted lines. As can be recognized from the lowest panel of
Fig. 3, the noninteracting polarizability overestimates the ef-
fects of screening, particularly in the long-wavelength limit
q → 0. As a result of the ungapped dispersion, virtual
electron–hole pairs can be created practically without any cost
of energy, leading to a very efficient intrinsic screening. In the
long-wavelength limit, the noninteracting polarizability ap-
proaches the constant static polarization that is obtained if a
purely quadratic dispersion is assumed32,35. This result, indi-
cated by the dashed line in the right panel of Fig. 3, turns into
a linear curve for larger wavenumbers, similar to the nonin-
teracting polarizability of SLG and characteristic for a linear
dispersion24.
Since massive quasiparticles are sensitive to arbitrarily
weak interactions, we find a nontrivial solution of the gap
equations even if the Coulomb potential is screened by the
noninteracting polarization function. The resulting quasipar-
ticle spectrum is shown by the red line in the upper panel of
Fig. 3 and exhibits a small but finite gap at the Dirac point.
The opening of a gap immediately suppresses virtual transi-
tions by means of energy conservation, leading to a practi-
cally unscreened long ranged tail of the Coulomb interaction.
In the next step of iteration, this suppression of the screening
enhances the gap, suppressing the screening and further en-
hancing the gap, and so on. Overall convergence is achieved
after ca. 70 iterations, as shown in the middle panel of Fig. 3,
where the gap is plotted against the number of iteration steps.
Further iterations give values for the gap oscillating around its
mean value by±5%, indicating the accuracy of our procedure.
The resulting spectrum exhibits a “Mexican hat” shape with
band extrema slightly shifted away from the Dirac point, typi-
cal for an excitonic insulator1. The k-values denoted by kX , at
which the band extrema occur, can be associated with a char-
acteristic length scale which can be interpreted as excitonic
correlation length. Between the band extrema, the dispersion
is almost flat, while it approaches the noninteracting disper-
sion very rapidly for larger k-values. The size of the gap is
approximately Egap ≈ 12 meV, which is well below the en-
ergy of the remote bands falling well within the region where
the quadratic approximation is valid.
To analyze the dependence on the coupling strength, we
plot in Fig. 4 the Bogoliubov spectra and the polarizabilities
for various values of α in absolute and excitonic units. With
increasing coupling strength, the characteristic wave number
kX increases, corresponding to shorter excitonic correlation
lengths. In the lower panel of Fig. 4, the same spectra are
shown in excitonic units. Within the quadratic approxima-
tion, all energies scale with the excitonic energy unit and all
curves merge into a universal one, indicated by the black line.
Despite the small size of the gap, using the full relativistic
dispersion shows clear deviations from this universal curve,
with deviations increasing with increasing coupling strength.
The cause of these deviations can be found in the interplay
between the two different length scales set by the Compton
wavelength and the screening length of the massive quasipar-
ticles. The Compton wavelength λc = ~/mvF = 3γ0b/γ1
involves only single-particle properties and kλc ∼ 1 marks
the crossover from the nonrelativistic quadratic into the rela-
tivistic linear dispersion. The screening length determines the
range of the Coulomb interaction. Only if the screening length
is large compared to the Compton wavelength, the Coulomb
integrals converge within a wavenumber range where rela-
tivistic corrections to the dispersion can be neglected. Since
the condition of simultaneous energy and momentum conser-
vation is much less restrictive for the linear dispersion than for
the quadratic one, the major effect of these corrections is an
enhancement of screening effects.
The inverse screening length follows from the noninteract-
ing polarization function via κ = −2pie2/B limq→0 Π0(ω =
0, q) and is proportional to e2/B , i.e. to the coupling con-
stant. The long-wavelength limit of the noninteracting polar-
izability can be obtained analytically by assuming a purely
quadratic dispersion, giving κ = N ln4/a035, where a0 =
λc/α is the excitonic unit length. Hence, the ratio of the
Compton wavelength and screening length κλc = N ln4α in-
creases linearly with α and the validity of the quadratic ap-
proximation is limited to relatively weak interaction strengths
α . (N ln4)−1. As can be recognized from the right panels of
Fig. 4, for larger values of the coupling constant, relativistic
modifications to the dispersion enhance the effects of screen-
ing thus reducing the gap.
In Fig. 5, we plot the quasiparticle gap as function of cou-
pling strength α for the full dispersion and the quadratic ap-
proximation, respectively. Using the quadratic approximation,
the gap scales strictly with the exciton energy unit, i.e. with
α2, as shown in App. C. Again, the comparison with the
full solution shows that the quadratic approximation yields
reasonable results only for small values of α, while it over-
estimates the gap significantly if the interaction strength in-
creases.
V. CONCLUSIONS
In this paper, we present a selfconsistent approach to treat
gap generation and screening in an effectively 2D excitonic in-
sulator and applied our method to study the groundstate prop-
erties of bilayer graphene. To this end, we derive a general-
ization of the standard Lindhard formula that is based on the
equations of motion for the density operator and is capable to
describe the polarizability in a nondiagonal representation. To
determine the groundstate properties, we solve the static limit
of the generalized Lindhard formula selfconsistently with the
gap equations, from which the groundstate populations and
excitonic coherences are calculated.
Our method can be used on top of any effective single-
particle band structure calculation. For a weakly coupled sys-
tem, it reproduces the standard RPA result with self-energy
corrections. In the strongly coupled regime, spontaneously
formed coherent groundstate populations lead to the opening
of a gap in the quasi-particle spectrum, with a corresponding
suppression of the long-wavelength limit of the polarizabil-
ity. This mechanism leads to an enhancement of the predicted
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FIG. 4. Bogoliubov dispersions and polarizabilities as obtained from the selfconsistently solved screened gap equations. The lines of different
color correspond to the respective solutions for the values α = 2.4, 1.6, 1.0, and 0.4. The upper two panels show the solutions in absolute units,
and the lower two in excitonic units, respectively. The panels on the right show the polarizabilities with zero populations as dotted lines. The
dashed line shows the constant value obtained for zero populations in the quadratic approximation.
gap.
For bilayer graphene, we find a gapped groundstate for any
value of the effecive fine structure constant. Assuming a nom-
inal value of α ≈ 2.4 for freely suspended BLG in vacuum,
we predict a gap of approximately 14 meV, which is within
an experimentally accessible range. Increasing (decreasing)
the value of the coupling constant, increases (decreases) the
quasiparticle gap. For small values of α, we find a quadratic
dependence of the gap on the effective coupling constant, that
is found if a quadratic dispersion is assumed32. For large val-
ues of α & 1/4ln4, the screening length is on the same order
of or shorter than the Compton wavelength of the quasiparti-
cles. Linear corrections to the single-particle dispersion make
the simultaneous conservation of energy and momentum less
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FIG. 5. Quasiparticle gap vs. coupling strength as obtained from
the selfconsistently solved screened gap equations. The thicker line
shows the values obtained with the full relativisic dispersion (3),
whereas the the thinner line indicates the results with a quadratic
approximation for the dispersion.
restrictive and thus enhance the effects of screening, leading
to a subquadratic increase of the gap with increasing coupling
strength.
Appendix A: Derivation of the screened gap equations
1. Screening in an effectively 2D system
To derive the screened gap equations, we calculate the lin-
ear response of the system to a perturbation by an external
scalar potential Vext(r). The system Hamiltonian including
the perturbation is given by
H = H0 +HC − e
∫
d3rVext(r)Ψ
†(r)Ψ(r) (A1)
where H0 is the single-particle part, HC describes the
electron-electron Coulomb interaction, and
ρ(r) = 〈Ψ†(r)Ψ(r)〉 (A2)
is the three-dimensional electronic density, respectively. As-
suming a system that is periodically with respect to the in-
plane coordinates, the single-particle Hamiltonian is given by
H0 =
∑
k∈1BZ
∑
α
0kαc
†
k,αck,α. (A3)
where k is a 2D wavevector and α denotes the band index. The
field operators can be expanded in terms of the eigenfunctions
of H0; φkα(r) = exp(ik · ρ)ukα(r) where ukα(r) are the
lattice-periodic Bloch waves:
Ψ(r) =
∑
k∈1BZ
∑
α
ckαe
ik·ρukα(r). (A4)
Here, r = (ρ, z) is a three dimensional space coordinate.
By applying a coarse graining on the length scale of an ele-
mentary cell, we obtain for the density operator
ρˆq(z) =
∑
k∈1BZ
∑
αα′
Wαα′(k, q, z)c
†
k−q,αck,α′ , (A5)
where Wαα′(k, q, z) =
∫
e.c.
d2ρ u∗k−q,α(r)uk,α′(r) is a
weight factor determined by the overlap of the Bloch waves
with different band indices and crystal momenta. The weight
factor displays the z-dependence of the electron density. For
a quasi-2D sheet, this factor is nonvanising only in a re-
gion strongly localized around the position of the layer. The
Coulomb interaction and the external perturbation can be ex-
pressed with the aid of the coarse grained density operator as
HC =
e2
2
∑
q 6=0
∫∫
dz dz′ ρˆq(z)V0(q, z − z′)ρˆ−q(z′),(A6)
Hext = −e
∑
q
∫
dz Vext(q, z)ρˆ−q(z). (A7)
Here,
V0(q, z) =
1
NA
2pi
Bq
e−q|z| (A8)
is the 2D Fourier transform of the bare Coulomb potential,
A is the area of an elementary lattice cell, N is the number
elementary cells included in the integration region, and B is
the constant background dielectric constant that results from
the substrate only. In all following calculations, the limitN →
∞ is implicitly included.
For any particle conserving 2-point operator, we can cal-
culate the expectation value from the Heisenberg equation of
motion i~∂t〈Oˆ〉 = 〈
[
Oˆ,H
]
〉, giving
i~
d
dt
〈c†k−q,αck,α′〉 =
(
0k,α′ − 0k−q,α
) 〈
c†k−q,αck,α′
〉
− e
∑
q′
∫
dz Vext(q
′, z)
〈[
c†k−q,αck,α′ , ρˆ−q′(z)
]〉
+
e2
2
∑
q′ 6=0
∫∫
dz dz′ V0(q′, z − z′)
〈{
ρˆq′(z),
[
c†k−q,αck,α′ , ρˆ−q′(z
′)
]}〉
(A9)
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where
{
Aˆ, Bˆ
}
= AˆBˆ + BˆAˆ is the anticomutator.
To evaluate the expectation values, we make the standard
decomposition
〈AˆBˆ〉 = 〈Aˆ〉〈Bˆ〉+ 〈AˆBˆ〉X + ∆〈AˆBˆ〉 (A10)
into a direct term, an exchange term, and a correlation con-
tribution. Within the standard HF-approximation, all correla-
tion contributions are neglected. The remaining expectation
values are calculated within the random phase approximation
(RPA). Hence, it is assumed that ck,α has a time dependence
∝ e−ik,αt/~. Operator combinations with a phase that de-
pends on a summation index will average out in the sums such
that only the contributions with a constant phase are kept. For
the external source and the direct term in Eq. (A15), these are
the contributions with q = q′ only, and
[
c†k−q,αck,α′ , ρˆ−q(z)
]
=
∑
β
(
W ∗βα′(k, q, z)c
†
k−q,αck−q,β −W ∗αβ(k, q, z)c†k,βck,α′
)
. (A11)
For the exchange terms, one has〈{
ρˆq′(z),
[
c†k−q,αck,α′ , ρˆ−q′(z
′)
]}〉
X
= −
∑
k′∈1BZ
∑
ββ′γ
Wββ′(k
′, q′, z)
(
Wα′γ(k − q′,−q′, z′)〈c†k′−q′,βck−q′,γ〉〈c†k−q,αck′,β′〉
− Wγα(k − q,−q′, z′)〈c†k′−q′,βck,α′〉〈c†k−q+q′,γck′,β′〉
)
(A12)
In the first term, only contributions with k = k′ survive the phase averaging, while in the second term dominant contributions
arise from the k′ = k − q + q′ contributions, yielding〈{
ρˆq′(z),
[
c†k−q,αck,α′ , ρˆ−q′(z
′)
]}〉
X
≈
∑
γ
∑
ββ′
(
W ∗γα′(k, q
′, z′)Wββ′(k, q′, z)〈c†k−q′,βck−q′,γ〉〈c†k−q,αck,β′〉
− W ∗β′β(k − q,−q′, z)Wγα(k − q,−q′, z′)〈c†k−q+q′,γck−q+q′,β′〉〈c†k−q,βck,α′〉
)
.(A13)
Defining the renormalized single-particle energies
k,αα′ = δαα′
0
k,αα′ − e2
∑
q′ 6=0
∑
ββ′
∫∫
dzdz′ V0(q′, z − z′)W ∗βα(k, q′, z)Wβ′α′(k, q′, z′)〈c†k−q′,β′ck−q′,β〉 (A14)
one finds within the RPA
i~
d
dt
〈c†k−q,αck,α′〉 =
∑
ββ′
(kα′β′δαβ − k−q,βαδα′β′) 〈c†k−q,βck,β′〉 − e
∫
dz
〈[
c†k−q,αck,α′ , ρˆ−q(z)
]〉
Vs(q, z)
(A15)
where
Vs(q, z) =
(
Vext(q, z)− e
∫
dz′ V0(q, z − z′)〈ρˆq(z′)〉
)
(A16)
is the external potential screened by the induced charge den-
sity 〈ρˆq(z′)〉. Hence, the exchange part of the Coulomb in-
teraction leads to the energy renormalization while the direct
terms produces screening, i.e. it replaces the potential of the
bare perturbation by that of the perturbation charge plus the
induced charge density.
On the level of a mean-field theory, all observable quantities
can be expressed in terms of the single-particle expectation
values 〈c†k−q,αck,α′〉 and the system dynamics is completely
determined by the E.O.M. A15. For the single particle opera-
tors, these equations are equivalent to those derived from the
effective mean-field Hamiltonian
HMF =
∑
αα′
∑
k∈1BZ
kαα′c
†
k,αck,α′
− e
∑
q
∫
dzVs(q, z)ρˆ−q(z) . (A17)
The system groundstate properties and excitation dynamics
can be obtained from this Hamiltonian. Defining the Liouville
operator
L(k, q)αα′ββ′ = δαβk,α′β′ − δα′β′k−q,βα, (A18)
a formal integration of the E.O.M. on the operator level gives
the density-density response function
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Π(ω, q, z, z′) = − i
~
∫ ∞
0
dteiωt 〈[ρˆq(z, t), ρˆ−q(z′)]〉|Vext=0
=
∑
αα′ββ′
∑
k∈1BZ
Wαα′(k, q, z) (~ωE − L(k, q))−1αα′ββ′
〈[
c†k−q,βck,β′ , ρˆ−q(z
′)
]〉∣∣∣
Vext=0
. (A19)
In the presence of an external perturbation, we obtain the set
of equations
〈ρˆq(z)〉 = −e
∫
dz′Π0(ω, q, z, z′)Vs(q, z′) (A20)
Vs(q, z) = Vext(q, z)− e
∫
dz′ V0(q, z − z′)〈ρˆq(z′)〉.
(A21)
Provided the polarization function is known, this set of equa-
tions can in principle be solved iteratively.
As can be recognized from Eq. A19, the z, z′-dependence
of the polarization function is entirely determined by the
weight functions Wαα′(k, q, z), i.e. by the eigenfunctions of
the noninteracting problem. For a general situation with arbi-
trary Bloch waves, the resulting Dyson-like series cannot be
summed into a closed analytical expression due to the non-
trivial z-dependence. As this is essential for the division into
groundstate and dynamical parts, in the following we shall re-
strict to the TB approximation including only a single atomic
orbital.
Within the TB approximation, we make the ansatz
ukα(r) =
∑
i
∑
Ri
Ciα(k)e
ik·(r−Ri)φ(r −Ri) (A22)
where the i-sum runs over the different sublattices. Both the
z-dependence of the charge density and the polarization func-
tion are determined by the weight factor, for which we find
within the nearest neighbor approximation
Wαα′(k, q, z) =
∑
i
Ci∗α (k − q)Ciα′(k)f(q, z − zi).(A23)
Here,
f(q, z) =
∫
d2ρ eiq·ρ|φ(r)|2 (A24)
is the in-plane Fourier transform of the atomic electron den-
sity. Hence, within the TB approximation, the z dependence
decouples from the band indices, and it is easily verified that
〈ρˆq(z)〉 =
∑
i
ρiqf(q, z − zi) (A25)
Π0(ω, q, z, z
′) =
∑
ij
f(q, z − zi)Πij0 (ω, q)f(−q, z′ − zj),
(A26)
where ρiq is the electron density localized on the sublattice
i and Πij0 (ω, q) is the density-density response function be-
tween sublattices i and j, respectively. Here, we defined
V jS (q) :=
∫
dz f(−q, z − zj)VS(q, z) (A27)
V ij0 (q) :=
∫∫
dzdz′ f(−q, z − zi)V0(q, z − z′)f(q, z − zj)
= V0(q)H(qd, |zi − zj |), (A28)
V ij0 (q) is the bare Coulomb potential between carriers in sheet
i and j, and
H(qd, L) =
∫
dz
∫
dz′e−q|z−z
′+L|f(q, z)f(−q, z′)
(A29)
accounts for the localization. Using these definitions, the z-
integrals reduce to a matrix multiplication and we find
V S(ω, q) =
(
II − e2V
0
(q)Π(ω, q)
)−1
V ext(q)
≡ (ω, q)−1V ext(q) (A30)
with the matrix-valued dynamical dielectric function (ω, q).
If all atoms are located at the same z-positions, Eq. A30 sim-
plifies to
V S(ω, q) = 
2D(ω, q)−1V ext(q) (A31)
with
2D(ω, q) = 1− e2V0(q)H(qd, 0)
∑
ij
Πij(ω, q).(A32)
2. Screened gap equations
The expression derived for the dynamical dielectric func-
tion (ω, q) and its static limit depend on the expectation val-
ues 〈c†k,αck,α′〉 via the renormalized single-particle energies
and the source terms. To calculate these, we use the E.O.M.
A15 with q = 0 with the screened Coulomb potential in
the absence of an external perturbation. For simplicity, we
will restrict our analysis to a two-band model, and refer to
the bands as conduction and valence band whose band in-
dices are denoted by s = ±, respectively. Using the variables
fk,s = 〈c†k,sck,s〉 and Pk = 〈c†k,−ck,+〉 and defining
Σk,s = k,s,s (A33)
Ωk = −k,+,− (A34)
we find the standard semiconductor Bloch equations (SBE)39
and the conservation law
i~∂tPk(t) = (Σk,+ − Σk,−)Pk + (fk,+ − fk,−) Ωk,
i~∂tfk,s(t) = s (Ω∗kPk − ΩkP ∗k ) ,
0 = ∂t
(
|Pk|2 + 1
4
(fk,+ − fk,−)2
)
, (A35)
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that must be solved with the appropriate initial and boundary
conditions. For the groundstate, we require that all dynami-
cal variables are stationary and adiabatically connected to the
noninteracting groundstate with fk ≡ fk,+ = 1 − fk,− = 0
and Pk = 0, giving the algebraic relations
Pk =
Ωk
2
√
Σ2k + |Ωk|2
, (A36)
fk =
1
2
(
1− Σk√
Σ2k + |Ωk|2
)
(A37)
with Σk = (Σk,+ − Σk,−)/2.
Inserting this into the definitions for the renormalized ener-
gies gives the gap equations:
Σk =
1
2
(
0k,+ − 0k,−
)− e2∑
q 6=0
(V−+−+(k, q)− V−−−−(k, q))
− e
2
2
∑
q 6=0
(V++++(k, q) + V−−−−(k, q)− V−+−+(k, q)− V+−+−(k, q))
1− Σk−q√
Σ2k−q + |Ωk−q|2

− e2
∑
q 6=0
Re
(V++−+(k, q)− V+−−−(k, q)) Ωk−q√
Σ2k−q + |Ωk−q|2
 (A38)
Ωk = e
2
∑
q 6=0
V−+−−(k, q)
+
e2
2
∑
q 6=0
(V+++−(k, q)− V−+−−(k, q))
1− Σk−q√
Σ2k−q + |Ωk−q|2

+
e2
2
∑
q 6=0
V++−−(k, q) Ωk−q√
Σ2k−q + |Ωk−q|2
+ V−++−(k, q)
Ω∗k−q√
Σ2k−q + |Ωk−q|2
 (A39)
where the Coulomb matrix elements
Vss′s′′s′′′(k, q) =
∫∫
dzdz′W ∗ss′(k, q, z)Vs(q, z − z′)Ws′′s′′′(k, q, z′), (A40)
have to be evaluated selfconsistently with the screened
Coulomb potential. In Eqs.A38 and A39 the constant contri-
butions in the first lines are the energy and gap renormaliza-
tions resulting from the filled valence bands. The contribu-
tions have to be dropped if band parameters are used that have
been taken from experimental values or band structure calcu-
lations that include (parts) of the e-e-interactions in the filled
valence band.
Appendix B: Derivation of the model Hamiltonian
Here, we derive the two-band model Hamiltonian starting
from Eq.1 given in Sec. II. Diagonalization of Eq.1 gives four
bands that are parabolic in the vicinity of the two Dirac points:
H0 =
∑
s=±,σ=±
∑
k
sEσkc
†
s,σ,kcs,σ,k (B1)
with
Eσk =
√
t1(k) + σ
√
t2(k)
2
(B2)
t1(k) = γ
2
1 + (2γ
2
0 + γ
2
2)|f(k)|2 (B3)
t2(k) = (γ
2
1 − γ22 |f(k)|2)2 + 4γ20 |f(k)|2|γ1 + γ2f(k)|2.
(B4)
At the Dirac points, the E−,k bands are degenerate,
while the E+,k are shifted by ±γ1. Close to the Dirac
points, γ2f(K± + k) = − 3γ2b2 e−ipi/6(kx ± iky) =−γ2γ0 ~vF k expi(φk∓pi/6), introducing an anisotropy into the
bandstructure. However, while contributions arising from the
B1-A2 coupling ∝ γ1 are independent of k, the dominant
terms ∝ γ2 are linear in k and ∝ γ2/γ0 ≈ 0.1. Hence, close
to the Dirac points, the trigonal warping can be neglected.
Putting γ2 = 0, the dispersion is simplified to
E±K±+k =
√(γ1
2
)2
+ γ20 |f(K± + k)|2 ±
γ1
2
=
√(γ1
2
)2
+ (~vF k)2 ± γ1
2
. (B5)
In the following, all considerations will be restricted to the
low-energy regime.
We use the valley index τ to define fτ (k) = f(Kτ+k) and
the operators cτ,s,σ,k = cs,σ,Kτ+k that annihilate an electron
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with band index s, σ and momentumKτ+k. With this abbre-
viation, the band operators are related to the lattice operators
by the unitary transformationcτ,+,+,kcτ,+,−,kcτ,−,−,k
cτ,−,+,k
 = Uτ
a1,K
τ+k
b1,Kτ+k
a2,Kτ+k
b2,Kτ+k
 . (B6)
(B7)
Uτ =
1√
2(E+k + E
−
k )

√
E+k −
γ0f
∗
τ (k)√
E+k
γ0fτ (k)√
E+k
√
E+k
−
√
E−k −
γ0f
∗
τ (k)√
E−k
γ0fτ (k)√
E−k
√
E−k√
E−k −
γ0f
∗
τ (k)√
E−k
γ0fτ (k)√
E−k
√
E−k
−
√
E+k
γ0f
∗
τ (k)√
E+k
−γ0fτ (k)√
E+k
√
E+k

(B8)
Close to the Dirac point, if ~vF k << γ1, the unitary transformation can be approximated by
Uτ =
1√
2

1 0 0 1
0 −e−i(τφk−pi/6) ei(τφk−pi/6) 0
0 −e−i(τφk−pi/6) ei(τφk−pi/6) 0
−1 0 0 1
+ ~vF kγ1 1√2

0 −e−i(τφk−pi/6) ei(τφk−pi/6) 0
−1 0 0 1
1 0 0 1
−0 e−i(τφk−pi/6) −ei(τφk−pi/6) 0

+O
((
~vF k
γ1
)2)
. (B9)
Hence, in the vicinity of the Dirac points, the upper conduc-
tion and lower valence band consist of the uncoupled sub-
lattices components A1 and B2, while the lower, degenerate
bands contain the interacting A2 and B1 components. Within
this range,E−k < (
√
5−1)γ1/2 = 0.62γ2 < E+k=0, the upper
bands can be neglected and the Bloch functions of the lower
bands are approximately given by
uτ,s,−,k(r) = −e
−ik·ρ
√
2
(
e−i(τφk−pi/6)ψB1,k(r)
+ sei(τφk−pi/6)ψA2,k(r)
)
(B10)
ψB1,k(r) =
1√
N
∑
R1B
eik·R
1
Bφ(r −R1B). (B11)
ψA2,k(r) =
1√
N
∑
R2A
eik·R
2
Aφ(r −R2A). (B12)
Taking into account only on-site contributions, one finds for
the weight functions
Wτ,ss′(k, q, z) =
1
2
(
e−i(τφk−φk−q)f(q, z − z1)
+ ss′ei(τφk−φk−q)f(q, z − z2)
)
(B13)
with
f(q, z) =
∫
e.c.
d2ρe−iq·ρ|φ(r)|2. (B14)
The weight functions consist of parts localized in a particular
sheet, such that the total charge density can be divided into the
respective contributions ρi, located in the layer i. Inserting this
into the Coulomb Hamiltonian, one finds
H2BC =
e2
2
∑
q
∑
ij
V ij0 (q)ρˆ
i
qρˆ
j
−q (B15)
where
V ij0 (q) = V0(q)
∫∫
dzdz′f(q, z − zi)e−q|z−z′|f(−q, z′ − zj)
= V0(q)H(q, |zi − zj |) (B16)
is the Coulomb potential between carriers in the layers i and
j and
H(q, L) =
∫
dz
∫
dz′e−q|z−z
′+L|f(q, z)f(−q, z′)(B17)
accounts for the localization.
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Appendix C: Involved energy and length scales
Dealing with excitonic properties requires the distinction
between an atomic and excitonic length scale, where the
excitonic length is assumed to be large compared to the
atomic length scale in order to describe collective proper-
ties within the continuum approximation. Lengths that enter
on the atomic scale are the effective thickness d of a sin-
gle graphene sheet, the carbon-carbon distance b and the in-
terlayer spacing L. As a practical definition for the effec-
tive sheet thickness, one can use the scaling length of the
atomic orbitals constituting the valence and conduction band:
φ(r) = d−3/2φ˜(r/d). Within a certain range, the interlayer
spacing L can be considered as independent from the sheet
thickness. However, in order for the layers to be electronically
coupled, the interlayer spacing has to be on the same order of
magnitude as the layer thickness. Both, the layer thickness and
interlayer spacing enter as intrinsic lengths into the Coulomb
interaction:
V ij(q) = V0(q)H(q, |zi − zj |) = V0(q)H˜(qd, |zi − zj |/d),
(C1)
where H˜(qd, |zi − zj |/d) depends on the scaled, dimension-
less quantities qd and L/d only. In the region qd ∼ qL  1,
H˜(qd, |zi− zj |/d) ≈ 1 independently of the scaled interlayer
distance L/d.
Using the full relativistic dispersion B5, the intrinsic length
for the kinetic energy is the de Broglie wavelength λc =
~/mvF , where the mass is related to the hopping parame-
ters γ0 and γ1 and the carbon-carbon distance b via ~2/2m =
9γ20b
2/4γ1. On a length scale larger than the de Broglie wave-
length, relativistic effects may be neglected and the dispersion
can be considered to be quadratic, while it becomes linear on
shorter length scales.
Collective excitonic properties emerge from the interplay
between the kinetic and Coulombic energies. Defining the
scaled quantities c˜s,x = cs,x/λ, ρ˜x = ρˆx/λ, V˜
ij
0,λ(x) =
λV ij0 (x/λ), one finds within the two-band continuum approx-
imation
Hλ =
~vF
λc
∑
s,x
s
√1 + (λc
λ
x
)2
− 1
 c˜†s,xc˜s,x
+ α
λc
λ
∑
x
∑
ij
V˜ ij0,λ(x)ρ˜
i
xρ˜
j
−x
 . (C2)
Choosing λ = λc/α = a0 = ~2b/me2, the scaled Hamilto-
nian becomes independent of λ if
V˜ ij0,a0(x) = a0V0(x/a0)H˜(xd/a0, |zi − zj |/d) ≡ V˜ ij0 (x)
(C3)
is independent of a0 within the relevant x-range. In the strict
2D limit, H˜(qd, L/d) ≡ 1 and the above condition is fulfilled
for the bare Coulomb potential V0(q) = 2pi/NAq. If the ex-
citon Bohr radius is large compared to the effective thickness,
i.e. if d/a0 = α(γ1/3γ0)(d/b) 1, finite size effects become
negligible and the system can be considered to be effectively
2D. Here, the ratio d/b is fixed by the carbonic wave function
making the σ-bonds and valence band respectively, γ1/γ0 is
fixed by the hopping parameters. Though the scaled Hamilto-
nian is independent of the scaling length, it still depends on
the effective fine-structure constant α = e2/B~vF that can
be varied within a certain range by changing the screening
properties of the dielectric environment. Since the Bohr radius
increases inversely with decreasing α, the 2D approximation
will be particularly good for small values of the effective cou-
pling.
In general, the fine-structure constant is a measure for the
importance of relativistic effects. In the nonrelativistic region
α < 1, the scaled single particle dispersion (
√
1 + α2x2 −
1) ≈ α2x2/2 is approximately quadratic, and the total Hamil-
tonian is proportional to α2. Hence, within the nonrelativis-
tic 2D limit, all lengths scale strictly with the exciton Bohr
radius and all energies with the exciton energy unit E0 =
me4/2B~2 = α2γ1/2, respectively. This property that should
be conserved within any additional level of approximation.
Particularly, in the nonrelativistic limit, Eq. C3 is not only
valid for the bare, but also for the screened Coulomb potential
and one obtains the scaled gap equations
Ω˜x =
∑
x′
V˜ (|x− x′|) Ω˜x′
Ek′
(C4)
Σ˜x = ˜x +
∑
x′
V˜ (|x− x′|)cos2(φx − φx′) Σ˜x
′
Ek′
(C5)
with Ωk = E0Ω˜a0k and Σk = E0Σ˜a0k. The scaled gap equa-
tions must be solved with the screened potential
V˜ (x) =
V˜0(x)
1− e2V˜0(x)Π˜2D(ω˜ = 0,x)
,
and Π˜2D(ω˜,x) = E0Π2D(ω/E0,x/a0) is the scaled polar-
ization function
Π˜(ω˜ = 0,x) = −
∑
ss′σσ′
∑
x′∈1B˜Z
W˜ss′(x
′,x)L˜(x′,x)−1ss′σσ′
〈[
c˜†x′−x,σ c˜x′,σ′ , ˆ˜ρ−x
]〉∣∣∣
Vext=0
. (C6)
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