the technique, the tool used here, will prove to be well-founded. The numbers may change with the data when we finish refining it, but the principles I don't think will. So I stake my reputation that this approach is worth looking at, even though the scientific paper to support it is not complete.
What I'm going to show you mostly are lots of very colorful pictures. So it's going to be a picture show, and in past people have liked it. But as Eugene Fama who just received a Nobel Prize is fond of pointing out, as did the late Paul Samuelson in a similar work, there's no free lunch; and there's no free lunch for you in this talk. So if you want to get to the pretty pictures you're going to have to pay a price (by going back to school). I've already said to you we're going to be looking at the connectedness of credit risk. If we're going to do that you've got to know about credit. So in the next 14 minutes, I'm going to make you credit risk experts. Those of you who want after the talk to be certified as level 1 credit risk experts, see me, and I'll sign your program. So are you ready to go back to school? We're going to learn first how to become credit experts, and then you'll get your reward.
Let's get started. Now, as I talk about lending, I'm going to invariably use United States (US) dollars which is provincial but you can make the translation. If I start to try doing it and multiplying by 45 which is current currency rate, I'll surely get it wrong. So, what I'm holding here in my hand is a mortgage on a house or residence, a corporate bond, a bank loan, not a 16 or 22 tranche structured product, a vanilla mortgage bank loan or corporate bond, in dollars. If I now staple to this, a full faith and credit guarantee of the payments on this, whatever it is, loan, mortgage, or so forth, from the US government, what is this combined instrument functionally? It's a risk-free asset in dollars. Why? Because if the issuer of this bond, mortgage, or loan doesn't pay, the US government will. By the way, this isn't hypothetical: the US government has for a long time and in recent times in great quantity issued quite a number of such guarantees so you should be familiar with it. Everybody, just move your head up and down, if you agree this is a risk-free asset. Now watch. I just ripped the guarantee off, we're back to where we started. So if the original was risk-free, what's this? Risk-free minus a guarantee, what I just ripped off, you see the logic of that. This is shown in Figure 1 : risky debt is risk-free debt minus the guarantee of debt. Now, the first lesson to draw from this is the following: every time we issue these kinds of loans, whatever they are, to whomever buys those loans or holds those loans, they will actually be engaging in two very different kinds of investing or risk-taking. They're lending money risk-free, which is very well defined. It's the time value of money-I give money now, and I get money with some interest, not much lately, for sure, we all understand risk-free lending. But they're also doing what else? They're writing a guarantee, that's what a minus guarantee means. It means instead of owning one, they're issuing one. And what is a guarantee? Functionally it's insurance. I guarantee the value, I guarantee an asset, or I guarantee something, that's insurance. So every time the investor pursues debt, he has two activities: risk-free Let's focus on the guarantee, and try to understand a little bit more about it. And so what I am going to propose for you is a very simple example. From Figure 1 , we have a corporation that has assets with value A, it has debt, and it has common stock with value E-the simplest case. Assume all the debt is the same, and let's make it zero-coupon, and what it basically says on the maturity day of the debt, the firm or the corporation promises to pay B dollars, say, or a billion dollars. It's very simple. If you don't want to use a corporation as an example, replace it in the box title with Household, on the left side instead of Operating Assets write House, on the right side instead of Debt write Mortgage and Equity for Common Stock. Now to figure out what the guarantee is, first we know always the left side and right side of the balance sheet are equal to each other as an identity, both in value and risk, and we can ask the question of what the guarantee is worth. I ask you the question: What happens on the day when the debt comes due? There are actually two possibilities: Possibility one is when you get there you bring your bond, and they pay you what they promised you, your billion dollars. You're happy and you go off, end of story. In that case if the corporation pays, what was the guarantee worth after the fact? Nothing, you didn't need it, so the value is zero. That's very common for insurance isn't it? This is typical to buy insurance and in fact, we even hope that it doesn't have value, because the thing we're insuring against we don't want to have happened. So, if we get paid it's worth zero. But what if we're not paid? What happens when we show up and the corporation says, sorry, we can't pay you? Well what happens next in the real world is a pretty complicated process called default, and bankruptcy, and trying to get the money back. I'm not going to take you through all of the nightmares of the legal system.
But one thing in common to all debt contracts no matter where they are issued or by whom, is the basic principle that, if the borrower does not pay back what was promised, then the lender gets to seize the assets of the borrower that are behind that. It may be hard to get them, it may be expensive to get them, but at the end of the day, that's what they get. So in the second case, what will the holder of the bond get? They'll get the value of the assets A. We know the assets aren't worth as much as a billion dollars because if they were, they've been better off just to pay us, by either selling the assets or raising new money to do it which they could. So we know A is less than a billion, and A is what we call recovery value. So if there's $700 million, even if we were promised a billion, we get the assets worth $700 million, so that our recovery value is only $700 million. That's basically the outcome.
So, therefore, what is the value of the guarantee as a function of the value of the assets of the borrower? It's equal to either zero or the amount that you would receive with the guarantee which is the $1 billion or B dollars minus what you would have gotten in the recovery which is A. So in the example, the guarantee would be worth a billion minus $700 million or, $300 million. So the simple mathematical statement of what that payoff is, the guarantee at the end is worth the maximum of zero or B the promised payment, minus A, the value of the assets of the borrower, or max(0,B-A) = max(0,1000-700 million).
Does anyone in the audience recognize that payoff? It looks like Figure 2 . Yes, it's a put option, that's exactly a structure of put option. You knew I'd bring options in somehow, those of you who know my background. Put option is insurance, it is value insurance, and the strike price of the put option is the promised payment on the debt, the expiration date of the option is the maturity of the debt, and the option is on the assets of the borrower, but it is an exact analogy with the same payoff. Why do I point that out to you other than curiosity? Because for more than 40 years, we have been trading, valuing, estimating, understanding the risk and valuation of options, particularly puts, and calls, so we have a lot of experience and have made many sophisticated models for valuing them.
So, for those of you who never knew anything about credit, but took at least some class sometime in finance, and know what an option is, you now are already well on your way to becoming an expert in credit risk, because everything you know about puts can be used to value the credit, and that's why I show you this. So, for example, you know that the value of put option or call option goes up, when the volatility of the asset increases even if the value doesn't change. The same thing here, if the volatility of the borrower's assets increases, nothing else changes-the asset value doesn't, then the guarantee goes up which means that that value of debt goes down. So you see once you understand put options you have all that knowledge, you can instantly bring all of that empirical and theoretical knowledge to bear in understanding credit. The bottom line is, a bond is nothing more or less than riskfree lending, minus a put option on the borrower's assets, and you're writing a put option, so you're writing value insurance. Now with your newfound knowledge, let's look at what we can use this to figure out about what happens to debt as conditions change. You understand that risky debt is risk-free minus the put option or minus the guarantee, and the topmost chart in Figure 3 gives a representation of that. The horizontal axis shows the assets of the borrower and the vertical axis the value of the loan, the mortgage, or whatever and it is, this value curve is concave. This is no one's particular theory, this concave value curve holds in general. All the action in the debt valuation comes from the put option component. We all know what a risk-free bond is, so let's focus on the guarantee, shown in the lower left chart in Figure 3 . The guarantee is a put, and a put option will in general have a shape like this one. So you all see that's generic not model specific and what it says is, at a given point in time the higher the assets, the lower the value of the guarantee. If you're insuring and there are a lot of assets there, such that if value of the assets goes down, the value of the insurance goes up.
Let's now look at this work in the context of banks because we want to talk about the banking system and institutions. Banks issue loans, therefore with bank loans, the banks are writing put options on their customers' assets. Let's look at the bank's liability for the guarantee. If you start in A C , at the time you make the loan and the guarantee is written, there's some value in the guarantee which is G C . What happens if the assets fall to A C ? Then, if they did it within a short span of time so you don't have to shift curves, you see the guarantee goes up to G C . So what's the next observation? If the assets fall, the debt has to fall in value, even though the borrower has not defaulted on any payment; it just becomes less valuable. And in most real-world cases, bank loans are not marked this way. They only get marked down when some event occurs, but economics says it has to fall. By how much? That's an issue of empirics and analytics, but we know it has to fall.
What would that mean for a bank? Well, if the bank had these loans, if the assets of the borrowers fell, and nothing else changed, bank assets go down. What happens to their capital? It has to go down. What does that mean about risk? Well, the bank is more leveraged now if it changes nothing and so the risk goes up. Most people understand that, if bank capital goes down, then risk goes up, but the part of risk change that's insidious about credit risk, and I think quite a propos for understanding at least a portion of what happened in the crisis, is you can see from this fact that these curves in the bottom charts in Figure 3 happen to be convex. What I mean is it holds water, using an analogy from high school math class, versus spills it when it is concave. But look here, when you did the original loan and if you use risk analysis, ask the following question: As a result of doing this loan, and as a result of writing this guarantee, how exposed are we to risk of the assets that support it? And for small movements in the asset price, it moves up a dollar, or down a dollar, what is that risk? It's roughly the slope of the curve in the left, bottom chart in Figure 3 , or the tangent to point (A c ,G c ).
So let's say that the tangent is -0.10, it's minus because the slope is downward sloping. What that means is, for a small movement in asset value when you first did the loan the risk exposure to the bank through the guarantee written, is that for each dollar declines in borrower's assets, the loan would lose, for example, ten cents. So it's pretty easy to quantify how much risk, which in our example, is about $0.10 on this loan for a dollar of asset value movement. Moving to A c , we already have an increase in the bank's leverage because of the capital reduction, but what else do you see now? What if I ask the same question for the second round now after value of the asset moves?
The slope is steeper at point (A c , G c ) i.e., it is bigger in absolute value. Instead of being -0.10, the slope is now -0.15, and you see it's getting steeper just by the convexity nature of the curve; this is no specialized theory, it is inherent to the structure. What does that mean? It means for the same loan, nothing has changed except for another decline of the same magnitude that just occurred before. When it occurs a second time, the impact is larger, in this example 50% larger, so instead of losing a dime on every dollar, you lose $0.15. Do you see that if you had a third move down, it gets steeper and steeper? So one of the insidious things about credit (which at some level looks simple but isn't), is that as the asset value moves, the risk of the particular loan changes, and its risk is not linearly changing. So what does that mean? It means when you have this decline, the bank becomes much riskier than simply the decline in bank capital, that's just one part of the increase. Because its asset value went down. You have a second impact that each loan itself is now riskier. Thus, even if the bank replaced its lost capital to keep the same leverage, it is still riskier than before and therefore a second shock will have a bigger effect than simply a reduction in capital ratio would predict. If you haven't seen this before, that's what you want to embed it in your head to remember, because that's the real secret to understanding how risk evolves and how bad things can happen in credit if you don't recognize its convexity. Now we're going to use that to examine the crisis. This is not to say this is the complete explanation. So you can see for example if you go back when banks were losing billions every quarter back in 2008, 2009, into 2010 , what did you hear? Banks lost $5 billion, they've announced they're going to do no more new loans, they're not going to increase their portfolio, they're not going to do anything, and next quarter, similar declines happen, and they lose more than $5 billion. How can they lose more if they have the same assets? The answer you can see is, although it's the same asset by name, that asset is more risky. There are alternative possible explanations for increased losses for the same loan base. They could have cooked the books or whatever. However, what you see here is structural, and thus applies always as at least a part of the driver of credit risk change. This is no one's particular theory, and if borrower asset declines happen several times, this is how you can get what looks like ever larger losses even though the positions haven't increased. They also give you a hint of how you can get what are called "ten sigma" events. You know these sensational stories we all heard where a journalist would call up someone in Goldman Sachs or Deutsche Bank, and say, "What's the likelihood that a 10-sigma event will occur in a normal distribution," and of course the answer is like once every billion years. "Well, we have seen three of them in the last week." There are other possible explanations for that, no one doubts there can be fat tails in the distributions of events but you can see that it can come from another structural source. Suppose that most of your experience with bank loans in recent times had been when the assets were large, out in the right-most portion of borrower assets in the Banking System Liability chart in Figure 3 , then you see the measured sensitivity of the guarantee to asset values, the slope, is very flat. So historical experience when you fit the data of how sensitive bank loans are to the assets, are all measured in a period where it's pretty flat, that is, insensitive. So you fit the data, whether it's a regression, or something more fancy, that guarantee sensitivity is low in what you get for the numbers. If you assume that the elasticity of response is the same going forward, when the value of the assets fall and you move toward the left side portion of the Banking System Liability chart, which of course you can see is an incorrect assumption, then you say, well if the slope is only this, and if the loan value changed by a large amount, that looks like a 10-sigma event for the underlying assets and for loan value change. Actually the slope is now five times larger and what actually happened was a 2-sigma event in the underlying asset, not a 10-sigma one.
So, two sigmas with a five times larger slope looks like 10-sigma with a constant slope. That's the concept. So from all your hard work of learning to be credit experts, you can explain phenomenon about the crisis that many people asserted were "outside the box" of past experience did not fit the models or the principles of economics and finance being used, and thus calling for the creation of a new paradigm. With your acquired understanding of the credit risk structure, you can see that there is no need to scrap the current principles to understand the phenomenon. This offers a mainstream explanation.
You've been so good let me offer you an extra learning dividend. You now understand what the banks' or other lenders' risk is. But what do we know about sovereigns' role in the risk propagation process? Among many things, they have a habit: namely they almost always guarantee their banks, either explicitly or implicitly. So, what do the sovereigns do, what is their liability? It's a put option again they are providing. Right? That's what we saw was the structure of a guarantee. So when the US government writes that guarantee, they're writing a put option. On what? On the bank assets. What are the bank assets? Bank loans. What are bank loans when you pierce through them? Risk-free lending, and having sold an insurance contract or a put option on the assets of the borrower. So what is that government guarantee? It's a put option on a put option. In other words, if you break through and look at the actual assets that are affecting things, whether it is real estate, or stocks, or corporate assets, or whatever, the government then issues a put option on a put option. That's a convexity on convexity, making government guarantees doubly convex. What does that mean?
If we were to plot the government's guarantee value not against bank assets but against the real economic assets that are behind it, we will see that while it has the same shape, it is much flatter and rises much quicker because it's convex on convex, it's like double speed of change. Why is that interesting, just from a qualitative point of view? It shows you, right from the core theory how it's possible for a country, or government, to be in relatively stable environment and guaranteeing loans and other things without a problem, and then seemingly get into a lot of trouble rather quickly when borrower assets decline. And what I'm saying is because of the high convexity or the high rate of change of the risk, that's possible to happen from nothing more than the structure, and as you would predict it happening. Now, I wasn't here in Asia in 1997, but if you look at some of the cases, you know there were countries that had real estate sector problems, and all of a sudden the banks also had problems, and not too long after that, the whole country was finding itself with enormous liabilities from the guarantees by government. Some estimate guarantee liability of as much as 70% of gross domestic product, clearly untenable to deal with, and the currency decline took care of the rest. How could that happen? It is predictable as a structure-not that I could've predicted the crisis itself-I'm saying given the assets fell, say real estate falls, this is how you can get this propagation. You also see that depending on what sector it happens in, this is how you start getting propagations from the real sector, to the financial sector, to the government sector, and so forth. And there are many of these you can map. So this is the lesson we're going to use, and now I think I'm prepared to qualify those who want it, as credit risk experts level 1.
Consider guarantors writing guarantees of their own guarantors. What does this mean? Well I've got some examples here. Let's say I am a bank, and the lady seated in front of me represents my sovereign. We know that as sovereign, she's guaranteeing me, but suppose at the moment she's having a little trouble funding herself. So she comes to me and says, "Bank, I think it will be great if you bought some of your own country's bonds," and that seems reasonable. I say fine. Now what? Will she guarantee me? What do we know from our credit-learning work? I've written a guarantee on the sovereign, because I'm holding the sovereign's debt. Now let's talk our way through as what happens next if there is a shock. It's never the fault of the sovereign; I'm a bank, so I made a mistake, I bet too much or just bad luck. My assets, or my borrowers' fall, and I become a worst credit. She's my guarantor, so because I'm a worst credit her guarantee liabilities go up which makes her weaker, but since I've guaranteed her as well and she's become weaker, what does that mean about my guarantees that I've written on my liabilities? They go up again which makes me weaker. Do you see feedback?
Well, this is a simplified version. You are likely aware of this in what you've seen in Europe and Figure 4 shows a more colorful and complex version of this feedback. In Europe for example, what was the circumstance? Banks did not only own their own sovereign's debt, but also other sovereign debt, and vice versa. So you now have this feedback between the bank and sovereigns, and since the banks deal with each other, the dynamics of asset values, risk, and cost of guarantees become a lot more complicated because these feedbacks go across geopolitical borders, and one sovereign can affect other sovereigns through this mechanism. So destructive feedback moves are something that are inherently in there, and Figure 4 shows the various channels.
So let me describe what we did with credit risk structure on connectedness. We estimated the cost of the credit guarantee-the put option-for banks, insurance companies, and sovereigns. The higher the premium for the insurance, for every dollar of loan insured, the more risky the credit for the same maturities. If you pay a larger amount for the insurance policies, the higher the premium paid, the higher the put option value, and the less worthy your credit is, just by definition.
So you know how we measure creditworthiness. Next I describe a little more detail within the data. We divide the value of the guarantee by the risk-free value of the bond that would be the value of the instrument or the loan or whatever, if it were fully guaranteed by a credible guarantor. This calculation is shown in the first equation in Figure 5 .
The resulting number is a percentage, say 6% or 7%. One never pays more than 100% for the guarantee because that's just the whole thing if you do. So it's a number like 6%, or 7%, or 12%, or 4%, or 2%. It has an inaccurate name: expected loss rate (ELR). This ratio has nothing to do with expected values in the usual sense, but that's the terminology convention. We then compute that measure of the cost of the creditworthiness such that the higher that number, the less credit worthy to analyze connectedness in credit among institutions and sovereigns.
This approach to the credit guarantee valuation for sovereigns is different than for banks and insurance companies, so let me explain why. We measure the credit risk estimate for the sovereigns using the credit default swap (CDS) market. So these are market prices, and not ratings based. These are market prices for what it would cost to guarantee that sovereign's debt. Why did we not use CDS for banks and insurance coverage, even though they were available? The answer is we want the total credit risk of the entity, not just that part of the credit risk being borne by the private sector. CDS prices reflect only the latter. So for example, when Ireland guaranteed all the Irish banks, the CDS of the Irish banks fell dramatically. But did these Irish banks have better coverage ratios, better assets, or better loans? No, they're exactly the same banks they were before that announcement. Why CDS for them fell is essentially the government took on some of the credit risk (or more of the credit risk than the market had thought it was taking on), by making that statement and taking that action.
As an extreme case, imagine you have a terrible bank in terms of its financials, and the US government guaranteed 100% of the bank. Its CDS rate would be very close to US Treasury CDS not because there was no credit risk in the sense that the bank was sound, but simply because the credit risk had been transferred out of the private market and this is all that CDS measures. Since we want to understand the connection of actual institutions' real credit exposures, we don't want to use just the private sector's risk, and that's why we use an alternative. What we use is a family of models, connected in some way or another to my name. The Merton (1974) model for pricing corporated debt, published 39 years ago, was derived with the same perspective on credit that I give here and a refined version is used here to estimate the Expected Loss Ratio for institutions. This is a well-known credit model, although a much more sophisticated version than is in my paper, and has been widely used in practice for at least 20 years. It took 25 years for the innovation to be widely adapted-sometimes you have to wait a while for adoption, but it is widely used, and for purposes of measuring credit (we're not trading on it), it's going to be more than accurate enough for estimation of market value for total credit risk. Understand that we're not trading these things; we do not have to get it precisely. We just want a good credit cost indicator. The advantage of that, this allows us to get a valuation of all the credit risk that you can't get with the CDS, the reason for which I explained earlier.
Now what do we do with these data? As can be seen in Figure 6 , we compute credit cost, for every institution, at each point in time, and for every sovereign, and then for each month, we ran a regression of the following: we look at the credit cost of institution J, or sovereign J last month, and apply a simple regression of that on the credit cost of institution K this month, so a simple one period lag-you'll recognize this looks like a Granger Causality test specific with a simple regression.
So you could interpret the relation as causal, but shouldn't because this is a reduced form. You could say that if the regression coefficient is positive and significant, then the credit of institution sovereign J last month, has an effect on the credit of institution of sovereign K next month. Its effect, however, is only in a narrow sense of timing order and is not necessarily causal in the economics sense because this model is a reduced form. We ran that regression for every institution and sovereign each month and we took all the significant coefficients in a given month and we say, in that case J's credit causes K's. We could run the reverse direction, and regress institution K's credit last month, against institution J this month, and run the opposite way regression and if that also is significant we would say it's causal this way, if it is significant both ways, we say there is feedback; the effect runs both ways. Figure 6 simply shows the specification if you want to use a more complicated version with multiple distributed lags, the principle is the same. We did the simple univariate one to begin with. I want to make it clear that the presentation of the data is mostly to illuminate methodology and hope to tease you into wanting to explore this approach more. You can use the same concept expanded to its own credit, and longer lags in the past, and you can do exactly the same thing we have done here. The sample we used was monthly credit data from January So much of what I will show you, is how to compactly convey all the statistics in a fashion that is useful. The idea is take this vast array of numbers, and find ways of presenting them so our minds can see patterns or changes in patterns that are interesting to make these useful, and to do that we draw on work from network theory and things like centrality.
The idea is, how can we show a lot of information that can then be processed, by making this interesting information to look at. The first picture is shown in If you could magnify each of those lines, each has at the end of it an arrow, which means that the coefficients causing significant effect are in the direction of the arrow. If there are arrowheads at both ends, it means significance in both directions. So we put them all there and we do something further. We look at all these vast numbers and their statistical significance, and calculate their centrality, their eigenfunction or principal components, and then physically locate the most important ones, only measured in terms of their centrality, closer to each other so you can see clusters. When you see a bunch of entities piled around each other, you know there is something that has a lot of influence in that period, and there are a lot of influences measured by the regression coefficients. Figure 8 shows a similar picture from a time lapse camera from 2009 to 2012. So now we have a picture during the crisis, and one that is pre-crisis. Before you do anything-notice that Figure 8 is much richer. The color is deeper, there are obviously many more lines, and many things bunched closer together than they were before.
These lines and how they are located tell you that there are many stronger connections and bigger connections with greater centrality. And then how those are apportioned among the two institutional classes and the sovereigns, you can gauge from the color. Now I like to say this, although this is a little overstretched-do you ever go to the museum to look at a painting you like, and you find a bench, and you sit down for the afternoon and look at the painting? What do you discover if you like the painting to begin with? The more you look at it, you see more and more nuances, that's why you do it. If you look at Figures 7 and 8 , you'll see more and more nuances in the same way.
So the first thing you see, no matter what else, is the degree of connectedness changes materially, where you understand what I mean by connectedness between the two entities, and I remind you this connectedness only applies to credit, not other degrees of connectedness. You'll see that's important. So, now we zoom down, I'm just going to show you pictures of some periods to see how you could use this. Figure 9 shows a zoomed-in picture showing Lehman and Greece in 2008. Figure 10 shows December 2011 before Spain really got into the front pages. We were worried about Spain, but then here's Spain in that mess where you see the circle that's Italy, they're different. Now jump ahead to March 2012 as shown in Figure 11 . Note the position of the US, what do you see? It is practically unconnected. This scenario by itself, how could the largest economy, with the most important central bank, not be highly connected with all of the other sovereigns and institutions? Now I'm not telling you this is the only interpretation possible for the data. I'm trying to help you see how to read the figure. Note that these interpretations are simply hypotheses-questions-not statements or judgments or answers. One hypothesis could be that 2012 was an election year for president. What are the odds in your mind that the United States was going to step up and do some big credit action like say, write another $500 billion euro swap facility, or something else, to impact credit for others in the election year? I would think very unlikely. It just was not going to happen politically. At that time, the US was the strongest credit in the world, and so its credit would not be impacted by other sovereigns or institutions.
So you have a situation where it could be the case that the US had very little importance of connectedness in terms of impact on credit in either direction. It doesn't mean there are no other kinds of connections like other flows. We're not looking at those connections. Connection doesn't mean amount of business, say measured by number of phone calls between them. In our example, it is precisely and only the relationship between their credit levels. So we are filtering out, in that sense, all other dimensions and focusing on one important dimension with this analysis. Figure 12 shows another close-up of the connectedness of sovereigns and institutions. Italy is right in the middle of things, as usual. Note also that sovereign Spain, the black one node at the bottom, is practically married to that red bank. That bank is a US bank; it is Goldman Sachs. You'll also see that there are quite a few blue lines, those are insurance companies. Italy and other sovereigns, and red lines are also connected to the two. do you decide what stress test to run? You ruminate. If you do a hundred stress tests, how many tests didn't you do? The answer is an uncountable number. I believe this connectedness analysis is a procedure for systematically suggesting what stress tests are to be undertaken by asking interesting questions and therefore try to find the answers. If I see that "marriage" between Spain and Goldman Sachs in Figure 12 at that time, at the very least if I were responsible for financial stability I think I would call Goldman Sachs, and say, "Does this make sense to you, is there something here?" If they don't know, they would probably be happy you called because they do care about such things too. If they do know, you resolved it, or conclude, "I'm fine." If you don't, maybe that becomes a recommended stress test: Why is this the credit relationship between the institution and the sovereign? What does it mean? I think this can be a very useful tool because it's dynamic. We can run this every day. Being driven by market data as inputs, we can do this analysis every single day, and as I'll show you in the last few minutes, the dynamics of those connections can change dramatically. So the runs and resulting stress tests you run today, a month from now, or two months, or three months from now, will likely be very different. So this method is both dynamic and it picks up from the system what kinds of connectedness are going on. There's nothing inherently wrong with the degree of connectedness shown in the figures, it just indicates it's an interesting question to understand why it has this degree of connectedness, and that's what it is about here. Figure 13 shows the dynamics of how these things change. What we plotted here is estimated coefficients from sovereigns.
The arrow coming from the sovereign means that the credit impact is coming from sovereigns, and the other denotes that the credit impact is coming from the bank or the insurance company to the sovereign. Figure 13 plots the percentage of the significant regression parameters of all the connections from 2003 to 2012, such that it includes both pre-crisis and post-crisis periods. I'm not going to go through each of these; the blue line is the percentage of credit flows from sovereigns, that is, sovereigns credit causing effects on credit of others. You'll see a very small percentage was from sovereigns in the pre-crisis period, and then it went up to almost double that, and down again and subsequently went back up. So all I want you to see is you're just measuring how many times that apex coming from sovereigns changes quite a bit depending on the period. The same thing for credit risk going to, impacting sovereigns, which starts the time period much higher, then when banks get in trouble, they have an effect on the sovereigns, and so the red line moves down and then up and so forth. The main reason for this chart is to show you the degree of direction of connectedness changes a lot through time. Figure 14 shows how sovereigns affect other sovereigns as represented by the dotted line. So all I want you to take away is that a lot is changing as you go through the pre-and post-crisis periods, and this analysis seems to be capturing that. With this kind of dynamic change, this analysis is not something you do once but it's something you want to do often. Figure 15 shows a similar chart for a group of European countries. I'm sure you're all aware of the somewhat disparaging acronym that has been applied to these five countries starting with Portugal. My colleagues and I tried to find some other acronym-the best we could come up with is G-I-I-P-S, for Greece, Ireland, Italy, Portugal, and Spain. These countries were very much involved in Europe and the European crisis, and what we ask here is what patterns emerge between those five sovereigns impacting other sovereigns and institutions versus those five being impacted by them. Figure 15 plots "from GIIPS" that's when these five sovereigns are impacting other sovereigns or institutions and minus "to GIIPS" when they're being impacted by others. Notice prior to the crisis the net is largely quite negative which means that the effect on the GIIPS was much larger than the effect from them. I think that makes intuitive sense, for the most normal conditions, certainly Greece and Portugal are very small economies. So if you had to guess, you would normally think smaller entities would be pushed around more by the other entities rather than the former doing the pushing. So that's normal, but look at what happens in the crisis period. It changes to a large net positive for "from GIIPS." The curve goes up, then comes back down, and then goes back up again. So, if you now map the time series what you see is how differently the impacts, one way or the other, change during the time series pre-and post-crisis periods.
In my last formal remarks, I make a plea and present an opportunity that I hope you will consider. The general plea is-normally, in the official sector, we have three major activities that we talk about: financial stability, monetary policy, and fiscal or debt policy. While there are some discussions among those making policy decisions on each of the three, I do not believe, (and you can correct me if I am wrong), that there's a coordinated process by which these three policy and decision makers talk to one another. I'll give you an example from the US as to what I mean by that. As you are well aware, with quantitative easing, the Fed made a decision to bring long-term rates in the US way down, and the rationale was to try to stimulate investments and consumption. However, by driving long-term rates down, what was a major unintended impact of that?
The pension system in the United States got absolutely crushed because the value of pension liabilities, which are a promised fixed set of payments like a longterm bond, exploded. This large increase came from change in value of existing payment liabilities, and not from additional promised payments being added to them. When rates come down in the long end, it really impacts the value of existing liabilities. You need a lot more money to fund the same level of payments. Seven years ago a bank deposit of a million dollars could earn $40,000 or $50,000 a year. Last year you'd be lucky if it earned $1,500. The same million, in one case earning $40,000 or $50,000, and in the other $1,500. You see that you need a lot more money to generate income when rates are low, so the pension liabilities exploded upward and in fact, a fair estimate of impact on the public pension system of state and local governments in the US is somewhere around $3.5 trillion underwater. I don't mean that's the liability, I mean that's the delta, the amount of underfunding. Although there are many other reasons, including not enough contribution, that chronically contribute to the underfunding problem, the important portion of the increase in shortfall was the fall in interest rates. Does this mean lower interest rate policy is not a wise thing? No. What it simply says is-it would be wise to consider as a part of the policy that you're looking at, is that trying to lower rates to stimulate the economy can have a large unintended impact in other areas-in financial stability for example, and on insurance companies liability that would be suffering from the same thing. So if you're worried about insurance companies who make long dated guarantee liabilities, they face the same problem, and whether or not you mark-tomarket the liabilities, it doesn't change the economics. I still get $1,500 a year on my million versus $40,000-$50,000, and I can't live on that. So the economics, no matter how you treat it, whether you realize it in accounting or not, doesn't change, so that's the suggestion. The other suggestion is, if you look at these macro models, the ones my understanding are used, like in the New York Fed and so forth, those models are structurally certainty models and don't have uncertainty in them. So you say, "Wait a minute. They have their error terms and they do Monte Carlo simulations on them. In fact we generate whole distributions."
So what do I mean? I mean, they don't have some of the risk components of Figure 16 that relate the Financial Sector to Monetary Policy and Fiscal Balances. What do we see here? When you build a finance model with the actual uncertainty taken explicitly into account, there's real uncertainty in the structure, then guarantees and other insurance have value. If you build a certainty model, insurance has no value and thus disappears completely from the model structure because you know what the future is.
So that's what I mean by "structural." If you have options, if you have these uncertainties and the insurance, you have taken account of uncertainty explicitly in the structure. If you have a certainty model, your options show up as being zero value and zero risk, they are useless and you have no role for insurance. Now what does that mean? We know in this model we already saw it. Changes in volatility will impact the system even if there's no change in asset value and even if there are no defaults. You know that this curve will shift. So if you don't have that it in there, your model will never pick that up. Figure 16 has models with the feature that if assets drop in the model, even if there are no defaults, the risk for the next play in the simulation has gone up, if you don't have that in your model you're not capturing it. So what I suggest to think about is a potentially very big addition so these models explicitly built in the structure, and it can be done. If instead you simply apply Monte Carlos where you just add on error term to the certainty model, the math does what you tell it. Even though you get another distribution, for any path the model "thinks" the rest of the future path is certain, because the model is the only thing that comes after that.
And if you put square terms and non-linearities in some general regression, that in itself is not likely to get it. So part of the lesson here given the audience that I'm talking to is to say-I think there's a very big growth area for introducing explicitly the uncertainty structure and understanding in the modeling. Now maybe that's already going on. Dale Gray, IMF, has been a long and tireless proponent. I've been a co-author with Dale Gray; I don't know if he's been here to ADB. He's been about everywhere else in the world and has been on a quest for 10 years building these models for whole countries. So there has been some work but I would say it's not the mainstream of macro and I think it's a great new area for applied research and academic research as well, where you're trying to capture the impacts going through on risk propagation. If you can have these uncertainty models as part of the structure, you will improve on the richness of it.
For reference and comparison, Figure 17 shows the traditional approach, with all structural uncertainty eliminated.
It shows the set of connections as they exist now with certainty models where you set the standard deviation of every variable to zero in this structure. Note that there are some things missing compared to Figure 16 . That's what I wanted you to see. So as a last sort of little plea, I thought you might find this as something that might convince some of you to do a little more investigation, or at least be aware it's out there. This is all doable since these models have been used for 40 years. They are very highly refined. Institutions like Goldman Sachs and Deutsche Bank probably have better models than the academics because of the resources they have to build them, and the data, and partly because they use them in a much higher degree of precision than most of the time in academia. For what I'm using them for today, you don't need that precision, but you do know since you understand the structure, any option model, any credit model, that you put in there can be plugged in this system. So if you use a simple Black-Scholes model, or if you use a complex Goldman Sachs version, the principal structure of the interpretation is the same, it's just a better model.
Thank you very much for your long attention. I'll take any questions.
