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ABSTRACT 
Several applications of earlier results by the authors concerning various notions of 
stability of invariant lagrangian subspaces are studied. The applications include 
stability of symmetric minimal factorizations of real symmetric rational matrix func- 
tions, stability of factorizations of certain classes of symmetric matrix polynomials, and 
stably well-posed matricial boundary value problems with symmetries. An interpreta- 
tion of many stability results in terms of equilibria of Lie group actions on subspaces 
is given as well. 
1. INTRODUCTION AND PRELIMINARIES 
1.1. Introduction 
In this paper we present some applications of the results obtained in the 
papers [21, 221. The applications concern several topics. The first topic is 
LINEAR ALGEBRA AND ITS APPLICATlONS 137/138:575-620 (1990) 
0 Elsevier Science Publishing Co., Inc., 1990 
575 
6.55 Avenue of the Americas, New York, NY 10010 0024-3795/QO/$3.50 
576 ANDRE C. M. RAN AND LEIBA RODMAN 
symmetric factorizations of real symmetric rational matrix functions (Section 
2). For example, let W(A) b e an IZ X rr real rational matrix function such that 
W(A)=[W(-A)]T20 (1.1.1) 
for all pure imaginary A that are not poles of W(A) (here and everywhere in 
the paper we use X > 0 to denote positive semidefinite Hermitian matrices 
X, and the superscript T stands for the transpose). Such functions play a 
significant role in the theory of linear control systems with symmetries and 
circuit theory; see, e.g., [6, 7, 30, 1, 31. We consider then minimal factoriza- 
tions of W(A) of the form 
W(A) = L( - A)%( A) (1.1.2) 
(the definition of minimal factorizations is given in Section 2) and character- 
ize those factorizations (1.1.2) which are stable in a certain sense. By stability 
we mean that any rational real matrix function @(A) with the property 
analogous in (1.1.1) and which is sufficiently close to W(A) will have a 
minimal factorization 
ti( A) = L( - A)rt( A) (1.1.3) 
with the factor L(A) as close as we wish to L(A). For the precise definitions 
of various notions of stability we refer the reader again to Section 2. We 
consider other symmetries as well, and also the special case of real symmet- 
ric matrix polynomials. The analysis of stability of symmetric factorizations of 
real rational matrix functions W(A) with the property that W(A) > 0 for all 
real A that are not poles of W was done in [23]. 
Our second topic concerns certain matricial boundary value problems 
with symmetries (Section 3): 
Tdv+) 
-=-A@(t), 
dt 
W,(O) = cp; (cl( t) is bounded on [0, m) . (1.1.4) 
Here T and A are real matrices with T symmetric and invertible, P is a 
projection, and cp E Im P is a given vector. Also, an inverse symmetry is 
assumed, i.e., there is a real matrix J such that J2 = I, JT = - TIT, JA = ATJT. 
The original motivation to study such boundary value problems comes from 
transport theory (see [31, 15, 191; also [25] for a finite dimensional setup). We 
describe the stably well-posed problems of type (1.1.4), i.e., those that are 
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themselves well posed [by this we mean that for every cp E Im P there is 
unique solution $(t)] and are such that every analogous problem with 
coefficients close to T, A, and P respectively is also well posed. 
Finally, in Section 4 we offer an’interpretation of many stability results in 
terms of equilibria of Lie group actions on subspaces. 
The main technical tools of this paper as well as of [21-231 are canonical 
forms of pairs of real symmetric or skew-symmetric matrices. For the reader’s 
convenience, we write down these canonical forms in the next subsection. 
We conclude the introduction with some notation and conventions used 
throughout the paper. For a complex n X n matrix X the partid multiplici- 
ties of X corresponding to its eigenvalue A, are, by definition, the sizes of 
Jordan blocks with eigenvalue A, that appear in the Jordan normal form of 
X. This definition applies in particular to real n X n matrices. Thus, for 
example, the matrix 
[ -10 01 0 0 -1 00 1 0 1 
has two eigenvalues i and - i with partial multiplicities 1, 1 for each. The 
set of all eigenvalues of A is called the spectrum of A and will be denoted 
u(A). 
Given a real n X n matrix A and its real eigenvalue A,, we call 
Ker(A - Aal)” the root subspace of A corresponding to A,. We shall often 
denote it by R(A,A,). For a pair of complex conjugate nonreal eigenvalues 
A, = Z_L + iv and h, = Z_L - iv of A, the root subspace of A corresponding to 
the pair (A,, A,} is, by definition, Ker(A - haI)” i Ker(A - A,Z)” consid- 
ered as a subspace in R”. We shall often denote it by RCA, Z.L f iv). (Here 
and elsewhere R” is the n-dimensional real vector space of column vectors.) 
Given a symmetric part aa of a(A) (i.e., A,, E a, implies ha E a,), the 
sum of the root subspaces of A corresponding to real eigenvalues or pairs of 
nonreal complex conjugate eigenvalues in a, is called the spectral subspuce 
of A corresponding to a,; it is a subspace in R”. The zero subspace is 
designated (0). W e use the notation ek for the vector all whose coordinates 
(except for the k th) are zeros and whose k th coordinate is 1 (the dimension 
of ek will be clear from the context). We use I, (or Z) to denote the m x m 
identity matrix. 
1.2. Canonical Forms 
We describe here the canonical forms of certain pairs of matrices. First, 
we introduce some notation. For given 5 = f 1, 77 = f 1 let L,(t, 17) be the 
use Jk(h) to designate the lower 
value A: 
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class of all pairs (A, H) of rz X tr real matrices such that H is invertible, 
HT = tH, HA = qATH. To avoid the trivial cases when L,(t, 7) is empty it 
will be assumed that n is even whenever 5 = - 1. Throughout the paper we 
triangular k X k Jordan block with eigen- 
0 
A 
1 . 1 
A 
1 A J 
For real numbers a, b, c, d also denote 
c a b 0 0 c d 0 0 
1 o a b 
o 1 c d 
L 0 0 0 0 
. . . 0 0 0 0 
. . . 0 0 0 0 
. . . 0 0 0 0 
. . . 0 0 0 0 
. . . 
. . * . . . . . 
. . . 1 0 a b 
. . . 0 1 c d 
the size of Jk E 
b 
[ 1 d is 2 k x 2 k. The block diagonal matrix z, 0 *** 0 0 z, *a* 0 
will be denoted Z,@ * * * @Z,= d3t?z, Zi or diag[Z,,...,Z,]. The block 
antidiagonal matrix 0 0 *** 0 z, 0 0 *** z, 0
I 1 . . . . i, (j .. (j 0 
will be denoted antidiag[ Z,, . . . , ZJ. 
STABLE INVARIANT LAGRANGIAN SUBSPACES 579 
All the following results on canonical forms can be found, e.g., in 
[5, 28, 291. 
THEOREM 1.2.1. Let (A, H) E L,(l, 1). Then there exists a real invertible 
matrix S such that the matrices A, = S-‘AS, H, = S*HS have the following 
structure: 
A,= 6 Jk(Aj)@ 6 Jk 
j-1 ’ j=l 
where A 1, . . . , A, are real numbers and pP + , , . . . , pq are positive numbers; 
where E, = antidiag[l, 1,. . . , l] is a k x k matrix, and ej= fl <for j = 
1 , . . . , p). Moreover, the pairs of blocks ( Jk,(hj), ej Ek,> fm j = 1,. . , p and 
forj=p+l,..., p + q are uniquely (up to permutations) determined by the 
pair (A, H). 
To describe the canonical pairs for L,(- 1, - 1) and L,(l, - 11, it is 
convenient to introduce the matrices Fj = antidiag[l, - 1,. . . , ( - l)j- ‘1 ofD 
size j X j and Gj = antidiag[ Fzj-‘, - Fi-‘, . . . , (-l)j-‘F$-‘lofsize2jX2j. 
So Fj is symmetric for j odd and antisymmetric for even j, while Gj is 
symmetric for all j. 
THEOREM 1.2.2. Let (A, H) E L,(- 1, - 1). Then there is a real invert- 
ible S such that S-‘AS and STHS are block diagonal matrices 
S-‘AS= & Aj, STHS= 6 Hj (1.2.1) 
j=l j=l 
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with the diagonal blocks ( Ai, Hi) of one of the following fmr types: 
Type 1. 
Hi = 6 ~~~~~~~ 
I 2n p+j+l 
j=l 1 0 ’ 
where K~ is 1 or -1 (forj = l,...,p). 
Type 2. 
Ai = ((J,(a))@ [ -Jn,(a)]T]> 
j=l 
where a > 0. 
Type 3. 
Aj= 6 I,,[ :b ;] (b>o)’ 
j=l 
Hi= 6 Kjantidiag[Z”~,-Z”~,...,(-l)“J-lZ”j], 
j=l 
where 
and Kj is +l or -1. 
Type 4. 
Ai= 6 (I”,[ _@b i]@ 
j=l 
(-I.,[ :b ;I)‘} (a’b>O)’ 
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The pairs of blocks (A,, H,), . . . , (Aq, Hs) in (1.2.1) are uniquely determined 
by (A, H) up to a permutation. 
THEOREM 1.2.3. Given (A, H) E L,(l, - l), there is an invertible real 
matrix S such that 
S-‘AS=A,@ --- @A 9’ STHS = H,@ * . . @H,, (1.2.2) 
where the pairs of matrices (Ai, Hi) are one of the following four types: 
Type 1. 
Ai = 6 Jzn,+l(O) @ 6 [ Jn,,+J(o) @ - k,>+$O)‘] * 
j=l j=l 
Hi = & KjFznj+l@ & O In,,+, 
j=l [ 1 j = 1 In,,+, 0 ’ 
where nP+l,...,nP+y are even integers and K,, . . , K~ are L- 1. 
Type 2. 
0 z 
Hi=&, ;;‘, 
[ 1 j=l nj 
where a > 0. 
Type 3. 
Ai= 6, 
j=l “j[ --Ob t]’ 
Hi = 6 KEG,, , 
j=l * 
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where b>O and K~,...,K~ are fl; 
Hi= 6 0 bnj 
[ 1 j=l 12nj O ’ 
where a,b > 0. 
(Of course, the numbers a, b as well as the signs ~~ and the numbers p, q may 
be diferent for diflerent pairs of matrices (Ai, Hi).) 
Moreover the form (1.2.2) is uniquely determined by the matrices A and 
H, up to simultaneous permutations of pairs of blocks (Ai, Hi). 
Finally, we consider the class L,( - 1,l). 
THEOREM 1.2.4. Let (A, H)E I%,(- 1,l); then there exists an invertible 
real matrix S such that (S-‘AS,STHS) is a block diagonal sum of blocks 
(Ai, Hi) of the following types: 
Type 1. 
Hi= 6 
0 =n* I 1 j=l -1, 0 
where a is real. 
Type 2. 
Ai= 6 (_!n,[ :b E]@J”i[ ab i]‘) 
(b’O)’ j=l 
Hi= 6 
0 Lt. I 
[ 1 j=l -12nj O ’ 
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Again, the pairs of blocks (Ai, Hi) which appear in (S-‘AS,S*HS) are 
uniquely determined (up to permutation) by the pair (A, H). 
1.3. lnvariant L.agrangian Subspaces and Their Stability 
Given (A, H) E L,(~,T), let J(A, H) be the class of all A-invariant 
H-lagrangian subspaces. In other words, a subspace M c R” belongs to the 
class J(A, H) if and only if AX E M for every x E M (i.e., M is A-invariant), 
x*Hy = 0 for all X, y E M, and dim M = n/2 (i.e., M is H-lagrangian). The 
term “lagrangian” is usually used in the literature in the case .$ = - 1, but we 
shall extend this terminology also to the case 5 = 1. Obviously, the evenness 
of n is necessary to ensure that J(A, H) 20 (but not always suffkient). The 
results on existence of A-invariant H-lagrangian subspaces, as well as 
description of the sets ](A, H), are found in [21-231. 
To study the stability of invariant lagrangian subspaces we need a metric 
on the set of subspaces in R”. Such a standard metric is the gap, defined as 
follows: Given two subspaces M c R” and N c R”, the gap 8(M, N) is 
where PIM (respectively PN) is the orthogonal projection on M (respectively 
N), understood with respect to the standard inner product (x, y ) = Cy= 1 xi yi 
for x = [x1 x, . . * x,,]*, y = [yl y2 . . * y,]* E R”. The norm (1. (( is the 
matrix norm induced by the euclidean vector norm. We refer the reader to 
[2, 9, 121 for more information about the gap. 
Let (A, H) E L,({,q). A subspace M E ](A, H) is called conditionally 
stable if for every E > 0 there is 6 > 0 such that for any pair (B, G) E L,([, 77) 
with J(B,G) +0 and 
IIG - WI+ IP - All < 8 
there is M’ E J(B,G) satisfying 
B(M’,M) <E. 
If in the above definition “J(B,G) #0 and” is omitted, we obtain the 
definition of unconditionally stable M. A subspace M E ](A, H) is called 
Lipschitz conditionally stable if there are positive constants E and IZ such 
that for every pair (B, G) E L,(t, 7) with J(B, G) #0 and 
IF - HII+ IIB - All < E 
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there is M’ E J( B, G) satisfying 
If “J(B, G) ~0 and’ is omitted, the subspace M will be called Lipschitz 
unconditionally stable. 
These and other classes of stable invariant lagrangian subspaces were 
described in [21-231. In the framework of complex matrices the stability of 
invariant subspaces with various definiteness properties with respect to H 
was studied in [24, 27, lo], and applications given [26, 27, lo]. 
2. FACTORIZATION OF REAL RATIONAL MATRIX FUNCTIONS 
WITH SYMMETRIES 
2.1. General Framework 
The subject matter of this section is real rational n X n matrix functions 
W(A). In other words, every entry in the n X n matrix W(A) is a quotient of 
two polynomials in the complex variable A with real coefficients. It will be 
always assumed that the real rational matrix functions we deal with are 
regular, i.e., have not identically zero determinant. We will often also assume 
that W(A) has no pole at infinity. Every such real rational matrix function 
W(A) admits a representation 
W(A) = D+C(AZ-A)-%, (2.1.1) 
where C, A, and B are real matrices of sizes n X p, p X p, and p X n, 
respectively, for some p. The matrix D = W(m) is determined uniquely by 
W(A). Representations of the type (2.1.1) are called realizations of W(A); we 
refer to the books [2, 11, 12, 171 for the theory of realizations and the various 
facts on realizations to be used later on. In particular, a realization (2.1.1) is 
called minimal if the size p is the smallest among all realizations. If (2.1.1) 
and 
W(A) = D+C’(AZ-ii)-% 
are two minimal realizations of the same W(A), then there exists a unique 
real invertible matrix S such that 
c’=cs, A = S-‘AS, ii= S-‘B. 
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We now assume that the real rational matrix function W(h) has certain 
symmetry properties. Precisely, we assume that for all A E C which are not 
poles of W the equality 
(2.1.2) 
holds, where 5 and 7 are fixed numbers k 1. In realization terms [given the 
realization (2.1.1)] this means 
Hence 
D = c$-DT, (2.1.3) 
and by minimality there exists a unique invertible H such that 
HA = qATH, HB = CT, tqBTH = C. (2.1.4) 
Taking complex conjugates shows H is real, and taking transposes we obtain 
&rjHT = H. (2.1.5) 
In other words, (A, H) E L,(,$v, 7). If D is invertible (a hypothesis we 
assume from now on), then putting 
A” = A - BD-‘C, 
it is easily seen that also (A”, H) E Z,,,(,$T, 77). The importance of this observa- 
tion is apparent from the formula for the inverse matrix function W(A)-‘: 
W(A)-‘= D-‘-C(AZ-A’)-‘BD-‘. 
In the sequel we shall be studying factorizations of W(A), and the 
following proposition will be important for that purpose. We denote by S i T 
the direct sum of subspaces S, T c R”; thus, S i T = R” means that S + T = 
R” and S fl T = (0). 
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PROPOSITION 2.1.1. Suppose t=l, and let M EJ(A,H) and M’E 
J(A”, H). Then R” = M i M”. 
This can be seen by considering the complex subspaces A = 
{x + iy lx, y E M}, 8’ =(x + iy 1 X, y E M”}. Applying [20, Theorem 3.31 to 
these subspaces in C”, we have i%? i i$?’ = C”. But then M i M” = R”. 
Next, we need the concepts of poles and zeros of a rational matrix 
function and their multiplicities. Let W(A) b e n X n rational matrix function, 
generally with complex coefficients, and with det W(h) + 0. Using the Smith 
form for rational matrix functions and its local variant (see, e.g., [9, I2]), it is 
easy to see that for any given A, E C the function W(A) can be written in the 
form 
W(A)=E(A)diag((A-A,)“l’ ,..., (A-A,)*“)F(A), 
where E(A) and F(A) are rational functions analytic and invertible at A,, 
and (Y,> ... 2 (Y, are integers. The integers {ojySi are uniquely deter- 
mined by W(A) and A,,; the positive integers among them are called the 
partial zero multiplicities of W(A) at A,, and the absolute values of the 
negative integers among {cj)jn=i are called the partial pole multiplicities of 
W(A) at A,. In general, we say that A,, is a pole of W(A) if at least one of 
the (Y,‘s is negative, and A, is a zero of W(A) if at least one of the (Y~‘s is 
positive. This terminology is consistent with the more usual definition of a 
pole W(A) as a pole of at least one of the entries of W(A), and with the more 
usual definition of a zero of W(h) as a pole of W(A)-‘. Note that for a real 
rational matrix function W(A), A,, is a zero (respectively pole) if and only if 
A, is a zero (respectively pole), and the partial zero (respectively pole) 
multiplicities of W(A) at A,, coincide with those at h,. 
We turn now our attention to factorization. Let 
W(A) =W,(A)W,(A), (2.1.6) 
where W,(A) and W,(A) are rational n X n matrix functions (generally, with 
complex coefficients). We regard the equality (2.1.6) as a factorization of the 
rational matrix function W(A). The factorization (2.1.6) is said to be minimal 
if for any A, E C the sums of the partial zero multiplicities of W,(A) at A,, 
and of W,(A) at A, add up to the sum of the partial zero multiplicities of 
W(A) at A,. (In fact, the definition of minimal factorization should involve 
the point at infinity as well, but since all our rational matrix functions will be 
assumed regular at infinity, the point at infinity is of no concern here.) One 
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can replace in this definition “zero” by “pole,” which results in precisely the 
same concept of minimality. 
For the real rational matrix fkctions W(A) with the symmetry properties 
(2.1.2) it is natural to consider minimal factorizations of the form 
W(A) =L(qQTDL(A), 
where D = W(w). It turns out that all such factorizations are described in 
terms of direct sums of invariant lagrangian subspaces. Recall that ](A, H) 
denotes the set of all A-invariant H-lagrangian subspaces in R” (where n is 
the size of A and H). 
THEOREM 2.1.2. Let W(A) = D + C(Al- A)-‘B be a minimal realiza- 
tion of the real rational matrix function W(A) satisfying (2.1.2). Let M E 
](A, H), M” E J(A”, H), and suppose R” = M i M”. Then W admits a mini- 
mal factorization 
where 
W(A) =L(TA)~DL(A), (2.1.7) 
L(A)=Z+ D-‘C~(AZ-rrA+%TTB. (2.1.8) 
Here r is the projection along M onto M”. Furthermore, the poles of L(7AjT 
coincide with the eigenvalues of the restriction Al, of A to its invariant 
subspace M, and the partial pole multiplicities of L(qAjT at A,, are precisely 
the multiplicities of A, as eigenvalue of Al,. Also, the zeros of L(A) coincide 
with the eigenvalues of A”[,=, and the partial zero multiplicities of L(A) at A, 
are precisely the multiplicities of A o as eigenvalue of A” 1 Mr. 
Conversely, if W admits a minimal factorization (2.1.7) with L(m) = I, 
then (2.1.8) holds for the projection r along M not M”, for some choice of 
M E ](A, H) and M” E ](A”, H). 
Proof. Let r be as in the theorem. Then W(A) can be factorized as 
W(A) = K(A)DL(A), 
where L is as in the theorem and 
K(A)=Z+C(Z-~)[AZ-(Z-~)A(Z-~)]-l(Z--)BD-l (2.1.9) 
(see [2, Theorem 9.211, and this is a minimal factorization. 
588 ANDR6 C. M. RAN AND LEIBA RODMAN 
Since M” = Im r and M = Ker w are H-lagrangian, it is easy to check 
that Hr = (I - rT)H. Using (2.1.3) and (2.1.4) it is then straightforward to 
check that L(~h)r = K(A). 
For the converse, we know from [2, Theorem 9.21 that any minimal 
factorization is connected with a supporting projection r (i.e., Irnr is 
Ax-invariant, Kerr is A-invariant), and the factors are given by (2.1.8) and 
(2.1.9). Since K(A) = L(~h)r, using (2.1.4) it follows that 
Z + CH-$rT(hZ - T~HAH%~)-~T~HBD-~ 
=Z+C(Z-r)[AZ-(I-r)A(Z-T)]-‘(Zvr)BD-’ 
Because both realizations are minimal, there is a unique invertible S, : Im rTTT 
+ Im(Z - r) such that 
rTHAH-hT = S,‘( I - r)A( Z - r)S,, 
S;‘(Z-+?=dHB. 
Consequently, using also A Kerr c Kerr (i.e., AT,rrT = pTAT~‘), we obtain 
the equalities 
CA’(Z - T)S, = CH-‘(T~HAH-‘T~).’ = CAjH-‘d 
for j = 0,. . . . As fJ y=,Ker( CA’) = (0) [this is one of the properties of a 
minimal realization (2.1.1)], we get 
(I - a)S, = S, = H-‘rT. 
rTHAXH-‘rT = S,‘( Z - r)AX( I - 7~)s~. 
Now, since AXr = ITALY, we have 
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and 
rTHAXH-‘rT = ~T’HA’H-~. 
So the following equalities hold for j = 0, 1, . . . : 
5rTHAXjB = ( rT~~x~-17rT)J7rT~~ = s;r( I - T)AQB. 
Use the property [ensured by the minimality of (Z.l.l)] that zero is the only 
vector orthogonal to Im(A”jB) for all j = 0, 1, . . . (here and everywhere in 
the paper we denote by Im X the range of the matrix X, i.e., the column 
space of X). It follows that 
or 
so 
S,=H-‘,rrT=(Z-r)H-I. 
We conclude that Ker 7 and Im 7 are H-lagrangian, as required. n 
Note that by Proposition 2.1.1 the hypothesis R” = M i M” in Theorem 
2.1.2 is automatically fulfilled for the case when 5 = 1. 
The projection r in Theorem 2.1.2 is called the suppurting projection 
corresponding to the minimal factorization (2.1.7). 
2.2. Symmetric Factorizations of Nonnegative Rational Matrix Functions 
and Their Stability 
In this subsection we shall assume 5 = 1. We assume that the real n X n 
rational matrix function W(h) h as value I at infinity (i.e., D = Z) and satisfies 
W(A)=W(-A)T&O (2.2.1) 
for all A E iR not poles of W. In particular, n = - 1 in the formula (2.1.2). 
For the case n = + 1 and W(A) 2 0 for A E R we refer to [23] for the full 
analysis of stability of symmetric factorizations. Note that if w satisfies 
(2.2.1), then W(A) = W(iA) is hermitian positive semidefinite for all real A. 
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For this reason we call a function W satisfying (2.2.1) nonnegative. This 
connection between W and W can be used to prove the following proposi- 
tion. 
PROPOSITION 2.2.1. Let W(A) = I + C(hI - A)-‘B be a minimal realiza- 
tion of a real rational matrix function satisfying (2.2.1). Then for the canonical 
forms of the pairs (A, H) and (A’, H) in L,( - 1, - 1) as in Theorem 1.2.2 the 
following holds. All partial multiplicities of A and A” are pure imaginary 
eigenvalues (including zero in case A or A” is singular) are even, and the 
signs ~~ for the pair (A, H) corresponding to these partial multiplicities are 
all + 1 for nonzero eigenvalues; the sign corresponding to a partial multiplic- 
ity m fw the zero eigenvalue is + 1 in case m is divisible by 4, and - 1 in 
case m is even but not divisible by 4. Further, the signs for the pair (A”, H) 
corresponding to partial multiplicities at nonzero eigenvalues are all - 1; the 
sign corresponding to a partial multiplicity m for the zero eigenvalue is - 1 in 
case m is divisible by 4, and + 1 in case m is even but not divisible by 4. 
Conversely, suppose that A and A” have only even partial multiplicities, 
and the conditions on the signs of (A, H) and (A”, H) as stated above are 
satisfied. Then W(h) is nonnegative. 
Proof. Using the observation that W(h) = W(iA) is nonnegative for real 
A, together with Theorem 2.5 in [ZO] and Proposition 3.3 in [21], gives the 
desired conclusion for the pair (A, HI. Next note that also W(A)-’ is 
nonnegative for A E iR. The pair in L,( - 1, - 1) corresponding to its poles is 
(A”, - H). So the partial multiplicities of A” at pure imaginary eigenvalues 
are even, and the signs corresponding to these partial multiplicities in the 
canonical forms of (A’, - H) are all + 1. Consequently, the signs correspond- 
ing to (Ax, H) are all - 1. 
For the converse, note that the assumptions imply that J(A, H) ~0, 
J(A”,H) #0. Take M E J(A, H) and M” E $A”, H). From Proposition 2.1.1 
and Theorem 2.1.2 it follows that W(A) = L( - A>TL(A>, i.e., W(A) is nonneg- 
ative. n 
Note that in [20, Proposition 4.21 the complex analogue of this result is 
erroneously stated. (We are indebted to R. Vreugdenhil for pointing out this 
error to us.) The correct statement is as follows. 
PROPOSITION 2.2.2. Zf W(A) = I + C(A1 - A)-‘B is a minimal realiza- 
tion for a function W which is nonnegative fm real A that are not poles of 
W(A), and H is such that 
H = H* is invertible, HA = A*H, HB = C”, 
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then the signs in the sign characteristic of (A, H) are all + l’s and the signs 
in the sign characteristic of (A”, H) are all - 1’s. 
In Proposition 4.2 in [20] it was stated that the latter signs are + l’s 
also. 
Let W(A) be nonnegative, with minimal realization W(A) = 
I + C(AI - A)-‘B. Suppose the factorization 
W(A) = L( - /qTL(h) (2.2.2) 
where L(a) = I is minimal, and L(A) has a minimal realization L(A) = 
Z + C,(AZ - A,)-‘B,. This factorization will be called conditionally stable if 
for each E > 0 there is 6 > 0 such that any nonnegative rational matrix 
function W’(A) = Z + C(AZ - A’)-‘B’ with 
I/A - A’([+ IIB - F/l+ IJC - C’II < S (2.2.3) 
admits a minimal factorization 
W’(A) = L’( - A)%‘( A), (2.2.4) 
where L’(m) = I and L’(A) h as a minimal realization L’(A) = I + 
Ci(AZ - A;)-‘Bi with 
IIA, - A;ll+ 11% - Bill+ IL, - C;ll <E. (2.2.5) 
If we drop the requirement that W’(A) will b e nonnegative, and just require 
that (2.2.4) (2.2.5) hold for any rational W’(A) with W’(A)= W’(- A>r and 
for which (2.2.3) holds, then the factorization (2.2.2) is called unconditionally 
stable. 
Note that if the realization W(A) = I + C(AI - A)-‘B is minimal and 
S > 0 sufficiently small, then the realization W’(A) = Z + C’(AZ - A’)- ‘B is 
also minimal. This follows from an alternative description of a minimal 
realization in terms of the controllability (null kernel property) of the pair 
(C,A) and the observability (full range property) of the pair (A, B) (see, e.g., 
[121X 
The next theorem describes the relation between the notions just intro- 
duced and stability properties of certain subspaces. 
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THEOREM 2.23. Let W(A) = L( - A)TL(A) be a minimal factorization of 
W(A) = Z + C(AZ - A)-‘B. This factorization is (un)conditionally stable if 
and only if fw the corresponding supporting projection T the subspaces 
Ker r = M and Im r = M” are (un)conditionally stable in ](A, H) and 
](A”, H) respectively. 
Proof. First we consider the case of conditional stability. Suppose M 
and M” are conditionally stable, and let W’(A) = Z + C’( AZ - A’)) ’ B’ be a 
nonnegative rational matrix function for which (2.2.3) holds. If 6 > 0 is small 
enough, the above realization for W’(A) will be minimal. Let H’ be the 
matrix for which the analogue of (2.1.4) holds for this realization of W’. Then 
](A’, H’) #0 and J(A’“, H’) #0 because of Proposition 2.2.1. Since Im r = M” 
and Ker r = M are conditionally stable, there exist M, and M; in ](A’, H’), 
and ](A’“, H’) respectively, such that B(M, M,) < E and O(M’, MC) > E for 8 
small enough. By Proposition 2.1.1, R” = M, i M;. Let r1 be the projection 
onto M; along M,. Then 11~ - rill< CE, where the constant C > 0 is 
independent of ri. From (2.1.7) it follows easily that this implies the 
conditional stability of the factorization W(A) = L( - A>TL(A) (cf. Lemma 8.9 
in [2]). 
Conversely, assume the factorization (2.2.2) is conditionally stable. Let 
(A’, H’) E L,( - 1, - 1) with [IA - A’lJ+ IIH - H’ll < 6. It follows from Propo- 
sition 2.2.1 above and from Theorem 6.5 in [24] that for S small enough all 
partial multiplicities of A’ at pure imaginary eigenvalues are even and all 
signs in the canonical form of (A’, H’) corresponding to the partial multiplici- 
ties at nonzero eigenvalues are + 1, and for the partial multiplicities at zero 
(if any) they are + 1 (respectively, - 1) in case the partial multiplicity is 
divisible by 4 (respectively, is even but not divisible by 4). In particular 
J(A’,H’) Z0. 
Consider for (Y < 1, (Y close to one, the rational matrix function 
Clearly W,(A) > 0 for A E iR, so A - a2BC has no pure imaginary eigenval- 
ues. Choose a,, 0 < 6, < S, so small that for any A’ with (IH - H’ll+ IIA - A’IJ 
< a,, (A’, H’) E L,( - 1, - I), and (A’, B) controllable, we have also that 
A’ - cr2BBTH’ has no pure imaginary eigenvalues, and the number of eigen- 
values (counting multiplicities) of A’- a2BBTH’ in the open right half plane 
is n/2. 
Construct 
W’(A)=Z+aBTH’(AZ-A’)-‘Bcx. (2.2.6) 
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From the remarks just made and Proposition 2.2.1 one sees that W’(A) > 0 
for A E iR. Since the factorization W(A) = L( - A)rL(A) is conditionally 
stable, it follows that for (Y close enough to one and 6, close enough to zero 
there is a supporting projection r’ for the minimal realization (2.2.6) of 
W’(A) such that Im r’ E J(A’- c?BBTH’, II’), Ker 7 E ](A’, H’), and 
11~ - +]I is as small as one wishes. (See also Lemma 8.9 in [2].> It follows 
that B(Ker rr, Ker r’) < I] r - 7’11 can be made as small as one wishes. Hence 
Ker 7~ is conditionally stable in ](A, H). In a similar way one shows that 
Im r is conditionally stable in J(A”, H). 
Next consider the case of unconditional stability. Suppose M = Kerr and 
M” = Im rr are unconditionally stable. A similar argument to that in the first 
paragraph of the proof shows that the factorization (2.2.2) is unconditionally 
stable. 
Now suppose that the factorization (2.2.2) is unconditionally stable. Let 
(A’, H’) E L,( - 1, - 1) be such that []A - A’]J+ I/H - H’ll < 6, and consider 
the rational matrix function 
W’(A)=I+BrH’(AI-A’)-%. (2.2.7) 
Clearly W’( - A>T = W’(A), and for S small enough (A’, B) is controllable, so 
the realization (2.2.7) for W’ is minimal for small 6. Since the factorization 
(2.2.2) is unconditionally stable, the function (2.2.7) admits a minimal factor- 
ization W’(A) = L’( - A)rL’(A) such that for the corresponding supporting 
projection 7r’ we have 11~ - ~‘1) as small as we wish. In particular, it follows 
then that Ker TT’ E ](A’, H’) (by Proposition 2.2.1), and that B(Ker 7r, Ker 7r’) 
can be as small as one wishes. So Kerr is unconditionally stable in J(A, H). 
Likewise one proves that Im 7r is unconditionally stable in J(A”, H). n 
We remark here that the proof for the complex case given in [26] is 
incomplete, as the incorrect statement in [20, Proposition 4.21 was used 
there. A correct proof for the statements in [26, Theorem 2.51 can be given 
precisely as in the above proof of Theorem 2.2.3. 
An immediate consequence of Theorem 2.2.3 and our earlier results on 
stability of invariant lagrangian subspaces in [21] (in particular Theorem 3.4 
there) is the following theorem. 
THEOREM 2.2.4. Let there be given a nonnegative rational matrix func- 
tion W(A) with W(m) = I. 
(i) There is an unconditionally stable minimal factorization of the type 
W(A) = L( - A)TL(A), (2.2.8) 
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where L(A) is a rational real matrix function with L(m) = 1, afand only if 
W has no pure imaginary poles and zeros. 
(ii) There always exists a conditionally stable factorization of the type (2.2.8). 
The minimal factorization (2.2.8) is (un)conditionally stable (assuming 
(i) holds for the case of unconditional stability) if and only if the 
following conditions hold: 
(a) For every nonzero real pole (zero) A, of W(h) of geometric multi- 
plicity bigger than one, exactly one of the numbers A,, - A0 is a pole 
(zero) of L(h). 
(b) For every nonzero real pole (zero) A, of W(A) of geometric multi- 
plicity one and even algebraic multiplicity, the algebraic multiplicity 
of A, as a pole (zero> of L(A) is even. 
(c) For every nonreal, non-pure-imaginary pole (zero) a + ib of W(h) 
of geometric multiplicity bigger than one, exactly one of the numbers 
a+ib, - a + ib is a pole (zero) of L(A). In that case a - ib or 
- a - ib, respectively, is also a pole (zero) of L(A). 
Proof. (i) follows by combining Theorem 2.2.3 above with Theorem 
3.4(ii) in [21]. One obtains (ii) by noting that from Proposition 2.2.1 and 
Theorem 2.2.2, it follows that the conditions in Theorem 3.4(i) in [21] are 
fulfilled. Part (iii) is then an immediate consequence of part (iii) of Theorem 
3.4 in [21]. n 
As a corollary to the previous theorem we have the following. 
COROLLARY 2.25 Suppose W(A) is a nonnegative rational matrix func- 
tion with only pure imaginary poles and zeros. Then there exists a unique 
factorization W(A) = L( - AjTL(A), and this factorization is conditionally 
stable. 
We continue by introducing some more concepts of stability for the 
factorization (2.2.2). The factorization (2.2.2) is called unconditionally 
Lipschitz stable if there exist positive constants K and S such that any 
rational matrix function W’(A) = W’( - AjT with minimal realization W’(A) = 
Z + C’(A - A’)-‘B’ satisfying (2.2.3), i.e., 
(]A - A’I1-t (IB - B’ll+ IIC - C’(j < 6, 
admits a minimal factorization (2.2.4) h w ere L’(A) has a minimal realization 
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L’(A) = I + C;(h - A;)-‘B; with 
IlAl - A;ll+ II4 - Bill+ IIC, - C;ll =z K*(IIA - A’ll+ IP - B’ll+ IIC - C’ll). 
If we require this to be the case only for nonnegative functions W’(A) 
satisfying (2.2.3), the factorization (2.2.2) is called conditionally Lipschitz 
stable. The proof of the next theorem is essentially the same as the proof of 
Theorems 2.2.3, 2.2.4. 
THEOREM 2.2.6. Let W(h) be given as in Theorem 2.2.4. Then the 
following statements are equivalent: 
(i) there is a conditionally Lipschitz stable minimal factorization of the 
type 
W(A) = L( - A)rL( A) (2.2.9) 
where L(A) is a real rational matrix function with L(m) = I; 
(ii) there exists an unconditionally Lipschitz stable minimal factorization 
of the type (2.2.9); 
(iii) W has no pure imaginary poles and zeros. 
In case these statements hold, the minimal factorization (2.2.9) is Lipschitz 
stable (conditional or unconditional) zf and only if one (or both) of the 
following two equivalent statements is true: 
(iv) L(A) and L( - A)= have no common poles and zeros, 
(v) The supporting projection r corresponding to the factorization (2.2.9) 
has the property that Im rr is Lipschitz stable as an element of J(A”, H) and 
Kerr is Lipschitz stable as an element of ](A, H). 
Note that in case W has no pure imaginary poles and zeros, in particular 
the minimal factorization W(A) = L( - A)=L(A), with L having all its poles 
and zeros in Re A > 0, is Lipschitz stable. 
2.3. Symmetric Stable Factorization of Nonnegative Matrix Polynomials 
In this section we study the stability of symmetric factorizations for 
nonnegative m X m matrix polynomials 
L(A) = A”L, + A”-IL,_, + * * * + L,. (2.3.1) 
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We assume L(- A)T = L(A), the coefficients L, are real m X m matrices for 
0 < i < n, and L(h) is nonnegative, i.e., (L(A)x, cc) 2 0 for all pure imagi- 
nary A and x E R”. In that case n is even, say n = 2k. Henceforth we shall 
assume L, = (- l)kZ. We are interested in factorizations of the type 
L(A) = M( - A)TM(A), (2.3.2) 
where M(A) = AkI + Ak-lMk_l + *. . + M, is a manic matrix polynomial of 
degree k = n /2. Analogous factorizations concerning matrix polynomials 
nonnegative (or, more generally, hermitian) on the real line were studied in 
[18, 8, 111, and their stability properties were studied in [26]. 
Introduce the companion matrix of L, 
0 I rn 0 
c, = (j ..: 0 
0 0 . . 
(-ly+lL, . * 
and also the following matrix: 
B, = 
L, L, L, * 
-L, -L, 
L, 
L,_, . . 
-1, 0 . . 
. . . 
I’ tn 
0 
0 
The matrices C, and B, are of size nm X nm. Since L(- AIT = L(A), we 
have 
Lj = ( - 1)‘LT (O<j=Gn), 
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as one easily checks. So B, = - Bz. Further, a computation shows that 
BLCL = 
so 
-(-ly+k, 0 0 
0 -L, -L, 
0 Jh L‘i 
0 L n-1 ‘In 
0 -I, 0 
B,C, = (B,C,)* = - C,TB,, i.e., (C,,B,)EL,,,(-~,-~). 
Recall that factorizations of the type L(A) = M,(A)M,(A), where M, and 
M, are m x m matrix polynomials and M, is manic (i.e., with leading 
coefficient I) and of degree 1, are in one to one correspondence with the 
C,-invariant subspaces A c C”‘” such that the restriction [I,, O]]A : A + C”’ 
of [ZaI 0] to the subspace A is invertible (as a linear transformation); see 
[13, 91. Such a subspace A will be called a supporting subspace. The factor 
M,(h) is given by 
M,(A)=AlZ,,-[Z,,,O,...,O](C,],)‘(v,+Av,+ ... +A’%,), (2.3.3) 
where 
(2.3.4) 
(see [13, 91). In the next lemma we characterize the supporting subspaces 
that correspond to factorizations of the type (2.3.2). Recall that by J(C,, B,) 
we denote the set of all CL-invariant B,-lagrangian subspaces. 
LEMMA 2.3.1. The supporting subspace A corresponds to a factorization 
L(A) = MC-- A>*M(A) with degree M = k if and only if A E J(C,, B,). More- 
over, any subspace A E J( C,, B,) is supporting. 
Proof. Use the fact that L(iA) is Hermitian, and in fact positive 
semidefinite, for real A. The result then easily follows from Chapter 11 in [9]. 
n 
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Next, we characterize nonnegativity of L(A) in terms of partial multiplici- 
ties of C, and the signs in the canonical form of (C,, B,). 
LEMMA 2.3.2. The matrix polynomial L(h) is nonnegative for A E i R if 
and only if L has only even partial multiplicities at pure imaginary eigenval- 
ues (including zero), the signs in the canonical form of (C,, B,) correspond- 
ing to partial multiplicities of nonzero eigenvalues are all + 1, and the signs 
corresponding to a partial multiplicity m at the zero eigenvalue is + 1 if m is 
divisible by 4, and - 1 if m is even but not divisible by 4. 
Proof. Note that the matrix polynomial L(A) = L(iA) is hermitian and 
positive semidefinite for A E R. Thus we have 
L(A)=A”I+(i)“-‘L,_lA”-l+ .** +L,. 
Put 
0 * . 
-LO -iL, . . . 
the companion matrix of L, and also introduce 
BL = 
iL, - L, - iL, . . 
-L, -iL, 
- iL, 
a *n-lL”_1 . 
L 0 . * 
0 
0 
0 Z *n 
_ in- ‘L n-1 
2 '"-lL,_l I,, 
0 
0 
Note that fi, is hermitian and invertible. Then c’, is B,-self-adjoint, and 
since L is positive semidefinite, the partial multiplicities of c’, at its real 
eigenvalues are even, and the signs in the sign characteristic of (c’,, B,) are 
all + 1. (See Chapter 12 in [9].) 
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Now take S = diag(il,,,, i21,,, . . . , izkI,,,). Then S* = S-l, and one checks 
that 
SBLS* = iB,, SC,S-’ = iC,. 
Thus, the partial multiplicities of C, at its pure imaginary eigenvalues are all 
even. The statement on the signs now also follows from [21, Proposition 3.31. 
Conversely, suppose the conditions in the theorem hold. Then J(C,, B,) 
20. Then Lemma 2.3.1 implies that L is nonnegative. n 
We now give the main theorem of this section, which states a sufficient 
condition for the stability of the factorization (2.3.2) under nonnegative 
perturbations. We shall say that factorization (2.3.2) is conditionally stable if 
for every E > 0 there is a 6 > 0 such that every nonnegative matrix polyno- 
mial L’(h) = (- ljkh”l + A”-lL’,_, + . * . + Lb satisfying Ey,,‘jlLj - LIll < 6 
has a factorization L’(A) = M’( - A)rM’(A), where M’(A) = AkZ + Ak-‘Mi_, 
+ . . . + Mh with Cf,iII M, - M,!ll < E (here n = 2k). Dropping the condi- 
tion that L’(A) must be nonnegative from the previous definition, we obtain 
the definition of unconditional stability. 
The definition of a zero of a rational matrix function given in Section 2.1 
applies in particular for matrix polynomials. Thus, A, is a zero of a matrix 
polynomial L(A) if and only if det L(A,) = 0, and we will use the notion of 
partial zero multiplicities as well. The geometric multiplicity of zero A, is 
defined as the number of partial zero multiplicities corresponding to A,. 
THEOREM 2.3.3. Let L(A) be an m X m nonnegative matrix polynomial of 
even degree n with leading coefjricient L, = ( - ljkI, where k = n /2. 
(i) If det L(A) has no zeros on the imaginary line, then there exists an 
unconditionally stable factorization of the type 
L(A) = M( - A)rM(A), (2.3.5) 
where M(A) is a manic matrix polynomial. 
(ii) There always exists a conditionally stable factorization of the type 
(2.3.5). 
(iii) Suppose the conditions (a)-(c) below hold for the factorization (2.3.5). 
Then this factorization is conditionally or unconditionally stable, depend- 
ing on whether or not det L(A) has zeros on the imaginary line. 
(a) For every real zero A, # 0 of L of geometric multiplicity larger than 
one, precisely one of the numbers Ao, - A,, is a zero of M. 
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(b) For every real zero A,, # 0 of L of geometric multiplicity one and 
even partial multiplicity, the partial multiplicity of A, as a zero of M 
is even (it turns out that zf A, as a zero of L has geometric 
multiplicity one, then A,, has geometric multiplicity one as a zero of 
M, so the partial multiplicity of A, as a zero of M is unambigiously 
defined >. 
(c) For every nonreal, non-pure-imaginary zero a + ib of L of geometric 
multiplicity larger than one, precisely one of the numbers a + ib, 
- a+ibisazeroofM. 
Proof. Suppose (i) is satisfied. Then there exists an unconditionally 
stable invariant lagrangian subspace in J(C,, II,), since C, has no pure 
imaginary eigenvalues in that case. A conditionally stable element in J(C,, B,) 
always exists, by Lemma 2.3.2. 
Now suppose (a)-(c) hold. Then th e subspace A E J(C,, B,) correspond- 
ing to the factorization L(h) = M( - A)TM(A> . IS conditionally or uncondition- 
ally stable (depending on whether or not L has zeros on the imaginary line). 
Then the theorem follows easily from the definition of stable factorizations 
(conditional or unconditional), taking into account (2.3.3) and (2.3.4). n 
We conjecture that conditions (a>-(c) are also necessary for the (un>con- 
ditional stability of the factorization (2.3.5). 
Of particular interest are factorizations (2.3.5) where every zero of 
det M(A) has nonnegative real part. 
COROLLARY 2.3.4. lit L(A) be as in Theorem 2.3.3. Then L(A) admits a 
unique factorization 
L(A) = M( -A)TM(A) 
where M(A) is a manic matrix polynomial such that all zeros of det M(A) 
have nonnegative real parts. Moreover, this factorization is conditionally 
stable, and in case det L(A) has no zeros on the imaginary axis it is also 
unconditionally stable. 
2.4. Stable Factorizations of Rational Matrix Functions with Constant 
Zero Signature 
In this section we shall consider factorizations of the type (2.1.7) for the 
cases when 5 = - 1. In both these cases (77 = 1 or 77 = - 1) we have 
D = - DT [cf. (2.1.2)], where W(A) = D + C(AZ - A)-‘B. It follows that iD 
is complex hermitian, and its signature (i.e., the difference between the 
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number of positive eigenvalues and the number of negative eigenvalues, 
counted with multiplicities) is zero. Put %‘(A) = iW(i”-“““h). Then W(A) is 
hermitian for real A, and in case W(A) factorizes as in (2.1.7), i.e. 
W(A) = L(~A)%L(A), (2.4.1) 
we have 
*(A) = [fi(~)]*(i~)L(h). (2.4.2) 
As a consequence the signature of W(A) is zero for every real A which is not 
a zero or a pole of W. For this reason we shall say that W(A) has constant 
signature zero. In fact we define this notion independently of the factoriza- 
tion (2.4.1) as follows: Let W(A) be real rational n X n matrix function, 
analytic and invertible at infinity and satisfying 
WA) = - [WhA)lT (2.4.3) 
for A not a pole of W, where TJ = + 1. Further, let 
W(A) = D+C(AI-A)-% (2.4.4) 
be a minimal realization for W(A), and let H = - qHT be the unique real 
invertible matrix such that 
HA=qATH, HB=CT, -qBTH=C 
[cf. (2.1.4)]. Then W(A) is said to have constant signature zero if the 
hermitian matrix W(A) = iW(i’1-V’/2A) ha s signature zero for every real A 
which is neither a pole nor a zero of W’, and moreover, J(A, H) =+0 and 
J(A", H> ~0. It is easy to see that this definition does not depend on the 
choice of the minimal realization (2.4.4). The requirement that J(A, H) #0 
could be expressed as W having signature zero with respect to poles and 
zeros separately (compare with the polynomial case studied in [I4, 41). 
Observe that W(A) may have signature zero for all real A (not zeros or 
poles of W) but the sets J(A, H) and J(A”, H) be nevertheless empty, as the 
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following example shows: 
0 I A-‘(l-h) ’ 
Clearly, W(A) h as constant signature zero for A E R \ (0, 11, but both 
are empty. 
Theorem 1.2.4 shows that every rational matrix function W(A) which is 
analytic and invertible at infinity and satisfies (2.4.3) with n = 1 has constant 
signature zero. 
We shall consider stability of minimal factorizations of the form (2.4.1) for 
functions W which have constant signature zero. As was proved in Theorem 
2.1.2, such minimal factorizations are in one-one correspondence with pairs 
of subspaces M E ](A, H), M” E ](A”, H) such that M i M” = C”. 
The minimal factorization (2.4.1) where L(A) = I + C,(AI - A,)-‘B, is a 
minimal realization for L, is called conditionally stable if given E > 0 there 
exists a 6 > 0 with the following property: Any W’(A) = D + C’(AZ - A’)-‘B’ 
such that W’(A) = -[W’(nA)lT (A is not a pole of W’), W’(A) has constant 
signature zero, and 
(IA - A’11 + (IB - B’IJ+ IJC - C’JJ < 6 
admits a minimal factorization 
W’(A) =L’(qA)=DL’(A) 
with L’(A) = Z + C;(AZ - A;)-‘Bj and 
IIA, - 4ll+ II4 - Sill+ IL - Gill < E. 
If we drop the condition that W’(A) h as constant signature zero, we obtain 
the definition of unconditional stabizity. In particular, for the case VJ = 1 the 
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notions of conditional and unconditional stability coincide, and we refer to 
them simply as stability. 
Next we define the concepts of conditional and unconditional strong 
stability for the factorization (2.4.1). Let W(A) = D + C(AI - A)-‘Z3 and 
L(A) = I + C&AZ - A,)-‘B, satisfy (2.4.1). This factorization is called con&- 
tionally strongly stable if the following holds. Let 
w,(h) = D + C&AZ - A,,)-lB,z p = 1,2 ,..., 
be a sequence of rational matrix functions such that for all p we have 
W,(A)= -[Wp(qA)lT (A is not a pole of W,,), W,(A) has constant signature 
zero, and moreover, 
,!Fm (IIA - A,II+ IIB - B,lI+ IV- CPU} = 0. 
Let 
W,(A) = L,(TA)~DL,(A), p = 1,2 >..‘, (2.4.5) 
be minimal factorizations with L,(A) = Z + C,,(AZ - A,,,)-‘B,, such that for 
any open set 6 whose boundary does not contain zeros or poles of W we 
have 
#(poles of L, in 8) = #(poles of L in IY), 
(2.4.6) 
#(zeros of L, in a) = #(zeros of L in 13). 
Then 
IV, - A,,lI+ JIB, - B,,Il+ IF, - C,,ll --) 0 (p +,). (2.4.7) 
(Here, as usual, the number of poles of a rational matrix function in a certain 
set is counted with multiplicities, and the same holds for the number of 
zeros.) In other words, as soon as the functions L, in (2.4.5) have a chance of 
being close to L, in the sense that (24.6) is satisfied, they do indeed 
converge to L in the sense of (2.4.7). If we drop the requirement that W,, 
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have constant signature zero, we obtain the definition of unconditional strong 
stability. 
We now consider first the case 17 = - 1. 
LEMMA 2.4.1. Let W(A) = L(- A)*DL(A) be a minimal factorization for 
W(h) = D + C(A - A)-‘B, with corresponding supporting projection T. If 
M” = Im rr and M = Ker a are (un)conditionaZZy (strongly) stable inJ(A”, H) 
and ](A, H), respectively, then the factorization W(h) = L(-- AjTDL(A) is 
(un)conditionally (strongly) stable. 
Proof. We only prove the lemma for the case of conditional stability. 
The proof for the other cases is analogous. So assume M and M” are 
conditionally stable in J(A, H) and J(A”, H), respectively. Let W’(A) = D + 
C’ + (AZ,, - A’)-‘B’ be a rational matrix function with constant signature 
zero, and with ((A - A’ll+ (IB - B’JI+ /C - C’II < 6. For 6 small enough this 
realization for W’ will be minimal. Let H’ be such that H’= H’*, H’A’= 
A’TH’, H’B’ = C’*. Since W’ has constant signature zero, by assumption 
J(A’, H’) #0 and J(A’“, H’) ~0. The conditional stability of M and M” then 
implies the existence of M, E J(A’, H’) and M,” E ](A’“, H’) such that 
8(M, M,) < E and O(M’, M,“) < E for 6 small enough. Since M i M” = R”, 
we can take E so small that 8(M, M,) < E and t9(M”, M;) < E implies 
M, i M; = R”. Let rTTI be the projection onto M; along M,. Then for some 
constant K 2 0 independent of IT, we have 117 - ~~(1 < KE. Clearly this 
implies the conditional stability of the factorization (2.4.1). n 
In case W(A) is analytic and invertible at zero, the previous lemma 
admits a converse for the cases of unconditional stability. 
LEMMA 2.4.2. Suppose W(A) = D + C(AZ - A)- 'B has no pole or zero 
at zero. Zf the minimal factorization 
W(A) = L( 1 A)TDL(A) 
is unconditionally (strongly) stable, then the subspaces Im r and Ker r, 
where 7 is the supporting projection of the factorization above, are uncondi- 
tionally (strongly) stable in ](A”, H) and ](A, H), respectively. 
Proof. Take (A’, H’) E L,( - 1, - 1) with JJA - A’JJ+ IJH - H’IJ small. Let 
W’(A) = D+ B*H’(AZ-A’)-‘B. (2.4.8) 
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Since the factorization W(h) = L( - A>rDL(A) is unconditionally stable, W’(A) 
has a minimal factorization 
W’(A) = L’( - /qTDL’( A). (2.4.9) 
In particular it follows from Theorem 2.2.2 that ](A’, H’) f0 and J(A’“, II’) 
~0. Since A and A” are invertible by assumption, it follows from 
J(A’, H’) #0, J(A’“, H) #0 f or any A’, H’ close to A, H, respectively, that 
a(A) n iR =0 (as one easily sees by considering the canonical form). Since 
W’ factorizes as (2.4.9) with L’ close to L, there is a supporting projection r’ 
close to 7. Hence Kerr is unconditional (strongly) stable in J(A, H). An 
analogous argument shows that Irnr is unconditional (strongly) stable in 
](A”, HI. n 
With Lemmas 2.4.1 and 2.4.2 we can now give sufficient conditions for 
the existence of a factorization (2.4.1) which is (un)conditionally (strongly) 
stable. In case of unconditional stability these sufficient conditions are also 
necessary, provided W(A) is analytic and invertible at zero. In all cases we 
give a description of the stable factorizations. 
THEOREM 2.4.3. Let W(A) = D + C(AI - A)-‘B be a minimal realiza- 
tion for a rational matrix function W(A) with W(A) = - [W( - A>]r (A not a 
pole of W) and having constant signature zero. Assume W has no pole or zero 
at zero. Then the following holds: 
(i) If the partial pole and zero multiplicities of W at pure imaginary 
eigenvalues are even and the signs ~~ in the canonical form of (A, H) 
(respectively, (A’, H)) corresponding to a pair of pure imaginary eigen- 
values f ib are all the same, then there exists a conditionally strongly 
stable factorization of the type (2.4.1). 
(ii) Assume the conditions in (i) are satisfied. Assume further that conditions 
(a)-(c) below hold fm the factorization W(A) = L( - A)TDL(A). Then 
this factorization is conditionally strongly stable. 
(a> For eve y nonzero real pole (zero) A,, of W(A) of geometric multi- 
plicity larger than one, exactly one of the numbers A,, - A,, is a pole 
(zero) of L(A). 
(b) For every real pole (zero) A, of W(A) of geometric multiplicity one 
and even algebraic multiplicity, the algebraic multiplicity of A, as a 
pole (zero) of L(A) is even. 
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Cc) For evey nonreal, non-pure-imaginary pole (zero) a + ib of W(A) of 
geometric multiplicity larger than one, exactly one of the numbers 
a+ib, - a + ib is a pob (zero) of L(A). In that case a - ib or 
- a - ib, respectively, is also a pole (zero) of L(h). 
(iii) The minimal factorization W(A) = L(- A>TDL(A) is unconditionally 
stable if and only if W has no pure imaginary poles or zeros and 
conditions (a)-(c) in (ii> hold. In this case every unconditionally 
stable factorization is unconditionally strongly stable. 
Proof. Using Lemmas 2.4.1 and 2.4.2, the theorem is a direct conse- 
quence of Theorem 1.4 in [22]. n 
We do not develop the notion of strong stability (conditional and uncon- 
ditional) for symmetric minimal factorizations of the rational matrix functions 
W(A) with symmetry of the type W(A) = [W(qA)IT, because in this case 
every (un)conditionally stable minimal factorization is automatically strongly 
(&conditionally stable. Also, it turns out that for the functions W(A) with 
the symmetry W(A)= -W(A)= ( w 1c we consider below), strongly stable h’ h 
symmetric minimal factorizations never exist. 
Next we consider the case 17 = + 1. In this case W(A) = - W(AjT and we 
are interested in minimal factorizations of the type 
W(A) = L(A)=DL(A). (2.4.10) 
As ](A, H) is always nonempty for (A, H) E L,(- 1,l) (cf. Theorem 1.2.4; 
also [22, Section 2.2]), in the following lemma the conditional and uncondi- 
tional stability of Im 7 and Kerr are the same and will be referred to as 
stability. 
LEMMA 2.4.4. Let W(A) = D + C(AZ - A)-‘B be a minimal realization 
for a rational matrix function with W(A) = - W(A)=, and assume W(A) = 
L(A>=DL(A) is a minimal factorization, where L(A) has a minimal realization 
L(A) = I+ C,(AZ - A,)-‘B,. Let T be the corresponding supporting projec- 
tion. Then the factorization is (unkonditionally stable zf and only if the 
subspaces Im r and Ker rr are (un)conditionally stable in ](A”, H) and 
](A, H), respectively. (Recall that H = - HT is the unique invertible real 
matrix such that HA = ATH, HB = CT, - BTH = C.) 
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proof. Suppose first the factorization is (un)conditionally stable. Let 
(A’JZ’) E Z,,( - 1, + 1) be such that (JA - A’[!+ I(H - ZZ’ll is small. Construct 
W’(h)=D+BTH’(AI-A’)% 
One easily checks that W’(A) = - W’(A)‘. As ](A’, H’) #0 and J(A’“, H’) +0, 
automatically W’(A) h as constant signature zero. As the factorization (2.4.10) 
is (un)conditionally stable, W’(A) has a minimal factorization 
W’(A) =L’(A)rDL’(A) 
with (1~ - rrI( small, where rr is the supporting projection corresponding to 
this factorization. Hence Kerr is (un)conditionally stable in ](A, H). A 
similar argument shows that Irn7r is (un)conditionally stable in J(A”,H). 
The converse is proved as in Lemma 2.4.1. n 
Before applying Lemma 2.4.4, let us recall from Theorem 2.1 in [22] the 
necessary and sufficient conditions for M E ](A, H) to be stable. We may 
assume (A, H) is in the canonical form (as in Theorem 1.2.4) 
H= jl [ -“,, k]@j=$+l[ -:,,, zij. 
There exists a stable M E J(A, H) if and only if the geometric multiplicity at 
each given eigenvalue of A is two. In that case M E ](A, H) is stable if and 
only if conditions (a)-(d) below hold [ we let mj = nj/2 if nj is even, and let 
mj = (nj - I)/2 if nj is odd; ejk stands for the k th unit coordinate vector 
corresponding to the jth pair of blocks in (2.4.11)]. 
(a) M n RCA, aj) = Ker(A - u~Z)~J whenever 1 Q j < p and nj is even; 
(b) M n R(A,aj)= Ker(A - ajZP@span{aejmj+i + pejnj+,,J for some 
real cy, p not both zero, whenever 1~ j < p and nj is odd; 
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(c) M n R(A, aj f ibj) = span{ej,,+l,. . . , ejan,) whenever p + 1 G _I’ G 4 
and nj is even; 
(d) M n RCA, aj f ibj) = span{ej,J+I,. . . , 
aejn,_ 1 + ~e~,,~} for some real (Y, ~3 not both 
and nj is odd. 
Applying this fact in conjunction with Lemma 2.4.4, we arrive at the 
following result. 
THEOREM 2.4.5. Let W(h) = D + C(AZ - A)-‘B be a minimal realiza- 
tion for a rational matrix function with W(A) = - W(A)=, and assume 
W(A) =L(A)=DL(A) (2.4.12) 
is a minimal factorization with corresponding supporting projection 7~. The 
following statements are equivalent: 
(i) th f t r-z t e ac o ka ion (2.4.11) is conditionally stable, 
(ii) the factorization (2.4.11) is unconditionally stable, 
(iii) the geom e ric t multiplicity of W at each of its poles and zeros is two, 
and the conditions (a)-(d) above hold for Im T as an element if J(A”, H) and 
for Ker 7~ as an element of J(A, H). 
We shall now consider Lipschitz stability. Let W(h) be a real rational 
matrix function with W(A) = - W(qA>= (7 = + 1) and with minimal realiza- 
tion 
W(A)= D+C(AZ-A)-‘B. 
A minimal factorization W(A)= L(TA)~DL(A) where L(A) has a minimal 
realization L(A) = Z + C,(AZ - A,)-‘B, is called Lipschitz conditionally sta- 
ble if there are K > 0, E > 0 such that any W’(A) = D + C’(AZ - A’)- ‘B’ 
with W’(A) = - W’(A) = - W’(r~h)~, a constant signature zero, and 
][A - A’[[ + II B - B’ll+ IJC - C’II < E 
admits a minimal factorization W’(A) = L’(vA>~DL’(A) with L’(A) = 
Z + C;(AZ - A’,)-‘Bi that satisfies JIA, - A;II + llBl - Bill + IJC, - Gill Q 
K(I(A - A’ll+ II B - B’J( + I/C - C’(l). If we drop the requirement that W’ have 
constant signature zero, we obtain the definition of Lipschitz unconditional 
stable factorization. Again, in the case 77 = 1 the two notions of Lipschitz 
stable factorization coincide. 
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LEMMA 2.4.6. 
(i) Suppose q = - 1. lf fM the supporting projection r corresponding to 
the minimal factorization W(h) = L( - A)TDL(A) we have that the subspaces 
Im r and Ker r are Lipschitz (un)conditionally stable, then the factorization 
is Lipschitz (un)conditionally stable. Conversely, if the factorization is 
Lipschitz unconditionally stable, then Im 7 and Ker IT are Lipschitz uncondi- 
tionally stable as elements of ](A”, H) and ](A, H), respectively. 
(ii) Suppose n = 1. A gain let r be the supporting projection correspond- 
ing to the minimal factorization W(h) = L(A)TDL(A). Then this factorization 
is Lipschitz (un)conditionally stable if and only if Im rr and Ker rr are 
Lipschitz (un)conditionally stable in ](A”, H) and ](A, H), respectively. 
Proof. The proof is analogous to the proofs of Lemmas 2.4.1, 2.4.2, and 
2.4.4. H 
We can apply now the corresponding theorems in [22]. 
THEOREM 2.4.7. Suppose n = - 1, and let W(A) = D + C(AZ - A)-‘B 
be a minimal realization fm a function W(A) with constant signature zero. 
Assume W has no pole or zero at zero. Let W(A)= L(- A)TDL(A) be a 
minimal factorization with the corresponding supporting projection r. This 
factorization in unconditionally Lipschitz stable if and only if W has no pure 
imaginary poles and zeros and L(A) and L( - AIT have no common poles and 
zeros. In this case the factorization is also conditionally Lipschitz stable. 
Proof. Suppose the factorization W(A) = L( - A)TDL(A) is uncondition- 
ally Lipschitz stable. Then Im 7r and Kerr are unconditionally Lipschitz 
stable in ](A”, H) and J(A, H), respectively, by Lemma 2.4.6. So they are 
certainly unconditionally stable. It then follows from Theorem I.4 in [2I] that 
W has no poles and zeros on the imaginary axis. Further, Theorem 1.5 in [21] 
implies that Irnr and Ker rr are sums of root subspaces of A” and A, 
respectively. This immediately gives that L(A) and L(- AIT have no com- 
mon poles and zeros. In this case the subspaces Im r and Ker r are also 
conditionally Lipschitz stable, and hence the factorization is also condition- 
ally Lipschitz stable by Lemma 2.4.6. n 
THEOREM 2.4.8. Suppose q = 1, let W(A)= D + C(Al- A)-‘B be a 
minimal realization fm a function with constant signature zero, and let 
W(A) = L(AITDL(A) be a minimal factorization with corresponding support- 
ing projection n-. This factorization is (unkonditionally Lipschitz stable if and 
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only if the geometric multiplicity of W at each of its poles and zeros is two and 
the partial multiplicities of W at its poles and zeros are all one. In this case 
any minimal factorization W(h) = L(h>TDL(h) is both unconditionally and 
conditionally Lipschitz stable. 
Proof. Suppose the factorization is Lipschitz stable (unconditional or 
conditional). Then according to Lemma 2.4.6 the subspaces Im rr and Kerr 
are Lipschitz stable. Theorem 2.9 in [21] then implies the statement concern- 
ing the poles and zeros of W. Conversely, suppose the geometric multiplici- 
ties of W at each of its poles and zeros is two and the partial multiplicities 
are all one. In that case every element in ](A, H) and every element in 
J(A”,H) is Lipschitz stable by Theorem 2.9 in [21]. It follows from Lemma 
2.4.6 that any minimal factorization W(h) = L(A)TDL(A) is Lipschitz stable. 
n 
3. MATRICAL BOUNDARY VALUE PROBLEMS WITH 
INVERSE SYMMETRY 
Let T and A be real n X n matrices with symmetric and invertible T. 
Consider the following matricial boundary value problem: 
TdW) - = -A@(t); 
dt 
W(O) = 9; +(t) is bounded on 0 < t <a. (3.11 
Here P : R” -+ R” is a known projection, cp E Im P is given, and the un- 
known function t,b(t> (0 < t <m) takes values in R”. Such boundary value 
problems are commonplace in transport theory (see, e.g., [31, 1.511, where 
they are considered mostly in the infinite dimensional framework. Typically, 
t,!&> takes values in the Hilbert space of square summable Lebesgue 
measurable functions on [ - 1, 11, T is the operator of multiplication by t, A 
is a constant plus a certain self-adjoint integral operator, and P is the 
orthogonal projection on this Hilbert space. 
We shall be interested mainly in the existence of a unique solution for 
every 9 E Im P. In such a case we say that the problem (3.1) is well posed. 
Define M to be the direct sum of the T-IA-invariant root subspaces 
corresponding to the eigenvalues of T-IA in the open right half plane and 
the subspaces of the form Ker (T-IA - AI), where A is a pure imaginary or 
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zero eigenvalue (if such exists) of T-IA. The subspace M will be called the 
indicator subspace. Clearly, M c R”. We then have the following easily 
proven fact: 
PROPOSITION 3.1. The system (3.1) is well posed ij-and only if the map 
P), : M -+ Im P is one to one and onto, where M is the indicator subspace. 
We introduce now an additional symmetry into the problem. A real n X n 
matrix J is called an inverse symmetry for the problem (3.1) if 
J” = I, JT = - TJT, ]A = ATJT. (3.2) 
In particular, TJ is skew symmetric, so in order for an inverse symmetry to 
exist, the size n of the matrices must be even (this will be assumed from now 
on in this section). The notion of inverse symmetry is natural from the point 
of view of transport theory (see [I9, 1531, w h ere J is often assumed to possess 
the additional property J = J ; T in the infinite dimensional framework de- 
scribed above, J is given by Jcp(t) = cp( - t), p E L2[ - 1, 11. 
The equalities (3.2) imply 
(jT)(T-'A)= -(T-IA)~(JT). 
So (T-IA, JT) E L,( - 1, - 1). Conversely, if a matrix J with J2 = I such that 
(T-‘A, JT) E L,( - 1, - l), then J is an inverse symmetry for (3.1). 
Observe that the problem (3.1) with the inverse symmetry (3.2) trans- 
forms to a problem of the same type under the transformation T + STTS, 
A + SrAS, P -+ S-‘PS with the inverse symmetry J -+ SrJSr-r (here S is a 
real invertible matrix). This observation allows us to assume in the proofs, 
without loss of generality, that the pair (T-‘A,JT) is in the canonical form. 
We say that (3.1) is stably well posed if (3.1) is well posed and any 
nearby problem with analogous symmetries is also well posed. Formally this 
means the following: There exists E > 0 such that every problem 
/6(t) 
-=-&T(t), 
dt 
FtJ(O) = Q, c(t) is bounded on 0 < t <m, (3.3) 
with T- = fT, A real, and P’ a projection, and with the inverse symmetry J: is 
well-posed provided 
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Observe that for E > 0 small enough ?’ must be invertible and dimIm tj = 
dim Im P. 
We now state and prove the main result of this section. 
THEOREM 3.2. The following statements are equivalent: 
(il The problem (3.1) with the inverse symmetry J is stably well posed. 
(ii) There exists E > 0 such that every problem 
#6(t) 
-=4lgt), 
dt 
P&(O) = cp> J(t) isboundedonO<t<m 
is well posed provided JA = ii’J’ and l/A - AlI < E. 
(iii) A is invertible, and each pure imaginary eigenvalue (zfany) of T-IA 
has algebraic multiplicity equal to the geometric multiplicity with all signs ~~ 
the same in the canonical fm of (T- 'A, JT). 
The following proposition will be handy in the proof of Theorem 3.2. 
PROPOSITION 3.3. Let (A, H) E L,( - 1, - 1). Then the only A-invariant 
H-neutral subspace (in R”) is the zero subspace if and only if all eigenvalues 
of A are pure imagina y nonzero, for each eigenvalue ib (b # 0) its geometric 
multiplicity coincides with its algebraic multiplicity, and fo?- each pair of 
eigenvalues f ib (b > 0) the signs ~~ in the canonical fnm of (A, H) are all 
equal. 
Proof. If at least one of the conditions of the proposition concerning the 
spectral structure of (A, H) does not hold, then the canonical form and 
Theorem 3.1 of [21] imply easily the existence of a nonzero A-invariant 
H-neutral subspace. 
Conversely, assume all the specified conditions on the spectral structure 
of (A, H) are satisfied. We prove that any nonzero A-invariant subspace is 
not H-neutral. Without loss of generality assume that a(A) = { t- ib) for some 
fixed b > 0 and that (A, H) is in the canonical form 
H=f_([ _; $9 ... *[ _y ;I). 
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Let x=(xI,yl>x,,Y, 1...1 ~“pY”,z )r be a nonzero vector belonging to an 
A-invariant subspace M. Then also y = (yi, - xi, ~2, - X2,. . 1 Y,,/e, - ~~12)~ 
belongs to M. But xrHy = k C?,/~(X’ + yf) f 0. n 
Proof of Theorem 3.2. We shall use in the proof the following well-known 
facts (see, e.g., [I21 for the proofs): 
(a) If Q is a projection and QIN : N * Im Q is one to one and onto for 
some subspace N, then for any projection Q’ sufficiently close to Q and any 
subspace N’ with 0( N’, N) sufficiently small, the map Q’lN : N’ -+ Im Q’ is 
again one to one and onto. 
(b) Let A be an rr X n (real) matrix, and let M ( c R”) be an A-invariant 
subspace; write 
M=MnN,+ ... iMnN,>, 
where N,,..., N,, are all the root subspaces of A corresponding either to real 
eigenvalues or to pairs of conjugate nonreal eigenvalues. Then there is a 
constant K > 0 such that for any n X n matrix B sufficiently close to A and 
any B-invariant subspace M, the inequalities 
K-‘B(M,,M),<8(M,nNi,,MnNi)dG3(M,,M), i=l,...,p, 
hold. Here NiB is the sum of the root subspaces of B corresponding to the 
eigenvalues of B that are close to the real eigenvalue or to the pair of 
conjugate nonreal eigenvalues of A to which Ni corresponds. 
We prove first the equivalence of (i) and (iii). In view of fact (b) and 
Proposition 3.1 we have to consider only the case when 
U( T-‘A) = ( + ib) 
for some b > 0. Assume first b > 0. 
Suppose that (iii) holds. Then by Proposition 3.3 there is no nonzero 
T-IA-invariant JT- neutral subspace. The same property should be true for 
real matrices A and T = fT close to A and T, respectively, and any inverse 
symmetry J close to J such that (F-‘A,jF) E L(- 1, - 1). Indeed, if this 
were not true, one could find sequences A,, + A, f,,, + T, J’;,, + J (m + a~) 
such that there is a nonzero f; ‘A ,“-invariant j,,,F,,,-neutral subspace N,,,. Any 
partial limit (which exists because of the compactness of the set of subspaces 
in Rn) of the sequence (N,&= 1 would be nonzero T- ‘A-invariant JT-neu- 
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tral, a contradiction with Proposition 3.3. In particular, by Proposition 3.3, for 
any triple of matrices (A, T, J> with the required symmetries which is 
sufficiently close to (A, T, J), the spectrum of f-‘A is purely imaginary and 
for each of its eigenvalues the geometric multiplicity coincides with the 
algebraic multiplicity. Hence the dimension of the indicator subspace re- 
mains constant, and by Proposition 3.1 the stable well-posedness follows. 
Suppose now (still assuming b > 0) that (iii) does not hold. So 
JT = 6 Kjantidiag(F”j, - F”j,...,( -I)“-‘Pnj), 
j=l 
where ~~ are + 1 or - 1, 
F= 0 1 
[ I -1 0’ 
and either at least one of the nj’s is bigger than one, or all nj’s are equal to 1 
but not all K~‘S are the same. We produce a small perturbation 2 of T-‘A 
such that (2, JT) E L( - 1, - 1) and th e indicator subspace h;i for the prob- 
lem 
T$‘= -A$, W(O) = 9, @ bounded for t > 0, (3.41 
where A = TZ, has the property that 
dim fi z 2p. (3.5) 
[The right-hand side of (3.5) is just the dimension of the indicator subspace 
for the original problem (3.11, (3.2).] Th is will show that (i) does not hold. 
If one of the nj’s (say, n,) is even, then let Z be the matrix obtained from 
T- ‘A by replacing the middle 4 X 4 block in 
STABLE INVARIANT LAGRANGIAN SUBSPACES 615 
with 
where E # 0 is close to zero. It turns out (cf. the proof of Theorem 3.4 in [2I]) 
that (2, JT) E L( - I, - I) and that + i(b - E) and f i(b + E) are eigenval- 
ues of 2 with algebraic multiplicity one. Consequently, dim 3 > 2(p + 1). If 
ni is odd > 3, then let Z be obtained from T-‘A by replacing the middle 
2 X 2 block in 
with 
2-e b-t& I 0 ’ & f 0. 
One checks that (Z, JT) E L( - 1, - 1) and that dim 6f > 2(p + 1). It remains 
to consider the case when all nj’s are equal to 1. For simplicity of notation 
assume p = 2; then K~ = - K~. Let 
where E is a real number close to zero. One verifies that (Z, JT) E L( - 1, - 
1) and the eigenvalues of Z are ib + E, ib - E, and their complex conjugates. 
So dim ti = 2 (for E # 0 and close to zero) but dim M = 4, and we are done 
in this case. 
Consider now the case when a(T-‘A) = {O). We have to show that the 
problem (3.1) is not stably well posed. Again, we produce a small perturba- 
tion Z of T-IA such that (Z, IT) E L( - 1, - 1) and the indicator subspace 
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iG for the problem 
T$‘= -(Tz)*, W(O) = cp, JI bounded for t 2 0 
satisfies dim & # dim M. Here M is the indicator subspace for the original 
problem. We take T-IA and JT in the canonical form (as in Theorem 1.1.2): 
T-‘A = I(+ 12,,(O) @ j+ (J2.,+,+dO) @ [ - J2np+j+dO)])‘~ (3.6) 
j=1 
I 
0. 
(3.7) 
SO 
dimM=p+2q. 
If 4 2 I, then replacing the block 12,,+,+1(0)@[- J2np+,+~(0)1T b’ 
J 2n,,+,+l(~M- Jzn,,+,+~(~)l~~ where E > 0 is close to zero, we obtain the 
matrix Z such that (Z, JT) E L( - 1, - 11, and 
dim*==+2(q-l)+l=p+2q-1 
for the corresponding indicator space ti. If one of nr,. ..,nP, say n,, is 
bigger than 1, let Z be obtained from T-‘A by adding the matrix with E in 
the (1,l) position, - E in the (2nl,2nl) position, and zeros elsewhere. One 
verifies that for E f 0 
dimA=r,+2q+l. 
Finally, if nl = 1, then add to T-‘A a negative number close to zero in the 
(I,2) position to obtain Z. 
This concludes the proof of(i) a (iii) in Theorem 3.2. A careful analysis of 
the proof reveals that (ii) j (iii) is proved as well (arguing by contradiction). 
As (i) = (ii) is obvious, the proof of Theorem 3.2 is completed. n 
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4. STABLE EQUILIBRIA OF ONE PARAMETER SUBGROUPS OF 
CLASSICAL LIE GROUPS 
In this section we propose a completely different point of view on the 
stability of invariant subspaces. 
Let G be a Lie group of n X n matrices (generally, with complex 
entries). The group G acts naturally on the set of all subspaces in C” (or R”, 
if the matrices in G are real): if g E G, and M c C” is a subspace, then 
g(M) = {gx 1 x E M). Consider the one dimensional subgroups J;: = {e”}, ~ n 
in G, where a E L, the Lie algebra of G. A subspace M c C” (or R”) is 
called an equilibrium of _% if the action of g E _4: leaves M invariant, i.e., 
g(M) = M for every g E 4. Equivalently, M is u-invariant. An equilibrium 
M of 4 will be called stable if any nearby one dimensional subgroup has 
an equilibrium arbitrarily close to M. Formally, this means that given E > 0 
there exists 6 > 0 such that for every b E L with lib - all < 6 there is an 
equilibrium M’ of S, with the property that @(M’, M) < E. If there exist 
constants E, K > 0 such that for every b E L with [lb - all < E there is an 
equilibrium M’ of /$> with 
O( M’, M) < Kllb - a[(, 
then we say that M is Lipschitz stable. Thus, stability (or Lipschitz stability) 
of M as an equilibrium is the same as stability (or Lipschitz stability) of M as 
an a-invariant subspace, when the perturbations are restricted to the Lie 
algebra L. So many results on stability of invariant subspaces can be 
interpreted as results on stability of equilibria. We give just two examples of 
such interpretation. 
Let G = SO(p, p) be the group of 2p X 2p real matrices g with determi- 
nant 1 such that 
gT[ -,‘p ::]g = [-,‘p e,]. 
The corresponding Lie algebra L consists of all 2p X 2p real matrices 
x= 
Xl x2 
[ I x; x, 
such that X, and X, are skew symmetric and X, is arbitrary (see, e.g., [16]). 
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Denoting H = (- I,) @ I,, we see that X E L if and only if (X, H) E L(1, - 1). 
We invoke now Theorems 1.4 and 1.5 of [22] and obtain the following results: 
THEOREM 4.1. 
(a) There exists an H-lagrangian subspace M which is a stable equilibrium of 
Ax if and only if X has no pure imaginary or zero eigenvalues. 
(b) If dx)n iR =0, th en an H-lagrangian X-invariant subspace M is a 
stable equilibrium of S, if and only if all the following conditions hold: 
(i> M n R(X; A) is either (0) or R(X; A) whenever h is a positive eigen- 
value of X with dim Ker( X - AZ) > 1; 
(ii) M n R(X; A) is an arbitrary even dimensional subspace of R(X; A) 
whenever h is a positive eigenvalue of X with dimKer(X - AZ) = 1 and 
with even algebraic multiplicity; 
(iii) M n R(X; a f ib) is either (0) or R(X; a k ib) whenever a + ib (a > 0, 
b + 0) are eigenvalues of X with geometric multiplicity at least 2 (i.e., 
there are at least two linearly independent eigenvectors of X in Czp 
corresponding to each eigenvalue a + ib and a - ib). 
CC> Zf a(X)n iR =0, h t en an H-lagrangian X-invariant subspace M is a 
Lipschitz stable equilibrium of S, if and only if M is spectral, i.e., 
M n R(X; A) is either (0) or R(X; A) f or every positive eigenvalue A of X 
and M n R(X; a + ib) is either (0) or R(X; a + ib) fw every pair of 
nonreal eigenvalues a f ib (a > 0) of X. 
Two comments are in order. Firstly, because of the symmetry inherent in 
the requirement that M be H-lagrangian, the conditions (i)-(iii) concerning 
R(X; A) with negative A or R(X; a f ib) with a < 0 follow from the corre- 
sponding conditions (+(“‘I m as stated (i.e., with A > 0 and a > 0). Secondly, 
Theorem 1.4 in [22] provides criteria for the existence and description of 
stable and Lipschitz stable equilibria within the class of H-lagrangian 
subspaces. However, it is not difficult to see that the same result applies also 
in the case when general (i.e., not necessarily H-lagrangian) equilibria of a 
perturbed one parameter subgroup are considered. 
Our second example is the group G = Sp(n) of all 2n X 2n real matrices 
g such that 
gTQ = K, 
where 
0 1” 
K= -1 
[ 1 n 0 . 
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The corresponding Lie algebra is (see, e.g., [IS]) 
L= ([:: -“;:]I Xij real matrices, X, = Xl, X3 = X3’ 1 . 
So X E L if and only if (X, K) E L,( - 1, - 1). Now appeal to Theorems 3.4 
and 3.6 in [21]: 
THEOREM 4.2. 
(a) There exists a K-lagrangian stable equilibrium of 2” if and only if 
a(X) n iR =0. In this caSe a K-lagrangian X-invariant subspace M is a 
stable equilibrium f&- S, if and only if conditions (i)-(iii) of Theorem 4.1 
hold. 
(b) If c+(X)niR =0, th en a K-lagrangian subspace M is a Lipschitz 
stable equilibrium if and only if M is spectral. 
The two comments made after Theorem 4.1 apply here as well. 
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