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Abstract—The boom of the spatial web has enabled spatial
keyword queries that take a user location and multiple search
keywords as arguments and return the objects that are spatially
and textually relevant to these arguments. Recently, utilizing
social data to improve search results, normally by giving a higher
rank to the content generated or consumed by the searcher’s
friends in the social network, has been studied in the information
retrieval (IR) community. However, little attention has been
drawn to the integration of social factors into spatial keyword
query processing. In this paper, we propose a novel spatial key-
word query, Social-aware top-k Spatial Keyword (SkSK) query,
which enriches the semantics of the conventional spatial keyword
query by introducing a new social relevance attribute. A hybrid
index structure, called Social Network-aware IR-tree (SNIR-tree),
is proposed for the processing of SkSK queries. To further
improve the query response time, an x-hop localized algorithm
is developed. Empirical results demonstrate that the proposed
index and algorithms are capable of excellent performance.
I. INTRODUCTION
In recent years, the web has been accessed increasingly by
mobile users due to a proliferation of Internet-worked mobile
devices such as smartphones. Meanwhile, positioning tech-
nologies have been increasingly available for mobile devices,
e.g., GPS receivers and Wi-Fi. These developments enable
a spatial web where contents and users are associated with
geographical locations, resulting in a wide range of location-
based services, e.g., map services, local search, and local
advertisements.
In the spatial web, a spatial keyword query takes a user
location and multiple search keywords as arguments and
returns the objects that are spatially and textually relevant
to these arguments. Several proposals in the literature have
studied some variants of the spatial keyword query, considering
different semantics of the spatial or textual relevance between
queries and objects. Some work [11], [14] treat the textual
relevance as Boolean predicates, selecting the objects that
contain the query keywords and satisfy the spatial constraint
in the query. Some work [12], [19], [22] integrate the spatial
and textual relevance into a ranking function.
However, ranking only according to the relevance between
the query arguments and objects adopted by existing work may
not satisfy different users’ information needs. As an example,
searching for “mouse” in “New Mexico” by a biologist (getting
some information about human plague in New Mexico) has a
completely different meaning from searching by a programmer
who is interested in computer peripherals (buying a mouse
in New Mexico). With the popularity of location-based social
networking services, such as Twitter, Foursquare and Face-
book, the social networks can be utilized to help improving
the quality of search results that might subjectively satisfy the
searcher’s needs. It is motivated by the fact that we usually
turn to our friends for recommendations of books, movies, or
restaurants, since closely related people have similar interests.
Ye et al. [29] show that social inﬂuence is beneﬁcial for item
recommendation. The idea behind is that a user’s friends may
share common interests with the user, and have inﬂuence on
the user’s decisions.
Utilizing social data to improve search results, normally by
giving a higher rank to the content generated or consumed by
the searcher’s friends in the social network, has been studied
in the information retrieval (IR) community [1], [3]. This type
of search not only has applications such as name, entity, or
content search on social networks [23], and social question
and answering [17], but also is very effective for person-
alization of web search [8]. Recently, Facebook announced
“Graph Search”, a way to search all of Facebook’s content
for queries tailored to users’ proﬁles, e.g., searching through
which dentists your friends used for. However, no emphasis
has been placed explicitly on users’ social inﬂuence in spatial
keyword search.
This paper aims to integrate social data into spatial keyword
search, by introducing a social relevance for each object
with regard to the query user. Thus, given a query q, the
ranking score of an object p is determined by a function
f(‖q p‖, tr q(p), sdq(p)) considering not only the spatial and
textual relevance (‖q p‖ and trq(p)) but also the social
relevance (sdq(p)). Within a social network context, each
object has a set of fans who have positive attitudes towards
the object. The social relevance of an object is determined
by the relationship between its fans and the query user in the
social network. Figure 1 illustrates how social relevance affect
the ranking of objects. There are two query users uq and u′q
issuing the same query keywords at the same query location,
shown in Figure 1(b). Hence, the spatial and textual relevance
of each of the three objects p1, p2, and p3 are the same for
uq and u′q , respectively. In other words, the rankings of the
three objects with regard to uq and u′q depend on the social
relevance of the objects. Figure 1(a) shows the social network
of the two users. The users following each object are the fans
of the object. Let the three objects p1, p2, and p3 have the same
textual relevance. Traditional spatial keyword search technique
ranks p2 as the top-1 result. If considering the social relevance,
object p1 may be returned as the top-1 result to user uq , while
the top-1 result for u′q may be p3.
To the best of our knowledge, we are the ﬁrst to study
social-aware spatial keyword search. We propose a new type of
query, called the Social-aware top-k Spatial Keyword (SkSK)
query that retrieves a list of k objects ranked according to
their spatial, textual, and social relevance. To process the SkSK
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Fig. 1. Effect of Social relevance
query, a simple approach is to use a spatial keyword search
technique to generate a number of top candidate objects based
on the spatial and textual relevance and then compute the social
relevance of the candidate objects. However, this approach is
not efﬁcient since it is not easy to determine the number of
candidate objects needed from the ﬁrst step in order to ensure
that top-k results are found in the end.
In this paper, we propose a hybrid index structure, called
Social Network-aware IR-tree (SNIR-tree) that integrates lo-
cations, text documents, and social information. Each entry in
each node of the SNIR-tree records a summary of the location
information, the textual content, and the social information
of all the objects in the sub-tree rooted at the entry. With
the SNIR-tree, a threshold-based algorithm is developed to
efﬁciently process SkSK queries. The query processing algo-
rithm is able to estimate the spatial distance, the text relevance
scores, and the social relevance scores of a query to the objects
in any sub-tree. It is able to simultaneously prune the search
space according to the three measures, i.e., spatial proximity,
textual relevance, and social relevance. To further improve the
performance of processing SkSK queries on the SNIR-tree,
an x-hop localized algorithm is proposed that ignores the fans
x-hop away from the query user when computing the social
relevance of objects. It is able to reduce the effect of the
sparsity of the fan-object space and derives tight bounds on
the social relevance in the SNIR-tree.
Our contributions made in this paper are summarized as
follows:
• We propose a new SkSK query to integrate the social
inﬂuence into spatial keyword search.
• A hybrid index SNIR-tree and a threshold-based al-
gorithm are developed.
• An x-hop localized algorithm is proposed to further
improve the performance of query processing, while
producing similar results to the threshold-based algo-
rithm.
• Extensive empirical experiments are conducted to
evaluate the performance of our proposals.
The rest of this paper is organized as follows. The problem
setting and deﬁnition are presented in Section II. Then, we
propose the hybrid index structure SNIR-tree and an algorithm
for the processing of SkSK queries in Section III and an x-
hop localized algorithm in Section IV. Next, we study the
performance of our proposals on real datasets in Section V,
followed by related work in Section VI and conclusions in
Section VII.
II. PROBLEM DEFINITION
We consider a data set D in which each object p ∈ D is
a triple 〈λ, ψ,〉 of a point location p.λ, a text description or
document p.ψ (e.g., the facilities and menu of a restaurant),
and a set of fans p., where a fan u ∈ p. is a user who has a
positive attitude towards object p (e.g., liking, recommending
or sharing). A Social-aware top-k Spatial Keyword (SkSK)
query q = 〈λ, ψ, k, S〉 takes four arguments: a point location
λ, a set of keywords ψ, a number of requested objects k, and
the social network S of the user who issues the query. A social
network S is modeled as an undirected graph, where each
node represents a user and each edge indicates the relationship,
connection, or interaction between two users. We deﬁne the
social distance between two users ‖u1 u2‖s as the length of
the shortest path p(u1, u2) between u1 and u2 in the social
network. Figure 2 illustrates an example social network, where
the social distance between u1 and u2 is 2.
An SkSK query returns a list of k objects from D that
minimize the ranking value (according to Equation 1) and that
are in ascending order of their ranking values:
rankq(p) =
‖q p‖
trq(p) · sdq(p) , (1)
where ‖q p‖ is the Euclidean distance between query q and
object p and trq(p) is the text relevance of object p given the
keywords in query q, which can be computed by any monotone
information retrieval model, e.g., language models [21]. Func-
tion sdq(p) computes the social relevance of p with regard to
q that favors the object having more fans close to the query
user in the social network, deﬁned as
sdq(p) = 1 +
∑
u∈p.
α‖uq u‖s , (2)
where α ∈ [0, 1) is a damping factor. Constant 1 guarantees
that the social relevance never equals 0. The exponential
decay component α‖uq u‖s is also used in other applications,
such as voting in social networks [4] and PageRank [2].
Note that this paper’s proposal is not limited to the ranking
function introduced above. It is applicable to any monotone-
form ranking function.
Example 2.1: Figure 3(a) shows the locations of a set
of objects D = {p1, p2, p3, p4}. Let the query q shown in
Figure 3(a) be q.ψ = {a, b}, q.k = 2. Let the query user
be u1 and its social network q.S as shown in Figure 2. The
number in brackets next to each object is its text relevance to
the query keywords q.ψ that are computed on-the-ﬂy using the
text relevance function trq(p). Figure 3(b) shows the Euclidean
distances and the fans of each object. Let the damping factor α
be ﬁxed at 0.5. The social relevance of p1 w.r.t. q is computed
as 1+0.52+0.52 = 1.5. Similarly, we have sdq(p2) = 2.625,
sdq(p3) = 1.0625, and sdq(p4) = 1.75. The result of query
236
q is 〈p2, p4〉 according to function rankq(·) (Equation 1). The
ranking values of p2 and p4 are 0.18 (= 0.11/0.23/2.625) and
0.32 (= 0.14/0.25/1.75), respectively.
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Fig. 2. Example Social Network
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‖q pi‖ pi.
p1 0.14 u2, u7
p2 0.11 u1, u3, u9
p3 0.13 u5, u6
p4 0.14 u7, u10
(a) (b)
Fig. 3. Example SkSK Query
Problem Statement: We tackle the problem of efﬁciently
answering SkSK queries, i.e., given a query q, we retrieve
a ranked list of k objects according to their ranking scores as
computed by the ranking function rankq(p) (Equation 1).
III. SNIR-TREE BASED APPROACH
Recently, several approaches have been developed for
the processing of spatial keyword queries that consider the
Euclidean distances and the text relevance of objects, e.g.,
the IR-tree and its variants [12], [19], [26] and S2I [22].
Additionally, the shortest path queries [9], [24] have been
studied extensively in the literature. An SkSK query considers
the Euclidean distances, the text relevance, and the social
relevance of objects, where the social relevance of an object
depends on the lengths of the shortest paths between the fans
of the object and the query user. This is the ﬁrst work that
leverages both techniques for the efﬁcient processing of SkSK
queries.
A. SNIR-Tree
For the sake of efﬁciency, we propose a hybrid indexing
structure, the Social Network aware IR-tree (SNIR-tree), that
supports the simultaneous computation of the Euclidean dis-
tance, the text relevance, and the social relevance. It is a tree
based structure which is able to prune the search space using
the score bounds of non-leaf nodes. The SNIR-tree is extended
from an IR-tree [12], each entry in each node of which is
enriched with a set of fans that is the union of the fans of the
objects contained in the subtree rooted at the entry.
In the SNIR-tree, each leaf node contains a number of
entries of the form 〈ptr ,Λ, ψ,〉, where ptr refers to an object
p in data set D, Λ is the Minimum Bounding Rectangle (MBR)
of object p, ψ is the identiﬁer of the document of object p,
and  refers to a set of fans of object p. Each leaf node also
contains a pointer to an inverted ﬁle for the text documents of
the objects stored in the node. An inverted ﬁle index has two
main components:
1) A vocabulary of all distinct words appearing in the
document of some object.
2) A posting list for each word t, i.e., a sequence of the
identiﬁers of the objects whose documents contain t.
Each non-leaf node N contains a number of entries of the
form 〈ptr ,Λ, ψ,〉 where ptr is a reference to a child node
of N , Λ is the MBR of all rectangles in entries of the child
node, ψ is a reference to a pseudo document that represents
all documents in the entries of the child node, which enables
derivation of an upper bound on the text relevance to a query
of any object contained in the subtree rooted at this entry, and
 refers to a set of fans that is the union of the fans of entries
of the child node. Each non-leaf node contains a pointer to an
inverted ﬁle on the pseudo documents of the entries stored in
the node.
Example 3.1: Figure 4(a) illustrates an SNIR-tree on 9
spatial objects. Figure 4(b) shows the contents of the inverted
ﬁles associated with the nodes. As a speciﬁc example, the
weight of the term c in entry R2 of node R5 is 7, which is
the maximal weight of the term in the three documents in
node R2. For ease of understanding, we use term frequency to
represent the weight of word t in the running example of the
paper. How the fans of entries are computed and stored in an
SNIR-tree is illustrated in Figure 4(a). As a speciﬁc example,
the fan sets of object p1 and p2 are {u1, u3, u5} and {u3, u5},
respectively. Then the fan set of their parent R1 is the union
of the fan sets of p1 and p2, i.e., {u1, u3, u5}.
The SNIR-tree inherits an important feature from the IR-
tree, i.e., the text relevance of a non-leaf entry is an upper
bound on the text relevance to a query of any object contained
in the subtree rooted at the entry, to be presented in Theorem 1.
Theorem 1: [Monotonicity, text relevance function] (
[12]) Given a query q and a non-leaf entry e with its rectangle
e.Λ, we have ∀p ∈ e.Λ (trq(e) ≥ trq(p)).
As an example in Figure 4, given any query q, trq(R5) ≥
trq(R1) ≥ trq(p1). The construction of the fan set of a non-
leaf entry allows derivation of an upper bound on the social
relevance of any object contained in the subtree rooted at the
entry, which is guaranteed by the following theorem:
Theorem 2: Given a query q and a non-leaf entry e whose
child node encloses m entries CE = {cei , 1 ≤ i ≤ m}, the
following is true: ∀cei ∈ CE (sdq(cei) ≤ sdq(e)).
Proof: Since cei is in the child node of e, the fan set of
cei is a subset of the fan set of e, i.e., cei. ⊆ e.. According
to the deﬁnition of the social relevance sdq(·), we have
sdq(cei) = 1 +
∑
u∈cei.
α‖uq u‖s
≤ 1 +
∑
u∈e.
α‖uq u‖s
= sdq(e),
and thus complete the proof.
A salient feature of the SNIR-tree is that it has a nice
property (Theorem 3) that the ranking score of an entry at
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InvF -root InvF -R5 InvF -R6
a: (R5, 7), (R6, 4) a: (R1, 5), (R2, 7) a: (R3, 4), (R4, 1)
b: (R5, 5), (R6, 4) b: (R1, 5), (R2, 3) b: (R4, 4)
c: (R5, 7), (R6, 4) c: (R1, 5), (R2, 7) c: (R3, 4), (R4, 4)
d: (R5, 1), (R6, 1) d: (R2, 1) d: (R4, 1)
InvF -R1 InvF -R2 InvF -R3 InvF -R4
a: (p1, 5) a: (p3, 7) a: (p5, 4), (p9, 3) a: (p7, 1)
b: (p2, 5) b: (p8, 3) b: (p6, 4), (p7, 1)
c: (p1, 5), (p2, 5) c: (p4, 7), (p8, 3) c: (p5, 4), (p9, 3) c: (p6, 3), (p7, 4)
d: (p3, 1), (p4, 1) d: (p7, 1)
(a) Structure of an SNIR-Tree
(b) Content of the Inverted Files of the Nodes
Fig. 4. Example of an SNIR-Tree
higher level in the SNIR-tree is a lower bound on the ranking
scores of the entries in its subtree. These lower bounds are
used to direct the search as shown in Section III-B.
Theorem 3: Given a query q and a non-leaf entry e whose
child node encloses m entries CE = {cei , 1 ≤ i ≤ m}, the
following is true: ∀cei ∈ CE (rankq(cei) ≥ rankq(e)).
Proof: Since cei is in the child node of e, i.e., being
enclosed in the rectangle of e, the minimum Euclidian distance
between q and e is no larger than the minimum Euclidian
distance between q and cei, i.e., ‖q e‖ ≤ ‖q cei‖. According to
Theorems 1 and 2, we have trq(cei) ≤ trq(e) and sdq(cei) ≤
sdq(e). Hence, we have
rankq(cei) =
‖q cei‖
trq(cei)sdq(cei)
≥ ‖q e‖
trq(e)sdq(e)
= rankq(e).
B. Query Processing
To process SkSK queries with the SNIR-tree, we exploit
the best-ﬁrst traversal algorithm (e.g., [16]) for retrieving the
top-k objects. With the best-ﬁrst traversal algorithm, a priority
queue is used to keep track of the entries referring to nodes or
objects that have yet to be visited. The ranking scores rankq(·)
of entries are used as the keys. When deciding which node or
object to visit next, the algorithm picks the entry with the
smallest ranking score in the set of all entries that have yet
to be visited. The algorithm terminates when the top-k objects
(ranked according to Equation 1) have been found. Algorithm 1
shows the pseudo-code. We adopt the Breadth First Search
(BFS) to determine the social relevance of visited entries (line
11).
C. Update of the SNIR-Tree
Since the SNIR-tree is based on the IR-tree, the update,
including insertion and deletion of an object, is exactly as in
the IR-tree. In addition, the fans of each entry in the SNIR-tree
can be updated easily.
Algorithm 1 SNIRQP(Query q, Integer k, SNIR-tree index )
1: Queue ← NewPriorityQueue();
2: Queue.Enqueue(index .RootNode, 0);
3: while not Queue.IsEmpty() do
4: Entry e ← Queue.Dequeue();
5: if e refers to an object then
6: Add e to the top-k result;
7: if k objects have been found then
8: return the top-k result;
9: else  e refers to a node
10: for each entry e′ in node e do
11: Compute its social relevance sdq(e′) using
BFS;
12: Queue.Enqueue(e′, rankq(e′));
IV. x-HOP LOCALIZED ALGORITHM
In the SNIR-tree, we observe that opportunities for the
performance improvement exist in the following two cases.
Case I: late stop.
Given a query, if the Euclidean distances and the text relevance
of the objects in some leaf nodes are similar, their social
relevance play important roles in their ranking scores. The
social relevance (ranking scores) of the entries in their parent
node are larger (smaller) than the social relevance (ranking
scores) of those objects. Algorithm 1 will not stop even if the
top-k objects have been encountered. They will be inserted into
the priority queue, since some non-leaf entries have smaller
ranking scores. The algorithm terminates when all these non-
leaf entries in the front of the priority queue are processed,
i.e., their children nodes are loaded, so that high I/O cost and
computation cost are incurred. We use Example 4.1 to illustrate
this case.
Example 4.1: Suppose the query user is u10 in the social
network shown in Figure 2, retrieving the top-1 result. Let α in
Equation 2 be 0.5. Figure 5 shows a part of an example SNIR-
tree. To simplify the example, we assume the text relevance
of each entry in the SNIR-tree is 1. The numbers in the
parentheses are the Euclidean distances from the entries to the
query user. The social relevance of entries R1, R2, and R3 are
1.66 (= 1+0.51+0.53+0.55), 1.78 (= 1+0.51+0.52+0.55),
and 1.69 (= 1 + 0.51 + 0.53 + 0.54), respectively, based on
their fans shown in Figure 5. According to Algorithm 1, entries
R1, R2, and R3 are inserted in the priority queue with their
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ranking scores 0.06 (= 0.1/1/1.66), 0.08 (= 0.15/1/1.78),
and 0.08 (= 0.135/1/1.69). Entry R1 is ﬁrstly dequeued and
object p1 and p2 in its child node are inserted into the priority
queue with ranking scores 0.087 and 0.17. In this example,
object p1 is the top-1 result. However, the algorithm cannot
stop, since the ranking scores of R2 and R3 in the priority
queue are smaller than that of p1. The children nodes of R2
and R3 have to be processed before reporting p1 as the top-1
result.
Case II: long search path.
The social relevance of a non-leaf entry e can sometimes be
a loose bound, much larger than the social relevance of the
entries in its child, if the fan sets of the entries in the child
node are quite different. When entry e is dequeued from the
priority queue, we expect the result can be retrieved in its child
node. However, the ranking scores of the entries in the child
node are much worse than that of e. Then other entries in the
priority queue with better ranking scores need to be processed.
The search path is long, since the leaf node where the result
located cannot be quickly found. Example 4.2 illustrates this
case.
Example 4.2: Suppose the query user is u10 in the so-
cial network shown in Figure 2, retrieving the top-1 result.
Let α in Equation 2 be 0.5. Figure 6 shows a part of an
example SNIR-tree. To simplify the example, we assume
the text relevance of each entry in the SNIR-tree is 1. The
numbers in the parentheses are the Euclidean distances from
the entries to the query user. The social relevance of entries
R1 and R2 are 1.66 (= 1 + 0.51 + 0.53 + 0.55) and 1.97
(= 1+0.51+0.52+0.53+0.54+0.55), respectively, based on
their fans shown in Figure 6. According to Algorithm 1, entries
R2 and R1 are inserted in the priority queue with their ranking
scores 0.056 (= 0.11/1/1.97) and 0.06 (= 0.1/1/1.66). Entry
R2 is ﬁrstly dequeued and object p3, p4 and p5 in its child node
are inserted into the priority queue. In this example, object p1
is the top-1 result. However, the algorithm traverses another
search path via R2, rather than the shortest one via R1, since
the ranking score of R2 is smaller than that of R1. The children
nodes of entries with smaller ranking scores than that of R1
have to be processed before reporting p1 as the top-1 result.
Based on these observations, we propose an algorithm that
computes social relevance for each entry in the SNIR-tree
based on Equation 3 that only considers fans within x hops.
The intuition is that the friends far away (more than x hops)
from the query user have little effect on the result. This x-hop
localized algorithm retrieves similar results as Algorithm 1,
but achieving good search performance.
Speciﬁcally, the x-hop localized algorithm differs from
Algorithm 1 in the social relevance computation. Equation 3
is used to compute the social relevance of each entry in the
SNIR-tree, where parameter x affects the result. The larger the
x is, the more similar the result is to Algorithm 1. When x
approaching ∞, the x-hop localized algorithm ﬁnds the same
result as does Algorithm 1.
sdq(e) = 1 +
∑
u∈e.∧‖uq u‖s≤x
α‖uq u‖s . (3)
A smaller x tempers or mitigates the effect of the fans far
from the query user in the social relevance. It reduces the effect
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Fig. 5. Late Stop Example
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Fig. 6. Long Search Path Example
of the sparsity of the fan-object space. Only the fans close to
the query user are considered. Hence, the social relevance of
non-leaf entries become tight bounds on the social relevance
of the entries in their children nodes.
Applying the x-hop localized algorithm in Example 4.1,
if we set x to 1, only u1 is considered when computing the
social relevance. Entries R1, R3, and R2 are inserted in the
priority queue with their ranking scores 0.07, 0.09, and 0.1.
Entry R1 is ﬁrstly dequeued and objects p1 and p2 in its child
node are inserted into the priority queue with ranking scores
0.087 and 0.17. Then p1 is reported as the top-1 result. The
x-hop localized algorithm terminates earlier than Algorithm 1
does. Recall that Algorithm 1 processes the children nodes of
entries R2 and R3 before reporting p1. Similarly, if we set x
to 1 in Example 4.2, entries R1 and R2 are inserted in the
priority queue with their ranking scores 0.07 and 0.073. Entry
R1 is ﬁrstly dequeued and object p1 is reported as the top-1
result. The x-hop localized algorithm quickly ﬁnds the node
containing the results when compared to Algorithm 1. Recall
that Algorithm 1 visits the child node of R2 before ﬁnding the
top-1 result.
In the experiment evaluation, we study how different values
of x affect the search performance and measuring the similarity
of the query results produced by the x-hop localized algorithm
and Algorithm 1. In the above two examples, the x-hop
localized algorithm retrieves the same result as Algorithm 1
does. According to our empirical study, the x-hop localized
algorithm achieves much better performance. And the results
are slightly different from Algorithm 1.
V. EMPIRICAL STUDY
We conduct empirical studies to evaluate our proposals.
Section V-A presents datasets, queries, parameters, and the
platform used in the experiments. The proposals for SkSK
queries are evaluated in Section V-B.
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A. Experimental Setup
Two datasets are used to study the performance of our
proposals. Dataset GT is a combination of a location-based
online social network Gowalla1 where users share their loca-
tions by checking-in and a Twitter dataset containing Twitter
messages. A Twitter message is considered as a document
and randomly assigned to a location in Gowalla. A fan of a
location is the user who checked in at the location. All the users
form a friendship network that is undirected and consists of
196,591 nodes and 950,327 edges. Dataset DP is crawled from
a popular Chinese online restaurant guide website where users
are able to ﬁnd local restaurants based on personal preferences
and share ratings and reviews. Each restaurant has a spatial
location and a brief introduction describing its features. A fan
of a restaurant is the user who browsed or wrote comments
for the restaurant. The social network formed by all users has
722,380 nodes and 1,674,481 edges. Table I provides detailed
statistics of the two datasets.
TABLE I. DATA SET STATISTICS
dataset # of objects # of distinct words average # of distinct words per object
GT 1,280,969 1,678,451 14
DP 1,460,000 306,285 107
dataset # of users # of edges average # of fans per object
GT 196,591 950,327 3
DP 722,380 1,674,481 22
We generate 4 query sets in the space of each dataset, in
which the number of keywords is 1, 2, 3, and 4, respectively.
Each set comprises 100 randomly generated queries. Speciﬁ-
cally, to generate a query, we randomly pick an object in the
dataset, and take the location of the object as the query location
and randomly choose words from the document of the object
as the query keywords.
The index structure SNIR-tree is disk resident, and the page
size is 8KB. The number of children of a node in the SNIR-
tree is computed given the fact that each node occupies a page.
This translates to 200 children per node in our implementation.
Algorithm 1, denoted as SNIRQP, and the x-hop localized
algorithm, denoted as APPRO-x, were implemented in Java,
and an Intel(R) Core(TM)2 Quad CPU Q8400 @ 2.66 GHz
with 4 GB memory was used for the experiments. The Java
Virtual Machine Heap is set to 2GB. We report the average
elapsed time cost of the queries in each query set. Many
layers of cache (e.g., disk driver cache, operating system cache,
application cache) exist between a Java application and the
physical disk. Rather than measuring physical I/Os from the
disk using Java, we report the simulated I/O cost using a
simulated LRU buffer that caches 5% nodes in the SNIR-tree.
We study the effect of different parameters and set parame-
ter default values as follows: the number k of requested results
is 10; the number of query keywords is 2; parameter α in the
social relevance (Equations 2 and 3) is 0.5; parameter x in
Equation 3 is 1 (APPRO-x becomes APPRO-1). To compare
the retrieved results by SNIRQP and APPRO-x, we adopt
the minimum Kendall distance (Kmin) [13], which is used to
measure the distances between top-k lists returned by search
engines. It reﬂects the percentage of the pairs in the opposite
order in the two top-k lists. The smaller the value of Kmin,
the more similar the two top-k lists.
1http://snap.stanford.edu/data/loc-gowalla.html
B. Performance Evaluation
We study the proposed methods under various settings,
including the performance on different datasets, varying x in
Equation 3, varying the number of requested results k, and
varying α in the social relevance (Equations 2 and 3). We also
report the storage taken up by the index structure SNIR-tree on
the two datasets and include the statistics of the tree structure.
Effect of x.
Figures 7 and 8 show the elapsed time, the simulated I/O cost,
and the distances (Kmin) between the top-k results retrieved by
SNIRQP and APPRO-x on dataset GT and DP when varying
the value of x. When x is assigned small values, e.g., 1 and 2,
algorithm APPRO-x outperforms algorithm SNIRQP in terms
of the elapsed time and the simulated I/O cost by orders of
magnitude. As the value of x increases, the elapsed time and
the simulated I/O cost of APPRO-x increase, approaching the
performance of SNIRQP. The main reason is that APPRO-x
ignores the fans far from the query user when computing the
social relevance of objects using a small x. It in some sense
reduces the effect of the sparsity of the fan-object space, so that
the social relevance of non-leaf entries in algorithm APPRO-x
become tight bounds on the social relevance of the entries in
their children nodes, comparing with algorithm SNIRQP. Since
the social relevance computations in APPRO-x and SNIRQP
are different, the two algorithms may retrieve different top-
k results. As the value of x increases, the social relevance
computed in algorithm APPRO-x become closer to those in
algorithm SNIRQP so that the distance (Kmin) between the
top-k results retrieved by SNIRQP and APPRO-x decreases.
Varying k.
Figures 9 and 10 show the elapsed time, the simulated I/O cost,
and the distances (Kmin) between the top-k results retrieved by
SNIRQP and APPRO-1 on dataset GT and DP when varying
the number k of requested results. As expected, the elapsed
time and the simulated I/O costs of both SNIRQP and APPRO-
1 increase slightly as k increases, since more requested objects
require more computation costs. Algorithm APPRO-1 outper-
forms algorithm SNIRQP by orders of magnitude in terms of
the elapsed time and the simulated I/O cost for all values of
k. The distances (Kmin) between the top-k results retrieved
by SNIRQP and APPRO-1 decreases as k increases, indicating
that the social relevance computation (Equation 3) in algorithm
APPRO-x only slightly changes the ranking of the top-k result
retrieved by SNIRQP. As an example, suppose that SNIRQP
returns a ranking p1, p2, p3, p4 and APPRO-1 retrieves a
ranking p3, p1, p2, p4. The distance Kmin decreases when
k increases from 1 to 4. If a total different ranking p5, p6, p7,
p8 is returned, the distance Kmin is always large.
Varying α.
Figures 11 and 12 show the elapsed time, the simulated I/O
cost, and the distances (Kmin) between the top-k results re-
trieved by SNIRQP and APPRO-x on dataset GT and DP when
varying parameter α. The elapsed time and the simulated I/O
costs of both SNIRQP and APPRO-1 increase as α increases.
A small α indicates less impact of the social relevance in the
ranking function (Equation 1), while large α results in higher
impact of the social relevance in the ranking function. Since
the SNIR-tree groups objects based on the spatial proximity,
the beneﬁt is signiﬁcant when α is small. Algorithm APPRO-1
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outperforms algorithm SNIRQP signiﬁcantly in terms of the
elapsed time and the simulated I/O cost for all values of α.
The distances (Kmin) between the top-k results retrieved by
SNIRQP and APPRO-1 increases as α increases. The reason
is that the higher impact (larger α) the social relevance takes
in the ranking function, the more different the ranking of the
top-k result returned by algorithm APPRO-1 from the top-k
result of algorithm SNIRQP. Note that on dataset DP, when
α = 0.1, algorithm APPRO-1 retrieved the same top-k result
(Kmin = 0) as does algorithm SNIRQP.
Space requirement.
Table II shows detailed information of the indexes (SNIR-
trees) on the two datasets. The whole index is not buffered
by the operating system, given 4GB physical main memory.
Datasets GT and DP contain a comparable number of objects,
resulting in a comparable number of nodes in their SNIR-trees,
while the size of the index on dataset DP is much larger than
the index size of dataset GT due to more distinct words and
fans per object.
Summary.
The experimental study shows that algorithm APPRO-x out-
performs algorithm SNIRQP by orders of magnitude while
returning similar top-k results. For the sake of efﬁciency, we
recommend to use small x. Considering the semantics of the
social relevance in the ranking function (Equation 1), a small
x means that only close friends may help to improve the
search results, given the ground truth that close friends tend
to have similar interests. Parameter α is used to specify the
importance of the social relevance in the ranking function.
Users may decide how important the social relevance is for
ranking objects.
VI. RELATED WORK
The SkSK query considers social inﬂuence in spatial
keyword queries. Spatial keyword query processing and social-
aware search have been well studied separately. This section
covers existing work related to these two kinds of queries.
A. Spatial Keyword Queries
A spatial keyword query retrieves the best object(s) with
respect to a given location and a set of keywords. Cao et
al. [5] provided an introduction to the subject, and Chen et
al. [10] gave an experimental comparison of indexes. Efﬁ-
cient implementation of spatial keyword queries, with varying
semantics, has also been studied. Zhou et al. [33] used a
hybrid index structure that integrates inverted ﬁles and R*-trees
for computing both textual and location aware queries. Three
different index variations are studied: (1) inverted ﬁle and R*-
tree double index, (2) ﬁrst inverted ﬁle then R*-tree, (3) ﬁrst
R*-tree then inverted ﬁle. All the three variants are used for the
processing of spatial keyword queries in two phases, i.e., either
ﬁrst spatial ﬁltering or ﬁrst keyword ﬁltering. The IR2-tree [14]
is another hybrid index that targets spatial keyword queries.
It combines an R-tree with superimposed text signatures.
However, it is applicable only when the keywords serve as a
Boolean ﬁlter. In the IR-tree [12], [19], [25], each node in the
R-tree is augmented with inverted ﬁles. It supports the ranking
of objects based on a weighted sum of spatial distance and
text relevance. Recently, other variants of the spatial keyword
query have been studied, including the mCK query [31], [32],
the Location-aware top-k Prestige-based Text retrieval (LkPT)
query [6], the collective spatial keyword query [7], the Reverse
Spatial Textual k Nearest Neighbor (RSTkNN) query [20], and
the moving top-k spatial keyword query [27]. However, none
of the above techniques take into account social inﬂuences.
B. Social-aware Search
Utilizing users’ social information to improve search results
has been studied in the information retrieval community.
Carmel et al. [8] investigated personalized social search based
on the user’s social relations. Search results are re-ranked
according to their relations with individuals in the user’s
social network. SonetRank [18] personalized the Web search
results based on the aggregate relevance feedback of the
users in similar groups, based on the observation that users
in the same group may have similar relevance judgments
for queries related to these groups. Xu et al. [28] used the
annotation data on del.ico.us and proposed a ranking method
based on tag-relevance and match between users’ proﬁles and
document tags. Yin et al. [30] studied efﬁcient top-k social web
search, i.e., document search considering the social inﬂuence,
measurement of the afﬁnity between a query user and the
publisher of a retrieved document.
VII. CONCLUSIONS
This paper studies the social-aware top-k spatial keyword
(SkSK) query that enriches the semantics of the spatial key-
word query by introducing a new social relevance attribute.
We propose a hybrid index structure SNIR-tree that integrates
the social information into the IR-tree and develop algorithms
for efﬁcient processing of SkSK queries. The index is capable
of taking into account social information, text relevance, and
location proximity to prune the search space at query time.
Results of empirical studies with an implementation of the
methods demonstrate that the proposed index and algorithms
offer scalability and are capable of excellent performance.
In future work, it is of interest to examine the utility of
the SkSK query, i.e., aiming for a result that is as useful as
possible for an important use case. However, it is challenging
to establish a reliable ground truth for the result of a query. It is
necessary to collect real data, including both datasets and query
workloads, and determine the usefulness of query results.
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