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Low-Complexity Modeling for Visual Data:
Representations and Algorithms
Yuqian Zhang
With increasing availability and diversity of visual data generated in research labs and everyday life, it is
becoming critical to develop disciplined and practical computation tools for such data. This thesis focuses
on the low complexity representations and algorithms for visual data, in light of recent theoretical and
algorithmic developments in high-dimensional data analysis.
We first consider the problem of modeling a given dataset as superpositions of basic motifs. This model
arises from several important applications, including microscopy image analysis, neural spike sorting and
image deblurring. This motif-finding problem can be phrased as "short-and-sparse" blind deconvolution, in
which the goal is to recover a short convolution kernel from its convolution with a sparse and random spike
train. We normalize the convolution kernel to have unit Frobenius norm and then cast the blind deconvolution
problem as a nonconvex optimization problem over the kernel sphere. We demonstrate that (i) in a certain
region of the sphere, every local optimum is close to some shift truncation of the ground truth, when the
activation spike is sufficiently sparse and long, and (ii) there exist efficient algorithms that recover some
shift truncation of the ground truth under the same conditions. In addition, the geometric characterization
of the local solution as well as the proposed algorithm naturally extend to more complicated sparse blind
deconvolution problems, including image deblurring, convolutional dictionary learning.
We next consider the problem of modeling physical nuisances across a collection of images, in the context
of illumination-invariant object detection and recognition. Illumination variation remains a central challenge
in object detection and recognition. Existing analyses of illumination variation typically pertain to convex,
Lambertian objects, and guarantee quality of approximation in an average case sense. We show that it
is possible to build vertex-description convex cone models with worst-case performance guarantees, for
nonconvex Lambertian objects. Namely, a natural detection test based on the angle to the constructed cone
guarantees to accept any image which is sufficiently well approximated with an image of the object under
some admissible lighting condition, and guarantees to reject any image that does not have a sufficiently
approximation. The conemodels are generated by sampling point illuminations with sufficient density, which
follows from a new perturbation bound for point images in the Lambertian model. As the number of point
images required for guaranteed detection may be large, we introduce a new formulation for cone preserving
dimensionality reduction, which leverages tools from sparse and low-rank decomposition to reduce the
complexity, while controlling the approximation errorwith respect to the original cone. Preliminary numerical
experiments suggest that this approach can significantly reduce the complexity of the resulting model.
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2With tremendous volume of quantitative information and mature large-scale computational platforms,
it is becoming possible to extract useful insights from data to support economic growth, smarter cities,
improved healthcare, etc. In scientific and engineering disciplines, the increasing availability and diversity
of data are accelerating the pace of new discoveries. Advances in the theory and practice of computational
science are allowing scientists to acquire worthwhile signals which cannot be directly measured, to obtain
new information and insights which cannot be obtained by hand. On the other hand, the overwhelming
data collected and computed by ever more powerful personal devices is simplifying people’s everyday life.
Smart appliances are designed to provide specific services to their users. Both for scientists to develop valid
insights and for engineers to build reliable security systems, it is important to have efficient computational
tools, whose performance is clearly understood.
This thesis is dedicated to provide disciplined and practical computation tools for scientific and engi-
neering applications, with a focus on the representation and algorithms for visual data with low complexity
structure, in light of recent theoretical and algorithmic developments in high-dimensional data analysis.
Especially, we aim to develop algorithms with following property.
• Guaranteed Performance – For applications in data driven science or access control, it is critical to
understand under what kind of conditions, proposed algorithms can accurately achieve the desired
solution.
• Robustness – Real world data are always imperfect and contaminated by certain amount of noise,
measurement errors, miscalibration and so on. It is critical to have algorithms which are robust to such
non-idealities.
• Scalability – As we are generating more high resolution images, and generating more scientific data
under different conditions, including temperature, pressure, etc., the algorithm we developed need to
be scaled to these gigantic dataset and computed in a timely fashion.
• Flexibility – Although algorithms are usually designed for some specific data generation process, we
want the algorithms to be flexible enough that they can be extended or incorporated in other variants
of the original model.
Recently, a lot of exciting breakthroughs have been made to exploit the low complexity in high-dimensional
data. Under mild conditions, it is actually computational tractable to solve minimization problem of certain
low complexity measurement via convex optimization. For example, if a vector is sparse or a matrix is
3low-rank, it can be exactly recovered from some partial linear observation. In addition, a line of research have
shown that certain low-complexity modeling problem, when cast as natural nonconvex problems, exhibits
benign optimization landscape that "every local solution is global". This finding has stimulated a series of
efficient and guaranteed algorithm for problems which are conventional challenging when cast in the convex
format
Main Contributions
This thesis considers following two problems arising in scientific and engineering disciplines:
• Sparse Blind Deconvolution Blind deconvolution is an ill-posed inverse problem without additional
priors. Motivated by applications in neural spike sorting, microscopy date analysis and so on, we
consider the short-and-sparse variant, which aims to recover a short convolutional kernel a0 ∈ Rk and a
sparse and random activation coefficients signal x0 ∈ Rm from their convolution y = a0 ~ x0 ∈ Rm.
We prove that in certain subset of the optimization domain, all solutions are all the local solutions are near
shifted truncations of the ground truth a0. This geometric characterization of local solutions serves as a
pillar for justifiable deconvolution algorithms.
• Guaranteed IlluminationModel Illumination variation imposes nontrivial challenges for object recog-
nition and verification problem. However, existing results only pertain to convex object with perfor-
mance guarantee in expectation. For reliable access control system, it is essential to develop algorithms
with worst case performance guarantee for general nonconvex objects (like faces). We develop a method-
ology for building a sufficient training dataset, which composed of images illuminated from different
directions. The illumination directions need to be sampled with sufficient density, which follows a
perturbation bound for directional illuminated images. In addition, we propose a low-complexity
representation for such training dataset and there reduce the storage and computation complexity.
Organization
This thesis is divided into three parts. The first two parts together present results around sparse blind
deconvolution. Specifically, the first part (Chapter 2) discusses the geometry and algorithms of sphere
constrained sparse blind deconvolution, and the second part (Chapter 3) presents theoretical results developed
for one specific formulation of sparse blind deconvolution. The third part (Chapter 4) focuses on developing
the illumination model for guaranteed recognition or verification accuracy.
4In Chapter 2, we discuss the optimization geometry, practical algorithms, and several important applica-
tions and extensions for sphere constrained sparse blind deconvolution problem. We assume the convolution
kernel to have unit Frobenius norm and consider following optimization problem over the sphere
min 12 ‖y − a~ x‖2F + λ ‖x‖1 subject to ‖a‖F = 1. (0.0.1)
The objective function is a weighted summation of the approximation error y − a~ x (measured in squared
Frobenius norm ‖·‖2F ) and the sparsity of the activation signal x0 (measured in `1 norm ‖·‖1), with parameter
λ trading off quality of approximation and sparsity of x0. We argue that with proper choice of λ, all the
local solutions are near shifted truncations of the ground truth a0. By neglecting the quadratic interaction in the
objective function, we can provide a rigorous proof when x0 is dilutely sparse. On the other hand, empirical
results suggest that such geometric characterization of the local solution holds broadly.
In Chapter 3, we reformulate the sparse blind deconvolution problem as a variant of recovering a sparse
vector from a subspace. We adopt the spherical constraint for the convolution kernel a and study following
objective function
min −
∥∥∥(Y Y T )−1/2 Y Ta∥∥∥4
4
subject to ‖a‖F = 1. (0.0.2)
Here, Y ∈ Rk×m denotes the first k rows of the circulant matrix Cy ∈ Rm×m generated by observation y.
The penalty −‖·‖44 acts as a a milder version of the conventional `1 sparsity penalty. We prove that in certain
region of the kernel sphere, which is defined in terms of the sub-level set of objective value, all the local
solutions are near shifted truncations of the ground truth a0 when the activation signal x0 is sufficiently sparse
and long.
Finally, Chapter 4 develops a framework for constructing a sufficient training set for object verification
or recognition, with performance guarantee for worst case illumination condition. For a rigid and fixed
nonconvex, Lambertian object, its images under all possible illumination conditions form a convex cone in
the pixel space. We demonstrate how to approximate such illumination cone with the conic combination
of polynomially many images under varying illumination conditions. These illumination conditions are
generated by sampling point illuminations with sufficient density, which follows from a new perturbation
bound for point images in the Lambertian model. Then, a natural verification test based on the angle to the
constructed cone guarantees to accept any image which is sufficiently well-approximated by an image of the
object under some admissible lighting condition, and guarantees to reject any image that does not have a
sufficiently good approximation. Additionally, we leverage tools from sparse and low-rank decomposition to
5reduce the complexity of the constructed cone for efficient storage and computation.
6Part II
Sphere Constrained Sparse Blind
Deconvolution
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Chapter 1
Introduction
Blind deconvolution aims to recover two unknown signals: a kernel a0 and some underlying signal x0
from their convolution y = a0 ~ x0. Blind deconvolution is ill-posed in general: there are infinitely many
pairs of signals rendering the same convolution. To render the problem well-posed, one may exploit prior
knowledge about the structure of a0 and x0. For example, the underlying signal x0 is sparse in many realistic
applications:
Microscopy data analysis: In the crystal lattice of nanoscale materials, there exist randomly and sparsely
distributed “defects”, whose locations and signatures encode crucial information about the electronic struc-
ture of the material. Accurate recovery of such information can facilitate investigation of the detailed structure
of materials [CLC+17].
Neural spike sorting: Neurons communicate by firing brief voltage spikes, whose characteristics reflect
important features of the neuron. These spikes occur randomly and sparsely in time. Neurophysiologists are
interested in assigning stereotyped spikes to putative cells, as well as in knowing their respective spike times
[ETS11, Lew98].
Image deblurring: Motion blur can be modeled as the convolution of a latent sharp image and a kernel
capturing the motion of the camera, usually assumed to be invariant across the image [FSH+06]. The
inverse process of recovering the original sharp image from a blurry image has been widely studied [CL09,
KH96]. Many well-performing approaches leverage the observation that sharp natural images typically have
(approximately) sparse gradients [CW98, LWDF11, PF14].
All of these applications lead to instances of the sparse blind deconvolution (SBD) problem. The dominant
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algorithmic approach to SBD involves nonconvex optimization1. Nonconvex formulations for deconvolution can
be derived via several probabilistic formalisms (ML/MAP, VB, ect.), or simply from heuristics. For example, in
image deblurring, the kernel a can be modeled as residing on a simplex [GTZ+16, KTF11, LWDF11, LCM14].
This is natural from a modeling prospective2, but problematic for optimization: natural formulations of
deconvolution over the simplex admit trivial global minimizers (corresponding to spiky convolutional kernels
a = δ) [BVG13, PF14], which provide no information about the ground truth. Practical remedies for this
problem include exploiting additional data priors [GTZ+16, LCM14, XWHH16] or careful initialization via
edge restoration or multi-scale refinement [KTF11, XJ10], to avoid the trivial spiky global minima.
In contrast, motivated by a careful comparison of MAP and VB approaches, [WZ13, ZWZ13] propose to
instead constrain a to have unit Frobenius norm – i.e., to reside on a high-dimensional sphere.3 This choice
is arguably more appropriate for applications – such as microscopy – in which the kernel a have negative
entries. For image deblurring, a can be assumed to be nonnegative, and the sphere constraint seems less
natural from a modeling perspective.
In this paper, we study the geometry of sphere-constrained sparse blind deconvolution. Our goal is to
understand when simple algorithms based on nonconvex optimization can exactly recover the convolutional
kernel a and x. This goal is motivated by the applications described above – in particular, microscopy data
analysis – in which there is a strong, physical sparsity prior and a clear, physical notion of the ground truth.
We develop our theory and algorithms under the assumption that a is a short kernel, and that x is sparsely
and randomly supported. We demonstrate through a theoretical analysis of certain (idealized) cases and
lots of numerical experiments that when these assumptions are satisfied, the proposed algorithm correctly
recovers a, and hence x. These results stem from a striking geometric property of sphere-constrained SBD:
although the problem is still nonconvex, every local minimizer a¯ is very close to a signed shift-truncation of
the ground truth kernel a0. This observation provides a geometric explanation of how the sphere constraint
can facilitate sparse blind deconvolution.
The remainder of this paper is organized as follows. Section 2 discusses the intrinsic symmetry associated
to the convolutional operator and its implication on the geometry of sphere-constrained SBD. Section 3
introduces the optimization-based two stage algorithm and some related technical details. Section 4 discusses
1In signal processing, a number of elegant convex relaxations of the problem have been developed [? Chi16, LLSW16]. However,
these approaches typically require stronger prior information (subspace constraint rather than sparsity) or exhibit suboptimal scalings.
2Since entries of a roughly represent the fraction of the camera exposure time at a given location.
3[WZ13] contains a wealth of additional ideas about the role of sparsity-promoting priors in obtaining good local minima, and on
the probabilistic underpinnings of deconvolution. Our experiments support the viewpoint that the key insight in [WZ13] is the role of
the spherical constraint in avoiding bad minimizers.
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two other important extensions in image deblurring and convolutional dictionary learning. Section 5 gives
experimental corroboration of our theory, and shows promising results on microscopy data analysis, image
deblurring, and convolutional dictionary learning. Section 6 discusses directions for future work.
For simplicity, we assume the convolutional signals are one dimensional in both problem formulation and
technical proof, while all the results apply to two dimensional signals. Throughout this paper, vectors v ∈ Rk
are indexed as v = [v0, v1, · · · , vk−1], and [·]m denotes the modulo operator ofm. We use ‖·‖ to denote the
operator norm, and ‖·‖p to denote the entry wise `p norm. A projection on the Frobenius sphere is denoted
with proj·S = ·‖·‖F , and a projection onto subset with index I is denoted with (·)I .
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Chapter 2
Symmetry and Global Geometry
Without loss of generality, we assume the observation data y is generated via a circular convolution ~ of the
ground truth a0 ∈ Rk and x0 ∈ Rm:
y(a0,x0) = a0 ~ x0 = a˜0 ~ x0 ∈ Rm. (2.0.1)
Here, a˜0 ∈ Rm denote the zero paddedm-length version of a0, which can be expressed as a˜0 = ιa0 with
ι : Rk → Rm be a zero padding operator. Its adjoint ι∗ : Rm → Rk acts as a projection to lower dimensional
space by keeping the first k components. Equivalently, we can write
y(a0,x0) = Ca˜0x0 = Cx0 a˜0. (2.0.2)
Here, Cv ∈ Rm×m is the circulant matrix generated from vector v, whose j-th column is a cyclic shift sj−1[v]
of the vector v:
sτ [v](i) = v([i− τ ]m), ∀ i ∈ [0, · · · ,m− 1]. (2.0.3)
2.1 Symmetries and Symmetry Breaking
The SBD problem exhibits a scaled-shift symmetry, which derives from the symmetries of the convolution
operator. Namely, given a pair (a0,x0) satisfying y = a0 ~ x0, for any nonzero scalar α and integer τ





Note that a scaled shift α−1s−τ [x0] of a sparse signal x0 remains sparse, and that a scaled shift αsτ [a˜0] of
a length-k kernel a0 still has k-nonzero entries. So, these symmetries are intrinsic to the SBD problem, as
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formulated here. We can only hope to recover (a0,x0) up to this symmetry.
The presence of nontrivial symmetries is a hallmark of bilinear problems arising in practice – see, e.g.,
[SQW15, SQW16] for examples from dictionary learning and generalized phase retrieval. Symmetries render
straightforward approaches to convexify the problem ineffective.1 They also raise challenges for nonconvex
optimization: equivalent symmetric solutions correspond to multiple disconnected global optima. This
creates a very complicated objective landscape, which could potentially also contain spurious local optimizers.
Certain highly symmetric nonconvex problems arising in signal processing do not exhibit spuriousminimizers
[SQW15, SQW16], however, proving this can be challenging.
Symmetry breaking. We employ a weak symmetry breaking mechanism by constraining a ∈ Sk−1 2: we
reduce the scale ambiguity to a sign ambiguity, by constraining a to have unit Frobenius norm; we mitigate
the shift ambiguity by constraining a to be supported on the first k entries.
In general, sτ [a˜0] are not be supported on the first k entries, hence constraining a to be supported on the
first k entries removes the shift symmetry. However, effects of such shift symmetry still persist. Since the
restriction ι∗sτ [a˜0] to the first k entries can be convolved with the sparse signal s−τ [x0] to produce a near
approximation to y:
(ι∗sτ [a˜0])~ s−τ [x0] ≈ y, (2.1.2)
especially when the shift |τ | is small. We will see that (i) these symmetric solutions ι∗sτ [a˜0] persist as local
minima of a natural optimization formulation of the SBD problem, but that (ii) under conditions, these are
the only local minima.
2.2 Global Geometry on the Sphere






= 12‖y − a~ x‖22 + λr(x). (2.2.1)
When x0 is long and random, it’s more convenient to study this function through its “marginalization”
1Given any set of points where the convex objective function achieves equal values, the function value will be no larger at any convex
combination of them.
2This is motivated in part by [SQW15], which demonstrates that a certain formulation of the dictionary learning problem over the
sphere has no spurious local minimizers, even for relatively dense target representations. The “simplex constrained” analogue of that
work, which optimizes over hyperplanes, requires the target solution to be much sparser [SWW12].
3Similar formulation can be found in lot of sparse representation problems [MBP14].
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Figure 2.1: Geometry on the Sphere Left: the objective ϕ(a) in a low dimensional setting a ∈ S2 – dark blue represents
small values while dark red represents large values. All local minima are close to signed shift truncations of the ground
truth a0, with a0 itself achieving global minimum. The green lines indicate regions where a are ill-posed as convolutional
kernels. Right: a shift truncation a achieves a local minimum of ϕ(a) in a high dimensional setting. Shown here is the







which is defined over the sphere Sk−1.
In Figure 2.1, we plot the function value of ϕ(a) on the sphere a ∈ S2: red and blue imply larger and
smaller objective value respectively and there are several local minima. For this highly nonconvex function,
the ground truth a0 achieves the global minimum, while other local minima a¯ are very close to certain
signed shift truncations of the ground truth. Figure 2.1 (right) exhibits an example of a local minimum in a
higher-dimensional problem.
Analysis under Restricted Settings. Demonstrating that this observation holds in general is challenging:
for most reasonable choices of the regularizer r, there is no closed form expression for the objective ϕ(a).
We develop an analysis under several simplifying assumptions. Throughout, we let r(x) be the `1 norm,
although similar conclusions hold for other sparsifying regularizers. With this choice, we can simplify the
objective ϕ by dividing the sphere Sk−1 via the sign-support pattern of the minimizing x∗(a):
x∗(a) = arg min
x
1
2 ‖y − a~ x‖22 + λ ‖x‖1 . (2.2.3)
Let I and σ denote the support and sign of x∗
I = suppx∗, σ = sign(x∗), (2.2.4)




Rσ, Rσ = {a | sign(x∗(a)) = σ} . (2.2.5)
On each Rσ where the sign support pattern σ remains the same, the stationary condition for minimizer
x∗(a) implies







ay − λσ)I . (2.2.6)
Plugging above expression back to the original objective function ϕ(a) yields
ϕσ(a) = − 12 (C∗ay − λσ)∗I (C∗aCa)−1I (C∗ay − λσ)I
+ 12 ‖y‖22 . (2.2.7)
Although the objective function ϕ(a) can be substantially simplified by removing the x variable in this
way, it still maintains a complicated dependence on a. To obtain some preliminary insights, we make two
simplifications for easier calculation whilst preserving similar geometrical properties:
Simplification I: x0 = δ. We maximally simplify the underlying sparse signal as a single spike δ and
the observation will be y = a0 ~ x0 = a˜0. This case itself is trivial, but its function geometry is a basic
but important case to be understood. Also, as the dimension of the sparse signal x0 increases, the function
geometry will converge to this case.
Simplification II: C∗aCa → I . For a random a ∈ Sk−1, its expectation satisfies E [C∗aCa] = I . Here, we
simply use the identity matrix to replace any C∗aCa and therefore reduce the complexity of Equation 2.2.7.
With these two simplifications, the original objective problem can be replaced with the following:







2 ‖a˜0‖22 + 12 ‖x‖22 − 〈a˜~ x, a˜0〉+ λ ‖x‖1 .
In this case, the minimizing x∗(a) has a simple closed form solution:





here, SOFTλ [u] = sign(u) max {|u| − λ, 0} is the entry-wise soft-thresholding operator and Cˇa0 ∈ Rm×m is
the reversed circulant matrix for a0 defined via
Cˇa0 =
[
s0[a˜0] s−1[a˜0] . . . s−(m−1)[a˜0]
]
. (2.2.10)
On a constant sign support pattern σ, ϕ̂(a) can be written into a simpler quadratic form:
ϕ̂σ(a) = − 12 ‖(C∗aa˜0 − λσ)I‖22 + 12 ‖a˜0‖22 . (2.2.11)
For this surrogate ϕ̂(a), we can show that if λ is sufficiently large compared to the magnitude of x0, every
strict local minimizer is a signed shift truncation of the ground truth:
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Theorem 2.1 Define the set of possible supports of minimizer x∗ with
I = {supp (SOFTλ [Cˇ∗a0ιa]) | a ∈ Sk−1} . (2.2.12)
For each nonempty support I =
{







∣∣∣∣∣ ι∗s−i2 [a˜0]‖ι∗s−i2 [a˜0]‖F
∣∣∣∣∣. . .
∣∣∣∣∣ ι∗s−i|I| [a˜0]∥∥ι∗s−i|I| [a˜0]∥∥F
]
Suppose that λ < 1 and that for every nonempty I ∈ I,




then every local minimum a¯ of ϕ̂ over Sk−1 satisfies either a¯ ∈ R0 (in which case a¯ is also a global maximum), or
a¯ = ± ι
∗sτ [a˜0]
‖ι∗sτ [a˜0]‖F
= ±projι∗s−τ [a˜0]S (2.2.14)
with x?(a¯) = ±SOFTλ [‖ι∗sτ [a˜0]‖F ] s−τ [x0] for some shift τ .
Proof Please refer to the supplement.
This theorem says that the only local minima in this ideal case are signed shift truncations of the ground
trutha0, with certain choice of λ. Moreover, on those localminima a¯, theminimizing sparsex?(a¯) correspond
to the soft thresholded, oppositely shifted ground truth x0. The quantity ‖W ∗IWI − I‖ measures the
orthogonality of different shifts of a0. In particular, if a0 is benign enough in the sense that any two different
shifts of a0 are uncorrelated, or ‖W ∗IWI − I‖ → 0 for any I , then any nonzero λ guarantees the desired
geometry. On the other hand, for a fixed a0, both |I| and |I| becomes smaller as λ increases, therefore the
constraint ‖W ∗IWI − I‖ < λ
2
6 is more likely to be satisfied.
A similar result holds when x0 is separated enough that copies of the kernel do not overlap. It also holds
if x0 is a long, sufficiently sparse random vector. For example, if the entries of x0 satisfy a Bernoulli-Gaussian
distribution x0(i) = Ω(i)v(i), with Ω(i) ∼ Ber(θ) and v(i) ∼ N (0, 1), and the probability θ diminishes
sufficiently quickly with k. We conjecture that this phenomenon holds much more broadly. In particular,
determining how slowly θ can diminish with k is an open problem.
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2.3 Choice of the Constraint Set and Objective Function
2.3.1 Constraint set
In the application of image deblurring, the blurring kernel is always positive and sum up to be 1, which
naturally leads to a simplex constrained optimization problem. However, the objective value of the same
function but with the convolutional kernel a constrained on the `1 norm ball is shown in Figure 2.2.







] becomes a local minimum.
There is a significant difference induced by these two constraints: the trivial spike kernel (a = δ) becomes
the global minima and other meaningful solutions become local minima with the `1 norm constraint [BVG13],
while the spherical constraint always renders spurious local minima close to some signed shift truncation of
the ground truth. This important empirical knowledge of the structure of the local minima enables us to
infer the ground truth from any local minimum.
2.3.2 Objective function
When constrained on the unit sphere, the objective lasso cost penalizes the weighted summation of data
fidelity and sparsity. Specifically, the data fidelity is measured in squared Frobenius norm, which is usually
used to penalize Gaussian noise. Moreover, only the squared Frobenius norm penalty leads to the structured
local optima close to shifted truncations of the ground truth. Considering a general ‖·‖pp penalty for the data
fidelity term, we have following objective function over the kernel sphere
ψp(a,x)
.
= 1p‖y − a~ x‖pp + λr(x). (2.3.1)
Locally, even when the sparsifying coefficient x? = sτ [δ], then the Euclidean gradient for ψp
∇ψp = C∗x? (y − a~ x?)◦(p−1) (2.3.2)
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and Riemannian gradient at a¯
grad (ψp) [a¯] = ι
∗ (y − sτ [a¯])◦(p−1) − a¯, (2.3.3)
which no longer equals 0 when a¯ = s−τ [a¯0].
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Chapter 3
A Two-Stage Algorithm
Inspired by the geometric property that every local minimum of the simplified problem ϕ̂ is a signed shift-
truncation of the ground truth a0, we present a two stage algorithm for reliable recovery of the ground truth
a0 in this section. In the first stage, the algorithm recovers some signed shift truncation of the ground truth,
and the following stage infers the ground truth from this partial recovery.
3.0.1 Stage I: Find the Signed Shift Truncation
Theorem B.1 suggests that λ needs to be relatively large to guarantee that all local minimizers are signed shift
truncations of the ground truth. However, this is not sufficient to guarantee the success of an optimization
algorithm due to the non-differentiability of the `1 regularizer at x? = 0. Because of this non-differentiability,
when λ is too large, there is a nonzero measure set of a where ‖C∗ay‖∞ ≤ λ and therefore x?(a) = 0. These
a are not correlated with any signed shift truncation of a0 and are the global maxima of ϕ. The objective
function is constant over this region, so there is no way to escape using only local information.
One way to cope with this flat global maxima region is to replace the sparsity penalty function with a
differentiable one. A natural choice is the µ-huber loss function, which can be seen as an `1 penalty but with















As we choose µ  λ, the µ-huber function closely approximates the `1 norm, which still maintaining the
effect of “smoothing” the flat region. The flat region for the `1 penalty objective occurs when x∗(a) = 0,
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correspondingly we define a region asRh,0 with small x∗(a) such that
Rh,0 := {a ∈ Sk−1 : ‖x∗(a)‖∞ ≤ µ}. (3.0.2)
Within theRh,0 region, the original objective function can be rewritten into a simpler form:
ϕhµ(a) =
1
2‖y − a~ x‖22 + λ2µ‖x‖22 + µn2 , (3.0.3)







C∗ay ≈ µλC∗ay. (3.0.4)
Plugging x∗(a) back to (2.2.1) and ignoring the higher order term O(µ
2
λ2 ) yields
ϕhµ(a) ≈ − µ2λ ‖y ~ a‖22 + 12 ‖y‖22 + µn2 . (3.0.5)
In this case, minimization of the objective function ϕhµ(a)within region Rh,0 is equivalent to finding
the maximum eigenvalue of the matrix ι∗C∗yCyι with the corresponding leading eigenvectors e1(ι∗C∗yCyι)
achieving the localminima. However, these points can be excluded fromRh,0 by settingλ < minv∈e1(ι∗C∗yCyι)
∥∥C∗yιv∥∥∞.1
With above modifications, the original flat local maxima regionRh,0 becomes concave and always have a
direction of negative curvature for the algorithm to escapeRh,0. Hence, the first stage of the algorithm can
find a signed shift-truncation of the ground truth a¯ = ± ι∗sτ [a˜0]‖ι∗sτ [a˜0]‖F as desired.
3.0.2 Stage II: Infer the Ground Truth
The second stage of the algorithm aims to recover the ground truth from its signed shift truncation a¯. To
recover the truncated part, we first put a¯ in a higher dimensional sphere by zero padding (Figure 3.1), and
then recover the ground truth a0 on a higher dimensional sphere. Intuitively, as a¯ still captures a considerable
portion of the ground truth a0 (the zero padded a¯ is close to the shifted a0 in a higher dimensional space), the
zero padded a¯ serves as a good initialization. This intuition is made rigorous in the following lemma:
Lemma 3.1 Let λrel = λ/ ‖x0‖∞, suppose the ground truth a0 satisfies





for any nonzero shift τ , and x0 is separated enough such that any two nonzero components are at least 2k




. Note that in some scenario, there exists a local minima appearing
in either regionRh,0 orRch,0 regardless of how we set λ. Such extreme case happens when the ground truth convolutional kernel is
only supported on a small consecutive portion of its full size, hence a tight estimate of the kernel size is preferred.
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Figure 3.1: Zero Padding a Signed Shift Truncation The original signed shift truncation (left) and the corresponding
zero padded one (right).
entries away from each other. If initialized at some a ∈ Sk−1 that |〈a,a0〉| > λrel, a gradient descent algorithm
minimizing ϕ(a) recovers the signed ground truth ±a0.
Proof Please refer to the supplement.
This lemma says when the initial point a is close enough to the ground truth, the gradient always points
to a0 as long as |〈a0, ιsτ 6=0[a˜0]〉| is sufficiently small. Theorem B.1 suggests that the first stage of the algorithm
finds one local minimum a¯ that |〈a¯,a0〉| ≥ λrel. Hence, the second stage of the algorithm, which minimizes
the same objective function but on a higher dimensional sphere, recovers the ground truth up to sign shift
ambiguity as desired.
To ensure accurate recovery, it is important to take the effect of λ on the function geometry into consider-
ation. A larger λ encourages a sparser x and induces a simpler and smoother function landscape, which
effectively eliminates undesirable local minima that are not close to any signed shift truncations, as shown in
Figure 3.2. On the other hand, a smaller λ emphasizes more on the accurate recovery of the signal, therefore
the global minima of (2.2.1) will be closer to the ground truth when λ decreases.
This geometric effect induced by λ suggests a continuation method in the second stage of the algorithm.
We start with a relatively big λ for smoother function geometry, which encourages the algorithm to converge
to one meaningful local minimum close to some signed shift truncation of the ground truth. Then run the
same algorithm with decreasing sequence of λ to produce a finer approximation of the ground truth. The
overall algorithm is described in Algorithm 1.
We need to note that solving a = arg minϕλ(a) in Algorithm 1 involves iteration between (i) finding the
marginalization over x∗(a) step, and (ii) updating a based on the gradient/Hessian of ϕλ(a). This could be
very computationally consuming, a more efficient variant would be to optimize over the cross space of a and
x together. The corresponding algorithm can be easily adapted to fit into the same general framework. The
only things we want to emphasize in the proposed algorithm are the dimension lifting of the sphere and the






















































































Figure 3.2: Function Geometry with Varying λ The objective ϕ(a) over the hemisphere for λ = 10−1, 10−3, 10−6. Here
a0 = proj[1, 8, 2]S2 and x0 ∼ Ber(.1)  N (0, 1). The ground truth kernel a0 and its shift-truncations proj[8, 2, 0]S2,
proj[0, 1, 8]S2 are shown in red, and sign-flips proj−[8, 2, 0]S2, proj−[0, 1, 8]S2 are shown in magenta. Notice that each
signed shift truncation shown on the hemisphere is close to a corresponding local minima, while as the objective landscape
becomes less regularized as λ shrinks.
Algorithm 1 Short and Sparse Blind Deconvolution
Input: Observation data y, regularization parameter λ0 and λmin, continuation parameter β > 1
Output: Recovered Kernel a0.
1: Solve a(0) = arg minϕλ0(a) on Sk−1 with random initialization
2: Set λ1 = λ0, zero pad a(0) to a(1) and a(1) ∈ Sk′−1 (k′ > k).
3: While λk > λmin
4: Solve a(k+1) = arg minϕλk(a) on Sk
′−1 with initialization a(k).
5: λk+1 = λk/β
6: end
continuation of λ.
CHAPTER 4. FURTHER EXTENSIONS 21
Chapter 4
Further Extensions
In this chapter, we extend our algorithm to handle two other deconvolution problems of practical interests:
image deblurring and convolutional dictionary learning. The proposed two stage algorithm can be modified
and applied to these more complicated applications.
4.1 Image Deblurring
Image deblurring aims to recover a sharp natural image from its blurred observation due to unknown photo-
graphic processes such as camera shake or defocus. Although the natural images are not necessarily sparse, it
is widely acknowledged that their gradients are approximately sparse. Let y = a0 ~ x0 denote the observed
blurry image, which is the convolution of the original sharp image x0 and the blurring kernel a0. Because of
the linearity of the convolution operator, the gradient of the blurred image equals the convolution of the
kernel and gradient of the original sharp image, which is usually sparse as desired
∇xy = a0 ~∇xx0, ∇yy = a0 ~∇yx0. (4.1.1)
Here, ∇x and ∇y denote derivatives in the x and y directions. In this application, ∇xx0 and ∇yx0 are the





2‖∇xy − a~ x1‖22 + λr(x1) (4.1.2)
+ 12‖∇yy − a~ x2‖22 + λr(x2)
}
.
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Here, Sk−1+ denotes the intersection of the unit sphere and the positive orthant. In this application, the
non-negativity of the blurring kernel removes the sign ambiguity. We observe in experiments that local
minimizers are all near some shift truncation of the ground truth kernel. The same two stage algorithm can
therefore be applied to infer the ground truth.
4.2 Convolutional Dictionary Learning
Convolutional dictionary learning (CDL) is an important problem in machine learning for images, speeches, as
well as scientific problems like microscopy data analysis and neural spike sorting. The observation signal y
is the superposition of convolutions of N pairs of kernels a0n and corresponding coefficients x0n:
y =
∑N
n=1a0n ~ x0n. (4.2.1)
Blind deconvolution can be seen as a special case of CDL with N = 1. If the coefficients x0n are sparse, a
natural way to extend our knowledge of SBD would be to assume all N convolutional kernels having unit








n=1an ~ xn‖22 + λ
∑N
n=1r(xn). (4.2.2)
We anticipate that all the local minima are near signed shift truncations of the ground truth, provided the
target kernels a0n are sufficiently diverse. The modified two stage algorithm still manages to capture the
partial information offered by local minima and hence recovers the ground truth. Experimental results are
provided in Section 5.4 to corroborate this claim.
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Chapter 5
Experiments
In this section, we investigate the performance of our algorithm on both synthetic and real data. We first
report a systematic investigation, performed in [CLC+17], of the performance of our algorithm on synthetic
data, which are designed to mimic properties of the microscopy data analysis problem. In Sections 5.2-5.4,
we present experiment results showing how our method performs on real data from microscopy and image
deblurring.
5.1 Evaluation on Synthetic Data
Noise-free data: we generate the noise-free observation signal of size m = 256 × 256 through circular
convolution between a kernel of size k and a randomunderlying activation signal with a Bernoulli distribution
with sparsity θ, i.e. xi
i.i.d.∼ Ber(θ), or x ∼ Ber(θ). We plot the kernel recovery error for varying kernel size
k and sparsity level θ in the left of Figure 5.1 [CLC+17]. Each point on the diagram is the average of 20
independent measurements. The algorithm performs excellently in the blue regions, but begins to fail in the
red regions, where either the kernel size is large or the underlying activation signal is dense. The region
where typical STM measurements are performed are bounded below by the white dashed line, where the
proposed algorithm achieves satisfying performance.
Noisy data: we generate convolutional signals by convolving fixed kernel of dimension k, k/m = 0.14 with
the random activation map x ∼ Ber(θ) of dimensionm, and applying additive Gaussian noise. We test the
performance of our algorithm for varying sparsity θ and noise power. The result is shown in Figure 5.1
(right): the algorithm achieves noise-robust recovery when the sparsity constraint is satisfied.
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Figure 5.1: Recovery Accuracy [CLC+17] Left: phase transition diagram from noise-free simulated results. Right:
performance of algorithm 1 in the presence of additive noise in the measurement; the error increases for small θ due to a
lack of samples, whereas extremely large θ leads to algorithmic failure.
5.2 Microscopy Data Analysis
We apply our algorithm on experimental microscopy data obtained from a NaFeCoAs sample. Our results
shown in Figure 5.2 indicate that the proposed algorithm manages to recover the missing details of the
ripples in the Fourier domain of the defect, which encode the physical scattering processes of electrons at
work.
Figure 5.2: STM Data AnalysisFrom left to right: the microscopy images, extracted convolutional kernels (defect
patterns), and their respective Fourier magnitude images.
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5.3 Image Deblurring
We test our algorithm on the image deblurring dataset from [LWDF11], solving (4.1.3) to recover the convolu-
tional kernel. To clearly separate the inaccuracy of the algorithm and the universal blurring kernel model, all
the experiments are done on three kinds of blurred images: (i) synthetic blurred images generated by the
convolution of sharp images and blurry kernels; (ii) noisy blurred images generated by adding Gaussian
noise to the clean synthetic blurred images (SNR=100); and (iii) real blurry images taken with camera shakes
[LWDF11].
We compare with algorithms by Zhang et al.[ZWZ13], Krishnan et al.[KTF11], Sun et al.[SCWH13], and
Liu et al.[LCM14].1 Because of the shift ambiguity, we evaluate the accuracy of the recovered blurring kernel
considering all possible shifts. The kernel recovery error is defined as minτ ‖ι∗sτ [a˜]/ ‖a‖1 − a0/ ‖a0‖1‖F ,
and the cumulative distribution is shown in Figure 5.3.
Figure 5.3: Blur Kernel Recovery Error Cumulative distributions of recovered blur kernel error from synthetic (left),
noised(middle) and real (right) blurry images.
We use the same non-blind deblurring algorithm from [KF09], with the same parameter. We consider the
blurred image using the ground truth kernel to be the bench mark, and evaluate the quality of the deblurred
image by calculating the Frobenius norm of its difference to such bench mark. Results are shown are in
Figure 5.4.
Our algorithm achieves better convolutional kernel recovery for all three types of images, but its improve-
ment on deblurred image is less obvious, especially for real images. This could be due to (i) the convolutional
kernel in this dataset is not strictly uniform across the image, and (ii) the non-blind deconvolution algorithm
exploits the heavy-tailed distribution of a natural image’s gradient and becomes less sensitive to the accuracy
of the recovered convolutional kernel.
1We use the default parameters for these algorithms. It’s possible that better performance could be obtained by tuning the parameters
more carefully. In our algorithm, we fix the λ’s to be 0.1, 0.01, 0.001, 0.001 for all the instances.
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Figure 5.4: Blur Kernel Recovery Error Cumulative distributions of deblurred image error from synthetic (left),
noised(middle) and real (right) blurry images.
5.4 Convolutional Dictionary Learning
We show results of recovering multiple convolutional kernels on both synthetic data (Figure 5.5) and real
STM data (Figure 5.6). In the synthetic data, the three convolutional kernels are of size 16 × 16 and their
corresponding activation signals are generated through a Bernoulli model of sparsity 0.005. Results of both
stages of the algorithm are shown in Figure 5.5: the first stage returns kernels close to some shift truncations
of the ground truth, and the second stage recovers the ground truth on a higher dimensional space.































Figure 5.5: Multi Kernel Blind Deconvolution on Synthetic Data Input image (left) and the recovered convolutional
kernels of Stage I and Stage II of the algorithm (right).
We repeat this experiment with microscopy data obtained from aNaFeAs sample. The algorithmmanages
to differentiate the two convolutional kernels (defect patterns), as shown in Figure 5.6. For this material, the
kernel orientations depend on the history of the material (stress, temperature, etc.), and using convolutional
dictionary learning can be used to automatically detect these features.
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Figure 5.6: Multi Kernel Blind Deconvolution on Real STM ImageInput image (left) and recovered convolutional
kernels and their corresponding activation signals (right).
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Chapter 6
Discussions
This work studies the global geometry of a nonconvex optimization problem for sparse blind deconvolution
when the kernel is assumed to have unit Frobenius norm. In this setting, we find that all the local minima are
benign, in the sense that they are close to some signed shift truncation of the ground truth. With this insight,
we propose a two stage algorithm that recovers the ground truth by exploiting the information hidden in
local minima.
This problem reveals the challenges faced when analyzing the sparse blind deconvolution problem via
a geometrical approach. For problems enjoying stronger symmetry properties [SQW15, SQW16], similar
approaches yield a global understanding of the function geometry and recovery guarantees. We expect that
the weak symmetries in sparse blind deconvolution make a major contribution to the difficulties encountered
for this problem.
There are lots of additional further directions could be of great interests for both theory and application:
Our empirical results show that the our characterization of local minima carries through to the convolutional
dictionary learning problem, which can also be efficiently solved by slight adaptation of the proposed
algorithm. However, the theory part is open, it would be interesting to know how many kinds of kernels,
or what kinds of kernels are recoverable, probably by some measures of incoherence, which is a common
assumption in dictionary learning problem.
Two other imperfections we encounter in scientific measurement are resolution limit and measurement
error, which inspire us to consider (i) if it’s possible to integrate blind deconvolution and super-resolution
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Chapter 7
Introduction
Blind deconvolution is the problem of recovering two unknown signals a0 and x0 from their convolution y.
This is a fundamental and recurring problem across several fields, including astronomy, microscopy data
processing [CLC+17], neural spike sorting [Lew98], computer vision [KH96], etc. However, this problem is
ill-posed without further priors of the unknown signals, as there are infinitely many pairs of signals (a,x)
whose convolution equals a given observation y. In particular, a number of practical applications exhibit a
common short-and-sparse structure:
In Microscopy data analysis: Nanoscale materials are usually contaminated by randomly and sparsely
distributed "defects", which can dramatically change the electronic structure of the material [CLC+17].
In Neural spike sorting: Neurons in the brain fire brief voltage spikes when stimulated. The signatures of
the spikes encode critical features of the neuron and the occurrence of such spikes are usually sparse and
random in time [ETS11, Lew98].
In Image deblurring: Blurred images due to camera shakes are a convolution of the latent sharp image and
a kernel capturing the motion of the camera. Although natural images are not sparse, they typically have
(approximately) sparse gradients [CW98, LWDF11].
In above applications, the observation signal y ∈ Rm is generated via the convolution of a short convolu-
tional kernel a0 ∈ Rk with k  m and a sparse activation coefficients x0 ∈ Rm with ‖x0‖0  m. Without
loss of generality, we denote y as the circular convolution of a0 and x0:
y = a0 ~ x0 = a˜0 ~ x0 (7.0.1)
with a˜0 ∈ Rm denoting the zero paddedm-length version of a0, which can be expressed as a˜0 = ιka0. Here,
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ιk : Rk → Rm is a zero padding operator. Its adjoint ι∗k : Rm → Rk acts as a projection onto the lower
dimensional space by keeping the first k components.
Such short-and-sparse blind deconvolution problem exhibits a scaled-shift ambiguity, which derives from
the basic properties of a convolution operator. Namely, for any observation signal y, and any nonzero scalar
α and integer shift τ , following equality always holds
y = (±αsτ [a˜0])~
(±α−1s−τ [x0]) . (7.0.2)
Here, s−τ [v] denotes the cyclic shift of some vector v by τ entries and can be expressed as
sτ [v] (i) = v ([i− 1− τ ]m + 1) , ∀ i ∈ {1, · · · ,m} . (7.0.3)
Clearly, either the scaling or cyclic shifting operation preserves the short-and-sparse structure of (a0,x0).
This scaled-shift symmetry raises nontrivial challenges for computation, making straightforward convexification
approaches ineffective, and leading to complicated nonconvex optimization landscape. Chapter 2 considers
a natural nonconvex formulation of sparse blind deconvolution, in which the kernel a ∈ Rk is constrained
to have unit Frobenius norm. Chapter 2 argues that under reasonable conditions, this problem has well-
structured local optima, in the sense that every local optimum is close to some shift truncation of the ground
truth. The presence of these local optima can be viewed as a result of the shift symmetry associated to the
convolution operator: the shifted and truncated kernel ι∗ksτ [a˜0] can be convolved with the sparse signal
s−τ [x0] (shifted in the other direction) to produce a near approximation to y that
(ι∗ksτ [a˜0])~ s−τ [x0] ≈ y. (7.0.4)

















Figure 7.1: Top: ground truth signal y = a0 ~ x0, a0, and x0; Bottom: recovered a~ x, a, and x at one local optimum.
Chapter 2
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In Chapter 2, the geometric insight about local optima is corroborated with a lot of experiments, but
rigorous proof is only available in the “dilute limit” case in which the sparse coefficient signal x0 is a single
spike. In this paper, we adopt the unit Frobenius norm constraint as in Chapter 2 but consider a different
objective function over the kernel sphere Sk−1. We formulate the sparse blind deconvolution problem as
recovering a sparse coefficient signal over the sphere:
min −‖yˇ ~ ry (q)‖44 subject to ‖q‖F = 1 (7.0.5)
Here, yˇ denotes the reversal of y and ry (q) is a preconditioner which we will discuss in detail later. Convo-
lution yˇ~ ry (q) approximates the reversed underlying activation signal x0, and −‖·‖44 serves as the sparsity
penalty.
This chapter studies the function landscape of the short-and-sparse blind deconvolution problem assuming
the short k-length convolutional kernel lives on a unit Frobenius norm, denoted as Sk−1. We demonstrate that
even when x0 is relatively dense, a shift truncation ι∗ksτ [a˜0] of the ground truth still can be obtained from one
local minimum in certain region of the kernel sphere. Such benign region contains the sub-level set of small
objective value, and an initial point with small objective value can be easily found. Specifically, for a generic
kernel a0 ∈ Sk−1, if the sparsity rate θ . k−2/3 and the number of measurementm & poly(k), initializing
with a k-length window of y and applying any optimization method which (i) is a descent method, and
(ii) converges to a local minimizer under a strict saddle hypothesis [JGN+17, XRKM17], produces a near
shift-truncation of the ground truth.
7.1 Related Works
Identifiability (up to scale ambiguity) of blind deconvolution has been investigated in a lot of recent literatures.
[WJPH17] discusses the identifiability of general blind deconvolution through z-transform, and can be cast as
a convex optimization problem assuming the autocorrelations are known. [CM14, CM15] argue that generic
sparsity in the convolution signal is not sufficient for exact recovery. However, the counter case corresponds
to certain regular sparse convolution signal, which is unlikely to appear either in a random support model or
in the applications we mentioned earlier.
In certain applications in communication, the convolutional signals live on some known subspaces, and
such blind deconvolution problem can be cast as a rank minimization problem in a higher dimensional space
[ARR12]. Under the subspace assumption for convolution kernels, several theoretical and algorithmic results
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have been developed. [LLSW16] provides a more efficient nonconvex approach for solving the semidefinite
programming problem. [LS15] considers a more complicated model where one convolutional signal is sparse
in the known subspace. [LLJB17] and [AKR16] consider the case where both convolutional signals are sparse
in some known subspaces. Identifiability of such blind deconvolution problem with known subspaces is
investigated in [LLB16, LLB17]. [LS17] addresses the demixing of blind deconvolution problem, where
the observation is the superposition of multiple convolutions. These results offer guaranteed algorithms
and theory for blind deconvolution problems under the subspace assumptions for convolutional kernels.
Unfortunately, for practical problems in microscopy image analysis [CLC+17] or neural spike sorting, the
subspace assumption equivalently requires the support of the sparse activation signal to be known ahead,
and therefore does not admit shift symmetry.
Without the known subspaces assumption, several convex formulation have been proposed. [Chi16]
proposes the AtomicLift algorithm, which employs an atomic norm minimization on the lifted matrix, but
only exhibits suboptimal sparsity. [WC16] studies another variant of sparse blind deconvolution problem
where multiple independent observations of circulant convolutions are available, motivated by multi-channel
blind deconvolution. Although the convolution kernel is short compared to the total measurements in
this variant, each independent "short" measurement is self contained. While in the short-and-sparse blind
deconvolution problem, any "short" measurement heavily depends on adjacent measurements and therefore
imposes additional difficulty.
Despite theoretical results for short-and-sparse blind deconvolution remain open, a lot of nonconvex
algorithms have been developed and practiced in the area of computer vision, where the convolution kernel
captures the image blurring process due to camera shake [LWDF11]. Motivated by this physical model,
people assume the convolutional kernel to be entry-wise nonnegative and sums up to 1, and then minimize






2 ‖y − a~ x‖22 + λ ‖x‖? . (7.1.1)
In the image deblurring application, x represents the gradient of a natural image and ‖·‖? penalizes the
sparsity of x. However, such formulation always admits one local minimum obtained at the convolutional
pair (a,x) = (δ,y) [BVG13, PF14]. In contrast, [WZ13, ZWZ13] carefully compare the difference in MAP
and VB approaches, and propose to instead constrain a to have unit Frobenius norm – i.e., to reside on a
high-dimensional sphere. [ZLK+17] casts the short-and-sparse blind deconvolution problem as minimizing
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2 ‖y − a~ x‖22 + λ ‖x‖1 , (7.1.2)
and studies the optimization landscape of the sphere constrained sparse blind deconvolution In particular,
[ZLK+17] identifies the structure of the local solutions that all the local optima a¯ are close to some shift truncations
of a0. This chapter is inspired by such geometric insight of the local optima, and is dedicated to demonstrate
that for a different objective function, such insight holds under more broadly conditions than what’s proved
in [ZLK+17].
7.1.1 Assumptions and Notations
We assume that x0 ∈ Rm follows the Bernoulli-Gaussian (BG) model with sparsity level θ: x0 (i) = ωigi
with ωi ∼ Ber (θ) and gi ∼ N (0, 1), where all the different random variables are jointly independent. For
simplicity, we write x0 ∼i.i.d. BG (θ).
Throughout this paper, vectors v ∈ Rk are indexed as v = [v1, v2, · · · , vk], and [·]m denotes the modulo
operator of m. We use ‖·‖2 to denote the operator norm, ‖·‖F to denote the Frobenius norm, and ‖·‖p to
denote the entry wise `p norm. (·)I denotes the projection onto subset with index I and proj·S = ·‖·‖F denotes
the projection onto the Frobenius sphere. (·)◦p is the entry wise p-th order exponent operator. We use C, c to
denote positive constants, and their value change across the paper.
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Chapter 8
Problem Formulation and Main Results
In the short-and-sparse blind deconvolution problem, any k consecutive entries in y only depend on 2k − 1







x[i+τ−1]m+1 · ι∗ksτ−(k−1)[a0]. (8.0.1)
The convolutional observation y can be equivalently expressed as following matrix
Y = ι∗kCy =
[
y1 · · · ym
]
∈ Rk×m, (8.0.2)
withCv ∈ Rm×m being the circulantmatrix generated from vector v, whose l-th column is a cyclic shift sl−1[v]
of the vector v. Therefore, the convolution operation between a0 and x0 can be rewritten as multiplication of
circulant matrices
Y = A0X0. (8.0.3)
A0 ∈ Rk×(2k−1) andX0 ∈ R(2k−1)×m are truncated circulant matrices generated from a˜0 and x0 respectively:
A0 =
[
ι∗ks−(k−1)[a˜0] · · · a0 · · · ι∗ksk−1[a˜0]
]
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Figure 8.1: Problem Formulation Roadmap Top: the row space ofX0, sample vectors in row (X0), and the hard sparsity
penalty ‖·‖1. Bottom: the original and preconditioned row space of Y , sample vectors projected on the preconditioned
row space of Y , and the spikiness penalty ‖·‖44.
=

ak ak−1 · · · a1 · · · 0 0








0 0 · · · ak−1 · · · a1 0








x1,x2, · · · ,x2k−1
]
. (8.0.5)
Note that each column xi ofX0 only contains some 2k− 1 entries of x0, while each row ofX0 can be seen as
some circular shift of the reversed x0 that
XT0 el = sl−1[xˇ0], (8.0.6)
with xˇ0 = [x1, xm, xm−1, · · · , x2].
8.1 Finding a Shifted Sparse Signal
Up to the shift ambiguity associated with the convolution operator, recovering any row ofX0 solves the
sparse blind deconvolution problem. Similar idea of casting the bilinear sparse recovery problem as finding
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a sparse vector can be found in a lot of recent works [SWW12, SQW15]. The basic problem of finding a
sparse vector in a subspace has been well studied [QSW16, HSSS16]. Put in the context of sparse blind
deconvolution, the core underlying optimization problem is the following
min
∥∥XT0 ζ∥∥? subject to ‖ζ‖2 = 1, (8.1.1)
with ‖·‖? encouraging sparsity. If ζ is a standard unit vector el, then it picks out one particular shift of xˇ0.
While in sparse blind deconvolution, row space ofX0 is only available via its projection onto the row




subject to ‖q‖2 = 1. (8.1.2)
However, the effective projectionA0 here does not preserve either the length or the relative orientation of the
original sparse vectors in row (X0) in general, as shown in Figure 8.1. Therefore, we are going to replace the









a1 a2 · · · a2k−1
]
. (8.1.3)
This equivalently implies ζ = ATq and ‖ζ‖2 = ‖q‖2 = 1, asA is a tight frame of unit norm thatAAT = I .
With this replacement, the optimization problem of interests is the following
min
∥∥∥Y T (A0AT0 )−1/2 q∥∥∥
?
subject to q ∈ Sk−1. (8.1.4)





)−1/2 still can be estimated by exploiting
the randomness in x01, as
Ex0∼i.i.d.BG(θ)[Y Y








Now, the optimization problem can be written in the observation signal y only
min
∥∥∥Y T (Y Y T )−1/2 q∥∥∥
?
subject to q ∈ Sk−1. (8.1.6)
As shown in Figure 8.1, the classical problem of finding a sparse vector in the subspace actually become
the problem of finding a sparse vector near the preconditioned row space of Y here. Therefore, instead of
1As Y Y T (i, j) = ry (|i− j|), Y Y T can be implemented efficiently via the inner product of the observation y with its different
shifts sτ [y], denoted as ry(τ) = 〈y, sτ [y]〉.
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setting ‖·‖? to be the hard ‖·‖1 sparsity penalty, we deploy a milder sparsity penalty −‖·‖44. Minimizing
−‖·‖44 essentially encourages spikiness of the signal while being insensitive to small noises in the signal.








∥∥∥Y T (Y Y T )−1/2 q∥∥∥4
4
. (8.1.7)
Although the objective function ψ (q) itself is implicit, more direct insight can be obtained via following
reformulation
ψ (q) = − 1
4m





∥∥∥xˇ0 ~AT0 (Y Y T )−1/2q∥∥∥4
4
. (8.1.9)
This reformulation (8.1.8) implies the optimization problem (8.1.7) can also be viewed as encouraging the




q, which effectively whitens the
spectrum of a0. Computationally, convolution can be implemented much faster than matrix multiplication.






q ≈ ATq ≈ el, l ∈ [1, · · · , 2k − 1] . (8.1.10)
Intuitively speaking, any such desired q should be close to al for some l, and this intuition is made rigorous
in the next section.
8.2 Structured Local Minima
In sparse blind deconvolution problem, the inherent shift symmetry leads to complicated optimization
landscape: the local minima come from shift truncations of the ground truth a0, hence the optimization
landscape is highly asymmetric2 and changes dramatically with respect to varying a0.
When formulated as sparse vector finding problem as in (8.1.7), local minima created by underlying shift
symmetry persist. Under conditions, any local minimum is close to some normalized and preconditioned
shift truncation. In addition, the saddle points are approximately superpositions of several local minima,
and there exists a negative curvature towards the direction of a nearby local minimum.
Concretely, the cross correlation ζ = ATq encodes the likeliness between the current point q and the
2Several well understood nonconvex problems manifest strong symmetry that every local minimum is global, including complete
dictionary learning, tensor decomposition, phase retrieval, etc.[SQW15, GM17, SQW16]









Figure 8.2: Saddles points are approximately superpositions of local minima.
signed columns of A. If the l-th entry ζl has big magnitude, then the current point q is close to ±al, the
signed l-th column ofA. And the number of entries in ζ with big magnitude indicates the number of columns
ofA that current q is close to.
The local optimization landscape around a stationary point q can be characterized in terms of the number
of spikes (entries with nontrivial magnitude3) in ζ. While a spiky cross correlation ζ can be obtained for any
stationary point q inRC? with C? ≥ 10 as defined below.
Definition 8.1 Given a0 ∈ Sk−1 and positive constant C?, andA0 has conditional number κ ≥ 1 andA has
column incoherence µ .= maxi6=j |〈ai,aj〉|, we define regionRC? and RˆC? that
RC? .=
{













⊆ RC? . (8.2.2)
If there is only one spike in ζ, then such stationary point q is a local minimum that is close to one column
ofA; if there are more than two spikes in ζ, then such stationary point q is saddle point that is close to some
superpositions of some columns ofA.
Based on above characterizations of stationary points inRC? with C? ≥ 10, we can deduce that any local
minimum is close to al for some integer l, a normalized and preconditioned shift truncation of the ground
truth a0.
Note that in definition (8.1), a simpler and smaller surrogate region RˆC? is also introduced. Such sub-
region RˆC? actually is closely related to the optimization function value ψ (q), which we will discuss in later
sections. Therefore, once initialized within RˆC? , minimizing ψ (q) using descent algorithms always generate
a series of q’s in RˆC? .
3We call any ζl with magnitude no smaller than 2µ ‖ζ‖33 / ‖ζ‖44 to be nontrivial and defer technical reasonings to later sections.
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Theorem 8.2 (Main Result) Assuming observation y ∈ Rm is the circulant convolution of a0 ∈ Rk and
x0 ∼i.i.d. BG (θ) ∈ Rm, where the convolutional matrix A0 has condition number κ ≥ 1, and A has column
incoherence 0 ≤ µ < 1. There exists positive constant C that whenever the number of measurement






κ2k4 log3 κk, (8.2.3)
then with high probability, any local optima q¯ ∈ Rˆ2C? satisfies
|〈q¯,PS [al]〉| ≥ 1− c?κ−2 (8.2.4)
for some integer 1 ≤ l ≤ 2k − 1. Here, C? ≥ 10 and c? = 1/C?.
Although the problem is highly nonconvex with multiple local minima, this theorem says that any local
minimum in Rˆ2C? is close to some normalized column ofA given polynomially many observations. The
parameters κ and µ effectively measure the spectrum flatness of the ground truth kernel a0 and therefore
characterize how broad the results hold. A random like kernel usually has small κ and µ, which equivalently
implies a large sub-level set Rˆ2C?
Hence, once assuring the algorithm finds a local minimum in Rˆ2C? , then some shifted truncation of the
ground truth kernel a0 can be recovered. In other words, if we can find an initialization point with small
objective value, then a descent algorithm minimizing the objective function guarantees that q stays in region
Rˆ2C? in proceeding iterations. Therefore, any descent algorithm that escapes a strict saddle point can be
applied to find the some al, or the shift truncation of a0 as desired.
8.3 Initialization with a Random Sample
Such desired initialization qinit can be obtained from some normalized and preconditioned k consecutive








with i being a random integer index. Recall that yi = A0xi, which is a sparse superposition of about 2θk
columns of A0. Intuitively speaking, such qinit already encodes certain preferences towards a few local
minima and therefore can be used as a good initialization.
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For a generic kernel a0 ∈ Sk−1,ATA is close to a diagonal matrix, as the magnitudes of off-diagonal entries





is spiky vector with small −‖·‖44. By leveraging the sparsity level θ, one can make sure
such initialization point qinit falls in Rˆ2C? . Therefore, we propose Algorithm 2 for solving sparse blind
deconvolution with its working condition stated in Corollary 8.3.
For the choice of descent algorithms which escape strict saddle points, there are several such algorithms
especially tailed for sphere constrained optimization problems [ABG07, GWY09], which could be of interests
for readers to refer to.
Algorithm 2 Short and Sparse Blind Deconvolution
Input: Observations y ∈ Rm and kernel size k.
Output: Recovered Kernel a¯.








2: Solve following nonconvex optimization problem with a descent algorithm that escapes saddle points
q¯ = arg min
q∈Sk−1
ϕ (q) (8.3.4)







Corollary 8.3 Suppose sparse coefficient x0 ∼i.i.d. BG (θ) ∈ Rm. There exist positive constants C ≥ 3202 and
C ′ that whenever the sparsity level












m ≥ C ′max{θ2κ4k3 log k (1 + 72µ2k log k)4 , (8.3.6)
(1− θ)−2 min{µ−1, κ2k2}κ2k4 log3 k},
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then with high probability, Algorithm 2 recovers a¯ such that




for some shift τ ∈ [− (k − 1) , k − 1].
For a generic a0 ∈ Sk−1, plugging in the numerical estimation of the parameters κ and µ (Figure 11.1), the
sparsity level can estimated as θ ∼ k−2/3. If the kernel a0 is band passed, both parameters increase and
accurate recovery become available when the activation signal x0 gets longer and sparser.
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Chapter 9
Asymptotic Function Landscape
In the next two sections, we discuss some key elements in deriving the main results of this paper. In this
section, we present a brief characterization of the optimization landscape of objective function ψ (q) assuming
infinite sample sizem. And in the next section, we demonstrate that similar optimization landscape obtains
when the sample sizem is sufficiently large.
Using Ex0∼i.i.d.BG(θ)[Y Y T ] = θmA0AT0 again, expectation of the objective function ψ (q) can be approxi-




































The Euclidean gradient and Hessian for ϕ(q) can be calculated as
∇ϕ(q) = −Aζ◦3, (9.0.3)
∇2ϕ(q) = −3A diag (ζ◦2)AT . (9.0.4)
As we assume q to have unit Frobenius norm, or to live on a sphere, the more natural Riemannian gradient
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and Hessian [AMS07] are defined as
gradϕ(q) = Pq⊥ [∇ϕ(q)] (9.0.5)
= −Aζ◦3 + q ‖ζ‖44 , (9.0.6)
Hessϕ(q) = Pq⊥
[∇2ϕ(q)− 〈∇ϕ(q), q〉 I]Pq⊥ (9.0.7)
= −Pq⊥
[
3Adiag(ζ◦2)AT − ‖ζ‖44 I
]
Pq⊥ . (9.0.8)
Here, Pq⊥ = I −qqT denotes the projection onto the tangent space of the Frobenius sphere at point q ∈ Sk−1.
9.1 Stationary Points Approximation
As in the Euclidean space, a stationary point on the sphere satisfies grad [ϕ] (q) = 0. For the asymptotic
objective function ϕ, its Riemannian gradient at a stationary point q ∈ Sk−1 equals 0, namely
Aζ◦3 − q ‖ζ‖44 = 0. (9.1.1)
Left-multiplyingAT to both side of the equation, we have
ATAζ◦3 −ATq ‖ζ‖44 = 0. (9.1.2)
For the i-th entry, following equality always holds
0 = ‖ai‖22 ζ3i +
∑
j 6=i
〈ai,aj〉 ζ3j − ζi ‖ζ‖44 (9.1.3)
















j 6=i 〈ai,aj〉 ζ3j
‖ai‖22
. (9.1.5)
Once αi  βi is satisfied, there exist simple expressions to approximate the roots of Equation (C.1.7). Namely,
we can obtain accurate estimation of the possible values of ζi at a saddle point, as shown in Proposition 9.1.




, then the i-th entry of
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j 6=i 〈ai,aj〉 ζ3j
‖ai‖22
. (9.1.7)
Proof Since ‖ζ‖64 ≥ 4µ ‖ζ‖33, in this case, βi ≤ 14α3/2i is satisfied, as
‖ζ‖64 ≥ 4µ ‖ζ‖33 ≥ 4 ‖ai‖2
∑
i 6=j
〈ai,aj〉 ζ3j . (9.1.8)
























Hence, vector ζ = ATq can be accurately estimated: any entry ζl either has a small magnitude bounded by
2µ ‖ζ‖33 / ‖ζ‖44, or a large one around
√
αi.
9.2 Function Landscape onRC?
When restricted on RC? with C? ≥ 10, the optimization landscape around any stationary point q can be
characterized based on the spikiness of vector ζ = ATq.
At a stationary point q, if Hess [ϕ] (q) is positive semidefinite, the optimization landscape is convex at q
and hence q is a local minimum; if Hess [ϕ] (q) has a negative eigenvalue, then there exists a direction alone
which the objective value decreases and hence q is a saddle point.
9.2.0.1 Nontrivial Preference of a Stationary Point
In this section, we demonstrate that for any stationary point q ∈ RC? with C? ≥ 10 as defined, then there
must exist some entries with nontrivial magnitude in ζ, or entries of ζ cannot be simultaneously small.
Geometrically, this implies that any stationary point q inRC? should be close to certain columns ofA.
Lemma 9.2 For any stationary point q ∈ RC? with C? ≥ 10, vector ζ = ATq cannot be uniformly bounded by
2µ ‖ζ‖33 / ‖ζ‖44.
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Proof We are going to prove it by contradiction and assume all the entries have small magnitude. Since
‖ζ‖64 > C?µκ2 ‖ζ‖33 with C? ≥ 10, at the same time, every entry of ζ has small magnitude such that
‖ζ‖∞ < 2µ ‖ζ‖33 / ‖ζ‖44, then









which indicates ‖ζ‖64 ≤ 2µ ‖ζ‖33 and contradicts the assumption. Therefore, at least one entry of ζ has large
enough magnitude.
Geometrically, the nontrivial entry ζi indicates the preference to corresponding column ai, as ζi = 〈ai, q〉.










) ‖al‖2, and the Riemannian Hessian Hessϕ (q) is always positive definite, which
implies local convexity. Hence, such q is one local minimum near al.
Lemma 9.3 Suppose q is a stationary point in RC? with C? ≥ 10, and ζ = ATq has only one entry ζl of
magnitude no smaller than 2µ ‖ζ‖33 / ‖ζ‖44, then q is a local minimum near al that |〈q,projalS〉| > 1− 2c?κ−2
with c? = 1/C?.
Proof Suppose ζ has only one big entry ζl, and other entries are bounded by 2β/α
‖ζ‖44 = ζ4l +
∑
j 6=l









with ‖ζ‖64 ≥ C?µκ2 ‖ζ‖33, and for simplicity let c? = 1/C?, we have
ζ4l ≥ ‖ζ‖44 −
4µ2 ‖ζ‖63
‖ζ‖84
≥ (1− 4c2?κ−4) ‖ζ‖44 . (9.2.3)












































≥ 1− 2c?κ−2. (9.2.8)
Next, we need to verify that the Riemannian Hessian at q¯ is definite positive, recall that
Hessϕ (q) = −Pq¯⊥
[
3Adiag(ζ◦2)AT − ‖ζ‖44 I
]
Pq¯⊥ . (9.2.9)
Let v be a unit vector such that v ⊥ q, then
vT Hessϕ (q)v (9.2.10)
= −vT
(
3A diag(ζ◦2)AT − ‖ζ‖44 I
)
v (9.2.11)
= ‖ζ‖44 − 3vTA diag(ζ◦2)ATv (9.2.12)




≥ ‖ζ‖44 − 3 〈al,v〉2 ζ2l − 3 max
i6=l
ζ2i . (9.2.14)
The last inequality is due to
∑
i 6=l 〈ai,v〉2 ≤
∥∥ATv∥∥2
2
= 1. Since v ⊥ q¯ and ζl is the only entry with nontrivial
magnitude, then derive from eq. (9.2.8):
























≤ 4c2? ‖ζ‖44 . (9.2.18)
Hence, the inequality vT Hessϕ (q)v ≥ (1− 6c? − 36c2? − 24c3?) ‖ζ‖44 holds for any v satisfying v ⊥ q, thus
implies positive curvature along any tangent direction at such stationary point q when C? ≥ 10.
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9.2.0.3 Saddle Points
Suppose q ∈ RC? (C? ≥ 10) is a stationary point and vector ζ = ATq has more than one nontrivial entry.
Denote any two nontrivial entries of ζ with ζl and ζl′ , then the Riemannian Hessian Hessϕ (q) has negative
curvature in the span of al and al′ .
Lemma 9.4 Suppose q is a stationary point inRC? with C? ≥ 10, and ζ = ATq has at least two entries ζl and
ζl′ with magnitude larger than 2µ ‖ζ‖33 / ‖ζ‖44, then the Riemannian Hessian at q has negative eigenvalue(s) and
q is a saddle point.



























Since the nontrivial entry ζl = 〈al, q〉, and again let c? = 1/C?, it is easy to show that the norm of al is
sufficiently large:
















‖al‖2 ≥ (1− c?)1/2 C1/6? µ1/6 ‖ζ‖1/23 . (9.2.25)















Now we are ready to show there exists a unit vector v such that v ∈ span(al,al′) and v ⊥ q, and the
Hessian has negative curvature along such v:
vT Hessϕ(q)v (9.2.27)
= −3vTAdiag(ζ2)ATv + ‖ζ‖44 (9.2.28)
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≤ −3vT (alζ2l aTl + al′ζ2l′aTl′ )v + ‖ζ‖44 (9.2.29)
< −3
(∣∣∣∣〈 al‖al‖2 ,v
















(‖al‖2 + ‖al′‖2) + ‖ζ‖44 (9.2.32)
≤ (−2 + 11c?) ‖ζ‖44 . (9.2.33)
The last inequality is implied by Lemma C.3 and is negative when C? ≥ 10.
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Chapter 10
Large Sample Concentration
In this section, we argue that function ψ (q) has similar geometric characteristics as that of ϕ (q) by demon-
strating similar optimization landscape holds around the corresponding stationary points for both objective
functions. Specifically, we present concentration results on the Riemannian gradient and Hessian of the
objective function such that
• the Riemannian gradient concentrates such that the stationary points of the two functions are close to
each other;
• the Riemannian Hessian concentrates such that either the strong convexity or the strict saddle property
around a stationary point stays.









, (10.0.1)∥∥∥∥Hess[ψ] (q)− 3 (1− θ)θm2 Hess[ϕ] (q)
∥∥∥∥
2
≤ 3 (1− 6c? − 36c2? − 24c3?) 1− θθm2 ∥∥ATq∥∥44 . (10.0.2)
for all q ∈ R2C? with C? ≥ 10 and c? = 1/C?, then any local optima q¯ of ψ (q) inR2C? satisfies |〈q¯,PS [al]〉| ≥
1− 2c?κ−2 for some index l.
Proof Please refer to Section C.2.
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q ∈ Sm−1, and
ψ (q) = − 1
4m





We calculate the Euclidean gradient and Hessian of the objective function
















Similarly, the Riemannian gradient and Hessian have the form









q ‖η‖44 , (10.0.7)
Hess[ψ] (q) = Pq⊥
















Technically, both the Riemannian gradient and Hessian depend on some higher order terms of the
circulant matrixX0, which only has m underlying variables. This dependent term introduces nontrivial
challenges for deriving concentration results, as most classic tools pertain to independent and identically
distributed random variables. To remove the dependence within the random circulant matrixX0, we break
X0 into submatricesX1, . . . ,X2k−1 that
Xi =
[
xi,xi+(2k−1), · · · ,xi+(m−2k−1)
]
. (10.0.10)
Each of which is (marginally) distributed as a (2k − 1) × m2k−1 i.i.d. BG(θ) random matrix. Indeed, there
exists a permutation Π such that
X0Π = [X1,X2, · · · ,X2k−1] . (10.0.11)
Such procedure enables us to derive the concentration results for each independent Xi. Then, applying
Boole’s inequality (union bound), we can obtain measurement concentration for both Riemannian gradient
and Hessian as desired in Lemma 10.2 and Lemma 10.3.
Lemma 10.2 Suppose x0 ∼i.i.d. BG (θ) ∈ Rm. There exists positive constant C that whenever






κ2k4 log3 κk, (10.0.12)
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holds for all q ∈ Rˆ2C? with c ≤ 3/ (2C?) ≤ 320 .
Proof Please refer to section C.5.
Lemma 10.3 Suppose x0 ∼i.i.d. BG (θ). There exists positive constant C that whenever






κ6k5 log3 (κk) , (10.0.14)

















holds for all q ∈ Rˆ2C? with positive constant c ≤ 0.048 ≤ 3
(
1− 6c? − 36c2? − 24c3?
)
.
Proof Please refer to section C.6.
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Chapter 11
Experiments
11.1 Properties of a Random Kernel
In our main proof, we leave the parameters, minimum singular value σmin, condition number κ, and induced
column incoherence µ, as unknowns. In figures 11.1, we demonstrate the typical values of σmin,κ, and µ for
generic unit kernels of varying dimension k = 10, 20, · · · , 1000.
Figure 11.1: Parameter Estimation.
From this figure, for a generic unit kernel, we can have following estimation of interests:
σmin ≈ log−1 k, κ ≈ log4/3 k, µ ≈
√
log k/k. (11.1.1)
On the other hand, if the convolution kernel a0 is band passed, then both parameters κ and µ increase, and
require more observationsm and smaller sparsity level θ for the proposed algorithm to perform as desired.
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11.2 Phase Transition for Proposed Algorithm
We present the performance of Algorithm 2 under varying settings. We define the recover error as err =
1 − maxτ |〈a¯,projι∗ksτ [a˜0]S〉|, and calculate the average error from 50 independent experiments. The left
figure plots the average error when we fix the kernel size k = 50, and vary the dimensionm and the sparsity
θ of x0.1 The right figure plots the average error when we vary the dimensions k,m of both convolution
signals, and set the sparsity as θ = k−2/3.
This figure agrees with the theory developed in this paper: when the activation coefficient x0 is long and
sparse (largem and small θ), more accurate recovery of the shifted truncations of the ground truth can be
obtained.
Average error, k = 50
 Overlapping ratio k"3














0.0 Average error, sparsity = k
-2/3
Kernel size k


















Figure 11.2: Phase Transition
1Note that the x-axis is indexed with overlapping ratio k · θ, which indicates how many times the kernel a0 present in a k-length
window of y on average.
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Chapter 12
Discussion
At last, we would love to provide some comments about the results and proof strategy presented in this
paper, and to discuss the possibility of some future directions.
This paper casts the sparse blind deconvolution problem as finding a sparse vector near a subspace
and studies its optimization landscape. We prove that the geometric property that any local solution is close
to a shift-truncation of the ground truth kernel holds on a sublevel set of the sphere. This holds even when
the observation contains densely overlapping copies of the true kernel. In addition, we propose a simple
initialization scheme that any proceeding descent algorithm escapes strict saddles can recover the local
minimum.
The current proof strategy presented in this paper depends heavily on an accurate estimation of the
stationary point, which is only attainable in part of the sphere, which also sets the sparsity level of the
proposed algorithm. It would be exciting if novel proof strategy could be developed to show a global result,
which will potentially solve several other important nonconvex problems, including over-complete dictionary
learning, tensor decomposition.
Sample Complexity The sample complexity shown in this paper m ∼ k6 is rather suboptimal. As the
current proofs relies heavily on triangle inequality, multiplication of operator norm, and union bound, which
basically indicates worst case situation. The sample complexity can be dramatically reduced by applyingmore
advanced statistical tools (chaining, decoupling, etc.) to explore the dependence within terms of interests.
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Global Geometry Theoretical results presented in this paper demonstrate that "all local optima are benign"
in the sub-level set RC ; while our empirical results suggest that this is a property holds over the whole
sphere. While proving this could be challenging, as our current estimation of saddle points is not accurate
globally, which imposes difficulties for analyzing the function geometry via gradient and Hessian. It would
be exciting to see if further research investigating other techniques for nonconvex optimization problems
could be motivated by our current work.
Convolutional Dictionary Learning This is a natural and practical extension of blind deconvolution, where
the observation is the superposition of several convolutions. The geometric insight and algorithm proposed
in [ZLK+17] hold in this more challenging situation. It would be interesting to develop an efficient and
justifiable algorithm for convolutional dictionary learning based on the `4 formulation.
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Part IV
Guaranteed Illumination Model for
Nonconvex Objects
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Chapter 13
Introduction
Illumination variation remains a central challenge in object detection and recognition. Changes in lighting
can dramatically change the appearance of the object, rendering simple pattern recognition techniques
such as nearest neighbor ineffective. Various approaches have been proposed to mitigate this problem, for
example using nonlinear features based on gradient orietation [Low04], using quotient images [SRR01] or
total variantion regularization [CYZ+05]. These approaches are often effective in practice, but can break
down under extreme illumination. Moreover, because of the nonlinearity of the feature extraction step,
clearly characterizing their domain of applicability is challenging.
An alternative approach is to attempt to explicitly characterize the set of images of the object that can
be generated under varying lighting. The seminal work [BK98] argues that images of a given object with
fixed pose and varying illumination should lie near a convex cone in the high-dimensional image space. This
conic structure arises purely as a consequence of nonnegativity of light and linearity of light transport. Many
subsequent works have attempted to capture the gross structure of this cone using low-dimensional convex
cone or linear subspacemodels. Motivated by empirical evidence of low-dimensional linear structure in image
sets taken under varying illumination (e.g., [EHY95]), [BJ03] and [Ram02] used an elegant interpretation
of the Lambertian reflectance as spherical convolution to argue that for convex, Lambertian objects a linear
subspace of dimension as low as nine may suffice to capture most of the variance due to lighting. These
models have been used for recognition in many subsequent works [GBK01, WYG+09, WWG+12], and has
been extended in a number of directions [FSB04]. The promise of subspace or cone models, compared
to feature-based approaches described above, is that, by reasoning carefully about the image formation
process, it might be possible to guarantee to well-approximate all images of the object under clearly delineated
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conditions.
It is worth asking then, what approximation guarantees do current results afford us? For convex, Lambertian
objects, it can be shown that for one or more uniform random point sources, a nine dimensional spherical
harmonic approximation captures on average about 98% of the energy [BJ03, FSB04]. This result pertains to
convex objects. Moreover, its conclusion breaks down if the input image is rescaled (normalized) at the sensor.
In this case, one is confronted with a “sunrise effect” in which a point source that moves out from behind the
object creates a moving shadow boundary, which may require a higher-dimensional model. This effect is
also observed in nonconvex objects, where cast shadows create similar moving boundaries. Neverthess, the
aforementioned result is, to our knowledge, one of the strongest available on approximation of images under
varying illumination using a low-dimensional model. Its most salient features are that it pertains the average
case, and convex objects.
In this work, we ask whether it is it possible to build models for illumination variation that (i) guarantee
robustness to worst case lighting, over some clearly specified class of admissible lighting conditions, and (ii) work even
for nonconvex objects, and (iii) have low storage and computational complexity? We study these questions in the
context of a model problem in object instance detection, in which one is given an object O at a fixed pose,
and asked whether the input image is an image of this object under some valid illumination condition. We
develop rigorous guarantees for this problem, for general (including nonconvex) Lambertian objects. Our
results show how to build a model that guarantees to accept every image that can be interpreted as a valid
image of the object under some lighting condition, and to reject every image that is sufficiently dissimilar to
all images of the object under varying lighting conditions.
Similar to [LHK05] and [WWG+12], our work builds a V (vertex) approximation to the illumination
cone, which consists of a (possibly large) number of images taken under point illumination. Most previous
work focuses on finding a very small subset with good empirical performance over a set of training data
[LHK05, WWG+12]. In contrast, we start from the goal of producing a sufficiently accurate representation of
the illumination cone, and derive, in terms of the properties of the object and the scene, sufficient sampling
densities for this goal to be met. Our bounds depend on properties of the scene and the object – in particlar,
they depend on the level of ambient illumination, and a notion of convexity defect. They make precise
the intuitions that (i) it is more difficult to operate in low-light scenarios (ii) nonconvex objects are more
challenging than convex objects.
The number of images required to guarantee detection performance can be large. To address this
problem, we introduce a new approach to cone preserving complexity reduction. This approach leverages
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tools from convex programming – in particular, sparse and low-rank decomposition [CLMW11, CSPW11]
– but introduces a new constrained formulation which guarantees that the conic hull of the output will
well-approximate the conic hull of the input. The low-rank and sparse decomposition leverages our qual-
itative understanding of the physical properties of images (low-dimensionality, sparsity of cast shadows)
[BJ03, Ram02, WYG+09, CLMW11, WGS+10], while the constraint ensures that the output of this algorithm
is always a good approximation to the target cone, in a precise and appropriate sense. Empirically, we
find that the sparse and low-rank approximation is often of much lower complexity than the input. This
suggests a methodology for building instance detectors that are both robust to worst case illumination, and
computationally efficient. Preliminary numerical experiments illustrate our bounds, and the gains that can
be achieved using sparse and low-rank models.
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Chapter 14
Problem Formulation and Methodology
ConeModels for Illumination. We consider images of sizew×h pixels, and letm = wh. With this notation,
each image can be treated as a vector y ∈ <m. We are interested in the set of images of an object O that can
be generated under distant illumination. These images form a subset C0 ⊆ <m. Each distant illumination
can be identified with a nonnegative function f : S2 → <+, whose value f(u) is the source radiance from
direction u. We assume a linear sensor response: the image is a linear function of the incident irradiance.
By linearity of light transport and linearity of the sensor response, the observed image y ∈ <m is then a
linear function y[f ] of the illumination f : if the object is subjected to the superposition f = f1 + f2 of two
illuminations f1 and f2, we observe the superposition y[f1 + f2] = y[f1] + y[f2].
To clearly define the function y[·], we need to integrate on the sphere S2. We will use both Riemann
and Lebesgue integrals on this space. It is perhaps simplest to introduce these using polar coordinates. Let
W = (0, 2pi)× (0, pi), and η : W → S2 via (θ, φ) 7→ (cos θ sinφ, sin θ sinφ, cosφ). These are the standard polar
coordinates. For f : S2 → R, its Riemann integral is simply ∫ f(u) du = ∫
W
f ◦ η sinφ d(θ, φ),where the
notation
∫ · d(θ, φ) is Riemann integral on R2. We say that a function f : S2 → R2 is Riemann integrable if and
only if f ◦ η is Riemann integrable as a function fromW → R.
Notice that the range of the map η[W ] is all of S2, except for a single arc joining the north and south poles.
We can define a measurable space (η[W ],ΣS2) by letting ΣS2 be the collection of sets of the form η[S], where
S ⊆W is Lebesgue measurable. We then obtain a measure on this space by writing σ[S] = ∫
η−1[S] sinφ dµ,
where µ is the Lebesgue measure on R2. A function f : W → R is (Lebesgue) integrable with respect to
this measure if and only if f ◦ η is Lebesgue integrable as a function from R2 to R. The Lebesgue integral





f ◦ η sinφ dµ(θ, φ). Notice the difference in notation from (14) to
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(14). Notice also that if f is Riemann integrable, it is also Lebesgue integrable and its Riemann and Lebesgue
integrals coincide.
We will consider illuminations f that are Riemann integrable. The set of such f is broad enough to be
considered a plausible model for “arbitrary distant illuminations.” From Lebesgue’s criterion for Riemann
integrability, we have that f is Riemann integrable if and only if its discontinuities have measure zero. We
use the notation F for the set of nonnegative, Riemann integrable functions from S2 to R. Mathematically,
F is a convex cone: sums of nonnegative, integrable functions are again nonnegative and integrable. Since
f ∈ F resides in the convex cone, the set
C0
.
= y[F ] ⊂ Rm (14.0.1)
of possible images is also a convex cone. This fact is a basic consequence of linearity and nonnegativity of
light. The detailed properties of C0 were first studied in [BK98], and a great deal of subsequent work has
been devoted to understanding its properties [Ram02, BJ03, FSB04]. Most of this work has been devoted to
simple, analytically tractable models such as convex, Lambertian objects. For convex, Lambertian objects,
interesting statements can be made about the gross shape of C0. Note, however, that the fact that C0 is a
convex cone holds under very mild assumptions.
The cone C0 can be interpreted as the set of all images of the object under arbitrary distant lighting condi-
tions. Intuitively speaking, we expect the problem of representing images y under different illuminations to
be more challenging when the light has a stronger directional component. To capture the relative contribution
of directional and ambient components of light, we introduce a family of function classes Fα, indexed by
parameter α ∈ [0,∞). Illuminations in Fα consist of an ambient component αω, where ω(u) = 1/area(S2) is
the constant function on the sphere, and an arbitrary (possibly directional) component fd:
Fα =
{
fd + αω | fd ∈ F , ‖fd‖L1 ≤ 1
}
,
For each ambient level α, we have a cone
Cα
.
= R+ · y[Fα] = { ty[f ] | t ≥ 0, f ∈ Fα } .
For any α ≤ α′, Cα′ ⊆ Cα. In this sense, the choice of α induces a tradeoff: as α becomes smaller, Cα becomes
more complicated to compute with, but can represent broader illumination conditions. Our complexity
bounds in Section 17 will make this tradeoff precise, by giving lower bounds on the number of images needed
to well-approximate Cα for any α > 0. Figure 14.1 shows (rendered) images of a face under various ambient
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Figure 14.1: Ambient Illumination
Ambient level α. Typical images from the cone Cα, for ambient levels α = 0 up to α = 5. In each example fd
is an extreme directional illumination. Data from [SSTB12].
levels α ≥ 0.
Detection using Convex Cones. Our methodology asks the system designer to select a target level of
ambient illumination α, and hence choose a target cone C = Cα. At test time, we are given a new input image
y ∈ <m. The detection problem asks us to decide if y could be an image of object O: Is y an element of C?
Real images contain noise and other imperfections. Hence, in practice, it is more appropriate to ask whether
y is sufficiently close to C. The distance from y to C in `2-norm is
d (y, C)
.
= inf {‖y − y′‖2 | y′ ∈ C} .
Any cone C is nonnegatively homogeneous: if z ∈ C, tz ∈ C for all t ≥ 0. To obtain a criterion for detection
which is scale invariant, rather than working with the distance d(y, C), we work with the angle






This leads to a simple, natural criterion for detection:
Definition 14.1 The angular detector (AD) DCτ : <m+ → {ACCEPT, REJECT} with threshold τ is the














Figure 14.2: Two detection rules. The angular detector accepts points based on their angle with the cone C. An
approximate angular detector guarantees to accept any point within angle τ of C, and to reject any point with angle




ACCEPT ∠ (y, C) ≤ τ,
REJECT ∠ (y, C) > τ.
(14.0.2)
This rule has a simple interpretation: we accept y if and only if it can be interpreted as an image of O plus a
noise perturbation, and the signal-to-noise ratio is sufficiently large.
If C is a polyhedral cone, the decision rule (14.0.2) can be implemented via nonnegative least squares.
This is efficient if the number n of extreme rays of C is small. If O is a convex polyhedron with only a few
faces, this is the case. However, in general, the number of extreme rays in a V(vertex)-description can be large
or even unbounded.1 One remedy is to relax the definition slightly:
Definition 14.2 f : <m+ → {ACCEPT, REJECT} is an η-approximate angular detector (η−AAD) if
f(y) = ACCEPT ∀ y s.t. ∠ (y, C) ≤ τ,
f(y) = REJECT ∀ y s.t. ∠ (y, C) > (1 + η) τ.
We let D̂Cτ,η denote the set of all such f .
Figure 14.2 displays the AD and its η-relaxation. We can regard η-AAD as a relaxed version of AD in the
sense that when ∠ (y, C) ∈ (τ, (1 + η) τ ], no demands are placed on the output of the algorithm. This buffer
1For convex, Lambertian objects, in a point sampling model of image formation, the best known bound on the number of extreme
rays in a V-representation of C is quadratic in the number of image pixels: n = O(m2) [BK98]. For nonconvex objects or more realistic
sampling models, C may not even be polyhedral.
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zone allows us to work with a surrogate cone Ĉ with much simpler structure, enabling computationally
tractable (even efficient!) detection. For example, if we form a polyhedral approximation Ĉ = cone(Â), the
distance to Ĉ is just the optimal value of the nonnegative least squares problem
d(y, Ĉ) = min
x≥0
‖y − Âx‖22. (14.0.3)
To implement the angular detector DĈξ for Ĉ, we just need to solve (14.0.3) and compare the optimal value to
a threshold.
It should come as no surprise that whenever Ĉ approximates C sufficiently well, we have detector
DĈξ ∈ D̂Cτ,η, with ξ chosen appropriately. In words, applying the angular test with Ĉ gives an approximate
angular detector for the original cone C. To make this precise, we need a notion of approximation. We will






supy∈C,‖y‖=1 d(y, Ĉ), supy∈Ĉ,‖y‖=1 d(y, C)
}
.
This is just the Hausdorff distance between C ∩B(0, 1) and Ĉ ∩B(0, 1). It therefore satisfies the triangle
inequality: ∀ C¯, δ(C, Ĉ) ≤ δ(C, C¯) + δ(C¯, Ĉ). If δ(C, Ĉ) is small, we indeed lose little in working with Ĉ:























Proof Please see Appendix D.1.
So, if δ(C, Ĉ) is small, we can simply apply an angular test with cone Ĉ, and this will implement an approx-




2 sin τ +
1
2 sin(τ + ητ)
)
.
Goals and Methodology. From the above discussion, if we want to provide a detector that it guarantees
to accept any image that has a valid interpretation as an image of the object under some lighting f ∈ Fα,
and reject any image that cannot be plausibly interpreted as an image under f ∈ Fα, it is enough to build an
approximation Ĉ to the cone Cα, and the correct notion of approximation is the Hausdorff distance. The
question, then, is how to build such an approximation: how complicated does Ĉ have to be to guarantee
δ(Ĉ, Cα) ≤ γ? This leads to a way of formalizing several fundamental questions in illumination-robust
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detection and recognition: What information do we need to guarantee robust dectection performance? How
does this sample complexity depend on the complexity of the class of illuminations the system must handle?
Over the next few sections of the paper we will propose two answers to these questions. The first will
show how to build a vertex (V) approximation C¯ = cone(A¯) to Cα, where A¯ ∈ Rm×n is a matrix whose
columns are images under point illumination. The underlying question is how large n needs to be, in terms
of the desired quality of approximation, ε. We will show that for Lambertian objects, n ≥ const(sensor,object)ε4
examples suffice. The term in the numerator depends only on physical properties of the object and imaging
system, and not the desired degree of approximation, ε. These quantities will be made precise below. Sections
15-16 describe in more detail our imaging model. Section 17 describes several new perturbation bounds
which lead to the estimate (14).
Since nmay be large, it seems natural to explore dimensionality reduction techniques for further reducing
the complexity of the representation. The main challenge is that the resulting reduced complexity represen-
tation needs to still provide a good approximation to Cα, in Hausdorff distance. In Section 18, via solving a
convex optimization problem, we form cone Ĉ, a γ-approximation to C¯, but with much lower complexity.
From (14), our resulting cone Ĉ (ε+ γ)-approximates C: δ(C, Ĉ) ≤ ε+ γ.
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Chapter 15
Extreme Rays of Cα
In the previous section, we saw that for guaranteed detection with a cone C, it was enough to approximate
that cone in Hausdorff sense. For computational purposes, perhaps the most natural approximation is a V




for some matrix A¯. To this end, we need to
characterize the extreme rays of Cα, for α ≥ 0. We will see below that for our models of interest, the linear
function y[f ] can be written as y[f ] =
∫
u∈S2 y¯[u] f(u) du,where y¯ : S
2 → Rm is a continuous function. In
this expression, we have used the natural extension of the Riemann integral to vector-valued functions on
the sphere, which simply integrates each of them coordinate functions.
We begin by characterizing the extreme rays of C0 = y[F ], which turn out to simply be the vectors
y¯[u]:





y¯[u] | u ∈ S2}) ) = 0.
Proof Please see Appendix D.2.
In the physical imaging models we consider, the y¯[u] can be considered images of O under point illumination
from direction u. With this interpretation, the previous lemma simply asserts that any image y[f ] under
distant, Riemann integrable illumination f can be arbitrarily well approximated using a conic combination of
images under point illumination.1 The conic hull of these extreme images is equal to the cone C0 of images
of O under arbitrary Riemann integrable illumination, up to a set of measure zero.
1Informal variants of Lemma 15.1 are stated in many previous works in this area; see, e.g., [BK98].
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We would like a similar expression that works when the ambient level is larger than zero – we would like
to also approximate the extreme rays of Cα. The following lemma says that that we can use images of the
form y˘[u] = y¯[u] + αya, where ya is the image of O under ambient illumination:





y¯[u] du, and C˘ = cone
({
y˘[u] | u ∈ S2} ∪ {ya}). Then, we have δ(Cα, C˘) = 0.
Proof Please see Appendix D.2.
This lemma says that to work with Cα, we can simply work with a modified set of extreme images y˘[u],
which are sums of images under point illumination and the ambient image ya. We still need to build a
computationally tractable representation for Cα. A natural approach to is to discretize the set of illumination
directions, by choosing a finite set u1, . . . ,uN . The following lemma asserts that as long as the y¯[ui] can
approximate any point illumination y¯[u] in an absolute sense, the cone generated by the finite set and the
cone Cα will not differ too much:





Then δ(C˘, C¯) ≤ 2 supu∈S2 mini‖y¯[u]−y¯[ui]‖2η?α‖ya‖2 .
Proof Please see Appendix D.2.
This substantially simplifies the problem of approximating Cα: to control the error over all possible
images, it is enough to control the error over images under point illumination. Below, we will see that this is
possible, even for nonconvex objects, provided the object’s reflectance is Lambertian.




Wewill introduce a set of hypotheses on the object and the image formation process. Under these hypotheses,
we obtain rigorous bounds for the error ‖y¯[u]− y¯[u′]‖2 incurred by approximating an image y¯[u] under
point illumination u with another image y¯[u′] under point illumination u′. From the results in the previous
sections, this will be sufficient to ensure a good approximation in Hausdorff sense to the cone of all images
of the object under distant illumination.
Object Geometry. Our bounds pertain to triangulated objects, whose boundary is a union of finitely many
oriented triangles:
Definition 16.1 (Triangulated object) We say that O ⊂ R3 is triangulated if for some integer N ,
∂O = ∪Ni=1∆i,










, dim ∆i = 2,




















| i ∈ [N ], k1 6= k2
}
,
and each face ∆i has a unique outward normal ni ∈ S2.
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This geometric assumption captures most of the object models that are interesting for computer graphics and
vision. Notice that N above can be arbitrarily large – and hence this model can approximate smooth objects.




relint (∆i) be the union of the relative interiors of faces of the object, for x ∈ Φ, the outward
normal n is uniquely defined, and we can write it as n(x) ∈ S2. We write E .= ∂O \ Φ = ⋃e∈E e for the
remaining points. This is the set of all points contained in some edge e.
We will introduce two indicator functions that describe how points on the object obstruct the “view” from
a given point x ∈ ∂O. The first such function is a point-direction visibility indicator ν : ∂O × S2 → {0, 1},




1 ({x}+ R+u) ∩ O = {x} ,
0 else.
For x ∈ Φ, we define ν˜(x) .= 1pi
∫
〈u,n(x)〉≥0 〈n(x),u〉 ν(x,u) dσ(u) ∈ [0, 1]. This is the fraction of directions
that are visible from point u, weighted by 〈n,u〉. Notice that if O is convex, ν˜(x) = 1 for all x ∈ Φ.
The second indicator function is a point-point visibility indicator V : ∂O × ∂O → {0, 1}, which indicates
those point pairs (x,y) ∈ ∂O × ∂O that are mutually visible:
V (x,y) =

1 [x,y] ∩ O = {x,y} ,
0 else.
Integrating on ∂O. To clearly describe how light interacts with the object O to produce an image, we need
to be able to integrate on ∂O. This is conceptually straightforward. In this section, we simply introduce
notation for this integral; a detailed construction is given in Appendix D.3. There, we formally construct
a measure space (Φ,Σ∂O, µ∂O). For g : ∂O → R, the Lebesgue integral with respect to this measure will
be written as
∫
g(x) dµ∂O(x).We can define a vector space L2[∂O] =
{
g : ∂O → R | g2 is integrable } . For





Object Reflectance. We will consider a Lambertian reflectance model. In this model, the object is fully
described by its geometry and its albedo ρ : ∂O → (0, 1],which is the fraction of incoming light that is reflected
at each point x ∈ ∂O. In the Lambertian model, the key quantity linking the illumination f and the image
y is the outgoing irradiance (radiosity) at each point x ∈ ∂O. This is a function g : ∂O → R+. Informally
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speaking, the irradiance g(·) is generated as follows. Light from the source impinges on the surface of the
object; some is absorbed, while some is reflected. This reflected light can itself illuminate the object, as can
further reflections of the reflected light. More formally, the map from distant illumination f to outgoing
irradiance g can be described in terms of two operators: a direct illumination operator
D : L2[S2]→ L2[∂O],
and an interreflection operator
T : L2[∂O]→ L2[∂O],
which describes how light reflected by the object itself illuminates the object.
The direct illumination operator can be expressed in integral form. Let D¯ : ∂O → R+ via
D¯[u](x) =

ρ(x) 〈n(x),u〉+ ν(x,u) x ∈ Φ,
0 else.
Then we write
D [f ] (x) =
∫
D¯[u](x) f(u) dσ(u), x ∈ Φ.





κ(x,x′)g(x′) dµ∂O(x′) x ∈ Φ
0 x ∈ E = ∂O \ Φ,




〈n(x′),x− x′〉 〈n(x),x′ − x〉
‖x− x′‖4 V (x,x
′).
For all of the models that we consider, the operator norm of T will be strictly smaller than one, and so the
operator I − T will be invertible. Under this assumption the outgoing irradiance on the surface of the object
can be written as a convergent series
g[f ] = D [f ] + T D [f ] + T 2D [f ] + . . .
= (I − T )−1D [f ] . (16.0.1)
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Sensor Model. We consider a perspective camera, with a thin lens model that is commonly adopted in
computer vision [Hor86]. The optical axis is taken to be (0, 0, 1), i.e., the z-axis, and the image plane is taken
to be
{(u, v,−f) | u, v ∈ R} .
The irradiance on the image plane is a function
ι : <2 → R+.
This function can be described in terms of the object irradiance g as follows. Let
Γ = {x ∈ ∂O | ([0, 1] · x) ∩ O = {x}} .
This is just the set of points on the object that are visible to a perspective camera placed at the origin. We can
define a mapping p : Γ→ <2, which is the restriction of the perspective mapping to this set of visible points:
p (x) = −
 1 0 0
0 1 0
 f〈e3,x〉x.
It is not difficult to see that p is injective, and so it has an inverse p−1 : p(Γ)→ ∂O. Under the thin lens model,
















Here d is the diameter of the lens. The quantity f/d is the f -number. Both quantities are generally known in
practical scenarios. The main idealization in the model (16) is that it neglects defocus due to depth. In fact,
our methodology is compatible with more sophisticated imaging models, as well as simpler idealizations
such as orthographic models. However, the bounds claimed in Lemma 17.5 will change.






where µ is the Lebesgue measure on R2. In our analysis, we will assume that the Ii are disjoint squares, with
side length s. Above, γ is a (known) camera gain. Combining (16) and (16), we can write
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This is a linear function of g. Combining the expressions for pixels 1 . . .m, we can describe the image vector
as a whole as a linear function of g via






The Imaging Operator. Combining the definitions and descriptions in the previous paragraphs, we can
give a description of the imaging operator y[f ] as whole. When ‖T ‖ < 1 (i.e., the object is not perfectly
reflective), we have
y[f ] = P
∞∑
i=0
T iD(f) = P(I − T )−1D[f ].
Using the definition of D [·] and D¯[·], we have
Lemma 16.2 Under the imaging model (16), with P as in (16), T as in (16) and D as in (16), if ‖T ‖L2→L2 < 1,





y¯[u] = P(I − T )−1D¯[u].
The quantity y¯[u] ∈ Rm in Lemma 16.2 can be interpreted as the image of O under point illumination from
direction u. We will see below that under reasonable hypotheses, y¯[u] is continuous in u. From Lemma 15.3,
if we can approximate these y¯[u] well, we will well-approximate the cone as a whole.
This proof of the lemma uses Fubini’s theorem and monotone convergence to change the order of
intergration, and then uses the fact that y¯[u] is continuous in u to conclude that the integrand in (16.2) is
Riemann integrable. The continuity of y¯[·] will follow from perturbation bounds in the next section. In
Appendix D.4, we use these results to give a proof of Lemma 16.2.
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Chapter 17
Perturbation Bounds and Sufficient
Sample Densities
Based on the assumptions laid out above, we will discuss the properties of each linear operator and show how
to control ‖y¯[u]− y¯[u′]‖2 in terms of ‖u− u′‖2. The relationship between y¯[u] and u obviously depends on
detailed properties of the object O. The major difficulty in working with nonconvex objects is the need to
deal with cast shadows. In fact, we will see that for nonconvex objects, the change in the observed image can
be bounded in terms of the total length of the edges that cast shadows. To state our results more precisely,
we begin by introducing some notation and technical machinery for reasoning about the boundary of the
shadow region.
17.1 Shadow Boundaries




We would like to talk about the boundary of the shadowed region. The follow lemma, which says that the
shadowed region S[u] is closed in the relative topology on ∂O, allows us to do so:
Lemma 17.1 For all u ∈ S2, S[u] ⊆ ∂O is a relatively closed set.
Proof Please see Appendix D.5.
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With this inmind, we can let ∂S [u] .= relbdy(S[u])denote the shadowboundary, and note that ∂S [u] ⊆ S[u].
We would like to separate the points on the shadow boundary into those that come from cast shadows and
those that come from attached shadows. For x ∈ ∂O and u ∈ S2, let
t?(x,u)
.
= inf {t > 0 | x− tu ∈ ∂O} ∈ (0,+∞], (17.1.1)
t?(x,u)
.
= inf {t > 0 | x+ tu ∈ ∂O} ∈ (0,+∞], (17.1.2)
where we adopt the standard convention that the infimum of the empty set is +∞. We set
xu = x− t?(x,u)u, ∀ (x,u) s.t. t?(x,u) < +∞. (17.1.3)
xu = x+ t?(x,u)u, ∀ (x,u) s.t. t?(x,u) < +∞. (17.1.4)
We call xu the shadow projection of x along direction u, and xu the shadow retraction of x along direction u.
For light direction u, the physical interpretation of the shadow projection of x is that it is the first point that
is shadowed by x. Conversely, the shadow retraction is the first point that could cast a shadow on x. In
particular, ν(x,u) = 0 ⇐⇒ t?(x,u) < +∞. Notice that because O is closed, whenever they exist, we have
xu ∈ ∂O and xu ∈ ∂O.
The notion of a shadow retraction allows us to associate to each point x that lies in a cast shadow a point
xu which prevents the source from directly illuminating x. In particular, if x is in the boundary of a cast
shadow, we will see that xu is necessarily an edge point: xu ∈ E. The following technical lemma carries this
through precisely:
Lemma 17.2 Set C[u] .= ∂S[u] ∩ Φ. Then for each x ∈ C[u], xu exists. If we let χ[u] .= {xu | x ∈ C[u] },
then χ[u] ⊆ E.
Proof Please see Appendix D.5.
The physical interpretation is that C[u] contains the boundaries of the cast shadows. χ[u] consists of those
edges that cast the shadows. The important (and physically quite intuitive) point here is that every point on
the boundary of a cast shadow can be identified with an edge point in χ[u] ⊆ E. Hence, it is meaningful
to talk about the length of the collection of points χ[u] that cast shadow edges. This length reflects the
non-convexity of the object: if O is convex, C[u] = ∅ and χ[u] = ∅. If O is nonconvex, χ[u] can be nonempty.
Its length gives a global measure of the nonconvexity of the object. This will be very useful for deriving
perturbation bounds.
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17.2 Perturbation bounds
Our bounds will be stated in terms of three physical quantities:














ρ(x) ≤ 1. (17.2.3)
For convex objects, ν? = 1 and χ? = 0. For general objects, 1− ν? and χ? can be interpreted as measures of
nonconvexity. These two quantities appear to capture somewhat complementary information: ν? is localized,
depending on properties of the object at a point, while χ? depends more strongly on the global geometry. In
terms of these quantities, we obtain perturbation bounds on D¯, T and P , which can be combined to bound
the error in approximating y¯[u]. For D¯, we have:
Theorem 17.3 (Perturbation of direct illumination) Suppose that O is a triangulated object, and ρ(x) :






≤ 2 ρ2? area(∂O) ‖u− u′‖22 + 32
√
2 ρ2? diam (O)χ? ‖u− u′‖2 . (17.2.4)
If O is convex, we have the tighter bound
∥∥D¯[u]− D¯[u′]∥∥2
L2
≤ ρ2? area(∂O) ‖u− u′‖22 . (17.2.5)
The first term of (17.2.4) accounts for continuous changes induced by 〈n(x),u〉+. The second term accounts
for nonsmooth changes due to cast shadows, which are reflected in the term ν(x,u). The proof of Theorem
17.3 is somewhat technical. We delay it to Appendix D.6.
In addition to direct illumination, the object is also subject to interreflection, T . This operator is also
bounded:
Lemma 17.4 The operator T satisfies ‖T ‖L2→L2 ≤ ρ? · (1− ν?).
We prove this bound in Appendix D.7. In practice, ν? is bounded away from zero, and ρ? is bounded away
from one. This implies that ‖T ‖L2→L2 < 1, and∥∥(I − T )−1∥∥
L2→L2 ≤ (1− ρ? · (1− ν?))−1.
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This inequality controls the total effect of interreflection for all bounces. For convex objects, ν? = 1, and T
does not participate in the image formation process.
Finally, under our sensor model, the sampling operator P satisfies the following bound:
Lemma 17.5 Let ` = min {〈e3,x, |〉x ∈ O} be the depth of the object, and set β = γ4 d
2
f2 . The projection and
sampling operator P satisfies
‖P‖L2→`2 ≤ 21/4 βfs/`. (17.2.6)
Implications. Putting these three bounds together, we obtain a peturbation for the images y¯[·] of O under
point illumination.





`(1− ρ?(1− ν?)) ×
(
area(∂O) ‖u− u′‖22 + diam (O)χ? ‖u− u′‖2
)1/2
,
where C is a numerical constant.
The constant C can be estimated from Theorem 17.3 and Lemma 17.5. To our knowledge, this result, and in
particular the perturbation bound Theorem 17.3, are new, and could be useful for other problems in vision
and graphics. The right hand side depends only on properties of the object and imaging system, which
in many practical scenarios are known or can be estimated. In conjunction with Lemma 15.3, it gives a
guideline for choosing the sampling density that guarantees a representation that works uniformly across all
illuminations f ∈ Fα.
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Chapter 18
Cone Preserving Complexity Reduction
Thus far, we have showed that to guarantee η-approximate detection, it is sufficient to work with a finite
number n of images, and that these images can be taken under point illumination. However, the dictionary
A ∈ <m×nwe collect is very likely to be a very large, densematrix. At test time, we need to solve a nonnegative
least squares problem
min ‖y −Ax‖22x ≥ 0.
For state-of-the-art scalable algorithms [Byr, Kim], the main computational burden comes from computing
the gradient of the objective function:
∇x‖y −Ax‖22 = −2A∗ (y −Ax) ,
which involves matrix-vector multiplies withA andA∗. WhenA is dense, this takes O (mn)-time. Moreover,
to store the dense matrixA, we have to storemn numbers. If a large number of dictionaries need to be stored,
our limited data storage capacity can also be of great concern. In this section, we ask:
Can we find an approximation cone(Â) ≈ C that can be stored efficiently, and allows us to solve the
nonnegative least squares problem (18) efficiently, and is still suffiicent for guaranteed detection?
The solution we propose is still based on the general idea of cone approximation illustrated in Section 2.
Consider
Â ∈ Ω0 .=
{









If γ is small, from Section 2 we know that we sacrifice little in working with Â instead ofA. Since here we
have the freedom to choose Â among set Ω0, we can encourage Â to possess good structure that enables
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both fast matrix-vector operations and efficient storage. What are those good structures?
Sparse and Low Rank Structures. To answer this question, we need to know which linear maps Â admit
fast matrix-vector multiplications. The canonical example of a linear mapwith a fast associated multiplication
operator is the discrete Fourier transform, which can be computed in timeO(n log n) via the FFT. The problem
of characterizing those linear maps that have fast associated tranformations has been studied in great depth
in theoretical computer science. A beautiful result of Valiant in 1977 crisply characterizes the families of
linear maps that can be implemented efficiently using arithmetic circuits [? ]. To (loosely) paraphrase, a
linear map Â can be implemented using an arithmetic circuit of logarithmic depth and polynomial size if
and only if it has low rigidity [? ] – that is to say, if and only if it can be written as
Â = L+ S,
where L is a low-rank matrix and S is a sparse matrix. On a much more concrete level, if we can express Â as
L+S, and L has rank r, and S has k nonzero entries, we can compute the matrix-vector product Âx in time
O((m + n)r + k), by working with a factorization L = XY ∗. The quantity O((m + n)r + k) also bounds
the number of real numbers needed to store (L,S). We will see can be substantially smaller than the naive
bound of O(mn).
Low-rank and sparse models not only admit efficient matrix-vector operations – they also fit the physical
structure of many image sets quite well. In regions that are not shadowed, low-rank models fit the smooth
variations well [BJ03]. Cast shadows, on the other hand, are often sparse [WYG+09]. The effectiveness of
low-rank and sparse models for images under varying illumination has been noted, e.g., in [CLMW11], and
exploited for robust photometric stereo by [WGS+10]. All of these previous works give qualitative intuition
about the properties of images sets. We will build a framework for complexity reduction that allows us to
leverage this qualitative information, while guaranteeing approximation quality. This will allow us to exploit
our intuitive understanding of the gross physics of the image setA, while not compromising the correctness
of the algorithm: if our assumptions are right, we will be able to perform detection very efficiently. If our
assumptions are wrong, the algorithm will not fail – it will just become slower.
Our starting point is the following problem, which seeks an Â that can be best decomposed into low-rank
and sparse components, among the set Ω0:
min rank (L) + λ‖S‖0 L+ S = Â, Â ∈ Ω0. (18.0.1)
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Here, λ controls the tradeoff between rank and sparsity. The problem (18.0.2) is computationally hard – both
its objective function and feasible set are nonconvex, and the feasible set is extremely complicated.
This formulation has several interesting connections to high-dimensional statistics. While low-rank
and sparse decompositions play a fundamental role in characterizing linear maps with efficient circuit
implementations, the computational problem of recovering the low-rank and sparse components of a given
matrix is arguably of greater importance for high-dimensional statistical problems such as robust estimation
[CLMW11] and for estimating Gaussian graphical models []. These works prove that for observations
satisfying certain structural conditions, it is possible to efficiently and exactly recover the low-rank and sparse
components, using convex programming. There is a rapidly developing literature on statistical estimation
of low-rank and sparse matrices [], which establishes the good performance of estimators based on convex
relaxation. Inspired by these developments, we will consider a natural convex relaxation of the objective in
(18.0.2). This relaxation replaces the `0 normwith its natural convex surrogate – the `1 norm ‖S‖1 =
∑
ij |Sij |.
Similarly, it replaces the rank of L with its natural convex surrogate, the nuclear norm ‖L‖∗ =
∑
i σi(L),
where σi(·) is the i-th singular value. For our problem (18.0.2), this yields
min ‖L‖∗ + λ ‖S‖1L+ S = Â, Â ∈ Ω0. (18.0.2)
This problem is still challenging, due to the complicated, nonconvex constraint. In fact, the constraint
illustrates a basic difference between our setting here and all of the aforementioned works on low-rank and
sparse recovery. Previous works aimed at statistical estimation of L and S, and hence worked with simple
constraints of the form ‖L+ S −A‖F ≤ ε. Here, we care about preserving the performance guarantee
for detection – in particular, ensuring that cone (L+ S) and cone (A) are close in Hausdorff sense. This
forces us to work with a more complicated set Ω0 of matrices, giving a very different optimization problem.
The following result shows how to convexify Ω0, to obtain a tractable convex optimization problem whose
solution is guaranteed to well-approximate cone (A), in the sense that is required by the application:
Theorem 18.1 Let (L?,S?) solve
min(L,S,µ) ‖L‖∗ + λ‖S‖1
s.t.
 I L+ S −A
(L+ S −A)T γ′ATA− µ
  0, µ ≥ 0. (18.0.3)
with γ′ = γ1+γ . Then δ(cone(A), cone(L
? + S?)) ≤ γ.
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This gives a dedicated low-rank and sparse decomposition, whose output provably suffices for detection. We
call the solution to (18.0.3) a cone-preserving low-rank and sparse decomposition. The proof of Theorem
18.1 is given in Appendix D.9.
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Chapter 19
Scalable Complexity Reduction using
L-ADMM
For Theorem 18.1 to be useful, we need to be able to solve the optimization problem (18.0.3) at very large scale.
Per Nesterov’s advice that “. . . the proper use of the problem’s structure can lead to efficient optimization
methods. . . ” [Nes07], we would like to search for a scalable algorithm that takes full advantage of the
structure of (18.0.3). We can rephrase the problem a bit as
min ‖L‖? + λ‖S‖1 + I (Z  0) + I (µ ≥ 0) (19.0.1)
s.t. Z −
 I L+ S −A
(L+ S −A)T γ′ATA− µ
 = 0,
where the indicator function I (x ∈ X ) is defined as
I (x ∈ X ) =

0, if x ∈ X
+∞, otherwise.
The most important structure in (19.0.1) seems to be that the objective function and constraints are separable.
This naturally suggests the use of alteranting directions methods. We will adopt the recently proposed
Linearized Alternating Direction Method of Multipliers (L-ADMM) [ZBBO10, ZBO11] for (19.0.1). The
L-ADMM is well adapted for problems of this form (19.0.1). This method works with the Augmented
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Lagrangian,
Lρ (Z,L,S,µ;Y ) .= ‖L‖∗ + λ‖S‖1+I (Z  0) + I (µ ≥ 0)
+
〈
Y , Z −
 I L+ S −A






 I L+ S −A






Here, Y is the multiplier of the linear constraint, and ρ > 0 is the penalty parameter. For notational





in accordance with the block structure of I L+ S −A
(L+ S −A)T γ′ATA− µ
 .
Following the same rule, we define Y11, Y12, Y21 and Y22 correspondingly.
The L-ADMM algorithm, operating on Lρ (Z,L,S,µ;Y ), consists of the following three steps. First, we
minimize Lρ (Z,L,S,µ;Y ) with respect to Z, while keeping all the other variables fixed:












 I Lk + Sk −A(



















)T is any eigenvalue decomposition of I Lk + Sk −A(
























Next, we keep variablesZ andY fixed and try to updateL,S andµ. Instead ofminimizingLρ(Zk+1,L,S,µ;Y k)
directly, we construct a surrogate function L̂ρ(Zk+1,L,S,µ;Y k) by linearizing Lρ(Zk+1,L,S,µ;Y k), and
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 = argmin(L,S,µ) L̂ρ (Zk+1,L,S,µ;Y k) =

argminL
(‖L‖∗ + ρ2τ ‖L− F k‖2F )
argminS
(
λ‖S‖1 + ρ2τ ‖S −Gk‖2F
)
argminµ
(I (µ ≥ 0) + ρ2τ ‖µ−Kk‖2F )

where
F k := Lk + 2τ
(
Zk+112 −Lk − Sk +A+ Y k12/ρ
)
Gk := Sk + 2τ
(
Zk+112 −Lk − Sk +A+ Y k12/ρ
)
Kk := µk − τ (Zk+122 − γ′ATA+ µ+ Y k22/ρ)
and τ ≥ 0 is a given step size to be discussed later. The advantage of this linearization is that the sub-
minimizations over L, S, and µ have efficient, closed-form solutions. Let Sθ : R→ R denote the shrinkage
operator
Sθ (x) = sgn (x) max (|x| − θ, 0)
and extend it to matrices by applying it componentwise. It is easy to show that Sk+1 = Sτλ/ρ(Gk). Similarly,
for any matrix X , denote Dθ as the singular value thresholding operator Dθ (X) = USθ (Σ)V ? where
X = UΣV ? is any singular value decomposition. It is not difficult to show that Lk+1 = Dτ/ρ(F k). For µk+1
, we simply have µk+1 = (Kk)+ = [max(Kkij , 0)]ij .
In the last step of the algorithm, we update the dual multiplier
Y k+1 = Y k + ρ
Zk+1 −
 I Lk+1 + Sk+1 −A(
Lk+1 + Sk+1 −A)T γ′ATA− µk+1


in a similar manner to ADMM.
Putting these results together, we obtain an efficient, scalable L-ADMM algorithm for (19.0.1). For given
(Zk,Lk,Sk,µk;Y k), L-ADMM generates the next iterate as follows:
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Algorithm 3 L-ADMM for (19.0.1)




















Step 3. Update the multiplier Y k+1:
Y k+1 = Y k + ρ
Zk+1 −
 I Lk+1 + Sk+1 −A(
Lk+1 + Sk+1 −A)T γ′ATA− µk+1

 .
In Algorithm 3, each step is easy to compute. Moreover, it can be shown that, with a proper choice of
τ , our L-ADMM algorithm converges globally with rate O (1/k). The proper τ is dictated by the following
lemma, which bounds the norm of the operator in the linear constraint in (19.0.1):
Lemma 19.1 Let G : Rm×n × Rm×n × Rn×n → R(m+n)×(m+n) such that
G (L,S,µ) :=




Then we have operator norm ‖G‖ = 2.
This lemma is proved in Appendix D.10. Combining it with convergence results from Appendix A of
[MXZ12], and results on convergence rate from [HY12] (Theorem 4.1), we obtain the following convergence
guarantee for our algorithm:





by Alg-3 from any starting point converges to an optimal solution with rate O (1/k).
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Chapter 20
Numerical Experiment
We render images from 3D triangulated object models following a simplified imaging process y[f ] = PD[f ].
Thus, our simulations include cast shadows, but not interreflection.1 Camera parameters γc = fc = dc = 1
and sc = 0.003 are fixed throughout our experiments.
Verifying thePerturbationBound. Wecompare the bound in Theorem17.6, denoted as PerturbationBound(u,u′),
to the actual difference ‖y¯[u]− y¯[u′]‖2 for three different object shapes. The maximum ratio between those








In our experiment, the set of point illuminations is generated using a uniform grid, θ = pi/360, 2pi/360, . . .
and φ = pi/360, 2pi/360, . . . in spherical coordinates. Results are listed in Table 20.1: the ratio is always
bounded by 1, corroborating our theoretical results.
Order of Perturbation Bound. We next consider the behavior of our bounds when ‖u− u′‖2 → 0. Our
bounds predict that in the worst case, the change in irradiance D¯[u] should be proportional to ‖u− u′‖1/22 .
We investigate this using a toy object composed of two perpendicular surfaces S1 and S2 shown in Figure 20.1
with u fixed, and u′ changing slowly. Figure 20.1 (right) shows how
∥∥D¯[u′]− D¯[u]∥∥ depends on ‖u− u′‖2.
1This approximation neglects the nontrivial interreflection terms, T + T 2 + . . . . These terms are at most on the order of ρ?, the
maximum albedo. The approximation y[f ] = PD[f ] can be (loosely) considered to be the limiting case as ρ? becomes small. Here, we
make this approximation to make it easier to efficiently simulate the imaging process.
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Object Vase Face Bunny
r 0.1809 0.0302 0.0290
Table 20.1: Tightness of the boundsLargest ratio r between experimental observation and theoretical upper bound for
three different objects. The bound holds in all cases, and is tightest for the vase.
Both the theoretical prediction and the computed value appear to be proportional to ‖u− u′‖1/22 .2 This
suggests that in the worst case, our theory may be tight up to constant factors. The theoretical prediction























































Figure 20.1: Order of Perturbation Bound Here, in both theory and simulation the change in D¯[u] is proportional to
‖u− u′‖1/2.
Cone Preserving Complexity Reduction. We demonstrate the ability of our solution to (18.0.3) to reduce
the complexity of the representation, while preserving the conic hull. We start with n = 648 images of a face
under point illuminations, with resolution 40× 40. We solve the low-rank and sparse cone approximation
problem in Theorem 18.1 for varying cone distances γ with λ simply chosen as
√
max(m,n). Figure 20.2
plots the ratio complexity of Â andA, or (m+n)r+smn , where r is the rank of the recovered low-rank term and s
is the number of nonzero entries in the recovered sparse term. The decomposition reduces the complexity
in all cases; the reduction becomes more pronounced as α increases. This is expected, since the cone Cα
2In Figure 20.1, we rescale the theoretical prediction for clearer comparison – our goal is only to show that the exponent is 1/2.
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becomes smaller as α increases. This reduction in complexity suggests that although the number of extreme
rays is large, there may be quite a bit of additional structure across the extreme rays, that could be exploited
by more sophisticated cone constructions.









































Figure 20.2: Cone Complexity Reduction for different nonconvex objects under zero ambient level (α = 0) (left) and for
face under different ambient illumination levels (right).
Application Sketch. To conceptually justify the advantage of our cone approximation methodology in
verification under poor illumination conditions, we compare the receiver operating characteristic (ROC)
curves for 5 verification dictionaries obtained from same 3D face model under ambient level α = 0.1: convex
cone C1 composed of 2592 images, corresponds to the ε-approximation of the original illumination cone; C2
is the γ-approximation of C1 with L+S structure (γ = 0.11); C3 is rendered under 19 illumination directions
corresponding to subsets 1 and 2 of Yale B [GBK01] (roughly, the setting of [WYG+09]); C4 is rendered under
all 64 illumination directions considered in [GBK01]. Finally, motivated by [BJ03], we also consider the
subspace S spanned by 9 principal components of C1.
Our test data consist of 1,000 positive images under 1,000 illumination directions and 3,000 negative images
of 3 other subjects. We consider two distributions for the illumination directions – uniform on the sphere
(roughly corresponding to the “average case”), and uniform on the set of u ∈ S2 for which −0.1 ≤ u3 ≤ 0.4.
Here, the u3 axis is the camera axis. Arguably, the second set is more challenging. Figure 20.3 shows the ROC
for a simple verification test based on the distance to the models. As suggested by our theoretical results, both
C1 and C2 perform almost perfectly. The simpler models C3, C4, S perform better than chance, but still break
down frequently. We view this result as illustrating a tradeoff in illumination representation: uniformly good
performance is possible, if we can afford a more complex representation. The cone preserving low-rank and
sparse decomposition gives a way to control the complexity of the representation, while still maintaining this
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Figure 20.3: Verification ROC Curves for different dictionaries, with test images under uniform random illumination
(left) and extreme illumination (right). The dictionaries are C1: ε approximation, C2: low-rank and sparse approximation,
C3-C4: point illuminations distributed similar to [GBK01], S: nine-dimensional linear subspace.
good performance.
CHAPTER 21. DISCUSSION 90
Chapter 21
Discussion
There are several directions for future work. On the physical side, it is important to extend the results to more
general BRDF’s. To use the results in a practical recognition system, we need to account for variations in object
pose as well. This can be done using local optimization heuristics, or simply by covering an interesting range
of poses with models built at a set of reference poses [GBK01]. For the second approach, it will be important
to have very concise models for each reference pose; the complexity reduction by convex programming is
one means of achieving this.
In this paper, we have considered object instance detection, rather than object instance recognition. The
“YES/NO” question in detection forces us to confront basic questions about the set of images of the object.
Nevertheless, we believe our methodology will be useful for recognition as well. For example, one could
build models Ĉ for each class and assigning the test sample to the closest model in angle. It would also be
interesting to know how the formulations and goals for sampling and complexity reduction should change
for recognition.
We anticipate three classes of practical application of our results. The first is in instance detection/recognition
using 3D models and 2D test images. There, our results could give a principled methodology for guaran-
teeing robustness to illumination. The second is in instance detection/recognition with active acquisition
of training data. This scenario arises in applications such as face recognition for access control, in which
we can design training acquisition systems to produce good sample sets [WWG+12]. Realizing a practical
hardware system based on our new guarantees is again an interesting problem. The final, more speculative
application is in instance detection/recognition with large families of objects with similar gross shape and
appearance. A canonical example is face recognition. There, learned models for phsyical variabilities (albedo
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and illumination) are often used in conjunction with deformable models [CET01]. In many practical settings,
this approach mitigates the difficulties associated with small training datasets – they can work with as few as
one image. Nevertheless robustness to extreme illuminations remains a challenge. Our results could give
a way of learning a set of canonical illumination models, which capture effects such as cast shadows, and





This thesis has focused on the representation and computation of visual data, with tools developed in
high dimensional data analysis. We have developed novel theory, disciplined and practical algorithms for
several applications in scientific and engineering disciplines. These algorithms are facilitating scientists to
see their signal more clearly.
Parametric Sparse Blind Deconvolution Results developed in Chapter 2 and 3 pertain to sparse blind
deconvolution problem where the convolutional kernel is fixed across the observation. However, in a lot of
scientific convolutional data, the convolutional kernel varies and is usually determined by a few parameters
of the substance involved in the physical process. For examples, the Laser Interferometer Gravitational-Wave
Observatory (LIGO) observes celestial data recording the merges of black holes. Such data can be seen as a
heavily noised sparse convolution data.
y = a (p)~ x0 + e, (21.0.1)
with p being the set of parameters of interests, such as masses, spin, eccentricities of the black holes. This
parameters determine the signature of the convolutional kernel a. For these applications, we would love
to come up see if the proposed algorithm can be adapted to estimate the underlying parameters. As we
have shown in this thesis, the spheric constraint for the convolution kernel is rather critical, if we are going
to adopt the same constraint, the optimization problem will be conducted over the parameters but with a
constraint in the spatial domain. Will such optimization problem generate reasonable solution despite the
mismatch of optimization domain and constraint domain? If not, what would be right optimization problem
be like?
Sufficient Training Data for Convolutional Neural Network In Chapter 4, we presented how to build a
reliable training data that guarantees reliable recognition/verification of a nonconvex objects (faces etc.)
Despite our effort in simplifying the guaranteed illumination model, it still requires nontrivial computation
and storage. This is a result of dedicate approximation of the moving shadows cast by nonconvexity, like
noses. On the other hand, convolutional neural network manages to tolerate minor shifts in the signal and
provides a possible passageway towards a more efficient while still reliable computation model. I would love
to exploit such advantages offered by convolutional neural network and to see can we provide a guideline for
constructing a training set that guarantees worst case verification/recognition across illumination, pose, and
expression variation.
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Except for two immediate extensions above, we would love to discuss following two interesting future
directions on a more general scope.
Convolutional Neural Network The deep neural network technology has been shown superior to many
existing techniques for applications from natural language processing to computer vision. With proper choice
of the architecture and sufficient training data, the neural network is believed to be capable of approximating
much more complicated functions. It would be of great interests to figure out 1) can we solve sparse blind
deconvolution problem with neural network? 2) if yes, can we use convolutional neural nets for blind
deconvolution of parametric kernels? In both scientific and engineering applications, a lot of signals are
generated by the convolution of parametric kernels. For examples, in the object recognition, images of the
same object are highly dependent on the rotation parameters; astronomy signals correspond to the same
celestial activity vary with respect to the properties (weight, density, etc.) of the involved celestial bodies.
General Discipline for Nonconvex Problems Recently, a lot of exciting algorithms and theory have been
developed around nonconvex problems. However, the complicated theoretical analysis for nonconvex prob-
lems contributes to its exclusiveness to very few applied mathematicians, and hence hinders its application
by practitioners. I would love to understand the general discipline for designing nonconvex problems so that
engineers could benefit from their computation simplicity and efficiency.
The presence of symmetric solutions arise as a hallmark in natural nonconvex problems. Especially, it
lead to symmetric nonconvex landscape for problems including tensor decomposition, complete dictionary
learning, and much more complicated and volatile landscape for sparse blind deconvolution. In those
provable bilinear nonconvex problems, there are some common constraints 1) the optimization space is
certain compact manifold with positive curvature, and 2) the desired solution sparsifies the representation of
the observation. I would like to investigate why are these two constraints so prominent for these bilinear
inverse problems? What kind of problems can be formulated in nonconvex format that enable efficient and
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Lemma A.1 (Moments of the Gaussian Random Variables) IfX ∼ N (0, σ2), then it holds for all integer
p ≥ 1 that




1p odd + 1p even
]
(A.1.1)
≤ σp (p− 1)!!. (A.1.2)
Lemma A.2 (Moments of the χ2 Random Variables) If X ∼ χ2 (n), then it holds for all integer p ≥ 1,






(n+ 2k − 2) ≤ p!(2n)p/2 (A.1.3)
Lemma A.3 (Moments of the χ Random Variables) If X ∼ χ (n), then it holds for all integer p ≥ 1,
E [Xp] = 2p/2
Γ (p/2 + n/2)
Γ (n/2)
≤ p!!np/2. (A.1.4)
Lemma A.4 (Moment-Control Bernstein’s Inequality for Scalar RVs, Theorem 2.10 of [FR13]) LetX1, . . . , Xp
be i.i.d. real-valued random variables. Suppose that there exist some positive number R and σ2 such that
E [|Xk|m] ≤ m!
2
σ2Rm−2, for all integers m ≥ 2.
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Let S .= 1p
∑p
k=1Xk, then for all t > 0, it holds that







Corollary A.5 (Moment-Control Bernstein’s Inequality for Vector RVs, Corollary A.10 of [SQW15])
Let x1, . . . ,xp ∈ Rd be i.i.d. random vectors. Suppose there exist some positive number R and σ2 such that
E [‖xk‖m] ≤ m!
2
σ2Rm−2, for all integersm ≥ 2.
Let s = 1p
∑p
k=1 xk, then for any t > 0, it holds that







Lemma A.6 (Moment-Control Bernstein’s Inequality for Matrix RVs, Theorem 6.2 of [Tro12]) LetX1, . . . ,Xp ∈
Rd×d be i.i.d. random, symmetric matrices. Suppose there exist some positive number R and σ2 such that
E [Xmk ] 
m!
2




for all integersm ≥ 2.
Let S .= 1p
∑p
k=1Xk, then for all t > 0, it holds that







Lemma A.7 (Bernstein’s Inequality for Uncentered Matrix RVs) The matrix Bernstein inequality states




















Mi − E [·]
∥∥∥∥∥ > t
]





Proof For zero mean random matricesM1 − EM1, . . . ,Mn − EMn ∈ Rd1×d2 , we have that
‖Mi − EMi‖2 ≤ 2R, (A.1.11)






















Mi − E [·]
∥∥∥∥∥ > t
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Appendix B
Auxillary Results for Sphere Constrained
Sparse Blind Deconvolution
This supplementary material contains a complete proof of Theorem 2.1 and Lemma 3.1 of the main paper.
Section 1 discusses some technical notations and geometric observations, Section 2 and 3 presents a complete
proof for the theorem and lemma respectively, and Section 4 contains two auxiliary lemmas used in the main
proof.
B.1 Notations and Recaps
Before commencing our main proof, we introduce some notations, recap the simplified objective function
ϕ̂ and a few basic observations on its geometry. In this note, we use Ca or Ca˜ exchangeably to denote the
m×m circulant matrix generated by a k-length short convolutional kernel awithout ambiguity.
Reversed Circulant Matrix Let Cˇa0 be the reversed circulant matrix for a0 such that
Cˇa0 =
[
s0[a˜0] s−1[a˜0] s−2[a˜0] . . . s−(m−1)[a˜0]
]
∈ Rm×m, (B.1.1)
Here, sτ [a˜0] denotes a cyclic shift as defined in Equation (3) of the main paper. Since the i-th entry of C∗aa˜0
satisfies
[C∗aa˜0]i = 〈si[a˜], a˜0〉 = 〈a˜, s−i[a˜0]〉 = 〈a, ι∗s−i[a˜0]〉 , (B.1.2)
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Projection onto I Let e0, . . . , em−1 denote the standard basis vectors. For index set I =
{







ei1 | ei2 | · · · | ei|I|





denote the projection onto the coordinates indexed by I while setting other entries zero.
Partial Signed Support Letu, v be two vectors of the same dimension. If supp(u) ⊆ supp(v) andu(i)v(i) ≥
0 for all i ∈ supp(v), then u attains the partial signed support of v, denoted as u v.




2 ‖a˜0‖22 + 12 ‖x‖22 − 〈a~ x, a˜0〉+ λ ‖x‖1 , (B.1.6)
with sign σ and support I defined as
σ
.
= sign (x∗(a)) ∈ {−1, 0, 1}m , I .= supp(σ) ⊆ {0, 1, . . . ,m− 1} 1. (B.1.7)
By stationary condition for x∗(a), we obtain





where SOFTλ [u] = sign(u) max {|u| − λ, 0} is the entry-wise soft-thresholding operator.




a | sign (SOFTλ [Cˇ∗a0ιa]) = σ} . (B.1.9)
On the relative interior of each Rσ , the function ϕ̂ has a simple expression:
ϕ̂(a) = ϕ̂σ(a)
.
= − 12a∗ι∗Cˇa0PICˇ∗a0ιa+ λσ∗PICˇ∗a0ιa+ 12 − λ
2|I|
2 . (B.1.10)
1As in the main paper, we assume thatm dimensional vectors are indexed by the integers 0, 1, . . . ,m− 1.
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∗Mσa+ b∗σa+ Constσ, (B.1.11)
with
Mσ = −ι∗Cˇa0PICˇ∗a0ι, bσ = λι∗Cˇa0PIσ. (B.1.12)
With above notations clarified, we are now ready to present a proof for the main theorem.









]) | a ∈ Sk−1} . (B.2.1)





∣∣∣∣∣ ι∗s−i2 [a˜0]‖ι∗s−i2 [a˜0]‖2
∣∣∣∣∣. . .
∣∣∣∣∣ ι∗s−i|I| [a˜0]∥∥ι∗s−i|I| [a˜0]∥∥2
]
∈ Rk×|I| (B.2.2)
Suppose that for every I ∈ I of size greater than one,




and that λ < 1. Then every local minimum a¯ of ϕ̂ over Sk−1 satisfies either a¯ ∈ R0 (in which case a¯ is also a
global maximum), or




for some shift τ .




∗Mσa+ b∗σa+ cσ (B.2.5)
has Euclidean derivative and Hessian
∇ϕ̂σ(a) = Mσa+ bσ, (B.2.6)
∇2ϕ̂σ(a) = Mσ. (B.2.7)
As we assume a to have unit Frobenius norm, or to live on a sphere, the more natural Riemannian gradient
APPENDIX B. AUXILLARY RESULTS FOR SPHERE CONSTRAINED SPARSE BLIND DECONVOLUTION108
and Hessian are defined as
grad ϕ̂σa = Pa⊥∇ϕ̂σ(a) (B.2.8)
= Mσa+ bσ − a(a∗Mσa+ b∗σa), (B.2.9)







Mσ − (a∗Mσa+ b∗σa)I
)
Pa⊥ . (B.2.11)
Here, Pa⊥ = I − aa∗ denotes projection onto the tangent space over the sphere at a. As in the Euclidean
space, a stationary point on the sphere needs to satisfy grad ϕ̂σa = 0. At a stationary point a¯, if Hess [ϕ̂σ] (a¯)
is positive semidefinite, the function is convex and a¯ is a local minimum; if Hess [ϕ̂σ] (a¯) has a negative




i1 < i2 < · · · < i|I|
}
and define
ηi = ‖ι∗s−i[a˜0]‖2 ∀i ∈ I, (B.2.12)












Here, columns of U have unit `2 norm. Then we have
Mσ = −Udiag(η)2U∗, bσ = λUη. (B.2.15)
As I is defined via soft thresholding, we have
∣∣[Cˇ∗a0ιa]i∣∣ > λ holds for every i ∈ I . Hence,
a∗Mσa+ b∗σa = −a∗ι∗Cˇa0PICˇ∗a0ιa+ λσ∗PICˇ∗a0ιa (B.2.16)
= −∥∥PICˇ∗a0ιa∥∥22 + λ ∥∥PICˇ∗a0ιa∥∥1 (B.2.17)
< 0 (B.2.18)
holds at any a ∈ cl (Rσ) \R0.
Stationary point and implications Consider any stationary point a¯ ∈ cl (Rσ) \R0 of ϕ̂. By continuity of
the gradient of ϕ̂ (proved in Lemma B.2), a¯ is also a stationary point of ϕ̂σ. By definition, grad ϕ̂σa¯ = 0,
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which implies that
(a¯∗Mσa¯+ b∗σa¯)a¯ = Mσa¯+ bσ. (B.2.19)
Note that since a¯∗Mσa¯+ b∗σa¯ 6= 0 and bσ ∈ range(Mσ), this implies that a¯ ∈ range(Mσ).
Let γ = − (a∗Mσa+ b∗σa) > 0, then the condition for a stationary point a¯ becomes
γa¯ = Udiag(η)2U∗a¯− λUη. (B.2.20)
Let α = U∗a¯, and note that for each j, αj > 0 and αjηj > λ. In terms of U , the stationarity condition
becomes
γα = U∗Udiag(η)2α− λU∗Uη. (B.2.21)
Since the diagonal elements of U∗U are all ones, and hence can be written as
U∗U = I + ∆. (B.2.22)
We have


















3/2× ‖∆‖`2→`∞ . (B.2.28)










(diag(η)2 − γ)α  λη − λ2/2  0. (B.2.30)
2Here,  denotes element-wise inequality between vectors.
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Since αi < 1 and ηi > λ for all i, which implies that
γ < η2min − ληmin + λ2/2, (B.2.31)
where ηmin is the smallest of the ηi.
Negative curvature in Hessian Recall the Riemannian Hessian on the sphere is defined as
Hess [ϕ̂σ] (a) = Pa⊥
(





−U diag(η)2U∗ + γI
)
Pa⊥ . (B.2.33)





Whenever ‖∆‖`2→`2 < 1/2 holds, Lemma B.5 guarantees
∥∥∥U − U˜∥∥∥
`2→`2
< 3 ‖∆‖`2→`2 . Under this condition,
we can lower bound the smallest nonzero eigenvalue of U diag(η)2U∗, as
λmin(U diag(η)
















∥∥∥U − U˜∥∥∥ ηmax, 0})2 (B.2.37)
≥ η2min − 3ηmaxηmin ‖∆‖`2→`2 . (B.2.38)
Since λ < ηmin ≤ ηmax ≤ 1, additionally if ‖∆‖`2→`2 ≤ λ6 , we have
3ηmaxηmin ‖∆‖`2→`2 ≤ ληmin − λ2/2, (B.2.39)
Together with (B.2.29) and (B.2.31), we can obtain
λmin(U diag(η)
2U∗) > γ, (B.2.40)
or
λmax(Mσ) < −γ. (B.2.41)
Thus, whenever the following conditions are satisfied
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we have λmax(Mσ) < −γ as desired.
Above calculations imply that for every ξ ∈ range (Mσ) ⊆ Rk,
ξ∗ (Mσ + γI) ξ < 0. (B.2.43)
Since





for ξ ∈ a¯⊥ ∩ range (Mσ),
ξ∗Hess [ϕ̂σ] (a¯) ξ < 0. (B.2.45)
Hence, on the relative interior relint (Rσ), ϕ̂ ≡ ϕ̂σ obtains, and so this implies that for ‖σ‖0 > 1, there are no
local minima in relint (Rσ).
Relative boundaries We first note that if ‖σ‖0 = 1 and I = {i}, either Rσ is empty when ‖ι∗s−i[a˜0]‖2 ≤ λ,
or it contains an open ball around range (Mσ)
⋂
Sk−1 = ± ι∗s−i[a˜0]‖ι∗s−i[a˜0]‖2 . Hence, if a¯ ∈ relbdy (Rσ) is a
stationary point and σ 6= 0, we necessarily have ‖σ‖0 ≥ 2.
Since a¯ is on the boundary of Rσ , it is also in relbdy (cl (Rσ′)) for some σ′ 6= σ. Let
Ξ = {σ′ | a¯ ∈ relbdy (cl (Rσ′))} . (B.2.46)
Suppose that for every σ′ ∈ Ξ, σ  σ′. Hence, range (Mσ) ⊆ range (Mσ′) for every σ′ ∈ Ξ and
ξ∗Hess [ϕ̂σ′ ] (a¯) ξ < 0, ∀ ξ ∈ range(Mσ), σ′ ∈ Ξ. (B.2.47)
By continuity of the gradients, a¯ is a stationary point for every ϕ̂σ′ such that σ′ ∈ Ξ. If we choose an arbitrary
nonzero ξ ∈ range(Mσ), we have that for every σ′ ∈ Ξ,
ϕ̂σ′(PSk−1 [a¯+ tξ]) < ϕ̂(a¯)− Ω(t2). (B.2.48)
There exists a neighborhood N of a¯ for which, at every a ∈ N ∩Rσ′ , ϕ̂(a) = ϕ̂σ′(a) ≤ ϕ̂(a¯) for some σ′ ∈ Ξ.
Hence, a¯ is not a local minimum of ϕ̂.
Local minima If ‖σ‖0 = 1 and I = {i}, then the simplified objective function is
ϕ̂σ = − 12 〈σiι∗s−i[a˜0],a〉2 + λ 〈σiι∗s−i[a˜0],a〉+ cσ. (B.2.49)
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It can be easily verified that
grad ϕ̂σa¯ =
(
−‖ι∗sτ [a˜0]‖22 + λ ‖ι∗sτ [a˜0]‖2
)
× (I − a¯a¯∗) a¯ (B.2.51)
= 0 (B.2.52)
Hess [ϕ̂σ] (a¯) = Pa⊥
(
−‖ι∗sτ [a˜0]‖22 a¯a¯∗ + (1− λ ‖ι∗sτ [a˜0]‖2)I
)
Pa⊥ (B.2.53)
= (1− λ ‖ι∗sτ [a˜0]‖2)Pa⊥Pa⊥ (B.2.54)
 0 (B.2.55)
Global maxima If ‖σ‖0 = 0, then the objective remains constant and achieves the global maximum.
Lemma B.2 (Continuity of the Gradient of ϕ̂) ∇ϕ̂ is a continuous function of a.
Proof Recall that for a given σ, the gradient






This is a continuous function within the relative interior of Rσ . Next, we show this function is continuous at
the relative boundary of Rσ. Let a′ ∈ relbdy (Rσ), and σ′ = sign(a′), I = supp(σ′) are the corresponding









′ − λσ′) (B.2.58)













∥∥PIδ (Cˇ∗a0ιa− λσ)∥∥∞ = ε∥∥PIδCˇ∗a0ιδ∥∥∞, we have ‖∇ϕ̂σ(a)−∇ϕ̂σ′(a′)‖∞ ≤ O(ε).
3The other boundary point is 〈σiι∗s−i[a˜0],a〉 = λ, which achieves a smaller objective value.
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B.3 Proof of Lemma 3.1
Lemma B.3 Let λrel = λ/ ‖x0‖∞, suppose the ground truth a0 satisfies





for any nonzero shift τ , and x0 is separated enough such that any two nonzero components are at least 2k entries
away from each other. If initialized at some a ∈ Sk−1 that |〈a,a0〉| > λ/ ‖x0‖∞, a gradient descent algorithm
minimizing ϕ(a) recovers the signed ground truth ±a0.
ProofWithout loss of generality, we are going to assume ‖x0‖∞ = 1 for simplicity. Given that
|〈a0, ιsτ 6=0[a˜0]〉| < λ2 −
√
1− λ2 (2 + 1/λ2) (B.3.2)
and a = 〈a,a0〉a0 + δ with ‖δ‖2 ≤
√
1− λ2, therefore
|〈a, ιsτ [a]〉| = |〈〈a,a0〉a0 + δ, ιsτ [〈a,a0〉a0 + δ]〉|




Moreover, as x0 is sufficiently separated, we have
|〈a, ιsτ [a]〉 ‖x?‖∞ − 〈a, ιsτ [a0]〉 ‖x0‖∞| ≤ |〈a, ιsτ [a]〉| ‖x0 − x?‖∞ + |〈a, ιsτ [a0 − a]〉| ‖x0‖∞
< λ |〈a, ιsτ [a]〉|+ ‖a0 − a‖2 ‖x0‖∞
< λ.
Hence, there exists a unique nonzero minimizer satisfying suppx? ⊂ suppx0, and the optimality condition
for x? implies
x? = SOFTλ [〈a,a0〉x0] , (B.3.3)
In this case, we can calculate the Euclidean gradient
∇ϕ(a) = ιC∗x? (a~ x? − a0 ~ x0) (B.3.4)
= ‖x?‖22 a− 〈x?,x0〉a0, (B.3.5)
and the Riemannian gradient
gradϕa = (I − aa∗)∇ϕ(a) (B.3.6)
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= −〈x?,x0〉 (I − aa∗)a0. (B.3.7)
It’s easy to check that at any point along the geodesic curve between a0 and a, support recovery of x? is
achieved and a gradient descent algorithm moves towards the signed ground truth ±a0 as desired.
B.4 Auxiliary Lemmas
Lemma B.4 (Lemma B.2 of [SQW15]) Suppose that A  0 is a positive definite matrix. For any symmetic













< 3 ‖∆‖`2→`2 . (B.4.3)






















3/2× 2 ‖∆‖`2→`2 , (B.4.9)
Hence, we can obtain the claim by using 2
√
3/2 < 3 to simplify the constant.
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Appendix C
Auxillary Results for Sparse Blind
Deconvolution
C.1 Basics






∥∥∥Y T (A0AT0 )−1/2 q∥∥∥4
4
]






Proof Let g ∈ R2k−1 be a standard random Gaussian vector and PI be the projection operator for support I ,
which is generated via Bernoulli process with sparsity rate θ. Then any column xi ∈ R2k−1 ofX0 is equal in































〈ai, q〉2 〈aj , q〉2







Lemma C.2 (Root Estimation for Cubic Gradient Function) Consider an equation of the form
f (x) = x
(
α− x2)− β = 0, (C.1.7)
with α > 0. Suppose that β < 14α
3/2. Then f (x) = 0 has three solutions, x1, x2, x3 satisfying
max
{∣∣x1 −√α∣∣ , ∣∣x2 +√α∣∣ , |x3|} ≤ 2β
α
. (C.1.8)















. Similarly, notice that f (
√






= α3/2 − 2β − (√α− 2β/α)3 − β (C.1.11)

















. Finally, note that f (−√α) < 0, dfdx (−
√
α) =
−2α, and d2fdx2 (x′) = −3x′ is positive for x′ ≤ −
√





≥ f (−√α)+ df
dx
(−√α)× (−2β/α)
= −β + (−2α)× (−2β/α)
= 3β > 0. (C.1.14)
Under this condition, there is at least one root in the interval, [−√α− 2β/α,−√α]. These three intervals do
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not overlap, as long as 4βα <
√
α, i.e., β < 14α
3/2.
In the case that β ≤ 0, a symmetric argument applies. Thus there are exactly three solutions to equation
(C.1.7) in the specified intervals.
Lemma C.3 Let al and al′ be two nonzero vectors with inner product µl,l′ = 〈al,al′〉. Then for any unit vector
v ∈ span (al,al′), ∣∣∣∣〈 al‖al‖2 ,v
〉∣∣∣∣2 + ∣∣∣∣〈 al′‖al′‖2 ,v
〉∣∣∣∣2 ≥ 1− µl,l′‖al‖2 ‖al′‖2 . (C.1.15)
Proof Let u and u⊥ be two orthogonal unit vectors, such that









Suppose v = au+ bu⊥ with a2 + b2 = 1. Let µrel =
µl,l′
‖al‖2‖al′‖2 , then we can expand the quantity of interest as∣∣∣∣〈 al‖al‖2 ,v













= a2 + b2 +
(
a2 − b2)µ2rel + 2abµrel√1− µ2rel (C.1.19)
= 1 +
[
a2 − b2, 2ab] [µ2rel, µrel√1− µ2rel]T (C.1.20)
Since
[




= 1− µrel (C.1.21)
= 1− µl,l′‖al‖2 ‖al′‖2
,
as claimed.
Lemma C.4 (Nonzeros in a Bernoulli Vector) Let v ∼i.i.d. Ber (θ) ∈ Rn, then
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Proof As ‖v‖0 = v0 + · · ·+ vn−1, and




= θ (1− θ) ≤ θ (C.1.23)
with Bernstein’s inequality, we obtain that

















Lemma C.5 (Entry-wise Truncation of a Bernoulli Gaussian Vector) Suppose x0 ∼i.i.d. BG (θ) ∈ Rm,
then
P [‖x0‖∞ > t] ≤ 2θme−t
2/2. (C.1.26)
Proof A Bernoulli-Gaussian variable x = ω · g satisfies
P [|x| ≥ t] = θ · P [|g| ≥ t] ≤ 2θe−t2/2, (C.1.27)
Taking a union bound over them entries of x0, we obtain
P [‖x0‖∞ > t] ≤ mP [|x| > t] (C.1.28)
≤ 2θme−t2/2, (C.1.29)
as claimed.
Lemma C.6 (Operator Norm of a Bernoulli Gaussian Circulant Matrix) Let Cx0 ∈ Rm×m be the circu-
lant matrix generated from x0 ∼i.i.d. BG (θ) ∈ Rm, then
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m , · · · , el(m−1) 2pijm
]T
, l = 0, · · · ,m− 1, (C.1.32)
and j is the imaginary unit. With moment control Bernstein inequality, we obtain













together with the union bound,
















≤ 1/ (2κ2), then vectorsη = Y T (Y Y T )−1/2 q
































‖η¯‖2 ≤ 1 + δ/2, (C.1.39)






















1 + δ ≤ (θm)1/2 (1 + δ/2) . (C.1.42)










q, together with Lemma C.14:∥∥∥AT0 (Y Y T )−1/2 q∥∥∥∞ (C.1.43)
≤
∥∥∥AT0 (Y Y T )−1/2 q∥∥∥
2
(C.1.44)
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≤
∥∥∥AT0 ((Y Y T )−1/2 − (θmA0AT0 )−1/2) q∥∥∥
2
+

















Norms of η. Since ‖X0el‖2 ≤
√




























At the same time, plugging in ‖η‖2 = 1, we have























q with∥∥∥AT0 (θmA0AT0 )−1/2 q∥∥∥∞
≤


















∥∥XT0 ∥∥2 ∥∥∥A0 (θmA0AT0 )−1/2 q∥∥∥2
≤ 1 + δ/2. (C.1.55)
Norms of η − η¯. With similar reasoning, we obtain
‖η − η¯‖∞ (C.1.56)
=
∥∥∥Y T (Y Y T )−1/2 q − Y T (θmA0AT0 )−1/2 q∥∥∥∞
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≤ max
l∈[1,··· ,m]













































C.2 Proof of the Main Theorem and Corollary
C.2.1 Proof of the Main Theorem














≤ 3 (1− 6c? − 36c2? − 24c3?) 1− θθm2 ∥∥ATq∥∥44 .
for all q ∈ R2C? with C? ≥ 10 and c? = 1/C?, then any local minimum q¯ of ψ (q) in R2C? satisfies
|〈q¯,PS [al]〉| ≥ 1− 2c?κ−2 for some index l.
Proof Let
δgrad = grad[ψ] (q)− 3 (1− θ)
θm2
grad[ϕ] (q) , (C.2.3)




3 (1− θ)δgrad. (C.2.4)
Then at any stationary point of ψ (q), we have




AT grad[ϕ] (q) +AT δgrad. (C.2.6)
Hence for any index i, following equality always holds
0 = ‖ai‖22 ζ3i +
∑
j 6=i

























the perturbed part can be bounded via













≤ c?κ−2 ≤ 1
4
. (C.2.10)








] – i.e., ζ is nearly a trinary vector.
Moreover, we can characterize the curvature of critical points in terms of the number of large entries of ζ.













using eq. (9.2.33), there exists a direction of strict negative curvature, provided
Hess[ψ] (q) ≺ 3 (1− θ)
θm2
Hess[ϕ] (q)
+ 3 (2− 11c?) 1− θ
θm2
‖ζ‖44 I. (C.2.11)
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using eq. (9.2.14), we have that Hess[ψ](q)  0, provided
Hess[ψ] (q)  3 (1− θ)
θm2
Hess[ϕ] (q)
−3 (1− 6c? − 36c2? − 24c3?) 1− θθm2 ‖ζ‖44 I. (C.2.12)
When C? ≥ 10 and c? ≤ 0.1, we have 2− 11c? > 1− 6c?− 36c2?− 24c3? ≥ 0.016, and so above characterization
obtains.
Theorem C.9 (Main Result) Assume the observation y ∈ Rm is the cyclic convolution of a0 ∈ Rk and
x0 ∼i.i.d. BG (θ) ∈ Rm, where the convolution matrix A0 ∈ Rk×(2k−1) has condition number κ ≥ 1, and A
has column incoherence µ. If






κ8k4 log3 (κk) (C.2.13)









48k−7 − 48m−5, any local minimum q¯ of ψ in Rˆ2C? satisfies |〈q¯,PS [aτ ]〉| ≥ 1− c?κ−2 for some integer τ .
Proof From the concentration analysis for the Riemannian gradient (Lemma 10.2) and Hessian (Lemma
10.3), if






κ8k4 log3 (κk) , (C.2.14)


















, (C.2.15)∥∥∥∥Hess[ψ] (q)− 3 (1− θ)θm2 Hess[ϕ] (q)
∥∥∥∥
2
≤ 3 (1− 6c? − 36c2? − 24c3?) 1− θθm2 ∥∥ATq∥∥44 . (C.2.16)
hold for all q ∈ Rˆ2C? with C? ≥ 10 and c? = 1/C?. Therefore, by Lemma C.8 any local minimum q¯ of ψ (q)
inR2C? satisfies |〈q¯,PS [al]〉| ≥ 1− 2c?κ−2 for some index l.
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C.2.2 Proof of the Main Corollary
Corollary C.10 Let κ be the condition number ofA0, which is generated from the short kernel a0 and the sparse
coefficient x0 ∼i.i.d. BG (θ) ∈ Rm. Then there exist positive constants C ≥ 25604 and C ′ such that whenever
the sparsity level













m ≥ C ′max{θ2σ−2minκ6k3 (1 + 36µ2k log k)4 log (κk) , (C.2.18)







then Algorithm 1 recovers a¯ such that




for some integer shift τ ∈ [− (k − 1) , k − 1] with probability no smaller than 1 − k−1 − 8k−2 − exp (−k) −








− 48k−7 − 48m−5.
Proof From the concentration results for the Riemannian gradient, at every point q ∈ Rˆ2C? , the objective
value of ψ (q) satisfies∣∣∣∣ψ (q)− 3 (1− θ)θm2 ϕ (q) + 34m2
∣∣∣∣ (C.2.20)
≤
∣∣∣∣ 14m ∥∥∥Y T (Y Y T )−1/2 q∥∥∥44 − 3 (1− θ)4θm2 ∥∥ATq∥∥44 − 34m2
∣∣∣∣ (C.2.21)
≤
∣∣∣∣〈q, 14m (Y Y T )−1/2 Y η◦3 − 3 (1− θ)4θm2 Aζ◦3 − 34m2 q
〉∣∣∣∣ (C.2.22)
≤





























APPENDIX C. AUXILLARY RESULTS FOR SPARSE BLIND DECONVOLUTION 125








− 48k−7 − 48m−5. The
last inequality is derived with similar arguments in Lemma 10.2, for simplicity, we do not present them here.
Moreover, with Lemma C.11, we can obtain an initialization point qinit such that
∥∥ATqinit∥∥44 ≥ (3C?µκ2)2/3 ≥ (2C?µκ2)2/3 + µ/2. (C.2.28)
Consider any descent method for ψ, which generates a sequence of iterates q(0) = qinit, q(1), . . . , q(k), . . .





≤ ψ (qinit) (C.2.29)























































≤ ϕ (qinit) + µ
2
(C.2.31)







which implies that q(k) ∈ Rˆ2C? always holds. At last, Theorem C.9 says any local minimum q¯ is close to ±ai
for some i, in the sense that
|〈q¯,PS [ai]〉| ≥ 1− c?κ−2. (C.2.33)
Write 1θmY Y
T = A0 (I + ∆)A
T
0 with ‖∆‖2 ≤ δ, and let


























































〉∣∣∣∣)( 1θmY Y T
)1/2
δ (C.2.38)




















































‖a¯± PS [ιksτ [a˜0]]‖2
=















































〉∣∣∣∣)+√2κ3δ/σmin (Lemma C.13) (C.2.44)
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≤ 4√c? + ck−1, (C.2.46)
completing the proof.
C.3 Initialization
Lemma C.11 Suppose x0 ∼i.i.d. BG (θ) ∈ Rm. There exists a positive constant C > 25604 such that whenever
m ≥ Cθ2σ−2minκ6k3
(
1 + 36µ2k log k
)4
log (κk/σmin) (C.3.1)
and the sparsity rate









1 + 36µ2k log k
)−2 }
,







∥∥ATqinit∥∥64 ≥ 3C?µκ2, (C.3.3)











Since m ≥ Cθ2σ−2minκ6k3
(
1 + 36µ2k log k
)4
log (κk) with C ≥ 25604, then from Lemma C.12, then with




















θσ−1minκ3k (1 + 36µ2k log k)




C1/4θκ3k (1 + 36µ2k log k)
2 (C.3.7)




) ≤ log 2√C. (C.3.8)





1 + 36µ2k log k
)4
log (κk/σmin) (C.3.9)
≤ 374C (κk/σmin)7 log5 (κk/σmin) (C.3.10)
≤ 374C (κk/σmin)12 (C.3.11)


















(k ≥ 2, C ≥ 16) (C.3.15)








Notice that because θ is lower bounded by c log k/k, the right hand side is indeed bounded by an absolute
constant.








‖u− v‖2 , (C.3.17)


















































where we have used Lemma C.14 in the final bound.



























is composed of |I| large components and small
components on the off-support Ic of xi.


















[∣∣eTj offdiag (ATA)xi∣∣2] = θ ∥∥eTj offdiag (ATA)∥∥22
≤ µ2θk (C.3.28)
With Bernstein’s Inequality, the summation of moment-bounded independent random variables can be
controlled via
P
[∣∣eTj offdiag (ATA)xi∣∣ ≥ µt] ≤ 2 exp(− t22θk + 2t
)
(C.3.29)
and via union bound
P
[∥∥offdiag (ATA)xi∥∥22 ≥ 2k (µt)2] ≤ 4k exp(− t22θk + 2t
)
(C.3.30)
Therefore, setting t2 = 9θk log k, we obtain
∥∥offdiag (ATA)xi∥∥22 ≤ 18µ2θk2 log k (C.3.31)
with failure probability bounded by
4k exp
(
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= 4k exp








The last inequality is derived under the assumption (θk)−1 log k ≤ 164 .
Spiky Component of ζˆinit. On the other hand,
E





xi, applying the moment control Bernstein Inequality, we have
P
[∣∣∣∥∥diag (ATA)xi∥∥22 − E [·]∣∣∣ ≥ t] ≤ 2 exp(− t22θk + 2t
)
. (C.3.35)
By setting t = 2
√
θk log k, we obtain that with probability no smaller than 1− k−1,
∥∥diag (ATA)xi∥∥22 ≥ θk − 2√θk log k. (C.3.36)
Denote the following events for the entry-wise magnitude
Ej =
{|eTj offdiag(ATA)xi| ≤ µt} , (C.3.37)
and for the support size
Esupp = {‖xi‖0 ≤ 4θk} . (C.3.38)
On their intersection Esupp ∩
⋂2k
j=1 Ej , we have∥∥offdiag(ATA)I,Ixi∥∥22 ≤ 4θk(µt)2. (C.3.39)
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Therefore, by setting t2 = 9θk log k, we obtain∥∥∥offdiag (ATA)I,I xi∥∥∥22 ≤ 36µ2θ2k2 log k (C.3.44)
with probability no smaller than 1− exp (−θk)− 8k−2.
Therefore, with probability no smaller than 1− k−1 − 8k−2 − exp (−θk),





≤ 36µ2θ2k2 log k (C.3.46)







∥∥∥diag (ATA)xi + offdiag (ATA)I,I xi∥∥∥22 (C.3.48)
=















≥ ∥∥diag (ATA)xi∥∥22 (C.3.51)













The last equation is derived by plugging in
(θk)
−1
log k ≤ 164 , µ2θk log k ≤ 1482 (C.3.55)
under the assumption
64k−1 log k ≤ θ ≤ 1482µ−2k−1 log−1 k. (C.3.56)
APPENDIX C. AUXILLARY RESULTS FOR SPARSE BLIND DECONVOLUTION 132
Lower Bound of ‖·‖44. Sincewith probability no smaller than 1−4k−2,
∥∥offdiag (ATA)xi∥∥22 ≤ 36µ2θk2 log k



















































∥∥∥PS [(ATA)I,I xi]∥∥∥44 (C.3.62)

































θk (1 + 36µ2k log k)
2 (C.3.66)
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48k−7 − 48m−5. To make sure ‖ζinit‖64 ≥ 3C?µκ2 as desired, we require the sparsity to satisfy
θ ≤ ( 14 − 640C1/4 ) (3C?µκ2)−2/3 k−1 (1 + 36µ2k log k)−2 , (C.3.67)
then the initialization qinit ∈ Rˆ3C? follows by definition (8.2.2).
C.4 Preconditioning














− 48k−7 − 48m−5.















which is bounded by δ with probability no smaller than 1− εd − εo whenever the probability that each of the

































∣∣∣∣ 1θm ‖x0‖22 − 1
∣∣∣∣ . (C.4.6)
We calculate the moment for each summand of ‖x0‖22. The summands can be seen as a χ21 random variable



























and apply Berstein’s inequality for moment bounded random variables (A.4) with R = 2, σ2 = 4θ that
P
[∣∣∣∣ 1m ‖x0‖22 − θ
∣∣∣∣ ≥ t] ≤ 2 exp(− mt28θ + 4t
)
. (C.4.11)

























≤ 2 exp (−θk) . (C.4.15)
Off-diagonal of 1θmX0X
T






is a sub-circulant matrix generated by
rx0 = [rx0 (2k − 2) , · · · , rx0 (1) , 0, rx0 (1) , · · · , rx0 (2k − 2)]T (C.4.16)




withRx0 = [s2k−2[x0], · · · , s1[x0],0, s1[x0], s2k−2[x0]] ∈ Rm×(4k−3). Operator norm of a circulant matrix is












4k−3 , · · · , el(4k−4) 2pij4k−3
]T
, (C.4.19)











x0 (i)x0 ([i+ τ ]m) . (C.4.21)
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By decoupling (Theorem 3.4.1 of [DlPG99]), the tail probability of the weighted autocorrelation 〈vl, rx0〉 can
be upper bounded via











































‖Rx0vl‖22 ≤ ‖Rx0‖22 ‖vl‖22 = k ‖Rx0‖22 (C.4.26)
With tail bound of the operator norm of a circulant matrix in Lemma C.6, we have








∥∥Rx′0vl∥∥∞. For a discrete Fourier basis vl as defined, we have





and moment control Bernstein inequality implies that




2θ ‖vl‖22 + 2 ‖vl‖∞ t
)
. (C.4.30)
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with union bound, we obtain
P [‖Rx0vl‖∞ ≥ t] ≤
2k−2∑
τ=1








Therefore, by plugging in
∥∥Rx′0vl∥∥∞ ≤ t1 = 10√θk log k, (C.4.33)∥∥Rx′0vl∥∥2 ≤ t2 = 5√θm logm, (C.4.34)
we obtain the following probabilities
P









{∥∥Rx′0vl∥∥∞ ≤ t1,∥∥Rx′0∥∥2 ≤ t2} , (C.4.37)





















[∥∥Rx′0vl∥∥∞ > t1]+ 12kP [∥∥Rx′0∥∥2 > t2]
+ 12kP
[∣∣∣∣ 1θm 〈Rx′0vl,x0〉






50θm logm+ 20012 k
√





















+ 48k−7 + 48m−5 (C.4.42)
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At last, by combining the control for both the diagonal and off-diagonal term, we obtain that with probability














holds and completes the proof.























|t=0 f(M + t∆), (C.4.45)































∥∥Df (A0AT0 + t∆)∥∥2 ‖∆‖2 ∥∥∥(A0AT0 )−1/2∥∥∥2 (C.4.49)
≤ sup
t∈[0,1]
∥∥Df (A0AT0 + t∆)∥∥2 λmaxδ/σmin (C.4.50)
Moreover, we denote f(t) = t1/2 and g(t) = t2, then f = g−1. The directional derivative of g has following
form
Dg (M) (X) = MX +XM , (C.4.51)
and directional derivative Z = Df (M) (X) satisfies
MZ +ZM = X. (C.4.52)
DenoteM = UΛUT with U orthogonal, without loss of generality,
ΛZ +ZΛ = X. (C.4.53)
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Applying Theorem VII.2.3 of [Bha97], we have











e−2λmint ‖X‖2 dt (C.4.56)
≤ ‖X‖2































Proof Denote symmetric matrix M = A0AT0 = UΛUT , with λmax and λmin being its maximum and
minimum eigenvalue. Then we have
1
θm
Y Y T = M + ∆, ‖∆‖2 ≤ λmaxδ. (C.4.61)










∥∥∥(M + ∆)−1/2 −M−1/2∥∥∥
2
(C.4.62)
≤ ‖∆‖2 · sup
0≤t≤1
‖Df (M + t∆)‖2 . (C.4.63)
Here, f(t) = t−1/2 and Df is the derivative of function f . In addition, we define function g(t) = t−2,
h(t) = t−1, w(t) = t2, and following function compositions hold
f = g−1, g = h ◦ w. (C.4.64)
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For differential function g and if Dg (f (M)) 6= 0, we have
Df (M) = [Dg (f (M))]
−1
. (C.4.65)
The derivative of function g satisfies the chain rule that
Dg (M) = Dh (w (M)) (Dw (M)) . (C.4.66)
Plug in
Dh (M) (X) = −M−1XM−1, (C.4.67)
Dw (M) (X) = MX +XM , (C.4.68)
we obtain that
Dg (M) (X) = Dh (w (M)) (Dw (M) (X)) (C.4.69)





[MX +XM ] (C.4.71)
= −M−2 [MX +XM ]M−2 (C.4.72)
= − [M−1XM−2 +M−2XM−1] . (C.4.73)
Since the function g is differentiable and Dg(M) 6= 0, then









Hence, directional derivative Z .= Df (M) (X) satisfies
M1/2ZM +MZM1/2 = −X. (C.4.76)
DenoteM = UΛUT with Λ  0 and U orthogonal, without loss of generality
ΛZΛ1/2 + Λ1/2ZΛ = −X. (C.4.77)
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From Theorem VII.2.3 of [Bha97], when there are no common eigenvalues of Λ1/2 and −Λ1/2, then there











Therefore, the operator norm of Df (M) can be obtained as































C.5 Concentration for Gradient (Lemma 10.2)
Lemma C.15 Suppose x0 ∼i.i.d. BG (θ). There exists a positive constant C such that whenever






























holds for all q ∈ Rˆ2C? with positive constant c ≤ 3/ (2C?).
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∥∥AX0η◦3 −AX0η¯◦3∥∥2︸ ︷︷ ︸
∆g2
+





First, let us note that











































































































































, ∀q ∈ Rˆ2C? . (C.5.15)








































, ∀q ∈ Rˆ2C? . (C.5.19)
At the same time,
‖X0‖2 ≤ (θm)1/2
√
1 + δ ≤ (θm)1/2 (1 + δ/2) . (C.5.20)
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∀ q ∈ Rˆ2C? . (C.5.28)
Upper Bound for ∆g2. Similarly, with probability no smaller than 1 − ε0 − εB , together with Lemma C.7,





∥∥η◦3 − diag (η◦2) η¯ + diag (η◦2) η¯ − η¯◦3∥∥
2
(C.5.30)




∥∥diag (η◦2 − η¯◦2)∥∥
2
(C.5.31)
= ‖η − η¯‖2 ‖η‖2∞ + ‖η¯‖2
∥∥η◦2 − η¯◦2∥∥∞ (C.5.32)
≤ ‖η − η¯‖2 ‖η‖2∞ + ‖η¯‖2 ‖η − η¯‖∞ ‖η + η¯‖∞ (C.5.33)





















































For both ∆g1 and ∆
g













Notice that the right hand side is indeed bounded by a numerical constant for allm.
















































= 3θ (1− θ)A (ATq)◦3 + 3θ2 ∥∥ATq∥∥2
2
AATq















3θ (1− θ)Aζ◦3] . (C.5.45)
Therefore, the ∆g3 term can be simplified as
∆g3 =




















∥∥∥∥Pq⊥ [E [ 1mAX0 (XT0 ATq)◦3
]
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Under the assumption thatm ≥ C (1− θ)−2 min{µ−1, κ2k2}κ2k4 log3 (κk), applying Lemma C.16, we
have ∥∥∥∥ 1mX0 (XT0 ATq)◦3 − E [·]
∥∥∥∥
2













, ∀q ∈ Rˆ2C? (C.5.52)
with probability larger than 1− c2 exp (−k)− c2k−4 − εB − ε0 as desired.
C.5.1 Proof of Lemma C.16
Lemma C.16 Suppose x0 ∼i.i.d. BG (θ) ∈ Rm. There exist positive constant C such that whenever






κ2k4 log3 (κk) (C.5.53)
and θk ≥ 1, then with probability no smaller than 1− c1 exp (−k)− c2k−4,∥∥∥∥ 1mX0 (Y Tq)◦3 − E [·]
∥∥∥∥
2





holds for all q ∈ Rˆ2C? with positive constant c ≤ 1/ (2C?).
Proof Let x¯i ∈ R2k−1 be generated via
x¯i =

xi ‖xi‖∞ ≤ B and ‖xi‖0 ≤ 4θk logm
0 else
(C.5.55)
Let X¯0 ∈ R(2k−1)×m denote the circulant submatrix generated by x¯0. Then X¯0 = X0 obtains whenever
1. ‖x0‖∞ ≤ B, which happens with probability no smaller than 1− 2θme−B
2/2 according to Lemma C.5;






≤ mP [‖xi‖0 > 4θk logm] (C.5.56)
≤ 2m exp (− 34θk logm) . (C.5.57)
























[∥∥∥∥ 1mX0 (XT0 ATq)◦3 − gE
∥∥∥∥
2







[∥∥∥∥ 1mX¯0 (X¯T0 ATq)◦3 − gE
∥∥∥∥
2







2/2 + 2m exp
(− 34θk logm) (C.5.62)









+ ‖g¯E − gE‖2 . (C.5.63)
Hence, provided










[∥∥∥∥ 1mX¯0 (X¯T0 ATq)◦3 − gE
∥∥∥∥
2

























)◦3] is close to that of its truncation E [ 1mX¯0 (X¯T0 ζ)◦3]. Moreover, we introduce
following events notation





















































(− 34θk logm) (C.5.73)
By setting














































≤ (7!! · 24k4)1/2 < 50k2. (C.5.79)
Plugging in Eq (C.5.79) and (C.5.78) back to (C.5.73), we obtain that










[∥∥∥∥ 1mX¯0 (X¯T0 ATq)◦3 − gE
∥∥∥∥
2


















Independent Submatrices. To deal with the complicated dependencewithin the random circulantmatrixX0,
we breakX0 into submatricesX1, . . . ,X2k−1, each of which is (marginally) distributed as a (2k − 1)× m2k−1
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i.i.d. BG(θ) random matrix. Indeed, there exists a permutation Π such that




xi,xi+(2k−1), · · · ,xi+(m−2k−1)
]
. (C.5.84)














































We conservatively bound the quantity of interest, 1mX¯0(X¯
T
0 A
Tq)◦3, by ensuring that for each k, X¯k(X¯Tk ATq)◦3
be close to its expectation.
P




















θ (1− θ) ‖ζ‖64












θ (1− θ) ‖ζ‖64
κ2 (2k − 1)
]
(C.5.91)
Applying Bernstein inequality for matrix variables as in Lemma A.7, with d1 = 2k − 1, d2 = 1, we can
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wi = x¯i 〈x¯i, ζ〉3 . (C.5.96)
Notice that
‖wi‖2 ≤ ‖x¯i‖42 (C.5.97)
≤ (4B2θk logm)2 (C.5.98)
= 16B4θ2k2 logm. (C.5.99)






































≤ 2θk × θ3 ‖ζ‖62 + 3× 3θ3 ‖ζ‖62 (C.5.101)
















































































≤ 2θk × 15θ ‖ζ‖66 + 105θ ‖ζ‖66 (C.5.107)
Now we calculate
E











































≤ 15θ3 ‖ζ‖62 (2θk + 9) (C.5.113)
+ 15θ2 ‖ζ‖44 (6 + 24) (C.5.114)
+θ ‖ζ‖66 (30θk + 105) (C.5.115)
≤ 150θ2k + 600θ (C.5.116)
whence for θ > 1/k,
E
[‖wi‖22] ≤ Cθ2k, (C.5.117)
and hence
σ2 ≤ C ′θ2m. (C.5.118)
Matrix Bernstein gives that
P
[∥∥X¯i(X¯Ti ζ)◦3 − E [·]∥∥2 > t] (C.5.119)
≤ 4k exp
( −t2/2
Cθ2m+ C ′B4θ2k2 log2 kt
)
. (C.5.120)
Setting t = c4
mθ(1−θ)‖ζ‖64
κ2(2k−1) , we obtain that
P







κ2 (2k − 1)
]
(C.5.121)




′′m (1− θ)2 ‖ζ‖124
κ4k2 + θ (1− θ)B4κ2k3 ‖ζ‖64
)
ε-Net Covering To obtain a probability bound for all q ∈ Sk−1, we choose a set of ζn = ATqn with n =
1, · · · , N . Suppose for any q ∈ Sk−1, there exists qn such that ‖q − qn‖2 ≤ ε, then∥∥∥∥ 1mX¯i (X¯Ti ζ)◦3 − 1mX¯i (X¯Ti ζn)◦3
∥∥∥∥
2
≤ L ‖q − qn‖2 . (C.5.122)
For entry wise bounded X¯i ∈ R(2k−1)× m2k−1 , we have
∥∥X¯i∥∥2 ≤ √2θmB, ∥∥X¯iej∥∥2 ≤ √4θkB, (C.5.123)
then the Lipschitz constant L can be bounded as
L ≤ 1
m
∥∥X¯i∥∥2 ∥∥∥diag (X¯Ti ζ)◦2∥∥∥2 ∥∥X¯Ti AT∥∥2 (C.5.124)
≤ 8θ2kB4. (C.5.125)























































κ2 (2k − 1)L minq∈Sk−1 ‖ζ‖
6
4 , (C.5.131)
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θ (1− θ) ‖ζn‖64











θ (1− θ) ‖ζn‖64







− cm (1− θ)
2 ‖ζ‖124




































κ2 (2k − 1)
]
(C.5.140)





















′m (1− θ)2 ‖ζ‖124







which is bounded by exp (−k) as long as






κ2k4 log3 (κk) (C.5.143)















To sum up, we obtain that for all q ∈ Rˆ2C? , inequality∥∥∥∥ 1mX0 (XT0 ATq)◦3 − E [·]
∥∥∥∥
2





holds with probability no smaller than 1− c1 exp (−k)− c2k−4 − c3 exp (−θk).
C.6 Concentration for Hessian (Lemma 10.3)
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Lemma C.17 Suppose x0 ∼i.i.d. BG (θ). There exists positive constant C that whenever






























holds for all q ∈ Rˆ2C? with positive constant c ≤ 0.048 ≤ 3
(
1− 6c? − 36c2? − 24c3?
)
.



















− (A0AT0 )−1/2 (C.6.3)














































































∥∥Pq⊥ [AX0 diag (η¯◦2)XT0 AT − 3 (1− θ)A diag (ζ◦2)AT − θI]Pq⊥∥∥2︸ ︷︷ ︸
∆H4
(C.6.13)
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+






















‖ζ‖44 , i = 4, 5. (C.6.16)
First, let us note that








































































































































, ∀q ∈ Rˆ2C? (C.6.29)
























































Upper Bound for ∆H1 and ∆H2 . With probability no smaller than 1 − ε0 − εB , the norms of η are upper






































































To make ∆H1 ≤ c9 1−θθm2 ‖ζ‖44 and ∆H2 ≤ c9 1−θθm2 ‖ζ‖44, we require
C ≥
(




The right hand side is bounded by an absolute constant for allm.
Upper Bound for ∆H3 . With probability no smaller than 1− ε0 − εB , the difference between η¯◦2 and η◦2 is
upper bounded as in Lemma C.7,
∥∥η◦2 − η¯◦2∥∥∞































· (1 + δ/2)2 θm · 5k
θm













































































∥∥∥Pq⊥ [AX0 diag (η¯◦2)XT0 AT ]Pq⊥
−Pq⊥
[




















k3 log5 (κk), applying





θ (1− θ) ‖ζ‖44 . (C.6.57)
simultaneously at every q ∈ Rˆ2C? with probability no smaller than 1− c1 exp (−k)− c2k−4.
Upper Bound for ∆H5 . Note that this term is essentially the difference between
∆H5 =







∣∣∣∣〈q,∇ψ (q)〉 − 3 (1− θ)θm2 ‖ζ‖44 − 3m2
∣∣∣∣ (C.6.59)
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≤ 1
θ2m2
∣∣∣∣ 1m ∥∥XT0 ζ∥∥44 − 3θ (1− θ) ‖ζ‖44 − 3θ2
∣∣∣∣ (C.6.60)
+





























= 3θ (1− θ)Aζ◦3 + 3θ2q, (C.6.65)
With similar argument as in Lemma 10.2, we can show that this term can be bounded by c6
1−θ
θm2 ‖η‖44 whenever


















∣∣〈η − η¯, 4η◦3〉∣∣ (C.6.67)
≤ 4
m





































The right hand side is bounded by an absolute constant for allm.
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C.6.1 Proof of Lemma C.18
Lemma C.18 Suppose x0 ∼i.i.d. BG (θ). There exist constants C > 0 that whenever







k4 log3 (κk) , (C.6.74)
and θk > 1, then with probability no smaller than 1− c1 exp (−k)− c2k−4,∥∥∥∥ 1mX0 diag (XT0 ATq)◦2XT0 − E [·]
∥∥∥∥
2
≤ cθ (1− θ)∥∥ATq∥∥4
4
, (C.6.75)
holds for all q ∈ Rˆ2C? with positive constant c ≤ 0.005 ≤
(
1− 6c? − 36c2? − 24c3?
)
/3.
Proof The proof strategy for the finite sample concentration of the Hessian is similar to that of the gradient
as presented in Lemma C.16. For simplicity, we will only demonstrate some key steps here, please refer to
Lemma C.16 for detailed arguments.
Again, from Lemma C.5, the coefficient satisfies ‖x0‖∞ ≤ B with probability no smaller than 1 −
2θme−B
2/2. We write x¯0(i) = x0(i)1|x0(i)|≤B , and let X¯0 denote the circulant matrix generated by the



























[∥∥∥∥ 1mX0 diag (XT0 ATq)◦2XT0 −HE
∥∥∥∥
2
≥ cθ (1− θ) ‖ζ‖44
]
≤ P
[∥∥∥∥ 1mX¯0 diag (X¯T0 ATq)◦2 X¯T0 −HE
∥∥∥∥
2
≥ cθ (1− θ) ‖ζ‖44
]
+ 2θme−B











∥∥∥∥ 1mX¯0 diag (X¯T0 ATq)◦2 X¯T0 − H¯E
∥∥∥∥
2
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+
∥∥H¯E −HE∥∥2 . (C.6.79)
Truncation Level. Next, we choose a large enough entry-wise truncation level B such that the expectation



















Moreover, we introduce following events notation



























[∥∥∥〈xi, ζ〉2 xixTi ∥∥∥2
F
]






















(− 34θk logm) (C.6.85)
By setting































(− 34θk logm) ≤ c100k2 θ (1− θ) ‖ζ‖44 . (C.6.90)
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Therefore, we can obtain that ∥∥H¯E −HE∥∥2 ≤ c2θ (1− θ) ‖ζ‖44 (C.6.91)
always holds, hence
P
[∥∥∥∥ 1mX¯0 diag (X¯T0 ζ)◦2X¯T0 −HE
∥∥∥∥
2
≥ cθ (1− θ) ‖ζ‖44
]
≤P





θ (1− θ) ‖ζ‖44
]
. (C.6.92)
Independent Sub-matrices. As we did in Lemma C.16, we remove the dependence inX0 by sampling every
2k − 1 column such that




xi,xi+(2k−1), · · · ,xi+(m−2k−1)
]
, (C.6.94)
and Π is a certain permutation of the columns ofX0.
















‖E [MiM∗i ]‖ = ‖E [M∗iMi]‖ (C.6.98)
=
∥∥∥E [〈x¯i,ATq〉4 x¯ix¯Ti x¯ix¯Ti ]∥∥∥ (C.6.99)
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≤ (105θ + 18θ2k + 60θ2k + 12θ3k2) ‖ζ‖44 (C.6.113)
+ 3
(
21θ2 + 30θ2 + 4θ4k2 + 12θ2k
) ‖ζ‖42 (C.6.114)
≤ Cθ3k2 (C.6.115)
Assuming θm ≥ 1, hence
σ2 = Cθ3km. (C.6.116)
Setting t = c2
θ(1−θ)m‖ζ‖44
2k−1 in Matrix Bernstein gives that
P
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we obtain that
P









− cm (1− θ)
2 ‖ζ‖84
θk3 + θ (1− θ)B4k3 ‖ζ‖44
)
(C.6.118)
ε-Net Covering To obtain a probability bound for all q ∈ Sk−1, we choose a set of ζn = ATqn with n =


















∥∥X¯Ti ζ + X¯Ti ζ′∥∥∞ ∥∥X¯Ti ζ − X¯Ti ζ′∥∥∞ (C.6.121)
≤ L ‖q − q′‖2 (C.6.122)
Then the Lipschitz constant L is upper bounded by
L ≤ 1
m
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(2k − 1)L minq∈Sk−1 ‖ζ‖
4
4 , (C.6.131)




























































− cm (1− θ)
2 ‖ζ‖84



























































′m (1− θ)2 ‖ζ‖84















k4 log3 k (C.6.143)
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θk3 + θ (1− θ)B4k3 ‖ζ‖44
(1− θ)2 ‖ζ‖84
(C.6.144)
and adding up failure probability, we obtain∥∥∥∥ 1mX0 diag (XT0 ATq)◦2XT0 − E [·]
∥∥∥∥
2
≤ cθ (1− θ) ‖ζ‖44 (C.6.145)
with probability no smaller than 1− c1 exp (−k)− c2θ (1− θ)2 k−4 − c3 exp (−θk).
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Appendix D
Auxillary Results for Guaranteed
Illumination Model
This chapter collects the arguments needed to rigorously establish the results claimed in the main body of
the paper. Section D.1 contains a proof of a slightly more general version of Lemma 2.3 of the main paper.
The arguments establishing the lemmas in Section 3 of the main paper are spread over Sections ??-??. Section
?? reviews technical background on integration, and proves two results on V-representations of illumination
cones. Section ?? proves Lemmas 3.8 and 3.9 of the paper, and then uses them to show Lemma 3.5. While
the order of the lemmas in the main paper was chosen to clarify the exposition, logically this order is more
sensible, as Lemmas 3.8 and 3.9 are actually used in the proof of Lemma 3.5. Finally Section D.6 shows the
perturbation Lemma 3.10 of the main paper. Section ?? delineates algorithmic details and proofs of lemmas
for Section 4 of the paper. At last, we present some simulation results on convex objects in Section ?? to verify
the pertubation bound proved in Section D.6.
D.1 Proof of Lemma 14.3
Proof For all y of norm 1 such that ∠ (y, C) ≤ τ , ∃ y¯ ∈ cl (C) with ‖y − y¯‖ ≤ sin τ . Moreover, ‖y¯‖2 ≤ 1. By























≤ ξ. Therefore DĈξ (y) = ACCEPT.
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of normatmost one such that ‖yˆ − y‖2 ≤ sin(ξ). Moreover, from the definition of δ, there exists y¯ ∈ C∩B(0, 1)
such that ‖y¯ − yˆ‖2 ≤ δ(C, Ĉ). By the triangle inequality,




sin(ξ) + δ(C, Ĉ)
)
≤ (1 + η)τ,
we have ∠(y, C) ≤ (1 + η)τ . Hence, whenever (D.1) holds, for every y such thatDĈξ (y) = ACCEPT, we have
∠(y, C) ≤ (1 + η)τ , and hence DĈξ (y) = REJECT for all y with ∠(y, C) > (1 + η)τ . This condition holds
whenever
ξ ≤ asin(sin(τ + ητ)− δ(C, Ĉ)).
Take together with the first paragraph, this condition and ξ ≥ asin
(
sin τ + δ(C, Ĉ)
)
imply thatDĈξ ∈ D̂Cτ,η,
which establishes our claim.
D.2 Proofs from Section 15
The definition of the Riemann integral on R2 gives the following:
Lemma D.1 Let h : S2 → Rm be a vector-valued function which is nonnegative and Riemann integrable. Then










Proof Consider a single coordinate j. From the definition of the Riemann integral, we have∫
u∈S2
hj [u] du =
∫
W
hj [η(θ, φ)] sinφ d(θ, φ),
where the right hand side is a Riemann integral on R2. Thus, for every η > 0, there exists a partition Πj of






h˜j [η(θ, φ)] sinφ
]
vol (R)− η ≤
∫
u






h˜j [η(θ, φ)] sinφ
]
vol (R) + η.
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Choose such a partition Πj for each j, and let Π = {R1, . . . , RL} be the common refinement. Then for any
choice of (θi, φi) ∈ Ri, we have∥∥∥∥∥
L∑
i=1
hj [η(θi, φi)] sinφi × vol (Ri)−
∫
(θ,φ)














Setting η = ε/
√
m, we obtain the result.
Proof of Lemma 15.1. Below, we prove Lemma 15.1.
Proof For notational convenience, let Ψ = cone
({
y¯[u] | u ∈ S2}). Consider y0 ∈ C0. Then y0 = y[f ] =∫
u
f(u) y¯[u] du, for some nonnegative, Riemann integrable f . The vector valued function y¯[u]f(u) is Rie-
mann integrable. By Lemma D.1, for every ε > 0, there exists yˆε ∈ Ψ with ‖y0 − yˆε‖2 ≤ ε. Hence,
y0 ∈ cl (Ψ) ,
and C0 ⊆ cl (Ψ).
We complete the proof by showing that Ψ ⊆ cl (C0). By continuity of y¯[·], for any u0 ∈ S2, and any ε > 0,
there exists η > 0 such that
‖y¯[u0]− y¯[v]‖2 ≤ ε ∀v ∈ B(u0, η) ∩ S2.
Let fε : S2 → R via
fε(v) =
1
area(B(u0, η) ∩ S2)1‖v−u0‖2 ≤ η.
Then fε is Riemann integrable, and
‖y[fε]− y¯[u0]‖2 =







area(B(u0, η) ∩ S2)
∫
‖u−u0‖≤η
‖y¯[u] − y¯[u0]‖2 du
≤ 1





Since this is true for every ε > 0, y¯[u] ∈ cl (C), and so Ψ ⊆ cl (C), completing the proof.
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Proof of Lemma 15.2. Below, we prove Lemma 15.2.




y¯[u] f(u) du =
∫
u









Repeating arguments in the proof of Lemma 3.1, and using that y˘[u] is continuous in u, we have∫
u




y˘[u] | u ∈ S2})) .
Hence, from (D.2.4), y[f ] ∈ cl (cone ({y˘[u] | u ∈ S2} ∪ {ya})), and so Cα ⊆ cl(C˘).
Conversely, repeating arguments of Lemma 15.1, we can show that the generators
{
y˘[u] | u ∈ S2} and ya
are all elements of cl (Cα), and hence C˘ ⊆ cl (Cα), completing the proof.




















Since C¯ ⊆ C˘, we have














For each j, choose uij such that
∥∥∥∥ y˘[vj ]‖y˘[vj ]‖2 − y˘[uij ]‖y˘[uij ]‖2
∥∥∥∥
2












y˘[uij ]∥∥y˘[uij ]∥∥2 − ζya
∥∥∥∥∥∥
2





















































































completing the proof. For the bound η? ≥ 1/
√
m, note that if we choosew = m−1/21 in the right hand side













This completes the proof.
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D.3 Integrating on ∂O
For each triangle
∆i = conv {zi, z′i, z′′i } ,
we can find an open triangle Ui ⊂ R2, and an isometry ϕi : Ui → relint(∆i). To make this more concrete, we
can letBi ∈ R3×2 be a matrix whose columns are an orthonormal basis for the span {z′i − zi, z′′i − zi}, write





As above, we will need a Lebesgue integral over ∂O. We can generate such an integral as follows. For each i,
define a σ-algebra Σi consisting of all sets of the form ϕi[S], where S ⊆ Ui is Lebesgue measurable. Let Σ∂O






ϕ−1i [S ∩ relint (∆i)]
)
,
where µ is the Lebesguemeasure onR2. It is easy to verify that µ∂O is indeed ameasure, making (Φ,Σ∂O, µ∂O)






g ◦ ϕi dµ.
As with S2, we can extend this to an integral on ∂O as a whole simply by defining the integral of g to be the
integral of its restriction to Φ.
D.4 Proof of Lemma 16.2
We prove Lemma 16.2 of the paper:




By Theorem 17.6, y¯[u] is continuous in u. Since the product of a nonnegative Riemann integrable f and y¯[u]
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as desired. To show (D.4), we use Fubini’s theorem and monotone convergence. By repeated application of
Fubini’s theorem, we obtain
T iD[f ] =
∫


































One more application of Fubini’s theorem gives (D.4), completing the proof.
D.5 Proofs from Section 17.1
Proof of Lemma 17.1. Proof Let x ∈ S[u]c. By definition D¯(x) = 0 for all x ∈ E, and so we may assume
that x ∈ Φ = ∂O \E. Hence, x ∈ relint (∆) for some face ∆. Moreover, the definition of a triangulated object
implies that there exists τ > 0 such thatB(x, τ) ∩ ∂O ⊆ ∆.
Suppose, for purposes of contradiction, that there does not exist r0 > 0 such thatB(x, r0) ∩ ∂O ⊆ S[u]c.
Then there exists a sequence (xi)∞i=1 ⊂ S[u], with xi → x. By dropping finitely many terms, we may assume
xi ∈ relint (∆) for all i. Since x ∈ S[u]c, 〈n(x),u〉 > 0, and so 〈n(xi),u〉 > 0 for all i. Hence, since xi ∈ S[u],
for each i there exists ti > 0 such that xi+tiu ∈ ∂O. For all i large enough that xi ∈ B(x, τ/2), we necessarily
have ti > τ/2. On the other hand, ti is bounded above by the diameter of the object. Because ti is bounded,
it has a convergent subsequence ti1 , ti2 , · · · → tˆ, with tˆ > τ/2. Moreover, we have
lim
j→∞
xij + tiju = x+ tˆu.
Because O is closed, this point is in O. Because tˆ > τ/2 > 0, this implies that x /∈ S[u]c, a contradiction.
Hence, for every x ∈ S[u]c, there exists r0 > 0 such that B(x, r0) ∩ ∂O ⊆ S[u]c, and so S[u]c is relatively
open and S[u] relatively closed.
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Proof of Lemma 17.2. We use the notation
B[u]
.
= {x ∈ Φ | 〈n(x),u〉 ≤ 0} .
This set contains those points x that are necessarily shadowed, because n(x) has nonpositive inner product
with the light direction. Intuitively, if we ignoreB[u], the remainder S[u] \B[u] should contain cast shadows,
and for any point x in this set, the shadow retraction xu should exist. Furthermore, if x lies on the boundary
of a cast shadow, its shadow retraction should lie in some edge of the object. We next state an intermediate
lemma which makes this precise:
Lemma D.2 For all u, and all x ∈ Φ ∩ (∂S [u] \B[u]), xu exists, and xu ∈ E.
Proof Fix u. Consider x ∈ Φ ∩ (∂S[u] \B[u]). Since x ∈ Φ, n(x) is well-defined. Since x /∈ B[u],
〈n(x),u〉 > 0. Since x ∈ S[u], 〈n(x),u〉 ν(x,u) = 0. This implies that xu exists, and is an element of ∂O.
If xu ∈ E, we are done. For purpose of contradiction, suppose that xu ∈ relint (∆) for some face ∆. Thus,
there exists ε > 0 such that B(xu, ε) ∩ aff (∆) ⊆ ∆. Since x ∈ Φ, x ∈ relint (∆′) for some face ∆′. Hence,
there also exists ε′ < 0 such thatB(x, ε′) ∩ ∂O ⊂ ∆′.
Choose w1,w2 ∈ R3 such that
aff (∆) = {xu + α1w1 + α2w2 | α1, α2 ∈ R} .
Similarly, choose v1,v2 ∈ R3 such that
aff (∆′) = {x+ β1v1 + β2v2 | β1, β2 ∈ R} .
We claim that u /∈ span(w1,w2). Indeed, if not, then for small δt, xu − δtu ∈ ∆. This would imply that
x+ (t?(x,u)− δt)u ∈ ∂O, contradicting the minimality of t?(x,u). So,
rank[w1 | w2 | u] = 3.
Consider a generic point x′ = x+ [v1 | v2]
 β1
β2
 ∈ aff (∆′). We find t such that x′ + tu ∈ aff (∆). This is
possible iff the equation
xu +Wα = x+ tu+ V β
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Has a solution (α,−t). Since the matrix on the left has full rank three, we have α
−t




When β = 0, the solution is α = 0, t = t?(x,u) > 0. Hence, we can find ε′′ > 0 such that ‖β‖2 ≤ ε′′ implies
that (i) t > 0, (ii) x + V β ∈ ∆′, (iii) ∆ 3 xu +Wα = x + tu. Thus (x+ [V | n(x)]B(0, ε′′)) ∩ ∂O ⊂ S[u].
Since [V | n(x)] has full rank, we can find ε′′′ > 0 such that x + B(0, ε′′′) ∩ ∂O ⊆ S[u]. This implies that
x /∈ ∂S[u]. Hence, if xu /∈ E, x /∈ ∂S[u], and the proof is complete.
Proof [Proof of Lemma 17.2]
If x ∈ ∂S[u] ∩ Φ, then x ∈ relint (∆) for some face ∆. If x ∈ B[u], then relint (∆) ⊆ S[u], and x /∈ ∂S[u].
Hence, x ∈ B[u]c. By Lemma D.2, xu exists, and is an element of E.
D.6 Proof of Theorem 17.3
Proof




∫ ∣∣D¯[u](x)− D¯[u′](x)∣∣2 dµ∂O(x).
Initial manipulations. Notice that for x ∈ S[u] ∩ S[u′], D¯[u](x) = D¯[u′](x) = 0. For x ∈ S[u]c ∩ S[u′]c,
∣∣D¯[u](x)− D¯[u′](x)∣∣ = ρ(x) |〈n(x),u〉 − 〈n(x),u′〉| ≤ ρ(x) ‖u− u′‖2 .







(S[u′]c ∩ S[u]c) ,
we obtain ∥∥PΓ (D¯[u]− D¯[u′])∥∥2L2 ≤ ρ2? area(Γ) ‖u− u′‖22 .




{S[u] \ (S[u′] ∪B[u])}
⊎
{S[u′] \ (S[u] ∪B[u′])} ,
where
⊎
denotes disjoint union. Consider S[u] \ (S[u′] ∪B[u]). Introduce a notation
u¯(r) =
(1− r)u′ + ru
‖(1− r)u′ + ru‖2
, r ∈ [0, 1],
and set
r?(x) = inf {r ∈ [0, 1] | x ∈ S[u¯(r)]} .
For all x ∈ S[u] \ (S[u′] ∪B[u]), since u = u¯(1) and x ∈ S[u], r?(x) ≤ 1 is finite. We have
∣∣D¯[u](x)− D¯[u′](x)∣∣ = D¯[u′](x) = ρ(x) 〈n(x),u′〉
= ρ(x) 〈n(x),u′ − u¯(r?(x))〉+ ρ(x) 〈n(x), u¯(r?(x))〉
≤ ρ(x) ‖u′ − u¯(r?(x))‖2 + ρ(x) 〈n(x), u¯(r?(x))〉 . (D.6.1)
So, we have
∥∥PS[u]\(S[u′]∪B[u]) (D¯[u]− D¯[u′])∥∥2L2
≤ 2 ρ2? · area(S[u] \ (S[u′] ∪B[u])) ‖u− u′‖22
+ 2 ρ2? ·
∫
x∈S[u]\(S[u′]∪B[u])
〈n(x), u¯(r?(x))〉2 dµ∂O(x) (D.6.2)
and our task is to bound the final integral. We will show the following:
(4) For all x ∈ S[u] \ (S[u′] ∪B[u]) such that x ∈ Φ, we have x ∈ ∂S [u¯(r?(x))].
The intuition behind this claim is straightforward: as the light direction moves from u′ to u, the first time
that x falls into shadow, it must lie in the boundary of the shadow (imagine the boundary of the shadow
sweeping across the face ∆j). Obtaining this as a rigorous consequence of our assumptions requires a bit of
manipulation, which we perform below.
Proving (4). Since x ∈ S[u], and u = u¯(1), r?(x) ≤ 1 is finite. Notice that u¯(r) is continuous in r. Take
ri → r?(x), with x ∈ S[u¯(ri)]. Then u¯(ri) → u¯(r?(x)). If x ∈ S[u] \ (S[u′] ∪B[u]) then 〈n(x),u〉 > 0,
〈n(x),u′〉 > 0, and so for any r ∈ [0, 1], 〈n(x), u¯(r)〉 > 0. Hence, for any r such that x ∈ S[u¯(r)], it must be
that ν(x,u) = 0, and xu¯(r) exists. So, for each of our sequence of ri, xu¯(ri) ∈ ∂O exists:
x+ t?(x, u¯(ri)) u¯(ri) ∈ ∂O,
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where we recall that t?(x, u¯(ri)) = inf {t > 0 | x+ t u¯(ri) ∈ ∂O}. Let ∆ be the face containing x. Since
x ∈ Φ, x ∈ relint (∆), and there exists ε > 0 such thatB(x, ε) ∩ ∂O ⊆ ∆. Since 〈n(x), u¯(ri)〉 > 0, if t > 0 is
such that x+ tu¯(ri) ∈ ∂O, then t > ε. Hence, for every i, t?(x, u¯(ri)) ≥ ε > 0. Because O is bounded, the
βi
.
= t?(x, u¯(ri)) are bounded. Hence, the sequence (βi) has a convergent subsequence βij : limj→∞ βij = β?
for some β?. From the previous discussion β? ≥ ε. Moreover, u¯(rij )→ u¯(r?(x)). Hence
x+ βij u¯(rij )→ x+ β?u¯(r?(x)).
Because each element of the left hand side is in ∂O, and ∂O is closed, the limit is in ∂O. Because β? > 0, the
right hand side is not equal to x. We conclude that x ∈ S[u¯(r?(x))].
It is left to show that x lives in the relative boundary ∂S[u¯(r?(x))] of this set. Choose r′ ∈ (0, r?), and
note that 〈u¯(r′),n(x)〉 > 0. Notice that
aff (∆) = {x′ | 〈n(x),x′〉 = 〈n(x),x〉} .





x′ .= x− τ u¯(r?(x)) + su¯(r′) ∈ aff (∆) .
Suppose, for purpose of contradiction, that x ∈ relint (S[u¯(r?(x))]). Then, there exists τ0 > 0 such that for
τ ∈ (0, τ0), we have
x′ ∈ S[u¯(r?(x))].
Moreover, if x′ ∈ B(x, ε/2), and t > 0 is such that x′+ t u¯(r?(x)) ∈ ∂O, then t ≥ ε/2. Choose τ small enough
that τ < τ0, ‖x′ − x‖2 < ε/2, and τ < ε/2.
With these choices, x′ ∈ S[u¯(r?(x))], and there exists t ≥ ε/2 > τ such that
x′ + tu¯(r?(x)) ∈ ∂O.
Write
x′ + tu¯(r?(x)) = x+ su¯(r′) + (t− τ)u¯(r?(x)) = x+ s′v,
with
v =
su¯(r′) + (t− τ)u¯(r?)
‖su¯(r′) + (t− τ)u¯(r?)‖2
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and
s′ = ‖su¯(r′) + (t− τ)u¯(r?)‖2 .
Since v = u¯(r′′) for some r′′ > 0 which is strictly smaller than r?(x), and x ∈ S[u¯(r′′)], this contradicts the
definition of r? as the infimum. Hence, x ∈ ∂S [u¯(r?(x))].
Bounding the integral. The main utility of (4) is that it allows us to organize our calculations in terms
of the points that cast the shadows, rather than the points that are shadowed. We next reduce the problem
of obtaining the desired bound to that of showing one key inequality, (D.6). We show how this inequality
implies the desired result, and then return to show that this inequality indeed holds.
To lighten the notation, we will write
H = S[u] \ (S[u′] ∪B[u]), HΦ = H ∩ Φ.
Since every x ∈ HΦ satisfies x ∈ ∂S [u¯(r?(x))], by the Lemma D.2, xu¯(r?(x)) exists, and is an element of some
edge e?(x). For each e ∈ E , let
Ξe,∆
.
= {x ∈ HΦ ∩∆ | e?(x) = e} .










〈n(x), u¯(r?(x))〉2 dµ∂O(x) ≤ 8
√
2 · diam (O) ‖u− u′‖2 χ?.
The proof of this inequality will consist of several steps, which are carried out below. We first show that this
inequality implies the desired result. Notice that by definition,∫
x∈H






2 · diam (O) ‖u− u′‖2 χ?. (D.6.3)
Combining with (D.6.2), we obtain
∥∥PS[u]\(S[u′]∪B[u]) (D [u]−D [u′])∥∥2L2
≤ 2 ρ2? area(S[u] \ (S[u′] ∪B[u])) ‖u− u′‖22 + 16
√
2 ρ2? diam (O)χ? ‖u− u′‖2 . (D.6.4)
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By symmetry, we also obtain
∥∥PS[u′]\(S[u]∪B[u′]) (D [u]−D [u′])∥∥2L2
≤ 2 ρ2? area(S[u′] \ (S[u] ∪B[u′])) ‖u− u′‖22 + 16
√
2 ρ2? diam (O)χ? ‖u− u′‖2 . (D.6.5)
Combining these two bounds with (D.6) and (D.6), we obtain the claimed result. We are just left to verify
(D.6).
Proof of Key Inequality (D.6). For each z ∈ e, and each ∆, let
τe,∆(z) =
{
r ∈ [0, 1] | zu¯(r) exists, and zu¯(r) ∈ Ξe,∆
}
It is immediate that Ξe,∆ =
{
zu¯(r) | z ∈ e, r ∈ τe,∆(z)
}
. We establish the desired inequality by first proving
a simpler bound on the integral over a quadrilateral, and then extending to the desired integral by showing
that the domain of interest can be arbitrarily well-approximated using finite unions of quadrilaterals. For a
single quadrilateral, we will show the following:
() Let [v,w] ⊆ e. Suppose that [r1, r2] ⊆
⋂
z∈[v,w] τe,∆(z). Let
Q = Q([v,w], [r1, r2]) .=
{
zu¯(r) | r ∈ [r1, r2], z ∈ [v,w]
} ⊆ Ξe,∆.
Then we have that∫
x∈Q
〈n(x), u¯(r?(x))〉2 dµ∂O(x) ≤ 8
√
2 · diam (O) ‖u− u′‖2 ‖v −w‖2 |r2 − r1|.
We show this claim. If v−w ∈ span(u,u′), thenQ has measure zero, the integral on the left hand side is zero,
and the bound holds trivially. Suppose that v −w /∈ span(u,u′). Notice that if xu¯(r) ∈ e, then there exists a
solution (s1, s2, s3) to the system of equations x+ s1u+ s2u′ = vs3 +w(1− s3). When v −w /∈ span(u,u′)
this system has at most one solution, and so for each x there is at most one r such that
xu¯(r) ∈ e.
Now, for x ∈ Q ⊆ Ξe,∆, we have xu¯(r?(x)) ∈ e. Moreover, by construction of Q, x = zu¯(r) for some z ∈ [v,w]
and r ∈ [r1, r2]. Hence, it must be that r = r?(x), and so r?(x) ∈ [r1, r2].
Set u1 = u¯(r1), u2 = u¯(r2). Notice that n(x) is constant over Q. We abbreviate it by n. Suppose that
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〈n, u¯(r)〉 is maximized over [r1, r2] at r = r1. Then∫
x∈Q
〈n(x), u¯(r?(x))〉2 dx ≤ (nTu1)2 area(Q).
Let x0 be an arbitrary point in ∆. Then
aff (∆) = {x | 〈n,x〉 = 〈n,x0〉} .











The set Q is a quadrilateral, with sides [wu1 ,vu1 ], [vu1 ,vu2 ], [vu2 ,wu2 ], [wu1 ,wu2 ]. We can calculate
vu1 − vu2 =
(

























nT (x0 − v)
)
,









. Since these differences are scalar multiples of




, the two sides [vu1 ,vu2 ] and [wu1 ,wu2 ] are parallel.
Let `⊥ denote the orthogonal length
`⊥ .=
∥∥∥P(vu1−vu2 )⊥ (wu1 − vu1)∥∥∥2 .
We have
area(Q) =




|nT (v − x0)|+ |nT (w − x0)|
2




Since v ∈ O, and vu2 ∈ ∆ ⊆ O, we have ‖v − vu2‖2 ≤ diam (O). If we consider the right triangle formed by
v, vu2 , and vproj = v − nnT (v − x0) (the orthogonal projection of v onto aff(∆)), we have
|nT (v − x0)| =
∥∥v − (v − nnT (v − x0))∥∥2 ,
= ‖v − vu2‖2 · sin∠ (v − vu2 ,vproj − vu2) ,
= ‖v − vu2‖2 × nTu2,
≤ diam (O)× nTu2. (D.6.7)
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A similar inequality holds for |nT (w − x0)|. Together, this implies that
area(Q) ≤ diam (O)× nTu2 ×






〈n(x), u¯(r?(x))〉2 dx ≤ nTu1 ×
∥∥nTu2u1 − nTu1u2∥∥2 × diam (O)× `⊥ (D.6.8)
Using the triangle inequality, it is easy to show that
∥∥nTu2u1 − nTu1u2∥∥2 ≤ 2 ‖u1 − u2‖2.
Using the general fact that for nonzero vectors a, b,∥∥∥∥ a‖a‖2 − b‖b‖2
∥∥∥∥
2
≤ 2 ‖a− b‖2
max {‖a‖2, ‖b‖2} ,
and the fact that when ‖u− u′‖2 ≤
√
2, ‖ru+ (1− r)u′‖2 ≥ 1/
√
2 for all r in [0, 1], we have
‖u1 − u2‖2 ≤ 2 ‖r1u+ (1− r1)u




2 · ‖u− u′‖2 |r1 − r2|, (D.6.9)
Putting together (D.6.8), (D.6) and (D.6.9), we get∫
x∈Q
〈n(x), u¯(r?(x))〉2 dx ≤ 4
√
2× nTu1 × `⊥ × diam (O)× ‖u− u′‖2 × |r1 − r2|.
Finally, using the expression for vu1 and wu1 , we obtain
nTu1 × `⊥ ≤ nTu1 ‖vu1 −wu1‖2
=
∥∥(nTu1)(v −w)− u1nT (v −w)∥∥2
≤ 2 ‖v −w‖2 . (D.6.10)
This completes the proof of () for the case when 〈n, u¯(r)〉 is maximized at r = r1. If 〈n, u¯(r)〉 is instead
maximized r = r2, we may simply repeat the above argument, interchanging u1 and u2. If 〈n, u¯(r)〉 is instead
maximized at some r0 ∈ (r1, r2), we may partition Q into two sub-quadrilaterals, indexed by [r0, r1] and
[r1, r2], respectively, and then apply the argument to each. This establishes ().
Our approach, then, is to discretize the domain of integration and apply (). We make the following
technical claim regarding approximation of the domain of intergration Ξe,∆ by quadrilaterals:
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(3) For each edge e and face ∆, and any ε > 0, there exists a finite collection of segments
[a1, b1] ∪ [a2, b2] ∪ · · · ∪ [aN , bN ] ⊆ e








































 ≤ ε. (D.6.12)





















2 diam (O) ‖u− u′‖2 ‖bi − ai‖2 |r(i)2j − r(i)2j−1| + ε,
where the first term follows from ().
Consider the product e× [0, 1]. The rectangles [ai, bi]× [r(i)2j−1, r(i)2j ] have disjoint interiors. So,∑
ij




(z,r)∈⋃ij int([ai,bi]×[r(i)2j−1,r(i)2j ])dz dr.
By construction, for any pair (z, r) ∈ [ai, bi]× [r(i)2j−1, r(i)2j ] we have zu¯(r) ∈ Ξe,∆. So,
1
(z,r)∈⋃ij int([ai,bi]×[r(i)2j−1,r(i)2j ]) ≤ 1zu¯(r)∈Ξe,∆ ,
and∫
x∈Ξe,∆
〈n(x), u¯(r?(x))〉2 dµ∂O(x) ≤ 8
√
2 diam (O) ‖u− u′‖2
∫
z∈e,r∈[0,1]
1zu¯(r)∈Ξe,∆dz dr + ε.
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Since this holds for every ε > 0, we have∫
x∈Ξe,∆
〈n(x), u¯(r?(x))〉2 dµ∂O(x) ≤ 8
√









〈n(x), u¯(r?(x))〉2 dµ∂O(x) ≤ 8
√












Notice that for a given edge e = [a, b], if it happens that b − a ∈ span {u,u′}, Ξe,∆ has measure zero. So,





〈n(x), u¯(r?(x))〉2 dµ∂O(x) ≤ 8
√












It is not difficult to show that if e ∈ E ′, for each x /∈ e there is at most one r such that xu¯(r) ∈ e. So, if
x = zu¯(r) ∈ Ξe,∆, it must be that r = r?(x). This implies (via (4)) that x ∈ ∂S[u¯(r)]. Since x ∈ Φ as well,
and z = xu¯(r), we have z ∈ χ[u¯(r)]. So, for e ∈ E ′, zu¯(r) ∈ Ξe,∆ implies that z ∈ χ[u¯(r)]. This, together with









〈n(x), u¯(r?(x))〉2 dµ∂O(x) ≤ 8
√


















2 diam (O) ‖u− u′‖2 χ?, (D.6.13)
as desired. To finish the proof, we are just left to show (3).









If the outward normal n to ∆ satisfies nTu ≤ 0, relint(∆) ⊆ B[u], and Ξe,∆ is empty, implying that (3)
is trivially satisfied. Similarly, if nTu′ ≤ 0, ∆ ⊆ S[u′], Ξe,∆ is empty, and (3) is trivially satisfied. To fix
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notation, let e = [a, b]. If b−a ∈ span {u,u′}, then Ξe,∆ has measure zero, and (3) is again trivially satisfied.
It remains to consider the case when nTu > 0 and nTu′ > 0, and b− a /∈ span {u,u′}. We will find it
slightly more convenient to work with an unnormalized version of u¯, by setting
u˜(r) = ru+ (1− r)u′.
It is easy to check that for any (x, r) for which xu¯(r) is defined, xu˜(r) is defined, and xu˜(r) = xu¯(r). So, we









To show that Ξe,∆ can be well-approximated by quadrilaterals of the desired form, it will be useful to work
in coordinates. Let
∆ = conv {v1,v2,v3} .
We can parameterize aff (∆) in terms of w ∈ R2 via
x(w) = v1w1 + v2w2 + v3(1− w1 − w2) = V w + v3,
with V = [v1 − v3 | v2 − v3] ∈ R3×2. Then
∆ = {x(w) | w1 ≥ 0, w2 ≥ 0, w1 + w2 ≤ 1} .
Similarly, parameterize e via




= {w | x(w) ∈ Ξe,∆} ⊂ R2.
We will show that We,∆ is a semialgebraic set [Cos00]. As we will see, semialgebraic sets are sufficiently
well-behaved to admit the approximation promised by (3). To show thatWe,∆ is semialgebraic, we take the
conditions in (D.6) one at a time. First, notice that
x(w) ∈ relint(∆) ⇐⇒ w1 > 0, w2 > 0, and w1 + w2 < 1.




w ∈ R2 | w1 > 0, w2 > 0, and w1 + w2 < 1
}
.
The setW1 is semialgebraic.
Now, take the second condition in (D.6): x ∈ S[u] \ (S[u′] ∪B[u]). Since nTu > 0, this condition reduces
to x ∈ S[u] \ S[u′]. Moreover, since nTu′ > 0, this condition further reduces to
∃ t > 0 s.t. x+ tu ∈ ∂O, and @ t′ > 0 s.t. x+ t′u′ ∈ ∂O.





x(w) + tu = x∆′(w
′)
t > 0
w′1 ≥ 0, w′2 ≥ 0, w′1 + w′2 ≤ 1
 ⊂ R
5.
Write Pw for the projection onto the w coordinates, and
W2,∆′ = PwS2,∆′ .
With this definition, notice that ∃ t > 0 such that x(w) + tu ∈ ∂O if and only if w ∈ ⋃∆′ 6=∆W2,∆. Moreover,
since each S2,∆′ is defined by finitely many polynomial inequalities, each S2,∆′ is semialgebraic. By the
Tarski-Seidenberg theorem, eachW2,∆′ is also semialgebraic.





x(w) + t′u′ = x∆′(w′)
t′ > 0
w′1 ≥ 0, w′2 ≥ 0, w′1 + w′2 ≤ 1

and W3,∆′ = PwS3,∆′ . The W3,∆′ are also semialgebraic. Combining these sets, we have that x(w) ∈













The setW4 is produced from semialgebraic sets via finitely many set operations, and hence is semialgebraic.
The final condition in (D.6) that we need to consider is that xu˜(r?(x)) ∈ e. Because b− a /∈ span {u,u′},
for each x there exists at most one pair (tˆ, rˆ) with tˆ > 0, rˆ ∈ [0, 1] such that x+ tˆu˜(rˆ) ∈ e. Hence, there exists
at most one rˆ ∈ [0, 1] such that xu˜(rˆ) ∈ e. For any given rˆ, xu˜(rˆ) ∈ e if and only if the following two conditions
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are satisfied:
∃ tˆ s.t. tˆ > 0, x+ tˆu˜(rˆ) ∈ e (D.6.14)
@ (tˆ, t′) s.t. 0 < t′ < tˆ, x+ tˆu˜(rˆ) ∈ e, x+ t′u˜(rˆ) ∈ ∂O. (D.6.15)
The first condition ensures that the ray x + R++u˜(rˆ) intersects e, while the second ensures that no other






x(w) + tˆu˜(rˆ) = z(s)
s ∈ [0, 1]
tˆ > 0
rˆ ∈ [0, 1]

andW5 = PwS5. Write
S6,∆′ =

rˆ, tˆ,w, s, t′,w′
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x(w) + tˆu˜(rˆ) = z(s)
s ∈ [0, 1]
tˆ > 0
rˆ ∈ [0, 1]
0 < t′ < tˆ
w′1 ≥ 0, w′2 ≥ 0, w′1 + w′2 ≤ 1
x(w) + t′u˜(rˆ) = x∆′(w′)

,







Again, the setW7 is semialgebraic.
Consider w ∈ W7. By construction this means that there exists rˆ such that x(w)u˜(rˆ) ∈ e. Moreover, by
the above reasoning, this rˆ is the only r with this property. Is rˆ = r?(x(w))? This is true if and only if there
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does not exist r′ ∈ (0, rˆ) and t′ > 0 with x(w) + t′u˜(r′) ∈ ∂O. Let
S8,∆′ =

rˆ, tˆ,w, s, r′, t′,w′
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x(w) + tˆu˜(rˆ) = z(s)
s ∈ [0, 1]
tˆ > 0
rˆ ∈ [0, 1]
t′ > 0
0 < r′ < rˆ
w′1 ≥ 0, w′2 ≥ 0, w′1 + w′2 ≤ 1
x(w) + t′u˜(rˆ) = x∆′(w′)

and again setW8,∆′ = PwS8,∆′ . Then we have
x(w)u˜(r






Hence, settingWe,∆ = W1 ∩W4 ∩W9, we have
x(w) ∈ Ξe,∆ ⇐⇒ w ∈We,∆,
and the setWe,∆ is semialgebraic.
Our next task is to rewriteWe,∆ in terms of the parameters s, r. Since nTu > 0 and nTu′ > 0, for every
r ∈ [0, 1], nT u˜(r) > 0. Hence, for every r, s there is a unique t such that
z(s)− tu˜(r) ∈ aff (∆) .
In particular, there exists a unique (w, t) ∈ R2 × R such that
z(s)− tu˜(r) = x(w).
This gives a system of equations
[
V | u˜(r) ]
 w
t
 = z(s)− v3.
Under our assumptions, it is not difficult to show that there exists ζ > 0 such that
σmin
([
V | u˜(r) ]) ≥ ζ
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for all r ∈ [0, 1].1 Hence, we can write the coordinates w in this unique pair explicitly as a function of (r, s):
w = Υ(r, s) =
 1 0 0
0 1 0
[ V u˜(r) ]−1 (z(s)− v3) .
The components of Υ are rational functions of (r, s). This implies that Υ is a semialgebraic map [Cos00]. Set
Ae,∆ = Υ
−1 [We,∆] ⊆ [0, 1]2.
Since Υ is a semialgebraic map, Ae,∆ is also semialgebraic. Ae,∆ ⊆ [0, 1]2 is also bounded. Because semialge-
braic sets are finite unions of intersections of sublevel sets of finitely many polynomial (and hence continuous)
functions, bounded semialgebraic sets are Jordan measurable. This implies that for every η > 0, there exists









The function Υ is differentiable on (r, s) ∈ [0, 1]2. Moreover, it is not difficult to show that there exists
ξ < +∞ such that
sup
(r,s)∈[0,1]2
∣∣∣∣det( ∂Υ∂(r, s) (r, s)
)∣∣∣∣ ≤ ξ.
Furthermore, for some ξ′, the map w 7→ x(w) satisfies∣∣∣∣det( ∂x∂w (w)
)∣∣∣∣ ≤ ξ′









1Under our assumptions, the matrix V has full rank 2. The columns of V span the subspace n⊥. We can therefore write u˜(r) =

















σmin(V ), |nT u˜(r)|
}
.




> ξ for all r. Moreover, quick calculations show











)3/4 , 1− ‖h(r)‖2
 ,
which is bounded away from zero.
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Choose η = εξξ′ .
Order all of the endpoints si,j of the Ri, to produce 0 ≤ s1 < s2 < · · · < sN ≤ 1. Set
R′i,j = Rj ∩ ([si, si+1]× [0, 1]) .
Set ai = z(si), bi = z(si+1). EachR′i,j either has empty interior, or has the form [si, si+1]×[ri,j , ri,j+1]. Hence,
there exists a collection of disjoint intervals [r1, r2], [r3, r4], . . . , [r2ni−1, r2ni ] such that ∪jR′i,j = ∪j [si, si+1]×
[r2j−1, r2j ]. This collection of intervals has the desired properties.
D.7 Proof of Lemma 17.4
Proof Using the change of variables formula, it is not difficult to show that
ν˜(x) = 1− 1
pi
∫ 〈n(x),y − x〉 〈n(y),x− y〉
‖y − x‖42
V (x,y) dµ∂O(y).











≤ ρ?(1− ν?). (D.7.1)



















≤ ρ?(1− ν?). (D.7.2)
By Theorem II.1.6 of [Con90], this implies that for g ∈ L2[∂O], T [g] ∈ L2[∂O], and ‖T ‖L2→L2 ≤ ρ?(1− ν?).
D.8 Proof of Lemma 17.5
We can obtain Lemma 17.5 of the paper using the change of variables formula. Before jumping into the proof
of this bound, we record a quick lemma:
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Lemma D.3 Let u, v ∈ Rn (n > 1) such that u∗v 6= 0. Then∥∥∥∥I − uv∗u∗v
∥∥∥∥ = ∥∥∥∥uv∗u∗v
∥∥∥∥ = ‖u‖2 ‖v‖2|u∗v| .
Proof If u and v are linearly dependent, the result is immediate. Let us assume they are linearly independent.
LetM = I − uv∗u∗v , and consider the eigenvalues of
MM∗ = I − 1
u∗v
(uv∗ + vu∗)− uv
∗vu∗
(u∗v)2
Notice that if x ⊥ u,v, we haveMM∗x = x. We can find an orthonormal basis of n− 2 vectors for (u,v)⊥.
Since any orthonormal collection of eigenvectors of a symmetric matrix can be completed to an orthonormal
basis of eigenvectors, there must exist two linearly independent eigenvectors lying in span {u,v}. If x is an










For x ∈ span {u,v}, write x = αu+ βv. Plugging into the above equation and using linear independence of












The first equation implies that either α = 0, or λ = ‖v‖22 ‖u‖22 /(u∗v)2. If α = 0, this implies that v is an
eigenvector with eigenvalue λ = 1. Plugging back into (D.8), and simplifying, we get v = 0, contradicting
u∗v 6= 0. Hence, α = 0 cannot give an eigenvector under our assumptions, and it must be that the eigenvalue
is λ = ‖v‖22 ‖u‖22 /(u∗v)2. By Cauchy-Schwarz, this quantity is strictly larger than one, and hence it is the
largest eigenvalue ofMM∗. Hence, ‖M‖ = ‖v‖2 ‖u‖2 /|u∗v|. It is straightforward to observe that this
quantity is also the norm of uv∗/u∗v.
Using this lemma and the change of variables formula, we can control the norm of the maps Pi:
Lemma D.4 For each i, ‖Pi‖L2→R ≤ 21/4βfs/`.
Proof We can define a restricted perspective projection p˜ : Γ→ ΠI (the image plane), via
p(x) = −f x〈x, e3〉 .
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The image coordinates are read off as the first two values p(x) = P12 p˜(x), via
P12 =
 1 0 0
0 1 0
 .
The map p is injective, and its inverse p−1 : im(p) ⊆ R2 → Γ exists. In our sensor model, we can write the















g(p−1z) cos4 (α(z)) dµ(z). (D.8.3)






g(p−1z) cos4 (α(z)) dµ(z).






g ◦ ϕj(w) cos4 (α(pϕj w))
∣∣∣∣det(∂ p ◦ ϕj∂w (w)
)∣∣∣∣ dµ(w).
Writing
ζj(z) = 1z∈Ii∩p[Γ∩ϕj [Uj ]].






g ◦ ϕj(w) ζj ◦ p ◦ ϕj(w) cos4(α(pϕj w))
∣∣∣∣det(∂ p ◦ ϕj∂w (w)
)∣∣∣∣ dµ(w).






(ζj ◦ p ◦ ϕj)2(w) cos8(α(pϕj w))
∣∣∣∣det(∂ p ◦ ϕj∂w (w)
)∣∣∣∣2 dµ(w).
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where in the final line, we have used the above lemma. To bound the terms in this expression, notive that










f2 + f2 tan2 α.
So, finally, we obtain ∣∣∣∣det(∂ p ◦ ϕj∂w
)∣∣∣∣ ≤ f2`2 (1 + tanα).
It is not difficult to show2 that for all α,
| cos8 α× (1 + tanα)| ≤
√
2.
















giving the desired result.











2In fact, the right hand side of (D.8) can be easily tightened to cos8 α× (1 + tanα) ≤ c < 1.1. We will not pursue tight constants
here, however.
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From Lemma D.4, we have





‖g 1Ξi‖2L2 ≤ (21/4βsf/`)2 ‖g‖2L2 ,
completing the proof.
D.9 Proof of Theorem 18.1
The set Ω0 is nonconnvex and does not appear to admit any simple description. But we can design one subset








‖Ax− Âx‖2 ≤ γ′
}
.
If γ′ ≤ γγ+1 , we have Ω1 ⊆ Ω0.
Proof







supy∈cone(Â), ‖y‖≤1 d (y, cone (A)) ≤ γ.









≤ γ′ ≤ γ
γ + 1
≤ γ.
We also have that
sup
y∈cone(Â), ‖y‖≤1
d (y, cone (A)) ≤ max
x≥0,‖Âx‖2≤1
‖Ax− Âx‖2.
Since ∀ x ≥ 0, ‖Ax− Âx‖2 ≤ γ′‖Ax‖2, we have{




x | x ≥ 0, ‖Ax‖2 ≤ 1 + ‖Ax− Âx‖2
}
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⊆
{















1− γ′ maxx≥0,‖Ax‖2≤1 ‖Ax− Âx‖2
=
γ′
1− γ′ ≤ γ.
Thus, we have Â ∈ Ω0 and the proof is complete.
Since Ω1 is defined via a bound on a supremum of convex (quadratic) functions of Â, Ω1 is a convex
subset of Ω0. On the other hand, Ω1 is not suitable for efficient optimization, because its definition involves a


















where X .= {X |X ≥ 0, X  0, 〈ATA, X〉 ≤ 1} . Then we have Ω2 ⊆ Ω1.
Proof









s.t. 〈ATA, X〉 ≤ 1
X ≥ 0, X  0
rank (X) = 1,
which implies the result.
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 0, µ ≥ 0, β ≥ 0.
Then Ω3 = Ω2.
Proof












〉 ≤ 1 (D.9.1)
X ≥ 0, X  0,








µ ≥ 0, β ≥ 0,
with zero duality gap.
In the following, we derive that dual reformulation.












〉− 1 ≤ 0 (D.9.2)
X − Y = 0
Y ∈ <n×n+ , X ∈ Sn+.
Let β ∈ < and µ ∈ <n×n correspond to the inequality constraint and equality constraint. Then the dual
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− β (〈ATA, X〉 − 1)+ 〈µ, X − Y 〉. (D.9.3)
By verifying that
max








− β (〈ATA, X〉 − 1)+ 〈µ, X − Y 〉
= max






− βATA+ µ, X
〉









+ βATA− µ ∈ Sn+ and µ ∈ <n×n+
+∞ otherwise
,








+ βATA− µ  0 (D.9.4)
µ ≥ 0, β ≥ 0.



















µ ≥ 0, β ≥ 0.





is a interior point in the
feasible set of (D.9.1). Thus by Slater’s condition, the duality gap is zero, which finishes the proof.
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Hence, instead of solving (18.0.2), we can work with
min
{
‖L‖? + λ‖S‖1 | L+ S = Â, Â ∈ Ω3
}
.
The following lemma completes our proof of Theorem 18.1:
Lemma D.8 Our relaxed convex optimization problem
min
{
‖L‖? + λ‖S‖1 | L+ S = Â, Â ∈ Ω3
}
(D.9.5)
is equivalent to problem (25) of the main paper.
Proof Problem (D.9.5)
min ‖L‖∗ + λ‖S‖1






can be easily written as
min ‖L‖∗ + λ‖S‖1
s.t.
 I L+ S −A
(L+ S −A)T βATA− µ
  0 (D.9.6)
µ ≥ 0, γ′ ≥ β ≥ 0.
Whenever (L?,S?, β?,µ?) is an optimal solution to problem (D.9.6), (L?,S?, γ′,µ?)is still feasible by
noting that
 I L? + S? −A
(L? + S? −A)T γ′ATA− µ?
 =
 I L? + S? −A
(L? + S? −A)T β?ATA− µ?
+
 0 0
0 (γ′ − β?)ATA
  0.
Moreover, the objective value does not change. Thus (L?,S?, γ′,µ?) is also an optimal solution. Therefore,
we can rewrite problem (D.9.6) as
min ‖L‖∗ + λ‖S‖1
s.t.
 I L+ S −A
(L+ S −A)T γ′ATA− µ
  0
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µ ≥ 0,
as desired.
D.10 Proof of Lemma 19.1
Proof Set G1 (L+ S) .=




 and G2 (µ) .=
 0 0
0 −µ
. It can be easily verified that


































(‖G1‖2‖ (L,S) ‖2F + ‖G2‖2‖µ‖2F )
= max
(‖G1‖2, ‖G2‖2)
= 4,
as desired.
