We prove the existence of global in time solution to Kolmogorov's two-equation model of turbulence in three dimensional domain with periodic boundary conditions under smallness assumption imposed on initial data.
Introduction
Vast majority of models of turbulence trace back to one proposed by A. N. Kolmogorov. Many ideas used in its formulation permanently changed our understanding of turbulence phenomenon and were incorporated in newly developed models (e.g. k − ε, k − ω, see [7] ). Now, we would like to recall the Kolmogorov's two equation turbulence model
div v = 0,
where v -mean velocity, ω -dissipation rate, b -2/3 of mean kinetic energy, p -sum of mean pressure and b. Despite of its huge importance, it still remains relatively little-studied. For a more exhaustive introduction to Kolmogorov' s two equation turbulence model we refer to [1] - [6] . Now, we will shortly describe the known results concerning this model. In [1] , the Authors consider the system in a bounded C 1,1 domain with mixed boundary conditions for b and ω and stick-slip boundary condition for velocity v. In order to overcome the difficulties related with the last term on the right hand side of (3) the problem is reformulated and the quantity E := 1 2 |v| 2 + 2ν 0 κ 4 b is introduced. Then, the equation (3) is replaced by
Then, there is established the existence of global-in-time weak solution to the reformulated problem. It is also worth mentioning that in [1] the assumption related to the initial value of b admit vanishing of b 0 in some points of the domain. More precisely, the existence of weak solution is proved under the conditions b 0 ∈ L 1 , b 0 > 0 a.e. and ln b 0 ∈ L 1 . In the paper [4] , the system (1)-(4) is considered in periodic domain. It is proved the existence of global-in-time weak solution, but due to the presence of the strongly nonlinear term b ω |D(v)| 2 , the weak form of equation (3) have to be corrected by a positive measure µ, which is zero, provided weak solution is sufficiently regular. There are also obtained the estimates for ω and b (see (4.2) in [4] ). These observations are crucial in our reasoning presented below. Concerning to initial value of b, the Authors assume that b 0 is uniformly positive.
In [3] it is studied a local in time existence of solution to the system (1)-(4) with periodic boundary condition. More precisely, if the initial data belong to Sobolev space H 2 (Ω) and b 0 (x) ≥ b min > 0, ω 0 (x) ≥ ω min > 0, then there exists positive t * and the solution exists on the time interval [0, t * ). Moreover, solution belongs to L 2 (0, t * ; H 3 (Ω)) ∩ H 1 (0, t * ; H 1 (Ω)) ∩ L ∞ (0, t * ; H 2 (Ω)). Additionally, there is proved an estimate for minimal time of existence of solution in terms of initial data. This last result is crucial in our proof of the existence global-in-time solution.
In the presented paper we formulate the conditions, which guarantee the globalin-time existence of solution to (1)-(4). These results are given in Theorem 2 and Corollary 1. At the outset we shall establish the notation. Assume that Ω = 3 i=1 (0, L i ), L i > 0 and Ω T = Ω × (0, T ). We shall consider problem (1)- (4) in Ω T , where v, ω, b are periodic on Ω,
Here ν 0 , κ 1 , . . . , κ 4 are positive constants. We assume that all these constant except κ 2 are equal to one. As we will see, κ 2 plays a special role in our system and it determines the long-time behavior of the fraction b ω .
We shall show the global-in-time existence of regular solution of problem (1)- (6) under some smallness assumption imposed on the initial data. Suppose that there exist positive numbers b min , ω min , ω max such that
on Ω.
Notation
In this section we introduce the notation. Firstly, we set
We also define
where C p is Poincare constant for the domain Ω, i.e. f 2 ≤ C p ∇f 2 for f smooth such that Ω f dx = 0. In addition, we need the following functions
and
Now, let us define function spaces. If m ∈ N, then we denote by V m the space of restrictions to Ω of the functions, which belong to the space
Next, we defineV
We shall find global solution of the system (1)- (6) 
(20) We denote by · k,2 the norm in the Sobolev space, i.e.
where · 2 is L 2 norm on Ω. Now, we introduce the notion of solution to the system (1)- (4) . We shall show that for any v 0 ∈V 2 div and strictly positive ω 0 , b 0 ∈ V 2 , if H 2 norms of the initial data are sufficiently small, then there exist
for a.a. t ∈ (0, T ), where µ = b ω and (6) holds. Recall that D(v) denotes the symmetric part of ∇v and (·, ·) is inner product in L 2 (Ω).
In [3] it was shown that for appropriately regular initial data there exists local in time regular solution. We recall this result below.
Theorem 1 (Thm. 1 [3] ). Assume that ω 0 , b 0 ∈ V 2 , v 0 ∈V 2 div and (7), (8) hold. Then there exist positive t * and (v, ω, b) ∈ X (t * ) solution to (1)- (6) in Ω t * . Furthermore, for each (x, t) ∈ Ω × [0, t * ) the following estimates
hold. The time of existence of solution is estimated from below in the following sense: for each positive δ and compact
then t * ≥ t * K,δ . Now, we formulate the main result involving the global existence of regular solutions to system (1)- (6) .
There exists a constant C Ω,κ 2 with the following property: for any ω 0 , b 0 ∈ V 2 , v 0 ∈V 2 div , if (7) , (8) hold and
for some T ∈ (0, ∞], then there exists a unique (v, ω, b) ∈ X (T ) solution to (1)- (6) in Ω T .
We recall that we impose the constants ν 0 , κ 1 , κ 3 and κ 4 are equal to one. In general case, if all these constants are positive and arbitrary the constant in the above result will depend on ν 0 , κ 1 , . . . , κ 4 and Ω. The functions µ t min and Z 0 (t) were defined in (11) and (17), respectively. Remark 1. The condition (27) involves only the initial data: v 0 , ω 0 , b 0 , the parameters of the system: ν 0 , κ 1 , . . . , κ 4 and Ω.
As a consequence of theorem 2 we have (7), (8) hold. We denote
where C Ω,κ 2 is the constant given in theorem 2 and Y 2 , A(t), . . . , D(t) were defined in (12)-(16). Then a 0 is finite. If in addition,
hold, then the system (1)-(6) has a unique global solution in X (∞).
Proof of Theorem 2
We need the following auxiliary results. (6) , then the following estimates
b min
Then, by (7) and (8) there exists t 1 ∈ (0, T ) such that
We denote by f + and f − the non-negative and non-positive parts of function f , i.e.
where we used the condition div v = 0. Using the equality (ω t min ) ,t = −κ 2 (ω t min ) 2 we may write
. After applying (32) we get
By Gronwall inequality and (8) we deduce that
where we used the condition div v = 0. By applying (32) we get
From (32) and (34) we get
for t ∈ (0, t 1 ) hence, we obtain
The right-hand side in non-positive thus, we from (32) have b min
By the previous step we have t * 1 ≥ t 1 > 0. If t * 1 < T , then by continuity of ω, b and (33)-(35) there exists t 2 ∈ (t * 1 , T ) such that
and we may repeat the argument from the first part of the proof and as a consequence we get t 2 ≤ t * 1 . This contradiction means that t * 1 = T and the proof is finished.
Proposition 2. For any T > 0, the problem (1)- (6) has at most one solution in X (T ).
and we test the equations for v 1 and v 2 by v.
After subtracting the equations for v i we get
By proposition 1 we have b 1 ω 1 ≥ µ t min thus, by Hölder inequality we get
By proposition 1 functions ω 1 and ω 2 are estimated from below by ω t min hence, if we apply Young inequality and Sobolev embedding theorem, then we obtain
where C depends only on Ω. Now, we test the equations for ω 1 and ω 2 by ω = ω 1 −ω 2 and as a result we obtain
From Hölder inequality and (30) we get
By Young inequality and Sobolev embedding theorem we obtain
where C depends only on Ω and κ 2 . Finally, we test the equations for b 1 and b 2 by b = b 1 − b 2 and we get
We note that the last term on the right-hand side is equal to
From Hölder inequality and (30), (31) we get
Applying Young inequality and Sobolev embedding theorem we obtain
If we sum the inequalities (36)-(38), then we obtain
By the assumption, v(0) = 0, ω(0) = 0, b(0) = 0 thus, by Gronwall inequality we get v ≡ 0, ω ≡ 0 and b ≡ 0 on Ω T and the proof is finished.
Suppose that the assumptions of theorem 2 hold. Then, by theorem 1 there exists regular, local in time solution to the system (1)- (6) , which belongs to X (T 0 ) for some positive T 0 . From Proposition 2 it is unique solution in X (T 0 ). We will show that provided the smallness condition imposed on initial data (formulated in (27)), the solution exists on [0, T ). In particular, if (27) holds with T = ∞, then the solution is global, i.e. it belongs to X (∞). Firstly, we denote T * = sup{t * > 0 : system (1)-(6) has a solution (v, ω, b) in X (t * )}.
(39)
We note that T * ≥ T 0 > 0. By Proposition 2 there exists (v, ω, b) the unique solution of (1)-(6) in X (T * ), i.e. the following identities
hold for a.a. t ∈ (0, T * ), where (·, ·) denotes inner product in L 2 (Ω). By Proposition 1 functions ω and b satisfy
We shall show that if the condition (27) holds with some T , then T * ≥ T . As it will be explained in the proof of Corollary 1, the condition (27) holds, provided the initial data are sufficiently small.
To prove the result we suppose that T * < T and we shall show that it leads to a contradiction. The idea of the proof is as follows: we shall show that under smallness assumption (27) we are able to obtain an estimate for solution in H 2 (Ω) norm, which is uniform with respect to t ∈ [0, T * ]. Next, by applying Theorem 1 and Proposition 1 we will be able to extend the solution beyond T * and this is a contradiction with the definition of T * . Therefore, the key step in the proof is to get the estimates in H 2 norm for solution (v, ω, b). First we deal with lower order terms.
Lower order estimates
In this subsection estimate the L 2 -norm of v and next, the L 1 -norm of b. 
Proof. We test the equation (40) by v and we get
where we applied the condition div v = 0. Using the notation (11) and estimate (43) we obtain
The mean value of components of v are zero thus, from the Poincare inequality we get 1 2
By applying (11) we may write explicitly
Multiplying by appropriate exponential function, after integration we obtain
(49) where we used the condition κ 2 > 1 2 . It is worth mentioning that this condition imposed on κ 2 implies decay the right-hand side of (49).
Next, if we test the equation (41) by z = ω, then after integration by parts and using (43) we get 1 2
thus, we have (45). Now, let us turn our attention to b. We can not obtain an pointwise estimate from above for b. However, we are able to estimate L 1 norm of b. Indeed, we test the equation (42) by q ≡ 1 and we get
After applying (7), (10) and (43) we get
We note that term b ω |D(v)| 2 , 1 is equal to b ω D(v), D(v) thus, we can use the equation (47) and we obtain
From (9) and (43) we may estimate ω from below and we obtain
We integrate both sides from 0 to t and we get
Using Grownwall inequality we get
Higher order estimates
In this section we will obtain estimates for ∆v(t) 2 , ∆ω(t) 2 and ∆b(t) 2 . Having these estimates and results of the previous section we will be able to control the H 2 norm. From (40)-(42) we get
for a.a. t ∈ (0, T * ), where the test functions are such that ∆ 2 w ∈V 1 div , ∆ 2 z ∈ V 1 and ∆ 2 q ∈ V 1 . If we integrate by parts and use the condition div v = 0, then we obtain
for a.a. t ∈ (0, T * ), where ·, · denotes duality pairing between V 1 (Ω) and (V 1 ) * . The density argument and regularity of (v, ω, b) allow us to test the system (54)-(56) by solution thus, we obtain
for a.a. t ∈ (0, T * ). We see that in the above equations some terms are similar and can be treated in the same way. To simplify further calculations let us analyse these terms beforehand. The first term is of the following form
In this case we may write
(60) On the right-hand side we can control the sign only of the first term hence, to simplify the future calculations we define W (f ) using the last six expressions, i.e.
Similarly we define W (v)
Using this notation the system (57)-(59) may be written in the following way
We recall that by applying (11) and (43) we get the bound from below
thus, from (63) we obtain
To estimate the right-hand side we use the Hölder inequality and we get
Then, applying Sobolev inequalities and Gagliardo-Nierenberg inequality (84) we get
where C depends only on Ω. If we use the interpolating inequality v 3 ≤ C v 2 , then we obtain 
Now let us turn our attention to equation (65). We integrate by parts −(∆ (bω) , ∆b) = −(ω∆b, ∆b) − 2(∇ω∇b, ∆b) − (b∆ω, ∆b),
Using the above calculations we may write (65) in the following form
The third term on the right-hand side is non-positive hence, it can be omitted. Thus, using (66) we have
From Hölder inequality we obtain 
where C = C(Ω, κ 2 ). Applying Poincare inequality we get X 1 ≤ C 2 p X 2 thus, we may simplify further
By (11) and (46) we have b(t) 1 ≤ b max (t) hence, using (13), (44) and (72) we have 
where C Ω,κ 2 depends only on Ω, κ 2 and we used the notation (14)-(16). We denote Z(t) = b max (t) + A(t)X 
Thus, the inequality (77) may be written in the following form d dt X 2 (t) + µ t min − C Ω,κ 2 Z(t) X 3 (t) ≤ −µ t min X 3 (t).
By Poincare inequality we get
By definition (12) and (72) we have Y 2 (0) = X 2 (0) hence, using (17) and (78) we get Z 0 (0) = Z(0). Next, by assumption (27) we have b min ω max − C Ω,κ 2 Z 0 (0) > 0 thus, we have b min ω max − C Ω,κ 2 Z(0) > 0.
We note that (v, ω, b) ∈ L 2 ([0, T * ); H 3 (Ω)) and (v ,t , ω ,t , b ,t ) ∈ L 2 ([0, T * ); H 1 (Ω)) hence, we have X 2 ∈ C([0, T * )). Therefore, there are two possibilities:
∀t ∈ [0, T * ) µ t min − C Ω,κ 2 Z(t) > 0 or ∃t * ∈ (0, T * ) µ t * min − Z(t * ) = 0. In the first case, the inequality (79) gives a uniform estimate
