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Regularization in Deep Neural Networks
by
Guoliang Kang
Recent years have witnessed the great success of deep learning. As the deep ar-
chitecture becomes larger and deeper, it is easy to overfit to relatively small amount
of data. Regularization has proved to be an effective way to reduce overfitting in
traditional statistical learning area. In the context of deep learning, some special de-
sign is required to regularize their training process. Generally, we firstly proposed a
new regularization technique named “Shakeout” to improve the generalization abil-
ity of deep neural networks beyond Dropout, via introducing a combination of L0,
L1, and L2 regularization effect into the network training. Then we considered the
unsupervised domain adaptation setting where the source domain data is labeled
and the target domain data is unlabeled. We proposed “deep adversarial attention
alignment” to regularize the behavior of the convolutional layers. Such regulariza-
tion reduces the domain shift existing at the start in the convolutional layers which
has been ignored by previous works and leads to superior adaptation results.
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3.1 Comparison between Shakeout and Dropout operations. This figure
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random switch r̂ controls how each w is modified. The manipulation
of w is illustrated within the amplifier icons (the red curves, best
seen with colors). The coefficients are α = 1/(1− τ) and
β(w) = cs(w), where s(w) extracts the sign of w and c > 0,
τ ∈ [0, 1]. Note the sign of β(w) is always the same as that of w.
The magnitudes of coefficients α and β(w) are determined by the
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3.9 Distributions of the maximum magnitude of the weights connected
to the same input unit of a layer. The maximum magnitude of the
weights connected to one input unit can be regarded as a metric of
the importance of that unit. The experiments are conducted using
AlexNet on ImageNet-2012 dataset. For Shakeout, the units can be
approximately separated into two groups and the one around zero is
less important than the other, whereas for Dropout, the units are
more concentrated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.11 The value of −V (D,G) as a function of iteration for the training
process of DCGAN. DCGANs are trained using standard BP,
Dropout and Shakeout for comparison. Dropout or Shakeout is
applied on the discriminator of GAN. . . . . . . . . . . . . . . . . . . 42
3.10 Relative accuracy loss as a function of the weight pruning ratio for
Dropout and Shakeout based on AlexNet architecture on
ImageNet-2012. The relative accuracy loss for Dropout is much
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3.13 Validation error as a function of training epoch for Dropout and
Shakeout on CIFAR-10 with training set size at 40000. The
architecture adopted is WRN-16-4. “DPO” and “SKO” represent
“Dropout” and “Shakeout” respectively. The following two numbers
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