where Hamiltonian H = H(x, p) and initial datum u 0 satisfy the following assumptions:
, where C k p (R N ) denotes the set of functions in C k (R N ) that are polynomially growing for any multi-index α ∈ (Z + ) N with 0 ≤ |α| ≤ k.
(A3) There exist constants κ 1 , κ 2 > 0 such that
where D 
As a typical example satisfying (A1)-(A5), we have in mind Hamiltonians of the form
Under these assumptions, we study the large time behavior of solutions of (1), specifically, convergence of the form
where λ is a real constant which represents the growth rate of the solution and φ is a function on R N regarded as a stationary state of the normalized solution u(T, · ) + λT as T → ∞. Pair (λ, φ) in (3) turns out to be a solution of the time-independent equation, or ergodic problem
Asymptotic behavior of type (3) has been studied in [1, 2] for similar types of second-order parabolic equations. Paper [1] We now state our main theorems.
Theorem 1. Assume (A1)-(A4). Then, there exists a unique real constant λ * such that (4) with
λ = λ * has a solution φ ∈ C 2 (R N ) in the class Φ 0 . Moreover, if φ, ψ ∈ C 2 (R N ) are two solutions of (4) with λ = λ * , then φ − ψ is constant in R N .
Theorem 2. Assume (A1)-(A5) and (B1). Then, there exists a unique solution
u ∈ C 1,2 ((0, ∞) × R N ) ∩ C([0, ∞) × R N ) of (1) such that inf 0≤t≤T inf x∈R N (u(t, x) − φ 0 (x)) > −∞ for all T > 0.
Theorem 3. Assume (A1)-(A5) and (B1). Let u be the solution of (1), and let λ * be the constant in Theorem 1. Suppose also that
Then, convergence (3) holds for some solution φ ∈ Φ 0 of (4).
We emphasize here that Theorem 3 is not obvious at all since solutions of (4) admit ambiguity of additive constants. In fact, φ in (3) depends on the choice of u 0 . Unfortunately, we do not know if (5) is always true. The following (A6) is a sufficient condition for the validity of (5).
for some C > 0 and 0 < α < κ 1 /κ 2 , where κ 1 , κ 2 > 0 are the constants in (A3).
Theorem 4. Assume (A1)-(A5), (B1), and either (A6) or κ 1 = κ 2 in (A3). Then, (5) is valid.
To prove these theorems, we employ both analytical and probabilistic arguments.
Remark. Initial value problem (1) has a stochastic control interpretation. For each T > 0 and x ∈ R N , we consider the following minimizing problem: Remark. Papers [5, 6] deal with similar types of asymptotic problems in the context of mathematical finance. In those papers, more specific Hamilton-Jacobi-Bellman equations with constant initial data are discussed under slightly different types of assumptions. Concerning the large time behavior of solutions, they prove the following:
These convergences are automatically valid if our "unnormalized" (3) is true. Notice here that φ in the second convergence does not rely on the choice of initial function, whereas φ in (3) does depend on u 0 .
