ABSTRACT Advanced engine control, such as active control, often involves controlling engine with more control variables at a wider frequency range. When the conventional successive-loop-closure technology is applied to design controller with more objectives and controls, it will lead to multi-loop interleaving, and prevent the responses of the lower frequency control loops from meeting the requirements and hence exploiting the potential of the engine. A modified multivariable decoupling method in frequency domain is presented to improve the robustness and decoupling of the system and proved that it is equivalent to Rosenbrock's modified method at a single frequency, and then extended to a weighted formulation on a certain frequency range. Finally, the modified method is used to design steady-state decoupling controller, and a multivariable gain-scheduling controller for large transient is formulated as the weighted function of a family of designed decoupling controllers, whose weights are chosen as transfer function of neural network optimized by BP algorithm. Computational results are presented for controlling the small and large transient of a military aircraft turbofan engine, and the simulations show that compared with standard Hawkins's method, the resultant compensated system designed by the modified method is of better good decoupling and robustness.
I. INTRODUCTION
With the development of aero-engine technology and the increasing demand for aero-engine performance, the number of parameters that need to be adjusted and controlled variables is increasing, and the complexity of control is also growing. With the increase of engine structure complexity, on one hand, the number of variables used to adjust performance by the control system increases, but on the other hand, it becomes more difficult how to choose and match the control variables and the controlled variables to form the high-performance multivariable control system of engine and formulate reasonable control laws. The function of full authority digital electronic control (FADEC) system is not only confined to quality control of some key parameters in the traditional sense, but also undertakes the responsibility such as the engine state monitoring, active control, fault-tolerant control, engine health prediction and management and so on. In the past, multi-loop decoupling control technology is evolving into multi-factor, multi-constrained and multivariable integrated control technology [1] .
Advanced engine active controls, such as combustion control, flow control, stability control, etc. operate at higher frequency region [2] , [3] , while conventional FADEC usually operate in the lower frequency band. When the multi-loop control is adopted, the conventional ''successive loop closure'' design will restrict the application of the loop-shaping control design method because of the multi-band interleaving one side, and prevent the response speed of lower frequency loops from meeting the requirements of the control system and hence exploiting the potential of the engine on the other side [1] , [2] .
With the rapid development of military science, aerospace science and modern industry, control science is rapidly updated. After study of many scholars, control theory in frequency domain has been developed from the classical single-variable frequency domain design to the modern multivariable frequency domain design [4] - [6] . Compared with single-variable system, multivariable plant is characterized by the presence of the basic coupling phenomena [7] - [9] . Rosenbrock et al proposed the decoupling method called Inverse Nyquist Array (INA) after studying the relationship between frequency domain method and time domain method of multivariable system: if the transfer function matrix of the multivariable controlled plant is transformed to diagonal dominance matrix, pseudo-decoupling will be achieved and multivariable closed-loop system can be designed as several single-variable loops [4] , [7] , [9] . According to the literature [7] , [9] , Nyquist array method is successfully used to solve the distillation tower, gas turbine power generation, aircraft control system and many other practical problems.
The concept of diagonal dominance has arisen as a prerequisite to the use of two multivariable design procedures, namely the Nyquist and inverse-Nyquist array techniques. Although much has been written of the multivariable design techniques, very little guidance has been forthcoming on making a system transfer diagonally dominant. Hawkins develops the technique of pseudodiagonalisation and Hannah extends this work as a nonlinear optimization problem with some success. Hannah also gives some guidelines for choosing constant precompensators based on the system impulse response matrix, but these results are given as observations and without theoretical justification [10] . The method of pseudodiagonalization at the single frequency point is extended to a certain frequency band and a method for solving the constant compensation matrix is given in [11] . In [12] , a robust pseudodiagonalization method at the single frequency point is provided. A decoupling method given in [13] requires that diagonal elements of the system transfer matrix have no right half-plane zeros. Rosenbrock's improvement on Hawkins's method gives the least-squares solution for obtaining the diagonal dominance of system matrix from the perspective of the range space and the projection space. In this paper, the Hawkins's method is improved to give a computational method of the dynamic compensation matrix on a certain frequency band, which is equivalent to the Rosenbrock's modified method [10] at a single frequency and has no special requirement for the system matrix and no trial-and-error process. Finally, the improved pseudodiagonalization method presented is applied to the design of multivariable decoupling controller for military two-spool mixed turbofan engine. The block diagram in Fig. 1 shows the control architecture used for turbofan engine in this paper, which is composed of Command Shaping, Trajectory Generator, Multivariable Control, Engine Protection, Engine and other modules, where us indicating control variables, ys indicating engine outputs and so on. The method proposed in the paper is used to design the controller to span the gain-scheduling matrix C y (θ ) in Multivariable Control module and demonstrated at the control system show in Fig.1 .
II. PSEUDODIAGONALISATION
A typical control block diagram for Nyquist and inverseNyquist array techniques is shown in Fig. 2 , there are system inputs R(s), system outputs Y (s), controlled plant G(s), precompensator K pre (s), postcompensator K post (s), dynamic compensator K c (s), feedback gain matrix F(s). K pre (s) and K post (s) are used to produce the diagonally dominant system transfer function matrix Q(s) = K post (s)G(s)K pre (s), F(s) is for the dynamic performance of single loop, and K c (s) for dynamic compensation. In order to apply the Nyquist array method to design the controller, the key is to make the transfer function matrix Q(s) orQ(s) (Q(s) is inverse of Q(s), similar to the following) hold diagonal dominance. Usually Q(s) orQ(s) may not have a diagonal dominance, so it may be considered to introduce a compensator K pre (s) or K post (s) to obtain a diagonal dominance of Q(s) orQ(s).
A. SUMMARY OF HAWKINS's METHOD AND ROSENBROCK's MODIFIED METHOD
There are two main methods of obtaining the compensator: one is cut-and-try method based on row or column transformation, and another is pseudodiagonalization method proposed by Hawkins [4] . The Hawkins's method is extended to a called improved dynamic pseudodiagonalization method in the next section.
In Hawkins's method, constant matrix
a frequency by inverse of matrix, where
idempotent matrix with unity in the j-th diagonal entries.
For the j-th column vector q j of matrix Q(s) = G(s)K, q j = (I − P j + P j )q j = (I − P j )q j + P j q j , where (I −P j )q j ⊥P j q j . A geometric interpretation is given in Fig. 3 , where OQ represents q j 2 , OB represents P j q j 2 and BQ represents length (I − P j )q j 2 . It turns out that
To ensure that q jj 2 won't become too small while m i=1,i =j q ij 2 is minimized, Rosenbrock provides a solution of Rosenbrock's modified problem namely min
B. IMPROVED DYNAMIC PSEUDODIAGONALIZATION METHOD
There are some problems in Hawkins's method and some relevant complementary improved considerations (illustrated in terms of precompensator K pre (s))
1) EXTENSION OF PSEUDODIAGONALIZATION COMPENSATOR K
Hawkins's method was originally applied to designK for G(s) instead of designing K at first hand, but ifK has zeros in the right half plane (RHP), the resulting constant K will be unstable. Herein K is directly designed for G(s) in order to avoid instability may occur in solving inverse of matrix process. Considering good quality of PID control on static and dynamic compensation of the system and to enhance the ability of K approximating the ideal decoupling matrix, the constant matrix K is extended to PID-kind form
where α, β ∈ Z + , which can be taken as a function approximation to a optimal decoupling controller for G(s) in the form of Laurent series based on the Stone-Weierstrass theorem.
2) A MODIFIED OPTIMAL PROGRAMMING PROBLEM
For α, β ≥ 1 in (3), the condition k T j k j = 1 in Hawkins's method will lose the role of limiting the norm of k j . In order to avoid using the constraint k T j k j = 1 and the case occurs in the Hawkins's method that when
q jj 2 may also become smaller at the same time, the modified minimization problem is selected as
It is clear that (4) is equivalent to minimize column dominance θ j or the projection angle γ . In addition, special emphasis is given on that minimization objective is chosen as the row
The gain matrix K(s) in complex frequency domain provided by (2) is the same as that by (4) at a frequency point, and a formal proof of this based on the normalized eigenvalue/ eigenvector problem is provided in the following subsection.
3) PROOF OF EQUIVALENCE
The j-th column of K(s) is defined by
Hence j-th column of Q(s) = G(s)K can be written as
and thus rewritten in the vector operation form q j =Ḡk j , whereḠ
where * denotes the conjugate transpose, and similarly
(i) Adjoin the constraints in Rosenbrock's modified formulation in (2) to obtain the Lagrange penalty function
). Substitute for (1), (5) and (6), then
Under the condition of optimality ∇J R = 0 obtain J R ≥ λµ 2 ; seek therefore the smallest non-negative eigenvalue λ min satisfyinḡ
from which the corresponding normalized eigenvectork j forms the required precompensator column k j of K(s).
(ii) According to (5) and (6), the formulation in (4) can be expressed as
i.e. the generalized Rayleigh quotient ofḠ * (I − P j )Ḡ with respect toḠ * P jḠ , which is equivalent to the generalized eigenvalue problem [14] 
Clearly (7) and (9) together give the solution of Rosenbrock's constrained optimal problem lies on the same ray as the solution of the unconstrained formulation in (4).
4) FREQUENCY WEIGHTED FORMULATION
Revisiting the previous formulation in (4), the modified minimization problem can further be extended to the weighted sum/integral form on some frequency band [ω 1 , ω 2 ] to improve the performance of compensated system Q(s) in the concerned frequency range,
where w(ω) is frequency-dependent weight.
Similarly define W j = w(ω)P j , hence
Thus
where the integral N j = [15] .
Following the deduction described in (5), it is obvious thatk T j N jkj is real, N j is conjugate symmetric and Re{N j } is real symmetric positive definite, sok
which is equivalent to normalized eigenvector problem
Since Re{D j } is real symmetric positive definite, there exists the singular value decomposition of Re{D j }:
, where U is unitary matrix and is diagonal matrix of singular values. Letk j = U − 1 2 x j , (15) can be transformed to general eigenvalue problem
Let J min denote the minimum eigenvalue of (16), x j,min denote the corresponding eigenvector, then min k j J = J min and the solution of (10) isk j = U − 1 2 x j,min accordingly. Obviously the method described above also has application to design of postcompensator K post (s), which is reiterated no more here.
Specially, k j is selected the ''PI'' form k j = k 0j + k −1j s −1 often used in aero-engine control, Re{N j } and Re{D j } can be unfolded in detail as
whose upper-left m × m blocks is applied to the ''P'' form k j = k 0j accordingly.
C. ROBUSTNESS ANALYSIS
The robustness of control system generally refers to the ability of system to maintain a certain original quality when its parameters or structure are perturbed. In particular, robustness often refers to robust stability, that is, the ability of the system to remain stable when its parameters or structures are perturbed. However always more or less some uncertainties exist in the actual system, and sometime nonlinear or highfrequency small parameters are deliberately treated as uncertainty [7] for simplicity of studying even though realy not uncertain per se. There are usually two types of criteria for analyzing the robustness of a given system: one is the norm method and the other is the eigenvalue region method. These two kinds of robustness criteria are valuable for the analysis of a given system, but they are often inconvenient for robust control system design, the reason for which lies in the fact that the criteria themselves become quite complex and even difficult to use because of the excessive pursuit of reduction in conservative. In fact, the design problem of the robust control system does not pursue the accuracy of the criterion too much, but more attention is paid to make system become as robust as possible. The pseudodiagonalization method can improve the system's diagonal dominance and thus enhance the robustness of the system. A simple analysis for this is given as follows.
Consider the perturbed systemẋ(t) = (A + A)x(t), where A is the perturbation matrix of system matrix A.
If the similar diagonalization transformation of A is available, i.e., R −1 AR = diag{λ i }, where R is the eigenvector matrix. Let λ be the eigenvalue of matrix (A + A), that is, (A + A − λI) are singular, and since
so obviously the right-hand side of equation in (19) is also singular. Here are two cases for discussion:
(ii) λ = λ i for ∀i, then the right side of (19) can be rewritten as
thus the matrix in square brackets in the right end of (20) is singular, which along with the fact that the eigenvalue of (I + X) can not be zero if X < 1, gives
i.e.
Finally in both above cases,
where κ(R) = R −1 2 R 2 is commonly known as number condition [14] of matrix R.
Hereinbefore it has been proved that the sensitivity of the eigenvalue of the system matrix A to the perturbation depends on the magnitude of κ(R), and the smaller κ(R), less sensitive the eigenvalue of the system matrix A to perturbation as shown in (24). From [14] , κ(R) satisfies
Revisiting the system matrix Q compensated to be diagonally dominant, the necessary and sufficient conditions of matrix Q unitary similar to the diagonal matrix is that Q is normal matrix. If Q is normal matrix, then eigenvector matrix R of Q is unitary matrix and κ(R) = 1, i.e. the least upper bound of the sensitivity of system eigenvalue/ eigenfunction to the perturbation arrives at a minimum Q 2 , which indicates the system Q becomes more robust. Diagonal matrix is a special kind of normal matrix, so if the coupling of system is reduced to make it have more possible diagonal dominance, then the system will be more close to be normal, and thus the system will be of good robustness.
III. COMPUTATIONAL RESULTS

A. MULTIVARIABLE DECOUPLING CONTROLLER DESIGN AND ANALYSIS IN SMALL TRANSIENT
A linear model of small bypass ratio turbofan engine [2] linearized about one steady state point (height H = 0km, mach number Ma = 0 and low-pressure speed n L = 80%) is taken as example to illustrate the pseudodiagonalization method described above, and its state-space form is ẋ(t) = Ax(t) + Bu(t) y(t) = Cx(t) + Du(t)
where the state The transfer function matrix form of (26) is G(s) = C(sI − A) −1 B + D, whose Nyquist array is shown in Fig.4 , and the upper-left Gershgorin band is wide and overlays the origin, so there is strong coupling in system. The Bode diagram of column dominance ω − 20 log 10 θ i (ω) is shown in Fig.5 , and the dominance of 1-th column is larger than 1(>0 in the Bode diagram), i.e. G(s) isn't diagonally dominant.
If K pre (s) is chosen as P form, then K pre (s) can be solved by the improved method in above section (choose uniform weight w(ω) for simplify here, or as needed), The direct Nyquist array of the compensated system Q 1 (s) = G(s)K pre1 (s) is shown in Fig. 6 , and the Gershgorin bands don't overlay the origin and their width is narrower, so coupling of system becomes weaker. Accordingly the Bode diagram of column dominance is shown in Fig. 7 , and the column dominance is less than 1, i.e. the compensated system Q 1 (s) is closer to be diagonal. The column dominance of compensated system given by the standard Hawkins's approach is also shown in Fig. 6 , and by comparison, the diagonal dominance given by the improved method is better than by the standard Hawkins's approach partly.
The zero-pole map of the open-loop polynomial of Q 1 (s) is shown in Fig. 8 , and there is no zero in the right half plane. In conjunction with Fig. 6 , it is observed that the unit feedback of closed-loop system is asymptotically stable by the positive Nyquist criterion [4] . For the diagonally dominant system Q 1 (s), the dynamic compensator K c1 (s), that is, a PI controller is simply designed for each decoupled control loop to improve the closed-loop dynamic characteristics. The resultant closed-loop system, unit step response shown in Fig. 9 , has a good dynamic response and decoupling effect.
When the engine runs at operating point (height H = 18km, Mach number Ma = 1.8 and low-pressure speed n L = 96%), the coefficient matrices in equation in (26) Step responses of closedloop n L &n H at nominal point.
The closed-loop simulation is run at this operating point still with the previously designed precompensator K pre1 (s) and dynamic compensator K c1 (s), and the unit step response is shown in Fig. 10 . It can be seen that the closed-loop system still has a good dynamic response and decoupling effect, indicating the designed controller has a certain degree of robustness.
If taken as ''PI'' type, K pre (s) can be similarly recalculated as before
The Nyquist array of the compensated system Q 2 (s) = G(s)K pre2 (s) is shown in Fig. 11 , and the Gershgorin bands don't overlay the origin and the width is narrower to a higher degree, so coupling of system becomes much weaker. The Bode diagram of column dominance is shown in Fig. 12 accordingly, and the column dominance is far less than 1, i.e. the compensated system Q 2 (s) is much closer to diagonal matrix than Q 1 (s), which implies the PI form of K pre (s) can improve the diagonal dominance much efficiently, i.e. in plain words, the extended PID-kind form in (3) can approximate the optimal decoupling controller for G(s) more closely. The column dominance of compensated system FIGURE 10.
Step responses of closed-loop n L &n H at other point. given by the standard Hawkins's approach is also shown in Fig.5 , and by comparison, the diagonal dominance given by the improved method is more obvious.
From Fig. 13 , it can be seen that minimum singular value σ (Q 2 ) of Q 2 (s) is larger than σ (G) below crossing frequency so Q 2 (s) has better command tracking and interference attenuation, and maximum singular valueσ (Q 2 ) of Q 2 (s) is smaller than thatσ (G) at higher frequency range and therefore Q 2 (s) has robust stability with regard to sensor noise suppression and higher frequency unmodeled dynamics. Similarly, a PI compensator K c2 (s) is designed for every channel of the compensation system Q 2 (s). The unit step responses of n L and n H under the control of K pre2 (s) and K c2 (s) are shown in Fig. 14, which shows that the closed loop system has better dynamic response and decoupling effect than under the control of K pre1 (s) and K c1 (s).
B. MULTIVARIABLE GAIN-SCHEDULING CONTROL SYNTHESIS AND EVALUATION IN LARGE TRANSIENT
It is clear that the functional space of nonlinear multivariable controller is infinite, so in order to calculate the solution of controller, some approximation needs to do. With the idea in function approximation of neural network (NN)/support vector machine (SVM) and membership in fuzzy control, the envelope of the engine parameterized by the high and low pressure relative corrected speedN H ,cor andN L,cor is divided into four subspaces as shown in Fig. 15 . A family of linear models in the form of (26) is linearized at the red dots in Fig. 15 , and a family of multivariable decoupling controllers are designed for every linearized model as the previous section respectively, then the controller family designed is taken as basis of subspace in which nonlinear optimal multivariable controller is approximated. The controller Step response of closed-loop n L &n H at other point. which parameter point (n * L,cor ,n * H ,cor ) is not at the lattice of the known controller design point (i.e. red dots in Fig. 15 ) can be expressed as a weighted function of the designed controllers near (n * L,cor ,n * H ,cor ), and every weight coefficient or the membership degree of the designed controllers at point (n * L,cor ,n * H ,cor ) is formulated as the transfer function of fuzzy neural network and optimized by well-known BP algorithm. The control outputs of nonlinear multivariable controllers in different subspaces are fused by higher level membership degree and min-max selection. Thus a nonlinear multivariable controller is obtained by ''blending''a family of multivariable decoupling controllers designed by the improved pseudodiagonalization method.
Finally, a lapse-rate transient of a small bypass-ratio turbofan engine is considered that the engine characteristics will vary largely during the transient process. The resultant nonlinear multivariable controller is applied to the engine and demonstrated in the closed-loop simulation.
In the transient process, the engine is initially acceralated from lower state to the maximum state. During 15s to 25s, afterburner fuel W fa as a disturbance is turned on to start afterburnning. After the afterburnning is on, only the main fuel flow W fm is adjusted at the beginning, then the nozzle area A 8 begin to be adjusted at 18s while the main fuel flow W fm is controlled. Fig. 16 shows graphs of desired and actual response of n L and n H . Initially n L and n H can well follow the respective desired response under the control of W fm because of the designed matching of n L and n H . After afterburnning turns on, the high-pressure spool speed n H is maintained by W fm , however the low-pressure spool speed n L decreases due to reduction of low-pressure turbine pressure ratio caused by afterburnning. The nozzle area A 8 is adjusted to change the low-pressure turbine exit pressure to control low-pressure turbine pressure ratio, then n L and n H can follow the desired response simultaneously. The historical curves of controls are also shown in Fig. 16. Fig. 17 shows the trajectory of n L,cor andn H ,cor in the scheduling parameter envelop, and it implies the resultant controller has some robustness and generalization ability even outside the design region.
IV. CONCLUSION
To improve the robustness and decoupling of the multivariable control system designed by Hawkins's pseudodiagonalization method, constant compensation matrix is extended to PID-kind form to enhance the ability of compensation controller approximating the optimal decoupling controller. In order to avoid the case that when non-diagonal terms is minimized diagonal term may also become smaller at the same time, instead the optimized objective is directly selected as the row/column dominance that is the quotient of nondiagonal terms along row/column over diagonal term. Then the optimized problem is transformed into generalized eigenvalue problem and farther general eigenvalue problem, and the optimal solution is proved to be equivalent to that given by Rosenbrock's modified method at a single frequency. In addition, it is important to note that Rosenbrock's optimized problem is a nonlinear non-convex programming, and transformed general eigenvalue problem can efficiently provide optimal solution and be readily extended to a frequency weighted optimized problem. Finally the optimized objective VOLUME 5, 2017 is extended to a weighted formulation on a certain frequency range to make a balancing or trade-off between different concerned frequencies.
The modified decoupling method is applied to design setting point controller about different linearized points of a military aircraft two-spool turbofan engine, and a multivariable gain-scheduling controller for large transient is formulated as weighted form of designed decoupling controllers with weights chosen as optimized transfer function of neural network. The method developed in this paper is not limited to two-spool turbofan engines and can be also applied to other engine types. Computational simulation is presented in controlling the small and large transient of engine, and the results show that compared with standard Hawkins's method the resultant compensated system provided by the modified method is of good decoupling and robustness.
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