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WAVE FRONT SETS OF REDUCTIVE LIE GROUP
REPRESENTATIONS III
BENJAMIN HARRIS AND TOBIAS WEICH
Abstract. Let G be a real, reductive algebraic group, and let X be a ho-
mogeneous space for G with a non-zero invariant density. We give an explicit
description of a Zariski open, dense subset of the asymptotics of the tempered
support of L2(X). Under additional hypotheses, this result remains true for
vector bundle valued harmonic analysis on X. These results follow from an
upper bound on the wave front set of an induced Lie group representation
under a uniformity condition.
1. Introduction
Let G be a real, linear algebraic group with Lie algebra g. Denote the col-
lection of purely imaginary linear functionals on g by ig∗ := HomR(g, iR). The
Kirillov-Kostant orbit method seeks to associate a coadjoint orbit Opi ⊂ ig
∗ to
every irreducible, unitary representation π of G. This program is not possible in
full generality; some irreducible, unitary representations do not naturally corre-
spond to coadjoint orbits. However, it has been carried out for irreducible, unitary
representations occurring in the Plancherel formula for G [Duf82], and there are
encouraging signs of success for other important families of representations (see for
instance [Vog00]). The passage from Opi to π is often referred to as quantization.
Let X be a homogeneous space for G with a non-zero invariant density. For each
x ∈ X , let Gx denote the stabilizer of x in G, and let gx denote the Lie algebra
of Gx. Abstract harmonic analysis seeks to decompose L
2(X) into irreducible,
unitary representations of G. Let suppL2(X) denote the support of the Plancherel
formula for L2(X). Loosely speaking, it is the collection of irreducible, unitary
representations of G that occur in the direct integral decomposition of L2(X).
Folklore in this field posits that the functional analysis question of decomposing
L2(X) under the action of G should be related to the geometry of the action of G
on iT ∗X . One way to make the connection is via the momentum map
(1.1) µ : iT ∗X −→ ig∗
by
(1.2) (x, ξ) 7→ ξ ∈ iT ∗xX ≃ i(g/gx)
∗ ⊂ ig∗.
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This leads to the naive conjecture
(1.3) π ∈ suppL2(X)⇐⇒ Opi ⊂ µ(iT
∗X).
Unfortunately, this conjecture is false even in simple examples. In this paper, we
show that it is asymptotically true when G is a real, reductive algebraic group and
π is an irreducible, tempered representation with regular infinitesimal character.
Let us make a more precise statement.
Let G be a real, reductive algebraic group. The support of the Plancherel mea-
sure for L2(G) is the collection of irreducible, tempered representations of G, which
we denote by Ĝtemp. Within this collection is the set of irreducible, unitary rep-
resentations of G with regular infinitesimal character, which we denote by Ĝ ′temp.
‘Most’ irreducible, tempered representations have regular, infinitesimal character;
more precisely, the complementary set Ĝtemp \ Ĝ ′temp has Plancherel measure zero.
Rossmann [Ros78], [Ros80] and Duflo [Duf82] (in greater generality) associate a
finite union of coadjoint orbits Opi ⊂ ig∗ to every irreducible, tempered representa-
tion π ∈ Ĝtemp. When π has regular infinitesimal character, Opi is a single coadjoint
orbit.
If W is a finite dimensional real vector space, then C ⊂ W is a cone in W if
tC = C whenever t > 0. If S ⊂ W is a subset of a finite-dimensional, real vector
space, then we define the asymptotic cone of S in W to be
AC(S) =
{
ξ ∈ W
∣∣∣ ξ ∈ C an open cone =⇒ C ∩ S is unbounded} ∪ {0}.
Let (ig∗)′ ⊂ ig∗ denote the Zariski open, dense subset of regular, semisimple ele-
ments.
Theorem 1.1. Suppose G is a real, reductive algebraic group, and suppose X is a
homogeneous space for G with a non-zero invariant density. Then
(1.4) AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
 ∩ (ig∗)′ = µ(iT ∗X) ∩ (ig∗)′.
Let us unpack this statement. On the spectral side, we associate a coadjoint
orbit to every irreducible, tempered representation with regular infinitesimal char-
acter occurring in the decomposition of L2(X), and then we take the union of all
of these orbits. On the geometric side, we take the closure of the image of the mo-
mentum map applied to iT ∗X . Theorem 1.1 states that after taking asymptotics
and intersecting with a suitable Zariski open, dense subset of ig∗, the spectral side
and geometric side agree.
Let us consider an application of Theorem 1.1. Let G = Sp(2n,R), and let
Xl,m,n := Sp(2n,R)/[Sp(2l,Z)× Sp(2m,R)]
for l + m ≤ n. It follows from Theorem 1.1 that whenever 2m ≤ n, there exist
infinitely many Harish-Chandra discrete series representations σ of Sp(2n,R) such
that
HomSp(2n,R)(σ, L
2(Xl,m,n)) 6= {0}.
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We can give a weak converse to this statement. Suppose T ⊂ G = Sp(2n,R) is
a maximal torus with Lie algebra t ⊂ g = sp(2n,R), and, using the decomposition
g = [t, g]⊕t, identify it∗ ⊂ ig∗. LetW = NG(T )/T be the real Weyl group of T with
respect to G. Every Harish-Chandra discrete series representation σ of Sp(2n,R)
corresponds (via its Harish-Chandra parameter) to a single W orbit λσ = Oσ ∩ it
∗.
If C ⊂ C ⊂ (it∗)′ is an open cone whose closure is contained in the set of regular
semisimple elements of it∗ and 2m > n, then there exist at most finitely many
Harish-Chandra discrete series representations σ of Sp(2n,R) such that λσ ∩ C 6= ∅
and
HomSp(2n,R)(σ, L
2(Xl,m,n)) 6= {0}.
In the special casem = 0, much stronger results are already known (see Proposition
10.5 on pages 117-118 of [KK16]). In Section 7, we will give a version of Theorem
1.1 that is easier to compute in examples, and we will explain how to deduce the
statements in this example from Theorem 1.1.
Due to the recent work of Benoist-Kobayashi [BK15], one has a wealth of exam-
ples of homogeneous spaces X for which one knows suppL2(X) ⊂ Ĝtemp.
Theorem 1.2. Suppose G is a real, reductive algebraic group, suppose X is a
homogeneous space for G with a non-zero invariant density, and suppose
suppL2(X) ⊂ Ĝtemp.
Then
(1.5) AC
 ⋃
σ∈suppL2(X)
σ∈Ĝtemp
Oσ
 = µ(iT ∗X).
Philosophically, the reason that we have to intersect both sides of (1.4) with (ig∗)′
is that there may be non-tempered representations occurring in the decomposition
of L2(X) which should contribute to ig∗ \ (ig∗)′ on the spectral side. In Theorem
1.2, we assume that such representations do not occur in the decomposition of
L2(X) yielding a sharper statement.
Under an additional assumption, we give a bundle valued version of these results
in Corollary 7.2.
All of these results are corollaries of new results on wave front sets of induced
Lie group representations. In the next section, we outline these results, which the
authors believe to be fundamental in their own right. Wave front sets of Lie group
representations have other applications beyond those explored in this introduction.
For instance, they play a fundamental role in the seminal series of papers [Kob94],
[Kob98a], [Kob98b], which give necessary and sufficient conditions for discrete de-
composability of Lie group representations. This is the third in a series of papers
on wave front sets of Lie group representations [HHO16], [Har]. The ideas in this
series are heavily influenced by the earlier work of Kobayashi.
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2. The Wave Front Set of an Induced Lie Group Representation
If f is a continuous function on a Lie group G, then WFe(f) = WF(f) ∩ iT ∗eG
(resp. SSe(f) = SS(f) ∩ iT ∗eG) denotes the wave front set of f (resp. singular
spectrum of f) intersected with the fiber of iT ∗G over the identity. If G is a Lie
group and (π, V ) is a unitary representation of G, then the wave front set and
singular spectrum of π are defined by
WF(π) =
⋃
u,v∈V
WFe(π(g)u, v), SS(π) =
⋃
u,v∈V
SSe(π(g)u, v).
In words, the wave front set of π is the closure of the unions of the wave front sets
at the identity of the matrix coefficients of π. These notions were first introduced
by Kashiwara-Vergne [KV79] and Howe [How81]. It is a well known fact that
WF(π) and SS(π) are Ad∗(G)-invariant, closed cones in ig∗ = iT ∗eG. For precise
definitions of the wave front set and singular spectrum which are given in a way
that is compatible with the exposition in this paper see Section 2 of the first paper
in this series [HHO16].
Let G be a Lie group, let H ⊂ G be a closed subgroup, and let (τ, Vτ ) be a
unitary representation of H . Let X = G/H , let D1/2 → X denote the bundle of
complex half densities on X (see Appendix A), and let Vτ = G×H Vτ → X denote
the unique G equivariant vector bundle on X whose fiber over {H} is the unitary
representation τ . Then the representation of G induced from the representation
(τ, Vτ ) of H is defined by
IndGH τ := L
2(X,D1/2 ⊗ Vτ )
with the natural action of G on the square integrable sections on the vector bundle
D1/2 ⊗ Vτ → X .
In this article, we are interested in relating WF(τ) and WF(IndGH(τ)) (resp.
SS(τ) and SS(IndGH(τ))). Let g (resp. h) denote the Lie algebra of G (resp. H),
let ig∗ (resp. ih∗) be the set of purely imaginary linear functionals on g (resp.
h). Then recall that WF(τ), SS(τ) ⊂ ih∗ and WF(IndGH(τ)), SS(Ind
G
H(τ)) ⊂ ig
∗
are closed, Ad∗(G) invariant cones. Using the natural projection q : ig∗ → ih∗ we
define a natural way of inducing closed Ad∗(G) invariant cones in ig∗ from closed,
Ad∗(H)-invariant cones in ih∗: If S ⊂ ih∗ is a subset of ih∗, then we may form the
induced subset of ig∗ by
IndGH S := Ad
∗(G) · q−1(S).
By construction, this is a closed Ad∗(G)-invariant cone in ig∗ if S is a closed,
Ad∗(H)-invariant cone in ih∗.
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In Theorem 1.1 of [HHO16], it is shown that
WF(IndGH τ) ⊃ Ind
G
HWF(τ)
and
SS(IndGH τ) ⊃ Ind
G
H SS(τ).
In this paper, we address the converse statement. First, we address the case
where X = G/H has an invariant measure and τ = 1 is the trivial representation
of H .
Theorem 2.1. Suppose X = G/H is a homogeneous space for a Lie group G
equipped with a nonzero invariant density. Then
WF(L2(X)) = WF(IndGH 1) = Ind
G
H WF(1) = Ad
∗(G) · i(g/h)∗
and
SS(L2(X)) = SS(IndGH 1) = Ind
G
H SS(1) = Ad
∗(G) · i(g/h)∗.
This result is proven in Section 3. Observe
Ad∗(G) · i(g/h)∗ = µ(iT ∗(G/H))
(see (1.1) and (1.2)). Next, we address the case where τ is a finite dimensional,
unitary representation of H .
Theorem 2.2. Suppose G is a real, linear algebraic group, suppose H ⊂ G is a
closed subgroup with Lie algebra h, and suppose τ is a finite dimensional, unitary
representation of H. Assume the existence of a closed, real algebraic subgroup
H1 ⊂ G with Lie algebra h and assume that the set of semisimple elements in h is
dense in h. If τ is a finite dimensional, unitary representation of H, then
WF(IndGH τ) = Ind
G
HWF(τ)
and
SS(IndGH τ) = Ind
G
H SS(τ).
Observe that the hypotheses of Theorem 2.2 hold whenever H is a real, reduc-
tive algebraic group or a parabolic subgroup of a real, reductive algebraic group.
However, the hypotheses fail when H is a unipotent group. We want to empha-
size that the assumption of dense semisimple elements is not only of technical
nature in our proof, but that one cannot hope to prove the upper bounds on the
wavefront sets without further assumptions. Already for the classical example of
G = SL(2,R) and H = N being the standard unipotent subgroup (thus not ful-
filling the dense semisimple condition) one finds counterexamples to the equality
WF(IndGH τ) = Ind
G
H WF(τ). A family of such counterexamples is presented in Sec-
tion 8 utilizing Matumoto’s work on the theory of Whittaker functionals for real,
reductive algebraic groups [Mat92].
Next, we consider the case where τ is an arbitrary, unitary representation of H
and X = G/H is compact.
Theorem 2.3. Suppose G is a Lie group, H ⊂ G is a closed subgroup, X = G/H
is a compact homogeneous space, and τ is a unitary representation of H. Then
WF(IndGH τ) = Ind
G
HWF(τ)
and
SS(IndGH τ) = Ind
G
H SS(τ).
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This result was obtained by Kashiwara-Vergne in the case where G is compact
[KV79]. Suppose G is a real, reductive algebraic group, H = P ⊂ G is a parabolic
subgroup, and P = MAN a Langlands decomposition of P . When combined with
work of Rossmann [Ros95], the work of Barbasch and Vogan implies Theorem 2.3 in
the special case where τ is an irreducible, unitary representation of MA extended
to P [BV80]. Although we do not give applications of Theorem 2.3 in this paper,
the authors believe that the case where τ is a highly reducible representation of
MA will likely play an important role in future work.
Note that these Theorems likely hold for an arbitrary reductive Lie group of
Harish-Chandra class. We state our corollaries for G a real, reductive algebraic
group because arguments in the previous paper [Har] utilize results that have only
been written down in that special case.
Let us end this second introduction with a short outline of the article. In Sec-
tion 3 we give a direct proof of Theorem 2.1. In Section 4, we formulate a general
wavefront condition U under which we can prove
WF(IndGH τ) = Ind
G
HWF(τ)
and an analogous singular spectrum condition U under which we show that
SS(IndGH τ) = Ind
G
H SS(τ).
In Section 5 and Section 6, we verify wavefront condition U and singular spectrum
condition U in special cases thereby deducing Theorem 2.2 and Theorem 2.3. The-
orem 2.1 could also be obtained by verifying wavefront condition U and singular
spectrum condition U. We nevertheless wanted to include the direct proof of Theo-
rem 2.1 because it nicely illustrates the central ideas which are exploited in the fol-
lowing sections. We therefore also end Section 3 with a discussion of the challenges
which one encounters in generalizing these ideas to nontrivial H-representations τ
and how they are handled in the subsequent sections. In Section 7 we show how to
use Theorem 2.1 to deduce Theorem 1.1 and Theorem 1.2. We also utilize Theorem
2.2 to deduce additional results, and we present concrete examples of these results.
Finally in Section 8 we attempt to justify the extra hypotheses in Theorem 2.2 by
providing counterexamples to a stronger statement.
3. Proof of Theorem 2.1
In this section, we give a proof of Theorem 2.1.
As in the introduction, let G be a Lie group with Lie algebra g, let H ⊂ G be a
closed subgroup with Lie algebra h, and assume X = G/H has a nonzero invariant
density. If η0 /∈ Ad
∗(G) · i(g/h)∗, then it suffices to show that η0 /∈ SS(Ind
G
H 1).
This suffices for the wavefront case as well since WF(IndGH 1) ⊂ SS(Ind
G
H 1).
To handle the singular spectrum, we require some notation. Choose a basis
{X1, . . . , Xn} of g, and for every multi-index α = (α1, . . . , αn) ∈ Nn, define the
differential operator
Dα = ∂α1X1∂
α2
X2
· · · ∂αnXn
on g. If 0 ∈ U1 ⊂ U2 ⊂ g are precompact, open sets with U1 ⊂ U2, then (see pages
25-26, 282 of [Ho¨r83]), we may find a sequence of functions {ϕN,U1,U2} indexed by
N ∈ N satisfying the following properties:
• ϕN,U1,U2 ∈ C
∞
c (U2)
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• ϕN,U1,U2(x) = 1 if x ∈ U1
• There exist constants Cα > 0 for every multi-index α = (α1, . . . , αn) such
that
(3.1) |Dα+βϕN,U1,U2(x)| ≤ C
|β|+1
α (N + 1)
|β|
for every x ∈ U2 and every multi-index β = (β1, . . . , βn). Here |β| =
β1 + · · ·+ βn.
For every pair of subsets 0 ∈ U1 ⊂ U2 ⊂ g, we fix such a sequence of functions
{ϕN,U1,U2}.
The strategy of the proof is as follows. Let η0 /∈ Ad
∗(G) · i(g/h)∗. We have
to show (see for instance Definition 2.3 of [HHO16]) that for fixed f1, f2 ∈ L2(X),
there exists an open neighborhood η0 ∈ V0 ⊂ ig∗ and open subsets 0 ∈ U1 ⋐ U2 ⊂ g
such that
(3.2)
(⋆) := tN
∣∣∣∣∣∣
∫
G
∫
X
f1(g
−1x)f2(x)(log
∗ ϕN,U1,U2)(g)e
t〈ξ,log(g)〉dxdg
∣∣∣∣∣∣ ≤ CN+1(N + 1)N
uniformly for t > 0, ξ ∈ V0 and for all N ∈ N (Note that the constant C must not
depend on N). Here dg is a nonzero invariant density on G and dx is a nonzero
invariant density on X ; note that we must choose U2 ⊂ g sufficiently small for the
logarithm function to be well defined. As ϕN,U1,U2 is compactly supported all the
integrals are absolutely convergent and we can interchange the order of integration
and get
(3.3) (⋆) = tN
∣∣∣∣∣∣
∫
X
∫
G
f1(g
−1x)f2(x)(log
∗ ϕN,U1,U2)(g)e
t〈ξ,log(g)〉dgdx
∣∣∣∣∣∣
The idea is now to prove the bound (3.2) by integrating the G-integral by parts
with respect to a right invariant vector field Yx on G that depends continuously on
the point x ∈ X .
We will now construct these vector fields. First note that
Ad∗(G) · i(g/h)∗ =
⋃
x∈X
(ig/gx)
∗
where gx denotes the Lie algebra of the stabilizer subgroup Gx ⊂ G of the point
x ∈ X . We fix an arbitrary, not necessarily Ad(G) invariant scalar product on g∗.
By this scalar product we can identify g ∼= g∗ and obtain
(g/gx)
∗ ∼= g⊥x
where g⊥x denotes the orthogonal complement with respect to the chosen scalar
product.
For η0 /∈
⋃
x∈X
ig⊥x , we define a continuous family of normalized elements in the
Lie algebra g parametrized by x ∈ X ,
Yx :=
prgx(−iη0)
|prgx(η0)|
∈ g.
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Here prgx denotes the orthogonal projection on the subspace gx. Note that Yx is
well defined and continuous in x ∈ X as η0 /∈
⋃
x∈X
ig⊥x implies that |prgx(η0)| is
bounded away from zero.
If we consider Yx as a right invariant vector field on G we can study its action
on the smooth function exp(t〈ξ, log(·)〉) when restricted to U˜2 := exp(U2) ⊂ G
Yxe
t〈ξ,log(g)〉 =
d
ds
∣∣∣
s=0
et〈ξ,log(e
sYxg)〉 = tµ(ξ, Yx, g)e
t〈ξ,log(g)〉
where
(3.4) µ(ξ, Y, g) :=
d
ds
∣∣∣
s=0
〈ξ, log(esY g)〉.
In the above expression, when X ∈ g, we are writing eX := exp(X) for the
image of X in G under the exponential map. We can thus insert the operator
(t−1µ(ξ, Yx, g)
−1Yx)
N in (3.3) in front of et〈ξ,log(g)〉 and integrate the G integral by
parts:
(⋆) = tN
∣∣∣∣∫
X
∫
G
f1(g
−1x)f2(x)(log
∗ ϕN,U1,U2)(g)
(
t−1µ(ξ, Yx, g)
−1Yx
)N
et〈ξ,log(g)〉dgdx
∣∣∣∣
=
∣∣∣∣∫
X
∫
G
f1(g
−1x)f2(x)
(
(Yxµ(ξ, Yx, g)
−1)N (log∗ ϕN,U1,U2)(g)
)
et〈ξ,log(g)〉dgdx
∣∣∣∣(3.5)
where we used the fact that Yx ∈ gx and thus Yxf1(g−1x) = 0. Utilizing (3.1) as
well as the fact that µ(ξ, Yx, g) is an analytic function, we obtain bounds
|(Yxµ(ξ, Yx, g)
−1)N (log∗ ϕN,U1,U2)(g)| ≤ C
N+1(N + 1)N |µ(ξ, Yx, g)|
−2N
for some constant C independent of g ∈ exp(U2), ξ ∈ V0 and Yx. It thus remains
to consider the term µ(ξ, Yx, g)
−2N . Note that from the definition of µ and Yx we
have
|µ(η0, Yx, e)| = | prgx(η0)|
and as remarked above this quantity is bounded away from zero for x ∈ X so we
have a positive constant
c := inf
x∈X
| prgx(η0)| > 0
As µ : ig∗ × g × G → C is a smooth function and as Yx only takes values in the
compact unit sphere in g we can choose sufficiently small neighborhoods V0 ⊂ ig∗
of η0 and U˜2 ⊂ G of e such that
|µ(ξ, Yx, g)| ≥
c
2
uniformly in ξ ∈ V0, g ∈ U˜2 and x ∈ X .
Then we obtain for all N ∈ N
(⋆) ≤
(
2
c
)2N
CN+1(N + 1)N
∫
X
∫
exp(U2)
|f1(g
−1x)f2(x)|dgdx
≤
(
2
c
)2N
CN+1(N + 1)N‖f1‖L2(X)‖f2‖L2(X) vol(exp(U2))
≤ CN+11 (N + 1)
N
uniformly in t > 0 and ξ ∈ V0. We have thus established the bound (3.2) and
proven Theorem 2.1.
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Note that the crucial point in this proof was first the interchanging of the order
of integration on X and G and second the partial integration on G performed for
each point x ∈ X into a direction of the stabilizer subalgebra gx of the point x.
Only because this x-dependent choice of our differential operator were we able to
obtain in (3.5) that the factor f1(g
−1x)f2(x) is differentiable (even constant) into
this direction (Note that in other directions not in gx this would not have been the
case because f1 is not smooth but only in L
2(X)).
Let us now discuss what difficulties arise if we do not induce from the trivial
representation but instead start from a finite dimensional unitary H-representation
(τ, V ). We thus have to consider L2-sections in the Hermitian vector bundle V =
G ×τ V . Let 〈•, •〉Vx denote the scalar product in the fibre Vx. Then, in (3.5),
we then have to derive 〈f1(g−1x), f2(x)〉Vx into a direction Yx ∈ gx. As τ is finite
dimensional and thus smooth this is still possible, but the derivatives do not vanish
anymore. Instead there appear powers of the operator dτx(Yx) where τx is the
unitary representation of the stabilizer subgroup Gx on the fibre Vx. While for any
x ∈ X the linear operators dτx(Yx) are bounded, it is in general false, that this
bound is uniform in x ∈ X . However the dense semisimple condition introduced in
Section 6 will allow us to obtain these uniform bounds and prove the upper bounds
on the wavefront sets. Note that the question of uniform bounds of dτx(Yx) is not
only a technical problem of our proof-strategy but the examples in Section 8 show
that these non-uniform bounds may indeed lead to larger wavefront sets.
A similar problem occurs if X = G/H admits no G invariant measure anymore
and if one has to tensor the Hermition vector bundle V with the half density bundle
D1/2. In this case partial differentiation does not only create derivatives of τx
but there occur also derivatives of the one dimensional Gx-representations σx on
the fibres D
1/2
x of the half density bundle. However, we will see that the dense
semisimple condition is also suited to find uniform bounds for these terms, so the
additional difficulties coming from the density bundles is of the same class as the
one coming from inducing from finite dimensional representations τ .
The reason why the partial integration approach would work for finite dimen-
sional (τ, V ) comes from the fact that it has a trivial, empty wavefront set, i.e.
all matrix coefficients are smooth. If we, however, try to apply this approach
to general infinite dimensional representations (τ, V ) we face the problem that
〈f1(g−1x), f2(x)〉Vx might not be differentiable anymore in the gx-direction. The
partial integration approach breaks down. We however still can use the principal
idea of the partial integration approach, which is to interchange the X and G-
integral and use the x-dependent splitting g = gx ⊕ g⊥x . This way we can reduce
our problem to studying the oscillating integrals belonging to the matrix coefficients
of (τx,Vx) (see the calculation at the beginning of Section 4). Of course the same
uniform bound problems as in the finite dimensional case also occurs in a more
general formulation involving oscillating integrals. In Section 4 we prove the upper
bounds on the wavefront set (resp. singular spectrum) under some precise unifor-
mity condition on these oscillating integrals which we term wave front condition
U (resp. singular spectrum condition U ). The advantage of this approach is that
for compact X and arbitrary unitary τ these uniformity conditions can be verified
without too much additional effort; we carry this out in Section 5. In addition, the
proof of condition U for finite dimensional τ in the dense semisimple case is easier
than a possible direct proof of the upper bound on the wavefront set by partial
10 BENJAMIN HARRIS AND TOBIAS WEICH
integration. Finally we are convinced that these uniformity conditions will also be
useful in the future for proving upper bounds of the wavefront set for cases not cov-
ered in this article, for example for noncompact X and special infinite dimensional
representations τ .
4. A Uniformity Condition and the Wavefront Set
Let G be a Lie group, let H ⊂ G be a closed subgroup, and let (τ, V ) be a
unitary representation of H on a possibly infinite dimensional Hilbert space V . As
in the introduction, we form the unitary representation IndGH τ of G. In Theorem
1.1 of [HHO16], it is shown that
WF(IndGH τ) ⊃ Ind
G
H WF(τ); SS(Ind
G
H(τ)) ⊃ Ind
G
H SS(τ).
In this section, we formulate a wavefront condition U on G, H , and τ , and we show
that
WF(IndGH τ) ⊂ Ind
G
HWF(τ)
when the wavefront condition U holds. In addition, we formulate an analogous
singular spectrum condition U on G, H , and τ , and we show that
SS(IndGH τ) ⊂ Ind
G
H SS(τ)
when the singular spectrum condition U holds. In order to formulate the wave front
condition U and the singular spectrum condition U, we require additional notation.
Let X = G/H be the corresponding homogeneous space on which G acts tran-
sitively from the left. If x ∈ X , we denote by Gx ⊂ G the stabilizer subgroup of
the point x in G. Obviously we have GeH = H and for all x, Gx is conjugate to
H . Let V = G×H V denote the G equivariant bundle on X = G/H associated to
(τ, V ), and let D1/2 → X denote the bundle of complex half densities on X (See
Appendix A). The group G acts in the standard way from the left on V ⊗ D1/2
by g[x, v ⊗ z] = [gx, v ⊗ z]. This left action leads to a unitary representation on
L2(X,V ⊗ D1/2) which we denote by IndGH τ .
Let Vx (resp. D
1/2
x ) denote the fiber of V (resp. D1/2) over x ∈ X . Then the left
G action induces a representation of Gx on Vx (resp. D
1/2
x ) which we denote by τx
(resp. σx). Note that when x = eH , τeH coincides with τ . We analogously denote
σeH by σ. Observe that we have the formula
(4.1) σeH(h) = |detTeHX(dh|eH)|
−1/2
where detTeHX(dh|eH) is the determinant of the differential
dh|eH : TeHX → TeHX
(see (A.8)).
Let g, h, and gx denote the Lie algebras of G,H , and Gx respectively. Note that
on the Lie algebra level there is a canonical embedding gx →֒ g as a subalgebra and
on the dual side there is a canonical projection qx : ig
∗ → ig∗x which is defined by
the restriction of a form in ig∗ to elements in gx ⊂ g. Throughout the article, we fix
an arbitrary scalar product on g which allows us to identify Lie algebras with their
adjoints and defines a unique Lebesgue measure on g and all of its linear subspaces.
For x = eH we will drop the subscript in qx and write q := qeH : ig
∗ → ih∗. If
S ⊂ ih∗ is a subset, recall from the introduction the notation
IndGH S = Ad
∗(G) · q−1(S) ⊂ ig∗.
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In the sequel we will be particularly interested in IndGHWF(τ). We first want to
relate this quantity to the representations τx on the fibers over x. For this purpose,
we recall how the representations τx and their wavefront sets are related. Let x ∈ X
and fix gx such that x = gxH . Then conjugation by gx defines an isomorphism
Cgx : H → Gx, h 7→ gxhg
−1
x .
Additionally, the left action by gx defines a Hilbert space isomorphism
gx : V = VeH → Vx
and we obtain for h ∈ H
(4.2) τ(h) = g−1x τx(Cgx h)gx.
Thus, τ and τx ◦Cgx are equivalent representations. In the same way we obtain
(4.3) σ(h) = g−1x σx(Cgx h)gx.
For the wavefront sets one consequently obtains from [Ho¨r83, Theorem 8.2.4]
(4.4) WF(τ) = WF(τx ◦ Cgx) = (Ad(gx))
∗(WF(τx)).
Here Ad(gx) : h→ gx appears as the differential of Cgx in the identity element e ∈ H
and by pullback it defines canonically an isomorphism (Ad(gx))
∗ : ig∗x → ih
∗. The
analogous statement for the singular spectrum
(4.5) SS(τ) = SS(τx ◦ Cgx) = (Ad(gx))
∗(SS(τx))
can be obtained from [Ho¨r83, Theorem 8.5.1] (Ho¨rmander uses the term analytic
wave front set instead of singular spectrum and writes WFA instead of SS in his
book).
Pullback and coadjoint action are always compatible with the natural projections
as recorded in the following Lemma.
Lemma 4.1. If Ad∗(gx) : ig
∗ → ig∗ is the coadjoint representation and (Ad(gx))∗ :
ig∗x → ih
∗ the pullback map, then
q ◦Ad∗(g−1x ) = (Ad(gx))
∗ ◦ qx.
Proof. If ξ ∈ ig∗ and H ∈ h, then we calculate
[q ◦Ad∗(g−1x )(ξ)](H) = [Ad
∗(g−1x )(ξ)](H)
= ξ(Ad(gx)H)
= [qx(ξ)](Ad(gx)H)
= [(Ad(gx))
∗ ◦ qx](H).

From this Lemma, (4.4), and (4.5) we conclude
q−1x (WF(τx)) = Ad
∗(gx)q
−1(WF(τ)).
and
q−1x (SS(τx)) = Ad
∗(gx)q
−1(SS(τ)).
Finally we can express
W := IndGH WF(τ) =
⋃
g∈G
Ad∗(g)q−1(WF(τ)) =
⋃
x∈X
q−1x (WF(τx))
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and
S := IndGH SS(τ) =
⋃
g∈G
Ad∗(g)q−1(SS(τ)) =
⋃
x∈X
q−1x (SS(τx)).
As a consequence for any η /∈ W and for any x ∈ X we have qx(η) /∈WF(τx) and
by [How81, Theorem 1.4] there is a neighborhood Vx ⊂ igx of qx(η) and a function
ϕx ∈ C∞c (gx) supported in a neighborhood of 0 ∈ gx such that for any N there is
CN,x > 0 such that
(4.6)
∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vxϕx(Y )e
〈tξ,Y 〉dY
∣∣∣∣∣∣ ≤ CN,x‖v1‖Vx‖v2‖Vxt−N
for t > 0, v1, v2 ∈ Vx. Here dY is the Lebesgue measure on gx which is fixed by
the choice of the metric on g. The estimate is uniform in ξ ∈ Vx; however, we have
a-priori no information about the uniformity of these estimates in x.
As the induced representations are modeled on V ⊗ D1/2, we will not only have
to consider the representations τx but τx ⊗ σx on Vx ⊗D
1/2
x and will be led to the
study of ∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx
(
(σx(e
Y )z1)⊗ z2
)
ϕx(Y )e
〈tξ,Y 〉dY
∣∣∣∣∣∣
Dx
which now takes values in the fiber (D1≥0)x. From (4.1) and (4.3) we conclude that
for every x, the factor
(
(σx(e
Y )z1)⊗ z2
)
is a smooth function on Y with values in
D1x and consequently one immediately gets fast decay analogous to (4.6) with an x
dependent constant Cx,N . However the presence of the additional factor might be
an additional source of x dependence of these constants.
The following condition imposes a uniformity in x ∈ X on the decay of these
Fourier transforms of the matrix coefficients and we will see in Sections 5 and 6
that this condition holds in many important examples.
Definition 4.2 (Wavefront Condition U). With the notation from above we say
that wavefront condition U is satisfied if for all η /∈ IndGHWF(τ) there is a neigh-
borhood Ω ⊂ ig∗ \ IndGH WF(τ) of η and a neighborhood UCU,WF ⊂ g around 0 ∈ g
such that for all functions ϕ ∈ C∞c (UCU,WF) and for all N ≥ 0 there is a constant
CN,ϕ such that∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx ·
(
(σx(e
Y )z1)⊗ z2
)
· ϕ(Y )e〈tξ,Y 〉dY
∣∣∣∣∣∣
D1x
≤ CN,ϕ(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(4.7)
for t > 0 and uniformly for all ξ ∈ Ω, x ∈ X , v1, v2 ∈ Vx, and z1, z2 ∈ D
1/2
x .
Additionally we demand that there is a constant C such that for any x ∈ X , any
Y ∈ gx ∩ UCU,WF and any z ∈ D
1/2
x , we have
(4.8) |σx(e
Y )z|
D
1/2
x
≤ C|z|
D
1/2
x
.
Remark 4.3. Note that (4.7) is formulated as an inequality in the fiber (D1≥0)x. Us-
ing a local point of reference 0 6= z ∈ (D1≥0)x these equations can simply be reduced
to an inequality of non-negative real numbers. The advantage of the formulation
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(4.7) is that the left side as well as the right side can be considered as sections in
D1≥0 and we can consider (4.7) as an inequality of sections which will allow us to
bound the integrals over X using (A.7).
We require an analogous condition for the singular spectrum. For this definition,
we need additional notation. Choose a basis {X1, . . . , Xn} of g, and for every multi-
index α = (α1, . . . , αn) ∈ Nn, define the differential operator
Dα = ∂α1X1∂
α2
X2
· · · ∂αnXn
on g. If 0 ∈ U1 ⊂ U2 ⊂ g are precompact, open sets with U1 ⊂ U2, then (see pages
25-26, 282 of [Ho¨r83]), we may find a sequence of functions {ϕN,U1,U2} indexed by
N ∈ N satisfying the following properties:
(1) ϕN,U1,U2 ∈ C
∞
c (U2)
(2) ϕN,U1,U2(x) = 1 if x ∈ U1
(3) There exist constants Cα > 0 for every multi-index α = (α1, . . . , αn) such
that
|Dα+βϕN,U1,U2(x)| ≤ C
|β|+1
α (N + 1)
|β|
for every x ∈ U1 and every multi-index β = (β1, . . . , βn). Here |β| =
β1 + · · ·+ βn.
From now on, we fix a basis {X1, . . . , Xn} of g and for every pair of precompact,
open sets 0 ∈ U1 ⊂ U2 ⊂ g with U1 ⊂ U2, we fix a sequence of functions {ϕN,U1,U2}
satisfying the above properties.
Definition 4.4 (Singular Spectrum Condition U). With the notation from above
we say that singular spectrum condition U is satisfied if for all η /∈ IndGH SS(τ) there
is a neighborhood Ω ⊂ ig∗\IndGH SS(τ) of η and a neighborhood UCU,SS ⊂ g around
0 ∈ g such that for every pair of neighborhoods 0 ∈ U1 ⋐ U2 ⊂ g with U2 ⊂ UCU,SS
and all N ∈ N, there is a constant CU1,U2 such that∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx ·
(
(σx(e
Y )z1)⊗ z2
)
· ϕN,U1,U2(Y )e
〈tξ,Y 〉dY
∣∣∣∣∣∣
D1x
≤ CN+1U1,U2(N + 1)
N(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(4.9)
for t > 0 and uniformly for all ξ ∈ Ω, x ∈ X , v1, v2 ∈ Vx, and z1, z2 ∈ D
1/2
x .
Additionally we demand that there is a constant C such that for any x ∈ X , any
Y ∈ gx ∩ UCU,SS and any z ∈ D
1/2
x , we have
(4.10) |σx(e
Y )z|
D
1/2
x
≤ C|z|
D
1/2
x
.
We then can show
Theorem 4.5. Let G be a Lie group, let H ⊂ G be a closed subgroup, and let τ be
a unitary H representation. If wavefront condition U is satisfied, then we have
WF(IndGH τ) ⊂ Ind
G
H WF(τ).
In addition, we can show
Theorem 4.6. Let G be a Lie group, let H ⊂ G be a closed subgroup, and let τ be
a unitary H representation. If singular spectrum condition U is satisfied, then we
have
SS(IndGH τ) ⊂ Ind
G
H SS(τ).
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We will spend the remainder of this section proving Theorem 4.5 and Theorem
4.6.
Let Uinj ⊂ g be an open neigbourhood of zero such that the exponential map,
exp: Uinj ⊂ g→ exp(Uinj) ⊂ G,
is a diffeomorphism and denote its inverse map by
log : exp(Uinj) ⊂ G→ Uinj ⊂ g.
For f1, f2 ∈ L2(X,V ⊗ D1/2) and ϕ ∈ C∞c (G) with suppϕ ⊂ exp(Uinj), let us
introduce the integral
I(f1, f2, ϕ, tη) =
∫
G
(∫
X
〈lgf1(g
−1 · x), f2(x)〉Vx⊗D1/2x
)
ϕ(g)e〈tη,log(g)〉dg.
Here dg is a non-zero, left invariant Haar measure. Note that
〈lgf1(g
−1 · x), f2(x)〉Vx⊗D1/2x
takes values in D1 and can thus be integrated over X .
If η0 /∈ W = Ind
G
H WF(τ), then in order to prove Theorem 4.5 we have to show
that η0 /∈ WF(Ind
G
H τ). Thus we have to show that for the chosen η0, there is a
cutoff function ϕ ∈ C∞c (G) with ϕ(e) 6= 0 and a neighborhood V0 of η0 such that
the integral has fast decay in t uniformly in η ∈ V0:
(4.11) |I(f1, f2, ϕ, tη)| ≤ CN,f1,f2,ϕ|t|
−N .
On the other hand, in order to prove Theorem 4.6, we have to show that for
a chosen η0 /∈ S there is a neighborhood V0 of η0 and two precompact, open
neighborhoods 0 ∈ U1 ⋐ U2 ⊂ Uinj ⊂ g such that
(4.12) |I(f1, f2, log
∗ ϕN,U1,U2 , tη)| ≤ C
N+1
f1,f2,ϕ
(N + 1)N |t|−N
for every natural number N ∈ N.
Recall that we fixed an inner product on g and can identify g ∼= ig∗ by this inner
product. With Ω from Definition 4.2 (or Definition 4.4) there is ε > 0 such that
B2ε(η0), the ball of radius 2ε around η0, is contained in Ω. We set
V0 := Bε(η0).
In order to formulate the precise conditions on the uniform cutoff function ϕ
which we will need in the proof of Theorem 4.5 and the conditions on the sets
0 ∈ U1 ⊂ U2 ⊂ g which we will need in the proof of Theorem 4.6, let us first
formulate the following lemma. This lemma is a uniform non-stationary phase
approximation and we will see below that together with wave front condition U
and singular spectrum condition U, it will be one of the main ingredients in order
to obtain the desired estimates (4.11, 4.12).
In what follows, whenever L is a Lie group with Lie algebra l and exp: l→ L is
the exponential map, we will write eX = exp(X) for X ∈ l.
Lemma 4.7. Let ε > 0. There is a neighborhood Unsp ⊂ g of 0 ∈ g such that for
any ϕ˜ ∈ C∞c (Unsp) and for any N , there is a constant CN,ϕ˜ such that
(4.13)
∣∣∣∣∣∣
∫
gx
et(〈ξ,Y 〉−〈η,log(e
Y eZ)〉)ϕ˜(Y )dY
∣∣∣∣∣∣ ≤ CN,ϕ˜〈ξ〉−N |t|−N
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uniformly for x ∈ X, for all ξ ∈ ig∗x \B2ε(qx(η0)), Z ∈ Unsp ∩ g
⊥
x , and η ∈ V0. In
addition, if 0 ∈ U˜1 ⋐ U˜2 ⊂ Unsp ⊂ g, are open neighborhoods of zero, then there
exists a constant C
U˜1,U˜2
such that for every N ∈ N,
(4.14)
∣∣∣∣∣∣
∫
gx
et(〈ξ,Y 〉−〈η,log(e
Y eZ)〉)ϕN,U˜1,U˜2(Y )dY
∣∣∣∣∣∣ ≤ CN+1U˜1,U˜2(N + 1)N〈ξ〉−N |t|−N
uniformly for x ∈ X, for all ξ ∈ ig∗x \ B2ε(qx(η0)), Z ∈ Unsp ∩ g
⊥
x , and η ∈ V0 =
Bε(η0).
Proof. For any (dim h)-dimensinal linear subspace V ⊂ g we define
ψVη : g = V ⊕ V
⊥ → iR, Y + Z 7→ 〈η, log(eY eZ)〉.
If
DY : C
∞(V, iR)→ C∞(V, iV ∗)
is the differential, then we clearly have
DY ψ
V
η (Y, 0) = qV (η)
where qV : ig
∗ → iV ∗ is the restriction map. As DY ψVη (Y, Z) depends analytically
on Z, for each V there is an open neighborhood of zero UV ⊂ g such that
(4.15)
∥∥DY ψVη (Y, Z)− qV (η)∥∥iV ∗ < ε2
for all Z ∈ UV ∩ V ⊥. As the Grassmanian of all dim h-dimensional subspaces V is
compact we can set
Unsp :=
⋂
V⊂g
UV
which is an open neighborhood of zero.
We now perform a partial integration via the differential operator
Lx = t−1
〈ξ −DY ψgxη (Y, Z), DY 〉ig∗x
〈ξ −DY ψ
gx
η (Y, Z), ξ −DY ψ
gx
η (Y, Z)〉ig∗x
which has the property
Lxet(〈ξ,Y 〉−ψ
gx
η (Y,Z)〉) = et(〈ξ,Y 〉−ψ
gx
η (Y,Z)〉).
Using (4.15) and the fact that |ξ − qx(η)|ig∗x > ε for all η ∈ V0 and ξ ∈ ig
∗
x \
B2ε(qx(η0)), we calculate∥∥ξ −DY ψgxη (Y, Z)∥∥ig∗x ≥ ‖ξ − qx(η)‖ig∗x − ∥∥qx(η) −DY ψgxη (Y, Z)∥∥ig∗x
≥ ε−
ε
2
=
ε
2
.(4.16)
So Lx is well defined in the desired ξ and η range. Performing N -times partial
integration via Lx on the integral on the left hand side of (4.13) yields
(4.17)
∣∣∣∣∣∣
∫
gx
et(〈ξ,Y 〉−〈η,log(e
Y eZ)〉)ϕ˜(Y )dY
∣∣∣∣∣∣ ≤ CN,ϕ˜ ∥∥ξ −DY ψgxη (Y, Z)∥∥−Nig∗x |t|−N .
Finally using the observation that there is a constant c > 0 such that
|ξ − qx(η)|ig∗x ≥ c〈ξ〉
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uniform in x ∈ X, ξ ∈ g∗x \B2ε(qx(η0)), η ∈ V0 as well as (4.16) we obtain (4.13). In
order to obtain the stronger statement (4.14), we must keep track of the constants
in the partial integration more carefully. Let us denote by (Lx)∗ the adjoint of the
differential operator on L2(gx). Utilizing statement (3) from the remarks preceding
Definition 4.4 the fact that (Lx)∗ is a first order differentiable operator as well as
the fact, that ψgxη is analytic, we obtain bounds
|((Lx)∗)Nϕ
N,U˜1,U˜2
(y)| ≤ CN+1
U˜1,U˜2
(N + 1)N
∥∥ξ −DY ψgxη (Y, Z)∥∥−Nig∗x |t|−N
for some constant C
U˜1,U˜2
and all y ∈ U2. Plugging this into (4.17) after replacing
ϕ˜ with ϕ
N,U˜1,U˜2
yields (4.14). 
Now consider for any (dim h)-dimensional subvectorspace V ⊂ g the map
κV : g = V ⊕ V
⊥ → G, Y + Z 7→ eY eZ .
Note that this map depends continuously on V as a point in the Grassmanian and
as this Grassmanian is compact, there is a neighborhood of zero U ′inj ⊂ g such that
(κV )|U ′
inj
is a diffeomorphism for all V . Now, in the proof of Theorem 4.5 let ε˜ > 0
be such that
(4.18) Bε˜(0) ⋐ Unsp ∩ U
′
inj ∩ UCU,WF.
And in the proof of Theorem 4.6 let ε˜ > 0 be such that
(4.19) Bε˜(0) ⋐ Unsp ∩ U
′
inj ∩ UCU,SS.
Again from the compactness of the Grassmanian we conclude that
⋂
V
κV (Bε˜(0)) ⊂ G
is a nonempty open neighborhood of e ∈ G. With this observation we can find a
cutoff function ϕ ∈ C∞c (G) such that ϕ(e) 6= 0 and
(4.20) suppϕ ⊂
(⋂
V
κV (Bε˜(0))
)
⊂ G
to be used in the proof of Theorem 4.5. Analogously, we may choose 0 ∈ U1 ⋐
U2 ⊂ g precompact, open subsets such that
(4.21) exp(U2) ⊂
(⋂
V
κV (Bε˜(0))
)
⊂ G
to be used in the proof of Theorem 4.6.
Let us now come back to the oscillatory integral I(f1, f2, ϕ, tη): Interchanging
the X and G integrals and replacing the integral over G for each x ∈ X by an
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integral over gx ⊕ g⊥x via the diffeomorphism κgx we obtain
|I(f1, f2, ϕ, tη)| =
∣∣∣∣∣∣
∫
X
∫
G
〈lgf1(g
−1 · x), f2(x)〉Vxϕ(g)e
〈tη,log(g)〉dg
∣∣∣∣∣∣
≤
∫
X
∣∣∣∣∣∣
∫
G
〈lgf1(g
−1 · x), f2(x)〉Vxϕ(g)e
〈tη,log(g)〉dg
∣∣∣∣∣∣
D1x
≤
∫
X
∫
g⊥x
∣∣∣∣∣
∫
gx
〈leY eZf1((e
Y eZ)−1 · x), f2(x)〉Vxϕ(e
Y eZ)e〈tη,log(e
Y eZ )〉
jgx,g⊥x (Y + Z)dY
∣∣∣∣∣
D1x
dZ
=
∫
X
∫
g⊥x
∣∣∣∣∣
∫
gx
〈τx ⊗ σx(e
Y )leZf1((e
Z)−1 · x), f2(x)〉Vxϕ(e
Y eZ)e〈tη,log(e
Y eZ )〉
jgx,g⊥x (Y + Z)dY
∣∣∣∣∣
D1x
dZ
where jgx,g⊥x is the Jacobian of the diffeomorphism κgx and dY , dZ are Lebesgue
measures on gx and g
⊥
x which are fixed by the choice of the scalar product on g.
The analogous statement for the singular spectrum case is
|I(f1, f2, log
∗ ϕN,U1,U2 , tη)|
≤
∫
X
∫
g⊥x
∣∣∣∣∣
∫
gx
〈τx ⊗ σx(e
Y )leZf1((e
Z)−1 · x), f2(x)〉Vx log
∗ ϕN,U1,U2(e
Y eZ)e〈tη,log(e
Y eZ )〉
jgx,g⊥x (Y + Z)dY
∣∣∣∣∣
D1x
dZ.
Next for fixed x ∈ X and Z ∈ g⊥x , we write leZf1(e
−Z · x) = v1 ⊗ z1 and
f2(x) = v2 ⊗ z2 with vi ∈ Vx and zi ∈ D
1/2
x . We can then write the inner integral
over gx as〈
〈τx(e
Y )v1, v2〉Vx · (σx(e
Y )z1)⊗ z2 · ϕ(e
Y eZ)jgx,g⊥x (Y + Z), e
〈tη,log(eY eZ )〉
〉
L2(gx)
which takes values in D1x (For the singular spectrum case, we simply replace ϕ by
log∗ ϕN,U1,U2). For the proof of Theorem 4.5, we choose a second cutoff function
ϕ˜ ∈ C∞c (g) which fulfills
supp(ϕ˜) ⊂ Unsp ∩ UCU,WF ∩ Uinj
ϕ˜(Y ) = 1 for Y ∈ Bε˜(0)
which is possible because of the choice of ε˜ according to (4.18). For the proof of
Theorem 4.6, we choose two open sets
U˜2 := Unsp ∩ UCU,SS ∩ Uinj
U˜1 := Bε˜(0)
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which is possible because of the choice of ε˜ according to (4.19). In the proof of
Theorem 4.6, we will utilize the second cutoff function ϕN,U˜1,U˜2 instead of ϕ˜. From
(4.20), we deduce that for all x ∈ X and all Y /∈ Bε˜(0) ∩ gx we have ϕ(eY eZ) = 0
for all Z ∈ g⊥x . Thus, we can insert this new, real valued, cutoff function ϕ˜ into our
scalar product and calculate∣∣∣∣〈〈τx(eY )v1, v2〉Vx · (σx(eY )z1)⊗ z2 · ϕ(eY eZ)jgx,g⊥x (Y + Z), e〈tη,log(eY eZ)〉ϕ˜(Y )〉L2(gx)
∣∣∣∣
D1x
=
∣∣∣∣∣
〈
F
[
〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ϕ(e
•eZ)jgx,g⊥x (•+ Z)
]
(ξ),
F
[
e〈tη,log(e•eZ )〉ϕ˜(•)
]
(ξ)
〉
L2(ig∗x)
∣∣∣∣∣
D1x
= |t|dim h
∣∣∣∣∣
〈
F
[
〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ϕ(e
•eZ)jgx,g⊥x (•+ Z)
]
(tξ),
F
[
e−〈tη,log(e
•eZ )〉ϕ˜(•)
]
(tξ)
〉
L2(ig∗x)
∣∣∣∣∣
D1x
For the singular spectrum case, the same expression holds with ϕ replaced by
log∗ ϕN,U1,U2 and ϕ˜ replaced by ϕN,U˜1,U˜2 . We will now split the integral over
ig∗x into two parts, the first one over B2ε(qx(η0)) ⊂ ig
∗
x and the second one over
ig∗x \B2ε(qx(η0)). The idea is to get the fast decay in t for the first integral by the
wave front condition U (or, in the singular spectrum case, by singular spectrum
condition U), and for the second part by the uniform nonstationary phase estimate
(Lemma 4.7). Note that a similar strategy is used in the proof of [Dui73, Proposition
1.3.2]
First part
∫
B2ε(qx(η0))
:
On the one side we have the trivial bound
(4.22)
∣∣∣F [e−〈tη,log(e•eZ)〉ϕ˜(•)] (tξ)∣∣∣ ≤ ∫
gx
|ϕ˜(Y )|dY =: C1.
In the singular spectrum case, we utilize condition (3) satisfied by ϕ
N,U˜1,U˜2
(see
the remarks preceding Definition 4.4) with α = ∅ and β = ∅ to obtain the trivial
bound
(4.23)∣∣∣F [e−〈tη,log(e•eZ )〉ϕN,U˜1,U˜2(•)] (tξ)∣∣∣ ≤ ∫
gx
|ϕ
N,U˜1,U˜2
(Y )|dY ≤ vol(U˜2)C∅ =: C1.
On the other hand let us consider∣∣F [〈τx(e•)v1, v2〉Vx · (σx(e•)z1)⊗ z2 · ϕ(e•eZ)jgx,g⊥x (•+ Z)] (tξ)∣∣D1x =∣∣F [〈τx(e•)v1, v2〉Vx · (σx(e•)z1)⊗ z2 · ϕ˜(•)ϕ(e•eZ)jgx,g⊥x (•+ Z)] (tξ)∣∣D1x =∣∣(F [〈τx(e•)v1, v2〉Vx · (σx(e•)z1)⊗ z2 · ϕ˜(•)] ∗ F [ϕ(e•eZ)jgx,g⊥x (•+ Z)]) (tξ)∣∣D1x
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Now wave front condition U implies
|F [〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ϕ˜(•)] (tξ)|D1x ≤
CN,ϕ˜(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N(4.24)
uniformly in ξ ∈ B2ε(qx(η0)) ⊂ qx(Ω), x ∈ X , v1, v2 ∈ Vx, z1, z2 ∈ D
1/2
x . The
analogous singular spectrum statement is∣∣∣F [〈τx(e•)v1, v2〉Vx · (σx(e•)z1)⊗ z2 · ϕN,U˜1,U˜2(•)] (tξ)∣∣∣D1x ≤
CN+1
U˜1,U˜2
(N + 1)N (‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(4.25)
uniformly in ξ ∈ B2ε(qx(η0)) ⊂ qx(Ω), x ∈ X , v1, v2 ∈ Vx, z1, z2 ∈ D
1/2
x . Note that
the value of CN,ϕ˜ and CU˜1,U˜2 might change from line to line below, however the
crucial uniformity properties will still be satisfied.
Next consider the family of functions ρx,Z(Y ) := ϕ(e
Y eZ)jgx,g⊥x (Y + Z) which
can also be considered as a function of Y ∈ g. As the parameter Z ∈ Bε˜(0) can
vary only in a bounded set due to the choice of ϕ according to (4.18) and (4.20)
and as the dependence of ρx,Z on x is only via the subvectorspace gx ⊂ g which can
be considered as a point in the compact Grassmanian, ρx,Z varies in a bounded set
of CN (g) for all N ≥ 0. Accordingly, partial integration yields uniform fast decay
of its Fourier transform in all directions, i.e.
(4.26) F
[
ϕ(e•eZ)jgx,g⊥x (• + Z)
]
(ξ) ≤ CN,ϕ〈ξ〉
−N
for all ξ ∈ ig∗x uniformly in x ∈ X and Z ∈ Bε˜(0) ∩ g
⊥
x . The analogous statement
for the singular spectrum case can be deduced from Lemma 7.2 of [HHO16]. We
have
(4.27) F
[
ϕN,U1,U2(e
•eZ)jgx,g⊥x (•+ Z)
]
(ξ) ≤ CN+1U1,U2(N + 1)
N 〈ξ〉−N
for all ξ ∈ ig∗x uniformly in x ∈ X and Z ∈ Bε˜(0) ∩ g
⊥
x .
Now a straightforward calculation shows that the uniform decay property (4.24)
is not destroyed by convolution with a function satisfying (4.26). So we obtain
|(F [〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ϕ˜(•)] ∗ F [ρx,Z(•)]) (tξ)|D1x
≤ CN,ϕ˜(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(4.28)
uniformly in ξ ∈ B2ε(qx(η0)) ⊂ qx(Ω).
For the singular spectrum case, we set ρx,Z := ϕN,U1,U2(e
Y eZ)jgx,g⊥x (Y + Z).
Then, the uniform decay property (4.25) is not destroyed by convolution with a
function satisfying (4.27), and we obtain∣∣∣(F [〈τx(e•)v1, v2〉Vx · (σx(e•)z1)⊗ z2 · ϕN,U˜1,U˜2(•)] ∗ F [ρx,Z(•)]) (tξ)∣∣∣D1x
≤ CN+1
U1,U2,U˜1,U˜2
(N + 1)N (‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N .
(4.29)
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Now putting (4.22) and (4.28) together we obtain∣∣∣∣∣
∫
B2ε(qx(η0))
F
[
e−〈tη,log(e•eZ)〉ϕ˜(•)
]
(tξ)
F [〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ρx,Z(•)] (tξ)dξ
∣∣∣∣∣
D1x
≤ CN,ϕ(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(4.30)
uniformly in x ∈ X and Z ∈ Bε˜(0).
To get the singular spectrum analogue, we combine (4.23) and (4.29) to obtain∣∣∣∣∣
∫
B2ε(qx(η0))
F
[
e−〈tη,log(e•eZ )〉ϕ
N,U˜1,U˜2
(•)
]
(tξ)
F [〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ρx,Z(•)] (tξ)dξ
∣∣∣∣∣
D1x
≤ CN+1
U1,U2,U˜1,U˜2
(N + 1)N (‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(4.31)
uniformly in x ∈ X and Z ∈ Bε˜(0) ∩ g⊥x .
Second part
∫
ig∗x\B2ε(qx(η0))
:
Both in the wavefront and singular spectrum cases, for ξ ∈ ig∗x \ B2ε(qx(0)),
Lemma 4.7 provides us with fast decay in t and ξ of the second factor in the
considered scalar product. In order to obtain fast decay of the scalar product we
thus need a general bound for the first factor
F
[
〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ϕ(e
•eZ)jgx,g⊥x (•+ Z)
]
(tξ)
in the wavefront case and
F
[
〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ϕN,U1,U2(e
•eZ)jgx,g⊥x (•+ Z)
]
(tξ)
in the singular spectrum case. First note that (4.8) from wave front condition U
and (4.10) from singular spectrum condition U together with the unitarity of τx
imply a general bound on the norm
‖τx(e
Y )v1‖Vx · |σx(e
Y )z1|D1/2x ≤ Cτ,σ‖v1‖Vx |z1|D1/2x
uniformly in x ∈ X and Y ∈ Bε˜(0) ∩ gx. Again arguing with the compactness of
the Grassmanian, we obtain∫
gx
∣∣ϕ(eY eZ)jgx,g⊥x (Y + Z)∣∣ dY ≤ C2
uniformly in x ∈ X and Z ∈ Bε˜(0) ∩ g
⊥
x in the wavefront case and∫
gx
∣∣ϕN,U1,U2(eY eZ)jgx,g⊥x (Y + Z)∣∣ dY ≤ C2
uniformly in x ∈ X and Z ∈ Bε˜(0) ∩ g⊥x in the singular spectrum case. We also
utilized statement (3) of the remarks before Definition 4.4 in the singular spectrum
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case. Consequently, in the wavefront case we obtain∣∣F [〈τx(e•)v1, v2〉Vx · (σx(e•)z1)⊗ z2 · ϕ(e•eZ)jgx,g⊥x (•+ Z)] (tξ)∣∣
≤
∫
gx
‖τx(e
Y )v1‖Vx‖v2‖Vx · |σx(e
Y )z1|D1/2x ⊗ |z2|D1/2x
∣∣ϕ(eY eZ)jgx,g⊥x (Y + Z)∣∣ dY
≤ Cτ,σC2‖v1‖Vx‖v2‖Vx |z1|D1/2x ⊗ |z2|D1/2x
uniformly in t > 0, ξ ∈ ig∗x, x ∈ X , and T ∈ Bε˜(0)∩g
⊥
x and in the singular spectrum
case, we obtain∣∣F [〈τx(e•)v1, v2〉Vx · (σx(e•)z1)⊗ z2 · ϕN,U1,U2(e•eZ)jgx,g⊥x (•+ Z)] (tξ)∣∣
≤ Cτ,σC2‖v1‖Vx‖v2‖Vx |z1|D1/2x ⊗ |z2|D1/2x
uniformly in t > 0, ξ ∈ ig∗x, x ∈ X , and z ∈ Bε˜(0). Thus, in the wavefront case we
get ∣∣∣∣∣
∫
ig∗x\B2ε(qx(η0))
F
[
e−〈tη,log(e•eZ)〉ϕ˜(•)
]
(tξ)
F [〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ρx,Z(Y )] (tξ)dξ
∣∣∣∣∣
D1x
≤ CN,ϕ(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(4.32)
and in the singular spectrum case, we get∣∣∣∣∣
∫
ig∗x\B2ε(qx(η0))
F
[
e−〈tη,log(e•eZ )〉ϕN,U˜1,U˜2(•)
]
(tξ)
F [〈τx(e
•)v1, v2〉Vx · (σx(e
•)z1)⊗ z2 · ρx,Z(Y )] (tξ)dξ
∣∣∣∣∣
D1x
≤ CN+1
U˜1,U˜2
(N + 1)N (‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N .
(4.33)
End of the proof of Theorem 4.5 and Theorem 4.6
To finish the proof of Theorem 4.5, we put (4.30) and (4.32) together to obtain
|I(f1, f2, ϕ, tη)| ≤
∫
X
∫
g⊥x ∩Bε˜(0)
CN,ϕ(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−NdZ
=
∫
X
∫
g⊥x ∩Bε˜(0)
CN,ϕ‖leZf1(e
−Zx)‖
Vx⊗D
1/2
x
⊗ ‖f2(x)‖Vx⊗D1/2x t
−NdZ
uniformly in η ∈ V0. Note that the compact support of the Z integral follows from
the choice of the cutoff function ϕ according to (4.20). As the regular representation
on L2(X,V⊗D1/2) is unitary, f1 ∈ L2(X,V⊗D1/2) implies that ‖leZf1(e
−Zx)‖Vx ∈
L2(X,D
1/2
≥0 ) and so we finally obtain
|I(f1, f2, ϕ, tη)| ≤ CN,f1,f2,ϕ|t|
−N
uniformly in η ∈ V0 which finishes the proof of Theorem 4.5.
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To finish the proof of Theorem 4.6, we put (4.31) and (4.33) together and make
the analogous argument to obtain
|I(f1, f2, ϕN,U1,U2 , tη)| ≤ C
N+1
U1,U2,f1,f2
(N + 1)N |t|−N
uniformly in η ∈ V0.
5. Proof of condition U for compact X
In this section, we verify the following Proposition.
Proposition 5.1. Suppose G is a Lie group, H ⊂ G is a closed subgroup, (τ, V )
is a unitary representation of H, and X = G/H is compact. Then wavefront
condition U (Definition 4.2) and singular spectrum condition U (Definition 4.4)
are both satisfied for the triple (G,H, τ).
When combined with Theorem 4.5, Theorem 4.6, and Theorem 1.1 of [HHO16],
this will imply Theorem 2.3.
First, we show (4.8) and the identical statement (4.10). To do this, we show
that for any precompact, open subset U ⊂ g, there exists a constant C such that
for every x ∈ X , every Y ∈ gx ∩ U , and any z ∈ D
1/2
x
|σx(e
Y )z|
D
1/2
x
≤ C|z|
D
1/2
x
.
For fixed x ∈ X and Y ∈ gx, the quotient
|σx(eY )z|D1/2x
|z|
D
1/2
x
is independent of z ∈ D
1/2
x \ {0}. For each x ∈ X , this quotient defines a continu-
ous function on gx; in particular, it must attain a maximum value Cx on gx ∩ U .
Moreover, since x 7→ gx is a continuous function of X into the Grassmannian and
U is an open set, we deduce that x 7→ Cx is a continuous function on the compact
space X and therefore attains a maximum value C. We deduce
|σx(e
Y )z|
D
1/2
x
≤ C|z|
D
1/2
x
for every x ∈ X , Y ∈ gx ∩ U , and z ∈ D
1/2
x . This is (4.8) and (4.10).
Next, we must verify (4.7) for the wavefront case and (4.9) for the singular spec-
trum case. For the wavefront case, we must show that for a fixed η0 /∈ Ind
G
H WF τ ,
there exists a neighborhood Ω ⊂ ig∗ \ IndGH WF(τ) of η0 and an open subset
0 ∈ UCU,WF ⊂ g such that for all ϕ ∈ C∞c (UCU,WF) and all N ∈ N, there ex-
ists a constant CN,ϕ such that∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx ·
(
(σx(e
Y )z1)⊗ z2
)
· ϕ(Y )e〈tξ,Y 〉dY
∣∣∣∣∣∣
D1x
≤ CN,ϕ(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(5.1)
for t > 0 and uniformly for all ξ ∈ Ω, x ∈ X , v1, v2 ∈ Vx, and z1, z2 ∈ D
1/2
x .
For the singular spectrum case, we must show that for a fixed η0 /∈ Ind
G
H SS(τ),
there is a neighborhood Ω ⊂ ig∗\IndGH SS(τ) of η0 and a neighborhood 0 ∈ UCU,SS ⊂
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g such that for every pair of neighborhoods 0 ∈ U1 ⋐ U2 ⊂ g with U2 ⊂ UCU,SS
and all N ∈ N, there is a constant CU1,U2 such that
∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx ·
(
(σx(e
Y )z1)⊗ z2
)
· ϕN,U1,U2(Y )e
〈tξ,Y 〉dY
∣∣∣∣∣∣
D1x
≤ CN+1U1,U2(N + 1)
N(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x )t
−N
(5.2)
for t > 0 and uniformly for all ξ ∈ Ω, x ∈ X , v1, v2 ∈ Vx, and z1, z2 ∈ D
1/2
x .
In order to study the integrals (5.1) and (5.2), we utilize a calculation in Appen-
dix A. By (A.8), if x ∈ X , then the group Gx acts on the one dimensional complex
vector space D
1/2
x by the scalar
(5.3) σx(h)z = | detTxX(dh|x)|
−1/2z
for all z ∈ D
1/2
x , h ∈ Gx where detTxX(dh|x) denotes the determinant of the differ-
ential map on the fibre TxX
dh|x : TxX → TxX.
Injecting this expression into the left hand side of (5.1) or (5.2) yields
∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx ·
(
(σx(e
Y )z1)⊗ z2
)
· ϕ(Y )e〈tξ,Y 〉dY
∣∣∣∣∣∣
D1x
=
∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx · |detTxX(de
Y
|x)|
−1/2 · z1 ⊗ z2 · ϕ(Y )e
〈tξ,Y 〉dY
∣∣∣∣∣∣
D1x
=
∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx · |detTxX(de
Y
|x)|
−1/2 · ϕ(Y )e〈tξ,Y 〉dY
∣∣∣∣∣∣ · |z1|D1/2x ⊗ |z2|D1/2x .
Next, for each x ∈ X , we choose gx ∈ G such that gxHg−1x = Gx. Then we
conjugate our integral from gx, the Lie algebra of Gx, to h, the Lie algebra of H .
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∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx · |detTxX(de
Y
|x)|
−1/2 · ϕ(Y )e〈tξ,Y 〉dY
∣∣∣∣∣∣ · |z1|D1/2x ⊗ |z2|D1/2x
=
∣∣∣∣∣
∫
h
〈τx(e
Ad(gx)Y˜ )v1, v2〉Vx · |detTxX(de
Ad(gx)Y˜
|x)|
−1/2·
ϕ(Ad(gx)Y˜ )e
〈tξ,Ad(gx)Y˜ 〉jAd(gx):h→gx(Y˜ )dY˜
∣∣∣∣∣ · |z1|D1/2x ⊗ |z2|D1/2x
=
∣∣∣∣∣
∫
h
〈g−1x τx(Cgxe
Y˜ )gxg
−1
x v1, g
−1
x v2〉V · |detTeHX(de
Y˜
|eH)|
−1/2·
ϕ(Ad(gx)Y˜ )e
〈tξ,Ad(gx)Y˜ 〉jAd(gx):h→gx(Y˜ )dY˜
∣∣∣∣∣ · |z1|D1/2x ⊗ |z2|D1/2x
=
∣∣∣∣∣
∫
h
〈τ(eY˜ )g−1x v1, g
−1
x v2〉V · |detTeHX(de
Y˜
|eH)|
−1/2·
ϕ(Ad(gx)Y˜ )e
〈t(Ad(gx))
∗ξ,Y˜ 〉jAd(gx):h→gx(Y˜ )dY˜
∣∣∣∣∣ · |z1|D1/2x ⊗ |z2|D1/2x
=(⋆)
In reading the above calculations, recall that we have a fixed inner product on g
which restricts to gx and h, determining the translation invariant densities dY and
dY˜ on these vector spaces. In the above calculation, we have used the Jacobian of
the conjugation map Ad(gx), which is defined by the expression
Ad(gx)
∗dY = jAd(gx) : h→gx(Y˜ )dY˜ .
In addition, as before, Cgx denotes conjugation by gx.
The following Lemma will be useful.
Lemma 5.2. If X = G/H is a compact homogenous space, then for any x ∈ X we
can choose a gx such that x = gxH and that
{gx, x ∈ X} ⊂ G
is a precompact set.
Proof. Define the gx via a finite number of continuous sections of the principle
H-fiber bundle G→ X . 
Let us assume from now on that the gx are fixed according to Lemma 5.2.
Now we are ready to prove wavefront condition U and singular spectrum condi-
tion U. For the wavefront case, let η0 /∈ W = Ind
G
HWF(τ). As W is closed we can
fix Ω = Bε(η0) ∈ ig∗ \W . Next let us introduce
V0,WF :=
⋃
x∈X
(Ad(gx))
∗qx(Ω) =
⋃
x∈X
q(Ad∗(g−1x )Ω) ⊂ ih
∗.
The importance of the set V0,WF arises from the observation that for ξ ∈ qx(Ω)
we have (Ad(gx))
∗ξ ∈ V0,WF. From the choice of gx according to Lemma 5.2 we
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conclude that V0,WF is a precompact set. Additionally we get from the Ad
∗(G)
invariance of W that ⋃
x∈X
Ad∗(g−1x )Ω ∩W = ∅
and consequently
V0,WF ⊂ ih
∗ \WF(τ)
is a precompact subset. Using the fact that V0,WF is disjoint with WF(τ) and that
it is precompact, we deduce that there is ε˜WF > 0 such that for all smooth functions
ϕ˜ with supp(ϕ˜) ⊂ Bε˜WF(0) ⊂ h and all N > 0 there is a constant CN,ϕ˜ uniformly
in ξ˜ ∈ V0,WF and v1, v2 ∈ V such that [How81, Theorem 1.4 (v)]
(5.4)
∣∣∣∣∫
h
〈τ(eY˜ )v1, v2〉V ϕ˜(Y˜ )e
〈tξ˜,Y˜ 〉dY˜
∣∣∣∣ ≤ CN,ϕ˜‖v1‖V · ‖v2‖V t−N
For the singular spectrum analogue, we define S := IndGH SS(τ), and we define
V0,SS with WF replaced by SS everywhere. We analogously obtain that there is
ε˜SS > 0 such that whenever 0 ∈ U˜1 ⋐ U˜2 ⊂ Bε˜SS(0) ⊂ h are open sets, there exists
a constant C
U˜1,U˜2
for which
(5.5)
∣∣∣∣∫
h
〈τ(eY˜ )v1, v2〉V ϕN,U˜1,U˜2(Y˜ )e
〈tξ˜,Y˜ 〉dY˜
∣∣∣∣ ≤ CN+1U˜1,U˜2(N+1)N‖v1‖V ·‖v2‖V t−N
uniformly in ξ˜ ∈ V0,SS.
Now we will fix the open neighborhood of 0 ∈ UCU,WF ⊂ g according to
UCU,WF ⊂
⋂
x∈X
Ad(gx)Bε˜WF/2(0) ⊂ g
Once more this is possible due to Lemma 5.2. Finally we choose a particular
ϕ˜ ∈ C∞0 (Bε˜WF(0)) such that ϕ˜(Y ) = 1 for Y ∈ Bε˜WF/2(0) ⊂ h. Note that the cutoff
function ϕ from above satisfies suppϕ ⊂ UCU,WF and by the choice of UCU,WF we
conclude supp(ϕ ◦Ad(gx)) ⊂ Bε˜WF/2(0). Thus we can insert ϕ˜ in (⋆) and obtain
(⋆) =
∣∣∣∣∣Fh
[
〈τ(e•)g−1x v1, g
−1
x v2〉V · ϕ˜(•) · |detTeHX(de
•
|x)|
−1/2
· ϕ ◦Ad(gx)(•) · jAd gx:h→gx(•)
]
(t · q(Ad(gx))
∗ξ)
∣∣∣∣∣ · |z1|D1/2x ⊗ |z2|D1/2x
=
∣∣∣∣∣
(
Fh
[
〈τ(e•)g−1x v1, g
−1
x v2〉V · ϕ˜(•)
]
∗ Fh
[
ρx,ϕ(•)
])
(t · q(Ad(gx))
∗ξ)
∣∣∣∣∣
· |z1|D1/2x ⊗ |z2|D1/2x
where Fh : E(h)→ C∞(ih∗) is the Euclidean Fourier transform on h and
ρx,ϕ(Y˜ ) = |detTeHX(de
Y˜
|x)|
−1/2 · ϕ(Ad(gx)Y˜ ) · jgx:h→gx(Y˜ ).
For the singular spectrum case, we analogously define UCU,SS utilizing ε˜SS and
we obtain the above statement with ϕ replaced by ϕN,U1,U2 where 0 ∈ U1 ⋐ U2 ⊂
UCU,SS and with ϕ˜ replaced by ϕN,U˜1,U˜2 where 0 ∈ U˜1 ⋐ U˜2 ⊂ Bε˜SS(0).
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Back in the wavefront case, we observe that from the compactness ofX we obtain
that
|Fh[ρx,ϕ](ξ)| ≤ CN,ϕ〈ξ〉
−N
with CN,ϕ is independent of x ∈ X and ξ ∈ h∗. Using this observation together
with (5.4) we finally obtain
(⋆) ≤ CN,ϕ‖g
−1
x v1‖V ‖g
−1
x v2‖V · |z1| ⊗ |z2||t|
−N
= CN,ϕ‖v1‖Vx‖v2‖Vx · |z1| ⊗ |z2||t|
−N .
We have thus shown (4.7) and verified wavefront condition U. For the singular
spectrum case, we replace ϕ by ϕN,U1,U2 in the definition of ρx,ϕ (which now depends
on N) and we utilize the stronger bounds
|Fh[ρx,ϕ](ξ)| ≤ C
N+1
U1,U2
(N + 1)N〈ξ〉−N
where CU1,U2 is a constant independent of N . These stronger bounds can be ob-
tained from a boundary values of holomorphic functions argument which is similar
to (though not identical to) the proof of Lemma 7.2 of [HHO16]. Finally the bound
(4.10) follows directly with the compactness ofX . This finishes the proof of singular
spectrum condition U.
6. Proof of condition U in the dense semisimple case
6.1. The dense semisimple condition. Suppose G is a real, linear algebraic
group, and let H ⊂ G be a closed subgroup. Let g (resp. h) denote the Lie algebra
of G (resp. H). Assume that there exists a real, linear algebraic group H1 ⊂ G
with Lie algebra h (Note that we do not assume H is algebraic).
Definition 6.1. We sayX ∈ h is semisimple if and only if for every homomorphism
of algebraic groups
ρ : H1 → GL(N,R),
dρ(X) ∈ gl(N,R) is diagonalizable over the complex numbers.
By the general theory of linear, algebraic groups, to check whether X is semisim-
ple, it is enough to find one injective map
ρ : H1 → GL(N,R)
and check whether dρ(X) is semisimple (see for instance 4.4 Theorem on pages 83
and 84 of [Bor91]). Moreover, we note that X ∈ h ⊂ g is semisimple with respect
to H1 iff it is semisimple with respect to G.
Definition 6.2. Let hs ⊂ h denote the cone of elements of h that are semisimple
with respect to H1.
We wish to study the case where hs ⊂ h is dense and prove the following theorem.
Theorem 6.3. Suppose G is a real, linear algebraic group, suppose H ⊂ G is a
closed subgroup, and suppose τ is a finite dimensional, unitary representation of H.
Assume that there exists a real, linear algebraic group H1 ⊂ G such that h, the Lie
algebra of H, is also the Lie algebra of h1. In addition, assume hs ⊂ h is dense.
Then wavefront condition U and singular spectrum condition U are both satisfied.
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Note that Theorem 6.3 together with Theorem 4.5 (resp. Thm 4.6 in the singular
spectrum case) and [HHO16, Theorem 1.1] imply Theorem 2.2.
If H is a real, reductive algebraic group, then h contains an open, dense subset of
semisimple elements. If H = P is a parabolic subgroup of a real, reductive algebraic
group, then h = p has a dense subset of semisimple elements. In particular, this
holds when H = B and
B =
{(
a x
0 a−1
) ∣∣∣ a ∈ R×, x ∈ R}
denotes the motion group of the real line. If H = N is an infinite unipotent group,
for instance
N =
{(
1 x
0 1
) ∣∣∣ x ∈ R} ,
then hs = ns = {0} and h = n does not have a dense subset of semisimple elements.
6.2. On the conjugacy of maximal toral subalgebras in real, linear alge-
braic groups. In order to prove Theorem 6.3, we first need a technical fact from
the structure theory of real, linear algebraic groups.
Let HC be a connected, complex linear algebraic group defined over R, and let
H = HC(R) be the real points of HC.
Definition 6.4. We say that a complex linear algebraic group TC is diagonalizable
if it is isomorphic to a closed subgroup of a product of copies of C×. A torus
TC ⊂ HC in HC is a connected, diagonalizable subgroup of HC. A maximal torus
in HC is a torus in HC that is not properly contained in another torus in HC.
Proposition 6.5. There are finitely many H conjugacy classes of maximal tori
TC ⊂ HC which are defined over R.
Proof. Let (HC)u denote the unipotent radical of HC. It is the unique maximal
closed, connected, normal, unipotent subgroup of HC (see for instance 11.21 on
page 157 of [Bor91]). Moreover, (HC)/(HC)u is a complex, reductive algebraic
group. Now, we assumed that HC was defined over R with real form H . It follows
that (HC)u is defined over R (see 14.4.5 Proposition on page 250 of [Spr98]); we
will denote the corresponding set of real points by Hu. By Corollary 12.2.2 on page
212 of [Spr98], we see that H/Hu is a real form of HC/(HC)u. In particular, H/Hu
is a real, reductive algebraic group.
Let
ρC : HC → HC/(HC)u
denote the natural surjective homomorphism. By 11.14 Proposition (1) on page 152
of [Bor91], ρC induces a map from maximal tori inHC to maximal tori in HC/(HC)u.
Note that this map is surjective. Indeed, suppose BC ⊂ HC/(HC)u is a maximal
torus in HC/(HC)u. Choose a maximal torus TC ⊂ HC, and note that ρC(TC)
is conjugate to BC since all maximal tori in HC/(HC)u are conjugate (see 11.3
Corollary (1) on page 148 of [Bor91]). In particular, there exists ρC(g) ∈ HC/(HC)u
such that
ρC(g)ρC(TC)ρC(g)
−1 = BC.
One sees
ρC(gTCg
−1) = BC
and the induced map on maximal tori is surjective.
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Now, we know that there are finitely many H conjugacy classes of maximal tori
BC ⊂ HC/(HC)u that are defined over R (this may be deduced from the definition
of Cartan subalgebra on page 254 of [Kna05], the remarks on pages 457 and 458
of [Kna05] including Proposition 7.35, and the easy fact that a maximal torus is
determined by its Lie algebra). Let {BαC}α∈A be a set of representatives for these
conjugacy classes. For each α, choose a maximal torus TαC ⊂ HC such that
ρC(T
α
C ) = B
α
C .
We claim that every maximal torus TC ⊂ HC that is defined overR isH conjugate
to a maximal torus of the form TαC . Indeed, ρC(TC) is defined over R; hence, there
exists g ∈ H such that
ρC(g)ρC(TC)ρC(g)
−1 = BαC
for some α. In particular, gTCg
−1 ∈ ρ−1
C
(BαC).
Next, we observe
ρ−1
C
(BαC ) = T
α
C · (HC)u
since (HC)u ⊂ HC is a normal subgroup. One deduces that ρ
−1
C
(BαC) is a solvable
subgroup of HC that is defined over R. By 19.2 Theorem on page 223 of [Bor91], all
maximal tori in ρ−1
C
(Bα
C
) that are defined over R are conjugate via the set of real
points of ρ−1
C
(Bα
C
) (in particular, they are conjugate via H). Since Tα
C
is a maximal
torus in ρ−1
C
(Bα
C
) that is defined over R, we deduce that gTCg
−1 is conjugate to Tα
C
.
Thus, TC is conjugate to T
α
C . The Proposition follows. 
Next, we move to the Lie algebra. Let h denote the Lie algebra of H , and let hC
denote the Lie algebra of HC
Definition 6.6. A toral subalgebra tC in hC is an abelian subalgebra consisting of
semisimple elements. A maximal toral subalgebra of hC is a toral subalgebra of hC
that is not properly contained in another toral subalgebra of hC.
Lemma 6.7. Suppose tC ⊂ hC is a maximal toral subalgebra. Then there exists a
maximal torus TC ⊂ GC such that tC is the Lie algebra of TC. In particular, all
maximal toral subalgebras of hC are conjugate.
In addition, if tC ⊂ hC is a maximal toral subalgebra defined over R, then the
corresponding maximal torus TC ⊂ HC is defined over R. In particular, there are
finitely many H conjugacy classes of maximal toral subalgebras of hC that are defined
over R.
Proof. Let BC = ZHC(tC) be the centralizer in HC of tC, and note
bC := Lie(BC) = ZhC(tC).
Let T˜C ⊂ BC be a maximal torus, and let CC = ZBC(T˜C) be the associated Cartan
subgroup of BC. Then
cC := Lie(ZBC(T˜C)) = ZbC(Lie(T˜C))
Hence, tC ⊂ cC since tC is in the center of bC, and therefore it must centralize
Lie(T˜C) ⊂ bC. But, CC is a nilpotent Lie group; hence, by part (3) of 10.6 Theorem
on page 138 of [Bor91], we have
CC ≃ (CC)s × (CC)u
and
cC ≃ (cC)s ⊕ (cC)n.
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In particular, we see that T˜C = (CC)s is the unique maximal toral subgroup of CC
and its Lie algebra t˜C = (cC)s is the unique maximal toral subalgebra of cC. Since
tC is a toral subalgebra in cC, it must be a subalgebra of t˜C. But, tC is maximal in
gC; hence, it must be maximal in the smaller algebra cC. Therefore,
tC = t˜C
and tC is the Lie algebra of the maximal torus T˜C ⊂ BC. However, any torus
containing T˜C in HC would have to centralize T˜C; hence, it would have to lie in BC.
Therefore tC is the Lie algebra of a maximal torus in HC.
The second statement follows from the conjugacy of maximal tori and the fact
that if two groups are conjugate, then their Lie algebras must also be conjugate.
For the third statement, we assume tC is defined over R. Then its centralizer
BC must be defined over R. Now, a complex, linear algebraic group defined over
R always has a maximal torus defined over R (see 18.2 Theorem (i) on page 182 of
[Bor91]). Then we may choose T˜C in the above argument to be defined over R, and
we have a maximal torus with Lie algebra tC that is defined over R.
The last statement follows since two maximal toral subalgebras are conjugate by
an element of H if they are the Lie algebras of maximal tori which are conjugate
by an element of H . 
Definition 6.8. We say t ⊂ h is a toral subalgebra of h if t is an abelian subalge-
bra consisting of semisimple elements. A maximal toral subalgebra of h is a toral
subalgebra of h that is not properly contained in another toral subalgebra of h.
Lemma 6.9. If t ⊂ h is a maximal toral subalgebra, then tC ⊂ hC is a maximal
toral subalgebra.
Proof. Suppose t ⊂ h is a maximal toral subalgebra with complexification tC. Note
ZH(t) ⊂ ZHC(tC) is a real form. Choose a maximal toral subalgebra t˜C ⊂ hC of hC
containing tC. Clearly t˜C is contained in ZhC(tC), the Lie algebra of ZHC(tC), since
tC is contained in t˜C and t˜C is abelian. By Lemma 6.7, there exists a maximal torus
T˜C with Lie algebra t˜C. This maximal torus of HC is contained in ZHC(tC) since
it is abelian and tC is contained in its Lie algebra. All maximal tori in a complex,
linear algebraic group are conjugate; therefore, every maximal torus in ZHC(tC) is
a maximal torus in HC.
Now, by 18.2 Theorem (i) on page 218 of [Bor91], there exists a maximal torus
BC ⊂ ZHC(tC) that is defined over R. Then its Lie algebra bC is defined over R
with real points b. Since tC is in the center of ZhC(tC), we must have tC ⊂ bC. In
particular, t ⊂ b. By maximality, we must have t = b. Therefore, tC = bC is a
maximal toral subalgebra of hC as desired. 
Proposition 6.10. Let H be a Lie group with Lie algebra h, and suppose that there
exists a real, linear algebraic group H1 with Lie algebra h as well. Assume hs ⊂ h
is dense. Then there exists a finite number of maximal toral subalgebras t1, . . . , tr
in h such that
r⋃
j=1
⋃
g∈H
Ad(g) · tj = h.
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Proof. Note that He and (H1)e are both connected Lie groups with the same Lie
algebra. In particular, we have
Ad(He) = Ad((H1)e) ⊂ Aut(h).
Now, there are finitely many ((H1)C)e(R) conjugacy classes of maximal toral sub-
algebras in h by Lemma 6.7 and Lemma 6.9. Hence, there are finitely many
H1 ⊃ ((H1)C)e(R) conjugacy classes of maximal toral subalgebras in h. Also, note
thatH1 has finitely many connected components sinceH1 is algebraic. Hence, there
are finitely many (H1)e conjugacy classes of maximal tori in h. Since Ad(He) =
Ad((H1)e), there are also finitely many H conjugacy classes of maximal tori in h.
Let t1, . . . , tr be representatives of these conjugacy classes. Since every semisimple
element in h is contained in a maximal toral subalgebra, we have
hs =
r⋃
j=1
⋃
g∈H
Ad(g) · tj
for maximal toral subalgebras t1, . . . , tr. Since we assumed hs ⊂ h to be dense, the
Proposition follows. 
6.3. Proof of Theorem 6.3. Recall that we fixed an inner product 〈·, ·〉 on g, and
let | · | be the associated norm. Using the inner product and division by i we can
identify ig∗ ≃ g, and by abuse of notation also denote by | · | the corresponding
norm on ig∗.
Recall that for x ∈ X , Gx ⊂ G is the stabilizer subgroup of x and gx is the
associated Lie algebra. Let us first show that Proposition 6.10 allows us to conjugate
any semisimple element Y ∈ gx to an elment in h in a bounded way.
Lemma 6.11. Let G be a real, linear algebraic group, let H ⊂ G be a closed
subgroup, and suppose there exists a real algebraic subgroup H1 ⊂ G such that the
Lie algebra of H1, h1, and the Lie algebra of H, h, are equal as subsets of the Lie
algebra of G, g. Then there is a constant C such that for any x ∈ X = G/H and
any semisimple element Y ∈ gx there is a gY ∈ G such that Ad(g
−1
Y )Y ∈ h and
|Ad(g−1Y )Y | ≤ C|Y |.
Proof. For any element Y ∈ gx there is an element gx such that Ad(g−1x )Y ∈ h.
If Y is semisimple then also Ad(g−1x )Y ∈ h is semisimple and as in the proof of
Proposition 6.10 we may conjugate Ad(g−1x )Y by some h ∈ H to an element in one
of the finitely many toral subalgebras t1, . . . , tr. In particular, putting gY = gxh,
we obtain
Ad(g−1Y )Y ∈ tj
for some j = 1, . . . , r.
Now lets choose an embedding
ρ : GC → GL(N,C),
and choose a maximal torus TC ⊂ GC. Since ρ(TC) is a group of commuting
diagonalizable matrices, they are simultaneously diagonalizable. In particular, after
conjugating ρ, we may assume that ρ takes TC into the set of diagonal matrices in
GL(N,C). Now, we fix a new norm | · |ρ on gC by
|X |ρ := |dρ(X)|op.
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That is, the norm of X is the operator norm of the endomorphism dρ(X) of CN .
Suppose X ∈ gC and v ∈ CN is an eigenvector for dρ(X) with eigenvalue λ. Then
dρ(X)v = λv and we deduce |X |ρ ≥ |λ|. More generally, we have
|X |ρ ≥ sup
λ∈Spec dρ(X)
|λ|
where Spec dρ(X) denotes the set of eigenvalues of dρ(X). On the other hand, if
X ∈ tC = Lie(TC), then dρ(X) is a diagonal matrix, and the above inequality is in
fact an equality. If g ∈ GC, since dρ(Ad(g)X) = ρ(g)dρ(X)ρ(g)−1 is conjugate to
dρ(X), we deduce
|X |ρ = sup
λ∈Specdρ(X)
|λ| = sup
λ∈Spec dρ(Adg X)
|λ| ≤ |Ad(g)X |ρ.
In particular, for every semisimpleGC orbitO ⊂ gC, the norm |·|ρ takes its minimum
value on tC ∩ O (note that the latter set is not empty since all maximal tori are
conjugate and every semisimple element belongs to some maximal torus). Recall
that tj ⊂ h are maximal toral subalgebras so accroding to Lemma 6.9, tj,C ⊂ hC is
a maximal toral subalgebra. Applying Lemma 6.7 to GC and using hC ⊂ gC we fix
for each j a maximal torus Tj,C ⊂ GC such that
Lie(Tj,C) ⊃ tj,C
For each j, we fix a homomorphism
ρj : GC → GL(Nj ,C)
for which ρj(Tj,C) is a collection of diagonal matrices. By this map we obtain a
finite number of norms | |ρj on the Lie algebra gC and thus also in the real subspace
g. Since all norms on a finite dimensional vectorspace are equivalent we obtain a
constant d > 0 such that for all j = 1, . . . , r
(6.1)
1
d
|X | ≤ |X |ρj ≤ d|X |.
Now suppose that j is such that Ad(g−1Y )Y ∈ tj . As noted before, when restricted
to the orbit GC · Y , the norm | · |ρj takes its minimum on tj,C. Therefore,
|Ad(g−1Y )Y |ρj ≤ |Y |ρj
and using (6.1) we get
|Ad(g−1Y )Y | ≤ d
2|Y |.
Note that the constant d2 did only depend on the choices of the norms ρj and is
thus independent of Y and gY and we have thus proven Lemma 6.11. 
As a corollary of this lemma we can now prove (4.8) and (4.10) for UCU,WF =
UCU,SS = UCU ⊂ g being any precompact open neighborhood of 0 ∈ g: Let gx ∈ G
be an arbitrary representative of x = gxH ∈ X . After choosing a nonzero point of
reference in D
1/2
x and using (4.1) and (4.3) we can identify D
1/2
x
∼= C and
σx(e
Y ) ∼= |detTeHX(de
Ad(g−1x )Y
|eH)|
−1/2
for any Y ∈ gx. From continuity we conclude
|detTeHX(de
Ad(g−1x )Y
|eH)|
−1/2 ≤ C1|Ad(g
−1
x )Y |.
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Note that the left side is independent of the choice of the representative gx. Now
suppose that Y ∈ gx is semisimple, then we can take gx = gY according to
Lemma 6.11 and we obtain
|detTeHX(de
Ad(g−1Y )Y
|eH)|
−1/2 ≤ C1C|Y |.
By the precompactnes of UCU, we have thus established (4.8) and (4.10) on the
dense subset of semisimple elements and finally by continuity (4.8) and (4.10) follow
on the whole set UCU.
In order to prove the central estimates (4.7) and (4.9), we will perform a partial
integration with respect to some vectors Yx ∈ gx for every x ∈ X satisfying certain
properties. We first show that we can choose them appropriately.
As we assume in Theorem 6.3 that the representation τ is finite dimensional, we
know that WF(τx) = SS(τx) = {0}, so
W = S =
⋃
x∈X
q−1x (0) =
⋃
x∈X
i(g/gx)∗
where (g/gx)
∗ are those linear functionals on g that vanish on gx.
Lemma 6.12. Suppose η0 /∈ W = S. Then there exists an open neighborhood
η0 ∈ Ω ⊂ ig∗ \W such that the nonnegative constant
CΩ := inf
x∈X
sup
Yx∈gx
|Yx|=1
inf
ξ∈Ω
|〈ξ, Yx〉|
is nonzero.
Proof. We prove the Lemma by contradiction. Let {Ωm} be a sequence of open
sets in ig∗ such that Ωm ⊃ Ωm+1 for every m and⋂
m
Ωm = {η0}.
Note that by the definition of CΩ, we have Cωm+1 ≥ CΩm . Let us now suppose that
CΩm = 0 for every m. Then, for every m, we must be able to find a sequence {x
m
n }
of elements of X such that
cmn = sup
Yn,m∈gxmn
|Yn,m|=1
inf
ξ∈Ωm
|〈ξ, Yn,m〉|
converges to zero as n → ∞. Choose a sequence of increasing natural numbers
{nm} such that cmnm converges monotonically to zero as m→∞.
Since the Grassmannian of all vector spaces of dimension dim h in g is a compact
space, after passing to a subsequence, we may assume that {gxmnm} → V where
V ⊂ g is a subspace of g of dimension dim h.
Next, we will show qV (η0) = 0. If Y ∈ V and |Y | = 1, then we may write
Y = limm→∞ Ym with Ym ∈ gxmnm and |Ym| = 1. We note
inf
ξ∈Ωm
|〈ξ, Ym〉| ≤ c
m
nm .
For every ξ ∈ Ωm we can bound
|〈η0, Y 〉| ≤ |〈η0, Y − Ym〉|+ |〈η0 − ξ, Ym〉|+ |〈ξ, Ym〉|.
By choosing ξ such that the last term becomes as small as possible, we obtain
|〈η0, Y 〉| ≤ |〈η0, Y − Ym〉|+ sup
ξ∈Ωm
|〈η0 − ξ, Ym〉|+ inf
ξ∈Ωm
|〈ξ, Ym〉|.
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The right hand side converges to zero as m → ∞ since cmnm → 0 and ∩Ωm = η0.
Therefore, η0 vanishes on V .
Finally, we show that
i(g/V )∗ ⊂
⋃
x∈X
i(g/gx)∗.
Indeed, it is not difficult to see that if {gxn} → V in the Grassmannian of di-
mension dim h subspaces of g, then {g⊥xn} → V
⊥ in the Grassmannian of dimension
dim g − dim h subspaces of g. Dividing by i and utilizing our fixed inner product
on g, we may identify imaginary valued linear functionals on g that vanish on V
(resp. gxn) with V
⊥ (resp. g⊥xn). The statement now follows.
Now, η0 ∈ i(g/V )∗. Hence, η0 ∈
⋃
x∈X i(g/gx)
∗. But, this contradicts our
hypothesis. Hence, CΩm 6= 0 for some m, and the Lemma has been proven. 
Now putting together Lemma 6.11 and Lemma 6.12 we can specify the vectors
Yx.
Corollary 6.13. Let G be a real, linear algebraic group, let H ⊂ G be a closed
subgroup, and suppose there exists a real algebraic group H1 ⊂ G such that the Lie
algebra of H1, h1, and the Lie algebra of H, h, are equal as subsets of the Lie algebra
of G, g. In addition, assume that the set of semisimple elements of h, denoted hs
is dense in h. Fix
η0 /∈ W = S =
⋃
x∈X
i(g/gx)∗,
and let η0 ∈ Ω ⊂ ig∗ be the open set from Lemma 6.12. For every x ∈ X, we can
choose Yx and gx satisfying
(1) Yx ∈ gx for all x ∈ X
(2) |Yx| = 1 for all x ∈ X
(3) For all x ∈ X, we have the inequality
inf
ξ∈Ω
|〈ξ, Yx〉| >
CΩ
2
(4) For each x ∈ X, there exists gx ∈ G such that Ad(g−1x )Yx ∈ h and
|Ad(g−1x )Yx| ≤ C
uniformly in x.
Proof. From Lemma 6.12 we conclude that the set of possible choices of Yx satisfying
(1)-(3) {
Y ∈ gx
∣∣∣ inf
ξ∈Ω
|〈ξ, Y 〉| >
CΩ
2
and |Y | = 1
}
is an open subset of the unit sphere in gx.
As hs ⊂ h is a dense cone we can choose Yx semisimple. We may then choose
gx = gY according to Lemma 6.11 and obtain (4). 
For the remainder of the proof of Theorem 6.3, we fix choices of Yx and gx
satisfying the above four properties.
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Recall that, in order to prove the central estimate (4.7) in the wavefront case,
we have to consider the asymptotics of the oscillating integrals
Ix(t) :=
∣∣∣∣∣∣
∫
gx
〈τx(e
Y )v1, v2〉Vx ·
(
(σx(e
Y )z1)⊗ z2
)
· ϕ(Y )e〈tξ,Y 〉dY
∣∣∣∣∣∣
D1x
.
In the singular spectrum case, we have to consider the same expression with ϕ
replaced by ϕN,U1,U2 . We will do this by partial integration, analogous to the case
of homogeneous spaces in Section 3. In order to get the uniform bounds in x, we
will first rewrite Ix(t) as an integral over g, respectively a neighborhood of the
identity in G. Let us first describe how we do this:
For any (dim h)-dimensional subspace V ⊂ g we consider the map
κV : g = V ⊕ V
⊥ → G, Y + Z 7→ eY eZ ,
which is a local diffeomorphism around 0 ∈ g. As the Grassmanian of all (dimh)-
dimensional subspaces is compact, we can find an open neighborhood of 0 ∈ g
such that κV is a diffeomorphism for any subspace V ⊂ g. We choose UCU to be
contained in this subset.
Next, let ρ ∈ C∞c (UCU), be a positive function such that
∫
V ⊥
ρ(Z)dZ = 1 for all
subspaces V . This is possible by taking a function that is radial w.r.t. the chosen
scalar product on g.
We can write
Ix(t) =
∣∣∣∣∣∣∣
∫
gx
∫
g⊥x
〈τx(e
Y )v1, v2〉Vx ·
(
(σx(e
Y )z1)⊗ z2
)
· ϕ(Y )e〈tξ,Y 〉ρ(Z)dY dZ
∣∣∣∣∣∣∣
D1x
=
∣∣∣∣∣∣
∫
G
〈τx(e
Ygx (g))v1, v2〉Vx ·
(
(σx(e
Ygx (g))z1)⊗ z2
)
· ϕ(Ygx(g))ρ(Zgx(g))jgx(g)e
〈tξ,Ygx (g)〉dg
∣∣∣∣∣∣
D1x
.
Here dg is a left invariant Haar measure on G and for any (dimh)-dimensional
subspace V ⊂ g, jV (g) is the analytic Jacobian, such that κ∗V (jV (g)dg) is the
Lebesgue measure dY dZ on g. Furthermore YV (g) ∈ V and ZV (g) ∈ V ⊥ are the
projections on V and V ⊥ of κ−1V (g).
We can now perform the partial integration. Therefore consider the Lie algebra
elements Yx ∈ gx as right invariant differential operators on G acting from left and
define
µ(ξ, x, g) := Yx〈ξ, Ygx(g)〉.
Note that µ(ξ, x, e) = 〈ξ, Yx〉, thus by property (3) of Corollary 6.13, |µ(ξ, x, e)| is
bounded away from zero uniformly in ξ ∈ Ω and x ∈ X . We choose UCU small
enough, such that |µ(ξ, x, g)| > c is still bounded away from zero, if additionally
g is in the support of ϕ(Ygx(g))ρ(Zgx(g)). Note that this is again possible due to
the compactness of the Grassmanian of (dimh)-dimensional subspaces. Now we
can insert the differential operator (t−1µ(ξ, x, g)−1Yx)
N in front of e〈tξ,Ygx(g)〉 and
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integrate by parts which yields
Ix(t) =
∣∣∣∣∣
∫
G
〈τx(e
Ygx (g))v1, v2〉Vx ·
(
(σx(e
Ygx (g))z1)⊗ z2
)
· ϕ(Ygx(g))ρ(Zgx(g))jgx(g)
[
t−1µ(ξ, x, g)Yx
]N
e〈tξ,Ygx (g)〉dg
∣∣∣∣∣
D1x
≤t−N
∑
q+r+s≤N
Cq,r,s
∣∣∣∣∣
∫
G
〈Yx
qτx(e
Ygx (g))v1, v2〉Vx ·
(
(Y rx σx(e
Ygx (g))z1)⊗ z2
)
·
(
Y sx ϕ(Ygx(g))ρ(Zgx(g))jgx(g)
)
e〈tξ,Ygx (g)〉dY
∣∣∣∣∣
D1x
=t−N
∑
q+r+s≤N
Cq,r,s
∣∣∣∣∣
∫
G
〈dτx(Yx)
qτx(e
Ygx (g))v1, v2〉Vx ·
(
(dσx(Yx)
rσx(e
Ygx (g))z1)⊗ z2
)
· ρ(Zgx(g)) ·
(
Yx
sϕ(Ygx(g))jgx(g)
)
e〈tξ,Ygx (g)〉dY
∣∣∣∣∣
D1x
Note that in the first inequality we absorbed the functions µ(ξ, x, g) and its deriva-
tives in the constants Cq,r,s which is possible as |Yx| = 1 (Corollary 6.13 (2)) and
because the function YV (g) depends continuously in the C
∞-topology on on the
subspace V ⊂ g considered as a point in the compact Grassmanian. For the second
equality, we used, that
d
ds |s=0
Zgx(e
sYxg) = 0 and dds |s=0e
Ygx (e
sYxg) = dds |s=0e
sYxeYgx ,
which follows as YX ∈ gx (Corollary 6.13 (1)).
We obtain an analogous formula for the singular spectrum case if we insert this
differential operator on the left hand side of (4.9). In the singular spectrum case
formula, ϕ is replaced by ϕN,U1,U2 .
Back in the wavefront case, for any ϕ ∈ C∞c (UCU) the precompactnes of UCU
and the compactness of the Grassmanian in which gx varies, assures a bound of the
supremum norm
‖Yx
sϕ(Ygx(g))jgx(g)))‖∞ ≤ Cs,ϕ
uniformly in x ∈ X . For the singular spectrum case, part (3) of the definition of
the family of functions ϕN,U1,U2 given directly above Definition 4.4 together with
the analyticity of jgx(g) give the stronger bounds
‖Yx
sϕN,U1,U2(Ygx(g))jgx(g)‖∞ ≤ C
s+1
U1,U2
(N + 1)s.
Additionally we have shown above that |σx(eY )|op < C uniformly in x ∈ X , Y ∈
UCU ∩ gx and a uniform bound for |τx(eY )|op follows trivially from the unitarity of
τx. It thus remains to prove uniform bounds for |dτx(Yx)|op and |dσx(Yx)|op. Using
once more (4.2) we obtain
|dτx(Yx)|op = |dτ(Ad(g
−1
x )Yx)|op.
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Now the continuity of dτ : h→ End(V ) and | |op : End(V )→ R imply
|dτx(Yx)|op ≤ C|Ad(g
−1
x )Yx| ≤ C˜
where the last inequality is justified by Lemma 6.11. The same arguments apply
to |dσx(Yx)|op. Putting everything together, in the wavefront case, we obtain
Ix(t) ≤ t
−NCN,ϕ(‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x ).
Analogously, in the singular spectrum case, we obtain
Ix(t) ≤ t
−NCN+1U1,U2(N + 1)
N (‖v1‖Vx |z1|D1/2x )⊗ (‖v2‖Vx |z2|D1/2x ).
This finishes the proofs of (4.7) and (4.9) and thus of Theorem 6.3.
7. Applications and Examples
In this section, we consider applications of Theorem 2.1 and Theorem 2.2, and
we consider examples of those applications. We begin by expanding upon Theorem
1.1 and Theorem 1.2. As in the introduction, let Gx be the stabilizer in G of x ∈ X ,
and let gx denote the Lie algebra of Gx. For each x ∈ X , we identify iT ∗xX with
i(g/gx)
∗ in the obvious way.
Corollary 7.1. Suppose G is a real, reductive algebraic group, and suppose X is
a homogeneous space for G with a non-zero invariant density. Then
(7.1) AC
 ⋃
σ∈suppL2(X)
σ∈Ĝtemp
Oσ
 ⊂ ⋃
x∈X
iT ∗xX =
⋃
x∈X
i(g/gx)∗.
Intersecting with the set of regular semisimple elements, we obtain the equality
(7.2) AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
∩ (ig∗)′ = ⋃
x∈X
iT ∗xX ∩ (ig
∗)′ =
⋃
x∈X
i(g/gx)∗ ∩ (ig
∗)′.
If, in addition, suppL2(X) ⊂ Ĝtemp, then we obtain equality without intersecting
with the set of regular semisimple elements,
(7.3) AC
 ⋃
σ∈suppL2(X)
σ∈Ĝtemp
Oσ
 = ⋃
x∈X
iT ∗xX =
⋃
x∈X
i(g/gx)∗.
This Corollary is a consequence of Theorems 1.1 and 1.2 of [HHO16], Theorem 1.1
of [Har], and Theorem 1.1 of this paper. The last statement is especially interesting
to us because of the recent work of Benoist and Kobayashi [BK15], which gives a
large class of homogeneous spaces X for a real, reductive algebraic group G for
which suppL2(X) ⊂ Ĝtemp. Let us write down a brief proof of Corollary 7.1.
WAVE FRONT SETS OF REDUCTIVE LIE GROUP REPRESENTATIONS III 37
Proof. Consider the representation L2(X) of G. We may decompose this represen-
tation into irreducibles as
L2(X) ≃
∫ ⊕
σ∈Ĝ
σ⊕m(L
2(X),σ)dµ
where µ is a nonnegative measure on the unitary dual Ĝ. Recall that Ĝtemp ⊂ Ĝ
is a closed subset and Ĝ′temp ⊂ Ĝ is an open subset. This can be deduced from
Corollary 2 on page 391 of [Fel60] together with standard facts about tempered
characters (see for instance [Kna86]). Therefore, we may decompose
Ĝ = Ĝtemp
⋃(
Ĝ \ Ĝtemp
)
as the union of a closed set and an open set and we may analogously decompose
µ = µ|Ĝtemp + µ|Ĝ\Ĝtemp .
We then obtain an analogous direct sum decomposition of the representationL2(X),
L2(X) ∼=
∫ ⊕
σ∈Ĝtemp
σ⊕m(L
2(X),σ)dµ|Ĝtemp
⊕∫ ⊕
σ∈Ĝ\Ĝtemp
σ⊕m(L
2(X),σ)dµ|Ĝ\Ĝtemp .
Since every matrix coefficient of the first summand is also a matrix coefficient of
L2(X), we obtain the inclusion
WF(L2(X)) ⊃WF
(∫ ⊕
σ∈Ĝtemp
σ⊕m(L
2(X),σ)dµ|Ĝtemp
)
.
Now, by Theorem 1.2 of [HHO16], we obtain
WF
(∫ ⊕
σ∈Ĝtemp
σ⊕m(L
2(X),σ)dµ|Ĝtemp
)
= AC
 ⋃
σ∈suppL2(X)
σ∈Ĝtemp
Oσ
 .
On the other hand, one obtains from Theorem 1.1 of this paper
WF(L2(X)) =
⋃
x∈X
iT ∗xX =
⋃
x∈X
i(g/gx)∗.
Now, statement (7.1) follows. If, in addition, suppL2(X) ⊂ Ĝtemp, then
µ|Ĝ\Ĝtemp = 0
and we obtain
WF(L2(X)) = WF
(∫ ⊕
σ∈Ĝtemp
σ⊕m(L
2(X),σ)dµ|Ĝtemp
)
.
Now, statement (7.3) follows from Theorem 1.2 of [HHO16] together with Theorem
1.1 of this paper (which utilizes Theorem 1.1 of [HHO16] in its proof).
To show statement (7.2), we require a different decomposition of measures. We
instead break up
Ĝ = Ĝ ′temp
⋃(
Ĝ \ Ĝ ′temp
)
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into the union of an open set and a closed set and we have the corresponding
decomposition of measures
µ = µ|Ĝ ′temp
+ µ|Ĝ\Ĝ ′temp
.
This yields a decomposition of representations
L2(X) ∼=
∫ ⊕
σ∈Ĝ ′temp
σ⊕m(L
2(X),σ)dµ|Ĝ ′temp
⊕∫ ⊕
σ∈Ĝ\Ĝ ′temp
σ⊕m(L
2(X),σ)dµ|Ĝ\Ĝ ′temp
.
Now, as shown in Proposition 1.3 of [How81], every matrix coefficient of L2(X)
decomposes into the sum of a matrix coefficient of the first representation plus
a matrix coefficient of the second representation which means that we can write
WF(L2(X)) as a union of
WF
(∫ ⊕
σ∈Ĝ ′temp
σ⊕m(L
2(X),σ)dµ|Ĝ ′temp
)
and
WF
(∫ ⊕
σ∈Ĝ\Ĝ ′temp
σ⊕m(L
2(X),σ)dµ|Ĝ\Ĝ ′temp
)
.
Now, Theorem 1.1 of [Har] says that the second set is contained in the singular set,
ig∗ \ (ig∗)′, since it is a direct integral of singular representations. Therefore, we
obtain
WF(L2(X)) ∩ (ig∗)′ = WF
(∫ ⊕
σ∈Ĝ ′temp
σ⊕m(L
2(X),σ)dµ|Ĝ ′temp
)
∩ (ig∗)′
By Theorem 1.1 of this paper (which utilizes Theorem 1.1 of [HHO16] in its proof)
WF(L2(X)) =
⋃
x∈X
iT ∗xX =
⋃
x∈X
i(g/gx)∗.
And by Theorem 1.2 of [HHO16], we obtain
WF
(∫ ⊕
σ∈Ĝ ′temp
σ⊕m(L
2(X),σ)dµ|Ĝ ′temp
)
= AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
 .
Statement (7.2) now follows. 
Utilizing Theorem 2.2, we give a variant of Corollary 7.1 for finite rank vector
bundles.
Corollary 7.2. Suppose G is a real, reductive algebraic group, suppose X is a
homogeneous space for G, let D1/2 → X denote the bundle of complex half densities
on X (see Appendix A), and suppose V → X is a finite rank, G equivariant,
Hermitian vector bundle on X. Assume that for some (equivalently any) x ∈ X,
there is a closed, real, linear algebraic subgroup G˜x ⊂ G whose Lie algebra is gx (of
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course, this is satisfied if Gx is itself an algebraic subgroup of G) and gx contains
a dense subset of semisimple elements. Then
(7.4) AC
 ⋃
σ∈suppL2(X,D1/2⊗V)
σ∈Ĝtemp
Oσ
 ⊂ ⋃
x∈X
iT ∗xX =
⋃
x∈X
i(g/gx)∗.
Intersecting with the set of regular semisimple elements, we obtain the equality
(7.5) AC

⋃
σ∈suppL2(X,D1/2⊗V)
σ∈Ĝ ′
temp
Oσ
 ∩ (ig∗)′ =
⋃
x∈X
i(g/gx)∗ ∩ (ig
∗)′.
If, in addition, suppL2(X,D1/2 ⊗ V) ⊂ Ĝtemp, then we obtain equality without
intersecting with the set of regular, semisimple elements,
(7.6) AC
 ⋃
σ∈suppL2(X,D1/2⊗V)
σ∈Ĝtemp
Oσ
 = ⋃
x∈X
iT ∗xX =
⋃
x∈X
i(g/gx)∗.
This Corollary is a consequence of Theorems 1.1 and 1.2 of [HHO16], Theorem
1.1 of [Har], and Theorem 1.2 of this paper. The verification of Corollary 7.2
is nearly identical to the verification of Corollary 7.1 with Theorem 1.1 of this
paper replaced by Theorem 1.2 of this paper in all arguments. Utilizing results of
Matumoto [Mat92], we will point out in Section 8 that all three of the statements
of Corollary 7.2 may fail if one does not assume that gx contains a dense subset of
semisimple elements.
In order to utilize Corollary 7.1 and Corollary 7.2, it is useful to write these
statements in terms of purely imaginary valued linear functionals on the Cartan
subalgebras of g, the Lie algebra of G. Suppose b ⊂ g is a Cartan subalgebra of g,
and identify ib∗ ⊂ ig∗ utilizing the decomposition
g = b⊕ [g, b].
Given σ, an irreducible, tempered representation of G with regular infinitesimal
character, define
λσ,b := Oσ ∩ ib
∗.
When b is understood, we will often just write λσ. If σ is an irreducible, tempered
representation with regular infinitesimal character, then λσ is a single W orbit for
the real Weyl group W = W (G,B) = NG(B)/B. Here B := NG(b) ⊂ G is the
Cartan subgroup of G with Lie algebra b.
Corollary 7.3. Let G be a real, reductive algebraic group, and let X be a homo-
geneous space for G with a nonzero invariant density. Suppose b ⊂ g is a Cartan
subalgebra of the Lie algebra g of G. As before, Gx is the stabilizer in G of x ∈ X
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and gx is the Lie algebra of Gx. In addition, (ib
∗)′ = ib∗ ∩ (ig∗)′. Then
(7.7) AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
λσ,b
∩ (ib∗)′ = {ξ ∈ ib∗|∃ x ∈ X s.t. ξ|gx = 0 }∩ (ib∗)′.
The asymptotic cone is taken inside the vector space ib∗.
Proof. We show how to deduce Corollary 7.3 from Corollary 7.1. To show that the
right hand side is contained in the left hand side, take ξ ∈ (ib∗)′ with ξ|gx = 0
for some x ∈ X , and choose an open cone ξ ∈ C1 ⊂ (ib)∗ for which C1 ⊂ (ib∗)′.
Choose a precompact, open subset e ∈ K ⊂ G, and consider the open cone ξ ∈
C := K · C1 ⊂ ig∗. Then by Corollary 7.1, we deduce ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
 ∩ C
is unbounded. Now, we have a proper, continuous map K×C1 → ig∗, and we know
that the image of the set
K ×
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
λσ,b
 ∩ C1
is unbounded in ig∗. We deduce that ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
λσ,b
 ∩ C1
is unbounded in ib∗. Therefore,
ξ ∈ AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
λσ,b
 .
If ξ ∈ (ib∗)′ is a limit of ξn ∈ (ib∗)′ with ξn|gxn = 0 each n, then every open cone
containing ξ must also contain some ξn. Hence, the required set must intersect
this cone in an unbounded set. We have shown that the right hand side of (7.7) is
contained in the left hand side of (7.7).
Next, we show that the left hand side of (7.7) is contained in the right hand side
of (7.7). Suppose
ξ ∈ AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
λσ,b
 ∩ (ib∗)′,
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and let ξ ∈ C ⊂ ig∗ be an open cone in ig∗ containing ξ. Without loss of generality,
we may assume C ⊂ (ig∗)′. Then C1 := C ∩ ib∗ is an open cone in ib∗ containing ξ.
By our assumption on ξ, we conclude that
C1 ∩ AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
λσ,b

is unbounded. Then we deduce that
C ∩
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ

is unbounded. Therefore,
ξ ∈ AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
 .
And by Corollary 7.1, we deduce that
ξ ∈
⋃
x∈X
i(g/gx)∗.
Therefore, we can write ξ = limn→∞ ξ
′
n with ξ
′
n|gx′n
= 0 for some x′n ∈ X . Using
the finite to one, local diffeomorphism onto its image G/B × (ib∗)′ → (ig∗)′, we
deduce that we may find ξn ∈ (ib∗)′ such that ξ′n = Ad
∗
gn ξn for some gn ∈ G and
{ξn} → ξ. If Adgn x
′
n = xn, then we note that
ξn|gxn = 0
for all n, and we conclude
ξ ∈ {η ∈ ib∗| η|gx = 0 some x ∈ X} ∩ (ib
∗)′.
The Corollary has been verified. 
Next, we give a version of Corollary 7.3 for vector bundles.
Corollary 7.4. Suppose G is a real, reductive algebraic group, suppose X is a ho-
mogeneous space for G, let D1/2 → X denote the bundle of complex half densities
on X (see Appendix A), and suppose V → X is a finite rank, G-equivariant, Her-
mitian vector bundle on X. As before, Gx is the stabilizer in G of x ∈ X and gx is
the Lie algebra of Gx. Assume that for some (equivalently any) x ∈ X, there is a
closed, real, linear algebraic subgroup G˜x ⊂ G whose Lie algebra is gx (of course,
this is satisfied if Gx is itself an algebraic subgroup of G) and gx contains a dense
subset of semisimple elements. Suppose b ⊂ g is a Cartan subalgebra of the Lie
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algebra g of G, and let (ib∗)′ := ib∗ ∩ (ig∗)′ be the set of regular elements in ib∗.
Then
(7.8)
AC

⋃
σ∈suppL2(X,D1/2⊗V)
σ∈Ĝ ′temp
λσ,b
 ∩ (ib∗)′ = {ξ ∈ ib∗|∃ x ∈ X s.t. ξ|gx = 0} ∩ (ib∗)′.
The asymptotic cone is taken inside the vector space ib∗.
The proof of Corollary 7.4 is identical to the proof of Corollary 7.3. Of course,
one utilizes Corollary 7.2 instead of Corollary 7.1 in the proof.
Before doing several examples, we briefly recall some key facts about Harish-
Chandra discrete series representations. If G is a real, reductive algebraic group,
then G has at most one (up to G conjugacy) compact Cartan subgroup T ⊂ G.
A Harish-Chandra discrete series representation of G is an irreducible, unitary
representation σ with
HomG(σ, L
2(G)) 6= {0}.
The group G has discrete series representations if, and only if G has a compact
Cartan subgroup T ⊂ G [HC65], [HC66], [HC70], [HC76]. Since Harish-Chandra
discrete series occur discretely in the unitary dual Ĝ, whenever π is a unitary
representation of G and σ ∈ suppπ, we must have
HomG(σ, π) 6= {0}.
If G has a compact Cartan subgroup T ⊂ G, then the Lie algebras of compact
Cartan subgroups t ⊂ g are called fundamental Cartan subaglebras. The regular
elliptic elements in g (resp. ig∗) are precisely the regular, semisimple elements
of g (resp. ig∗) meeting t (resp. it∗). Further, if σ is an irreducible, tempered
representation of G, then Oσ ∩ (it∗)′ 6= {0} if and only if σ is a Harish-Chandra
discrete series representation of G.
Example 7.5. Let us consider the class of examples G = Sp(2n,R) and H =
Sp(2l,Z) × Sp(2m,R) that is mentioned in the introduction. Let g = sp(2n,R)
and h = sp(2m,R) denote the Lie algebras of G and H . Viewing g as a set of 2n
by 2n matrices and h as a subset of g of matrices with at least 4n2 − 4m2 zeroes,
one can define the complementary subspace q consisting of matrices having zeroes
in precisely the entries where elements of h can have nonzero entries. One notes
that q is orthogonal to h under the Killing form, B, of g. In particular, under the
isomorphism ig∗ ≃ g, which involves dividing by i and using the Killing form, one
obtains
i(g/h)∗ ≃ q.
In particular, utilizing Corollary 7.3, we see that if there exists ξ ∈ q that is a
regular elliptic element of g, then there must exist infinitely many Harish-Chandra
discrete series representations σ of G = Sp(2n,R) such that
HomSp(2n,R)(σ, L
2(Xl,m,n)) 6= {0}
where
Xl,m,n := Sp(2n,R)/[Sp(2l,Z)× Sp(2m,R)].
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Utilizing a bit of linear algebra, one readily checks that this is the case precisely
when 2m ≤ n. In the special case m = 0, much stronger results are already known
(see Proposition 10.5 on pages 117-118 of [KK16]). When 2m > n, we note that
there are no regular elliptic elements in q (in fact, q has no regular elements at
all in this case). In this case, one might like to deduce that L2(Xl,m,n) has no
Harish-Chandra discrete series of Sp(2n,R) occurring in its Plancherel formula.
Unfortunately, our results are not that powerful. Instead, let t ⊂ sp(2n,R) be a
compact Cartan subalgebra of g. Applying Corollary 7.3, we obtain
AC

⋃
σ∈suppL2(Xl,m,n)
σ∈ ̂Sp(2n,R)
′
temp
λσ,t
 ∩ (it∗)′ = {0}
whenever 2m > n. Again, this does not show that L2(Xl,m,n) has no Harish-
Chandra discrete series representations when 2m > n. The above statement would
still be true if there were finitely many Harish-Chandra discrete series in the above
Plancherel formula or even if there were infinitely many Harish-Chandra discrete
series in the Plancherel formula but their parameters were “bunched up near the
singular set” in a certain way.
Example 7.6. Next, we give an example of Corollary 7.2. Suppose G is a real,
reductive algebraic group, H ⊂ G is a real, reductive algebraic subgroup, and
P ⊂ H is a parabolic subgroup ofH . Let P = MAN be a Langlands decomposition
of P , let (χ,Cχ) be a unitary character ofMA extended trivially onN to a character
of P , and let
Lχ := G×P Cχ
be the corresponding G equivariant, Hermitian vector bundle on G/P . Then by
Corollary 7.2, the set
AC

⋃
σ∈L2(G/P,D1/2⊗Lχ)
σ∈Ĝ ′temp
Oσ
 ∩ (ig∗)′
is independent of the unitary character χ of P . Consider the case where G1 =
SL(2,R), G = SL(2,R) × SL(2,R) and B ⊂ G1 = SL(2,R) is a Borel subgroup
embedded diagonally in G. Let us write σ+n (resp. σ
−
n ) for the holomorphic (resp.
antiholomorphic) discrete series with parameter n = 1, 2, . . .. Let us write σν,+
(resp. σν,−) for the spherical (resp. non-spherical) unitary principal series with
parameter ν ∈ R≥0. Observe
Ad∗(G) · i(g/∆(b))∗ = {(ξ1, ξ2) ∈ g
⊕2
1 | Ad
∗(g1)ξ1 +Ad
∗(g2)ξ2 ∈ N some g1, g2 ∈ G1}
where N ⊂ sl(2,R) denotes the nilpotent cone. Analyzing this set together with
Corollary 7.2 and Corollary 7.4, one arrives at several conclusions regarding
L2(G/∆(B),D1/2 ⊗ Lχ),
all of which are independent of the character χ of B:
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• There exists a natural number m such that whenever (m1,m2) ∈ N × N
and
Hom(σ+m1 ⊗ σ
+
m2 , L
2(G/∆(B),D1/2 ⊗ Lχ)) 6= {0}
we must have mj ≤ m for some j. (The analogous statement holds for
σ−m1 ⊗ σ
−
m2).
• There are infinitely many pairs (m1,m2) ∈ N× N for which
Hom(σ+m1 ⊗ σ
−
m2 , L
2(G/∆(B),D1/2 ⊗ Lχ))) 6= {0}.
In fact, for any open cone Γ ⊂ Γ ⊂ R2>0, there are infinitely many such
pairs (m1,m2) ∈ Γ. (The analogous statement holds for σ−m1 ⊗ σ
+
m2).
• The collection of (m, ν) ∈ N× R≥0 ⊂ R
2 such that
σ±m ⊗ σν,± ∈ suppL
2(G/∆(B),D1/2 ⊗ Lχ)
is unbounded in every direction in R2≥0. (The analogous statement holds
for σν,± ⊗ σ±m).
• For every ǫ > 0, the collection of (ν1, ν2) ∈ R2≥0 ⊂ R
2 for which
σν1,± ⊗ σν2,± ∈ suppL
2(G/∆(B),D1/2 ⊗ Lχ)
is unbounded in every direction in R2≥0.
In particular, we see that
suppL2([SL(2,R)× SL(2,R)]/∆(B),D1/2 ⊗ Lχ)
is much larger than
suppL2([SL(2,R)× SL(2,R)]/∆(SL(2,R)))
for every unitary character χ of B.
Example 7.7. We end the section with a family of examples related to an inter-
esting example of Kobayashi. In Theorem 6.2 of [Kob98c], Kobayashi considers the
group G = O(p, q) and the subgroup H = U(r, s) with 2r = p and 2s ≤ q. He as-
sumes that p is positive and divisible by four. Under these assumptions, Kobayashi
shows that there exist infinitely many distinct discrete series σ of G = O(p, q) for
which
HomG(σ, L
2(G/H)) 6= {0}.
We note that the techniques of Kobayashi in [Kob98c] are very different from our
own techniques. In particular, he utilizes his work on the theory of discretely
decomposable restrictions ([Kob94], [Kob98a], [Kob98b]) together with his work
on the decay of functions on certain types of homogeneous spaces [Kob97] and
the classification of the discrete spectrum of reductive symmetric spaces ([FJ80],
[MO84]; see also the exposition [Vog88]).
Since our work utilizes very different ideas, it is worth considering what we can
show. Let G = SO(p, q) and H = U(r, s). Assume
2r + 1 ≤ p or 2r = p and 4|p
and
2s+ 1 ≤ q or 2s = q and 4|q.
In addition, assume that at least one of p and q is even (This condition is necessary
so that Harish-Chandra discrete series of G = SO(p, q) exist). Let L → G/H be
any (possibly trivial) finite rank, G-equivariant, Hermitian line bundle on G/H . It
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follows from Corollary 7.2 that there exist infinitely many distinct Harish-Chandra
discrete series σ of G = SO(p, q) for which
(7.9) HomG(σ, L
2(G/H,L)) 6= {0}.
In some ways, our results are more general. We do not assume 2r = p, we do
not assume at least one of p or q is divisible by four, and we consider bundle-valued
harmonic analysis. However, Kobayashi’s construction of Harish-Chandra discrete
series is more explicit, and there are a few cases where his methods show existence
of Harish-Chandra discrete series and our methods do not. The simplest example
is G = SO(4, 2), H = U(2, 1). In this case, if X = G/H , then
(7.10) µ(iT ∗X) ⊂ ig∗ \ (ig∗)′.
That is the image of the momentum map lies in the singular set. Corollary 7.4 then
implies that the asymptotic cone of the Harish-Chandra parameters of the Harish-
Chandra discrete series of G = SO(4, 2) occurring in L2(X) = L2(SO(4, 2)/U(2, 1))
lies in the singular set. In particular, the discrete spectrum of L2(SO(4, 2)/U(2, 1))
is less robust than the discrete spectrum of L2(SO(4, 2)/U(1, 1)) or L2(SO(4, 2)/U(2)).
This example shows how it would be useful to strengthen Theorem 1.1 so that one
intersects both sides with a larger set than (ig∗)′ in order to compute singular
asymptotics. This would require generalizing the main results of [HHO16] and
[Har].
In order to check that (7.9) follows from Corollary 7.2, one first checks that
i(o(4)/u(2))∗ ⊂ io(4)∗ and i(o(3)/u(1))∗ ⊂ io(3)∗
both contain regular, elliptic elements. Then one embeds r/2 copies of
i(o(4)/u(2))∗ ⊂ io(4)∗
into i(o(2r)/u(r))∗ if r even to deduce that i(o(2r)/u(r))∗ contains regular, elliptic
elements. One then extends these regular, elliptic elements to regular, elliptic
elements of i(o(p)/u(r))∗ using that 2r ≤ p. If r odd, then one embeds (r − 1)/2
copies of i(o(4)/u(2))∗ ⊂ io(4)∗ and one copy of i(o(3)/u(1))∗ ⊂ io(3)∗ into
i(o(2r + 1)/u(r))∗
to show that i(o(2r+1)/u(r))∗ contains regular, elliptic elements. And one embeds
(r + 1)/2 copies of i(o(4)/u(2))∗ ⊂ io(4)∗ into i(o(2r + 2)/u(r))∗ to show that
i(o(2r + 2)/u(r))∗
contains regular elliptic elements. Using one of these two statements and extending
regular, elliptic elements to regular, elliptic elements, one deduces that
i(o(p)/u(r))∗
contains regular, elliptic elements if r odd and 2r + 1 ≤ p. Identical statements
hold when p is replaced by q and r is replaced by s. Putting these together, we
embed
i(o(p)/u(r))∗ × i(o(q)/u(s))∗ →֒ i(o(p, q)/u(r, s))∗.
If at least one of p and q is even, then regular, elliptic elements map to regular,
elliptic elements. The claim (7.9) follows.
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8. Counterexamples and Whittaker Functionals
Let G be a real, reductive algebraic group, let N ⊂ G be a unipotent subgroup,
and let (χ,Cχ) denote a unitary character of N . If (σ,Wσ) is a unitary represen-
tation of G with smooth vectors W∞σ , then a distribution Whittaker functional on
(σ,Wσ) with respect to (N,χ) is a continuous, N -equivariant homomorphism
ψ : W∞σ −→ Cχ.
We denote the vector space of such homomorphisms by WhN,χ(σ). Distribution
Whittaker functionals have primarily been studied in the special case where N
is the nilradical of a parabolic subgroup P ⊂ G. In the case where (σ,Wσ) is
an irreducible, tempered representation of G, the study of distribution Whittaker
functionals was related to harmonic analysis by Harish-Chandra (unpublished) and
Wallach [Wal92]. Let us write down this relationship.
We may associate a Hermitian line bundle
Lχ = G×N Cχ −→ G/N
to the unitary character χ of N , and we may consider the unitary representation
L2(G/N,Lχ) of G. First, by the Lemma on page 365 of [Wal92], we have
suppL2(G/N,Lχ) ⊂ Ĝtemp.
That is, the decomposition of L2(G/N,Lχ) into irreducibles consists entirely of ir-
reducible, tempered representations. Next, the multiplicity of an irreducible, tem-
pered representation σ in L2(G/N,Lχ) is equal to the dimension of the space of
distribution Whittaker functionals for σ with respect to the pair (N,χ) (see the
Theorem on page 425 of [Wal92]).
Now, the space WhN,χ(σ) is not completely understood in general. However,
some partial results exist in special cases ([Kos78], [Mat92], [GS15]). For instance,
consider the case where N is the nilradical of a minimal parabolic subgroup P =
MAN . Note that dχ is trivial on the commutator algebra [n, n], and therefore it
descends to a linear functional
dχ ∈ i(n/[n, n])∗.
We say χ is nondegenerate if dχ is contained in an open MA orbit in i(n/[n, n])∗.
Matumoto proved a nice result under these conditions [Mat92].
Theorem 8.1 (Matumoto). Let G be a real, reductive algebraic group, let P be
a minimal parabolic subgroup with nilradical N and Langlands decomposition P =
MAN , and let χ be a nondegerate character of N . Then there exists a distribution
Whittaker functional for an irreducible, unitary representation σ with respect to
(N,χ) if and only if
dχ ∈WF(σ).
Here we identify dχ ∈ in∗ ⊂ ig∗ in the usual way.
Combining Matumoto’s Theorem with the above result of Harish-Chandra (and
independently Wallach), one can determine suppL2(G/N,Lχ) whenever G is a
real, reductive algebraic group, N ⊂ G is the nilradical of a minimal parabolic
subgroup, and χ is a nondegenerate character of N . Combining this information
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with Theorem 1.2 of [HHO16] on wave front sets of arbitrary direct integrals of
tempered representations, one checks that in many cases
WF(IndGN χ) ) Ind
G
N WF(χ) =
⋃
g∈G
Ad∗(g) · i(g/n)∗.
Let us write down the simplest example. Let G = SL(2,R), and let
N =
{(
1 x
0 1
) ∣∣∣ x ∈ R} .
The unitary characters of N are parametrized by iR; let us write
χλ
(
1 x
0 1
)
= eλx
for λ ∈ iR. Now, we may form the Hermitian line bundle
Lλ = G×N χλ
and the unitary representation
L2(G/N,Lλ)
of G = SL(2,R) for every λ ∈ iR.
To consider wave front sets, let g = sl(2,R) denote the Lie algebra of G =
SL(2,R). Introduce coordinates on the Lie algebra
g =
{
Xx,y,z =
(
x y − z
y + z −x
) ∣∣∣ x, y, z ∈ R} .
Notice that the G orbits on g are the hyperboloids
x2 + y2 − z2 = c
for c > 0, half of this hyperboloid when c < 0, and one of three pieces of the cone
when c = 0. Notice that when x2+ y2− z2 > 0, the matrix Xx,y,z is diagonalizable
with real eigenvalues; we call such an element of g hyperbolic and we denote the
set of hyperbolic elements in g by ghyp. When x
2 + y2 − z2 < 0, the matrix Xx,y,z
is diagonalizable with purely imaginary eigenvalues; we call such an element of g
elliptic and we denote the set of elliptic elements in g by gell. The set of nonzero
elliptic elements has two connected components which we denote by g+ell (the set
of nonzero elliptic elements Xx,y,z with z > 0) and g
−
ell (the set of nonzero elliptic
elements Xx,y,z with z < 0). When x
2+y2−z2 = 0, the matrix Xx,y,z is nilpotent,
and we call such an element of g nilpotent. We denote by gnilp the set of nilpotent
elements in g.
We may identify g ≃ g∗ via the trace form
X 7→ (Y 7→ Tr(XY )) .
This isomorphism is G equivariant (so it takes G orbits on g to G orbits on g∗).
After dividing by i, we obtain a G invariant identification of g with ig∗. We denote
by ig∗hyp (resp. ig
∗
ell, i(g
∗
ell)
+, i(g∗ell)
−, ig∗nilp) the subset of ig
∗ which corresponds
under the above isomorphism to ghyp (resp. gell, g
+
ell, g
−
ell, gnilp).
By Theorem 1.1, we know
WF(L2(G/N)) = Ad∗(G) · i(g/n)∗.
48 BENJAMIN HARRIS AND TOBIAS WEICH
Under the identification, ig∗ ∼= g, one notes that i(g/n)∗ corresponds to
b =
{(
a x
0 −a
) ∣∣∣ a, x ∈ R} .
Now, all of the elements in b are either hyperbolic or nilpotent, and all hyperbolic
or nilpotent elements in g are conjugate to elements in b. Thus, if we break up
ig∗ = ig∗hyp ∪ ig
∗
nilp ∪ ig
∗
ell,
then
WF(L2(G/N)) = ig∗hyp ∪ ig
∗
nilp.
Let us consider the representation theory side for a moment. As we stated before,
all of the irreducible representations of G = SL(2,R) occurring in the direct integral
decomposition of L2(G/N,Lλ) also occur in L2(G), that is, they are tempered. The
irreducible, tempered representations ofG are as follows. There are the holomorphic
discrete series σ+n for n ∈ N, the antiholomorphic discrete series σ
−
n for n ∈ N,
the spherical unitary principal series σν,+ for ν ∈ R≥0, the non-spherical unitary
principal series σν,− for ν ∈ R>0, and the two limits of discrete series σ
+
0 and σ
−
0 .
We have the direct integral decomposition
L2(G/N) ≃
∫ ⊕
ν∈iR≥0
σν,+dν
⊕∫ ⊕
ν∈iR>0
σν,−dν.
Now, one computes from Theorem 1.2 of [HHO16] that
WF
(∫ ⊕
ν∈iR≥0
σν,+dν
⊕∫ ⊕
ν∈iR>0
σν,−dν
)
= ig∗hyp = ig
∗
hyp ∪ ig
∗
nilp.
Of course, we observe that computing the wave front set from the L2 side and the
representation theory side yield the same thing. Now, let us consider the more
general case L2(G/N,Lλ) for λ 6= 0. We cannot compute the wave front set from
the L2 side using Corollary 7.2 because n = Lie(N) does not contain a dense subset
of semisimple elements (in fact all of the elements in n are nilpotent). But, we can
still look at the representation theory side. Break up
in∗ = in∗+ ∪ {0} ∪ in
∗
−
so that
in∗+ ⊂ i(g
∗
ell)
+, in∗− ⊂ i(g
∗
ell)
−.
Utilizing the work of Matumoto [Mat92], Harish-Chandra (unpublished), and
Wallach [Wal92] together with knowledge of the wave front sets of irreducible,
tempered representations of SL(2,R) (this knowledge can be derived from work of
Rossmann [Ros78], [Ros80], [Ros95] and Barbasch-Vogan [BV80]; see Section 8.1 of
[HHO16] where this example is worked out in detail), we have
L2(G/N,Lλ) ≃
∫
ν∈R≥0
σν,+dν ⊕
∫
ν∈R>0
σν,−dν ⊕
∑
n∈N
σ+n .
if dχλ ∈ in∗+ (the fact that the multiplicities are one was shown by Kostant [Kos78]).
The analogous formula holds if dχλ ∈ in∗− with + and − swapped.
Now, applying Theorem 1.2 of [HHO16], we obtain
WF(L2(G/N,Lλ)) = ig
∗
hyp ∪ i(g
∗
ell)
+ ∪ ig∗nilp.
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if dχλ ∈ in∗+. Similarly, we obtain
WF(L2(G/N,Lλ)) = ig
∗
hyp ∪ i(g
∗
ell)
− ∪ ig∗nilp.
if dχλ ∈ in∗−.
In particular,
WF(IndGN χλ) = ig
∗
hyp ∪ i(g
∗
ell)
+ ∪ ig∗nilp ) ig
∗
hyp ∪ ig
∗
nilp
= Ad∗(G) · i(g/n)∗ = IndGN WF(χλ)
when dχλ ∈ in∗+ and
WF(IndGN χλ) = ig
∗
hyp ∪ i(g
∗
ell)
− ∪ ig∗nilp ) ig
∗
hyp ∪ ig
∗
nilp
= Ad∗(G) · i(g/n)∗ = IndGN WF(χλ)
when dχλ ∈ in∗−.
Hence, we have a counterexample to the converse to Theorem 1.1 of [HHO16],
and we have demonstrated the necessity of at least some hypothesis in Theorem
1.2 that does not exist in Theorem 1.1.
Appendix A. Density bundles
Let X be an n-dimensional smooth manifold and let FX → X be the frame
bundle whose fibers over the base point x ∈ X consist of all ordered bases of the
n-dimensional vector space TxX . Note that a choice of such a basis is equivalent to
a choice of a linear isomorphism b : Rn → TxX and we will denotes points in FX
by two-tuples (x, b). Given any g ∈ GL(n,R) we can define canonically its right
action on FX by the pullback of the isomorphism b : Rn → TxX with g
(x, b)g := (x, b ◦ g).
This action is free and transitive on the fibers, so FX is a principle GL(n,R) fiber
bundle.
If U ⊂ X and V ⊂ Rn are open and
κ : U ⊂ X → V ⊂ Rn
is a smooth chart, then this chart naturally gives rise to a local section of the frame
bundle defined by
(A.1) τκ : U → π
−1
FX(U), x 7→ (x, dκ
−1
|κ(x)).
For α > 0 the map GL(n,R) → End(C), g 7→ | det(g)|−α is a one dimensional
representation and we can define the density bundles as the associated fiber bundles
with respect to these representations.
Definition A.1. For a smooth n-dimensional manifold X and α > 0 we define the
α-density bundle over X as
Dα := FX ×|det(•)|−α C.
As R≥0 ⊂ C is invariant under the action by | det(•)|−α we can also define the
positive α density bundle as
Dα≥0 := FX ×|det(•)|−α R≥0.
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We will denote elements in the density bundles by equivalence classes [(x, b), z] ∈
Dα where (x, b) ∈ FX , z ∈ C and the equivalence relation is given by ((x, b◦g), z) ∼
((x, b), | det(g)|−αz).
Note that the density bundles behave nicely under tensor products as we have
for α, β > 0
(A.2) Dα ⊗Dβ ∼= Dα+β .
Moreover, there is a global absolute value map
(A.3) | |Dα : Γ(D
α)→ Γ(Dα≥0)
given by
[(x, b), z] 7→ [(x, b), |z|].
Sometimes it is useful to work in coordinates. Given a smooth chart κ : U → V
of X and using the local sections τκ defined in (A.1) we obtain a local trivialization
of the density bundles and can thus locally identify sections Ψ : U → π−1Dα(U) with
a function Ψκ : V → C by the condition
Ψ(m) = [τκ(m),Ψκ(κ(m))]
which determines the function Ψκ uniquely as the right GL(n,R) action on the
fiber is free.
If κ′ : U → V ′ is another chart then
Ψ(m) = [τκ(m),Ψκ(κ(m))]
= [(m, dκ−1|κ(m)),Ψκ(κ(m))]
= [(m, dκ′−1|κ′(m) ◦ d(κ
′ ◦ κ−1)|κ(m)),Ψκ(κ(m))]
= [τκ′(m), | det(d(κ
′ ◦ κ−1)|κ(m))|
−α ·Ψκ(κ ◦ κ
′−1(κ′(m))].
Consequently we have for y ∈ V ′
Ψκ′(y) = | det(d(κ
′ ◦ κ−1)|κ◦κ′−1(y))|
−α ·Ψκ(κ ◦ κ
′−1(y))
= | det(d(κ ◦ κ′−1)|y)|
α ·Ψκ(κ ◦ κ
′−1(y)).(A.4)
Note that the same construction associates sections ρ of the positive density bundle
Dα≥0 to functions ρκ : V → R≥0 and the transformation with respect to coordinate
change is also according to (A.4).. We can thus give an alternate definition of the
global absolute value map for sections on the density bundle | |Dα : Γ(Dα) →
Γ(Dα≥0) by requiring locally for a chart κ : U → V and x ∈ V that
(|Ψ|Dα)κ(x) := |Ψκ(x)|.
Note that (A.4) assures that this definition is chart independent. It is easy to see
that this coordinate definition agrees with the definition (A.3).
Given a chart κ : U → V and a section Ψ ∈ Γ(D1) compactly supported in U ,
we say that Ψ is integrable if and only if Ψκ is Lebesgue integrable on V ⊂ Rn and
we define
(A.5)
∫
U
Ψ :=
∫
V
Ψκ(x)dλ(x)
where dλ(x) is the usual Lebesgue measure. The behavior of Ψκ under coordinate
changes (A.4) assures that this definition is independent of the choice of charts.
The same definition holds for sections in the positive density bundle ρ ∈ Γ(D1≥0).
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Note that from the definition of the global absolute value map (A.3) we directly
obtain, that Ψ is integrable if and only if |Ψ|D1 is integrable and that
(A.6)
∣∣∣∣∫
U
Ψ
∣∣∣∣ ≤ ∫
U
|Ψ|D1 .
An arbitrary not necessarily compactly supported section Ψ ∈ Γ(D1) is said to be
integrable if for a countable atlas (κi, Ui, Vi) and a partition of unity χi subordinate
to the cover Ui we have that for all i, χiΨ are integrable as compactly supported
sections and that ∑
i
(∫
Ui
|χiΨ|D1
)
<∞.
We then define ∫
X
Ψ :=
∑
i
(∫
Ui
χiΨ
)
.
Again one checks, that this definition is independent of the choice of the atlas and
partition of unity using (A.4). As above the same definition applies for sections
in the positive density bundle. Furthermore we have that an arbitrary section
Ψ ∈ Γ(D1) is integrable if and only if |Ψ|D1 is integrable and the inequality (A.6)
holds. If ρ1, ρ2 ∈ D1≥0 then we say ρ1 ≤ ρ2 if this equality holds fiber wise. We
then immediately obtain from the definition of the integrals
(A.7)
∫
X
ρ1 ≤
∫
X
ρ2.
Let V → X be a Hermitian vector bundle, where the fibers Vx are Hilbert spaces
with scalar products 〈 , 〉Vx respectively norms ‖ ‖Vx . By tensoring with the
density bundles we can define L1 and L2-norms of sections in V ⊗ Dα (α = 1, 1/2)
as follows: Given a section
f ∈ Γ(V ⊗ Dα), f : x→ vx ⊗ zx
we can associate a section ‖f‖V⊗Dα in Dα≥0 by setting
‖f‖V⊗Dα : x 7→ ‖vx‖Vx · |zx|Dα .
We now say that the L1-norm of f ∈ Γ(V ⊗ D1) (respectively the L2-norm of
f ∈ Γ(V ⊗ D1/2)) is defined if ‖f‖V⊗D1 (respectively (‖f‖V⊗D1/2)
⊗2) is integrable
and set
‖f‖L1 :=
∫
X
‖f‖V⊗D1,
respectively
‖f‖L2 :=
√∫
X
(‖f‖V⊗D1/2)
⊗2.
We define for p = 1, 2
Lp(V ⊗ D1/p) :=
{
f ∈ Γ(V ⊗ D1/p), s.t. ‖f‖Lp is defined
}
and
Lp(V ⊗ D1/p) := Lp(V ⊗ D1/p)/{f ∈ Lp(V ⊗ D1/p), ‖f‖Lp = 0}
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then L1(V ⊗D1/p) becomes a Banach space with norm ‖ ‖L1 and L
2(V ⊗D1/2) a
Hilbert space with the scalar product
〈f1, f2〉L2 :=
∫
〈f1(x), f2(x)〉Vx⊗D1/2x .
Here 〈f1(x), f2(x)〉Vx⊗D1/2x denotes the section in D
1 which is assigned to the two
sections fi : x 7→ vi(x)⊗ zi(x), i = 1, 2 by
x 7→ 〈v1(x), v2(x)〉Vxz1(x)⊗ z2(x).
If the base manifold X is equipped with a smooth left action by a Lie group
G, then this action can be lifted to Dα as follows. Recall that for (x, b) ∈ FxX ,
b : Rn → TxX is a linear isomorphism. Now for any g ∈ G the differential of this
left action is a linear isomorphism between the tangent spaces dg|x : TxX → TgxX .
Thus we can define
lg : FxX → FgxX, (x, b) 7→ (gx, dg|x ◦ b).
This left action on the frame bundle then leads to a canonical left action on the
density bundles
lg : D
α
x → D
α
gx, [(x, b), z] 7→ [(gx, dg|x ◦ b), z].
If h ∈ Gx lies in the stabilizer of the point x ∈ X , then lh is a linear isomorphism of
the fiber Dαx
∼= C and we get a one dimensional representation (σx,Dαx ) of Gx which
is in general not unitary. We can even explicitly calculate this representation:
σx(h)[(x, b), z] = [(x, dh|x ◦ b), z]
= [(x, b ◦ b−1 ◦ dh|x ◦ b), z]
= [(x, b), |detRn(b
−1 ◦ dh|x ◦ b)|
−αz]
= [(x, b), |detTxX(dh|x)|
−αz].(A.8)
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