Computational fluid dynamics (CFD) provides a noninvasive method to functionally assess aortic hemodynamics. The thoracic aorta has an anatomically complex inlet comprising of the aortic valve and root, which is highly prone to different morphologies and pathologies. We investigated the effect of using patient-specific (PS) inflow velocity profiles compared to idealized profiles based on the patient's flow waveform. A healthy 31 yo with a normally functioning tricuspid aortic valve (subject A), and a 52 yo with a bicuspid aortic valve (BAV), aortic valvular stenosis, and dilated ascending aorta (subject B) were studied. Subjects underwent MR angiography to image and reconstruct threedimensional (3D) geometric models of the thoracic aorta. Flow-magnetic resonance imaging (MRI) was acquired above the aortic valve and used to extract the patientspecific velocity profiles. Subject B's eccentric asymmetrical inflow profile led to highly complex velocity patterns, which were not replicated by the idealized velocity profiles. Despite having identical flow rates, the idealized inflow profiles displayed significantly different peak and radial velocities. Subject A's results showed some similarity between PS and parabolic inflow profiles; however, other parameters such as Flow asymmetry were significantly different. Idealized inflow velocity profiles significantly alter velocity patterns and produce inaccurate hemodynamic assessments in the thoracic aorta. The complex structure of the aortic valve and its predisposition to pathological change means the inflow into the thoracic aorta can be highly variable. CFD analysis of the thoracic aorta needs to utilize fully PS inflow boundary conditions in order to produce truly meaningful results.
Introduction
Disease processes such as aneurysm formation and atherosclerosis are largely dependent on hemodynamic factors [1] [2] [3] [4] . Flow characteristics play an important role in vascular disease, with effects on endothelial homeostasis [5, 6] and on the response of smooth muscle cells and fibroblasts [5, [7] [8] [9] . Measurement of in vivo hemodynamics can be difficult and invasive [10] . Computational fluid dynamics (CFD) is an ever increasing approach to quantify hemodynamics with high spatial and temporal resolution [11, 12] . Computational simulations of blood flow have been used to investigate aneurysm disease [13] [14] [15] , the design and assessment of vascular devices [16, 17] , and the planning and outcome prediction of vascular surgeries [18] [19] [20] . Due to the complex characteristics of the cardiovascular system, quantification of the intricate flow, velocity, and pressure fields in vascular models can only be achieved by performing simulations in a patientspecific (PS) manner.
In addition to assumptions regarding the blood rheology, computational grid size, and grid adaptivity, a key aspect in the CFD endeavor is the specification of physiologically accurate boundary conditions [11, [21] [22] [23] [24] [25] [26] [27] . Typically, most studies have used idealized velocity profiles for the inflow boundary conditions. Such studies have modeled inflow boundary conditions using simple profiles (such as a parabolic, plug, or Womersley), measuring only a few in vivo velocity parameters such as peak velocity, average velocity, or flow rate [28] . Additionally, numerous studies have used inflow data acquired from another source altogether (typically literature), as the utilized imaging modality did not provide blood flow data (e.g., computed tomography).
The need for accurate inflow boundary conditions is particularly important in the thoracic aorta (comprising of the ascending aorta, aortic arch, and descending thoracic aorta). The natural anatomic inlet boundary of the thoracic aorta is the aortic valve, the gatekeeper between the heart and the systemic circulation. The complexity of this trileaflet valve, along with its ring-like annulus, sinuses, and feeding coronary arteries, may lead to highly intricate flow patterns entering the ascending aorta [29] , far from the idealized profiles used traditionally. Furthermore, the aortic valve is prone to an array of pathologies including stenosis (resulting from calcification, degeneration, rheumatic fever, infection), regurgitation (resulting from annuloaortic ectasia, rheumatic fever, infection, connective tissue disorders), and importantly a congenital malformation causing the valve to be bicuspid [30, 31] . In fact, bicuspid aortic valve (BAV) is the commonest congenital heart defect affecting 1-2% of the population [32] . These processes all have an effect on the valve structure and morphology, and subsequently to the three-dimensional (3D) shape of the aortic valve outflow velocity pattern. Furthermore, aneurysms of the ascending aorta are often found in combination with aortic valve pathology. There is a strong link between bicuspid aortic valve morphology and ascending aortic aneurysms, as well as between aortic stenosis and poststenotic dilatation of the ascending aorta [33] . Therefore, it might be expected that use of idealized velocity profiles, which do not take into account different aortic valve morphologies, would be inappropriate for the study of thoracic aorta hemodynamics, and yield inaccurate CFD results.
A few studies have investigated the effect of using patientspecific inlet velocity profiles on CFD-simulated hemodynamics of the abdominal aorta [34] , carotid arteries [28] , cerebral arteries [35] , and coronary arteries [36] . Recently, a study by Morbiducci et al. [37] assessed the effect of inlet boundary conditions on the thoracic aorta of a healthy subject, and found that idealized boundary conditions can lead to misleading results. The use of phase-contrast magnetic resonance imaging (MRI) to provide temporally and spatially resolved velocity data has provided a reliable noninvasive method of acquiring patient-specific inflow boundary conditions [38] .
The aim of this study is to assess the impact of MRI-based, patient-specific inflow velocity profiles as compared to idealized inflow velocity profiles (based on the patient's flow rate) in CFD simulations of thoracic aortic hemodynamics of both healthy and diseased states. The idealized velocity profiles correspond to parabolic and plug patterns, which are the most commonly used in the literature [28, 39] . In this work, we study two subjects: subject A is 31 years old and has a normal trileaflet aortic valve with normal thoracic aortic dimensions; subject B is 52 years old, has aortic valvular stenosis with a bicuspid aortic valve, and a moderately dilated ascending aorta of 4.5 cm diameter. This patient was chosen as the pathology describes a clinical scenario which is commonly faced by cardiothoracic surgeons and cardiologists. The results of this study may have significant implications on the necessity of using patient-specific inflow velocity profiles to study disease states of the thoracic aorta, which often go hand-in-hand with aortic valve pathologies.
Methods
2.1 Patient Data. Subjects A and B both underwent magnetic resonance angiography (MRA) to image the entire thoracic aorta, including the head and neck vessels. Gadolinium (0.3 ml/kg; gadodiamide, Omniscan V R , GE Healthcare, Waukesha, WI) was infused with a breath-held 3D fast gradient echo sequence using a Philips Achieva 3T scanner (Philips Medical Systems, Eindhoven, The Netherlands). Slice thickness was 2.0 mm, with 60 sagittal slices per volume. A 344 Â 344 acquisition matrix was used with a field of view (FoV) of 35 cm Â 35 cm (reconstructed to 0.49 mm Â 0.49 mm Â 1.00 mm). Other parameters included a repetition time (TR) of 3.9 ms, echo time (TE) of 1.4 ms, and a flip angle of 27 deg.
Time-resolved, two-dimensional (2D) through-plane flow-MRI was acquired orthogonally in the ascending aorta at the sinotubular junction. This is the anatomic location where the round-shaped sinuses of valsalva end and the tubular ascending aorta begins. Heart rate was 60 bpm (subject A) and 70 bpm (subject B) during which 30 images were reconstructed. Imaging parameters included: TR 4.2 ms, TE 2.4 ms, flip angle 15 deg, FoV 35 cm Â 30 cm, acquisition matrix of 152 Â 120, slice thickness 8 mm, voxel size 2.3 mm Â 2.4 mm Â 8 mm (reconstructed to 1.37 mm Â 1.36 mm Â 8 mm). Data acquisition was carried out with a breath-hold and gated to the cardiac cycle. Average scan times were 20 min. Immediately after scanning, supine measurement of bilateral upper limb blood pressure was performed.
The local research ethics committee approved this study and informed consent was obtained from both subjects.
Segmentation and
Meshing. Three-dimensional geometric models of the thoracic aorta were reconstructed from the MRA data using custom software [40] . 1 Centreline paths were defined along the thoracic aorta, innominate artery, left common carotid artery, and left subclavian artery. MRA data were segmented at discrete locations defined by planes perpendicular to these paths [41] . The vessel segmentation procedure was carried out by identifying the vessel boundary through thresholding, where differences in pixel intensity are used to automatically detect vessel boundaries, or by manual interaction. An automated lofting process then interpolated all segmented boundaries, thus creating the three-dimensional model of the arteries. A careful visual comparison was performed by superimposing the computer model with the maximum intensity projections of the MRAs in order to ensure accuracy.
A tetrahedral mesh was created by discretizing the geometric model of the aorta and refined using a combination of global mesh (1 mm), maximum curvature (0.02 mm), and boundary layer refinement. A pulsatile flow simulation was run, followed by a field-based anisotropic mesh refinement [42] operation. This resulted in a final anisotropic mesh consisting of approximately 2,100,000 and 3,100,000 tetrahedral elements and 380,000 and 550,000 nodes for subjects A and B, respectively.
Finite Element
Analysis. Blood flow simulations were carried out using a stabilized finite element formulation to solve equations enforcing conservation of mass (continuity) and balance of linear momentum (Navier-Stokes) for the flow of an incompressible Newtonian fluid with density q ¼ 1.06 g/cm 3 and dynamic viscosity l ¼ 0.04 Poise [43, 44] . The validated in-house code CRIMSON was used for this process [40] . 1 Simulations were run using a global residual tolerance 0.001 and time-step size of 0.00025 s. Four to six cardiac cycles were produced until cycle-to-cycle periodicity in the flow and pressure fields was achieved. The last cardiac cycle was used for the purpose of data analysis for each subject.
Boundary Conditions.
The model required the prescription of one inflow and four outflow boundary conditions. The flow-MRI data were used to define the patient-specific inflow velocity profile. This was the main goal of this paper and will be described in detail in Sec. 2.5. The outflow boundary conditions were specified using a coupled-multi-domain method [27, 44] in which three-element Windkessel models were coupled to each outflow branch (e.g., innominate artery, left common carotid artery, left subclavian artery, and descending aorta) [45] . The Windkessel model represents the arterial tree beyond the outlet in an intuitive and physiological manner. It comprises of a proximal resistance (R p ), compliance (C), and a distal resistance (R d ) for each outlet. Specification of the Windkessel parameters requires knowledge of flow splits and pressure. Since no flow-MRI data was available for the outflow branches, flow splits were estimated based on the relative cross-sectional area of each outlet. The mean outflow pressure for each outlet was assumed to be equal to that measured by the Dinamap device. The Windkessel parameters were estimated following the procedure described in Ref. [46] . Table 1 gives the numerical values of these parameters for each branch.
Patient-Specific Inflow Velocity Profile Boundary
Condition. In this study, we present a protocol to impose patientspecific inflow velocity boundary conditions in CFD simulations of thoracic aortic hemodynamics. We compare the results obtained using PS velocity profiles with those obtained using idealized velocity profiles (parabolic and plug) mapped to the flow data of the subject. We refer to the three different inflow velocity profiles as: (i) V PS, (ii) V para , and (iii) V plug .
2.5.1 Flow-MRI. Flow-MRI images of the blood velocity field were acquired just above the aortic valve, at a plane orthogonal to the annulus (ring) of the aortic valve. This plane corresponded to the sinotubular junction, which is the anatomical junction between the sinuses of valsalva, and the ascending aorta. The anatomical limits of the flow-MRI plane were set so that the valve leaflets never crossed into this plane, as this would result in imaging artifacts. This plane matched the inflow face of the aortic model created from the MRA data. Data acquisition was through-plane and the velocity data were acquired over 30 cardiac phases. The encoding velocity constant (V enc ) was set to 4000 mm/s in order to ensure no aliasing in subject B with aortic stenosis, and 2500 mm/s in subject A (healthy).
Velocity and Flow
Extraction. An in-house software written in MATLAB (The Mathworks Inc., Natick, MA) was used to extract velocity profiles from the flow-MRI images. This software allows the user to extract both the velocity profile V PS and flow rate waveform from the PC-MRI images. The flow rate waveform was used to assign the two idealized velocity profiles (V para and V plug ). The MATLAB code processes velocity data by multiplying the image pixel intensity by the V enc . These velocity data are then segmented as described next.
Segmentation.
A graphical interface allows manual segmentation of the lumen boundaries for each of the 30 cardiac phases. This approach enables capturing the movement of the aorta during the cardiac cycle. The segmented boundaries were smoothed using cyclic B-splines to reduce manual delineation inaccuracies of the lumen boundary. A segmentation mask was generated and the velocity profile was obtained by applying the mask to the flow-MRI data.
Mapping of Velocity Profile
Onto Inlet Mesh. The inlet face (and corresponding surface mesh) of the MRA-derived aortic geometry was assumed to be fixed both temporally and spatially. This is the result of defining the aortic geometry from a single volumetric image. From a computational perspective, this implies that the aorta is represented as a rigid structure whose boundaries are fixed through the analysis. In contrast, the inflow velocity profiles derived from flow-MRI data have a boundary which changes shape, size, and position with each cardiac phase. Therefore, a 2D mapping of the deforming velocity profiles to the fixed aortic inlet face must be derived to define the inflow velocity field V PS .
The 2D mapping was carried out by defining a rigid alignment followed by a nonrigid adaption between the time-varying lumen boundary in the flow-MR image and the fixed MRA-derived aortic inlet face. Rotational consistency in the rigid alignment was ensured by manually establishing a reference point between the time-varying velocity images and the MRA-derived model. The reference point was chosen to be most anterior point on the aortic wall. The nonrigid deformation was achieved using a coarse B-spline grid, which provided a dense and smooth warp at the boundary and within the cross section of the vessel. The warped velocity profile was then interpolated onto the fixed inlet face mesh (see Fig. 1 ). Figure 2 shows 2D and 3D visualizations of the magnitude of patient-specific, plug, and parabolic velocity profiles (first and second rows, respectively) at peak systole. The 3D visualization of the velocity profile was obtained by warping the measured through-plane phase contrast data by a factor of 0.02.
2.6
Quantification of Hemodynamic Indices. Two-dimensional and 3D visualizations of the velocity magnitude, and radial (inplane) velocity vectors were extracted from the simulation data at three planes along the axis of the thoracic aorta. Plane 1 corresponds to the midascending aorta, plane 2 to the transverse aortic arch, and plane 3 to middescending aorta. Radial velocity was assessed by measuring the component of the velocity vectors perpendicular to the long axis of the aorta at each plane. The radial velocities enable the estimation of nonaxial helical flow. Immaterial particle pathlines were calculated from temporally resolved velocity data for the entire thoracic aorta. Hemodynamic quantities were visualized using PARAVIEW (Kitware, Inc., Clifton Park, NY). The following quantitative indices of flow morphology were obtained: flow asymmetry (Flow asymmetry ), flow dispersion (Flow dispersion ), and helical flow index (HFI). Flow asymmetry: Flow asymmetry (Flow asymmetry ) on each plane was obtained to assess whether flow was central or eccentric [47] . Fig. 2 Inflow boundary conditions. 2D and 3D visualizations of the patient-specific (V PS ), parabolic (V para ), and plug (V plug ) velocity magnitude (first and second rows, respectively) at peak systole. The 3D visualization of the velocity magnitude was obtained by warping the measured through-plane phase contrast data by a factor of 0.02.
A Flow asymmetry of 0% means that flow is central to the axis of the vessel, and a Flow asymmetry of 100% means that flow is completely eccentric and biased toward the periphery of the lumen (see Fig. 3 ).
Flow dispersion: This metric (Flow dispersion ) represents whether the flow at each plane is peaked or broad. Flow dispersion was calculated by dividing the area of the top 15% of peak systolic velocities (Vmax 15% ) by the total area of the plane
A high value of Flow dispersion means that the flow profile is broad and wide, whereas a low value indicates a pointed, sharp velocity profile. Helical flow index: Helicity is a metric that represents the extent to which corkscrew-like motion occurs, and is governed by velocity and vorticity [48] . The kinetic helicity density per unit volume is defined as
where V is the blood velocity and ð᭞ Â VÞ the vorticity. A helical flow index was calculated to quantitatively measure the degree of flow helicity. We released sets of approximately 1750 immaterial particles at 50 equally spaced time instants throughout the cardiac cycle, created within a small spherical region in the root of the aorta. Particles were continuously released and tracked along the course of the thoracic aorta for 40 cycles using a time-step equal to T/50, where T was the cardiac period. Analyses were performed using only particles, which had left the domain through the descending aortic outlet by the time the 40 cycles were completed. This meant that the final analysis used approximately 700,000 particles in each case. HFI p is the helical flow index for each pathline, calculated over a particle trajectory j
Here, i is the dimensionless normalized helicity, calculated as the cosine of the angle between velocity and vorticity vectors at each point of the pathline, computed at the ith time-step after the particle entered the domain. N j is the number of time-steps for which the jth particle was present in the domain. Steady Poiseuille flow gives a value of w i ¼ 0, whereas jw i j ¼ 1 occurs when flow is purely helical [48] [49] [50] . HFI systole is the average HFI j over all pathlines during the systolic phase, and HFI diastole is the average HFI j over all pathlines during the diastolic phase. Specifically, the jth particle is present for N j time steps, which we index by the set S j : ¼ {1, 2,…, N j }. This set can be partitioned as two subsets, S j,systole and S j,diastole , such that S j,systole [ S j,diastole ¼ S, and S j,systole \ S j,diastole ¼ Ø, where the step index is placed in S j,systole or S j,diastole according to whether that step occurred during the systolic or diastolic phase of the cardiac cycle. For subject A, the cardiac period was 1. As noted above, jJj % 700;000: , and R eq represents the equivalent radius of the inflow face 3 Results 3.1 Velocity Patterns. Figure 2 shows the inflow velocity profiles for subjects A and B at peak systole. Despite having a slightly higher flow rate, subject A displays a profile (V show similar radial velocity vectors throughout the cardiac cycle. Figure 5 shows that V B PS has large radial vectors circulating around the lumen in a helical fashion. These vectors are different in direction and size to the radial vectors obtained with V B para and V B plug , and remain so for all aortic locations. Figure 6 depicts waveforms for the maximum through-plane velocity (Vmax), maximum radial velocity, and total flow for each of the three planes (midascending, transverse aortic arch, and middescending) for subjects A and B.
Velocity Magnitude Waveforms.
For subject A, despite having identical flow rates for the three simulations, V 3.3 Helicity. Table 2 shows the values for HFI during systole and diastole. For subject A, HFI was significantly underestimated not only by V A plug but also (to a lesser degree) by V A para . For subject B, HFI was similar for all three simulations. Figure 7 depicts three-dimensional immaterial particle pathlines and mean absolute HFI calculated using the subject-specific inflow velocity profile for the two subjects over a single cardiac cycle. Even though the numerical values of HFI in the subject-specific profile case are not substantially different between the healthy (subject A) and diseased (subject B) cases (see Table 2 ), the difference in particle trajectories is significant. In subject A, the particles have moved in a unidirectional manner down the aorta and by the end of the first cycle, they have almost left the domain. In contrast, particles injected in subject B are still in the ascending aorta after 900 ms, having followed a very tortuous path. The particles shown for subject B take almost twice as long as those shown for subject A to exit the simulation domain through the descending aortic boundary. Note that only eight particles are shown in this figure for the sake of clarity in the visualization. The HFI indices presented in Table 2 were calculated using a much larger number of pathlines (approximately 700,000). showed highly asymmetrical flow for most of the thoracic aorta (planes 1 and 2), with Flow asymmetry > 80% (see Fig. 8 ). Interestingly, the idealized profiles V para and V plug for both subjects show similar trends in plane 1, 2, and 3 (Fig. 8) . Figure 9 shows the flow dispersion results for subjects A and B. Flow dispersion for V A PS was similar to the idealized profiles in planes 1 and 3. In the descending aorta (plane 3), flow became much broader for all three simulations. On the other hand, V B PS showed much smaller velocity dispersion compared to the two idealized profiles throughout the aorta.
Velocity Pathlines.

Discussion
It is increasingly recognized that flow in the thoracic aorta contains significant radial (nonaxial) components associated with helical flow [51] . This is likely to be due to a combination of factors including ventricular twist and torsion during systole [52, 53] , the mechanics of the aortic valve and aortic root [54] , and the curved morphology of the ascending, arch, and descending aorta [55] [56] [57] [58] . From a physiological viewpoint, helical flow may comprise a degree of normal organ perfusion [59] . On the other hand, it has also been shown to play an important role in plaque deposition [60] and initiation of dissection [61] . Pritchard et al. [62] demonstrated differences in monocyte adhesion to the vascular wall (important cells in the pathogenesis of atherosclerotic plaques) related to the radial component of velocity. It is, therefore, imperative that CFD of the thoracic aorta can correctly mimic this helical flow in order to produce accurate simulations of blood flow.
In this paper, we presented a methodology for extracting velocity and flow data just distal to the aortic valve, segmenting, and mapping these data onto the inflow mesh of the CFD model. This approach, in combination with noninvasive pressure data and three-element Windkessel models for outflow boundary conditions, produced a patient-specific workflow for simulating thoracic aortic blood flow. Using this methodology, we have demonstrated the differences in aortic hemodynamics between simulations run with patient-specific inflow velocity profiles versus idealized inflow velocity profiles (e.g., parabolic and plug) on two different subjects, one healthy (subject A) and one presenting aortic valve disease (subject B). Subject B was chosen for this study because of the combination of aortic valve pathology and moderate aneurysm of the ascending aorta, a presentation frequently encountered by cardiothoracic surgeons and cardiologists.
A number of studies have been carried out on other parts of the vascular system, including the carotid arteries [26] and abdominal aorta [31, 44] , to examine the effects of different inflow boundary conditions on CFD simulations. The abdominal aorta has been investigated by Hardman et al. [48] who compared patientspecific inflow profiles to idealized Womersley profiles generated from the patient's flow-MRI center-line velocity data. They found that the idealized Womersley profile produced simplified flow patterns with an absence of helical flow. The helical flow index was lower in the Womersley simulation. They also found the maximum velocity of the idealized inlet simulation to be half the magnitude of the patient-specific simulations. The Womersley simulation also displayed smaller radial velocity vectors. These trends were similar to our findings in the thoracic aorta.
Morbiducci et al. investigated the effects of patient-specific inflow profiles versus idealized plug profiles in the thoracic aorta of a healthy subject, and found significant differences in hemodynamic results [37] , in keeping with our study's results. They also compared the use of three-component versus single-component (through-plane) prescribed patient-specific inflow profiles, and found that single-component (through-plane) inflow profiles captured sufficient accuracy in hemodynamic results without the need for the use of three-component inflow profiles. This was also seen in the abdominal aorta by Chandra et al. [34] , who compared three-component with single-component (through-plane) patientspecific inflow profiles in diseased abdominal aneurysms. In our study, we used single-component (through-plane) patient-specific inflow profiles, and assessed hemodynamics in both a healthy and a diseased subject. We further assessed other parameters such as Flow asymmetry and Flow dispersion . Future work would benefit from investigating whether three-component patient-specific inflow Previous methods of mapping inflow velocity data to the model inlet have included the Schwarz-Christoffel method [34, 63] . This method requires that the inlet is defined by a closed polygon, which normally is the case with polygonal meshes; however, there may be a restriction in other types of models. Particularly, relieving this polygonal constraint is useful when image data are segmented, as smooth closed curves are normally used for inlet delineation. In this study, our mapping scheme allows mapping of the segmented image to any smooth rigid or nonrigid contour. It uses a flexible B-spline framework to map the inflow velocity data to the model inlet, and addresses changes in shape and size between the imaging data and the model inlet.
Our study demonstrated important differences between healthy and diseased aortic hemodynamics, and also stark differences for each subject between simulations run with patient-specific versus idealized inflow velocity profiles.
In the case of the healthy aortic valve (subject A), the idealized parabolic profile V A para produced velocity maps and profiles similar to those obtained with the patient-specific profile V A PS . Furthermore, other parameters such as Vmax and radial velocity were also comparable between V A PS and V A para . This indicates that a parabolic profile is a reasonable choice if an idealized inflow profile is to be used due to the lack of patient-specific velocity data for simulations involving disease-free aortic valves. However, it must be noted that despite the similarities mentioned previously, other hemodynamic parameters showed significant differences between simulations run with idealized and patient-specific velocity profiles. For example, Flow asymmetry in the transverse aortic arch was almost double in V A para compared to V A PS . Helicity was also significantly underestimated during systole and diastole using the Table 2 Helical flow index during systole, diastole, and the whole cardiac cycle for the thoracic aorta for particles which traversed the aorta and left the simulation domain through the descending aortic boundary Fig . 7 Pathlines and mean absolute HFI calculated using the subject-specific inflow velocity profile for subject A (top) and subject B (bottom) at t 5 100, 200, 400, and 900 ms. Even though the numerical values of HFI are not substantially different between the healthy (subject A) and diseased (subject B) cases (see Table 2 ), the difference in particle trajectories is remarkable. In subject A, the particles have moved in a unidirectional manner down the aorta and by the end of the first cycle, they have almost left the domain. In contrast, particles injected in subject B are still in the ascending aorta after 900 ms, having followed a very tortuous path. Note: only a small number of particles are tracked for the sake of clarity in the visualization. The HFI indices were calculated using a much larger number of pathlines (approximately 700,000).
idealized velocity profiles. Furthermore, solutions obtained with the idealized plug profile V A plug differed quite substantially from the patient-specific profile V A PS in the ascending aorta. In the case of the subject with aortic valvular stenosis (subject B), simulations run with the patient-specific velocity profile V B PS revealed how the eccentric asymmetrical inflow profile led to highly complex velocity maps and velocity profiles along most of the length of the thoracic aorta. These complex velocity patterns were not replicated by the two idealized velocity profiles. Despite having identical flow rates to V (Table 2) showed relatively similar values for the patient-specific simulations of both the healthy (subject A) and diseased subjects (subject B). However, based on the particle pathlines seen in Fig. 7 (which were used to calculate helicity), the trajectories for these two subjects are significantly different. This may question the lack of suitability of HFI as a hemodynamic parameter in capturing relevant numerical differences between healthy and diseased patient-specific velocity profiles.
Our results in the BAV subject are in keeping with fourdimensional flow MRI studies by Mahadevia et al. [47] , where flow exiting the bicuspid valve was found to be eccentric and asymmetrical. Their 3D streamlines showed high velocity jets and flow impingement in the greater curvature of the ascending aorta, similar to our streamline results for V B PS . Other studies by Barker et al. [64] showed the effect of bicuspid valves in causing increasing shear stresses in the ascending aorta. These findings lend further support to the use of accurate patient-specific inflow profiles in assessing diseased aortic hemodynamics. Most differences observed between patient-specific and idealized simulations spanned the entire ascending aorta and aortic arch, and started to dissipate in the descending aorta. Here, velocity maps and profiles, radial vectors, Vmax, and Flow asymmetry equaled out to form similar patterns and magnitudes. The descending thoracic aorta is the first relatively straight location of the thoracic aorta. If free of disease, its cross section remains relatively constant. These properties allow the flow to reattach and become fully developed. Our results provide insight into the factors governing hemodynamics in different parts of the thoracic aorta. The most striking differences in hemodynamic parameters between the patient-specific and idealized simulations were seen in the ascending aorta (plane 1). This shows that ascending aorta hemodynamics is largely dependent on the inflow, which is itself dependent on aortic valve morphology. Indeed, there is evidence that bicuspid aortic valve is often associated with aneurysms of the ascending aorta [65] . It remains to be elucidated whether this is primarily caused by genetic factors [66] or altered hemodynamics. Our results also show that descending aortic hemodynamics are independent of inflow velocity profile, indicating that disease of the descending aorta is not related to aortic valve pathology.
This study demonstrates that the use of idealized inflow velocity profiles produces hemodynamic solutions in which differences between diseased and healthy subjects are minimized, therefore making them highly unsuitable for disease research.
Limitations.
In our model, we assumed the vessels to behave in a rigid manner. However, the flow-MRI information was dynamically acquired on a fixed Eulerian plane, containing different material sections of the ascending aorta due to its complex motion and deformation. Indeed, the aortic root moves up and down following the contraction and relaxation of the heart, and also deforms radially due to the pulsatile pressure. Our method mapped the history of velocities enclosed within the dynamic segmentations of the aortic root on the fixed Eulerian plane onto the fixed inlet face of the rigid aortic model reconstructed from single-phase MRA data. This transformation alters the true inflow velocity profile of the subject. To address this issue, a flow-MRI sequence that measures velocity on a Lagrangian plane moving together with the aorta is needed. Furthermore, a fluid-structure interaction (FSI) simulation that can accommodate the large displacements and deformations of the ascending thoracic aorta is also necessary. This can be accomplished with an arbitrary Lagrangian-Eulerian formulation [67] , although this approach will significantly increase the computational cost. As to how much a full FSI model would alter the results seen in this study remains to be investigated. However, Brown et al. compared a full FSI model with that of a rigid model in a healthy aorta, and found similar results in flow fields, including very similar HFI results [68] . Future work to assess the impact of FSI models in simulations of diseased aortas would be important.
Another limitation of the present work is the lack of information on flow splits between the different outflow branches of the aorta. Due to this lack of data, we distributed the measured aortic inflow according to the cross-sectional area of the different branches. This approximation might be inaccurate, especially in disease situations, and therefore it may alter the flow patterns in the aorta. Additional flow-MRI measurements in the upper branch vessels and descending aorta would remedy this problem without increasing significantly the total scanning time.
Finally, the hemodynamics presented in this paper corresponds to two different but illustrative cases. However, all data and measurements used in the CFD models pertained to these patients, and our simulations were therefore patient-specific. Our study concentrates on velocity patterns, through-plane and radial velocity, helicity, flow asymmetry, and dispersion. Another important hemodynamic force not analyzed in this study is wall shear stress, which plays a significant role in vasculopathy and mechanobiological responses in the vessel wall. Analysis of WSS to any depth would form the basis for a separate manuscript. We have shown in another study that WSS in the ascending aorta is significantly affected by various morphologies of the aortic valve, which have an individual effect on the inflow boundary conditions [69] .
Conclusion
We have presented a comparative study using patient-specific velocity inflow boundary conditions versus idealized velocity boundary conditions based on MRI measurements of velocity and flow in the ascending aorta. We have extracted patientspecific through-plane blood velocity data from flow-MRI and applied them as inflow boundary conditions to assess the effects of patient-specific inflow profiles versus idealized inflow profiles on hemodynamics in the thoracic aorta. Furthermore, we have also evaluated indices of flow disturbance such as helicity based on the computation of pathlines. Our analysis revealed that idealized inflow boundary conditions can significantly alter velocity patterns and underestimate velocity magnitudes, radial velocity components, helicity, and complex flow in the thoracic aorta. The aortic valve and its highly complex structure and predisposition to pathological change means that the inflow velocities into the thoracic aorta can be highly variable. This study demonstrated the importance of utilizing patient-specific boundary conditions to produce meaningful results not only in healthy but also in diseased aortic hemodynamics.
