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Immer dann, wenn man lebendige Organismen als physikalische und chemis-
che Systeme betrachtet, mu¨ssen sie sich auch als solche verhalten. Die einzige
Frage, von der man etwas u¨ber die Richtigkeit dieser Auffassung erfahren
kann, lautet, ob die physikalischen und chemischen Begriffe eine vollsta¨ndige
Beschreibung der Organismen ermo¨glichen. [...] Daher wird es wahrscheinlich
fu¨r ein Versta¨ndnis der Lebensvorga¨nge notwendig sein, u¨ber die Quanten-
theorie hinauszugehen und ein neues abgeschlossenes Begriffssystem zu kon-
struieren, zu dem Physik und Chemie vielleicht spa¨ter als Grenzfa¨lle geho¨ren
mo¨gen.
- Werner Heisenberg in Physik und Philosophie (Heisenberg, 1990)
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Abstract
Research on the yeast Saccharomyces cerevisiae – also known as baker’s yeast
– has been essential not only for fostering basic biological knowledge but even
more so for contributing towards understanding diseases such as cancer. In
this thesis, general biological phenomena occurring in eukaryotic cells are in-
vestigated, exemplified by the mating process of yeast, including intercellular
communication, reception of extracellular signals and polarized growth. Cellu-
lar functions and processes that occur during yeast mating have been surpris-
ingly well conserved throughout evolution and, therefore, also provide insights
into cellular processes in other organisms.
In the haploid phase of their life cycle, yeast cells occur as mating type
MATa or MATα, both of which communicate via pheromones that are se-
creted in an extracellular medium and can be sensed by cell-surface receptors
of the complementary mating type. In order to mate, yeast cells grow towards
a potential mating partner, since they are not able to actively move. The
key aspects of the yeast mating process that I examined were (i) intercellular
communication of cells via pheromones, (ii) the initial symmetry break and
implementation of cell polarity, and (iii) subsequent morphogenetic changes.
Taking an interdisciplinary approach, concepts from physics and mathematics
were used to develop quantitative models and frameworks on the basis of flu-
orescence and atomic force microscopy (AFM) data. The methods used and
findings were as follows:
(i) Pheromone secretion and sensing motifs were modelled using cellular
automata models based on reaction-diffusion (RD) equations. My models show
that mutual stimulation and increased pheromone secretion between cells im-
proves mating efficiency and unnecessary cell cycle arrest is avoided in cell
populations. This outcome was compared with data from mixed cultures of
haploid yeast cells.
(ii) To explain yeast mating decisions, two possible model types for cell
polarity were tested: a Turing-type and a phase-separation mechanism. Their
ability to adapt to spatial perturbations of cell shape and heterogeneities on
the membrane and in the cytosol was investigated. Bulk-surface RD equations
were investigated analytically and numerically using the finite element method
(FEM). Typical cell shapes were reconstructed in 2D and 3D.
(iii) The cell wall was modelled using classical continuum mechanics and
a FEM approach that allows for reversible elastic and irreversible plastic cell
wall deformation. A mechanism for stress-dependent growth was assumed and
tested for different elasticity patterns, as obtained from AFM data, leading to
insights regarding the interplay of cell shape and cell mechanics. Mathema-
tical modelling demonstrated that all three processes investigated are precisely
orchestrated and interlocked during yeast mating.
Keywords: Mating Yeast, Pheromones, Cell Polarity, Morphogenesis,
Cell Wall, Finite Element Method, Reaction-Diffusion Model
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Zusammenfassung
Die Forschung an der Hefe Saccharomyces cerevisiae – auch als Ba¨ckerhefe
bekannt – hat sich fu¨r die biologische Grundlagenforschung als unentbehrlich
erwiesen und fu¨hrte zu wichtigen Erkenntnissen in der Erforschung von Krank-
heiten wie Krebs. Am Beispiel der Paarung von Hefezellen werden in dieser
Arbeit wesentliche Aspekte der eukaryotischen Zellbiologie untersucht, wie die
Zellkommunikation durch Pheromone, die Verarbeitung von extrazellula¨ren
Signalen und das koordinierte Zellwachstum. Diese Prozesse sind im Laufe
der Evolution weitestgehend erhalten geblieben und erlauben Ru¨ckschlu¨sse
auf andere Organismen.
In der Haplophase des Lebenszyklus der Hefe, treten haploide Zellen als
Paarungstyp MATa oder MATα auf. Diese Paarungstypen kommunizieren
u¨ber Pheromone, die in ein extrazellula¨res Medium abgesondert werden und
von Zelloberfla¨chenrezeptoren des komplementa¨ren Paarungstyps erkannt wer-
den. Hefezellen wachsen in die Richtung eines mo¨glichen Paarungspartners, da
sie sich nicht aktiv bewegen ko¨nnen. Die Auswertung von empirischen Daten
aus der Fluoreszenzmikroskopie und Rasterkraftmikroskopie (AFM) mit math-
ematischen Modellen ermo¨glichte die Rekonstruktion wesentlicher Prozesse der
Hefepaarung: (i) Interzellula¨re Kommunikation u¨ber die Sezernierung und
Rezeption von Pheromonen, (ii) Aufbau der Zellpolarita¨t als Reaktion auf die
Pheromonantwort, (iii) Induktion und Mechanik der Zellforma¨nderung.
Folgende Modelle wurden fu¨r die Rekonstruktion dieser drei aufeinander
abgestimmten Prozesse entwickelt: (i)Die interzellula¨re Kommunikation wurde
unter Verwendung von zellula¨ren Automaten mit Hilfe von Reaktions-Diffusions
(RD) Gleichungen modelliert. Das Modell zeigte, dass die gegenseitige Stim-
ulierung und erho¨hte Pheromonabsonderung zu einer verbesserten Abstim-
mung in der Paarung in der Zellpopulation fu¨hrt. Als Basis der Untersuchung
dienten Daten von Zellpopulationen aus beiden Paarungstypen.
(ii) Ein Turing- und ein Phasenseparations- Mechanismus wurden als Mod-
elle zum Aufbau der Zellpolarita¨t verwendet. Ihre Fa¨higkeiten sich an ra¨um-
liche Sto¨rungen und Inhomogenita¨ten an der Membran und im Zytosol anzu-
passen wurden getestet. Volumen-Oberfla¨chen gekoppelte RD Gleichungen
wurden analytisch als auch numerisch mit der Finite-Elemente-Methode (FEM)
untersucht. Typische Zellformen wurden in 2D und 3D rekonstruiert.
(iii) Die Zellwandvera¨nderung wurde mit klassischer Kontinuumsmechanik
und der FEM Methode modelliert. Dies ermo¨glichte eine Beschreibung der re-
versiblen elastischen und der irreversiblen plastischen Verformungen der Zell-
wand. Ein Lockhart-Mechanismus fu¨r stressabha¨ngiges Wachstum wurde fu¨r
unterschiedliche Elastizita¨ts-Muster getestet, welche aus den AFM Daten ent-
standen sind. Dies fu¨hrte zu Einsichten in das Zusammenspiel von Zellwach-
stum und Zellelastizita¨t. Die mathematische Modellierung zeigte, dass alle
drei untersuchten Prozesse der Zellkommunikation, der Zellpolarita¨t und der
Morphogenese ineinander greifen und pra¨zise choreographiert sind.
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RD Reaction Diffusion
ODE Ordinary Differential Equation
PDE Partial Differential Equation
FEM Finite Element Method
SFEM Surface Finite Element Method
GPCR G-Protein-Coupled Receptor
Cdc42 Cell division control protein 42 homolog, a small Rho
GTPase
GEF Guanine Exchange Factor
GAP GTPase Activating Protein
GDI Guanosine Nucleotide Dissociation Inhibitor
MATα Mating Type α
MATa Mating Type a
MAPK Mitogen Activated Protein Kinase
AFM Atomic Force Microscopy
GFP Green Fluorescent Protein
SBML Systems Biology Markup Language
GOR A Turing-type Model for Cell Polarization
WP Wave-Pinning Model for Cell Polarization
CA Cellular Automaton
Table 1: List of abbreviations.
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Introduction
“[Y]east has told us something that is relevant to mankind.”
– Leland H. Hartwell, Nobel Lecture, 20011
Cell biology can be enormously complex. Thus, in his Nobel Lecture ”Yeast
and Cancer” Leland H. Hartwell pointed out how important it is to choose an
appropriate model system in order to gain useful insights (Hartwell, 2002).
Saccharomyces cerevisiae – which is also known as baker’s yeast and is focused
on in this study – is one of the most powerful eukaryotic model organisms.
Due to the tremendous degree of conservation of many biological components
during its evolution, Saccharomyces cerevisiae has enabled fundamental in-
sights into many biological processes that occur in fungal as well as mam-
malian cells. Investigating the cell cycle, for example, biologists were able to The Model
Organismidentify checkpoints in the yeast cell cycle control that were later also identi-
fied in other model systems such as Schizosaccharomyces pombe and Xenopus
embryos (Nasmyth, 2001). These checkpoints were found to be essential for
precisely coordinating the kind of cell division and malfunction in cell cycle
control which also occurs in mammalian tumour cells (Hartwell, 2002). As in
this case, research on yeast as a model organism has not only been key for
fostering fundamental biological knowledge but even more so for contributing
towards understanding diseases such as cancer.
One of the major advantages of working on yeast as a model organism is
that it is easy to manipulate, both genetically as well as biochemically, and has
provided great quantities of data during the last decades (Botstein, 2010). The
Saccharomyces Genome Database2, for example, provides data for more than
6,000 protein-coding genes and a description of their functions. Since there is
a lack of similar data under controlled conditions for mammalian cells, yeast is
a favourable model organism for understanding basic principles in cell biology,
and such data sets regarding yeast will most certainly contribute to further
discoveries in the future (Botstein and Fink, 2011). However, the interactions
1Published in: Leland H Hartwell, “Nobel lecture: Yeast and cancer“, Bioscience Reports,
Vol. 22, Nos. 3 and 4, June and August 2002, p.1
2www.yeastgenome.org
11
Ascus Mating Zygote
a-
fa
ct
or
α-factor a-
fa
ct
or
α-factor
MATa/α
Diploid 
Vegetative 
Life Cycle
MATα
Haploid 
Vegetative 
Life Cycle
MATa
Haploid 
Vegetative 
Life Cycle
Sporulation
Figure 1.1: The yeast life cycle. Yeast can maintain a diploid as well as
a haploid life cycle. Usually yeast exists in its diploid form, however, when
nutrients are limited, a diploid cell forms four haploid spores by meiosis. These
four spores are encased by a solid and protected structure called ascus. The
ascus contains two cells of each mating type, MATa (green) and two ofMATα
(red). Haploid cells can divide or enter the sexual life cycle. Yeast cells are
not able to move but grow towards a mating partner. Two mating partners of
opposite mating types can form a zygote and their progeny enters the diploid
life cycle. The mating process is precisely coordinated and involves elaborated
signalling and communication principles that have been conserved throughout
the evolution of eukaryotic cells.
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between genes and gene products are unimaginably complex, and understand-
ing their functions, even in the smallest eukaryotic model organism, poses a
challenge which has not yet been solved. Despite this complexity of even single Biological
Complex-
ity
eukaryotic cells, there have been attempts to structure, analyse and integrate
huge quantities of experimental data. This has given rise to the field of systems
biology (Klipp, 2011; Klipp et al., 2013; Kitano, 2002), which combines biol-
ogy with mathematics, physics and computational methods, seeking to answer
relevant biological questions. Yet investigations at the systems level of eukary-
otic cells can easily push advanced computational approaches to their limits.
Consequently, biological models are constantly being developed, changed and
adapted, and need to be considered as impermanent and incomplete (Mogilner
et al., 2012).
Yeast is an ideal model organism to develop and examine computational
approaches and modelling methods. As with most eukaryotes, mating is a
key process in the life cycle of yeast (see Figure 1.1). Haploid yeast cells
occur in the form of two different mating types, MATa and MATα, which
communicate via the diffusible pheromones α-factor and a-factor, respectively
(Duntze et al., 1970). Upon pheromone stimulation, the cell cycle is arrested
in G1 phase. Yeast cells cannot actively move and, therefore, need to form a
mating projection along a pheromone gradient in order to reach a potential
mating partner. The cell shape that occurs during mating is often referred
to as a shmoo, named after a cartoon character.3 Perhaps unexpectedly, this Mating
Yeast and
the Shmoo
asymmetric, and on the surface random-seeming, growth pattern is actually a
precisely choreographed process in space and time. When two mating partners
of opposite mating types come in contact with each other, the cell fusion
process is initiated, resulting in a zygote, which enters the diploid cell cycle.
It continues the cell cycle by forming a bud, giving rise to diploid yeast cells
via mitosis (Cross et al., 1988; Tartakoff, 2015).
The mating of yeast is a well orchestrated process, exhibiting many ele-
ments of communication and signal-transmission processes important for both
unicellular organisms and cell tissues: better understanding and description of
these processes may, therefore, contribute towards solving some fundamental
questions of cell biology. In many cases, unicellular and multicellular organisms
communicate via extracellular signals leading to subsequent cell differentiation,
polarized growth and division. G-protein-coupled receptors (GPCRs) that are
involved in pheromone sensing are widespread among eukaryotes, from fungi
to mammals (McCudden et al., 2005; Jones and Bennett, 2011). During yeast
mating, binding of pheromones to GPCRs leads to local G-protein activation,
which affects a number of intracellular signalling proteins. For example, the
received signal conveyed by the GPCRs is further processed by the cell’s po-
larity machinery, where small GTPases of the Rho family, such as Cdc42 and
Rho1, are involved in establishing cell orientation for asymmetric growth which
leads to shmoo formation (Etienne-Manneville, 2004). In their evolution, both
systems have been highly conserved4 among eukaryotic cells as in axon guid-
3Capp, Al, The Life and Times of the Shmoo (1948), Simon & Schuster
4In this context, ’highly conserved’ refers to the interacting molecules in the system.
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ance of neurons, chemotaxis of fibroblasts toward wounds and the search for a
mating partners in yeast to name only a few examples (compare Figure 1.2).
In the model organism yeast, initial models of cell polarity during cell division
and mating were only first proposed a few years ago (Altschuler et al., 2008;
Goryachev and Pokhilko, 2008; Slaughter et al., 2009), and many details still
remain controversial. The haploid life cycle of yeast is especially delicate, since
bud-site selection and mating behaviour are closely entangled.
In the present thesis, I investigate seemingly three important aspects of
the yeast mating process: (i) the intercellular communication of cells, (ii) their
initial symmetry break and implementation of cell polarity, and (iii) subse-
quent morphogenetic changes which lead to shmoo formation. Each of these
aspects poses fundamental questions, stated as follows, that are addressed in
the subsequent chapters of this thesis. Chapter 2: How does cell communica-Research
Questions tion via pheromones in haploid yeast cells work and what are the underlying
communication motifs involved? Chapter 3: How do cells orient and respond
to often conflicting pheromone signals sent by their potential mating partners,
and how can mating as well as budding patterns be explained? Chapter 4:
How does the asymmetric growth process unfold, and how is the prominent
shmoo shape generated?
To answer these questions, spatial data from cell biology needs to be anal-
ysed and understood. Data obtained from living cells exhibits high spatial
complexity and conventional approaches of cell biology are not sufficient to
explain this complexity. To overcome this challenge, the application of unify-
ing quantitative approaches in an interdisciplinary manner has proved to be a
fruitful path. Concepts from physics and mathematics are used in this thesis
to move beyond temporal modelling of the mating process and, instead, con-
sidering time and space as being closely related to investigate not only when
processes take place but also where. In this regard, these concepts are employedAn Inter-
disciplinary
Approach
to describe spatio-temporal communication, cell polarization and morphogen-
esis of mating yeast cells. I pursue questions such as Where do pheromone
molecules accumulate in the extracellular medium? How does this affects cell
communication?, and Where do signalling processes take place within the cell?
Are they, for example, situated in the cytosol or on the membrane or along
the membrane-cytosolic interface. The geometry of the cytosolic volume and
its boundaries with reference to kinetic reactions and signalling processes are
important aspects that are investigated here.
Therefore, I have employed quantitative mathematical and physical ap-
proaches towards understanding their regulation in space and time. Namely,
the reaction-diffusion model and continuum mechanics are used in order to
describe yeast communication and morphogenesis in a quantitative way. Par-
tial differential equations (PDEs) are commonly used to formulate reaction-
diffusion processes and continuum mechanical relations in mathematical lan-
These molecules contain protein sequences or are encoded by gene sequences that have only
slightly changed during evolution and are very similar or identical in many eukaryotic cells.
Often mutations of one of the highly conserved gene sequences that encode for the involved
molecules leads to a non-viable life form.
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Figure 1.2: Cell differentiation and morphogenesis in different model
organisms. Cell polarization is a prerequisite for morphogenetic changes. It
is frequently carried out by small GTPases such as Cdc42, Rac and Rho and is
an overarching principle that occurs in many organisms, including axon guid-
ance of neurons, movement of fibroblasts towards wounds, mating of yeast and
development of C. elegans. Universal features of polarizing cells and quantita-
tive design principles have been recently revealed by mathematical modelling
(Jilkine and Edelstein-Keshet, 2011). Parts of the figure were adapted and
modified from Mogilner et al. (2012).
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guage. Consequently, to capture the systems behaviour of mating yeast, I have
used methods of mathematical analysis as well as from numerical mathemat-
ics with an emphasis on the finite element method (FEM). Although, these
methods have already been used with some success in computational biology
(Holmes and Edelstein-Keshet, 2012; Boudon et al., 2015). However, spatio-
temporal modelling approaches are still not used widespread since they are
quite technically. Furthermore, spatio-temporal data at the level of a single
cell only became available in the last few years.
Experimental techniques as well as analysis methods, have undergone rapid
development and have opened up an entirely new perception of cellular pro-
cesses in space and time. Recent advances in microscopy techniques can pro-Spatial
Imaging
Methods
vide images with high spatial and temporal resolution of molecular processes
(Verveer and Bastiaens, 2008; Smith et al., 2014). In particular, advances
in fluorescence microscopy allow determination of movement as well as inter-
action kinetics for molecules of interest. Among these advances is the total
internal reflection microscopy (TIRF) that has been used for observation of a
thin region of a sample, mainly the outer membrane (Toomre and Manstein,
2001). Furthermore, fluorescence resonance energy transfer (FRET) (Wouters
et al., 2001) and fluorescence lifetime imaging microscopy (FLIM) (Festy et al.,
2007) have made it possible to quantify interactions of molecules in vivo. For
determination of underlying molecular transport processes, fluorescence cross-
correlaion spectroscopy (FCCS) (Bacia et al., 2006) has been especially suc-
cessful.
In a recent study on yeast, for example, the formation of a polarization
cap and the dynamics of septins have been dynamically tracked during shmoo
formation (Kelley et al., 2015). A whole yeast cell can be reconstructed in
three-dimensional space in vivo (Spokoini et al., 2012), enabling for instance
tracking of changes in organelle shapes and sizes as well as other important
structures in space and time (Chan and Marshall, 2014). Other techniques,
such as electron microscopy and x-ray tomography, have been used to image
yeast cells and their internal structure in astonishing detail (Wei et al., 2012;
Larabell and Nugent, 2010). Combining imaging and quantification techniques
such as spatio-temporal image correlation spectroscopy (STICS), can now re-
veal transport properties and kinetics that are useful for spatial modelling
(Smith et al., 2014). Furthermore, new computational advances in analysing
techniques (Schindelin et al., 2012; Diener et al., 2014; Smith et al., 2015) foster
the accessibility and evaluation of high-quality spatio-temporal data. Yet toSpatial
Data exploit the full potential of high-quality spatio-temporal data and gain further
insights into observed cellular processes, these techniques need to be comple-
mented by spatial modelling, which I explain in detail throughout this thesis.
Here, I have mainly relied on data from fluorescence and atomic force mi-
croscopy (AFM), provided by my lab colleagues. The fluorescence microscopy
data was taken from Gabriele Schreiber as well as Christian Diener (also see
our collaborative work (Diener et al., 2014)). AFM data from my colleague
Bjo¨rn Goldenbogen was used to gain insights into the evolution of cell shape
and material properties of living cells in space and time.
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The Yeast Mating Process
A short overview of some biological key aspects relevant for the yeast mating
process is given in this section. Yeast cells are unicellular organisms and in
their life cycle can occur in haploid or diploid forms (Herskowitz, 1988). Their
life cycle comprises two important aspects: proliferation and change of ploidy
(compare Figure 1.1). Haploid as well as diploid yeast cells are capable of
mitosis, giving rise to two new cells in a process referred to as budding. The
smaller cell emerging from the bud is referred to as the ’daughter’ cell, while
the larger cell is referred to as the ’mother’ cell. Both are genetically identical
but are asymmetric with respect to aging, since both cells differ in size, number
of bud scars, and inheritance of damaged and aggregated proteins (Spokoini
et al., 2012; Spiesser et al., 2015). In yeast, diploid cells usually follow a bipolar
and haploid cells an axial budding pattern. However, these patterns can be
altered in various situations, depending on environmental cues (Erdman and
Snyder, 2001). Change of ploidy for diploid cells usually occurs, for example,
when nutrients are limited. Diploid cells perform meiosis, which leads to four
haploid cells, two of mating type MATa and two of mating type MATα. Cells Yeast Life
Cycleof opposing mating types can, through a precisely choreographed process, fuse
to form a diploid MATa/α cell (Jackson and Hartwell, 1990a,b). The mating
of haploid cells, which includes communication, mating partner selection and
directed growth, is addressed in the remainder of this section.
Yeast cells communicate via pheromones, called α-factor and a-factor,
which are secreted by MATa- and MATα cells, respectively. Both differ in
terms of their structures. Whereas α-factor is an unmodified peptide with a
length of thirteen amino acids, a-factor is a twelve amino acid lipopeptide.
The pheromone α-factor traverses the secretory pathway and travels in vesi-
cles to the plasma membrane, where it is secreted (Jones and Bennett, 2011).
In contrast, a-factor is not exported by the classical secretory pathway but
is exported by the ABC transporter Ste6 (Michaelis and Barrowman, 2012).
Unmodified peptides such as α-factor are only found in ascomycetes, while
modified peptides such as a-factor have been found in ascomycetes and ba-
sidiomycetes. In the case of S. cerevisiae, pheromones are captured by the
GPCRs Ste2 and Ste3 for α-factor and a-factor, respectively. Furthermore,
MATa cells are capable of producing the aspartylprotease Bar1, which cleaves
the α-factor. A function of Bar1 is to steepen the α-factor gradients pro- Inter-
cellular
Communi-
cation
duced by MATα cells (Barkai et al., 1998; Jin et al., 2011; Rappaport and
Barkai, 2012). Additionally, colleagues and I have also shown that Bar1 pro-
motes higher growth rates in subpopulations of MATa cells by separating the
population into mating and vegetatively growing cells (Diener et al., 2014).
Only recently, a complementary protein Afb1 ( a-factor barrier ) has been re-
ported (Huberman and Murray, 2013) and it was hypothesized that Afb1 acts
on a-factor in a similar manner as Bar1 on α-factor. However, its molecular
properties are still elusive as well as experimental data on the behaviour of
mutants lacking Afb1. Furthermore, data from experiments using a-factor are
rare, since its hydrophobicity leads to difficulties in the experimental setup.
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Therefore, its spatial distribution has not yet been characterized and modelled
quantitatively. I address this issue in Chapter 2.
Pheromones are captured and recognized by GPCRs on the surface of yeast
cells. These receptors have a common structure of seven transmembrane do-
mains and are internalized after stimulation (Schandel and Jenness, 1994; Yi
et al., 2003). Both receptors Ste3 (MATα cells) and Ste2 (MATa cells) acti-
vate a heterotrimeric Gαβγ complex. This activation causes the heterotrimericPathway
Activation
via GPCRs
G-protein to dissociate into two sub-units, Gα and the dimer Gβγ. The
signal is transmitted by the Gβγ sub-unit, which has three main effectors,
a Far1/Cdc24 complex, a Ste5/Ste11 complex and the Ste20 protein kinase
(Bardwell, 2004). The first complex initiates a mechanism that is crucial for
chemotropic growth by activating Cdc42p, a central small GTPase of the Rho
family (Butty et al., 1998; Bar et al., 2003; Ventura et al., 2014). The scaffold
Ste5 and the Cdc42p-activated signal transducing kinase Ste20 activate the
first step of the mitogen-activated protein kinase (MAPK) cascade. From this
branch, the signal is processed further via a MAPK pathway to nuclear tran-
scription factors and other targets (Bardwell, 2004). A sketch of pheromone
signalling is shown in Figure 1.3.
The process that determines the direction of yeast cell growth is called the
polarization mechanism.5 A key player in the establishment and maintenance
of cell polarity is the small GTPase Cdc42. In the course of polarization,
Cdc42 cycles between an active GTP-bound and an inactive GDP-bound state.
In its membrane-bound state, Cdc42 is anchored into the membrane via a
prenyl group and can be removed by its guanosine nucleotide dissociation
inhibitor (GDI). Levels of active Cdc42-GTP can be increased by guanine
nucleotide exchange factors (GEFs) or reduced by GTPase-activating proteins
(GAPs). Upon pheromone stimulation and dissociation of the Gαβγ complex,
Far1p binds to the Gβγ sub-unit and recruits Cdc24p to the site of receptor
stimulation (Etienne-Manneville, 2004). Then Cdc42 forms a complex withCell
Polarity &
Cdc42
its GEF Cdc24p and the scaffold, Bem1, in the activated membrane-bound
state. This complex formation induces a positive feedback on the recruitment
of active Cdc42-GTP which leads to a unique polarization cluster at the site
of receptor activation and defines the direction of growth. Remarkably, in
the absence of a gradient the system also polarizes at a unique site (Etienne-
Manneville, 2004), where the orientation of the polarization axis depends on
various factors, such as cell shape and former bud sites (Bidlingmaier and
Snyder, 2004; Giese et al., 2015). During directed cell growth, the Cdc42
polarization cap is also strongly influenced by septin structures that confine
and control the direction of growth (Kelley et al., 2015). Mechanistic models
5The word ”polarity” is used in many different contexts in the natural sciences, for in-
stance in physics particles or magnets that have two distinct poles are called polar. In a bio-
logical context, polarity describes a state of asymmetry rather then having two distinct poles
(Wolpert, 2013). In this work ”polarity” means the asymmetric distribution of molecules in
the cell. Note that Goethe already used the notion of ”Polarita¨t” in ”Erla¨uterung zu dem
aphoristischen Aufsatz ’Die Natur’ ” as one of the driving principles of nature (Nakazawa,
1989).
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Figure 1.3: Overview of the yeast pheromone response. Binding of the
pheromone α-factor to the Ste2 receptor activates a signalling pathway that
produces three responses (i) cell polarization, (ii) cell cycle arrest in G1, and
(iii) increasing transcription of pheromone response genes (Bardwell, 2004).
(i) Far1p binds to the Gβγ sub-unit and recruits Cdc24p, which interacts with
the small GTPase Cdc42. A site of polarity is established, which triggers the
subsequent morphogenetic change via alteration and growth of the cell wall.
(ii) and (iii) The signal is further processed via a mitogen activated protein
kinase (MAPK) cascade, which results in cell cycle arrest and transcription
of pheromone response genes. Note that here only the MATa side of the sig-
nalling process is shown. While the downstream signalling pathway in MATα
cells is to a great extent identical, the pheromone a-factor is sensed by the
receptor Ste3.
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for cell polarization are described and tested in Chapter 3.
The pheromone signal is further processed via a MAPK cascade, which
results in cell cycle arrest and transcription of pheromone response genes. The
MAPK cascade contains three sequentially activated protein kinases – MAPK,
MAPKK and MAPKKK (Widmann et al., 1999) – with MAPK being the fi-
nal signal transmitter of the cascade and MAPKKK the first ’domino’. As
mentioned above, in yeast pheromone stimulation leads to the activation and
dissociation of heterotrimeric Gαβγ proteins. The release of the Gβγ sub-unit,
which is attached to the membrane via a lipid anchor, activates the MAPK
cascade via interactions with Ste20 and the scaffold protein Ste5. Ste20, some-
times also referred to as MAPKKKK, and the scaffold protein Ste5, a key
player in signal transmission, brings Ste11 (MAPKKK), Ste7 (MAPKK) and
Fus3 (MAPK) together (Dohlman and Thorner, 2001). Fus3 has two main
phosphorylation sites and transmits the signal to the nucleus, which causes
cell cycle arrest and the initiation of polarized growth. A great deal of data,MAPK
Pheromone
Response
including kinetic information, is available and has been integrated into dynamic
ODE models (Kofahl and Klipp, 2004; Thomson et al., 2011) of the signalling
process, focused on the temporal order of the processes involved. It has been
shown in both theory (Brown and Kholodenko, 1999) as well as experimen-
tally (Maeder et al., 2007) that strong Fus3 gradients are established during
the growth of a mating projection. Note that this is only one of five MAPK
cascades that occur in yeast, which organize the response to different environ-
mental stimuli. The others four are the HOG (Klipp et al., 2005; Adrover et al.,
2011), the cell-wall integrity (Levin, 2011), the filamentous-growth (Roberts
and Fink, 1994) and the spore-assembly pathways (Chen and Thorner, 2007).
Furthermore, MAPK cascades have been highly conserved in all eukaryotes,
where they perform various tasks of signal transmission (Widmann et al., 1999;
Bardwell, 2004).
The yeast mating morphogenesis and the formation of the characteristic
shmoo shape is mainly determined by the cell wall, which in yeast is a large
and rigid structure is built of two layers that mainly contain polysaccharides
and mannoproteins. The inner layer is composed of beta-1,3-glucan, beta-1,6-
glucan and chitin, while the outer layer is mainly composed of mannoproteins
(Cabib and Arroyo, 2013). The cell wall structure is dynamically modulated
and adapted during morphogenetic changes and to environmental conditions
(Klis et al., 2002). During stress, as for example induced by a heat shock, the
synthesis of chitin and glucans increases in order to strengthen and repair the
cell wall (Valdivia and Schekman, 2003b). During cytokinesis, enrichment of
chitin at the septum has been observed in Cabib and Arroyo (2013). Evidence
for chitin enrichment during the formation of a mating projection has been
found as well (Schekman and Brawley, 1979). It is also worth mentioning that
the cell wall is a structure that is actually outside the cell, meaning outside
of the plasma membrane. Consequently, many steps of cell wall synthesis are
prepared within the cell, or plasma membrane, and cell wall material is then in-
serted via exocytosis. The break up of crosslinks, the insertion of wall material
and the formation of new crosslinks has to be organized within the periplasm,
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where common energy sources such as ATP are not present. These compli- The Yeast
Cell Wallcated cell wall processes are mainly regulated by the cell wall integrity pathway
(Chen and Thorner, 2007). During mating, directed growth is initiated and
localized via Cdc42, which also targets Bni and localizes the polarisome (Bard-
well, 2004). Thus, a cell changes its form not only due to local cell wall growth
but also because of local changes in the material properties of the cell wall
(Goldenbogen et al., 2016). Details of this process will be discussed in more
detail in Chapter 4.
As I have outlined here, yeast mating is an elaborate and precisely coordi-
nated process in space and time. Yet, its spatial organization is still elusive, as
has been addressed in (Angermann et al., 2012), where the MAPK cascade and
morphology changes have been modelled on a coarse-grained lattice grid us-
ing hundreds of coupled differential equations to describe the involved species
in each compartment. This model does not, however, cover such remaining
important aspects as intercellular communication, polarization behaviour and
cellular mechanics. In the next section, important developments, aims and
concepts of mathematical modelling are discussed that may help to increase
our understanding of the challenges that we are confronted with in modelling
biological systems.
Physics, Complex Systems and Biology
A focus of this thesis is to identify quantitative principles in cell biology by
studying mating yeast using physical laws and computational methods. But
why is it so challenging to gain insights into the life and behaviour of even the
probably best studied eukaryotic model organisms, that is S. cerevisiae? One
reason for this lies in the complexity of the aspects of nature that form the
objects of study in biology, making it so different from other sciences such as
physics or chemistry. This section aims to provide an outline of this problem
and a short review on possible solutions to overcome this challenge.
To demonstrate these differences and challenges, the physics of water is a
striking example (Newman, 2014). On the molecular level, pure water merely
consists of H2O molecules. Hydrogen bonds that are continually forming and
breaking can behave in fascinating ways (Clary, 2016). On a macroscopic
level water can take many different forms due to the collective behaviour of
its molecules in different environmental conditions. For instance, it can be a
liquid, gas or ice, where it can become articulated in a wide variety of snow crys-
tals (Nakaya, 1954; Libbrecht, 2005; Greuel, 2014).6 Physical treatments of the
occurring phenomenological forms of water can be quite complex, but means
of understanding them have been developed. For example, three-dimensional
growth of snow crystals can be described by PDEs and recapitulated in the
computer by using advanced FEM methods (Dziuk, 1990). Another example
is heating water in a basin from below, which can cause the occurrence of reg-
6For an overview of recent developments in the physical and mathematical descriptions
of crystals I refer to (Garcke, 2012).
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ular patterns. These patterns are referred to as Rayleigh-Be´nard convection
(Rayleigh, 1916). When a critical temperature is reached, a regular patternSnow
Crystals,
Compu-
tations
and Living
Organisms
of convection cells emerges, which are called Be´nard cells. On one side of
each Be´nard cell warm water rises, while on the other side cool water falls. In
each Be´nard cell, water convection is directed clockwise, or counter-clockwise,
with alternate orientation for neighbouring cells. The Be´nard cells have served
as a concept to understand self-organizing principles of non-linear system in
cell biology and have been extensively studied (Getling and Brausch, 2003;
Karsenti, 2008). These two examples show how a substance such as water,
which on the surface seems relatively simple on the molecular level, behaves in
complex ways. For the description of these physical processes, modelling and
simulation techniques, such as PDEs and advanced FEM methods, are used.
These techniques are also studied in my thesis.
But in biology, the situation becomes still more complicated. At the molec-
ular level, the number of different molecular species that interact with each
other is much larger than with non-living systems (Hopfield, 1994). The yeast
genome as well as the human genome was sequenced (Goffeau et al., 1996;
Lander et al., 2001) and knowledge of the chemical basis of life has advanced
rapidly. However, similar to the case water molecules, many phenomena can-
not be understood by looking at their fundamental building blocks alone. For
water, the interplay of H2Omolecules plays an important role, whereas in living
cells, the next layer of complexity comes from the transcription and transla-
tion of genes into a plethora of proteins. Mass spectroscopy has revealed, for
example, that the yeast proteome contains more than 6,600 different proteins
(Picotti et al., 2013). In addition to this large number, those proteins are
folded, change their conformation depending on the environment and interact
with other molecules. Examples for these interactions are phosphorylation,
dephosphorylation and degradation of proteins (Kitano, 2002). Furthermore,
complex macromolecules are formed which behave like molecular machines
(Hofmann et al., 2006). The prediction of how these macromolecules fold and
behave takes great effort, and simulations even in the millisecond regime, are
a computational challenge (Noe´, 2015). At the level of single cells, where
thousands of different molecule species with different properties interact, the
complexity increases dramatically. To understand human diseases, multicellu-
lar interactions have to be understood. For example, in organs such as the liver
(Ko¨nig et al., 2013), we need to look at collective behaviour of many different
cell types. The transcription of genetic information, the translation of pro-
teins, complex interactions and functions of protein motors, the behaviour of
single cells and whole tissues comprise several orders of magnitude of time and
length. Here, an understanding of diseases such as cancer cannot be restricted
to the genes of the organism. Physical descriptions of cellular behaviour and
multicellular communication motifs have to be developed.
Another important difference to non-living systems is that biological pat-
terns are created and destroyed in precisely regulated ways. While the snow
crystals mentioned above are mainly static, the forming of patterns in biology
is often far more dynamic. Since in thermodynamically closed systems entropy
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grows and order is destroyed, living systems have to be open systems and can
maintain their order only by energy consumption from outside. Theoretical
investigations of temporal patterns such as biochemical oscillations go back to
the beginning of the last century, when Alfred J. Lotka (Lotka, 1910) suggested
in a theoretical investigation that biochemical oscillations might be possible in
cases of an autocatalytic reaction. It is an irony of history that this reaction
system has not been found to match any reaction system in biochemistry, but
his model turned out to be useful in ecology, where it has become known as the
Lotka-Voltarra system for describing the dynamics in prey-predator systems
(Roth, 2011). In the 1950s, the Russian chemist Boris Pavlovich Belousov Non-
linearitytried to create an inorganic chemical oscillator in a closed homogeneous sys-
tem. Unfortunately, his manuscript describing the first version of the oscillator
was rejected, since it was believed to be thermodynamically impossible. He
spent six more years in developing a second version of the oscillator, but the
corresponding manuscript was again rejected (Roth, 2011). Fortunately, his
ideas were picked up again by his colleague Zhabotinsky in the 1960s and
the oscillator was named after both researchers. It is nowadays known as
the Belousov-Zhabotinsky oscillator. At about the same time, Alan Turing
developed his theory of the chemical basis of morphogenesis (Turing, 1952),
based on the Michaelis-Menten enzyme kinetics (Michaelis and Menten, 1913),
diffusion in membranes and knowledge about genes of the time. Using only
diffusion and basic reaction kinetics, Turing was able to show that six differ-
ent stable patterns can emerge, in a simple two component reaction-diffusion
system. Among these patterns are stationary waves, oscillatory waves and
homogeneous oscillations (Turing, 1952). Theory and experimentation were
consolidated by Progogine and co-workers in Bruessel, where non-equilibrium
thermodynamics was further developed and a trimolecular oscillatory system,
known as the Bruesselator, was presented as a theoretical example (Prigogine
and Lefever, 1968). From then on, many rhythmic oscillations, and their bio-
chemical bases have been identified in cellular systems (Goldbeter, 2002).
In current biological research, the idea of agents and collective behaviour7
is becoming increasingly important (Karsenti, 2008). Speaking of molecules Collective
Behaviourand reactions can be considered appropriate at the molecular level, if we are
thinking of proteins that have many different binding sites or act as molecular
machines. Existing phenomenological macroscopic models might be relatively
simple, not necessarily reflecting this microscopic complexity. A good analogy
can be found in ecology, where territorial behaviour of intelligent mammals,
such as wolves, has been explained with relatively simple PDEs and simple
kinetic laws (Lewis and Murray, 1993). In cell biology, a collective behaviour
framework has, for example, been used for studying cancer in tissues (Deis-
boeck and Couzin, 2009; Friedl et al., 2012), where collective behaviour of
7 The notion comes actually from the social sciences describing human interactions and
group dynamics, that cannot be explained by the attitudes of one group member alone
(Turner and Killian, 1957). It has also been transferred to the ecology field to describe
the self-organization of ant colonies (Camazine et al., 2001) or swarming behaviour of fish
(Couzin et al., 2002).
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different kinds of cancer cells has been described. This has also been observed
for chemotactic cells (Elgeti et al., 2015) and cellular communication in yeast
(Youk and Lim, 2014), which will be discussed in Chapter 2. In addition,
self-organization of spindle assembly has been investigated in the context of
collective behaviour at a single cell level by (Reber and Hyman, 2015).8 In the
yeast mating process, self-organization of signalling molecules is relevant for
symmetry break and directed growth, which leads to shmoo formation. The
molecular organization during cell polarization is discussed in Chapter 3.
As addressed in the initial part of this section, there are fundamental dif-
ferences between biology and other sciences such as physics or chemistry. The
kinds of self-organized temporal and spatial patterns that can be generated in
physical or chemical systems have no function per se – they occur as certain
conditions are met and vanish again. However, in a biological system they
can fulfil a certain function within this system. This leads us to the defini-
tion of a functional module of a biological system. The definition by Hartwell
is as follows: ”A functional module is, by definition, a discrete entity whose
function is separable from those of other modules” (Hartwell et al., 1999). The
manifestation of such an entity can be ”made up of many species of interacting
molecules” (Hartwell et al., 1999). Functional modules can occur on a wideEmergence
of
Functional
Modules
range of time and length scales. A functional module in yeast that we have al-
ready discussed is the MAPK cascade. In yeast, this sort of signal transduction
is, for instance, employed for the regulation of mating, osmotic stress, cell wall
integrity, filamentous growth and spore assembly (Chen and Thorner, 2007).
These different MAPK cascades in yeast interlock with each other (Schaber
et al., 2006) and act context dependent. Many functional modules, such as the
MAPK module, are conserved across nature and can be found in mammals,
with variations from organism to organism (Bardwell, 2004), where they serve
multifarious functions. The idea that a module can only serve a function in
a biological system, and that its actual function is dependent on the context
in which it exists is closely related to the ideas of systems biology, which I
examine in the next section.
An Interdisciplinary Approach: Systems Biol-
ogy
General principles that governing the behaviour and composition of functional
modules have been discovered with the help of close interaction between ex-
periments and theory, and the field of systems biology has provided powerful
methods for strengthening this link. Today, researchers have online access to
large databases such as the previously mentioned yeast genome project. Sys-
tems biology combines biology, mathematics, physics and computer science, in
order to investigate biological questions on the basis of such vast amounts of
8A lecture series called ”Collective behaviour” was held at the IRI in the winter semester
2015/16, which has motivated this paragraph. It contained subjects such as spindle organi-
sation, cell polarity and fish swarms.
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experimental data. The field has itself provided large model databases in, for
example, the systems biology markup language (SBML) (Klipp et al., 2007),
where standards are defined and models for many of the multifarious aspects of
life can be found. Many functional models, such as the previously mentioned
MAPK cascade are provided in this database and can be tested and extended.
In this way functional modules, described with the help of computational mod-
els, can be put together and their interaction with other models can be tested.
Step by step, this will contribute to the development of a whole-cell model
for a eukaryotic cell (Klipp, 2007), that is capable to recapitulate important
aspects of cellular behaviour in silico. In developing such methods, systems
biology has been quite dynamic and has constantly influenced other sciences,
from developmental biology (Lander, 2011) to mathematics (Westerhoff et al.,
2009), but it has also been influenced vice versa.
The purposes of models vary widely, and modelling is important in many
different respects as shown in Figure 1.4. Some models are designed to inte-
grate and consolidate large data sets, as for example with metabolic models
(Wodke et al., 2013; Tummler et al., 2015). Models can also be used to op-
timize certain biological processes under certain constraints, such as protein
expression levels in E. coli (Dekel and Alon, 2005). While such computational
models are built on large data sets and include many parameters, there are
also more focused models, that investigate cell polarization (Altschuler et al.,
2008) or stochastic processes in signalling (Uschner and Klipp, 2014). Here,
the degree of complexity lies less in the integration of large data sets, but
more in terms of modelling processes in space and time that are non-linear
or stochastic (Mogilner et al., 2012). Furthermore, there are models that are
rather abstract, their value lying more in the comprehension of certain dynam-
ics rather than through direct comparison with real experiments. A classic and
quite influential example is the work of Alan Turing (Turing, 1952), discussed
previously. This was just to name a few examples. For an overview of the field
of systems biology I refer to (Klipp et al., 2013).
In my work, as presented in this theses, I want to contribute towards the
development of this field and, more particularly, the understanding of func-
tional modules by investigating the yeast mating process at different levels of
detail with focus on spatial modelling and spatial data. Below I provide a brief
outline of the content of this thesis. Thesis
OutlineIn Chapter 2, I investigated communication motifs occurring during yeast
mating. Cellular automata (CA) models on the basis of reaction-diffusion
(RD) equations are used to describe the communication of yeast cells in mixed
cultures of haploid yeast cells of opposite mating type. I begin with a slight
modification of the model from Barkai et al. (1998), which describes the impact
of Bar1 on α-factor distributions in the extracellular medium. Here, I have
also added an analysis of time and length scales as well as a parameter study.
Then, step by step I extend this model, testing for the trade-off between mat-
ing and vegetative growth as observed in Diener et al. (2014). Furthermore,
this model is extended to cover the secretion of a-factor and the response to
the complementary pheromone by increased pheromone production. Different
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levels of mutual pheromone induction are tested in varying cell densities and
the possibility of an extracellular protein, which degrades a-factor.
In Chapter 3, I investigate polarization patterns that occur due to changes
in cell geometry and diffusion heterogeneities on the cell membrane, and in
the cytosol. I test two different polarization mechanisms and compare them to
the polarization behaviour of mating yeast. The first is a Turing-type mecha-
nism proposed in Goryachev and Pokhilko (2008), the second is a phase sep-
aration mechanism proposed in Mori et al. (2008). I begin with a simple
one-dimensional model to work out differences and similarities of both mecha-
nisms. The one-dimensional model is then extended into higher spatial dimen-
sions in order to investigate the influence of cell shapes and spatial diffusion
heterogeneities. The work from Giese et al. (2015) is summarized, compared
and extended for the mathematical analysis and simulations in three space
dimensions.
In Chapter 4, the morphogenesis of the cell during shmooing is investigated
using a continuum mechanical model. First, a simple steady state continuum
mechanical model for pressurized shells is introduced to describe essential rela-
tions between turgor pressure, cell wall thickness, cell shape and Young’s mod-
ulus. A finite element (FEM) approach that allows for reversible elastic and
irreversible plastic cell wall deformations is then implemented to further inves-
tigate dynamic growth. A Lockhart-like model for stress-dependent growth is
assumed for cell wall growth and tested for different elasticity patterns, which
are based on atomic force microscopy (AFM) data obtained from Goldenbogen
et al. (2016).
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Figure 1.4: Different purposes of mathematical modelling in biology.
Models can serve one or more purposes as shown in the figure. Models vary in
the level of detail and realism. Some models are focused and simple, while oth-
ers are complex and broad. Since biological systems can be extremely complex,
some models integrate large datasets for consolidation and analysis. Given the
biological data, relevant parameters can be estimated. Models can also be used
to test and validate hypotheses. Purely theoretical or dimensionless models
can be helpful for understanding processes such as non-linear dynamics, or the
scaling of system properties.
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2
Intercellular Communication Motifs and
Collective Behaviour in Mating Yeast
Intercellular communication and collective behaviour are a ubiquitous phenom-
ena among microbes as well as multicellular organisms. Examples for these
phenomena range from microbial cooperation and competition (Gore et al.,
2009), collective behaviour of tumour-immune networks (Wells et al., 2015) to
the development of whole organisms (Lander, 2011). Collective behaviour of
multicellular systems can emerge from communication motifs of single cells,
which secrete and sense signalling molecules with specific molecular properties
(Maire and Youk, 2015). In the case of yeast, such motifs are implemented by
pheromone sensing and secretion during yeast mating. In Diener et al. (2014),
we have shown that in mixed cultures of haploid yeast cells of opposite mating
type, an elaborated communication mechanisms is used to sense potential mat-
ing partners and to coordinate cell cycle and cell division.1 The investigation
of intercellular communication via pheromones in yeast mating mixes is in the
focus of this chapter.
Pheromone signalling is used widespread among all kingdoms from bacteria,
to fungi, mammals and plants (Jones and Bennett, 2011; Ventura et al., 2014).
Inter alia fungal species communicate via pheromones to coordinate the mat-
ing process. Thereby they secrete a mating type specific pheromone, which can
be sensed by the complementary mating type. In the case of ascomycetes, the Pheromones
communication is essentially asymmetric, since unmodified peptides as well as
lipopeptides are employed for communication between different mating types.
In S. cerevisiae, cells of mating typeMATα secrete the peptide α-factor while
cells of mating type MATa secrete the lipopeptide a-factor. Notably, a-factor
is a peptide of twelve amino acids length, which is cysteine methylester far-
nesylated at the C terminus (Anderegg et al., 1988) and, therefore, exhibits a
hydrophobic behaviour. Furthermore, in the case of S. cerevisiae a protease
Bar1 is secreted byMATa cells, which degrades α-factor (compare Figure 2.1).
The basal Bar1 secretion is increased upon α-factor sensing. Whether a cor-
responding protease for a-factor also exists is still under debate.
I shall give a short overview on a number of studies, where yeast cells were
used to investigate communication principles. In Youk and Lim (2014), MATa
1The system of ’mixed cultures of haploid yeast cells of opposite mating type’ is often
referred to as mating mixes.
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yeast cells were tuned at a molecular level to secrete α-factor. Populations of
these MATa cells were, therefore, able to sense their own pheromone. Yeast
cells were tuned to exhibit different strength of feedback. Also stochastic ef-
fects in Bar1 expression led to different patterns in collective behaviour. InExperi-
mental
Studies
Gonc¸alves-Sa´ and Murray (2011), yeast mating has been tuned in a way that
the modified cells of both mating types were able to communicate with two
lipopeptides as well as two peptides. Thereby, it was shown that the asymmet-
ric communication could be replaced by a symmetric communication system.
The receptors and peptides were introduced from other yeasts such as Schizo-
phyllum commune, Schizosaccharomyces pombe and Sordaria macrospora. Due
to its hydrophobic nature, there are only few experimental studies on a-factor
and the response of MATα cells to a-factor. Only recently, in Huberman
and Murray (2013), the existence of a protein that is able to degrade a-factor
has been reported and was named Afb1 (a-factor blocker), hypothesizing that
Afb1 fulfils the same function as the protease Bar1. However, for this novel
proposed function confirmation is still missing.
Computational methods have in addition been extensively used to integrate
known quantitative information (Segall, 1993; Barkai et al., 1998; Endres and
Wingreen, 2008; Andrews et al., 2010; Jin et al., 2011; Rappaport and Barkai,
2012; Diener et al., 2014). Some of these studies combined computational
modelling of pheromone distributions with experiments based on artificially
generated gradients (Segall, 1993; Jin et al., 2011). Other studies were merely
theoretical (Barkai et al., 1998; Andrews et al., 2010; Rappaport and Barkai,
2012) where potential α-factor distributions were computed. In Diener et al.Existing
Models (2014), a combined experimental and computational analysis of MATa cell
response upon contact with the mating partner as well as synthetic pheromone
was performed. In the study, fluorescently labelledMATa andMATα reporter
strains were used for microscopic imaging and an extensive quantitative image
analysis of pheromone response. Using a computational approach, the level
of pheromone response was determined for each individual cell and with the
best fit of this model to the microscopic data an estimate of crucial model
parameters was achieved. However, the complementary pheromone a-factor
and generated pheromone landscapes have not been included in the mentioned
studies so far.
The localization of Bar1 is controversially discussed. In Barkai et al. (1998);
Andrews et al. (2010); Jin et al. (2011), it was assumed to act in the extra-
cellular medium, while Endres and Wingreen (2008); Rappaport and Barkai
(2012) assume that Bar1 is only localized in the periplasm. It is generally ac-
cepted, that Bar1 has the potential to sharpen gradients and at the same time
Bar1 also reduces pheromone levels (Hicks and Herskowitz, 1976; Jones and
Bennett, 2011). It is known that Bar1 is secreted into the periplasm, where it
is ready to degrade α-factor. However, which fraction is diffusing out of the
porous cell wall is not known.
In this chapter, I use experimental and computational results from Diener
et al. (2014), in which communication patterns in mating mixtures of haploid
yeast cells were quantitatively analysed. I extend this study by further analysis
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Figure 2.1: Sketch of the communication of yeast cells in mating
mixes. Cells of mating type MATα secrete the pheromone α-factor, which
is sensed by MATa cells. Vice versa MATa cells secrete a-factor, which is
sensed by the MATα cells. Additionally, MATa cells also secrete a protease
Bar1 which degrades α-factor.
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and extension of the model as well as analysis of microscopy data to address
questions that remain open: How does the trade-off between gradient sharpen-
ing and reduction of pheromone levels by a protease in different cell densities
look like? Is there an optimal level of protease activity? Does Afb1 fulfil the
same function as Bar1? Which effect does the complementary pheromone a-
factor and mutual induction of pheromone secretion have on pheromone profiles
and cell behaviour? Which mechanisms lead to an asymmetric communication
between the two mating types?
In Diener et al. (2014) we used a finite element method (FEM) to solve
the reaction-diffusion (RD) equations, which enable high computational accu-
racy. However, due to the high computational costs we simulated the two-
dimensional RD equations for parameter fitting and simulations at the level of
a cell population. Here, I shall complement our investigations with an alterna-
tive approach based on cellular automata as in Maire and Youk (2015), where
large cell communication systems where investigated. In this approach known
analytical solutions of the RD equations with simplified boundary conditions
were used to keep important system properties while reducing computational
cost and complexity. However, the investigations in Maire and Youk (2015)
were restricted to one cell type and cellular orientation on the based gradients
of signalling molecules was not considered. Here, this modelling approach is
extended to two cell types and cellular orientation towards each other in the
occurring pheromone gradients. This approach allows equations to be solved
fast in 3D and, furthermore, parameter studies can be easily conducted.
The model from Barkai et al. (1998) serves as a null hypothesis and is ex-
tended step by step by adding more details, to explain observed microscopic
data. (i) I used the basic model from Barkai et al. (1998) to explore basic
features. Additionally, aspects of time and length scales were investigated by
using methods known from theoretical developmental biology. (ii) The re-Chapter
Outline sults of this model were discussed in the light of our investigations (Diener
et al., 2014) and the activity of Bar1 assumed to be adapted to the overall
sensed pheromone level. (iii) I investigated the a-factor distribution to ex-
plore possible asymmetries in the communication and the recently discovered
protein Afb1. This model is more hypothetical, but aims to integrate recent
experimental findings.
Evaluation of Microscopy Data for Mixed Mat-
ing Populations
In this section, I shall give a short overview on experimental results from Diener
et al. (2014) for yeast mating mixtures. In this study the behaviour of yeast
cells in mating mixtures of MATα/ MATa as well as MATα/MATa bar1∆
was studied using a combined approach of modelling and microscopy. Note,
that MATa and MATα refer to the wild type yeast cells, while MATa cells
with a BAR1 deletion are referred to as MATa bar1∆ or short bar1∆ cells.
Quantification of the spatial pattern of pheromone distribution is non-trivial
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brightfield + tracking GFP mCherry merge
A
B
Figure 2.2: Image segmentation and merging of different channels ob-
tained from confocal microscopy images. A: Mix of wild type cells. B:
Mix ofMATα and bar1∆ cells. InA and B overlays of the bright-field images,
Fus1-GFP and mCherry channels allowed recording of the positions of MATα
(in red) and MATa quantitative analysis. Individual cells were identified di-
rectly from bright-field images. The GFP channel was used for Fus1-GFP or
Rpl9A-GFP fluorescence and the red channel for mCherry fluorescence. Figure
from Diener et al. (2014)
since the signalling molecules of interest, the pheromones a-factor andα-factor,
are small peptides that are secreted and diffuse rapidly through the extracel-
lular medium. The pheromone α-factor is a peptide of thirteen amino acid
residues and a-factor is a twelve amino acid lipopeptide (Jones and Bennett,
2011). Since both molecules are very small, labelling them directly with fluo-
rescence markers would change their function as signal transmitters severely.
For example, the popular fluorescence marker GFP has a molecular weight of
26.9 kDa, while α-factor and a-factor have a molecular weight of only 1.684
kDa and 1.808 kDa, respectively. Therefore, marking the pheromones results
in a number of yet unsolved difficulties. First, the cell wall is a porous struc-
ture (De Nobel and Barnett, 1991), where only small molecules can freely pass
and, therefore, modifications such as the attachment of fluorescent markers to
the pheromones might limit their secretion into the extracellular medium. Sec-
ond, the molecules diffuse very fast > 100 µm
2
s
(see Appendix A for derivation),
facilitating communication over large distances. Thus, altering the diffusion
would also lead to a dramatic change in intercellular signalling behaviour.
Third, fluorescent markers might limit the activity and recognition by recep-
tors of the opposite mating type. For these reasons, a direct visualization of
the pheromone is difficult and has not yet been performed.
To circumvent the technical limitations of direct visualization, we devel-
oped an advanced approach combining microscopy and modelling for in vivo
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quantification of cell communication and reconstruction of pheromone gradi-
ents based on a reaction-diffusion model. The method is explained in detail
in Diener (2012); Diener et al. (2014). Here, I shall shortly summarize the
method and the results. Both mating types MATa and MATα cells were la-
belled with fluorescent markers, MATa cells with Fus1-GFP and MATα cells
with mCherry (see Figure 2.2). Confocal microscopy was used to obtain stacks
of bright-field images as well as fluorescence images of the GFP and mCherry
channels over the whole time course of mating. Segmentation of the brigh-
field images and assignment of measured fluorescence levels of the GFP and
mCherry channel allowed the detection of the mating type of each cell.
The fusion protein Fus1 was labelled with GFP in the MATa cells and
served as a proxy for the response level of the MATa cells induced by α-
factor stimulation. Using this proxy we obtained response curves for wild type
MATa as well as bar1∆ cells, which are shown in Figure 2.3. Note, that
the response levels were also used as a read-out for the pheromone response of
MATa bar1∆far1∆ cells in Youk and Lim (2014), which lead to a very similar
result as obtained for the MATa bar1∆ cells. Since Bar1 degrades α-factor
and, therefore, controls α-factor concentration levels, the response curve is
shifted towards higher concentrations compared to bar1∆ cells not expressing
Bar1 (compare Figure 2.3 A and B). The difference of both response curves
was used to estimate the Bar1 activity in the medium, depending on the α-
factor concentration, since α-factor sensing MATa cells stimulates their Bar1
production. As a control we also obtained response curves for a pBar1-qVenus
reporter strain, where a Venus quatromer was expressed under control of the
Bar1 promoter. This constuct served as a direct read out of the Bar1 expres-
sion. For semi-automated evaluation of the microscopy images, I implemented
an autofocus algorithm in ImageJ (Schneider et al., 2012).
From these experimental observations a relationship of the Bar1 activity
and sensed α-factor was established. The level of Bar1 actvity was described
by a Hill curve, that was fitted to microscopy data (Figure 2.3A). We assumed
that this Hill curve describes locally the response for every cell. The response
function is given by
Bi(t) = k0,bar1 + k1,bar1
S(t− τ)hi,α
Km,α + S(t− τ)hi,α
, (2.1)
where Si(t− τ) is the concentration of α-factor sensed by the i-th MATa cell
at time t− τ . Note, that all cells were labelled with an identification number
and tracked throughout the process.
Diffusion and reaction processes of α-factor as well as Bar1 were described
by a system of RD equations
∂α(x, t)
∂t
= Dα∆α(x, t)− kB(x, t)α(x, t),
∂B(x, t)
∂t
= DB∆B(x, t). (2.2)
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Figure 2.3: Quantification of the relation between Bar1-activity and
Fus1-GFP expression. A: Calibration experiment used to link Fus1-GFP
fluorescence to local α-factor concentrations forMATa bar1∆ cells. The green
band illustrates the distribution of measured fluorescence values from 2965
cells. Relevant α-factor concentrations observed in the experiments with wild
type mating mixes never exceeded 20 nM (dashed line). B: Comparison of the
Fus1-GFP expression to the Bar1pr-qVenus expression measured by fluores-
cence. Error bars denote standard deviation (643 MATa cells for Fus1-GFP
and 578 MATa cells for Bar1pr-qVenus). C: Results of approximating the
Bar1 activity kinetics. The green triangles indicate the mean values of mea-
sured fluorescence for 2.458 MATa cells. The Bar1 activitiy was normalized
by cell number per volume. Figure from Diener et al. (2014).
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This system describes the extracellular dynamics of α-factor concentration,
α(x, t), and the activity of Bar1, B(x, t), at position, x, in space and over
time, t. The equations comprise two types of processes: (1) diffusion of both
α-factor and Bar1, where Dα and DB are diffusion coefficients (∆ denotes the
Laplacian), and (2) degradation of α-factor by Bar1. Boundary conditions
at the cell surfaces define secretion of α-factor by MATα cells and induced
secretion of Bar1 by MATa cells.
The secretion of α-factor by theMATα cells was described as a flux bound-
ary condition
Dα∇α(x, t) · n =
{
−Jα, on the surface of MATα cells,
0, otherwise.
(2.3)
The vector n points towards the cell interior and therefore, the flux
Dα∇α(x, t) · n at the cell boundary takes a negative value for the secretion of
molecules. The induction of Bar1 activity at eachMATa cell is calculated from
the average α-factor concentration at the surface of the corresponding MATa
cell. The Bar1 response is described by a Hill-curve as above and modelled as
a Dirichlet-Boundary condition for the Bar1 activity
B(x, t) = Bi(t) on the surface of MATa cells. (2.4)
For all other boundaries a zero-flux condition was assumed for B(x, t). In
Diener et al. (2014) we used a FEM method to solve the system of RD equa-
tions. Details of the numerical scheme and as well as convergence of the time
dependent problem can be found in my diploma thesis (Giese, 2010) as well
as simulations for a number of cell arrangements. This numerical scheme was
revisited again in Diener (2012) with emphasis on the solution of the sta-
tionary equation system and parameter optimization methods with respect to
the microscopy data. A more concise description can be found in Diener et al.
(2014). Simulations on the basis of microscopy data with the fitted parameters
are shown in Figure 2.4.
In the following paragraphs, I shall go beyond our investigations from Di-
ener et al. (2014) by developing a complementary computational approach that
serves as comparison and confirmation of the published model. Furthermore,
the extended model allows for deeper analysis and covers additional aspects of
the yeast communication as the response of the MATα cells to a-factor.
Spatial Modelling of Intercellular Communica-
tion Using Cellular Automata Models
In the subsequent sections, main features of cellular communication occurring
in mating mixtures are modelled using a cellular automata (CA) model as in
Maire and Youk (2015). This approach is based on an analogy to electrody-
namics Barkai et al. (1998), to explain the impact of Bar1 on the pheromone
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AB
Figure 2.4: Microscopic images and simulated α-factor distributions.
A: Mix of wild type cells. B: Mix of MATα and bar1∆ cells. A and B: The
microscopic images are an overlay of the bright-field, mCherry (for MATα)
and GFP channels (for Fus1 expression in MATa) as in Figure 2.2. Computed
images (right) show MATα in red and MATa in white. The extracellular
α-factor distribution is calculated based on the assumed reaction-diffusion
model, the boundary conditions for Bar1 (not shown) at theMATa cells match
the expression Fus1-GFP expression on the bases of experimentally obtained
calibration curves. Note the different scales for α-factor for wild type (A) and
bar1∆ (B). Figure from Diener et al. (2014)
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distribution. The Poisson equation for a single point charge at the origin of
the coordinate system reads
−ϵ∆ϕ(x) = 4πδ(x) (2.5)
with the solution ϕ(x) = 1/∥x∥. The stationary pheromone distribution of aElectro-
dynamics
Analogy
single point source which is secreting pheromone can also be described by a
stationary diffusion equation
−Dα∆α(x) = 4πδ(x), (2.6)
with a similar solution. Adding a degradation term −KBα(x), we get the
equation
−Dα∆α(x) = 4πδ(x)−KBα(x), (2.7)
with a solution of the form
α(x) ∝ 1∥x∥ exp(−∥x∥/λ), (2.8)
where λ =
√
Dα/KB. Similar analytical solutions of the diffusion equation
have been used in Jin et al. (2011); Rappaport and Barkai (2012) to describe
the α-factor pheromone distribution of a single yeast cell or four yeast cells in
an ascus, respectively.
Communication motifs of yeast mating mixes at the level of a cell popu-
lation with a few hundred cells have not been investigated by this method.
Also, cellular responses such as regulation of Bar1 protease levels, induced
pheromone secretion and cell cycle arrest were neglected in former models.
The approach used in Maire and Youk (2015) demonstrated how communica-
tion motifs in abstracted multicellular systems can be explored. Multicellular
systems with only one cell type were investigated in that study, which is not
appropriate for mating yeast where MATa and MATα cells occur. Therefore,
I extended the method from Maire and Youk (2015) to describe the pheromone
distribution with the focus of cellular responses that occur in the yeast system.
Model 0: The Effect of Extracellular Bar1 on
α-factor Gradients
In the following considerations, the model from Barkai et al. (1998) was taken
as null hypothesis. The numerical computation was performed with slight
modifications of Barkai et al. (1998), which are explained in the following and
finally compared to the original study for validation. For the setup, an arbi-
trary arrangement MATa and MATα cells was assumed, where Nα denotes
the number of cells of mating type MATα and Na the number of cells of mat-
ing type MATa. The pheromone concentration in the extracellular space is
described by a function α(x, t), which depends on space, x, and time, t. The
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Bar1 concentration is described as well as a function b(x, t) of space and time.
The diffusion and reaction processes of the pheromone in the extracellular
medium was modelled using a reaction-diffusion equation of the form
∂α(x, t)
∂t
= Dα∆α(x, t)− kBb(x, t)α(x, t)− kαα(x, t) + pα(x, t). (2.9)
The constant Dα is the diffusion coefficient, kB is a bimolecular reaction con-
stant to describe the degradation of α-factor by Bar1, kα is a comparably
small auto degradation rate and pα is a source/production term, which de-
scribes the pheromone production by the MATα cells. An analytical solution
of equation (2.9) with some simplifying assumptions regarding the boundary
conditions was used to describe the steady state of the pheromone distribu-
tion as in Barkai et al. (1998). We assume that all MATα cells are numbered
1, . . . , Nα, and pick the i-th cell, with i ∈ {1, . . . , Nα}. The position of cell i
is described by a vector xi in 3D space. It was assumed that the pheromone
concentration is completely diluted far away from this cell, i.e.
lim
∥x−xi∥→∞
αi(x, t) = 0. (2.10)
It was assumed that all cells except of this secretingMATα cell are monitoring
cells. Furthermore, the pheromone concentration is calculated at steady state
with a homonegeneous Bar1 activity in space and time (meaning b(x, t) ≡ const
for all x in the computational domain and times t). The degradation was
therefore described as KB = kbb+kα. The secreting cells were treated as point
sources at positions xi. Therefore, the source term in equation (2.9) becomes
pα(x) =
Nα∑
i=0
piδ(x− xi). (2.11)
In Barkai et al. (1998), the equation system was investigated with dimension-
less parameters and, therefore, pi was set equal to an arbitrary constant equal
for all cells i ∈ {1, . . . , Nα}. The steady state of the pheromone distribution
was then given by
α(x) =
Nα∑
i=0
1
∥x− xi∥ exp (−∥x− xi∥/λ) , (2.12)
where λ =
√
Dα/KB.
In the original work it was shown that pheromone gradients get sharper
and less ambiguous the more protease is present in the medium. Here, this
observation was reproduced with the same model equations, but with the dif-
ference that all cells were distributed with midpoints in the x-y-plane and
not arbitrarily in 3D space. As in Barkai et al. (1998) cells were assumed
to be perfect ’compasses’ that orient along the pheromone gradient that is
sensed at the respective position. Simulations of 200 randomly distributed
cells (Na = Nα = 100 ) in a square of 100 µm × 100 µm were performed for
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Figure 2.5: Simulations of model 0 for different assumption on the Bar1
activity. A: Example of a simulation of 15 MATa and 15 MATα cells with
λ = 100 µm. Dashed segments indicate orientation of theMATa cells on the basis of
the local pheromone gradient as well as the potential reach of the mating projection.
Orange segments indicate potential mating successes (segment is touching a MATα
cell). Segments assumed to be two times the cell diameter of the corresponding
MATa long and 45◦ (angle at the cell centre) wide. B: Same arrangement of cells
as in (A), but simulated with λ = 0.1µm. Due to the Bar1 activity the number of
potential mating successes rises from 5 (in A) to 10 (B). C: Simulation of 10000
cells (5000 MATα, 5000 MATa) in random arrangements for different values of λ.
Grey bars indicate the fraction of the total number MATa cells that were success-
fully oriented, while white bars indicate the percentage of successfully oriented cells
corresponding to the number of the maximal possible mating pairs regarding the
given cell arrangement.
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five different values of λ. Each simulation was repeated 50 times. A success-
ful match of cells of opposite mating type was calculated as follows: It was
assumed that a cell manages to reach a mating partner if a prescribed trian-
gular segment (compare Figure 2.5 A,B) of length 1.5× cell diameter and an
angle of 45◦ reaches a potential mating partner. Cells were assumed to have a
diameter of 5 µm for these simulations. Furthermore, an algorithm was used
to calculate the maximal number of mating pairs depending on the cell dis-
tances, e.g. in case a MATa cell is only surrounded by other MATα cells and
no MATα cell is close enough, there was no successful orientation possible for
this MATa cell. This leads to two different statistical numbers, which are the
total fraction of successful mating pairs compared to the number of MATa
cells and the number of mating pairs compared to the highest possible number
of mating events. Both values were calculated for each simulation and the
average over all simulations was plotted in Figure 2.5C.
The obtained results were comparable to the results from Barkai et al.
(1998). High values of λ led to many falsely oriented cells, whereas low values
of λ led to very accurately oriented cells. It should be noted that for high
values of λ the improvement is only slight. From no Bar1(λ = ∞) to a low
Bar1 level (λ = 100 µm) there was only an improvement from 58% to 61%.
For one magnitude less λ = 10 µm the efficiency was much better, but still
only at 76%. Note, that for λ to change by a factor of 10 the Bar1 actvity has
to be increased by a factor of 100.
In a subsequent work (Rappaport and Barkai, 2012), the same author ar-
gued that using the estimated diffusion coefficient of Dα ≈ 300 µm2/s and a
degradation rate KB ≈ 1/60 s−1, the constant becomes λ ≈ 134 µm. Since
yeast cells usually have a diameter of 4 µm−8 µm and mating projections are
rarely longer then the cell diameter, it was argued that the degradation term
does not act in the effective distances relevant for mating. For higher Bar1
activity levels assumed in Jin et al. (2011) and Diener et al. (2014), we still
have λ > 20 µm, which is far from the value of λ that is needed for strong
improvement of the alignment. In the next section I shall work out a second
important role of Bar1 in regulating absolute pheromone concentrations and
coordinating of mating and vegetative growth.
Model 1: A Trade-off Between Vegetative Growth
and Mating
Since a high Bar1 activity also lowers the pheromone concentration dramat-
ically, there is a trade-off between sharp unambiguous pheromone gradients
and the necessity to secret large amounts of pheromone and Bar1. Here, this
trade-off is investigated by parameterizing the system with values obtained
from Diener et al. (2014). The communication motif is shown in Figure 2.6
A,B.MATα cells secrete α-factor which is sensed by theMATa cells. The cell
cycle is only arrested if the sensed concentration reaches a certain threshold.
In this case cells polarize, orient along the pheromone gradient and initiate
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Figure 2.6: Intercellular communication motif for model 1. A: MATα
cells secrete α-factor, which is sensed by MATa cells. In turn MATa cells de-
grade α-factor by secreting Bar1. B: Upon pheromone sensing the expression
of Bar1 as well as mating relevant genes is increased. C: If the sensed α-factor
concentration reaches the threshold value Km the cell cycle is arrested and
mating relevant genes are expressed. D: Illustration of an arrangement with
three MATα cells (red) and two MATa cells (green). MATα cells secrete α-
factor (light red), which diffuses through the extracellular space. The MATa
cell that senses a high pheromone (> Km) concentration arrests its cell cycle
(green), the other MATa cell (black, green ring) continues its cell cycle.
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mating. Therefore, cells can be ”on” (mating is initiated, cycle is arrested) or
”off” (no mating, cell cycle is continued). A sketch of this process is shown in
Figure 2.6 C,D. All parameters used are shown in Table 2.1. For the param-
eterization the cells are no longer assumed to be point sources, but spheres
with radius Ri with i ∈ {1, . . . , Nα}. The pheromone secretion of the MATα
cells was described as a Neumann boundary condition on the surface of each
MATα cells:
−D∇α(x) · n = Jα,i. (2.13)
In this case the steady state solution reads
αi(x) = α
S
i
Ri
∥x− xi∥ exp
(
−(∥x− xi∥ −Ri) ·
√
KB
Dα
)
,
αSi = Jα,i
Ri
Ri
√
Dα ·KB +Dα
. (2.14)
Here, αSi is the concentration on the surface of the i-th cell. Let Pα be a pro-
duction rate of pheromone molecules per time and volume (with units nM/s),
which is assumed to be constant. The production rate of pheromone molecules
per time for the i-th MATα cell is given by pi = V
cell
i ·Pα and, hence, depends
on the cell volume. The flux Jα,i is computed from Jα,i = Pα · V celli /Acell =
Pα ·Ri/3. In equilibrium the total molecular mass of pheromone in the medium
that is attributed to the i-th MATa cell is given by
∫
R3
αi(x)dV =
{
4π Dα
KB
αSi Ri KB ̸= 0,
∞ KB = 0..
(2.15)
(See Appendix A for derivation). These pheromone distributions are summed
up for all MATα cells, which results in the total α-factor concentration:
α(x) =
Nα∑
i=1
αSi
Ri
∥x− xi∥ exp
(
−(∥x− xi∥ −Ri) ·
√
KB
Dα
)
. (2.16)
Note, that although we parameterized the system assuming a spherical cell,
the system is still based on the assumption that in fact all cells are monitoring.
In experiments carried out in Diener et al. (2014), the cells sedimented on the
ground of glass bottom dishes. Therefore, I assumed a zero-flux boundary
condition for the pheromones on this surface. To describe the influence of the
surface on the cells, I used the method of imaginary charges which is described
in Jackson (1983). I applied this method to the diffusion model (see Appendix
A 7.1). I assumed a surface in the x-y-plane with cell positions xi = (xi, yi, Ri),
where Ri is the radius of cell i. The auxiliary cell positions are denoted with
xˆi = (xi, yi,−Ri). The accumulated pheromone distribution was calculated
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from
α(x) =
Nα∑
i=1
αSi Ri
[
1
∥x− xi∥ exp
(
−(∥x− xi∥ −Ri) ·
√
KB
Dα
)
+
1
∥x− xˆi∥ exp
(
−(∥x− xˆi∥ −Ri) ·
√
KB
Dα
)]
. (2.17)
In this case the pheromone distribution of each single cell is given by
αi(x) = α
S
i Ri
[
1
∥x− xi∥ exp
(
−(∥x− xi∥ −Ri) ·
√
KB
Dα
)
+
1
∥x− xˆi∥ exp
(
−(∥x− xˆi∥ −Ri) ·
√
KB
Dα
)]
. (2.18)
The total number of pheromone molecules attributed to this cell is given by
integration of its pheromone contribution over the upper half space (R× R×
R+), which represents the space above the glass bottom dish. Integration gives∫
R×R×R+
αi(x)dV =
{
4π Dα
KB
αSi Ri KB ̸= 0,
∞ KB = 0.
(2.19)
which is the same as in Equation (2.15). Simulations with a number of different
values for KB are shown in Figure 2.7, where the pheromone distribution along
the x-y-plane was plotted. For low Bar1 activity a high fraction of MATa cells
arrested their cell cycle to initiate mating. This occurred even when there
was no mating partner in their reach (Figure 2.7 A). For intermediate Bar1
activity levels, a lower fraction of cells arrested their cell cycle only if a mating
partner was in reach, which led to a much higher mating efficiency (Figure 2.7
B). 2 However, if the Bar1 activity was too high MATa cells only arrested
their cell cycle if they were stimulated by more than one mating partner and
if a mating partner was very close (Figure 2.7 C).
Simulations were performed for three different cell densities, six different
levels of Bar1 activity as well as two different diffusion coefficients, 150 µm2/s
(Youk and Lim, 2014) and 360 µm2/s (Diener et al., 2014).3 The simulation
outcome is shown in Figure 2.8. The fraction of arrested MATa cells was
plotted versus the fraction of MATa cells that are ”on” and are well enough
oriented to reach a mating partner. While the fraction of ”on” cells decreases
with higher Bar1 activity, the number of mating events decreased much slower,
2For a yeast cell with arrested cell cylce, ’mating efficiency’ refers to the probability to
successfully orient and reach a close enough mating partner.
3Note that there are two different ranges of values for the diffusion coefficient of α-
factor in the literature. The higher values are used as 330 µm2 (Segall, 1993), 300 µm2
(Rappaport and Barkai, 2012) and 360 µm2/s (Diener et al., 2014). The lower range of
diffusion coefficients is given by 127 µm2 (Andrews et al., 2010), 125 µm2 (Jin et al., 2011)
and 150 µm2 (Youk and Lim, 2014).
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leading to a higher mating efficiency. In conclusion, this means that unneces-
sary cell cycle arrest is avoided for higher Bar1 concentrations. However, for
low cell densities concentration levels were low as well, which led to a lower
fraction of cells that were ”on”. For these low cell densities, higher concentra-
tions of Bar1 inhibit cell cycle arrest as well as mating events completely.
The viscostiy of the extracellular medium is another important aspect,
which effects the diffusion of the pheromone molecules in the extracellular
medium and has a severe impact on cellular communication. A medium with
high viscosity results in a slow pheromone diffusion coefficient, while a medium
like water with low viscosity results in a fast diffusion coefficient of pheromones.
The overall accuracy is much lower for faster diffusion (Figure 2.8 A) than for
slower diffusion (Figure 2.8 B), since signalling is more localized in this case.
The simulation outcome can be compared with experimental measurements
(Figure 2.9). Here, the number of diploid formations was measured over time
and for different cell densities. The results from the computations can only be
compared with the numbers obtained after 1 h to 2 h (see Figure 2.9 A) before
the next cell division cycle is finished. After that time the number of diploids is
growing as well as the cell density increases. Also, a comparison has to be done
with care, since not every cell that arrests and orients in the right direction
initially, will take part in a successful zygote/diploid formation. Therefore,
the computations performed are upper bounds for the experimentally observed
numbers. In addition, the complementary pheromone a-factor has not been
considered yet, which will be addressed in models 3a and 3b.
Aspects of Distances, Time Scales and Dimension
Here, an overview on spatial and temporal scales that are important for the
extracellular communication process is given. First, the diffusion coefficient
is discussed, which has a severe impact on the signalling behaviour. As in
Andrews et al. (2010), Diener et al. (2014), and Youk and Lim (2014), the
diffusion of the pheromone α-factor can be estimated using the Stokes-Einstein
relation
D =
kBT
6πηrM
, (2.20)
where kB is the Boltzman constant, T is the temperature, η is the viscosity
of the medium and rM is the molecular radius of one pheromone molecule.
Since it is generally assumed that rM scales with the molecular weight M as
rM ∼ M1/3, a 1000-fold change in the molecular weight causes the diffusion
coefficient to change by a factor of 10. Although I used a more elaborated
formula for the molecular density and radius for peptides as well as proteins
from Fischer et al. (2004) (see Appendix 7.1 for details), the scaling roughly
holds. Therefore, the dominant term that governs the diffusion coefficient
is the viscosity of the extracellular medium. Note that in Andrews et al.
(2010), a viscosity of η = 2.0mPa · s was assumed for the medium in an ascus,
which can also be assumed for media like grape juice. This results in a slow
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Variable Value Description Model(s)
Dα 360
µm2
s
diffusion rate of α-factor
(estimated see Appendix A)
all
Da 350
µm2
s
diffusion rate of a-factor
(estimated see Appendix A)
3
Pα 360.0 nM/s production rate of α-factor
by MATα cells
0,1,2
R 2.5 µm cell radius 0
Ri 2 µm - 3.5 µm radius of the i-th cell 1-3
KM,a 5.5 nM minimal a-factor concentra-
tion needed for cell cycle ar-
rest
1-3
KM,α 5.5 nM minimal α-factor concen-
tration needed cell cycle ar-
rest of MATa cells
1-3
k0,bar1 0.24 s
−1 basal Bar1 activity 2-3
k1,bar1 0.6 s
−1 pheromone induced Bar1
activity
2-3
P baseα 180.0 nM/s basal production rate of α-
factor by MATα cells
3
P+α 360.0 nM/s induced production rate of
α-factor by MATα cells
3
P basea 90.0 nM/s (3a),
180.0 nM/s (3b)
basal production rate of a-
factor by MATα cells
3
P+a 180.0 nM/s (3a),
360.0 nM/s (3b)
induced production rate of
a-factor by MATα cells
3
Ha - Hill coefficient for induc-
tion of α-factor secretion by
MATα cells due to a-factor
sensing
3
Hα - Hill coefficient for induc-
tion of a-factor secretion by
MATa cells due to α-factor
sensing
3
k0,afb1 0.24 s
−1 basal Afb1-activity 3b
k1,afb1 0.6 s
−1 pheromone induced Afb1-
activity
3b
Table 2.1: Overview of parameters and their values used in models 0-3. Note
that if not otherwise states ’model 3’ refers to models 3a and 3b.
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12 nM
0 nM
KB = 0.0 s-1 KB = 0.01 s-1  
KB = 0.03 s-1  KB = 0.1 s-1  
KB = 0.3 s-1  KB = 1.0 s-1  
A
B
C
MATα
MATa "ON"
MATa "OFF"
Mating
No Mating
Figure 2.7: Simulations of model 1 with varying Bar1 activity. An
arrangement with 25 MATα and 25 MATa cells was simulated for different levels
of Bar1 activity (values are indicated below the images). Dashed segments indicate
the range and orientation of arrested MATa cells (green), while non-arrested MATa
cells are coloured in black. In case cells were able to reach a mating partner (which
is not already occupied by a closer MATa cell), dashed segments are highlighted in
red. A: For low Bar1 activity a high fraction of MATa cells arrest their cell cycle,
independent of their actual proximity to a mating partner. B: For intermediate Bar1
activity levels, cells arrest their cell cycle only if a mating partner is close enough,
which leads to higher mating efficiency. C: In case of high Bar1 activity mating is
rare, since MATa cells do not arrest their cell cycle.
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Figure 2.8: Simulations of model 1 for different cell densities, viscosi-
ties and Bar1 activity levels. Simulations were performed with randomized
arrangements of 10,000 cells for each density, viscosity and level of Bar1 activity. A:
Simulations with low viscosity and fast diffusion, Dα = 360 µm
2/s. Green coloured
curves indicate the fraction of arrested MATa cells for different densities, while or-
ange coloured curves indicate the fraction of MATa cells that successfully oriented
towards a mating partner. B: Curves correspond to the simulations in (A), in which
squares, triangles, and circles belong to the same set of parameters and simulations.
The dark grey and light grey curves indicate the fraction of mating successes corre-
sponding to the number of arrestedMATa cells and the number of maximal possible
mating events in the given cell arrangement. C: Simulation for high viscosity and
slow diffusion coefficient, Dα = 150 µm
2/s. The same colour-coding as in A was
used. D: Curves correspond to the simulations in (C). The same colour-coding as
in (B) was used.
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Figure 2.9: Dependence of diploid formation rate on cell densities.
A: Fraction of diploids in mixed populations (50% MATa 50% MATα) mea-
sured over time (each data point comprises 5.000 to 260.000 counted cells).
The initial cell density at time 0 h is indicated in the legend. B: Absolute cell
numbers of MATa, MATα and diploid cells after 4 h. Note that there is a
slightly stronger increase in cell numbers of MATa cells compared to MATα
cells. C: Illustration of intercellular distances for populations with various cell
densities. These densities correspond to the densities used in the experiments.
Figure from Diener et al. (2014).
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diffusion coefficient of 127 µm2/s. For usual SD or YPD medium a much lower
water-like viscosity of η = 0.8 mPa · s has to be assumed, which results in a
fast diffusion coefficient of Dα ≈ 360 µm2/s. This is also in agreement with
empirical estimates of the diffusion coefficient of 330 µm2/s from Segall (1993).
The influence of the diffusion coefficient and Bar1 activity on the pheromone
distribution was plotted in Figure 2.10 A, B. Here, the steady state distribu-
tion was calculated for one secreting cell. Variation of the Bar1 activity changes
the concentration profile only slightly in the physical range given in (Jin et al.,
2011; Rappaport and Barkai, 2012; Diener et al., 2014) and deploys its impact
only for longer distances in the order of ≈ √Dα/KB (compare Figure 2.10
A). The order of λ =
√
Dα/KB varied from λ ≈ 19 µm to λ ≈ 190 µm,
for KB = 1.0 s
−1 to KB = 0.01 s−1, respectively. However, the diffusion
has a much more severe impact on the concentration level at the surface and
in the vicinity of the cell. Recall, the pheromone concentration at the cell
surface is given by αSi = Ji,α
R
R
√
Dα·KB+Dα (compare equation 2.14). Since
R
√
Dα ·KB << Dα in the range of physiological Bar1 activity levels, we get
αSi ≈ Ji,αRi/Dα. Doubling the diffusion coefficient roughly halves the gener-
ated concentration at the cell surface. Therefore, a slower diffusion coefficient
leads to a higher pheromone concentrations around the secreting cell (compare
Figure 2.10 B).
The time scales at which the pheromone propagates and accumulates are
investigated in the following. In the case of zero degradation KB = 0, the
time dependent RD equation (2.9) can be solved analytically and is given by
(Francis and Palsson, 1997):
αnodeg(r, t) =
Jα,iR
2Dr
√
4Dt
π
[
exp(−(r −R)
2
4Dt
)− exp(−(r +R)
2
4Dt
)
− |r −R|
√
π
4Dt
erfc
( |r −R|√
4Dt
)
+|r +R|
√
π
4Dt
erfc
( |r +R|√
4Dt
)]
. (2.21)
Here r = ∥x−xi∥ and without loss of generality the secreting cell is placed at
the origin of co-ordinates meaning xi = 0. The solution of equation (2.9) with
nonzero degradation is obtained from
α(r, t) = KB
∫ t
0
αnodeg(r, t′) exp(−KBt′)dt′ + αnodeg(r, t) exp(−KBt). (2.22)
Note that for time-dependent 3D diffusion with degradation no solution is
known to the author and, therefore, the integral was solved numerically for
the time dependent solution shown in Figure 2.10 C. For a closed form of the
one-dimensional problem assuming a point source, I refer to (Bergmann et al.,
2007). Here, a calculation of the explicit form was circumvented by using the
notion of accumulation times as recently introduced in Berezhkovskii et al.
(2011). The steady state solution of equation (2.9) is denoted by αSS(r). The
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Figure 2.10: Parameter dependencies on the pheromone distribution
induced by a single cell. Concentration profiles induced by a cell with radius
R = 3 µm with midpoint at x = (0, 0, 0) were calculated. A: The Bar1 activity
influences the pheromone concentration only in distant regions and thereby, prevents
activation of distant cells. However, the impact of Bar1 activity on the pheromone
concentration at the cell surface is only marginal. B: The impact of the diffusion
coefficient on the pheromone concentration is more pronounced for short distances.
Values given in the literature ranging from 125 µm2/s (Jin et al., 2011) to 330 µm2/s
(Segall, 1993) or 360 µm2/s (Diener et al., 2014) are covered. C: The concentration
profile was calculated for D = 360 µm2/s and KB = 0.03s
−1 for different time
points and compared to the steady state solution (at t = ∞). D: Calculation of
local accumulation times (see main text for definition) for 360 µm2/s and different
Bar1 activity levels. The pheromone concentration reaches steady state levels in the
vicinity of the secreting cell in the order of seconds.
51
fraction of this steady state level that accumulated at distance r and time t is
expressed as
ρ(r, t) =
αSS(r)− α(r, t)
αSS(r)
. (2.23)
The difference ρ(r, t1)−ρ(r, t2) can be interpreted as the fraction of the steady
state level αSS(r) that accumulated in the time interval [t1, t2]. In an infinites-
imal time interval [t, t+ dt] the fraction of pheromone accumulation at steady
state is given by −∂ρ(r,t)
∂t
dt. Note, that ∂ρ(x,t)
∂t
satisfies
∞∫
0
∂ρ(r, t)
∂t
dt = 1, (2.24)
since α(r, 0) ≡ 0. Based on this expression the local accumulation time is
defined as (Berezhkovskii et al., 2011)
τ(r) = −
∞∫
0
t
∂ρ(r, t)
∂t
dt.
Although a closed analytical form of the solution cannot be derived in most
cases for source-diffusion-degradation (SDD) models, in some cases a closed
form of the accumulation times can be derived. I used the result from Gordon
et al. (2013) to obtain the accumulation time for equation (2.9), which is given
by
τ(r) =
r −R
2
√
DαKB
+
R
2KB(R +
√
Dα/KB)
. (2.25)
The accumulation times are plotted in Figure 2.10D for different levels of Bar1
activity. Note, that the pheromone concentration profile is established within
seconds in distances that are relevant for mating. Since mating and directed
growth is a process that is occurring in time periods larger than 1 h, the steady
state approximation for the diffusion equation is a reasonable assumption.
An important aspect that may lead to alterations or disturbances of the
communication is the environment and confinements, which lead to a reduc-
tion of spatial dimensions. In Jin et al. (2011) MATα cells were positioned
in a microfluidic chamber of height h = 5 µm. This height is just about the
average diameter of haploid cells. Therefore, diffusion is limited to two spa-
tial dimensions, the steady state pheromone distribution caused by one cell is
therefore given by
α2Di (x) =
Jα,i√
DαKB
K0(r
√
KB/Dα)
K1(R
√
KB/Dα)
. (2.26)
If we consider a thin tube, where diffusion essentially takes place in 1D and
the steady state pheromone distribution reads
α1Di (r) =
Jα,i√
DαKB
exp
(
−(r +R)
√
KB/Dα
)
. (2.27)
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Figure 2.11: Pheromone distribution in domains with different di-
mensionality. The potential impact of system boundaries on the pheromone
distribution. 1D: A on-dimensional distribution might be assumed for cell
trapped in a tube. 2D: Cells in a very thin fluid layer as in a microfluidic
device used in Jin et al. (2011) justifies the assumption of 2D diffusion. 3D:
In the case of 3D diffusion the pheromone levels drop faster. The distributions
were normalized corresponding to the concentration at the cell surface.
Note, that further interactions with the system boundaries might be taken
into consideration. Pheromones might be absorbed by some surfaces or its
diffusion might be hindered. For instance, the pheromone a-factor has different
molecular properties than α-factor. a-factor is hydrophobic and, therefore, it
might stick to some surfaces, which would again lead to different pheromone
profiles.
Model 2: Collective Secretion of Bar1 Improves
Adaptation to Different Cell Densities
One of the central findings in Diener et al. (2014) was the quantification of
the Bar1 activity levels, which are increased upon pheromone stimulation.
The relation of α-factor stimulation and Bar1 response was described by a
Hill-curve, which was fitted to the microscopy data (compare Figure 2.3).
The constants k0,bar1 and k1,bar1, which describe the basal and increased Bar1
activity, were calibrated to a density of ρ = 104 cells/mm2. To perform
simulations with different cell densities, the Bar1 activity has to be normalized
to the actual density of the (sub)population as in Diener et al. (2014)
k˜0,bar1 = k0,bar1 · NaA , (2.28)
k˜1,bar1 = k1,bar1 · NaA , (2.29)
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Figure 2.12: Dynamic adaptation of Bar1 activity levels allows mating at
different densities. Simulations of model 2 for different cell densities. A: Examples of
simulations for four different cell densities. The α-factor distribution is shown as well as the
orientation of the cells as in Figures 2.5 and 2.7. B: The fraction of arrested cells is indicated
by green bars, the fraction of successfull mating events as orange bars. Simulations with
10,000 cells were performed for each density. Grey and white bars indicate the fraction of
mating successes corresponding to the number of arrested MATa cells and the number of
maximal possible mating events in the given cell arrangement, respectively.
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where A is the area occupied by the subpopulation. The Bar1 activity is then
calculated from
KB = k˜0,bar1 + k˜1,bar1
Shα
Km,α + Shα
, (2.30)
where Sα is the average concentration of α-factor, sensed by the MATa cells.
Therefore, simulations were performed for different cell densities of mating
mixes with 100 MATa and 100 MATα cells each (compare Figure 2.12). The
cells were again randomly distributed on a rectangular area A with side length
l. The length l was calculated for each cell density ρ from
l =
√
Na +Nα
ρ
, (2.31)
in order to perform the following simulations. Six different densities where
assumed ranging from ρ = 1.25 · 103 cells/mm2 to 2.0 · 104 cells/mm2. The
simulations show that for small densities, α-factor concentration levels do not
reach the levels to arrest more than a few cells and turn them ”on” to initiate
mating. However, despite the low densities, there were a few successful mating
events. These mating events would not occur if Bar1 was higher than its basal
level and not adapted by the cell population. For higher cell densities more
cells arrested their cell cycle and performed mating, but still there are some
cells with no cell cycle arrest and vegetative growth (compare Figure 2.12).
The mating efficiency, which is the fraction of arrested cells that are successful
in mating, is kept at a remarkable constant level around 60%−70%. Therefore,
in comparison to model 1, where Bar1 levels are not regulated (see Figure 2.8)
a modulated level of Bar1 keeps the mating efficiency high over a large range
of cell densities. Furthermore, it allows the dual modes of ”on” (mating) and
”off” (vegetative growth) to occur over a large range of cell densities.
Model 3: The Complementary Pheromone: a-
factor and Induced Pheromone Response
While there have been numerous experimental studies on the response of
MATa cells to α-factor (Segall, 1993; Jin et al., 2011; Ventura et al., 2014;
Kelley et al., 2015) - to only name a few - there have been only very few
studies that investigated the response to a-factor (Rogers et al., 2012; Jones
and Bennett, 2011). One reason is the hydrophobic nature of a-factor that
makes experiments with a-factor difficult. Also all recent computational mod-
els known to me, which describe spatial pheromone distributions of yeast cells,
only consider the interplay of α-factor and Bar1 (Barkai et al., 1998; Andrews
et al., 2010; Jin et al., 2011; Rappaport and Barkai, 2012; Diener et al., 2014).
However, it was shown that a-factor leads to induction of α-factor secretion
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Figure 2.13: Communication motif for Model 3. A: MATα cells secrete
α-factor and MATa cells secrete a-factor and Bar1. Furthermore, the possi-
bility of an extracellular a-factor blocker called Afb1 (Huberman and Murray,
2013) is tested. B: MATa cells secrete a-factor as well as Bar1. Sensing of a-
factor increases Bar1 and a-factor secretion. MATa cells secrete a-factor and
Bar1. MATα cells secrete α-factor. Sensing of a-factor increases α-factor
secretion. Furthermore, the possibility of an extracellular a-factor blocker
called Afb1 (Huberman and Murray, 2013) is tested. C: The induction of
MATa cells secreting a-factor by sensing of α-factor vice versa the induction
of MATα cells secreting α-factor by sensing of a-factor is modelled via Hill
functions. A higher Hill coefficient leads to higher levels of mutual induction
for high local cell densities or close neighbours of opposite mating type.
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(Rogers et al., 2012) and vice versa that α-factor stimulation leads to higher
secretion levels of a-factor (Huberman and Murray, 2013). Furthermore, it
was shown that both mating types show the mating probability towards the
mating partner with the strongest pheromone signal (Jackson and Hartwell,
1990b). Therefore, the mutual pheromone induction might be essential for the
mating process as well as choice of the fittest mating partner.
It is usually assumed that a-factor is as well diffusing through the extra-
cellular space. Recently, it has also been reported in Huberman and Murray
(2013) that there is an a-factor blocker, which is named Afb14. However,
whether a complementary protease is needed, has not been investigated so
far. Therefore, two different models are tested in the following: In model 3a,
it is assumed that there is no protein in the extracellular medium that de-
grades a-factor and takes the same role as Bar1, which leads to an essentially
asymmetric communication. In model 3b, it is assumed that there is a com-
plementary protein in the extracellular medium with the same role as Bar1. A
sketch of both communication motifs is shown in Figure 2.13.
Model 3a: High Mutual Pheromone Induction Compen-
sates for a Complementary Extracellular Protease
for a-factor
The distributions ofα-factor and a-factor are described by the following system
of RD equations
∂α(x, t)
∂t
= Dα∆α(x, t)−KB · α(x, t), (2.32)
∂a(x, t)
∂t
= Da∆a(x, t), (2.33)
which hold in the extracellular medium. The basal production rates for P baseα
and P basea denote the basal pheromone production rates of α-factor and a-
factor, respectively. The increased production rates for α-factor and a-factor
were denoted by P+α and P
+
a , respectively. Similar to model 1 and model 2 the
flux rates on the surface of the MATa and MATα cells are calculated from
Jbasei,α = P
base
α ·Ri,α/3, J+i,α = P+α ·Ri,α/3, (2.34)
Jbasej,a = P
base
a ·Rj,a/3, J+j,a = P+a ·Rj,a/3. (2.35)
where Ri,α and Rj,a are the radii of the i-th MATα and j-th MATa cell, with
i ∈ {1, . . . , Nα} and j ∈ {1, . . . , Na}. The mutual excitation and induction of
4An overview of the finding can also be found in the following article on the Saccharomyces
Genome Database, http://www.yeastgenome.org/gender-bending-in-yeast.
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fluxes is described via Hill functions (compare Figure 2.13):
Ji,α = J
base
i,α + J
+
α,i
SHaa,i
KHaa + S
Ha
a,i
, (2.36)
Jj,a = J
base
j,a + J
+
a,j
SHαα,j
KHαα + S
Hα
α,j
. (2.37)
Here, Sa,i is the a-factor concentration sensed by the i-th MATα cell and Sα,j
is the sensed α-factor concentration by the j-th MATa cell. Furthermore, Ha
and Hα are Hill coefficients that modulate the response by determining the
steepness of the response curves. With these quantities, we can describe the
secretion of the cell by flux boundary conditions
−D∇α(x, t) · n = Ji,α on the boundary of the MATα cells, (2.38)
−D∇a(x, t) · n = Jj,a on the boundary of the MATa cells. (2.39)
As in models 0-2, it was assumed that the pheromone concentration is com-
pletely diluted far away from this cell, i.e.
lim
∥x−xi∥→∞
αi(x, t) = 0, (2.40)
lim
∥x−xj∥→∞
aj(x, t) = 0. (2.41)
where αi and aj are the concentrations induced by the i-thMATα cell and j-th
MATa cell, respectively. Therefore, the analytical solution from Equation 2.6
can be employed for the pheromone distribution of a-factor. For α-factor the
solution is similar as in the models 0 - 2.
A simulation outcome for a mating mix of 100 MATa and 100 MATα
cells is shown in Figure 2.14, where the Hill coefficients for a-factor and α-
factor induction were set to Hα = Ha = 2. A statistics for simulations for
equal MATa and MATα mixes are shown in Figure 2.15 for Hill coefficients
(Hα, Ha) = (0, 0), (1, 1), (2, 2), (10, 10). In the simulations, it was observed
that larger Hill coefficients resulted in a stronger segregation of low and high
cell densities. For the highest Hill coefficients (Hα, Ha) = (10, 10), there were
almost no ”on” cells in low cell densities. However, for higher densities almost
all cells were “on”. Notably, the mating efficiency increased for higher levels of
mutual induction. Due to the lack of a protease that degrades a-factor, more
MATα cells arrest their cell cycle. The effect of higher fractions of arrested
MATα leads to the effect, that MATα cells divide and proliferate less. This
was also observed in the experiments shown in Figure 2.9 and Figure 2.19,
where populations with equal mating type ratios turn into populations with an
unequal mating type ratio with more MATa cells than MATα cells. However,
the effect was more pronounced in the experiments carried out in Figure 2.19
than in Figure 2.9.
Motivated by this observation I also tested the model for unequal mating
mix ratios with 50 MATa cells and 150 MATα cells. A simulation outcome
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Figure 2.14: Model3a: α-factor and a-factor distribution in a mixed
cell population. A mating mix of 100 MATa cells (green) and 100 MATα
cells (red). Red cells are MATα cells, where red filled cells indicate MATa
cells that are ”on” and black filled cells indicate MATα cells that are ”off”.
The orientation of all MATa as well as MATα cells that are ”on” is indicated
with a dashed segment as in models 0 - 2. A successful orientation is counted
if these segments touch or overlap. Mating events are indicated by orange
segments for MATa or MATα cells, respectively.
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for (Ha, Hα) = (0, 0) and (Ha, Hα) = (10, 10) is shown in Figure 2.16. These
simulations were repeated 50 times for each combination of (Ha, Hα) = (0, 0),
(1, 1), (2, 2), (10, 10) and six different densities. The outcome is shown in
Figure 2.17. For small Hill coefficients almost all MATα cells were ”on” while
almost all MATa cells were ”off”, which led to very low mating efficiency. For
larger Hill coefficients the number of ”on” MATa cells and ”on” MATα cells
converged, which leads to a significantly higher level of coordination among
neighbouring cells. Therefore, assuming asymmetric communication, larger
Hill coefficients lead to an increased mating efficiency and robustness towards
unequal mating mixes with more MATa than MATα cells.
Model 3b: Testing for the Bar1 Complement Afb1 (a-
factor Barrier)
Here, the assumption of extracellular Afb1 is tested. The same RD equations
as in model 3a were used to model the pheromone distribution of α-factor
and a-factor, but the term −KA · a(x, t) is added, which yields the following
equation system:
∂α(x, t)
∂t
= Dα∆α(x, t)−KB · α(x, t), (2.42)
∂a(x, t)
∂t
= Dα∆a(x, t)−KA · a(x, t). (2.43)
Since there is no data available for the diffusion properties or enzyme kinetics
of Afb1, I assumed a symmetric communication motif, in which Afb1 behaves
similar to Bar1.
Simulations for mating mixes of 100 MATa and 100 MATα cells were
performed for Hill coefficients (Hα, Ha) = (0, 0), (1, 1), (2, 2), (10, 10) and six
different densities as for model 3a. A statistics for simulations for equalMATa
and MATα mixes are shown in Figure 2.18 for Hill coefficients (Hα, Ha) =
(0, 0), (1, 1), (2, 2), (10, 10). As in model 3a, larger Hill coefficients resulted
in a stronger segregation of low and high cell densities. For the highest Hill
coefficients (Hα, Ha) = (10, 10), there were almost no ”on” cells in low cell
densities. However, for higher densities almost all cells were “on”. In contrast
to model 3a, the mating efficiency stayed almost the same for the high-density
cultures and did not improve with larger Hill coefficients. The overall number
of mating events increased with larger Hill coefficients, but only an increase
of about 10% was observed for the high cell densities of 104cells/mm2 and
2.0 · 104cells/mm2. Notably, the mating efficiency as well as number of total
mating events is almost the same for higher Hill coefficients for both models 3a
and 3b. Therefore, mutual pheromone induction has the potential to overcome
the need for a complementary extracellular protease Afb1.
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Figure 2.15: Simulations of model 3a for different Hill coefficients
for induction of the pheromone response. In the case of high mutual
induction - with Hill coefficents (Ha, Hα) = (10, 10) - the number of mating
events for densities > 5.0 × 103 cells/mm2 increased significantly, while the
number for lower cell densities was significantly reduced.
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0 nM 12 nM 0 nM 15 nMα-factor a-factor
A
B
Figure 2.16: Simulations of model 3a for a culture with an unequal
mix of mating types. Simulations with 50 MATα and 150 MATa cells.
The α-factor distribution is shown on the left, while the a-factor distribution
is shown on the right. A: The Hill coefficents (Ha, Hα) = (0, 0) were used,
meaning no mutual induction of pheromone secretion. The α-factor concen-
tration levels [left] were too low to arrest any MATa cells and no mating
events were observed. On the contrary, a-factor levels are high [right] and
all MATα cells were arrested. B: The Hill coefficents (Ha, Hα) = (10, 10)
were used, meaning high mutual induction of pheromone secretion. 17 mating
events were observed. The α-factor concentration levels [left] was higher than
in (A), while a-factor levels were lower than in (A).
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Figure 2.17: Simulations of model 3a for a culture with an unequal mix of
mating types for different Hill coefficients. An unequal mating mix with 50 MATα
and 150 MATa cells was assumed for each simulation. Simulations were repeated 50 times
for each density and set of Hill coefficients. As in the setup shown in Figure 2.15, high
mutual induction with Hill coefficents (Ha, Hα) = (10, 10) increased the number of mating
events for densities > 5.0 × 103 cells/mm2 significantly, while the number for lower cell
densities was significantly reduced.
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Figure 2.18: Simulations of model 3b for a culture with an equal mix
of mating types for different Hill coefficients. The set of hill coeffi-
cents (Ha, Hα) = (10, 10) with high values, meaning high mutual induction of
pheromone secretion levels, prevented mating in low densities, but improved
mating significantly in higher cell densities > 10.0× 103 cells/mm2.
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Discussion and Outlook
The models tested in this chapter, were based on the null hypothesis (Barkai
et al., 1998) and were step by step refined to capture new aspects of yeast com-
munication during mating. Mutual induction of the pheromone response, as
implemented in models 3a and 3b, showed significantly higher levels of mating
efficiency, compared to models 1 and 2 without mutual induction. In Barkai
et al. (1998), high pheromone gradients were only achieved with excessive Bar1
activity levels. Here, it was shown that mutual induction leads accurately ori-
ented cells with Bar1 activity levels in the physiological regime suggested in
Jin et al. (2011) and Diener et al. (2014). The work in Diener et al. (2014) pro-
vides a foundation for the study of collective behaviour that occurs in mixed
cultures of haploid yeast cells of opposite mating type. However, this study fo-
cused on the induction of MATa cells by α-factor and neglected the induction
of MATα cells by a-factor. A systematic study of mating mixes in the same
way as carried out in Diener et al. (2014) for the complementary pheromone
would allow to fit the models 3a and 3b to real data.
The models tested in this chapter, may be refined in various directions.
An interesting possibility goes back to the source-sink diffusion (SSD) model
introduced by Francis Crick in Crick (1970) for the development during em-
bryogenesis. Here, it was suggested that cells in tissues might act as monitors,
as absorbers or reflectors with respect to extracellular signalling molecules.
Also it was pointed out, that hydrophobic and non-hydrophobic molecules be-
have differently, e.g. they might adhere more or less strongly to the surface and
thereby reduce the amount of freely diffusing entities. This makes the yeast
system a most interesting test case, since we have α-factor a non-modified
peptide, and a-factor a modified lipopeptide with hydrophobic molecular prop-
erties. As shown in Endres and Wingreen (2008), absorbing cells are better at
measuring signalling gradients as well as concentrations than mere monitoring
cells. This was also suggested for yeast cells, since periplasmic Bar1 is already
active before reaching the extracellular destination (Ballensiefen and Schmitt,
1997).
To test for absorption mechanisms and a quantification of their impact
in yeast communication should be tested with further modelling. Therefore,
I would suggest partial absorption of molecules could be modelled as Robin
boundary condition:
−D∇a(x, t) · n = −ηa(x, t) on the cell surface. (2.44)
Here, η > 0 is a constant representing the strength of absorption. A high
level of absorption corresponds to larger η values, whereas η = 0 corresponds
to total reflection. In the automata model this could be implemented with
the method of imaginary charges (Jackson, 1983), where absorbing cells are
treated as ”negative” charges. This mechanism was also suggested (Rappaport
and Barkai, 2012). However, the modelling of absorbing or sticky boundary
conditions is still a question of current research (Peskir, 2014).
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Though this extension might be very interesting for certain cell types, the
question remains if it is important for the yeast mating system. If yeast cells
act as perfect absorbers as hypothesized in merely theoretical studies (Endres
and Wingreen, 2008). First of all, yeast has a cell wall and though it is a
porous medium there is still a debate about the pore size. For a recent review
on ambiguous experimental studies on this topic I refer to (Casadevall et al.,
2009). Here, a question which fraction of pheromone molecules passes through
the wall and is captured by the receptors or degraded by periplasmic protease.
In the case of Bar1 it has been shown that periplasmic Bar1 is active before
reaching the extracellular destination (Ballensiefen and Schmitt, 1997), it is
widely accepted that a reasonable fraction is found in the extracellular medium
as well (Andrews et al., 2010; Jin et al., 2011; Diener et al., 2014). In case of
the potential complementary protease Afb1 it was suggested that Afb1 has a
Glycosylphosphatidylinositol (GPI) anchor, and might therefore be attached
to outer plasma membrane and can only act there (Huberman and Murray,
2013). The localization of the protease might serve the function to desensitize
cells and also to avoid accumulation of foreign pheromone in the periplasm of
the opposing mating partner. Whether the absorption of pheromone is large
enough to actually shape the extracellular gradients, depends on pore size and
number as well as protease activity. More detailed experimental investigations
are needed on the molecular properties and surface interactions of the a-factor
and α-factor to go further and refine the models.
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Figure 2.19: The influence of MATa bar1∆ cells on the mating of wild
type mixes A: Different mixes of cultures initially containing MATα cells
(marked with mCherry) and varying fractions of wild typeMATa cells (marked
with Rpl9A-GFP) and MATa bar1∆ cells (marked with RPl9a-TagBFP2).
The fraction of haploid MATα (red), MATa (green), MATa bar1∆ (blue)
cells as well as diploid MATα-MATa (light green) and MATα-MATa bar1∆
(purple) cells after 4h is shown. B: Confocal merged image of a mixed culture
initially containing 50% MATα and 50% MATa bar1∆ cells. C: Confocal
merged image of a mixed culture containing 50% MATα cells, 45% MATa
bar1∆ cells and 5% wild type MATa cells. Some mating events are marked
with white arrows. The colours in the microscopic images and in the table A
are concurrent. Figure was taken from Diener et al. (2014).
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3
Modelling Eukaryotic Cell Polarization
Exemplified for Mating Decisions of
S. cerevisiae
Cell polarity is an overarching aspect of eukaryotic cell biology. A family of
small GTPases controls the process of cell polarization in most eukaryotic cells.
Small GTPases include molecules such as Cdc42 and Rac in animal and fungal
cells (Etienne-Manneville, 2004; Wu et al., 2013) as well as Rop in plant cells
(Yang and Lavagi, 2012). These small GTPases usually occur in an active
GTP-bound and an inactive GDP-bound form. In the GTP-bound form they
are anchored into the membrane and can diffuse slowly. Local accumulation of
the activated GTP-bound form defines the site of polarity and determines the
site of subsequent morphological changes. The activation of small GTPases are Cell
Polarity &
small
GTPases
triggered by external or internal cues and even if these cues are ambiguous, the
healthy system guarantees a distinct site of polarity with a controlled extent.
Cell polarization carried out by small GTPases is a functional module and,
therefore, an understanding of the polarization process is important for many
organisms in health and disease. This chapter is focused on the small GTPase
Cdc42 and its role in yeast budding and shmooing.
In the previous chapter, we investigated how haploid yeast cells communi-
cate via pheromones. If the pheromone concentration is high enough yeast cells
arrest their cell cycle and initiate the shmooing process towards a potential
mating partner. In contrast, if the pheromone concentration is low, the cells
continue their cell cycle, initiate budding and give rise to a new daughter cell.
This chapter addresses the following question: How do yeast cells orient and
respond to often conflicting pheromone signals sent by their potential mating
partners, and how can mating as well as budding patterns be explained? Yeast Yeast
Matingcells employ an elaborated polarization mechanism that is at play during bud-
ding and shmooing with slight modifications (compare Figure 3.1). In previous
chapter was built on a simplified version of the polarization module assuming
that all cells polarize exactly along the pheromone gradient. However, the
situation becomes more complex when pheromone gradients change during
shmooing or if the signal is so ambiguous that cells shmoo along a default
direction, which is determined by some internal state. In this chapter, I shall
address various situations and environmental cues that yeast cells respond to.
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Figure 3.1: Different growth modes occuring in yeast mating mixes.
The central molecule that controls cell polarity in yeast is the small Rho
GTPase Cdc42. Experiments have shown that yeast cells lacking Cdc42 are
unable do bud and remain round (Adams et al., 1990). In the absence of exter-
nal cues the emergence of the bud site is specified by the Ras-family GTPase
Rsr1/Bud1, an immobile cortical landmark protein, which is inherited from
the previous cell division. This inheritance of bud markers leads to an axial
budding pattern in the case of haploid yeast cells. Cdc42 cycles between and
active GTP-bound and an inactive GDP-bound state. Cdc42 can be prenylated
and subsequently anchored into the membrane. Vice versa membrane-bound
Cdc42 can be removed from the membrane by Rdi1, its guanosine nucleotide
dissociation inhibitor (GDI). Active membrane-bound Cdc42-GTP levels can
be increased by guanine nucleotide exchange factors (GEFs) or reduced by
GTPase-activating proteins (GAPs). Here, the major GEF controlling the
Cdc42p activity and cell polarization is Cdc24. Since total molecule numbersYeast
Budding of Cdc42 are relatively constant during the polarization process, the interplay
of positive feedbacks and deactivation leads to a competition of potential polar-
ization sites for cytoplasmic Cdc42, which results in a distinct site of polarity.
A sketch of this process is shown in Figure 3.3.
The budding pattern, in which landmark proteins and bud scars inherited
from the previous cell divisions determine the site of bud emergence could be
perturbed systematically in a number of experiments. For instance, Cdc42
overexpression led to cells that formed multiple buds (Caviston et al., 2002),
which were randomly distributed. Furthermore, Cdc42 overexpression also de-
creases the requirements for GEF activity that is necessary for polarization.
A spontaneously forming polarization cap, which randomly explores the cell
periphery, was observed for rsr1∆ mutants. The ability to polarize was fur-
ther tested for the dependence on actin. Treatment of rsr1∆ mutants with the
actin-depolymerizing drug latranculin A caused cells to spontaneously polar-
ize and establish a random but stable axis of polarity (Ozbudak et al., 2005).
These experiments demonstrated that Cdc42p activation is necessary and suffi-
cient to cause spontaneous cell polarization. For a review on budding patterns
in diploids and zygotes I refer to (Chang and Peter, 2003; Wu et al., 2013;
Tartakoff, 2015).
70
Gα 
Cdc42 
Gβ Gγ 
Ste11 
Ste7 
Fus3 
S
te
5 
Fus3 P 
αF 
S
te
5 
Gβ Gγ 
Cdc24 
Bem1 
Ste20 
F
ar
1 
Ste2
F
ar
1 
Figure 3.2: Pheromone induced activation of Cdc42 and subsequent
polarization. Pheromones are captured and recognized by G-protein-coupled
receptors (GPCRs), which cause activation and dissociation of heterotrimeric
G-proteins Gαβγ. Gβγ recruits the MAPK scaffold (Ste5) to the membrane,
leading to the activation of the MAPK cascade, which processes the signal to
the nucleus. In the centre of this chapter is the polarization process which
occurs on the membrane. Gβγ recruits Far1p to the site of activation, which
causes the accumulation of the GEF Cdc24p. This process leads further to the
activation and accumulation of active membrane-bound Cdc42, which deter-
mines the site of polarity.
During mating Cdc42 activation is induced by the G-protein-coupled re-
ceptors (GPCRs) Ste2 or Ste3 for MATa or MATα cells, respectively. Upon
pheromone stimulation heterotrimeric G-proteins Gαβγ are activated and dis-
sociate into a Gα and a Gβγ sub-unit (compare Figure 3.2). Gβγ recruits
Far1p, which causes the accumulation of the GEF Cdc24p at the site of re-
ceptor stimulation (Bardwell, 2004). Subsequently, Cdc42 accumulates at the
site of highest activation, e.g the cell polarizes along the pheromone gradient.
Even if the gradient is very shallow or ambiguous a unique site of polarity is Yeast
Pheromone
Response
formed. In the case of isotropic pheromone stimulation, cells have found to be
influenced by former bud scars, but can also shmoo in a random direction. If
cells are shaken or stimulated for a long time with pheromone, cells are able to
form multiple shmoos in different directions (Bidlingmaier and Snyder, 2004;
Diener et al., 2014).
Various theoretical models have been developed to describe different as-
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Figure 3.3: A sketch of the cycling process of signalling molecules between
cytosol and membrane: (1) lateral diffusion with coefficient D m of active
signalling molecules along the membrane; (2) free cytosolic diffusion with co-
efficient D c of inactive signalling molecules; (3) association of cytoplasmic
molecules to the membrane; (4) positive feedback, i.e. enhanced recruitment
of cytoplasmic molecules to the location of active signalling molecules; (5) dis-
sociation of signalling molecules from the membrane. Figure from Giese et al.
(2015)
72
pects of the polarization for organisms such as fish keratocytes, Dictyostelium
discoideum, neutrophils or yeast. Many of these models are based on reaction-
diffusion (RD) models, which are formulated in partial differential equations
(PDEs) in time and space. In case of the yeast system, these models de-
scribed the shuttling of Cdc42 on different levels of details such as in (Ozbu-
dak et al., 2005; Otsuji et al., 2007; Altschuler et al., 2008; Mori et al., 2008;
Goryachev and Pokhilko, 2008; Chou et al., 2008; Okada et al., 2013; Klu¨nder
et al., 2013). Note that for other model organisms, in particular for motile Reaction-
Diffusion
Models
cells such as fish karatocytes, F-actin plays an important role (Falcke, 2015).
In this case, the distribution of actin binding molecules has to be described
via reaction-diffusion-advection equations and the Rho-GTPase cycling has to
be connected to the F-actin dynamics (Holmes et al., 2012; Edelstein-Keshet
et al., 2013). Here, I shall concentrate merely on the small GTPase dynamics,
which is the driving force for polarity in yeast and works also independent of
active transport (Ozbudak et al., 2005; Jilkine and Edelstein-Keshet, 2011).
The leading questions of this chapter are: How do yeast cells sense their
own shape? How is a stable growth and unique axis of Polarity maintained
during shmoo formation? What determines preferred sites of polarity in case
of ambiguous signals? Which factors introduce a bias on the polarization axis?
A Turing-type mechanism as well as a phase separation mechanism was tested Chapter
Outlineto provide answers to these questions. These mechanisms were investigated
using a 1D model formulation in order to understand basic properties of the
non-linear kinetics. The equations were extended into 2D, which allows inves-
tigations with respect to (i) potential geometry sensing in case of the shmoo
shape, (ii) the dependencies on cell size and robustness to other model param-
eters, (iii) the influence of diffusion inhomogeneities on the membrane and (iv)
the potential impact of organelles on the polarization behaviour. Finally, the
system is extended to more complex geometries in 3D that reflect the case of
multiple shmoo formation under isotropic pheromone or ambiguous pheromone
stimulation.
Comparison of a Turing-type and
a Phase Separation Mechanism
Patterns arising in cell polarization have been described by various RD models
for different model organisms. In some cases, different polarization mecha-
nisms result in superficially similar patterns and, therefore, a distinction of
these mechanisms is only possible by testing a large set of different perturba-
tions and external cues. In Giese et al. (2014, 2015), colleagues and I investi-
gated two different models that were proposed for yeast polarization. The first
mechanism is of Turing-type (Goryachev and Pokhilko, 2008), the other is a
phase separation mechanism (Mori et al., 2008). Here, I aim to summarize the
results from Giese et al. (2014, 2015) and put them into a wider context.
Classically, the basic mechanisms of pattern formation are formulated in a
one-dimensional representation of the cell (Jilkine and Edelstein-Keshet, 2011).
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This allows for disentangling cell geometry and spatial inhomogeneities from
the underlying interactions of diffusion and reaction kinetics. An interval [0, L]
is assumed as computational domain, which allows two interpretations: (i)
the interval represents the circumference of the cell with both ends of the
interval glued together; (ii) the interval represents a cell diameter transect
and the interval ends represent front and back of the cell. A two component
RD systems was employed, where the concentration of active Rho GTPase
(membrane-bound) is represented as a function u(x, t), and the concentration
of inactive Rho GTPase (cytosolic) is represented as a function v(x, t). Both
functions, u(x, t) and v(x, t), depend on space, x, and time, t. The set of RD
equations that describe the dynamics reads
∂u
∂t
= Dm
∂2u
∂x2
+ f(u, v), x ∈ [0, L], t ∈ [0, T ], (3.1)
∂v
∂t
= Dc
∂2v
∂x2
− f(u, v), (3.2)
with some initial concentrations u(·, 0) and v(·, 0) in [0, L] and zero-flux bound-
ary conditions
∂u
∂x
(0, t) =
∂u
∂x
(L, t) =
∂v
∂x
(0, t) =
∂v
∂x
(L, t) = 0. (3.3)
This RD system covers three different processes: (i) diffusion of active Rho
GTPases on the membrane where Dm is the diffusion coefficient; (ii) diffusion
of inactive Rho GTPases in the cytosol where Dc is the cytosolic diffusion
coefficient; (iii) reaction processes are described by a function f(u, v), which
is given by
f(u, v) := f cyc(u, v) + kSv, . (3.4)
Here, f cyc(u, v) denotes the reaction kinetics of the employed model. The
function kS represents signals that influence or trigger the polarization process.
A sketch of the shuttling process of the small Rho GTPase Cdc42 is shown in
Figure 3.3. Note, that this RD system is mass conservative, meaning
L∫
0
u dx
  
mass of active Rho GTPase
+
L∫
0
v dx
  
mass of inactive Rho GTPase
= M (3.5)
whereM is the total mass the total mass of signalling molecules in the system.
The reaction kinetics f(u, v) can obtain different forms. Here, the reac-
tion kinetics from Goryachev and Pokhilko (2008) and Mori et al. (2008) were
chosen as representatives of the Turing-type mechanism and phase separa-
tion mechanism, respectively. The Turing-type model from Goryachev and
Pokhilko is referred to as GOR model in the remainder. In the original work
the model exists in two different versions. The first is an eight component sys-
tem that describes the actin-independent signalling pathway involved in the
74
-0.01
0.0
0.01
0.02
0.03
0.0 0.25 0.5 0.75 1.0
v=0.05 v=0.1 v=0.2
u
flu
x/
so
ur
ce
 f G
O
R
(u
,v
)
u u
GOR
flu
x/
so
ur
ce
 f W
P
(u
,v
)
0.0 0.05 0.1 0.15 0.2
u u u
v=0.16 v=0.185 v=0.21
WP
I I
I II I II
IIII
III IV IVIII
-0.01
0.0
0.01
0.02
0.03
-0.01
0.0
0.01
0.02
0.03
0.0 0.25 0.5 0.75 1.0 0.0 0.25 0.5 0.75 1.0
-0.01
0.0
0.01
0.02
0.03
-0.01
0.0
0.01
0.02
0.03
-0.01
0.0
0.01
0.02
0.03
0.0 0.05 0.1 0.15 0.2 0.0 0.05 0.1 0.15 0.2
Figure 3.4: Kinetics of the GOR and WP model. The right hand side of
both models, plotted for a fixed volume concentration v. In case of the GOR
model, we obtain two homogeneous steady states. The first steady state at
u1 = 0 is stable while the second at u2 > 0 is unstable and transient, since we
have a membrane/cytosolic flux onto the membrane for u > u2 (region II in
the plots) and a flux to the cytosol for u < u2 (region I in the plots). In case
of the WP model, we observe a bimodal behaviour. For the shown range of
values for v, we can either have one, two or three steady states. If there are
three steady states, say u1 , u2 and u3 with u1 < u2 < u3, the steady states
u1 and u3 are stable while u2 is transient. If the membrane concentration u
is in the regions I or III of the plots, there is a flux from the cytosol to the
membrane. If the membrane concentration u is in the regions II or IV, there
is a flux from the membrane to the cytosol. The figure was taken from Giese
et al. (2015).
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model.
yeast budding process. The second is a condensed version with two components
that captures the main dynamics and revealed the Turing-type mechanism by
in-depth analysis. The latter was used in this work, and its reaction kinetics
is given by
f cyc(u, v) = fGOR(u, v) := αEcu
2v + βEcuv − γu. (3.6)
Here, the term αEcu
2v + βEcuv describes the positive feedback on the Cdc42
activation mediated by its GEFs. In the original model Ec accounts for the
Bem1-Cdc42 complex and is assumed to be constant for simplicity. Note, that
the term αEcu
2v, which is quadratic in u, accounts for the positive feedback
of Cdc42 on its on activation. The dissociation of active GTP-bound Cdc42
carried out by its GAPs and GDIs is described by the degradation term γu.
The reaction kinetics fGOR(u, v) was plotted as a function of u for different
cytosolic concentrations v, see Figure 3.4. In the parameter range of interest,
the function fGOR(·, v) has two roots u− = 0 and u+ > 0. The root u− corre-
sponds to a stable homogeneous steady state of the system, while the root u+
corresponds to an unstable steady state. If the system is in the homogeneous
steady state u+ a small spatial perturbation of causes the system to break
symmetry and run into a polarized steady state. To obtain conditions on the
parameter that are necessary for this symmetry break, a classical linear stabil-
ity analysis can be performed as in (Turing, 1952). Note, here that the GOR
system is not exactly a Turing system as proposed in (Turing, 1952), since
no mass is generated in the system. The conditions that are needed for the
emergence of a symmetry break are therefore different. Results for an analysis
of this system can be found in Otsuji et al. (2007) and Giese et al. (2014).
As representative of the phase separation mechanism, I employed the wave-
pinning (WP) model. This model was investigated in a number of studies such
as in Jilkine and Edelstein-Keshet (2011), Mori et al. (2008, 2011), and Walther
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model parameter/entity value unit description
GOR & WP u - µm µM concentration of the
membrane-bound species
v - µM concentration of the cy-
tosolic species
f(u, v) - µm µM/s density of flux at the
membrane-cytosolic inter-
face
Dm - µm
2/s diffusion coefficient for the
membrane-bound species
Dc - µm
2/s diffusion coefficient for the
cytosolic species
GOR α 3.3 µm−1 µM−2 s−1 cooperative positive feed-
back
β 0.67 µM−1 s−1 noncooperative binding to
membrane
γ 0.017 1/s rate of basal dissociation
from membrane
Ec 0.1 - membrane-bound Cdc24-
Bem1 complex
WP k0 0.067 µm/s rate of basal activation
δ 1.0 1/s rate of basal dissociation
γ 1.0 µm/s maximal rate of auto-
activation of u
K 0.1 µm µM concentration of u result-
ing in
half-maximal rate of auto-
activation
Table 3.1: Overview of variables and constants. Note that 1µM =
1.0E-21mol/µm3. From Giese et al. (2015).
model parameter value description
GOR DGORm 0.0025 µm
2/s diffusion coefficients used in Goryachev
and Pokhilko (2008)
DGORc 1.0− 10.0 µm2/s
WP DWPm 0.1 µm
2/s diffusion coefficients used in Mori et al.
(2008)
DWPc 10.0 µm
2/s
GOR & WP Dconsm 0.015 µm
2/s consensus diffusion coefficients used in
this work
Dconsc 3.0 µm
2/s (geometric mean of extreme values
found in the references)
Table 3.2: Sets of diffusion coefficients. From Giese et al. (2015).
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et al. (2012). Its reaction kinetics reads
f cyc(u, v) = fWP(u, v) := v
(
k0 +
γun
Kn + un
)
− δu. (3.7)
This kinetics assumes a basal activation rate k0 and an inactivation rate δ. A
Hill function describes a positive feedback from the active form u on its own
activation. Here, γ is the maximal activation rate and K represents a satu-
ration constant. In the remainder, I assume a Hill coefficient of n = 2. The
reaction kinetics fWP(u, v) was plotted as a function of u for different cytosolic
concentrations v, see Figure 3.4. In the parameter range, which is relevant for
polarization, the function fWP(·, v) has three roots 0 < u− < uT < u+. The
roots u− and u+ correspond to the stable homogeneous steady state of the sys-
tem. Here, u− is referred to as the unexcited state and u+ as the excited state.
The third root uT corresponds to a transient unstable steady state. In all sim-
ulations shown in this chapter, the WP system was started in the unexcited
homogeneous steady state, where v0 ≡ 0.2 µM and u0 ≡ 0.026 µm µM were
used as initial conditions. A spatially heterogeneous signal on the membrane
caused the system to split into three phases, an excited phase, an unexcited
phase and a transition phase. Local excitation by a signal causes the emer-
gence of a traveling wave which is pinned due to global mass conservation and
leads to a stable polarized state. An example of the distribution of the active
GTP-bound form of signalling molecules for the Turing-type and the phase
separation mechanism is shown in Figure 3.5.
A Bulk-Surface Reaction-Diffusion Model for
Mass Conservative Systems
To account for the influence of cell geometry on cell polarisation, the 1D models
from the previous section were extended into 2D and 3D. Note, that addition-
ally to the investigations of 2D cell shapes in Giese et al. (2014, 2015), also 3D
shapes were investigated in this thesis. The computational representation of
the cell comprises the cell membrane, the cytosol as well as inner membranes
that enclose organelles like the vacuole or the nucleus. The cytosolic volume is
denoted by V cyt and is limited by its boundary surface ∂V cyt = M cell ∪Morg.
Here, M cell and Morg represent the cell membrane and the inner membranes,
respectively. The boundary of some domain D is denoted by ∂D. A sketch of
the boundaries is shown in Figure 3.6.
In contrast to the one-dimensional models in the previous section, the RD
equations in 2D and 3D describe reaction and diffusion processes on differ-
ent computational domains. The active membrane-bound form of signalling
molecules, represented by the function u(x, t), is a function defined on the
outer membrane M cell with units molecules per area. The inactive cytosolic
form, represented by the function v(x, t), is a function in the volume V cyt with
units molecules per volume. Note, in the 2D case, M cell is a one-dimensional
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Nmembrane
active Cdc42
inactive Cdc42
V
diffusion barrier
nucleus
vacuole
Signal
Signal
Dc
Dm
Schematic Process Computational Domain
NV
Figure 3.6: Boundaries of the computational domain. The schematic
cell polarization process is shown next to the computational domain. The
cytosolic volume is represented as a two-dimensional bulk domain V cyt . Its
boundary ∂V cyt consists of closed hyper surfaces M cell and Morg, which de-
scribe the outer cell membrane and the organelles membranes. This figure was
taken from Giese et al. (2015).
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curve enveloping the 2D cytosolic domain V cyt. In the 3D case, M cell is a 2D
manifold enclosing 3D volume V cyt.
The reaction shuttling between membrane-bound and cytosolic signalling
molecules is naturally given by a flux at the membrane-cytosolic interface.
This flux is described by the reaction kinetics f(u, v) as given in the previous
section. The RD model equations read
∂u
∂t
= ∇Γ · (Dm∇Γu) + f(u, v) on M cell × [0, T ], (3.8)
∂v
∂t
= ∇ · (Dc∇v) in V cyt × [0, T ]. (3.9)
Note, that the cytosolic species v only interacts with the membrane-bound
species u on the cell membrane M cell and, hence, there is no extra reaction
term in the volume equation (3.9). The boundary conditions for the cytosolic
equation (3.9) are given by
−Dc∇v · n = f(u, v) on M cell × [0, T ], (3.10)
−Dc∇v · n = 0 on Morg × [0, T ]. (3.11)
Here, n denotes the vector field of outer unit normals on M cell and Morg,
respectively. The initial concentrations at time t = 0 are given by
u(x, 0) = u0(x) and v(x, 0) = v0(x). (3.12)
In summary, these equations comprise three types of processes which occur
simultaneously: (a) Diffusion of u(x, t) on the curved membrane where the
diffusion coefficient Dm(x) is a function in space in order to allow for spatial
diffusion inhomogeneities and ∇Γ denotes the surface gradient operator in x
which accounts for curvature of Γ, see (Elliott and Ranner, 2012). (b) Diffu-
sion of v(x, t) in the cytosol with diffusion coefficient Dc(x) where ∇ denotes
the usual gradient operator in x with respect to standard Cartesian coordinates
in Euclidean space. (c) The reaction processes on the membrane described by
a flux at the membrane-cytosolic interface with J = f(u, v) are modelled as
a source term for the membrane-bound complex in equation (3.8) and as a
Robin-like boundary condition for the cytosolic concentration v(x, t) in equa-
tion (3.10). Note, that the flux f(u, v) naturally obtains the unit molecules per
area and time. For f(u, v) > 0 a flux from the cytosol onto the membrane is
obtained whereas for f(u, v) < 0 the active form u dissociates into the cytosol.
This system of equations is mass conservative, since the source term in
equation (3.8) and boundary condition (3.10) balance each other. Thus, the
total mass of active and inactive signalling molecules is constant in time, mean-
ing ∫
Mcell
u(x, t) dA
  
mass on the cell membrane
+
∫
V cyt
v(x, t) dV
  
mass in the cytosol
= M (3.13)
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for all t ∈ [0, T ], where M ∈ R is a constant. A derivation can be found in
Giese et al. (2015). Note, that in the 2D case, the surface integral is an integral
along the one-dimensional curve enveloping the cell and the volume integral
is an integral over a two-dimensional domain, which represents a slice of the
cell. Therefore, the unit forM becomes molecules per height. To obtain actual
molecule numbers in the cell slice, M needs to be integrated along the height
of the cell slice.
Geometry Sensing Properties of Cell Polariza-
tion Mechanisms
Intracellular gradients of signalling molecules have the potential to regulate cel-
lular growth or chemotactic movement (Brown and Kholodenko, 1999; Nalbant
et al., 2004). Since Meyers et al. (2006) it is widely accepted, that intracellular
signalling can be influenced by cell size and shape. The notion of ”geometry
sensing” has been termed in recent studies as the ability of signalling systems
to react and adapt to certain cell shapes (Thalmeier et al., 2016). While some
mechanisms for cell shape regulation are based on mechano-sensing (Vogel and
Sheetz, 2006) others are based on non-linear reaction-diffusion systems (Ha-
latek and Frey, 2012). The latter kind of mechanicms are in the focus of the
remainder. Here, I want to test the Turing-type and the phase separation
mechanism for their ability to adapt and react to shapes that typically occur
during the mating process of yeast.
In a first setup, a cell with a characteristic shmoo shape and a circular cell
were excited with a homogeneous signal (compare Figure 3.7 A). The unex-
cited homogeneous steady state was assumed as initial condition for both cell
shapes and both models, the WP and GOR model. The signal, as defined in
equation 3.4, was applied for a time period of ∆t = 100s with an amplitude
of kS ≡ 0.03µm/s. There were no spatial heterogeneities in the case of the
circular cell and, therefore, the circular cell does not polarize. After the stimu-
lus was removed the system returned to its original homogeneous steady state
for both polarization mechanisms. Interestingly, for the non-circular cell a dif-
ferent effect was observed. The surface to volume ratio differs in the apical
part and basal part of the cell and, therefore, the homogeneous stimulation
causes a greater take up of the cytoplasmic pool of signalling molecules in the
apical part than in the basal part. This effect creates a cytosolic gradient with
lower concentration on the apical side than on the basal side. Since the flux
of molecules onto the membrane depends on the local cytosolic concentration,
the concentration of membrane-bound molecules grows faster in the basal re-
gion of the membrane than in the apical region of the membrane. This effect
caused an initial symmetry break, which resulted in polarization on the basal
side, for both systems. In case of the WP model, polarization was established
faster (less than 100s) than for the GOR model (∼ 1000s).
In a second setup, two conflicting stimuli were applied on the cell surface.
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Figure 3.7: Simulations of the GOR and the WP model for different
signals and cell shapes. (A) The GOR and the WP model were excited
with a spatially homogeneous signal for ∆t = 100s, kS ≡ 0.03µm/s. Since
no spatial perturbations were present in the circular cel, no polarization oc-
curred. However, homogeneous excitation of the non-circular cell led to cluster
formation opposite to the protrusion. (B) The GOR and the WP model were
simulated for a cell with a protrusion and a circular cell. The signal comprised
two competing stimuli S1 and S2. The amplitude of S1 was chosen 10% larger
than the amplitude of S2. This figure was taken from Giese et al. (2015).
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These two localized stimuli are given by
kS(x, t) =
⎧⎨⎩
S1, if t < t1 and ∥xS1 − x∥ < w,
S2, if t < t2 and ∥xS2 − x∥ < w,
0, otherwise.
(3.14)
Here, w specified the width of the excited surface area. The system was excited
with two competing stimuli at positions xS1 and xS2 on the cell membrane,
where each stimulus covered 5% of the cell surface. Both stimuli were applied
with different amplitudes, S1 = 0.44µm/s and S2 = 0.4µm/s, for a short
period of time ∆t = 10 s, i.e. t1 = t2 = 10 s. For the circular cell, the stimuli
S1 and S2, were applied at opposite ends of the cell surface. For the non-
circular cell, the stronger stimulus S1 was applied in the apical part at the end
of the protrusion, while the weaker stimulus was applied S2 in the basal part
(compare Figure 3.7 B). In case of the circular cell, a symmetry break with
two membrane-bound clusters emerged. The stronger stimulus S1 induced a
faster growing cluster that dominated the smaller cluster at the site of S2.
Eventually, the cell polarized at the site of the stronger stimulus while the
smaller cluster vanished. This outcome was observed for both models. For
the non-circular cell a reversed outcome was observed. The mating projection
acted as a kind of ’bottle neck’ for the cluster that was induced in the apical
part at the site of S1. Eventually, the cluster at S1 grew slower than at the
site of S2, which resulted in a polarized state in the basal part of the cell.
An interpretation of this effect is given by the narrow escape problem
(Schuss et al., 2007). The emerging clusters at the site of S1 and S2 acts
as an absorber of cytosolic molecules. For an arbitrary molecule in the cytosol
the mean time to get absorbed by the emerging cluster , is longer in the apical
part than in the basal part. A related problem has been investigated for den-
dritic spines, where the time was calculated for a molecule to reach and get
absorbed in the narrow end of the spine. For a review of the narrow escape
problem, I refer to (Schuss, 2012).
In a previous study (Diener et al., 2014), colleagues and I observed yeast
cells that formed multiple shmoos. When yeast cells where simulated with
uniformly distributed pheromone, cells formed consecutive mating projections
in distinct directions. This effect was also observed when cells where shaken
and constantly disturbed. In both setups, cells usually formed shmoos at
another site of the first mating projection. In Bidlingmaier and Snyder (2004)
and Moore et al. (2008), it was shown that polarization of consecutive shmoos
formed in an oscillatory manner over time periods of several hours. Note that
the initial polarization takes place on a time scale of minutes.
These observations motivated a third setup with computational domains
that represent different shmoo shapes in 3D as shown in Figure 3.8. Here, I
investigated the impact on the geometry for the WP model. A noisy signal
was used to stimulate the cell surface. The noise was assumed to be spatially
uncorrelated. It was generated by selecting independent and identically dis-
tributed stationary random variables over a given time period [t1, t2] for each
node on the surface of the computational mesh. These values were assigned to
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Figure 3.8: Polarization Behaviour for Shapes with Multiple Shmoos.
80 Simulations were performed for each cell shape and the coordinates of the
centre of the polarization sites were visualized in a scatterplot. In the scatter
plot, the polar and azimuthal angle are shown, where the centre of the spherical
coordinates was set to the centre of mass of each cell shape. Larger blank circle
indicate the locations of the shmoo tip(s) in the spherical coordinate system.
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the function kS(x, t)|t∈[t1,t2]. I used a log-normal distribution with mean µ = 0
and standard deviation σ = 0.1. The noisy signal was changed over time by
regenerating kS(x, t) in time intervals of length ∆t = t1 − t2 = 5 s.
The four different cell shapes were a spherical cell, an ellipsoid, a cell with
one mating projection and a cell with two mating projections. Simulations
were repeated 80 times for each of these four cell shapes. For each simulation,
the polarization site was plotted in a spherical coordinate system as shown in
Figure 3.8. Simulations of a spherical cell resulted - as expected - in randomly
distributed polarization sites. The ellipsoidal shape resulted in a slightly biased
distribution of polarization sites at the long edges and less polarization events
at the ends of the ellipsoid. The result for the shapes with one or two mating
projections were distinct. Simulations of a cell with one mating projection led
to an accumulation of polarization sites in the basal part. Interestingly, the
polarization sites were distributed in a circular region around the opposite end
of the mating projection. To reflect this distribution the second mating pro-
jection was assumed to be located in a 120◦ angle. Here, simulations resulted
in a distribution of polarization sites in a much more confined region than for
the other tested shapes. Polarization sites occurred most frequently on the
site between the two mating projections.
For the WP model it was hypothesized, that polarization for cell shapes
in 3D might most likely occur where mean curvature is minimal (Mori et al.,
2008). For the non-spherical shapes used in this work mean curvature is min-
imal at the ends of the ellipsoid and in the transition regions from mating
projection to the basal part. This effect seems also to play an important role
here. There are, however, several competing effects. First of all, taking a finite
cytosolic diffusion into account, the narrow escape problem plays a role and
distances of the emerging cluster to the pool of cytosolic molecules. Second, the
local surface to volume ratio, which can be related to the local mean curvature,
influences the growth of the cluster on the membrane. Third, the interface of
the cluster on a 2D surface is a thin stripe, which separates the phase of active
membrane-bound molecules from the phase of inactive molecules on the mem-
brane. This interface is naturally minimized during cluster formation. This
effect, for example, can also explain stable clusters with centre at the tip of the
mating projection. In conclusion, shapes in 3D are more complex and more
studies have to be performed to explain the interplay of the mentioned spatial
effects.
There are already analytical investigations of the shape dependence (Ha-
latek and Frey, 2012; Thalmeier et al., 2016) of a bulk-surface reaction-diffusion
system for elliptic shapes in 2D. Here, using a linear stability analysis it was
shown that due to a geometry dependence of the reaction-diffusion patterns,
oscillations are more likely to occur along the long axis of an elliptic cell shape.
It would be interesting to develop a linear stability analysis for special cases
of more complex 3D shapes.
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Linear Stability Analysis of the Bulk-Surface
Reaction-Diffusion System
The ability of non-linear reaction-diffusion systems to break symmetry, such
as presented in Sections 3.1 and 3.2, depends on its parameters. There are
different possibilities for the analysis of such systems. A classical method is
the linear stability analysis as performed by Turing (1952) for 1D system.
This analysis can be extended to bulk-surface reaction-diffusion systems as in
Levine and Rappel (2005), Klu¨nder et al. (2013) and Giese et al. (2015). This
approach is based on a linearization around the homogeneous steady state, and
the model behaviour is analysed in the linear regime. Recent approaches have
also focused on the non-linear dynamics. One of them is the local perturbation
analysis introduced in Edelstein-Keshet et al. (2013) and Holmes et al. (2015).
The local perturbation analysis is based on the simplification Dc → ∞ and
Dm = 0, which results in a system of ODEs. Complex reaction-diffusion
systems can be investigated with this analysis method, however, the interplay
of fast and slow diffusion is neglected. Another method for investigation of
the non-linear regime is the weakly non-linear stability analysis, which was
applied for a class of 1D reaction-diffusion models in Rubinstein et al. (2012).
This analysis, however, goes beyond the scope of this study and, therefore, the
linear stability analysis was performed for the WP and GOR model in this
study.
In (Giese et al., 2015), a linear stability for the 2D bulk-surface reaction-
diffusion system was performed. Here, this analysis is extended to the 3D
system. For this analysis the following simplifications were assumed. First,
the computational domain was considered to be a sphere of radius R. Second,
it was assumed that there is no spatial inhomogeneity on the membrane and
in the cytosol. For the subsequent analysis, the equations from Section 3.2
were transformed into spherical coordinates (r, ϕ, θ). The Laplace-Beltrami
operator on the boundary can then be expressed as
∆θ,ϕ =
1
R2
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
R2
1
sin2 θ
∂2
∂2ϕ
.
Note that the Laplace operator becomes ∆ = ∆r+∆θ,ϕ, where ∆r :=
∂2
∂r2
+ 1
r
∂
∂r
.
Expressed in spherical coordinates, the equations from Section 3.2 then read
∂u(θ, ϕ, t)
∂t
= Dm∆ϕ,θu(θ, ϕ, t) + f(u(θ, ϕ, t), v(R, θ, ϕ, t)), (3.15)
∂v(r, θ, ϕ, t)
∂t
= Dc
[
∆r +∆θ,ϕ
]
v(r, θ, ϕ, t), (3.16)
for r ∈ [0, R), θ ∈ [0, π) and ϕ ∈ [0, 2π). The boundary condition for the
cytosolic equation (3.16) reads
−Dc ∂
∂r
v(r, θ, ϕ, t)
⏐⏐⏐
r=R
= f(u(θ, ϕ, t), v(R, θ, ϕ, t)), (3.17)
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Re(Y0,0)
Re(Y1,−1) Re(Y1,0) Re(Y1,1)
Re(Y2,−2) Re(Y2,−1) Re(Y2,0) Re(Y2,1) Re(Y2,2)
Re(Y3,−3) Re(Y3,−2) Re(Y3,−1) Re(Y3,0) Re(Y3,1) Re(Y3,2) Re(Y3,3)
Table 3.3: Illustration of spherical harmonics. The real part Re(Yk,l) of
the spherical harmonics was plotted up to order k = 3 as used for the analysis
of the bulk-surface reaction-diffusion system.
for θ ∈ [0, π) and ϕ ∈ [0, 2π). Let (u¯0, v¯0) be a steady state of our system such
that f(u¯0, v¯0) = 0. Small perturbations from this steady state were described
by functions ξm = u− u¯0 and ξc = v − v¯0. For these perturbations, we have
∂ξm
∂t
(θ, ϕ, t) = Dm∆θ,ϕξm(θ, ϕ, t)
+ fu(u¯0, v¯0|r=R)ξm(θ, ϕ, t) + fv(u¯0, v¯0|r=R)ξc(r, θ, ϕ, t), (3.18)
∂ξc
∂t
(r, θ, ϕ, t) = Dc
[
∆r +∆θ,ϕ
]
ξc(r, θ, ϕ, t) (3.19)
in the linear regime, and the linearized boundary condition becomes
−Dc ∂
∂r
ξc(r, θ, ϕ, t)
⏐⏐⏐
r=R
= fu(u¯0, v¯0|r=R)ξm(θ, ϕ, t) + fv(u¯0, v¯0|r=R)ξc(R, θ, ϕ, t).
(3.20)
The eigenfunctions of the Laplace-Beltrami operator are given by spherical
harmonics Yk,l (compare Table 3.3), since r
2∆θ,ϕYk,l(θ, ϕ) = −k(k+1)Yk,l(θ, ϕ).
The functions ξc and ξm were expanded as
ξm(θ, ϕ, t) =
∞∑
k=0
k∑
l=−k
ξk,lm Yk,l(θ, ϕ) exp(λk,lt),
ξc(r, θ, ϕ, t) =
∞∑
k=0
k∑
l=−k
ξk,lc ik(r
√
λk/Dc)Yk,l(θ, ϕ) exp(λk,lt),
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where the functions ik are modified spherical Bessel functions of the first kind.
For the analysis, the growth modes λk were calculated to characterize systems
behaviour. Note that λk does not depend on l (see Appendix 7.2 for details).
For λk > 0 the corresponding term in the expansion is growing with time,
while for λk < 0 the corresponding term is negligible. The following estimate
for λk was derived
fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
− fu(u¯0, v¯0|r=R)fv(u¯0, v¯0|r=R)
Dck
R
+ fv(u¯0, v¯0|r=R)  
∗
≤ λk ≤ fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
, (3.21)
where (u¯0, v¯0) denotes a steady state of the system (see Appendix 7.2 for deriva-
tion). The term (*) becomes small for large cytosolic diffusion coefficients Dc
and the approximation λk ≈ fu(u¯0, v¯0|r=R) − Dmk(k+1)R2 can be used. This ap-
proximation shows how the diffusion coefficient Dm for the active membrane-
bound molecules counteracts the positive feedback fu(u¯0, v¯0|r=R). Further-
more, it can be observed that for larger cell sizes the term Dmk(k+1)
R2
gets smaller
and allows for multiple polarization sites to emerge. From the approximation
(3.21) it follows that for R− <
√
2Dm
fu(u¯0,v¯0|r=R) , there are no growing eigenmodes
and, therefore, no spontaneous polarization is possible. In the case of larger
cells with R+ >
√
6Dm
fu(u¯0,v¯0|r=R) , there is more than one growing eigenmode, and
multiple polarization sites can emerge.
The eigenmodes were calculated numerically and their dependence on cru-
cial model parameters was investigated. For the GOR model, the analysis
was performed in the non-zero homogeneous steady state (u¯0, v¯0) as given in
Section 3.1. The WP model was linearized around the transient steady state
(u¯T0 , v¯0). A plot of the growth modes λk for k = 1, 2, 3 is shown in Figure 3.9
A,B. In laboratory experiments, it was shown that overexpression of Cdc42
resulted in multiple polarization sites and the dependency on the GEF was
reduced (Caviston et al., 2002). Corresponding to this observation the total
number of signalling molecules was plotted against the model parameter ex-
pressing the positive feedback. In case of the GOR model, the parameter Ec
was varied and in case of the WP model the dependence on γ was investigated
(see Figure 3.9 D). The GOR modelled showed a larger regime of possible
molecule numbers that lead to the emergence of a single polarization site upon
perturbation. Furthermore, a large molecule number can compensate for a
slow positive feedback. In contrast, the range of possible molecule numbers
that allowed polarization was much more confined for the WP model. There is
an upper and lower bound for the molecule number that led to polarization. A
stronger positive feedback, however, led to a wider range of molecule numbers.
The general interplay of the cytosolic diffusion coefficient Dc and Dm is shown
in Figure 3.9 C. While for the WP model multiple polarisation sites emerge
for a wide range of diffusion coefficients, the GOR model did not polarize for
fast diffusion on the membrane.
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Figure 3.9: Parameter study based on linear stability analysis for the
3D system. A: Dependence of growth modes on the cell size. If all growth modes
are negative (white region), the homogeneous steady state is stable. In case λ1 > 0
and λ2, λ3 < 0 (light grey region), exactly one cluster emerges. If also λ2 > 0 or
λ3 > 0 (dark grey region), multiple transient polarization sites can occur in the
linear regime. B: Same setup as in (A), but with different diffusion coefficients
(the diffusion coefficients used are specified above the plots). C: Phase portrait of
positive feedback and total molecule number variation in a slice through the cell
of height 1µm. (white: no polarization; light grey: exactly one cluster; dark grey:
multiple transient clusters possible). D: Interdependence of polarization behaviour
and diffusion coefficients (same colour coding as in (B) and (C)). Black dots show
the extreme values used in the literature (Goryachev and Pokhilko, 2008; Mori et al.,
2008).
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Note that there are some significant changes in the results for the 2D and 3D
bulk-surface reaction-diffusion system. In Giese et al. (2015), a linear stability
analysis for the 2D system has been performed (compare Figure 3.10). The sur-
face was carried out by using a Fourier series with summands exp(λk) cos(kϕ)
and exp(λk) sin(kϕ). Here, cos(kϕ) and sin(kϕ) corresponded to the polar
harmonics (compare Figure 3.10 A). An approximation for the Eigenmodes
was given by λ2Dk ≈ fu(u¯0, v¯0|r=R) − Dmk
2
R2
for fast cytosolic diffusion. From
this approximation it follows, that in general λ3Dk < λ
2D
k is expected (compare
equation 3.21). In 3D, the lower R− and upper bounds R+ for cell sizes, where
only a unique polarization site emerges is shifted to larger cell sizes. This
difference can also be observed in the plots, where the growth modes were
computed numerically. The GOR system polarizes only for cells with a diam-
eter > 5µm in the case the consensus diffusion coefficients, Dconsm and D
cons
c ,
were used. However, the regime for a unique polarisation site was very narrow
for the original diffusion coefficients, DGORm and D
GOR
c . For the WP model the
dependence on the diffusion coefficients was less pronounced.
Diffusion Barriers on the Membrane
Heterogeneities on the membrane that influence diffusion play an important
role in signalling. Diffusion barriers on the membrane in yeast are mediated
for instance by cytoskeletal scaffolding proteins known as septins. In a recent
experimental study it was shown that the polarization cap is controlled and
confined by septins in the region of the mating projection (Kelley et al., 2015).
In a combined approach of modelling and experiments, it was also shown
that septin structures form a ring in the early phase of bud formation and
confine the distribution of membrane-bound Cdc42 (Okada et al., 2013). It was
also reported that structures like bud scars influence cell polarization during
budding as well as mating (Tartakoff, 2015).
As in the setup in Section 3.3, simulations were performed with a shmoo-
shaped cell as shown in Figure 3.11. In a first setup, a signal with two point
stimuli (compare equation 3.14) were applied on the cell surface, but this
time with equal strength S1 = S2 to compare the effect of cell shape, and
diffusion barriers on the membrane. Two different kinds of barriers were tested,
a one-sided and a two-sided barrier (compare Figure 3.11 A). For the two-
sided barrier, both models polarized at the apical side. The diffusion barrier
counteracts the diffusive transport away from stimulus S1 and, therefore, acts
as a positive feedback on cluster formation. For the one-sided barrier both
models behaved differently. While the GOR model polarized on the apical
side, the WP model was not able to resolve the conflict in the given time
frame (t < 2000s), and polarized on the basal and apical end. The outcome
for the same setup without diffusion barrier is shown in Figure 3.11, which
resulted in polarization on the basal site.
The same setup was repeated, but with a graded stimulus, which was given
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Figure 3.10: Parameter study based on linear stability analysis. (A)
Schematic illustration of the fundamental solutions for different wave numbers k.
Here, high and low concentration on the membrane is indicated by yellow and blue,
respectively. High and low concentration in the cytosol is indicated by light grey
and dark grey, respectively. (B) Dependence of growth modes on the cell size. If all
growth modes are negative (white region), the homogeneous steady state is stable.
In case λ1 > 0 and λ2, λ3 < 0 (light grey region), exactly one cluster emerges.
If also λ2 > 0 or λ3 > 0 (dark grey region), multiple transient polarization sites
can occur in the linear regime. (C) Phase portrait of positive feedback and total
molecule number variation. (white: no polarization; light grey: exactly one cluster;
dark grey: multiple transient clusters possible). (D) Interdependence of polarization
behaviour and diffusion coefficients (same colour coding as in (B) and (C)). Black
dots show the extreme values used in the literature Mori et al. (2008); Goryachev
and Pokhilko (2008). Figure from Giese et al. (2015).
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Figure 3.11: The influence of diffusion barriers on the membrane was
investigated for the GOR and the WP model. (A) In contrast to section
(A), the stimuli S1 and S2 were chosen equally strong in order to compare the
influence of the shape with the effect of the barriers. Two diffusion barriers
with 10- fold slower membrane diffusion were placed around the location of
stimulus S1 [left column]. A single barrier with 10-fold slower diffusion was
placed at the left-hand side next to the location of stimulus S1 [centre column].
(B) A graded signal was used to trigger cell polarization. Again we examined
two diffusion barriers [left column], one diffusion barrier [centre column] and
no barrier for comparison [right column]. Figure from Giese et al. (2015).
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by
kS(x, t) = c0 + c1 ·
(
x2 − (xmin)2
)
. (3.22)
Here, xmin denotes the lowest point along the x2-direction of the two dimen-
sional cell at the basal site of the cell. The parameters c0 = 0.01µm/s and
c1 = 3.0 · 10−5 µm/s were used in this setup. Here, both models exhibited a
different behaviour. The GOR model polarized at the apical site for the one-
and two-sided barrier. In the case of no barrier, however, the system was not
able to break symmetry, even after a long time (t < 2000s). The WP model
was much more sensitive to the stimulation and polarized in all cases at the
apical site.
In summary, for both cases the two-sided diffusion barriers enhanced cluster
formation. For the GOR model the one-sided barrier also steered the centre
of the cluster towards the diffusion barrier. This was not observed for the WP
model, where we only have a low and a high concentration level except of a
small transition layer.
Potential Influence of Organelles in the Cytosol
Eukaryotic cells comprise numerous structures and organelles such as the Golgi
apparatus, the endoplasmic reticulum, the cytoskeleton or the nucleus, to name
only a few. Advances in imaging techniques allow the tracking of molecules in
vivo and infer transport properties that are influenced by internal structures
of the cell (Barkai et al., 2012; Spokoini et al., 2012; Smith et al., 2015). This
raises the question how organelles and internal structures in the cytosol bias
cell polarization.
In this setup, organelles of different size and shape were placed into the
cytosol. They mimic large cytosolic diffusion barriers such as the vacuole or the
nucleus. A zero flux condition was assumed on the surface of these organelles
(compare equation 3.11). First, a large elliptic organelle was placed into the
cytosol as shown in Figure 3.12. The same noise stimulus as in Section 3.3 was
applied on the surface of the cell. The simulations were repeated 100 times
for the GOR and WP model. For both models gradually different outcomes
were observed. While for the WP model a strong influence was observed,
only a small bias was observed for the GOR model. Both models polarized
less frequently behind the large organelle. Interestingly, simulations of the WP
model resulted in an accumulation of polarization events in the neighbourhood
(but not behind) the large organelle. This effect was much less pronounced for
the GOR model.
The same setup was repeated, but with an additional small round organelle
that was placed at the opposite to the large organelle. For the WP model
this resulted in a large change of the distribution of polarization sites. The
polarization sites accumulated in the neighbourhood of both organelles but
less confined than in the case of only one organelle. For the GOR model the
same effect was observed, but less pronounced.
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The effect can again be explained by the narrow escape problem. A grow-
ing cluster of active membrane-bound molecules behind a large organelle acts
like a sink shielded by an obstacle. Therefore this cluster absorbs a smaller
fraction of cytosolic molecules than a cluster that is located at a site without
limited diffusion. Apart from this major effect it is noteworthy that a com-
plex pattern of gradients is formed due to the introduction of organelles. If
a polarization cluster forms further away from the organelle, diffusive trans-
port is limited by the organelle and a cytosolic gradient is formed with higher
cytosolic concentration behind the organelle.
Discussion and Outlook
Cell polarization is a prerequisite for living cells during fundamental processes
such as cell division, chemotaxis and morphogenesis. The ability of polariza-
tion mechanisms to adapt to cell shape and spatial structures in the cytosol
or on the membrane is a crucial aspect which needs to be addressed by com-
putational models and laboratory experiments. In this chapter, a Turing-type
and a phase separation mechanism were tested in silico in situations typical
for the mating yeast. Here, the GOR model and the WP model were chosen as
representatives for the Turing-type and phase separation mechanism, respec-
tively. Four different aspects of polarization behaviour were investigated: (i)
the adaptation of cell polarization to cell shape; (ii) the dependence of sponta-
neous symmetry breaking on crucial parameters and cell size and shape; (iii)
the effect of diffusion barriers on the membrane; (iv) the effect of diffusion
barriers in the cytosol induced by large organelles.
A comparison of Turing-type and phase separation mechanisms with re-
spect their sensitivity to cell geometry has been already carried out in an
abstracted setting with moving geometries (Orlandini et al., 2013), however,
with some important differences. In accordance with the results shown in
this thesis, the authors found the Turing-type mechanism to be less influenced
by shape than the phase separation mechanism. Orlandini et al. (2013) con-
cluded that it might be beneficial for cells to disentangle their polarization
behaviour from their cell shape. On the contrary, from the results shown in
this thesis, it can be inferred that it might be beneficial for yeast cells to em-
ploy a mechanism that is shape dependent. In case of ambiguous pheromone
signals, it is was reported that the shmoo forms at the site of the last cell di-
vision. However, if mating was not successful cells formed mating projections
in distinct directions similar to the pattern observed in Figure 3.8. This has
been reported in several experimental studies (Bidlingmaier and Snyder, 2004;
Moore et al., 2008; Diener et al., 2014). Furthermore, stability analysis has
shown that the GOR model is very sensitive to changes in diffusion on the
membrane. This was also observed in the setup for the diffusion barriers in
Section 3.5. For the GOR model concentration levels of the polarized state
change with the type of barrier two-sided or one-sided. For the WP model
the concentration of the excited phase at the polarization site is precisely con-
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trolled by the saturation constant K. The WP model is more likely than the
GOR model to form multiple polarization sites upon perturbations of an ini-
tially homogeneous state. The emergence of multiple polarization sites in the
initial phase, however, has been recently reported in Wu et al. (2016). The
diffusion coefficient for membrane-bound Cdc42 in yeast of Dm = 0.037µm
2/s
for in Freisinger et al. (2013) is different from the value Dm = 0.0025µm
2/s in
Goryachev and Pokhilko (2008) and Okada et al. (2013), which was used in the
original work for the GOR model. The GOR model was explicitly derived for
cell polarization in yeast and it was hypothesized that a Turing-type mecha-
nism explains the yeast polarization. However, the results shown here indicate
that the kinetics of a phase separation mechanism describe the polarization
during yeast mating better than the Turing-type mechanism.
The model extension into 2D or 3D can reveal important aspects of model
behaviour. While the classical 1D framework allows for an understanding of
the reaction kinetics and general dynamics, effects of cell shape and size can
only be reliable investigated in higher dimensions. In 1D, the spatial domains
representing the membrane and the cytosol are the same, while they differ in
2D and 3D. This also implies a different surface to volume ratio, which is 2/R
for a circular cell in 2D and 3/R for a spherical cell in 3D. Therefore, the sur-
face to volume scaling is essentially different than in 1D, where the ratio is 1.
The behaviour already changed from a 1D extension to a 2D extension as was
investigated in (Giese et al., 2014). The differences of the stability analysis in
2D and 3D were shown in this chapter. Recent studies on the analysis of shape
dependence in bulk-surface reaction-diffusion systems were carried out in 2D
and not in 3D (Halatek and Frey, 2012; Thalmeier et al., 2016). This owes
the fact that setups of 3D simulations as well as analytical investigations are
challenging. Here, 2D simulations provide a good trade-off between computa-
tional feasibility and the level of geometrical detail that can be represented.
Many aspects of the system behaviour in 2D and 3D are essentially the same.
However, conclusions on physiological parameters such as the measured diffu-
sion coefficients, molecule numbers or feedback strength have to be done with
care in reduced models with a 1D or 2D computational domain. Therefore, a
3D stability analysis and simulations of 3D cell geometries were performed in
this thesis.
The GOR and WP models provide general insights into properties of the
GTPase cycling. However, in future studies the interplay of these models
with other processes has to be taken into account. For instance in yeast,
the interplay of these models and the polarized cytoskeleton, which comprises
septins, actin and microtubules would be interesting (Bi and Park, 2012). A
promising conception for modeling the polarization of the cytoskeleton in yeast
was described in Hawkins et al. (2009). Also the details of vesicle trafficking
and endo- and exocytosis (Chou et al., 2012) need to be addressed. In Okada
et al. (2013), the GOR model was coupled with a model for septin formation as
well as endo- and exocytosis. However, important aspects of cell wall mechanics
have not been addressed and also the process of endo- and exocytosis remains
very elusive.
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In other motile cell types as fish keratocytes, fibroblasts or Dictyostelium
discoideum the effect of cell movement as well as the role of F-actin plays a
key role (Falcke, 2015; Razbin et al., 2015). In a computational study from
Holmes et al. (2012), the minimal WP model was coupled to the F-actin dy-
namics and the occurrance of actin-waves. In contrast, the results shown in
this chapter were based on static geometries. This assumption can be justified
for yeast, where the growth of the mating projection takes more than 1h, while
the polarization process takes place in the time scale of minutes. For motile
cells the influences of cell shape that were presented here, might be even more
pronounced. In Neilson et al. (2011), it has been shown for the slime mould
Dictyostelium discoideum that the leading edge of pseudopods split into two
distinct pseudopods. These two pseudopods merge again and the process is
continued. This pattern was explained mechanistically with the dilution of
signalling molecules on the membrane at the leading edge that occurs when
a pseudopod is extended. The results shown in this chapter give two addi-
tional explanations. First, an extending pseudopod causes a narrowing of the
enclosed volume, which locally limits the recruitment of molecules onto the
cell surface. Second, the extension of a pseudopod also causes a dilution of
signalling molecules in the cytosol. This gives an explanation on the level of
reaction-diffusion mechanisms, where shape changes are based on a simplified
driving force. In a full model for growing or motile cells, the interplay of cell
polarization, changing cell shapes and cell mechanics needs to be addressed.
The latter is investigated and discussed in the next chapter.
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4
Mechanical Modelling of the Yeast
Mating Morphogenesis
In the previous Chapter 3, the polarization behaviour of yeast, which initiates
morphology changes, was investigated. Subsequent morphological changes that
are induced by mechanical forces are focus of this chapter. Bacteria, fungal
cells and plant cells are enclosed by a wall that provides protection and defines
their cellular shape. In S. cerevisiae, the cell wall is the main structure that
maintains cellular shape and integrity. The cell wall is a strong and elastic
structure, which comprises 10% - 25% of the total cell mass and protects
the yeast cell from harsh and abrupt environmental influences. For instance, The Yeast
Cell Wall
Determines
the Cell
Shape
yeast living in a sugar rich environment of a grape can experience an osmotic
shock caused by rainfall (Levin, 2011). The cell wall is constantly remodelled
and altered with changing environmental conditions. Moreover, the yeast cell
wall has to be remodelled at various stages of the cell’s life cycle including
cell division, shmoo and zygote formation. This chapter is focused on the
remodelling of the yeast cell wall during mating.
The yeast cell wall comprises an inner and an outer cell wall layer. The in-
ner layer is mainly composed of the polysacharides β-1,3-glucan, β-1,6-glucan
and β-1,4-linked N-acetylglucosamine also referred to as chitin. The outer layer
is mainly composed of mannoproteins (Cabib and Arroyo, 2013). The cell wall
is 80nm to 120nm thick and, therefore, the ratio of cell wall thickness to cell
radius commonly varies around 1/30 to 1/25 (Smith et al., 2000). The cell wall
integrity pathway regulates cell wall composition and thickness. As explained
in the previous chapter the polarization during mating is initiated by signalling.
The polarization and direction of growth is determined by the pheromone sig-
nalling pathway and its interaction with the small GTPases Cdc42 and Rho1.
The small GTPase Rho1 is recruited by the Gβγ-complex upon pheromone
stimulation to the site of polarized growth (Bar et al., 2003). The local growth
and cell wall strengthening is mainly controlled by the transmembrane recep-
tors Mid2 and Mtl1, which activate the cell wall integrity pathway upon cell
wall stress.
Not much is known about the chemical basis of cell wall alterations (De
Nobel and Barnett, 1991; Cabib and Arroyo, 2013). Evidence for chitin enrich-
ment during the formation of a mating projection of the shmoo has been found
in (Schekman and Brawley, 1979) and it was suggested that chitin enrichment
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is regulated by Rho1 and Pkc1 (Valdivia and Schekman, 2003a). The cell wall
growth is mediated by exocytosis and it is noteworthy to mention that the cell
wall is a structure that is outside the plasma membrane. Many steps of the
cell wall synthesis are, therefore, prepared inside the cell or plasma membrane,
while the cell wall is outside of the cell. The break up of crosslinks, the inser-
tion of wall material and the formation of new crosslinks has to be organized
in the periplasm, where common energy sources such as ATP are not present.
The cell wall properties have been measured and tested with a number of
different methods. One method is to perform compression experiments as in
(Smith et al., 2000). Properties such as the surface modulus, Young’s mod-
ulus and the average breaking strain of S. crevisiae were determined. Other
methods rely on atomic force microscopy experiments (AFM), which are capa-
ble of revealing spatial resolution of mechanical cell wall properties. Further
advances have been made with AFM techniques that provide high spatial as
well as temporal resolution (Dufreˆne et al., 2013). The experimental AFM
data that build the basis of the subsequent theoretical investigations are given
in Goldenbogen et al. (2016). The AFM measurements provide insight into
turgor pressure, local elasticity and cell wall thickness. For indentation exper-
iments the classical models of Sneddon (Sneddon, 1965) and Hertz (Johnson
et al., 1971) are most commonly used. However, the analysis and interpre-
tation of AFM data is not trivial and there have been a number of recent
theoretical investigations to obtain parameters such as turgor pressure and
the local Young’s Modulus from AFM force-indentation curves (Vella et al.,
2012b,a; Digiuni et al., 2015).
Quantitative modelling is needed to provide deeper mechanistic insights
in processes that can now be observed in great detail experimentally. The
data obtained with advanced force spectroscopy and imaging techniques needs
to be integrated and connected with modelling approaches that can represent
cellular shape and structures. Many models based on continuum mechanics for
thin shells have been employed to describe shape changing processes of walled
cells such as bacteria (Chang and Huang, 2014), fungi (Drake and Vavylonis,
2013) and plants (Hamant et al., 2008).
However, the shape changes for S. cerevisiae has been mostly explained only
by signalling (Slaughter et al., 2009; Chou et al., 2012; Angermann et al., 2012),
while mechanical properties of the cell wall were neglected. There are a number
of models describing the cell wall of plant cells (Boudaoud, 2003; Campa`s and
Mahadevan, 2009; Dumais et al., 2006; Hamant et al., 2008; Fayant et al., 2010)
or the remodelling of the cell wall of the yeast S. pombe during elongation and
cell division (Minc et al., 2009; Chang and Huang, 2014; Drake and Vavylonis,
2013; Abenza et al., 2015). However, a detailed spatio-temporal mechanical
model for the cell wall of S. cerevisiae is not known to me. Although there are
some similarities between S. pombe and S. cerevisiae both cells have different
shapes and the underlying mechanisms are different in various aspects. This
gap needs to be filled by modelling the mechanical properties of the cell wall
during mating of the S. cerevisiae.
In this chapter, a mechanical model of the cell wall of the yeast S. cerevisiae
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is explained and constructed. This model has also been used in a combined ap-
proach of modelling and experimental AFM data in Goldenbogen et al. (2016).
However, here I want to present certain details and aspects that have not been
discussed in Goldenbogen et al. (2016). First, a model for pressurized cells
is used to capture general relations between turgor pressure, cell wall thick-
ness and in-plane stresses that occur in steady state. A linear constitutive
relationship for elastic materials with inhomogeneous material properties was
assumed. Second, this model is extended to a dynamic cell wall model with
plastic growth. A Lockhart-like model for stress dependent growth is assumed
and tested for different elasticity patterns, as obtained from atomic force mi-
croscopy (AFM) data.
Modelling Cell Wall Mechanics and Growth
The yeast morphogenesis during mating is shaped by an interplay of turgor
pressure, cell wall stresses, varying material properties of the cell wall as well as
cell wall synthesis (compare Figure 4.1). Walled cells are commonly modelled The Cell as
a Pressure
Vessel
as pressure vessels, where the turgor pressure is assumed to play a driving
force in morphogenesis. The turgor pressure generates forces that act on the
cell wall and causes cell wall stresses. These stresses cause plastic growth, i.e.
an irreversible cell wall expansion.
Almost one hundred years ago the mathematician and biologist D’Arcy
Wentworth Thompson was among the first to explain the growth and form of
organism as well as single cells using physical principles (Thompson, 1942). In
the case of cells he proposed that mainly turgor pressure and surface tension
govern the cell shape, which is also included in the later developed Helfrich
potential (Helfrich, 1973) for biological membranes. Additionally to the surface Helfrich
Potentialtension, also other energy contributions as the bending energy are included in
the Helfrich potential. The Helfrich Potential has been used to explain the
formation and shape of vesicles (Seifert, 1997) as well as the shape of motile
cells such as fish keratocytes (Elliott et al., 2012). However, many cells from
bacteria and fungal cells to plant cells are bounded by a cell wall that surrounds
the plasma membrane. Since cell walls are usually much thicker and stiffer
than membranes, it is assumed that the cell wall determines the cell shape.
For modelling the cell wall of plant cells or fungi it is commonly assumed that
the cell wall behaves as an elastic material in a certain regime and deforms in
a plastic manner as soon as a certain threshold of strain or stress is reached
(Lockhart, 1965; Boudaoud, 2003).
The mechanical energy is composed of the stretching, bending and pressure
energies (Boudaoud, 2003):
W =
1
2
∫
A
(
λ tr(E)2 + µ tr(E2)) dA
  
Stretching Energy
+
1
2
κ
∫
A
(H − c0)2 dA  
Bending energy
− PV
Pressure Energy
.
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material insertion
different material
properties, 
e.g. Young's modulus:
cell wall stress:
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0
Figure 4.1: Conceptual figure describing the cell wall mechanics. A:
The cell wall as a pressurized elastic shell. The formation of the shmoo shape
is an interplay of turgor pressure, heterogeneous distribution of the Young’s
modulus, cell wall thickness and plastic growth. B: Strain-stress profile (strain:
ϵ, stress: σ).The cell wall is assumed to deform elastically as long as the cell
wall stress σ is below a yield threshold σy. Above this yield threshold the cell
wall deforms irreversibly. The growth rate is indicated by a dashed line. Part
B of the figure was adapted and modified from Boudaoud (2003).
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This energy accounts for three different aspects: (i) E is the strain tensor and
λ and µ are the Lame´ coefficients. The relative change in area is accounted
for in the term tr(E) = ∆a
a
which is part of the elastic stretching energy of the
Helfrich Potential. This term is often also referred as surface tension (Elliott
et al., 2012). However, the classical Helfrich Potential does not account for
shear forces, since the ideal membrane behaves like a fluid, where molecules
can rearrange. In a rigid cell wall the shear forces, which are given by tr(E2),
are important and cannot be neglected. (ii) In the term for the bending energy,
H denotes the mean curvature of the cell wall and c0 its spontaneous curvature.
The coefficient κ is the bending modulus. (iii) P is the turgor pressure and V
the cell volume. The pressure energy is given by the product of pressure and
volume.
Depending on the cell type and assumed conditions either the stretch-
ing energy or bending energy govern the cell shape (Boudaoud, 2003). In a
computational study with S. pombe the influence of these energy terms were
investigated in depth (Atilgan et al., 2015), but the stretching energy has been
found to be the governing energy term. This assumption was also made in
a number of other cell wall models (Hamant et al., 2008; Fayant et al., 2010;
Dumais et al., 2006; Bernal et al., 2007; Drake and Vavylonis, 2013; Campa`s
and Mahadevan, 2009). In yeast, the ratio h/R < 0.04 is small compared to
the occurring strains ϵ > 0.2 in the basal part of the cell and the strains in
the mating projection are even higher due to the reduced Young’s modulus,
as will be discussed later in this chapter. In the remainder, the elastic stretch-
ing energy of the cell wall is assumed to govern the shape evolution while the
contribution of the bending energy is assumed to be negligible.
Cell Wall Stresses
The turgor pressure is constantly acting on the inner surface of the cell wall
and balances with the cell wall stresses in equilibrium. Since the thickness
of the wall is small compared to the cell diameter, the yeast cell wall can be
considered as a thin pressurized shell. Stresses are defined as forces per area,
where in the case of the cell wall the areas are cross sections through the
cell wall. Commonly it is assumed that the cell wall deforms only slightly in
normal direction, which means that the wall thickness remains constant upon
loading. Therefore, only in-plane stresses are considered to be important in
the remainder of this chapter. The in-plane stresses act tangential to the cell
wall as shown in Figure 4.2. They can be expressed in terms of the principal
stresses. In case of an axisymmetric geometry, these principal stresses are
given by the circumferential stress σθ and meridional stress σs. For a spherical
or cylindrical geometry, the stresses and strains can be computed by explicit
analytical expressions depending on the radius r of the sphere or cylinder. For
a sphere both principal stresses are equal and are computed from (Chang and
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Huang, 2014):
σs = σθ =
Pr
2d
, (4.1)
where r is the radius of the sphere. The circumferential and meridional stress
for a cylinder are different and given by
σs =
Pr
2d
, (4.2)
σθ =
Pr
d
. (4.3)
For general axisymmetric cell shapes, the principal stresses can be expressed
depending on the local curvature. The standard parameterization of a surface
of revolution is given by
x = ϕ(u) cos θ, (4.4)
y = ϕ(u) sin θ,
z = ψ(u),
where r and ψ are functions describing the distance from the z-axis and the
z-coordinate, respectively. The principal curvatures are given by
κs =
sgn(ϕ)(ϕ′′ψ′ − ϕ′ψ′′)
(ϕ2 + ψ2)3/2
, (4.5)
κθ =
ψ′
|ϕ|√ϕ2 + ψ2 .
The corresponding stresses can be expressed in terms of curvatures (Fluegge,
1973):
σs =
P
2dκθ
, (4.6)
σθ =
P
2dκθ
(
2− κs
κθ
)
. (4.7)
In summary, the stresses in equilibrium depend only on the geometry at steady
state. For a shmoo shape as shown in (Figure 4.3), the stresses in the base part
take the highest values, while the stresses in the shaft are comparably low. The
stress at the tip is very sensitive towards small geometrical variations (Dumais
et al., 2006). A flat tip with low curvature results in high stresses, while a
sharp or pointed tip with high local curvature results in low stresses.
A commonly used stress criterion for plastic growth is the von Mises crite-
rion. For principal plane stress the von Mises stress is given by Yu (2006):
σVM =
√
σ2s + σ
2
θ − σsσθ. (4.8)
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circumferential direction
meridional direction
A B
Figure 4.2: Principal stresses and curvatures A: Geometrical variables
that describe the axisymmetric cell shape. The meridional direction is denoted
by s and the circumferential direction by θ. The radius r describes the distance
to the z-axis. B: Principal stresses and strains for one surface patch. Here, ϵs
and σs denote the meridional strain and stress, respectively. ϵθ and σθ denote
the circumferential strain and stress, respectively.
4.0
Stress 
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2.0
0.0
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CBA
Figure 4.3: Distribution of meridional (A), circumferential (B) and
von Mises stress (C). The stresses were calculated exemplified for a typical
shmoo shape.
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A plot of the von Mises stress for a typical shmoo shape is shown in Figure 4.3.
Note that for a sphere of radius the von Mises stress is given by
σVM = σs = σθ =
Pr
d
, (4.9)
while for a cylinder
σVM =
√(
Pr
2d
)2
+
(
Pr
d
)2
− 2
(
Pr
2d
)2
=
3Pr
4d
. (4.10)
In general it holds min{σs, σθ} < σVM < max{σs, σθ}.
A Linear Elastic Constitutive Relationship
The cell wall is assumed to be an elastic material. To obtain an analyti-
cal description between turgor pressure, Young’s modulus and cell shape, a
simple linear constitutive relationship is assumed. This linear relationship is
determined by the Young’s modulus and the Poisson ratio (Fluegge, 1973):(
ϵs(s)
ϵθ(s)
)
=
1
E(s)
(
1 −ν
−ν 1
)(
σs(s)
σθ(s)
)
. (4.11)
Here, ϵs(s) and ϵθ(s) are the meridional and circumferential stresses. In this
description, the Young’s modulus E(s), the principal stresses σs(s) and σθ(s)
as well as the principal strains ϵs(s) and ϵθ(s), are functions of the arc length
s (see Figure 4.2). The arc length is measured starting from the base point of
the shmoo shape, opposite of the tip. In Bernal et al. (2007), a model for a
lily pollen tube was developed, where an elastic cell wall deforms and growth
only at the tip. The model serves as basis for the following derivations, but
was slightly adapted to the setup of a shmooing yeast cell. For simplification
it is assumed that there are two distinct regions: (i) an elastic region and (ii)
a region of growth which is described by a small circular region with radius
rtip at the shmoo tip. Intracellular vesicles were found to be directed to the
tip during the shmooing process (Baba et al., 1989) and, hence, we consid-
ered material insertion and cell wall synthesis to occur only at the tip of the
mating projection. Therefore, the assumption of pure elastic material at the
tip must fail and the tip was consequently excluded from strain and elasticity
calculations.
Inserting the expression for the meridional and circumferential stress (see
equation 4.7) in the constitutive relationship (equation 4.11) results in:
ϵs =
1
E(s)
(σs(s)− νσθ(s)) = 1
E(s)
(
P
2hκθ
− ν P
2hκθ
(
2− κs
κθ
))
, (4.12)
ϵθ =
1
E(s)
(σθ(s)− νσs(s)) = 1
E(s)
(
P
2hκθ
(
2− κs
κθ
)
− ν P
2hκθ
)
. (4.13)
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The principal strains can be calculated from
ϵs =
ds(s)− dS(s)
dS(s)
, (4.14)
ϵθ =
r(s)−R(s)
R(s)
. (4.15)
S is the meridional arc length of the relaxed shape measured from the base
end and, accordingly, dS denotes a small relaxed and ds the actual extend of
a small surface patch of the cell wall in meridional direction. Similarly, R(s)
denotes the relaxed radius and r(s) the actual extended radius. With these
notations we get:
ϵθ =
r(s)−R(s)
R(s)
=
1
E(s)
(σθ(s)− νσs(s))
=
1
E(s)
(
P
2hκθ
(
2− κs
κθ
)
− ν P
2hκθ
)
. (4.16)
Furthermore, we assumed, that the velocity at the front for the material in-
sertion is fixed in space. To determine the positions of inserted material, the
following equation has to be solved (Bernal et al., 2007):
ds(s) =
((
r(s)
R(s)
− 1
)
(1− 2ν)κθ(s) + κs(s)
(2− ν)κθ(s)− κs(s) + 1
)
dS(s). (4.17)
With this relationship the points of the relaxed shape and the extended natural
shape of the cell under pressure can be identified (see Figure 4.4 C). According
to equation (4.16), the Young’s modulus can be calculated from
E(s) =
R(s)
r(s)−R(s)
(
P
2hκθ
(
2− κs
κθ
)
− ν P
2hκθ
)
. (4.18)
From the known deformation status of the relaxed and extended cell shape, the
spatial distribution of the Young’s modulus was derived, which is required for
maintaining the shmoo shape at steady state (see Figure 4.4). The character-
istic of the spatial distribution of E is determined by the interplay of stresses
and strains. As expected, the Young’s modulus is uniformly distributed in
the base part, but despite lower stresses in the protrusion region, the Young’s
modulus is reduced at the shaft. However, the Young’s modulus is slightly
larger at the neck. As stated above, the model does not allow for the cal-
culation of the Young’s modulus at the tip, where material is inserted. The
assumption of elastic deformation, constant turgor pressure, a confined region
of growth at the tip and the given shmoo-like shape, the Young’s modulus has
to be heterogeneous, with lower values in the mating projection.
In Goldenbogen et al. (2016), the general elasticity pattern predicted by
the steady state elasticity model was confirmed. A lower cell wall elasticity
in the region of the mating projection was found for pheromone stimulated
yeast cells. Moreover, a region of stiffer material was found at the tip in
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Figure 4.4: Distribution of the Young’s modulus A: Distribution of the
Young’s Modulus for the given cell shape, dark green shows low values & white
high values B: The outline of the cell shape, which was also used in Figure 4.3
for the calculation of cell wall stresses. The extended radius at the base was
assumed to be rbase = 2.5 µm, while the radius at the shaft of the mating
projection was assumed to be rshaft = 1.0 µm. C: Blue and red dots describe
the shape of the relaxed shape and actual shape, respectively. The relaxed
shape is assumed to contain a spherical part with radius Rbase = 2.0 µm and
a growth zone of radius Rtip = 0.5 µm.
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Variable Value Description Model(s)
P 0.2 MPa turgor pressure dynamic model &
steady state model
ν 0.5 Poisson ratio dynamic model &
steady state model
d 100 nm cell wall thickness dynamic model &
steady state model
Ebase 2.6 MPa Young’s modulus in the
base region
dynamic model
Eshaft 0.47 MPa Young’s modulus at the
shaft of the mating pojec-
tion
dynamic model
Etip 2.6 MPa Young’s modulus at the tip dynamic model
Rbase 2.0 µm relaxed radius for the base dynamic model &
steady state model
rbase 2.5 µm initial expanded radius dynamic model &
steady state model
Rtip 2.0 µm radius of increased Young’s
modulus at the tip
dynamic model
Rshaft 1.0 µm radius of reduced Young’s
modulus at the shaft
dynamic model
Rgrowth 1.0 µm radius of growth at the tip dynamic model &
steady state model
σY 0.4 yield stress dynamic model
γ 0.004 MPa−1s−1 growth rate dynamic model
Table 4.1: Overview of parameters used for the steady state and
dynamic cell wall model.
the presumed growth zone. While the steady state model provided insights
on general relationships of important quantities in walled cells, it does not
account for plastic growth. Also the relaxed as well as extended cell shape are
an input of the model while the elasticity, stress and strain distribution are an
output. In the following, a dynamic cell wall model is constructed, where vice
versa the elasticity distribution obtained from the AFM measurements is an
input and the shape is the output.
Dynamic Cell Wall Model
In this section, a dynamic cell wall model is constructed as in Goldenbogen
et al. (2016). In addition, a general elasticity framework on the basis of a
continuous formulation of the elasticity equations is introduced.
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Continuous Elasticity
We assume that the cell wall can be represented as a shell with thickness d.
This shell is described as an evolving surface Γ(t) ⊂ R3. The evolution of
the cell wall shall be described by a deformation function Φ(t,x) : R3 → R3.
In the classical elasticity the displacement u(t,x) := Φ(t,x) − x is used to
describe deformational changes. The right Cauchy-Green deformation tensor
C is defined as:
C = ∇ΦT∇Φ. (4.19)
This leads to the Green-Lagrange strain tensor, which depends on C and is
defined as:
E = 1
2
(C − I) = 1
2
{(∇u+ I)T (∇u+ I)− I} = 1
2
(∇uT +∇u+∇uT∇u).
(4.20)
The elastic cell wall energy as in equation (4.1) comprises the dilatation or
surface energy and shear energy:
W =
∫
M
λ · tr(E)2dA
  
dilatation/surface energy
+
∫
M
µ · tr(E2)dA
  
shear energy
(4.21)
The second Piola-Kirchhoff stress tensor S is calculated from:
S := λ · tr(E)I + µ · E , (4.22)
where λ and µ are the Lame´ coefficients. The first Piola-Kirchhoff stress
tensor T can be deduced from the second Piola-Kirchhoff stress tensor by:
T := ∇Φ · S. (4.23)
This leads to the law of motion that was used to describe dynamic cell shape
changes:
div(T ) + ρR = ρd
2Φ
dt2
, (4.24)
where ρ is the mass density andR describes forces on the body, such as gravity.
Here, R ≡ 0 is assumed.
Discrete Elasticity
There are different ways to solve the equation of motion in order to obtain
the cell shape evolution. A finite element method has been used in (Fayant
et al., 2010). The growth was modelled in iterative loading cycles and the
computational domain was remeshed after each cycle. There are also a number
of heuristic methods with spring networks, which allow for comparably easy
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Figure 4.5: Deformation of a single triangle. The vertices of the relaxed
triangle TP are denoted by P1,P2 and P3, while the vertices of deformed triangle
TQ are denoted by Q1,Q2 and Q3. L1, L2 and L3 describe the relaxed lengths
of edges of TP and, correspondingly, l1, l2 and l3 the extended lengths of TQ.
implementation and refinement (Chen and Boyle, 2014), but are numerically
unstable. The method from Delingette (2008), which is based on a biquadratic
spring model for triangular elements, was used in this thesis. This method
employs a triangular surface mesh as basis. The Green-Lagrange strain tensor
was solved exactly for each triangle in the mesh and used to calculate the
contribution of each triangle to the elastic cell wall energy. The elastic forces,
which result from changes of elastic cell wall energy, were used to formulate the
equation of motion. I extended the framework for plastic growth by deforming
the reference triangle appropriately, if a given yield criterion was reached.
Here, the von Mises stress was calculated from the linear stress tensor for
each triangle. Furthermore, the framework (Delingette, 2008) was extended
for mesh refinement. If the area of a triangle exceeded a given threshold, the
triangle was refined and split into for similar triangles. Therefore, continuous
growth was implemented without remeshing of the computational domain.
A Single Triangle
First, we start to calculate the Green-Lagrange strain tensor and the defor-
mation energy for a single triangle as in Delingette (2008). Let us assume a
triangle T in the two dimensional space R2, where the points of the original
triangle are denoted by P1, P2, P3 and the points of the transformed triangle
are denoted by Q1, Q2, Q3 (compare Figure 4.5). TP the rest triangle, and the
deformed triangle Φ(TP ) is denoted by TQ and their areas with AP and AQ,
respectively. The density of the membrane energy for a single triangle is given
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Figure 4.6: The cell wall is represented by a triangular surface mesh.
A: A triangular surface mesh representing a growing cell. Triangular elements
are refined if this element reaches a given size limit. The red box shows a
section of the mesh with hanging nodes. B: Each triangular element T can
deform elastically, which results in an apparent state T ′. In case the von Mises
stress σVM of a given triangle reaches the yield stress σY , the relaxed state of
the triangle deforms irreversibly.
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by
W (TP ) =
λ
2
tr(E)2 + µ
2
tr(E2). (4.25)
From Delingette (2008), we get the following relations 1:
tr(C) = 1
2AP
(l21 cotα1 + l
2
2 cotα2 + l
2
3 cotα3), (4.26)
tr(E) = 1
4AP
((l21 − L21) cotα1 + (l22 − L22) cotα2 + (l23 − L23) cotα3), (4.27)
det(C) = A
2
Q
A2P
. (4.28)
Using these relations, the term tr(E2), which accounts for the shear forces (see
equation 4.21), can be calculated from
tr(E2) = tr(E)2 − 2 det(E) = 1 + tr(E) + tr(E)
2 − det C
2
. (4.29)
Furthermore, note that for in-plane elasticity the Lame´ coefficients are given
by
λ =
Eν
1− ν2 , µ =
E(1− ν)
1− ν2 , (4.30)
where E is the Young’s modulus and ν the Poisson ratio. With these rela-
tionships we can compute the density of the deformation energy for a single
triangle:
W (TP ) =
λ
2
tr(E)2 + µ
2
tr(E2)
=
3∑
i=1
kTi
4
(l2i − L2i )2 +
3∑
i ̸=j
cTk
2
(l2i − L2i )(l2j − L2j), (4.31)
where
kTi = E · d ·
2 cot2 αi + 1− ν
16(1− ν2)AP , (4.32)
cTk = E · d ·
2 cotαi cotαj − 1 + ν
16(1− ν2)AP . (4.33)
The forces at each node of the triangle can then be computed from
Felastici (TP ) =−
(
∂W (TP )
∂Qi
)T
=
∑
j ̸=i
kTk (l
2
k − L2k)2(Qj −Qi) (4.34)
+
∑
i ̸=j
(cTj (l
2
i − L2i )2 + cTi (l2j − L2j)2)(Qj −Qi), (4.35)
1Note that this a correction of the fromula presented in the original work from Delingette
(2008) (see Appendix C).
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where Qi with i = 1, 2, 3, are the coordinates of the corners of the deformed
triangle. The first sum corresponds to the tensile stiffness, the second sum to
the angular stiffness. The total force at each node of the triangular mesh is
computed from the sum of the forces that result from the turgor pressure and
the counteracting elastic forces:
FTP ,i = F
turgor
TP ,i
+ FelasticTP ,i . (4.36)
The forces that result from the turgor pressure P are given by:
FturgorTP ,i =
1
3
AQPnT , (4.37)
where nT is the outward pointing unit normal with regard to the extended
triangle TQ. Therefore, the total force AQPnT is equally distributed among
each of the three corners. The equation of motion was computed for each
vertex of the triangular surface mesh as follows. Let xn be a vertex of this
triangular surface mesh. With mn we denote the number of triangles that
share this vertex. These triangles are numbered as T 1Q, T
2
Q, . . . T
mn
Q and the
forces that act on this vertex as F1, F2, . . . Fmn , which are computed as stated
in equation (4.36). Then the law of motion is given by
d2
dt2
xn =
mn∑
i=1
1
Mn
Fi. (4.38)
The mass Mn is computed from the area of the relaxed triangles A
1
P , A
2
P , . . .
AmnP which share the vertex xn:
Mn =
1
3
mn∑
i=1
ρAiPd, (4.39)
where ρ is the cell wall density and ρAid the mass of the triangular cell wall
patch AiP . The resulting ODE equation system was integrated numerically
using an explicit solver.
Computation of the Yield Stress
The von Mises yield criterion was computed for each triangle by:
σVM =
√
σ21 + σ
2
2 − σ1σ2, (4.40)
where σ1 and σ2 are the principal stresses. They were computed from the
linear stress tensor, which is given by:
S = λ · tr(E)I + µ · E . (4.41)
The trace of S and the determinant of S are given by
tr(S) = 2λtr(E)I + µtr(E), (4.42)
det(S) = (λ2 + λµ)tr(E)2 + µ
2
4
(det(C)− tr(C) + 1). (4.43)
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Shape Young's modulus Stress Strain Growth
E in MPa σVM in MPa ω in s-1
0.0 3.0 0.0 3.0 0.0 2.0 0.0 0.004
Growth &
Inhomogeneous
Elasticity Pattern
Pure Growth &
Homogeneous
Elasticity Pattern 
No Growth &
Inhomogeneous
Elasticity Pattern 
εvol
Figure 4.7: Simulations of the dynamic model cell wall model with
different elasticity patterns.
Using these relations, the von Mises stress criterion can be computed from
σVM =
√
tr(S)2 − 3 det(S). (4.44)
See Appendix C for derivation of these relationships.
Plastic Deformations
The plastic deformations were implemented by remodelling the relaxed states
of the triangular mesh as shown in Figure 4.6. A Lockhart-like stress-dependent
growth was assumed (Lockhart, 1965). If a given yield threshold is reached,
the irreversible wall expansion is a linear function of the stress. Therefore, the
rate of expansion was calculated for every triangle TP from
ω(TP ) =
{
Φ(x) (σVM(TP )− σY ) , if σVM(TP ) > σY ,
0, else,
(4.45)
where σVM is the von Mises stress for the triangle TP , σY the yield limit
and Φ(x) a given extensibility. The extensibility describes the distribution of
growth factors, which are distributed around the tip. For the extensibility a
generalized normal distribution is assumed as in (Drake and Vavylonis, 2013):
Φ(x) = γ exp(−∥x− xtip∥
q
qRqGrowth
). (4.46)
In the remainder q = 2 was assumed. Let Li be the resting length at the
intersection of the two triangles TP and T
′
P . The expansion rate of the resting
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length Li is then given by
1
Li
dLi
dt
=
1
2
(ω(TP ) + ω(T
′
P )). (4.47)
A simulation with the parameters given in Table 4.1 is shown in Figure 4.7.
In this setup the influence of the elasticity pattern on the cell growth was
illustrated, which is shown in Figure 4.7. In this Figure, the shape, the von
Mises stress, the volumetric strain and the expansion rate were plotted. Note
that the volumetric strain was computed from
εvol = tr(E). (4.48)
In Figure 4.7 A, the elasticity distribution was assumed to be Ebase in the base
region, Eshaft in the region of the mating projection and Etip at the tip. The
simulation result showed the typical shmoo shape with a soft transition from
the base part to the shmoo tip. In contrast, for homogeneous elasticity the
shmoo was much smaller (Figure 4.7 B). Furthermore, the stress at the neck
of the growing cell was higher than for the scenario with cell wall softening.
A simulation with heterogeneous elasticity but without growth resulted in an
egg-like shape but did not yield the classical shmoo shape (Figure 4.7 C).
Note that the von Mises stress distribution of σVM in Figure 4.7 A resembles
the stress pattern derived analytically in Figure 4.3. The time course of cell
growth with elasticity pattern and plastic growth is shown in Figure 4.8.
Discussion and Outlook
A description of cell wall mechanics is essential to understand processes as
yeast mating, budding and zygote formation. In this chapter, the morphogen-
esis during the yeast mating process was modelled using an approach based
on continuum mechanics. First, a model for pressurized cells was used to cap-
ture general relations between turgor pressure, cell wall thickness and in-plane
stresses that occur under the steady state assumption. A linear constitutive
relationship for elastic materials with inhomogeneous material properties was
assumed. Solving this equation for the classical shmoo shape yielded an inho-
mogeneous distribution of the Young’s modulus with lower values in the region
of the shaft. Second, this model was extended to a dynamic cell wall model
with plastic growth. Here, stress dependent growth as suggested by Lockhart
was assumed. It could be shown that a distinct elasticity pattern is able to
control cell shape and growth patterns.
This study was based on an elastic cell wall with heterogeneous elasticity
and plastic cell wall growth. Note that this is a minimal model provided the
given data, but there are a number of other aspects that might be addressed
in future research and are discussed in the remainder. In the model equations
the quotient of Young’s modulus and cell wall thickness is an invariant E/d.
Therefore, a change in the Young’s modulus can be compensated by a thicker
cell wall. However, the cell wall thickness was reported to be in the regime of
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Shape Young's modulus Stress Strain Growth
t=0
t=500s
t=1000s
t=1500s
t=2000s
t=2500s
E in MPa σVM in MPa ω in s-1
0.0 3.0 0.0 3.0 0.0 2.0 0.0 0.004
εvol
Figure 4.8: Time course for a simulation of the dynamic cell wall
model with plastic growth and inhomogeneous elasticity distribu-
tion. Parameter values were obtained from Goldenbogen et al. (2016).
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80−120 nm, and therefore the cell wall thickness, which was assumed 100 nm
here, can only compensate 20% change in E/d. Furthermore, studies using
electron microscopy, such as in Baba et al. (1989), did not report significant
reductions of cell wall thickness during the mating process. Therefore, the cell
wall was assumed to be of constant thickness.
Anisotropy could as well explain different cell shapes (Geitmann and Or-
tega, 2009), but I am not aware of finding for material anisotropy in yeast.
However, the elasticity pattern with measured values for the Young’s modu-
lus and the classical growth model are sufficient to explain the occurring cell
shapes. Findings of an anisotropic cell wall have not been reported yet and
therefore, the cell wall model provides a minimal model given the measured
values and the growth assumption. Also studies for other yeasts as S. pombe
have reported not anisotropy (Atilgan et al., 2015; Drake and Vavylonis, 2013).
The bending has been neglected as for other studies of walled cells (Dumais
et al., 2006; Drake and Vavylonis, 2013; Hamant et al., 2008). Some studies
have taken bending into account and found in a computational study that
bending energy is negligible for large deformations, where the stretching en-
ergy is dominant (Atilgan et al., 2015). It might be interesting to investigate
the effect of bending at the tip, where the elasticity and curvature are high.
This will be addressed in future studies and can be included in the framework
shown here as in Atilgan and Sun (2007) andAtilgan et al. (2015).
For the yeast mating morphogenesis there are no models based on cell wall
mechanics to the best of my knowledge. However, there have been a number of
models based on signalling. For example in Slaughter et al. (2009) and Chou
et al. (2012), the yeast morphology during budding and mating was solely
explained by the distribution of signalling molecules such as Cdc42. In Anger-
mann et al. (2012), the process of mating morphogenesis and fusion of cells
modelled by a detailed model of the pheromone MAPK cascade. However,
the shape has been approximated with rectangular voxels and the curved cell
surface as well as cell wall mechanics have been neglected. In Okada et al.
(2013), the interactions of septins and endo- and exocytoses was modelled to
explain the emergence of a bud in combination with the GOR model, but still
the cell wall mechanics was neglected. All these processes interlock with each
other and each process alone can explain parts of the process. The simula-
tions in this chapter were based on a simple normal distribution of signalling
molecules as the most natural assumption on the distribution of Cdc42 and
material insertion.
A computational method for the combination of mechanics and signalling
based on a surface finite element method (SFEM) was, for instance, developed
in (Elliott et al., 2012) and applied to motile non-walled cells. This computa-
tional approach could in principle also be used here in order to combine cell
wall mechanics and signalling. However, in motile cells such as fish keratocytes
the surface area remains nearly constant and shape changes occur due to forces
acting on the cell surface. These forces actually arise from the F-actin network
that drives the leading edge (Falcke and Zimmermann, 2014). In yeast, the
shape changes occur on a much longer time scale and the surface of yeast cells
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actually grows in total during mating. The driving forces of morphogenesis
in yeast are cell wall elasticity changes, local material insertion and plastic
growth. In future approaches, signalling, the cytoskeleton and cell wall me-
chanics have to be combined to model the yeast morphogenesis in different
situations.
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Summary & Outlook
In this thesis, I have investigated general biological phenomena occurring in
eukaryotic cells, exemplified by the mating process of yeast. The key aspects
of this process that I examined were (i) intercellular communication of cells
via pheromones, (ii) the initial symmetry break and implementation of cell
polarity, and (iii) subsequent morphogenetic changes which lead to shmoo
formation. Taking an interdisciplinary approach, concepts from physics and
mathematics were used to develop quantitative models and frameworks on the
basis of fluorescence and atomic force microscopy (AFM) data.
In Chapter 2, the communication motifs of mating yeast cells, which com-
municate via pheromones α-factor and a-factor, were investigated in mixed
populations of MATa and MATα cells. I constructed cellular automata mod-
els on the basis of reaction-diffusion (RD) equations. These models have shown
that there is a trade-off between vegetative growth and mating, which is regu-
lated by the protease Bar1, which sharpens pheromone gradients making them
less ambiguous, but at the same time also decreases pheromone concentration
levels. Since the capability of yeast cells to produce high pheromone concentra-
tions is limited, the Bar1 response has to be balanced adequately for successful
mating. Furthermore, I have shown that an induced Bar1 response is necessary
to balance pheromone concentrations over a wide range of cell densities. This
model was extended to cover the secretion of a-factor and the response to the
complementary pheromone by increased pheromone production. Different lev-
els of mutual pheromone induction resulted in a switch-like behaviour of cells,
dependent on the local cell density of their subpopulation, as well as higher
mating rates.
In Chapter 3, different patterns of polarization behaviour of mating yeast
were investigated. The functional polarization module describing the shut-
tling of the small Rho GTPase Cdc42 regulates cell polarity during the mating
as well as the budding process. Polarization patterns were investigated upon
changes of cell geometry and diffusion barriers on the membrane and in the cy-
tosol, by testing two different polarization mechanisms: 1) a Turing-type mech-
anism proposed in Goryachev and Pokhilko (2008), and 2) a phase-separation
mechanism proposed in Mori et al. (2008). The model representative of mech-
anism 1) was referred to as GOR model, while the model representative of
mechanism 2) was referred to as wave-pinning (WP) model. A simple one-
dimensional implementation was employed to show general differences in con-
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centration profiles and polarization behaviour. This implementation was then
extended into higher dimensions to investigate the influence of cell shape and
spatial diffusion inhomogeneities. The WP model was found to be more in-
fluenced by cell shape than the GOR model. The same was found for the
introduction of barriers in the cytosol. The influence of cell geometry was
compensated for diffusion barriers on the membrane for both models. These
diffusion barriers are implemented by cytoskeletal structures such as septins.
Simulations using a random stimulus showed that the full three-dimensional
model was able to explain the occurrence of distinct shmoos, which were ob-
served for cells exposed to ambiguous pheromone gradients.
In Chapter 4, the cell wall morphogenesis of yeast during shmooing was
investigated using a model based on continuum mechanics. A steady state
model for pressurized shells was used to describe the relations between Young’s
modulus, cell shape, cell wall thickness and turgor pressure. Given elastic
deformation of isotropic cell wall material, constant turgor pressure and a
confined growth zone at the tip, the model suggests a softening of the cell wall
in the apical region. This is supported by atomic force microscopy (AFM) data
that suggests inhomogeneous cell wall elasticity with a a softening in the apical
region, except for a spot of higher elasticity at the shmoo tip. To model growth
at the tip, a dynamic cell wall model was employed to simulate reversible
elastic and irreversible plastic cell wall deformation. A Lockhart-like model
for stress-dependent growth was assumed for cell wall growth and tested for
different elasticity patterns, as obtained from atomic force microscopy (AFM)
data.
Communication Principles of Fungi and Beyond
Complex communication motifs emerge during the mating of S. cerevisiae.
Research on this issue has mainly focused on the pheromone response of
MATa cells to the unmodified peptide α-factor (Barkai et al., 1998; Andrews
et al., 2010; Rappaport and Barkai, 2012; Jin et al., 2011; Youk and Lim,
2014), whereas the gradient formation of a-factor and the influence of mutual
pheromone induction on mating has not yet been investigated. One reason
for this gap in the research lies in difficulties of performing experiments with
a-factor, which is a modified peptide with hydrophobic properties. However,
modification of proteins and peptides, such as through the attachment of farne-
syl groups, can turn out to be of great relevance in many eukaryotic cells (Gelb
et al., 2006). Here, the a-factor is a prime example of such modified signalling
molecules (Anderegg et al., 1988; Gelb et al., 2006). Therefore, it is importantModified
Peptides to go further and investigate its role in intercellular communication in yeast,
with a focus on its diffusion properties in different media and interactions with
various surfaces. As shown in Chapter 2, pheromone gradients in cultures of
haploid yeast cells can be reconstructed using computational methods.
Another important aspect of pheromone signalling is temporal control of
communication. For instance,MATa cells arrest for several hours when treated
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Figure 5.1: Different possibilities of the sexual life cycle of yeast. A:
Mating of spores occurs in the ascus. B: Spores from two different asci mate.
C: Spores cross out by mitosis or the ascus wall is dissolved. Free haploid cells
mate with one another. Partially adopted from Murphy and Zeyl (2010).
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with pheromone, while MATα cells arrest more transiently (Huberman and
Murray, 2013). This might be a further mechanism to compensate against
asymmetric communication. Here, a question also arises regarding how pheromone
secretion is coordinated temporally. Estimates in the literature concerning the
number of secreted α-factor molecules vary by about more than one order of
magnitude, from 550 molecules/s basal secretion (Rogers et al., 2012) to 6,000
molecules/s (Youk and Lim, 2014; Huberman and Murray, 2013). Even with
6,000 molecules/s, for a cell having a diameter of d = 5 µm, this results in
≈ 1 nM − 4 nM concentration at the surface of a MATα cell, depending on
the diffusion coefficient and media. The concentration needed for cell cycle
arrest is larger than 5 nM and, therefore, must rely on a collective mecha-
nism. (Murphy and Zeyl, 2010; Billiard et al., 2012) have shown that, for wildTemporal
Control yeast, there is a surprisingly high outcrossing rate from ascii. This might be
explained by the fact that two single MATα spores are not able to activate
two other MATa in an ascus, if the wall is already partially digested or very
porous. This would cause the spores to first divide and spread and, then, only
mate when cell density becomes high enough. It might also be possible that
two of the four spores mate, while the other slower ones have first to divide
and grow in order to mate. Different alternatives for the life cycle are shown in
Figure 5.1. Also, because of mutual induction and the fact that cells orient to-
wards the partner with highest pheromone production (Jackson and Hartwell,
1990b), this causes selection of cells appearing to have the best metabolism
and that can optimally cope with the new environment. Pheromone secretion
rates are, therefore, likely to be dependent on media. My computational model
suggests that mutual induction leads to selection with respect to a metabolism
that enables high pheromone production rates. Ways to optimize the temporal
control of secretion are interesting extensions of the model. For instance, it
might be tested whether a wave-like mutual increase of pheromone secretion
improves mating coordination in the culture.
Comparison with other yeast species might also be useful, since Candida
species have been reported to secrete Bar1 protease as well. Moreover, it
has been shown that inter-species interactions mediated by Bar1 are possible
(Jones et al., 2015), since Bar1 it is also able to degrade pheromones in other
Candida species as well as S. cerevisiae. This is a surprising finding, since Can-
dida species and S. cerevisiae are only very remotely related. Other studiesOthers
Yeast
Species
and Bar1
of Candida albicans have led to the hypothesis that asymmetric communica-
tion is needed to communicate across different distances, where an insoluble
lipopeptide might be employed for short-range signalling and an unmodified
peptide for long-range communication (Whiteway, 2011). Comparing the sim-
ilarities in the communication principles of different yeasts might be a fruitful
path for future research. The approach laid out in Chapter 2 might equally as
well be employed for other communication systems, not only in fungi but also
in bacteria.
Experiments with mixed populations of mating yeast and consequent com-
putational analysis has the potential to reveal further insight into cell com-
munication principles. In Youk and Lim (2014), MATa cells were modified
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to be able to secrete and sense α-factor, thus allowing communication to be
investigated in populations with only one cell type. It was found that differ-
ent motifs of mutual interaction exhibited interesting communication patterns
that adapt to different cell densities and promote a switch-like behaviour of
mutual activation. In Gonc¸alves-Sa´ and Murray (2011), the communication
of haploid S. cerevisiae has been modified such that mating yeast was able
to communicate with two lipopeptides as well as two peptides. The recep-
tors and peptides were introduced from other yeasts, such as Schizophyllum
commune, Schizosaccharomyces pombe and Sordaria macrospora. Therefore, it
seems that yeast mating mixes might be used to experimentally explore sys-
tems with more than two different cell types. Since these processes are very
complex and non-intuitive, they need to be accompanied by computational
modelling such as that presented in Chapter 2.
Cellular organisation is important for many organisms, and communication
via pheromones is used widespread across the spectrum of living beings, from
fungi to mammalian cells. As has been pointed out in Gelb et al. (2006),
protein prenylation and associated modifications of peptides and protein bear
great potential for incorporation into therapeutic interventions. The a-factor
is a prominent example of a modified peptide that is employed for cellular
communication in the yeast S. cerevisiae. So it would seem that organisation
in tissues and also developmental processes could be studied in more detail
if molecular communication motifs were to be translated into higher scales.
The signalling of morphogens, which are transported by diffusion, is usually
assumed to act on length scales of less than 100 cells (Crick, 1970; Wartlick
et al., 2009). The model approach used in Chapter 2 might, therefore, be used
to bridge the cap from single cells to gradient formation in tissues, which are
usually modelled with a continuum reaction-diffusion model, where the entity
of a single cell is neglected.
Control of Growth and Shape
The interplay between cell wall growth and signalling is essential and needs to
be precisely controlled. In Chapter 3, I have demonstrated how two common
non-linear reaction-diffusion systems adapt their behaviour to a cell’s shape,
even if the binding of signalling to the membrane is assumed to be not directly
curvature-dependent and transport processes depend only on diffusion, This
insight has also been found in a number of recent studies other model organisms
(Halatek and Frey, 2012; Orlandini et al., 2013; Thalmeier et al., 2016). The
results in Chapter 3 indicate that the GOR and the WP mechanisms are
less likely to initially polarize in cell protrusions than in the basal part of
the cell. This can be interpreted as a generic feature of the cell polarization
mechanisms that counteracts spurious deformations and prevents uncontrolled
growth. However, my analysis was only performed for the initial phase of
polarization. Once a polarization site is established, however, the polarization
cap is stabilized by the cytoskeleton (Kelley et al., 2015). Here, then, the
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Figure 5.2: Different levels of order in a multicellular organisms. A:
Cells are randomly oriented. Dashed segments indicate the current state of
polarity. The organelle (black oval) indicates some intracellular orientation
or default orientation. B: Cells are oriented towards cells of opposite mating
type, as occurs during the mating of yeast. C: An extracellular gradient aligns
cells towards a source.
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question is how is growth stopped?
In setups, where pheromone stimulated cells formed multiple shmoos or
grow chemotropically, growth has to be controlled. In Hilioti et al. (2008),
oscillatory shmoo formation was explained via oscillation of phosphorylated
Fus3, which is regulated by Sst2 and Msg5. It was also found that phospho-
rylated Fus3 forms gradients (Maeder et al., 2007) and that the formation of
gradients in the MAPK cascades has the potential to regulate cell size (Mun˜oz-
Garc´ıa et al., 2009). Here, MAPK cascades cause intracellular gradients with Shape
Control
by MAPK
Signalling
precisely defined concentration plateaus that abruptly decay. Therefore, spa-
tial MAPK cascading has the potential to transmit information about cell size
relative to the nucleus. Milicic (2014) has investigated the influence of shmoo
morphologies on MAPK signalling as well as the positioning of organelles.
The organisation of organelles might also be studied in this context. In
the Chapter 3, I have indicated that the positioning of organelles has the po-
tential to change intracellular gradients and bias polarization decisions. In
processes such as cell fusion, including zygote formation in yeast, the position
of the nuclei has to be coordinated. The same holds for cell division, where or-
ganelles and protein aggregates have to be distributed and guided by signalling
(Spokoini et al., 2012). Meanwhile, the interaction of MAPK signalling gra-
dients with the Golgi has been found to be important (Hwang et al., 2014).
Therefore, the spatial organization of compartments by reaction-diffusion pat-
terns needs further investigation. Here, modelling approaches such as that
presented in Chapter 3 might be extended and used for further studies.
Cell Wall Mechanics and Tissues
The relationship between signalling and cell wall mechanics is still not well
understood. Polarization mechanisms, as discussed in Chapter 3, break sym-
metry after pheromone stimulation and initiate cell shape changes. According
to Goldenbogen et al. (2016), measurements of cell wall elasticity indicate that
material properties change at a very early stage, before directed growth is initi-
ated. The question is, how does signalling control these changes on a chemical
basis? Furthermore, subsequent exo- and endocytosis has to be coordinated,
which is assumed to be mediated by the cell wall integrity pathway, where
the transmembrane receptors Mid2 and Mtl1 play a key role. It has been as-
sumed that cell wall growth is stress-dependent for plant cells. However, how
do receptors measure cell wall stresses and how vesicles are directed to the
appropriate place is not yet understood during yeast mating.
Moreover, there are a number of additional and related questions regarding
the yeast life cycle that remain unanswered (Tartakoff, 2015). For instance,
it still remains an open question how fusion and cell wall dissolution are or-
chestrated (Huberman and Murray, 2014). The cell wall is built of two layers
having different chemical structures. When the outer wall is dissolved, a prezy-
gote is formed. Then the outer wall is re-inforced and the plasma membrane
dissolved. These events require a precise chemical regulation, as does turgor
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pressure as well. Insertion of a new cell wall is also precisely controlled by the
cell wall integrity pathway. There are a number of further riddles regarding
ascospores and how the outbreak from the ascus happens on a mechanical
level (compare Figure 5.1). An interesting study has addressed the regulation
of spore walls and their mechanics for S. pombe (Bonazzi et al., 2014). To my
knowledge, such a model does not yet exist for S. cerevisiae.
The methods presented in this thesis, can be extended to plant cells and
mechanical interactions in multicellular systems, as plant cells also have walls
and their study relies on very similar computational methods, even though
the chemical details will be quite different (Geitmann and Ortega, 2009). The
interaction of walled cells in plant tissues also needs to be precisely coordinated.
The question here is how multicellular organisms organize themselves. One
proposed explanation is that orientations are specified through stresses in the
tissue and mechanical cues, as in plant morphogenesis during development
of flowers (Boudon et al., 2015) or the shoot apex in Arabidopsis (Hamant
et al., 2008). Another possibility is the transmission of chemical cues and
the establishment of polarity (Kennaway et al., 2011; Maire and Youk, 2015).
In Hamant et al. (2008), a few cells in the shoot apex have been modelled.
However, for large tissues a transition from single cell mechanics, where each
cell is modelled as an identity needs to be complemented by large-scale models,
where the tissue is assumed to be a continuum, such as in Weichert et al. (2010).
There is a demand for modelling strategies from engineering that can com-
plement existing experimental observations. Here, I have examined several
aspects of yeast mating behaviour using methods form engineering, physics
and mathematics, which has enabled description of crucial biological processes
that appear to go beyond those that formulated solely in verbal language.
FEM frameworks, such as FEniCs and DUNE, employed here have not had
widespread application in the life sciences but, as my results seem to indi-
cate, can provide many necessary tools for addressing important questions.
But further interdisciplinary interactions are required to take these advances
forward.
In summary, the approaches adopted in this study to investigate the chore-
ography of yeast mating might be extended in various ways. Many cellular
systems communicate via diffusible molecules, and the modelling of communi-
cation between multiple and different cell types and molecules is a promising
avenue towards understanding organization in tissues. In Chapter 2, I investi-
gated the behaviour of two cell types and their regulation. Not only absolute
concentration levels of signalling molecules are important but also the forma-
tion of gradients and the orientation of cells. As for yeast during mating,
there might be some preferred directions of cellular orientation, depending on
some internal state. As shown in Chapter 3, organelles in the cytosol have
the potential to bias the direction of cellular orientation. Therefore, tissues
might be considered in an analogous manner to the Ising model in physics (see
Figure 5.2). This could also play a role for the invasion of surfaces or biofilm
formation, and the internal orientation of cells might be also be important.
The mechanics of a single cell was investigated in Chapter 4, and an extension
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along similar lines to cells in contact, as during cell fusion, among yeast spores
in an ascus or in dense subpopulation could be pursued. The process of cell
communication, cell polarity and morphogenesis interlock with each other and
can be linked to important processes that occur, in many different variations,
in other eukaryotic organisms.
The (Un)Reasonable (In)Effectiveness of Math-
ematics in Biology: An Interdisciplinary
Approach
In bringing this thesis to a close, let us re-examine the opening quotation from
Heisenberg’s Physik und Philosophie (Heisenberg, 1990): ”If we consider living
organisms to be physical or chemical systems, they will behave as such”. In
light of these words, the following question arises: How should we describe bi-
ological phenomena? Should we use verbal language, the language of physics,
chemistry, a programming language or mathematics? The systems biology
approach is a highly interdisciplinary domain, where researchers from the life
sciences work together with researchers from the classical quantitative sciences,
such as engineering, physics and mathematics. Consequently, the language of
systems biology can be considered to be a fusion of all of these different modes
of expression and, thus, no clear answer can be given to this question. However,
there are a number of concepts that can unify and standardize quantitative
approaches, such as the systems biology markup language (SBML). Models
for signalling, metabolism and other biological processes are unified and can
be translated via the computer into various languages, such as mathematical
equations or transformed into the visual representation of, for example, reac-
tion networks. But especially for computer simulations and quantitative tests
of models and concepts, physical laws described in mathematical language are
key.
The question is: How useful are such attempts to foster research in the life
sciences, and can they lead to the kind of unifying quantitative concepts that
are common in physics? Interestingly, there are basically two different answers
to this question. There have been theoretical concepts and models, such as
Michaelis-Menten kinetics, Turing patterns or the mathematical description of
biochemical oscillations that have become very useful and standard methods in
quantitative biology. This success makes theoreticians likely to take a Platonist
point of view and believe in overarching theoretical relationships and physical
laws being a product of thought (Wigner, 1960). However, empirically minded
scientists are likely to share the opposite view (Abbott, 2013). 1 Despite the
success of physical concepts and mathematics, there are ambiguous views on
the effectiveness of physical laws and elegant mathematical formulations to
1The two articles ”The Unreasonable Effectiveness of Mathematics in the Natural Sci-
ences” (Wigner, 1960) and ”The Reasonable Ineffectiveness of Mathematics”(Abbott, 2013)
have motivated this last section.
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describe the multifarious aspects of life.
These differences underline the importance of communication within in-
terdisciplinary fields such as systems biology. Fawcett and Higginson (2012)
have argued that the heavy reliance on equations impedes knowledge trans-
fer, and a carefully worked out theory based on physical laws, which could
convey important ideas to researchers, might just be ignored because of its
level of detail and presentation in mathematical formulas. Therefore, it seems
important to stress that communication with researchers from other fields as
well as a constant iteration between theoretical and empirical methods is a
key. Theoretical approaches in the life sciences will only be judged by their
effectiveness in making predictions and their accessibility to fellow scientists
in a wide variety of fields. This task is challenging for a theoretician such as
myself, but it also makes the pursuit of science more rewarding and enjoyable.
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Appendix
Appendix A
Estimation of the Diffusion Coefficients
The diffusion of α-factor was estimated using the Stokes-Einstein relation,
which is given by
D =
kBT
6πηrM
. (7.1)
Here, kB is the Boltzmann’s constant, T is the temperature, η is the solution
viscosity and rM is the particle radius. The values shown in Table 7.1 were
used for the estimation of the diffusion coeffients of α-factor and a-factor. The
molecular radius was calculated from Fischer et al. (2004):
ρ(M) = ρ∞ +∆ρ0 exp(−M/K) = [1.410 + 0.145 · exp(−m/13))] g/cm3.
(7.2)
This resulted in an estimate of the diffusion coefficents of
Dα ≈ 359 µm2/s, (7.3)
Da ≈ 351 µm2/s. (7.4)
Alternatively, the diffusion coefficient in water at T = 30◦C can also be caclu-
lated as in Segall (1993) :
D =
D0
M
1
3
. (7.5)
Here, M is the molecular weight in Dalton and D0 is an experimantally deter-
mined constant with the value 3800 µm2/s. This calculation results in slightly
lower values:
Dα ≈ 319 µm2/s, (7.6)
Da ≈ 311 µm2/s. (7.7)
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Variable Value Description
YIIKGVFWDPA[S-farnesyl]-COOCH3 Structure of a-factor
WHWLGLKPGQPMY Structure of α-factor
Mα 1.684 kDa molecular weight of one
molecule α-factor
Ma 1.808 kDa molecular weight of one
molecule a-factor
ρα 1.537 g/cm
3 (≈ 9.26 · 108kDa/µm3)) density of one molecule α-
factor
ρa 1.536 g/cm
3 (≈ 9.25 · 108kDa/µm3)) density of one molecule a-
factor
rα 7.58 · 10−4µm
ra 7.76 · 10−4µm
T = 30◦C (= 303.15K)
η = 0.815 mPa · s viscosity for water at T =
30◦C
Table 7.1: Parameters characterizing the pheromone α-factor and a-factor.
Calculated with GenScript peptide calculator https://www.genscript.com/
ssl-bin/peptide_mw.
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Small Auto Degradation Ensures Physical Solution
The steady state solution to the diffusion equation with degradation for one
secreting cell reads (compare equation (2.14))
α(r) = αS
R
r
exp(−
√
KB
D
r), (7.8)
where r = ∥x− xi∥. Integration over the whole domain gives:
∫
Ω
α(r)dV =
2π∫
0
π∫
0
∞∫
0
α(r)r2 sin(θ)drdθdϕ
= 4παSR
∞∫
0
r exp(−
√
KB
D
r)dr
=
⎧⎨⎩4παSR
[
−r
√
D
KB
exp(−
√
KB
D
r)
⏐⏐⏐⏐∞
0
+
√
D
KB
∞∫
0
exp(−
√
KB
D
r)dr
]
KB ̸= 0,
∞ KB = 0
=
{
4παSRD
k
KB ̸= 0,
∞ KB = 0.
Note that a physical solution is only obtained for KB ̸= 0.
Method of Imaginary Charges
In Barkai et al. (1998), point charges were distributed in space. However, in
the lab experiments the cells sedimented on the ground of a surface. Therefore,
I assumed a zero-flux boundary condition on the surface, i.e. no molecules are
absorpted or secreted by the surface. To describe the influence of the cells
on the surface I used the method of imaginary charges, which is described in
Jackson (1983), and extended this method to the diffusion model. Suppose
we have a point charge Q at position xQ = (0, 0, d) above a reflective surface
which is in the x1-x2 plane. In this case the solution with zero-flux boundary
condition reads as
Φ(x, t) =
Q
∥x− xQ∥ +
Q
∥x+ xQ∥ . (7.9)
For the pheromone distribution I used the function
α(x, t) = αS
R
∥x− xC∥ exp(−∥x− xC∥/λ) + α
S R
∥x+ xC∥ exp(−∥x+ xC∥/λ),
(7.10)
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where xC = (0, 0, R), where R is the cell radius, and λ =
√
D/KB. The
gradient of α(x, t) is given by
∇α(x, t) = −αSR
(
1
∥x− xC∥2 +
1
λ∥x− xC∥
)
exp(−∥x− xC∥/λ) x− xC∥x− xC∥
− αSR
(
1
∥x+ xC∥2 +
1
λ∥x+ xC∥
)
exp(−∥x+ xC∥/λ) x+ xC∥x+ xC∥ .
(7.11)
On the surface, which is the x1-x2 plane, we have (x± xC) · nz = ±R and
∥x± xC∥ =
√
x21 + x
2
2 +R
2. Therefore, the boundary condition on the reflec-
tive surface in the x1-x2 plane becomes
Jflux = D∇α(x, t) · nz|x3=0
=−DαSR
(
1
x21 + x
2
2 +R
2
+
1
λ
√
x21 + x
2
2 +R
2
)
· exp(−
√
x21 + x
2
2 +R
2/λ)
(−R)√
x21 + x
2
2 +R
2
−DαSR
(
1
x21 + x
2
2 +R
2
+
1
λ
√
x21 + x
2
2 +R
2
)
· exp(−
√
x21 + x
2
2 +R
2/λ)
R√
x21 + x
2
2 +R
2
= 0.
Furthermore, the steady state of the stationary reaction-diffusion equation
0 = D∆α(x, t)−KBα(x, t) is still fulfilled by α(x, t). Note, that the solution
is excact, if the secreting cell is approximated by a point source. While the
fact that the cell itself displaces its volume in the surrounding is not taken into
account in this calculation.
Methods
The models 0 - 3 were implemented in python using the NumPy und SciPy
packages. The export package PyEVTK was used to generate vtk data-files,
which were visualized using ParaView. The microscopic images were analyzed
using CellID (Gordon et al., 2007) and ImageJ (Schneider et al., 2012). Tri-
angular meshes representing the computational domain were generated using
Gmsh (Geuzaine and Remacle, 2009). To solve the RD equations numerically
the open source framework DUNE (Bastian et al., 2008a) was used.
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Appendix B
Stability Analysis for the Bulk Surface Equations in 3D
We start with the linearized form of the bulk-surface equations as in Chapter 3,
Section 3.4. The linearized equations (3.18) and (3.19) in spherical coordinates
are given by
∂ξm
∂t
(ϕ, θ, t) = Dm∆ϕ,θξm(ϕ, θ, t) + fu(u¯0, v¯0|r=R)ξm(ϕ, θ, t)
+ fv(u¯0, v¯0|r=R)ξc(r, ϕ, θ, t), (7.12)
∂ξc
∂t
(r, ϕ, θ, t) = Dc∆ξc(r, ϕ, θ, t) (7.13)
with boundary condition (compare (3.20))
−Dm∇rξc(r, ϕ, θ, t)|r=R = fu(u¯0, v¯0)ξm(ϕ, θ, t) + fv(u¯0, v¯0)ξc(r, ϕ, θ, t) (7.14)
on the cell membrane. Here, (u¯0, v¯0) is a given steady state, while ξm = u− u¯0,
ξc = v − v¯0 describe small spatial disturbances from this steady state.
Linearized Equations in Spherical Coordinates
We expand the functions ξm and ξc using real spherical harmonics as follows:
ξm(θ, ϕ, t) =
∞∑
k=0
k∑
l=−k
ξk,lm Yk,l(θ, ϕ) exp(λk,lt), (7.15)
ξc(r, θ, ϕ, t) =
∞∑
k=0
k∑
l=−k
ξk,lc A
k,l(r)Yk,l(θ, ϕ) exp(λk,lt). (7.16)
Inserting this ansatz for the cytosolic species into the (7.13) yields for all
integers k > 0 and l with −k ≤ l ≤ k :
λk,lξ
k,l
c A
k,l(r)Yk,l(θ, ϕ) exp(λk,lt) = Dc∆
[
ξk,lc A
k,l(r)Yk,l(θ, ϕ) exp(λk,lt)
]
.
(7.17)
The real spherical harmonics are the eigenfunction of the spherical laplacian
and we have the relationship
r2∆θ,ϕYk,l(θ, ϕ) = −k(k + 1)Yk,l(θ, ϕ). (7.18)
This yields
r2λk,lξ
k,l
c A
k,l(r)Yk,l(θ, ϕ) exp(λk,lt) (7.19)
= −k(k + 1)Dcξk,lc Ak,l(r)Yk,l(θ, ϕ) exp(λk,lt)
+Dcr
2ξk,lc ∆(A
k,l(r))Yk,l(θ, ϕ) exp(λk,lt). (7.20)
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After cancelling, we get
r2Ak,l(r) = −k(k + 1)DcAk,l(r) +Dcr2∆(Ak,l(r)). (7.21)
The Laplace operator has the form ∆ = ∂
2
∂2r
+ 2
r
∂
∂r
, which leads to
0 =
[
r2∂2r + 2r∂r − k(k + 1)− λk,lr2/Dc
]
Ak,l(r). (7.22)
for all k, l. Mathematical solutions of this equation are modified spherical
Bessel functions of the first kind ik(r
√
λk,l/Dc). The ik is related to the spher-
ical Bessel of the first kind ik by
ik(x) = i
−kjk(r
√
ix) (7.23)
and the derivative by
∂
∂r
[ik
(
r
√
λk,l/Dc
)
] =
∂
∂r
[i−kjk
(
ir
√
λk,l/Dc
)
] (7.24)
= i−k+1
√
λk,l/Dc
∂jk
∂r
(
ir
√
λk,l/Dc
)
. (7.25)
For the representaion of the cytosolic perturbations we therefore get:
ξc(r, θ, ϕ, t) =
∞∑
k=0
k∑
l=−k
ξk,lc ik(r
√
λk,l/Dv)Yk,l(θ, ϕ) exp(λk,lt). (7.26)
We insert this relationship for ξc into the boundary conditions (7.14)
−Dcξk,lc ∂rik(r
√
λk,l/Dc)|r=R = fu(u¯0, v¯0)ξk,lm + fv(u¯0, v¯0)ξk,lc ik(R
√
(λk,l/Dc)).
(7.27)
This equation can be solved for ξk,lc , which gives
ξk,lc = −
fu(u¯0, v¯0)ξ
k,l
m
Dc∂rik(r
√
λk,l/Dc)|r=R + fv(u¯0, v¯0)ik(R
√
λk,l/Dv)
. (7.28)
Therefore, ξc can be expressed in terms of the coefficients for ξm:
ξc(r, θ, ϕ, t) = −
∞∑
k=0
k∑
l=−k
fu(u¯0, v¯0)ξ
k,l
m ik(r
√
(λk,l/Dc))Yk,l(θ, ϕ) exp(λk,lt)
Dc∂rik(r
√
λk,l/Dc)|r=R + fv(u¯0, v¯0)ik(R
√
(λl,m/Dv)
.
(7.29)
Inserting this relationship into equation (7.12) gives for all k, l yields
λk,lξ
k,l
m Yk,l(θ, ϕ) exp(λk,lt)
=− Dmk(k + 1)
R2
ξk,lm Yk,l(θ, ϕ) exp(λk,lt)
+ fu(u¯0, v¯0)ξ
k,l
m Yk,l(θ, ϕ) exp(λk,lt)
+
fv(u¯0, v¯0)fu(u¯0, v¯0)ξ
k,l
m ik(R
√
λl,m/Dv)Yl,m(θ, ϕ) exp(λk,lt)
Dc∂rik(r
√
(λk,l/Dc))|r=R + fv(u¯0, v¯0)il(R
√
(λk,l/Dc))
. (7.30)
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Cancellation of the nonzero terms results in an equation for λk,l
λk,l =fu(u¯0, v¯0)− Dmk(k + 1)
R2
− fu(u¯0, v¯0)fv(u¯0, v¯0)ik(R
√
λk,l/Dc)
Dc∂rik(r
√
λk,l/Dc)|r=R + fv(u¯0, v¯0)ik(R
√
λk,l/Dc)
. (7.31)
Therefore, λk,l only depends on k and, therefore, we set λk = λk,l in the
remainder:
λk = fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
−fu(u¯0, v¯0|r=R)fv(u¯0, v¯0|r=R) ik(R
√
λk/Dc)
Dc
∂
∂r
ik(r
√
λk/Dc)
⏐⏐
r=R
+ fv(u¯0, v¯0|r=R)ik(R
√
λk/Dc)
.
(7.32)
Note that initial conditions for system (3.18) – (3.20) would be required in
order to determine the free parameters ξk,lm .
Having an equation for the parameters λk, we now want to identify condi-
tions which lead to growing eigenmodes. Following (Abramowitz and Stegun,
1964), the derivative of ik can be expressed as
∂
∂r
ik(r
√
λk/Dc)
⏐⏐⏐
r=R
= ik+1(R
√
λk/Dc)
√
λk/Dc +
k
R
ik(R
√
λk/Dc). (7.33)
Since ik(x) > 0 for x > 0 and for all k = 0, 1, 2, . . ., we have the inequality
∂
∂r
ik(r
√
λk/Dc)
⏐⏐⏐
r=R
≥ k
R
ik(R
√
λk/Dc). (7.34)
We use this inequality for the derivative ∂
∂r
Ik and furthermore assume
fu(u¯0, v¯0|r=R) > 0 and fv(u¯0, v¯0|r=R) > 0. This holds true for the GOR model
in the stable steady state and for the WP model in the transient steady state
(v¯0, u¯
T
0 ), where phase separation occurs. Therfore, we obtain:
λk = fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
(7.35)
− fu(u¯0, v¯0|r=R)fv(u¯0, v¯0|r=R)ik(R
√
λk/Dc)
Dc
∂
∂r
ik(r
√
λk/Dc)
⏐⏐⏐
r=R
+ fv(u¯0, v¯0|r=R)ik(R
√
λk/Dc)
(7.36)
≥ fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
− fu(u¯0, v¯0|r=R)fv(u¯0, v¯0|r=R)
Dck
R
+ fv(u¯0, v¯0|r=R)
. (7.37)
This finally yields the following inequality for λk:
fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
− fu(u¯0, v¯0|r=R)fv(u¯0, v¯0|r=R)
Dck
R
+ fv(u¯0, v¯0|r=R)
≤ λk (7.38)
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and
λk ≤ fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
. (7.39)
In a physiological range, the term fu(u¯0,v¯0|r=R)fv(u¯0,v¯0|r=R)Dck
R
+fv(u¯0,v¯0|r=R) is very small and we
get
λk ≈ fu(u¯0, v¯0|r=R)− Dmk(k + 1)
R2
. (7.40)
Since Y0,0 =
1
2
√
1
π
, the fundamental solution ξ0,0m Y0,0(θ, ϕ) exp(λ0,0t) does not
depend on the polar angle θ and azimuthal angle ϕ and, therefore, does not
contribute to cellular asymmetry. Hence, we only consider wave numbers k =
1, 2, 3, . . . in the following. For cell sizes Rsmall with
λ1 ≈ fu(u¯0, v¯0|r=R)− 2Dm
R2small
< 0 ⇔ Rsmall <
√
2Dm
fu(u¯0, v¯0|r=R) ,
(7.41)
we have no growing eigenmodes since λ1 ≳ λ2 ≳ . . .. For cell sizes Rlarge with
λ2 ≈ fu(u¯0, v¯0|r=R)− 6Dm
R2large
> 0 ⇔ Rlarge >
√
6Dm
fu(u¯0, v¯0|r=R) ,
(7.42)
we have more than one growing eigenmode and therefore several clusters.
Numerical methods used for simulations of the Bulk-
Surface RD System
The bulk-surface RD system from Chapter 3, Section 3.2 were numerically
solved with a FEM method. The following description of the method is a
slightly adapted and modified excerpt of the numerical approach described in
Giese et al. (2015).
To separate discretization in space and time, we use the well-known method
of lines, see e.g. (Schiesser, 1991), and start with a semidiscretization in
space using conforming first-order finite element methods based on triangular
meshes. Given a triangular mesh which describes the geometrical setup intro-
duced in Section 3.2, the equation for the volume species is treated by the stan-
dard conforming finite element approach, employing Lagrange basis functions
of polynomial degree one. To treat the equation describing the membrane-
bound species, we apply a surface finite element method on the boundary of
the mesh using a restriction of the same volumetric basis functions. This en-
ables implementing the numerical approach with tools provided by standard
software frameworks for scientific computing. The idea of performing spatial
discretization by combining the conforming finite element method and surface
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finite elements on the same mesh is related to the procedure presented in El-
liott and Ranner (2012), where a similar approach is used for the discretization
of a coupled elliptic model problem.
With the method of lines, different schemes can be employed for the dis-
cretization in time. In accordance with our spatial discretization, we restrict
ourselves to first-order schemes. We use both a fully implicit scheme and a
semi-implicit scheme inspired by the implicit-explicit (IMEX) Euler method
presented e.g. in (Koto, 2008). The idea of the IMEX method is to treat the
spatially discretized reaction part of the system explicitly. Therefore, on the
one hand the membrane equation and the cytosolic equation are decoupled and
thus can be treated separately, and on the other hand the non-linearities are
treated explicitly which enables using a linear solver. On the downside, an ex-
plicit treatment of the reaction part can affect the stability of the scheme in the
reaction-dominated case and for a stiff reaction part in gereral (Koto, 2008).
Our semi-implicit scheme decouples membrane and cytosolic equations while
still treating the reaction part of each separate equation and its non-linearities
implicitly. For each equation, this is done by treating only the unknowns of
the other equation explicitly.
Weak formulation
First, we derive a weak formulation of model equations (3.8) – (3.11) in
order to apply finite element methods for semidiscretization in space. Let
Vbulk := H1(V cyt) denote the usual Sobolev space containing weak solutions of
elliptic equations in the bulk domain V cyt. A natural counterpart containing
weak solutions of elliptic equations on hypersurfaces are surface Sobolev spaces
(Wloka, 1987; Dziuk, 1988; Dziuk and Elliott, 2007). To treat equation (3.8)
on the closed hypersurface M cell, we therefore define the surface Sobolev space
Vsur := H1(M cell).
Multiplication of model equations (3.8) and (3.9) with some test functions
φm ∈ H1(M cell) respectively φc ∈ H1(V cyt) results in
d
dt
∫
Mcell
uφm dA =
∫
Mcell
∇Γ · (Dm(x)∇Γu)φm dA+
∫
Mcell
f(u, v|Mcell)φm dA,
(7.43)
d
dt
∫
V cyt
v φc dV =
∫
V cyt
∇ · (Dc(x)∇v)φc dV. (7.44)
Application of the integration by parts formula for Sobolev spaces in (7.44),
and its analog derivable from the surface divergence theorem (see (Dziuk and
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Elliott, 2007) and references therein) in (7.43), yields
d
dt
∫
Mcell
uφm dA = −
∫
Mcell
Dm(x)∇Γu · ∇Γφm dA+
∫
Mcell
f(u, v|Mcell)φm dA,
(7.45)
d
dt
∫
V cyt
v φc dV = −
∫
V cyt
Dc(x)∇v · ∇φc dV +
∫
∂V cyt
(
Dc(x)∇v · n
)
φc|∂V cyt dA.
(7.46)
Due to the boundary conditions (3.10) and (3.11), together with ∂V cyt being
the disjoint union M cell ∪Morg, this is equivalent to
d
dt
∫
Mcell
uφm dA = −
∫
Mcell
Dm(x)∇Γu · ∇Γφm dA+
∫
Mcell
f(u, v|Mcell)φm dA,
(7.47)
d
dt
∫
V cyt
v φc dV = −
∫
V cyt
Dc(x)∇v · ∇φc dV −
∫
Mcell
f(u, v|Mcell)φc|Mcell dA.
(7.48)
The weak formulation of model equations (3.8) – (3.11) now is to look for a
solution (u, v) ∈ L2([0, T ],Vsur)×L2([0, T ],Vbulk), such that for each t ∈ [0, T ]
d
dt
∫
Mcell
uφm dA = −
∫
Mcell
Dm(x)∇Γu · ∇Γφm dA+
∫
Mcell
f(u, v|Mcell)φm dA
for all φm ∈ Vsur, (7.49)
d
dt
∫
V cyt
v φc dV = −
∫
V cyt
Dc(x)∇v · ∇φc dV −
∫
Mcell
f(u, v|Mcell)φc dA
for all φc ∈ Vbulk. (7.50)
Note that also the constant test functions φm ≡ 1 respectively φc ≡ 1 are
permitted which yields mass conservation (3.13).
Semidiscretization in space
To obtain a semidiscretized system, we combine the conforming finite element
approach (FEM) and a surface finite element method (SFEM). The FEM is a
standard approach which is well-known to literature. See e.g. (Ciarlet, 2002;
Braess, 2007) to gain an insight into the methodology. An SFEM developed
in Dziuk (1988) can be seen as a natural generalization, as the idea of FEM
is transfered to elliptic equations on hypersurfaces. Its extension (Dziuk and
Elliott, 2007) to treating parabolic equations, like membrane equation (3.8),
provides the basis for the SFEM that we use.
Both approaches are based on an approximation of the bulk domain V cyt
and the hypersurface M cell, each by a triangulable geometrical object, and
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corresponding meshes. For simplicity, we assume V cyt to be a polyhedral
domain that can be exactly represented by a triangular mesh T bulkh . With
M cell being part of the boundary of V cyt, it corresponds to a set of boundary
entities of T bulkh which make up a surface mesh T surh ⊂ T bulkh . Each method
uses its corresponding mesh to set up a finite-dimensional function space usable
for spatial discretization of the model equations. In particular, we replace
the function spaces Vsur and Vbulk by finite-dimensional conforming function
spaces Vsurh ⊂ Vsur respectively Vbulkh ⊂ Vbulk and seek a semidiscrete solution
(uh, vh) ∈ L2([0, T ],Vsurh )× L2([0, T ],Vbulkh ), such that for each t ∈ [0, T ]
d
dt
∫
Mcell
uh φm,h dA = −
∫
Mcell
Dm(x)∇Γuh · ∇Γφm,h dA+
∫
Mcell
f(uh, vh|Mcell)φm,h dA
for all φm,h ∈ Vsurh , (7.51)
d
dt
∫
V cyt
vh φc,h dV = −
∫
V cyt
Dc(x)∇vh · ∇φc,h dV −
∫
Mcell
f(uh, vh|Mcell)φc,h dA
for all φc,h ∈ Vbulkh . (7.52)
As discrete function spaces, we employ the node-based Lagrange spaces of poly-
nomial degree one on T surh and T bulkh . With the basis functions
{
φxhm,h
}
xh∈X surh
of Vsurh and the basis functions
{
φxhc,h
}
xh∈Xbulkh
of Vbulkh , where X surh and X bulkh
are the sets of nodes associated with the basis functions, we deduce
d
dt
∫
Mcell
uh φ
xh
m,h dA = −
∫
Mcell
Dm(x)∇Γuh · ∇Γφxhm,h dA+
∫
Mcell
f(uh, vh|Mcell)φxhm,h dA
for all xh ∈ X surh , (7.53)
d
dt
∫
V cyt
vh φ
xh
c,h dV = −
∫
V cyt
Dc(x)∇vh · ∇φxhc,h dV −
∫
Mcell
f(uh, vh|Mcell)φxhc,h dA
for all xh ∈ X bulkh . (7.54)
The semidiscrete solution (uh, vh) can be represented as
uh =
∑
x˜h∈X surh
bx˜hm (t)φ
x˜h
m,h and vh =
∑
x˜h∈Xbulkh
bx˜hc (t)φ
x˜h
c,h (7.55)
by time-dependent coefficient vectors bm(t) =
(
bx˜hm (t)
)
x˜h∈X surh
and bc(t) =(
bx˜hc (t)
)
x˜h∈Xbulkh
. Therefore, we get a system of ordinary differential equations
Mm · bm′(t) + Sm · bm(t) = fm
(
bm(t),bc(t)
)
Mc · bc′(t) + Sc · bc(t) = −fc
(
bm(t),bc(t)
) } on [0, T ], (7.56)
with mass and stiffness matrices
Mm :=
(∫
Mcell
φ
x˜h
m,h φ
xh
m,h dA
)
xh∈X surh ,x˜h∈X surh
, (7.57)
Sm :=
(∫
Mcell
Dm(x)∇Γφx˜hm,h · ∇Γφ
xh
m,h dA
)
xh∈X surh ,x˜h∈X surh
, (7.58)
Mc :=
(∫
V cyt
φ
x˜h
c,h φ
xh
c,h dA
)
xh∈Xbulkh ,x˜h∈Xbulkh
, (7.59)
Sc :=
(∫
V cyt
Dc(x)∇φx˜hc,h · ∇φ
xh
c,h dA
)
xh∈Xbulkh ,x˜h∈Xbulkh
, (7.60)
165
and vector valued right hand side functions fm, fc,
fm
(
bm(t),bc(t)
)
:=
(∫
Mcell
f
(∑
x˜h∈X surh
b
x˜h
m (t)φ
x˜h
m,h,
∑
x˜h∈Xbulkh
b
x˜h
c (t)φ
x˜h
c,h|Mcell
)
φ
xh
m,h dA
)
xh∈X surh
,
(7.61)
fc
(
bm(t),bc(t)
)
:=
(∫
Mcell
f
(∑
x˜h∈X surh
b
x˜h
m (t)φ
x˜h
m,h,
∑
x˜h∈Xbulkh
b
x˜h
c (t)φ
x˜h
c,h|Mcell
)
φ
xh
c,h dA
)
xh∈Xbulkh
.
(7.62)
SFEM matrix/vector assembly via volumetric FEM basis functions
As we use node-based Lagrange spaces of the same polynomial degree based on
the same triangular mesh, the set of Lagrange nodes of Vsurh can be described as
X surh = {xh ∈ X bulkh | xh ∈ M cell} ⊂ X bulkh . Moreover, the employed Lagrange
basis functions have the property, that
φxhm,h = φ
xh
c,h|Mcell ∀xh ∈ X surh . (7.63)
Thus, instead of directly implementing the SFEM ansatz space Vsurh , the
constrained function space
∂Vbulkh := {v ∈ Vbulkh | v(xh) = 0 for xh ∈ X bulkh \ X surh } ⊂ Vbulkh (7.64)
can be utilized to perform the assembly of Mm, Sm, fm and fc. In particular,
the restriction of its basis
{
φxhc,h
}
xh∈X surh
to the set M cell equals the Lagrange
basis
{
φxhm,h
}
xh∈X surh
of Vsurh .
Note that ∂Vbulkh ̸⊂ Vsurh . Hence, the surface component of the numeri-
cal solution can not be directly represented in the space ∂Vbulkh . Neverthe-
less, using the identity ∂Vbulkh |Mcell = Vsurh , the semidiscrete solution (uh, vh) ∈
L2([0, T ],Vsurh )× L2([0, T ],Vbulkh ) can be calculated as
uh =
∑
x˜h∈X surh
bx˜hm (t)φ
x˜h
c,h|Mcell and vh =
∑
x˜h∈Xbulkh
bx˜hc (t)φ
x˜h
c,h. (7.65)
Fully discretized systems
System (7.56) can be equivalently written as
bm
′(t) = −M−1m Sm · bm(t) +M−1m · fm
(
bm(t),bc(t)
)
, (7.66)
bc
′(t) = −M−1c Sc · bc(t)−M−1c · fc
(
bm(t),bc(t)
)
, (7.67)
or as
b′(t) = −M−1S · b(t) +M−1 · f(b(t)) on [0, T ], (7.68)
using the notation
M :=
(Mm 0
0 Mc
)
, S :=
(Sm 0
0 Sc
)
, b(t) :=
(
bm(t)
bc(t)
)
(7.69)
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and f
(
b(t)
)
:=
(
fm
(
b(t)
)
fc
(
b(t)
)) . (7.70)
For discretization in time, the interval [0, T ] is split into sub-intervals
[tk, tk−1] of length τk := tk − tk−1, k = 1 . . . , K, with 0 = t0 < t1 < . . . <
tk < . . . < tK−1 < tK = T . By bk we denote a time-dependent coefficient
vector b evaluated at tk. Employing the backward Euler method in (7.68), we
end up with a system of nonlinear algebraic equations
bk = bk−1 − τM−1S · bk + τM−1 · f(bk), k ∈ {1, . . . , K}, (7.71)
which can be solved e.g. using a multidimensional Newton’s method. However,
solving this fully discretized system can get very time-consuming, especially
when a fine finite element mesh is used, as this results in high-dimensional
coefficient vectors. For this reason, we employ a semi-implicit scheme for tem-
poral discretization which decouples equations (7.66) and (7.67). In particular,
we use the backward Euler method separately for each equation, while treating
the unknowns of the other equation explicitly. In contrast to the IMEX Euler
method (see e.g. (Koto, 2008)), the unknowns of each separate equation are
thus treated fully implicit. The fully discretized system then reads
bkm = b
k−1
m − τM−1m Sm · bkm + τM−1m · fm
(
bkm,b
k−1
c
)
bkc = b
k−1
c − τM−1c Sc · bkc + τM−1c · fc
(
bk−1m ,b
k
c
) } k ∈ {1, . . . , K}
(7.72)
and can be solved e.g. using a multidimensional Newton’s method for both
equations in parallel.
Our experiments have shown no obvious qualitative differences between the
solutions computed with both schemes (7.71) and (7.72).
Simulation framework
The presented numerical approach can be implemented with tools provided by
standard PDE software frameworks. For the assembly of the required matrices,
the framework has to provide the space of simplicial Lagrange finite elements of
order one on a triangular mesh. Furthermore, it either has to provide the space
of simplicial Lagrange finite elements of order one on the boundary of the same
mesh or a mechanism for constraining the degrees of freedom of the volumetric
Lagrange space which do not lie on the boundary of the mesh. The latter
mechanism usually is available in those frameworks, since constrained degrees
of freedom are frequently used to implement Dirichlet boundary conditions.
All of our simulations were performed using the Distributed and Unified
Numerics Environment (DUNE) (Bastian et al., 2008b,a). The numerical dis-
cretization schemes were implemented using the discretization module DUNE-
PDELab which is based on DUNE. It provides the volumetric finite element
space Vbulkh which in addition can be constrained for SFEM matrix/vector as-
sembly using the space ∂Vbulkh . Furthermore, it features an easy to use assembly
infrastructure, as well as the linear solver, nonlinear solver and time-stepping
schemes that were used.
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Finite element meshes were generated with Gmsh (Geuzaine and Remacle,
2009). An example of the 3D mesh used in Chapter3, Section 3.3 is shown in
Figure 7.1.
Figure 7.1: 3D meshes as used in Chapter 3, Section 3.3.
Appendix C
Computation of the von Mises Stress for a Single Triangle
The linear stress tensor S, as defined in Chapter 4, Section 4.4.1, has the form:
S = λ · tr(E)I + µ · E . (7.73)
We compute the principal stresses σ1 and σ2, which are given by the eigenvalues
of S. The trace and the determinant of S can be computed from
tr(S) = tr (λtr(E)I + µE)
= 2λtr(E) + µtr(E), (7.74)
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and
det(S) = det (λtr(E)I + µE)
= det
(
λtr(E) + µε11 µε12
µε21 λtr(E) + µε22
)
= (λtr(E) + µϵ11)(λtr(E) + µϵ22)− µ2ϵ12ϵ21
= λ2tr(E)2 + λµtr(E)(ϵ11 + ϵ22) + µ2ϵ11ϵ22 − µ2ϵ12ϵ21
= λ2tr(E)2 + λµtr(E)2 + µ2 det(E)
= λ2tr(E)2 + λµtr(E)2 + µ2 det(1
2
(C − I))
= (λ2 + λµ)tr(E)2 + µ
2
4
(det(C)− tr(C) + 1). (7.75)
Using these quantities von Mises stress can be computed from
σVM =
√
σ21 + σ
2
2 − σ1σ2
=
√
(σ1 + σ1)2 − 3σ1σ2
=
√
tr(S)2 − 3 det(S). (7.76)
Refinement Employed for the Triangular Surface Mesh
Due to local growth of the cell wall, the computational representation, which
is a triangular surface mesh has to extend. In this process triangular elements
become very large and the desired accuracy can not be achieved anymore.
Therefore, we employ local refinement strategies, e.g. large elements are di-
vided into smaller elements. Here we show certain properties of this refinement.
The elastic energy is conserved upon refinement. Assume a triangle T which
is split into four similar triangles T a,T b, T c and T d as shown in Figure 7.2.
Recall that the energy of the triangle T is calculated from:
W (T ) =
λ
2
tr(E)2 +
µ
2
tr(E2) (7.77)
=
3∑
i=1
kTi
4
(l2i − L2i )2 +
3∑
i ̸=j
cTk
2
(l2i − L2i )(l2j − L2j), (7.78)
with coefficients
kTi = E · d ·
2 cot2 αi + 1− ν
16(1− ν2)AP , (7.79)
cTk = E · d ·
2 cotαi cotαj − 1 + ν
16(1− ν2)AP . (7.80)
For each triangle we have |AaP | = |AbP | = |AcP | = |AdP | = 14 |AP |, while the angles
are conserved. Therfore, we have kT
a
i = k
T b
i = k
T c
i = k
T d
i = 4k
T
i . The length of
the triangle sides are split into halfs and, therefore, la,i = lb,i = lc,i = ld,i =
1
2
li
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and La,i = Lb,i = Lc,i = Ld,i =
1
2
Li. Therefore, we get for the energy of each
of the four single triangles
W (T a) =
3∑
i=1
kT
a
i
4
(l2a,i − L2a,i)2 +
3∑
i ̸=j
cT
a
k
2
(l2a,i − L2a,i)(l2a,j − L2a,j) (7.81)
=
3∑
i=1
kTi
16
(l2i − L2i )2 +
3∑
i ̸=j
cTk
8
(l2i − L2i )(l2j − L2j) (7.82)
=
1
4
W (T ). (7.83)
The same holds for the other triangles T b,T c and T d. Hence,W (T a)+W (T b)+
W (T c)+W (T d) and, therefore, the elastic enrgy is conserved upon refinement.
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Figure 7.2: Illustration of four cases that can occur upon refinement.
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Calculation of tr(E)
In the original work from Delingette (2008), the following relations were given
tr(C) = 1
2AP
(l21 cotα1 + l
2
2 cotα2 + l
2
3 cotα3), (7.84)
tr(E) = 1
2AP
((l21 − L21) cotα1 + (l22 − L22) cotα2 + (l23 − L23) cotα3), (7.85)
While I checked the first term tr(C), which was calculated correct, the factor
1/2 seems to be missing in the second expression for tr(E). The term tr(E) is
instead given by
tr(E) = 1
2
(tr(C)− 2)
=
1
2
(
1
2AP
(l21 cotα1 + l
2
2 cotα2 + l
2
3 cotα3)− 2
)
=
1
4AP
(l21 cotα1 + l
2
2 cotα2 + l
2
3 cotα3)− 1
=
1
4AP
((l21 − L21) cotα1 + (l22 − L22) cotα2 + (l23 − L23) cotα3).
Methods
The steady state model was implemented in Python using the NumPy (Van
Der Walt et al., 2011) and SciPy (Jones et al., 2001) packages as well as Mat-
plotlib (Hunter et al., 2007). For the shape description of the axisymmetric
shape parametric splines of 4th order were used, which allow for the computa-
tion of the first and second derivatives. The derivatives were used to calculated
the curvatures, stresses, strains and elasticities on the basis of the equations
described in Chapter 4, Section 4.2. The equation of motion based on the equa-
tions developed in Section 4.4 were solved numerically with the open source
framework DUNE (Bastian et al., 2008a).
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