Abstract. Methods are needed to help using formal speci cations in a practical way. We herein present a method for the development of mixed systems, i.e. systems with both a static and a dynamic part. Our method helps the speci er providing means to structure the system in terms of communicating subcomponents and to give the sequential components using a semi-automatic concurrent automata generation with associated algebraic data types. These components and the whole system may be veri ed using common set of tools for transition systems or algebraic speci cations. Furthermore, our method is equipped with object oriented code generation in Java, to be used for prototyping concerns. In this paper, we present our method on a small example: a transit node component in a communication network.
Introduction
The use of formal speci cations is now widely accepted in software development. Formal speci cations are mainly useful to provide an abstract, rigorous and complete description of a system. They are also essential to prove properties, to prototype the system and to generate tests. The need for a method that helps and guides the speci er is another well-known fact. A last point is the need for mixed speci cations: i.e. speci cations able to describe both the dynamic (process control) and the static aspects (data types). We think that mixed speci cations also enable, at a speci cation level, to have a clear separation of concerns between these two aspects of systems that should be orthogonal as advocated (at the implementation level) by recent Concurrent Object Oriented Programming (COOP) research.
We herein present a method based on LOTOS 7, 20] and SDL 1 11] experiences 25, 24] . Our method was rst presented in 26] and is here elaborated in terms of agenda and extended to Java code generation. We chose to describe our method in terms of the agenda concept 17, 16] because it describes a list of activities for solving a task in software engineering, and is developed to provide guidance and support for the application of formal speci cation techniques. Our method mixes constraint-oriented and state oriented speci cation styles 33] and produces a modular description with a dynamic behaviour and its associated data type.
The dynamic behaviour extraction is based on a guarded automaton that is progressively and rigorously built from requirements. Type information and operation preconditions are used to de ne states and transitions. The dynamic behaviour is computed from the automaton using some standard patterns. The last improvement is the assisted computation of the functional part. Our method reuses a technique 3] which allows one to get an abstract data type from an automaton. This technique extracts a signature and generators from the automaton. Furthermore, the automaton drives the axiom writing so that the speci er has only to provide the axioms right hand sides.
Our method is extended here to code generation. Code generation is a really useful tool from a practical point of view. It allows to generate from a specication a prototype which may be used as the basis for the future system, to validate client requirements or to test the system. We use Java 15] as a target language for the static part and we focus on the dialect ActiveJava 1] for the dynamic part.
The paper is structured as follows. We brie y present the case study: a transit node case in a telecommunications network 5] . In Section 3, the general process of our method is given. Section 4 is devoted to code generation, namely it consists in two subsections: the static generation part in Java and the dynamic generation part in ActiveJava. The conclusion summarizes the main points of our method.
clause 3 The node is \fair". All messages are equally likely to be treated, when a selection must be made, clause 4 and all data messages will eventually transit the node, or become faulty. (b) It is permissible for a faulty message not to be routed to Control Port-Out by a Send-Faults command (because, for example, it has just become faulty, but has not yet been placed in a faulty message collection), (c) but all faulty messages must eventually be sent to Control Port-Out with a succession of Send-Faults commands.
clause 12 It may be assumed that a source of time (time-of-day or a signal each time interval) is available in the environment and need not be modeled within the speci cation. Our method is composed of four steps for obtaining the speci cation (cf. Fig. 1 ):
the informal description of the system to be speci ed, the concurrent activity description, the sequential component descriptions by an automaton, the data type speci cations. Two validation steps may also be associated to the speci cation steps but they are not detailed here. Each step is described below with a proper agenda and is brie y described. A more complete presentation of our method may be found in 25] and the whole application to the case study in 24].
Step 1: Informal description ( Fig. 2 The aim of this rst step is to sketch out the system characteristics.
Step 1.1: description of the system functionalities. In this substep all possible operations are inventoried, given a name (F i in Fig. 2 ) and described. For instance, in our example, some operations are given by clauses 6 and 7:
{ at the Control Port In: the reception of a command message (in cmde) { at the Data Ports In: the reception of a data message (in data).
Step 1.2: system constraints description. The system constraints relative to orders, operations ordering, size limits, . . . are expressed here and should be consistent, i.e. without contradiction.
Step 1.3: system data description. The point of view is very abstract here.
The system data are given a name (and a sort name). The transit node data are a list of open ports numbers (clause 6a), a list of routes (clauses 6b and 7a) and a list of faulty messages (clauses 4, 6c, 7a and 9).
In this step the components that are executed in parallel are identi ed. Each one is modeled by a process. The process decomposition into subprocesses is inspired by the constraint-oriented and the resource-oriented speci cation styles 32, 33] . For each process there is a control part (dynamic part). Moreover, a data type (static part) may be associated with sequential processes and a variable of this type used as a formal parameter for the process. This uni es with the object-oriented encapsulation concept used later on. This step is decomposed in the following way: 2.1 communications, 2.2 decomposition and distribution, 2.3 parallel composition. As shown in Fig. 3 Step 2.2: decomposition and distribution. The process decomposition into subprocesses is done using pieces of information (constraints) from the informal description (or a previous decomposition), using the data and/or functionalities. The decomposition may be done in such a way that already speci ed components may be reused.
Clause 1 leads to consider four components in the transit node: the Control Port In (CPI), the Data Ports In (DPI), the Control Port Out (CPO) and the Data Ports Out (DPO). The CPI manages the declared routes and the open ports (clause 6). The DPI needs access to information about which ports are related to which routes (clause 2a). Given the pieces of information collected from the preceding steps, the system may be represented as in Fig. 6 (see also Step 2.3: parallel composition (Fig. 7) . Processes composition often follows already known patterns, such as the synchronization schemata or the architectural styles given in 21, 18, 31] . Therefore we suggest to use a library of \composition schemata" that may be extended as needed. The speci cation of the subprocesses parallel composition may be derived from the set of the composition schemata using language speci c features such as LOTOS operators 25] or SDL block structure and channels 24].
The process composition may lead to create new (internal) communications and possibly new data that have to be speci ed. Let us note that the process parallel composition is a way to express some constraints between the processes. Thus, clause 2b leads to a constraint on the parallel composition between the di erent ports. In order to take this into account, the DPI (resp. DPO) should be rather composed by interleaving than by synchronization. Faulty messages. They are saved in the CPO collection (clause 9). They are (clause 10) either incorrect command messages (wrong cmde, received by the CPI), or data messages with an unknown route (wrong route, received by a DPI), or obsolete messages (timeout, from a DPO). Information on routes. The DPI needs information on the transit node routes (whether a route is declared, and what are its associated ports). These pieces of information are held by the CPI, and will be transmitted to the DPI through question/answer communications between the DPI and the CPI (ask route and reply route).
Message routing. When the data message route is correct, the message is routed (correct communication) by the DPI to one of the corresponding DPOs (clause 7a). New ports. When the CPI receives the Add-Data-Port-In-&-Out command, it creates the corresponding ports (clause 6). In our modelization, this is taken into account by the fact that the Data Ports are enabled (enable communication) by the CPI on reception of this command. New data. New data may arise from decomposition (or recomposition). Here, the DPOs are serialized (clause 7b) and have a bu er for messages. The Data Ports have an identi er used in enabling and routing communications. Step 2 was iterated until obtaining the Fig. 8 schema. In the sequel, we shall focus on the DPI communication typing which is the following: Step 3: Sequential components (Fig. 9) Each sequential component is described by a guarded nite state automaton.
Steps 3.1 to 3.4: conditions. The ports are put in four disjoint sets depending on whether they modify (C and CC) or not (O and OC) the state of the process and whether they are conditioned (CC and OC) or not (C and O). The names stand for Constructor (C), Conditioned Constructor (CC), Observer (O) and Conditioned Observer (OC). The term \condition" refers to preconditions required for a communication to take place, and also to conditions that a ect the behaviour when a communication takes place.
It should be checked that all conditions mentioned in step 1.2 are taken into account. However, some of them will be taken into account when dealing with the parallel composition of processes (step 2.3).
Applying the steps 3.1 and 3.2 to the DPI leads to identify the following conditions: enabled (the port is enabled), received (a message is received and not yet routed), requested (routing information was requested), answered (the answer on routing information is received), and routeErr 2 (routing error).
For instance, the wrong route operation in CC has the following conditions:
enabled^received^requested^answered^:routeErr.
Relationships between conditions are expressed by formulas (` i (C j )). The relationship formula have to be consistent and may lead to simplify some conditions (possibly eliminating some).
In the DPI example, we have: answered ) requested, requested ) received, received ) enabled. This is consistent and leads to: answered^:routeErr when applied to the condition on wrong route.
Steps 3.5 to 3.7: states retrieval. Whether a process may perform a service (through a communication on a port) depends on which abstract state the process is in. The states are thus retrieved by composition of the communications conditions (these conditions were identi ed in steps 3.2 to 3.4, and a truth table is constructed in 3.5). The formulas ( i (C j )) expressing relationships between these conditions are used to eliminate incoherent states (3.6). Table 1 gives the DPI coherent states. Step 3.12: initial state. In order to determine the initial state, it is necessary to identify the services (associated to some ports) the process should give or not in that state (constraints). It is a requirement based choice. The potential initial states are found from the ports preconditions and the state table. If no initial state is found, this means that the speci er gave inconsistent constraints for it. In order to be able to generate code, a single initial state is needed. When several potential initial states are found, it possible to choose one of them arbitrarily or by adding some constraint on the services. The DPI automaton is given in Fig.  10 .
Steps 3.13 to 3.15: simpli cations and translation. It is possible to translate the automaton to various speci cation languages by applying translation schemata. This technique was applied to LOTOS 25] and to SDL 24] . Whenever the translation is not optimal, some simpli cations may possibly be applied 25, 24] . The automaton may also be simpli ed before the translation, for instance by hierarchical grouping of states achieved using the conditions 24].
Step 4: Data types
The last step is the speci cation of the abstract data types associated to each process, and of the data types used within the processes. As regards the data types associated to each process, the work achieved in the preceding steps yields Some additional operations may be needed to express the axioms. Most of the axioms are written in a \constructive" style which requires to identify the generators. 3] describes a method to retrieve the data type associated to an automaton and to compute a minimal set of operations necessary to reach all states. In our example, this set is init, enable, in data, ask route, reply route. 3] uses -derivation 6] to write the axioms (conditional equations). In order to extract the axioms describing the properties of the operation op(dpi:DPI), the states where this operation is allowed should be identi ed together with the generators to reach these states, thus yielding the premises and the axioms left hand sides.
Part of this automatic processing is shown here for the axioms of the correct c operation, the internal operation associated with the correct transition. The premises express conditions on the source states and on the l variable.
% correct-c : DPI -> DPI CR(dpi) => correct-c(enable-c(dpi)) = correct-c(dpi) WA(dpi) /\ not(l= ]) => correct-c(reply-route-c(ask-route-c(dpi),l)) = correct-c(reply-route-c(dpi,l)) WA(dpi) /\ not(l= ]) => correct-c(reply-route-c(enable-c(dpi),l)) = correct-c(reply-route-c(dpi,l)) RfR(dpi) /\ not(l= ]) => correct-c(reply-route-c(ask-route-c(enable-c(dpi)),l)) = correct-c(reply-route-c(ask-route-c(dpi),l)) RfI(dpi) /\ not(l= ]) => correct-c(reply-route-c(ask-route-c(in-data-c(dpi,m,r)),l)) = dpi The algebraic speci cation may then be used for proving properties needed for the speci cation veri cation and validation.
Code Generation
Once we get a formal speci cation it is not necessarily executable. Often the dynamic part is executable because it is based on operational models (state transition diagrams). This is not always true for the static part (algebraic abstract data type).
We will illustrate assisted code generation in Java, however the method is suitable for other object-oriented languages.
The general method is depicted on Fig. 12 and is split in two parts: the static part (on the right of Fig. 12 ) and the dynamic part (on the left of Fig. 12 ).
Static Part Generation
Java classes are generated for each abstract data type in the speci cation, and this process is achieved by four intermediate steps (cf. Fig. 12 ). The translations are partly automatic, for instance to get a simpler or a more e cient result may require some speci er (or programmer) interaction. The rst step is to obtain an executable speci cation (possibly through re nements). Then, code generation is decomposed into (i) the choice of a hierarchy for representing the speci cation generators, (ii) the translation into formal classes (i.e. abstractions of classes in object-oriented languages), from which (iii) a generation in a given language (e.g. Java) may be done.
Executable Speci cation. The \constructive" style adopted for the speci cations associated with the automatons is likely to yield executable speci cations (e.g. through rewriting, where tools, e.g. 14], may be used to check the convergence). However, other speci cation modules may be introduced (e.g. for the data managed by the processes) with other speci cation styles (e.g. observational style). A re nement process (abstract implementation 12]) is then needed to add elements for executability such as algorithmic choices, etc. Single Generator Speci cations. In object-oriented languages, classes have a single generation operation called for instance \new" (or the class name), while algebraic speci cations allow several generators. The problem addressed here is how to represent these generators within classes, or more precisely how to transform (e.g. by abstract implementation) the original algebraic speci cations into single generator speci cations from which classes may be derived. We propose several solutions to this issue. A rst solution is to associate to the several generators of the algebraic speci cation a single generator with a \switch" (to each original generator), we refer to this solution as the \ at organization". Another solution is to use the associated class as an interface to subclasses, where each subclass is associated to one generator of the original speci cation, this will be denoted as the \two level hierarchy organization". Then, of course, it is possible to mix these two solutions as appropriate.
Several frameworks are available for abstract implementation 12], a rst sketch is to follow the general framework of Hoare's representation 19]. It consists into de ning an abstraction function, to prove it is an onto function and to prove the implementation of operations. These aspects are not detailed here.
In the following, we present the alternative organizations for single generator speci cations. When the abstract data type has only one generator we directly apply the simple representation described below to get a class.
Flat Organization. In this organization, a speci cation module with several generators is transformed into a single generator speci cation module with a \switch" to each original generator. For example, in the DPI speci cation module, the generators are init, enable, in data, ask route, reply route. We dene SwitchDPI = finit, enable, in data, ask route, reply routeg and the single generator newSDPI (SDPI stands for Switch DPI) with the pro le newSDPI : Switch PortNumber Msg RouteNumber List SDPI -> SDPI (note that this pro le may be easily computed from the DPI generators pro les). The abstraction function Abs is de ned as usual, e.g.: The axioms are then transformed within this framework to complete the specication.
Two Level Hierarchy Organization. In this approach, several speci cation modules are associated with the original speci cation module: one module that is just an interface to modules that introduce (each) one of the original generators together with the appropriate subsort. Clearly, this approach may yield semantics issues (depending on the framework adopted), and may not be as practical and straightforward as the previous one. However, in some cases the speci cation style may be more legible.
Mixed Organization. Of course between these two previous extrema there are many other ways to transform the type depending of the chosen hierarchy. We studied in 2] how to get a better hierarchy and we presented a general process for it. However some important problems remain: metrics to de ne a best hierarchy and problems linked with inheritance of properties.
In case of abstract data types with less than ve generators, the at organization is acceptable but with more complex ones this will not be the case. Another way to solve this problem is to introduce a kind of inheritance or subsort (OBJ subsort) in the method. This problem is known to be di cult in itself and rather complex with concurrent systems.
Formal Class Design: the Model. This model 4] de nes the notion of formal class as an abstraction of a concrete class in languages like C++, Ei el, Java or Smalltalk. A formal class is an algebraic speci cation (as abstract data type) with an object-orientation. This general model is functional and uni es the major concepts of object-oriented programming. It can be used both to build formal speci cations and to design a system. An abstract operational semantics 4] was given to this model using conditional term rewriting 10]. Figure 13 shows a formal class example associated to the SDPI speci cation module obtained with the at organization.
The translation into (purely functional) Java code is straightforward. A formal class is translated to an interface (corresponding to the signature) and an ;; correct c : internal operation associated to a correct route (switch(Self) = enable^CR(previous(Self))) => correct c(Self) = correct c(previous(Self)) (switch(Self) = reply route^switch(previous(Self)) = ask routê WA(previous(Self))^is empty(list(Self))) => correct c(Self) = correct c(new(reply route, Bport, Bmsg, Broute, selRoutes(Self), previous(previous(Self)))) ... Fig. 13 . Formal Class FCDPI implementation class. We use abstract methods and classes when needed (depending on the chosen organization). The structure is represented by private instance variables. Fields selectors are coded by a public accessor to the corresponding instance variable with a condition corresponding to the precondition. A tool to generate Java classes is not available yet, but experimental tools have been done for Ei el and Smalltalk.
Formal Class Design: a Simple Representation. The simple representation allows one to translate a single generator type into a formal class, denoted by FCADT. This generator will be the newFCADT instantiation function of the object model. We must identify selectors, i.e. operations sel i such that sel i (new(X 1 , ..., X n )) = X i . These eld selectors yield the instance variables of the class. We assume that the speci cation (axioms and preconditions) has no variable named Self. A term is said to be in a receiver position if it appears at rst position in an operation di erent from the generator. If a variable appears in a receiver position in the left conclusion term then it will be replaced by Self. In our model this variable denotes the object receiver. An important translation rule is to replace newSADT(e 1 , ..., e n ) by V with V : FCADT. This leads to a set of equations: sel i (V) = e i .
1. This rule is applied on every newSADT occurrence in a receiver position in the left conclusion term, where V is named Self. If e i is a variable then it is replaced by sel i (Self) in axioms. If e i is neither a variable nor a don't care term, the equation sel i (Self) = e i is added to the axiom condition.
2. This rule is applied on all other occurrences in the left conclusion term with any variable other than Self. This representation was processed over the single generator speci cation SDPI and the result is the above formal class (Fig. 13 ).
Dynamic Part Generation
This part deals with the code generation for the dynamic part in an object oriented language. The language we aim at is ActiveJava 1], a Java dialect (pre-processed into pure Java) based on ATOM 23] .
The ActiveJava model de nes abstract states, state predicates, methods activation conditions and state noti cation. Its main advantages are that: (i) its syntax is de ned as a Java extension, (ii) it permits to model both inter and intraobject concurrency, and (iii) it supports both asynchronous and synchronous message passing. ActiveJava presents a good adequation between reusability of components (through separation of concerns into a dynamic and a static part) and expressivity.
The dynamic part generation is build upon (i) coding subsystems structuration and LOTOS-like communication semantics, (ii) coding sequential automata, and (iii) integrating dynamic and static parts.
Structuration and communication semantics. LOTOS communication semantics is more strict than the ActiveJava (object oriented) one. For this purpose and for better structuration matters, we choose to model each subsystem structuration with a controller. This approach is close to Coordinated Roles 22] and aims at the same properties: a better structuration and reusability of composition patterns.
The system speci cation is taken as a tree with sequential components at the leaves and controllers at the nodes where the LOTOS structuring mechanisms are encoded. The subtrees under a given controller will be called its sons. Structuration for the transit node is given in Fig. 14 where coordinators are drawn as square boxes and sequential components as round boxes. This is another representation of Fig. 8 . Common mechanisms. The communication is achieved in three phases as shown in Fig. 15 . In the run phase, controllers dispatch calls to a run method to their non waiting sons. Thus, in Fig. 15-1 , C sends a run method to P but not to E. When these calls reach non controller components (i.e. the leaves, as P in Fig.  15-1) or controller with all sons blocked, then the second phase, return phase begins.
In this return phase, sons return the communications they are ready to get involved with in a runnable list: a list of tuples containing the communication name and its arguments, with values for emission arguments and a special indicator ( ) for reception arguments. P returns (``m'', ,4),(``n'',3)] to assess it is ready for a m or n communication ( Fig. 15-2) . The controller then computes a common intersection of the runnable lists and sends it up. Here, n from P does not match with anything from E whereas two m elements match to make the intersection that C sends upwards. Since some E and P runnable lists elements are in the common intersection, E and P are called participants. Elements with the same communication name have to match in the same way LOTOS o ers match. Matching cases are given in Table. 2. All other cases mismatch. Table 2 . Matching elements and intersections element 1 element 2 common intersection (\m", :T) (\m",value:T) (\m",value:T) (\m",value:T) (\m", :T) (\m",value:T) (\m",value:T) (\m",value:T) (\m",value:T) { same values (\m", :T) (\m", :T) (\m", :T)
The second phase ends when there is no intersection (this yields a blocking status) or at the root where a nal intersection in computed. The controller where the second phase ends is called temporary root.
In the third phase ( Fig. 15-3) , the temporary root sends down the message corresponding to the nal intersection it has previously computed. This message has to be unique, and non determinism (whether a received value has not been bound or there is communication non determinism) is solved by the temporary root controller 27]. Controllers send the message only to participants (both P and E for C) and then erase their table entry. Non participant sons are left waiting. To end, the temporary root controller relaunches the rst phase by sending again the run method to its non waiting sons.
Interleaving. As soon as a controller receives a non synchronized element in a runnable list, it transmits it up.
Synchronization. When two sons are composed in order to synchronize on a given method, their parent controller will transmit the corresponding element in runnable lists only if it has received this element in both sons runnable lists. Hidden synchronization. In the return phase, when the runnable lists reach a node, elements referring to hidden messages are not returned upwards but are kept at this node level. When only hidden messages reach a controller which has to block them, this controller acts as the temporary root controller. If there are also non hidden messages, the controller chooses whether to transmit them upwards or to act as the temporary root (this choice simulates non determinism).
Coding the automata in ActiveJava. The precondition and postcondition tables are used to code the automaton. But this has to be slightly modi ed to take into account run message receptions. The schema given in Fig. 16 is applied to each state. Integrating the static and the dynamic parts The integration of the static and the dynamic part is done using encapsulation of a static class instance (Fig. 18) . Observers are called in the run method to compute some of the run list elements arguments. Statics methods are also called in each corresponding dynamic method.
Conclusion
While there are good motivations for the use of formal speci cations in software development, the lack of methods may restrict it to \few experts". There are several points which may cause problems: the use of formal notation, the structure of the system, the proofs of properties and the code generation (or re nement for others) are some of the most important. In this paper, we address a speci cation method for systems where both concurrency and data types issues have to be taken into account. One important feature is the help provided to the user: help to build dynamic behaviours, help to decompose the system, help to extract the data types and help to generate code. Our method takes advantage of both the constraint and state oriented approaches that are used for LOTOS or SDL speci cations. The system is described in terms of parallel components with well de ned external interfaces (the gates and communication typing). The behaviour of the component is described by a sequential process asimport StaticClass; active class DynamicClass { StaticClass nested; < ActiveClass part > public methods { public DynamicClass( < arguments > ) { nested = new StaticClass( < arguments > ); < dynamic initialization (initial state) > } public RunnableList run() { // uses nested.observers return values in runnable list } public void otherMethod( < arguments > ) { nested.otherMethod( < arguments > ); }}} Fig. 18 . Integration of static and dynamic parts sociated with an internal data type. The study of the communications and their e ect on this data type allows one to build, in a semi-automatic way, an automaton describing the process internal behaviour. The automaton is then translated into a speci cation language (LOTOS or SDL). The data type is extracted by a semi-automatic method from this automaton.
The components and the whole system may then be veri ed using common set of tools for transition systems 13] or algebraic speci cations 14].
Our speci cation method is equipped with a prototype generation. Objectoriented languages are another major phenomenon in software engineering. One cannot ignore the qualities of such code, however writing such code may be a hard task. We choose to generate Java code but our method may be applied to other object oriented languages. This code generation is mainly automatic and modular. We plan to experiment code generation on other frameworks for concurrent object oriented programming such as 8].
One future research direction is the extension of this approach to other speci cation languages, like Raise 30] or Object- Z 28] . Other connected areas of research are about object-oriented analysis and design methods. We currently work on the use of UML 29] diagrams to improve system architecture and to validate the automaton behaviour (with communication diagrams for instance). Therefore, we plan to provide our speci cation model with inheritance, more complete communication (experimenting new controller semantics) and structuration mechanisms as in related models 9].
