Abstract. Recently, two-stage three-machine assembly flow shop issues have drawn a lot of researchers' attention. However, the learning idea has not been widely introduced into two-stage assembly flow shop model. In view of this observation, authors then study a two-stage threemachine flow shop scheduling problem with learning consideration in which the goal is to minimize the total completion time of given n jobs. For saving time cost, authors proposed six types of particle swam optimization methods for searching approximate solutions compared to the lower bound for the small number of jobs and big numbers of jobs, respectively. Several statistical tools involving analysis of variance (ANOVA) and Fisher's least significant difference tests are utilized to determine the proposed six PSOs for three data types in term of the average gap.
Introduction
Recently, the two-or three-stage assembly flowshop scheduling topics have been continuing attention in research community. Applications can be found in query scheduling on distributed database systems, fire engine assembly plants, printed circuited board assembly line, and personal computer manufacturing (see [1, 2, 3] ). Meanwhile, another group of researchers explore the idea that the job processing time could, at least for some cases, steadily decrease when the same or similar task was repeatedly performed. Applications of this learning situation can be seen in machine shop different branches of industry, a variety of corporate activities and the shortening life cycles, and an increasing diversity of products in the manufacturing environment (see [4, 5] ).
For the two-stage assembly literature to minimize the total completion time, readers may refer to [6, 7, 8] . Regarding to the two-stage assembly literature to minimize the makespan, authors refer readers to [2, 3, 9, 10, 11] On the other hand, [12, 13, 14] were the early pioneers who introduced the learning idea into scheduling field. As for more research results on variants of scheduling models with different learning settings, readers may refer to three important surveys by [15] and [16] .
To the best of authors' knowledge, [17, 18] considered the makespan or total completion time minimization in a two-stage three-machine flow shop problem with learning consideration. In view of this limitation, using the same model by [18] and the average gap (instead of the average error percentage) in this study authors applied six types of PSOs for finding approximate solutions for small-size and big-size jobs, and for three different data types. Besides, authors also applied some statistical tools including analysis of variance (ANOVA) and Fisher's least significant difference tests to determine the performances of the six PSOs in term of the average gap.
The remainder of this paper is organized as follows: The problem is described in Section 2. Six versions of PSOs are presented in Section 4. The conclusions and suggestion are given in Section 5.
Problem Statement
The problem can be described as follows. n available jobs are ready at time zero on three machines. In the first stage, each of the machines M 1 and M 2 , which are set in parallel, processes a component of a job; these three machines work independently of each other. In the second stage, the assembly machine M 3 assembles the two components of each job. Following the idea of [19] and [18] that the more processing time you practice, the more learning you get, the actual component processing time of job on machine to be scheduled in the r th position of a sequence is assumed to be
) , where is to search an optimal sequence to minimize the total completion time or
Six PSOs
The Particle swarm optimization (PSO) is one of recent famous metaheuristic algorithm which uses a group of particles to choose the global minimum of an objective function. During about 20 years, it has attracted numerus researchers due to its simple implementation and efficiency to solve highdimensional problems and handle functions with many local minimum points. For more details of PSO, readers may refer to [20, 21, 22] for more of its applications. The method is followed a swarm of particles which are randomly distributed on the state space in the first step. Then, during each step, each particle updates its speed, depending on the local optimum obtained by the particle and the global optimum obtained by the swarm. The PSO terminates at the maximum number of iterations. Two main motivations are considered the six PSOs in this study. The first is authors want to find the effects of PSOs that the inertia is changing when fixed the same velocity, for example, we checked the performances for group (ow_PSO1, w_PSO1, wd_PSO1) or group (ow_PSO2, w_PSO2, wd_PSO2); The second one is that authors want to check performances of three pairs of PSO that the velocity is with or without a controllable parameter while keeping the same inertia for three groups such as group (ow_PSO1, ow_PSO2), group (w_PSO1, w_PSO2), and group (wd_PSO1, wd_PSO2). For more details of six PSOS, readers may refer to .
The Tested Results
In this study we conducted two experiments to evaluate the performances of the proposed six PSOs for the small and big numbers of jobs. Following the similar design of [2] and [17, 18] , authors examined all the algorithms by using three different data types. In particular, authors generated normal processing times from a uniform distribution U(1, 100) on M 1 , M 2 , and from a uniform distribution U(1, 50) on M 3 for the Data Type 1, from a uniform distribution U(1, 100) on M 1 , M 2 and M 3 for Data Type 2, and from a uniform distribution U(1, 100) on M 1 , M 2 and from a uniform distribution U(1, 200) on M 3 for Data Type 3. The learning index was took as a=-0.1, -0.01, and -0.001. Six small-size and big-size jobs were separately examined at n=5, 10, 15, and n=25, 30, 35. One hundred instances were tested for each job-size.
Below authors will determine the performance levels of the lower bound and six PSOs for three small numbers of jobs. For each PSO, authors record the average gap (AGP), AGP = mean of ( − * * × 100%) , where Vi is the objective function yielded by each PSO, and * V is the lower bound derived by [18] . The results are reported in Tables 1-3 .
As shown in Table 1 , the AGPs of six PSOs became bigger as the value of a became stronger. Regarding to the impact of data type, Table 2 released that there is no pattern among six PSOs. Furthermore, authors also investigated the statistical differences on the performance of the proposed six PSOs. We utilized one-way analysis of variance for small number of jobs. The results were reported in Table 3 . In view of the fact that the p-values are larger than 0.05, refer to the row "Algorithm" under "Source of Variation" in Tables 3, it can be confirmed that the performance differences of the proposed six PSOs are not significant at the 0.05 level, meanwhile, the factors learning or machine size is significant. To further make a comparison on the quality of solutions among the six PSOs, SAS (version 9.4) was used to execute Fisher's least significant difference tests. The overall averages (for small orders) of AGPs, in increasing order, are 3.9696, 3.9774, 3.9789, 3.9796, 4.0100, and 4.0626 for wd_PSO2, wd_PSO1, w_PSO1, w_PSO2, ow_PSO1, and ow_PSO2, respectively. However, all pairwise comparisons between the six PSOs were not significant at the 0.05 level for small number of jobs.
In the second part, authors checked the performances of proposed six PSOs for large numbers of jobs. All the related outcomes were provided in Tables 4-6 . Table 4 reported that the AGPs of six PSOs became bigger as the value of a became stronger. This is consistent to the case of the small number of jobs. As for the impact of data type, Table 5 also released that there is no pattern among six PSOs. This is also consistent to the case of the small number of jobs. Similar to the small job-size case, authors made the statistical differences on the performance of the proposed six PSOs. We did one-way analysis of variance for big number of jobs. The results were reported in Table 6 . In view of the fact that the p-values are larger than 0.05, refer to the row "Algorithm" under "Source of Variation" in Tables 6, it can be confirmed that the performance differences of the proposed six PSOs are significant at the 0.05 level. Moreover, both the factors learning and machine size are also significant. To further make a comparison on the quality of solutions among the six PSOs, SAS (version 9.4) was used to execute Fisher's least significant difference tests. The overall averages (for small orders) of AGPs, in increasing order, are 12.5559, 12.5563, 12.6844, 12.6889, 12.8593, and 12.8611 for wd_PSO2, wd_PSO1, w_PSO2, w_PSO1, ow_PSO1, and ow_PSO2, respectively.
These results reported that the mean AGP of the wd_PSO2 is the smallest (best) for both small and large number of jobs, whereas AGP of ow_PSO2 is the largest (worst) for both of small and big orders. These results confirmed that the solutions obtained from the proposed wd_PSO2 have both good accuracy and good stability.
Conclusions and Suggestions
The 2-stage 3-machine assembly scheduling problems existed in many manufacturing and service environments. Learning phoneme is commonly found in many real-life production systems. The literature on the 2-stage 3-machine assembly scheduling problems incorporating with a learning effect was limited. Inspired by this observation, authors addressed an 2-stage 3-machine assembly scheduling model with a learning effect to minimize the total flowtime. Due to the fact that this problem is a difficult one, authors then considered six versions of PSOs to find approximate solutions. Based on the reports, it is confirmed that the proposed wd_PSO2 have both good accuracy and good stability in term of the AGP.
