Since the compressed data, which are frequently used in computer systems and communication systems, are very sensitive to errors, several error recovery methods for data compression have been proposed. Error recovery method for LZ77 coding, one of the most popular universal data compression methods, has been proposed. This cannot be applied to LZSS coding, a variation of LZ77 coding, because its compressed data consist of variable-length codewords. This paper proposes a burst error recovery method for LZSS coding. The error sensitive part of the compressed data are encoded by unary coding and moved to the beginning of the compressed data. After these data, a synchronization sequence is inserted. By searching the synchronization sequence, errors in the error sensitive part are detected. The errors are recovered by using a copy of the part. Computer simulation says that the compression ratio of the proposed method is almost equal to that of LZ77 coding and that it has very high error recovery capability.
Introduction
Data compression is popularly applied to communication systems and data storage systems in order to reduce communication bandwidth and storage size, respectively [1] . Lossless compression, which can obtain the same decompressed data as the source data, is suitable for text compression. Ziv-Lempel coding is a class of lossless compression based on LZ77 coding [2] or LZ78 coding [3] . This constructs a dictionary which refers the previous data in compression and decompression, and it does not have to investigate the probability model of the source data before compression.
It is clear that compressed data are very sensitive to errors. That is, only one bit error in compressed data can give serious damage to the decompressed data. Although error control code [4] can be applied to such error sensitive data, it cannot protect the data against the errors beyond its error control capability. Such errors lead to the miscorrection and give much more serious damage to the data comparing to the case where no error control code is applied. From this point, several error recovery methods for the compressed data have been proposed, such as Huffman coding with error control capability [5] ; and arithmetic coding with error detecting capability [6] , [7] and with burst error recovery capa- Manuscript bility [8] . Error control methods for Ziv-Lempel coding by adding check information to each codeword were also proposed [9] , [10] . The authors proposed error recovery method for LZ77 coding by using the Unequal Error Protection, or UEP [4] , technique [11] . This method protects error sensitive part of the compressed data more strongly than the other part, and achieves high error recovery capability by adding small check information. Since compressed data of LZSS coding [12] , a variation of LZ77 coding, consist of variablelength codewords, the method proposed in [11] cannot be applied to LZSS coding. That is, the location of the error sensitive part is recognized after the received word is decoded. Errors in the compressed data make the decoder fail to recognize the location of the error sensitive part. This paper proposes a burst error recovery method for LZSS coding. The error sensitive part of the compressed data are encoded by unary coding [1] and moved to the beginning of the compressed data. After these data, a synchronization sequence is inserted. By searching the synchronization sequence, errors in the error sensitive part are detected. The errors are recovered by using a copy of the error sensitive part.
This paper includes 5 sections. Section 2 introduces LZ77 coding and LZSS coding. The proposed method is shown and evaluated in Sects. 3 and 4, respectively. Section 5 concludes the paper.
Preliminaries

LZ77 Coding
In LZ77 coding, a fixed-size sliding window is used. The window is divided into fixed-size dictionary and lookahead buffer. The dictionary consists of source symbols which have already been compressed and the lookahead buffer includes symbols which are going to be compressed. Compressor of LZ77 coding searches the dictionary to find the longest match with the beginning of the lookahead buffer. The matched string in the lookahead buffer and the following symbol are parsed and compressed into fixed-length 3 elements, the offset of the matched string, the length of the match, and the last symbol of the parsed string. If no matched string is found, first symbol of the lookahead buffer is parsed and compressed into 3-element word including two zeros and the symbol.
Computer simulation says that errors in the matched length give much more serious damage than those in the Copyright c 2009 The Institute of Electronics, Information and Communication Engineers other elements [11] . The method proposed in [11] divides the compressed data into 3 parts, that is, the former and latter half of the matched length and other elements. These 3 parts are encoded by error control codes independently.
LZSS Coding
LZSS coding [12] is a variation of LZ77 coding. It outputs only the symbol if the matched string cannot be found or the matched length is short in order to improve compression ratio. It does not output the last symbol if the matched length is long. That is, LZSS coding uses two types of codewords, the codeword including the offset and the matched length, and the one including the symbol. In order to discriminate the types of codewords, one flag bit is appended at the beginning of each codeword. The lengths of these two types of codewords are not equal to each other, in general. If the flag bit is erroneous, the decompressor cannot recognize the boundary of codewords correctly. Therefore, error recovery method for LZ77 coding proposed in [11] cannot be applied to LZSS coding.
Error Recovery Method
Let f i , o i , l i , and a i be the flag bit, the offset, the matched length, and the symbol included in the ith codeword C i , respectively. And let f i = 1 denote that the codeword C i includes the offset and the matched length. Then, the ith codeword C i consists of
Since LZSS coding is a variation of LZ77 coding, the matched length is considered to be sensitive to errors in LZSS coding. The flag is also considered to be error sensitive. In order to verify this assumption, relation between the error location in the compressed data and the influence of the error is obtained by computer simulation. Figure 1 shows the simulation result for source file "paper1", standard source file for compression provided in [1] . The error locatin is the location of the erroneous bit in the compressed data, where 0% and 100% corresponds to the head and tail of the compressed data, respectively. The magnitude of the influence is obtained by comparing the decompressed data obtained from the compressed data including single-bit errors with the original source data. It is expressed as the ratio of the number of erroneous lines, i.e., lines in the decompressed data different from those in the source data, to the number of total lines. Here, a line shows a string of characters separated with each other by "return mark". This shows 4 cases, that is, single-bit errors are injected into the flag, the offset, the matched length, and the symbol of the compressed data. This figure says that errors in the flag and the matched length give much more serious damage to the decompression than those in the offset and the symbol. Therefore, the flag and the matched length in the compressed words, especially those in the former part of the compressed data, should be protected from errors strongly.
Proposed Method 1
The proposed method divides the compressed data into several blocks each having B codewords. That is, the jth block includes B codewords C ( j−1)B , C ( j−1)B+1 , · · · , C jB−1 . It collects the flags and the matched lengths and locates them at the beginning of the block. This part is regarded as important part in the compressed data. In order to detect errors in the important part easily, the matched length is encoded by unary coding [1] and a synchronization sequence is appended after the important part. The copy of the important part, the offset and the symbol, are located after the synchronization sequence. The remaining parts, the offset set and the symbol set are located at the tail of the block. The following shows the detailed encoding procedure.
Encoding Procedure
1. Compress the source data by LZSS coding and obtain the codewords of LZSS coding. 2. Encode the matched length included in the codewords of LZSS coding by unary coding. 3. Divide the set of codewords into blocks each having B codewords. Encode the jth block including codewords C ( j−1)B , C ( j−1)B+1 , · · · , C jB−1 by the following procedure.
a. Let F j , O j , L j , and A j be collected flags, offsets, matched lengths, and symbols included in the codewords C ( j−1)B , C ( j−1)B+1 , · · ·, C jB−1 , respectively. And let S be the synchronization sequence. b. Output (F j L j S F j L j O j A j ) as the encoded jth block. Figure 2 illustrates an example of the encoding procedure of the proposed method 1 for B = 5. Here, a block includes 5 codewords of LZSS coding, (0, "a"), (0, "b"), (1, 6, 2), (1, 5, 3) , and (1, 1, 3) ; and the synchronization sequence is "11011". 
Decoding Procedure
The following shows burst error recovery procedure of the proposed method 1 for the jth received block.
Cut off B bits from the beginning of the received block
and let these bits be F j . 2. Cut off w(F j ) words of unary coding from the the beginning of the remaining block, where w(x) denotes Hamming weight of x. Decode the words of unary coding and let them be the matched lengths in the received word of LZSS coding. 3. If the beginning of the remaining block is the synchronization sequence, cut off the synchronization sequence, flags, and matched lengths from the remaining block, and go to Step 6. 4. Search the received block for the synchronization sequence. If it is found, cut off the synchronization sequence and the bits in front of the sequence from the block, read flags and matched lengths from the remaining block in the same manner as Steps 1 and 2, and go to Step 6. 5. Search the remaining block obtained by executing the procedure shown in Step 1 for the part which is equal to the former half of the matched length obtained in Step 2. If it is not found, consider that unrecoverable error occurs and stop the procedure. If it is found, cut off the bits in front of the found parts, read matched lengths from the remaining block in the same manner as Step 2, and use the flags obtained in Step 1. 6. Cut off the offsets and symbols from the remaining block and execute decompression procedure of LZSS coding.
In the above procedure, Step 4 is a procedure for the case that the part including first flag set and matched length set are erroneous.
Step 5 is for the case that the part including the synchronization sequence, the first matched length set, and the second flag set is erroneous. Figure 3 illustrates an example of the decoding procedure for the proposed method 1. This shows the case the first matched length set and the synchronization sequence are erroneous and corresponds to Step 5.
The proposed method can recover burst error occurring in the former part of the block including the flag, the matched length, and the synchronization sequence. The maximum length of the recoverable burst error is min(len(F i ), len(L i ), len(S )), where len(x) denotes the bitlength of the part x.
Proposed Method 2
The proposed method 2 inserts the second synchronization sequenceS instead of the part including a copy of matched length in order to improve compression ratio. That is, the format of the encoded block is (F j L j S F jS O j A j ).
Burst error is recovered by searching these two synchronization sequences. That is, if the first synchronization sequence is found after the first flag set and the matched length set, the received flag set and matched length set are regarded as error free. Otherwise, the received block is searched for the synchronization sequences and error recov- ery procedure is done according to the result of the search. If the matched length set is regarded as erroneous, matched length set is recovered by using the flag. Since the matched lengths are encoded by unary coding, the Hamming weight of flag set is equal to that of matched length set. Although the errors in the matched length set cannot be corrected completely, the summation of the values of matched lengths is correct and the influence to the decompression of the following blocks is small. Detailed error recovery procedure is illustrated in Fig. 4 . Figure 5 shows two examples of the decoding procedure for the proposed method 2. The first example is the case that the first synchronization sequence and the second flag set are erroneous. The position of the second synchronization sequence is obtained by matching of the latter half of the first and second flag sets. The first flag set is used for decompression. The second example is the case that the first flag set and the matched length set are erroneous. The position of the second flag set is obtained by searching the first and the second synchronization sequences. In this case, the matched length set cannot be recovered. Since correct summation of the values of matched lengths can be obtained, the influence to the decoding of the following blocks is small. 
Evaluations
The proposed method is evaluated by computer simulation. The following lists the parameters used in the simulation.
• Source file: sample files provided by [1] • Block size: B = 200 words • Length of the synchronization sequence: 13 bits for method 1 and 8 bits each for method 2
Here, the lengths of the synchronization sequences are selected so that the total synchronization sequences lengths of both methods are almost equal to each other.
(1) Compression Ratio Table 1 lists compression ratio of the proposed method, where compression ratio is defined by the following equation compression ratio = compressed data size source data size × 100(%).
For comparison, the cases of conventional LZ77 coding and LZSS coding are also listed. This says that the compression ratio of the proposed method is slightly larger than that of LZSS coding and almost equal to that of LZ77 coding.
(2) Error Recovery Capability Figure 6 shows error recovery capability of the proposed method, i.e., relation between the location of injected error and error recovery capability for source file "paper1". Here, 20-bit burst error is injected. Error recovery capability is obtained in the same manner as the influence of error shown in Fig. 1 . For comparison, the case of conventional LZSS coding is also shown. This says that error recovery capability of the proposed method is much better than that of LZSS coding, especially for the error occurring at the former part of the compressed data. This also says that error recovery capability of the proposed method 1 is better than that of the proposed method 2. This result comes from the fact that the method 2 does not duplicate the matched length part in order to improve compression ratio.
Although the injected 20-bit burst error is beyond the error recovery capability of the proposed method, the influence of the error is small, at most 10%. If the source data are text data, more than 90% of data are readable and available. In some applications, this error recovey capability would be enough. That is, the error recovery capability of the proposed method is high, considering the length of injected burst error. Error control codes destroy the erroneous data further by miscorrection in the case of the error which is beyond their error control capability. This point is an advantage of the proposed method, integrating error recovery and data compression, against the combination of error control and compression.
Conclusion
This paper has proposed burst error recovery method for LZSS coding, a variation of LZ77 coding. The proposed method protects error sensitive part of the compressed data, i.e., flag set and matched length set, by using unary coding and a synchronization sequence. Computer simulation says that the compression ratio of the proposed method is almost equal to that of LZ77 coding and that error recovery capability of the proposed method is very high.
Future study will involve improving error recovery capability by protecting the part including the offset set and the symbol set, which is not protected in the proposed method. Theoretical analysis on error recovery capability of the proposed methods, especially the case of the method 2, will be also future study.
