






































































































































自己位置推定と地図生成の手法は、前述のとおり Bayes Filter アプローチと最適化ア
プローチに大別できる。Bayes Filterは理論であり、実装の際の確率分布のモデル化には




る。代表的な手法として、ICP: Iterative Closest Pointアルゴリズムがある。また最適化ア


















































































るが、SLAM 手法の 1 つとして Rao-Blackwellized Particle Filter がある。本研究では、
Rao-Blackwellized Particle Filterを用いて占有格子地図（Occupancy Grid Map）を生成す
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Range Finder）などがある。また、周辺環境の 2次元または 3次元の形状を測定する測域
センサとして、光を用いて測距する LIDAR: Light Detection and Ranging（レーザスキャ
3
ナとも呼ばれる）や距離画像カメラ（Depth Camera）、電波を用いて測距する RADAR:
Radio Detection and Ranging などがある。あるいは、人の視覚と同種の画像センサとし
て、単眼カメラやステレオカメラもよく用いられる。測距の原理としては、パルス方式
や位相差方式の TOF: Time of Flightか三角測量が使用される。一方で、人工衛星を利用


















































第 3 章では、Bayes Filter アプローチと最適化アプローチを統一的に表現できるよう、
ベイズ理論に基づいて整理することで改めて定式化する。
























前述のとおり Bayes Filterアプローチと最適化アプローチに大別できる [25]。Bayes Filter
は理論であり、実装の際の確率分布のモデル化には様々な手法が存在する [13]。代表的な




ICP: Iterative Closest Pointアルゴリズム [85, 86]がある。また最適化アプローチの手法と













 Structure from Motion
Bayes Filter アプローチ
 Extended Kalman Filter
 Histogram Filter
 Particle Filter など
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図 2.2 Extended Kalman Filterによる SLAMの例
が分からない状況で自身のセンサデータを用いて地図生成を行うには、自己位置推定と地




である。Extended Kalman Filterによる SLAMでは、ロボットの自己位置とランドマーク
で表現される地図の確率分布が、ガウス分布でモデル化される。


















図 2.4 Particle FilterによるMonte Carlo Localizationの例
で “Probabilistic Robotics” [13]では、Bayes Filterアプローチ以外の手法にはほとんど言
及しておらず、最適化アプローチとの比較はなされていない。
コンピュータビジョン分野においても、ロボティクス分野と同様の問題が数多く扱われ
ている。例えば 3次元点群（Point Cloud）や距離画像の位置合わせ [85,86]や、単眼画像
列からの Structure from Motion [14]による 3次元形状復元は、ロボティクス分野におけ
る自己位置推定や地図生成と深い関係がある。














また、Structure from Motion [14]では、複数枚の単眼画像から各画像を撮影したカメラ
の位置（方位を含む）を求めると共に、3次元形状を復元する。図 2.6に、単眼画像列から
Structure from MotionとMulti-View Stereoによって復元した筆者らの研究室の 3次元形
状を示す。Structure from Motionには、オープンソースソフトウェアである Bundler [15]
を利用した。また Multi-View Stereo には、同じくオープンソースソフトウェアである
















































サデータも利用して推定を行うため、近年盛んに研究されている Graph-based SLAM [83]



























































ローチに大別できる [25]。Bayes Filterは、自己位置の時系列を 1次マルコフ過程と仮定
した隠れマルコフモデル（状態空間モデル）で表現しており、ベイズの定理に対して全
確率の定理と 1 次のマルコフ性などによる条件付き独立性とを適用することで定式化さ






















まず、Extended Kalman Filterや Histogram Filter、Particle Filterなどの基礎理論となる
Bayes Filterについて、“Probabilistic Robotics” [13]に基づいて定式化を確認する。図 3.1
に、自己位置推定と地図生成における各変数の定義を示す。時刻 t のロボットの自己位置
を xt、地図を m、時刻 t の移動量を表すオドメトリの動作データ（制御動作データ）を
ut、時刻 t のセンサで測定した周辺環境のスキャンの計測データ（環境計測データ）を zt
とする。オドメトリには誤差があるため、時刻 t 1の自己位置 xt 1 に時刻 t のオドメト
リによる移動量 ut の同次変換行列 T(ut)を掛けた予測位置 T(ut)xt 1 は、時刻 t の真の自

































図 3.2 に、自己位置推定のグラフィカルモデル [13] を示す。自己位置推定の場合、ロ
ボットの自己位置 xが隠れ変数であり、地図 m、オドメトリの制御動作 u、スキャンの環
境計測 zは観測された所与のものである。時刻 t のロボットの自己位置 xt は、時刻 t 1
の自己位置 xt 1 と時刻 t のオドメトリの制御動作 ut に確率的に依存している。また時刻
















図 3.2のグラフィカルモデルでは、ロボットの自己位置 xの時系列を 1次のマルコフ性
を持つ 1次マルコフ過程としてとらえている。すなわち、時刻 t の自己位置 xt は 1時刻
前の自己位置 xt 1 とその時刻のオドメトリの制御動作 ut のみに依存しており、それ以前
の過去の自己位置などに対して独立であると仮定した隠れマルコフモデル（状態空間モデ
ル）になっている。なお、自己位置 xの時系列に対して 1次のマルコフ性を持つとは、時
刻 t の自己位置 xt が与えられたときに、時刻 t 1の自己位置 xt 1 と時刻 t+1の自己位
置 xt+1 が独立であることとも言える。
Bayes Filterを用いた自己位置推定は、図 3.2のグラフィカルモデルに基づき、以下のよ
うに定式化される。時刻 t におけるロボット位置 xt の確率分布 p(xt j u1: t ; z1: t ;m)を推定
する問題となり、式 (3.1)の漸化式で自己位置推定における Bayes Filterが表される [13]。
p(xt j u1: t ; z1: t ;m)
= h p(zt j xt ;m)

Z
p(xt j xt 1;ut) p(xt 1 j u1: t 1; z1: t 1;m)dxt 1 (3.1)
ここで、u1: t は制御動作データ uの時系列（u1; : : : ;ut）、z1: t は環境計測データ zの時系列
（z1; : : : ; zt）、h は正規化係数である。p(zt j xt ;m) が計測モデル（Measurement Model）、
p(xt j xt 1;ut) が動作モデル（Motion Model）となる。Bayes Filter では、動作モデル
p(xt j xt 1;ut)を用いて事前確率を計算し、計測モデル p(zt j xt ;m)による尤度を融合する
ことで事後確率の分布を求める。時刻 t のロボット位置 xt の事後確率 p(xt j u1: t ; z1: t ;m)
を、時刻 t 1のロボット位置 xt 1 の事後確率 p(xt 1 j u1: t 1; z1: t 1;m)から計算する漸
化式になっている。
19
動作モデル p(xt j xt 1;ut)は、ロボットの自己位置 xの状態遷移確率を表す。オドメト
リの制御動作 uによって、時間的にどのように状態が変化するかを規定するものである。
状態の変化は決定論的ではなく、確率分布として誤差を考慮して扱われる。
計測モデル p(zt j xt ;m)は、計測確率とも呼ばれる。計測確率は、時刻 t におけるロボッ
ト位置 xt において、地図 mから得られるスキャンの環境計測 zt の確率を表す。ロボット
位置 xt を仮定した際に、その環境計測 zt の尤もらしさの指標を表す尤度関数である。尤
度はロボット位置 xt の確率分布ではなく、ロボット位置 xt に関する積分は 1になるとは
限らない。
3.2.2 自己位置推定における Bayes Filterの導出過程





p(A j B) = p(B j A) p(A)
p(B)
(3.2)
p(A j B;C) = p(B j A;C) p(A j C)
p(B j C) (3.3)
自己位置推定では、地図 m、オドメトリの制御動作 u、スキャンの環境計測 z は観測さ
れた所与のものとして、隠れ変数であるロボットの自己位置 x を推定することが目的と
なる。よって図 3.2のグラフィカルモデルにおいて、式 (3.3)の条件付きベイズの定理を
A= xt、B= zt、C= u1: t ; z1: t 1;mとして適用することで、以下の式 (3.4)が求まる。
p(xt j u1: t ; z1: t ;m)
=p(xt j zt ;u1: t ; z1: t 1;m)
=
p(zt j xt ;u1: t ; z1: t 1;m) p(xt j u1: t ; z1: t 1;m)
p(zt j u1: t ; z1: t 1;m)
= h p(zt j xt ;u1: t ; z1: t 1;m) p(xt j u1: t ; z1: t 1;m) (3.4)
ここで、h は正規化係数である。h p(zt j xt ;u1: t ; z1: t 1;m) が尤度、p(xt j u1: t ; z1: t 1;m)






p(A j B) p(B)dB (3.5)
p(A j C) =
Z
p(A j B;C) p(B j C)dB (3.6)
時刻 t のロボット位置 xt の事前確率 p(xt j u1: t ; z1: t 1;m)に対し、式 (3.6)の条件付き全
確率の定理を A= xt、B= xt 1、C= u1: t ; z1: t 1;mとして適用することで、隠れ変数 xt 1
を導入して以下の式 (3.7)が求まる。
p(xt j u1: t ; z1: t 1;m)
=
Z
p(xt j xt 1;u1: t ; z1: t 1;m) p(xt 1 j u1: t ; z1: t 1;m)dxt 1 (3.7)
最後に、図 3.2のグラフィカルモデルに基づき、1次のマルコフ性などによる条件付き
独立性に基づいて不要な変数を削除する。尤度を表す p(zt j xt ;u1: t ; z1: t 1;m) について、
時刻 t の環境計測 zt は時刻 t のロボットの自己位置 xt と地図 mのみに依存しているた
め、それ以外の変数を取り除いて、
p(zt j xt ;u1: t ; z1: t 1;m) = p(zt j xt ;m) (3.8)
と表現できる。また、ロボット位置 xt の事前確率に対して全確率の定理を適用して導入
された p(xt j xt 1;u1: t ; z1: t 1;m)について、時刻 t のロボットの自己位置 xt は時刻 t 1
の自己位置 xt 1 と時刻 t のオドメトリの制御動作 ut のみに依存しているため、それ以外
の変数を削除して、
p(xt j xt 1;u1: t ; z1: t 1;m) = p(xt j xt 1;ut) (3.9)
が成り立つ。同様に、時刻 t  1 のロボット位置 xt 1 の事後確率 p(xt 1 j u1: t ; z1: t 1;m)
について、独立であり影響を与えない時刻 t のオドメトリの制御動作 ut を取り除き、
p(xt 1 j u1: t ; z1: t 1;m) = p(xt 1 j u1: t 1; z1: t 1;m) (3.10)
とすることができる。
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まとめると、自己位置推定における Bayes Filterの導出過程は、以下の式 (3.11)のとお
りである。
p(xt j u1: t ; z1: t ;m)
= h p(zt j xt ;u1: t ; z1: t 1;m) p(xt j u1: t ; z1: t 1;m)
= h p(zt j xt ;m)
Z
p(xt j xt 1;u1: t ; z1: t 1;m) p(xt 1 j u1: t ; z1: t 1;m)dxt 1
= h p(zt j xt ;m)
Z
p(xt j xt 1;ut) p(xt 1 j u1: t 1; z1: t 1;m)dxt 1 (3.11)
以上の導出により、時刻 t 1のロボット位置 xt 1 の事後確率 p(xt 1 j u1: t 1; z1: t 1;m)
に対して、動作モデル p(xt j xt 1;ut) を用いて時刻 t の事前確率を計算し、計測モデ
ル p(zt j xt ;m) による尤度を融合することで、時刻 t のロボット位置 xt の事後確率
p(xt j u1: t ; z1: t ;m)を求める Bayes Filterの漸化式が定式化された。
3.2.3 Particle Filterを用いた自己位置推定の定式化
Bayes Filterの定式化は、Extended Kalman Filterや Histogram Filter、Particle Filterなど
の基礎理論となる。Extended Kalman Filterや Histogram Filterについては、Bayes Filter
の定式化に対し、ロボット位置の状態空間をガウス分布としてモーメントパラメータ化に
より平均と共分散でモデル化したり、状態空間を多次元の格子で分割することで離散化し
たモデルを用いて、確率分布を表現して実装される [13]。しかし Particle Filter（逐次モン
テカルロ法）については、定式化が若干異なるので、以下に導出過程を示す。
Particle Filterでは、時刻 tのロボットの自己位置 xt の確率分布がパーティクル（粒子）に
よってモデル化されるが、各パーティクルはそれまでの走行軌跡も保持するデータ構造に
なる。すなわち、時刻 t におけるロボット位置 xt の確率分布 p(xt j u1: t ; z1: t ;m)ではなく、
時刻 1から時刻 t のロボット位置の時系列 x1: t = x1; : : : ; xt の確率分布 p(x1: t j u1: t ; z1: t ;m)
を推定する問題となる。グラフィカルモデルは Bayes Filter の場合の図 3.2 と同一だが、
求める対象が時刻 t のロボット位置 xt だけでなくロボット位置の時系列（すなわち走行
軌跡）x1: t になる部分が異なる。
自己位置推定における Particle Filterの導出過程は、概ね Bayes Filterと同様だが、全確
率の定理を適用する部分に違いがある。Bayes Filterでは全確率の定理を適用することで




式 (3.12) に、乗法定理（条件付き確率）を示す。また式 (3.13) に、条件付き乗法定理
（3変数での条件付き確率）を示す。
p(A;B) =p(A j B) p(B) (3.12)
p(A;B j C) =p(A j B;C) p(B j C) (3.13)
時刻 1から時刻 t のロボット位置の時系列（走行軌跡）の事前確率 p(x1: t j u1: t ; z1: t 1;m)
に対し、式 (3.13)の条件付き乗法定理を A= xt、B= x1: t 1、C= u1: t ; z1: t 1;mとして適
用することで、以下の式 (3.14)が求まる。
p(x1: t j u1: t ; z1: t 1;m)
=p(xt j x1: t 1;u1: t ; z1: t 1;m) p(x1: t 1 j u1: t ; z1: t 1;m) (3.14)
これ以外の導出は Bayes Filterと同様に行うと、自己位置推定における Particle Filterの
導出過程は、以下の式 (3.15)のとおりである。
p(x1: t j u1: t ; z1: t ;m)
= h p(zt j x1: t ;u1: t ; z1: t 1;m) p(x1: t j u1: t ; z1: t 1;m)
= h p(zt j xt ;m) p(xt j x1: t 1;u1: t ; z1: t 1;m) p(x1: t 1 j u1: t ; z1: t 1;m)
= h p(zt j xt ;m) p(xt j xt 1;ut) p(x1: t 1 j u1: t 1; z1: t 1;m) (3.15)
Bayes Filter との違いは、推定の対象が時刻 t におけるロボット位置 xt の確率分布
p(xt j u1: t ; z1: t ;m)ではなく、時刻 1から時刻 t のロボット位置の時系列（走行軌跡）x1: t の
確率分布 p(x1: t j u1: t ; z1: t ;m)を推定することである。また、Bayes Filterの定式化では動
作モデル p(xt j xt 1;ut)を用いて事前確率を計算する際に積分（和）が必要だが、Particle
Filterの定式化では事前確率を計算する際に積分は現れない。これは、Particle Filterでは
パーティクル（粒子）が表す確率分布が、時刻 t のロボット位置 xt だけでなく、それまで
の走行軌跡 x1: t も保持しているためである。
以上の導出により、時刻 1 から時刻 t 1 のロボット位置の時系列（走行軌跡）x1: t 1
の事後確率 p(x1: t 1 j u1: t 1; z1: t 1;m) に対して、動作モデル p(xt j xt 1;ut) を用いて時
刻 t の事前確率を計算し、計測モデル p(zt j xt ;m)による尤度を融合することで、時刻 1



































確率論の観点では、SLAM はオンライン SLAM 問題と完全 SLAM 問題に分類でき
る [13]。オンライン SLAM は、各時刻においてロボット位置 xt と地図 mの同時確率
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p(xt ;m j u1: t ; z1: t)を推定する問題となる。基本的には、オンライン SLAMは逐次的なア
ルゴリズムで解かれる。一方で完全 SLAM は、時刻 t のロボット位置 xt だけでなくロ
ボット位置の時系列（走行軌跡）x1: t を対象とし、ロボット走行軌跡 x1: t と地図 mの同
時確率 p(x1: t ;m j u1: t ; z1: t)を推定する問題となる。完全 SLAMに対しては、オンライン
で解くアルゴリズムとオフラインで解くアルゴリズムの双方があり、定式化も多岐にわた
る。オンライン SLAMと完全 SLAMで共に、オンラインで逐次的に解くアルゴリズムは
Bayes Filter が基礎理論となる。特に完全 SLAM をオンラインで解く場合には、Particle
Filter を発展させた手法がよく用いられる。また完全 SLAM をオフラインで解く場合に
は、Graph-based SLAM [83]と呼ばれる手法が近年盛んに研究されており、体系的にまと




Bayes Filterを用いたオンライン SLAMは、図 3.3のグラフィカルモデルに基づき、自
己位置推定における Bayes Filterと同様にベイズの定理を用いて以下のように定式化され
る。時刻 t におけるロボット位置 xt と地図 mの同時確率 p(xt ;m j u1: t ; z1: t) を推定する
問題となり、式 (3.16)の漸化式でオンライン SLAMの Bayes Filterが表される [13]。
p(xt ;m j u1: t ; z1: t)
= h p(zt j xt ;m)

Z
p(xt j xt 1;ut) p(xt 1;m j u1: t 1; z1: t 1)dxt 1 (3.16)
ここで、u1: t は制御動作データ u の時系列（u1; : : : ;ut）、z1: t は環境計測データ z の
時系列（z1; : : : ; zt）、h は正規化係数である。p(zt j xt ;m) が計測モデル（Measurement
Model）、p(xt j xt 1;ut) が動作モデル（Motion Model）となる。Bayes Filter では、動
作モデル p(xt j xt 1;ut) を用いて事前確率を計算し、計測モデル p(zt j xt ;m) による
尤度を融合することで事後確率の分布を求める。時刻 t のロボット位置 xt と地図 m
の事後確率 p(xt ;m j u1: t ; z1: t) を、時刻 t   1 のロボット位置 xt 1 と地図 m の確率
p(xt 1;m j u1: t 1; z1: t 1)から計算する漸化式になっている。
一方、完全 SLAM をオンラインで解く場合、Particle Filter を発展させた Rao-
Blackwellized Particle Filter がよく用いられる。Rao-Blackwellized Particle Filter は、
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Bayes Filter の実装法の 1 つであるが、Bayes Filter を用いた SLAM の基礎理論とは定
式化が異なる。式 (3.16) では現在のロボット位置 xt と地図 m を推定するオンライン
SLAM を定式化したが、Rao-Blackwellized Particle Filter は時刻 t のロボット位置 xt だ
けでなくロボット位置の時系列（走行軌跡）x1: t と地図 mを推定する完全 SLAMとして
導出される。図 3.3のグラフィカルモデルに基づき、ロボット走行軌跡 x1: t と地図 mの
同時確率 p(x1: t ;m j u1: t ; z1: t)は、ロボット走行軌跡 x1: t と地図 mの独立性を考慮するこ
とで式 (3.17)のように因子分解できる [13]。
p(x1: t ;m j u1: t ; z1: t)




p(mn j x1: t ; z1: t) (3.17)
ここで、N は地図を構成する特徴の数（占有格子地図の場合は格子の数）に相当する。
因子分解の結果、Rao-Blackwellized Particle Filter ではロボット走行軌跡 x1: t を通常の
Particle Filter（逐次モンテカルロ法）で、地図の特徴 mn を他の何らかのフィルタで、それ
ぞれ独立に推定する。各パーティクルが、それぞれロボット走行軌跡 x1: t と地図 mを保
持することになる。地図の特徴 mn を推定するフィルタとしては、Extended Kalman Filter
や Binary Bayes Filterなどが用いられる。




















ここで、zt;k は時刻 t に測定した Point Cloudの k番目の点（計測点）、K は計測点 zt;k の







式 (3.1)に示した、図 3.2のグラフィカルモデルによる自己位置推定の Bayes Filterの定





p(zt j xt ;m) (3.19)
尤度分布として対応点間距離のガウス分布を仮定すると、式 (3.20)となる。





N  z0t;k j S(xt ;m; zt;k);z (3.20)
ここで、S(xt ;m; zt;k) は最近傍探索の関数である。また、z0t;k は z
0
t;k = T(xt)zt;k のように
ロボット位置 xt で計測点 zt;k を座標変換した点を意味する。
尤度分布の共分散行列 z が等方共分散行列 [20]（スカラー行列）だと仮定すると、
z = s2z I となる。すると式 (3.20) は式 (3.21) のように展開できる。なお M は、計測点
zt;k の次元である。3次元形状の場合、3となる。
















  ln p(zt j xt ;m) (3.22)
式 (3.22)に従って尤度関数である計測モデル p(zt j xt ;m)の自然対数をとって符号反転
し、式 (3.21)を代入すると、式 (3.23)が求まる。














z0t;k S(xt ;m; zt;k)2 (3.23)




として定義すると、式 (3.24)が求まる。さらに計測点 z0t;k の座標変換を考慮して最近傍探











































ンスポーター、移動ロボットなど、応用範囲が広い。DARPA Grand/Urban Challenge [1,2]















筆者らは、最大事後確率推定（MAP: Maximum A Posteriori推定）を用いた新たなマッ
チング法を定式化した。事前確率を評価関数に明示的に入れ、事前確率と計測の尤度の
両方を考慮する。ベイズ推定を用いた従来手法 [13]と同様の概念だが、異なるアプロー
チで解くことを試みている。本稿では、最大事後確率推定を用いた 6 自由度の Iterative
Closest Pointマッチングを実装して評価した。最大事後確率推定（MAP推定）の定式化













た [87]。増田は文献 [88]の中で、各種 ICPの定式化や収束性の議論も含めてより詳しく












Filterによる自己位置推定がよく用いられる [13]。Extended Kalman Filterは Bayes Filter
のガウス分布による実装だが、任意形状のランドマークを利用することは難しく、基本
的には対応関係が求まる点ランドマークや線ランドマークしか利用できない [13, 91, 92]。
一方で Histogram Filterや Particle Filterは、任意形状の Point Cloudをグリッドなどで表
現してランドマークとして利用できる [13]。Olsonは Histogram Filterによる相関を用い
た自己位置推定 [67] を高速化し、2 次元形状に対して 3 自由度のマッチングを実時間で
行った [68]。しかしこの手法を 3次元形状、6自由度に適用する場合、計算コストが課題
になると思われる。また Kummerleらや Suzukiらは、Particle Filterによる Monte Carlo

















target cloud (map): m source cloud: zt
robot pose
(time t-1): xt-1
robot pose (time t): xt








to remain in the neighborhood






t 1の自己位置 xt 1 にオドメトリなどによる移動量 ut を加えた位置を初期位置とし、こ
こを座標系の原点とした修正量 at を推定して間接的に自己位置推定を行う。式 (4.1)に、
各変数の関係を示す。
xˆt = T(aˆt)T(ut)xt 1 (4.1)
ここで、xˆt は時刻 t における自己位置 xt の推定値、aˆt は時刻 t における自己位置の修正


















図 4.2 3次元空間における axis-angle表現での回転表現
ここで、zt;k は時刻 t に測定した Point Cloudの k番目の点（計測点）、K は計測点 zt;k の点
数、mct;k は計測点 zt;k に対応する地図上の点（目標点）、T(at)は時刻 t における自己位置
の修正量 at の同次変換行列、 は正則化パラメータ行列と呼ぶ重み行列である。通常の
ICPアルゴリズムの誤差関数とは、第 2項 + aTt  at の部分が異なる。第 2項は事前確率
である初期位置から離れ過ぎない制約を与えており、文献 [20]に拠れば正則化項（ペナル
ティ項）に該当する。正則化パラメータ行列  は、4.3.4節で詳細を述べるが、事前確率





計測の尤度の分散 s2z を 1K 倍することで、式 (4.2)における計測の尤度（第 1項）と正則
化項（第 2項）の比率が計測点の点数 K に依存しないようにしている。すなわち、計測
の尤度は計測点の点数 K に対して不変となる。
式 (4.2)の正則化項は、正則化パラメータ行列  に対する修正量 at のマハラノビス距離
をノルムとして用いていると解釈できる。ここで、3次元空間中での回転の扱いに注意を





の回転表現を示す。なお axis-angle 表現の回転の大きさは、回転ベクトル表現 [51] のノ
ルムと等しい。最終的に正則化パラメータ行列  は、並進 3成分と回転 1成分の 44行
列となる。
式 (4.2) に示したエネルギー関数 E(at) を式 (4.4) のように最小化する自己位置の修正
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推定した修正量 aˆt を式 (4.1)に代入することで、自己位置の推定値 xˆt を求める。
4.3.2 MAP-ICPアルゴリズム
式 (4.4)の最小化には、各計測点 zt;k に対応する目標点 mct;k が分かる必要がある。本稿
では形状全体を用いた詳細マッチングを目的とするため、距離が最小となる目標点（最近
傍点）を対応点とし、通常の ICPアルゴリズムを拡張した以下の 3つのステップの繰り返










に対応する目標点 mの indexの推定値である。 zˆ(i 1)t;k は前回のステップ 3)で計算
されている。ただし、 zˆ(0)t;k は初期位置における計測点である。
2)非線形最適化による移動量（座標変換）の推定










Tb(i)t  zˆ(i 1)t;k  mcˆ(i)t;k








本稿では式 (4.5)の最小化に、非線形最適化法である Levenberg-Marquardt法 [52]
を用いた。
3)移動量（座標変換）の適用と収束判定









のように i番目の繰り返し計算における自己位置の修正量の推定値 aˆ(i)t を求める。
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p(xt j ut ; zt) = h p(zt j xt ;ut) p(xt j ut) (4.7)
p(xt j ut ; zt)が自己位置の事後確率、p(zt j xt ;ut)が計測の尤度、p(xt j ut)がオドメトリな







る [20]。Extended Kalman Filterや Particle Filterが自己位置推定に有効であることが知ら
れているが、これらはベイズ推定を用いた Bayes Filterを各種の確率モデルで実装したも












Maximum A Posteriori estimation
(Point estimation of the posterior)
Maximum Likelihood estimation




The initial guess is
the mode of the prior
Constrained to remain
in the neighborhood





p(xt j u1:t ; z1:t ;m)
= h p(zt j xt ;u1:t ; z1:t 1;m) p(xt j u1:t ; z1:t 1;m) (4.8)
= h p(zt j xt ;m)

Z
p(xt j xt 1;ut ;m) p(xt 1 j u1:t 1; z1:t 1;m)dxt 1 (4.9)
この式 (4.9)が、Bayes Filterによる自己位置推定を表す。
確率論のグラフィカルモデル [20] で自己位置推定を表すと、図 4.4 となる。図 4.4(a)







Extended Kalman Filter では、任意形状の Point Cloud をランドマークとすることは難
しく、基本的には対応関係が求まる点ランドマークや線ランドマークしか利用できな























て表現する必要がある [13]。これに対して提案手法は、任意形状の Point Cloudをランド
マークとして利用でき、地図を離散化せずに詳細な形状を表現できる利点がある。
4.3.4 エネルギー関数の導出過程




p(at jxt 1;ut ; zt ;m)





p(at j xt 1;ut ; zt ;m) (4.11)
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尤度分布として対応点間距離のガウス分布を仮定すると、式 (4.12)となる。





N  z0t;k j S(xt 1;ut ; at ;m; zt;k);z (4.12)
ここで、S(xt 1;ut ; at ;m; zt;k)は最近傍探索の関数である。また、z0t;k は z
0
t;k = T(at)zt;k の
ように自己位置の修正量 at で計測点 zt;k を座標変換した点を意味する。
尤度分布の共分散行列 z が等方共分散行列 [20]（スカラー行列）だと仮定すると、
z = s2z I となる。すると式 (4.12) は式 (4.13) のように展開できる。なお M は、計測点
zt;k の次元である。3次元形状の場合、3となる。












z0t;k S(xt 1;ut ; at ;m; zt;k)2 (4.13)
また自己位置の修正量の事前確率を平均 0 のガウス分布だと仮定すると、式 (4.14) と
なる。
p(at j xt 1;ut ;m) = N (at j 0;a) (4.14)
式 (4.14)は式 (4.15)のように展開できる。なお N は、修正量 at の次元である。3次元
空間での移動の場合、6自由度となる。















  ln p(at j xt 1;ut ; zt ;m) (4.16)
式 (4.16)に従って式 (4.10)の自然対数をとって符号反転し、式 (4.13)と式 (4.15)を代
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入すると、式 (4.17)が求まる。
  ln p(at j xt 1;ut ; zt ;m)

























a at   const. (4.17)





 は式 (4.3)に示したものである。さらに計測点 z0t;k の座標変換を考慮して最近傍探索の


















通常の ICP と提案手法である MAP-ICP を比較評価するため、距離画像カメラとして
ASUS製の Xtion PRO LIVEを搭載したロボットで実験を行った。Xtionの視野角は水平






ICP は誤差メトリック（式 (4.2) や式 (4.5) の第 1 項のノルム）の定義によって性質が









点対面対応のそれぞれにおいて、通常の ICP、MAP-ICP、通常の ICP に RANSAC [57]
を併用したもの、MAP-ICP に RANSAC を併用したもの、の 4 種類を比較対象とした。
通常の ICP および通常の ICP に RANSAC を併用したものは、Point Cloud Library [24]
の実装を用いた。いずれの手法も、対応点間距離の最大値（閾値）は 1.0 [m] に設定し
た。RANSACの外れ値除去の閾値は、0.2 [m]とした。またMAP-ICPの正則化パラメー
タ行列  は対角行列とし、x 成分：exp( 100)、y 成分：exp( 100)、z 成分：exp( 5)、
axis-angle成分：exp( 3)とした。x成分と y成分については、非常に弱い制約としてい





The cardboard box and the trash box were moved
after the measurement of the target cloud
moved
図 4.7 物体が移動する場合の影響を調べるための実験環境（動的な環境）
Both standard ICP and MAP-ICP matched the source cloud accurately to the target cloud
Standard ICP MAP-ICP














Standard ICP fell into misalignment
and the floor and the walls were tilted
MAP-ICP was able to match clouds accurately and keep
the horizontal and the vertical tilt of the floor and the walls
図 4.9 廊下環境における通常の ICPとMAP-ICPのマッチング結果の例
Standard ICP matched point clouds inaccurately
under the influence of the moved objects
MAP-ICP was able to match point clouds accurately
with constraint of the prior probability
Standard ICP MAP-ICP











図 4.11 と図 4.12 に、図 4.5 の部屋環境における自己位置推定の誤差評価結果を示す。








































Initial diff. of pose (y trans.) [m]
 5  10  15  20  25







































Standard ICP with RANSAC
MAP-ICP with RANSAC
MAP-ICP with RANSAC had
the widest convergence region
and matched clouds accurately
MAP-ICP with RANSAC and
standard ICP with RANSAC
had a similar convergence region












































Initial diff. of pose (y trans.) [m]
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Standard ICP with RANSAC
MAP-ICP with RANSAC
Lower is better Point-to-plane error metric
MAP-ICP with RANSAC had
the widest convergence region





MAP-ICP with RANSAC and
standard ICP with RANSAC









































Initial diff. of pose (y trans.) [m]
 5  10  15  20  25







































Standard ICP with RANSAC
MAP-ICP with RANSAC
MAP-ICP with RANSAC
was the most accurate
Lower is better Point-to-point error metric
MAP-ICP with RANSAC had
the widest convergence region












































Initial diff. of pose (y trans.) [m]
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Standard ICP with RANSAC
MAP-ICP with RANSAC
Lower is better Point-to-plane error metric
MAP-ICP with RANSAC had
the widest convergence region





MAP-ICP with RANSAC and
standard ICP with RANSAC
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Standard ICP with RANSAC
MAP-ICP with RANSAC
Only MAP-ICP with RANSAC
and MAP-ICP matched
clouds accurately















































Initial diff. of pose (y trans.) [m]
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Standard ICP with RANSAC
MAP-ICP with RANSAC
Lower is better Point-to-plane error metric




MAP-ICP with RANSAC and







おいて、初期位置の並進ズレに対して MAP-ICP with RANSAC が最も収束範囲が広く、
かつ正確なマッチングができている。初期位置の回転ズレに対しては、MAP-ICP with
RANSACと Standard ICP with RANSACで同程度の正確度となった。
図 4.13 と図 4.14 に、図 4.6 の廊下環境における自己位置推定の誤差評価結果を示す。
図 4.13 が点対点対応、図 4.14 が点対面対応である。点対点対応と点対面対応の両方に
おいて、初期位置の並進ズレに対して MAP-ICP with RANSAC が最も収束範囲が広く、
かつ正確なマッチングができている。初期位置の回転ズレに対しては、MAP-ICP with
RANSACと Standard ICP with RANSACで同程度の正確度となった。ただし点対点では
MAP-ICP with RANSACの方が正確である。
図 4.15と図 4.16に、図 4.7の移動した物体が存在する動的な環境における自己位置推
定の誤差評価結果を示す。図 4.15が点対点対応、図 4.16が点対面対応である。点対点対








































































































また、Bengtsson らの手法 [65] の 2 つ目では、推定位置近傍から複数の位置をサンプ
リングし、モンテカルロ法により確率分布を求めている。Konolige らの手法 [67] では、
Histogram Filterによる格子ベースの確率的自己位置推定 [69]に対してスキャンマッチン




が必要であり、計算コストが高く実時間では計算できない [65]。Olson の手法 [68] では
格子ベースの総当たり法に Lookup Tableや GPUを用いることで高速化しているが、計算
コスト自体は高く、また確率分布を正しく求めるためには広い探索範囲を要することが欠
点であるとの記述がある。






















































































































ここで、zt;k は時刻 t に測定した Point Cloudの k番目の点（計測点）、K は計測点 zt;k の
点数、mct;k は計測点 zt;k に対応する地図上の点（目標点）、T(xt)は時刻 t におけるロボッ







ついて述べる。式 (5.1)の誤差関数 E(xt)の最小化には、各計測点 zt;k に対応する目標点
mct;k が分かる必要がある。本稿では形状全体を用いた詳細マッチングを目的とするため、
距離が最小となる目標点（最近傍点）を対応点とし、通常の ICP アルゴリズムを拡張し



























求めた対応関係 cˆ(i)t;k の下で、式 (5.2)に示す最小化により、法線方向の拘束を利用































































できる。なお、式 (5.3) の s2 はノイズレベルと呼ばれる共分散の大きさを表す係
数である [23]。
Bengtssonらは、点対点の距離の二乗和を表す誤差関数 Eに対して線形回帰の枠組みに


























（x;y）は 0.05 [m]毎、方位（yaw）は 2.0 [deg]毎に、最近傍対応点間の距離の二乗平均を
実際のマッチング誤差として計算している。実験は、机や本棚などが配置された部屋、平
坦かつ平行な壁からなる廊下、使用した測域センサの測定範囲よりも広い空間の 3 ヶ所












































































































































































































































































































































































































































を N とすると、計算量のオーダーは O(MN)である。ここで、例えば北陽電機 [34]製の











ら 2500個まで 100個毎に増加させ、各点数においてそれぞれ 20回の試行の平均処理時
間をプロットしている。スキャン点数が 1000個である場合に注目すると、提案手法の処












実験には、測域センサとして北陽電機 [34]製の LIDARである URG-04LXを搭載した
移動ロボットを用いた。実験環境は、図 5.16 に示す机や本棚などが配置された部屋と、
図 5.17に示す平坦かつ平行な壁で構成されている廊下の 2ヶ所である。各環境において、























通常の ICPスキャンマッチング 提案手法と Extended Kalman Filter
部屋 0.086 [m]（標準偏差 0.066 [m]） 0.062 [m]（標準偏差 0.055 [m]）



































Simultaneous Localization and Mappingと呼ばれている [13]。自己位置推定や地図生成の









るが、SLAM手法の 1つとして Rao-Blackwellized Particle Filter（RBPF）がある。本稿
では、Rao-Blackwellized Particle Filterを用いて占有格子地図（Occupancy Grid Map）を
69
生成する Grid-based SLAMを扱う。Particle Filterベースの手法は複雑な確率分布を表現
可能で性能が良いが、前述の問題により誤認識に陥る場合がある。特に屋外などの広大な












Rao-Blackwellized Particle Filter では自己位置の事前確率を提案分布として表現するが、
提案手法は過去のセンサデータを用いることで提案分布を強固なものとし、正しく地図生
成を行うことができる手法である。







による手法が提案されている [13]。SLAMは、オンライン SLAM問題と完全 SLAM 問
題に分類でき、それぞれ定式化が異なる。オンライン SLAM では、時刻 t におけるロ
ボット位置 xt と地図 mの同時確率 p(xt ;m j u1: t ; z1: t) を推定する問題となる。一方で完
全 SLAMは、時刻 t のロボット位置 xt だけでなくロボット位置の時系列（走行軌跡）x1: t
70
を対象とし、ロボット走行軌跡 x1: t と地図 mの同時確率 p(x1: t ;m j u1: t ; z1: t)を推定する
問題となる。
オンライン SLAMを解く場合、Bayes Filterが基礎理論となる。Bayes Filterを用いた
オンライン SLAMは、式 (6.1)の漸化式で定式化される。
p(xt ;m j u1: t ; z1: t)
= h p(zt j xt ;m)

Z
p(xt j xt 1;ut) p(xt 1;m j u1: t 1; z1: t 1)dxt 1 (6.1)
ここで、u1: t は制御動作データ（オドメトリなど）uの時系列（u1; : : : ;ut）、z1: t は環境計
測データ（スキャンなど）z の時系列（z1; : : : ; zt）、h は正規化係数である。p(zt j xt ;m)
が計測モデル（Measurement Model）、p(xt j xt 1;ut)が動作モデル（Motion Model）とな
る。Bayes Filterでは、動作モデル p(xt j xt 1;ut)を用いて事前確率を計算し、計測モデ
ル p(zt j xt ;m)による尤度を融合することで事後確率の分布を求める。時刻 t のロボット
位置 xt と地図 mの事後確率 p(xt ;m j u1: t ; z1: t)を、時刻 t 1のロボット位置 xt 1 と地図
mの確率 p(xt 1;m j u1: t 1; z1: t 1)から計算する漸化式になっている。
一方、完全 SLAM をオンラインで解く場合、Bayes Filter を発展させた Rao-
Blackwellized Particle Filter がよく用いられる。Rao-Blackwellized Particle Filter は、
Bayes Filterの実装法の 1つであるが、Bayes Filterを用いた SLAMの基礎理論とは定式
化が異なる。式 (6.1)では現在のロボット位置 xt と地図 mを推定するオンライン SLAM
を定式化したが、Rao-Blackwellized Particle Filterは時刻 t のロボット位置 xt だけでなく
ロボット位置の時系列（走行軌跡）x1: t と地図 mを推定する完全 SLAMとして導出され
る。ロボット走行軌跡 x1: t と地図 mの同時確率 p(x1: t ;m j u1: t ; z1: t)は、ロボット走行軌
跡 x1: t と地図 mの独立性を考慮することで式 (6.2)のように因子分解できる。
p(x1: t ;m j u1: t ; z1: t)




p(mn j x1: t ; z1: t) (6.2)
ここで、N は地図を構成する特徴の数（占有格子地図の場合は格子の数）である。因子分
解の結果、Rao-Blackwellized Particle Filter ではロボット走行軌跡 x1: t を通常の Particle
Filter（逐次モンテカルロ法）で、地図の特徴 mn を他の何らかのフィルタで、独立に推
定する。各パーティクルがそれぞれ、ロボット走行軌跡 x1: t と地図 mを保持すること
71
になる。地図の特徴 mn を推定するフィルタとしては、Extended Kalman Filterや Binary
Bayes Filterなどが用いられる。本稿では地図 mを占有格子地図ÕNn=1 p(mn j x1: t ; z1: t)で







そこで Unscented Particle Filter [71]の考え方に基づき、通常は動作モデルのみから事前確
率として計算される提案分布について、計測モデルに従って尤度も考慮して求める手法が
提案されている [72, 73]。Thrunら [72]は、Particle Filterを用いた自己位置推定（Monte
Carlo Localization）[46]に、計測モデルに基づく提案分布を適用した。またMontemerlo
ら [73] は、同様の工夫を Rao-Blackwellized Particle Filter を用いた地図生成に適用する
ことで、FastSLAM 2.0と呼ばれるアルゴリズムを提案した。
さらに Hahnel ら [74] や Grisetti ら [75] は、本稿で対象とする Rao-Blackwellized
Particle Filterに基づく Grid-based SLAMに対し、文献 [72,73]と同様の工夫を適用した。
ここでは、各パーティクルでスキャンマッチングを行って提案分布を求めることで、少数
のパーティクルで LIDAR を用いた占有格子地図の生成を実現した。ROS [76] 標準の地




























チャレンジ [79]においては、ROSの slam_gmapping packageを用いても地図生成に失敗
するとの報告が多い [80, 81]。成功しているケースもあるが、70 [m]程度の長距離まで測
定可能な 3次元 LIDARを用いており、1回のセンサの測定で充分なスキャン形状を取得


























す。この例では、時刻 t のスキャンの計測データ（環境計測データ）zt は形状が不充分で





















案分布を求める、過去のセンサデータを考慮した Rao-Blackwellized Particle Filterによる
SLAMの手法である。
6.4.2 定式化
前述のとおり、本稿で対象とする Rao-Blackwellized Particle Filter は、Bayes Filter の








図 6.3に、従来の SLAMのグラフィカルモデル [13]を示す。ロボットの自己位置 xの
時系列を 1次のマルコフ性を持つ 1次マルコフ過程としてとらえている。すなわち、時刻


















図 6.3 従来の SLAMのグラフィカルモデル
フモデル（状態空間モデル）になっている。
Rao-Blackwellized Particle Filterを用いた従来手法 [74,75]では、図 6.3のグラフィカル
モデルに基づき、式 (6.2)のロボット走行軌跡 p(x1: t j u1: t ; z1: t ;m)を以下のように Particle
Filterの漸化式として定式化している。
p(x1: t j u1: t ; z1: t ;m)
= h p(zt j x1: t ;u1: t ; z1: t 1;m) p(x1: t j u1: t ; z1: t 1;m) (6.3)
= h p(zt j xt ;m) p(xt j x1: t 1;u1: t ; z1: t 1;m) p(x1: t 1 j u1: t ; z1: t 1;m) (6.4)
= h p(zt j xt ;m) p(xt j xt 1;ut) p(x1: t 1 j u1: t 1; z1: t 1;m) (6.5)
まず、ロボット走行軌跡 x1: t に対し、時刻 t の環境計測データ zt を条件としてベイズ
の定理を適用することで式 (6.3)が求まる。次に、式 (6.3)の p(zt j x1: t ;u1: t ; z1: t 1;m)に
対して、図 6.3 のグラフィカルモデルによる条件付き独立性に基づいて不要な変数を削
除する。また、式 (6.3) の p(x1: t j u1: t ; z1: t 1;m) に対して、乗法定理を適用する。これ
により、式 (6.4) が求まる。続いて、式 (6.4) の p(xt j x1: t 1;u1: t ; z1: t 1;m) に対して、1
次のマルコフ性による条件付き独立性に基づいて不要な変数を削除する。さらに、式
(6.4) の p(x1: t 1 j u1: t ; z1: t 1;m) に対して、影響を与えない変数を削除する。以上の導
出により、式 (6.5) の Particle Filter が漸化式として求まる。p(zt j xt ;m) が計測モデル、
p(xt j xt 1;ut)が動作モデルとなる。
従来手法 [74, 75] は、式 (6.5) で表される Particle Filter に基づき、ロボット走行軌跡





















図 6.4 蓄積したスキャンを用いた SLAMのグラフィカルモデル
刻 t の環境計測データ zt を用いたスキャンマッチングにより提案分布を求めることが特
徴である。
続いて図 6.4に、提案手法である蓄積したスキャンを用いた SLAMのグラフィカルモ
デルを示す。ロボットの自己位置 x の時系列を 1 次マルコフ過程と仮定している部分は
同じだが、蓄積した環境計測データ z˜という蓄積したスキャンを表す新たな変数を明示的
に導入している。時刻 t における蓄積した環境計測データ z˜t は、時刻 t 1の蓄積した環
境計測データ z˜t 1 に対して、制御動作データ（オドメトリ）ut に基づいて環境計測データ
（スキャン）zt を貼り合わせることで、部分地図として生成する（図 6.4中の赤い矢印）。




次数 K の値が大きいほど、より過去のセンサデータを考慮することになる。また、時刻 t
の蓄積した環境計測 z˜t は、時刻 t のスキャンの環境計測 zt と同様に、時刻 t のロボット
の自己位置 xt と地図 mに確率的に依存している（図 6.4中の青い矢印）。
Rao-Blackwellized Particle Filterを過去のセンサデータを考慮するように拡張した提案
手法は、図 6.4のグラフィカルモデルに基づき、ロボット走行軌跡 x1: t と蓄積した環境計
測データ z˜1: t と地図 mの同時確率 p(x1: t ; z˜1: t ;m j u1: t ; z1: t)を推定する完全 SLAM問題と
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して定式化する。蓄積した環境計測データ z˜1: t を新たに導入した部分が、従来手法と異な
る。まず、ロボット走行軌跡 x1: t と蓄積した環境計測データ z˜1: t と地図 mの独立性を考
慮することで、式 (6.6)のように因子分解できる。
p(x1: t ; z˜1: t ;m j u1: t ; z1: t)




p(mn j x1: t ; z1: t) (6.6)
ここで、N は地図を構成する特徴の数（占有格子地図の場合は格子の数）である。地図
mについては、従来手法 [74, 75]と同様に占有格子地図 ÕNn=1 p(mn j x1: t ; z1: t)で表現し、
Binary Bayes Filterで推定する Grid-based SLAMを対象とする。
次に、式 (6.6) のロボット走行軌跡 x1: t と蓄積した環境計測データ z˜1: t の同時確率
p(x1: t ; z˜1: t j u1: t ; z1: t ;m)に対して、乗法定理を適用することで式 (6.7)のように分離する。
p(x1: t ; z˜1: t j u1: t ; z1: t ;m)
=p(x1: t j z˜1: t ;u1: t ; z1: t ;m) p( z˜1: t j u1: t ; z1: t ;m) (6.7)
これにより、ロボット走行軌跡 x1: t を推定する部分と蓄積した環境計測データ z˜1: t を生成
する部分を分けることができる。すなわち、ロボット走行軌跡 x1: t の推定は、蓄積した環
境計測データ z˜1: t の生成とは独立に計算できる。
さらに、図 6.4のグラフィカルモデルによる蓄積した環境計測データ z˜1: t の生成時の条
件付き独立性（図 6.4中の赤い矢印）に基づいて不要な変数を削除することで、式 (6.8)が
求まる。
p(x1: t ; z˜1: t j u1: t ; z1: t ;m)
=p(x1: t j z˜1: t ;u1: t ; z1: t ;m) p( z˜1: t j u1: t ; z1: t) (6.8)
式 (6.8)のロボット走行軌跡 p(x1: t j z˜1: t ;u1: t ; z1: t ;m)は、以下のように Particle Filterを
過去のセンサデータを考慮するように拡張した漸化式として定式化する。
p(x1: t j z˜1: t ;u1: t ; z1: t ;m)
= h p( z˜t j x1: t ; z˜1: t 1;u1: t ; z1: t ;m) p(x1: t j z˜1: t 1;u1: t ; z1: t ;m) (6.9)
= h p( z˜t j xt ;m) p(xt j x1: t 1; z˜1: t 1;u1: t ; z1: t ;m) p(x1: t 1 j z˜1: t 1;u1: t ; z1: t ;m) (6.10)
= h p( z˜t j xt ;m) p(xt j xt 1;ut) p(x1: t 1 j z˜1: t 1;u1: t 1; z1: t 1;m) (6.11)
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まず、ロボット走行軌跡 x1: t に対し、時刻 t の蓄積した環境計測データ z˜t を
条件としてベイズの定理を適用することで式 (6.9) が求まる。次に、式 (6.9) の
p( z˜t j x1: t ; z˜1: t 1;u1: t ; z1: t ;m) に対して、図 6.4 のグラフィカルモデルによる尤度計算時
の条件付き独立性（図 6.4 中の青い矢印）に基づいて不要な変数を削除する。提案手法
の尤度計算には蓄積した環境計測データ z˜t しか使用しないため、環境計測データ z1: t も
削除する。また、式 (6.9) の p(x1: t j z˜1: t 1;u1: t ; z1: t ;m) に対して、乗法定理を適用する。
これにより、式 (6.10)が求まる。続いて、式 (6.10)の p(xt j x1: t 1; z˜1: t 1;u1: t ; z1: t ;m)に
対して、1次のマルコフ性による条件付き独立性に基づいて不要な変数を削除する。さら
に、式 (6.10)の p(x1: t 1 j z˜1: t 1;u1: t ; z1: t ;m)に対して、影響を与えない変数を削除する。
以上の導出により、式 (6.11)の過去のセンサデータを考慮した Particle Filterの拡張が漸
化式として定式化できる。p( z˜t j xt ;m)が蓄積した環境計測データにより過去を考慮した
計測モデル、p(xt j xt 1;ut)が動作モデルとなる。計測モデル p( z˜t j xt ;m)に基づき、各
パーティクルでスキャンマッチングにより提案分布を求める際に、スキャンを蓄積した環
境計測データ z˜t を利用する。
また、式 (6.8) の蓄積した環境計測データ p( z˜1: t j u1: t ; z1: t) は、以下のように定式化
する。
p( z˜1: t j u1: t ; z1: t)
=p( z˜t j z˜1: t 1;u1: t ; z1: t) p( z˜1: t 1 j u1: t ; z1: t) (6.12)
=p( z˜t j z˜t 1;ut ; zt) p( z˜1: t 1 j u1: t 1; z1: t 1) (6.13)
まず、乗法定理を適用することで、式 (6.12) が求まる。続いて、式 (6.12) の p( z˜t j
z˜1: t 1;u1: t ; z1: t) と p( z˜1: t 1 j u1: t ; z1: t) のそれぞれに対して、図 6.4 のグラフィカルモ
デルによる条件付き独立性に基づいて影響を与えない変数を削除する。以上の導出によ
り、式 (6.13)の蓄積した環境計測データ z˜1: t を生成する処理が定式化できる。ここで、蓄
積した環境計測データ z˜は、制御動作データ（オドメトリ）uに基づいて環境計測データ
（スキャン）zを貼り合わせて生成するため、オドメトリによるロボットの部分軌跡も保持
している。また、時刻 t の蓄積した環境計測データ z˜t は、時刻 t から過去 K 個のデータ
のみを保持し、それ以前のデータは破棄する。この K は、どの程度まで過去のセンサデー
タを考慮するかを決定するパラメータであり、過去を考慮する次数を K 次と表記する。
以上をまとめ、式 (6.8) に式 (6.11) と式 (6.13) を代入することで、ロボット走行軌跡
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x1: t と蓄積した環境計測データ z˜1: t の同時確率 p(x1: t ; z˜1: t j u1: t ; z1: t ;m)を以下のように漸
化式として定式化する。
p(x1: t ; z˜1: t j u1: t ; z1: t ;m)
= h p( z˜t j xt ;m) p(xt j xt 1;ut) p(x1: t 1 j z˜1: t 1;u1: t 1; z1: t 1;m)
 p( z˜t j z˜t 1;ut ; zt) p( z˜1: t 1 j u1: t 1; z1: t 1) (6.14)
= h p( z˜t j xt ;m) p(xt j xt 1;ut) p( z˜t j z˜t 1;ut ; zt)
 p(x1: t 1; z˜1: t 1 j u1: t 1; z1: t 1;m) (6.15)
この定式化により、式 (6.6)のロボット走行軌跡 x1: t と蓄積した環境計測データ z˜1: t の同
時確率 p(x1: t ; z˜1: t j u1: t ; z1: t ;m)を漸化式として求めることができる。










提案手法の枠組み自体は、従来の Rao-Blackwellized Particle Filterと同様である。パー
ティクルでロボットの自己位置 xt の確率分布を表し、また各パーティクルはそれまで
の走行軌跡 x1: t と環境計測データ z1: t および生成した地図 mの情報も持つ。本稿では、
地図 mを占有格子地図 ÕNn=1 p(mn j x1: t ; z1: t)で表現し、従来手法と同様に Binary Bayes
Filter で推定する Grid-based SLAM を行う。従来手法と異なるのは、ロボット走行軌跡






















動作モデル p(xt j xt 1;ut)に基づき、各パーティクルの時刻 t 1のロボット位置
xt 1 に対して制御動作データ（オドメトリ）ut を加え、時刻 t のロボット位置 xt
を予測する。パーティクル毎に異なる誤差を与えるため、ロボット走行軌跡 x1: t は
各パーティクルで異なる。
2)計測モデルによるスキャンマッチングと尤度計算




を生成する。これにより、蓄積した環境計測データ z˜t の確率分布 p( z˜t j z˜t 1;ut ; zt)
を表現する。なお、時刻 t の蓄積した環境計測データ z˜t は、時刻 t から過去 K 個の
データのみを保持し、それ以前のデータは破棄する。よって蓄積した環境計測デー



















地図 mと、時刻 t のスキャンデータ zt およびスキャンを蓄積した環境計測データ z˜t の例
を示す。また図 6.7に、実験環境を示す。ロボットは左方向に走行しており、時刻 t の 1
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回のスキャンデータ zt ではロボット後方の壁は測定できていない。しかし現在から過去
K 次までを蓄積したスキャンデータ z˜t では、過去に壁を測定したデータも重ね合わせて
いるため、充分なスキャン形状が得られていることが分かる。







各パーティクルが持つロボット走行軌跡 x1: t と環境計測データ z1: t を用い、Binary







能が向上することが知られている [75]。提案手法においても Neff に基づくリサンプリン
グ処理を実行しているが、毎回リサンプリング処理を行っても良い。
6.4.4 従来手法との比較
SLAMには数多くの手法が存在するが、主なものとして Extended Kalman Filterや本稿






























環境計測センサとして水平に設置した 2 次元 LIDAR のみを用い、つくばチャレンジ
















図 6.9 つくばチャレンジ 2014走行コース
を示す。人通りの多い、走行距離 1.4 [km]以上の経路である。
Rao-Blackwellized Particle Filterを用いた従来手法 [74, 75]と、過去のセンサデータを
考慮するように拡張した提案手法を比較するため、過去のセンサデータを考慮する次数 K
を様々に変化させて生成した地図を評価した。実装には、OpenSLAM — GMapping [84]






























図 6.11 過去 5秒間のスキャンを利用した提案手法で生成した占有格子地図
矛盾がなく整合性の取れた地図が生成できた
450 m












手法 A地点 B地点 C地点 D地点
現在のスキャンのみ（従来手法） < 0.2 [m] 1.4 [m] 6.0 [m] 21.6 [m]
過去 5秒間のスキャンを蓄積 0.6 [m] 0.2 [m] < 0.2 [m] < 0.2 [m]
過去 10秒間のスキャンを蓄積 0.6 [m] 0.2 [m] 0.2 [m] < 0.2 [m]
過去 20秒間のスキャンを蓄積 0.4 [m] 2.0 [m] 3.2 [m] 8.4 [m]
における形状誤差を描画したグラフを示す。従来手法の地図では、最終的に 20 [m]以上
の誤差が発生している。また 20次の提案手法においても、8 [m]以上の誤差が発生してい



























































































チャレンジ 2014 [79] に参加した。市街地の歩行者空間には、公園や広場などの広大な










した。図 A.1 に、開発した自律移動ロボット Rossy の外観を示す。主要なセンサとして


















供する slam_gmapping packageと、自律走行機能を提供する navigation packageを活用し
ている。また図 A.3に、システムの処理の様子を示す。
図 A.2 の各プロセスは、以下の機能を持つ。“LIDAR Handler” と “IMU Handler” は、




































































用いて現在地から目標地点までの経路計画を Global Dynamic Window Approach [47] に
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図 A.4 つくばチャレンジ 2014の環境で生成した占有格子地図
より行う。
A.4 蓄積スキャンにより過去を考慮した地図生成
slam_gmapping packageでは、自己位置推定と地図生成を同時に行う SLAM: Simulta-
neous Localization and Mapping手法の 1つである、Rao-Blackwellized Particle Filterによ
る Grid-based SLAM [75]が提供される。自己位置の軌跡を通常の Particle Filter（逐次モ
ンテカルロ法）で、地図を占有格子地図で表現して Binary Bayes Filterで推定する手法で










図 A.4に、提案手法で生成した地図を示す。屋外の走行距離 1.5 [km]程度の実環境に
おいて、矛盾がなく整合性のとれた地図の生成に成功している。
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A.5 Adaptive Monte Carlo Localizationによる自己位置
推定
navigation packageが提供する Adaptive Monte Carlo Localization [45]による自己位置
推定を、“Localizer”として用いた。Adaptive Monte Carlo Localizationは、Particle Filter








さ  0:5 [m] から 0:5 [m] の点群に対して段差判定を行った。段差判定は、各スキャン点
で近傍の点との高さ差分を計算し、閾値を超えている場合に段差だと判定する。実装で











































































い場合にも、次のウェイポイントを目標地点とする。また “Target Detector” が探索対象
を検出した際は、図 A.6に示すように、探索対象に最も近いウェイポイントまで経路をた
どった後に、探索対象の位置を目標地点とする。
A.9 Global Dynamic Window Approachによる経路計画
navigation package が提供する Global Dynamic Window Approach [47] による経路計
画を、“Costmap Builder”と “Path Planner”として用いた。Global Dynamic Window Ap-
proachは、2D占有格子地図に対してダイクストラ法による Navigation Functionを適用し






















2013 [79]に参加した。本稿では、搭乗型車両に組み込み PCを 2台搭載して車内 LANを
構築し、自律走行機能を実装する方策について報告する。












































































走行制御マイコン Renesas SH2 / Tiny SH7125、CPU 48 [MHz]、RAM 8 [kB]、ROM 128 [kB]
モータドライバ MOS-FET Hブリッジ回路 連続出力電流 15 [A/ch]、瞬間最大出力電流 220 [A/ch]
走行モータ DCモータ 公称電圧 22.5 [V]、PWM周波数 24 [kHz]で駆動
減速機 ギア 減速比 26:1
モータエンコーダ インクリメンタルエンコーダ 分解能 360パルス、4逓倍にて使用
駐車ブレーキ 無励磁作動型電磁ブレーキ 定格電圧 12 [V]、2個直列で 24 [V]で励磁
バッテリ 鉛蓄バッテリ 12 [V]、63 [Ah]（5時間率）、2個直列で 24 [V]で使用
B.4.2 搭載デバイス
図 B.1に車両に搭載するデバイスを、また図 B.2に電装構成を示す。なお組み込み PC
の詳細は B.4.3節で、駆動系と電源系の詳細は B.4.4節で述べる。
自律走行のためのセンサとして、搭載する以下のデバイスを用いる。自己位置推定








計算機として、組み込み PCを 2台使用する。1台を画像処理に用い、もう 1台を認識
と計画の統合処理に用いる。ディスプレイなどの周辺機器とは、PC切替器を介して接続
する。また無線 LAN親／子機に内蔵されたスイッチングハブにより、1000BASE-Tのギ
ガビットイーサネットで車内 LAN を構築する。無線 LAN 親／子機を経由して、Wi-Fi
や LTE回線により外部ネットワークと接続することも可能である。















































途のMini-ITXマザーボードを採用し、モバイル版 Intel Core i7を搭載した。
ノート PCの使用は簡便だが、拡張性に難があり、またディスプレイやキーボードの配
置の自由度が低い。拡張性が高い ATX / Micro-ATXマザーボードを DC電源で駆動する
ことも考えられるが、デスクトップ PC用途のためサイズや消費電力が大きくなってしま
う。Intel NUC（Next Unit of Computing）規格の PCは 101.6101.6 [mm]のマザーボー
ドと非常に小型でモバイル版 Intel Core i5が搭載可能（Core i7も搭載可能の予定）だが、



































図 B.5 製作した電源基板の外観（W: 350  H: 160  D: 100 [mm]）
スイッチが押下された際にモータ回転軸を保持する形態とした。バッテリは現状では鉛蓄
バッテリを使用し、電源基板上の DC-DCコンバータで 12 [V]と 5 [V]を生成している。
図 B.5に製作した電源基板を、図 B.6に電源基板の回路図を示す。12 [V]、5 [V]の変
圧系の中で最も消費電力が大きいのは、組み込み PC である。本稿ではモバイル版 Intel
Core i7を使用するため、デスクトップ版と比較して充分に低消費電力だが、1台あたり最
大で 45 [W]程度を使用する。ビデオカード（GPU）も性能と消費電力のバランスを取っ
て選定すると、1台あたり最大で 80 [W]程度となる。余裕を考慮し、組み込み PC2台で
300 [W]を想定して PC用の 12 [V]の DC-DCコンバータを選定した。Mini-ITXマザー
ボードに対し、DC-DCコンバータの 12 [V]出力からさらに ATX電源の各電圧を生成し







本稿では、自律走行機能の実装に ROS [76] を使用する。ROS とは Robot Operating
Systemの略称であり、メタオペレーティングシステムとも呼ばれるロボティクス・プラッ
















































からは Open Source Robotics Foundation [78]が開発を引き継いでいる。プロセス間通信
（IPC: Inter Process Communication）フレームワークやツール群、様々な機能を実装した
ソフトウェア packageから成る。本稿では、自律走行機能を提供する navigation package
と、地図生成機能を提供する slam_gmapping packageを活用して開発期間の短縮を図る。
自律走行には、自己位置推定、障害物検出、大域的経路計画、局所的動作計画（障害物回
避）が必要となる。ROS navigation packageでは、Adaptive Monte Carlo Localization [45]
による自己位置推定、3D 占有格子地図に基づく障害物検出、Global Dynamic Window
Approach [47] を用いた大域的経路計画と局所的動作計画（障害物回避）が提供される。
Adaptive Monte Carlo Localization は、Particle Filter を用いた Monte Carlo Localization
[46] を拡張した手法であり、各時刻における確率分布に応じて KLD-Sampling により
パーティクル数を動的に決定する。Global Dynamic Window Approachは、2D 占有格子
地図に対してダイクストラ法による Navigation Function を適用した大域的経路計画と、






推定と地図生成を同時に行う SLAM: Simultaneous Localization and Mapping の枠組み
を用いる。確率論に基づいて移動ロボットの動作などの状態にマルコフ性を仮定した
Bayes Filterを用い、動作モデル（Motion Model）と計測モデル（Measurement Model）に
よる確率分布を融合する SLAM手法が数多く提案されている [13]。ROS slam_gmapping
package は OpenSLAM — GMapping [84] の ROS ラッパーであり、Rao-Blackwellized
Particle Filter による Grid-based SLAM [75] が提供される。自己位置の軌跡を通常の
Particle Filter（逐次モンテカルロ法）で、地図を 2D占有格子地図で表現して Binary Bayes
Filterで推定する。Particle Filterの計測モデルには、LIDAR: Light Detection and Ranging
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