Video data are usually represented by high dimensional features. The performance of video semantic recognition, however, may be deteriorated due to the irrelevant and redundant components included into the high dimensional representations. To improve the performance of video semantic recognition, we propose a new feature selection framework in this paper and validate it through applications of video semantic recognition. Two issues are considered in our framework. First, while those labeled videos are precious, their relevant labeled images are abundant and available in the WEB. Therefore, a supervised transfer learning is proposed to achieve the cross-media analysis, in which the discriminative features are selected by evaluating feature's correlation with the classes of videos and relevant images. Second, the labeled videos are normally rare in real-world applications. In our framework, therefore, an unsupervised subspace learning is added to retain the most valuable information and eliminate the feature redundancies by leveraging both labeled and unlabeled videos. The cross-media analysis and embedded learning are simultaneously learned in a joint framework, which enables our algorithm to utilize the common knowledge of cross-media analysis and embedded learning as supplementary information to facilitate decision making. An efficient iterative algorithm is proposed to optimize the proposed learning-based feature selection, in which convergence is guaranteed. Experiments on different databases have demonstrated the effectiveness of the proposed algorithm.
Introduction
Video semantics recognition [1] is a fundamental research problem in computer vision [2, 3] and multimedia analysis [4, 5] . However, video data are always represented by high dimensional feature vectors [6] , which often incur higher computational costs. The irrelevant and redundant features may also deteriorate the performance of video semantic recognition. In addition, feature selection [7] is able to reduce redundancy and noise information in the original feature representation, thus facilitating subsequent analysis tasks such as video semantic recognition.
Depending on whether the class label information are available, feature selection algorithms can be roughly *Correspondence: jianmin.jiang@szu.edu.cn 2 College of Computer Science & Software Engineering, Shenzhen University, Shenzhen, China Full list of author information is available at the end of the article divided into two groups [8] , i.e., supervised feature selection [9] and unsupervised feature selection [10] . Supervised feature selection is able to select discriminative features by evaluating features' correlation with the classes. Thus, supervised feature selection usually yields better and more reliable performances by using the label information. However, most of the supervised feature selection methods require sufficient labeled training data in order to learn reliable model [11] . Since it is difficult to collect high-quality labeled training data in real-world applications [12] , it is normally not practical to provide sufficient labeled videos for existing supervised feature selection methods to achieve satisfactory performances of feature selection. Recently, some cross-media analysis methods [13, 14] have been proposed to address the problem of insufficient number of labeled videos by transferring knowledge from other relevant types of media (e.g., images). Therefore, this type of cross-media analysis method can be considered as a kind of transfer learning. Moreover, some relevant labeled images are available and easier to collect, which can be leveraged to enhance the feature selection for video semantic recognition. To this end, we propose a supervised transfer learning in our framework, in which the knowledge from images are adapted to improve feature selection for video semantic recognition. Specifically, we use the available images with relevant semantics as our auxiliary resource and feature selection is performed on the target videos. To transfer the information from images to videos, we use the same type of still features to represent both videos and images.
Unsupervised feature selection exploits data variance and separability to evaluate feature relevance without labels. A frequently used criterion is to select the features which best preserve the data distribution or local structure derived from the whole feature set [15] . Recently, some unsupervised feature selection methods based on embedded learning have been proposed. The main advantage of utilizing embedded learning is that it can use the manifold structure of both labeled and unlabeled data to enhance the performance of feature selection. Further, most transfer learning algorithms require that the features extracted from the source domain should have the same type as that in the target domain. In practice, the videos and images in transfer learning usually need to be represented by still features such as SIFT [16] . For example, many videos are key frame-based so they cannot be represented by motion features such as STIP [17] , which results in losing the underlying temporal information. To completely represent the video semantics and to effectively use the unlabeled videos, we add an unsupervised embedded learning into our proposed framework, based on augmented feature representations. To take full advantages of cross-media analysis and embedded learning, we assemble them into a joint optimization framework by introducing the joint 2,1 -norm regularization [18] . In this way, the information from cross-media analysis and embedded learning can be transferred from one domain to another. Moreover, the problem of over-fitting can be alleviated, and thus, the performance of feature selection can be improved. We call the proposed feature selection framework as jointing cross-media analysis and embedded learning (JCAEL). We summarize the main contributions of this paper as follows:
(1) As JCAEL can transfer the learned knowledge from relevant images to videos for improving the video feature selection, it can directly use some labeled images to address the problem of an insufficient label information. Such a merit ensures that our method is able to uncover the common discriminative features in videos and images of the same class, which provides us with better interpretability of the features.
(2) Our method contains unsupervised embedded learning, which utilizes both labeled and unlabeled videos for feature selection. This advantage guarantees that JCAEL can exploit the variance and separability of all training videos to find the common irrelevant or noisy features and thus generating optimal feature subsets. Meanwhile, videos can be represented by augmented features during the process of embedded learning, and the augmented features present more complete representation of videos, providing us the space to select the precise features of video semantics.
(3) To take the advances of cross-media analysis and embedded learning, we propose to ensemble them by adding a joint 2,1 -norm regularization. In this way, our algorithm is able to evaluate the informativeness of features jointly , where the correlation of features is employed. In addition, our proposed also enables crossmedia analysis and embedded learning to share the common components/knowledge of features, so as to uncover common irrelevant features, which results in improving the performance of feature selection for video semantic recognition.
The rest of this paper is organized as follows. The proposed method and its corresponding optimization approach are proposed in Section 2. In Section 3, the experimental results are reported. The conclusion is shown in Section 4.
Proposed method
In this section, we present the framework of JCAEL. To construct this framework efficiently, we develop an iterative algorithm and prove its convergence.
Notations
To adapt knowledge from images to videos, let us denote the representations of the labeled training videos as a still feature: 
The proposed framework of JCAEL
We first demonstrate how to exploit the knowledge from labeled videos. To achieve this objective, learning algo- A common approach to establish such a mechanism is to minimize the following regularized empirical error:
where loss(.) is the loss function and α (f ) is the regularization with α as its parameter.
It has been shown in [19] that the least square loss function gains comparable or better performance to other loss functions, such as the hinge loss, and consequently, we use the least square loss in our algorithm. The 2,1 -norm regularized feature selection algorithms [20, 21] utilize 2,1 -norm to control classifiers' capacity and also ensure there are sparse in rows, making 2,1 -norm particularly suitable for feature selection. Therefore, we use the 2,1 -norm to define the regularization, and thus, Eq. (1) can be written as
where W v ∈ R d s ×c v is the transformation matrix of the labeled videos with respect to the still feature, and . F denotes the Frobenius norm of a matrix. α is the regularization parameter. As indicated in [1, 22] Now, we show how to exploit the knowledge from labeled images. The fundamental step is to obtain the correlation between the images X i and labels Y i . Similar to Eq. (2), we achieve that by the following objective function:
where 
where λ is the regularization parameter.
To fully exploit both the labeled and the unlabeled videos with respect to the augmented feature representation, we show how to add the unsupervised subspace learning into Eq. (4). As it has been shown in [23] that the graph Laplacian performs well in unsupervised feature learning, we use graph Laplacian to characterize the manifold structure among the labeled and unlabeled videos. We first construct the similarity matrix S, where for the ith point z i v , its weight can be determined as:
where δ is the width parameter and N z t v is the k-nearest neighborhood set of z t v . Otherwise, S ij = 0. As a result, the unsupervised subspace learning can be described as:
arg min
= arg min
where p i v ∈ R d e is the low dimensional embedding of the original data z i v , d e is the dimensionality of the embedding, I d e ×d e is the identity matrix, W z ∈ R d a ×d e is the transformation matrix of videos with respect to the augmented feature, L = (I n×n − S) T (I n×n − S) is the graph Laplacian, and
. . , p n v and tr(.) represent the trace operator. In Eq. (5), the most valuable information is retained and the feature redundancies are eliminated by using the low dimensional embedding p i v to represent the original data z i v . To achieve the feature selection, we use W z 2,1 as the regularization term of Eq. (5). Therefore, the feature selection for unsupervised subspace learning can be written as:
arg min As the augmented feature is the combination of still feature and motion feature, the still feature representation is a part of augmented feature representation. Since the still feature representation doesnt have motion features, we set 
In Eq. (7), with the term W 2,1 , our algorithm is able to evaluate the informativeness of the features jointly for both knowledge adaptation and low dimensional embedding. Our algorithm further enables different feature selection functions to share the common components/knowledge across knowledge adaptation and low dimensional embedding. In this way, the information from knowledge adaptation and low dimensional embedding can be transferred from one domain to the other. On the other hand, W 2,1 enables W v , W i , and W z to have the same sparse patterns and share the common components, which can result in an optimal W for feature selection.
Since there are four parameters (i.e., W i , W z , P v , and W v ) to be estimated in Eq. (7), the objective function in Eq. (7) is not jointly convex with respect to the four parameters, but it is convex with respect to one parameter when we fix the other parameters. Thus, we propose an alternating optimization algorithm [24] to solve the optimization problem of JCAEL.
Optimization
In this section, we introduce an optimization algorithm for the objective function in Eq. (7). As there exist a number of variables to be estimated, we propose an alternating optimization algorithm to solve the optimization problem in Eq. (7).
, and W = 
According to [25] , Eq. (8) 
Therefore, W v can be derived by:
(2) Similarly, by fixing W v , W z , P v , and optimizing W i , the objective function in Eq. (7) can be rewritten as:
Similar to Eq. (8), we first denote D i as a diagonal matrix with each element on the diagonal, i.e.,
By setting the derivative of Eq. (13) w.r.t. W i to 0, we have
Therefore, W i can be optimally determined as:
(3) By fixing W v , W i , P v , and optimizing W z , the objective function in Eq. (7) can be rewritten as:
Similar to Eq. (8), we first denote D z as a diagonal matrix with each element on the diagonal, i.e., d kk
By setting the derivative of Eq. (17) w.r.t. W z to 0, we have
Therefore, we have W z to be optimally determined as: 
Considering the objective function in Eq. (20) and the constraint P v P T v = I d e ×d e , the optimization problem becomes
If A and L are fixed, the optimization problem in Eq. (21) can be solved by Eigen-decomposition of the matrix
We pick up the eigenvectors corresponding to the d e smallest eigenvalues.
Based on the above mathematical deduction, we propose an alternating algorithm to optimize the objective function in Eq. (7), which is summarized in Algorithm 1. Once W is obtained, we sort the d a features according to w k
in a descending order and select the top ranked ones.
Algorithm 1 Jointing Cross-media Analysis and Embedded Learning
Input: The labeled training videos with respect to the still feature and label information:
The labeled training images with respect to the still feature and label information:
The labeled and unlabeled videos with respect to the augmented feature: 
Convergence and computational complexity 2.4.1 Convergence
In this section, we theoretically show that Algorithm 1 proposed in this paper converges. We begin with the following lemma [22] .
Lemma 1
For any nonzero vectors w and w, the following inequality holds:
As a result, the second lemma can be derived as described below. Proof When W i and W v are fixed, the optimization problem in Eq. (7) is equivalent to the problem described in Eq. (17) and Eq. (21) . We can solve the convex optimization problem with respect to W z by setting the derivative of (17) to zero. Further, we can derive the global solution for P v by solving the Eigen-decomposition problem with respect to P v . When W z , P v , and W i are fixed, the optimization problem in Eq. (7) is equivalent to the problem described in Eq. (9) . We can solve the convex optimization problem with respect to W v by setting the derivative of Eq. (9) to zero. Thus, we derive the global solution for W v in Eq. (7), provided that W z , P v , and W i are fixed. Similarly, we can also derive the same conclusion when W i is fixed. 
Theorem 1
Then, we have the following inequality:
According to Lemma 1, another inequality can be established as follows:
This indicates that, with the updating rule in the proposed algorithm, the objective function value for Eq. ( 7)
monotonically decreases until a convergence is reached.
Computational complexity
For the computational complexity of Algorithm 
Experimental results and discussion
In this section, we propose the video semantic recognition experiments which evaluate the performance of our jointing cross-media analysis and embedded learning (JCAEL) for feature selection.
Experimental datasets
In order to evaluate the contribution from crossmedia analysis, we construct three couples of video and image datasets, which include HMDB13 (video dataset)←"Extensive Images Databases" (EID, image dataset), UCF10 (video dataset)← Actions Images Databases (AID, image dataset), UCF (video dataset)←PPMI4 (image dataset), where "←" denotes the direction of adaptation from images to videos. The videos and images of HMDB13←EID and UCF10←AID have the same semantic classes, and UCF←PPMI4 has different semantic classes for videos and images.
HMDB13←EID
The HMDB51 dataset [27] is collected from a variety of sources ranging from digitized movies to YouTube videos. It contains 6766 video sequences that are categorized into 51 classes. This dataset contains simple facial actions, general body movements, and human interactions. In order to increase the number of overlapping classes, we select 13 overlapping classes between HMDB51 and another image datasets as Extensive Images Databases (EID), which includes two open benchmark datasets (i.e., Stanford40 [28] and Still DB [29] ). As a result, we call the video dataset as "HMDB13. " Table 1 provides the details of the overlapping classes from EAD to HMDB51. 
UCF10←AID
The UCF101 [30] is a dataset of realistic action videos collected from YouTube, which has 101 action categories. It gives the largest diversity in terms of actions with the presence of large variation in subject appearances, including scale and pose, related objects, cluttered background, and illumination conditions. Such a challenging diversity is suitable for verifying the effect of information learned from images on video semantics recognition.
To further evaluate whether images coming from various sources contribute to the feature selection or not, we select ten overlapping classes between UCF101 and the action image dataset, referred to as Actions Images Databases (AID), which includes four open benchmarking datasets (i.e., action DB [31] , PPMI [32] , willow-actions [33] , and still DB). For the convenience of our experiments design and description, we call the video dataset as UCF10. In Table 2 , we show the chosen categories of UCF10←AID, which are taken as video dataset and image dataset, respectively.
UCF←PPMI4
The PPMI dataset [32] consists of 7 different musical instruments: bassoon, erhu, flute, French horn, guitar, saxophone, and violin. In order to assess the performance of the proposed algorithm when the image dataset has different classes from that in the video dataset, we choose ten classes from UCF101 and then select four overlapping image categories from PPMI. To this end, we call the video dataset as UCF and image dataset as PPMI4. Table 3 summarizes the selected classes of UCF←PPMI4.
Experiment setup
For all the datasets, we select 30 images from each overlapping categories for knowledge adaption as the number of images is relatively small. We sample videos for labeled training data and take the remaining videos as the testing data. To evaluate the contribution from unsupervised subspace learning, we conduct experiments to study the performance variance when only a few labeled training samples are provided, and the ratios of labeled video data are set to 5%. For each dataset, we repeat the sampling for 10 times and report the average results. We extract SIFT features [16, 34] from the key frames of videos and images. The STIP features [17] are extracted from videos. We use the standard Bag-of-Words (BoW) method [35, 36] to generate the BoW representation of SIFT and STIP features, where the number of visual words of Bag-of-Words is set to 600. For videos, we obtain a still feature with 600 dimensions and an augmented feature with 1200 dimensions, and for images, we obtain a still feature with 600 dimensions.
Comparison algorithms
To benchmark our proposed jointing cross-media analysis and embedded learning (JCAEL), we select a number of representative existing state of the arts for performance comparisons, details of which are highlighted below:
-Full features (FF) which adopts all the features for classification. It is used as baseline method in this paper. -Fisher score feature selection (FSFS) [37] : a supervised feature selection method built by depending on fully labeled training data to select features with the best discriminating ability. -Feature selection via joint 2,1 -norms minimization (FSNM) [22] : a supervised feature selection method built by employing joint 2,1 -norms minimization on both loss function and regularization to realize feature selection across all data points. -2,1 -norm least square regression (LSR 21 ) [22] : a supervised feature selection method built upon least square regression by using the 2,1 -norm as the regularization term. built upon SVM by using the 2,1 -norm as the regularization term. -Ensemble feature selection (EnFS) [25] : a supervised feature selection method based on transfer learning, which transfer the shared information between different classifiers by adding a joint 2,1 -norm on multiple feature selection matrices. -Joint embedding learning and sparse regression (JELSR) [26] : a unsupervised feature selection method built by using the local linear approximation weights and 2,1 -norm regularization. -Jointing cross-media analysis and embedded learning (JCAEL): our proposed method which is designed for feature selection by adapting knowledge from images based on still feature and utilizing both labeled and unlabeled videos based on augmented feature.
During the process of training and predicting, we use the augmented feature to represent the videos for the baseline methods, including FSFS, FSNM, LSR 21 , SVM 21 , and JELSR as these methods cannot use the information adapted from images. For EnFS and JCAEL, we use the still features to represent the image data and use the augmented feature to represent the videos. To fairly compare different feature selection algorithms, we use a "gridresearch" strategy from 10 −6 , 10 −5 , . . . , 10 5 , 10 6 to tune the parameters for all the compared algorithms. By setting the number of selected features as {120, 240, . . . , 1200}, we report the best results obtained from different parameters. For the K-nearest neighbors of Laplacian matrix L, the parameter is set to k = 10. In our experiment, each feature selection algorithm is first performed to select features. Then, three classifiers, i.e., linear multi-class SVM (LMCSVM), least square regression (LSR), and multiclass kNN(MCkNN), are performed based on the selected features respectively to assess the performance of feature selection. For the classifier of least square regression, we learn a threshold from the labeled training data to quantize the continuous label prediction scores to binary. To measure the feature selection performances, we use the average accuracy (AA) over all semantic classes as the evaluation metric, which is defined as: (27) where c v is the number of action classes. acc k is the accuracy for the kth class.
Experimental results
In order to evaluate the effectiveness of JCAEL, we compare JCAEL with FF, FSFS, FSNM, LSR 21 , SVM 21 , EnFS, and JELSR on both HMDB13←EID and UCF10←AID dataset. The comparison results are summarized in Tables 4 and 5 , where the best and the second best results are highlighted in bold and italic, correspondingly. We also conduct a number of experiments to study the performance variance when the ratios of labeled video data are set to 5%, 10%, 20%, 30%, and 40%, and the results are displayed in Figs. 1 and 2 . From the experimental results in Tables 4-5 and Figs. 1-2, we can make the following observations: (1) The results of feature selection algorithms are generally better than that of full features (FF). As the classification could be much faster by reducing the feature number, feature selection proves to be more crucial in practical applications. (2) As the number of labeled training videos increases, the performance of all methods is improved. This is consistent with the general principle as more information is made available for training. (3) The classification using multi-class SVM and multi-class kNN achieve better performance than the least square regression when the ratio of labeled video data are set to 5%. The main reason is that the threshold learned from the small size of training data leads to a bias in the quantization of continuous label prediction scores. (4) When the ratio of labeled video data are set to 5%, JELSR is generally the second most competitive algorithm. This indicates that incorporating the additional information contained in the unlabeled training data through unsupervised embedded learning is indeed useful. (5) As shown in Figs. 1-2 , supervised methods based on transfer learning (EnFS) always achieve better performances than other compared methods when the number of labeled training videos is enough (e.g., the ratio of labeled video data are set to 40%), since EnFS can uncover common irrelevant features by transferring the relative information between different classifiers. 
Experiment on convergence
In this section, we study the convergence of the proposed JCAEL as described in Algorithm 1. Due to the fact that we solve our objective function using an alternating approach, how fast our algorithm converges is crucial for the whole computational efficiency in practice. Hence, we conduct an experiment to test the convergence of the proposed JCAEL algorithm according to the objective function value in Eq. (7) on both HMDB13←EID and UCF10←AID datasets, where the ratio of labeled video
(c) data are set to 5%. All the results are illustrated as convergence curves, and when the ratio of labeled video data are set to 40%, all the results are summarized in Fig. 3 , where all the parameters involved are fixed at their optimal values. From the results shown in Fig. 3 , it can be seen that our algorithm converges within a few iterations. For example, it takes no more than 10 iterations for UCF10←AID and no more than 15 iterations for HMDB13←EID.
Experiment on parameter sensitivity
There are two regularization parameters α and λ in Eq. (7). To learn how they affect the performances, we conduct an experiment to test the parameter sensitivity, where LMCSVM is used to classify the videos. We show the results on both HMDB13←EID and UCF10←AID in Fig. 4 , where the ratio of labeled video data are set to 5%. It can be seen that, for HMDB13←EID, the performance is sensitive to the two parameters. For UCF10←AID the performance does not change much. In general, our proposed can perform well for these datasets when α and λ are comparable. For example, good performance is obtained when α = 0.0001 and λ = 100 for HMDB13←EID and α = 0.001 and λ = 10000 for UCF10←AID.
Experiment on selected features
As feature selection is aimed at both accuracy and computational efficiency, we perform an experiment to study how the number of selected features can affect the performance. We construct the experiments on both HMDB13←EID and UCF10←AID when the ratio of labeled video data is set to 5%. Again, LMCSVM is used to classify the videos, and Fig. 5 shows the performance variation w.r.t the number of selected features. From the results illustrated in Fig. 5 , the following observations can be made: (1) When the number of selected features is too small, the result is not competitive with using all features for video semantic recognition, which could be attributed to the fact that too much information is lost in this case. For instance, when using less than 360 features of HMDB13←EID, the result is worse than using all features. (2) The results arrive at the peak level when using 720 features for HMDB13←EID and using 840 features for UCF10←AID. The variance shown on the two datasets are related to the properties of the datasets. (3) After all the features are selected, the results are lower than selecting 720 features for HMDB13←EID and 840 features for UCF10←AID. In conclusion, our method reduces noises, as the results improve on both databases.
Experiment on embedding features
In this section, we would like to investigate the influence of embedding features with different dimensions. We conduct the experiment on both HMDB13←EID and UCF10←AID when the ratio of labeled video data is set to 5%. With videos being classified by LMCSVM, Fig. 6 shows the performance variation w.r.t the number of selected features. From the illustrated results, two observations can be made: (1) the result arrives at the peak level when using 390 embedding features for HMDB13←EID and 10 embedding features for UCF10←AID. The variance shown on the two datasets are seen to be related to the properties of the datasets. (2) Without embedded learning, the results is lower than using 390 embedding features for HMDB13←EID and 10 embedding features for UCF10←AID, even when all the features are used. In conclusion, our proposed JCAEL can achieve good performance due to the fact that the most valuable information (a) (b) is retained and the feature redundancies are eliminated in embedded learning.
Influence of cross-media analysis and embedded learning
To further investigate the effectiveness of the integrated cross-media analysis and embedded learning, we construct three new algorithms: (1) embedded learning part (ELP), which is the unsupervised embedded learning part of JCAEL (i.e., Eq. (6)). ELP utilizes both labeled and unlabeled videos as the training dataset, and the augmented feature is used to represent each video by ELP. (2) Crossmedia analysis part (CAP), which is the transfer learning part of JCAEL (i.e., Eq. (4)). CAP transfers the knowledge from images to labeled videos, and only the still feature is used to transfer the knowledge by CAP. We construct a new experiment to compare JCAEL with ELP and CAP on UCF←PPMI4 dataset. Other experiment setup is similar to those described in Section 3.2, and the comparison results are shown in Table 6 and Fig. 7 .
From the results presented in Table 6 and Fig. 7 , we can make the following observations: (1) Among different methods and different labeled ratios, JCAEL perform best. It achieves the highest accuracy in most cases, especially when only few labeled training videos (a) (b) Fig. 6 The performance variation w.r.t the number of embedding features using our feature selection algorithm. a HMDB13←EID. b UCF10←AID are provided. This is mainly due to the fact that (1) JCAEL benefits from the unsupervised embedded learning which can utilize both labeled and unlabeled data, (2) JCAEL leverages the knowledge from images to boost its performances, and (3) JCAEL integrates transfer learning and embedded learning into a joint optimization framework. In this way, gains from optimization are augmented. (2) The performance of JCAEL is generally better than that of ELP for all the labeled ratios, indicating that the JCAEL is able to use the extra knowledge from images to achieve higher accuracy. (3) JCAEL generally outperforms CAP, indicating that it is beneficial to utilize unlabeled videos for video semantic recognition, especially when the number of labeled data is not sufficient.
To show the influence of the knowledge transferred from images, we shown the confusion matrices of ELP, CAP, and JCAEL when the ratio of labeled video data are set to 5%. The confusion matrices are shown in Fig. 8 . Compared with ELP and CAP, JCAEL obtains better results on "playing cello, " "playing flute, " "playing guitar, " and "playing violin. " The main reasons can be highlighted as follows: (1) the extra-related semantic knowledge is adapted from images to videos and used to obtain the coherent semantics in videos. (2) The unlabeled videos also include more relevant information, which plays positive roles in improving the performance of semantics recognition. 
