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This paper argues that a credible cyberdeterrence posture is possible for nations. Based on two 
cases, the Stuxnet attack at Iran and the Shamoon attack on Saudi-Aramco, we provide an 
insight in the functionality of the key components of cyberdeterrence, namely attribution, 
escalation dominance, proportionality, battle damage assessment and deterrence by denial and 
punishment. We conclude that escalation dominance and battle damage assessment are the 
key ingredients for a credible cyberdeterrence posture. Most of the scholarly work emphasise 
that attribution is the key component, which we disagree with since the decision loop of Libicki 
already provides answers for the attribution problem.  
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An introduction to cyber-warfare 
 
Since the creation of the internet over 40 years ago and the commercialization of it since the 
end of the 1980’s, the importance of the internet and the cyber-domain have increased 
immensely. In mature states, the internet is responsible for 20 per cent of the economic 
growth and 3 per cent of the gross domestic production (Detlefsen, 2015 pp. 2). This creates 
an enormous dependency of societies worldwide on internet-connected  devices, with the 
forecast that more than 20 billion devices will be connected to the internet in the next five 
years (Nye, 2016 pp. 44). This dependency offers a lot of opportunities to break the security 
of these devices through cyberattacks, mostly with criminal financial motives. Besides 
financial targets, states are also target of cyberattacks i.e. the Pentagon alone reports more 
than 10 million efforts at intrusion each day (Nye, 2016 pp.47).  U.S. president George W. 
Bush drastically increased the financial means delegated to the development of cyber-
weapons but he was hesitant to use these weapons. He even decided against a cyber-attack 
on Iraqi banks before the 2003 invasion of Iraq, because of the damage it would do to the 
international financial system (Elliot, 2011, pp. 37), which emphasises the impact a 
cyberattack can have. Sharma (2010, pp. 72) even describes it as information warfare or 
strategic warfare, in the spirit of Sun Tzu and Clausewitz. U.S. president Obama increased the 
effort in the development of cyber-warfare instruments and the emphasis that these leaders 
of the hegemon of the world put on cyber-warfare speaks volumes. States are increasing 
their cyber-arsenal and using cyber-weapons to achieve strategic goal that cannot be 
achieved because of a variety of reasons through diplomatic or conventional means. This 
indicates that the development of an effective cyberdeterrence strategy is in the advantage 
of the safety of every internet-connected state. 
 
In the international relations theory, Nye (2011, 2013) has made an interesting analogue with 
the development of the nuclear deterrence strategy. The development of the hydrogen bomb 
in the early ‘50s created an impressively destructive weapon with no empirical evidence of 
the way deterrence would work or would not work. This led to the first wave of scholars 
focussing on nuclear deterrence theory, described by Jervis (1979, pp. 291) which theorized 
the basics of deterrence. The current state of the cyberdeterrence theory can be put in the 
same stage, surprisingly. The importance and frequencies of cyberattacks have only increased 
since the commercialization of the internet but the U.S. governmental military focus on 
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cyberdeterrence has only emerged since the George W. Bush administration. Similar can be 
stated about the academic focus on cyberdeterrence: although within ten years of the 
hydrogen bomb the nuclear deterrence theory gained a lot of academic attention, this does 
not seem to be the case in cyberdeterrence: the conceptualization and the theorization of 
the effectiveness of cyberdeterrence is still being worked on. Despite very interesting efforts, 
no clear-cut cyberdeterrence theory has yet been theorized. This leads to our main research 
objective: to inductively investigate if a credible cyberdeterrence posture is possible for 
nation-states. Therefore our main research question is as following: 
 
Is possible for nation-states to have a credible deterrence posture in cyberspace against other 
nation-states? 
 
This objective is relevant for both policy-makers and academic scholars. Policy-makers of 
virtually every state worldwide are currently trying to create a credible cyberdeterrence 
strategy. National departments, economic institutions and the military are increasingly cyber-
connected and as a consequence vulnerable to cyberattacks. Since these attacks are 
happening every day with variable results, there is an increasing need to secure these crucial 
institutions. We hope with this research-objective to provide an insight in the functioning of 
cyberdeterrence and thereby provide useful tools for policymakers worldwide concerned 
with cyberdeterrence. From an academic point of view, this paper aims to contribute to the 
scholarly debate about the relevance of certain deterrence concepts extracted from the 
classic deterrence theory to evaluate if their alleged scope of influence on the outcome of 
cyberdeterrence has been estimated correctly. We have limited ourselves to state versus 
state deterrence only because these are the groups that mainly target state institutions with 
political motives. The inclusion of i.e. terrorists groups would complicate the investigation 
heavily and we encourage other researchers to investigate their influence on 
cyberdeterrence.   
 
Our paper will at first give a brief introduction to the main concepts of deterrence and cyber-
warfare. Secondly, we will summarize the scholarly debate about cyberdeterrence. Thirdly, 
we will compare the classic deterrence theory to the problems of cyberdeterrence as 
identified in our theoretical framework. Fourthly, we will set out our research design and 
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display our case study. Lastly, we will draw our conclusion and reflect on the implications and 
provisional hypotheses of our research.     
 
The conceptualization of deterrence and cyberdeterrence 
 
Schelling (1966), one of the founding fathers of the deterrence theory defines deterrence as 
following: “Deterrence is a function of the total cost-gain  expectations of the party to be 
deterred, and these may be affected by factors other than the apparent capability and 
intention of the deterrent to apply punishments or confer rewards.” (in: Nye, 2016, pp. 52). 
 
Cyberdeterrence is basically the same (Libicki, 2009, pp. 7): the goal of 
cyberdeterrence is to create disincentives for starting or carrying out further hostile actions. 
To have a credible deterrence means, as Kilgour and Zagare explain (1991, pp. 307-308), that 
a credible threat is one that “the threatener would prefer to execute at the time it is to be 
executed”. They also assume that “an actor prefers to execute a threat when the expected 
worth of doing so exceeds the expected worth of failing to do so. Otherwise, the threat is 
irrational and, hence, incredible”. We assume that all involved parties are rational and 
therefore can determine the preferences of involved nations whilst making the most 
beneficial decision for themselves. Conell (2014, pp. 3) has researched Iran as one of the 
three parties of interest for this paper and confirms this rationality-assumption. Deterrence 
can be achieved through two ways, namely through punishment or denial. The aim both is to 
adjust the cost-benefit calculus of the other party to make hostile actions less beneficial and 
hence not worth the costs. The cost-benefit calculus is the calculation that states make in 
advance to strategic decisions to determine if the benefits are worth the costs. Deterrence by 
denial is the creation of defensive mechanisms to reduce the benefits that the attacker 
expects to have. Deterrence by punishment on the other hand is the threat of retaliation to 
create disincentives to attack, since the punishment in the form of retaliatory actions like the 
classic nuclear second-strike ability would impose big costs on the attacker.  
Deterrence by punishment is more important for cyberdeterrence at the moment 
since the offence favours the defence. Deterrence by denial is not irrelevant but that aspect 
is hard to investigate since any successful case of deterrence is unlikely to be published. The 
classic deterrence model that we will uphold for this study will be the nuclear deterrence 
theory model. According to this theory, the attacker will be the first player to act and he will 
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try to change the status quo whilst the defender as the second player will try to alter the 
cost-benefits calculus of the first player through the means of deterrence by denial and 
punishment to deter him from initiating an hostile action to change the status quo in their 
favour. The deterrence is successful if the attacker decides not to attack and therefore there 
is no change in the status quo.  
 
The technical side of cyber-warfare 
It is crucial for the implications of success or failure of cyberdeterrence to understand the 
basic procedures of a cyberattack. Since it is a highly technical narrative, we have chosen to 
focus mostly on the aftereffects of a cyberattack. A technical, more detailed explanation can 
be found in appendix one of this paper. 
 
The official definition of cyberspace of the U.S. Department of Defence (DoD, 2016, pp. 58) 
which we will be using is: “ a global domain within the information environment consisting of 
the interdependent network of information technology infrastructures and resident data, 
including the Internet, telecommunications networks, computer systems, and embedded 
processors and controllers.” The cyberspace consists of three layers: the physical layer, a 
syntactic layer above it and at the top a semantic layer (Libicki, 2009, pp. 12). Most of the 
cyberattacks are aimed at the syntactic layer since that is the location of the instructions, 
software and protocols that the designers made to make the machine function.  
 
Hacking means entering a computer system with or without authorization, but for this paper 
we use hacking in the form of unwelcomely breaking into a system with malicious intents. 
There are two main ways that a system can be hacked. The first way is the Computer 
Network Exploitation (CNE). This can be seen as theft of data, which is therefore basically 
undeterrable (see appendix one).  
The other option is the Computer Network Attack (CNA). This is an actual attack with 
the purpose of disruption or corruption and will be named a CNA. Since the difference 
between corruption and disruption is a highly technical one, Libicki advocates a thumb rule 
(2009, pp. 16): when disruption happens, the results are immediate and obvious since the 
system is working differently or not at all, while in the case of corruption it is harder for to tell 
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that the system is actually functioning but that it generates wrong information or does not 
make the best decisions any more. 
 
The first step of hacking is getting inside the system. The target after getting inside is to 
acquire the administrative privileges. To do this, an attack uses vulnerabilities in the system 
software coding. This is called an exploit: an attempt to take advantage of a vulnerability to 
access a system (Libicki, 2009, pp. 18) but these exploits can be patched. Patching is the 
editing of software either by the user or the original creator to get rid of vulnerabilities in the 
system. Very notorious are the so-called zero-day exploits: a vulnerability in the software 
coding that has not been discovered by the software producer and/or user. These “zero-days” 
are rare but buyable through online black markets, with nations and rogue hackers as regular 
buyers, or discovered by a states’ cyber-team. A good example of a CNA is the so-called use 
of malware: malware can be considered as any software that harms the user, software or 
network of the target (Zhioua, 2013, pp. 1). During a CNA, deception is a key ingredient: the 
persuasion of a system to do something that the owner and/or designer does not want it to 
do, needs to be hidden away from the eye of the owner especially when the CNA-form is 
corruption. Usually after a system has been altered and the administrator discovers this, the 
vulnerability will be patched. This leads to several implication: firstly, attribution can be very 
hard because of the importance of deception. Attackers know that hiding their traces are 
crucial and the technical possibilities as an attacker to successfully hide your identity are 
immense (hereby this is called the “attribution problem”) . Secondly, the battle damage 
assessment (from hereon: BDA) which is crucial: one has to know what damage an attack has 
done.    
 
Review of scholarly work regarding cyberdeterrence 
 
Most of the scholarly work regarding cyberdeterrence focuses in essence on two subjects. 
The first one is whether it is possible for states to develop a credible deterrence policy. 
Secondly, the discussion regards the influence of identified independent components on the 
outcome of cyberdeterrence.  
 
Nye (2016) states that the speed of innovation of cyber-warfare means accelerates way faster 
than the development of the nuclear weaponry in the 20th century. This creates the same 
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issues that regarded the nuclear deterrence: the offence favors the defense. This gives states 
a motive for a pre-emptive strike since it is very hard to use the defense by denial principle in 
the cyber-realm. Libicki (2009, pp. 59) contradicts this by stating that it is impossible to 
disarm an enemy through cyber-weapons so a pre-emptive strike is not rational. 
 
Goodman (2010) is less theoretical in his work and more policy focused, stating that the 
asymmetric nature of cyberdeterrence is not so hard as described theoretically. The cyber-
domain makes attribution difficult, but in his opinion a false flag attribution can be enough to 
retaliate. He emphasizes the role of escalation dominance and offensive capabilities, as key 
components of cyberdeterrence (Goodman, 2010, pp. 129).  
 
Detlefsen (2015) links the cyberdeterrence closely to the real world geopolitics. He uses the 
cyberattacks on Estonia to support this claim. He acknowledges the attribution-problem but 
that does not have to stop a state from responding an thereby deterring future attacks. The 
base for his argument can be found in Lubicki’s book (2009) which explains most of the 
problems with cyberdeterrence and can be seen as a pioneering book for cyberdeterrence 
and warfare theorization. His book describes in full how a cyber-warfare would look like and 
he has created a very useful policy tree (Libicki, 2009, pp. 99) which is fully explained in 
appendix two.  
 
Crosston (2011) is even more radical in his claim that cyberdeterrence can work, analogue to 
the nuclear deterrence: governments should aim for a cyber-mutual assured destruction 
(MAD) system. In that system a lot of the state’s nervous system needs to be digitalized 
which creates a vulnerability to retaliation. States should focus on the creation of more and 
powerful cyber-weapons which makes it less and less interesting to attack another states 
since the costs-benefit calculus would be decreasing every time a states acquires more 
sophisticated digital offensive tools. This dependency on the internet combined with the 
overall presence of cyber-weapons would deter any state from attacking another state.  
 
Carr (2013) disagrees: he claims that cyber-weapons cannot be considered weapons of mass 
destruction, by any means. They are in his opinion possibly destructive weapons but the idea 
that it could cause human death is hard to imagine and therefore a cyber-MAD would only 
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decrease the safety of the cyber-domain. Elliot (2011, pp. 39) agrees and therefore suggests 
that states should primarily focus on deterrence by denial. 
 
Beidleman (2009) shows that the lack of international law-making and norm-setting creates a 
big problem. Norm-setting like the norms that has been created during the nuclear bipolar 
era should be a top-priority especially the U.S. in order to create widely accepted norms 
concerning under what conditions retaliation is warranted and what level of response can be  
considered proportional. Furthermore, the nuclear deterrence theory focuses on the costs-
benefit calculus which is a state calculus and not limited to only one domain. States make the 
same calculus in deciding to use a cyber-weapon and by international law-making and norm-
setting their calculus can be adjusted to make initiating an attack less attractive. 
 
Lin (2012) does not agree that nuclear deterrence theory can be applicable for 
cyberdeterrence. It is a good starting point in his opinion but the way that the cyber-domain 
differs from the conventional domain is too big: i.e. according to Lin, dominance-
establishment is not possible in the cyber-domain because there are too many actors, too 
many vulnerabilities and too many uncertainties for states like the attribution-problem to be 
the world-wide dominant cyber-power. He recommends to use the conventional deterrence 
theory as a starting point to test these concepts in the cyber-domain and disregard all non-
useful concepts. After that, it would be rewarding to create new concepts of deterrence with 
the aim the creation of a cyberdeterrence theory and since that has not yet been done, he 
claims that a credible deterrence policy is not yet possible.  
 
Sterner (2011) is even more determined that both conventional and nuclear deterrence 
theories have no value in the cyber-domain. The nuclear deterrence theory, he claims, is 
unique to the use of nuclear weapons in for example the results that a nuclear war would 
bring to the world. The theory can even over time prove to be only applicable in the cold-war 
era.  
 
Last but not least is another article from Libicki (2011) and this brings a new insight to the 
table: the cyber-domain as a confidence game. The cyberdeterrence focuses mainly on the 
offence since that is more powerful than the defense but the main question that states 
should ask themselves is whether they dare to enter this new domain and play a role in the 
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new game that it created. By using cyber-means to accomplish strategic goals a state has to 
have a certain amount of means and expertise. So by using and creating the means to attack 
another state in the cyber-domain it inherently creates a vulnerability to cyber-retaliation 
and the main question for states is whether they dare to enter the game and how confident 
they are that their cyberdeterrence policy is strong enough to compete in that new game.  
 
In short, the literature is divided if there is a cyberdeterrence posture possible for states at 
the moment. Most scholars agree that in time it will be possible as a result of technical 
developments but there is no clear-cut winner of the debate whether a cyberdeterrence 
posture at the moment would be successful. There is even more discussion about the effects 
and implications of BDA, escalation, proportionality and especially attribution on the 
outcome of deterrence.  
 
The unique concepts of cyberspace and their implications 
 
Cyberdeterrence has to deal with some concepts that are unique for the cyberspace. When 
diplomatic means have failed and a state is sure that there has been an attack against an 
important ICT-system, the first problem is attribution. In the nuclear age, this hardly was an 
issue: the origin of a nuclear missile is obvious but in cyberspace this is not the case yet. The 
importance of deception is very clear for all parties so an important feature of a lot of CNAs is 
to disguise the source of the attack or even delete all traces of the attack. Libick (2009, pp. 41) 
created a decision loop with instructions to handle this attribution problem. In short this 
states that if there is an uncertainty with the attribution, retaliating sub rosa is the best 
option. This means to retaliating without making the initial nor the retaliatory attack public 
knowledge. If the attribution is clear, there could be a public response (see appendix two). 
The attribution problem is very relevant for the effectiveness of deterrence because it 
influences the raw calculus of the attacker. Libicki (2009, pp. 43) states that “the lower the 
odds of getting caught, the higher the penalty required to convince potential attackers that 
what they might achieve is not worth the cost”.  
 
This leads to the problems with retaliation: BDA, escalation and proportionality. BDA means 
(Libicki, 2009, pp. 54) knowing whether an attack has successfully done what it was supposed 
to do. This can be hard in cyberspace, surely because collateral damage is hard to address 
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and damage that has not been done yet but is written in the code, can be done when certain 
parts of the malware is activated. This creates problems for both the defender and the 
attacker: as a defender, you cannot be sure that you have patched all the vulnerabilities after 
a CNA. As an attacker on the other hand, you need to have detailed on-the-ground 
intelligence to know precisely if the attack did what it was supposed to do, with the exception 
of very obvious effects.  
 
The second problem with retaliation is the proportionality of the attack. If you can attribute 
the attack, the options for retaliation involve a lot of aspects. In the case of casualties, striking 
back through kinetic means is a logical measure if you have dominance in that domain, but to 
retaliate legitimately requires more. The first problem is the evidence of the attack and the 
attribution to convince third parties, especially nations with ties to the initial aggressor and 
the U.N.. The retaliation has to be proportionate and therefore the BDA has to be accurate 
and make publicly because only if these are clear then retaliation is legitimised. Often, a 
kinetic response is not legitimized even more because the international laws are not clear 
when a cyberattack can be labelled as an act of war. Furthermore, when retaliating the attack 
has to be proportionate in comparison with the initial attack. If only for half an hour an 
unimportant department has been targeted, it disproportionate to disrupt i.e. the opponents 
entire government system for weeks on. Even if the attack is attributed correctly and the 
retaliation seems proportionate, collateral damage has to be addressed in the form of a 
correct BDA prediction.  
 
The last point of interest for retaliation is the escalation-dominance. Lin (2012, pp. 52) 
explains escalation as the interactive concept in which actions by one party trigger other 
actions by another party in the conflict. To retaliate is often to escalate and only with a 
credible deterrent, one can prevent further escalation by creating a disincentive for the 
enemy to escalate or to carry out another attack (Libicki, 2009, pp. 8). This is called escalation 
dominance and this was not possible during the nuclear era since it would end in mutually 
assured destruction. In cyberspace, this is different. Attackers are according to Libicki (2009, 
pp. 69) likely to escalate in four cases. Firstly if they do not believe that retaliation is merited, 
which could indicate that the attribution has not been convincing or that the retaliation is 
viewed as disproportionate i.e. if the BDA by the original attacker has not been done correctly. 
Secondly, if the original attacker faces internal pressure to respond harshly. Thirdly if they 
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believe that will lose in a cyber tit-for-tat but can counter in other domains, which means 
escalation in either the kinetic or the nuclear way. Lastly, escalation can happen as a measure 
of showing dominance in cyberspace and thereby strengthen their deterrence posture 
through creating a precedent of retaliation. 
 
In short according to the current scholarly work to have a credible cyberdeterrence, a state 
should be capable and credible in their deterrence posture if all of the following steps are to 
be addressed correctly in the deterrence policy. The first step is to be able to attribute attacks 
correctly, secondly the BDA in a state’s own system that should be done properly, thirdly one 
needs to take into account when retaliating if it would escalate the conflict and is this is 
desirable and if the retaliation is proportionate (which includes a proper indication of the 
expected BDA).  
 
The research design 
 
The research design which we have used for this research to answer our main research 
question is the structured, focused, comparative case study based on the method of 
agreement. The first task of this research design has been to establish a research objective. 
George and Bennet (2005) have identified six different possible research objectives. Our 
objective is divided in a primary and secondary objective. The primary objective is to 
inductively investigate if a credible cyberdeterrence posture is possible for nation-states. This 
demands to utilize concepts that in our theoretical framework have been identified as crucial 
components for a credible cyberdeterrence. Because of this, we automatically test relatively 
untested hypotheses to make suggestions for further research and to identify if the scope of 
influence of their hypotheses has been well addressed in previous works. These research 
objectives make our case study primary a heuristic case study and secondary a plausibility 
probe case study.  
 
The heuristic objective aims to address the researched cases to variables or 
hypotheses that has not been identified or correctly addressed yet in scholarly work, in this 
case specifically if there is a credible cyberdeterrence posture possible (Bennet & Elman, 
2006, pp. 473). The plausibility scope objective aims to test two hypotheses. Firstly, the claim 
from Libicki (2009) that his decision loop provides a useful model to tackle the attribution-
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problem without errors. Secondly, the claim from Crosston (2011) that the classic deterrence 
theory is not applicable at all to cyberdeterrence. That way, we will test relatively untested 
theories on outlier cases, which means that if the theories are correctly developed that they 
should fit perfectly to our cases. This study is structured since we focus on certain aspects of 
the researched cases (George and Bennet, 2005). The main aspect, or class, has been singled 
out for investigation is the success or failure of a cyberdeterrence posture as determined 
earlier in this paper. Therefore, this makes it the dependent variable of this research. 
 
The independent variables are attribution, escalation dominance, BDA and proportionality of 
response, since these are the variables that according to the scholarly consensus have been 
identified as influential on the outcome of cyberdeterrence. Our variables and their 
implications are the only points of investigation, which makes the research strictly focused on 
cyberdeterrence. This case study design is widely accepted in the field of cyberdeterrence: 
good examples of case study research are articles like the ones from Detlefsen (2015), Herzog 
(2011), Zhioua (2013), Lindsay (2013) and Farwell and Rohozinsky (2011).   
 
We have investigated the following two cases: the Stuxnet attack at Iran and the Shamoon 
attack at Saudi-Aramco in Saudi-Arabia. The choice to pick these cases is based on a threefold 
reasoning. Firstly, from a pragmatic point of view since these cases have been documented 
relatively well. Secondly, because the fact that both the attacks happened and therefore the 
deterrence failed, offers the possibility to the use of the method of agreement for the 
comparison which is an effective tool for our research objectives. Thirdly, they can be 
considered deviant cases: they both at first sight seem to be cases in which there was no 
conventional conflict shortly after the attacks, the attackers and defenders were nation-
states and the cyberattack was a CNA. This makes these two cases unique and therefor ideal 
for heuristic research and probability probes since they offer space to identify new 
hypotheses and variables together with the testing of the two relatively untested hypothesis 
mentioned before (Flyvbjerg, 2006, pp. 13).  
 
The next step is to formulate general research questions, to standardize the results and 
methods used on each case for the sake of replicability and comparison with other studies in 
this field. This task is mainly important for the results of our plausibility probe objective and 
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can be deducted from our hypotheses. This leads to these three general questions which 
support the secondary research objective:  
 
 What can be considered the most important independent variable that influences the 
outcome of cyberdeterrence? 
 Has Libicki with his attribution model correctly modulated a solution for the 
attribution-problem? 
 Besides the key-variable from question one, how much impact did the other 
independent variables have on the result of cyberdeterrence? 
 
These questions together with the heuristic objective of inductively determining if a credible 
cyberdeterrence posture is possible, will guide the actual case investigation.  The cases will be 
investigated firstly from a historic-chronological perspective and secondly, the analytical 
implications of the case will be addressed. In the conclusion of this paper, there will be a 
comparison of the results of the two cases and this will lead to the answering of the main 
research question and the fulfilment of the research objectives. 
 
The key independent variable will be identified through the elimination method which is 
usually used in comparative case studies that use the method of agreement. By investigating 
our four independent variables and judging their impact on the dependent variable, we can 
find the variable that is the mostly associated with the outcome of the dependent variable. 
This is still very provisory and can only be considered a direction for future research. We are 
aware that it is often the case that researchers establish parameters to indicate in advance 
how to judge and interpret the cases under investigation. We have not done that for the 
specific objectives of this research: the heuristic objective in itself is inductively performed so 
the establishment of parameters is hardly possible. The probability probe objective indicates 
that we will test our relatively untested hypotheses, which we will interpret and evaluate as 
best as possible. We considered that it would be unwise to limit ourselves in advance to 
certain outcomes and have tried to answer our research questions through thorough 
research and substantiation.  
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The Stuxnet attack at the Iranian nuclear enrichment plants 
 
In autumn 2010, an obscure cyber-security firm from Belarus called Symantec discovered by 
accident malware in their system which became known as Stuxnet. This worm spread 
especially fast to the internet domains of India, Indonesia and Iran (.in, .id and .ir). It turned 
out to be a highly sophisticated piece of malware, including four zero-day exploits in the 
delivery system of Windows. Two of those escalated the admin privileges, which gave the 
worm full control of the guest device (Lindsay, 2013, pp. 382). Other zero-day exploits were 
put there to accommodate the spreading of the malware and to load the malware from the 
flash drive (Axelrod & Lliev, 2013, pp. 1300). Furthermore, it contained instructions of the 
exploitation of systems which are often used in power plants and heavy industry. The worm 
has four known stages of use. The first one is the initial internal hack to get the worm inside 
the system, since the Iranian nuclear plants have been disconnected from the internet for 
security reasons. Either way, an internal agent has to have been there to insert a memory 
stick and release the worm (Farwell & Rohozinski, 2011, pp.34, Lindsay, 2013, pp. 380).  
After the initial initiation, the worm would spread through shared printer controls to 
devices that share these printer controls and connect with them. The second stage, after the 
initial spread, has been that the worm would determine the normal operations of the system, 
record the data and in the case of an internet connection, to transfer the data to an unknown 
source. The third stage has been called the active stage since the passive spread and data 
collection did not corrupt or disrupt the system. In this phase, the feedback to the displays 
were deceived to mask the attack. The last phase has been to change the speed of the 
Siemens centrifuges of nuclear plants. The best-known target for this is the Natanz uranium 
enrichment plant, a plant with a very small outside visibility but with a large underground 
facility (Lindsay, 2013, pp. 384). The worm would cause the centrifuges to speed up almost to 
the maximum speed, after that slow down to an incredible low speed and then continue to 
work normally. This would disrupt the enrichment. It seemed to be the case that the Iranians 
did not know about the existence of the worm until Symantec discovered it and experts claim 
that the Iranian enrichment program has had delay because of Stuxnet with estimations 
reaching from six months to three years of delay. 
 
Iran did not make any public allegations of the origin of the attack on short notice after the 
discovery, even though it did arrest some employees of the Natanz plant under suspicion of 
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espionage and sabotage. There were some public remarks, most notoriously the one made by 
brigadier general Gholamreza Jalali, the Iranian chief of the passive defense organization. He 
declared (Detlefsen, 2015, pp. 28) that Iran had the capability to fight its enemies in 
cyberspace. This was obviously a deterrence statement to deter future cyberattacks after the 
surprise of Stuxnet. The attribution to the U.S. became easier when the New York Times 
reporter David Sanger (2012) published an article about the attack. In this article, anonymous 
U.S. government insiders explain the attack as being part of a program called the “Olympic 
Games”. According to these insiders, the target of the program was twofold. Firstly, it needed 
to slow down or even cripple the Iranian nuclear program through a cyberattack. Secondly, it 
needed to demonstrate to Israel that there was no need for a pre-emptive strike to prevent 
Iran from gaining nuclear weapons. Israel had been advocating the pre-emptive strike, but 
the U.S. was cautious since the effects of such a strike would create even more chaos in the 
Middle-East. Finally, in the case of a pre-emptive strike it would have been hard to even hit 
the targets correctly since most of the Iranian uranium enrichment plants have been built 
deeply underground to prevent the success that an airstrike would have. After Stuxnet was 
fully eradicated, Gholam Reza Jalili, the head of Iran’s passive defense organization claimed 
(Conell, 2014, pp. 6) that the United states had “initiated a cyber-war against Iran”.  
 
From this chronological tale, the analytical part can be extracted. The first question is to 
identify if Libicki’s decision loop seems adequate for this case. This is the case since the 
option to retaliate sub rosa was there and could have been used. The article of the Times 
made attribution even easier but even before that, the sophistication of the attack already 
shows that it could only be the work of a group or state with a lot of financial means and 
knowledge to develop the virus which only the U.S. had. This automatically eliminates it as 
the possible key-component of a credible cyberdeterrence posture since it explains that 
attribution is possible. Secondly, the BDA: this has not been done correctly, both by the 
target as the aggressor. From the aggressors point of view, the attack hit multiple targets 
outside of the initial target which can be concluded from the fact that the virus was 
discovered on domains outside of Iran, whilst Iran did not discover Stuxnet years after the 
initial insertion. The third variable is the escalation dominance: it can be concluded that Iran 
did not have any escalation dominance since they did not respond within a close timeframe 
even though they officially stated that the U.S. had initiated a cyber-war against Iran. This has 
been investigated by Kronenfeld and Siboni (2012) and they explain that Iran did not focus on 
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offensive cyber-weapon development before the Stuxnet attack, so there were no means to 
retaliate. At last the proportionality of the attack: there was no known initial aggression from 
Iran in cyberspace against the U.S. and thus it was a first strike, therefore not proportionate. 
In short this means that the first variable that is eliminated as mostly associated with the 
outcome of cyberdeterrence, is in this case the proportionality of response. Secondly, the 
attribution of the attack does not impose any retaliatory problems in this case since both the 
sophistication and the Times’ article provide a base for retaliation and even before that, the 
sub rosa response as identified by Libicki provides an adequate answer. That leaves two 
closely related variables: BDA and escalation. Since BDA is mainly a defensive mechanism to 
patch the exploits and a tool to determine how an attack has played out, we judge that the 
escalation dominance plays a bigger role in the credibility of a cyberdeterrence posture. This 
is the case since being able to escalate means that it influences the cost-benefit calculus of 
the opponent the most of all these variables. The fact that Iran was not able to retaliate most 
probably made the cost-benefit calculus for the U.S.-Israeli alliance more in the favor of 
attacking. 
 
The Shamoon attack at Saudi-Aramco 
 
On August 15th 2012, the state-owned Saudi Arabian oil-company Saudi-Aramco was struck 
by a cyberattack. The impact could have been incredible: Saudi-Aramco is by far the world’s 
largest oil producing company: they produce about 10% of the global supply of oil and it has 
sales amounting over 200 billion USD a year (Bronk & Tikk-Ringas, 2013, pp. 3). Even a partial 
disruption of the production or export of this oil would have a big impact on the global 
economy. As it was the case with the Stuxnet attack, here also it seemed to be an inside job 
to insert the initial attack. The Shamoon attack was a self-replicating virus and was named 
W32.Disstrack. Seculert, a cyber-security firm, (Bronk & Tikk-Ringas, 2013, pp. 18) described 
Shamoon as a two-stage attack. Firstly it took control of an internet-connected device which 
it uses as a proxy. This proxy controlled the external command-and-control (C2) server. After 
this first deployment, it infected other computers and devices. The second stage was to wipe 
out all traces of stolen data and to delete all files. About 30.000 computers of Saudi-Aramco 
were struck by the attack and after the destruction of the files, the computer only showed a 
burning U.S. flag. This counts for about three-quarters of the computers that they owned 
(Berman, 2013, pp. 3). This made it the most destructive cyberattack so far (Axelrod & Lliev, 
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2013, pp. 1300) and been called a “game changer”  because of its incredible destructiveness 
compared with earlier attacks like Stuxnet (Healey, 2016, pp. 43). By the 26st of August, Saudi 
Aramco reported that it had cleaned all their computers of the malware. Even though the 
malware was removed relatively quickly, it still impacted the oil production and data 
collection, besides the economic and reputational damage because of the replacement of all 
the 30 thousand computers. Usually, the computers manually backs up filtered data about 
the oil drilling and the effects that are measured. Because of the attack, this has not 
happened so two weeks of important data were lost. After two weeks, the Qatar oil company 
RasGas was also affected by the malware. This may have been intentional but it could have 
been a spillover of the attack in which it spread further than expected by the attacker 
(Eisenstadt, 2016, pp. 3).  
A group called “The cutting sword of justice” has taken the responsibility for the 
Shamoon attack (Bronk & Tikk-Ringas, 2013, pp. 22). However, there have been serious 
indications that this group has been a proxy of the Iranian government. Firstly, the oil-
competition from Saudi-Arabia harms the economy of Iran and kinetic means to disrupt this 
production are not an option because of the U.S. alliance with Saudi-Arabia. Secondly, Iran 
has a large history of using proxies to achieve its goals and target its rivals, with Hezbollah as 
one of the best examples. According to James Lewis, senior vice president at the Centre for 
Strategic and International Studies (CSIS), it is very difficult to conclude that Iran had nothing 
to do with the attack (Bronk & Tikk-Ringas, 2013, pp. 23).  
 
Something that makes the Shamoon attack even more interesting is that it contained some of 
the software coding that has been used against Iran earlier (Detlefsen, 2015, pp. 29). This 
cyber-espionage program has been discovered and published by Iran in 2012. It is not clear 
who used the Flame-virus to spy on Iran and what the BDA precisely was, but the decrypted 
codes show that Flame contained coding that is considered crucial for the functioning of 
Shamoon. This demonstrates that a defender can patch and then reuse a weapon that has 
targeted him before, which has some serious implications for the BDA and escalation 
possibilities. 
 
As we did with the Stuxnet case, we will dissect the Shamoon attack analytically in the same 
order, which means that we will start with the attribution of the attack and the applicability 
of Libicki’s decision loop. The attribution in this case was somewhat harder at first sight since 
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the destruction was big and the focus of Saudi-Arabia was at first aimed at damage control. 
Later on, more and more signs of attribution towards Iran became clear, with the discovery of 
the same coding as the Flame-attack at Iran as the main indicator. Libicki’s decision loop 
again proofs its value: the sub rosa response was there from the beginning and after the 
decryption of the coding of the virus was done, the conclusion to address the attack to Iran 
was hardly avoidable. The second variable, the BDA, seems to be a negligible variable in this 
case. From the aggressors point of view, the attack also spread to RasGas. Qatar was at that 
time an important ally from Saudi-Arabia so that might have been intentional and even if Iran 
did not plan this, it was an unexpected benefit. Saudi-Arabia as the defender, handled the 
attack well. The reason for that is twofold: firstly, the damage was very obvious since the 
computer was unusable after the attack. Secondly, the virus was stopped within two weeks 
which shows that it was tackled effectively on short notice. Then the third variable: the 
escalation dominance. In this case, the escalation dominance was in the hands of Iran since 
they initiated the attack, allegedly as a response to the Flame and Stuxnet attack. Saudi-
Arabia nor their allies retaliate even though a vital national interest was targeted. This shows 
that Iran took the original initiative from the allies Saudi-Arabia and the U.S. to target Saudi-
Aramco. This initiative had been with the Western allies since the Stuxnet and Flame attack, 
but Shamoon demonstrated that Iran was not hesitating any more to participate in the game 
of cyberdeterrence and that they believed that the escalation dominance was shifting. The 
last variable, the proportionality of the attack, is hard to judge objectively. Iran had been 
attacked through Stuxnet and Flame, which indicates that they had some legitimacy to strike 
back. They did not trigger any human casualties, just reputational and economic damage. 
That seems proportionate but the aim and coding of the attack on the other hand was 
disruption whilst the Stuxnet attack was corruption. This shows that Iran choose use a more 
destructive weapon to inflict the same kind of damage and the most logical motive for this 
was to show their escalation dominance.  
 
In conclusion it can be stated based on the Shamoon case that the BDA is a negligible variable 
in this case. Attribution for this attack was possible but even if the evidence was not 
legitimate enough for an open retaliation, Saudi-Arabia could have chosen to retaliate sub 
rosa. The last two variables seem to touch each other closely. The disproportionality of the 
weapons used to attack seems to be a demonstration of the shifting escalation dominance 
toward Iran. Therefore we conclude based on the Shamoon case that the proportionality of 
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the attack is a mean with the purpose to demonstrate the escalation dominance of Iran. 
Hence, the escalation dominance is in this case the most important variable. 
 
Conclusion 
We will start by addressing our general research questions:  
 
 What can be considered the most important independent variable that influences the 
outcome of cyberdeterrence? 
 
In both the Stuxnet as the Shamoon case, the most important variable was the escalation 
dominance. As a state to have escalation dominance means to have a credible retaliation 
possibility and that influences the cost-benefits calculus of the attacker the most. Therefore it 
has most influence on the dependent variable, the outcome of cyberdeterrence. Hence we 
also accept the hypothesis that Libicki’s decision loop provides an adequate answer for the 
attribution-problem. 
 
 Has Libicki with his attribution model correctly modulated a solution for the 
attribution-problem? 
 
Yes, he has. In both cases, the decision loop provides a helpful guideline how to respond 
when being under cyberattack. The sub rosa response is the response that offers the most 
helpful tool since the lack of international norms which would legitimize a publicly announced 
retaliation are lacking. Without this legitimation, the sub rosa response is the best option for 
states and the rationality assumption implies that all parties are aware of this and thus it 
influences the cost-benefits calculus of the attacker. 
 
 Besides the key-variable from question one, how much impact did the other 
independent variables have on the result of cyberdeterrence? 
 
Firstly, the attribution-problem. As discussed in answering the second general question, the 
answers for this problem provided by Libicki’s decision loop imposes extra costs on the 
attackers side since all parties are aware of the option of sub rosa retaliation. This is crucial 
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for the BDA and proportionality. The technical ability to address the BDA as a defender are 
critical for the outcome of the deterrence posture. As the Stuxnet case demonstrates, a lack 
of BDA could make an attack way more attractive since the Stuxnet-attack has been active for 
years. Consequently, a state should defensively be capable of determining when an attack 
takes place and how to eradicate it, which implies increasing the focus on defensive cyber-
tools. The BDA is also crucial for the proportionality of response. If a state is or has been 
under cyberattack and wants to retaliate, one should be capable of determining the expected 
BDA. The proportionality mostly matters if a state would retaliate openly, which would be an 
unicum. If a state decides to respond sub rosa, one should take into account to respond 
proportionate but as the Shamoon case shows sometimes it can be rewarding to retaliate sub 
rosa in a disproportionate way to demonstrate escalation dominance.  
 
The primary objective of this research was to inductively investigate if a credible 
cyberdeterrence posture is possible for nation-states. We claim that a credible 
cyberdeterrence posture is possible if a state would meet certain requirements. First of all, 
one should be capable of escalating the conflict through retaliation. The second most 
important variable of influence is the defensive BDA because if the defender does not know 
completely how hard it has been hit, it becomes hard to credibly retaliate. The 
proportionality of response is the least influential variable. The reason for this is that Libicki’s 
decision loop has proven itself in our research as an effective model to determine how to 
respond and if a state has escalation dominance, one could retaliate disproportionately on a 
sub rosa way and not be afraid of further escalation from the initial attacker. To answer to 
our main research question and to achieve our primary research objective, we formulated 
the following hypothesis:  
 
To have a credible cyberdeterrence posture as a nation-state towards other states, states 
should focus defensively primarily on detection of attacks an determining the done damage as 
to decrease the expected benefits for the attacker. Secondly and most importantly, states 
should have an cyber-arsenal which is more powerful than the potential opponent to impose 
huge retaliatory costs on the attacker and to have the escalation dominance.  
 
Our secondary objective, to test relatively untested hypothesis can also be answered. Libicki’s 
model has proven itself as explained earlier as the best answer so far to the attribution-
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problem. With regard to the applicability of the classic deterrence theory, we conclude that 
cyber-conflict is not that different from conventional conflicts as we expected based on the 
literature and therefore we reject Crosston’s hypothesis. The concepts of cost-benefits 
calculus, deterrence by denial and retaliation and escalation dominance are crucial in 
cyberspace and thus for cyberdeterrence.  
 
In consequence, we also disagree with Lin that the nuclear deterrence theory does not 
provide building blocks for cyberdeterrence. Escalation-dominance can be achieved although 
this requires large investments in the development of cyber-weapons and thus can only be 
achieved by the states with the most economic and military resources. Furthermore as Nye 
already claimed, the offence favours the defence in cyberspace which is analogue to the 
nuclear era. Therefore by imposing virtually huge costs on the potential attacker through the 
possession of a large cyber-arsenal, combined with the sub rosa response as described by 
Libicki would enforce the deterrence posture strongly, thereby the deterrence would be 
credible. Libicki, besides his decision loop, has the best interpretation of cyber-warfare: 
participation in cyberspace as a state and therefore connecting valuable state-assets to the 
internet requires the confidence that if these assets would be attacked, one could retaliate 
strongly because of the possession of escalation dominance. Since this influences the cost-
benefit calculus of the attacking state, the fact that one has this escalation dominance 
reinforces the cyberdeterrence posture so strongly that it would successfully deter most 
states.  
 
Reflection and discussion 
 
In reflection of the conducted research, we have reached a different conclusion compared to 
our expectations. Based on the literature review, we expected the cyber-domain to be very 
different from the classic deterrence. This was not the case: the main concepts of the classic 
theory and their relevance still have major impact on the outcome of cyberdeterrence. The 
means have changed, from nuclear weapons to cyber-weapons but the theoretical path 
towards successful deterrence seems to have stayed mainly the same. Secondly, we 
anticipated that BDA was especially important to determine how to respond proportionately. 
Surprisingly, BDA shows itself in our cases to be more important as a deterrence by denial 
Credible deterrence in cyberspace 
Max Dijkstra 
 
 21 
instrument. By being able to notice any possible cyberattacks and neutralise the attack 
quickly, a state can alter the cost-benefit calculus of the attack immensely. 
 
There are some potential problems with our research. The first one is the problem of 
equifinality and thus validity that comes with the use of the method of agreement. There are 
a lot of other variables of influence on the outcome of deterrence: internal power struggles, 
economic motives and so on. We have consciously limited the amount of variables to 
determine their scope of influence but we cannot exclude other variables with perhaps more 
influence. Secondly, we have focused ourselves on cyber-conflict between states. One of the 
problems of the cyber-domain is the presence of uncountable more involved parties which 
can be involved in  interstate cyber-conflict: patriotic hacker-groups, private organisations 
and terrorists for example. Their scope of influence was impossible to include because of the 
scope of this research but could prove crucial for the outcome of deterrence. Lastly, the role 
of international norms and rules has hardly been addressed in this research. The influence 
that the establishment of international norms would have on variables like escalation 
dominance and proportionality can be immense but again, it did not fit our research 
objectives. 
 
The implications of this research for policy-makers include the recommendation of focusing 
on offensive cyber-weapons. Our cases underscore that the offence favours the defence, 
therefore the best way to increase the credibility of the deterrence posture is by increasing 
the capabilities for retaliation by creating a strong cyber-weapons arsenal and thus 
establishing dominance in cyberspace. In retrospect, we would have done some things 
differently if we were to conduct this research again. Firstly, we would have increased the 
number of cases to reinforce the testing of the hypotheses. The flame-attack at Iran for 
example could have been an interesting case even though that would have meant that we 
would have worked with less documented cases. Secondly, we would have tested the 
hypothesis of Libicki with regard to the confidence-game hypothesis. In our conclusion we 
provisionally agreed with his hypothesis but it would be very interesting to test this on our 
cases and thus making it the primary focus. We hope that future researchers will follow up on 
this hypothesis. 
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Appendix one: the technical side of cyberattacks 
 
Cyberspace can be seen as a virtual medium (Libicki, 2009, pp. 11) and as “an agglomeration 
of individual computing devices that are networked to one another and the outside world.” 
(Libickli, 2009, pp. 6). The official definition by the U.S. Department of Defence (Department 
of Defence, 2016, pp. 58) which we will be using is: “ a global domain within the information 
environment consisting of the interdependent network of information technology 
infrastructures and resident data, including the Internet, telecommunications networks, 
computer systems, and embedded processors and controllers.”  
 
System layers 
 
The physical layer is described best as the kinetic area in which the actual ICT is. ICT means 
information and communication technology, so basically the machinery that is creating the 
virtual world. The layer above the physical layer is called the syntactic layer: the instructions, 
software and protocols that the designers made to make the machine function correctly have 
been put here. The top layer is the semantic layer. Here, all the information that the machine 
contains can be found. This layer can sometime be confused with the syntactic layer since the 
displayed information is often the result of the programming or software from the syntactic 
level. Mostly the syntactic level is the level that needs to be adjusted by an unwelcome 
intruder to change the instructions that the original designers have created for their own 
purposes, which is part of hacking. The software codes are located in the syntactic layer. The 
software codes are the instructions that have been put there by the creator of the machine 
which determines how a system works (Libicki, 2009, pp. 12). A hacker can only intrude the 
system in a way that the software codes permit and only after receiving the admin privileges 
it is possible to edit the software codes. So always when hacking success, it is the failure of 
the original purpose and software coding by the creator. These failures can be intentional but 
mostly these mistakes are made accidentally. 
 
CNE and CNA 
 
According to Libicki (2009, pp. 14-15) a CNE can be described the best as the theft of data 
from another computer system. Detection of such an exploitation is possible but only if the 
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system user controls the functioning of the system very often. This exploitation does not 
create any overwriting of the admin privileges, only the possession of the admin authority. 
The lack of signals of the unauthorized access makes it even harder to detect. Nye (2016, pp. 
47) explains the functioning of a CNE as the exfiltration of confidential information against 
the wishes of the owner. This is different from a cyberattack since it is the electronic 
equivalent of espionage and not an actual attack (Libicki, pp. 23) . Furthermore, the lack of 
options for detection makes it almost impossible to deter so for the purposes of this paper, 
the CNE will be disregarded as part of cyberdeterrence. 
 
Next the CNA: Libicki (2009, pp. 23) explains it as  “the deliberate disruption or corruption by 
one state of a system of interest of another state”. Nye (2011, pp. 21) explains that just a 
cyberattack and a retaliatory action is not enough to speak of a cyber-war. A cyber-war 
consists of “hostile actions in cyberspace that have effects that amplify or are equivalent to 
major kinetic violence”. This has not happened yet worldwide and only in some simulations, 
run by the U.S. government, there has been some hypothetical devastating results. 
The first thing that a CNA can achieve is disruption. This happens when the system has been 
hacked through unauthorized access (Libicki, 2009, pp. 15-16). This can lead to the shutting 
down of the performance of the operations, makes it work differently or even interfere with 
the operations of systems other than the initial target. Corruption on the other hand changes 
the data and algorithms of the target system to change the functioning of the system (Libicki, 
2009, 15-16). 
 
According to Libicki (2009, pp. 13-14), the hacking of a system can be done through 
external and internal ways. Nye (2016, pp. 50) agrees that the main vectors in cyberattacks 
are networks, insiders and supply chains. Insiders and supply chains can be seen as internal 
hacking, while external hacking is the intrusion by hackers through the network. To further 
elaborate the internal hacking (Libicki, 2009, pp. 20): insiders, especially when they are part 
of the system admin team or to be able to insert external devices like an USB-stick. The 
second option is to mess  with the supply chain of the system to change software coding in 
the attackers advantage (Libicki, 2009, pp. 21). These hackers use rogue components made 
by usually the producers  to create vulnerabilities (the backdoor-way). The admin is the one 
that has the authority privileges (Libicki, 2009, pp. 16). These special admin rights usually in 
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the form of passwords are aimed to control every part of the system. Hackers try to get this 
authority to have more possibilities inside the syntactic layer.  
 
If the used malware is highly sophisticated and using a lot of zero-days exploits, it can 
be considered an advanced persistent threat (APT) (Vervilis, Gritzalis & Apostolopoulos, 2013, 
pp. 1). This includes “worms”, “viruses”, “Trojan Horses” and a lot of different variances that 
have malicious intends. 
 
Appendix two: Libicki’s decision loop. 
This is a summary of chapter five of the book “cyberdeterrence and cyberwar”  by Libicki. For 
detailed information please visit the RAND-project website for full access to the book. 
 
Libicki’s decision loop is a decision tree that he developed for states to decide how to 
respond and how to deal with the attribution problem. The loop can be found on the next 
page. It is pretty straightforward: the first step is of course to see if an ICT-problem is the 
result of hacking or if the problem is just an error. If there are signs of hacking, there needs to 
be an indication that it is something states would do. If the answer is yes, the next question is 
regarding public knowledge. If the public cannot see the effects of the attack, it would be the 
best to respond sub rosa. This means retaliating in the cyber-domain without publicly 
declaring it. This would increase the deterrence posture since the attacker knows or suspect 
that they are under attack and it is obvious that it is a retaliatory measure.  
If the effects are publicly visible, things are more complicated. If one can attribute the attack 
to a state in a quick matter,  credibility of the claim is important. If that is not possible, again 
tabula rasa retaliation through cyberspace is the best option. If there is a credible attribution 
claim, the question of proportionality and escalation dominance in retaliation is important to 
answer. If everything is in good order, there is an international and domestic legitimacy to 
retaliate and in that case a state can retaliate publicly, thereby increasing their deterrence 
posture in the future. 
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Note: retrieved from “Libicki, M. C. (2009). Cyberdeterrence and cyberwar. Rand Corporation, 
pp. 99”on the 21st of April 2017. 
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