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VAbstract
The focus of this thesis is to introduce cognitive capability into automatic control
system designed for stabilization problems. Despite of different interpretations of
cognition, the point of view in cognitive science that cognition can be treated as a
computational process operating on representational structures is adopted in this
contribution. Based on this understanding, this thesis proposes a cognition-oriented
stabilization method in accordance with the characteristics of cognitive control sys-
tems. With the assumption that the system states are fully measurable and the
measurements are free of noise, the proposed method can realize quadratic stabi-
lization of unknown nonlinear discrete-time systems. The proposed stabilization
method requires neither the information about the system dynamical structure nor
the knowledge about system physical behaviors. All the information necessary for
stabilizing the unknown system is gained during the interaction of the controller
with the unknown system to be controlled.
The core of this thesis is the data-driven quadratic stability criterion, which is taken
as the expert knowledge in the proposed control method. This criterion is based on
the geometrical interpretation of quadratic Lyapunov functions and transforms the
quadratic stability criterion into the problem of judging emptiness of a polyhedral
cone, which is identical to solving a max-min optimization problem. Unlike the tra-
ditional model-based stability judgment methods, the proposed criterion avoids the
utilization of a mathematical model and utilizes the measured data to judge stabil-
ity, which enables the controller to evaluate the control performance with respect to
quadratic stability and develop situated control input to stabilize the plant.
The cognition-oriented stabilization is realized by integrating the proposed data-
driven stability criterion (serving as expert knowledge) and contemporary soft-
computing techniques (serving as basic cognition functions) into a framework of
control which is developed according to a cognitive architecture. The black-box sys-
tem identification techniques are utilized in the framework to learn the knowledge of
plant dynamics. The control input function is generated by the planning module in
the framework when the closed-system dynamics is judged as unstable by searching
for a suitable control gain according to certain cost function.
Two simulation examples are shown to test the performance of the proposed control
method. The first one is the example of stabilizing a pendulum at its inverted
position. The recurrent-neural- network is used here to learn the plant dynamics.
The second example is the stabilization of a benchmark nonlinear aeroelastic system,
where the radial-basis-function network is used as the learning function. In both
cases, the plant dynamics are assumed unknown to the controller and all the system
states can be measured without noise.
The simulation results of the pendulum example show that the system controlled
by the proposed method has symmetric system responses with respect to symmet-
ric initial conditions, respectively. The simulations of the second example are run
VI
under two different nonlinearities and in comparison with the well-established adap-
tive feedback linearization control methods. The results show that the proposed
method can stabilize the system with two different nonlinearities, while the adap-
tive feedback linearization can stabilize successfully the system with only one the two
nonlinearities, without tuning controller structures or parameters. These simulation
results of these two example show that the proposed method possesses successful
performance of stabilization and good adaptivity to different nonlinear systems.
The limitations of the finished work exist mainly in the conservativeness of the
quadratic stability criterion, the great numerical computation power required by the
data-driven stability judgment, and the searching speed of suitable control feedback
gain to generate suitable control input, which shall be considered and improved in
the future work.
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11 Introduction
1.1 Motivation
While the modern control techniques have nowadays made remarkable achievements
and brought revolutionary convenience to human life, still, substantial additional
efforts are required to build more adaptive controllers that can deal with strong
nonlinearities, high uncertainties, and especially, unknown dynamics.
Consequentially, a ceaseless pursuit has been made to extend the adaptivity of con-
trol systems for the aforementioned challenging circumstances, which has prompt the
development of various kinds of control methods being able to cope with unknown
systems, such as black-box system identification and control [SZL+95], intelligent
control (also called soft-computing methods) [Zad94], data-driven methods [MR08]
and so forth. In fact, the appearance and development of these methods have es-
tablished a set of new research areas in system automatic control and changed the
outlook of modern control technologies in both scientific and industrial applica-
tions [DO01].
Nevertheless, despite the importance of these efforts to build more flexible and
robust control systems, the adaptability of these approaches falls still behind in
comparison with biological systems acting in unknown environments, even though
some of current control methods have already possessed to certain extent some
characteristics similar to human mental capabilities (e.g. the learning ability of
neural networks).
Most of the current control approaches coping with uncertain/unknown systems, no
matter designed for stabilization, tracking, or other control problems, focus nearly
exclusively on methods of exploring the information of local or global system dy-
namics; in contrast, how the intervention of control processes is itself brought about
is not reasoned by the controller itself. In other words, the current control systems
cannot penetrate the meaning of the explored information by itself and is therefore
unable to apply this information in a flexible manner to achieve the goal of control.
To put it more clearly, the adaptive ability of contemporary control methodologies
falls notably behind biological systems at least in two aspects:
• depth in understanding and handling abstract concepts which are universally
applicable for dynamical systems, and
• degrees of freedom of applying the knowledge learned from interaction with
environments for the purpose of control.
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For example, a pilot can control the aeroplane under the disturbances caused by
unknown gust wind, although the airdynamics and the related piloting skills under
gust disturbance may be new to the human pilot. On the other hand, this task
can not be so well accomplished by a machine with current control technology as
a human pilot. The reason for that is because a human pilot not only masters the
essential skills and the concepts related to aeroplane operation, but also can analyze
the situation of the airplane under the encountered gust and make situated decisions
based on these skills and understandings.
The superiority of biological systems within these two aspects should be attributed
to their working mechanism of mind. Indeed, both the aspects are covered by the
concept of cognition, which is the main research object in the field of cognitive sci-
ence [Tha10] and can be understood basically as the learning and use of knowledge.
Cognitive science is the class of studies about the fundamental principles of cognition
and the methods of reproducing cognitive capabilities, emerging from 1950s [MGP60].
Although at least early in Plato’s time humans began the attempts to understand
the working mechanism of mind and its operations [Ben79], the cognitive science
in the modern sense, i.e., the study under the assumption that cognitive process is
computational and able to be simulated, is still younger, whose first official major
institution was founded by a research program in late 1970s [Mil79]. After more
than four decades of development, cognitive science has nowadays been developed
into “an interdisciplinary study of mind and intelligence, embracing the fields of
philosophy, psychology, artificial intelligence, neuroscience, linguistics, and anthro-
pology” [Tha10].
Cognitive science in the engineering context, sometimes called cognitive engineer-
ing [Nor96], concentrates on applying the theoretical research results about cognition
into design and construction of machines which can reproduce cognitive processes.
As pointed in [BW06, Str98], cognitive capabilities can enhance greatly the adapt-
ability of non-cognitive systems to unknown environments. In fact, in recent years
a wide variety of approaches which are designed to build artificial machines with
cognitive abilities has been published [SA07, BBW07a, AS08, BBG+11] and some
of them have been put into real-life applications [CTN07, SG08, GS10, OHS10].
On the other hand, however, most of these applications appear in the field of au-
tomation, such as building humanoid robots, autonomous vehicles and other similar
topics. Comparatively, the research of reproducing cognitive abilities in the field
of automatic control is still less developed than those in automation field. As a
consequence, in order to gain more adaptivity it is quite reasonable to introduce
cognition and cognitive processes into automatic control systems.
Motivated by this point of view, this contribution focuses on endowing control sys-
tems with cognitive capabilities by borrowing the methodology of building artificial
cognitive systems in cognitive science, to develop more adaptive, effective, and effi-
cient controllers with less dependence on human interventions when facing unknown
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environments. Furthermore, because the stabilization problem, i.e., to design and
implement a feedback control law to render the controlled system stable [Kha02], is
such a fundamental problem that it encompasses almost all kinds of modern control
strategies, it is taken in consideration as the main problem to be solved in this thesis.
The remaining parts of this chapter are organized as follows: in section 1.2, a his-
torical overview of control fields with respect to cognition is made after a brief
introduction to cognition and the hierarchy of cognitive control; in section 1.3, the
methodologies and applications of reproducing cognitive capabilities in cognitive sci-
ence are briefly reviewed; with analog to the methodologies in cognitive science, the
basic concept of introducing cognitive capabilities into automatic control to solve
stabilization problem is introduced in section 1.4 at the end of this chapter.
1.2 Historical overview of control field vis-a`-vis cognition
1.2.1 Cognition and cognitive systems
The term cognition was firstly utilized in psychology in the nineteenth century to de-
scribe the human mental capabilities. Nowadays cognition has become the principal
research object in cognitive science.
Due to the great variety of the research fields covered by cognitive science and the
incomplete understanding of the mechanism of mind, there exist indeed different in-
terpretations towards cognition [Str01]. Nevertheless, although some contributions
attribute cognition exclusively to living organism, such as the minimalist approaches
using cognition to refer to consciousness [Sea90], or the maximum methods acclaim-
ing that “living as a process is a process of cognition” [Bod00], the leading point of
view towards cognition takes the fundamental hypothesis that “thinking should be
understood in terms of representational structures in the mind and computational
procedures that operate on those structures” [Tha10]. Accordingly, cognition can
be treated as one type of information processing, which indicates that both the
conscious and unconscious behaviors are covered within the scope of cognition.
The first well-formulated definition of cognition under the hypothesis mentioned
above appears also in psychology as “the activity of knowing: the acquisition, or-
ganization, and use of knowledge” [Nei76]. This definition indicates the distinctive
features of cognition: learning and utilization of knowledge. This definition is ex-
tended in [SHH+95, Str96] from the computational perspective in a more general
sense: cognition is a computational process of information taking place based on
the mental representation of knowledge, which contains the functions of perception,
learning, interpretation and encoding, motivation control, planning, and problem
solving.
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Correspondingly, as the behavior of a dynamical system (no matter biological or
technical) can be considered as the reactions of an agent with respect to the stim-
uli from its external environment, cognitive systems can be characterized by using
the definition of cognition mentioned above as the system which can perceive the
external stimuli, assimilate information by learning from its perceptions, structure
and store the utilizable information as knowledge, envision consequences of differ-
ent choice of actions, and change autonomously the direct stimuli-reaction coupling
according to its goals [SHH+95].
According to the definition of cognitive systems, it can be seen that the fundamental
characteristics of cognitive systems contains three aspects:
• a cognitive system must be able to act interactive with its external environment
to exchange information;
• a cognitive system must have the capability of representing and storing the
knowledge abstracted from its interaction with the external world; and
• a cognitive system must have the ability of utilizing the learned knowledge
flexibly and adaptively to make situated reactions to its perceived stimuli.
From the above illustrated discussion it can be concluded that the dynamics of a
cognitive system is de facto governed by the computational process from the stimuli
to the reaction with the aforementioned characteristics, which implies that cognition
processes and cognitive capabilities are independent from the constitution way of a
system and can be attributed unbiasedly to not only biological systems like human or
high animals, but also technical systems. This point of view towards cognition and
cognitive systems present the possibility of building technical systems with cognitive
capabilities and is consequentially adopted in engineering community to guide the
construction of artificial cognitive systems and gives the basis of this thesis.
1.2.2 Hierarchy of cognitive control
It is pointed out in [MB96] that “well-designed morphology and automatic behavior
can produce intelligent behavior if the environmental conditions can be anticipated
during the design phase. Where this is not possible, cognitive (planning and rea-
soning) processes can be employed to respond intelligently to unpredictable envi-
ronmental changes”. This statement shows that for a cognitive system, its cognitive
behavior does not take place of the non-cognitive behavior completely, but can exist
in parallel with the non-cognitive one in the same system.
The point of view mentioned above is further deepened in [Str98] and used to estab-
lish a three-level framework of the action control of a cognitive system, as shown in
the figure 1.1. This three-level working mechanism of a cognitive system describes
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Deliberative regulation:
goal management, planning
and executive control
Interaction by activation & inhibition,
cognitively penetrable (in principle)
Associative regulation:
stimulus-response associations,
mediated by motivational state
Interaction by partial activation & inhibition
Physiological regulation:
continuous control and
instant reflex
Figure 1.1: Three levels of action control in cognitive systems [Str98]
the regulation hierarchy of a cognitive system’s reactions against its external stimuli
and can be used to identify whether a system is cognitive or not.
The lowest level within this hierarchy is the physiological regulation, which repre-
sents the non-cognitive behavior in a cognitive system. It can be treated simply
as the unconscious conditioning reflex action of biological systems. If the stimuli-
reaction coupling of a system can be described thoroughly by the lowest level, this
system is just a non-cognitive system.
The cognitive behavior is described in the other two levels: the deliberative regula-
tion as the highest level and the associative regulation as the level in between. In
the two higher levels, all the computations are taking place based the representa-
tion of the knowledge assimilated from the stimuli side, which is one of the most
essential features of cognition. However, the manner how the knowledge is utilized
is different within the two levels. In the associative regulation level, the knowledge
is put into service according to some established working patterns. These working
patterns are not produced in the second level, but formulated in the third one by
the motivational decision making and strategic planning.
Take a cognitive chess-playing computer as an example. The situations on the
chessboard are represented as the learned knowledge; the plans of actions to put the
opponent in check is the established working patterns in the second level; but such
working patterns are generated by the deliberative regulation. From this example it
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can be seen that the differences between those two higher levels are just like those
between ’know-how’ and ’know-why’: in the second level the cognitive system can
only know how it should response with the knowledge obtained from external world,
but the reason why it should do so can the cognitive system only grab in the third
level.
The three levels are not independent from each other but connected by internal
interactions. Based on the interactions among these three levels and the interactions
between the cognitive system and the external world, the stimuli from the outside
world are continuously being processed and knowledge obtained from the stimuli
being updated, by which way the cognitive system is able to behave flexibly to
adapt the varying unknown external environments.
1.2.3 Review of control fields with respect to cognition
Since the main task of this contribution is to establish a cognition-oriented control
method, it is reasonable to perform a retrospective of control methods vis-a`-vis
their cognitive capabilities. With accordance to the three-level hierarchy of cognitive
control, control techniques can be characterized into three classes: 1) control without
learning abilities; 2) control with learning abilities and pre-established patterns to fit
pre-assumed working contexts; 3) control with learning abilities and self-organized
patterns of utilizing the learned information. The overview of the control field with
respect to these three classes is shortly given as follows.
Control without learning ability
This first class is the control without learning capabilities, including the analytical
control approaches based on mathematical tools, such as the frequency domain meth-
ods using Fourier and Laplace transformations, time-domain algebraic approaches,
polynomial-matrix-domain approaches, geometric methods, stochastic control, ro-
bust control and so forth. A detailed review of these analytical control methods can
be found in [FCZ03]. This class of control approaches provides the fundamentals
of modern control theory and has made valuable contributions in both the research
and the applications of automatic control.
Because this class of methods does not have learning capabilities, the distinguished
feature of them is that the controllers designed by these approaches are not able
to establish by themselves the models of systems to be controlled (hereafter called
plants). After the controllers being designed, they are put in use with no associated
mechanism to modify its design in response to the changes of their external envi-
ronments (changes of the plant dynamics, disturbances, etc). Therefore, instead of
adaptivity, the term low sensitivity against external changes is used more frequently
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to describe the flexibility for this class of controllers. Although these controllers can
accommodate certain external changes, this is guaranteed by their ’robust margins’
defined in their offline design, rather than online modification of their design by
themselves.
From the cognitive point of view, controllers designed by this class of approaches
only possess the functionality of the first level within the hierarchy of cognitive
control. They cannot build their own representations of the external world, but can
only react rigidly to their stimuli (the outputs of the plants) in accordance with
pre-established mathematical rule, just like the unconscious conditional reflexes of
biological systems.
Control with learning ability and pre-defined working patterns
Online black-box system identification and control [SZL+95, Liu01, Hja05], soft-
computing techniques utilizations [Zad94, Ise98, Fod09] including Neural Networks
(NN), fuzzy logic, evolutionary methods, and their various combinations between
each other, parts of the data-driven control methods which use the information de-
rived from their data-set to describe the plant dynamics [MR08, PI09], and the other
control methods which can online establish the model of plant dynamics, belong to
the second class: control with learning ability and pre-established patterns suitable
for different working contexts. This class of control can realize the functionality of
the second level in the hierarchy of cognitive control, due to their online self-built
representations of plant dynamics and the fixed manner of using these representa-
tions.
In general, this class of control approaches has a specified parameterized controller
structure and a corresponding working pattern which incrementally makes adjust-
ments of these parameters, e.g., the adjusting mechanism of model reference adaptive
control, by which the representation of the external world (i.e., the dynamics of the
plant), no matter local or global, is learned by the controller and kept updating as
new situations arrive. The learning capability provides for these controllers of the
adaptivity towards the variation of plant dynamics.
It should be mentioned that although pure fuzzy-logic control does not have learning
capabilities, it should also be attributed into this class. The fuzzy logic rules can be
treated as the partitions of state space of the plant dynamics and each partition as
a local model of the plant dynamics. In the local sense, fuzzy logic control must be
able to build its own representations of its encountered different situations to match
its fuzzy logic model and then follows the established fuzzy logic rules control the
plant. From this perspective, the fuzzy-logic-based method is also able to build its
own representations of its external environment and utilize them according to some
fixed working patterns.
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On the other hand, it is necessary to emphasize that the working patterns of this
class of control techniques do not change when confronting different environments;
nor can they retain the memory of solutions as they have achieved. The reason
for this is because these working patterns do not have the ability to discern the
physical rules that explains why old parameters are changed with new situations.
As a result, these working patterns cannot employ these rules self-consciously and
thus must rely on their structures to change parameters of the controller. This may
lead to the consequences that if the variation of the external environment is beyond
its working patterns, the controller would fail to fulfill its control goals, because it
does not know the way to adjust its working patterns to adapt the variations.
For example, the NN-based system identification and control is usually realized by
the working pattern of model-inverse strategy, i.e., the controller adopts the inverse
of an identified model to diminish the plant outputs and replace it with outputs
produced by pre-defined goal dynamics. But if the external world is changed and
additional performance standards (like the measure of input energy) are required,
the same working pattern may probably fail to reach the desired performance.
Control with learning ability and self-organized working patterns
The control with both learning abilities and self-organized working patterns, which
covers all the three levels in the hierarchy of cognitive control, is actually cognitive
control itself. The learning abilities of this class of control methods realize the
mental representation of the outside world; and the self-organization guarantees the
deliberative regulation of its working patterns to adapt the unknown.
According to the requirements of the highest level in cognitive control, the class of
control approaches with learning ability and self-organized working patterns should
have a keen insight about both mental representation of the external world and the
interaction mechanism between the cognitive system and the external environment.
In the ideal situation, a true cognitive control system should be able to obtain this
keen insight from learning by itself. But this learning mechanism is still not clear in
the theory of cognitive science. Despite of a few contributions which partially fit the
direction of developing this learning mechanism, such as the approximate dynamic
programming methods [Len08], the true cognitive control has unfortunately not been
completely realized in automatic control.
1.2.4 Supplementary remarks
The review stated above takes some representative examples of modern control ap-
proaches to show the fundamental characteristics of the three classes divided ac-
cording to the three levels of cognitive control, from which it can be seen that the
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criterion to attribute a control approach into the aforementioned classifications is
the division principles of the three-level hierarchy of cognitive control.
However, it should be noted that due to the various formulations and approaches
in control field, even the same type of approaches should be classified specifically,
rather than generally. Taking adaptive control approaches for example: on one hand,
if the rules of adaption are formulated simply by parameter changes with respect
to a specified model without mental representations (e.g. the output linearization
adaptive control in [AZSAM10]), this kind of control should be classified into the first
class; on the other hand, if the adaption occurs also in the mental representation’s
level (e.g. the NN-based backstepping control in [ZGH00]), it should be classified
into the second class.
1.3 Realizing cognition for engineering applications
1.3.1 Methodologies of reproducing cognitive capabilities
The main engineering applications related to cognitive science are to reproduce the
cognitive capabilities within artificial systems. The realization of cognitive capa-
bilities is dependent on three items: the tools to realize basic cognitive functions,
the cognitive architecture which determines the mechanism how these functions are
internally organized, and a set of knowledge specified for certain application context.
Realizing basic cognitive functions
It is pointed out in [Hol77] that the basic cognitive functions contains perception,
interpretation, planning, and execution. Perception is the function using available
knowledge to gather information from stimuli by human sensory activities. Using
knowledge from the knowledge or data base, the perceived information is identified,
elaborated, and explained by Interpretation into new knowledge with the usage of
the already acquired and formalized knowledge. Planning generates a development
of a plan for actions to be carried out by Execution which entails the implementation
of the decision in the form of responses [Cac98].
These functions are put in service as the basis of a cognitive system and every single
one of them can be realized by different technologies, depending on the applica-
tion circumstances. For example, the planning functions can be realized either by
searching the complete solution space, or by probabilistic reasoning. The differ-
ences between these two planning methods lie in the efficiency, but not the effect of
planning functions in the whole cognitive system. Thus, the realization methods of
cognitive functions are changeable with the development of science and technologies.
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Cognitive architecture
Cognitive architecture is defined in [Lov01] as “the description of the knowledge rep-
resentation and the set of mechanism how the knowledge is handled”. The research
on cognitive architectures has been steadily paid attention to in cognitive science
and many different architectures have been proposed, such as Soar [LLR98], ACT-
R [ABB+04], ICARUS [LC06], ADAPT [BLL04], SOM [AS08], etc. These cognitive
architectures have been implemented to a wide variety of not only oldest mathemati-
cal tasks like the ’Tower of Hanoi’ or ’maze navigation’ but also real life applications.
For example, Soar has been used for military operations on land [CTN07] and for
the maintenance task of the gas turbine engines on naval ships [RJ00]; ACT-R has
been applied in the system to determine the area of anti-air warefare (Anti-Air War-
fare Coordinator) [FBD+04] and predictions of activation patterns in brain imaging
studies [ABB+04]; ICARUS has been implemented in in-city driving and pole bal-
ancing [Lan06]; and so forth.
The internal properties of a cognitive architecture can be characterized by the man-
ner how it handles the knowledge, i.e., the mechanisms of the representation, or-
ganization, utilization, and acquisition of knowledge [LLR09]. In general, a cogni-
tive architecture contains the short-term and long-term memories, modules realiz-
ing different cognitive functions, and the functional processes that operate on this
structures [LLR09]. Based on the organization and the intercommunication among
different components, a cognitive architecture can specify the underlying infrastruc-
ture of a cognitive system and represents the verity within cognitive processes that
are invariant over time and independent from context settings [Lan05].
Despite the different configurations of different cognitive architectures, for example,
ACT-R is notably distinguished from Soar because of its special attentions upon mo-
tivations, they are not antithetical to each other. In contrast, their shared central
issue of a cognitive architecture is the handling of knowledge: acquisition, represen-
tation, organization, refinement, and utilization of knowledge [LLR09], which is also
the core of the study about cognition. From this perspective, cognitive architectures
offers a unified theory of cognition and can be used for both the interpretation of psy-
chological phenomena and the construction of integrated cognitive systems [New90].
Expert knowledge
Cognitive architectures cannot accomplish any tasks by themselves and need to
acquire or be provided with knowledge to perform any given task. In general,
the knowledge within a cognitive architecture can be classified in three different
ways [LLR09]:
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• skill knowledge about how to generate or execute sequences of actions and
conceptual knowledge dealing with classes of objects, situations, contexts and
so forth [KWM97],
• semantic knowledge about depiction of generic concepts and procedures and
episodic knowledge about specified entities and events encountered in the ex-
ternal environment [Tul72], and
• expert knowledge given by human in advance and suitable for some specific
tasks and learned knowledge which is obtained from the interaction [AS68].
These distinctions are utilized in different architectures respectively to show the dif-
ferent emphasis of the corresponding architectures. For example, the skill-conceptual
classification of knowledge is utilized within ICARUS which emphasizes more about
the cognitive separation of categories and skills [CTN07].
Indeed, the distinctions above are not mutually exclusive. For example, a piece
of expert knowledge can be classified either as skill knowledge, or as conceptual
knowledge, depending on its different operational objectives. Nevertheless, in most
cases the third division mentioned above is utilized for the sake of storage manner
of knowledge.
In the third classification of knowledge, the learned knowledge is used to represent
the external world and is mapped into mental representations, while expert knowl-
edge explains the learned knowledge with respect to the goal of actions in a specified
context. The expert knowledge is usually organized as long-term memory to store
generic skills and concepts that are generic overtime; and the learned knowledge as
the short-time memory that contains short lived beliefs and dynamical representa-
tion of the external environment.
In fact, the expert knowledge represents the understanding of the interaction mech-
anism between a system and its environment under a specified context. The ideal
case for a cognitive system to obtain expert knowledge should be from learning. As
mentioned in section 1.2, the learning mechanism to acquire such kind of abstract
knowledge is unfortunately still not clear, which impedes the construction of true
cognitive systems in an ideal manner.
Instead, a compromising but useful way is be to incorporate this understanding
to the system when it is built. Although systems built in this way cannot learn
everything by itself as in the ideal case, it can also adjust by itself its working
patterns according to the pre-given expert knowledge and thereby owns to a large
extent cognitive capabilities.
According to [Lov01], the combination of cognitive architecture and expert knowl-
edge is defined as cognitive model, which defines the basic rules how cognitive capa-
bilities can be realized in a specified context and is indispensable for any engineering
realization of cognitive systems.
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1.3.2 Cognitive technical systems
By utilizing the three items explained in the former subsection, cognitive science
has been applied into a variety of engineering fields ranging from problem solv-
ing tasks in artificial intelligence to command control in human-machine interac-
tions [CTN07]. Among these applications, the construction of Cognitive Technical
Systems (CTS) [BBW07b] in automation is of particular interest in this contribu-
tion, because the problem settings of cognitive technical systems are overlapped in
a significant measure with those of cognitive control systems.
The task of building CTS is to introduce cognitive capabilities into technical sys-
tems [BBW07b], which can be realized according to the methodology explained
in the former subsection. The well-established examples of CTS may include the
humanoid upper body system for two handed manipulation [UBL06], the danger
recognition system within a cooperative group of vehicles [BWB09], the mobile
robot with learning ability from the interaction with unknown environments using
Petri nets [GS10], the driving assisting system constructed according to SOM cog-
nitive architecture [FS10], and etc. From these examples CTS shows its potential
of realizing more reliable, flexible, adaptive, and robust behavior than the normal
technical systems.
The core of the design and construction of a CTS is the configuration of sensors and
actuators integrated in the physical system, and more importantly, the information
processing program behind the hardware which performs the task of cognition and
makes commands to drive the physical system to act situatedly in the external
physical environment. Moreover, due to its cognitive capabilities, CTS requires few
pre-given information about the external environment, which can be obtained from
the cognition process.
These requirements of the design of CTS are similar to those of designing a cognitive
controller which is capable of regulating the dynamics of unknown plants [AS08].
The control law can be taken as an analog of the information processing program
in the CTS and the plant as the external environment of the controller. Thus, a
cognitive automatic controller should be able to be established according to the
similar strategy of constructing CTS, which is the main task of this contribution
and is formulated in the next section.
1.4 Problem definition: cognition-oriented stabilization
1.4.1 Problem of cognition-oriented stabilization
As mentioned in the motivation section, the main task of this thesis is to establish a
intelligent control method with cognitive capabilities to solve the problem of stabi-
lizing unknown nonlinear dynamical systems. In order to avoid the confusion with
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the intelligent control in the traditional sense, the controller proposed in this thesis
is given the name of cognition-oriented intelligent control.
Mathematically, the control problem of stabilizing a nonlinear discrete-time system
can be formulated as follows: considering the nonlinear discrete-time system
x(k + 1) = f (x(k),u(k)), (1.1)
where f (·) represents the nonlinear system description, x denotes the state vector,
u the control input, and k the time, the stabilization problem of the system above
is to design a control input
u(k) = u(x(k), x(k − 1), ... ,x(k − l)), (1.2)
where l is an integer and l < k, such that the origin x = 0 in the state space of the
system (1.1) with control input (1.2) is a uniformly asymptotic stable equilibrium
point [Kha02]. It is especially required in this contribution that no structural or
physical information of the nonlinear function f (·) described in (1.1) is known, nor
the manner how the control input is coupled within the system (1.1) (eg. addi-
tive, multiplicative, etc.), but the system states are assumed as fully measurable, so
that the proposed controller can fulfill the task of stabilization with only the mea-
surements indistinguishably within any nonlinear systems satisfying the mentioned
requirements and to be described as assumed in (1.1).
Stabilization of
unknown systems
Analytical
methods
Soft-computing
methods
T-S fuzzy
logic control
Neural network
methods
Neural-fuzzy
methods
Data-driven
control
Model free
control
Figure 1.2: Methods of stabilizing unknown systems
The stabilization problem of unknown systems has been widely handled in automatic
field and can be solved by different kinds of control methods, such as model-free con-
trol [DlSAQ07, FJSR08], NN-based control [Rov99, CHI01, LQZK04, FP10, Kos10],
fuzzy-logic control [TC98, JVL00, Rig09], data-driven methods [CCdF99, vHdJS06,
PI09], and so forth, which are categorized and shown in figure 1.2. Indeed, satisfac-
tory results can be obtained from these methods and even some of them can already
realize some cognitive functions. For example, in the NN-based method used for
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stabilization of unknown systems [Rov99, DL05, WOW08], or the T-S fuzzy-logic
control of chaotic systems with unknown parameters [KPKP05], or the T-S fuzzy-
neural controller [WCL08], the adaptivity can be attributed to the learning capa-
bility of neural networks or T-S fuzzy models, while learning ability is one of the
fundamental characteristics of cognitive systems.
Nevertheless, the aforementioned approaches follow still some restricted working
patterns to rigidly rigidly the expert knowledge in stabilization problem (i.e., the
knowledge about stability). For example, the NN-based approaches mentioned above
take the inverse model strategy to generate control input, which is a fixed working
pattern. Under this circumstance, a stable goal dynamics must be given to the
controller in advance, rather than planned by the controller itself. According to
the explanations in section 1.2, these control methods are lack of the ability of
self-organization of working patterns. Due to this reason, the control systems built
according these methods do not belong to the cognitive class, which are less adaptive
than cognitive control.
Soft computing
techniques
Fuzzy logic,
Neural networks,
Genetic algorithms,
...
Traditional
feedback control
Expert
knowledge
Expert knowledge
of stability
...
Cognitive
architectures
Soar,
ACT-R,
ADAPT,
...
Control system with cognitive capabilities:
learning, representing,
and utilizing knowledge
Figure 1.3: Strategy to construct cognition-oriented control systems
From the research and applications of CTS it can be seen that most of the basic
cognitive functions can be realized by of soft-computing methods and virtual sensor
technologies. Due to this fact and by comparing with the methodologies of con-
structing cognitive systems, the task of constructing a cognition-oriented intelligent
control system requires the other two items: a suitable cognitive architecture and
a set of expert knowledge. Thus, a cognition-oriented intelligent controller can be
realized by properly arranging these three items together, as shown in figure 1.3.
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1.4.2 Requirements towards the expert knowledge
It should be mentioned here the the difficulty of constructing cognition-oriented con-
trol in the stabilization problem setting is to find a suitable kind of expert knowledge
about stability, as the cognitive architectures for automatic control can be borrowed
to a large extent from cognitive science.
In order to realize the cognitive procedures of the deliberative regulation in the three-
level hierarchy of cognitive control, the expert knowledge for cognitive stabilization
must be able to be understood and utilized by the controller itself. In the practical
sense, it means that a numerically realizable stability criterion serving as expert
knowledge is required for the controller, which should be used not only to judge the
stability of the motion of the closed-loop system in real-time, but also to guide the
controller to generate suitable control input.
According to the goal of this thesis, it is assumed that the model of the concerned
system cannot be given in advance; so a precise model is neither known to the
controller nor able to be utilized for the controller design. Therefore, a precise
description of the concerned system has to be learned (identified) by the controller.
On the other hand, the dynamics of the closed-loop system with a varying con-
trol function, which is necessary for cognitive control to meet its goal, is usually
time-variant. Moreover, the identified model describes in most cases only the local
dynamics of the plant, which means it cannot be globally accurate and constant
over time. Due to these two facts, it can be seen that the stability criterion required
by cognition-oriented stabilization cannot be established according to the contem-
porary model-based stability judgement methods that rely heavily on the system
mathematical model.
It is reasonable to believe that the utilization of a mathematical model is not in-
evitably necessary. Since the identified model used for judging stability shall be
obtained from the measured data, the stability of the concerned system should be
able to be judged directly from the data set containing system trajectories. From
this point of view, the required stability criterion for the proposed method should be
able to be fulfilled in a data-driven manner, overcoming the shortage of model-based
stability criterion caused the inaccuracy and the locality of identified model.
1.4.3 Organization of this thesis
The remaining parts of this thesis are organized as follows: firstly, the expert knowl-
edge about stability utilized in data-driven context is introduced in chapter 2; sec-
ondly, the realization of the proposed cognition-oriented stabilization is introduced
in chapter 3, including the cognitive framework for stabilization and the realiza-
tion of each module serving as cognitive function within the framework; thirdly, the
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successful performance of proposed method is shown by two numerical examples:
the one about the stabilization of an inverse pendulum serving as an introducing
example to show detailed realization steps of the proposed method, and the other
the stabilization of a nonlinear aeroelastic system as application examples; the last
chapter concludes the whole thesis and gives an outlook of the proposed method.
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2 Expert Knowledge: A Data-Driven Stability
Criterion
As pointed in section 1.4 in chapter 1, a data-driven stability criterion is proposed
in this contribution and used as the expert knowledge in the cognition-oriented
control approach introduced in this thesis. In this chapter, the proposed data-
driven stability criterion is introduced, as well as the corresponding algorithm used
for stability judgment.
2.1 Data-driven methods in stability analysis
The term data-driven is used to characterize the class of methods that appear in
recent years in the field of system analysis and control [MR08]. Unlike the widely
used model-based methods which rely to a large extent on a precise mathematical
model, the data-driven methods use only measured data of the target system to
solve system analysis and control problems, thereby possessing the advantages when
a sufficiently precise model is hard to be built.
This feature makes the data-driven stability judgment method more suitable to
serve as expert knowledge in cognition-oriented stabilization. In cognition-oriented
stabilization, a precise representation of the dynamics of an unknown system cannot
be obtained before the control but refined from the interaction between the controller
and the plant, which means the representation of the plant dynamics is dynamically
changing and should, if necessary, be partitioned into several local models. On the
other hand, in model-based stability analysis, the stability can be judged by finding a
common Lyapunov function of these different local models, which is usually difficult
to be solved algorithmically especially when the local model is nonlinear [DBPL00].
In contrast, because the data-driven method concentrates on the system trajectory,
the system dynamics which is contained in the system trajectory, is taken as a whole
without being partitioned into local models, by which way the problem of finding
a common Lyapunov function is avoided. From this perspective, it can be seen
that a data-driven stability criterion is inherently suitable for stability judgment in
cognition-based stabilization.
On the other hand, however, most discussions about stability in the data-driven con-
text concentrate on showing certain stability conditions for a specific data-driven
control and are difficult to be generalized. For example, in [dBK99] the stability of
iterative tuning is proven, and so is the stability of unfalsified control in [vHdJS06].
Nevertheless, these discussions only provide stability conditions to a closed-loop sys-
tem with one certain control strategy (e.g., iterative tuning, or unfalsified control,
etc.), but they can not be used as stability criterions for systems without the corre-
sponding control. Due to this reason, these discussions are difficult to be extended
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to assess the stability of an arbitrary dynamical system. An exceptional case is
reported in [PI09], where the data-space based stability conditions is proposed in
the form of a linear matrix inequality. But it is not shown that the method pro-
posed in [PI09] can be applied to real-time implementation and nonlinear systems.
As a consequence, the current data-driven stability analysis method cannot be used
directly for online stability judgment of unknown nonlinear systems.
Motivated by these concerns, this contribution proposes a data-driven stability anal-
ysis method suitable for quadratic stability assessment of an arbitrary unknown
nonlinear system, a quadratic stability condition which can be judged from the
measured data of system trajectories. This problem is handled by using of the ge-
ometrical links of QLFs with convex cones. The proposed criterion shows that the
existence of a QLF can only be guaranteed if the measured system trajectory can
be mapped with one certain orthogonal matrix at every time instant into a negative
halfspace, which is equivalent to the fact that the corresponding polar cone of the
mapped data has a non-empty intersection with the positive real space. It is shown
further that the previously mentioned geometric problem can be transformed into
a max-min optimization task according to computational geometry theory [Sto73].
Based on this result, an algorithm is developed and can be executed at every time
instant to realize an assessment of the system stability, by which the data-driven
online stability judgment is realized.
2.2 Problem definition of data-driven stability analysis
The discrete-time nonlinear system concerned in this thesis has the form of
x (k + 1) = f (x (k)) , (2.1)
with f (·) : Ω → Rn a mapping from a compact set Ω ⊂ Rn into Rn, and with the
system state vector x belonging to the region Ω. Following the definition in [Bar85],
the quadratic stability for such systems can be stated as follows:
Quadratic Stability The discrete-time nonlinear system (2.1) is defined to be
quadratic stable if there exists a positive definite Hermitian matrix P such that
the first-order difference of the function V (x (k)) = x (k)T P x (k) along the solu-
tion of system (2.1) satisfies
∆V (x (k)) = V (x (k + 1))− V (x (k))
= V (f(x (k)))− V (x (k)) ≤ 0. (2.2)
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Correspondingly, the function V (x (k)) = x (k)TPx (k) is named as the Quadratic
Lyapunov Function (QLF). If in addition P is diagonal, V (x (k)) is named as Diag-
onal Quadratic Lyapunov Function (DQLF) and the related system (2.2) is defined
to be diagonally quadratic stable.
In the data-driven context, the existence of a QLF cannot be determined by using
the analytical form of f(x) because it is unknown. Suppose that the system (2.1)
be fully observable and the system states be measured without noise. At the time
instant t = r, the data set containing r consecutive measurements of system states
can be denoted as
Xr = {x(1), ... ,x(r)} . (2.3)
The task of online stability judgment in this contribution is defined as to determine
the existence of a QLF directly from the data set (2.3) instead of a mathematical
description of f(x) at every time instant. The system is judged as quadratic stable
if and only if a QLF can be found based on the measured data.
2.3 Geometrical preliminaries
Before the main discussion, the denotations and some geometric concepts used in
this thesis are briefly introduced in this section. Most of the geometrical definitions
are taken from [BV04], to which interested readers can refer for more details.
Convex Set A set C in a real vector space is said to be convex if, for any two
different vectors x and y in C and any positive scalar α in the interval [0, 1], the
point (1− α)x+ αy is also in C.
Cone and Convex Cone A set C is called a cone, if for every x ∈ C and a scala
θ ≥ 0 the relation θx ∈ C is true.
Correspondingly, a convex cone is a vector set that is both convex and a cone, i.e.,
the set C is a convex cone if for any x1, x2 ∈ C and θ1, θ2 ≥ 0, the relation
θ1x1 + θ2x2 ∈ C is true.
A convex cone is called proper if it is closed, has nonempty interior (solid), and
contains no line (pointed).
Convex Hull The convex hull for a vector set C, denoted as conv C, is defined as
the set of all convex combinations of vectors in C, i.e.,
conv C =
{
m∑
i=1
θixi|xi ∈ C, θi ≥ 0,
m∑
i=1
θi = 1, i = 1, ... , m
}
. (2.4)
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The convex hull is the smallest convex set containing the vector set C: if B is any
convex set containing C, then conv C ⊆ B. It is obvious that a convex hull in the
2-D plane is a polygon, in the three dimension space a polyhedron, and in higher
dimensions a polytope.
Convex Conic Hull A convex conic hull of a set C is the set of all conic combina-
tions of the vectors in C, defined as
conv C =
{
m∑
i=1
θixi|xi ∈ C, θi ≥ 0, i = 1, ... m
}
. (2.5)
Because a convex conic hull must be a cone (actually, it is the smallest convex cone
containing the vector set C), it is denoted in this contribution as cone C.
Polyhedron and Polyhedral Cone A set C is said to be a convex polyhedron if
it can be written as
conv C = {x|Ax ≥ b} , (2.6)
with respect to some matrix A and vector b. A set C is a polyhedral cone if it can
be represented by the above form of a polyhedron with b = 0.
A convex polyhedron, or a polyhedral cone, can be considered as the set of so-
lutions to a finite system of inequalities. According to the Minkowski and Weyl
theorem [Zie97], a convex conic hull is polyhedral if and only if it is generated by a
finite number of vectors, i.e.,
cone C =
{
m∑
i=1
θixi|xi ∈ C, θi ≥ 0, i = 1, ... m
}
(2.7)
is polyhedral if m 6=∞.
There are two representations of a polyhedral cone: the H-representation utilizing
the form of the set of inequalities with respect to a matrix A, denoted as cone(A)
in this work, and the V-representation utilizing the conic combination of the vectors
within a set C, denoted in this work as cone C. The Carathe´odory theorem [Car11]
shows that if the set Cp contains the extreme rays of the cone defined by C, then the
polyhedral cone cone Cp is identical the the polyhedral cone cone C.
For example, suppose that the vector set C contain three elements: η1 = [1, 2]
T ,
η2 = [1, 1]
T and η3 = [2, 1]
T . The polyhedral cone determined by this vector set is
shown as the shaded area in the figure 2.1. This polyhedral cone can be described
by the H-representation as
cone C =
{
x ∈ R2 |Ax ≥ 0
}
with A =
[
2 −1
−1 2
]
. (2.8)
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Figure 2.1: An example of polyhedral cone
Denote the extreme rays in C as Cin. Apparently the elements of Cin are η1 and η3.
Hence, the V-representation of the polyhedral cone in figure 2.1 can be written as
cone Cin =
{
2∑
i=1
θixi|xi ∈ Cin, θi ≥ 0, i = 1, 2
}
with Cin = {η1, η3} . (2.9)
Another typical example of a polyhedral cone is the positive real space Rn+, whose
H-representation is Rn+ = cone(I) = {x|Ix ≥ 0}, where I is the n × n identity
matrix.
Dual Cone and Polar Cone The polar cone of a convex cone cone C determined
by the vector set C is denoted as cone Co and defined as
cone Co =
{
y|xTy ≤ 0, for all x ∈ cone C
}
. (2.10)
The dual cone of a polyhedral cone cone C, denoted as cone C∗, is defined as
cone C∗ =
{
y|xTy ≥ 0, for all x ∈ cone C
}
. (2.11)
The relationship among cone C and its dual cone and polar cones are graphically
shown in figure 2.2. If cone C is a convex cone, then its polar cone and dual cone
are also convex. The polar cone contains all the vectors that have negative inner
products with the vectors of cone C; and the dual cone the positive inner prod-
ucts with elements of cone C. Furthermore, an important characteristics between
the polar cone cone Co and the dual cone cone C∗ with respect to cone C is that
cone Co = −cone C∗, as shown in figure 2.2.
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Figure 2.3: A negative halfspace in R2
Hyperplane and Negative Halfspace A hyperplaneH(w, b) in the n-dimensional
space is the set defined by the vector w ∈ Rn and w 6= 0 as
H(w, b) = {x|〈w, x〉+ b = 0} , (2.12)
where 〈·〉 represents the inner product, the vector w ∈ Rn, w 6= 0 denotes the
normal vector of the hyperplane, and b ∈ R is a scalar.
A hyperplane divides Rn into two halfspaces, which are defined asH+ = {x|〈w, x〉+
b ≥ 0} andH− = {x|〈w, x〉+b ≤ 0} respectively. Especially, if b = 0 andw > 0, the
relation Rn
−
⊆ H− holds, i.e., the negative real space is a subspace of the halfspace
H−, then the halfspace H− is called the negative halfspace, denoted as h−.
A negative halfspace h− in the two dimensional space is shown in figure 2.3, where
H is its respective non-vertical hyperplane. Clearly it can be seen that if a vector
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ω is located in a negative halfspace h−, there must be at least one vector τ ∈ Rn+
such that 〈ω, τ 〉 ≤ 0.
In other words, a negative halfspace h− is a complete set containing all the vectors
ω that have non-positive inner products with at least one arbitrary vector τ located
in the space Rn+.
2.4 Data-driven quadratic stability judgement
2.4.1 Relations between DQLF and QLF
Searching a QLF V (x) = x (k)T P x (k) is equal to searching a suitable positive
definite matrix P . In [CGH03], it is shown that the complete set of the matrix P
in QLF can be mapped to surjectively from the special orthogonal group SO(n,R)
and the conventional topology of Rn+. This mapping can be defined as
(Φ,d) 7→ P : P = ΦTdiag [d]Φ, (2.13)
where Φ is an orthogonal matrix in SO(n,R) and d is a real vector in Rn+. Because
the mapping (2.13) is surjective, which is proven in [CGH03], it can be concluded
that no QLF exists if no element over the complete set SO(n,R)×Rn+ can be found
and to construct a QLF, and vice versa. Therefore, the existence of a QLF can
be determined by searching through the special orthogonal group SO(n,R) and the
conventional topology of Rn+.
By left-multiplying an orthogonal matrix Φ given in (2.13) to the both side of the
concerned discrete-time system (2.1), x (k + 1) = f (x (k)), a transformed system
can be obtained as
z (k + 1) = g(z (k)), (2.14)
with z (k) = Φx (k) and g(z (k)) = Φ f(x (k)).
If the discrete-time system (2.1) has a QLF V (x) = x (k)T P x (k), according to
the definition of QLF it can be obtained that ∆V (x) = x (k + 1)T P x (k + 1) −
x (k)T P x (k) < 0. Correspondingly, taking the function Vz(z) = z(k)
TDz(k) as
the Lyapunov function candidate for the transformed system, with D being the
diagonal matrix diag [d] given in the mapping (2.13), it can be deduced that
∆Vz(z) = z (k + 1)
T Dz (k + 1)− z (k)T dz (k)
= z(k + 1)TΦTDΦz (k + 1)− z (k)TΦT dΦz (k)
= x (k + 1)T P x (k + 1)− x (k)T P x (k) < 0, (2.15)
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which shows that the function Vz(z) is a DQLF for the transformed system (2.14).
On the other hand, if the transformed system (2.14) had a DQLF, it can be proven
similarly to the above discussion that the system (2.1) has a QLF, which is composed
by the orthogonal matrix in the system transformation and the diagonal matrix in
the DQLF of system (2.14). From this discussion it can be seen that a QLF of the
system (2.1) is equivalent to the DQLF of its corresponding transformed system
(2.14), which is stated as the following lemma,
Lemma 2.4.1 If the nonlinear discrete-time system (2.1) has a QLF V (x (k)) =
x (k)T P x (k), then there exists an orthogonal matrix Φ such that the transformed
system (2.14) possesses a DQLF as Vd(z (k)) = z (k)
T Dz (k), where D = ΦP ΦT
and z (k) = Φx (k), and vice versa.
Furthermore, it can be seen from the discussion above that the orthogonal matrix Φ
used in the system transformation is exactly the same as the orthogonal matrix used
in the mapping (2.13). Recalling the conclusion taken from [CGH03] that searching a
QLF is equivalent to searching all through the combinations in the special orthogonal
group SO(n,R) and the conventional topology of Rn+, it can be concluded that to
search a QLF within SO(n,R)× Rn+ for the system (2.1) is equivalent to searching
a DQLF within Rn+ for the system (2.14) transformed with every element in the
special orthogonal group SO(n,R).
This fact not only shows that the lemma 2.4.1 is both necessary and sufficient, but
also provides us an idea to determine the existence of a QLF for a discrete-time
nonlinear system: if no DQLF exists for every possible orthogonal transformation
of the concerned system, the concerned system has no QLF and is correspondingly
not quadratic stable.
2.4.2 Necessary and sufficient condition for existence of QLF
Define a transformation for every vector x(k) ∈ Ω as
v(k) = x(k + 1) x(k + 1)− x(k) x(k) , (2.16)
where v(k) represents the corresponding transformed vector and the symbol  rep-
resents an array multiplication defined by
a b = [aj bj ], j = 1, ... , n. (2.17)
In (2.17), the symbols a and b represent two arbitrary n-dimensional vectors with
aj and bj being their components, respectively. Unlike the inner products between
two vectors, the calculation  establish a manipulation from two vectors to a new
vector.
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Applying the proposed vector manipulation to all the elements within the data set
X defined in equation (2.3), a new vector set of v(k) can be obtained. Denote the
complete vector set of v(k), k = 1 , ... , ∞, as V, and the convex conic hull (the
smallest convex cone) determined by V as coneV.
Consider the nonlinear discrete-time system (2.1) with an equilibrium point at the
origin of the state space. The necessary and sufficient condition of existence of a
DQLF can be given as the following theorem:
Theorem 2.4.2 There exists a DQLF Vd(x) for the considered nonlinear discrete-
time system (2.1) within the domain Ω if and only if for all the x(k) ∈ Ω, the convex
conic hull coneV of the transformed vectors v(k) is located in a negative halfspace
H− of Rn.
Proof : To prove sufficiency, suppose the convex conic hull coneV lie in a negative
halfspace h− of Rn. Obviously all the vectors v within the set coneV also belong
to h−, because coneV ⊆ h− ⊂ Rn.
Thus, according to the definition of the negative halfspace, there must exist at least
one vector located in Rn+, denoted as d and d ∈ R
n
+, which has non-positive inner
products with any vector v(k) belonging to coneV, i.e.,
〈v(k),d〉 = v(k)T d = dTv(k) ≤ 0, d ∈ Rn+. (2.18)
Using the definition of v(k) in (2.16), the inner product between v(k) and d can be
represented as
〈v(k),d〉 = dT (x(k + 1) x(k + 1)− x(k) x(k)) . (2.19)
Define a diagonal matrix D as D = diag [d]. Obviously D is positive definite
because it is diagonal and its diagonal elements vector d belongs to Rn+. With
notation that
x(k + 1) x(k + 1) = diag [x(k + 1)]x(k + 1) ,
dTdiag[x(k + 1)] = x(k + 1)T diag[d] , (2.20)
and the similar relations for d and x(k), one can obtain the following equation by
substituting (2.19) and (2.20) into the inequality (2.18), as
〈v(k),d〉 = x(k + 1)T diag [d]x(k + 1)− x(k)T diag [d]x(k)
= x(k + 1)T Dx(k + 1)− x(k)T Dx(k) ≤ 0 . (2.21)
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According to the definition of DQLF it can be seen that the function Vd(x(k)) =
x(k)T Dx(k) is a DQLF for the concerned nonlinear discrete-time system, because
D is a diagonal positive definite matrix and ∆Vd(x(k)) = x(k + 1)
T Dx(k + 1) −
x(k)T Dx(k) < 0. This proves the sufficiency of the proposed theorem.
To prove the necessity, suppose there exist a diagonal quadratic Lyapunov function
within the domain Ω, denoted as Vd(x(k)) = x(k)
T Dˆ x(k) with Dˆ = diag [dˆ]
and dˆ ∈ Rn+. Because x(k + 1)
T Dˆ x(k + 1) = dˆ
T
diag [x(k + 1)]x(k + 1) and
x(k)T Dˆ x(k) = dˆ
T
diag [x(k)]x(k), the difference of Vd(x(k)) can be expressed as
∆Vd(x(k)) = x(k + 1)
T D˜ x(k + 1)− x(k)T D˜ x(k)
= dˆ
T
(diag [x(k + 1)]x(k + 1)− diag [x(k)]x(k))
= dˆ
T
v(k) ≤ 0, (2.22)
with
v(k) = x(k + 1) x(k + 1)− x(k) x(k)
= diag [x(k + 1)]x(k + 1)− diag [x(k)]x(k) . (2.23)
Equation (2.22) shows that the inner product of the vector v(k) with a vector dˆ,
dˆ ∈ Rn+, is always less than zero. Therefore, all the transformed vectors v(k) are
located within one negative halfspace h−
dˆ
whose normal is dˆ, indicating that the
convex conic hull coneV ⊂ h−
dˆ
. This completes the proof to the theorem. 
Lemma 2.4.1 shows that if there exists a DQLF for system (2.14) that is transformed
from (2.1) with an orthogonal matrix, the system (2.1) also owns a QLF. In accor-
dance with this fact, theorem 2.4.2 can be extended to the sufficient and necessary
condition for the existence of a QLF, which is the theoretical fundamental of the
proposed data-driven stability criterion and stated in the following theorem.
Theorem 2.4.3 Consider the nonlinear discrete-time system (2.1) with an equilib-
rium point at xe = 0, xe ∈ Ω. For every vector x(k) ∈ Ω, a new vector v˜(k) can be
generated using the following calculation
v˜(k) = x˜(k + 1) x˜(k + 1)− x˜(k) x˜(k) , (2.24)
where x˜(k) = Φx(k) and Φ is an orthogonal matrix. Let V˜ represent the complete
vector set of v˜(k), k = 1 , ... , ∞, and the symbol cone V˜ represent the convex conic
hull (the smallest convex cone) for V˜. There exists a QLF for system (2.1) within
the domain Ω, if and only if there exists at least one orthogonal matrix Φ such that
cone V˜ is located in a negative halfspace h− of Rn.
Theorem 2.4.3 does not require explicitly an analytical form of the nonlinear function
f(·) in system (2.1), but the complete time histories of system states. This fact
makes it possible to apply the above theorem in the data-driven context to judge
quadratic stability.
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2.4.3 Interpretation of the stability condition using polyhedral cones
The necessary and sufficient quadratic stability condition, which discusses the QLF
existence within the considered region Ω and is introduced in the theorem 2.4.3, can
be interpreted by use of the geometrical relationship between two polyhedral cones.
This fact is discussed in detail in this section.
According to theorem 2.4.3, the concerned system is quadratic stable if and only
if the convex conic hull cone V˜ is located in a negative halfspace. In detail, the
quadratic stability requires the existence of a suitable orthogonal matrix Φ and a
vector d ∈ Rn+ so that for all the transformed vectors in the data set V˜ , the following
condition holds
〈d, v˜(k)〉 ≤ 0, d ∈ Rn+, v˜(k) ∈ V˜. (2.25)
The data set V˜ is obtained by transforming all the states vectors x(k) within Ω,
as introduced in the beginning of subsection 2.4.2. At the time instant t = r, the
region covered by the system states x(k) is only a subset of the region Ω, where
the nonlinear mapping f (·) is defined. Correspondingly, the set of the transformed
vectors v˜(k) at the time instant t = r is only a subset of the V˜ , which is denoted as
V˜r−1, with V˜r−1 = {v˜(k)}, k = 1, ... , r − 1.
It should be noted that both V˜r−1 and V˜ have infinite elements, because V˜r−1 contains
the data of all the system trajectories located in Ω at the time instant t = r, and
there can be infinite trajectories within the region Ω. Hence these two data sets are
identical if r →∞, i.e.,
V˜r−1 = V˜, if r →∞. (2.26)
Therefore, the inequality in (2.25) can be rewritten into the following form
〈d, v˜(k)〉 ≤ 0, d ∈ Rn+, v˜(k) ∈
˜Vr−1, k = 1, ... r − 1, and r →∞. (2.27)
On the other hand, the polar cone of cone V˜r−1, denoted as cone V˜
o
r−1, can be
represented as
cone V˜or−1 =
{
y|v˜Ty ≤ 0, v˜ ∈ cone V˜r−1, y ∈ R
n
}
. (2.28)
By comparing (2.28) with (2.27), it can be found that the inequalities in (2.27)
are identical to the definition of cone V˜or−1 except that d is defined within R
n
+,
while y ∈ Rn. In fact, because d is an arbitrary vector located in Rn+ and R
n
+ is
also a polyhedral cone, the geometrical meaning of (2.27) can be interpreted as the
intersection of two polyhedral cones: one is the polar cone cone V˜or−1; the other is
the positive real space Rn+. Based on this fact, the quadratic stability condition can
be given for the data-driven context into theorem 2.4.4.
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Figure 2.4: A negative halfspace in R2
Theorem 2.4.4 The nonlinear discrete-time system (2.1) is quadratic stable if and
only if there exists an orthogonal matrix Φ such that at every time instant t = r,
r →∞, the polar cone cone V˜or−1 of the polyhedral cone cone V˜r−1 constructed by the
matrix Φ and the system states x(k) at time instant t = r, x(k) ∈ Ω, k = 1, ... , r,
follows the relationship
cone V˜or−1 ∩ R
n
+ 6= ∅ . (2.29)
The real positive space R2+, the polyhedral cone cone V˜r−1 and its polar cone
cone V˜or−1 in the two-dimensional space are demonstrated in figure 2.4. Theo-
rem 2.4.4 states that if the intersection between the set cone V˜or−1 and R
n
+ is not
empty at every time instant, the system is quadratic stable. Furthermore, letting d˜
be any vector located within cone V˜or−1 ∩ R
n
+, r =∞, the QLF for this system can
be expressed as
V (x) = xTΦdiag [d˜]ΦTx . (2.30)
The condition (2.29) must be satisfied at every time instant for a quadratic stable
system. Thus, to give a correct stability judgment to the considered motion, this
criterion has to be examined at every time instant. If at some time instant this
condition is not satisfied, the observed motion is judged as not quadratic stable.
It should be pointed out that the initial time of measurements is irrelevant to the
final result of the stability judgement. By examining (2.28), it can be seen that
cone V˜or−1 is a convex cone by adding an inequality constraints −v˜(r− 1)
T d > 0 to
cone V˜or−2 , which implies that
cone V˜or−1 =
r−1⋂
l=1
cone V˜ol . (2.31)
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Equation (2.31) shows that if cone V˜or−1∩R
n
+ 6= ∅ at t = r, the intersections between
R
n
+ and any of the cones cone V˜
o
l formulated at former time instants 1 ≤ l < r− 1,
are inherently nonempty, which proves the irrelevance of initial judging time to the
final result.
Theorem 2.4.4 indicates that the task of quadratic stability judgment is identical
to determine whether there exists an orthogonal matrix Φ so that the stability
condition (2.29) can be satisfied at every time instant. At one certain time instant,
if such a matrix exists, the concerned system can be judged as quadratic stable at the
present time; and vice versa. In the next section, the stability condition is utilized
to develop an online stability judgment algorithm used for the expert knowledge in
the cognition-oriented stabilization.
2.5 Algorithm for online implementation
It should be mentioned that the stability condition stated in theorem 2.4.4 is only a
theoretical condition and can hardly be examined in the practical sense. The reason
is due to the following two conditions:
1) the data set V˜r−1 contains all the system trajectories within Ω at t = r and
therefore it has infinite elements; and
2) the system can be judged as stable in the sense of Lyapunov if and only if the
time can reach infinity, i.e., t =∞.
In the practical case of online stability judgment, both of these two conditions cannot
be satisfied, because the data set of the measured system states, i.e., the data set Xr
in the problem definition in section 2.2, contains only one system trajectory within
the considered region Ω and the requirement of infinite time can never be realized in
a practical sense. Therefore, if the region Ω in the theorem 2.4.4 is changed into the
measured data set Xr, the results of judgment can only be a necessary condition.
Despite of these facts, this section utilizes the data set Xr instead of Ω to construct
the polyhedral cones cone V˜or−1 and cone V˜r−1 in the theorem 2.4.4, based on which
the algorithm of stability judgment is developed, because the algorithm developed in
this way can still be used as expert knowledge in the cognition-oriented stabilization.
The detailed reasons and limitations for doing this are discussed in the next section.
2.5.1 Examining emptiness of the intersection between two cones
Suppose at first that an orthogonal matrix Φ be available. As stated before, the
original data set Xr can be transformed with Φ into a new set V˜r−1 and the corre-
sponding polar cone cone V˜or−1 can be determined. The objective now is to design
an algorithm to examine whether the condition (2.29) can be satisfied at different
time instant.
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Representation of the intersection
The V-representation of the polyhedral cone cone V˜r−1 can be written as
cone V˜r−1 =
{
r−1∑
k=1
θkv˜(k)|v˜(k) ∈ V˜r−1, θk ≥ 0, k = 1, ... , r − 1
}
, (2.32)
where θk is a non-negative number. According to the computational geometry the-
ory [BV04], the H-representation of the polar cone cone V˜or−1 can be established by
using the matrix V˜ r−1 ∈ R
(r−1)×n whose row vectors are the inverse of the elements
in V˜r−1, represented as
V˜ r−1 = [−v˜(k)]
T , (2.33)
where k = 1, ... (r − 1) and v˜(k) are the elements in the vector set V˜r−1. Corre-
spondingly, the form of the polar cone cone V˜or−1 given in equation (2.28) can be
reformulated in the form of matrix inequalities, as
cone V˜or−1 = cone(V˜ r−1) =
{
y | V˜ r−1 y ≥ 0, y ∈ R
n
}
. (2.34)
As mentioned in the section introducing geometric preliminaries, the positive real
space Rn+ in (2.29) can be represented by using the unity matrix I ∈ R
n×n in the
form of a polyhedral cone, as
R
n
+ = cone(I) = {y | I y ≥ 0, y ∈ R
n} . (2.35)
Because both cone V˜or−1 and R
n
+ are polyhedral cones, their intersection is also a
polyhedral cone, which can be represented by taking advantage of the inequality
form of cone V˜or−1 and R
n
+ defined in (2.34) and (2.35), respectively. Construct a
new matrix Br−1 ∈ R
(n+p)×n by concatenate the matrix V r−1 defined in equation
(2.33) and the identity matrix I, as
Br−1 =
[
V˜ r−1
I
]
. (2.36)
The intersection set between Rn+ and cone V˜
o
r−1 can be represented as the polyhedral
cone determined by matrix Br−1, as
cone(Br−1) = {y |Br−1y ≥ 0, y ∈ R
n} . (2.37)
Thus, according to theorem 2.4.4 it can be seen that the system is quadratic stable
if and only if the polyhedral cone cone(Br−1) is not empty, i.e., cone(Br−1) 6= ∅,
for r = 1, ... , ∞.
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Determining the emptiness of the intersection
According to the computational geometry theory, to determine the emptiness of a
polyhedral cone can be dealt with according to the Gordan’s Theorem [Sto73], which
is a collary of the famous Farkas’ Lemma [Zie97] and stated as follows.
Theorem 2.5.1 (Gordan’s Theorem) LetA be anm×n matrix, x an n-dimensional
vector, and y an m-dimensional vector. Either Ax > 0 has a solution, or Ay = 0,
y ≥ 0 has a solution, but never both.
Define a quadratic function ϕ(η) = ηTAATη = ηTRη, where R = AAT and
η is an m-dimensional vector. Clearly the value of ϕ(η) is non-negative and the
matrix R is a symmetric and positive definite matrix. It is shown in [Sto73] that
the emptiness of the polyhedral cone with the inequality set Ax > 0 as its interior
can be determined by solving the quadratic programming problem
min .
η
ϕ(η) = ηT Rη
s.t.
∑m
i=1 ηi = 1, and ,
ηi ≥ 0, i = 1, 2, ...m ,
(2.38)
where ηi represents the components of the vector η. Let η
∗ be a solution to the
above problem. The polyhedral cone defined by the inequality set Ax ≥ 0 is non-
empty if and only if ϕ(η∗) > 0. Moreover, the vector ATη∗ is located in the interior
of the regarded polyhedral cone.
The reason for this fact can be understood in the following way: If the inequality set
Ax > 0 mentioned in the theorem 2.5.1 has a solution, the value of φ(η) must be
greater than zero, which indicates that the interior of the polyhedral cone defined
by the inequality set Ax > 0 is not empty. On the other hand, if the value of φ(η)
is equal to zero, because R is positive definite, it can be concluded that there must
exist a solution to the equation ATη = 0. In this case, based on the theorem 2.5.1 it
can be concluded that the inequality set Ax > 0 has no solution, which implies that
the polyhedral cone defined by the inequality set Ax > 0 has an empty interior.
As far as this contribution is concerned, the emptiness of the polyhedral cone
cone(Br−1) defined in equation (2.37) should be determined. Based on the dis-
cussion above, the corresponding quadratic programming problem with respect to
cone(Br−1) should be detailed as the following optimization problem
min .
α
ϕ(α) = αT Mα
s.t.
∑n+r−1
i=1 αi = 1, and ,
αi ≥ 0, i = 1, 2, ... , n+ r − 1 ,
(2.39)
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where M is determined by M = Br−1B
T
r−1 and α ∈ R
n+r−1 is the vector of
optimization variables. Denoting the solution to the problem (2.39) as α∗, from
former discussion it can be seen that the polyhedral cone cone(Br−1) is not empty
if and only if the optimized value of ϕ(α∗), denoted as ϕ∗, is greater than zero.
Furthermore, denoting the solution to the optimization problem (2.39) as α∗ and
the vector BTr−1α
∗ as y∗, if ϕ(α∗) > 0, the vector y∗ is located inside the cone
cone(Br−1). If for r = 1, ... , ∞, cone(Br−1) shares an identical vector y
∗, then
d˜ = y∗ and a corresponding QLF can be given according to (2.30).
From the discussion in this subsection it can be concluded that the emptiness of
the intersection between the polyhedral cone cone V˜or−1 and the positive real space
R
n
+ can be determined by solving the quadratic programming problem (2.39). If the
optimized value of the optimization problem (2.39) is greater than zero, the interior
of the intersection is not empty and shows that there exists at least one QLF for
the concerned motion of the system (2.1) at the time instant t = r. If the optimized
value of the problem (2.39) is positive at every time instant, the concerned motion is
globally quadratic stable; if at any time instant the optimized value is not positive,
then the concerned motion is not quadratic stable.
2.5.2 Improving efficiency of numerical calculations
It is well known that the calculation burden of solving quadratic programming
problems increases dramatically if the kernel matrix (i.e., the matrix given in the
quadratic function, such as the matrixR in problem (2.38)) has a large dimension or
is badly conditioned, which is critical to online implementations. Therefore, for the
sake of calculation efficiency it is necessary to consider the proper way to construct
the kernel matrix.
The efficiency of quadratic programming can be improved to avoid large-size and
bad-conditioned kernel matrices. In the quadratic programming problem (2.39)
concerned in this contribution, the kernel matrix is the matrix M defined M =
Br−1B
T
r−1, where the matrix Br−1 is constructed from the vectors contained by
the set V˜r−1, as shown in equation (2.36). Thus, in order to obtain a smaller-size
and better-conditioned kernel matrix M for numerical calculation and improve the
calculation efficiency, the matrix Br−1 should be constructed by choosing and ma-
nipulating the vectors in V˜r−1 in a proper manner, which is detailed in the following
parts of this subsection.
Reducing the data amount
The upper part of matrixBr−1 is the matrix used in the H-representation of the polar
cone cone V˜or−1, as shown in equation (2.36). From equation (2.31) it can be seen
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that the construction of the polyhedral cone cone V˜or−1 requires the complete data
set Xr containing the system state vectors at every time instant. While the size of the
data set Xr is increasing with the time, the calculation burden of the construction
of cone V˜or−1 is also increasing because of the increasing data amount. Therefore,
it is necessary to reduce the data amount for the construction of cone V˜or−1, which
can be realized according to the Carathe´odory theorem [Car11].
Theorem 2.5.2 (Carathe´odory Theorem) Consider two proper convex cones
cone C and cone C′, where C′ is a subset of C. If a vector c ∈ cone C, then
c ∈ cone C′ holds for the subset C′ ⊆ C of at most rank
rank
([
1
C
])
= dim (cone C) + 1 (2.40)
vectors in C, where C is a matrix defined as C = [ci] and 1 represents the row
vector whose entries are all equal to 1 and has the same dimension as the number
of columns of the matrix C.
The Carathe´odory theorem indicates that if the polyhedral cone defined by a convex
set is proper and can satisfy the condition given in the Carathe´odory theorem, it
is identical to the polyhedral cone determined by the maximal linearly independent
set of the newly constructed set V˜cr−1, defined as
V˜cr−1 =
{
v˜c1, v˜
c
2, ... , v˜
c
r−1
}
=
{[
1
v˜1
]
,
[
1
v˜2
]
, ... ,
[
1
v˜r−1
]}
, (2.41)
where v˜ci , i = 1, ... , r − 1, represents the element of the data set V˜
c
r−1 and is
constructed by concatenating 1 above all the vectors v˜ ∈ V˜r−1.
Suppose that the maximal linearly independent set of V˜cr−1 contain p linearly inde-
pendent vectors, which is denoted as
V˜c
r−1, in =
{
v˜c1, in, v˜
c
2, in, ... , v˜
c
p, in
}
, (2.42)
where V˜c
r−1, in is used to denote the maximal linearly independent set of V˜
c
r−1 and
v˜c
i, in, i = 1, ... , p, represents the elements of the set V˜
c
r−1, in. Therefore, the poly-
hedral cone cone V˜r−1 defined in equation (2.32) is identical to the cone defined as
follows
cone V˜c
r−1, in =
{
p∑
i=1
θiv˜
c
i, in | v˜
c
i, in ∈ V˜
c
r−1, in, θi ≥ 0, i = 1, ... , p
}
. (2.43)
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Correspondingly, the polar cone of cone V˜r−1 is also identical to the polar cone of
cone V˜c
r−1, in. Thus, instead of its former representation given in equation (2.34)
with respect to the matrix V˜ r−1, the H-representation of the polar cone cone V˜
o
r−1
can be established by using the matrix whose row elements are the same as the
vector v˜ used in the maximal linearly independent set V˜c
r−1, in.
Taking those vectors v˜ outside the maximal linearly independent set V˜c
r−1, in by
removing the first element of v˜c
i, in, i = 1, ... , p, a new vector set can be formulated
as
V˜r−1, in =
{
v˜1, in, v˜2, in, ... , v˜p, in
}
, (2.44)
where v˜i, in, i = 1, ... , p, represents the elements of the set V˜r−1 used in V˜
c
r−1, in.
It should be noted that the vectors v˜i, in, i = 1, ... , p, are not necessary to be
linearly independent and the set V˜r−1, in is not necessary to be the maximal linearly
independent vector set of the set V˜r−1.
Define the matrix V˜ r−1, in ∈ R
p×n as
V˜ r−1, in = [−v˜i, in]
T , (2.45)
where v˜i, in, i = 1, ... p, is defined in equation (2.44). The polar cone cone V˜
o
r−1 can
be reformulated with respected to V˜ r−1, in as
cone V˜or−1 = cone(V˜ r−1, in)
=
{
y | V˜ r−1, in y ≥ 0, y ∈ R
n
}
. (2.46)
Due to the fact that the size of V˜r−1, in is no larger than the size of V˜r−1, i.e., p ≤ r−1,
the data amount to construct the polar cone cone V˜or−1 can be reduced by using the
set V˜r−1, in, instead of the original vector set V˜r−1.
In fact, the vectors of the set V˜r−1, in are the same as the extreme rays of the
polyhedral cone cone V˜r−1. Hence, this data amount reduction strategy is actually
to take only the extreme rays of cone V˜r−1 into mathematical calculation, neglecting
all the vectors located inside cone V˜r−1.
If the vector v˜(r) transformed from the system state vectors at the time instant
t = r + 1 is located within cone V˜r−1, in, it would be neglected and the old cone
cone V˜r−1, in would be used to judge the stability of the system motion at t = r+1.
Only when the new vector v˜(r) is not located in the old polyhedral cone, it would
then be considered and used to update the old polyhedral cone cone V˜r−1, in. There-
fore, from the point of view of cognitive systems, the polyhedral cone cone V˜r−1, in
and its extreme rays can be treated as one kind of learned knowledge representing
the stability of the experienced system motion.
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Figure 2.5: Example of unpointed cone
Checking properness before reducing the data amount
One of the condition in the Carathe´odory theorem is that the considered convex cone
should be pointed. Thus, it should be remarked that if cone V˜r−1 is not pointed, or
the origin is located outside the polytope determined by V˜r−1, the cone cone V˜r−1
is not proper and the polyhedral cone determined by the vector set V˜r−1, in is not
identical to cone V˜r−1.
According to the polytope theory [Zie97], the cone V˜r−1 is pointed if there exists
no such a vector which is denoted as V˜r−1 and satisfies the condition −v˜p ∈ V˜r−1.
This condition can be examined by determining wether the origin is located in the
convex hull (the polytope) constructed by the vectors of V˜r−1: the polyhedral cone
is pointed if and only if the origin is outside the polytope. This condition can be
verified by many methods proposed in computational geometry, such as the gift-
wrappping algorithm [CLRS90], Fukuda algorithm [AF92], and so forth.
For example, suppose that the set V˜r−1 have four vectors: ηi, i = 1, ... , 4, the
positions of which are shown in figure 2.5. The yellow shaded area in figure 2.5
represents the polytope determined by this vector set. It can be immediately seen
that the origin is located within this polytope, and the polytope, a subset of the
convex cone determined by this V˜r−1, is not located in a negative halfspace, which
implies the system is not quadratic stable.
As a consequence, it is necessary before the reduction to check that the polyhedral
cone determined by the vector set V˜r−1 is pointed. If the polyhedral cone determined
by V˜r−1 is not pointed, no reduction of data amount should be made, because in
this case the cone V˜r−1 can never be located in a negative half space. As a result,
if V˜r−1 is not pointed, the system motion can be judged directly as not quadratic
stable and no further calculations are required.
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Building well-conditioned kernel matrix
Vectors v˜i, in, i = 1, ... p, whose inverse are the row vectors of the matrix V˜ r−1, in,
are constructed from the measured system states following the equation (2.24). Be-
cause system states may vary from large values to very small values, the values
of the elements of v˜i, in may also vary in a large range. More importantly, if the
system states are near the origin in the state space, some values of v˜i, in may be-
come extreme small, because the transformation defined in equation (2.24) contains
power calculations. These facts may lead to the problem that with the system states
approaching to the concerned equilibrium point (usually taken as the origin in the
state space by shifting coordinates properly), some components in the kernel matrix
M become almost zero, while some others are kept with relatively greater values.
This can weaken the positive definiteness of matrix M and increase its singularity
by introducing new elements comparably small to zero, which can increase the dif-
ficulties to obtain accurate numerical solutions to the optimization problem (2.39)
or even cause calculation failures. In other words, if system states are near zero, the
kernel matrix may become ill-conditioned.
This problem can be solved by changing the representation of the polyhedral cone
cone V˜r−1, in. Recalling the V-representation of cone V˜r−1, in in equation (2.32), it
can be seen that the scala θi, i = 1, ... , p, can be chosen arbitrary from the interval
[0, +∞]. This means the polyhedral cone cone V˜r−1, in is only dependent on the
directions of the vectors v˜i, in, rather than their amplitudes.
Therefore, by defining the normalized vector of v˜i, in, as
v¯i = ν
v˜i, in∥∥v˜i, in∥∥2 , (2.47)
where ν is a positive scale and ‖·‖2 represent the 2-nd norm calculation, the vector
set V˜r−1, in can be normalized into the vector set V¯r−1 whose elements are v¯i. After
normalization the values of the elements of v¯i are changed to comparable values
with each other and can be shift from the neighborhood of the origin by using a
larger value of ν.
Accordingly, the V-representation of cone V˜r−1, in can be rewritten as follows
cone V˜r−1, in = cone V¯r−1
=
{
p∑
i=1
θiv¯i|v¯i ∈ V¯r−1, θi ≥ 0, i = 1, ... , p
}
. (2.48)
Apparently, the cone cone V¯r−1 is identical to the cone cone V˜r−1. Hence, the polar
cone cone V˜or−1 is identical to the polyhedral cone defined as
cone(V¯ r−1) =
{
y | V¯ r−1 y ≥ 0, y ∈ R
n
}
, (2.49)
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where the matrix V¯ r−1 is defined as
V¯ r−1 = [−v¯i]
T . (2.50)
If the polyhedral cone cone V˜r−1 is pointed and the reduction of the data amount and
the normalization of the concerned vector set have been made, it is then necessary
to reformulate the kernel matrixM of the quadratic programming problems (2.39).
The matrix Br−1 defined in (2.36), which is used to represent the intersection and
formulated the kernel matrixM , can be rewritten by substituting the matrix V˜ r−1
with V¯ r−1, i.e., the new matrix Br−1, denoted as B¯r−1, can be constructed by the
following equation
B¯r−1 =
[
V¯ r−1
I
]
. (2.51)
The dimension of B¯r−1 is (n+ p)× n. By substituting the matrix Br−1 with B¯r−1
into the definition of M , the new kernel matrix, denoted as M¯ , can be simply
calculated by
M¯ = B¯r−1B¯
T
r−1, (2.52)
where M¯ ∈ R(n+p)×(n+p). As a consequence, the quadratic programming prob-
lem (2.39) can be reformulated by replacing M with M¯ , as
min .
α¯
ϕ¯(α¯) = α¯T M¯ α¯
s.t.
∑n+p
i=1 αi = 1, and ,
αi ≥ 0, i = 1, 2, ... , n + p ,
(2.53)
where α¯ ∈ Rn+p is the vector of optimization variable. The kernel matrix M¯ in
(2.53) has smaller size and is better-conditioned than the old kernel matrix M
in (2.39), by which way the calculation efficiency can be improved.
The above quadratic programming is identical to the optimization problem (2.39),
which means that if the optimized value of ϕ¯ in (2.53) with respect to its solution
vector α¯∗, denoted as ϕ¯∗ = ϕ¯(α¯∗), is greater than zero, then the intersection between
the positive real space Rn+ and the polar cone of cone V˜ r−1 is not empty and the
vector B¯
T
α¯∗ is located in this intersection, and vice versa.
2.5.3 Introducing orthogonal constraints
Due to the fact that the kernel matrix M¯ in the optimization problem (2.53) depends
on the choice of the orthogonal matrix Φ contained in the transformation (2.24) in
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theorem 2.4.3, as well as the matrix M in (2.39), the optimized value ϕ¯∗ depends
also on the orthogonal matrix Φ.
Therefore, from the discussion above it can be concluded that if the maximum of ϕ¯∗
with respect to every n× n orthogonal matrix is not greater than zero, no suitable
Φ can be found to fulfil the stability condition (2.29), and vice versa. This fact
indicates that when taking orthogonal constraints into consideration, the stability
condition (2.29) can be examined by solving a max-min problem: to maximize the
minimum of ϕ¯(α¯) with respect to the complete set of orthogonal matrices Φ and the
vector α¯ with constraints given in the optimization problem (2.53). If the optimized
value in this max-min problem has a positive sign at every time instant, the observed
motion of the concerned system is quadratic stable, and vice versa.
The parametric representation of orthogonal matrixes proposed in [TL08] taken to
construct Φ in the max-min problem, because it is proven to be capable of cover-
ing stochastically the complete set of n × n orthogonal matrices. The construction
process of this parametric orthogonal matrix is summarized in the appendix. This
parametric representation of orthogonal matrices is composed of n(n− 1)/2 param-
eters which can vary within the interval [0, 2pi) respectively. Use the ζ to represent
the vector composed of ζi ∈ [0, 2pi), i = 1, ... , n(n− 1)/2. By choosing each ζi from
the normal distribution within [0, 2pi) randomly, the matrix Φ constructed by this
method is capable of representing every the n× n orthogonal matrix.
Thus, taking Φ as a function of ζ, the max-min optimization can be formulated by
introducing ζ into (2.53) as
max
ζ
.min
α¯
. ϕ¯(α¯ , ζ) = α¯T M¯(Φ(ζ)) α¯
s.t. ζi ∈ [0, 2pi), i = 1, 2, ... , n(n− 1)/2,∑n+p
j=1 αj = 1, and
αj ≥ 0, j = 1, 2 , ... , n+ p .
(2.54)
Because the optimization variable ζ in (2.54) must be chosen stochastically, the
gradient of the maximization problem cannot be obtained. Hence, the max-min
problem developed above should correspondingly be solved with utilization of ran-
dom optimization techniques like genetic algorithm and so forth.
Denoting the solution to the max-min optimization problem (2.53) as {Φ(ζ∗), α¯∗}
and the optimized value as ϕ¯∗∗, according to the discussion in the subsection 2.5.1,
the convex cone cone(Br−1) is not empty if and only if ϕ¯
∗∗ > 0.
Based on the theorem 2.4.3, the concerned motion of system (2.1) is quadratic stable
if and only if ϕ¯∗∗ > 0 at every time instant, which implies that the quadratic stability
of the concerned motion of the unknown nonlinear system (2.1) can be determined
by solving the max-min problem (2.53).
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2.6 Supplementary remarks about the proposed criterion
2.6.1 Towards the assumption of full observability
In general, the assumption of full observability for the proposed data-driven quadratic
stability criterion may be too strict to be fulfilled, because in reality it may be im-
possible to get full measurements of all the system states. However, if the input-
output model of the system dynamics can represent the stability of the state space
model,i.e., if the undetectable system states are inherently stable, the proposed cri-
terion can also be used to judge the stability of the concerned motion, because an
input-output model can be transformed into a state-space model and the stability
judgment can be made with respect to the state vectors of the transformed state-
space model.
The general input-output form of the discrete-time nonlinear system used in system
identification can be expressed as
y(k+1) = f (y(k), y(k−1), ... , y(k−ny),u(k), u(k−1), ... , u(k−nu)), (2.55)
where u represent the system input, y the output, f the nonlinear function, and nu
and ny are the orders of input and output, respectively. Under the conditions when
the system is Lipschutz and the partial derivative of the function f (·) with respect
to u and y, the input-output form in (2.55) can be transformed into the state-space
form whose state vector can be chosen from the input and output vectors. Some
examples of the transformation from input-output data to state-space representation
can be found in [FS01, CZH09].
The transformed state-space form can be described by the equation (2.1) concerned
in this contribution. Although in the problem setting of data-driven stability judg-
ment it is impossible to obtain the detailed state-space representation, as long as
the structure of the state vectors is known, which can usually be satisfied before the
transformation from input-output form to state-space representation, it is sufficient
to use the proposed stability criterion to judge the system stability, because the
stability judgment based on the input-output model is the same as that based on
the transformed state-space representation.
2.6.2 Towards the necessity of judgment results
It has already been shortly mentioned in the beginning of section 2.5 that the judg-
ment results of the proposed algorithm is only a necessary condition. The following
parts of this subsection explains the reason for this necessity is explained in de-
tail, as well as the possibility of utilizing this algorithm with its necessary stability
judgments in control design and stability analysis.
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Original definition of stability of motion
The original discussions of Lyapunov towards stability are developed upon the con-
cept of unperturbed motion and perturbed motion [Lya92]. The discussion of stability
of a motion is always in the sense of an unperturbed motion with a group of per-
turbations.
According to [Hah67], a motion can be represented as x = x(t,σa, t0), where σa, t0,
and t are parameters describing the motion. The parameter σa can range over some
space to represent different motions. Holding σa fixed, the motion x = x(t, ,t0)
is the family of unperturbed motions. If the parameter is allowed to range over a
certain neighborhood of σa, for instance a spherical neighorhood ‖σb−σa‖ ≤ r, the
motion x(t, σb, t0) is then called a perturbed motion. The unperturbed motion can
be considered as the equilibrium of a nonlinear system. The unperturbed motion is
stable (in the sense of Lyapunov), if for each ε > 0, there exists a δ > 0 such that
d(t, t0; σa, σb) < δ, (2.56)
provided only that ‖σb − σa‖ ≤ r.
The following expression
d(t, t0; σa, σb) := ‖x(t,σb, t0)− x(t,σa, t0)‖ (2.57)
can be interpreted as the distance of the points on the two motions. Because by
co-ordinates transformations the parameter σa can be changed to 0, the distance
d(t, t0; σa, σb) can always be formulated as d(t, t0; σa, σb) = x(t, σb, t0). As a re-
sult, the perturbed motion x(t, σb, t0) can be treated as the different solutions to the
differential equation describing the system, with respect to the different parameter
σb ranging in some neighborhood of σa.
About the necessity and sufficiency in the proposed criterion
As pointed in [Hah67], the concept of stability has
... a definition very similar to that of the concept of continuous and we
can actually think of stability as a type of continuity if we look at the
motion as a whole and consider its dependence on σa, resp. σb.
This continuity-like characteristics of stability shows that a unperturbed motion
(i.e., an equilibrium of a system) is called stable if all its perturbed motions with
parameter σb ranging over a certain neighborhood of σa (ie., one certain neighbor-
hood of the equilibrium) can approach to the unperturbed motion.
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Because the proposed algorithm only considers the current running trajectory of a
specific system (i.e., a specific perturbed motion with some fixed parameter σb),
which is only one trajectory within the neighborhood of the considered equilibrium
(the region Ω in former discussions), this algorithm does not support the stability of
the equilibrium in the sense of Lyapunov, which requires the parameter σb ranging
over the whole neighborhood of σa (i.e., the complete region of Ω). From this
point of view, the proposed criterion only a necessary condition with respect to the
concerned equilibrium in the sense of Lyapunov.
Furthermore, the theorem 2.4.4 can be fulfilled if and only if times goes into infinity,
which can not be examined in reality. If the judgment of the proposed algorithm
at one certain time instant t = r is unstable, it can be predicted that the judgment
results for the cases t > r are also unstable. However, if its judgment result at t = r
is stable, no prediction about stability for the case when t > r can be made by
the proposed algorithm. Therefore, the judgment of the proposed algorithm within
finite time is also only a local judgement with respect to the time.
Practical utilization of the proposed algorithm
In spite of the necessity of its judgment results, the proposed algorithm has still
practical sense in both online stability analysis and design of control.
In many practical problems of online stability assessment, the capital problem is to
judge whether the perturbed motion of the concerned system can converges to the
equilibrium. Taking the real-time stability assessment in power systems [Sav05] for
example, the main task here is to judge whether the power system shall not shut
down and can return to its original normal working conditions (the equilibrium)
after a disturbance like the typical three-phase faults. In this case, there is only one
motion being taken into consideration, which is exactly the case where the proposed
stability criterion can be applied.
In the case of control, especially in the cognition-oriented stabilization proposed in
this dissertation, the proposed algorithm can be used to design a controller which can
stabilize the system to be controlled. If a controller satisfying the stability condition
judged by the algorithm exists and can be found under different initial conditions
within a neighborhood of the equilibrium, the controlled system shall possess a (both
sufficiently and necessarily) stable equilibrium and thereby be stabilized.
From these perspectives it can be seen that despite of the necessity of the judgment
results, the proposed algorithm can still be conditionally utilized in both online
stability assessment and control design problems. In this contribution, this algorithm
and the stability condition behind are utilized as the expert knowledge to search for
a controller satisfying the stability condition determined by the proposed algorithm
under different initial conditions, which will be introduced in the next chapter.
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2.7 Numerical examples
2.7.1 Introducing examples of switched-linear system
Consider the switched-linear system given in [CGH03], which is constructed by three
linear systems as
x˙ =


A1x , x
2
1 + x
2
2 ≤ 1
A2x , 1 < x
2
1 + 2x
2
2 ≤ 6
A3x , x
2
1 + x
2
2 < 6
, (2.58)
where the three linear matrices are defined as
A1 =
[
−4 −1
2 0.1
]
,
A2 =
[
−2 3
1 −2
]
, and
A3 =
[
−5 2
3 −2
]
.
The observed data of one system trajectory with initial conditions x(0) = [−7 , 8]T
are obtained by simulating the system for 8 seconds. The sampling time for the
measurements is 0.1s. The data are assumed as noise free. In Fig. 2.6 the resulting
trajectory is shown in the phase plane. The quadratic stability judgement at t = 8s
can be obtained by taking this data set as input and solving the max-min problem
(2.54). The max-min problem is solved by the genetic algorithm with binary encod-
ing technique [Hol75]. The reason for choosing the genetic algorithm is because the
orthogonal matrix Φ is produced randomly, and the genetic algorithm is inherently
a random optimization solver which is able to converge to the optimal solution with
a probability approaching to 1. Because the system is of order two, there is only
one parameter to be determined in the 2-dimensional orthogonal matrix Φ. This
parameter, denoted as θ, is chosen randomly following a normal distribution within
[0, 2pi).
The results show that when θ = 216◦ and the corresponding orthogonal matrix
equals to
Φ =
[
−0.5878 −0.8090
−0.8090 0.5878
]
, (2.59)
the optimized value ϕ∗∗ equals to 7.89× 10−2 > 0, indicating the polyhedral cone is
nonempty. There exists a common QLF for all these three linear systems. The data
set Vr−1 transformed from Xr with the above Φ is shown in Fig. 2.7, from which
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Figure 2.6: Observed trajectory of system (2.58)
it can be seen that the convex conic hull determined by the transformed vectors is
located in a negative halfspace and concluded that at this time instant the system
can be judged as quadratic stable.
Equation(2.30) can be used to calculate the matrix P , as
P =
[
0.0042 0.0034
0.0034 0.0064
]
. (2.60)
Although the function V (x) = xTPx constructed with the numerical value of P
given in (2.60) can be proven analytically to be a QLF for each subsystem of (2.58)
with Lyapunov stability theory, it must be pointed out that this QLF is just by
coincidence correctly obtained. In fact, the QLF calculated by this way can only
be correct if the optimization problem can be solved for t → ∞. In other words,
the QLF obtained by (2.58) at any single time instant t 6=∞ is only correct for the
current data set. Although this fact causes a strict limit of the proposed method
to determine a correct QLF, it does not influence the results of the online stability
judgement, which requires to be checked all the time. If at any time instant, the
optimized value ϕ∗∗ is identical to zero, the system will not be quadratic stable.
From this introducing example it is shown that the proposed stability criterion can be
utilized in the online stability assessment of a two-dimensional nonlinear unknown
system. It can also be seen from the discussion in the paragraph above that the
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Figure 2.7: Convex hull constructed by observed data of system (2.58)
proposed method can also be used to find a quadratic stability candidate. In the
next subsection, a three dimensional example is given to show the performance of
the proposed method in higher-order systems.
2.7.2 Example of a nonlinear system with unstable limit cycle
The second example is a 3-dimensional nonlinear system [JW71]. The dynamical be-
havior of this system can be characterized by the existence of an unstable limit cycle
oscillation. The mathematical description of this 3-dimensional system is expressed
below as
x˙1 = x2 ,
x˙2 = x3 ,
x˙3 = −x3 − x2 − 2x1 − x3 − x
2
2 . (2.61)
The proposed method are executed to give data-driven stability judgements for two
different trajectories of system (2.61) respectively. The initial condition of the first
trajectory, x(0) = [−0.8 , −0.4 , 1.5]T , is inside the unstable limit cycle. Clearly
this trajectory owns an stable equilibrium at the origin. This stable trajectory
obtained at t = 10s is shown in the phase plane in Fig. 2.8. Using the data of
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Figure 2.8: Observed trajectory of system (2.61) with initial point inside limit cycle
Figure 2.9: Convex hull constructed by the trajectory of system (2.61) with initial
point inside limit cycle
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Figure 2.10: Observed trajectory of system (2.61) with initial point outside limit
cycle
this trajectory, the proposed data-driven method is applied to judge the stability
of the motion of system (2.61) with the corresponding initial condition at t = 10s.
The optimization solver is the same as the one used in above subsection. The
optimization results show that the optimized value ϕ∗∗ can be obtained with using
θ = [37.5561◦ , 0.6819◦ , 4.8378◦ ]T and is equal to 6.44 × 10−2, ϕ∗∗ > 0. The
transformed vector set V˜r−1 and the corresponding convex conic hull are shown in
Fig. 2.9.
It can be seen in Fig. 2.9 that the convex conic hull (smallest convex cone) deter-
mined by the transformed data-set V˜r−1 are located in a negative halfspace, which
indicates that the observed motion at t = 10s can be judged as quadratic stable.
The second trajectory with the initial conditions x(0) = [1.8 , 0.4 , 1.5]T is outside
the limit cycle, which implies when time goes to infinity, the trajectory will also
approach to infinity. This trajectory at t = 5s is shown in Fig. 2.10 and the corre-
sponding data-set is given to the proposed method for stability judge. The optimized
value ϕ∗∗ equals to 0 for all the different values of θ, indicating this trajectory is
not quadratic stable according to theorem 2.4.4. In fact, the origin is contained in
the convex hull determined the transformed data-set, no matter which orthogonal
matrix is used for the transformation. This means every hyperplane passing the
origin will separate the transformed-data set into two parts. Thus, no negative half-
space containing the transformed data-set will exist and this motion is accordingly
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classified as not quadratic stable.
The example of the three-dimensional system with unstable limit cycles shows that
the proposed stability criterion concentrates on the stability with respect to certain
equilibrium point, which is assumed as the origin in this thesis. It can be envisioned
that when the proposed method is utilized in a system with stable limit cycles,
all the trajectories shall be judged as unstable, because the origin is not a stable
equilibrium to every the trajectory of the system. In other words, the online stability
judgement method proposed in this thesis is limited to judge stability with respect
to equilibriums, but not with respect to limit cycles.
2.8 Summary of this chapter
This chapter introduces the proposed data-driven quadratic stability criterion which
can be used for online stability judgement. Based on the interpretation of quadratic
stability that the existence of a QLF is identical to the existence of a suitable
orthogonal matrix with which all the system states can be mapped into a negative
halfspace, this thesis formulate this problem into an max-min problem which can
identical to a geometrical problem of determining the emptiness of a generated
polyhedral cone.
The detailed usage of this expert knowledge within the proposed cognition-oriented
stabilization is introduced in the next chapter.
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3 Realization of Cognition-Oriented Stabilization
It is mentioned in the introduction chapter that the realization of cognition-oriented
stabilization rely on two aspects: expert knowledge about stability, and a cognitive
architecture suitable for system control. As the expert knowledge adopted in this
contribution has been introduced in last chapter, this chapter focuses on the cogni-
tive architecture suitable for control and the mechanism how the proposed expert
knowledge is embedded in this architecture to realize cognition-oriented stabiliza-
tion.
3.1 The cognitive architecture suitable for control
3.1.1 Limitations of existing cognitive architecture
During the past two decades many cognitive architectures have been proposed based
on different approaches and methodologies, such as Soar based on physical symbolic
hypothesis [New90], ACT-R [ABB+04], EPIC [KWM97], and ICARUS [LC06] with
the primary aim of producing artificial intelligence mimicking human cognition.
These existing cognitive architectures can be used to describe a wide range of as-
pects of human cognition and many of them have also been put into engineering
applications to guide the construction of cognitive systems.
Nevertheless, in spite of the prominent achievements of these cognitive studies and
their successful applications, the existing cognitive architectures such as Soar and
ACT-R do not support to the problem of stabilization of unknown systems, espe-
cially not related to nonlinear dynamical systems. The reason for this argument lie
in one neglected aspect with respect to acquisition and utilization of knowledge in
the existing cognitive architectures.
Most of the existing cognitive architectures utilize the incremental learning as the
manner of knowledge acquisition. In the incremental learning case, the knowledge is
updated after every new experience is obtained. However, the knowledge obtained
in the incremental manner is usually local and sufficiently precise global knowledge
can only be, if possible, obtained after a sufficient number of interaction cycles.
Correspondingly, the utilization of this knowledge, such as based on it to generate
deeper understanding of the external world or to plan actions, has also only a local
sense before the precise global knowledge is learned.
If the external environment is unknown and dynamical, the precise global knowledge
may be impossible to be obtained. Under such cases, it is necessary to develop a
mechanism to organize the cognitive functions with respect to knowledge acquisition
and utilization in a proper manner, so that the reactions produced by the architec-
ture can converge to the desired situation. Here this mechanism is not dealing with
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the detailed realization methods of cognitive functions, but the sequence of learning
and planning functions within an interaction cycle and the corresponding hierarchy
of the knowledge organization.
For example, the stabilization problem in control context is prominently sensitive
to the order and hierarchy of learning functions. Here, the learned knowledge at
one certain time instant contains the identified model of the plant dynamics and
the controller’s understanding about the stability of the plant motion, and the two
corresponding learning functions are online system identification techniques and the
stability judgement method. Suppose that the two learning functions are arranged in
a sequential manner, i.e., the knowledge about stability of motion is learned accord-
ing to the knowledge of the plant dynamics. As well-known, in this case it is quite
probable that the stability of the closed-loop system cannot be guaranteed, because
local stability does not guarantee global stability. This fact implies that the flat
hierarchy of learning functions and learned knowledge is necessary in stabilization
problems to avoid failure of control.
Unfortunately, although it is already recognized that the order of presenting learned
knowledge can influence the behavior of an intelligent system [Lan95], the problem
of how to organize the hierarchy of the learning functions and the learned knowl-
edge have received much less attention than they deserve in the existing cognitive
architectures. In most cases, such principles are rigidly integrated in the existing
cognitive architectures to satisfy some specific contexts, which can be seen implicitly
from the unreplaceable topology of different architectures components. Therefore, if
a cognitive architecture with sequential organization of knowledge extracting func-
tion is used in the stabilization problem, due to the fact it has no capability to change
the organization of knowledge extracting functions, it may probably not reach the
goal of successful stabilization.
On the other hand, the argument given above does not lead to the conclusion that the
issue of stabilization cannot be addressed with the existing cognitive architectures.
However, considering that a cognitive architecture should demonstrate generality
and flexibility irrelative to implementation domains, it would be desired to relax
the rigidity in existing architectures by endowing them with the self-organizing abil-
ity of explicitly arranging the interrelationship among cognitive functions and the
hierarchy of knowledge.
3.1.2 The proposed architecture
In this contribution, a new cognitive architecture is proposed which is suitable for
the stabilization problem. Similar to the human cognition model [Cac98], the pro-
posed architecture is composed of six modules: perception, interpretation, planning,
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Figure 3.1: Proposed cognitive architecture
execution, allocation of resources, and the knowledge base that is divided into ex-
pert knowledge base and learned knowledge base. The scheme of the proposed
architecture is shown in figure 3.1.
In the proposed architecture, the module of Allocation of Resources (AoR), whose
name is borrowed from the human cognition model and originally defined as “defin-
ing the level of operability of the cognitive functions and their relative sequence”and
“organizing the amount and type of knowledge available for the cognitive pro-
cess” [Cac98], is used to realize the aforementioned functionality of aligning cognitive
functions and corresponding knowledge to guarantee the global goal. All through
the complete interaction cycle, the actions of every module are monitored and guided
by the AoR module. Because expert knowledge represents the meta understanding
of the context settings and problem solving skills and the other functions in AoR
cannot perform without these knowledge, the expert knowledge base is also placed
in the AoR module. Based on both the learned knowledge and the expert knowl-
edge, the functions in AoR module modify the context categories, determine the
operabilities of actions, and guide the planning module to plan the suited goal and
the corresponding actions.
The interaction cycle between the cognitive architecture and the external world be-
gins from the perception module. Different from many cognitive architectures which
take perception process as barely passive signal measuring, such as EPIC [KWM97],
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the perception here is an active process. The raw data is selectively pre-filtered ac-
cording to the guidance from the contextual expert knowledge but interpreted by
the AoR module and structured into the perceptual data buffer.
Secondly, based on the data stored in the perceptual buffer, the representation of
the concurrent outside world and the understanding towards this representation are
exploited and compared for hierarchial storage, which is the main task of inter-
pretation module. Here the guidance comes from two aspects: the AoR module
which defines the hierarchy of learning functions based on the contextual knowledge
in the expert knowledge base, and the expert knowledge base which provides the
interpretation module with detailed methods of knowledge extraction.
After the work of interpretation being accomplished, the extracted interpretations
of the concurrent external world are stored according to the organization struc-
ture generated by the AoR module into the learned knowledge base as conceptual
knowledge. The AoR module also defines the presenting sequence of this learned
conceptual knowledge to the planning module.
With the learned conceptual knowledge in the learned knowledge base, the planning
module arranges the goal for this interaction cycle and generate action plans, if
AoR cannot find suitable skills from the learned knowledge base of skill-relevant
knowledge. The planning methods are provided by the expert knowledge with expert
skill-relevant knowledge. Although the planned goal is local if the learned knowledge
is local, the AoR module defines the mechanisms guiding the sequence of these goals
at every interaction cycle and the corresponding actions, to guarantee the global goal
can be reached. The generated action plan is stored in the learned knowledge base
of skill-relevant knowledge. If AoR can find a suitable skill in the learned knowledge
base, this step is overleaped and the skill stored in the learned knowledge base is
utilized directly as action plan.
Finally, the generated action plan is sent to the operational buffer and executed by
the execution module. The execution methods is also influenced by the AoR accord-
ing to its context categorization. This complete one cycle of interaction between the
cognitive agent and its external world.
The proposed architecture also satisfies the three-level hierarchy of cognitive control
shown in figure 1.1. The dashed line in figure 3.1 connects the perception and
execution and represent the control without learning ability. If the expert knowledge
base and the AoR module are removed, the left structure represents control with
learning ability and pre-defined working patterns, whereas the AoR module and the
expert knowledge base stand for the deliberative level, control with learning ability
and self-organized working patterns.
Because the online identification of unknown system dynamics can only be realized
in a incremental learning fashion, the proposed cognitive architecture can be utilized
to construct the cognition-oriented control solving stabilization of unknown systems,
which is introduced in the next section of this chapter.
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Figure 3.2: Framework of cognition-oriented stabilization
3.2 Realization of cognition-oriented stabilization
As stated in section 1.4, the stabilization problem considered in this contribution is
to find such a suitable input function u(k) = u(x(k), x(k − 1), ... ,x(k − l)) that
the nonlinear discrete-time system
x(k + 1) = f (x(k),u(k)), (3.1)
is stable, with the same assumptions in the proposition of the data-driven stability
criterion: the nonlinear function f (·) is unknown; system states are fully measurable;
and the measurements are noisy free.
According to the proposed cognitive architecture, the framework of cognition-oriented
stabilization is established, as shown in the figure 3.2.
In this framework, the unknown system to be controlled can be taken together as
an unknown environment. The stimuli to the cognitive agent are the signals from
sensors measuring input and output of the plant, and the response is the control
input signal transferred to actuators of the plant. The task of cognition is to realize
the goal of stabilization by learning the plant dynamics f(·) and automatically
defining and realizing a suitable control input function u(k).
The interconnections among different parts in the proposed architecture are simpli-
fied because of the clearance of stabilization problem setting. Because the goal of
control is usually clear defined in advance, the context of the control task is already
clear and needs not to be classified in the cognition processing. As a result, it should
be noted that in this framework only expert knowledge base is kept in the AoR mod-
ule and the functions in the AoR in the architecture are not shown. Instead, the
rules generated by these functions are represented by the topology of the framework
components and some of the expert stability knowledge. The expert knowledge base
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contains the conceptual and the skill-relevant knowledge about stability, which can
guide the interpretation module to obtain the characteristics of the plant useful for
the aim of control, and help the planning module to generate suitable goal dynamics.
Every block in the framework serves as a module with its specific functionality and
can be realized in different methods. For example, the functionality of determining
the concurrent plant dynamics can be realized by both neural-network-based system
identification technology and the incremental model tree induction. However, the
realization of each module must be chosen in a consistent and proper way such
that no communication problems among different modules can be encountered. The
following parts of this section introduce one possible realization of each blocks in the
framework and how they work together to solve the concerned stabilization problem.
3.2.1 Perception and execution
If there exist only the perception module and the execution module that are linked
directly, a controller without learning capability can be formulated. Therefore, the
realization of these two modules is put together to explain the lowest level within
the three-level hierarchy of the proposed cognition-oriented stabilization method.
In the discussion about the proposed architecture it is shown that the perception
functions have the duty on separating and structuring information from raw sensor
data in order to satisfy the demand of further cognitive processing. In this realization
of the proposed framework, online system identification methods are utilized to
discover plant dynamics. Thus the input-output data of the plant are required,
which can be gathered directly from sensors.
Further more, because the expert knowledge about stability requires a full measure-
ment of system states, the orders of the measured data should be determined by the
pre-filter properly such that the identified input-output model can be represented
into state-space representation. This requirement represents de facto the guidance
of the AoR module in the proposed architecture. After that, the selected data are
structured and stored in the data buffer waiting for further cognitive processing.
The proposed stability criterion, as part of the expert knowledge, requires that the
concerned system should be represented in the form of x (k+1) = f (x (k)). There-
fore, the control input should have a form of state feedback, as u(k) = u(x(k)), so
that the closed-loop system x(k+1) = f (x(k),u(k)) is compatible with requirement
to use the expert stability knowledge. As it is assumed that all the system states
are measurable, the input function can be further detailed into the state feedback
form, as
u(k) = −K(k)x(k), (3.2)
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whereK(k) is the feedback matrix whose elements can be changed at different time
instant to produce different values of control input. It can be seen that if there
is no other blocks in the framework and the matrix K(k) is known, the control
degenerates to the standard state-feedback form without any intelligent abilities.
3.2.2 Interpretation and learned knowledge base
The interpretation part should produce two kinds of dynamical knowledge: a dy-
namic model of the plant and the stability judgement of the current closed-loop
system motion.
The learning function used for system identification should be able to used in an
online context. The representation of the identified dynamics should be in the same
form as the representation (3.1), denoted as
xˆ(k + 1) = fˆ (x(k),u(k)), (3.3)
where fˆ(·) represents the identified plant dynamics, xˆ(k+1) represents the one-step
prediction of the future states of the plant at the time instant t = k. At every time
constant, the new plant input and output data is used to train the model, so that
with the number of interactions between the controller and the plant increasing,
the precision of the identified model should be improved incrementally, and so does
its prediction of the (local) future plant response, which means fˆ (x(k),u(k)) →
f(x(k),u(k)) if k →∞ and the one-step prediction error of the identified dynamics
defined as
em(k + 1) = xˆ(k + 1)− x(k + 1), (3.4)
follows
lim
k→∞
‖ xˆ(k + 1)− x(k + 1) ‖→ 0, (3.5)
where ‖ · ‖ represents the norm calculation. It does not matter which system
identification technique is utilized to model the plant dynamics, such as the fuzzy
logic method [Lil10], or the online identification using Recurrent Neural Networks
(RNN) [WZ89] which is adopted in the first numerical example of this thesis in
fourth chapter (the training mechanism of RNN is shown in figure 3.3 with u(k)
being the input, x(k) and x(k + 1) the system states, and xˆ(k + 1) the estimated
states by RNN). As long as the above requirements towards the learning of the
plant dynamics can be satisfied, the different system identification methods would
not influence the results of stabilization but only the performance of the control
such as the converging speed and so forth.
As introduced in the first section in this chapter, these two kinds of knowledge
should be arranged in a flat manner. As a result, the corresponding two cognitive
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Figure 3.3: Working mechanism of online system identification using RNN [WZ89]
functions, the learning function used for system identification and the stability judge
based on expert knowledge, are arranged in parallel, i.e., the data store in the data
buffer in the perception module is sent to these two functions in parallel, so that the
incremental learning existed in the learning functions of system identification does
not influence the correctness of the stability judgement. The parallel arrangement
reflects the guidance of AoR in the proposed architecture under the context of
stabilization.
From the above discussion it can be seen that because the stability judgment should
be made directly from the measured data, the stability judgment should be real-
ized in an online and data-driven manner. As a result, the data-driven stability
criterion proposed in the second chapter, i.e. the theorem 2.4.4, is utilized here.
In detail, the stability of the current plant motion is represented geometrically into
the form of a polyhedral cone cone V˜r−1 defined in equation (2.32). Please note
that this knowledge about stability is also incrementally extracted, as indicated by
equation 2.31 in chapter 2. If new data comes, it is only necessary to refine the
stability knowledge by calculating the intersection between the old polyhedral cone
cone V˜r−1 and the geometrical constraints defined by the new data about stability
defined in equation (2.27). The representation of current plant motion is stored in
parallel to the identified plant dynamics in the learned knowledge base for further
dynamical processing.
3.2.3 Expert stability knowledge
It is already mentioned that the proposed data-driven stability criterion is the expert
knowledge. Indeed, the criterion itself represents only the conceptual expert knowl-
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Figure 3.4: The skill-relavent expert knowledge about stability
edge. It needs to be reformulated in a different manner to serve as the skill-relevant
expert knowledge that can be used to guide the planning module to generate suitable
actions.
The skill-relevant expert knowledge about stability answer the question whether the
predicted states lead to stable dynamics. The two-dimensional representation of this
knowledge is shown in figure 3.4.
At the time instant t = r the r times measurements of system states are transformed
into r − 1 vectors according to the equation (2.24) in the second chapter, denoted
as v˜ and shown as crosses in figure 3.4. The polyhedral cone determined by these
vectors is denoted as cone V˜r−1. In figure 3.4, this polyhedral cone cone V˜r−1 is
shown as the yellowgrey area between the two rays l1 and l2.
According to the theorem 2.4.4 about the data-driven quadratic stability, the con-
cerned system is quadratic stable if at any time the intersection between the polar
cone of cone V˜r−1, denoted as cone V˜
o
r−1, and the positive real space R
2
+, is not
empty. In fact, the intersection cone V˜or−1 ∩ R
n
+ represents the solution to the in-
equality set (2.27), which can be seen from the deducing process from the theo-
rem 2.4.4.
In figure 3.4, the area between the positive directions of the two coordinates represent
the positive real space R2+ and painted with violet color, some part of which is covered
by the blue. The intersection between cone V˜or−1 and R
2
+, denoted as cone V˜
o
r−1∩R
2
+,
is represented as the lightblue area between the positive direction of coordinate v˜2
and the ray l4. According the proposed stability criterion, the system is quadratic
stable if the interior of the intersection cone V˜or−1 ∩ R
2
+ is not empty, which means
the blue area in figure 3.4 is not empty.
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At the next time instant t = r + 1, a new vector v˜(r) can be obtained if the state
vector x(r + 1) is known. Under this circumstances, the concerned system can be
judged as quadratic stable, if the condition defined in the inequality set (2.27) can be
satisfied, which means there exist at least one common solution of the old inequality
set (2.27) with k = r and a new inequality
〈v˜(r), d〉 ≤ 0, with d ∈ Rn+. (3.6)
This fact indicates that if such a solution exist, it is located within the intersected set
cone V˜or−1∩R
n
+ constructed at t = r. Therefore, the concerned system can be judged
as stable at t = r+1 if and only if the transformed vector v˜(r) is not located in any
region the vectors in which have positive inner products with an arbitrary vector
located in the old intersection cone V˜or−1 ∩ R
n
+ constructed at t = r. Otherwise the
inequality (3.6) cannot have a common solution with the old inequality set (2.27)
with k = r.
Recalling the definition of dual cone defined by equation (2.11) in the second chapter,
it would be found that the unstable region for the new vector v˜(r) is exactly the
dual cone of the intersection cone V˜or−1 ∩R
n
+ constructed at t = r, which is denoted
as (cone V˜or−1 ∩ R
n
+)
∗ and shown in the two-dimensional case in figure 3.4 as the
green area between the ray l3 and the positive direction of the coordinate v˜1.
As a result, from the above discussion it can be concluded that the system states
x at next time step in future can lead to a stable dynamics if and only if its cor-
responding transformed vector v˜ is located in the complementary set of the dual
cone (cone V˜or−1 ∩ R
n
+)
∗, which is denoted as Rn\(cone V˜or−1 ∩ R
2
+)
∗ and shown in
the two-dimensional case in figure 3.4 as the yellow area with the cone cone V˜r−1
included. Please note that this region feasible for stable system states is not a
convex set. If the system states at next time step is always located in the region
R
n\(cone V˜or−1 ∩ R
2
+)
∗, the quadratic stability of the system can be guaranteed.
This fact provides the possibility for the planning module to know how to evalu-
ate whether an input candidate can be used to stabilize the system by examining
the system states generated by the input candidate is located in the feasible region
R
n\(cone V˜or−1 ∩ R
2
+)
∗.
3.2.4 Planning situated actions
The form of execution has already been defined as state feedback with a varying
feedback matrix K(k), as shown in equation (3.2). Therefore, the task for planning
is how to choose the suitable values of the elements of K(k) such that a globally
stable dynamical behavior can be achieved.
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Defining goals of control
Although to obtain stable closed-loop dynamics is the main goal of cognition-
oriented stabilization, this goal cannot be used to generate a detailed input func-
tion, because there exists not only one suited solution to the stabilization problem.
Therefore, an additional goal has to be integrated into the planning mechanism
for selecting suitable control input and requirement of stability is here taken as a
constraints for the selection.
This additional goal can be chosen arbitrarily according to the preference of the
context requirements. It could be to minimize the distance between the current
states to the desired states in the state space, or a performance measure evaluating
the functionality of the current control. However, the most important sense of this
goal lies in that it can generate a corresponding criterion which can be used to
choose one suitable control input within the stability constraints.
One possible realization is to take the evaluation of the control performance with
respect to input energy and control errors as such a goal for planning, which and
can be defined as
J =
∫ t1
t0
xTEx+ uTFudt, (3.7)
where t0 and t1 are the starting time and the final time of the evaluation, E and F
are positive definite matrices, and x and u are the system states and control inputs,
respectively. This ratio between the norms of E and F represents the compromise
between the integral squared error of control and the input energy.
At every time instant, an optimization problem similar to the linear optimal control
can be established with respect to the performance function above. The elements of
the feedback matrix K can be taken as the optimization variables and the stability
criterion can be utilized as the optimization constraints. After each optimization a
suitable matrix K can be found and applied as the control input function to the
plant.
As previously stated, within this thesis the goal of control performance is not the
primary goal, and it must compromise to the principal goal of stabilizing the target
system. Therefore, it is not necessary for the planning module to use this strategy
to obtain a globally optimal control with respect to the performance measure (3.7),
but functions as the selecting measure to obtain one certain control input which can
be used to achieve the primary goal.
It should be mentioned that the global stability is guaranteed by the data-driven
stability criterion, which takes the stability of the current motion into consideration,
instead of the stability judgment of the identified model. This fact makes the pro-
posed method different from the Model Predictive Control (MPC) and avoids the
stability issue of MPC which is difficult to deal with.
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Planning goal dynamics and generating input function
A cognitive system should be able to adjust its functionalities to fulfill the require-
ment of the given primary goal. In the proposed stabilization method, this ability
is realized by formulating a meta representation of the goal dynamics according to
the obtained knowledge, and by adjusting it with respect to new situations. The
control input is properly selected to follow the formulated goal dynamics.
Here, the identified model is not used in the proposed method to predict the plant
states at next time instant, but to plan the goal dynamics that the plant should
follow. In other words, the optimization problem mentioned above to select input
functions is not used directly to plan the states of the plant, but the states of the
goal dynamics.
Consider the identified model given in (3.3). At an arbitrary time instant t = r,
define the set of the estimated states xˆ(k), k = 1, ... , r , r + 1, as Xˆr+1, where
the last state xˆ(r + 1) is obtained by applying the input u(k) with one certain
feedback matrix K to the rebuilt plant dynamics xˆ(k + 1) = fˆ (x(k),u(k)). The
corresponding transformed vectors according to the equation (2.24) as w(k), and
the convex cone determined by the transformed vectors as coneWr. Then the
optimization problem for seeking control input at t = r can be stated as follows
min
K
. J
s.t. u(k) = −Kx(k),
coneWor ∩ R
n
+ 6= ∅.
(3.8)
The optimization problem above is indeed a very complicated problem with the
complex nonlinear constraints, the existence of whose solution cannot be analytically
determined. If the solution space (here the varying domain of the elements of K) is
not too large, this problem can also be solved by searching methods, i.e., to search
the solution space and find the set of elements of K which can leads to the smallest
value of J . Because the optimality here is not the main goal, the suboptimal solution
is also acceptable.
An example of the possible algorithms to find the suboptimal solution to the op-
timization problem (3.8) is shown as in algorithm 1. In this example algorithm, a
finite set of the feedback gain matrix K is given and denoted as Ξ. The example
algorithm calculates the value J of the cost function defined in the optimization
problem (3.8) for every K in Ξ and finds the one which possesses the smallest J
and can by the meantime satisfy the stability condition. By this way, a suitable
feedback gain K which can stabilize the plant at the time instant t = r is found.
Although this K is only optimal for the present time instant, it can be applied by
the execution module to stabilize the system to be controlled.
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input : current system state x(k);
searching region Ξ for feedback gain matrix K;
identified plant dynamics xˆ(k + 1) = fˆ (x(k),u(k));
data set Xˆk with Xˆk = {xˆ(0), xˆ(2), ... , xˆ(k)};
output : feedback gain matrix K;
initialize: set value i← 0, j ← 0;
set value J ← 1e20;
set value n ; // n: number of elements of Ξ
while i ≤ n do
set value K ←K i with K i ∈ Ξ;
calculate ui(k) = −Kx(k);
calculate xˆi(k + 1) = fˆ (x(k),ui(k));
for j ← 1 to k do
calculate Xˆk+1 with xˆ(k + 1);
calculate w(j) ; // according to the equation (2.24)
end
calculate coneWor ; // establish the polar cone
if coneWor ∩ R
n
+ 6= ∅ then
calculate Ji;
if Ji < J then
calculate J = Ji
end
calculate i = i+ 1;
else
calculate i = i+ 1;
end
end
Algorithm 1: Solving optimization problem (3.8) by complete search
Recalling equation (3.4) which indicates that the error ‖ em ‖ between the estimated
states and the real states is incrementally decreasing to zero, the solution to the op-
timization problem (3.8), denoted as K(k)∗, can be directly applied to generate the
control input, as u(k) = −K(k)∗x(k). The reason is that the estimated states xˆ(k)
satisfies the data-driven stability criterion, shown as the second constraint in the
optimization problem (3.8), the sequence of the estimated xˆ(1), xˆ(2), ... , xˆ(k), ...
represent a stable dynamics. Because the error ‖ em ‖ is approaching zero with
time going, the plant dynamics would become the same as the stable dynamics
of the estimated states. Due to this reason, the estimated states sequence can be
treated as the goal dynamics that the plant should follow. By this way the suitable
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control input can be generated and applied to the plant to realize cognition-oriented
stabilization.
3.3 Summary of this chapter
In this chapter, a cognitive architecture which focus on the alignment of the learning
function and the learned knowledge, as well as the guidance of the contextual knowl-
edge on different cognitive functions is firstly introduced. Because its self-organizing
mechanism of the learning functions, the local stability issue which is often encoun-
tered in model predictive control can be avoided. After that, a framework used
for cognition-oriented stabilization is proposed based on the data-driven stability
criterion in last chapter and the proposed cognitive architecture. and one of its
detailed realization strategy is introduced. After reformulating the proposed stabil-
ity criterion as the skill-relevant expert knowledge, a local optimization process is
proposed to use the identified model to plan a stable goal dynamics and to generate
the corresponding control input that driving the plant to approach the stable goal
dynamics, whereby the global stabilization is realized.
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4 Numerical Examples
In this chapter, the proposed cognition-oriented control used for stabilizing unknown
discrete-time system is utilized in two simulation examples: an introducing example
with a pendulum system to demonstrate the detailed realization process, and an
application example of stabilizing a nonlinear aeroelastic system.
4.1 Introducing examples with a pendulum system
4.1.1 Task description
Upper equilibrium
point
Figure 4.1: The pendulum system
The pendulum system is a classic nonlinear system used in many examples for
stability analysis and control. The configuration of the pendulum system is shown
in figure 4.1. In this contribution, the equation of motion the considered pendulum
system is shown as follows{
x˙1(t) = x2(t),
x˙2(t) = −10 sin (x1(t)− pi)− x2(t) + u(t).
(4.1)
where x1 and x2 are the system states which represent the position and the angular
velocity of the pendulum, respectively, and u(t) represents the control input. The
goal of the control is to stabilize the pendulum system at its upper equilibrium point
with the assumption that the system dynamics is unknown and the system states
are fully measurable without noise.
4.1.2 Controller determination
According to the introduction to the realization of the proposed cognition-oriented
controller, it is necessary to choose one certain system identification method to serve
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as the learning function and a measure of system functionalities to help finding the
suitable control input.
In this pendulum example, the measure of the system functionality is chosen as the
measure of the integral squared error of control, defined as
J =
∫ tk+1
tk
xTEx dt, (4.2)
where matrix E is a diagonal positive definite matrix. In this contribution, the
diagonal element vector of E are chosen as [q 1]T , where q is a positive real number.
The Recurrent Neural Network (RNN) [WZ89], which can be used for online black-
box system modeling, is utilized to serve as the system identifier. The choice of
these two representation are made to satisfy the requirements of learning functions
and the functionality measure, but without any preference. They could be replaced
by other techniques which satisfies these requirements introduced in chapter 3.
With the system functionality measure and the learning function to extract the plant
dynamics being settled, the feedback matrixK(k) can be determined by solving the
optimization problem (3.8) by replacing J with defined functionality measure and
xˆ(k+1) with the estimated value of x(k+1) by RNN. By solving this optimization
problem at every time instant and apply the control input to the pendulum system,
the pendulum should be stabilized at the upper equilibrium point.
The structure of RNN
The RNN system identification is a well-developed online system identification
method originating from the beginning of 1980s. The network structure of RNN
is shown in figure 4.2. The network consists of two distinct layers: a concatenated
input–feedback layer and a processing layer of computation nodes (sometimes called
neurons) [Hay99]. The inputs to the input-feedback layer contains the fed back state
vector s(k) with one step delays and the external input vector uˆ(k). The outputs
of the input-feedback layer are the inputs to the processing layer. Only part of the
outputs of the neurons are taken as the outputs of the whole network, shown as
yˆ(k + 1) in the figure 4.2. The dynamics of RNN can be represented as{
s(k + 1) = h(W ss(k) +W ˆbduuˆ(k))
yˆ(k) = Cs(k),
(4.3)
whereW s andW ˆbdu represent the weights of the vector s(k) and uˆ(k) respectively,
h(·) the activation function, and C the output matrix.
In this example the widely accepted real-time recurrent learning (RTRL) has been
selected as the training algorithm. The RTRL algorithm uses a gradient descent pro-
cedure to compute the weight changes and can obtain incrementally the description
of plant dynamics [WZ89], which is required by the proposed cognitive stabilization
framework.
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4.1.3 Simulation results
The phase portrait of the pendulum system under the proposed control is shown
in figure 4.3. In this simulation, four neurons and two external inputs are utilized
for the RNN to identify the pendulum dynamics. The initial condition for this
simulation is set as [−2 5], the simulating time as 5 seconds, and the sampling
time as 1 × 10−2 second. The optimization problem is solved by searching and
the varying interval of the elements of the feedback matrix is defined as (−5 , 5).
Because the RTRL algorithm needs a few time steps to train its weight matrix before
its estimations reach a high accuracy, there is a training period at the beginning of
the whole control process, which means that there is no control input at the first
several time steps. In this simulation, the first 30 time-steps are settled as the
training period.
The origin point of the phase portrait denotes the upper equilibrium point and the
blue line indicates the open loop response of the pendulum system. It is clear that
the system states will go to the lower equilibrium point without control input. The
green line indicates the predicted system states by RNN whose initial value is always
zero. At the end of the training period (here denoted from the origin point to point
A), the weight matrix of the system identifier has been trained to have the capability
to predict the real system with a high accuracy. The controller is turned on after
the point A. The red line is the actual closed loop response of the system which does
approach the origin point step by step using the proposed cognitive stabilizer. The
phase portrait near the origin point is pointed out more clearly at the right side.
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Figure 4.3: Phase portrait of the pendulum controlled by proposed method
Figure 4.4: Transformed vectors and the corresponding polytope
The result of the data-driven stability judgement at the 5-th second is shown in
figure 4.4. Obviously, the smallest convex cone containing the polytope (shown as
the lightblue area in the figure 4.4) is located in a negative half space, which means
that the motion of the system from the beginning of control until t = 5s can be
judged as quadratic stable.
The time history of each system states, i.e., the position and the velocity of the pen-
dulum, the control input, and both state feedback gains are shown in the figure 4.5.
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Figure 4.5: Time history of the closed-loop system
It can be seen from this figure that after 1.5 seconds, the position and the velocity of
the system almost converge to zero. In addition, the system control input decreases
to zero determined by the state feedback gains which can always be found in the
whole process. Therefore, the proposed cognitive stabilizer can be used to achieve
the control goal successfully.
In order to check the adaptivity of the proposed cognitive stabilizer to different initial
conditions, two couples of symmetrical initial points such as (2, 5) and (2, −5),
(−2, 5) and (−2, −5) are tested in the following. The simulation results are shown
in the figure 4.6. The first 30 steps of training phase of the RNN are not shown; only
the phase trajectories after the control is turned on are shown. It can be seen from
figure 4.6 that the pendulum system under control has almost symmetrical dynamic
responses with respect to symmetrical initial conditions, which implies that proposed
control strategy can produce reliable and adaptive performances.
It should be pointed out that the simulation results with respect to symmetric initial
conditions are not completely symmetric. The reason is because of the different
trained weight matrices for when control is turned on. Although the initial weight
matrices has been selected for the symmetrical initial points, the weight matrices
are still not identical after the training period because the initial values of the two
weight matrices are not symmetrical with respect to the initial conditions.
Similar simulation results can be obtained under the initial conditions changed with
the same scaling. After changing the scale of all the four initial conditions to
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Figure 4.6: Comparison of phase portraits with symmetrical initial conditions
(0.2, 0.5) and (0.2, −0.5), (−0.2, 0.5) and (−0.2, −0.5), the simulation results
are still almost symmetrical, as shown in figure 4.7, which proves that the proposed
control can stabilize the unknown pendulum system without dependence on the
initial conditions.
From the first example it can be seen that the proposed cognition-oriented sta-
bilization approach with RNN being the system identifier can produce symmetric
closed-loop system responses with respect to symmetric initial conditions. Moreover,
the scaling of different initial conditions does not influence that stabilization result.
This fact shows that the correctness of the adaptivity of the proposed control with
respect to different motions described by the same nonlinear system.
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Figure 4.7: Comparison of phase portraits with symmetrical initial conditions
changed in the same scaling
4.2 Example of stabilizing an unknown nonlinear aeroelastic
wing system
4.2.1 Introduction to aeroelastic control of nonlinear lifting surfaces
It is well-known that instability in aeroelastic systems, such as aircraft flight ve-
hicles, wind turbines, long span bridges, and skyscrapers, can cause Limit Cycle
Oscillations(LCO), flutter, and even chaotic vibrations [DES03]. Under these cases
significant decays of the flutter speed may happen and cause unexpected or even
fatal accidents. Although one can suppress the aeroelastic instabilities by simply
increasing the stiffness of the structure, in aeronautic context this passive strategy
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would increase the structure weight and decrease the overall performance of the flight
vehicles. As a result, implementation of active control techniques is necessary and
meaningful to prevent the occurrence of aeroelastic instability, which is a mandatory
requirement to maintain successful performance of aeroelastic wing systems.
In studies of flutter suppression of nonlinear systems, an aeroelastic model has
been developed based on the research of the Benchmark Active Control Technol-
ogy (BACT) wind-tunnel model designed at the NASA Langley Research Center
[Was97], [SHWD00], [BSW00] and [Muk00]. For this kind of model a set of wind-
tunnel tests have been performed to examine the effect of nonlinear structural stiff-
ness.
To suppress the instability caused by these factors, different control systems have
been designed in the past fifteen years using feedback linearizing technique [ZS98,
XS00], model reference adaptive control approaches, back-stepping design meth-
ods [SW02], robust control design with proportional integral observer (PI-O) [ZS09],
and so on. These methods stand for classical model-based approaches dealing with
the effect of structural nonlinearities in aeroelastic problems.
However, it is difficult to establish a precise model of an aeroelastic system due
to the variation of system dynamics and the strong nonlinearities caused by the
coupling between the structural and aero dynamics. The methods mentioned above
have their own limitations because of their fixed dynamical behaviors which cannot
guarantee a required control performance especially in the case of unknown effects
like modeling errors or unknown inputs acting on the system.
Compared to the aforementioned method, the cognition-oriented stabilization has
inherently the superiority of adaptivity to the nonlinearities and unknown dynamics.
In this section, the simulation results of the proposed cognition-oriented stabilization
problem are presented to show the flexibility of the proposed control strategy.
4.2.2 Configuration of the aeroelastic system
The BACT wing-flap model has been widely studied in the aeroelastic research.
The configuration of the nonlinear 2-D prototypical aeroelastic wing is shown in
Fig.4.8. The two degrees of freedom, the pitching movement and the plunging one,
are respectively restrained by a pair of springs attached to the elastic axis(EA) of the
airfoil. A single trailing-edge control surface is used to control the air flow, thereby
providing more maneuverability to suppress instability. This model is accurate for
airfoils at low velocity and has been confirmed by wind tunnel experiments.
The equations of motion governing the aerolastic system are given as[
mT mWxαb
mWxαb Iα
] [
h¨
α¨
]
+
[
ch 0
0 cα
] [
h˙
α˙
]
+
[
kh 0
0 kα
] [
h
α
]
=
[
−L
M
]
,
(4.4)
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Figure 4.8: 2-D Wing-flap aeroelastic model.
where plunging and pitching displacement are denoted as h and α respectively. In
Eq. (4.4)mW denotes the mass of the wing, mT represents the total mass of the wing
and its support structure, b the semi-chord of the wing, Iα the moment of inertia,
xα the non-dimensional distance from the center of mass to the elastic axis, cα
and ch the pitch and plunge damping coefficients respectively, kα and kh the pitch
and plunge spring constants respectively, and M and L denote the quasi-steady
aerodynamic lift and moment. In the case when the quasi-steady aerodynamics is
considered, M and L should be written as

L = ρU2bclα
[
α + h˙
U
+ (1
2
− a)b α˙
U
]
+ ρU2bclββ
M = ρU2b2cmα
[
α+ h˙
U
+ (1
2
− a)b α˙
U
]
+ ρU2b2cmββ
, (4.5)
where the meaning of denotations can be found in tabular 4.2.2.
Table 4.1: Denotation list of aerodynamic coefficients
a nondimensional distance from
mid chord to elastic axis
ch,
cα
pressure coefficients
b semi-chord of the wing U free stream velocity
xα distance from elastic axis to
mass center
ρ density of air
cmα,
cmα
the lift and moment coeffi-
cients per angle of attack
clβ ,
cmβ
lift and moment coefficients
per angle of control surface de-
flection
The control objective is to drive the flap angle β properly so that the instability
caused by structural nonlinearities can be suppressed in the vicinity of the nominal
system flutter speed with smaller control errors and less input energy. It is supposed
that the displacement and the velocity of the pitching motion, α and α˙, can be
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measured. The structural nonlinearity is supposed to exist in the pitching spring
constant kα and is assumed as to be a polynomial of α, shown as
kα =
4∑
i=0
kαiα
i. (4.6)
4.2.3 Problem settings and control task
It is pointed in [LP66] that the pitching and plunging motion of the wing section
of an aircraft or undersea craft is a symmetric, nonlinear, multivariable system;
and for this kind of system, it is possible to utilize the system symmetry to bring
facilitation to control. One of such possible facilitation is to use partitioned motion
to control the global system, for example, the concerned aeroelastic system may be
controlled by only controlling the pitching motion or plunging motion. Furthermore,
in [SW02] it is proven that if the concerned system can be feedback linearized with
respect to the pitching motion. Due to this knowledge, it is reasonable to assume
in this example that only the pitching motion is fully measurable, i.e., the states α
and α˙ are known. Other assumptions in this control task, which is similar to the
assumptions in the pendulum examples, are listed as follows
• the measurements are noise-free;
• only the pitch motion α and α˙ are measured; and
• no information of the nonlinear dynamics is known.
The task of control is defined as to stabilize the system following the above assump-
tions with two different nonlinearities of the pitching spring stiffness, as
kα1 =
[
6.8 10.0 667.7 26.6 −5087.9
]
[αi], (4.7)
and
kα2 =
[
2.8 −62.3 3709.7 −24195.6 48756.9
]
[αi]. (4.8)
The data of the two nonlinearities are taken from [KSK99] and [ABG06], respec-
tively. It should be mentioned that in order to examine the adaptive ability, the
settings of the proposed controller should not be changed when the nonlinearity is
changed into another one.
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(b) Open-loop response with kα2
Figure 4.9: Open-loop system phase portraits with different nonlinearities
4.2.4 Simulation results
The values of the model parameters are taken from [ABG06] as
ρ = 1.225 kg/m3 b = 0.135m , clα = 6.28 ,
cα = 17.43Ns/m , ch = 27.43Ns/m , clβ = 3.358 ,
kh = 2844.4N/m , cmα = (0.5 + a)clα , cmβ = −0.635 ,
mW = 2.0490 kg , xα = [0.0873− (b+ a b)]/b m ,
mT = 12.387 kg , and Iα = mW x
2
α b
2 + 0.0517 kg/m2 .
The open-loop responses of the concerned aeroelastic system with different nonlin-
earities kα1 and kα2 are shown in the figure 4.9(a) and the figure 4.9(b). It can be
seen from these two figures that the structural nonlinearity in the pitching stiffness
leads the system response to the Limit Cycle Oscillation (LCO).
In the closed-loop control of this example, the Radial Basis Function (RBF) neural
network is utilized to learn and represent the plant dynamics, in contrast to the
RNN network used in the introducing example. It has been proved that RBF neural
network can approximate any kinds of continuous nonlinear functions within the
neighborhood of present data [Pow89]. Furthermore, the RBF neural network is
also suitable for incremental learning, which is also suitable for online applications.
A detailed discussion on the training of the RBF neural network is omitted in this
paper. Details can be found in [CCG91] and [SJ07]. The obtained RBF network
model will be stored in the learned knowledge base for the use of planning.
The system functionality measure in this example uses the form similar to the ob-
jective function in linear optimal control, i.e., the form introduced in equation (3.7)
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(a) Time history of pitching motion
0 0.5 1 1.5 2 2.5 3−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Time (sec)
Pl
un
gi
ng
 d
is
pl
ac
em
en
t (
m)
 
 
proposed method
adaptive feedback linearization
(b) Time history of plunging motion
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(c) Time history of control input
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Figure 4.10: Closed-loop response with nonlinearity kα1
in chapter 3. The optimization problem (3.8) here is also solved by heuristic search.
The searching space here is defined as the varying region of the flapping motion β,
which is detailed as (−45deg, 45deg) in the simulation.
Simulations of the close-loop system are performed with wind speed U = 20m/s
and structural parameter a = 0.8 (nondimensional distances from midchord to the
elastic axis). The initial conditions for the state variables of the system are selected
as α(0) = 5.75 (deg), h(0) = 0.01m, α˙(0) = 0 (deg/s), and h˙(0) = 0m/s. The
sampling time is set as 1× 10−4sec.
Furthermore, the adaptive feedback linearization control method, which is proposed
in [KSK99] and designed for stabilization of the aeroelastic system with the first
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(b) Time history of plunging motion
0 1 2 3 4 5 6 7 8−60
−40
−20
0
20
40
60
80
100
120
Time (sec)
Fl
ap
pi
ng
 d
is
pl
ac
em
en
t (
de
g)
 
 
adaptive feedback linearization
proposed method
(c) Time history of control input
−10 −5 0 5 10 15 20 25 30−800
−600
−400
−200
0
200
400
600
800
Pitching displacement (deg)
Pi
tc
hi
ng
 v
el
oc
ity
 (d
eg
/se
c)
 
 
proposed method
adaptive feedback linearization
(d) Phase portrait of pitching motion with
control
Figure 4.11: Closed-loop response with nonlinearity kα2
nonlinearity kα1, is also applied in the simulation as a comparison of the proposed
control method. The setting of the adaptive feedback linearization controller used in
this thesis is as the same as that used in [KSK99] and is not changed in the second
simulation when the nonlinearity kα1 is changed into kα2.
Figure 4.10 and figure 4.11 show the simulation results of the closed-loop system with
the nonlinearity kα1 and kα2, respectively. The blue curves in figure 4.10 and the
red curves in figure 4.11 show the simulation results of the system under proposed
control method, from which it can be seen that the both motions of the system
converge to the origin of the state space with time going, which shows that the
proposed control method can stabilize the unknown nonlinear aeroelastic system
with different nonlinearities. This fact proves that the proposed control strategy
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can not only be used to stabilize the unknown nonlinear system, but also adapt the
variation of system dynamics and realize the cognition-oriented stabilization.
The simulation results of adaptive feedback linearization control with respect to
the two different nonlinearities are shown as the green curves in figure 4.10 and
figure 4.11, respectively. In comparison with the proposed cognition-oriented sta-
bilization techniques, it can be seen that although for the system with the first
nonlinearity kα1 the adaptive feedback linearization can stabilize the system and
has better control performance with respect to the error and settling time than the
proposed method, it cannot stabilize the system to the desired position (origin in
the state space) in the second simulation with kα2, if its parameter settings in the
second case are kept as the same as those in the first simulation. On the other
hand, despite of the worse performance, the proposed method can stabilize the both
cases without any intervention of human like changing control parameters and so
on. From this comparison it is shown that the proposed method possesses better
adaptivity with respect to the adaptive feedback linearization method.
4.3 Summary of this chapter
In this chapter, two numerical examples are given to examine the performance of the
proposed control method. The first example is to keep a pendulum system quadratic
stable at its inverted position. Recurrent-neural-network-based system identification
method is utilized to learn the plant dynamics. The simulation results of the pen-
dulum example produce symmetric closed-loop system responses with respect to
symmetric initial conditions, which certificate the correctness of the adaptivity of
the proposed control.
The second example is to stabilize a two-dimensional benchmark nonlinear aeroe-
lastic system, where the radial-basis-function network is used to identify the plant
dynamics. The simulations are run with two different structural nonlinearities and
the results show that the proposed method can stabilize the target system with any
of the two nonlinearities with the same controller settings. These results are com-
pared with the simulation results of the system controlled by the adaptive feedback
linearization method proposed in [KSK99]. Although the adaptive feedback lin-
earization method can achieve successful stabilization results for the system with the
first nonlinearity and owns better control performances than the proposed method,
it fails in the stabilization of the system with the other nonlinearity. The compar-
ison between the two types of controllers proves the independence of the proposed
cognition-oriented stabilization method from the dynamics of the system to be con-
trolled. Based on these successful simulation results and especially the adaptivity
of the proposed control to different systems, it can be concluded that the proposed
cognition-oriented stabilization approaches have cognitive capabilities in stabiliza-
tion problems.
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5 Summary and Outlook
5.1 Summary
The basis of this thesis to realize cognitive capabilities in automatic control systems
lies in the leading point of view that cognition is in term of representational struc-
tures of the external world and the information process taking place based on these
structures, which implies that not only biological systems, but also technical systems
can be cognitive systems. The three-level hierarchy of cognitive control, which is de-
veloped under the understanding of cognition mentioned above, is briefly introduced
in this thesis. From this perspective, a short review of the contemporary control
field is made and shows that current control approaches are not cognitive because
of the lack of the self-organization and active utilization of the learned knowledge.
The strategy of this contribution to endow control systems with cognitive abilities
is similar to the existing strategy of realizing cognition in engineering applications:
to integrate different basic cognitive functions and the expert knowledge suitable for
one specific context into a suitable cognitive architecture. Following this strategy,
the main task in this thesis is set as
• establishing a stability criterion which can be utilized by the controller itself
to represent the abstract concept of stability,
• finding a cognitive architecture suitable for control problems, and
• integrating the stability criterion (as expert knowledge) and the soft-computing
techniques (as basis cognitive functions) into the suitable cognitive architec-
ture.
The core of this thesis discusses and details the expert knowledge used for cognition-
oriented stabilization: a new stability judgment method for online data-driven
quadratic stability judgment of unknown nonlinear discrete-time systems. It is
shown in the second chapter that the existence of a quadratic Lyapunov func-
tion is identical to the existence of a suitable orthogonal matrix with which all
the system states can be mapped into a negative halfspace. Using the connections
between quadratic Lyapunov function and convex cones, the problem of stability
assessment is converted into determining the emptiness of the intersection between
the n-dimensional real positive space and the convex cone generated by the data
set transformed with an orthogonal matrix from the measured systems states. This
problem can be coped with by solving a max-min problem: by finding the orthogonal
matrix which maximizes the minimum of the quadratic programming, the stability
judgment can be given according to the sign of the optimized value of the max-min
problem. The orthogonal matrices are constructed randomly according to a random
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parametric representation which can cover the complete set of n × n orthogonal
matrices. The max-min problem is solved with genetic algorithm because of the
randomness of constructing orthogonal matrices. From the numerical examples rep-
resenting different dynamical behaviors it can be seen that the stability judgments
given by the proposed data-driven stability judgment method are consistent with
the real stability behaviors of the concerned systems, showing the effectiveness of
the proposed method.
Motivated by the basic idea to realize cognition-oriented stabilization, this contri-
bution proposes a framework of cognition-oriented stabilization based on a cognitive
architecture. The proposed stability criterion is utilized as the conceptual expert
knowledge in the proposed framework, because the abstract concept of quadratic
stability is represented geometrically and can be manipulated (numerically realiz-
able) by the controller. Furthermore, this thesis reformulates the proposed stability
criterion to indicate the feasible region of system responses which can lead to stable
closed-loop dynamics, which is taken as the skillful expert knowledge within the
framework and used by the planning module of the framework to generate situated
control input.
Besides the expert knowledge, the proposed framework contains another five mod-
ules: perception, interpretation, learned knowledge, planning, and execution. Per-
ception module prepares and structures the measured data for interpretation mod-
ule; the interpretation module identifies the plant dynamics and judge stability with
guidance of expert knowledge about stability; the identified plant dynamics and
stability judgments are saved as learned knowledge; according to both the learned
knowledge and the expert knowledge, planning module plans goal dynamics and sit-
uated control input functions; and execution module generates input values based
on the generated input function and feeds the input back to the plant. By proper
organization of the learning functions in the interpretation module and the utiliza-
tion of the learned plant dynamics in the planning module, a cognition-oriented
controller used for quadratic stabilization can be developed.
The proposed cognition-oriented stabilization method is applied into numerical ex-
amples to examine its performance. The first example is about the stabilization of
a pendulum system with respect to the upper equilibrium point. Recurrent-neural-
network-based system identification method is utilized as the learning function of
plant dynamics in this. The simulation results of the pendulum example produce
symmetric closed-loop system responses with respect to symmetric initial conditions,
which certificate the correctness of the adaptivity of the proposed control.
The second example is to stabilize a two-dimensional benchmark nonlinear aeroelas-
tic system. Unlike the introducing example, the interpretation module in the second
example utilizes the radial-basis-function networks to identify the plant dynamics.
To test the adaptivity of the proposed cognition-oriented stabilization method, the
simulations are run with two different structural nonlinearities and compared with
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the simulation of the established adaptive feedback linearization method. The sim-
ulation results show that without tuning controller structures or parameters, the
proposed method can stabilize the target system with any of the two nonlinearities.
On the other hand, the adaptive feedback linearization method can achieve successful
stabilization results for the system with only one of the two nonlinearities. It cannot
stabilize the system with the other nonlinearity with the same controller structure
and parameter settings. The comparison between the two types of controllers proves
the independence of the proposed cognition-oriented stabilization method from the
dynamics of the system to be controlled. Based on these successful simulation re-
sults and especially the representation of the stability of the external world, it can be
concluded that the proposed method possess cognitive capabilities for stabilization
problems.
5.2 Limitations
There are still many limitations for the finished work, which provides directions to
improve the proposed methods. These limitations exist mainly in three aspects and
are stated as follows.
• The first limitation is the necessity of the stability judgment of the proposed
online stability assessment algorithm. Although this limitation can be condi-
tionally avoided, as discussed in section 2.6.2, it restricts the application area
of this algorithm, especially in the data-driven stability analysis.
• The second limitation is about the conservativeness of the proposed stability
criterion. The proposed criterion is restricted to quadratic stability, because
the non-existence of a QLF does not support the fact that the system must
be unstable, as there may exist other kinds of Lyapunov functions for the
concerned system. This limitation may lead to the fact that a stable motion
is judged as unstable by the proposed criterion.
• The third limitation is about the calculation power required by the data-
driven stability judge. Although the calculation efficiency has been discussed
in this thesis, the proposed method for data-driven stability judgment needs
much more calculation powers when the system dimension increases, which is
mainly caused by the random optimization techniques required by the stochas-
tic construction of the full set of orthogonal matrices.
• The last limitation lies in the searching algorithm of suitable feedback control
gains. Although this searching problem is expressed in this thesis as an opti-
mization problem, it is not solved by optimization techniques but the heuristic
search methods. It is well-known that heuristic search methods are usually
slower than most of the real optimization approaches, when the optimization
problem is well defined.
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5.3 Future work
Correspondingly, the improvements of this work should be made in accordance with
the limitations mentioned above.
The problem of the necessity may be solved by taking the data structure into con-
sideration. Because the stability is judged based on the mapping by use of an
orthogonal matrix and an entry-like matrix multiplication, shown as in equation
(2.24), if the data space can be represented by some measured system states and
the geometry of the mapped space can also be determined, the stability of the con-
cerned system can be determined from the geometry of the mapped space. If this is
possible, the problem of judging stability only for a single trajectory can be avoided,
by which way the necessity problem can be solved.
For the conservativeness problem arise two possibilities to broaden this conserva-
tion. The first one is to introducing piece-wise quadratic Lyapunov function, similar
to the study of common Lyapunov functions. The second may be to establish a
generic description of positive definite functions and interpret this description in
a geometrical manner, just as this thesis does. Both the two possibilities require
deeper discussions of the geometry and the convex function analysis.
The third limitation can be improved by introducing another efficient parametric
construction method of the complete set of orthogonal matrices and the correspond-
ing optimization techniques. However, due to the fact that a n-dimensional orthog-
onal matrix must have n(n − 1)/2 parameters, if the system order is too high, the
labor for the computation would still be heavy. Therefore, in addition to introduc-
ing new methods of constructing orthogonal matrices and the relevant optimization
method, a proper method to reduce the system dimension which can maintain the
stability condition of the original system would be also helpful.
Similar to the third aspect of improvement, the last limitation can also be im-
proved by introducing new optimization techniques. However, because the stability
constraints provided by the proposed data-driven stability judgment is a complex
nonlinear function, the feasibility of this optimization problem must be taken into
consideration. A possible solution to guarantee the feasibility may to integrate this
constraint into the searching mechanism in the optimization solver.
Besides the aforementioned possible improvements, another improving aspect may
be about the proposed cognitive architecture. It is mentioned in the thesis that the
Allocation of Resources module should perform the task to organize the topology of
some cognitive functions, which is unfortunately in this contribution realized in fact
by human understanding about stabilization problem, not by the architecture itself.
If such functionalities can be realized, the cognitive architecture would own less
dependence to human and may react actively and creatively to the context stimuli,
rather than the regulated actions defined by the expert knowledge at the current
stage.
80
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The parametric orthogonal matrices representation
According to [TL08], an orthogonal matrix can be denoted as
φ = [φ1 φ2 ... φN ] ,
with 

φ1 = n1(θ1)
φi = (Q1Q2...Qi)ni(θi), i =, 2 , ... N − 2
φN = Q1Q2...QN−1
.
The definition of the parameters inside the above equation can be stated as follows:
• θi, a (N − i)× 1 dimensional vector containing N − i parameters
θi =


θi1
θi2
...
θi(N−i)


(N−i)×1
, i = 1, ... , N − 2.
• ni(θi), a (N − i+ 1)× 1 dimensional vector
ni(θi) =


sin θi1
cos θi1 sin θi2
...(∏N−i−1
j=1 cos θij
)
sin θi(N−i)∏N−i
j=1 cos θij


(N−i+1)×1
• Qi, a (N − i+ 1)× (N − i) matrix, constructed by the following process:
1. After ni(θi) being obtained, construct randomly another N−i−1 vectors
bj , j = 2, ..., N − i + 1,in such a way that ni(θi) and these constructed
vectors form a base of RN−i+1, denoted as
Bi = [ni(θi), b2, ..., bN−i+1](N−i+1)×(N−i+1)
2. Execute Gram−Schmidt process to the base Bi to obtain an orthonormal
base of RN−i. Let g1 = ni(θi), and do the following calculation
gj+1 = bj+1 −
j∑
j=1
〈bj+1, gj〉
〈gj, gj〉
, qj =
gj+1
‖gj+1‖
,
for j = 1, 2, ..., N−i. Then the orthonormal base is obtained as [ni(θi), q1, ... qN−i].
3. The matrix Qi can be obtained as
Qi = [ q1, ... qN−i] .
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