Based on recent works on Wyner-Ziv coding (or lossy source coding with decoder side information), we consider the case with noisy channel and addresses distributed joint source-channel coding, while targeting at the important application of scalable video transmission over wireless networks. In Wyner-Ziv coding, after quantization, Slepian-Wolf coding (SWC) is used to reduce the rate. SWC is traditionally realized by sending syndromes of a linear channel code. Since syndromes of the channel code can only compress but cannot protect, for transmission over noisy channels, additional error protection is needed. However, instead of using one channel code for SWC and one for error protection, our idea is to use a single channel code to achieve both compression and protection. We replace the traditional syndrome-based SWC scheme by the parity-based one, where only parity bits of the Slepian-Wolf channel code are sent. If the amount of transmitted parity bits increases above the Slepian-Wolf limit, the added redundancy is exploited to cope against the noise in the transmission channel. Using IRA codes for practical parity-based SWC, we design a novel layered Wyner-Ziv video coder which is robust to channel failures and thus very suitable for wireless communications. Our simulation results show great advantages of the proposed solution based on joint source-channel coding compared to the traditional approach where source and channel coding are performed separately.
INTRODUCTION
Scalable video coding has assumed increased interests recently due to emerging applications such as interactive video, wireless video surveillance networks, video brodcast/multicast, PC cameras, and camera phones. Because the transmission links are often severely corrupted, video compression must be robust to channel noise and packet loss. However, though offering high rate-distortion performance in the noiseless environment, standard video coders (e.g., MPEG and H.264) are very sensitive to packet loss and channel errors, because of error propagation/drifting problems. scalable as only one layer is generated for each frame, and the previous decoded frame is used as side information at the decoder.
A layered video coding scheme based on successive refinement for the Wyner-Ziv problem 8 was presented in. 9 Treating a standard coded video as the base layer (or decoder side information), a layered Wyner-Ziv bitstream of the original video sequence is generated to enhance the base layer such that it is still decodable with commensurate qualities at rates corresponding to layer boundaries. Thus this layered WZC scheme in principle resembles MPEG-4 FGS 10 in terms of generating a base layer plus a scalable enhancement layer with good performance.
The main advantage of Wyner-Ziv video coder is its error robustness. Indeed, the MPEG-4 FGS encoder 10 generates the enhancement layer as the difference between the original video and the base layer reconstruction; then at the receiver, the original video is reconstructed by adding an enhancement layer to the recovered base layer. Thus the base layer recovered at the decoder must be identical to that generated at the encoder. Therefore, erroneous symbols in the base layer will cause the loss of synchronization between the encoder and decoder and result in severe error propagation. On the other hand, in WZC of jointly Gaussian sources, separate encoding is as efficient as joint encoding as long as joint decoding is performed at the receiver. 4 So, the enhancement layer can be generated "blindly" at the encoder without knowing the base layer, i.e., side information. Thus, transmission errors in the base layer will less likely cause the encoder-decoder mismatch and therefore, have less impact on the reconstruction of the enhancement layer (see 9 ). This makes the Wyner-Ziv video coder robust to errors in the base layer. Still, for reliable transmission, error-free transmission of the enhancement layers must be ensured by the means of error protection coding.
We address this issue and consider transporting layered Wyner-Ziv coded video over error-prone channels. Because of the noise in the channel, we have a distributed source-channel coding problem, where channel coding is needed for compression (i.e., SWC) and also to provide error protection. A standard way of solving this problem is to concatenate the Wyner-Ziv video coder with a separate channel coder for error protection. In this way, two channel codes are employed: one for SWC and the other for channel coding, and these two codes can be designed independently. Slepian-Wolf code is designed using the syndrome-based approach of Slepian and Wolf 3 and Wyner, 11 and then resulting syndrome bits are protected with an additional channel code constructed for a particular transmission channel. However, though like in classic source-channel coding, separation theorems 12 in distributed source-channel coding have been shown to hold asymptotically (e.g., with infinite code length), distributed joint source-channel coding (JSCC) outperforms separate source-channel coding in practice, and the key lies in efficient code design.
Realizing the important role of channel coding in distributed source coding and the need of channel coding for error protection in distributed source-channel coding, we adopt a single channel code for both SWC and error protection in a distributed JSCC setup. The main idea is to explore parity-based approach for SWC, that is, to index the bins in the SWC scheme by parity bits instead of syndrome bits of a channel code. We show that this approach suffers higher complexity than syndrome-based SWC in the noiseless case, while the offered performance is the same. However, for transmission over noisy channels parity-based SWC is more efficient because in contrast to the syndromes, parity bits can protect.
Specifically, we propose to employ a special class of LDPC codes called irregular repeat-accumulate (IRA) codes 13 to achieve both Slepian-Wolf compression and error protection, because IRA codes are well suited for distributed JSCC (see 14 ) . The standard coded video (or base layer) can be viewed as the systematic part of the IRA code, transmitted through the "virtual" correlation channel; on the other hand, the Wyner-Ziv coded bitstream is the parity part of the IRA code transmitted through the real noisy channel. Then advanced design techniques (e.g., density evolution using Gaussian approximation 13 ) can be employed to optimize the IRA code according to different conditions on both channels. Compared to the traditional video transmission systems which use separate forward error correction coding, our system enables one integrated design of both source and channel coding for different channel conditions and provides better rate-distortion performance. The experiments show that our proposed practical robust layered Wyner-Ziv video coder performs only 0.05 bits per sample (bit/s) away from the theoretical limit over the additive white Gaussian noise channel with signal-to-noise ratio 1 dB.
The paper is organized as follows. In Section 2 we describe and compare syndrome-base and parity-based SWC. In Section 3, we review the layered Wyner-Ziv video coder of 9 and propose a novel video coding scheme for scalable video transmission over noisy channels based on distributed JSCC. In Section 4 we show our experimental results.
PRACTICAL SLEPIAN-WOLF CODING
Practical SWC is based on algebraic binning scheme 15 constructed via channel codes. There are two methods for realizing algebraic binning. The first one is syndrome-based scheme rooted in the original work of Slepian and Wolf 3 and Wyner.
11 The second method, we call parity-based scheme. Though both methods exploit linear channel codes for algebraic binning, they differ in the distribution of the codewords into the bins. The two methods are equivalent in the noiseless environment, i.e., when the coded bitstream is delivered error-free to the decoder. However, if the compressed bits are transmitted over a noisy channel, then the syndrome-based scheme becomes inefficient.
In this section, we describe and compare the syndrome-based and parity-based scheme and point out the advantages of the latter for transmission over noisy channels.
Transmission over noiseless channels
be a sequence of independent drawings of a pair of i.i.d. discrete, correlated binary random variables (X, Y ). The task is to compress X and transmit the resulting bitstream over a noiseless channel to a decoder which has access to side information Y . From the Slepian-Wolf theorem 3 follows that the achievable rate for this distributed source coding problem is R X ≥ H(X|Y ).
It is convenient to look at the correlation between the source X n and side information Y n as a communication channel (called "virtual" correlation channel)
2 : X = Y + Z, where i.i.d. random variable Z is the "noise" independent of Y . In following, we assume that Z is a Bernoulli-p, that is, the correlation channel is the binary symmetric channel (BSC) with crossover probability p.
Wyner
11 suggested realization of the binning scheme using channel codes, where each bin is a coset of a good parity-check code indexed by its syndrome. To compress X n , a syndrome-based encoder employs an (n, k) linear channel code C, given by generator matrix G k×n = I k P k×(n−k) . (For simplicity we assume that C is systematic.) The (n − k) × n parity matrix is given by H (n−k)×n = P T k×(n−k) I n−k . Then, the encoder forms (n − k)-length syndrome vector s = xH T and sends it to the decoder. The decoder generates an n-length vector t = [O 1×k s] by appending zeros to the received syndrome. Note that c = x ⊕ t is a valid codeword of C. By decoding t ⊕ y on C a codewordĉ is obtained; and the source is reconstructed asx =ĉ ⊕ t.
The syndrome-based approach is optimal for the Slepian-Wolf problem, in the sense that if a linear channel code C approaches capacity of the "virtual" correlation channel X = Y + Z, then it will also approach the Slepian-Wolf limit.
In the syndrome-based approach, each bin is indexed by a syndrome of a channel code. However, one can instead use parity-check bits to index the bins. We call this scheme the parity-based SWC scheme. To compress the source X n , a parity-based encoder employs an (n + r, n) linear systematic channel code
The encoder forms r-length parity vector p = xP p and transmits it to the decoder. The decoder generates an (n + r)-length vector t p = y 1×n p by appending the side information y 1×n to the received vector p. By decoding t p on C p , the decoder obtainsĉ p =xG p , and its systematic part is the source reconstructionx.
If an (n + r, n) linear channel code C p approaches capacity of the "virtual" correlation channel X = Y + Z, then it will also approach the Slepian-Wolf limit. The Slepian-Wolf theorem now asserts r ≥ nH(X|Y ). Thus, the employed linear channel code C p is of coderate r pr = n/(n + r) ≤ 1 1+H(X|Y ) . Since H(X|Y ) ≤ 1, limitapproaching codes have coderate no less than 1/2. To achieve the same compression with the syndrome-based and parity-based schemes the coderate of the employed codes C and C p should be such that r = n − k. The two approaches are equivalent and generate the same encoder output if
Although similar, the two described approaches have a fundamental difference. C is an (n, k) code, and thus its codewords are of length n bits. On the other hand, C p is an (n + r, k) = (2n − k, k) code with codewords of length 2n−k, but only the systematic part (which is of length n bits) is affected by the "errors" of the correlation channel, whereas the parity part is always "error-free". Thus the parity-based approach suffers extra complexity due to a longer channel codeword length. On the other hand, if H T = P p , then performance of the syndromebased and parity-based approaches is the same; that is, no coding gain is achieved due to a longer codeword length in the parity-based scheme. That is why, we conclude that the syndrome-based scheme is optimal for the (noiseless) Slepian-Wolf problem: it can approach the conditional entropy limit with the shortest channel codeword length.
Transmission over noisy channels
When the channel is noisy in the Slepian-Wolf problem, source-channel coding with side information is needed. The single-user separation theorem put forth by Shannon in 1948 implicitly states that reliable transmission can be accomplished by separate source and channel coding. The separation theorem in distributed source-channel coding, proved in, 12 asserts that if the decoder has side information Y of uncoded source X, then the entropy of the source H(X) in the standard separation theorem is replaced by H(X|Y ), the conditional entropy of the source given side information. Equivalently, the theoretical limit in this noisy channel case is R X ≥ H(X|Y )/C, where C ≤ 1 is the channel capacity.
Recall that the output of a syndrome-based Slepian-Wolf encoder are channel code syndrome bits which can only compress but not protect. Therefore, first the syndrome-based encoder should be used to perform SlepianWolf compression and then the resulting Slepian-Wolf coded bits should be protected with a channel code against the distortion they are going to encounter when transmitted through the noisy channel. Thus, in this design, two channel codes are needed: one for SWC (that is, for source coding) and the other for channel protection (that is, for error-correction coding). So, the syndrome-based approach requires separate designs of the source and channel coding component as depicted in Figure 1 . However, although separate designs are asymptotically optimal, practical designs are expected to perform better when employing distributed JSCC. Since SWC is essentially channel coding, 2 it is more meaningful to combine the two channel codes, the one used for SWC and the one used for channel coding, into a single channel code and use only this channel code for joint source-channel coding with side information. This can be achieved with the parity-based SWC scheme described in the previous subsection, because in contrast to syndrome bits, parity bits can protect. Indeed, if the amount of generated parity bits increases above the Slepian-Wolf limit, the added redundancy can be exploited for protection. Thus we view the source-channel coded bits as the parity bits of a systematic channel code and consider an equivalent channel coding problem over two channels. The first channel is the transmission noisy channel through which the output bits of the parity-based Slepian-Wolf encoder are sent to the decoder, and it describes the distortion experienced by the parity bits of the code. The second channel is the "virtual" correlation channel between the source (the systematic bits of the channel code) and the side information available at the decoder.
The construction of an (n + r, n) systematic channel code for this distributed JSCC problem is the same as in the noiseless case, only the parameter r should be selected so that r ≥ nH(X|Y )/C. Decoding is done by generating an (n + r)-length vectort p = y 1×np , wherep is the received parity vector. By decodingt p on C p , the decoder obtainsĉ p =xG p and reconstructsx as the systematic part ofĉ p .
ROBUST LAYERED WYNER-ZIV VIDEO CODING
In this section we first review the layered Wyner-Ziv video coder of, 9 proposed for communication over noiseless channels, which exploits syndrome-based SWC based on LDPC codes. To apply this scheme to real-world wireless systems, a separate channel coder must be added to protect vulnerable (Slepian-Wolf coded) video output from severe noise. However, instead of taking this separate approach where compression and protection are independently realized with two different channel codes, we will, later in the section, propose a novel layered Wyner-Ziv video coder which jointly performs Slepian-Wolf compression and error protection using a single IRA code. Following the layered Wyner-Ziv code design for ideal Gaussian sources of, 16 Xu and Xiong 9 presented a practical layered Wyner-Ziv coder for real video sources shown in Figure 2 . Standard video coder is used to generate a base layer at a low rate. Treating the decoded base layer as side information Y at the decoder, a layered Wyner-Ziv bitstream of the original video is generated to enhance the base layer such that it is still decodable with commensurate qualities at rates corresponding to layer boundaries. The Wyner-Ziv encoder consists of three components: the conditional Karhunen-Loève Transform (cKLT) 17 or DCT, nested scalar quantization (NSQ),
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and syndrome-based Slepian-Wolf coder. The first two components are similar to their counterparts in standard video coding. After NSQ of the DCT coefficients, there is still correlation between the obtained coset indices and the side information. Thus, SWC can be used to reduce the rate; in 9 multi-level LDPC codes are employed for practical realization of syndrome-based SWC, and the result is one compressed bitstream (enhancement layer) for each NSQ output bitplane. The scheme shows excellent rate-distortion performance when the channel is noiseless. However, generated output bitstreams are very sensitive to transmission errors, and additional channel protection coding is necessary.
Layered Wyner-Ziv Video Coding for Noisy Channels
As discussed in Section 2, for transmission over noisy channels, a single parity-based SWC scheme can be used. Thus, instead of protecting Slepian-Wolf compressed bitstreams (the output of the Wyner-Ziv video coder 9 ) with a separate channel code, we take another approach and replace the syndrome-based SWC scheme by a parity-based one, which jointly performs video compression (i.e., SWC) and channel protection. Practical designs for parity-based SWC over error-prone channels, or distributed JSCC, based on advanced channel codes have been proposed in. 14, 18, 19 For example, the design of 14 exploits systematic IRA codes for JSCC with side information at the decoder of a memoryless binary source X, where X and side information Y are correlated with P (X = Y ) = p. The main idea underlying the scheme of 14 is to view the system as transmitting the source over two channels (see Figure 3) : the first one is the actual noisy channel through which the encoder output bits, P , are sent to the decoder and describes the distortion experienced by the parity bits of the IRA code; the second channel is the "virtual" correlation channel between the source and side information. Systematic IRA codes are used as the source-channel codes and designed using the Gaussian approximation 13 by taking into account the two different channel conditions. Results in 14 are better than previously published for transmission over binary symmetric, Gaussian, and Rayleigh fading channels.
The systematic IRA codes are well suited for distributed JSCC because parity bits instead of syndrome bits can be generated without sacrificing compression efficiency; moreover, both channels can be considered in the design of a bigger size code for improved error robustness. IRA codes were introduced in 13 where it was shown that they can achieve capacity on the erasure channel and can perform very close to the capacity on the binary input additive white Gaussian noise (AWGN) channel. Systematic IRA codes have the advantages of both LDPC codes (message-passing iterative decoding) and turbo codes (linear time encoding). An ensemble of IRA code is described by the degree distribution polynomials λ(
, where λ i and ρ i are the fraction of edges incident on information nodes and check nodes with degree i, respectively. A specific IRA code is determined by its bipartite graph, which specifies the connections between the bit nodes and the check nodes.
We only consider IRA codes in their systematic form, that is, the codeword corresponding to information bits {x 1 , . . . , x k } is given by {x 1 , . . . , x k , p 1 , . . . , p r }, where {p 1 , . . . , p r } are parity bits. We assume that the check degrees are concentrated, i.e., ρ(x) = x α−1 for some integer α. Then, given the degree distribution polynomial λ(x) and α, the rate of the code is R = Figure 4 depicts the block diagram of the proposed robust layered Wyner-Ziv video coder. The video sequence X is encoded with a standard video coder (e.g., H.26L) to generate a base layer, which is transmitted over a (error-free) channel to the receiver. At the receiver, the base layer is decoded, and the resulting sequence Y (decoder side information) is regarded as the received systematic part of the IRA code. The Wyner-Ziv coded bitstream is the parity part, P , of the IRA code and is transmitted through the noisy channel. At the decoder, the distorted Wyner-Ziv coded bit sequence (due to the noise from the actual channel), U , is combined with Y to perform joint source-channel decoding. In other words, both the systematic part and the parity part of the IRA code are used to perform systematic channel decoding. The Wyner-Ziv encoder consists of three components: the cKLT/DCT, NSQ, 15, 20 and distributed JSCC (i.e., parity-based SWC). We employ multi-level IRA codes for distributed JSCC in the third component of the encoder and output one layer of parity bits for each bitplane after NSQ. The IRA code-based bitplane coding for distributed JSCC not only exploits the correlation between the quantized version of the source X and the side information Y , but also provides error protection for the parity bits that are transmitted through the noisy channel. At the decoder, the received parity bits of each layer are combined with previously decoded bitplanes to decode a new bitplane before the joint estimation of the output video. Note that this multi-level decoding scheme achieves progressive decoding because the decoded video quality gradually improves upon receiving more layers of parity bits.
We assume that the base layer is delivered error free to the decoder. This can always be achieved with strong channel coding. However, the proposed scheme can also be used when the base layer is transmitted through a noisy channel as well; indeed, as it will be shown in the next section, even a corrupted base layer can be exploited for the reconstruction of the Wyner-Ziv coded enhancement layers. This case can be viewed as sending systematic bits of the IRA code through a concatenation of the "virtual" correlation channel and the actual transmission channel.
Encoding
After NSQ of X, there is correlation between the quantized version of X (denoted by B in Figure 4 ) and side information Y . IRA codes are employed then for parity-based SWC to reduce the transmission rate to the theoretical rate limit R = H(B|Y )/C, where C denotes the capacity of the transmission channel.
We express B in its binary representation as B = B 0 B 1 . . . B n , where B 0 is the most significant bit and B n is the least significant bit. Each bitplane of DCT coefficients is then coded independently using multilevel IRA codes. The minimum rate of the IRA code for coding by H(B i |Y, B i−1 , . . . , B Given a realization of the bipartite graph with degree distribution λ(x) and ρ(x) = x α−1 , the encoding of an input information sequence of length k is performed by mapping the bit nodes to the parity nodes, generating a binary sequence of length r = k (αΣ i λ i /i) . For each bitplane, only the parity bits of the IRA encoded codeword are sent.
Decoding
At the decoder, the received parity bits, U , from the noisy channel and the "corrupted" systematic bits, Y (the base layer) are combined to perform systematic IRA channel decoding. The message-passing algorithm 13 is used for iterative IRA decoding. The received bits correspond to the parity nodes of the bipartite graph, while the side information and the previously decoded bitplanes provide the a priori information to the information nodes. Therefore, the log-likelihood ratio (LLR) of the jth systematic bit at the ith layer is
The LLR of the jth parity bit at the ith layer depends on the received parity bits u i,j and the actual channel condition. For example, for a BSC with crossover probability q,
Then the message-passing algorithm 13 is used for iterative IRA decoding.
After decoding of the ith layer, both the decoded bitplane and side information Y are fed into the decoder for the decoding of subsequent bitplanes. Since the allocated bit rate for coding B i is H(B i |Y, B 0 , . . . , B i−1 )/C, B i can be correctly decoded as long as B 0 , . . . , B i−1 are correctly recovered. The more enhancement layers the decoder receives (or the higher the bit rate is), the more bitplanes of B will be recovered, and the reconstruction of X will be better.
Code Design
The possibility of designing systematic IRA codes with different channel conditions for the systematic and parity part is the main advantage of using IRA codes in parity-based SWC.
If we suppose that the correlation channel and the actual transmission channel are the same and are AWGN channels, the code degree distribution polynomials of the systematic IRA codes can be optimized using Gaussian approximation.
We start by defining the function
Assuming that the maximum allowable systematic node degree is J, the linear optimization of the systematic node degree distribution λ(x) = Σ J i=2 λ i x i−1 for a given check node degree distribution ρ(x) = x α−1 is done by maximizing Σ J i=2 λi i subject to the condition
where F (x) is defined as
and
The systematic part and the parity part have the same channel LLR µ sys = µ par = 4 Es N0 since they are transmitted through the same Gaussian channel. Now we apply this design process using Gaussian approximation to distributed JSCC over two different channels. Suppose that the correlation channel is an AWGN channel and the transmission channel is a BSC; as the BSC can be viewed as an AWGN channel with quantized output, an approximate way to design the code 14 is to map first the BSC parameters to that of the AWGN channel and then to use the process outlined above. The mapping is based on the equality of the stability functions for the two channels
where q is the crossover probability of the BSC and (
) eq is the equivalent AWGN channel parameter. Using this we redefine the initial LLRs µ sys and µ par in the above linear optimization. In a similar way one can apply this design process to the case when the transmission channel is a Rayleigh flat-fading channel.
EXPERIMENT RESULTS
In this section we report our simulation results. We test the proposed layered Wyner-Ziv video coder for transmission over an AWGN channel and a BSC. We use the CIF "Foreman" and "Mother & daughter" video sequences and encode 300 frames at rate 30 frames/second. Standard H.26L video coder 22 is exploited to generate the base layer (decoder side information). 20 frames are grouped and coded as one group of frames (GOF) each consisting of an I frame followed by 19 P frames. H.26L coder uses different quantization stepsizes to generate base layers at different compression ratios. The base layer is delivered to the destination without errors.
Enhancement layers are generated using WZC, where the correlation between source X and side information Y is modeled as jointly Gaussian (in the DCT domain). After DCT of the original video, we only code the first three transform coefficients (i.e., DC and the first two AC coefficients). For each transform coefficient, we use a four-bit nested scalar quantizer (with nesting ratio N = 16) to generate four bitplanes. The 12 bitplanes are then encoded by 12 different IRA codes. Only resulting parity bits are sent over a noisy channel. The coderate, r, of each IRA code is determined from r ≤ 1 1+H (B i |Y,B i−1 ,. ..,B 0 )/C , where i = {0, 1, 2, 3} is the bitplane number, and C is the capacity of the transmission channel. The codeword lengths of the 12 IRA codes for each GOF are the same, but the codeword lengths for different GOFs are different and they range from 70 to 110 kilobits (Kb) depending on the amount of motion in each GOF. Each IRA code is designed using Gaussian approximation 13 based on different channel conditions on the correlation channel and the actual channel. At the destination, the received parity bits from the actual channel and the side information Y are combined to perform sequential IRA decoding with 100 iterations. Figures 5 and 6 show obtained average PSNR of the reconstructed video as a function of the transmission rate for the "Foreman" and "Mother & daughter" video sequences, respectively. The actual channel is the BSC with crossover probability 0.05. Note that as the bit rate increases and more bitplanes are received, the decoded video quality gradually improves. Compared to the theoretical limit (ideal channel coding at transmission rate R = H(B|Y )/C), the loss due to practical distributed JSCC with IRA codes is approximately 0.07 bit/s. Similar results were obtained for other crossover probabilities of the transmission channel. We also observed that by decreasing the crossover probability the loss to the theoretical limit decreases.
Results for the AWGN channel with SNR equal to 1 dB are shown in Figures 7 and 8 . The loss of our proposed video coder due to practical distributed JSCC is now only 0.05 bit/s. The smaller loss in this case compared to the transmission over the BSC is mainly due to Gaussian approximation used in the IRA code design process (see Section 3.2.3). Similar results were obtained for different SNRs. Finally, we investigate the performance of our proposed video coder when the base layer is transmitted over the erasure channel. The results for the "Foreman" video sequence and four different bit rates of the base layer are presented in Figure 9 . Each macroblock of the base layer is erased with probability 0.01. is used; four enhancement layers are transmitted over the AWGN channel with SNR equal to 1 dB. It can be seen that, though the base layer (decoder side information) is corrupted, decoding the first three enhancement layers still gradually improves the performance. The last enhancement layer usually cannot help. Note that, the loss compared to the case when the side information is perfect ranges from 2 to 4 dB, and it mainly remains constant regardless of the number of received enhancement layers. Thus, we conclude that our scheme does not suffer from the error propagation/error-drifting problem. . Performance of the proposed Wyner-Ziv video coder with the perfect base layer (decoder side information) and with a base layer transmitted over the erasure channel with crossover probability 0.01. In both cases the enhancement layers are transmitted over the AWGN channel with SNR 1 dB. The "Foreman" video sequence is used. Points denoted by the same letter (e.g., A1 and A2) correspond to the same bit rate of the base layer.
CONCLUSIONS
We proposed a robust layered Wyner-Ziv video coder based on distributed joint source-channel coding, for transmissions over error-prone wireless channels. Instead of protecting compressed Wyner-Ziv video bitstream with a separate error protection coder, our scheme employs a single channel code for both compression (i.e., SWC) and error protection. This is achieved by exploiting parity-based SWC, where parity bits of the Slepian-Wolf channel code, instead of syndrome bits, are sent. Using IRA codes for practical implementation of parity-based SWC, our proposed joint design outperforms a design where the source and channel coding components are treated separately, and comes very close to the theoretical limits for transmission over the BSC and the AWGN channel. Our solution maintains all the advantages of layered Wyner-Ziv video coding 9 (scalability, robustness of the base layer to transmission failures), while providing an effective protection of the enhancement layers from severe noise in the wireless links. Thus, it is an excellent candidate for the emerging multiuser applications such as wireless video surveillance networks and video broadcast/multicast.
