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Risikomaße gewinnen zunehmend an Bedeutung. Sie ﬁnden zum einen in der Berechnung
von Eigenkapitalhinterlegungen durch die Bestimmungen Basel II und Solvency II1 und zum
anderen bei Entscheidungsprinzipien2, bei denen die Risikoeinstellung beru¨cksichtigt werden
soll, Anwendung. Die Risikoeinstellungen werden dabei durch eine bestimmte Wahl von Risi-
koparametern festgelegt.
Die Verwendung von Risikomaßen im Rahmen von Entscheidungsprinzipien wird Gegenstand
dieser Arbeit sein. Ziel dabei ist es, Ru¨ck- bzw. Erstversicherungsvertra¨ge mit hybriden Ent-
scheidungsprinzipien zu modellieren, um mit Hilfe der Risikoparameter die Risikoeinstellung
von Erstversicherern zu bestimmen. Hauptanliegen dabei ist, eine Entscheidungsunterstu¨t-
zung fu¨r Erstversicherer zur Verfu¨gung zu stellen, wobei mit der bestimmten Risikoeinstel-
lung Empfehlungen fu¨r Deckungsgrenzen von Ru¨ckversicherungsvertra¨gen getroﬀen werden
ko¨nnen3.
Im Folgenden soll ein U¨berblick u¨ber die Verwendung verschiedener Entscheidungsprinzipien
im Versicherungsgescha¨ft gegeben werden. In diesem Zusammenhang wird auf das Erwartungs-
wert-, Erwartungsnutzen-, µ-σ-, Value at Risk- und Conditional Value at Risk-Prinzip einge-
gangen. Zuna¨chst wird auf die Verwendung des Erwartungswertes im Versicherungskontext
Bezug genommen.
Das Erwartungswertprinzip wird unter anderem im Bereich der Personenversicherung als auch
im Bereich der Ru¨ckversicherung angewendet4. Dies geschieht jedoch nur in den Fa¨llen, in
denen der Erstversicherer eine risikoneutrale Einstellung bzgl. seiner Handlungsalternativen
aufweist. Dabei ist festzustellen, dass der erwartete Schaden kleiner als die Versicherungspra¨-
mie ist5 und somit ein risikoneutraler Entscheider die Versicherung ablehnt6. Ebenso pra¨feriert
ein risikofreudiger Entscheider die Versicherung nicht.
Im Fall eines risikoneutralen Entscheiders im Bezug auf eine Versicherungspra¨mie, die kei-
nen Gewinnaufschlag des Versicherers beru¨cksichtigt, ist der Versicherungsnehmer indiﬀerent
in der Entscheidung zwischen der Wahl und der Ablehnung der Versicherung. In diesem Fall
spricht man von einer“fairen Versicherung bzw. fairen Pra¨mie”7. Der Aspekt der fairen Pra¨mie
ist jedoch rein von entscheidungstheoretischer Bedeutung, da ein Versicherungsunternehmen
immer Verwaltungsaufwand hat und somit eine faire Pra¨mie nie anbieten wird.
Ein risikoaverser Entscheider zieht dagegen unter gewissen Umsta¨nden8 die sichere Alternati-
1Vgl. zu Basel II BaFin (2008a) und zu Solvency II BaFin (2008b).
2Vgl. Bamberg, Coenenberg (2006), S.100 ﬀ.
3Dazu muss eine Schadensverteilung angenommen werden, welche der Erstversicherer bzgl. seiner Scha¨den in
Zukunft erwartet.
4Vgl. Liebwein (2000a), S. 232.
5Vgl. Stocker, Strobach (2003), S. 116 ﬀ.
6Vgl. auch Adam (1996), S. 228 sowie Schulenburg (2005), S. 224.
7Vgl. Stocker, Strobach (2003), S. 116.
8Im Fall einer fairen Versicherungspra¨mie pra¨feriert ein risikoaverser Entscheider die Vollversicherung. Bei
einer Versicherung mit Gewinnaufschlag seitens des Versicherers ko¨nnen risikoaverse Entscheider die Versi-
cherung sowohl pra¨ferieren (Teilversicherung) als auch ablehnen. Dies ist abha¨ngig vom Gewinnaufschlag des
Versicherers und der Sta¨rke der Risikoaversion des Versicherungsnehmers.
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ve (die Versicherung) der unsicheren Alternative (keine Versicherung) vor9. Dies kann jedoch
nicht mit dem Erwartungswertprinzip modelliert werden. Damit stellt der Erwartungswert
“keine generell verwendbare Beurteilungsgro¨ße”10 im Versicherungskontext dar.
Zur Lo¨sung dieses Problems kann das Erwartungsnutzenkriterium11 fu¨r risikoaverse Entschei-
der angewendet werden, welches “die Einstellung des Individuums zum Risiko beru¨cksich-
tigt”12. Der Erwartungsnutzen wird dabei mit Hilfe einer Nutzenfunktion ermittelt. “Verla¨uft
die Nutzenfunktion konkav,[...] beschreibt dies Risikoaversion. [...] Risikofreude wird hingegen
durch eine strikt konvexe Nutzenfunktion angezeigt”13. Ein risikoneutraler Entscheider besitzt
dagegen eine lineare Nutzenfunktion. Dabei wird der risikoneutrale Entscheider keine Versi-
cherung wa¨hlen, da der erwartete Nutzen ohne Versicherung gro¨ßer als der erwartete Nutzen
mit Versicherung ist14. Ebenso ist bei Risikofreude (konvexe Nutzenfunktion) der erwartete
Nutzen ohne Versicherung gro¨ßer als der erwartete Nutzen mit Versicherung, so dass auch ein
risikofreudiger Entscheider keine Versicherung nachfragt.
Bzgl. einer konkaven Nutzenfunktion (Risikoaversion) ko¨nnen zwei Situationen auftreten. Zum
einen kann ein risikoaverser Entscheider die Versicherung pra¨ferieren und zum anderen ableh-
nen15. Die Entscheidung fu¨r die Versicherung ist abha¨ngig von der Nutzenfunktion sowie der
Versicherungspra¨mie. Des Weiteren bevorzugt ein risikoaverser Entscheider bei einer fairen
Pra¨mie die Vollversicherung16. Damit ist das Bernoulli-Prinzip, d. h. die Maximierung des
Erwartungsnutzens, ein “aus normativer Sicht vernu¨nftiges Entscheidungskriterium ”17.
Ausfu¨hrungen zur Verwendung des µ-σ-Prinzips im Versicherungskontext ﬁnden sich bei Lieb-
wein18. Seine Ausfu¨hrungen beziehen sich dabei auf den speziellen Sachverhalt der Ru¨ckver-
sicherung, indem ein Erstversicherer durch Wahl des Risikoparameters des µ-σ-Prinzips den
Einﬂuss der Standardabweichung regulieren und somit nicht nur Risikoneutralita¨t, sondern
auch Risikofreude und Risikoaversion in seine Entscheidung einﬂießen lassen kann. Einen ex-
pliziten Sachverhalt rechnet dabei der Autor jedoch nicht vor. Es bleibt allein bei theoretischen
U¨berlegungen. Ansonsten ist das µ-σ-Prinzip im Versicherungskontext nur spa¨rlich behandelt.
Die na¨chsten Ausfu¨hrungen seien der Verwendung des Value at Risk (VaR) bzw. dem Con-
ditional Value at Risk (CVaR) gewidmet. Verwendet werden diese Risikomaße zur Betrach-
9Vgl. Stocker, Strobach (2003), S. 116 f.
10Vgl. Schulenburg (2005), S. 224.
11Vgl. Schulenburg, Greiner (2007), S. 37 f. Das Erwartungsnutzenkriterium ist nach seinem Entdecker Daniel
Bernoulli (1700 - 1782) auch als Bernoulli-Prinzip bekannt. Vgl. bzgl. Bernoulli-Prinzip im Versicherungs-
kontext Wagner (2000), S. 48 sowie Ritter (2006), S. 23. Vgl. bzgl. der Anwendung des Erwartungsnutzen-
kriteriums mit Ru¨ckversicherung u. a. Guerra, Centeno (2008), Kaluszka, Okolewski (2008), Samson (1986)
sowie Samson, Thompson (1983).
12Vgl. Schulenburg, Greiner (2007), S. 37.
13Vgl. Schulenburg, Greiner (2007), S. 38.
14Vgl. Rosenkranz, Missler-Behr (2005), S. 62 f.
15Vgl. Gries, Sieg, Strulik (1996), S. 71 f.
16Vgl. Wiese (2005), S. 39.
17Vgl. Wiese (2005), S. 33.
18Vgl. Liebwein (2000), S. 232.
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tung von Einzelrisiken19 bzw. zur “Bestimmung der Eigenmittelanforderungen einer Versi-
cherung”20. Die Grundlage fu¨r die Berechnung des Eigenkapitals anhand dieser Risikomaße
bilden die Regularien Solvency II21. Hauptkritikpunkt am Value at Risk22 ist, dass dieser eine
Einpunktbetrachtung der Verteilung der Zufallsvariable ist und die Auspra¨gungen außerhalb
des Sicherheitsniveaus unbeachtet la¨sst. Außerdem ist der VaR kein koha¨rentes Risikomaß23.
Der VaR ist bei der Risikomessung24 damit als ada¨quates Maß abzulehnen. Der Conditional
Value at Risk bietet dagegen den Vorteil der Koha¨renz, fu¨hrt aber zu einer ho¨heren Komple-
xita¨t der Berechnungen und zur Erho¨hung des Eigenkapitalbedarfs25. Ausfu¨hrungen bzgl. des
Risikomanagements und der Eigenkapitalhinterlegung der Versicherungsunternehmen sind in
der Literatur zahlreich vertreten26, beschra¨nken sich ha¨uﬁg jedoch auf theoretische Betrach-
tungen von Risikomaßen und lassen meist das Instrument der Ru¨ckversicherung außen vor.
Des Weiteren werden diese Risikomaße zum Beispiel fu¨r die Minimierung des Insolvenzri-
sikos eines Erstversicherers in Verbindung mit Ru¨ckversicherungsvertra¨gen27 sowie fu¨r die
Bestimmung der optimalen Schadensfunktion eines Erstversicherers28 angewendet. In ande-
ren Fa¨llen wird nur das Ru¨ckversicherungsgescha¨ft betrachtet und dessen Kosten mit diversen
Risikomaßen und Pra¨mienstrukturen minimiert29.
Die Verwendung des Conditional Value at Risk zur Pra¨ferenzmessung bzgl. der Gewinnfunk-
tion eines Erstversicherers ist in der Literatur nicht zu ﬁnden. Dies gilt ebenfalls fu¨r hybride
Entscheidungsprinzipien basierend auf den CVaR30. Diese Entscheidungsprinzipien ﬁnden je-
doch bereits unter anderem im Bereich des Supply Chain Managements31Anwendung.
Die vorliegende Arbeit hat zum Ziel, Deckungsgrenzen fu¨r Versicherungsvertra¨ge, welche die
Risikoeinstellung des Versicherungsnehmers beru¨cksichtigen, mit den Entscheidungsprinzipi-
en aus dem Supply Chain Management zu berechnen. Zentrale Aufgabe ist daher die Model-
lierung von Versicherungs- bzw. Ru¨ckversicherungsvertra¨gen unter Verwendung des CVaR-
19Vgl. Koryciorz (2004), S. 102 f. Zur Verwendung des Value at Risk im Bankensektor siehe Gritzmann (1998),
S. 191 bzw. Albrecht (2001), S. 1 ﬀ.
20Vgl. Vollmer (2007), S. 12.
21Vgl. BaFin (2008b).
22Vgl. unter anderem Hartung (2007), S. 110 ﬀ.
23Vgl. Hartung (2007), S. 112 f.
24Vgl. bzgl. Risikomessung mit dem Value at Risk im Versicherungskontext auch Albrecht, Koryciorz (1999),
S. 5 ﬀ. bzw. Albrecht, Ba¨hrle, Ko¨nig (1997), S. 1 ﬀ.
25Vgl. Hartung (2007), S. 117.
26Vgl. unter anderem bzgl. Risikomessung in einem Versicherungsunternehmen und Solvabilita¨tsregulierung
Molinari, Nguyen (2009), Nguyen und Molinari (2009), Vollmer (2007), Milliman (2007), bzgl. Personen-
versicherung Herrmann (2006), bzgl. des Kapitalanlagegescha¨fts eines Versicherungsunternehmens Arneth,
Sauka (2008) und bzgl. Ru¨ckversicherung Schubert, Stienen, Kraft (2007). Eine empirische Untersuchung
zum Aspekt Risikomanagement und Solvency II ﬁndet sich bei Capgemin (2004). Zur Verwendung interner
Risikomodelle in Versicherungsunternehmen vgl. Osetrova, Schmeiser (2005).
27Vgl. Bernard, Tian (2009) fu¨r den VaR S. 2 ﬀ. und bzgl. CVaR S. 7ﬀ.
28Vgl. Cai, Tan, Weng, Zhang (2008).
29Vgl. fu¨r die Anwendung der Varianz Gajek, Zagrodny (2000), fu¨r allgemeine Risikomaße Balba´s, Balba´s,
Heras (2009) bzw. Gajek, Zagrodny (2004), fu¨r die Verwendung des Erwartungswerts in Kombination mit
der Varianz Kaluszka (2004) und fu¨r den VaR und CVaR Cai, Tan (2007). Einen genereller U¨berblick ﬁndet
sich bei Centeno, Simo˜es (2009).
30Vgl. Jammernegg, Kischka (2005).
31Vgl. Chopra, Meindl (2004).
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Prinzips bzw. von hybriden Entscheidungsprinzipien basierend auf den CVaR. Hauptaugen-
merk liegt dabei auf der Modellierung nicht-proportionaler Ru¨ckversicherungsvertra¨ge. Die
Entscheidungsprinzipien werden in diesem Zusammenhang auf die Gewinnfunktion des Erst-
versicherers angewendet, welche das Erst- und Ru¨ckversicherungsgescha¨ft beinhaltet.
Die Ergebnisse des Erstversicherers bzgl. seiner Ru¨ckversicherungswahl sind dabei auf den
Sachverhalt eines Privatkunden bzgl. einer vom Erstversicherer angebotenen Versicherung
u¨bertragbar. Dies gelingt, da im letztgenannten Fall der Kunde der Versicherungsnehmer
bzgl. einer Versicherung ist, der Erstversicherer dagegen der Versicherungsnehmer bzgl. der
Ru¨ckversicherung.
Zuna¨chst wird in Kapitel 1 eine Einfu¨hrung in die Ru¨ckversicherung gegeben. Es wird die
Klasse der proportionalen und nicht-proportionalen Ru¨ckversicherung vorgestellt und die
Funktionsweise der jeweiligen Vertragsarten besprochen. Besondere Aufmerksamkeit liegt in
diesem Rahmen bei der nicht-proportionalen Ru¨ckversicherung, auf die spa¨ter die hybriden
Entscheidungsprinzipien angewendet werden.
In Kapitel 2 werden die Grundlagen zur Modellierung von Entscheidungsprinzipien gelegt
und die verwendeten Prinzipien vorgestellt. Dabei wird auf den Aspekt der Risikoeinstellung
und Risikomessung eingegangen sowie auf den Begriﬀ der Koha¨renz. Fortfu¨hrend wird die
Erwartungsnutzen- und die duale Nutzentheorie beleuchtet und die Konsistenz der Entschei-
dungsprinzipien zu den jeweiligen Nutzentheorien gezeigt.
Kapitel 3 stellt das Newsvendor Modell, ein Modell des Supply Chain Managements, vor,
fu¨r welches die hybriden Entscheidungsprinzipien bereits Anwendung gefunden haben, um
spa¨ter auf Analogien zwischen diesem Modell und dem Ru¨ckversicherungsmodell eingehen zu
ko¨nnen.
Im darauf folgenden Kapitel 4 werden dann fu¨r das Ru¨ckversicherungsproblem die unter-
stellte Gewinnfunktion des Erstversicherers und die verwendeten Schadensverteilungen vor-
gestellt, mit denen im weiteren Verlauf die zwei Deckungsgrenzen der nicht-proportionalen
Ru¨ckversicherung optimiert werden. Die grundlegenden Fragen sind dabei:
• Bei welcher Risikoeinstellung wird ein Erstversicherer die Ru¨ckversicherung pra¨ferieren?
• Wenn ein Erstversicherer die Ru¨ckversicherung pra¨feriert, welche Deckungsgrenzen be-
vorzugt er?
• Welchen Einﬂuss hat der Gewinnaufschlag des Ru¨ckversicherers?
• Wie a¨ndern sich die pra¨ferierten Deckungsgrenzen mit der Zunahme an Risikoaversion?
• Wann ist der Erstversicherer indiﬀerent in seiner Entscheidung?
Inhalt des Kapitel 5 bzw. des Kapitel 6 ist dabei die Optimierung der Gewinnfunktion ei-
nes Zedenten mit hybriden Entscheidungsprinzipien bzgl. der unteren bzw. der oberen De-
ckungsgrenze eines nicht-proportionalen Ru¨ckversicherungsvertrages. Des Weiteren werden
die Analogien zwischen den beiden Ru¨ckversicherungsmodellen und dem Newsvendor Modell
14
beleuchtet und auch die Mo¨glichkeit der Bestimmung der Risikoeinstellung des Erstversiche-
rers bzgl. eines gewa¨hlten Ru¨ckversicherungsvertrages vorgefu¨hrt.
Aus der Wahl eines konkreten Ru¨ckversicherungsvertrages wird dabei fu¨r das jeweilige Ent-
scheidungsprinzip die Risikoeinstellung abgeleitet. Mit der festgestellten Risikoeinstellung des
Erstversicherers ist es wiederum mo¨glich, Handlungsempfehlungen bzgl. zuku¨nftiger nicht-
proportionaler Ru¨ckversicherungsvertra¨ge, unter Annahme einer Schadensverteilung und ei-
nes Gewinnaufschlages des Ru¨ckversicherers, zu geben.
Anschließend wird in Kapitel 7 das Modell fu¨r beide Deckungsgrenzen optimiert. Zusa¨tz-
lich wird das Modell in der Situation der Entscheidung unter Ungewissheit betrachtet. Des
Weiteren werden verschiedene Kenngro¨ßen des Erstversicherers mit Hilfe der stochastischen
Dominanz untersucht.
Im Kapitel 8 wird das Erst- und das Ru¨ckversicherungsgescha¨ft simultan optimiert. Zentrale
Fragen dabei sind:
• Welchen Deckungsschutz bzgl. der Ru¨ckversicherung pra¨feriert der Erstversicherer?
• Welche Erstversicherungspra¨mie sollte der Versicherer von seinen Privatkunden verlan-
gen?
• Beeinﬂussen sich das Erst- und Ru¨ckversicherungsgescha¨ft gegenseitig?
Fu¨r dieses Modell werden insbesondere Abscha¨tzungen bzgl. der Pra¨mie gegeben. Den Ab-
schluss der Arbeit bildet ein Fazit sowie ein Forschungsausblick.
Teil II
Grundlagen
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Kapitel 1
Ru¨ckversicherungstheorie
1.1 Einfu¨hrung
Jeder mo¨chte sich vor Risiko schu¨tzen, so auch eine Versicherung. Denn wa¨hrend eine Ver-
sicherung die Scha¨den ihrer Kunden versichert, wird sie gleichzeitig immer auch von dem
Risiko bedroht, sich bei einem extrem hohen Schaden ﬁnanziell zu u¨berfordern. Um dies zu
verhindern, schließen Versicherer im Privatkundenbereich, auch Erstversicherer oder Direkt-
versicherer genannt, Versicherungen bei Ru¨ckversicherern ab. Eine Ru¨ckversicherung ist somit
in ihrer einfachsten Deﬁnition die Versicherung eines Versicherungsunternehmens.
Eine Ru¨ckversicherung dient somit zur Abgabe eines Teils der Scha¨den des Erstversicherers
aus seinem Privatkundengescha¨ft. Der Ru¨ckversicherer erha¨lt fu¨r die u¨bernommenen Scha¨-
den eine Ru¨ckversicherungspra¨mie. Die U¨berwa¨lzung dieser Scha¨den erfolgt mittels Versiche-
rungsvertra¨gen aufgrund gesetzlicher Bestimmungen. Ziel der Ru¨ckversicherung ist damit die
Risikobegrenzung und Risikoverteilung des Erstversicherers1.
Das Ausmaß der beno¨tigten Ru¨ckversicherung liegt dabei im unternehmerischen Ermessen
des Erstversicherers. Entscheidende Faktoren hierfu¨r sind unter anderem Risikobereitschaft,
Gro¨ße des Zedenten, ﬁnanzielle Kapazita¨t und Reservekraft des Erstversicherers. Eine ab-
solute Sicherheit vor ﬁnanzieller U¨berforderung gibt es nicht. Unternehmen ko¨nnen mittels
Ru¨ckversicherungsvertra¨gen lediglich die Wahrscheinlichkeit eines Existenzverlustes verrin-
gern.
Eine Ru¨ckversicherung hat demnach zwei grundsa¨tzliche Aufgaben: erstens, die ja¨hrlichen
Schwankungen der Schadenslast des Erstversicherers einzuschra¨nken und zweitens, fu¨r den
Katastrophen-, das heißt den Extremfall gewappnet zu sein2. Letzteres soll die Solvabilita¨t
des Versicherungsunternehmens auch im Extremfall sicherstellen.
Unter Solvabilita¨t eines Versicherungsunternehmens versteht man in diesem Zusammenhang
die “Fa¨higkeit von Versicherungsunternehmen, die durch den Abschluss von Versicherungs-
1Vgl. Schwepcke (2001), S. 14, Grossmann (1990), S. 7 bzw. Mack (1997), S. 323. Vgl. auch Straub (1988),
S. 68 bzgl. der Vorgehensweise im Ru¨ckversicherungsgescha¨ft. In diesem Zusammenhang geht er auch auf
Retrozession (Versicherung eines Ru¨ckversicherers) ein.
2Vgl. Schweizerische Ru¨ckversicherungs-Gesellschaft Zu¨rich (2002), S. 9.
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vertra¨gen eingegangenen Verpﬂichtungen erfu¨llen zu ko¨nnen.”3.
Die Funktionen, die eine Ru¨ckversicherung dabei fu¨r die Erstversicherer erfu¨llt, sind vielfa¨ltig
und meist von Fall zu Fall verschieden. In der Regel richten sie sich nach den Bedu¨rfnissen der
Zedenten4, wie zum Beispiel deren Spezialisierung, regionale Ausrichtung, Vertriebsweg, Fokus
auf Kundengruppen und der jeweilig in Anspruch genommenen Leistungen. Die Hauptfunk-
tionen der Ru¨ckversicherung sind erstens in der U¨bertragung und damit Teilung von Risiko,
zweitens in der Finanzierung von Risiko und damit verbunden der Unterstu¨tzung von Zeden-
ten bei der U¨bernahme von Leistungen, die oberhalb eigener ﬁnanzieller Mo¨glichkeiten liegen
und drittens in Beratung und Support des Zedenten zu sehen5. Die Serviceleistungen sind
insgesamt vielfa¨ltig und von Kundenbedu¨rfnissen als auch Marktgegebenheiten abha¨ngig6.
Bedeutende Erstversicherer nach Marktkapitalisierung stellen dabei unter anderem Axa, Alli-
anz und Generali7, die gro¨ßten Ru¨ckversicherer weltweit nach Netto-Ru¨ckversicherungsbeitra¨-
gen im Jahr 2005 die Swiss Re, Mu¨nchener Ru¨ck, Berkshire Hathaway Re, Hannover Ru¨ck,
Lloyd’s und XL Re8 dar.
Abbildung 1.1: Die gro¨ßten Erst- und Ru¨ckversicherer im Jahr 2005, Financial Times Deutsch-
land (2007).
3Vgl. Dillmann (2007), S. 5.
4Ein Erstversicherer wird auch Zedent genannt.
5Vgl. Schwepcke (2001), S. 23.
6Sie reichen von Produktentwicklungen, Aufbauhilfe, Bestands- und Schadensanalyse bis zu Mitarbeiteraus-
bildung und Schadensmanagement. Neben umfassendem Branchenwissen bieten Ru¨ckversicherungen auch
langja¨hrige Erfahrungen an.
7Vergleich der gro¨ßten Versicherer siehe Abbildung 1.1.
8Vergleich der gro¨ßten Ru¨ckversicherer siehe Abbildung 1.1.
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Die gro¨ßten vier Ru¨ckversicherer decken in diesem Rahmen u¨ber 35 Prozent des Marktes
ab9. Neben den weltweit agierenden Ru¨ckversicherern gibt es zusa¨tzlich auch zahlreiche re-
gional agierende beziehungsweise auf verschiedenste Sparten spezialisierte Anbieter.
Typische Versicherungssparten stellen dabei fu¨r Erst- und Ru¨ckversicherer die Lebensver-
sicherung, Krankenversicherung, Unfallversicherung, Allgemeine Haftpﬂicht, Kraftfahrtversi-
cherung, Feuerversicherung, Sachversicherung, Transport- und Luftfahrtversicherung und die
Kreditversicherung dar.
Die ersten Anfa¨nge der Ru¨ckversicherung sind im 14. Jahrhundert mit dem Abschluss des ers-
ten Ru¨ckversicherungsvertrages zu suchen. Die professionelle Ru¨ckversicherung wurde dabei
im Rahmen der industriellen Revolution begru¨ndet und hat sich seither stetig fortentwickelt.
Es la¨sst sich nunmehr die traditionelle als auch nicht-traditionelle Ru¨ckversicherung unter-
scheiden. Erstere soll hier betrachtet werden. Diese la¨sst sich anhand von Formen und Arten
weiter unterteilen.
Fortfolgend sollen wesentliche Formen von Ru¨ckversicherungsvertra¨gen im Allgemeinen er-
o¨rtert werden. Dies geschieht unabha¨ngig von speziellen Ru¨ckversicherungsunternehmen.
1.2 Formen der Ru¨ckversicherung
Traditionelle Ru¨ckversicherungsvertra¨ge lassen sich in zwei grundlegende Ansa¨tze unterteilen.
Einerseits wird unterschieden nach Versicherungsformen und andererseits nach Versicherungs-
arten. Erstere geben Informationen u¨ber die Gestaltung von Versicherungsvertra¨gen, letztere
u¨ber die Methode der Risikoabdeckung. Die Ansa¨tze sind kombinierbar.
Im Folgenden sollen die Formen der Ru¨ckversicherung na¨her betrachtet werden. Die Ru¨ckver-
sicherungsform charakterisiert die Ausgestaltung des Ru¨ckversicherungsvertrages. Dabei ist
entscheidend, ob die Risikou¨bernahme bindend oder freiwillig geschieht. Sind beide, der Erst-
und der Ru¨ckversicherer, an die Risikou¨bernahme gebunden, spricht man von obligatorischer
Ru¨ckversicherung, sind beide frei in ihrer Entscheidung von fakultativer Ru¨ckversicherung.
Ist nur eine Vertragspartei gebunden und die andere frei, spricht man von semiobligatorischer
Ru¨ckversicherung10.
Es lassen sich als Versicherungsformen, die obligatorische, fakultative als auch semiobliga-
torische Ru¨ckversicherung festhalten. Diese sollen im Weiteren kurz erla¨utert werden.
1.2.1 Obligatorische Ru¨ckversicherung
Das Wesen der obligatorischen Ru¨ckversicherung ist die vertragliche Einigung des Erstversi-
cherers mit dem Ru¨ckversicherer auf alle Risiken eines bestimmten Bestandes. Die U¨bergabe
bzw. die U¨bernahme der Risiken ist dabei verpﬂichtend11. Diese Vertragsart wird auch Ver-
9Vgl. Schweizerische Ru¨ckversicherungs-Gesellschaft Zu¨rich (2002), S. 15.
10Vgl. Schwepcke (2001), S. 107.
11Vgl. Grossmann (1990), S. 74.
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tragsru¨ckversicherung genannt.
Die Einzelrisiken werden in der Regel dem Ru¨ckversicherer nicht bekannt gegeben. Alle im
Rahmen der vereinbarten Annahmerichtlinien versicherten Risiken fallen automatisch unter
den Geltungsbereich des Ru¨ckversicherungsvertrages. Dies bringt fu¨r den Zedenten vor allem
eine Vereinfachung der Administration, fu¨r den Zessiona¨r12 jedoch Nachteile durch die ver-
minderten Kontrollmo¨glichkeiten und die eingeschra¨nkte Chance, sich vor extremen Risiken
zu schu¨tzen.
Die obligatorische Ru¨ckversicherung setzt zudem ein hohes Vertrauen der Vertragspartner
voraus, da diese Vertragsform eine automatische Kaptitalbereitstellung fu¨r den Erstversiche-
rer vorsieht, indem der Ru¨ckversicherer laut Vertragsbedingungen zur U¨bernahme der Risiken
verpﬂichtet ist13.
Ein typisches Beispiel hierfu¨r ist der Kraftfahrzeugsversicherungsbestand eines Erstversiche-
rers, wobei jedes im vereinbarten Vertragszeitraum im Bestand beﬁndliche Kraftfahrzeug
automatisch ru¨ckversichert ist.
1.2.2 Fakultative Ru¨ckversicherung
Das Wesen der fakultativen Ru¨ckversicherung im Vergleich zur obligatorischen Ru¨ckversiche-
rung besteht in der fallweisen U¨bertragung einer oder mehrerer Scha¨den auf den Zessiona¨r.
Da beide Vertragsparteien nicht an die vertraglichen Abmachungen gebunden sind, wird sie
auch als freiwillige Ru¨ckversicherung bezeichnet14.
Ein Erstversicherer hat hierbei die freie Wahl des Ru¨ckversicherers sowie die Mo¨glichkeit
zu entscheiden, ob und in welcher Ho¨he er sein Risiko decken lassen will. Der Ru¨ckversicherer
dagegen hat nach Pru¨fung aller relevanten Informationen die Wahl, ob er sich tatsa¨chlich und
in welcher Ho¨he an dem Risiko beteiligen mo¨chte. Der daraus entwickelte Vertrag bezieht sich
auf die Deckung von Einzelrisiken und endet mit dem Enddatum der Police. Eine Verla¨nge-
rung liegt im Ermessen beider Parteien.
Wa¨hrend man die obligatorische Ru¨ckversicherung oft auch als Generalru¨ckversicherung be-
zeichnet, da ein Portfolio von Risiken verpﬂichtend versichert wird, werden fu¨r fakultative
Formen auch oft die Ausdru¨cke Einzel- oder Spezialru¨ckversicherung verwendet15, da diese
individuelle Einzelrisiken tangieren. Im Vergleich hieße dies also, dass sich bei der fakultativen
Ru¨ckversicherung die Vertragspartner auf die Versicherung eines bestimmten Risikos, bei der
obligatorischen Ru¨ckversicherung auf die Versicherung aller Risiken, einigen.
Die fakultative Ru¨ckversicherung wird hiernach entweder fu¨r Sonderrisiken verwendet, die
in keinem obligatorischen Ru¨ckversicherungsvertrag erfasst sind oder fu¨r Spitzenrisiken, die
u¨ber den Umfang bestehender obligatorischer Ru¨ckversicherungsvertra¨ge hinaus fu¨r den Erst-
12Ein Ru¨ckversicherer wird auch Zessiona¨r oder Zessionar genannt.
13Vgl. Schwepcke (2001), S. 109.
14Vgl. Grossmann (1990), S. 73.
15Vgl. Grossmann (1990), S. 73.
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versicherer entstehen.
Ein typisches Beispiel fu¨r eine fakultative Ru¨ckversicherung stellt die Versicherung eines gro¨-
ßeren Geba¨udes, zum Beispiel einer Fabrik, dar.
1.2.3 Semiobligatorische Ru¨ckversicherung
U¨ber die fakultative und die obligatorische Ru¨ckversicherung hinaus gibt es Mischvertra¨ge
aus beiden Formen. Sie umfassen den fakultativ-obligatorischen16 als auch den obligatorisch-
fakultativen17 Ru¨ckversicherungsvertrag18.
Die fakultativ-obligatorische Ru¨ckversicherung ist auch unter dem Begriﬀ “Open Cover” be-
kannt. Die Zession eines Risikos bleibt bei dieser Form im Ermessen des Erstversicherers. Der
Erstversicherer stellt damit das fakultative Element des Vertrages dar. Der Ru¨ckversicherer
hingegen muss jede Zession akzeptieren und ist somit das obligatorische Element des Vertra-
ges.
Bei der obligatorisch-fakultativen Ru¨ckversicherungsform dagegen ist der Erstversicherer zur
Zession bestimmter Risiken verpﬂichtet, wa¨hrend die Annahme der Zession im Ermessen des
Ru¨ckversicherers liegt. Der Erstversicherer stellt in diesem Fall das obligatorische, der Ru¨ck-
versicherer dagegen das fakultative Element des Vertrages dar.
Da die semiobligatorischen Vertragsformen sehr verwaltungsaufwendig sind, treten diese in der
Praxis sehr selten auf. Daru¨ber hinaus setzen sie Vertrauen, als auch Kenntnis der jeweiligen
Gescha¨ftsprozesse voraus, damit eine stark einseitige Benachteiligung vermieden wird.
1.3 Arten der Ru¨ckversicherung
Neben der Unterscheidung nach der Form von Versicherungen und damit der Diﬀerenzierung
nach Pﬂicht oder Freiwilligkeit der Abgabe beziehungsweise Annahme von Risiken, werden
Ru¨ckversicherungsvertra¨ge auch in ihre Arten unterteilt. Diese geben Aufschluss daru¨ber, mit
welcher Methode die Risiken ru¨ckversichert werden. Innerhalb der Arten werden proportiona-
le und nicht-proportionale Vertra¨ge unterschieden. Die proportionalen Versicherungen werden
dabei auch oft unter dem Begriﬀ der Summenru¨ckversicherung, die nicht-proportionalen unter
dem Begriﬀ Schadensru¨ckversicherung aufgefu¨hrt. Beide Arten sind in fakultativer als auch
obligatorischer Form der Ru¨ckversicherung verwendbar.
Die Arten, inklusive deren Hauptformen, sollen im Folgenden na¨her erla¨utert werden.
16Auch akzeptionspﬂichtige Ru¨ckversicherung genannt. In dieser ist der Zessiona¨r zur U¨bernahme bestimmter
Risiken verpﬂichtet.
17Auch zessionspﬂichtige Ru¨ckversicherung genannt. In dieser ist der Zedent zur Abgabe bestimmter Risiken
verpﬂichtet.
18Vgl. Schwepcke (2001), S. 109 f.
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1.3.1 Proportionale Ru¨ckversicherung
Bei der proportionalen Ru¨ckversicherung wird “das ru¨ckzuversichernde Risiko zwischen Ze-
dent und Ru¨ckversicherer nach einem festen Prozentsatz aufgeteilt, der zugleich den Anteil
des Ru¨ckversicherers an den auf die Versicherungen entfallenden Teil- oder Totalscha¨den be-
stimmt sowie den Anteil des Ru¨ckversicherers an der Originalpra¨mie.”19.
Es handelt sich also per Deﬁnition um Vertragsarten, bei denen sich der Ru¨ckversicherer
in einem bestimmten deﬁnierten Verha¨ltnis am Risiko und an den Scha¨den des Erstversi-
cherers beteiligt. Die Versicherungssummen, die Scha¨den und die Pra¨mien werden zwischen
beiden Parteien proportional aufgeteilt. Durch die Schadensbeteiligung teilt der Ru¨ckversi-
cherer bei dessen Zeichnungspolitik direkt das Schicksal des Erstversicherers und somit die
Schadenserfahrung.
Grundlage des Aufteilungsverha¨ltnisses zwischen Zedent und Zessiona¨r ist das Volumen des
versicherungstechnischen Gesamtrisikos des Zedenten. Das versicherungstechnische Gesamt-
risiko ist die Summe aller Versicherungssummen aus dem Privatkundengescha¨ft20. Daher wer-
den proportionale Ru¨ckversicherungen auch Summenru¨ckversicherungen genannt.
Die Hauptformen dieser Versicherungsart sind die Quoten-Ru¨ckversicherung sowie die Sum-
menexzedenten-Ru¨ckversicherung. Zusa¨tzlich existieren Mischformen der proportionalen Ar-
ten, eine Quotenexzedenten-Ru¨ckversicherung, ein Summenexzedent mit Vorwegquote und
eine Quote mit Vorwegexzedent.
Seine hauptsa¨chliche Verwendung ﬁnden solche proportionalen Vertra¨ge besonders in der ob-
ligatorischen Ru¨ckversicherung. Vor allem kleine Erstversicherer wa¨hlen diese Vertragsart, da
diese in gro¨ßerem Ausmaß von einzelnen gro¨ßeren Scha¨den oder auch der Schadensha¨uﬁgkeit
gefa¨hrdet werden. Dies ist dem Versicherungskollektiv geschuldet, da das Gesetz der großen
Zahlen noch nicht fu¨r einen ausreichenden Risikoausgleich sorgt. Das Gesetz besagt, dass mit
steigender Anzahl von gleichartigen Ereignissen21 sich der tatsa¨chliche Ausgang (Summe der
Scha¨den) dem erwarteten Ausgang (erwartete Summe der Scha¨den) anpasst. Dabei nimmt
die Variabilita¨t der Summe der Scha¨den um die erwartete Summe der Scha¨den ab22.
Im Folgenden wird na¨her auf die Vertragsarten der proportionalen Ru¨ckversicherung ein-
gegangen.
1.3.1.1 Quoten-Ru¨ckversicherung
Die Quoten-Ru¨ckversicherung ist eine der Hauptformen der proportionalen Ru¨ckversicherun-
gen. Dabei u¨bernimmt der Zessiona¨r immer den gleichen prozentualen Anteil (Quote) von
allen Erstversicherungsvertra¨gen wa¨hrend der gesamten Vertragszeit innerhalb einer Sparte
oder Branche23.
19Vgl. Pfeiﬀer (1986), S. 45.
20Vgl. Schwepcke (2001), S. 111.
21Im Versicherungskontext sind das die Schadensfa¨lle.
22Vgl. Schulte (2006) S, 54 ﬀ.
23Vgl. Grossmann (1990), S. 89. Die U¨bernahmepﬂicht des Zessiona¨rs ist dabei in der Summe beschra¨nkt.
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Entsprechend der festgelegten Quote werden dann die Pra¨mien, Haftungen und die Scha-
densleistungen zwischen den Parteien aufgeteilt. Der Beteiligungssatz der Ru¨ckversicherer
ergibt sich dabei aus dem Quotient von Versicherungssumme reduziert um den Selbstbehalt24
und der Versicherungssumme.
Der Vorteil dieser Vertragsart liegt dabei besonders in der einfachen Handhabung, der we-
niger kostenintensiven Verwaltung und dem Schutz vor der Kumulierung vieler kleiner und
mittlerer Scha¨den, die im Schadensfall meist auftreten. Sie empﬁehlt sich besonders fu¨r die
Versicherung mehrerer gleichartiger Risiken, bei denen eine diﬀerenzierte Behandlung nicht
von Interesse ist. Die Risikou¨berwa¨lzung ist dabei optimal, wenn sich die versicherten Risiken
mo¨glichst a¨hnlich sind.
Da die Quoten-Ru¨ckversicherung keine nivellierende, ausgleichende Wirkung besitzt, ist sie
weit weniger verbreitet als die Summenexzedenten-Ru¨ckversicherung. Generell ist sie zum
Beispiel in der Allgemeinen Unfall- und Haftpﬂichtversicherung, in der Kreditversicherung,
in der Kraftfahrzeug-Haftplichtversicherung und in der Krankenversicherung aufzuﬁnden. Sie
ist besonders fu¨r den Klein- und Mittelschadenbereich geeignet, im Bereich der großen Ein-
zelscha¨den ist sie aufgrund der fehlenden ausgleichenden Wirkung weniger zu empfehlen.
Die Risikoteilung zwischen Erst- und Ru¨ckversicherer bei der Quoten-Ru¨ckversicherung soll
im Folgenden an zwei Beispielen, einmal ohne und einmal mit Haftungsbeschra¨nkung des
Ru¨ckversicherers, verdeutlicht werden.
Beispiel 1.3.1 (Quoten-Ru¨ckversicherung ohne Haftungsbeschra¨nkung)
Ein Erstversicherer mo¨chte seinen gesamten Kraftfahrzeughaftpﬂichtbestand ru¨ckversichern.
Die Summe der von ihm eingenommenen Pra¨mien belaufe sich auf 10 000 Euro und die Ver-
sicherungssumme aller Vertra¨ge sei 250 000 Euro. Zwischen dem Zedent und dem Zessiona¨r
wurde eine Quoten-Ru¨ckversicherung mit einer Quote von 40 % vereinbart.
Zuna¨chst werden die eingenommenen Versicherungspra¨mien entsprechend der Quote zwischen
beiden Parteien aufgeteilt. Somit erha¨lt der Ru¨ckversicherer als Ru¨ckversicherungspra¨mie25
40 % von allen Erstversicherungspra¨mien, d. h. 4 000 Euro. Die restlichen 6 000 Euro ver-
bleiben dem Zedenten als Gegenleistung fu¨r sein u¨bernommenes Risiko.
Es tritt ein Schaden von 50 000 Euro ein. Somit muss der Ru¨ckversicherer fu¨r 40 Prozent
des Schadens, also 20 000 Euro, haften. Der Zedent u¨bernimmt die restlichen 30 000 Euro.
Treten weitere Scha¨den ein, bleibt das Aufteilungsverha¨ltnis von 40 Prozent unvera¨ndert.
Beispiel 1.3.2 (Quoten-Ru¨ckversicherung mit Haftungsbeschra¨nkung)
Man unterstelle den gleichen Sachverhalt des vorangegangenen Beispiels mit einer Pra¨mi-
ensumme von 10 000 und einer Versicherungssumme von 250 000 Euro. Ebenfalls sei eine
24Den Schaden, der vom Erstversicherer u¨bernommen wird, bezeichnet man als Selbstbehalt. Somit gibt die
Quote den Anteil des Ru¨ckversicherers an den Scha¨den und Pra¨mien an.
25Das Entgelt fu¨r das vom Ru¨ckversicherer u¨bernommene Risiko wird Ru¨ckversicherungspra¨mie genannt.
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Quote von 40 % vereinbart worden. Zusa¨tzlich mo¨chte der Ru¨ckversicherer seine Haftung be-
zogen auf den Maximalschaden auf 200 000 Euro beschra¨nken. Dies entspricht einer Haftung
von 80 %. Dies bedeutet, dass bei allen auftretenden Scha¨den nur 80 % der Schadenssumme
unter den Ru¨ckversicherungsvertrag fallen.
Demzufolge stehen dem Ru¨ckversicherer als Pra¨mie nur 40 % von 80 % (8 000 Euro) der
eingenommenen Versicherungspra¨mien zu. Somit zahlt der Zedent an den Zessiona¨r eine
Ru¨ckversicherungspra¨mie von 3 200 Euro.
Analog verha¨lt es sich bei den eingetretenen Scha¨den. Es trete ein Schaden von 50 000 Euro
ein. Unter den Ru¨ckversicherungsvertrag fallen aber nur 80 %, also 40 000 Euro. Diese wer-
den entsprechend der Quote zwischen dem Erst- (24 000 Euro) und Ru¨ckversicherer (16 000
Euro) aufgeteilt.
Die vom Quoten-Vertrag nicht abgedeckten 20 % der Scha¨den werden entweder vom Zedenten
getragen oder durch eine weitere Ru¨ckversicherung versichert. Dafu¨r stehen dem Erstversi-
cherer 20 % der Versicherungspra¨mien (2 000 Euro) zur Verfu¨gung.
Im Folgenden soll auf die zweite Hauptform der proportionalen Ru¨ckversicherung, die Summen-
exzedenten-Ru¨ckversicherung, eingegangen werden.
1.3.1.2 Summenexzedenten-Ru¨ckversicherung
Bei der Summenexzedenten-Ru¨ckversicherung transferiert der Zedent nur die Haftung der
Risiken oberhalb eines Selbstbehaltes an den Ru¨ckversicherer. Das Verha¨ltnis der Risikotei-
lung zwischen beiden Vertragsparteien ist somit von Fall zu Fall verschieden26. Dabei werden
verschiedene Policen entsprechend ihrer Risiken zu Gruppen zusammengefasst. Die Ru¨ckver-
sicherung ﬁndet dann anhand einer festgelegten Summe statt.
Der Anteil des Ru¨ckversicherers bestimmt sich aus den u¨bernommenen Ru¨ckversicherungs-
summen bezogen auf die Gesamtversicherungssumme des Zedenten. Er wird im Vergleich
zum Quotenru¨ckversicherungsvertrag nicht mehr an der Absicherung aller Risiken beteiligt,
sondern nur an Scha¨den, die den Selbstbehalt des Zedenten u¨bersteigen. Diese Scha¨den wer-
den dann proportional unter den Vertragsparteien aufgeteilt. Dabei wird sich an ho¨heren
Risiken sta¨rker beteiligt als an kleinen. Ha¨uﬁg wird die Ru¨ckversicherungssumme (Sum-
menexzedent)27 seitens des Zessiona¨rs begrenzt, so dass eine Ho¨chstzeichnungsgrenze fu¨r
den Zedent entsteht28. Dabei ﬁndet diese Vertragsart u¨blicherweise in Form der obligato-
rischen oder semi-obligatorischen Ru¨ckversicherung Anwendung. Die Schadensteilung fu¨r die
Summenexzedenten-Ru¨ckversicherung soll Abbildung 1.2 verdeutlichen.
Der Vorteil der Summenexzedenten-Ru¨ckversicherung ist in diesem Rahmen die Reduktion
von Spitzenrisiken und die resultierende Homogenisierung des risikobehafteten Bestandes des
Zedenten. Fu¨r den Erstversicherer erho¨ht sich aufgrund dieser Art der Risikou¨bernahme seine
26Vgl. Helbig (1987), S. 110.
27Im Englischen auch surplus genannt.
28Vgl. Farny (1995), S. 488.
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Abbildung 1.2: Aufteilung der Scha¨den bei der Summenexzedenten-Ru¨ckversicherung.
Zeichnungskapazita¨t. Es wird ihm ermo¨glicht, gro¨ßere Risiken zu u¨bernehmen. Im Vergleich
zur Quotenru¨ckversicherung setzt der Vertrag erst mit einer bestimmten Schadensho¨he ein.
Dafu¨r ist er jedoch auch fu¨r uneinheitliche Risiken zu verwenden.
Besonders la¨sst sich diese Vertragsart in den Sachversicherungszweigen, der Feuer-, Unfall-
und Lebensversicherung ﬁnden. Vor allem in Branchen mit stark unterschiedlichen Versiche-
rungssummen ist diese ein bewa¨hrtes Instrument. Nachteilig ist jedoch der mit ihr verbundene
ho¨here Verwaltungs- und Kostenaufwand. Außerdem bietet der Summenexzedent keinen ab-
soluten Schutz vor Kumulscha¨den29.
Die Summenexzedenten-Ru¨ckversicherung ist die a¨lteste und gleichzeitig auch wichtigste Art
der proportionalen Ru¨ckversicherung und soll zum Abschluss an zwei Beispielen veranschau-
licht werden.
Beispiel 1.3.3 (Summenexzedenten-Ru¨ckversicherung ohne Haftungsbeschra¨nkung)
Ein Zedent besitzt ein Versicherungsportfolio bzgl. Feuerversicherung mit einer Versicherungs-
summe von 1 Million Euro. Dafu¨r hat er insgesamt Versicherungspra¨mien im Wert von 5 000
Euro eingenommen. Der Zedent mo¨chte die Scha¨den aus diesem Versicherungsportfolio redu-
zieren und schließt eine Summenexzedenten-Ru¨ckversicherung ab. Dabei ist er bereit, Scha¨den
unter 200 000 Euro (Selbstbehalt) selbst zutragen.
Zuna¨chst wird das Verha¨ltnis zwischen Selbstbehalt und Haftungsstrecke bestimmt. Der Selbst-
behalt betra¨gt 200 000 Euro und somit ist die Haftungsstrecke 800 000 Euro, zusammen eine
Million Euro. Es liegt ein Verha¨ltnis von 1:4 vor. Dieses Verha¨ltnis ist die Grundlage zur
Berechnung der Ru¨ckversicherungspra¨mie. Dem Zessiona¨r stehen vier von fu¨nf Teilen der
eingenommenen Versicherungspra¨mien zu, also 4 000 Euro.
Es trete ein Schaden nach dem Vertragsabschluss der Ru¨ckversicherung in Ho¨he von
160 000 Euro ein. Dieser fa¨llt aufgrund des Selbstbehaltes nicht unter den Ru¨ckversiche-
rungsschutz. Fu¨r diesen Schaden haftet allein der Erstversicherer. Es trete ein zweiter Scha-
29Vgl. Strauß (1988), S. 14.
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den von 400 000 Euro ein. Dieser Schaden u¨berschreitet den Selbstbehalt und wird zwischen
dem Zedenten und dem Zessiona¨r entsprechend dem festgestellten Verha¨ltnis geteilt. Somit
u¨bernimmt der Ru¨ckversicherer vier von fu¨nf Teilen des Schadens (320 000 Euro) und fu¨r
den restlichen Teil von 80 000 Euro haftet der Erstversicherer.
Beispiel 1.3.4 (Summenexzedenten-Ru¨ckversicherung mit Haftungsbeschra¨nkung)
Es bestehe gleicher Sachverhalt wie im vorherigen Beispiel. Zusa¨tzlich mo¨chte der Zessiona¨r
seine Haftung auf den dreifachen Selbstbehalt beschra¨nken. Somit haftet der Ru¨ckversicherer
bei einem Maximalschaden mit 600 000 Euro, der restliche Schaden von 400 000 Euro ist vom
Zedenten zu decken. Somit ist das Verha¨ltnis zwischen Erst- und Ru¨ckversicherer 400 000 zu
600 000 bzw. 2 zu 3.
Fu¨r die Ru¨ckversicherungspra¨mie zahlt der Zedent damit drei von fu¨nf Teilen der eingenom-
menen Versicherungspra¨mien, also 3 000 Euro. Es trete ein Schaden von 160 000 Euro ein,
dieser ist kleiner als der Selbstbehalt und muss somit allein vom Erstversicherer getragen wer-
den. Ein Schaden von 400 000 Euro wird entsprechend dem Verha¨ltnis 2:3 zwischen dem Erst-
(160 000 Euro) und Ru¨ckversicherer (240 000 Euro) aufgeteilt.
Bei dieser Summenexzedenten-Ru¨ckversicherung mit Haftungsbeschra¨nkung tra¨gt der Erst-
versicherer nicht 20 Prozent30, sondern 40 Prozent des Schadens, wenn der Schaden oberhalb
des Selbstbehaltes liegt. Dieses zusa¨tzlich u¨bernommene Risiko kann der Zedent durch eine
weitere Ru¨ckversicherung decken lassen.
1.3.1.3 Mischformen der proportionalen Ru¨ckversicherung
Neben Quoten- und Summenexzedenten-Ru¨ckversicherung existiert eine Mischform aus diesen
zwei Hauptarten, die Quotenexzedenten-Ru¨ckversicherung. Ihre Aufgabe ist im Allgemeinen
die Kombination der Finanzierungsweise der Quoten-Ru¨ckversicherung mit der Homogenisie-
rungs- und Kapazita¨tsbeschaﬀungsfunktion der Summenexzedenten-Ru¨ckversicherung und
damit die optimale Anpassung an die Bedu¨rfnisse der Erstversicherer. Meist stellt sie je-
doch eher eine U¨bergangslo¨sung fu¨r noch im Wachstum beﬁndliche Unternehmen dar.
Bei dieser Mischform ﬁndet eine weitere Reduktion des Selbstbehaltes des Erstversicherers
in dessen Summenexzendenten-Ru¨ckversicherung durch eine Quotenru¨ckversicherung statt.
Die in diesem Prozess einﬂießenden Anteile mu¨ssen nicht identisch sein. Sind Beteiligungsum-
fang und Beteiligte identisch, so spricht man allgemein von der Quotenexzedenten-Ru¨ckversich-
erung, die eine identische Schadensaufteilung zur Quoten-Ru¨ckversicherung aufweist. Sind
die Anteile nicht identisch, lassen sich zwei Unterarten entsprechend ihrer zeitlichen Anwen-
dungsreihenfolge unterscheiden. Dabei bezeichnet man die Unterart, in der die Quote zeitlich
vorangehend ist, dass heißt rechnerisch zuerst angewendet wird, als Summenexzedent mit
Vorwegquote, die Unterart, in der die Quote rechnerisch zuletzt angewendet wird, als Quote
mit Vorwegexzedent.
3020 Prozent ist der Anteil des Erstversicherers ohne Haftungsbeschra¨nkung.
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Bei ersterer steht dabei die Finanzierungsfunktion sta¨rker im Vordergrund, bei letzterer da-
gegen ist meist die Kapazita¨tsbeschaﬀung und Homogenisierung von Versicherungsbesta¨nden
von ho¨herer Bedeutung. Die Aufteilung der Scha¨den fu¨r die Summenexzedenten-Ru¨ckversiche-
rung mit Vorwegquote31 und die Quoten-Ru¨ckversicherung mit Vorwegexzedent32 stellen die
Abbildungen 1.3 und 1.4 dar.
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Abbildung 1.3: Aufteilung der Scha¨den bei der Summenexzedenten-Ru¨ckversicherung mit
Vorwegquote.
Schadens-
höhe
Selbstbehalt
Schaden
Gesamtschaden
Rückversicherer
Erstversicherer
Abbildung 1.4: Aufteilung der Scha¨den bei der Quoten-Ru¨ckversicherungmit Vorwegexzedent.
31Bei der Summenexzedenten-Ru¨ckversicherung mit Vorwegquote werden alle Scha¨den unterhalb des Selbst-
behaltes entsprechend einer Quote geteilt, die Scha¨den oberhalb, entsprechend mit einer anderen Quote. Die
zuerst angesprochene Quote wird auch Vorwegquote genannt.
32Die Schadensteilung zwischen Zedent und Zessiona¨r betriﬀt nur die Scha¨den, die den Selbstbehalt u¨bersteigen.
Wenn dies der Fall ist, wird nur der Schaden oberhalb des Selbstbehaltes mit einer Quote zwischen den
Vertragsparteien aufgeteilt.
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1.3.2 Nicht-proportionale Ru¨ckversicherung
An dieser Stelle soll nun die nicht-proportionale Ru¨ckversicherung, auch Schadenru¨ckversi-
cherung genannt, betrachtet werden. Sie wird charakterisiert durch die Beteiligung des Ru¨ck-
versicherers an der Ho¨he schadensbedingter Aufwendungen des Erstversicherers.
Bei den darunter fallenden Vertragsformen tra¨gt der Erstversicherer von dem Schaden das
Erstrisiko, das heißt er haftet fu¨r den Schaden bis zu einem vereinbarten Ho¨chstbetrag d, der
Priorita¨t genannt wird. Den Schaden, der von der Priorita¨t u¨berstiegen wird, zahlt der Ru¨ck-
versicherer. Somit bekommt der Erstversicherer bei einem Schaden oberhalb der Priorita¨t
den Schaden minus der Priorita¨t vom Ru¨ckversicherer ersetzt. Der Schaden kann sich dabei
nicht nur auf einen Einzelschaden aus einem Risiko, sondern auch auf einen Kumulschaden
aus mehreren Risiken aufgrund eines Schadensereignisses sowie auf den Jahresgesamtschaden
beziehen33.
Daru¨ber hinaus wird eine Deckungsobergrenze c mit dem Ru¨ckversicherer vereinbart, dass
heißt ein U¨bernahmemaximum, ab der der Ru¨ckversicherer den Schaden nicht mehr bezahlt.
Diese wird Plafond genannt. Den Bereich zwischen Plafond und Priorita¨t bezeichnet man als
Haftungsstrecke.
Bei der nicht-proportionalen Ru¨ckversicherung wird der Plafond so hoch gewa¨hlt, dass al-
le Scha¨den unterhalb diesem liegen. Die Ausnahme bilden dabei die Extremscha¨den. Tritt
ein Extremscha¨den ein, tra¨gt der Ru¨ckversicherer nur den Plafond minus die Priorita¨t. Der
restliche Schaden muss vom Erstversicherer selbst getragen werden.
Den Zusammenhang zwischen Priorita¨t34, Plafond und Haftung35 soll beispielhaft Abbildung
1.5 verdeutlichen.
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Abbildung 1.5: Aufteilung der Scha¨den bei nicht-proportionalen Ru¨ckversicherungsvertra¨gen.
Der Erstversicherer erha¨lt also Schutz vor unvorhergesehenen, hohen Schadensbelastungen.
33Vgl. Helbig (1987), S. 113.
34Englisch: deductible oder excess.
35Englisch: cover oder layer.
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Gleichzeitig wird das Entgelt, also die Ru¨ckversicherungspra¨mie, nach der individuellen Risi-
kosituation kalkuliert. In diese Pra¨mie ﬂießen neben der Bedarfspra¨mie auch Verwaltungskos-
ten, Zinsen auf Schadensreserven und Gewinnzuschla¨ge ein. Die auslo¨senden Faktoren, dass
heißt Ursache und Ho¨he des Schadens, als auch die Ho¨he der Leistungspﬂicht werden vorab
vertraglich auf einen bestimmten Zeitraum festgelegt.
Hinsichtlich der Typen nicht-proportionaler Ru¨ckversicherungen unterscheidet man haupt-
sa¨chlich drei Gruppen von Ru¨ckversicherungsvertra¨gen:
• die Schadenexzedenten-Ru¨ckversicherung36,
• die Jahresschadenexzedenten-Ru¨ckversicherung37 und
• die Ho¨chstschaden-Ru¨ckversicherung.
Erstere la¨sst sich dabei weiter einerseits in die Einzelschadenexzedenten-38 und anderer-
seits in die Kumulschadenexzedenten-Ru¨ckversicherung39 untergliedern. Die Typen der nicht-
proportionalen Ru¨ckversicherung sollen im Folgenden aufgrund ihrer thematischen Relevanz
fu¨r die vorliegende Arbeit na¨her erla¨utert werden.
Der Unterschied besteht zwischen Einzel-, Kumul- und Jahresschadenexzedenten-Ru¨ckver-
sicherung rein in der Interpretation der Schadensho¨he40. Sie bezieht sich demnach auf einzelne
Scha¨den, Kumulscha¨den oder auf den Gesamtjahresschaden. Fu¨r den Typ der Jahresschaden-
exzedenten-Ru¨ckversicherung ist auch der hier ebenfalls verwendete Begriﬀ der Jahresu¨ber-
schaden-Ru¨ckversicherung verbreitet.
Anwendungsfelder ﬁndet die nicht-proportionale Ru¨ckversicherung zum Beispiel in Allgemei-
ner und Kraftfahrtzeug-Haftpﬂichtversicherung, Kasko-, Sturm- oder Industrie-Feuerversiche-
rung. In der Ausgestaltung ﬁnden sich sowohl fakultative als auch obligatorische Formen.
Proportionale und nicht-proportionale Arten sind kombinierbar.
Eine konkrete Leistungsverpﬂichtung seitens des Ru¨ckversicherers entsteht erst, wenn im Rah-
men der vereinbarten Policen tatsa¨chliche Scha¨den eintreten, welche zusa¨tzlich eine vorher
festgelegte Grenze u¨berschreiten. Die Ho¨he der Beteiligung ha¨ngt in diesem Rahmen von der
Ho¨he der tatsa¨chlichen Scha¨den ab. Eine Festlegung vorab ﬁndet nicht statt.
Die nicht-proportionale Art der Ru¨ckversicherung wird unter anderem verwendet, da sie ein-
fach umzusetzen sowie relativ kostengu¨nstig ist und gleichzeitig dem Ru¨ckversicherer erlaubt,
eine speziﬁsche Rate statt eines proportionalen Anteils der Risikou¨bernahme festzulegen.
36Die Schadenexzedenten-Ru¨ckversicherung wird auch Excess of Loss genannt(Abku¨rzung: XL).
37Die Jahresschadenexzedenten-Ru¨ckversicherung wird auch Stop Loss genannt (Abku¨rzung: SL).
38Die Einzelschadenexzedenten-Ru¨ckversicherung wird auch Excess of Loss per Risk oder auch Working Excess
of Loss genannt (Abku¨rzung: WXL).
39Die Kumulschadenexzedenten-Ru¨ckversicherung wird auch Excess of Loss per Event oder auch Catastrophe
Excess of Loss genannt (Abku¨rzung: Cat XL).
40Vgl. Schmidt (2002), S. 203.
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1.3.2.1 Einzelschadenexzedenten-Ru¨ckversicherung (Excess of Loss per Risk)
Die Schadenexzedenten-Ru¨ckversicherung dient im Schadensfall der Deckung der tatsa¨chli-
chen Scha¨den eines festgelegten Portfolios, insofern die Scha¨den oberhalb der Priorita¨t des
Erstversicherers liegen. Der Unterschied zwischen Summen- und Schadenexzedenten-Ru¨ckver-
sicherung41 besteht dabei darin, dass nicht ein variabler U¨berschuss, sondern ein festgeleg-
ter Schadensu¨berschuss42 ru¨ckversichert wird. Die zugeho¨rige Pra¨mie berechnet sich direkt
aus der ru¨ckversicherten Schadensmasse43. Dabei unterscheidet man die Schadenexzedenten-
Ru¨ckversicherung grundlegend in die Deckung pro Risiko (Einzelschadenexzedenten-Ru¨ckver-
sicherung) und die Deckung pro Ereignis (Kumulschadenexzedenten-Ru¨ckversicherung).
Bei der Einzelschadenexzedenten-Ru¨ckversicherung44 sind alle Scha¨den aus einer bestimmten
Sparte oder Branche ru¨ckversichert. Dabei tra¨gt der Zessiona¨r an jedem Schaden aus die-
ser Branche den vom Selbstbehalt u¨bersteigenden Schadensbetrag45. Der Selbstbehalt wird
dabei vom Erstversicherer festgelegt und auch Erstrisiko bzw. Priorita¨t genannt. Die Haf-
tung des Zessiona¨rs ist aber nicht unbegrenzt, sondern auf ein bestimmtes Schadensvolumen
pro Einzelschaden beschra¨nkt. Diese Deckungsobergrenze wird als Plafond bezeichnet. Die
Haftungsstrecke des Ru¨ckversicherers ist somit der Plafond minus die Priorita¨t. Die Ru¨ck-
versicherungspra¨mie richtet sich dabei nach dem Schadensvolumen der Haftungsstrecke. Je
ho¨her der Zedent diese pra¨feriert, desto ho¨her wird die zu entrichtende Pra¨mie sein. Zusa¨tzlich
besteht seitens des Zessiona¨rs die Mo¨glichkeit die Gesamtschadensforderung im Vertragszeit-
raum zu beschra¨nken46.
Aufgabe der Einzelschadenexzedenten-Ru¨ckversicherung ist also die Begrenzung des Scha-
dens auf den Selbstbehalt und damit die Homogenisierung eines Portfolios in Hinsicht der
Schadensho¨hen. Sie ﬁndet vor allem Anwendung, wenn von den einzelnen Risiken aus dem
Portfolio des Zedenten die Gefahr großer Schadensereignisse ausgeht.
Das folgende Beispiel soll die Wirkungsweise einer Einzelschadenexzedenten-Ru¨ckversicherung
verdeutlichen.
Beispiel 1.3.5 (Einzelschadenexzedenten-Ru¨ckversicherung)
Ein Erstversicherer ha¨lt ein Portfolio von allgemeinen Haftpﬂichtversicherungen seiner Pri-
vatkunden. Er wa¨hlt eine Priorita¨t von 1 Million Euro. Der Ru¨ckversicherer legt die Deckungs-
obergrenze (Plafond) auf 10 Millionen Euro fest. Fu¨r diesen Ru¨ckversicherungsvertrag bezahlt
der Erstversicherer eine Ru¨ckversicherungspra¨mie an den Zessiona¨r. Es treten in dem Port-
folio folgende drei Scha¨den ein: 800 000 Euro, 3 Millionen Euro und 11 Millionen Euro.
Der Schaden von 800 000 Euro liegt unterhalb der Priorita¨t und wird allein vom Zedent getra-
gen. Der zweite Schaden von 3 Millionen Euro dagegen u¨berschreitet die Priorita¨t und fu¨hrt
41Englisch: Excess of Loss. Abku¨rzung: XL.
42Es sind alle Scha¨den oberhalb des Selbstbehaltes bei der Schadenexzedenten-Ru¨ckversicherung versichert.
43Vgl. Schmidt (1991), S. 298.
44Wird im technischen Sprachgebrauch auch ‘Working cover’ oder ‘Working Excess of Loss’ genannt. Abku¨r-
zung: ‘WXL’.
45Vgl. Grossmann (1990), S. 119.
46Vgl. Gerathewohl (1976), S. 87.
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zum Eintreten des Ru¨ckversicherungsvertrages. In diesem Fall haftet der Erstversicherer mit
der Priorita¨t von 1 Million Euro, den u¨bersteigenden Teil von 2 Millionen Euro u¨bernimmt
der Zessiona¨r. Bei dem dritten Schaden von 11 Millionen Euro tritt der Ru¨ckversicherungs-
vertrag ebenfalls in Kraft. Da der Schaden selbst den Plafond u¨bersteigt, haftet der Zessiona¨r
fu¨r den Betrag zwischen Plafond und Priorita¨t, also fu¨r 9 Millionen Euro. Der restliche Scha-
den von 2 Millionen Euro wird vom Erstversicherer u¨bernommen. In den meisten Fa¨llen ist
der den Plafond u¨bersteigende Schaden47 durch eine weitere Ru¨ckversicherung abgedeckt.
Eine Spezialform des Excess of Loss per Risk stellt der Zweitversicherungsvertrag dar. Er
zeichnet sich durch eine vergleichsweise komplexere Bestimmung des Ru¨ckversicherungsprei-
ses aus. Bei dieser wird fu¨r jedes Risiko einzeln entsprechend seines Risikopotentials der Teil
der Originalpra¨mie einschließlich des Schwankungszuschlages ermittelt. Zusa¨tzlich ﬂießt eine
vorher festgesetzte Ru¨ckversicherungsprovision in die Berechnung mit ein.
Der Unterschied der Einzelschadenexzedenten-Ru¨ckversicherung zur Summenexzedenten-
Ru¨ckversicherung liegt grundlegend darin, dass die Ru¨ckversicherung hauptsa¨chlich auf den
konkreten Großschaden und nicht nur die Mo¨glichkeit eines großen Schadens, ausgerichtet
ist. Daru¨ber hinaus ﬁndet keine proportionale Beteiligung an der Originalpra¨mie und den
anfallenden Scha¨den pro Risiko statt. Liegt der Schaden unterhalb der Priorita¨t, erfolgt keine
Beteiligung an den Scha¨den. Im anderen Fall wird eine teilweise Beteiligung im Rahmen der
vereinbarten Haftung fa¨llig.
1.3.2.2 Kumulschadenexzedenten-Ru¨ckversicherung (Excess of Loss per Event)
Die Kumulschadenexzedenten-Ru¨ckversicherung versichert im Vergleich zur Einzelschadenex-
zedenten-Ru¨ckversicherung die Akkumulation von Scha¨den in Form von Katastrophen. Sie
soll den Erstversicherer vor der Kumulierung von Scha¨den schu¨tzen. Das heißt, sie bezieht
ihre Deckung nicht auf ein einzelnes Risiko wie der Excess of Loss per Risk, sondern deckt im
Schadensfall alle mit dem gleichen Schadensereignis verbundenen Scha¨den einer deﬁnierten
Menge von Policen ab. Dabei tritt die Ru¨ckversicherung in Kraft, falls die Kumulation der
Scha¨den aus einem Schadensereignis (Erdbeben, Sturm, U¨berschwemmung) den Selbstbehalt
des Zedenten (Priorita¨t) u¨bersteigt. Der die Priorita¨t u¨bersteigende Betrag wird vom Ru¨ck-
versicherer getragen48.
Da die kumulierten Scha¨den oft katastrophenartige Ausmaße haben und gleichzeitig durch ein
speziﬁsches Ereignis hervorgerufen werden, ist die Kumulschadenexzendeten-Ru¨ckversicherung
auch unter den Begriﬀen Catastrophe Excess of Loss49 oder Excess of Loss per Event bekannt.
Die Deﬁnition des Begriﬀs Katastrophe50, also die Festlegung der einzelnen Schadensereignis-
47In diesem Beispiel ist der u¨bersteigende Schaden 1 Million.
48Vgl. Mack (1997), S. 326 bzw. Schwepcke (2001), S. 155.
49Abku¨rzung: Cat-XL.
50Eine Katastrophe bzw. ein Schadensereignis muss eine gemeinsame Ursache besitzen sowie das Bestehen eines
ra¨umlichen und zeitlichen Zusammenhangs zwischen den Scha¨den aufweisen. Der zeitliche Zusammenhang
wird durch die konkrete Festlegung der Dauer eines Schadensereignisses in Stunden deﬁniert, daher auch
Stundenklauseln genannt. So za¨hlen zu einem Schadensereignis im Allgemeinen bei Sturm alle Scha¨den, die
innerhalb von 48 Stunden, bei Erdbeben innerhalb von 72 Stunden und bei Flutkatastrophen innerhalb von
168 Stunden entstanden sind.
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se im Rahmen der Vertragsabschlu¨sse, spielt hierbei eine zentrale Rolle. Dies liegt begru¨ndet
in der Tatsache, dass alle durch eine Katastrophe entstandenen Scha¨den zu ersetzen sind. Die
vorher festgelegte Deﬁnition stellt also den Maßstab fu¨r spa¨tere Versicherungszahlungen dar.
Generell ist die Priorita¨t so hoch zu wa¨hlen, dass sie von einem Einzelschaden aus der Menge
der Scha¨den nicht erreicht wird. Zweck hiervon ist, dass die Zahlungsverpﬂichtung des Ru¨ck-
versicherers tatsa¨chlich erst bei Eintreten mehrerer Einzelscha¨den im Rahmen einer Scha-
densursache erfolgt. Da im Fall von Katastrophenscha¨den aufgrund der damit verbundenen
geringeren Eintrittswahrscheinlichkeit seitens der Erstversicherer eine gro¨ßere Risikobereit-
schaft besteht, ist die Priorita¨t im Fall von Kumulscha¨den daru¨ber hinaus ho¨her als im Fall
von Einzelscha¨den anzusiedeln.
Ebenso wie bei der Einzelschadenexzedenten-Ru¨ckversicherung wird die Haftung des Zessio-
na¨rs pro Schadensereignis durch den Plafond beschra¨nkt. Außerdem besitzt dieser das Mittel
der Haftungsbeschra¨nkung, wobei die Gesamthaftungssumme innerhalb des Vertragszeitrau-
mes beschra¨nkt ist51.
Den Sachverhalt der Kumulschadenexzedenten-Ru¨ckversicherung mit einer beschra¨nkten Ge-
samthaftung seitens des Zessiona¨rs illustriert das folgende Beispiel.
Beispiel 1.3.6 (Kumulschadenexzedenten-Ru¨ckversicherung mit Haftungsbeschra¨nkung)
Ein Erstversicherer mo¨chte seine Verpﬂichtungen gegenu¨ber seinen Kunden bei dem Schadens-
ereignis Erdbeben versichern. Er schließt eine Kumulschadenexzedenten-Ru¨ckversicherung mit
einer Priorita¨t von 1 Million und einem Plafond von 30 Millionen Euro ab. Weiterhin wurde
eine Haftungsbeschra¨nkung fu¨r den Ru¨ckversicherer von 40 Millionen und eine Stundenklau-
sel von 72 Stunden vereinbart.
Ein Erdbeben verursacht vier zersto¨rte Ha¨user mit einem Wert von je 200 000 Euro. Es
ist ein Schaden von 800 000 Euro entstanden. Der Gesamtschaden liegt somit unterhalb der
Priorita¨t. Folglich haftet der Zedent allein fu¨r diesen Schaden. Fu¨nf Tage spa¨ter ereignet
sich ein weiteres Beben, welches aufgrund der Stundenklausel als eigenes Schadensereignis
zu betrachten ist. Bei diesem wurden 175 Ha¨user zersto¨rt mit einem Gesamtschaden von 35
Millionen Euro. In diesem Fall u¨bersteigt der Schaden sogar den Plafond. Somit haftet der
Zessiona¨r fu¨r die komplette Haftungsstrecke von 29 Millionen Euro und der Erstversicherer
fu¨r den restlichen Schaden von 6 Millionen Euro (Priorita¨t plus den Plafond u¨bersteigenden
Betrag). Nach weiteren vier Tagen verursacht das Nachbeben eine Zersto¨rung von weiteren
100 Ha¨usern mit einem Gesamtschaden von 20 Millionen Euro. Der Zedent haftet in diesem
Fall fu¨r die Priorita¨t. Der u¨bersteigende Betrag von 19 Millionen Euro mu¨sste vom Zessiona¨r
u¨bernommen werden. Der Ru¨ckversicherungsvertrag sah aber eine Haftungsbeschra¨nkung von
40 Millionen vor. Von diesen sind schon 29 Millionen Euro vom vorangegangenen Beben auf-
gebraucht. Somit haftet der Zessiona¨r mit 11 Millionen Euro. Der Zedent tra¨gt dagegen die
restlichen 8 Millionen Euro Schadensforderungen selbst.
Bei Vertra¨gen mit Haftungsbeschra¨nkung gibt es die Mo¨glichkeit, die Wiederherstellung der
51Vgl. Dienst (1987), S. 117.
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Originalhaftung des Zessiona¨rs durch Zahlung einer Pra¨mie vertraglich festzulegen. Diese Ver-
tragsklausel wird Wiederauﬀu¨llung oder Reinstatement genannt. Die gezahlte Pra¨mie heißt
Wiederauﬀu¨llungspra¨mie.
Wenn in diesem Beispiel der Vertrag die Mo¨glichkeit von Wiederauﬀu¨llung vorsieht und die
Zahlung der Wiederauﬀu¨llungspra¨mie erfolgte, dann ha¨tte der Ru¨ckversicherer den gesamten
Betrag, der von der Priorita¨t im dritten Erdbeben u¨berstiegen wurde, zahlen mu¨ssen.
1.3.2.3 Jahresu¨berschaden-Ru¨ckversicherung (Stop Loss)
Bei der Jahresu¨berschaden-Ru¨ckversicherung werden alle Scha¨den innerhalb eines Jahres ei-
ner Branche des Zedenten ru¨ckversichert. Dabei haftet der Zessiona¨r fu¨r den Schadensanteil
am Jahresgesamtschaden, der von der Priorita¨t u¨berstiegen wurde. Somit ist der Jahresscha-
den des Zedenten begrenzt und gibt diesem Vertragstyp auch seinen Namen ‘Stop Loss’52.
Ziel des Stop Loss ist der Schutz gegen Schwankungen des Jahresgesamtschadens. Dabei ist es
egal, ob der Gesamtjahresschaden durch viele kleine oder wenige hohe Einzelscha¨den entstan-
den ist53. Weitergehendes Ziel dieser Vertragsform ist vor allem die Bilanz des Erstversicherers
vor extremen Schadenswirkungen zu schu¨tzen und somit diese stabil zu halten. Die ha¨uﬁgste
Anwendung ist dabei in der Sturm- und Hagelversicherung zu verzeichnen, ansonsten ist diese
Vertragsform selten vorzuﬁnden.
Bei dem Excess of Loss werden Priorita¨t und Plafond vertraglich in absoluten Werten in
Euro oder Dollar angegeben. Grundlage der Ru¨ckversicherungspra¨mie ist der erwartete Scha-
densverlauf. Bei dem Stop Loss werden dagegen zwei prozentuale Werte vertraglich ﬁxiert.
Der erste Wert ist die Priorita¨t in Prozent bezogen auf alle Pra¨mien, die der Zedent in der be-
trachteten Versicherungsbranche einnimmt. Der zweite Wert ist die Haftungsstrecke, die sich
aus dem Plafond minus der Priorita¨t, bezogen auf die eingenommenen Versicherungspra¨mien
des Erstversicherers, ergibt.
1.3.2.4 Ho¨chstschaden-Ru¨ckversicherung
Neben den bereits erwa¨hnten sowie weiteren aber meist nur wenig variierenden Ru¨ckversiche-
rungsarten, la¨sst sich als wichtige nicht-proportionale Vertragsart noch die Ho¨chstschaden-
Ru¨ckversicherung nennen. Diese wurde von der ‘Schweizer Ru¨ck’ entwickelt.
Die Ho¨chstschaden-Ru¨ckversicherung ist wie folgt deﬁniert: “This sort of treaty stipulates
that the reinsurer pays a certain number of the largest claims of one year (e.g. the three
largest ones).”54. Dies bedeutet, der Ru¨ckversicherer verpﬂichtet sich, den gro¨ßten Schaden
beziehungsweise eine vorher vertraglich festgelegte Anzahl der gro¨ßten Scha¨den eines Jahres
zu u¨bernehmen. Die U¨bernahme ﬁndet dafu¨r im Prinzip zu 100 Prozent statt.
In der Praxis ﬁndet diese, auch unter der Bezeichnung COSIMA55 oder HS-RV bekannte
52Vgl. Schmidt (1991), S. 299. Wiederum kann der Zessiona¨r seine Haftung mit Hilfe des Plafonds beschra¨nken.
53Vgl. Pfeiﬀer (1986), S. 61.
54Vgl. Straub (1988), S. 68.
55Couverture des Sinistres Majeurs.
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Vertragsart jedoch wenig Anwendung.
1.4 Retrozession
Ru¨ckversicherungsvertra¨ge ko¨nnen auch zwischen zwei Ru¨ckversicherern angewendet werden.
Dies wird als Retrozession bezeichnet56. Dabei versichert ein Zessiona¨r einen Teil der von ihm
u¨bernommenen Scha¨den bei einem anderen Ru¨ckversicherer weiter57. Somit ist Retrozession,
die “Ru¨ckversicherung von Ru¨ckversicherungen”58.
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Abbildung 1.6: Zusammenhang zwischen Zedent und Zessiona¨r.
Retrozession kann dabei in zwei Arten unterschieden werden, zum einen in die Weiterru¨ck-
versicherung, auch Retrozession im eigentlichen Sinn, und zum anderen in die Retrozession
im engeren Sinn59.
Bei “der Weiterru¨ckversicherung werden Teile der vom Ru¨ckversicherer u¨bernommenen Haf-
tungen grundsa¨tzlich zu Orginalbedingungen und proportional an die Retrozessiona¨re60 wei-
tergeben”61. Es handelt sich somit um die Weitergabe von Risiken aus einem Ru¨ckversiche-
rungsvertrag, der ru¨ckversichert wird. Dagegen wird bei der Retrozession im engeren Sinne
das Ru¨ckversicherungsportfolio des Retrozedenten versichert. Bei beiden Arten u¨bt der Re-
56Vgl. Schmidt (2002), S. 205.
57Vgl. Gerathewohl (1976), S. 52.
58Vgl. Mainardi (1925), S. 7.
59Vgl. Gerathewohl (1979), S. 674 f.
60Ein Retrozessiona¨r ist ein Ru¨ckversicherer, der Teile des Risikos von einem anderen Ru¨ckversicherer u¨ber-
nimmt. Der Ru¨ckversicherer, der Teile seines Risikos abgibt, wird Retrozedent genannt. Der Retrozessiona¨r
wiederum kann gleichzeitig auch ein Retrozedent sein, wenn er Teile des u¨bernommenen Risikos an einen
weiteren Ru¨ckversicherer transferiert.
61Vgl. Gerathewohl (1979) , S. 674.
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trozedent die passive62 und der Retrozessiona¨r die aktive63 Retrozession aus64.
Grundlegendes Ziel einer Retrozession ist dabei die Beschra¨nkung und Streuung der Risiken
des Retrozedenten. Die Abbildung 1.6 stellt die Aufteilung eines Schadens von 50 Millionen
Euro zwischen einem Zedenten und mehreren Zessiona¨ren65 exemplarisch dar.
1.5 Zusammenfassung und U¨berblick
Nach der Deﬁnition des Begriﬀes der Ru¨ckversicherung wurden sowohl deren Formen als auch
Arten der Ru¨ckversicherung im Rahmen des Kapitels na¨her beleuchtet. Die Formen der Ru¨ck-
versicherung treﬀen dabei Aussagen u¨ber die Ausgestaltung von Vertra¨gen, die Arten treﬀen
Aussagen u¨ber die Methoden der Risikodeckung.
Als typische Formen ließen sich die fakultative, obligatorische und semiobligatorische Ru¨ckver-
sicherung benennen. Fakultative Vertra¨ge besagen, dass die Risikoabgabe durch den Erstver-
sicherer beziehungsweise die Risikou¨bernahme durch den Ru¨ckversicherer freiwillig geschieht.
Obligatorische Vertra¨ge verpﬂichten zur Risikoabgabe beziehungsweise Risikou¨bernahme. Se-
miobligatorische Vertra¨ge deuten auf eine Vermischung von obligatorischer und fakultativer
Form hin. Jeweils eine der Parteien stellt das fakultative, die andere das obligatorische Ele-
ment des Vertrages dar.
Bei der Betrachtung der Methoden der Risikodeckung und damit der Versicherungsarten konn-
ten zwei wesentliche Arten unterschieden werden: Die proportionale und die nicht-proportiona-
le Ru¨ckversicherung. Diese unterscheidet sich darin, in welchem Verha¨ltnis Scha¨den und Pra¨-
mien zwischen Erst- und Ru¨ckversicherer aufgeteilt werden. Dabei ﬁndet bei der proportio-
nalen Ru¨ckversicherung eine Aufteilung in gleichem und bereits festem Verha¨ltnis, bei der
nicht-proportionalen Ru¨ckversicherung in ungleichem Verha¨ltnis statt.
Bei der proportionalen Ru¨ckversicherung lassen sich zwei Typen, die Quoten- und die Summen-
exzedenten-Ru¨ckversicherung, benennen. Als Mischformen aus beiden Arten sei nur am Rande
die Quotenexzedenten-Ru¨ckversicherung erwa¨hnt. Sie la¨sst sich weiter entsprechend ihrer An-
wendungsreihenfolge in die Unterarten Summenexzendent mit Vorwegquote und Quote mit
Vorwegexzedent unterscheiden.
Bei der nicht-proportionalen Ru¨ckversicherung ﬁndet im Vergleich zur proportionalen Ru¨ck-
versicherung eine reine Orientierung an der Ho¨he des Schadens statt. Die einzelnen Risiken
und die damit verbundenen Pra¨mien ﬁnden keine Beachtung.
Verschiedene Grenzen werden im Rahmen von nicht-proportionalen Vertra¨gen deﬁniert. Zu
diesen geho¨rt die Priorita¨t, die die Ho¨he des Selbstbehaltes des Erstversicherers bezeichnet
und der Plafond, die Deckungsobergrenze, bis zu der ein Ru¨ckversicherer einen Schaden u¨ber-
62Als passive Retrozession wird der Kauf einer Ru¨ckversicherung durch einen Zessiona¨r bezeichnet.
63Als aktive Retrozession wird die Bereitstellung von Versicherungsschutz fu¨r einen Ru¨ckversicherer durch
einen Zessiona¨r bezeichnet.
64Vgl. Liebwein (2000), S. 292.
65Der zweite Zessiona¨r, der den ersten Zessiona¨r ru¨ckversichert, wird auch Retrozessiona¨r genannt.
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nimmt. Aus beiden bestimmt sich die Haftung, auch Layer genannt. Sie bezeichnet die Summe,
die ein Ru¨ckversicherer maximal im Schadensfall zu zahlen hat.
Innerhalb der nicht-proportionalen Ru¨ckversicherung lassen sich folgende Arten unterschei-
den: die Schadenexzedenten-Ru¨ckversicherung, welche sich in Excess of Loss per Risk, dass
heißt Einzelschadenexzedenten-Ru¨ckversicherung und Excess of Loss per Event, dass heißt
Kumulschadenexzentenden-Ru¨ckversicherung untergliedert, des Weiteren die Jahresu¨berscha-
den-Ru¨ckversicherung, dass heißt der Stop Loss Vertrag und als letztes die Ho¨chstschaden-
Ru¨ckversicherung.
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Abbildung 1.7: U¨bersicht u¨ber die Ru¨ckversicherungsvertragsarten.
Alle Arten besitzen eine a¨hnliche versicherungstechnische Wirkung. Der Unterschied ist eher
in der Interpretation der Schadensho¨he zu sehen. Sie bezieht sich auf einzelne Scha¨den, ku-
mulierte Scha¨den oder auf einen Gesamtschaden.
A¨hnlichkeiten herrschen dabei vor allem seitens des Zwecks zwischen Summenexzendenten-
und Schadenexzedenten-Ru¨ckversicherung. Dieser ist beim Erstversicherer besonders im letzt-
endlichen Ausgleich der Schadenslast, dass heißt der Homogenisierung des Schadensverlaufs,
u¨ber den gesamten Bestand zu sehen.
Wie auch proportionale Vertra¨ge ko¨nnen nicht-proportionale Vertra¨ge auf die Dauer von ei-
nem Jahr abgeschlossen werden. Bei ho¨herer oder unbestimmter Dauer wird zusa¨tzlich meist
eine Ku¨ndigungsmo¨glichkeit am Ende des Deckungsjahres eingebaut.
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Vor allem in der Inkonsistenz der Vertragsbeziehungen und in der zum Teil schwereren Lo¨-
sungsﬁndung aufgrund abweichender Interessenlagen der Vertragspartner unterscheidet sich
die nicht-proportionale von der proportionalen Ru¨ckversicherung.
Dies ist begru¨ndet in der Tatsache, dass nicht-proportionale Ru¨ckversicherungsvertra¨ge zwar
einerseits fu¨r den Erstversicherer eine sehr gute Mo¨glichkeit sind, die Netto-Schadensho¨he vor
außergewo¨hnlichen und weit u¨ber dem normalen Maß liegenden Schadensursachen zu schu¨t-
zen, andererseits der Ru¨ckversicherer aber diese extremen Ausmaße zu tragen und sich damit
einer starken Belastung auszusetzen hat.
Sowohl proportionale als auch nicht-proportionale Vertragsarten ko¨nnen in fakultativer oder
obligatorischer Form eingegangen werden. Zahlreiche Sonderformen und Erga¨nzungen exis-
tieren, sollen aber aufgrund der geringeren Relevanz innerhalb der vorliegenden Thematik
keine Beachtung ﬁnden. Ein Anspruch auf Vollsta¨ndigkeit liegt nicht vor. Die behandelten
Vertragsarten im U¨berblick stellt Abbildung 1.7 dar.
Im weiteren Verlauf dieser Arbeit ﬁndet ausschließlich die nicht-proportionale Ru¨ckversiche-
rung Anwendung. Zuvor gibt das folgende Kapitel einen Einblick in die Entscheidungstheorie.
Kapitel 2
Entscheidungstheorie
2.1 Einfu¨hrung in die Grundlagen der Entscheidungstheorie
Das vorliegende Kapitel soll einen kurzen Abriss u¨ber die bedeutendsten Ansa¨tze und Mo-
delle der Entscheidungstheorie geben. Dies ist zweckdienlich, da im Rahmen des entwickelten
Ansatzes rationales beziehungsweise intendiert rationales Entscheidungsverhalten von Erst-
beziehungsweise Ru¨ckversicherern Grundlage der Untersuchung ist.
Die Entscheidungstheorie la¨sst sich dabei in folgende zwei Bereiche1 unterteilen:
• pra¨skriptive Entscheidungstheorie2 und
• deskriptive Entscheidungstheorie.
“Im Mittelpunkt der pra¨skriptiven Entscheidungstheorie steht die Entscheidungslogik; es wird
nach Regeln zur Bewertung von Aktionsresultaten gesucht, die dem Postulat rationalen Ver-
haltens entsprechen. Die pra¨skriptive Entscheidungstheorie ist somit im Wesentlichen eine
Rationalita¨tsanalyse, sie kann als Erkla¨rung des Rationalverhaltens aufgefasst werden.”3. Zu
diesem Zweck stellt sie Verfahren zur Fa¨llung rationaler und praktikabler Entscheidungen be-
reit und geht der Frage nach, wie Entscheidungen unter gegebenen Bedingungen zu fa¨llen sind.
Die deskriptive Entscheidungstheorie hingegen untersucht Entscheidungsverhalten in der Rea-
lita¨t und ermittelt hierbei empirisch, wie Entscheidungen in der Wirklichkeit getroﬀen werden
und aus welchem Grund diese in der vorgefundenen Weise zustande gekommen sind. Ziel dabei
ist die Herleitung eines unbekannten Explanans, das heißt eines zu erkla¨renden Sachverhaltes,
aus einem bekannten Explanandum, welches aus einer Menge von Aussagen besteht4.
“Ziel der deskriptiven Entscheidungstheorie ist es, empirisch gehaltvolle Hypothesen u¨ber das
Verhalten von Individium und (Personen-)Gruppen im Entscheidungsprozess zu formulieren,
1Vgl. Saliger (1998), S. 1.
2Die pra¨skriptive Theorie wird auch als normative Entscheidungstheorie bezeichnet. Vgl. Laux (2003), S. 2
bzw. Bamberg, Trost (1996), S. 642 ﬀ.
3Vgl. Bamberg, Coenenberg (2006), S. 3.
4Vgl. Rommelfanger, Eickemeier (2002), S. 3 bzw. Bamberg, Coenenberg (2006), S. 4 f.
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mit deren Hilfe bei Kenntnis der jeweiligen Ausgangssituation Entscheidungen prognostiziert
werden ko¨nnen”5.
2.2 Grundmodell der Entscheidungstheorie
Hinsichtlich der verschiedenen Verwendungsmo¨glichkeiten lassen sich Modelle in der Betriebs-
wirtschaftslehre in Beschreibungs-, Erkla¨rungs- und Entscheidungsmodelle unterscheiden6.
Die Erstellung eines Entscheidungsmodells ist dabei im Rahmen betriebswirtschaftlicher Un-
tersuchungen von großem Interesse. Aufgrund der Tatsache, dass es sich im vorliegenden Fall
um die Analyse von Entscheidungsverhalten handelt, soll der Bereich der Entscheidungsmo-
delle im Weiteren na¨her beleuchtet werden.
Ein Entscheidungsmodell besteht dabei grundlegend aus einem Entscheidungsfeld und dem
Zielsystem. Das Entscheidungsfeld umfasst erstens den Aktionsraum, dass heißt die Menge
der mo¨glichen Handlungsalternativen, zweitens den Zustandsraum, dass heißt die Menge der
mo¨glichen Umweltzusta¨nde und drittens eine Ergebnisfunktion. Die Ergebnisfunktion ordnet
jeder Kombination von Aktion und Zustand einen Wert zu7.
Hinsichtlich des Zustandsraumes und hierbei insbesondere des Informationsstandes des Ent-
scheidungstra¨gers u¨ber den wahren Umweltzustand lassen sich als Zusta¨nde dabei die Ent-
scheidung unter Sicherheit und die Entscheidung unter Unsicherheit unterscheiden. Letztere
la¨sst sich weiter in Entscheidungen unter Risiko und Entscheidungen unter Ungewissheit glie-
dern8. Diese Zusta¨nde sollen im Weiteren na¨her erla¨utert werden.
2.3 Entscheidung unter Sicherheit
Von einer Entscheidung unter Sicherheit spricht man, wenn sa¨mtliche eintretenden Umwelt-
situationen bekannt sind. Das heißt, es liegt vollkommene Information u¨ber die Ergebnisse
vor9. Da dies in der Wirklichkeit sehr selten der Fall ist, ﬁndet dieser Ansatz versta¨rkt bei der
Formulierung stark schematisierter Modelle, meist deterministischer10 Entscheidungsmodelle
Anwendung.
2.4 Entscheidung unter Unsicherheit
Im Fall von Entscheidungen unter Unsicherheit ist von einer unvollkommenen Informations-
situation auszugehen. Nur ein Teil, etwa die Umweltsituationen ui, i = 1, ..., N sind bekannt.
Entscheidungen unter Unsicherheit lassen sich in Entscheidungen unter Risiko und in Ent-
scheidungen unter Ungewissheit unterscheiden.
5Vgl. Laux (2003).
6Vgl. Jung (2006), S. 41.
7Vgl. Rommelfanger, Eickemeier (2002), S. 12 f.
8Vgl. Scholl (2001) , S. 43.
9Vgl. Jung (2006), S. 186.
10Deterministische Ansa¨tze gehen von nur einem mo¨glichen Zustand aus, dem ein eindeutiger Ergebniswert
zugeordnet ist. Lediglich die Angabe der Pra¨ferenzvorstellungen des Entscheiders bzgl. des Ergebnisses wird
beno¨tigt. Vgl. Rommelfanger, Eickemeier (2002), S. 28.
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2.4.1 Entscheidung unter Risiko
Charakteristisch fu¨r Entscheidungen unter Risiko ist, dass zu den mo¨glichen Umweltsituatio-
nen ui auch die Eintrittswahrscheinlichkeiten Pi bekannt sind. Es gilt Pi ≥ 0 fu¨r alle i und∑N
i=1 Pi = 1
11.
Es handelt sich hierbei um ein stochastisches Entscheidungsmodell, wobei die Eintrittswahr-
scheinlichkeiten meist aus historischen Daten gescha¨tzt werden. Auch Erstversicherer kennen
ihre mo¨glichen Umweltzusta¨nde, die Schadensho¨hen, die eintreten ko¨nnen und deren Ein-
trittswahrscheinlichkeiten, die sie aus historischen Schadensforderungen gescha¨tzt haben12.
Wenn eine Handlungsalternative immer zu dem besten Ergebnis unter allen Handlungsal-
ternativen fu¨hrt, ist die Bestimmung der optimalen Handlungsalternative unproblematisch.
Meist ist so eine Situation aber nicht vorzuﬁnden. Entscheidungsregeln wa¨gen die Ergebnisse
von Handlungsalternativen unter Verwendung ihrer Eintrittswahrscheinlichkeiten gegeneinan-
der ab13. Diese Entscheidungsregeln ko¨nnen die Risikoeinstellung von Entscheidern abbilden.
2.4.1.1 Risikoeinstellungen und Pra¨ferenzfunktional
Entscheider ko¨nnen anhand ihrer Risikoeinstellung in drei Gruppen eingeteilt werden. Sie sind
entweder risikoavers, risikoneutral oder riskofreudig14.
Definition 2.4.1
Ein Entscheider ist risikoavers, wenn er jeder Aktion, die zu dem Ergebnis Y = E(Y ) fu¨hrt,
jede Aktion, die zu dem Ergebnis X = E(Y ) = E(X) fu¨hrt, vorzieht15.
Ein Entscheider ist risikofreudig, wenn er jeder Aktion, die zu dem Ergebnis X = E(Y ) =
E(X) fu¨hrt, jede Aktion, die zu dem Ergebnis Y = E(Y ) fu¨hrt, vorzieht16.
Ein Entscheider ist risikoneutral, wenn er zwischen jeder Aktion, die zu dem Ergebnis Y =
E(Y ) fu¨hrt und der Aktion, die zu dem Ergebnis X = E(Y ) = E(X) fu¨hrt, indiﬀerent ist17.
Um Entscheidungsverhalten, wie zum Beispiel bei der Wahl von Versicherungsvertra¨gen, zu
erkla¨ren, ist es sinnvoll nicht nur die versicherungsstatistische Datenlage fu¨r die Bestimmung
von Eintrittswahrscheinlichkeiten von Entscheidungen zu beru¨cksichtigen, sondern auch die
Risikoeinstellung der Entscheidungstra¨ger und daraus resultierend deren subjektive Nutzen-
bewertung der mo¨glichen Ergebnisse einzubeziehen. Der sich daraus ergebende Nutzenerwar-
tungswert wie er von Bernoulli begru¨ndet und von Neumann und Morgenstern in Axiomen18
11Vgl. Jung (2006), S. 189.
12Vgl. Farny et al.(1988), S. 712. Es wird u. a. unterschieden zwischen der “Scha¨tzung der Schadensverteilung
aufgrund der im Portfolio beobachteten Schadenserfahrung”und“Scha¨tzung der Schadensverteilung aufgrund
der Schadenserfahrung anderer Portfolios”.
13Vgl. Laux (2003), S. 145.
14Vgl. Eisenfu¨hr, Weber (1999), S. 225.
15Dass heißt, der Entscheider zieht in jeder Situation die sichere Aktion der unsicheren Aktion vor. Vgl. Wilhelm
(2008).
16Dass heißt, der Entscheider zieht in jeder Situation die unsichere Aktion der sicheren Aktion vor.
17Dass heißt, der Entscheider kann sich zwischen der sicheren Aktion und der unsicheren Aktion nicht ent-
scheiden.
18Vgl. Wiese (2002), S. 34 ﬀ. bzw. die Originalquelle vgl. Neumann, Morgenstern (1947).
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festgehalten wurde, ist heute als Bernoulli-Prinzip bekannt.
Seien X1 und X2 die Ergebnisse aus der Aktion 1 bzw. aus der Aktion 2. Dabei stellen
X1 und X2 Zufallsvariablen dar. Dann besagt das Bernoulli-Prinzip: 1  2 genau dann, wenn
E(u(X1)) ≥ E(u(X2))19, wobei E der Erwartungswert und u eine Nutzenfunktion20 ist. Somit
zieht der Entscheider die Aktion 1 immer der Aktion 2 vor, genau dann, wenn der erwartete
Nutzen der Aktion 1 gro¨ßer als der von Aktion 2 ist.
Bei Kenntnis der mo¨glichen Aktionen la¨sst sich somit zu jeder Handlungsoption der Nutzen-
erwartungswert bestimmen. Da der erwartete Nutzen in Form einer reellen Zahl ausgedru¨ckt
wird, werden Handlungsoptionen somit vergleichbar und die Ermittlung optimaler Handlungs-
alternativen mo¨glich. Es la¨sst sich ein Verha¨ltnis der Nutzenerwartungen ermitteln.
Risikoeinstellungen sind Grundlage fu¨r die Bewertungsentscheidung von Handlungsalternati-
ven a ∈ A. Dabei ist A der Aktionenraum. Die Bewertung einer Alternative a kann formal
durch die Abbildung Φ : A → R mit a → Φ(a) dargestellt werden. Die Abbildung Φ wird
dabei Pra¨ferenzfunktional genannt. Eine Alternative a ist besser als eine Alternative b, genau
dann, wenn Φ(a) ≥ Φ(b). Ziel ist es, die optimale Alternative a∗ ∈ A durch die Maximierung
des Pra¨ferenzfunktionals
Φ(a∗) = max
a∈A
Φ(a)
zu ﬁnden. Im Fall des Bernoulli-Prinzips ist Φ(a) = E(u(Xa))21.
Durch die Bewertung der Alternativen mittels eines Pra¨ferenzfunktionals wird eine Pra¨ferenz-
relation  zwischen den Alternativen des Aktionenraumes induziert. Dabei ko¨nnen folgende
Forderungen an das Bernoulli-Prinzip fu¨r eine Pra¨ferenzrelation abgeleitet werden22:
• Ordinales Prinzip23: Es gilt das ordinale Prinzip, wenn eine Pra¨ferenzrelation  zum
einen transitiv und zum anderen vollsta¨ndig ist.
– Eine Pra¨ferenzrelation  heißt transitiv, wenn fu¨r je drei Zufallsvariablen X,Y,Z
gilt: X  Y und Y  Z ⇒ X  Z24.
– Eine Pra¨ferenzrelation  heißt vollsta¨ndig, wenn fu¨r je zwei Zufallsvariablen gilt:
X  Y oder Y  X25.
• Stetigkeitsaxiom: Es seien x, y, z Ergebnisse mit der Beziehung y ≺ x ≺ z. Dann
existiert ein p ∈ (0, 1), so dass x gleichwertig ist zu pz + (1 − p)y. In Zeichen: x ∼
19Vgl. Bamberg, Coenenberg (2006), S. 85.
20Bzgl. der Anforderungen der Nutzenfunktion vgl. Bamberg , Coenenberg (2006), S. 85. Die Nutzenfunktion
des Bernoulli-Prinzips ist auch unter dem Namen Utility-Funktion, Expected Utility Hypothesis, Bernoulli-
Funktion, Bernoulli-Nutzen, von Neumann-Morgenstern-Nutzen bzw. Risikopra¨ferenzfunktion bekannt.
21Vgl. Bamberg, Coenenberg (2006), S.86.
22Vgl. Bamberg, Coenenberg (2006), S. 100 f.
23Gilt fu¨r eine Relation das ordinale Prinzip, wird diese auch als vollsta¨ndige Pra¨ordnung oder als Quasiordnung
bezeichnet.
24Die Eigenschaft der Transitivita¨t gewa¨hrleistet die Vergleichbarkeit zwischen einzelnen Pra¨ferenzrelationen.
Wenn X der Zufallsvariablen Y und Y der Zufallsvariable Z vorgezogen wird, dann wird auch X der Zu-
fallsvariable Z vorgezogen.
25Die Eigenschaft der Vollsta¨ndigkeit gewa¨hrleistet somit die Vergleichbarkeit von je zwei Zufallsvariablen.
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pz + (1− p)y26.
• Substitutionsaxiom: Sei Z eine Zufallsvariable und p ∈ (0, 1) beliebig, dann gilt
X  Y , genau dann, wenn XpZ  Y pZ27.
2.4.1.2 Entscheidungsregeln
Neben dem Bernoulli-Prinzip existieren zahlreiche weitere Entscheidungsregeln. Auf einige
der bedeutendsten soll in diesem Abschnitt na¨her eingegangen werden.
Bayes-Kriterium
Eine im Vergleich zum Bernoulli-Prinzip historisch weiter zuru¨ckliegende Entscheidungsre-
gel ist das Bayes-Kriterium. Grundlage des Bayes-Kriteriums ist der Erwartungswert einer
Zufallsvariable X. Aus diesem Grund wird das Bayes-Kriterium auch Erwartungswert- bezie-
hungsweise µ-Kriterium genannt28. Das Kriterium benutzt das Pra¨ferenzfunktional
ΦB(X) := E(X).
Dass heißt Grundlage des Bayes-Kriteriums ist allein die erwartete Auspra¨gung von X. Dieser
Ansatz wird von risikoneutralen Entscheidungstra¨gern verwendet29.
CVaR-Prinzip
Grundlage des CVaR-Prinzips30 ist der Conditional Value at Risk31. Dieser berechnet den
unteren bedingten Erwartungswert der α · 100 % schlechtesten Auspra¨gungen von X. Es gilt
CV aRα(X) = E(X|X ≤ xα) = 1
α
∫ xα
−∞
x dFX(x)32
26Das Stetigkeitsaxiom besagt, dass ein p existiert, so dass ein Entscheider zwischen dem sicheren Ereignis x
und einer Lotterie mit den Ergebnissen y und z indiﬀerent ist. Das Stetigkeitsaxiom ist in der Realita¨t meist
erfu¨llt, es ko¨nnen jedoch Situationen konstruiert werden, in denen es verletzt ist. Vgl. dazu Marschak (1950).
27Das Substitutionsaxiom wird auch als Unabha¨ngigkeitsaxiom bezeichnet. Vgl. Ko¨ster (2006), S. 48.
28Das Bayes-Kriterium ist benannt nach dem englischen Mathematiker Thomas Bayes (1702 - 1761). Die Be-
zeichnung Bayes- bzw. Erwartungswertkriterium wird verwendet, wenn die Benutzung des Erwartungswertes
unterstrichen werden soll. Der Begriﬀ µ-Kriterium ﬁndet Anwendung, wenn man das Kriterium im Vergleich
zu anderen verteilungsparameterabha¨ngigen Entscheidungskriterien betrachtet. Vgl. Bamberg, Coenenberg
(2006), S. 103.
29Vgl. Klein, Scholl (2004), S. 386 bzw. Bamberg, Coenenberg (2006), S. 103.
30Der Begriﬀ Entscheidungsprinzip wird verwendet, wenn die Entscheidungsregel individuell wa¨hlbare Para-
meter entha¨lt, diese aber noch nicht festgelegt sind. Erst nach Festlegung der Parameter spricht man von
einer Entscheidungsregel. Das Bayes-Kriterium hat keine frei wa¨hlbaren Parameter, ist also eine Entschei-
dungsregel. Der Begriﬀ ‘Kriterium’ ist der Oberbegriﬀ fu¨r Entscheidungsregeln und -prinzipien. Vgl. Laux
(2003), S.28.
31Der Conditional Value at Risk ist auch als Expected Shortfall, Mean Excess oder Tail Conditional Expectation
bekannt.
32Eine alternative Darstellung ist CV aRα(X) = E(X|X ≤ −V aRα(X)). Dabei ist V aRα(X) der Value at
Risk. Sei F−1X die inverse Verteilungsfunktion von X, dann gilt V aRα(X) = −xα = −F−1X (α). Der VaR
selbst kann auch als Entscheidungsprinzip genutzt werden, bietet jedoch in Bezug auf die Risikomessung
einige Nachteile. Vgl. diesbzgl. Hanisch (2006), S. 24 ﬀ. Vgl. in Bezug auf allgemeine Schadensverteilungen
Rockafellar, Uryasev (2002).
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mit α ∈ (0, 1). xα sei das α-Quantil von X33. Das Pra¨ferenzfunktional des CVaR-Prinzips
lautet somit
Φα(X) := CV aRα(X)
und ist fu¨r risikoaverse Entscheider geeignet34. Der Conditional Value at Risk na¨hert sich fu¨r
α→ 1 dem Erwartungswert und somit dem Bayes-Kriterium an. Fu¨r α→ 0 dagegen werden
immer gro¨ßere Bereiche der Verteilung von X vernachla¨ssigt. Somit wird ein Entscheider mit
geringer Risikoaversion ein α von fast eins und ein Entscheider mit hoher Risikoaversion ein
α von fast null pra¨ferieren.
Der CVaR betrachtet nicht alle Teile einer Verteilung. Es ist daher sinnvoll, nicht nur ein Risi-
komaß wie den CVaR, sondern auch ein Wertmaß wie zum Beispiel den Erwartungswert in die
Betrachtung eines Entscheiders einzubeziehen. Entscheidungskriterien, die sich aus mehreren
Entscheidungsprinzipien bzw. -regeln zusammensetzen, nennt man hybride Entscheidungs-
prinzipien bzw. -regeln.
Hybride Entscheidungsprinzipien
Das historisch gesehen a¨lteste hybride Entscheidungsmodell ist die Kombination aus dem
Erwartungswert und der Varianz, das so genannte µ-σ-Prinzip:
Φε(X) := E(X) − ε2V ar(X)
35
mit dem Risikoparameter ε ∈ R. Dieser ist individuell festzulegen und korrigiert die erwartete
Auspra¨gung der Zufallsgro¨ße X um das mit der Gro¨ße X verbundene Risiko36. Dabei bildet
das µ-σ-Prinzip fu¨r ε > 0 einen risikofreudigen, fu¨r ε < 0 einen risikoaversen und fu¨r ε = 0
einen risikoneutralen Entscheider ab. In diesem Fall ist das Entscheidungsprinzip identisch mit
dem Bayes-Kriterium. Da die Varianz die Anforderungen eines koha¨renten Risikomaßes37 im
Sinne der Risikomessung38 nicht erfu¨llt, wurden hybride Pra¨ferenzfunktionale auf der Grund-
lage des Erwartungswertes39 und des CVaR40 entwickelt.
Im Folgenden werden vier hybride Entscheidungsprinzipien auf der Grundlage des Erwar-
tungswertes und des CVaR vorgestellt. Das erste Prinzip stellt eine Analogie zum µ-σ-Prinzip
33Im Folgenden sei das α-Quantil von X eindeutig bestimmt.
34Vgl. Jammernegg, Kischka (2005), S. 215 f.
35Vgl. Bamberg, Coenenberg (2006), S. 108.
36Vgl. Mu¨ller, Stoyan (2002), S. 274.
37Vgl. Artner et al. (1999), S. 209 f. bzw. Do¨lker (2006), S. 100 ﬀ.
38Man unterscheidet bei der Verwendung von Pra¨ferenzfunktionalen in den Bereich Pra¨ferenzmessung und
Risikomessung. Bei der Pra¨ferenzmessung steht die Optimierung des Pra¨ferenzfunktionals zur Bestimmung
einer optimalen Handlungsalternative im Vordergrund. Das Pra¨ferenzfunktional wird also als Entscheidungs-
prinzip verwendet. In der Risikomessung dagegen steht das Pra¨ferenzfunktional zur Bestimmung des zu
hinterlegenden Eigenkapitals im Sinne von Basel II und Solvency II im Vordergrund. Vgl. bzgl. Basel II
BaFin (2008a), bzgl. Solvency II BaFin (2008b).
39Der negative Erwartungswert ist ein koha¨rentes Risikomaß. Vgl. Hanisch (2006), S. 77 f.
40Der negative CVaR ist ein koha¨rentes Risikomaß. Vgl. Nguyen (2008), S. 210. bzw. Hanisch (2006), S. 79
ﬀ. Bei Hanisch ist der CVaR mit anderem Vorzeichen deﬁniert, somit ist bei ihm der CVaR ein koha¨rentes
Risikomaß.
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dar. Bei diesem wird der CVaR durch einen Risikoparameter ε beeinﬂusst. Im Folgenden wird
dieses Prinzip als µ-CV aR-Prinzip (1) bezeichnet und besitzt das Pra¨ferenzfunktional
Φα,ε(X) := E(X) + εCV aRα(X)
mit α ∈ (0, 1) und ε ∈ R. Dieses Pra¨ferenzfunktional spiegelt somit fu¨r ε > 0 einen risikoaver-
sen, fu¨r ε < 0 einen risikofreudigen und fu¨r ε = 0 einen risikoneutralen Entscheider wider41.
Im letzten Fall ist das µ-CV aR-Prinzip (1) mit dem Bayes-Kriterium identisch.
Das zweite hybride Entscheidungsprinzip auf der Basis des CVaR ist aufgrund der Tatsache,
dass eine Konvexkombination von koha¨renten Risikomaßen wieder ein koha¨rentes Risikomaß
darstellt42, fu¨r die Risikomessung entwickelt worden. Es wird im Folgenden µ-CV aR-Prinzip
(2) genannt. Das zugeho¨rige Pra¨ferenzfunktional lautet
Φα,κ(X) := (1− κ)E(X) + κCV aRα(X)
mit α ∈ (0, 1) und κ ∈ [0, 1]. Das negative Pra¨ferenzfunktional ist dabei ein koha¨rentes Risiko-
maß43 und ist aufgrund der Beschra¨nkung von κ auf das Einheitsintervall nur fu¨r risikoaverse
und neutrale Entscheider geeignet. Es entspricht dem Bayes-Kriterium im Fall κ = 0 und dem
CVaR-Prinzip fu¨r κ = 1.
Um auch Risikofreude abbilden zu ko¨nnen, wurde das µ-CV aR-Prinzip (2) verallgemeinert.
Grundlage des verallgemeinerten Entscheidungsprinzips ist eine Konvexkombination des obe-
ren und unteren bedingten Erwartungswertes. Dieses verallgemeinerte Prinzip wird im Fol-
genden µ-CV aR-Prinzip (3) genannt. Das zugeho¨rige Pra¨ferenzfunktional lautet
Φα,λ(X) := λE(X|X ≤ xα) + (1− λ)E(X|X ≥ xα)44 (2.1)
mit xα dem α-Quantil, α ∈ (0, 1) und λ ∈ [0, 1]. Durch geeignete Umformung werden die
Wert- und Risikokomponente45 des Pra¨ferenzfunktionals sichtbar und fu¨hren zur Gestalt des
µ-CV aR-Prinzips (3)
Φα,λ(X) =
1− λ
1− αE(X) +
λ− α
1− αE(X|X ≤ xα). (2.2)
Ebenso ist eine Darstellung dieses Prinzips mit dem oberen bedingten Erwartungswert mo¨g-
lich. Diese lautet
Φα,λ(X) =
λ
α
E(X) +
(
1− λ
α
)
E(X|X ≥ xα)46. (2.3)
Aus der Formel (2.1) sieht man deutlich, dass fu¨r λ > α der untere bedingte Erwartungswert
u¨bergewichtet und der obere bedingte Erwartungswert untergewichtet wird. Somit erhalten
die kleinen Auspra¨gungen von X einen ho¨heren Einﬂuss (Risikoaversion). Dagegen besitzen
41Vgl. Jammernegg, Kischka (2005), S. 2 bzw. Kischka (2005), S. 147 ﬀ.
42Vgl. Acerbi (2002), S. 1507 bzw. Fischer (2003).
43Vgl. Hanisch (2006), S. 130.
44Vgl. Jammernegg, Kischka (2005), S. 6 f.
45Der Erwartungswert stellt dabei die Wert- und der CVaR die Risikokomponente dar.
46Die entsprechenden Umformungen beﬁnden sich im Anhang A S. 166.
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fu¨r λ < α die besten Auspra¨gungen von X eine erho¨hte Relevanz und stellen somit Risiko-
freude dar. Aus den Formeln (2.2) und (2.3) ist zusehen, dass fu¨r λ = α beide Darstellungen
des Pra¨ferenzfunktionals auf den Erwartungswert zusammenfallen und somit Risikoneutrali-
ta¨t ausdru¨cken. Als Spezialfall ist das CVaR-Prinzip fu¨r λ = 1 (ersichtlich aus Formel (2.2))
im µ-CV aR-Prinzip (3) enthalten47.
Das vierte Prinzip auf Basis des CVaR stellt eine Analogie zum µ-CV aR-Prinzip (3) dar
und wird im Folgenden mit µ-CV aR-Prinzip (4)bezeichnet. Grundlage diesen Prinzips ist
eine entgegengesetzte Gewichtung von oberem und unterem bedingten Erwartungswert. Es
lautet
Φβ,δ(X) := (1− δ)E(X|X ≤ x1−β) + δE(X|X ≥ x1−β). (2.4)
Dabei ist x1−β das (1−β)-Quantil der Zufallsgro¨ße X, β ∈ (0, 1) und δ ∈ [0, 1]. Analog zu dem
µ-CV aR-Prinzip (3) sind folgende a¨quivalente Darstellungen dieses Prinzips mo¨glich
Φβ,δ(X) =
1− δ
1− βE(X) +
δ − β
1− βE(X|X ≥ x1−β) (2.5)
bzw.
Φβ,δ(X) =
δ
β
E(X) +
(
1− δ
β
)
E(X|X ≤ x1−β)48. (2.6)
Fu¨r δ < β (ersichtlich aus Darstellung (2.4)) wird der untere bedingte Erwartungswert u¨ber-
gewichtet und der obere bedingte Erwartungswert untergewichtet und spiegelt somit Risiko-
aversion wider. Fu¨r δ > β dagegen gewichtet das Pra¨ferenzfunktional den oberen bedingten
Erwartungswert u¨ber und gleichzeitig den unteren bedingten Erwartungswert unter. Dies
stellt Risikofreude dar. Im Fall identischer Risikoparameter fa¨llt das Pra¨ferenzfunktional auf
das Bayes-Kriterium zusammen (ersichtlich aus Darstellung (2.5) und (2.6))49. Das CVaR-
Prinzip ist ebenfalls als Spezialfall im Pra¨ferenzfunktional Φβ,δ(X) fu¨r δ = 0 und α = 1 − β
(ersichtlich aus Darstellung (2.6)) enthalten.
Abschließend sei erwa¨hnt, dass die beiden letztgenannten Pra¨ferenzfunktionale fu¨r die Ri-
sikoeinstellungen Risikoaversion und -neutralita¨t, koha¨rente Risikomaße50 fu¨r die Risikomes-
sung darstellen. Genauer gesagt, sind die negativen Pra¨ferenzfunktionale koha¨rente Risiko-
maße. Dabei ist
−Φα,λ(X) = 1− λ1− α(−E(X)) +
λ− α
1− α (−E(X|X ≤ xα))
51
47Im Anhang A S. 166 beﬁndet sich der formale Beweis zur Risikoeinstellung des Pra¨ferenzfunktionals Φα,λ(X).
48Die entsprechenden Umformungen beﬁnden sich im Anhang A S. 168.
49Im Anhang A S. 169 beﬁndet sich der formale Beweis zur Risikoeinstellung des Pra¨ferenzfunktionals Φβ,δ(X).
50Vgl. zu koha¨renten Risikomaßen Artzner et al. (1997), S. 69 f. bzw. (1999) S. 203 f. sowie Albrecht (2003),
S.11 ﬀ. Im Allgemeinen bezieht sich die Thematik der koha¨renten Risikomaße auf eine Gewinnvariable. Bzgl.
koha¨renter Risikomaße unter Verwendung von Verlustvariablen vgl. Do¨lker (2006), S. 100 ﬀ., Panjer (2001),
S. 2 f. sowie Koryciorz (2004), S. 41 ﬀ. Bzgl. Kritik an den koha¨renten Risikomaßen vgl. Goovaerts et al.
(2003), S. 44 ﬀ. bzw. Barbosa, Ferreira (2004).
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fu¨r α ≤ λ und
−Φβ,δ(X) = δ
β
(−E(X)) +
(
1− δ
β
)
(−E(X|X ≤ x1−β))52
fu¨r β ≥ δ eine Konvexkombination aus koha¨renten Risikomaßen und stellt somit wieder ein
koha¨rentes Risikomaß dar53.
2.4.2 Entscheidung unter Ungewissheit
Im Vergleich zu Entscheidungen unter Risiko lassen sich Entscheidungen unter Ungewissheit
wie folgt charakterisieren: Die mo¨glichen Umweltzusta¨nde ui, i = 1, ..., N , die eintreten ko¨n-
nen, sind bekannt, deren Eintrittswahrscheinlickeiten Pi jedoch nicht. Fu¨r die unbekannten
Wahrscheinlichkeiten gilt
1. Pi > 0, d.h. es werden nur mo¨gliche Umweltzusta¨nde beru¨cksichtigt und
2.
∑N
i=1 Pi = 1, d.h. es werden alle Umweltzusta¨nde beru¨cksichtigt
54.
Eine anschauliche Darstellung fu¨r eine endliche Anzahl von Handlungsalternativen aj und
von Umweltzusta¨nden ui sowie der daraus resultierenden Ergebnisse eji mit i = 1, . . . , N und
j = 1, . . . ,M ﬁndet meist in Form einer Entscheidungsmatrix statt. Die daraus resultierende
Entscheidungsmatrix55 illustriert Tabelle 2.1.
u1 · · · uN
a1 e11 · · · e1N
...
...
...
aM eM1 · · · eMN
Tabelle 2.1: Entscheidungsmatrix bei Ungewissheit.
Aufgrund der Unkenntnis der Eintrittswahrscheinlichkeiten der Umweltzusta¨nde ko¨nnen die
Entscheidungsprinzipien aus dem Abschnitt ”Entscheidung unter Risiko“ nicht angewendet
werden. Einen Lo¨sungsansatz fu¨r die Situation unter Ungewissheit stellen unter anderem die
Entscheidungsregeln56 Maximin, Maximax, Hurwicz und Minimax-Regret dar. Auf diese wird
im Folgenden na¨her eingegangen.
Maximin-Regel
51Folgt aus Formel (2.2).
52Folgt aus Formel (2.6).
53Der negative Erwartungswert und der negative untere bedingte Erwartungswert sind koha¨rente Risikomaße.
Vgl. dazu Hanisch (2006), S. 77 ﬀ. Bzgl. der Konvexkombination von koha¨renten Risikomaßen vgl. S. 79.
54Vgl. u. a. Stelling (2005), S. 324 bzw. Bamberg, Coenenberg (2006), S. 19.
55Vgl. Klein, Scholl (2004), S. 393, Sturm (2006), S. 16 sowie Zimmermann (2005), S. 15 f.
56Vgl. bzgl. Entscheidungsregeln fu¨r Entscheidungen unter Ungewissheit Schulenburg (2005), S. 240 ﬀ., Bradtke
(2003), S. 74 ﬀ. sowie Bamberg, Coenenberg (2006), S. 130 ﬀ.
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Die Maximin-Regel57 betrachtet jeweils das ungu¨nstigste Ergebnis fu¨r jede Aktion u¨ber alle
N Umweltzusta¨nde. Anschließend werden die ungu¨nstigen Ereignisse u¨ber die Handlungsal-
ternativen (Aktionen) maximiert. Es gilt formal
max
j
ΦMm(aj) := max
j
min
i
eji.
Somit gilt diejenige Entscheidung als optimal, bei der die ungu¨nstigsten Folgen noch am gu¨ns-
tigsten ausfallen. Die Orientierung dieser Regel an den schlechtesten Umweltentwicklungen
spiegelt damit einen extrem risikoscheuen Entscheider wider58. Dieser Ansatz wird vor allem
in der Spieltheorie beziehungsweise der statistischen Entscheidungstheorie in Fa¨llen verwen-
det, in denen rational handelnde Gegenspieler angenommen werden. Wird als Grundlage der
Betrachtung eine Schadens- beziehungsweise Verlustmatrix angesetzt, ﬁndet der umgekehrte
Ansatz, die Minimax-Regel ihre Anwendung. Ziel dieser Regel ist die Minimierung des maxi-
males Verlustes beziehungsweise Schadens59.
Maximax-Regel
Im Gegensatz zur Maximin-Regel stellt die Maximax-Regel60 einen optimistischen Ansatz
dar. Es wird jeweils das gu¨nstigste Ereignis u¨ber alle Umweltsituationen von allen Hand-
lungsalternativen aj bestimmt. Anschließend werden die gu¨nstigen Ereignisse u¨ber die Hand-
lungsalternativen aj maximiert. Es gilt
max
j
ΦMM(aj) := max
j
max
i
eji.
Bei Verwendung einer Schadensmatrix ﬁndet wiederum die analoge Minimin-Regel Anwen-
dung61.
Hurwicz-Regel
Die Hurwicz-Regel62 erlaubt Kompromisse zwischen der pessimistischen Maximin-Regel und
der optimistischen Maximax-Regel. De facto ist die Hurwicz-Regel eine Konvexkombination
aus den zwei vorangegangenen Entscheidungsregeln. Es gilt
max
j
ΦH(aj) := Πmax
j
max
i
eji + (1−Π)max
j
max
i
eji
mit Optimismusparameter Π ∈ [0, 1]. Dieser Optimissmusparameter bringt die perso¨nliche
und subjektive Einstellung eines Entscheidungstra¨gers zum Ausdruck und ist individuell fest-
zulegen. Je gro¨ßer der Optimismusparameter, desto sta¨rker wird das gu¨nstigste Handlungser-
gebnis pra¨feriert. Ist der Optimismusparameter gleich eins, so ist die Hurwicz-Regel gleich der
57Die Maximin-Regel wird auch Wald-Regel genannt, benannt nach dem deutschsprachigen Mathematiker
Abraham Wald (1902 - 1950). In der Spieltheorie ist die Maximin-Regel auch als Sattelpunktkriterium
bekannt. Vgl. Zimmermann, Stache (2001), S. 277.
58Vgl. Zimmermann, Stache (2001), S. 277 bzw. Rosenkranz, Missler-Behr (2005), S. 80 f.
59Vgl. Bamberg, Coenenberg (2006), S. 131.
60Vgl. Rosenkranz, Missler-Behr (2005), S. 80 bzw. Bamberg, Coenenberg (2006), S. 131.
61Vgl. Bamberg, Coenenberg (2006), S. 131.
62Vgl. Rosenkranz, Missler-Behr (2005), S. 81, Bamberg, Coenenberg (2006), S. 131 f. sowie Borch (1969), S.
132.
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Maximax-Regel. Fu¨r einen Optimismusparameter von null dagegen fa¨llt die Hurwicz-Regel auf
die Maximin-Regel zusammen. Somit wa¨gt die Hurwicz-Regel die gu¨nstigste und ungu¨nstigste
Konsequenz gegeneinander ab. Voraussetzung ist eine kardinale Nutzenmessung63. Kritisch ist
jedoch, dass sie nur von den jeweils extremsten Konsequenzen ausgeht und diese gleichzeitig
als gleichwertig betrachtet.
Minimax-Regret-Regel64
Im Gegensatz zu den zuvor genannten Regeln beurteilt die Minimax-Regret-Regel nicht die
Alternativen auf der Grundlage der Ergebnisse, sondern basiert auf Werten des Bedauerns.
Dabei wird diejenige Alternative gewa¨hlt, welche das maximale Bedauern minimiert. Es gilt
min
j
ΦmMR(aj) := min
j
max
i
rji
mit rji = max
j
eji−eji, wobei max
i
rji den gro¨ßten Regret, also das gro¨ßte Bedauern, darstellt65.
Weitere Entscheidungsregeln unter Ungewissheit sind u. a. die Laplace- und die Krelle-Regel.
Da beide Regeln in dieser Arbeit keine Anwendung ﬁnden, wird auf die Vorstellung dieser
Regeln verzichtet66.
Im Folgenden wird auf die Erwartungsnutzen- und anschliessend auf die duale Nutzentheorie
eingegangen, um die Konsistenz bzgl. ausgewa¨hlter Entscheidungsprinzipien zu zeigen67.
2.5 Konsistenzbetrachtungen zur Erwartungsnutzentheorie
Im Folgenden soll die Konsistenz bzw. die Inkonsistenz von Entscheidungsprinzipien bzgl. der
Bernoulli-Erwartungsnutzentheorie behandelt werden. “Zentrales Element der Erwartungs-
nutzentheorie ist eine Nutzenfunktion u, u¨ber deren Erwartungswert Pra¨ferenzen abgebildet
werden ko¨nnen”68. Diese Vorgehensweise wird auch Bernoulli-Prinzip genannt und fordert ei-
ne vollsta¨ndige und transitive Pra¨ferenzrelation, die das Stetigkeits- und Substitutionsaxiom
erfu¨llt69.
Die Axiomatik fu¨r die Erwartungsnutzentheorie ist in der Literatur nicht einheitlich. Viel-
mehr ﬁndet man verschiedene Axiomensysteme, welche aber alle die Erwartungsnutzentheo-
rie implizieren. So fu¨hrt Hanisch70 folgendes Axiomensystem fu¨r die Erwartungsnutzentheorie
an:
63Vgl. Bamberg, Coenenberg (2006), S. 132.
64Die Minimax-Regret-Regel wird auch Savage-Niehans-Regel bzw. Prinzip des kleinsten Bedauerns genannt.
Vgl. Bamberg, Coenenberg (2006), S. 134.
65Vgl. Scholl (2001), S. 55.
66Vgl. bzgl. Laplace- und Krelle-Regel Bamberg, Coenenberg (2006), S. 133 ﬀ.
67Einen kleinen U¨berblick u¨ber ausgewa¨hlte Nutzentheorien sowie deren Literaturverweise bietet Hanisch
(2006), S. 149. Einen ausfu¨hrlichen U¨berblick ﬁndet man bei Weber, Camerer (1987) bzw. Kischka, Puppe
(1992).
68Vgl. Kottke (2005), S. 8.
69Vgl. Abschnitt 2.4.1.1 bzw. Kottke (2005), S. 9.
70Vgl. Hanisch (2006), S. 134 ﬀ.
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• Neutralita¨tsaxiom: Wenn FX = FY gilt, dann folgt X ∼ Y 71.
• Ordinales Prinzip: Eine Pra¨ferenzordnung  existiert.
• Stetigkeitsaxiom: Die Pra¨ferenzordnung  ist stetig.
• Monotonieaxiom: Wenn FX(x) ≤ FY (x) fu¨r alle x ∈ R gilt, dann folgt FX(x)  FY (x).
• Unabha¨ngigkeitsaxiom: Wenn FX(x)  FY (x) gilt, dann folgt fu¨r alle α ∈ [0, 1]:
αFX + (1− α)FZ  αFY + (1− α)FZ .
Die Konsistenz zwischen einer Entscheidungsregel und einer Pra¨ferenztheorie mit zugeho¨riger
Pra¨ferenzordnung  ist dabei wie folgt deﬁniert:
Definition 2.5.1
Seien X und Y Zufallsvariablen. Eine Pra¨ferenzordnung  und eine Entscheidungsregel Φ
heißen konsistent genau dann, wenn gilt
X  Y ⇔ Φ(X) ≥ Φ(Y )72.
Hanisch hat die Konsistenz des Erwartungswertes und der Varianz bzgl. der Erwartungsnut-
zentheorie gezeigt. Fortfu¨hrend beweist er in seiner Arbeit die Inkonsistenz des CVaR und die
Inkonsistenz des hybriden Pra¨ferenzfunktionals ΦHα,λ(X) = (1−λ)E(X)+λE(X|X ≤ xα) zur
Erwartungsnutzentheorie73. Dies formuliert der folgende Satz.
Satz 2.5.1
Sei λ ∈ (0, 1]74und α ∈ (0, 1) beliebig, dann ist die Entscheidungsregel ΦHα,λ(X) nicht mit der
Erwartungsnutzentheorie konsistent.
Satz 2.5.2
Sei λ ∈ [0, 1] und α ∈ [0, 1) beliebig, dann ist die Entscheidungsregel Φα,λ(X) im Allgemeinen
nicht mit der Erwartungsnutzentheorie konsistent.
Sei δ ∈ [0, 1] und β ∈ [0, 1) beliebig, dann ist die Entscheidungsregel Φβ,δ(X) im Allgemeinen
nicht mit der Erwartungsnutzentheorie konsistent.
Beweis:
1. Behauptung:
Fu¨r λ > α sind die Gewichte des Pra¨ferenzfunktionals Φα,λ(X) zwischen null und eins. Da-
mit stellt dieses Pra¨ferenzfunktional ebenso eine Konvexkombination aus Erwartungswert
und unterem bedingten Erwartungswert wie das Pra¨ferenzfunktional ΦHα,λ(X) dar. Fu¨r dieses
hat Hanisch gezeigt, dass es im Allgemeinen nicht konsistent zur Erwartungsnutzentheorie ist.
2. Behauptung:
71Das Neutralita¨tsaxiom besagt, wenn zwei Alternativen die gleiche Verteilung besitzen, dann sind die Alter-
nativen gleichwertig.
72Vgl. Sarin, Weber (1993), S. 142.
73Vgl. dazu Hanisch (2006), S. 140 ﬀ.
74Der Fall λ = 0 muss hier ausgeschlossen werden, da in diesem Fall das Pra¨ferenzfunktional ΦHα,λ(X) gleich
dem Erwartungswert und dieser konsistent zur Erwartungsnutzentheorie ist.
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Zum Beweis beno¨tigt man die alternative Darstellung (2.6) fu¨r das Pra¨ferenzfunktional Φβ,δ(X),
um die A¨quivalenz zum Pra¨ferenzfunktional ΦHα,λ(X) herstellen zu ko¨nnen. Es gilt
Φβ,δ(X) =
δ
β
E(X) +
(
1− δ
β
)
E(X|X ≤ x1−β).
Fu¨r δ < β sieht man, dass die Gewichte in der alternativen Darstellung des Pra¨ferenzfunktio-
nals Φβ,δ(X) Werte zwischen null und eins annehmen. Damit stellt dieses Pra¨ferenzfunktional
ebenso eine Konvexkombination aus Erwartungswert und unterem bedingten Erwartungswert
wie das Pra¨ferenzfunktional ΦHα,λ(X) dar. Folglich ist dieses nicht im Allgemeinen konsistent
zur Erwartungsnutzentheorie.
QED
Der na¨chste Abschnitt ist der dualen Nutzentheorie gewidmet. Es wird die Konsistenz der
hybriden Pra¨ferenzfunktionale Φα,λ(X) und Φβ,δ(X) zu dieser bewiesen.
2.6 Duale Nutzentheorie
Im Folgenden soll die Konsistenz der zwei Pra¨ferenzfunktionale zur dualen Nutzentheorie von
Yaari75 gezeigt werden. Diese unterstellt folgende Axiomatik:
Auf einer Menge χ mit Q = {F ∗X : X ∈ χ} der Menge der Quantilsfunktionen sei eine
Pra¨ferenzordnung  charakterisiert mit folgenden Eigenschaften76:
1. Neutralita¨tsaxiom: X  Y ⇔ F ∗X  F ∗Y .
2. Stetigkeitsaxiom: Fu¨r F ∗X ∈ Q sind die Mengen {F ∗Y ∈ Q : F ∗X  F ∗Y } und
{F ∗Y ∈ Q : F ∗X ≺ F ∗Y } oﬀen.
3. Monotonieaxiom: Wenn fu¨r F ∗X(t) ≥ F ∗Y (t) fu¨r alle t ∈ [0, 1] gilt, dann ist F ∗X  F ∗Y 77.
4. Duales Substitutionsaxiom: Fu¨r alle F ∗X , F
∗
Y , F
∗
Z ∈ Q und alle ε ∈ [0, 1] gilt:
F ∗X  F ∗Y ⇒ εF ∗X + (1− ε)F ∗Z  εF ∗Y + (1− ε)F ∗Z .
Die Anforderungen an ein Pra¨ferenzfunktional, welches die Axiomatik der dualen Nutzen-
theorie erfu¨llt, fomuliert der folgende Satz.
Satz 2.6.1
Eine Pra¨ferenzordnung  erfu¨llt die Axiome der dualen Nutzentheorie genau dann, wenn eine
75Ein Entscheider, der sich nach der dualen Nutzentheorie verha¨lt, wird dualer Entscheider oder auch Yaari-
Entscheider genannt. Vgl. dazu Yaari (1987).
76Vgl. dazu Hanisch (2006), S. 153. Dabei bezeichne F ∗X die verallgemeinerte Inverse einer Verteilungsfunktion
FX . Diese ist wie folgt deﬁniert: F
∗
X : [0, 1] → R mit F ∗X(α) :=
{
sup{x ∈ R : FX(x) ≤ α}, fu¨r α ∈ [0, 1)
lim
t→1−0
F ∗X(t), fu¨r α = 1 .
Vgl. diesbzgl. Hanisch (2006), S. 47.
77Das Monotonieaxiom impliziert somit die stochastische Dominanz erster Ordnung.
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reellwertige, stetige und monoton wachsende Funktion υ : [0, 1] → [0, 1] existiert mit υ(0) = 0
und υ(1) = 1, so dass die Pra¨ferenzordnung  u¨ber das Pra¨ferenzfunktional
ΦY (X) :=
1∫
0
F ∗X(t)dυ(t)
charakterisiert werden kann78.
Hanisch79 hat bereits die Konsistenz fu¨r das Pra¨ferenzfunktional
ΦHα,λ(X) = (1− λ)E(X) + λE(X|X ≤ xα)
mit λ ∈ [0, 1] gezeigt. Fu¨r den Nachweis verwendete Hanisch die Nutzenfunktion
υ(t) = (1− λ)t + λmin(α−1t, 1).
Damit la¨sst sich auch die Konsistenz zur dualen Nutzentheorie des Pra¨ferenzfunktionals
Φα,λ(X) fu¨r λ ≥ α ableiten, da in diesem Fall das Pra¨ferenzfunktional ebenfalls eine Konvex-
kombination aus Erwartungswert und CVaR darstellt. Auf gleiche Weise kann man aus der
Darstellung (2.6) des Pra¨ferenzfunktionals Φβ,δ(X) fu¨r δ ≤ β die Konsistenz folgern.
Im Folgenden wird allgemein die Konsistenz dieser zwei Pra¨ferenzfunktionale gezeigt und
dafu¨r jeweils eine spezielle Nutzenfunktion angegeben. Zuna¨chst betrachte man das Pra¨fe-
renzfunktional Φα,λ(X) mit der Nutzenfunktion
υ(t) =
1− λ
1− αt +
λ− α
1− α min(α
−1t, 1).
Satz 2.6.2
Das Pra¨ferenzfunktional Φα,λ(X) ist konsistent zur dualen Nutzentheorie.
Beweis:
Man verwende zum Nachweis folgende Nutzenfunktion
υ(t) =
1− λ
1− αt +
λ− α
1− α min(α
−1t, 1) =
1− λ
1− αt +
λ− α
1− α
{
α−1t, fu¨r t ≤ α
1, fu¨r t ≥ α .
Fu¨r die Nutzenfunktion gilt
υ(0) =
1− λ
1− α · 0 +
λ− α
1− α min(α
−1 · 0, 1) = λ− α
1− α · 0 = 0
und
υ(1) =
1− λ
1− α · 1 +
λ− α
1− α min(α
−1 · 1, 1) = 1− λ
1− α +
λ− α
1− α = 1.
78Vgl. dazu Hanisch (2006), S. 159. Fu¨r den Beweis siehe Denneberg (1988). Der Satz ist dabei eine Folgerung
aus dem Darstellungstheorem der dualen Nutzentheorie Guriev (2001), S. 121.
79Vgl. Hanisch (2006), S. 168 f.
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Man untersuche die Grenze der Fallunterscheidung zur U¨berpru¨fung der Stetigkeit. Es gilt
υ(α) =
1− λ
1− αα +
λ− α
1− α
{
α−1α, fu¨r t ≤ α
1, fu¨r t ≥ α =
1− λ
1− αα +
λ− α
1− α .
Es liegt somit Stetigkeit vor. Zur U¨berpru¨fung der Monotonie diﬀerenziere man die Nutzen-
funktion80. Es gilt fu¨r den Fall t < α:
d
dt
υ(t) =
1− λ
1− α +
λ− α
1− αα
−1 =
λ
α
≥ 0
und fu¨r den Fall t > α:
d
dt
υ(t) =
1− λ
1− α +
λ− α
1− α · 0 =
1− λ
1− α ≥ 0.
Somit ist die Nutzenfunktion monoton wachsend. Man berechne das Pra¨ferenzfunktional der
dualen Nutzentheorie fu¨r diese Nutzenfunktion. Es gilt
ΦY (X) =
1∫
0
F ∗X(t) dυ(t) =
1∫
0
F ∗X(t) d
[
1− λ
1− αt +
λ− α
1− α min(α
−1t, 1)
]
=
1∫
0
F ∗X(t) d
(
1− λ
1− αt
)
+
α∫
0
F ∗X(t) d
(
λ− α
1− αα
−1t
)
+
1∫
α
F ∗X(t) d
λ− α
1− α
=
1− λ
1− α
1∫
0
F ∗X(t) dt +
λ− α
1− α
1
α
α∫
0
F ∗X(t) dt + 0
=
1− λ
1− αE(X) +
λ− α
1− αE(X|X ≤ xα).
QED
Analog kann mit der Nutzenfunktion
υ(t) =
1− δ
1− β t +
δ − β
1− β max(0, β
−1(t− (1− β)))
die Konsistenz des Pra¨ferenzfunktionals Φβ,δ(X) gezeigt werden.
Satz 2.6.3
Das Pra¨ferenzfunktional Φβ,δ(X) ist konsistent zur dualen Nutzentheorie81.
80Die Nutzenfunktion υ(t) ist fu¨r t = α diﬀerenzierbar.
81Der Beweis von Satz 2.6.3 kann im Anhang A S. 170 nachvollzogen werden.
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An dieser Stelle sei zusa¨tzlich auf Jammernegg/Kischka (2005)82 verwiesen. Dort ist der Be-
weis der Konsistenz fu¨r allgemeine hybride Pra¨ferenzfunktionale basierend auf Erwartungs-
wert und CVaR zu ﬁnden. Es wird fu¨r
Φ(X) = aE(X) + (1− a)E(X|X ≤ xα)
mit 0 ≤ a ≤ 11−α die Konsistenz zur dualen Nutzentheorie gezeigt.
Als Abschluss der entscheidungstheoretischen Grundlagen soll folgend in die Thematik der
stochastischen Dominanz eingefu¨hrt werden.
2.7 Stochastische Dominanz
In dieser Arbeit sollen verschiedene Kenngro¨ßen, wie zum Beispiel der Gewinn, der erwartete
Gewinn, die Deckungsgro¨ßen und die Ru¨ckversicherungspra¨mie mit Hilfe der stochastischen
Dominanz83 abgescha¨tzt werden. Die stochastische Dominanz wurde in den Arbeiten von Ha-
dar/Russel (1969), Hanoch/Levy (1969), Rothschild/Stiglitz (1970) und Whitemore (1970)
erstmals entwickelt und auf o¨konomische Sachverhalte angewendet. Mit Hilfe der “stochasti-
schen Dominanz ist es mo¨glich, unter relativ allgemeinen Anforderungen an die Pra¨ferenz des
Entscheiders und fu¨r beliebige Verteilungsfunktionen durch paarweisen Vergleich eine Voraus-
wahl unter den mo¨glichen Handlungsalternativen zu treﬀen”84. Die stochastische Dominanz
erster Ordnung ist dabei wie folgt deﬁniert.
Definition 2.7.1
Seien X und Z Zufallsvariablen und FX und FZ die dazugeho¨rigen Verteilungsfunktionen. Z
dominiert X stochastisch erster Ordnung, wenn FX(a) ≥ FZ(a) fu¨r alle a ∈ R gilt.
Symbol: X FSD Z.
Aus der Deﬁnition 2.7.1 folgt bei Existenz der inversen Verteilungen F−1X (b) ≤ F−1Z (b) fu¨r
alle b ∈ [0, 1]. Zur Verdeutlichung illustriert die Abbildung 2.1 die stochastische Dominanz
erster Ordnung. Wenn die Zufallsvariable Z die Zufallsvariable X stochastisch in erster Ord-
)(xFX
)(zFZ
1
zx,a
)(xFX
)(zFZ
1
zx,
b
( )XF a
( )ZF a
1( )XF b
 1( )ZF b

Abbildung 2.1: Stochastische Dominanz erster Ordnung.
82Vgl. Jammernegg, Kischka (2005), S. 5 f.
83Vgl. Dietrich, Vollmer (2005), S. 14 ﬀ. bzw. Mauer (2000), S. 22.
84Vgl. Mauer (2000), S. 21.
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nung dominiert, dann verla¨uft die Verteilungsfunktion von X immer oberhalb oder auf der
Verteilungsfunktion von Z, aber nie unterhalb.
Die stochastische Dominanz zweiter Ordnung ist wie folgt deﬁniert.
Definition 2.7.2
Seien X und Z Zufallsvariablen und FX und FZ die dazugeho¨rigen Verteilungsfunktionen. Z
dominiert X stochastisch zweiter Ordnung, wenn
a∫
−∞
FX(t) dt ≥
a∫
−∞
FZ(t) dt
fu¨r alle a ∈ R gilt. Symbol: X SSD Z.
Wenn die inversen Verteilungen von X und Z existieren und die Zufallsvariable Z die Zufalls-
variable X stochastisch in zweiter Ordnung dominiert, dann gilt
b∫
0
F−1X (t) dt ≤
b∫
0
F−1Z (t) dt
fu¨r alle b ∈ [0, 1]. Die folgende Abbildung illustriert die stochastische Dominanz zweiter Ord-
nung. Es gilt, dass die Fla¨che unterhalb der Verteilungsfunktion von X bis zum Punkt a immer
)(xFX
)(zFZ
1
zx,
)(xFX
1
zx,
b
a
)(zFZ
Abbildung 2.2: Stochastische Dominanz zweiter Ordnung.
gro¨ßer gleich der Fla¨che unter der Verteilungsfunktion von Z bis zum Punkt a ist. Dies muss
fu¨r alle a ∈ R gelten.
Mit der stochastischen Dominanz sind alle entscheidungstheoretischen Grundlagen fu¨r die-
se Arbeit gelegt. Im Folgenden wird auf das Newsvendor Modell, ein Modell aus dem Supply
Chain Management85, eingegangen. Die Herangehensweise86 des Newsvendor Modells wird im
weiteren Verlauf dieser Arbeit auf ein Ru¨ckversicherungsproblem u¨bertragen und die Analogie
zwischen beiden Modellen na¨her beleuchtet.
85Vgl. bzgl. verschiedener Modelle des Supply Chain Managements Tayur, Ganeshan, Magazine (1999) und
speziell fu¨r das Newsvendor Modell S. 202 ﬀ.
86Es werden dabei die selben Entscheidungsprinzipien unterstellt und analoge Kenngro¨ßen betrachtet.
Kapitel 3
Newsvendor Modell
3.1 Einfu¨hrung in das Newsvendor Modell
Im Newsvendor Modell1 vertreibt ein Ha¨ndler ein Produkt zum Preis p. Dieses Produkt kann
jedoch nur innerhalb eines bestimmten Zeitraumes abgesetzt werden. Der Ha¨ndler muss vor
dem tatsa¨chlichen Verkaufszeitraum das Produkt zum Preis c bestellen. Die Bestellmenge sei
dabei y. Die tatsa¨chliche Nachfrage X im Verkaufszeitraum ist zum Bestellzeitpunkt nicht
bekannt. Somit ist X eine Zufallsvariable mit der Verteilungsfunktion F (x) und der dazuge-
ho¨rigen Dichte f(x). Fu¨r die Dichtefunktion gilt f(x) = 0 fu¨r alle x < 0, da die Nachfrage
nicht negativ sein kann.
Eine Nachbestellung aufgrund erho¨hter Nachfrage ist im Newsvendor Modell ausgeschlossen.
Dies fu¨hrt dazu, dass dem Ha¨ndler bei hoher Nachfrage Gewinne entgehen. Im Fall niedriger
Nachfrage dagegen ko¨nnen nicht alle bestellten Produkte abgesetzt werden. Es besteht die
Mo¨glichkeit, nach der Verkaufsperiode die nicht abgesetzten Produkte zu entsorgen oder an
den Lieferanten zuru¨ckgegeben. Der Ru¨ckgabepreis z2 ist dabei niedriger als der Einkaufs-
preis c.
Der Umsatz des Newsvendors ha¨ngt somit von der Bestellmenge y sowie der Nachfrage X
ab. Fu¨r den Umsatz U gilt
U(y,X) =
{
p · y, fu¨r y ≤ X
p ·X, fu¨r y > X = p ·min(y,X).
Die Einkaufskosten ergeben sich aus den Stu¨ckkosten c sowie der Bestellmenge y und sind
unabha¨ngig von der Nachfrage X. Es gilt fu¨r die Einkaufskosten K = c · y. Der alternative
Umsatz UA aus der nichtabgesetzten Restmenge ist null, wenn die gesamte Bestellmenge
1Bzgl. einer U¨bersicht u¨ber das klassische Newsvendor Modell und dessen Erweiterungen vgl. Khouja (1999), S.
537 ﬀ. Fu¨r eine Einfu¨hrung in das Newsvendor Modell vgl. Cachon, Terwiesch (2006), S. 178 ﬀ. und Chopra,
Meindl (2004), Kapitel 12.
2Der Ru¨ckgabepreis z ist negativ, wenn es sich um Entsorgungskosten und positiv, wenn es sich um Ru¨ckga-
beerstattungen handelt. Er ist null, wenn weder Kosten fu¨r die Entsorgung noch Einnahmen aus der Abgabe
der Restmenge entstehen. Im letzten Fall spricht man auch vom Flowergirl Problem. Vgl. Casimir (1990), S.
395 ﬀ. und Dupacova (2002), S. 285 ﬀ.
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abgesetzt werden konnte. Dagegen ist der alternative Umsatz der Restmenge z ·(y−X), wenn
die Bestellmenge gro¨ßer als die Nachfrage war. Es gilt
UA(y,X) =
{
0, fu¨r y ≤ X
z · (y −X), fu¨r y > X = z ·max(0, y −X).
Fu¨r die Gewinnfunktion G des Newsvendors erha¨lt man damit
G(y,X) = p ·min(y,X)︸ ︷︷ ︸
Umsatz
− c · y︸︷︷︸
Einkaufskosten
+ z ·max(0; y −X)︸ ︷︷ ︸
Umsatz bzw. Kosten aus der Restmenge
=
{
p · y − c · y, fu¨r y ≤ X
p ·X − c · y + z(y −X), fu¨r y > X .
Im Folgenden wird kurz auf das klassische Newsvendor Modell eingegangen, welches den
erwarteten Gewinn hinsichtlich der Bestellmenge y maximiert.
3.2 Klassisches Newsvendor Modell
Das klassische Newsvendor Modell3 geht von einem risikoneutralen Entscheider, der seinen
erwarteten Gewinn maximiert, aus. Fu¨r den erwarteten Gewinn im klassischen Newsvendor
gilt
E(G(y,X)) = (p− c)y − (p− z)
y∫
0
(y − x)fX(x) dx.
Fu¨r die optimale Bestellmenge y∗ ergibt sich daraus
FX(y∗) =
p− c
p− z .
Wenn FX invertierbar4 ist, dann gilt die optimale Bestellmenge
y∗ = F−1X
(
p− c
p− z
)
.
Da das klassische Modell aussschließlich fu¨r risikoneutrale Entscheider geeignet ist, soll im
Folgenden die Erweiterung des Newsvendor Modells fu¨r risikofreudige und -averse Entschei-
dungstra¨ger vorgestellt werden.
3Vgl. Cachon, Terwiesch (2006), Kapitel 9.4 und Chopra, Meindl (2004), Kapitel 12.
4Wenn FX eine stetige monoton wachsende Verteilungsfunktion ist, dann existiert auch die inverse Vertei-
lungsfunktion F−1X . Anderenfalls mu¨sste man an dieser Stelle die verallgemeinerte Inverse fordern. Vgl. bzgl.
verallgemeinerter Inverse Koryciorz (2004), S. 31 f., Tasche (2002), S. 1520 bzw. Dhaene et al. (2002), S. 10.
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3.3 Newsvendor Modell mit Risikopra¨ferenzen
Ein nicht risikoneutraler Newsvendor wird seinen erwarteten Gewinn nicht maximieren5. Er
bewertet hohe und niedrige Gewinne bzw. hohe und niedrige Verluste unterschiedlich. Ei-
ne Mo¨glichkeit, diese unterschiedlichen Bewertungen zu beru¨cksichtigen, stellt das µ-CV aR-
Prinzip (3) dar. Nach Formel (2.1) bzw. Formel (2.2) gilt fu¨r die Zielfunktion des Newsvendors
mit Risikopra¨ferenzen6
Φα,λ(G(y,X)) = λE(G(y,X)|G(y,X) ≤ gα(y)) + (1− λ)E(G(y,X)|G(y,X) ≥ gα(y))
bzw.
Φα,λ(G(y,X)) =
1− λ
1− αE(G(y,X)) +
λ− α
1− αE(G(y,X)|G(y,X) ≤ gα(y)),
wobei gα(y) das α-Quantil des Gewinns bezeichne und λ ∈ [0, 1] und α ∈ (0, 1) die Risikopa-
rameter des Modells sind. Die Zielfunktion ist somit eine Konvexkombination aus oberem und
unterem bedingtem erwarteten Gewinn. Dabei kann λ als Pessimismusparameter verstanden
werden. Je niedriger ein Entscheider λ wa¨hlt, desto ho¨her gewichtet er hohe Gewinne. Ein ri-
sikoneutraler Entscheider pra¨feriert dabei identische Risikoparameter, ein risikoaverser α < λ
und ein risikofreudiger Entscheider α > λ7. Die optimale Bestellmenge in Abha¨ngigkeit von
den Risikoparametern α und λ ist8
y∗(α, λ) =
⎧⎨⎩F
∗
X
(
p−c
p−z +
α−λ
1−λ · c−zp−z
)
, fu¨r λ ≤ p−cp−z
F ∗X
(
p−c
p−z · αλ
)
, fu¨r λ ≥ p−cp−z
,
wobei F ∗X die verallgemeinerte Inverse bezeichne. Fu¨r identische Risikoparameter fa¨llt die
Lo¨sung mit der Lo¨sung des klassischen Newsvendors y∗N zusammen. Dagegen gilt fu¨r α < λ
(Risikoaversion) y∗(α, λ) < y∗N und fu¨r α > λ (Risikofreude) y
∗(α, λ) > y∗N . Demzufolge be-
stellt ein risikoaverser weniger und ein risikofreudiger mehr als ein risikoneutraler Entscheider.
Somit steigt die optimale Bestellmenge mit der Zunahme von Risikofreude an.
Natu¨rlich kann auch das µ-CV aR-Prinzip (4), die Analogie zum µ-CV aR-Prinzip (3), fu¨r
das Newsvendor Modell Anwendung ﬁnden. Die Zielfunktion lautet nach Formel (2.4)
Φβ,δ(G(y,X)) := (1− δ)E(G(y,X)|G(y,X) ≤ g1−β(y) + δE(G(y,X)|G(y,X) ≥ g1−β(y))9
und fu¨hrt zur optimalen Lo¨sung
y∗(β, δ) =
⎧⎨⎩F
∗
X
(
p−c
p−z +
δ−β
δ · c−zp−z
)
, fu¨r δ ≥ c−zp−z
F ∗X
(
p−c
p−z · 1−β1−δ
)
, fu¨r δ ≤ c−zp−z
5Da das Erwartungswertkriterium nur fu¨r risikoneutrale Entscheider geeignet ist und kein Risiko erfassen kann.
6Vgl. Jammernegg, Kischka (2005), S. 6 oder (2007), S. 99.
7Vgl. bzgl. der Parameterkonstellationen und deren Risikoeinstellung Abschnitt 2.4.1.2.
8Vgl. Jammernegg, Kischka (2007), S. 101.
9Es sei g1−β(y) das (1− β)-Quantil des Gewinns.
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mit F ∗X als der verallgemeinerten Inversen
10. Fu¨r die Lo¨sung folgt fu¨r identische Risikopara-
meter die klassische Newsvendorlo¨sung y∗N . Fu¨r β > δ (Risikoaversion) gilt y
∗(β, δ) < y∗N und
fu¨r β < δ (Risikofreude) y∗(β, δ) > y∗N . Ein risikoaverser Newsvendor bestellt damit weniger
und ein risikofreudiger mehr als ein risikoneutraler Newsvendor11.
Im na¨chsten Abschnitt soll eine zweite Erweiterung zum klassischen Newsvendor betrach-
tet werden. Im Folgenden wird nicht mehr von einer linearen Kostenfunktion ausgegangen,
sondern allgemein von einer nicht-linearen Kostenfunktion.
3.4 Newsvendor Modell mit nicht-linearer Kostenfunktion
3.4.1 Bestimmung der optimalen Bestellmenge
In den Abschnitten zuvor wurde das klassische Newsvendor Modell und dessen Erweiterung
mit Risikopra¨ferenzen vorgestellt. Im Folgenden soll eine Erweiterung des Modells betrach-
tet werden, indem die lineare Kostenfunktion durch eine allgemeine Kostenfunktion ersetzt
wird. Als Zielfunktion ﬁnden dabei die Pra¨ferenzfunktionale des µ-CV aR-Prinzips (3) und
(4) Anwendung. Im spa¨teren Verlauf der Arbeit werden die Modelle mit nicht-linearer Kos-
tenfunktion in Bezug zu den noch vorzustellenden Ru¨ckversicherungsproblemen gesetzt und
deren Analogie beleuchtet.
Die bisher betrachteten Newsvendor Modelle verwenden in der Gewinnfunktion eine linea-
re Kostenfunktion c · y
G(y,X) = p ·min(y,X)︸ ︷︷ ︸
Umsatz
− c · y︸︷︷︸
lineare Kostenfunktion
+ z ·max(0; y −X).︸ ︷︷ ︸
Alternativer Umsatz aus der Restmenge
In Analogie kann fu¨r die Gewinnfunktion des Newsvendors mit nicht-linearer Kostenfunktion
k(y)
G(y,X) = p ·min(y,X)︸ ︷︷ ︸
Umsatz
− k(y)︸︷︷︸
nicht-lineare Kostenfunktion
+ z ·max(0; y −X)︸ ︷︷ ︸
Alternativer Umsatz aus der Restmenge
bzw.
G(y,X) = p · y − k(y)− (p− z) ·
{
0, fu¨r X > y
y −X, fu¨r X ≤ y (3.1)
geschrieben werden. Der folgende Satz formuliert die Anwendung der Gewinnfunktion auf das
µ-CV aR-Prinzip (3).
Satz 3.4.1
Es sei G(y,X) die Gewinnfunktion des Newsvendors mit nicht-linearer Kostenfunktion und
Φα,λ(G(y,X)) die Zielfunktion des Newsvendors. Dann besitzt das Maximierungsproblem
max
y
Φα,λ(G(y,X))
10Der Beweis der optimalen Lo¨sung fu¨r das µ-CV aR-Prinzip (4) kann im Anhang B S. 172 ﬀ. nachvollzogen
werden.
11Vgl. bzgl. der Risikoeinstellung des µ-CV aR-Prinzips (4) Abschnitt 2.4.1.2.
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folgende implizite Lo¨sung
y∗(α, λ) = y∗ =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
F ∗X
(
p−ky(y∗)
p−z +
α−λ
1−λ
ky(y∗)−z
p−z
)
,
fu¨r λ ≤ p−ky(y∗)p−z und − kyy(y∗)− 1−λ1−α (p− z)fX(y∗) < 0
F ∗X
(
p−ky(y∗)
p−z · αλ
)
,
fu¨r λ ≥ p−ky(y∗)p−z und − kyy(y∗)− λα (p− z)fX(y∗) < 0
,
wobei ky und kyy das erste bzw. das zweite Diﬀerential von k(y), α und λ die Risikoparameter
der Zielfunktion mit α ∈ (0, 1), λ ∈ [0, 1] sind und F ∗X die verallgemeinerte Inverse ist.
Die optimale Lo¨sung besteht aus zwei Fa¨llen, zum einen dem Fall λ ≤ p−ky(y∗)p−z mit optimaler
Lo¨sung
y∗ = F ∗X
(
p− ky(y∗)
p− z +
α− λ
1− λ
ky(y∗)− z
p− z
)
und Maximalbedingung −kyy(y∗) − 1−λ1−α(p − z)fX(y∗) < 0 und zum anderen dem Fall λ ≥
p−ky(y∗)
p−z mit optimaler Lo¨sung
y∗ = F ∗X
(
p− ky(y∗)
p− z ·
α
λ
)
und Maximalbedingung −kyy(y∗)− λα(p− z)fX(y∗) < 0. Der Beweis des Satzes 3.4.1 kann im
Anhang B S. 174 ﬀ. nachvollzogen werden.
Als Spezialfall soll das Erwartungswertkriterium (λ = α) aus der Lo¨sung von Satz 3.4.1
abgeleitet werden12. Fu¨r λ = α folgt fu¨r die implizite Lo¨sung
y∗ =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
F ∗X
(
p−ky(y∗)
p−z
)
,
fu¨r λ ≤ p−ky(y∗)p−z und − kyy(y∗)− (p− z)fX(y∗) < 0
F ∗X
(
p−ky(y∗)
p−z
)
,
fu¨r λ ≥ p−ky(y∗)p−z und − kyy(y∗)− (p− z)fX(y∗) < 0
= F ∗X
(
p− ky(y∗)
p− z
)
mit Maximalbedingung −kyy(y∗)− (p− z)fX(y∗) < 0.
Analog zum Satz 3.4.1 formuliert Satz 3.4.2 die Resultate unter Verwendung des µ-CV aR-
Prinzips (4).
Satz 3.4.2
Es sei G(y,X) die Gewinnfunktion des Newsvendors mit nicht-linearer Kostenfunktion und
Φβ,δ(G(y,X)) die Zielfunktion des Newsvendors. Dann besitzt das Maximierungsproblem
max
y
Φβ,δ(G(y,X))
12Der betrachtete Spezialfall kann somit als klassisches Newsvendor Modell mit nicht-linearer Kostenfunktion
bezeichnet werden.
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folgende implizite Lo¨sung
y∗(β, δ) = y∗ =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
F ∗X
(
p−ky(y∗)
p−z +
δ−β
δ
ky(y∗)−z
p−z
)
,
fu¨r δ ≥ ky(y∗)−zp−z und − kyy(y∗)− δβ (p − z)fX(y∗) < 0
F ∗X
(
p−ky(y∗)
p−z · 1−β1−δ
)
,
fu¨r δ ≤ ky(y∗)−zp−z und − kyy(y∗)− 1−δ1−β (p − z)fX(y∗) < 0
,
wobei ky, kyy das erste bzw. das zweite Diﬀerential von k(y), α und λ die Risikoparameter
der Zielfunktion mit β ∈ (0, 1), δ ∈ [0, 1] und F ∗X die verallgemeinerte Inverse ist13.
Durch beide Modelle ko¨nnte somit jeweils eine optimale Bestellmenge (y∗(α, λ), y∗(β, δ)) er-
mittelt werden. Dabei sind die Bestellmengen der beiden Modelle identisch. Ein Newsvendor,
der bei dem µ-CV aR-Prinzip (3) die Risikoparameter α und λ pra¨feriert, wird bei dem µ-
CV aR-Prinzip (4) die Risikoparameter β = 1 − α und δ = 1 − λ wa¨hlen. Es handelt sich
somit in beiden Entscheidungsprinzipien um die gleiche optimale Bestellmenge y∗.
3.4.2 Kenngro¨ßen fu¨r die optimale Bestellmenge
Im Folgenden werden die Formeln fu¨r ausgewa¨hlte Kenngro¨ßen, wie zum Beispiel fu¨r den
erwarteten Gewinn, fu¨r die Verlustwahrscheinlichkeit und fu¨r den erwarteten Verlust, fu¨r das
Newsvendor Modell mit Risikopra¨ferenzen und nicht-linearer Kostenfunktion gegeben. Die
Kenngro¨ßen werden dabei fu¨r die optimale Bestellmenge y∗ formuliert.
Fu¨r den Gewinn mit optimaler Bestellmenge y∗ kann nach (3.1)
G(y∗,X) = p · y∗ − k(y∗)− (p− z) ·
{
0, fu¨r X > y∗
y∗ −X, fu¨r X ≤ y∗
festgehalten werden. Daraus ergibt sich fu¨r den erwarteten Gewinn
E(G(y∗,X)) = py∗ − k(y∗)− (p− z)
⎡⎣ y∗∫
0
(y∗ − x)fX(x) dx
⎤⎦ .
Fu¨r die Verlustwahrscheinlichkeit (probability of loss) der optimalen Bestellmenge gilt
PL∗ = P (G(y∗,X) ≤ 0) .
Die Gewinnfunktion des Newsvendors kann nur im Fall X ≤ y negativ werden. Damit folgt
fu¨r die Verlustwahrscheinlichkeit bei optimaler Bestellmenge
PL∗ = P (p · y∗ − k(y∗)− (p− z)(y∗ −X) ≤ 0)
= P ((p− z)X − k(y∗) + zy∗ ≤ 0)
= P
(
X ≤ k(y
∗)− zy∗
p− z
)
= FX
(
k(y∗)− zy∗
p− z
)
.
13Der Beweis von Satz 3.4.2 beﬁndet sich im Anhang B S. 177 ﬀ.
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Mit Hilfe der Verlustwahrscheinlichkeit kann der erwartete Verlust (expected loss) bei opti-
maler Bestellmenge wie folgt berechnet werden
EL∗ = E (G(y∗,X) | G(y∗,X) ≤ 0)
= −k(y∗) + zy∗ + (p− z)E
(
X | X ≤ k(y
∗)− zy∗
p− z
)
= −k(y∗) + zy∗ + (p− z)
k(y∗)−zy∗
p−z∫
0
xfX(x) dx
P
(
X ≤ k(y∗)−zy∗p−z
)
= −k(y∗) + zy∗ + p− z
PL∗
k(y∗)−zy∗
p−z∫
0
xfX(x) dx.
Im Folgenden wird auf die Vorstellung weiterer Newsvendor Modelle verzichtet14. Zentraler
Inhalt dieser Arbeit sei im na¨chsten Kapitel die U¨bertragung der Herangehensweise aus dem
Newsvendor Modell auf die nicht-proportionale Ru¨ckversicherung unter Einbezug entschei-
dungstheoretischer U¨berlegungen. Es ﬁndet folglich eine Verknu¨pfung der vorangegangenen
drei Kapitel und deren Ausfu¨hrungen statt.
14Newsvendor Modelle, die ebenfalls die Risikoeinstellung beru¨cksichtigen, sind im Kontext der Erwartungsnut-
zentheorie bei Eeckhoudt, Gollier, Schlesinger (1995) und im Kontext des CVaR bei Chen, Sim, Simchi-Levi,
Sun (2007) bzw. Chen, Xu, Zhang (2009) zu ﬁnden. Das Newsvendor Modell bei Ungewissheit der Nach-
frageverteilung ist Gegenstand von Perakis, Roels (2008), Gallego, Moon (1993) bzw. Jammernegg, Kischka
(2009). Hinsichtlich Erweiterungen bzgl. eines Kundenru¨ckgaberechtes sei auf Mostard, de Koster, Teunter
(2005) und fu¨r die Beru¨cksichtigung von Ausschuss auf Gallego, Moon (1993) verwiesen. Bei Gallego, Moon
(1993) sind auch Mehrprodukt-Modelle bzw. bei Petruzzi, Dada (1998) Mehrperioden-Modelle aufgefu¨hrt.
Gleiches gilt fu¨r das Newsvendor Modell mit variablem Verkaufspreis und einer preisabha¨ngigen Nachfrage.
Teil III
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Kapitel 4
Einfu¨hrung
Im folgenden Kapitel werden die optimalen Deckungsgrenzen aus der Sicht eines Erstversiche-
rers fu¨r nicht-proportionale Ru¨ckversicherungsvertra¨ge bestimmt. Dies soll anhand verschie-
dener Pra¨ferenzfunktionale geschehen unter Einbezug der Risikoeinstellung eines Zedenten.
Zentrales Ziel ist dabei die Bestimmung der Risikoeinstellung des Zedenten. Durch Kenntnis
der Risikoeinstellung kann dem Entscheider, in diesem Fall dem Zedenten, eine Entschei-
dungsunterstu¨tzung zur Verfu¨gung gestellt werden. Zuvor soll jedoch die Gewinnfunktion
eines Erstversicherers eingefu¨hrt werden, da diese die Grundlage jedes berechneten Pra¨ferenz-
funktionals ist.
4.1 Gewinnfunktion eines Erstversicherers
Die Gewinnfunktion eines wirtschaftlichen Subjektes setzt sich aus den Einnahmen und den
Ausgaben zusammen, so auch die Gewinnfunktion eines Erstversicherers. Die Einnahmen
eines Erstversicherers ergeben sich aus der Pra¨miensumme Pr aus dem Kundengescha¨ft und
aus der Auszahlung des Ru¨ckversicherungsvertrages im Schadensfall. Letztere Einnahme wird
Ru¨ckversicherungsschaden RVS genannt1. Der Ru¨ckversicherungsschaden kann dabei Werte
gro¨ßer gleich null annehmen. Dieser ist gleich null, wenn einerseits die Ru¨ckversicherung nicht
gekauft wird oder andererseits, wenn der Schaden unterhalb des Selbstbehaltes des Erstver-
sicherers liegt. Fu¨r die Pra¨miensumme Pr gilt Pr > 0.
Ein Kostenfaktor fu¨r einen Erstversicherer ist der Schaden X, den der Erstversicherer an
die Privatkunden im Schadensfall laut vereinbartem Versicherungsvertrag ausbezahlen muss.
Dieser stellt eine Zufallsgro¨ße dar und besitze die Verteilung FX(x) mit der dazugeho¨rigen
Verteilungsdichte fX(x). Da keine negativen Scha¨den auftreten ko¨nnen, ist fX(x) = 0 fu¨r
negative Werte von x.
Ein weiterer Kostenfaktor fu¨r den Erstversicherer ist die Pra¨mie fu¨r den Ru¨ckversicherungs-
vertrag, die so genannte Ru¨ckversicherungspra¨mie RVP. Diese stellt das Entgelt fu¨r das vom
Zessiona¨r u¨bernommene Risiko im Schadensfall dar. Wird die Ru¨ckversicherung nicht gewa¨hlt,
so ist die Ru¨ckversicherungspra¨mie gleich null.
1Der Ru¨ckversicherungsschaden wird auch als Zweitrisiko, der Schaden, den der Erstversicherer tra¨gt, als
Erstrisiko bezeichnet. Vgl. dazu Mack (1997), S. 330 f.
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Alle weiteren Kosten sollen unter den allgemeinen Betriebskosten B abgedeckt werden. Die
Betriebskosten enthalten zum Beispiel ﬁxe Kosten, Personalkosten und Verwaltungskosten.
Somit kann die Gewinnfunktion eines Erstversicherers formal wie folgt deﬁniert werden.
Definition 4.1.1
Es sei G := Pr −B −X −RV P + RV S, wobei
Pr = Summe der Pra¨mien aus dem Kundengescha¨ft
X = Schaden
RVP = Ru¨ckversicherungspra¨mie
RVS = Ru¨ckversicherungsschaden
B = Betriebskosten
sind. Dann heißt G Gewinnfunktion des Erstversicherers.
Der Ru¨ckversicherungsschaden2 RV S(c, d,X), abha¨ngig von den nicht-proportionalen De-
ckungsgrenzen Priorita¨t d und Plafond c, ist dabei null, wenn ein Schaden unterhalb der
Priorita¨t d eintritt und somit der Ru¨ckversicherungsvertrag nicht zur Geltung kommt. Er
ist der Schaden minus Priorita¨t, wenn ein Schaden zwischen dem Plafond und der Priorita¨t
vertraglich geregelt werden muss und er ist der Plafond minus Priorita¨t, wenn der Schaden
sich oberhalb des Plafonds beﬁndet. Es gilt dementsprechend
RV S(c, d,X) =
⎧⎪⎨⎪⎩
0, fu¨r X < d
X − d, fu¨r d ≤ X < c
c− d, fu¨r c ≤ X
= min(c− d,max(X − d, 0))
und wird durch Abbildung 4.1 illustriert.
Schadens-
höhe
Priorität
Schaden
Gesamtschaden
Rückversicherer
Erstversicherer
Plafond
Abbildung 4.1: Schadensaufteilung bei nicht-proportionalen Ru¨ckversicherungsvertra¨gen.
Die wesentliche Deckungsgrenze stellt dabei die Priorita¨t dar. Sie teilt das Schadensrisiko
zwischen dem Zedenten und dem Zessiona¨r auf. Der Plafond dient lediglich zur Haftungsbe-
grenzung des Zessiona¨rs. Im Folgenden soll ein Plafond von Unendlich angenommen werden.
2Vgl. Ru¨ckversicherungsschaden bei nicht-proportionaler Ru¨ckversicherung, Abschnitt 1.3.2.
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Es wird somit ein Ru¨ckversicherungsvertrag in Abha¨ngigkeit von der Priorita¨t und ohne Haf-
tungsbeschra¨nkung betrachtet. Fu¨r den Ru¨ckversicherungsschaden folgt in diesem Fall
RV S(d,X) =
{
0, fu¨r X < d
X − d, fu¨r d ≤ X = max(X − d, 0).
Die dazugeho¨rige Gewinnfunktion des Zedenten lautet
G(d,X) = Pr −B −X −RV P (d) + RV S(d,X). (4.1)
Aus einem Ru¨ckversicherungsvertrag entstehen im Schadensfall dem Zessiona¨r Kosten. Diese
Kosten werden als Ru¨ckversicherungsschaden bezeichnet. Da Unsicherheit u¨ber die Ho¨he des
tatsa¨chlich eintretenden Schadens besteht, kalkuliert der Zessiona¨r den erwarteten Ru¨ckver-
sicherungsschaden. Dieser stellt seine Aufwendung bzgl. des Vertrages zwischen ihm und dem
Erstversicherer dar. Er fordert als Gegenleistung fu¨r sein Risiko eine Ru¨ckversicherungspra¨mie
in Abha¨ngigkeit von seinen Aufwendungen. Somit sind folgende Strukturen von Ru¨ckversi-
cherungspra¨mien mo¨glich3 :
• Die Ru¨ckversicherungspra¨mie ist der erwartete Ru¨ckversicherungsschaden versehen mit
einem Gewinnaufschlag γ. Es gilt RV P = (1+γ)E(RV S). Diese Pra¨mie ist somit abha¨n-
gig von der Gro¨ße des vom Zessiona¨r u¨bernommenen Risikos und dem Gewinnaufschlag.
Der Ru¨ckversicherer erlangt dabei seinen Gewinn aus dem Versicherungsvolumen.
• Eine andere Struktur der Ru¨ckversicherungspra¨mie ist die Abha¨ngigkeit von der Vari-
anz des erwarteten Ru¨ckversicherungsschadens. Diese hat die Form RV P = E(RV S)+
γV ar(RV S). Der Gewinnaufschlag des Ru¨ckversicherers ﬂießt dabei nicht in den er-
warteten Ru¨ckversicherungsschaden, sondern in dessen Varianz ein. In diesem Fall zieht
der Zessiona¨r seinen Gewinn nicht aus dem Versicherungsvolumen, sondern aus dessen
Streuung. Je mehr der Ru¨ckversicherungsschaden schwankt, desto mehr verdient der
Ru¨ckversicherer.
• Eine weitere Struktur ist die Verwendung der Standardabweichung fu¨r die Bestimmung
der Ru¨ckversicherungspra¨mie. Die Intension fu¨r diese Struktur ist die gleiche wie bei
der vorangegangenen Pra¨mie. Sie lautet RV P = E(RV S) + γS(RV S) und fu¨hrt bei
Ru¨ckversicherungsscha¨den mit gro¨ßeren Schwankungen zu einer ho¨heren Ru¨ckversiche-
rungspra¨mie.
Alle drei vorgestellten Ru¨ckversicherungspra¨mien enthalten fu¨r γ = 0 die faire Ru¨ckversi-
cherungspra¨mie. Unter der fairen Ru¨ckversicherungspra¨mie versteht man eine Pra¨mie ohne
Gewinnaufschlag seitens des Zessiona¨rs. Ein o¨konomisch handelnder Ru¨ckversicherer wird al-
lerdings immer einen positiven Gewinnaufschlag verlangen. Der Aspekt der fairen Pra¨mie ist
jedoch aus entscheidungstheoretischer Sicht von Interesse.
In dieser Arbeit ﬁndet nur die erstgenannte Ru¨ckversicherungspra¨mie Verwendung4 und wird
im weiteren Verlauf als spezielle Ru¨ckversicherungspra¨mie bezeichnet.
3Vgl. Kaluszka, S. 61 ﬀ, Mack, S. 26 ﬀ., Grimmer (2008), S. 7 und Heilmann (1987), S. 111 f.
4Die Verwendung der zwei zuletzt genannten Ru¨ckversicherungspra¨mien fu¨hren bei den im Folgenden betrach-
teten Modellen zu Lo¨sungen mit nicht auﬂo¨sbaren Integraltermen. Die Interpretation der Lo¨sungen ist daher
nicht mo¨glich und wird nicht in dieser Arbeit behandelt.
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Definition 4.1.2
Es sei E(RVS) der erwartete Ru¨ckversicherungsschaden und γ der Gewinnaufschlag des Ru¨ck-
versicherers mit γ ≥ 0. Dann heißt RV P := (1 + γ)E(RV S) spezielle Ru¨ckversicherungspra¨-
mie.
Im folgenden Verlauf werden die optimalen Deckungsgrenzen fu¨r verschiedene Pra¨ferenzfunk-
tionale, beginnend mit dem Erwartungswertkriterium bis hin zu hybriden Entscheidungprin-
zipien mit Risikoparametern, bestimmt. Grundlage fu¨r die Bestimmung der optimalen De-
ckungsgrenzen sind die unterstellten Schadensverteilungen. Im folgenden Abschnitt sollen die
gebra¨uchlichsten Verteilungen vorgestellt werden.
4.2 Schadensverteilungen
Fu¨r die Bestimmung von optimalen Deckungsgrenzen fu¨r Ru¨ckversicherungsvertra¨ge ist die
unterstellte Schadensverteilung von zentralem Interesse. Welche Schadensverteilung eintritt,
ist jedoch zuvor nicht bekannt. Wenn ein Erstversicherer seine optimalen Deckungsgrenzen
bestimmen mo¨chte, muss er zuvor eine Schadensverteilung annehmen von der er vermutet,
dass diese eintritt. Dabei nimmt der Zedent eine spezielle Schadensverteilung aus subjekti-
ven und historischen U¨berlegungen an. Zur Modellierung von Schadensverteilungen eignen
sich bestimmte Verteilungsklassen, so unter anderem die Klasse der Nullpunkt-Pareto-, die
Klasse der Loglogistischen und die Klasse der Weibull-Verteilung5. Diese besitzen folgende
Verteilungsfunktionen
• die Nullpunkt-Paretoverteilung FX(x) = 1−
(
b+x
b
)−ϑ
• die Loglogistische Verteilung FX(x) =
(
1 +
(
x
b
)−ϑ)−1
• die Weibull-Verteilung FX(x) = 1− e−(
x
b )
ϑ
.
Diese Verteilungklassen besitzen jeweils einen Formparameter ϑ und einen Skalenparameter
b. Der Formparameter beeinﬂusst dabei die Gestalt der Schadensverteilung und der Skalen-
parameter die Ha¨uﬁgkeit der Scha¨den.
Die Anpassung an die unterstellte Schadensverteilung erfolgt mittels Justierung des Form-
und des Skalenparameters6. Im Großschadensbereich ko¨nnen dabei folgende Parameter An-
wendung ﬁnden
• fu¨r die Nullpunkt-Paretoverteilung: ϑ = 1, 04 und b = 16, 4
• fu¨r die Loglogistische Verteilung: ϑ = 1, 02 und b = 15, 7
• fu¨r die Weibull-Verteilung: ϑ = 0, 25 und b = 0, 637.
Die Schadensdichten und die Schadensverteilungen sind in der Abbildung 4.2 dargestellt.
5Eine Zusammenstellung von Verteilungsklassen, welche sich zur Schadensmodellierung eignen, ﬁndet sich bei
Mack (1997), S. 99.
6Der Skalenparameter b bezieht sich dabei auf 1 Million Euro. Die Werte der Verteilungsfunktion und der
Schadensdichte beziehen sich somit ebenfalls auf 1 Million Euro.
7Vgl. dazu Mack (1997), S. 105 fu¨r Verteilungsanpassungsparameter im Großschadensbereich und S. 106 fu¨r
Parameter u¨ber alle Schadensho¨hen. Fu¨r die angegebenen Parameter ist der Erwartungswert der Nullpunkt-
Paretoverteilung 15,77, der Erwartungswert der Loglogistischen Verteilung 16,15 und der Erwartungswert der
Weibull-Verteilung 15,12.
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Abbildung 4.2: Schadensdichten und Schadensverteilungen.
Auch bei Verteilungen, die zur Modellierung von Großscha¨den verwendet werden, beﬁndet
sich die Verteilungsmasse bei vergleichsweise kleinen Scha¨den. Großscha¨den unterliegen in
jedem Fall einer geringeren Eintrittswahrscheinlichkeit. Der Einﬂuss des Formparameters sei
exemplarisch an der Nullpunkt-Paretoverteilung in der Abbildung 4.3 dargestellt.
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-=5
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fX(x)
Abbildung 4.3: Schadensdichten der Nullpunkt-Paretoverteilung.
Im Folgenden soll ein erweiterter Literaturu¨berblick8 u¨ber die Mo¨glichkeiten der Modellie-
rung von Erst- bzw. Ru¨ckversicherungsmodellen gegeben werden. Zusa¨tzlich wird in diesem
Zusammenhang auf das Arrow-Theorem bzgl. der Optimalita¨t von Priorita¨ten sowie auf Ei-
genschaften der Risikomessung (Koha¨renz und Komonotonie) hingewiesen.
8Auf eine Betrachung der Literatur bzgl. Erwartungswertkriterium und µ-σ-Prinzip wird an dieser Stelle ver-
zichtet, da auf diese bereits in der Einleitung der Arbeit hinreichend eingegangen wurde.
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4.3 Erweiterter Literaturu¨berblick
Das wohl bekannteste Resultat in der Versicherungsliteratur ist das Arrow-Theorem9 bzgl. der
Optimalita¨t von Priorita¨ten. Kenneth Arrow´s10 Theorem besagt: “If an insurance company
is willing to oﬀer any insurance policy against loss desired by the buyer at a premium which
depends only on the policy´s actuarial value, then the policy chosen by a risk-averting buyer
will take the form of 100 per cent coverage above a deductible minimum.”11. Zentrale Aussage
ist somit, dass ein risikoaverser Entscheider, wenn er die Versicherung pra¨feriert, alle Scha¨den
oberhalb einer optimalen Priorita¨t versichern lassen mo¨chte. Diese fundamentale Aussage des
Arrow-Theorems bzgl. der Optimalita¨t von Priorita¨ten ist Grundlage fu¨r viele Publikationen
im Versicherungsbereich.
Borch war der erste, welcher in diesem Zusammenhang endogene optimale Versicherungspo-
licen betrachtete. Er untersuchte dabei pareto-optimale Versicherungsvertra¨ge12. Die Arbeit
von Borch (1969) bildete wiederum die Grundlage fu¨r Arrow (1971), welcher pareto-optimale
Versicherungsvertra¨ge zum einen fu¨r einen riskoaversen Versicherungska¨ufer und zum anderen
fu¨r einen risikoneutralen Versicherer betrachtet. Spa¨ter erweiterte Arrow diese Ergebnisse auf
Nutzenfunktionen13. Fortfu¨hrende Untersuchungen mit engem Bezug zu den Arbeiten von
Arrow und Borch ﬁnden sich u. a. bei Raviv (1979), Garven (2007), Babbel, Economides
(1985) und Gollier, Schlesinger (1996).
Raviv (1979) betrachtet dabei den optimalen Versicherungsschutz fu¨r ﬁxe Pra¨mien bzw. fu¨r
Haftungsobergrenzen mit Nutzenfunktionen unter engem Bezug zum Arrow´s Theorem. Da-
gegen wendet Garven (2007) fu¨r sein Modell das Erwartungsnutzenkriterium an und unter-
stellt eine logarithmische Nutzenfunktion. Babbel, Economides (1985) beleuchten wiederum
Lebensversicherungen unter Pareto-Optimalita¨t.
Die Publikation Gollier, Schlesinger (1996) geht dagegen einen anderen Weg und betrachtet
ein Modell zur Bestimmung von optimalen Selbstbehalten unter Verwendung von Arrow´s
Theorem. Dabei verwenden die Autoren zur Modellierung bewusst nicht das Erwartungsnut-
zenkriterium, sondern die stochastische Dominanz erster und zweiter Ordnung. Im Speziellen
unterstellen Gollier und Schlesinger eine Vermo¨gensvariable, welche sich aus einem Start-
bzw. Initialvermo¨gen abzu¨glich der Versicherungspra¨mie und einem Schaden X plus der Aus-
zahlungen aus dem Versicherungsvertrag I(X) zusammensetzt. Der Schaden X ist dabei eine
Zufallsvariable. Durch diesen beeinﬂusst, sind die Auszahlungen aus dem Versicherungsver-
trag I(X) und die Vermo¨gensvariable ebenfalls Zufallsvariablen. Des Weiteren wird fu¨r zwei
Verteilungsfunktionen der Vermo¨gensvariable stochastische Dominanz zweiter Ordnung gefor-
dert. Mit Hilfe des Arrow-Theorems folgt aus den Betrachtungen von Gollier und Schlesinger,
dass eine Priorita¨t d existiert, welche zu der optimalen Auszahlung aus dem Versicherungs-
9Vgl. Arrow (1963), S. 969.
10Kenneth Joseph Arrow geboren am 23. August 1921 in New York erhielt im Jahr 1972 zusammen mit John
Richard Hicks den Nobelpreis fu¨r Wirtschaftswissenschaften.
11Vgl. Arrow (1963), S. 969.
12Vgl. diesbzgl. Borch (1960) und (1969). Fu¨r spa¨tere weitergehende Untersuchungen mit der Pareto-
optimalita¨t vgl. Borch (1975) und (1983).
13Vgl. Arrow (1974).
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vertrag I∗(x) = max(0, x− d) fu¨hrt14.
Eine Erweiterung von Arrow´s Ergebnissen bzgl. der Optimalita¨t des Ru¨ckversicherungs-
vertrages Stop Loss ﬁndet sich bei Kaluszka (2004a). Die Ausfu¨hrungen von Kaluszka sind
aus der Sicht des Zedenten. Dieser bestimmt sein Risiko mit einem Risikomaß aus der Klasse
konvexer Risikomaße15. Bei der Ru¨ckversicherungspra¨mie unterstellt Kaluszka Pra¨mien auf
Basis des Erwartungswertes oder der Varianz des Ru¨ckversicherungsschadens. Diese Betrach-
tungen fu¨hren zu einer Erweiterung der Aussagen des Arrow-Theorems auf das Gebiet des
Ru¨ckversicherungsvertrages Stop Loss.
Grundlegende Aussagen zu Versicherungsvertra¨gen bzgl. des Erwartungsnutzenkriteriums ﬁn-
den sich sehr zahlreich in der Literatur, wie bereits in der Einleitung dieser Arbeit erwa¨hnt16.
Fu¨r die Bestimmung optimaler Selbstbehalte in Abha¨ngigkeit von Risikoaversion und Ri-
sikograd der Schadensverteilung mit diversen Erwartungsnutzenfunktionen sind als Litera-
turquellen neben Raviv (1979) und Garven (2007) zum Beispiel Rothschild, Stiglitz (1971),
Schlesinger (1981), Kanbur (1982), Huberman, Mayer, Smith (1983), Meyer, Ormiston (1983),
Eeckhoudt, Gollier, Schlesinger (1991) und Zhou, Wu, Wu (2010) zu nennen.
Rothschild, Stiglitz (1971) wenden das Erwartungsnutzenkriterium fu¨r Portfoliomodelle an.
Zentraler Betrachtungspunkt von Meyer, Ormiston (1983) ist die Versicherungsnachfrage in
einem Portfolio von Finanzanlagen. Schlesinger (1981) beleuchtet dagegen den Aspekt der
optimalen Priorita¨t bei Risikoaversion. Zentrale Aussage ist dabei, dass ein risikoaverser Ent-
scheider die Versicherung pra¨ferieren, aber auch ablehnen kann. Dies ist u. a. abha¨ngig von
der unterstellten Nutzenfunktion und der Versicherungspra¨mie. Dabei wird, wenn eine risiko-
aversere Nutzenfunktion zur Anwendung kommt, eine niedrigere optimale Priorita¨t gewa¨hlt.
Eine weitere Aussage der Arbeit von Schlesinger ist, dass bei einem weniger verfu¨gbaren Ver-
mo¨gen ebenfalls eine niedrigere optimale Priorita¨t gewa¨hlt und somit mehr Risiko an den
Versicherungsgeber u¨bertragen wird. Schlesinger (1981) behandelt ebenfalls die Themen Voll-
versicherung und Versicherungsablehnung bzgl. des Erwartungsnutzenkriteriums.
Im Gegensatz dazu betrachten Cummins, Mahul (2004) nicht nur den Selbsthehalt oder die
Nachfrage an Versicherung, sondern zusa¨tzlich die Haftungsobergrenze bzgl. eines Versiche-
rungsvertrages im Erwartungsnutzenkontext. Diese verwenden folgenden Ru¨ckversicherungs-
schaden I(x) = max(x−D, 0)−max(x−(D+I¯), 0). Dabei ist D in diesem Kontext die Priorita¨t,
I¯ die Haftungsstrecke, (D + I¯) der Plafond und x eine Realisation vom Schaden X17. Dabei
wird in dem Modell von Cummins und Mahul die gleiche Ru¨ckversicherungspra¨mienstruktur
verwendet wie in dieser Arbeit. Grundlage der Betrachtungen ist dabei eine Vermo¨gensva-
riable wie bereits bei der Literatur Gollier, Schlesinger (1996) vorgestellt. Zielfunktion von
Cummins und Mahul ist die Maximierung des Erwartungsnutzens der Vermo¨gensvariable be-
14Dabei ist x eine Realisation vom Schaden X.
15Konvexe Risikomaße sind zum Beispiel die Semi-Varianz E(X − E(X))2+, das Exponentialmoment
E(exp(β(X −E(X))) mit β > 0 und das obere dritte Moment E(X − E(X))3+.
16Vgl. dazu die Einleitung bzw. fu¨r den Versicherungskontext Schulenburg, Greiner (2007), S. 37 f., Wagner
(2000), S. 48, Ritter (2006), S. 23 und Rosenkranz, Missler-Behr (2005) sowie fu¨r den Ru¨ckversicherungs-
kontext Guerra, Centeno (2008), Samson (1986) sowie Samson, Thompson (1983).
17Der Ru¨ckversicherungsschaden entspricht dem in dieser Arbeit verwendeten Ru¨ckversicherungsschaden.
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zu¨glich des Versicherungsschadens und der Versicherungspra¨mie. Dies fu¨hrt zu der Lo¨sung
I∗(x) = min[max(0, x − d), I¯ ].
Zentraler Gegenstand von Huberman, Mayer, Smith (1983) ist ebenfalls ein Modell mit opti-
malen Selbstbehalt und Haftungsobergrenze. Zusa¨tzlich wird in deren Model ein Moral Hazard
Problem modelliert.
Eeckhoudt, Gollier, Schlesinger (1991) zeigen in ihrer Erwartungsnutzenpublikation, dass mit
Zunahme an Risikoaversion der optimale Selbstbehalt sinkt und damit der Risikotransfer
vom Versicherungsnehmer zur Versicherung steigt. Grundlage der Betrachtungen ist ebenfalls
eine Vermo¨gensvariable wie bereits bei der Literatur Gollier, Schlesinger (1996) vorgestellt
wurde18. Fu¨r die Schadensverteilung wird dabei ein Tra¨ger [0,L] unterstellt, wobei die Tra¨-
gerobergrenze kleiner gleich dem Initialvermo¨gen ist. Grundannahme der Ausfu¨hrungen von
Eeckhoudt, Gollier und Schlesinger ist eine allgemeine Nutzenfunktion. Fu¨r diese allgemeine
Nutzenfunktion werden Aussagen fu¨r die Priorita¨t getroﬀen.
Zhou, Wu, Wu (2010) untersuchen ein Modell mit Haftungsbeschra¨nkung seitens des Versiche-
rers, welches hinsichtlich der nachgefragten Deckung optimiert wird. Dabei wird die Annahme
getroﬀen, dass der Preis der Versicherung nur vom versicherungstechnischen Wert abha¨ngt.
Die Kalkulation des Versicherungspreises basiert dabei auf dem Erwartungswert. Zielfunkti-
on in diesem Modell ist die Maximierung des Erwartungsnutzens der Vermo¨gensfunktion des
Versicherers. Das zentrale Ergebnis der Untersuchungen von Zhou, Wu und Wu ist, dass die
Haftungsbeschra¨nkung zu einem ho¨heren Erwartungsnutzen des Versicherers fu¨hrt.
Zusammenfassend sind die Kernaussagen der Erwartungsnutzenliteratur, dass ein risikoaver-
ser Entscheider die Versicherung pra¨ferieren, aber auch ablehnen kann. Dies ist abha¨ngig von
der Sta¨rke der Risikoaversion und von der unterstellten Versicherungspra¨mie. Die Sta¨rke der
Risikoaversion ist von der unterstellten Nutzenfunktion, die Versicherungspra¨mie von dem Ge-
winnaufschlag des Versicherungsgebers beeinﬂusst. Diese Kernaussagen werden auch fu¨r die
Modelle in dieser Arbeit erhalten. Dabei werden zur Modellierung der Risikoeinstellung eines
Entscheiders nicht Nutzenfunktionen, sondern Entscheidungsprinzipien mit Risikoparametern
verwendet. Des Weiteren fu¨hrt eine risikoaversere Nutzenfunktion bei der Erwartungsnutzen-
theorie zu einer niedrigeren Priorita¨t. Ebenso fu¨hren Risikoparameter bei den in dieser Arbeit
verwendeten Modellen, welche eine hohere Risikoaversion abbilden, zu einer niedrigeren Prio-
rita¨t und somit zu mehr Risikotransfer.
Die na¨chsten Ausfu¨hrungen beziehen sich auf die Gro¨ßen Value at Risk (VaR) bzw. Con-
ditional Value at Risk (CVaR). An dieser Stelle muss klar unterschieden werden, ob diese
Gro¨ßen zur Risikomessung oder zur Pra¨ferenzmessung angewendet werden19.
Risikomessung mit VaR und CVaR
Risikomessung ﬁndet statt, wenn die Gro¨ßen VaR und CVaR als Risikomaß Verwendung
18Dabei ist in dieser Publikation bereits der Schaden des Versicherungsnehmers mit dem Versicherungsschaden
verrechnet.
19Vgl. diesbzgl. Brandtner (2010).
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ﬁnden, wie zum Beispiel bei der Betrachtung von Einzelrisiken von Versicherungen20. Die Ri-
sikomessung wird dabei vornehmlich mit dem Value at Risk im Versicherungsbereich durch-
gefu¨hrt21. Dieser wird u. a. als Risikomaß bei Bestimmung der Eigenkapitalhinterlegung eines
Versicherungsunternehmens durch die Bestimmungen Solvency II22 verwendet23. Durch die
gesetzlichen Bestimmungen sind Ausfu¨hrungen bzgl. des Risikomanagements und der Eigen-
kapitalhinterlegung von Versicherungen zahlreich in der Literatur vertreten24.
Ebenfalls seien an dieser Stelle die Schwa¨chen bzw. die Sta¨rken des VaR bzw. CVaR bzgl.
der Risikomessung zu nennen. Die wohl bekannteste Eigenschaft bzgl. der Risikomessung ist
die Eigenschaft der Koha¨renz. Dabei ist R ein koha¨rentes Risikomaß u¨ber eine Menge V von
Risiken, wenn fu¨r beliebige X und Y aus V gilt:
1. Monotonie: Sei X ≤ Y , dann ist R(X) ≥ R(Y )25.
2. Positive Homogenita¨t: Sei h ∈ R+, dann ist R(hX) = h ·R(X)26.
3. Translationsinvarianz: Sei a ∈ R, dann ist R(X + a) = R(X)− a27.
4. Subadditivita¨t: Sei X + Y ∈ V , dann ist R(X + Y ) ≤ R(X) + R(Y )28.
Dabei ist festzuhalten, dass der VaR nicht koha¨rent ist, da er nicht subadditiv ist. Dagegen
besitzt der CVaR die gewu¨nschte Eigenschaft der Koha¨renz, aber auch an der Verwendung
des CVaR im Sinne der Risikomessung wird bzgl. des impliziten Risikoversta¨ndnisses Kritik
geu¨bt29. So kann unter gewissen Umsta¨nden der CVaR dem individuellen Risikoversta¨ndnis
eines Entscheiders zu wider laufen30.
Fortfu¨hrend sind im Kontext der Risikomessung die Komonotonie und die Verteilungsin-
varianz zwei weitere wichtige Eigenschaften. Fu¨r diese gilt31:
20Vgl. Koryciorz (2004), S. 102 f.
21Vgl. Albrecht, Koryciorz (1999), S. 5 ﬀ. bzw. Albrecht, Ba¨hrle, Ko¨nig (1997), S. 1 ﬀ.
22Die Regularien Solvency II schreiben die Verwendung des VaR vor. Zum Teil kommt aber auch der CVaR fu¨r
die interne Bestimmung der Eigenkapitalanforderung zur Anwendung. Die Verwendung des CVaR gegenu¨ber
dem VaR fu¨hrt zu einer Erho¨hung des Eigenkapitalbedarfs, ist aber auch komplexer in seiner Berechnung.
Zur Verwendung interner Risikomodelle in Versicherungsunternehmen vgl. Osetrova, Schmeiser (2005).
23Vgl. Vollmer (2007), S. 12.
24Vgl. bzgl. Risikomessung in einem Versicherungsunternehmen und Solvabilita¨tsregulierung Molinari, Nguyen
(2009), Nguyen und Molinari (2009), Vollmer (2007), Milliman (2007) bzw. bei Ru¨ckversicherungen Schubert,
Stienen, Kraft (2007). Empirische Untersuchungen zum Aspekt Risikomanagement und Solvency II vgl.
Capgemin (2004).
25Monotonie bedeutet: Wenn eine Zufallsgro¨ße X (z. B. der Gewinn) immer kleiner gleich der Zufallsvariable
Y ist fu¨r jede Merkmalsauspra¨gung, dann ist das Risiko von X immer gro¨ßer gleich dem Risiko von Y.
26Positive Homogenita¨t bedeutet: Wenn n-mal die gleiche Risikoposition vorliegt, dann ist das Risiko n-mal so
groß.
27Translationsinvarianz bedeutet: Wird einer risikobehafteten Position ein sicherer Geldbetrag hinzugefu¨gt, so
minimiert sich das Risiko um diesen Geldbetrag.
28Subadditivita¨t bedeutet: Das Risiko eines Portfolios ist ho¨chstens so groß wie die Addition der Risiken seiner
einzelnen Bestandteile.
29Vgl. diesbzgl. Ku¨rsten, Brandtner (2009).
30Vgl. Ku¨rsten, Brandtner (2009). Dafu¨r wurde ein Axiomensystem fu¨r Akzeptanzmengen unterstellt.
31Vgl. Dhaene et al. (2002).
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• Zwei Risiken X und Y heißen komonoton, wenn es ein Risiko Z und zwei wachsen-
de Funktionen g und h gibt, so dass fu¨r alle Zusta¨nde ω gilt: X(ω) = g(Z(ω)) und
Y (ω) = h(Z(ω)). Dass heißt, die Risiken X und Y ha¨ngen gleichla¨uﬁg von einem einzi-
gen Risikofaktor ab.
• Ein Risiko R heißt verteilungsinvariant, wenn aus FX = FY immer R(X) = R(Y ) fu¨r
alle X, Y aus V folgt.
Komonotonie ist dabei im Risikomanagement die “schlimmste Art” der Abha¨ngigkeit, da
sie nicht nur lineare wie die Korrelation, sondern auch nicht-lineare Abha¨ngigkeiten erfas-
sen kann. Fu¨r komonotone Risiken X und Y gilt dabei die komonotone Additivita¨t mit
R(X + Y ) = R(X) + R(Y ). Dass bedeutet, es tritt kein Diversiﬁzierungseﬀekt ein. Folg-
lich mindert ein Portfolio von komonotonen Risiken nicht das Risiko.
Die Verteilungsinvarianz fordert hingegen, dass bei Vorlage von zwei identischen Verteilungs-
funktion auch das Risiko identisch sein soll. Eine Abha¨ngigkeit von Expertenwissen oder
A¨hnlichem soll also nicht bestehen. Der VaR und der CVaR sind bzgl. der Eigenschaften der
Risikomessung komonoton additiv und verteilungsinvariant.
Pra¨ferenzmessung mit VaR und CVaR
Die na¨chsten Ausfu¨hrungen betreﬀen den VaR bzw. den CVaR bzgl. der Pra¨ferenzmessung.
Cai, Tan, Weng, Zhang (2008) berechnen mit Hilfe von VaR und CVaR die optimale Schadens-
funktion eines Erstversicherers. Dagegen werden VaR und CVaR von Bernard, Tian (2009)
zur Minimierung des Insolvenzrisikos eines Erstversicherers in Verbindung mit Ru¨ckversiche-
rungsvertra¨gen32 sowie bei Cai, Tan (2007) zur Bestimmung optimaler Selbstbehalte in VaR
bzw. CVaR-gestu¨tzten Modellen verwendet. In letzterer Publikation wird dabei der total risk
exposure minimiert. Aufgrund der sehr thematischen Na¨he dieser zwei Publikationen, ins-
besondere von Cai, Tan (2007), zu dieser Arbeit sind diese als direktes Vorga¨ngerresultat
anzusehen33.
Im Speziellen wird in Cai, Tan (2007) zuna¨chst ein VaR-Modell mit drei verschiedenen An-
forderungsszenarien und anschließend ein CVaR-Modell betrachtet. Dabei wird die gleiche
Ru¨ckversicherungspra¨mienstruktur wie in dieser Arbeit verwendet, jedoch kommt innerhalb
dieser Struktur eine allgemeine Funktion fu¨r den Ru¨ckversicherungsschaden zur Anwendung.
An diese Ru¨ckversicherungsschadensfunktion und die Ru¨ckversicherungspra¨mie werden im
VaR-Modell innerhalb von drei Szenarien verschiedene Anforderungen gestellt. Die Zielfunk-
tion bei Cai, Tan (2007) ist die Minimierung des VaR bzw. CVaR vom total risk exposure.
Dabei setzt sich der total risk exposure bei Cai und Tan aus dem Erstversicherungsschaden
und der Ru¨ckversicherungspra¨mie zusammen.
Eine Schwa¨che des Artikels von Cai und Tan ist, dass Sie ihr Vorgehen als die Minimierung
von Risikomaßen bezeichnen und damit indirekt auf Risikomessung verweisen. Eine klare Aus-
32Vgl. Bernard, Tian (2009) fu¨r den VaR S. 2 ﬀ. und bzgl. CVaR S. 7ﬀ.
33Die Bedingung fu¨r die optimale Lo¨sung beim CVaR-Prinzip ist dabei identisch zu den in dieser Arbeit
vorgestellten Ru¨ckversicherungsmodellen unter dem CVaR-Prinzip.
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sage, dass es sich im vorliegenden Artikel um Pra¨ferenzmessung handelt, unterbleibt.
Das CVaR-Modell von Cai und Tan besitzt die gro¨ßte Na¨he zu dieser Arbeit und soll da-
her na¨her betrachtet werden. Die Zielfunktion ist die Minimierung des CVaR vom total risk
exposure bzgl. der Schadensfunktion des Zedenten. Der CVaR des total risk exposures fu¨r
die optimale Schadensfunktion ist im Fall α < 11+ρ
34 die optimale Priorita¨t plus die Ru¨ck-
versicherungspra¨mie. Im Fall α > 11+ρ ist der CVaR des total risk exposures fu¨r die optimale
Schadensfunktion der CVaR vom Schaden X. Bei Cai und Tan wird auf den Hinweis, dass es
sich im ersten Fall um hohe Risikoaversion und im zweiten Fall um niedrige Risikoaversion
handelt, verzichtet. Ebenso ﬁndet keine Speziﬁkation der optimalen Priorita¨t statt35.
Abschließend sei auf die Eigenschaft der Tendenz zu Randlo¨sungen des CVaR bzgl. der Pra¨-
ferenzmessung hingewiesen. Der CVaR fu¨hrt bzgl. der Pra¨ferenzmessung im diskreten Fall
zu Randlo¨sungen. So wird bei einer Zufallsvariable X mit Auspra¨gungen a und b entweder
a oder b pra¨feriert, aber nie eine Mischung aus beiden. Diese Eigenschaft kommt hingegend
bei stetigen Verteilungsfunktionen aufgrund deren Stetigkeitscharakters im Allgemeinen nicht
zum Tragen36.
Nach dem erweiterten Literaturu¨berblick bzgl. des Erwartungsnutzenkriteriums und (C)Var
im Versicherungskontext sowie der Erla¨uterung der Sta¨rken und Schwa¨chen des VaR bzw.
CVaR werden im Folgenden verschiedene Ru¨ckversicherungsmodelle vorgestellt. Bei allen Mo-
dellen wird das unterstellte Pra¨ferenzfunktional auf die Gewinnfunktion des Zedenten ange-
wendet und hinsichtlich der Deckungsgrenzen maximiert. Dies geschieht zuna¨chst fu¨r jede
Deckungsgrenze einzeln. Dabei wird mit der Priorita¨t begonnen.
34Dabei ist α der Risikoparameter des CVaR-Prinzips und ρ der loading factor der Ru¨ckversicherung. In dieser
Arbeit ist das ρ der Gewinnaufschlag γ.
35In der vorliegenden Arbeit wird fu¨r jedes Modell auch fu¨r das CVaR-gestu¨tze Modell die optimale Priorita¨t
gegeben. Dies stellt somit eine wesentliche Erweiterung zu der bisherigen VaR/CVaR-Literatur dar.
36Vgl. Brandtner (2010).
Kapitel 5
Priorita¨tsoptimierungsproblem
Die wesentliche Deckungsgrenze eines Ru¨ckversicherungsvertrages ist die Priorita¨t. Diese teilt
den Schaden zwischen dem Erst- und Ru¨ckversicherer auf. Auf den Plafond dagegen, der
Haftungsobergrenze des Ru¨ckversicherers, besitzt der Zedent nur geringen Einﬂuss. De facto
wird die Haftungsobergrenze nur selten von einem Schadensereignis u¨berschritten. Vielmehr
sichert sich der Zessiona¨r durch Retrozession ab. Es wird zuna¨chst ein Plafond von Unendlich
angenommen. Somit gilt fu¨r die Gewinnfunktion die Formel (4.1)
G(d,X) = Pr −B −X −RV P (d) + RV S(d,X).
Diese bildet die Grundlage fu¨r die Maximierung verschiedener Pra¨ferenzfunktionale bzgl. der
Priorita¨t. Das erste Pra¨ferenzfunktional, das na¨her betrachtet wird, ist das fu¨r risikoneutrale
Entscheider1 geeignete Erwartungswertkriterium.
5.1 Erwartungswertkriterium
Das Erwartungswertkriterium beru¨cksichtigt nur die erwartete Auspra¨gung einer Handlungs-
alternative bzw. Zufallsvariable. Fu¨r das Ru¨ckversicherungsproblem lautet das Erwartungs-
wertkriterium somit ΦB(G(d,X)) := E(G(d,X)). Es soll dabei folgendes Maximierungspro-
blem gelo¨st werden
max
d
ΦB(G(d,X)). (5.1)
Satz 5.1.1
Es sei ΦB(G(d,X)) das Pra¨ferenzfunktional eines risikoneutralen Entscheiders mit Gewinn-
funktion G(d,X) = Pr − B − X − RV P (d) + RV S(d,X). Dann besitzt das Maximierungs-
problem (5.1) folgende implizite Lo¨sung
FX(d∗) = 1 +RV Pd(d∗)
mit der Maximalbedingung −RV Pdd(d∗) + fX(d∗) < 02.
1Vgl. Bamberg, Coenenberg (2006), S. 104 f.
2Der Beweis von Satz 5.1.1 beﬁndet sich im Anhang C.1 S. 180 f.
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Diese implizite Lo¨sung kann ebenso aus dem klassischen Newsvendor Modell mit nicht-linearer
Kostenfunktion k(y) hergeleitet werden3. Das Modell unterstellt ebenfalls das Erwartungs-
wertkriterium und verwendet die Gewinnfunktion4
G(y, X˜) = p ·min(y, X˜)− k(y) + z ·max(0; y − X˜).
Dabei fu¨hrt die Maximierung des erwarteten Gewinns zu der impliziten Lo¨sung FX˜(y
∗) =
p−ky(y∗)
p−z mit Maximalbedingung
−kyy(y∗)− (p− z)fX˜(y∗) < 0.
Die Gewinnfunktion fu¨r das Ru¨ckversicherungsmodell lautet
G(d,X) = Pr −B −X −RV P (d) + max(0,X − d).
Da die Erstversicherungspra¨mien Pr als auch die Betriebskosten B unabha¨ngig von der Prio-
rita¨t d sind, spielen diese Terme fu¨r den Maximierungsprozess keine Rolle. Somit bringt die
Gewinnfunktion
G˜(d,X) = −X −RV P (d) +max(0,X − d)
= −min(d,X) −RV P (d)
die selben Lo¨sungen hervor. Durch Vergleich der Gewinnfunktionen G˜(d,X) und G(y, X˜)
kann eine Analogie festgestellt werden. Diese ist in der folgenden Tabelle dargestellt:
Newsvendor Modell Ru¨ckversicherungsmodell
Nachfrage X˜ Schaden X
Bestellmenge y Priorita¨t d
nicht-lineare Kostenfunktion k nicht-lineare RV-Pra¨mie RV P
Verkaufspreis p -15
Ru¨ckgabepreis z 06
Tabelle 5.1: Analogie zwischen dem Newsvendor- und dem Ru¨ckversicherungsmodell.
Entsprechend kann fu¨r p = −1, ky(y) = RV Pd(d), kyy(y) = RV Pdd(d) und z = 0 die Lo¨sung
des Newsvendor Modells in die des Ru¨ckversicherungsmodells u¨berfu¨hrt werden.
Im Folgenden soll die spezielle Ru¨ckversicherungspra¨mie aus Deﬁnition 4.1.2 auf Satz 5.1.1
angewendet werden. Dafu¨r beno¨tigt man das erste und zweite Diﬀerential der Ru¨ckversiche-
rungspra¨mie. Diese stellt das folgende Lemma zur Verfu¨gung.
3Vgl. Kapitel 3.4.
4Die Nachfrage wird in der Gewinnfunktion zur Unterscheidung vom Schaden mit X˜ bezeichnet.
5Der Verkaufspreis p des Newsvendors entspricht einer moneta¨ren Einheit nicht eingekauften Deckungsschutzes.
6Gilt, da der eingekaufte Deckungsschutz der Ru¨ckversicherung nicht zuru¨ckgegeben werden kann.
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Lemma 5.1.1
Es sei RV P (d) die Ru¨ckversicherungspra¨mie aus Deﬁnition 4.1.2, dann gilt fu¨r die ersten
zwei Diﬀerentiale der Pra¨mie RV Pd(d) = (1+γ)[−1+FX(d)] und RV Pdd(d) = (1+γ)fX(d).
Beweis von Lemma 5.1.1:
Es gilt fu¨r die Ru¨ckversicherungspra¨mie laut Deﬁnition 4.1.2
RV P (d) = (1 + γ)E(RV S(d,X)) = (1 + γ)E(max(d,X))
=
∞∫
d
(x− d) dFX(x) =
∞∫
d
x dFX (x)− d[1 − FX(d)].
Somit ergibt sich fu¨r das erste Diﬀerential der Ru¨ckversicherungspra¨mie
RV Pd(d) = (1 + γ)[−dfX(d) − 1 + FX(d) + dfX(d)] = (1 + γ)[−1 + FX(d)]
bzw. fu¨r das zweite Diﬀerential RV Pdd(d) = (1 + γ)fX(d).
QED
Das folgende Beispiel illustriert die spezielle Ru¨ckversicherungspra¨mie zu einer gegebenen
Schadensverteilung.
Beispiel 5.1.1 (Spezielle Ru¨ckversicherungspra¨mie)
Fu¨r die Berechnung der Ru¨ckversicherungspra¨mie wird als Schadensverteilung die Nullpunkt-
Paretoverteilung angenommen. Zur Berechnung der Pra¨mie des Ru¨ckversicherers beno¨tigt
man das Integral
∞∫
d
xf(x)dx, wobei f(x) die Dichte der Nullpunkt-Paretoverteilung ist. Fu¨r
die Verteilungsfunktion gilt FX(x) = 1 −
(
b+x
b
)−ϑ7. Somit folgt durch Diﬀerenzieren fu¨r die
Dichte fX(x) = ϑb
(
b+x
b
)−ϑ−1
. Es gilt fu¨r das Integral
∞∫
d
xf(x)dx = ϑb
∞∫
d
x
(
1 + xb
)−ϑ−1
dx.
Man substituiere t = 1 + xb , somit gilt x = (t− 1)b, dtdx = 1b bzw. dx = b dt. Daraus folgt
∞∫
d
xf(x)dx =
ϑ
b
∫
(t− 1)bt−ϑ−1b dt = ϑb
∫
(t− 1)t−ϑ−1dt
= ϑb
[∫
t−ϑdt −
∫
t−ϑ−1dt
]
= ϑb
[
1
−ϑ+ 1 t
−ϑ+1 − 1−ϑt
−ϑ
]
8
= ϑb
[
1
−ϑ + 1
(
1 +
x
b
)−ϑ+1 − 1−ϑ (1 + xb )−ϑ
]∞
d
= ϑb
[
1
1− ϑ
(
1 +
x
b
)1−ϑ
+
1
ϑ
(
1 +
x
b
)−ϑ]∞
d
= −ϑb
[
1
1− ϑ
(
1 +
d
b
)1−ϑ
+
1
ϑ
(
1 +
d
b
)−ϑ]
.
7Vgl. Abschnitt 4.2.
8Fu¨r ϑ = 1 und ϑ = 0.
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Somit ist fu¨r die Ru¨ckversicherungspra¨mie bei Annahme der Nullpunkt-Paretoverteilung
RV P (d) = (1 + γ)
⎧⎨⎩
∞∫
d
x dFX(x)− d[1− FX(d)]
⎫⎬⎭
= (1 + γ)
{
−ϑb
[
1
1− ϑ
(
1 +
d
b
)1−ϑ
+
1
ϑ
(
1 +
d
b
)−ϑ]
− d
(
b + d
b
)−ϑ}
.
Exemplarisch zeigt Abbildung 5.1 den Verlauf der Ru¨ckversicherungspra¨mie unter Verwen-
dung der Parameter ϑ = 5, b = 16, 4 und γ = 0, 2.
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Abbildung 5.1: Ru¨ckversicherungspra¨mie in Abha¨ngigkeit von der Priorita¨t.
Die Ru¨ckversicherungspra¨mie sinkt dabei mit der Zunahme der Priorita¨t. Somit wird der
Deckungsschutz mit ho¨herer Priorita¨t kostengu¨nstiger. Dies liegt darin begru¨ndet, dass der
erwartete Ru¨ckversicherungsschaden sinkt. In diesem Fall u¨bernimmt der Zedent selbst mehr
Risiko. Abbildung 5.2 zeigt den Verlauf der ersten und zweiten Ableitung der Ru¨ckversiche-
rungspra¨mie9.
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Abbildung 5.2: Ableitungen der Ru¨ckversicherungspra¨mie in Abha¨ngigkeit von der Priorita¨t.
9Es gilt RV Pd(d) = −(1 + γ)
(
b+x
b
)−ϑ
und RV Pdd(d) = (1 + γ)
ϑ
b
(
b+x
b
)−ϑ−1
.
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Die erste Ableitung ist eine negative Funktion, da die Ru¨ckversicherungspra¨mie monoton fal-
lend ist. Wesentlich interessanter ist der Verlauf der zweiten Ableitung. Die zweite Ableitung
ist dabei eine nicht negative monoton fallende Funktion. Daraus folgt, dass die Ru¨ckversiche-
rungspra¨mie bei kleinen Priorita¨ten pro Versicherungseinheit sta¨rker sinkt als bei gro¨ßeren
Priorita¨ten. Somit ist es fu¨r einen Zedenten von Interesse, auf kleine Priorita¨ten zu verzichten,
da die Ru¨ckversicherung bei einem gro¨ßeren gewa¨hlten Selbstbehalt pro Versicherungseinheit
gu¨nstiger wird.
Am kostspieligsten ist die Ru¨ckversicherung jedoch bei der Vollversicherung. In diesem Fall
entspricht sie dem erwarteten Schaden des Zedenten versehen mit dem Gewinnaufschlag10 des
Zessiona¨rs.
Der folgende Satz formuliert an dieser Stelle die optimale Lo¨sung des Ru¨ckversicherungsmo-
dells unter Verwendung der betrachteten speziellen Ru¨ckversicherungspra¨mie.
Satz 5.1.2
Es sei ΦB(G(d,X)) das Pra¨ferenzfunktional eines risikoneutralen Zedenten mit Gewinnfunk-
tion G(d,X) = Pr−B−X −RV P (d) +RV S(d,X) und spezieller Ru¨ckversicherungspra¨mie
RV P (d) = (1 + γ)E(RV S(d,X)). Dann besitzt das Maximierungsproblem (5.1) die Lo¨sung
FX(d∗) = 1 mit der Maximalbedingung −γfX(d∗) < 011.
Fu¨r das Maximum gilt FX(d∗) = 1, dass heißt die optimale Priorita¨t soll sich oberhalb aller
Scha¨den beﬁnden oder gleich dem gro¨ßten Schaden sein12. Somit pra¨feriert ein risikoneutraler
Zedent eine Priorita¨t, die gro¨ßer oder gleich dem gro¨ßten Schaden ist, der bei der unterstellten
Schadensverteilung auftreten kann13. Ein risikoneutraler Zedent gibt damit kein Risiko an den
Zessiona¨r ab, solange der Ru¨ckversicherer einen positiven Gewinnaufschlag fordert14.
Betrachtet man den Spezialfall einer fairen Pra¨mie, erha¨lt man folgendes: Es gilt γ = 0.
Die zweite Ableitung des Pra¨ferenzfunktionals ist dementsprechend ebenfalls null. Der Satz
liefert somit kein Maximum. Fu¨r den erwarteten Gewinn gilt E(G(d,X)) = Pr−B−E(X)−
RV P (d) + E(RV S(d)) = Pr − B − E(X)15 fu¨r alle d. Der erwartete Gewinn stellt faktisch
eine Konstante dar und jede gewa¨hlte Priorita¨t wa¨re ein Maximum. Somit ist ein risikoneutra-
ler Entscheider bei einer fairen Ru¨ckversicherungspra¨mie indiﬀerent zwischen den einzelnen
Priorita¨ten.
Zusammenfassend la¨sst sich feststellen, dass ein risikoneutraler Erstversicherer die Ru¨ckver-
sicherung mit positivem Gewinnaufschlag ablehnt. Bei einer fairen RV-Pra¨mie ist dieser in-
diﬀerent.
10Hier wurde ein Gewinnaufschlag von 20 Prozent angenommen.
11Der Beweis beﬁndet sich im Anhang C.1 S. 181.
12Der Wert einer Verteilungsfunktion an der Stelle x ist gleich eins, wenn x gro¨ßer ist als alle Auspra¨gungen
der Zufallsvariable oder x die gro¨ßte Auspra¨gung der Zufallsvariable annimmt.
13Es sei im Folgenden die optimale Priorita¨t d∗ die kleinste Priorita¨t fu¨r welche FX(d∗) = 1 gilt. Fu¨r alle
weiteren Optimierungsprobleme mit der Lo¨sung FX(d
∗) = a ∈ [0, 1] sei die optimale Priorita¨t d∗ ≥ 0 die
kleinste Priorita¨t, fu¨r die FX(d
∗) = a gilt.
14Die Maximalbedingung ist fu¨r positive Gewinnaufschla¨ge erfu¨llt, da die Verteilungsdichte keine negativen
Werte annehmen kann, da keine negativen Scha¨den existieren.
15Im Fall einer fairen Ru¨ckversicherungspra¨mie ist der erwartete Ru¨ckversicherungsschaden gleich der Ru¨ck-
versicherungspra¨mie.
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5.2 CVaR-Prinzip
Im Gegensatz zum Erwartungswertkriterium beru¨cksichtigt das CVaR-Prinzip16 das Risiko
einer Handlungsalternative bzw. einer Zufallsvariable. Es ist damit fu¨r risikoaverse Entscheider
geeignet und besitzt folgendes Pra¨ferenzfunktional fu¨r das Ru¨ckversicherungsmodell
Φα(G(d,X)) = CV aRα(G(d,X)) = E(G(d,X) | G(d,X) ≤ gα(d)).
Das Pra¨ferenzfunktional ist in diesem Zusammenhang der untere bedingte erwartete Gewinn
in Abha¨ngigkeit von der Priorita¨t d und dem zufa¨lligen Schaden X. In das Pra¨ferenzfunk-
tional ﬂießen dabei die α · 100 % schlechtesten Auspra¨gungen des Gewinns ein, wobei der
Risikoparameter α ∈ (0, 1) individuell von jedem Entscheider gewa¨hlt wird. Fu¨r sehr kleine
α bleibt somit ein großer Teil der Verteilung unberu¨cksichtigt und es ﬂießen nur Gewinne
mit sehr kleinen Auspra¨gungen ein. Dies stellt hohe Risikoaversion dar. Im Grenzfall α → 1
dagegen na¨hert sich dieser untere bedingte erwartete Gewinn dem erwarteten Gewinn an und
spiegelt damit geringe Risikoaversion wider.
Der folgende Satz formuliert die Lo¨sung fu¨r das Ru¨ckversicherungsmodell unter Verwendung
des CVaR-Prinzips und der speziellen Ru¨ckversicherungspra¨mie aus Deﬁnition 4.1.2.
Satz 5.2.1
Es sei Φα(G(d,X)) das Pra¨ferenzfunktional eines risikoaversen Zedenten mit Gewinnfunktion
G(d,X) = Pr−B −X −RV P (d) +RV S(d,X) und der speziellen Ru¨ckversicherungspra¨mie
RV P (d) = (1 + γ)E(RV S(d,X)). Dann besitzt das Maximierungsproblem
max
d
Φα(G(d,X))
folgende implizite Lo¨sung
FX(d∗) =
{
1, fu¨r α > 11+γ
γ
1+γ , fu¨r α <
1
1+γ
17.
Es gilt 0 < 11+γ ≤ 1, da der Gewinnaufschlag keine negativen Werte annimmt. Somit teilt die
Fallunterscheidung den Risikoparameter α in zwei Gruppen ein:
• Fall 11+γ < α < 1:
Diese Gruppe beinhaltet alle gro¨ßeren Auspra¨gungen des Risikoparameters nahe eins.
Das Pra¨ferenzfunktional na¨hert sich fu¨r α→ 1 dem erwarteten Gewinn an. Somit stellt
16CVaR ist die Abku¨rzung fu¨r Conditional Value at Risk.
17Der Beweis von Satz 5.2.1 kann im Anhang C.1 S. 181 ﬀ. nachvollzogen werden. An dieser Stelle sei auf das
direkte Vorga¨ngerresultat, die Publikation von Cai, Tan (2007), verwiesen. Die Bedingung fu¨r die optimale
Lo¨sung beim CVaR-Prinzip von Cai, Tan (2007) ist dabei zu der hier angegeben Lo¨sung identisch. Ausgangs-
punkt sind jedoch unterschiedliche Zielfunktionen. Cai und Tan verwenden nicht die Gewinnfunktion eines
Erstversicherers, sondern den total risk exposure. Des Weiteren wird keine Lo¨sung fu¨r die optimale Priorita¨t
gegeben.
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dieser Fall niedrige Risikoaversion dar. Es gilt dabei FX(d∗) = 118. Demzufolge wird kei-
ne Ru¨ckversicherung nachgefragt. Ein Entscheider mit niedriger Risikoaversion verha¨lt
sich wie ein risikoneutraler Entscheider.
• Fall 0 < α < 11+γ :
Diese Gruppe beinhaltet alle niedrigen Auspra¨gungen des Risikoparameters und bildet
damit hohe Risikoaversion ab. In diesem Fall gilt FX(d∗) = γ1+γ ∈ [0, 1] und bringt fu¨r
γ = 0 positive optimale Priorita¨ten hervor. Somit entscheidet sich der Zedent fu¨r die
Ru¨ckversicherung. Dabei ist zu bemerken, dass die Ho¨he der optimalen Priorita¨t bei
der Ru¨ckversicherungswahl (hohe Risikoaversion) unabha¨ngig vom Risikoparameter α
ist. Allein der Gewinnaufschlag des Ru¨ckversicherers beeinﬂusst die Ho¨he der optimalen
Priorita¨t19.
Der Risikoparameter α entscheidet nur daru¨ber, ob eine Ru¨ckversicherung nachgefragt wird.
Dabei setzt die Ru¨ckversicherungswahl des Zedenten fu¨r ho¨here Gewinnaufschla¨ge seitens des
Zessiona¨rs erst spa¨ter (bei noch ho¨herer Risikoaversion) ein. Dies illustriert die linke Graﬁk
von Abbildung 5.3 mit der Darstellung der Vera¨nderung zwischen der Entscheidung fu¨r oder
gegen die Ru¨ckversicherung (α = 11+γ ) in Abha¨ngigkeit vom Gewinnaufschlag des Ru¨ckversi-
cherers.
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Abbildung 5.3: Links: Ru¨ckversicherungswahl in Abha¨ngigkeit vom Gewinnaufschlag. Rechts:
FX(d∗) bei Ru¨ckversicherungswahl in Abha¨ngigkeit vom Gewinnaufschlag.
Die Fla¨che oberhalb der Kurve stellt alle Auspra¨gungen des Risikoparameters α fu¨r einen
entsprechenden Gewinnaufschlag, die zur Ablehnung der Ru¨ckversicherung fu¨hren, dar. Die
Fla¨che unterhalb beinhaltet alle Auspra¨gungen des Risikoparameters fu¨r die Ru¨ckversiche-
18Die optimale Priorita¨t d∗ ist vom Risikoparameter α abha¨ngig. Die pra¨zisere Schreibweise fu¨r d∗ ist d∗(α).
Aufgrund der Komplexita¨t der Lo¨sungen bei den noch zu verwendenden Pra¨ferenzfunktionalen wird im
Folgenden auf die Angabe der Risikoparameter bei den optimalen Lo¨sungen verzichtet. Des Weiteren tritt
hier die Tendenz des CVaR-Prinzips zu Randlo¨sungen auf, welche im diskreten Fall generell, aber im stetigen
Fall im Allgemeinen nicht eintritt.
19An dieser Stelle sei ein Vergleich zur Erwartungsnutzentheorie vorgenommen. Grundlegendes Verhalten von
optimalen Priorita¨ten untersuchte dabei Schlesinger (1981). Deckungsgleich ist dabei die Aussage, dass ein
risikoaverser Entscheider die Versicherung pra¨ferieren, aber auch ablehnen kann. Dies ist abha¨ngig u. a. von
der Sta¨rke der Risikoaversion und von der unterstellten Versicherungspra¨mie.
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rungswahl. Die Kurve selbst bildet indiﬀerentes Verhalten seitens des Entscheiders ab20.
Die rechte Graﬁk von Abbildung 5.3 stellt den Verlauf der impliziten Lo¨sung (FX(d∗)) bei
Ru¨ckversicherungswahl in Abha¨ngigkeit von dem Gewinnaufschlag des Zessiona¨rs dar. Man
erkennt, dass bei ho¨heren Gewinnaufschla¨gen der Wert der Verteilung an der Stelle der opti-
malen Priorita¨t ho¨her als bei kleinen Gewinnaufschla¨gen ist.
Ein ho¨heres FX(d∗) bedeutet dabei, dass der Erstversicherer mehr Risiko selbst tragen mo¨ch-
te, denn Scha¨den, die oberhalb der Priorita¨t liegen, werden vom Zessiona¨r getragen. Es gilt,
je ho¨her die Priorita¨t, desto mehr Risiko u¨bernimmt der Erstversicherer.
Allgemein ist festzustellen, dass bei ho¨heren Gewinnaufschla¨gen nur Entscheider mit ho¨herer
Risikoaversion die Ru¨ckversicherung wa¨hlen und dann aufgrund der ho¨heren Kosten der Ru¨ck-
versicherungspra¨mie weniger Versicherung nachfragen als bei geringeren Gewinnaufschla¨gen.
Zur Veranschaulichung der gewonnenen Ergebnisse betrachte man folgendes Beispiel.
Beispiel 5.2.1 (Ru¨ckversicherungsmodell und CVaR-Prinzip)
Zwei Zedenten handeln nach dem CVaR-Prinzip. Der erste Zedent konstatiert fu¨r sich einen
Risikoparameter α = 0, 8, der zweite Zedent ein α = 0, 5. Erst- und Ru¨ckversicherer sind sich
einig, dass die Scha¨den X der Kunden der Nullpunkt-Paretoverteilung mit den Parametern
ϑ = 5 und b = 16, 421 folgen. Der Ru¨ckversicherer fordert fu¨r seine Aufwendungen einen
Gewinnaufschlag von 40 Prozent.
Fu¨r den ersten Zedenten gilt α = 0, 8 > 11+0,4 = 0, 71. Demzufolge lehnt dieser die Ru¨ck-
versicherung ab. Fu¨r den zweiten Zedenten ist α = 0, 5 < 11+0,4 = 0, 71 und damit FX(d
∗) =
γ
1+γ = 0, 29. Fu¨r die inverse Nullpunkt-Paretoverteilung gilt
F−1X (x) = b · (1− x)−
1
ϑ − b.
Somit folgt fu¨r die Inverse bei Verwendung der entsprechenden Parameter F−1X (0, 29) = 1, 14.
In diesem Fall wird der zweite Zedent einen Ru¨ckversicherungsvertrag mit einem Selbstbehalt
von 1,14 Millionen Euro mit dem Ru¨ckversicherer vereinbaren.
Der Ru¨ckversicherer senkt seinen Gewinnaufschlag auf 20 %. Damit gilt 11+γ = 0, 83. In
diesem Fall entscheiden sich beide Erstversicherer fu¨r die Ru¨ckversicherung, und zwar fu¨r die
Priorita¨t von jeweils 0,61 Millionen Euro.
Die na¨chsten Ausfu¨hrungen betrachten den Spezialfall einer fairen Ru¨ckversicherungspra¨mie.
Es gilt damit fu¨r den Gewinnaufschlag des Ru¨ckversicherers γ = 0. Aus der Lo¨sung von Satz
5.2.1 folgt fu¨r γ = 0
FX(d∗) =
{
1, fu¨r α > 1
0, fu¨r α < 1
.
20In diesem Fall kann sich der Zedent nicht zwischen der Wahl und der Ablehnung der Ru¨ckversicherung
entscheiden.
21Der Skalenparameter bezieht sich auf 1 Million Euro.
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Da α nur Werte kleiner eins annehmen kann, fa¨llt die Lo¨sung auf den zweiten Fall zusam-
men und es gilt FX(d∗) = 0. Bei einer fairen Ru¨ckversicherungspra¨mie entscheidet sich jeder
Zedent, der das CVaR-Prinzip verwendet, fu¨r eine Vollversicherung. Ob ein Zedent niedrige
oder hohe Risikoaversion besitzt, spielt dabei keine Rolle22.
Ist fu¨r einen Entscheider seine Risikoeinstellung von Interesse, so muss er seinen Risikopara-
meter α˜ bzgl. gewa¨hlter Ru¨ckversicherungsvertra¨ge bestimmen. Dies kann auf folgende Weise
geschehen.
Bestimmung des Risikoparameters und Mo¨glichkeiten der Entscheidungsfindung
1. Der Erstversicherer hat eine Ru¨ckversicherung mit der Priorita¨t d˜X in Anspruch genom-
men. Die Scha¨den X folgen der Verteilung FX(x). Dann gilt FX(d˜X) =
γ
X
1+γ
X
. Damit
kann der Gewinnaufschlag des Zessiona¨rs γ
X
fu¨r diesen Vertrag durch γ
X
= FX(d˜X )
1−FX(d˜X )
23
bestimmt werden. Fu¨r den Risikoparameter α˜ kann somit folgende Ungleichung festge-
halten werden α˜ < 11+γ
X
.
Durch die Ablehnung und Wahl mehrerer Ru¨ckversicherungsvertra¨ge erha¨lt man mehre-
re dieser Ungleichungen, mit denen der Risikoparameter α˜ genauer abgescha¨tzt werden
kann.
2. Die einfachere Art, den Risikoparameter α˜ zu bestimmen, ist der Tatsache geschuldet,
dass dieser einen direkten Zusammenhang zum Gewinnaufschlag des Ru¨ckversicherers
aufweist. Fragt man den Zedenten, welchen Gewinnaufschlag des Zessiona¨rs γ˜ er gerade
noch akzeptiert, so kann daraus der Risikoparameter α˜ = 11+γ˜ berechnet werden.
Wenn der geforderte Gewinnaufschlag des Ru¨ckversicherers bei einem neu angebote-
nen Ru¨ckversicherungsvertrag kleiner oder gleich dem Grenzgewinnaufschlag γ˜ ist, dann
wa¨hlt der Zedent die Ru¨ckversicherung, anderenfalls lehnt er diese ab.
3. Es wird der Sachverhalt betrachtet, dass der Erstversicherer einen Ru¨ckversicherungs-
vertrag mit einem Gewinnaufschlag des Zessiona¨rs γ
X
in Anspruch genommen hat. Da-
bei wurden alle Scha¨den, die aus einem Versicherungsprodukt des Zedenten entstehen
ko¨nnen, durch den Ru¨ckversicherungsvertrag versichert. Es wird angenommen, dass die
Scha¨den der Verteilung FX folgen. Der Zedent mo¨chte ein anderes Versicherungspro-
dukt ru¨ckversichern. Dabei werden Scha¨den mit der Verteilung FZ angenommen. Der
Zessiona¨r fordert fu¨r die Absicherung dieser Scha¨den aufgrund eines a¨hnlichen Scha-
denstyps den gleichen Gewinnaufschlag. Dann kann der Zedent seine Priorita¨t wie folgt
berechnen
d˜Z = F−1Z
(
γ
X
1 + γ
X
)
= F−1Z
(
FX(d˜X)
)
.
22Im Fall der fairen Pra¨mie bei Verwendung des CVaR-Prinzips tritt auch im stetigen Fall die Tendenz zu
Randlo¨sungen auf, die sonst nur generell im diskreten Fall vorliegt.
23Folgt durch Umstellung von FX(d˜X) =
γ
X
1+γ
X
nach γ
X
.
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4. Man nehme an, dass der Ru¨ckversicherer bei Versicherung eines zweiten Versicherungs-
produktes des Erstversicherers einen anderen Gewinnaufschlag γ
Z
verlangt. Der Zedent
wa¨hlt die Ru¨ckversicherung, wenn γ
Z
≤ γ˜ ist. Die Priorita¨t wird in diesem Fall mit
d˜Z = F−1Z
(
γ
Z
1 + γ
Z
)
bestimmt. Im Fall γ
Z
> γ˜ lehnt er die Ru¨ckversicherung ab.
Im Folgenden soll das Ru¨ckversicherungsmodell auf hybride Entscheidungsprinzipien ange-
wendet werden. Mit diesen ist es mo¨glich, auch risikofreudige Entscheider zu modellieren.
Begonnen wird dabei mit dem Entscheidungsprinzip Φα,λ(G(d,X)).
5.3 Hybrides Entscheidungsprinzip Φα,λ(G(d,X))
Ein in diesem Rahmen vorgestelltes Entscheidungspra¨ferenzfunktional stellt die Konvexkom-
bination aus Erwartungswert und unterem bedingten Erwartungswert dar. Es gilt fu¨r das
Ru¨ckversicherungsproblem nach Formel (2.2)
Φα,λ(G(d,X)) =
1− λ
1− αE(G(d,X)) +
λ− α
1− αE(G(d,X)|G(d,X) ≤ gα(d)),
wobei gα(d) das α-Gewinnquantil bezeichne. Das Pra¨ferenzfunktional dru¨ckt risikoneutrales
Verhalten fu¨r die Gleichheit der Risikoparameter λ und α aus. Fu¨r λ < α spiegelt es risiko-
freudiges und fu¨r λ > α risikoaverses Verhalten wider24. Das Pra¨ferenzfunktional bietet somit
den Vorteil, alle drei Risikoeinstellungen abbilden zu ko¨nnen.
Die Anwendung des Pra¨ferenzfunktionals Φα,λ(G(d,X)) auf das Ru¨ckversicherungsproblem
formuliert der Satz 5.3.1. Dabei wird das Pra¨ferenzfunktional maximiert bzgl. der Priorita¨t
unter Verwendung einer allgemeinen nicht-linearen Ru¨ckversicherungspra¨mie.
Satz 5.3.1
Es sei Φα,λ(G(d,X)) das Pra¨ferenzfunktional eines Zedenten mit Gewinnfunktion G(d,X) =
Pr −B −X −RV P (d) + RV S(d,X). Dann besitzt das Maximierungsproblem
max
d
Φα,λ(G(d,X))
folgende implizite Lo¨sung
FX(d∗) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 + αλRV Pd(d
∗),
fu¨r λ ≥ −RV Pd(d∗) und −RV Pdd(d∗) + λαfX(d∗) < 0
1−α
1−λ [1 + RV Pd(d
∗)],
fu¨r λ < −RV Pd(d∗) und −RV Pdd(d∗) + 1−λ1−αfX(d∗) < 0
.
24Vgl. dazu Abschnitt 2.4.1.2.
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Die implizite Lo¨sung unterteilt sich dabei in zwei Fa¨lle. Zum einen in den Fall λ ≥ −RV Pd(d∗)
mit impliziter Lo¨sung
FX(d∗) = 1 +
α
λ
RV Pd(d∗)25
und Maximalbedingung −RV Pdd(d∗) + λαfX(d∗) < 0 und zum anderen in den Fall
λ < −RV Pd(d∗) mit impliziter Lo¨sung
FX(d∗) =
1− α
1− λ [1 + RV Pd(d
∗)]
und Maximalbedingung −RV Pdd(d∗) + 1−λ1−αfX(d∗) < 0. Der Beweis von Satz 5.3.1 kann im
Anhang C.1 S. 184 f. nachvollzogen werden.
Die Verwendung der allgemeinen nicht-linearen Ru¨ckversicherungspra¨mie ermo¨glicht zum
einen, verschiedene Ru¨ckversicherungspra¨mienstrukturen zu unterstellen26 und zum anderen,
die Analogie zum Newsvendor Modell mit nicht-linearer Kostenfunktion herstellen zu ko¨nnen.
Letzteres soll im Folgenden na¨her betrachtet werden.
Analogie zum Newsvendor Modell mit nicht-linearer Kostenfunktion und Risi-
kopra¨ferenzen
Das Pra¨ferenzfunktional Φα,λ wurde bereits auf das Newsvendor Modell27 mit linearer28 und
nicht-linearer29 Kostenfunktion angewendet. Die Lo¨sung des Ru¨ckversicherungsproblem soll
im Folgenden aus der Lo¨sung des Newsvendor Modells mit nicht-linearer Kostenfunktion und
Risikopra¨ferenzen abgeleitet werden.
Fu¨r das Pra¨ferenzfunktional des Newsvendors gilt
Φα,λ(G(y,X)) =
1− λ
1− αE(G(y,X)) +
λ− α
1− αE(G(y,X)|G(y,X) ≤ gα(y)).
Da die α · 100 % kleinsten Gewinne30 bei den α · 100 % kleinsten Nachfragen31 realisiert
werden, kann
E(G(y,X)|G(y,X) ≤ gαX (y)) = E(G(y,X)|X ≤ xα(y))
geschrieben werden. Dabei bezeichne xα(y) das α-Quantil der Nachfragen. Damit wird fol-
gendes Maximierungsproblem gelo¨st
max
y
1− λ
1− αE(G(y,X)) +
λ− α
1− αE(G(y,X)|X ≤ xα(y)).
25Die optimale Priorita¨t d∗ ist von den Risikoparametern α und λ abha¨ngig. Folglich mu¨sste man fu¨r d∗ pra¨ziser
Weise d∗(α, λ) schreiben. Um den Umfang der Formeln nicht weiter zu vergro¨ßern, wird zur u¨bersichtlicheren
Darstellung der Formeln auf die Angabe der Risikoparameter bei den optimalen Lo¨sungen verzichtet.
26Vgl. bzgl. verschiedener Ru¨ckversicherungsstrukturen Abschnitt 4.1. In dieser Arbeit wird nur die spezielle
Ru¨ckversicherung aus Deﬁnition 4.1.2 Anwendung ﬁnden.
27Vgl. Cachon, Terwiesch (2006), Kap. 9.4 oder Chopra, Meindl (2004), Kap. 12.
28Vgl. bzgl. Newsvendor Modell mit Risikopra¨ferenzen und linearer Kostenfunktion Jammernegg, Kischka
(2005b).
29Vgl. Abschnitt 3.4.
30Das sind die Gewinne, die sich unterhalb des α-Gewinnquantils beﬁnden.
31Das sind die Nachfragen, die sich unterhalb des α-Quantils der Nachfrage beﬁnden.
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Dagegen lautet das Pra¨ferenzfunktional fu¨r das Ru¨ckversicherungsproblem
Φα,λ(G(d,X)) =
1− λ
1− αE(G(d,X)) +
λ− α
1− αE(G(d,X)|G(d,X) ≤ gα(d)),
wobei
E(G(d,X)|G(d,X) ≤ gα(d)) = E(G(d,X)|X ≥ x1−α(d))
gilt32. Es wird also folgendes Maximierungsproblem gelo¨st
max
d
1− λ
1− αE(G(d,X)) +
λ− α
1− αE(G(d,X)|X ≥ x1−α(d)), (5.2)
wobei x1−α(d) das (1−α)-Schadensquantil bezeichne. Man erkennt, dass es sich nicht um das
gleiche Optimierungsproblem handelt. Das Optimierungsproblem des Newsvendors beinhaltet
einen unteren bedingten Erwartungswert, das Optimierungsproblem des Zedenten dagegen
einen oberen bedingten Erwartungswert. Dies ist begru¨ndet in der Tatsache, dass Nachfragen
und Scha¨den eine komplimenta¨re Wirkung haben. Große Nachfragen sind positiv fu¨r einen
Entscheider, große Scha¨den sind es dagegen nicht. Dies ist auch aus den Gewinnfunktionen
erkennbar. So ist die Gewinnfunktion des Newsvendors in Abha¨ngigkeit von der Nachfrage bei
fester Bestellmenge eine monoton wachsende Funktion. Die Gewinnfunktion des Zedenten in
Abha¨ngigkeit von dem Schaden bei fester Priorita¨t dagegen eine monoton fallende Funktion.
Dies illustrieren die Abbildungen 5.4 und 5.5.
G(y,x)
Nachfrage xy
Į · 100 % kleinsten 
Nachfragen
Į · 100 % kleinsten 
Gewinne
(1-Į) · 100 % größten 
Nachfragen
xȻ(y)
(für festes y)
gȻ(y)
(1-Į) · 100 % größten 
Gewinne
Abbildung 5.4: Gewinnfunktion des Newsvendors mit α-Gewinnquantil.
Betrachtet man das Newsvendor Modell mit nicht-linearer Kostenfunktion und dem Pra¨fe-
renzfunktional Φβ,δ, so gilt
Φβ,δ(G(y,X)) =
1− δ
1− βE(G(y,X)) +
δ − β
1− βE(G(y,X)|G(y,X) ≥ g1−β(y)).
Die β·100 % gro¨ßten Gewinne werden bei den β·100 % gro¨ßten Nachfragen, also bei Nachfragen
oberhalb des 1− β-Quantils der Nachfragen, realisiert. Somit ergibt sich
E(G(y,X)|G(y,X) ≥ g1−β(y)) = E(G(y,X)|X ≥ x1−β(y)).
32Die α · 100 % kleinsten Gewinne werden bei den α · 100 % gro¨ßten Scha¨den realisiert werden. Somit beﬁnden
sich unterhalb des Schadensquantils (1− α) · 100 % der Scha¨den. Es ist damit das (1− α)-Schadensquantil.
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Abbildung 5.5: Gewinnfunktion des Erstversicherers mit α-Gewinnquantil.
Das zugeho¨rige Maximierungsproblem lautet
max
y
1− δ
1− βE(G(y,X)) +
δ − β
1− βE(G(y,X)|X ≥ x1−β(y)).
Dieses Maximierungsproblem ist entsprechend a¨quivalent zum Maximierungsproblem (5.2)
des Ru¨ckversicherungsproblems. Die Analogie33 zwischen dem Newsvendor und dem Ru¨ck-
versicherungsmodell stellt Tabelle 5.2 dar.
Newsvendor Modell Ru¨ckversicherungsmodell
Nachfrage X Schaden X
Bestellmenge y Priorita¨t d
Kostenfunktion k RV-Pra¨mie RV P
ky RV Pd
kyy RV Pdd
Verkaufspreis p -1
Ru¨ckgabepreis z 0
β = 1− α α
δ = 1− λ λ
Φβ,δ = Φ1−α,1−λ Φα,λ
Tabelle 5.2: Analogie zwischen dem Newsvendor- und dem Ru¨ckversicherungsmodell mit Ri-
sikopra¨ferenzen.
Mit Hilfe dieser Analogie kann die Newsvendorlo¨sung unter Verwendung des Pra¨ferenzfunk-
tionals Φβ,δ in die Lo¨sung des Ru¨ckversicherungsproblems fu¨r das komplementa¨re Pra¨ferenz-
funktional Φα,λ u¨berfu¨hrt werden34.
33Die ersten Analogien sind bereits aus Abschnitt 5.1 bekannt und wurden aus der Gewinnfunktion abgelei-
tet. Die letzten drei Analogien ergeben sich aus der Anwendung von Risikopra¨ferenzen auf komplementa¨re
monotone Gewinnfunktionen.
34Die direkte U¨bertragung der Lo¨sungen beﬁndet sich im Anhang C.1 S. 186.
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Der sich im Folgenden anschließende Untersuchungsgegenstand ist die Betrachtung des Ru¨ck-
versicherungsmodells unter Verwendung des Pra¨ferenzfunktionals Φα,λ mit der speziellen
Ru¨ckversicherungspra¨mie aus Deﬁnition 4.1.2.
Ru¨ckversicherungsproblem mit spezieller Ru¨ckversicherungspra¨mie
Der folgende Satz formuliert die Lo¨sung des Ru¨ckversicherungsmodells fu¨r die spezielle Ru¨ck-
versicherungspra¨mie.
Satz 5.3.2
Es sei Φα,λ(G(d,X)) das Pra¨ferenzfunktional eines Zedenten mit Gewinnfunktion G(d,X) =
Pr−B−X−RV P (d)+RV S(d,X) und der speziellen Ru¨ckversicherungspra¨mie RV P (d) =
(1 + γ)E(RV S(d,X)). Dann besitzt das Maximierungsproblem
max
d
Φα,λ(G(d,X))
folgende implizite Lo¨sung
FX(d∗) =
{
1, fu¨r 1 + γ > λα
γ(1−α)
(1−α)(1+γ)−(1−λ) , fu¨r 1 + γ <
λ
α
35.
Die Ru¨ckversicherung wird fu¨r FX(d∗) = 1 nicht gewa¨hlt. Die Bedingung dafu¨r lautet 1+γ >
λ
α . Fu¨r λ ≤ α ist die Bedingung immer erfu¨llt. In diesem Fall ist die rechte Seite der Bedin-
gung kleiner gleich eins. Diese Risikoparameterkombinationen bilden einen risikoneutralen36
bzw. einen risikofreudigen Zedenten ab. Demzufolge entscheidet sich ein risikofreudiger bzw.
ein risikoneutraler Zedent gegen die Ru¨ckversicherung.
Die Grenze (1 + γ = λα) zwischen beiden optimalen Lo¨sungen splittet damit den Bereich
der α-λ-Kombinationen fu¨r Risikoaversion in zwei Bereiche auf. Dabei beinhaltet ein Bereich
die α-λ-Kombinationen der niedrigen und ein Bereich die α-λ-Kombinationen der hohen Ri-
sikoaversion. Im Bereich der niedrigen Aversion gilt zwar λ > α, dennoch ist die Ungleichung
1+ γ > λα erfu¨llt. Demzufolge lehnt ein Zedent mit niedriger Risikoaversion die Ru¨ckversiche-
rung ab.
Im Fall hoher Risikoaversion dagegen gilt
FX(d∗) =
γ(1− α)
(1− α)(1 + γ)− (1− λ) ∈ [0, 1 − α[.
Daraus resultieren optimale Priorita¨ten, die kleiner sind als der gro¨ßte mo¨gliche Schaden der
angenommenen Schadensverteilung. Ein hochrisikoaverser Zedent entscheidet sich also fu¨r die
35Der Beweis von Satz 5.3.2 kann im Anhang C.1 S. 184 ﬀ. nachvollzogen werden.
36Im Fall der Risikoneutralita¨t gilt die Gleichheit der Risikoparameter α und λ.
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Ru¨ckversicherung37. Die Abbildung 5.638 stellt die α-λ-Kombinationen fu¨r Riskofreude, Ri-
sikoneutralita¨t und Risikoaversion als auch die Grenze39 zwischen der Akzeptanz und der
Ablehnung der Ru¨ckversicherung im Risikopra¨ferenzraum dar.
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Abbildung 5.6: Risikopra¨ferenzraum bei Φα,λ(G(d,X)).
Die Hauptdiagonale (α = λ) des Risikopra¨ferenzraums bildet dabei Risikoneutralita¨t ab. Die
α-λ-Kombinationen unterhalb dieser Hauptdiagonalen sind die Kombinationen fu¨r Risikofreu-
de und oberhalb die fu¨r Risikoaversion. Die Grenze der optimalen Lo¨sungen (1+ γ = λα) teilt
die Risikoaversion in zwei Teile. Oberhalb dieser Grenze wird die Ru¨ckversicherung akzeptiert
mit der optimalen impliziten Lo¨sung
FX(d∗) =
γ(1− α)
(1− α)(1 + γ)− (1− λ) .
Unterhalb dieser Grenze dagegen wird die Ru¨ckversicherung abgelehnt mit FX(d∗) = 1.
Der Gewinnaufschlag des Ru¨ckversicherers beeinﬂusst die Grenze zwischen Akzeptanz und
Ablehnung der Ru¨ckversicherung. Die Grenze fu¨r verschiedene Gewinnaufschla¨ge stellt Ab-
bildung 5.7 dar.
Die Grenze zwischen Akzeptanz und Ablehnung der Ru¨ckversicherung verschiebt sich in Be-
reiche ho¨herer Risikoaversion mit der Zunahme des Gewinnaufschlages des Ru¨ckversicherers.
Dass heißt, ein Zedent muss fu¨r die Akzeptanz des Vertrages mit steigendem Gewinnaufschlag
37Ein risikoaverser Entscheider wa¨hlt also u. U. die (Ru¨ck-)Versicherung. Die zentrale Aussage des Arrow-
Theorems (1963) war, dass ein risikoaverser Entscheider, wenn er die (Ru¨ck-)Versicherung pra¨feriert, alle
Scha¨den oberhalb einer optimalen Priorita¨t versichern lassen mo¨chte. Bzgl. Erwartungsnutzentheorie im
Versicherungskontext vgl. Schlesinger (1981). Kernaussage ist, dass ein risikoaverser Entscheider die Versi-
cherung pra¨ferieren, aber auch ablehnen kann. Dies ist abha¨ngig u. a. von der Sta¨rke der Risikoaversion,
welche durch die Nutzenfunktion abgebildet wird und der unterstellten Versicherungspra¨mie. Des Weiteren
fu¨hrt eine risikoaversere Nutzenfunktion zu einer niedrigeren Priorita¨t. Ebenso fu¨hren Risikoparameter beim
hybriden Modell, welche eine hohere Risikoaversion abbilden, zu einer niedrigeren Priorita¨t und somit zu
mehr Risikotransfer.
38Fu¨r den Risikopra¨ferenzraum wurde ein Gewinnaufschlag seitens des Ru¨ckversicherers von 40 Prozent ange-
nommen.
39An der Grenze zwischen Akzeptanz und Ablehnung der Ru¨ckversicherung ist der Zedent indiﬀerent zwischen
den optimalen Lo¨sungen.
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Abbildung 5.7: Risikopra¨ferenzraum in Abha¨ngigkeit vom Gewinnaufschlag bei
Φα,λ(G(d,X)).
eine ho¨here Riskoaversion besitzen. Bei einer fairen Ru¨ckversicherungspra¨mie dagegen bilden
die α-λ-Kombinationen der Risikoneutralita¨t die Grenze zwischen den optimalen Lo¨sungen.
Besonders bei Ru¨ckversicherungswahl ist die Ho¨he der optimalen Priorita¨t von Interesse.
Dies illustriert Abbildung 5.8 fu¨r verschiedene gegebene α˜.
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Abbildung 5.8: Optimale Priorita¨t bei Φα˜,λ(G(d,X)).
Es wird der Verlauf des Wertes der Verteilung der optimalen Priorita¨t FX(d∗(α˜, λ))40 fu¨r
gegebene α˜ und γ = 0, 2 in Abha¨ngigkeit vom Risikoparameter λ dargestellt. Kleine Auspra¨-
gungen des Risikoparameters λ spiegeln dabei Risikofreude und hohe Auspra¨gungen Risiko-
aversion wider. Fu¨r Risikofreude (λ→ 0) ist FX(d∗(α˜, λ)) = 141. An der Stelle, an welcher die
Bedingung fu¨r die Akzeptanz der Ru¨ckversicherung erstmals erfu¨llt ist, beginnt FX(d∗(α˜, λ))
vom Wert 1− α˜ zu fallen, bis diese im Punkt der ho¨chsten Risikoaversion (λ = 1) den Wert
γ
1+γ erreicht. Damit ist eine Vollversicherung nur fu¨r eine faire Ru¨ckversicherungspra¨mie rea-
40Die optimale Priorita¨t ist abha¨ngig von den Risikoparametern. Auf die Darstellung dieser Abha¨ngigkeit wird
aber im Allgemeinen verzichtet.
41Die Ru¨ckversicherung wird abgelehnt.
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lisierbar. Zusa¨tzlich wird bei gleichem Risikoparameter λ fu¨r kleinere Risikoparameter α42
eine niedrigere Priorita¨t43 und damit verbunden eine gro¨ßere Abdeckung der Scha¨den durch
den Ru¨ckversicherer nachgefragt.
Die Abbildung 5.9 stellt den Verlauf der impliziten optimalen Lo¨sung FX(d∗(α˜, λ)) fu¨r ver-
schiedene Gewinnaufschla¨ge des Ru¨ckversicherers dar. Dafu¨r wurde α˜ = 0, 25 gewa¨hlt.
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Abbildung 5.9: Optimale Priorita¨t bei Φα,λ(G(d,X)).
Die Grenze zwischen Akzeptanz und Ablehnung der Ru¨ckversicherung verschiebt sich zu ho¨-
heren Werten des Risikoparameters λ mit der Zunahme des Gewinnaufschlages des Ru¨ckver-
sicherers. Dabei bleibt der Wert der Verteilung von der optimalen Priorita¨t bei Ru¨ckversiche-
rungswahl an der Grenze konstant. Im Punkt ho¨chster Risikoaversion dagegen unterscheiden
sich die Werte. Je ho¨her der Gewinnaufschlag, desto gro¨ßer ist FX(d∗(0, 25; 1)) und somit
auch die optimale Priorita¨t d∗(0, 25; 1). Dass heißt, je ho¨her der Gewinnaufschlag, desto weni-
ger Deckungsschutz kauft ein Zedent ein. Dieser Sachverhalt gilt auch allgemein fu¨r beliebige
Risikoparameter λ. Es gilt somit fu¨r festes α˜ und λ˜:
FX(d∗(α˜, λ˜, γ1)) ≤ FX(d∗(α˜, λ˜, γ2))44
fu¨r γ1 < γ2.
Die gewonnenen Ergebnisse sollen durch ein Beispiel verdeutlicht werden. Es wird dabei wie-
der die Nullpunkt-Paretoverteilung unterstellt.
42Wenn der Risikoparameter α gegen null geht, steigt die Risikoaversion an.
43Fu¨r festes λ gilt FX(d
∗(α1, λ)) ≤ FX(d∗(α2, λ)) fu¨r α1 < α2.
44Zur Erla¨uterung des Zusammenhangs wurde die Abha¨ngigkeit der optimalen Priorita¨t um die Komponente
des Gewinnaufschlages erweitert. Diese Erweiterung wird aber im Folgenden wieder fallen gelassen um das
Arbeiten mit den Lo¨sungen zu erleichtern.
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Beispiel 5.3.1 (Ru¨ckversicherungsmodell bei Pra¨ferenzfunktional Φα,λ)
Es werden vier Zedenten mit folgenden α-λ-Kombinationen betrachtet: Es wird angenommen,
Zedent α λ
1 0,25 0,5
2 0,25 0,65
3 0,5 0,5
4 0,5 0,65
Tabelle 5.3: Risikoparameter der Zedenten fu¨r Beispiel 5.3.1.
dass die Scha¨den der Nullpunkt-Paretoverteilung mit den Parametern ϑ = 5 und b = 16, 4
folgen. Jeder dieser Zedenten verhandelt mit zwei Ru¨ckversicherern. Der Ru¨ckversicherer 1
verlangt dabei einen Gewinnaufschlag von 20 und der Ru¨ckversicherer 2 von 40 Prozent auf
seinen erwarteten Ru¨ckversicherungsschaden. Die folgenden Tabellen geben fu¨r diese Zedenten
die optimale Priorita¨t45 fu¨r die zwei Gewinnaufschla¨ge der Ru¨ckversicherer wieder:
Zedent α λ RV-Wahl FX(d∗) d∗
1 0,25 0,5 Ja 0,545 2,8
2 0,25 0,65 Ja 0,429 1,94
3 0,5 0,5 Nein – –
4 0,5 0,65 Nein – –
Tabelle 5.4: Optimale Priorita¨ten fu¨r Beispiel 5.3.1 mit γ = 0, 4.
Zedent α λ RV-Wahl FX(d∗) d∗
1 0,25 0,5 Ja 0,375 1,62
2 0,25 0,65 Ja 0,273 1,08
3 0,5 0,5 Nein – –
4 0,5 0,65 Ja 0,4 1,76
Tabelle 5.5: Optimale Priorita¨ten fu¨r Beispiel 5.3.1 mit γ = 0, 2.
Aus den Tabellen ist ersichtlich, dass der Zedent 3 in beiden Fa¨llen (γ = 0, 2; γ = 0, 4) die
Ru¨ckversicherungen ablehnt. Er besitzt identische Risikoparameter, ist somit risikoneutral und
risikoneutrale Zedenten wa¨hlen keine Ru¨ckversicherung. Die Zedenten 1 und 246 wa¨hlen in
beiden Fa¨llen die Ru¨ckversicherung. Dabei pra¨feriert Zedent 1 immer eine ho¨here Priorita¨t als
Zedent 2. Zedent 1 mo¨chte also weniger Deckungsschutz einkaufen. Dies ist versta¨ndlich, da
Zedent 1 zwar risikoavers ist, aber eine niedrigere Aversion als Zedent 2 besitzt. Der Zedent 447
45Optimale Priorita¨t in Millionen Euro.
46Zedent 1 und 2 sind risikoavers. Die Sta¨rke der Risikoaversion ist dabei unterschiedlich.
47Zedent 4 ist ebenfalls risikoavers, besitzt jedoch eine geringere Aversion als Zedent 1. Diese reicht bei einem
Gewinnaufschlag von 40 Prozent nicht mehr aus, um den Ru¨ckversicherungsschutz in Anspruch zu nehmen.
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entscheidet sich bei niedrigen Gewinnaufschlag fu¨r und bei hohen Gewinnaufschlag gegen die
Ru¨ckversicherung. Bei der Ru¨ckversicherungswahl (γ = 0, 2) entscheidet er sich im Vergleich
zu Zedent 1 und 2 fu¨r eine ho¨here Priorita¨t.
Im Folgenden sollen aus der Lo¨sung von Satz 5.3.2 Spezialfa¨lle abgeleitet werden.
Spezialfa¨lle
1. Faire Ru¨ckversicherungspra¨mie:
Fu¨r die faire Ru¨ckversicherungspra¨mie gilt γ = 0, damit folgt fu¨r die Lo¨sung des Ru¨ck-
versicherungsproblems aus Satz 5.3.2
FX(d∗) =
{
1, fu¨r 1 > λα
0, fu¨r 1 < λα
.
Somit fragt ein risikoaverser Zedent (λ > α) die Vollversicherung nach, ein risikofreudi-
ger Zedent (λ < α) lehnt dagegen die Versicherung seines Schadens ab. Ein risikoneu-
traler Zedent ist indiﬀerent.
2. Erwartungswertkriterium:
Das Erwartungswertkriterium ist als Spezialfall im Pra¨ferenzfunktional Φα,λ fu¨r iden-
tische Risikoparameter enthalten. Die Lo¨sung fa¨llt in diesem Fall auf den ersten Fall
(1 + γ > λα ) zusammen und es gilt FX(d
∗) = 1 fu¨r γ > 0.
3. CVAR-Prinzip:
Das CVAR-Prinzip ist fu¨r λ = 1 im Pra¨ferenzfunktional Φα,λ als Spezialfall enthalten.
Es gilt fu¨r die Lo¨sung von Satz 5.3.2 mit λ = 1
FX(d∗) =
{
1, fu¨r 1 + γ > 1α
γ(1−α)
(1−α)(1+γ)−(1−1) , fu¨r 1 + γ <
1
α
=
{
1, fu¨r α > 11+γ
γ
1+γ , fu¨r α <
1
1+γ
.
Die Lo¨sung von Satz 5.3.2 fa¨llt fu¨r λ = 1 somit auf die Lo¨sung von Satz 5.2.1 zusammen.
Die folgenden Ausfu¨hrungen sollen die Mo¨glichkeit aufzeigen, die kompatiblen Risikoparame-
ter zu einer bereits gewa¨hlten nicht-proportionalen Ru¨ckversicherung zu bestimmen48. Da-
bei impliziert der Zedent das α-λ-Entscheidungsprinzip. Die bestimmten kompatiblen Risi-
koparameter werden anschließend zur Entscheidungsunterstu¨tzung fu¨r einen anderen nicht-
proportionalen Ru¨ckversicherungsvertrag genutzt.
Bestimmung der Risikoparameter
Fu¨r die Scha¨den X einer Versicherungssparte eines Zedenten wird die Verteilung FX an-
genommen. Der Zedent wa¨hlt bzgl. X einen nicht-proportionalen Ru¨ckversicherungsvertrag.
Der Ru¨ckversicherer verlangt dabei den Gewinnaufschlag γ
X
. Weiterhin kennt der Zedent fu¨r
sich folgende zwei Priorita¨ten:
48In der Entscheidungstheorie ist es u¨blich, die Risikoparameter zu einem Entscheidungsprinzip als gegeben an-
zusehen. Im Allgemeinen ist die Risikopra¨ferenz (die Risikoparameter) eines Entscheiders aber nicht bekannt
und muss zuvor bestimmt werden.
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• dˆ die niedrigste Priorita¨t, welche inakzeptabel fu¨r ihn ist49 und
• d˜ die Priorita¨t, die er pra¨feriert bzw. die er bzgl. des nicht-proportionalen Ru¨ckversi-
cherungsvertrages gewa¨hlt hat.
Die Priorita¨t dˆ ist gerade die Priorita¨t des Grenzfalls (1+ γ = λα ), also die Priorita¨t zwischen
Ablehnung und Akzeptanz der Ru¨ckversicherung. Fu¨r diese gilt FX(dˆ) = 1 − αˆ. Somit kann
der zugeho¨rige Risikoparameter αˆ mit
αˆ = 1− FX(dˆ)
bestimmt werden. In diesem Fall gilt 1 + γ = λα . Somit ist es mo¨glich, den zweiten Risikopa-
rameter λˆ der Grenze mit
λˆ = αˆ(1 + γX )
zu berechnen. Ergebnis ist die Risikopra¨ferenz (λˆ, αˆ) des Zedenten an der Grenze zwischen
Akzeptanz und Ablehnung der Versicherung.
Die Priorita¨ten dˆ und d˜ beﬁnden sich fu¨r einen gegebenen Risikoparameter α auf der selben
Kurve. Dies ist ersichtlich aus Abbildung 5.8. Damit gilt α˜ = αˆ. Fu¨r die Ru¨ckversicherungs-
wahl gilt folgende implizite Lo¨sung
FX(d˜) =
(1− α˜)γ
X
(1− α˜)(1 + γ
X
)− (1− λ˜) =
(1− αˆ)γ
X
(1− αˆ)(1 + γ
X
)− (1− λ˜)
50
=
FX(dˆ)γX
FX(dˆ)(1 + γX )− (1− λ˜)
51.
Durch Umstellen dieser Formel kann der Risikoparameter λ˜ erhalten werden
λ˜ = 1 + FX(dˆ)
[
γ
X
FX(d˜)
− (1 + γ
X
)
]
.
Durch die tatsa¨chliche Wahl einer Ru¨ckversicherung kann somit ein Zedent mit der vorlie-
genden Schadensverteilung und durch Kenntnis des Gewinnaufschlages des Ru¨ckversicherers
seine kompatible Risikopra¨ferenz (α˜, λ˜) bestimmen. Diese soll im Folgenden bei der Bestim-
mung der Deckungsgrenze bei Vorlage anderer Scha¨den und auch anderer Gewinnaufschla¨ge
des Zessiona¨rs genutzt werden.
Es sei FZ die Schadensverteilung einer anderen Schadensvariable Z. Fu¨r die Abwicklung
dieser Scha¨den verlangt der Zessiona¨r den dazugeho¨rigen Gewinnaufschlag γ
Z
.
Zuna¨chst interessiert sich der Zedent, ob er die Ru¨ckversicherung bei einem Gewinnaufschlag
γ
Z
wa¨hlen sollte. Die Bestimmung ist mit folgender Ungleichung mo¨glich
1 + γ
Z
<
>
λ˜
α˜
. (5.3)
49Ist gerade die Priorita¨t, die sich u¨ber der Priorita¨t beﬁndet, die der Zedent maximal bereit ist zu tragen.
Also den gro¨ßten Selbstbehalt, den er ﬁnanziell verkraften kann.
50Folgt aus α˜ = αˆ.
51Folgt aus αˆ = 1− FX(dˆ).
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Wenn in der Ungleichung ein “<”-Zeichen ist, dann sollte sich der Zedent fu¨r die Ru¨ckversi-
cherung entscheiden. Tritt dagegen ein “>”-Zeichen in der Ungleichung auf, sollte der Zedent
die Ru¨ckversicherung ablehnen.
Im Fall, dass der Zedent die Ru¨ckversicherung wa¨hlt, kann eine Empfehlung fu¨r die Prio-
rita¨t d˜Z wie folgt berechnet werden
FZ(d˜Z) =
(1− α˜)γ
Z
(1− α˜)(1 + γ
Z
)− (1− λ˜) .
Beispiel 5.3.2 (Bestimmung der kompatiblen Risikoparameter)
Ein Zedent wa¨hlt eine Ru¨ckversicherung mit einer Priorita¨t von 1,76 Millionen Euro. Die
Scha¨den folgen der Nullpunkt-Paretoverteilung FX mit den Parametern ϑ = 5 und b = 16, 4.
Der Zessiona¨r fordert einen Gewinnaufschlag von 20 Prozent. Der Zedent weiß, dass er auf-
grund seiner ﬁnanziellen Sta¨rke, Scha¨den ab 2,44 Millionen Euro vom Ru¨ckversicherer u¨ber-
nehmen lassen muss.
Man betrachte zuna¨chst die Bestimmung der Risikopra¨ferenz (λˆ, αˆ) des Grenzfalls. Es gilt
αˆ = 1− FX(dˆ) = 1− FX(2, 44) = 1− 0, 5 = 0, 5
und
λˆ = αˆ(1 + γ
X
) = 0, 5(1 + 0, 2) = 0, 6.
Der Zedent besitzt damit die Grenzrisikopra¨ferenz (0,5 ;0,6).
Der Zedent kann jetzt zur Bestimmung der kompatiblen Risikopra¨ferenz u¨bergehen. Es gilt
α˜ = αˆ = 0, 5 und
λ˜ = 1 + FX(dˆ)
[
γ
X
FX(d˜)
− (1 + γ
X
)
]
= 1 + 0, 5
[
0, 2
FX(1, 76)
− (1 + 0, 2)
]
= 0, 65.
Die kompatible Risikopra¨ferenz des Zedenten ist damit (0,5;0,65).
Dieser Zedent mo¨chte eine weitere seiner Versicherungssparten von dem Zessiona¨r ru¨ckver-
sichern lassen. Die Scha¨den dieser Sparte sind Nullpunkt-Pareto-verteilt mit den Parametern
ϑ = 4, 5 und b = 16, 4. Der Zessiona¨r verlangt jetzt jedoch einen Gewinnaufschlag von 25 Pro-
zent. Somit ist FZ die Nullpunkt-Paretoverteilung mit den Parametern ϑ = 4, 5 und b = 16, 4
und γZ = 0, 25. Es gilt fu¨r Ungleichung (5.3)
1 + 0, 25 <
0, 65
0, 5
.
Der Zedent entscheidet sich somit auch bei einem Gewinnaufschlag von 25 Prozent fu¨r die
Ru¨ckversicherung. Seine zugeho¨rige Priorita¨t kann er wie folgt berechnen
FZ(d˜Z) =
(1− α˜)γ
Z
(1− α˜)(1 + γ
Z
)− (1− λ˜) =
(1− 0, 5)0, 25
(1− 0, 5)(1 + 0, 25) − (1− 0, 65) = 0, 45
und d˜Z = F−1Z (0, 45) = 2, 36. In diesem Fall liegt die Empfehlung fu¨r die Priorita¨t bei 2,36
Millionen Euro.
Im Folgenden soll das zu Φα,λ komplementa¨re Pra¨ferenzfunktional betrachtet werden.
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5.4 Hybrides Entscheidungsprinzip Φβ,δ(G(d,X))
Im Folgenden soll ein Zedent betrachtet werden, dessen Grundlage das Pra¨ferenzfunktional
Φβ,δ(G(d,X)) ist. Das Pra¨ferenzfunktional ist eine Gewichtung aus erwartetem Gewinn und
oberem bedingten erwartetem Gewinn. Fu¨r das Pra¨ferenzfunktional des Ru¨ckversicherungs-
modells gilt
Φβ,λ(G(d,X)) =
1− δ
1− βE(G(d,X)) +
δ − β
1− βE(G(d,X)|G(d,X) ≥ g1−β(d))
mit g1−β(d) dem (1− β)-Gewinnquantil und den Risikoparametern β ∈ (0, 1) und δ ∈ [0, 1].
Der folgende Satz gibt die Lo¨sung fu¨r die Maximierung des Pra¨ferenzfunktionals bzgl. der
Priorita¨t wieder. Dabei wird zuna¨chst von einer allgemeinen Ru¨ckversicherungspra¨mie ausge-
gangen.
Satz 5.4.1
Es sei Φβ,δ(G(d,X)) das Pra¨ferenzfunktional eines Zedenten mit Gewinnfunktion G(d,X) =
Pr −B −X −RV P (d) + RV S(d,X), dann besitzt das Maximierungsproblem
max
d
Φβ,δ(G(d,X))
folgende implizite Lo¨sung
FX(d∗) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 + 1−β1−δ RV Pd(d
∗),
fu¨r δ ≤ 1 + RV Pd(d∗) und −RV Pdd(d∗) + 1−δ1−β fX(d∗) < 0
β
δ [1 + RV Pd(d
∗)],
fu¨r δ > 1 + RV Pd(d∗) und −RV Pdd(d∗) + δβ fX(d∗) < 0
52.
Die implizite Lo¨sung unterteilt sich dabei ebenfalls in zwei Fa¨lle. Zum einen den Fall δ ≤
1 + RV Pd(d∗) mit impliziter Lo¨sung
FX(d∗) = 1 +
1− β
1− δ RV Pd(d
∗)
und Maximalbedingung −RV Pdd(d∗) + 1−δ1−β fX(d∗) < 0 und zum anderen den Fall δ > 1 +
RV Pd(d∗) mit impliziter Lo¨sung
FX(d∗) =
β
δ
[1 +RV Pd(d∗)]
und Maximalbedingung −RV Pdd(d∗) + δβ fX(d∗) < 0.
Ebenfalls soll das Ru¨ckversicherungsmodell exemplarisch fu¨r die spezielle Ru¨ckversicherungs-
pra¨mie berechnet werden. Dies formuliert der folgende Satz.
52Der Beweis von Satz 5.4.1 beﬁndet sich im Anhang C.1 S. 189 ﬀ.
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Satz 5.4.2
Es sei Φβ,δ(G(d,X)) das Pra¨ferenzfunktional eines Zedenten mit Gewinnfunktion G(d,X) =
Pr−B−X−RV P (d)+RV S(d,X) und der speziellen Ru¨ckversicherungspra¨mie RV P (d) =
(1 + γ)E(RV S(d,X)). Dann besitzt das Maximierungsproblem
max
d
Φβ,δ(G(d,X))
folgende implizite Lo¨sung
FX(d∗) =
{
1, fu¨r 1 + γ > 1−δ1−β
γβ
β(1+γ)−δ , fu¨r 1 + γ <
1−δ
1−β
53.
Die Lo¨sung besteht aus zwei Fa¨llen. Zum einen dem Fall 1 + γ > 1−δ1−β , indem die Ru¨ckversi-
cherung nicht gewa¨hlt wird54 und zum anderen dem Fall 1 + γ > 1−δ1−β mit der Lo¨sung
FX(d∗) =
γβ
β(1 + γ)− δ ∈ [0, β[.
Im letzteren Fall wird dabei die Ru¨ckversicherung gewa¨hlt. Im Grenzfall 1 + γ = 1−δ1−β ist der
Zedent indiﬀerent zwischen beiden Lo¨sungen. Die Abbildung 5.10 illustriert den zugeho¨rigen
Pra¨ferenzraum55.
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Abbildung 5.10: Risikopra¨ferenzraum bei Φβ,δ(G(d,X)).
Der Risikopra¨ferenzraum stellt die β-δ-Kombinationen fu¨r Riskofreude, Risikoneutralita¨t und
Risikoaversion als auch die Grenze zwischen der Akzeptanz und der Ablehnung der Ru¨ckver-
sicherung dar. Die Hauptdiagonale (β = δ) umfasst dabei die Risikoparameterkombinationen
fu¨r die Risikoneutralita¨t. Die Risikoparameterkombinationen unterhalb der Hauptdiagonalen
bilden Risikoaversion ab, die oberhalb Risikofreude56. Die Grenze der optimalen Lo¨sungen
53Der Beweis von Satz 5.4.2 kann im Anhang C.1 S. 191 ﬀ. nachvollzogen werden.
54Es gilt FX(d
∗) = 1. Somit pra¨feriert der Zedent eine Priorita¨t, die sich oberhalb von allen Schadensauspra¨-
gungen beﬁndet.
55Fu¨r den Risikopra¨ferenzraum wurde ein Gewinnaufschlag seitens des Ru¨ckversicherers von 40 Prozent ange-
nommen.
56Vgl. bzgl. der Risikoparameterkonstellationen und deren Risikoeinstellung Abschnitt 2.4.1.2.
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(1+γ = 1−δ1−β ) splittet den Bereich der Risikoaversion in zwei Teile auf. Oberhalb dieser Gren-
ze wird die Ru¨ckversicherung nicht akzeptiert mit der optimalen Lo¨sung FX(d∗) = 1, dagegen
wird unterhalb die Ru¨ckversicherung pra¨feriert mit der Lo¨sung
FX(d∗) =
γβ
β(1 + γ)− δ .
Der Gewinnaufschlag des Zessiona¨rs beeinﬂusst die Entscheidung der Ru¨ckversicherungswahl.
Die Grenze zwischen Akzeptanz und Ablehnung der Ru¨ckversicherung fu¨r verschiedene Ge-
winnaufschla¨ge stellt Abbildung 5.11 dar.
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Abbildung 5.11: Risikopra¨ferenzraum in Abha¨ngigkeit vom Gewinnaufschlag bei
Φβ,δ(G(d,X)).
Es ist ersichtlich, dass die Grenze zwischen Akzeptanz und Ablehnung der Ru¨ckversiche-
rung sich mit der Zunahme des Gewinnaufschlages des Ru¨ckversicherers in Bereiche ho¨herer
Risikoaversion verschiebt. Ein Zedent muss fu¨r die Akzeptanz des Vertrages mit steigendem
Gewinnaufschlag auch eine ho¨here Riskoaversion besitzen. Bei einer fairen Ru¨ckversicherungs-
pra¨mie dagegen sind die β-δ-Kombinationen der Risikoneutralita¨t die Grenze zwischen den
optimalen Lo¨sungen. In dieser Situation ist der Zedent indiﬀerent in seiner Entscheidung.
Von besonderem Interesse ist die Ho¨he der optimalen Priorita¨t, die ein Zedent bei bestimmten
Risikoeinstellungen wa¨hlt. Dies illustriert Abbildung 5.12 fu¨r verschiedene gegebene β˜.
Die Abbildung 5.1257 stellt dabei den Verlauf des Wertes der Verteilung fu¨r die optimale
Priorita¨t fu¨r gegebene Risikoparameter β˜ dar. Kleine Auspra¨gungen des Risikoparameters δ
spiegeln dabei Risikoaversion und hohe Auspra¨gungen Risikofreude wider. Fu¨r δ = 0 (ho¨chste
Risikoaversion bei gegebem β) ist FX(d∗) = γ1+γ . Mit steigendem Risikoparameter δ steigt
der Wert von FX(d∗) an. Das Ansteigen des Risikoparameters δ bedeutet eine Abnahme der
Risikoaversion. Somit wa¨hlt ein Zedent mit einer ho¨heren Risikoaversion eine niedrigere Prio-
rita¨t und gibt mehr Risiko an den Ru¨ckversicherer ab.
57Es wurde ein Gewinnaufschlag des Zessiona¨rs von 20 Prozent angenommen.
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Abbildung 5.12: Optimale Priorita¨t bei Φ
β˜,δ
(G(d,X)).
Fu¨r einen festen Risikoparameter δ wird ebenfalls mehr Ru¨ckversicherung nachgefragt, je
ho¨her der Risikoparameter β ist58. Ein Ansteigen des Risikoparameters β bei festem δ ist
gleichbedeutend mit der Zunahme von risikoaversem Verhalten. Damit gilt in beiden Fa¨llen,
dass die Priorita¨t mit der Zunahme an Risikoaversion sinkt.
Hier stellt sich die Frage des Einﬂusses des Gewinnaufschlages auf die Ho¨he der gewa¨hl-
ten Priorita¨ten. Dies gibt folgende Graﬁk wieder. Diese verdeutlicht die Vera¨nderungen in
Abha¨ngigkeit vom Gewinnaufschlag fu¨r einen gegebenen Risikoparameter β = 0, 75.
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Abbildung 5.13: Optimale Priorita¨t bei Φβ,δ(G(d,X)).
Die Grenze zwischen Akzeptanz und Ablehnung der Ru¨ckversicherung verschiebt sich mit der
Zunahme des Gewinnaufschlages des Zessiona¨rs zu kleineren Werten des Risikoparameters δ.
Der Wert der Verteilung der optimalen Priorita¨t an der Grenze zwischen Annahme und Ab-
lehnung der Ru¨ckversicherung bleibt aber konstant. Im Punkt ho¨chster Risikoaversion (δ = 0)
unterscheiden sich die Werte. Je ho¨her der Gewinnaufschlag, desto gro¨ßer ist der Wert der
Verteilung an der Stelle der optimalen Priorita¨t. Damit gilt, je ho¨her der Gewinnaufschlag,
desto weniger Deckungsschutz kauft ein Zedent ein. Dies gilt auch fu¨r beliebige Risikopara-
58Fu¨r festes δ gilt FX(d
∗(β1, δ)) ≥ FX(d∗(β2, δ)) fu¨r β1 < β2.
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meter δ.
Es ist festzustellen, dass die Lo¨sung fu¨r das Pra¨ferenzfunktional Φβ,δ fu¨r β = 1 − α und
δ = 1− λ identisch zur Lo¨sung des Pra¨ferenzfunktionals Φα,λ ist59.
Die Ergebnisse sollen anhand des Sachverhaltes von Beispiel 5.3.1 verdeutlicht werden.
Beispiel 5.4.1 (Ru¨ckversicherungsmodell bei Pra¨ferenzfunktional Φβ,δ)
Es werden vier Zedenten mit unterschiedlichen β-δ-Kombinationen betrachtet. Die Risikopa-
rameter der einzelnen Zedenten gibt Tabelle 5.6 wieder.
Zedent β δ
1 0,75 0,5
2 0,75 0,35
3 0,5 0,5
4 0,5 0,35
Tabelle 5.6: Risikoparameter der Zedenten fu¨r Beispiel 5.4.1.
Fu¨r die Scha¨den wird die Nullpunkt-Paretoverteilung mit den Parametern ϑ = 5 und b = 16, 4
angenommen. Jeder dieser Zedenten verhandelt mit zwei Ru¨ckversicherern. Der Ru¨ckversiche-
rer 1 verlangt dabei einen Gewinnaufschlag von 20 und der Ru¨ckversicherer 2 von 40 Prozent
auf seinen erwarteten Ru¨ckversicherungsschaden.
Aufgrund der komplementa¨ren Wahl der Risikoparameter β und δ zu den Risikoparametern
α und λ aus Beispiel 5.3.1 sind die Ergebnisse identisch zu Beispiel 5.3.1. Die folgenden
Tabellen geben fu¨r diese vier Zedenten die optimale Priorita¨t in Millionen Euro fu¨r die zwei
Gewinnaufschla¨ge der Ru¨ckversicherer wieder:
Zedent β δ RV-Wahl FX(d∗) d∗
1 0,75 0,5 Ja 0,545 2,8
2 0,75 0,35 Ja 0,429 1,94
3 0,5 0,5 Nein – –
4 0,5 0,35 Nein – –
Tabelle 5.7: Optimale Priorita¨ten fu¨r Beispiel 5.4.1 mit γ = 0, 4.
Als Spezialfall ist ebenfalls der Aspekt der fairen Ru¨ckversicherungspra¨mie in der Lo¨sung
enthalten. Fu¨r γ = 0 folgt
FX(d∗) =
{
1, fu¨r δ > β
0, fu¨r δ < β
.
59Aufgrund der Konstruktion der beiden Pra¨ferenzfunktionale ist der Beweis von Satz 5.4.1 bzw. 5.4.2 a¨quiva-
lent zu dem Beweis von Satz 5.3.1 bzw. 5.3.2. Um das Nachvollziehen der Sa¨tze 5.4.1 und 5.4.2 zu erleichtern,
sind die Beweise von Satz 5.4.1 bzw. 5.4.2 im Anhang aufgefu¨hrt.
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Zedent β δ RV-Wahl FX(d∗) d∗
1 0,75 0,5 Ja 0,375 1,62
2 0,75 0,35 Ja 0,273 1,08
3 0,5 0,5 Nein – –
4 0,5 0,35 Ja 0,4 1,76
Tabelle 5.8: Optimale Priorita¨ten fu¨r Beispiel 5.4.1 mit γ = 0, 2.
Fu¨r Risikoaversion (δ < β) pra¨feriert der Zedent die Vollversicherung, fu¨r Risikofreude (δ > β)
dagegen lehnt er die Ru¨ckversicherung ab. Ein risikoneutraler Entscheider ist indiﬀerent zwi-
schen den Lo¨sungen.
Aufgrund der komplementa¨ren Struktur der Pra¨ferenzfunktionale ko¨nnen folgende analoge
Formeln zur Berechnung der Risikoparameter erhalten werden.
Bestimmung der Risikoparameter
Das Ziel ist es, die kompatiblen Risikoparameter β˜ und δ˜ des Erstversicherers bzgl. eines
gewa¨hlten nicht-proportionalen Ru¨ckversicherungsvertrages zu bestimmen. Dazu mu¨ssen fol-
gende Gro¨ßen bei Vorlage der Schadensverteilung FX bekannt sein:
• der Gewinnaufschlag γ
X
des Ru¨ckversicherers,
• dˆ die niedrigste Priorita¨t, welche inakzeptabel fu¨r ihn ist60 und
• d˜ die Priorita¨t, die er bzgl. des nicht-proportionalen Ru¨ckversicherungsvertrages gewa¨hlt
hat.
Die Priorita¨t dˆ ist die Priorita¨t zwischen Ablehnung und Akzeptanz der Ru¨ckversicherung61.
In diesem Fall gilt FX(dˆ) = βˆ. Durch Einsetzen in die Grenzbedingung 1 + γX =
1−δ
1−β folgt
fu¨r Risikoparameter δˆ = 1 − (1 + γ
X
)(1 − βˆ) = 1 − (1 + γ
X
)(1 − FX(dˆ)). Damit gilt fu¨r die
Risikoparameter des Grenzbereichs (βˆ, δˆ) = (FX(dˆ), 1 − (1 + γX )(1− FX(dˆ))).
Die Priorita¨ten dˆ und d˜ beﬁnden sich fu¨r einen gegebenen Risikoparameter β auf der sel-
ben Kurve62. Somit gilt fu¨r den Risikoparameter β˜ = βˆ. Bei Ru¨ckversicherungswahl gilt fu¨r
die implizite Lo¨sung
FX(d˜) =
β˜γX
β˜(1 + γ
X
)− δ˜ .
60Ist gerade die Priorita¨t, die sich u¨ber der Priorita¨t beﬁndet, die der Zedent maximal bereit ist zu tragen.
Also den gro¨ßten Selbstbehalt, den er ﬁnanziell verkraften kann.
61Es gilt dabei 1 + γX =
1−δ
1−β .
62Vgl. dazu Abbildung 5.12.
KAPITEL 5. PRIORITA¨TSOPTIMIERUNGSPROBLEM 100
Durch Umstellen nach dem Risikoparameter δ˜ und unter Verwendung der bisher gewonnenen
Beziehungen ist
δ˜ = β˜(1 + γ
X
)− β˜γX
FX(d˜)
= β˜
[
1 + γ
X
− γX
FX(d˜)
]
= β˜
[
1 + γ
X
(
1− 1
FX(d˜)
)]
= FX(dˆ)
[
1 + γ
X
(
1− 1
FX(d˜)
)]
.
Damit sind die kompatiblen Risikoparameter mit
(β˜, δ˜) =
(
FX(dˆ), FX (dˆ)
[
1 + γ
X
(
1− 1
FX(d˜)
)])
bestimmbar.
Durch die tatsa¨chliche Wahl einer Ru¨ckversicherung kann ein Erstversicherer seine kompatible
Risikopra¨ferenz (β˜, δ˜) ermitteln. Dazu muss die Schadensverteilung und der Gewinnaufschlag
des Ru¨ckversicherers bekannt sein. Anschließend kann die kompatible Risikopra¨ferenz genutzt
werden, um bei Vorlage einer anderen Schadensverteilung die Deckungsgrenzen zu errechnen.
Dazu sei FZ die Schadensverteilung einer Schadensvariable Z. Fu¨r die Abwicklung dieser
Scha¨den verlangt der Ru¨ckversicherer den Gewinnaufschlag γ
Z
.
Zuna¨chst interessiert sich der Erstversicherer, ob er die Ru¨ckversicherung mit dem Gewinnauf-
schlag γZ wa¨hlen oder ablehnen sollte. Die Bestimmung ist mit folgender Ungleichung mo¨glich
1 + γ
Z
<
>
1− δ˜
1− β˜ .
Gilt in der Ungleichung ein “<”-Zeichen, dann sollte der Zedent die Ru¨ckversicherung wa¨hlen.
Wenn dagegen in der Ungleichung ein “>”-Zeichen gilt, sollte der Zedent die Ru¨ckversicherung
ablehnen.
Im Fall der Ru¨ckversicherungswahl kann eine Empfehlung fu¨r die Priorita¨t wie folgt berechnet
werden
FZ(d˜Z) =
β˜γ
Z
β˜(1 + γ
Z
)− δ˜ .
Im Folgenden soll das Pra¨ferenzfunktional Φβ,δ(G(d,X)) aufgrund der analogen Resultate
zum Pra¨ferenzfunktional Φα,λ(G(d,X)) nicht weiter betrachtet werden. Es wird sich statt-
dessen auf das Pra¨ferenzfunktional Φα,λ(G(d,X)) konzentriert.
Der na¨chste Abschnitt betrachtet einige Kenngro¨ßen fu¨r das Ru¨ckversicherungsproblem.
5.5 Kenngro¨ßen
Im Folgenden werden wichtige Kenngro¨ßen fu¨r den Zedenten, wie zum Beispiel der Gewinn,
der erwartete Gewinn, die Verlustwahrscheinlichkeit und der erwartete Verlust, bestimmt.
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Diese Gro¨ßen sind fu¨r jedes wirtschaftlich agierende Unternehmen, so auch fu¨r einen Erstver-
sicherer, von ho¨chstem Interresse. Dabei werden diese allgemein ohne Annahme der speziellen
Ru¨ckversicherungspra¨mie gegeben.
Die erste Kenngro¨ße ist dabei die Gewinnfunktion eines Zedenten mit optimaler Priorita¨t
d∗. Nach Formel (4.1) und durch Einsetzen des Ru¨ckversicherungsschadens gilt
G(d∗,X) = Pr −B −X −RV P (d∗)−RV S(d∗,X)
= Pr −B −X −RV P (d∗)−
{
0, f u¨r X ≤ d∗
X − d∗, f u¨r X > d∗
= Pr −B −RV P (d∗)−
{
X, fu¨r X ≤ d∗
d∗, f u¨r X > d∗ .
Natu¨rlich mo¨chte ein Zedent bzgl. der gewa¨hlten Ru¨ckversicherung seinen Gewinn in Ab-
ha¨ngigkeit von dem zufa¨lligen Schaden X betrachten. Dies besitzt ho¨chste Relevanz fu¨r den
Zedenten. Solange die konkrete zuku¨nftige Auspra¨gung des Schadens X nicht bekannt ist und
damit der Gewinn nicht explizit berechenbar ist, stellt der erwartete Gewinn die gebra¨uch-
lichste Mo¨glichkeit dar eine Aussage u¨ber den Gewinn des Zedenten in der Zukunft zu treﬀen.
Es ist dabei zu beachten, dass der Wert der Gewinnfunktion im Allgemeinen in der Zukunft
nicht eintritt. Fu¨r den erwarteten Gewinn bei optimaler Priorita¨t d∗ ergibt sich
E(G(d∗,X)) = Pr −B −RV P (d∗)−
d∗∫
0
x dFX(x)−
∞∫
d∗
d∗ dFX(x)63
= Pr −B −RV P (d∗)−
d∗∫
0
x dFX(x)− d∗(1− FX(d∗))64.
Der erwartete Gewinn ha¨ngt damit zentral von der gewa¨hlten Priorita¨t und von der Scha-
densverteilung ab. Ebenso ist die Verlustwahrscheinlichkeit bzw. der erwartete Verlust eine
zentrale Gro¨ße fu¨r einen wirtschaftlichen Akteur, da diese eine Aussage u¨ber den worst case,
den Verlust bzw. Ruin aus einer Transaktion, einem Finanzprodukt oder wie hier aus einem
Ru¨ckversicherungsgescha¨ft erlaubt. Dazu soll folgende Annahme unterstellt werden: Ein Versi-
cherungsunternehmen sollte bei Erwerb der Ru¨ckversicherung von seinen Pra¨mieneinnahmen
aus dem Kundengescha¨ft die allgemeinen Betriebskosten, die Ru¨ckversicherungspra¨mie als
auch den Selbstbehalt der Ru¨ckversicherung bezahlen ko¨nnen, andernfalls ist das Versiche-
rungsgescha¨ft ein Minusgescha¨ft fu¨r den Erstversicherer und er wird es nicht durchfu¨hren.
Unter diesen U¨berlegungung gilt die Annahme
Pr −B −RV P (d∗)− d∗ ≥ 0.
63Die Ru¨ckversicherungspra¨mie besteht aus statistischen Lage -und Streuungsparametern sowie einem Ge-
winnaufschlag. Vgl. diesbzgl. Abschnitt 4.1. Die Ru¨ckversicherungspra¨mie ist somit eine reelle Zahl. Der
Erwartungswert einer Zahl ist die Zahl selbst. Somit gilt E(RV P (d∗)) = RV P (d∗).
64Es gilt
∞∫
d∗
d∗ dFX(x) = d∗
∞∫
d∗
dFX(x) = d
∗(1− FX(d∗)).
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In diesem Fall kann die Gewinnfunktion nicht negativ werden. Es gilt somit fu¨r die Verlust-
wahrscheinlichkeit (probability of loss) eines Zedenten
PL∗ = P (G(d∗,X) < 0) = 0
bzw. fu¨r den erwarteten Verlust (expected loss)
EL∗ = E(G(d∗,X)|G(d∗,X) < 0) = 0.
Das heißt, dass eine gewa¨hlte Ru¨ckversicherung (ohne Haftungsobergrenze des Ru¨ckversiche-
rers) zu einer Verlustwahrscheinlichkeit von Null und damit verbunden auch zu einem erwarte-
ten Verlust von Null fu¨hrt. Die Minimierung des Verlustes bzw. der Verlustwahrscheinlichkeit
des Zedenten ist gerade das eigentliche Ziel einer Ru¨ckversicherung. Im Fall der Ablehnung
der Ru¨ckversicherung sind die Kosten fu¨r den Erstversicherer, der in diesem Rahmen fu¨r den
gesamten Schaden haften muss, nicht begrenzt. Fu¨r die Gewinnfunktion gilt in diesem Fall
G(∞,X) = Pr −B −X. Damit folgt fu¨r die Verlustwahrscheinlichkeit
PL∗ = P (G(∞,X) ≤ 0) = P (Pr −B −X ≤ 0) = P (X ≥ Pr −B)
= 1− P (X ≤ Pr −B) = 1− FX(Pr −B)
bzw. fu¨r den erwarteten Verlust
EL∗ = E(G(∞,X) | G(∞,X) ≤ 0) = Pr −B − E(X | G(∞,X) ≤ 0)
= Pr −B − E(X | X ≥ Pr −B) = Pr −B −
∞∫
Pr−B
x dFX(x)
P (X ≥ Pr −B)
= Pr −B − 1
PL∗
∞∫
Pr−B
x dFX(x).
Da bei Ablehnung der Ru¨ckversicherung kein zusa¨tzlicher Schutz fu¨r den Erstversicherer be-
steht, sind im Allgemeinen Verlustwahrscheinlichkeit und erwarteter Verlust positiv.
Im folgenden Abschnitt werden die bereits berechneten als auch weitere Kenngro¨ßen, wie
zum Beispiel der Erst- und Ru¨ckversicherungsschaden fu¨r zwei verschiedene Schadensvertei-
lungen gegeneinander abgescha¨tzt. An die Schadensverteilung wird dabei die Annahme der
stochastischen Dominanz gestellt.
5.6 Folgerungen aus der Stochastischen Dominanz
In diesem Abschnitt werden mit Hilfe der stochastischen Dominanz erster und zweiter Ord-
nung Abscha¨tzungen fu¨r verschiedene Kenngro¨ßen, wie zum Beispiel fu¨r den Erst- und Ru¨ck-
versicherungsschaden, fu¨r die Ru¨ckversicherungspra¨mie und fu¨r den erwarteten Gewinn ge-
geben. Die Anforderung der stochastischen Dominanz wird dabei an zwei verschiedene Scha-
densvariablen X und Z gestellt. Die Deﬁnition der stochasischen Dominanz erster und zweiter
Ordnung wurde im Kapitel Entscheidungstheorie bereitgestellt. Dabei ist die stochasische Do-
minanz erster Ordnung die sta¨rkere Forderung, so dass bei Vorlage stochastischer Dominanz
erster Ordnung auch stochastische Dominanz zweiter Ordnung vorliegt, aber nicht umgekehrt.
Dies bringt der folgende Satz zum Ausdruck.
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Satz 5.6.1
X und Z seien Zufallsvariablen und Z dominiere X stochastisch erster Ordnung. Dann domi-
niert Z auch X stochastisch zweiter Ordnung.
Beweis:
Wenn Z die Zufallsvariable X stochastisch in erster Ordnung dominiert, dann gilt FX(a) ≥
FZ(a) fu¨r alle a ∈ R. Da die Verteilungsfunktion von X immer oberhalb oder auf der von
Z liegt, ist die Fla¨che unterhalb der Funktion bei X immer gro¨ßer oder gleich der Fla¨che
unterhalb der Funktion von Z mit den Grenzen minus Unendlich und a, wobei a beliebig und
a ∈ R. Somit gilt
a∫
−∞
FX(t) dt ≥
a∫
−∞
FZ(t) dt fu¨r alle a ∈ R. Dies entspricht der Deﬁnition
der stochastischen Dominanz zweiter Ordnung.
QED
Um die Abscha¨tzung der Kenngro¨ßen zu erleichtern, sollen einige Hilfsabscha¨tzungen zur
Verfu¨gung gestellt werden. Der Satz 5.6.2 formuliert dabei die beno¨tigten Abscha¨tzungen fu¨r
die stochastische Dominanz erster und Satz 5.6.3 die Abscha¨tzungen fu¨r die stochastische
Dominanz zweiter Ordnung.
Satz 5.6.2
X und Z seien Zufallsvariablen und FX und FZ die dazugeho¨rigen Verteilungsfunktionen. Z
dominiert X stochastisch in erster Ordnung, dann gilt
1.
∞∫
a
x dFX (x) ≤
∞∫
a
z dFZ(z) fu¨r alle a ∈ R
2.
∞∫
a
(x− a) dFX(x) ≤
∞∫
a
(z − a) dFZ(z) fu¨r alle a ∈ R
3.
∞∫
a
(x− a) dFX(x) ≥
∞∫
b
(x− b) dFX(x) fu¨r alle a ≤ b und a, b ∈ R65.
Satz 5.6.3
X und Z seien Zufallsvariablen und FX und FZ die dazugeho¨rigen Verteilungsfunktionen. Z
dominiert X stochastisch in zweiter Ordnung, dann gilt
1. E(min(a,X)) ≤ E(min(a,Z)) fu¨r alle a ∈ R
2. E(min(a,X)) ≤ E(min(b, Z)) fu¨r alle a ≤ b und a, b ∈ R
3. E(X) ≤ E(Z)66.
Die erste Kenngro¨ße, die betrachtet werden soll, ist das Schadensniveau eines Zedenten. Dieses
ist wie folgt deﬁniert.
65Der Beweis beﬁndet sich im Anhang D.1 S. 239 ﬀ.
66Der Beweis beﬁndet sich im Anhang D.1 S. 241 ﬀ.
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Definition 5.6.1
Sei Schaden X eine Zufallsvariable und FX die Schadensverteilung bzgl. dieses Schadens,
dann heißt SN(d,X) = FX(d) Schadensniveau des Zedenten.
Das Schadensniveau gibt somit den Anteil, den der Zedent selbst an der Schadensvariable
X tragen mo¨chte, wieder. Das Schadensniveau ist damit analog zum Kundenservicegrad im
Newsvendor Modell67 deﬁniert.
Satz 5.6.4
Z dominiert X stochastisch in erster Ordnung, dann gilt fu¨r das Schadensniveau des Zedenten
SN(d,X) ≥ SN(d,Z) fu¨r alle d ≥ 0.
Beweis:
Z dominiert X stochastisch in erster Ordnung, dann gilt FX(d) ≥ FZ(d) fu¨r alle d ≥ 0. Aus
der Deﬁnition des Schadensniveaus folgt SN(d,X) ≥ SN(d,Z) fu¨r alle d ≥ 0.
QED
Wenn X die dominierte Zufallsvariable ist und d ein fester Selbstbehalt, dann liegen mehr
Scha¨den der Verteilung von X unterhalb des Selbstbehaltes als bei der Verteilung von Z.
Somit ist das Schadensniveau bei der dominierten Verteilung fu¨r den Zedenten ho¨her. Dies
verdeutlicht ebenfalls Abbildung 5.14.
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Abbildung 5.14: Schadensniveau bei zwei Schadensverteilungen.
Man nehme an: Der Zedent hat sich fu¨r eine festgelegte Priorita¨t dˆ entschieden. Dieser kennt
aber die zuku¨nftige Schadensverteilung nicht. Es werden zwei mo¨gliche Schadensverteilungen
FX und FZ erwartet, wobei Z die Zufallsvariable X stochastisch in erster Ordnung dominiert.
Dann gilt SN(dˆ,X) ≥ SN(dˆ, Z). Bei der Verteilung FX erwartet der Zedent also ein ho¨he-
res Schadensniveau68. Bei der Forderung der stochastischen Dominanz zweiter Ordnung kann
keine Aussage bzgl. des Schadensniveaus getroﬀen werden.
67Vgl. bzgl. Kundenservicegrad (customer service level CSL) im Newsvendor Modell Jammernegg, Kischka
(2005b), S. 13.
68Dies ist oﬀensichtlich, da sich bei der Verteilung FX mehr Scha¨den unterhalb der festgelegten Priorita¨t
beﬁnden als bei FZ .
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Man betrachte die optimale Priorita¨t fu¨r das Pra¨ferenzfunktional Φα,λ unter der Annahme
zweier Schadensverteilungen69.
Satz 5.6.5
Seien X und Z Zufallsvariablen mit den entsprechenden Schadensverteilungen. Z dominiert X
stochastisch in erster Ordnung. d∗X und d
∗
Z sind die optimalen Priorita¨ten des Optimierungs-
problems max
d
Φα,λG(d,X) bzw. max
d
Φα,λG(d,Z). Dann gilt d∗X(α, λ) ≤ d∗Z(α, λ).
Beweis:
Z dominiert X stochastisch in erster Ordnung, dann gilt FX(a) ≥ FZ(a) fu¨r alle a ≥ 0 bzw.
F−1X (b) ≤ F−1Z (b) fu¨r alle b ∈ [0, 1]. Fu¨r die Risikoparameter α und λ fest, gilt FX(d∗(α, λ)) =
FZ(d∗(α, λ)) = SN∗d (α, λ)
70. Setze b := SN∗d (α, λ), dann folgt
F−1X (SN
∗
d (α, λ)) ≤ F−1Z (SN∗d (α, λ))
fu¨r alle SN∗d (α, λ) ∈ [0, 1] bzw.
d∗X(α, λ) ≤ d∗Z(α, λ).
QED
Das Resultat des vorangegangenen Satzes veranschaulicht der folgende Sachverhalt. Ein Ze-
dent hat das gleiche Schadensniveau SN∗(α, λ) bzgl. zweier Schadensverteilungen. Da die
dominierte Verteilung FX tendenziell kleinere Scha¨den beinhaltet, beﬁndet sich die optimale
Priorita¨t bei der Schadensverteilung FX bei kleineren Scha¨den als bei der Schadensverteilung
FZ . Den Sachverhalt stellt ebenfalls Abbildung 5.15 dar.
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Abbildung 5.15: Optimale Priorita¨t bei stochastischer Dominanz erster Ordnung.
Die Minderung der Forderung auf stochastische Dominanz zweiter Ordnung zwischen der
Schadensvariablen X und Z fu¨hrt zu keiner eindeutigen Lo¨sung71.
Die na¨chsten zu betrachtenden Kenngro¨ßen sind der erwartete Erst- und der Ru¨ckversiche-
rungsschaden. Es gelten folgende Aussagen bzgl. des Erstversicherungsschadens.
69Auf Betrachtungen fu¨r das Pra¨ferenzfunktional Φβ,δ wird verzichtet.
70SN∗d (α, λ) bezeichne das optimale Schadensniveau bzgl. der Priorita¨t fu¨r bestimmte Risikoparameter α und
λ.
71Z dominiere X stochastisch in zweiter Ordnung, dann muss sich die Verteilungsfunktion von X nicht immer
oberhalb oder auf der Verteilungsfunktion von Z beﬁnden. Damit kann nicht gekla¨rt werden, ob d∗X(α, λ) ≤
d∗Z(α, λ) oder d
∗
X(α, λ) ≥ d∗Z(α, λ) gilt.
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Satz 5.6.6
Es seinen X und Z zufa¨llige Scha¨den und E(EV S(d,X)) = E(min(d,X)) bzw. E(EV S(d,Z))
= E(min(d,Z)) der zugeho¨rige erwartete Erstversicherungsschaden bzgl. X bzw. bzgl. Z.
1. Z dominiert X stochastisch in zweiter Ordnung. Dann gilt
E(EV S(d,X)) ≤ E(EV S(d,Z)) fu¨r alle d ≥ 0.
2. Z dominiert X stochastisch in erster Ordnung. Dann gilt
E(EV S(d∗X(α, λ),X)) ≤ E(EV S(d∗Z(α, λ), Z)).
Beweis:
1. Behauptung:
Z dominiert X stochastisch in zweiter Ordnung. Wegen Satz 5.6.3 Behauptung (1) gilt
E(min(d,X)) ≤ E(min(d,Z)) fu¨r alle d ≥ 0, damit folgt E(EV S(d,X)) ≤ E(EV S(d,Z))
fu¨r alle d ≥ 0.
2. Behauptung:
Z dominiere X stochastisch in erster Ordnung. Damit gilt d∗X(α, λ) ≤ d∗Z(α, λ). Z dominiert
X stochastisch in erster Ordnung, so auch in zweiter Ordnung. Aus Satz 5.6.3 Behauptung
(2) folgt E(EV S(d∗X(α, λ),X)) ≤ E(EV S(d∗Z(α, λ), Z)).
QED
Die erste Behauptung72 besagt, dass der erwartete Erstversicherungsschaden bei einer festen
Priorita¨t d bei einer Schadensverteilung mit tendenziell kleinen Scha¨den kleiner ist als bei
einer Schadensverteilung mit tendenziell gro¨ßeren Scha¨den. Wichtig dabei ist, dass man da-
fu¨r nur die stochastische Dominanz zweiter Ordnung fordern muss. Natu¨rlich gilt die erste
Behauptung auch bei stochastischer Dominanz erster Ordnung.
Die zweite Behauptung entspricht folgendem Sachverhalt. Es tritt entweder die Schadenszu-
fallsvariable X oder Z ein. Zu diesen Schadensvariablen ist entsprechend der Risikoeinstellung
des Zedenten die optimale Priorita¨t und der erwartete Erstversicherungsschaden bestimmbar.
Da die Schadensvariable X tendenziell kleinere Scha¨den als die Schadensvariable Z beinhal-
tet, wird eine niedrigere optimale Priorita¨t bei X gewa¨hlt. Dadurch ist auch der erwartete
Erstversicherungsschaden bei X kleiner als bei Z. Die Forderung der stochastischen Dominanz
erster Ordnung wird dabei fu¨r die Abscha¨tzung der optimalen Priorita¨t beno¨tigt.
Satz 5.6.7
Es seien X und Z zufa¨llige Scha¨den und E(RV S(d,X)) bzw. E(RV S(d,Z)) der zugeho¨rige
erwartete Ru¨ckversicherungsschaden73 bzgl. X bzw. bzgl. Z. Z dominiert X stochastisch in
erster Ordnung, dann gilt
72Aus der ersten Behauptung von Satz 5.6.6 folgt zusa¨tzlich fu¨r die optimalen Priorita¨ten der Scha-
densvariable X bzw. Z: E(EV S(d∗X(α, λ),X)) ≤ E(EV S(d∗X(α, λ), Z)) und E(EV S(d∗Z(α, λ),X)) ≤
E(EV S(d∗Z(α, λ), Z)).
73Es gilt E(RV S(d,X)) = E(X −min(d,X)) =
∞∫
d
(x− d) dFX(x) bzw. E(RV S(d, Z)) = E(Z −min(d, Z)) =
∞∫
d
(z − d) dFZ(z).
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1. E(RV S(d,X)) ≤ E(RV S(d,Z)) fu¨r alle d ≥ 0.
2. E(RV S(d∗X ,X)) ≥ E(RV S(d∗Z ,X)) und E(RV S(d∗X , Z)) ≥ E(RV S(d∗Z , Z))74.
Beweis:
1. Behauptung:
Z dominiere X stochastisch in erster Ordnung. Es gilt nach Satz 5.6.2 Behauptung (2)
∞∫
a
(x− a) dFX(x) ≤
∞∫
a
(z − a) dFZ(z) fu¨r alle a ≥ 0.
Fu¨r a = d folgt E(RV S(d,X)) ≤ E(RV S(d,Z)) fu¨r alle d ≥ 0.
2. Behauptung:
Fu¨r die erwarteten Ru¨ckversicherungscha¨den bzgl. der optimalen Priorita¨ten d∗X und d
∗
Z gilt
E(RV S(d∗X ,X)) =
∞∫
d∗X
(x − d∗X) dFX(x) und E(RV S(d∗Z ,X)) =
∞∫
d∗Z
(x − d∗Z) dFX (x). Z domi-
niert X stochastisch in erster Ordnung, dann gilt d∗X ≤ d∗Z . Nach Satz 5.6.2 Behauptung (3)
folgt E(RV S(d∗X ,X)) ≥ E(RV S(d∗Z ,X)). Analog folgt E(RV S(d∗X , Z)) ≥ E(RV S(d∗Z , Z)).
QED
Fu¨r eine feste Priorita¨t ist damit auch der erwartete Ru¨ckversicherungsschaden kleiner, wenn
eine Schadensverteilung mit tendenziell kleineren Scha¨den vorliegt. Fu¨r diese Aussage muss
die stochastische Dominanz erster Ordnung gefordert werden. Die zweite Behauptung besagt,
dass bei einer ho¨heren optimalen Priorita¨t der erwartete Ru¨ckversicherungsschaden kleiner
ist, egal, ob eine Klein- oder Großschadensverteilung vorliegt75.
Die spezielle Ru¨ckversicherungspra¨mie ist der erwartete Ru¨ckversicherungsschaden versehen
mit einem Gewinnaufschlag. Damit sind die Ergebnisse des erwarteten Ru¨ckversicherungsscha-
dens aus der stochastischen Dominanz direkt auf die Ru¨ckversicherungspra¨mie u¨bertragbar.
Satz 5.6.8
Es seien X und Z zufa¨llige Scha¨den und RV PX(d) bzw. RV PZ(d) die zugeho¨rigen Ru¨ckversi-
cherungspra¨mien76 bzgl. X bzw. bzgl. Z. Z dominiert X stochastisch in erster Ordnung, dann
gilt
1. RV PX(d) ≤ RV PZ(d) fu¨r alle d ≥ 0.
2. RV P (d∗X , Z) ≥ RV P (d∗X ,X) ≥ RV P (d∗Z ,X) und
RV P (d∗X , Z) ≥ RV P (d∗Z , Z) ≥ RV P (d∗Z ,X)77.
74Die optimalen Priorita¨ten d∗X = d
∗
X(α, λ) und d
∗
Z = d
∗
Z(α, λ) beziehen sich auf die gleiche Risikoeinstellung
des Zedenten. Die erweiterte Darstellung mit den Risikoparametern ist zwar exakter, soll aber aufgrund der
U¨bersichtlichkeit weggelassen werden. Im gesamten Abschnitt beziehen sich dabei alle optimalen Priorita¨ten
immer auf eine bestimmte Risikoeinstellung des Zedenten.
75Insgesamt folgen aus Satz 5.6.7 folgende Ungleichungen fu¨r den erwarteten Ru¨ckversicherungsschaden:
E(RV S(d∗X , Z)) ≥ E(RV S(d∗X ,X)) ≥ E(RV S(d∗Z , X)) und E(RV S(d∗X , Z)) ≥ E(RV S(d∗Z , Z)) ≥
E(RV S(d∗Z ,X)).
76Es gilt RV PX(d) = (1 + γ)E(RV S(d,X)) bzw. RV PZ(d) = (1 + γ)E(RV S(d, Z)).
77Der Beweis folgt unmittelbar aus Satz 5.6.7, da (1 + γ) ≥ 0 ist.
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Dabei geht aus Behauptung (1) hervor, dass ein Zessiona¨r bei einer Großschadensverteilung
mehr Ru¨ckversicherungspra¨mie verdient als bei einer Kleinschadensverteilung.
Die na¨chste zu betrachtende Kenngro¨ße ist der erwartete Gewinn. Es gilt fu¨r diesen bei einer
Schadensvariable X
E(G(d,X)) = Pr−B−E(X)−RV PX(d)+E(RV S(d,X)) = Pr−B−E(X)−γE(RV S(d,X)).
Satz 5.6.9
Seien X und Z Zufallsvariablen und Z dominiert X stochastisch in erster Ordnung, dann gilt
fu¨r den erwarteten Gewinn
1. E(G(d,X)) ≥ E(G(d,Z)) fu¨r alle d ≥ 0.
2. E(G(d∗Z ,X)) ≥ E(G(d∗X ,X)) ≥ E(G(d∗X , Z)) und
E(G(d∗Z ,X)) ≥ E(G(d∗Z , Z)) ≥ E(G(d∗X , Z))78.
Damit hat ein Zedent mit einem ho¨heren erwarteten Gewinn zu rechnen, wenn eine Kleinscha-
densverteilung eintritt. Dies folgt aus Behauptung (1). Behauptung (2) gibt eine Abscha¨tzung
fu¨r den erwarteten Gewinn bei Vorlage unterschiedlicher Verteilungen und gewa¨hlter optima-
ler Priorita¨ten wieder.
Fu¨r die Verlustwahrscheinlichkeit und den erwarteten Verlust bei Ru¨ckversicherungswahl
gilt PL(d,X) = PL(d,Z) = 0 bzw. EL(d,X) = EL(d,Z) = 0 fu¨r alle d ≥ 079. Somit
gilt bei stochastischer Dominanz erster und zweiter Ordnung PL(d,X) = PL(d,Z) bzw.
EL(d,X) = EL(d,Z) fu¨r alle d ≥ 0.
Dagegen gilt bei Ablehnung der Ru¨ckversicherung fu¨r die Verlustwahrscheinlichkeit PL∗X =
1 − FX(Pr − B) fu¨r die Schadensvariable X bzw. PL∗Z = 1 − FZ(Pr − B) fu¨r die Schadens-
variable Z. Z dominiere X in erster Ordnung, dann gilt per Deﬁnition FX(a) ≥ FZ(a) fu¨r
alle a ∈ R. Damit gilt 1 − FX(a) ≤ 1 − FZ(a) fu¨r alle a ∈ R. Somit ist PL∗X ≤ PL∗Z . Das
bedeutet, wird die Ru¨ckversicherung nicht gewa¨hlt, so ist die Verlustwahrscheinlichkeit bei
einer Großschadensverteilung ho¨her als bei einer Kleinschadensverteilung.
Die na¨chste zu betrachtende Kenngro¨ße ist die Gewinnfunktion. Fu¨r diese gilt unter sto-
chastischer Dominanz folgende Aussage:
Satz 5.6.10
Sei G(d,X) = Pr − B − X − RV PX(d) + min(0,X − d) die Gewinnfunktion bzgl. der Zu-
fallsvariable X und G(d,Z) = Pr − B − Z − RV PZ(d) + min(0, Z − d) bzgl. Z. Wenn Z
stochastisch erster Ordnung X dominiert, dann gilt FG(d,X)(a) ≤ FG(d,Z)(a) fu¨r alle a ∈ R
und G(d,Z) FSD G(d,X) fu¨r alle d ≥ 080.
78Der Beweis beﬁndet sich im Anhang D.1 S. 243.
79Dies ist aus dem vorangegangenen Abschnitt bekannt. Dabei wurde die Annahme Pr−B−RV P (d∗)−d∗ ≥ 0
getroﬀen.
80Der Beweis beﬁndet sich im Anhang D.1 S. 244 f.
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Der Satz triﬀt somit die Aussage: Wenn zwei verschiedene Schadensverteilungen eintreten ko¨n-
nen und die Schadensverteilung Z eine Schadensverteilung X stochastisch dominiert in erster
Ordnung, so dominiert der Gewinn von X den Gewinn von Z stochastisch in erster Ordnung81.
Die letzten Untersuchungen bzgl. der stochastischen Dominanz werden fu¨r die im Kapitel
unterstellten Pra¨ferenzfunktionale durchgefu¨hrt.
Satz 5.6.11
Seien X und Z Zufallsvariablen und Z dominiert X stochastisch in erster Ordnung, dann gilt
1. Φα(G(d,X)) ≥ Φα((G(d,Z)) fu¨r alle d ≥ 0.
2. Φα,λ(G(d,X)) ≥ Φα,λ((G(d,Z)) fu¨r alle d ≥ 0.
3. Φβ,δ(G(d,X)) ≥ Φβ,δ((G(d,Z)) fu¨r alle d ≥ 082.
Fu¨r alle drei Pra¨ferenzfunktionale folgt somit, dass diese bei der dominierten Verteilung (bei
der Kleinschadensverteilung) am gro¨ßten sind. Unter Verwendung der optimalen Priorita¨ten
bzgl. beider Verteilungen ko¨nnen folgende Aussagen fu¨r die Pra¨ferenzfunktionale getroﬀen
werden:
1. Φα(G(d∗X ,X)) ≥ Φα((G(d∗X , Z)) und
Φα(G(d∗Z ,X)) ≥ Φα((G(d∗Z , Z)).
2. Φα,λ(G(d∗X ,X)) ≥ Φα,λ((G(d∗X , Z)) und
Φα,λ(G(d∗Z ,X)) ≥ Φα,λ((G(d∗Z , Z)).
3. Φβ,δ(G(d∗X ,X)) ≥ Φβ,δ((G(d∗X , Z)) und
Φβ,δ(G(d∗Z ,X)) ≥ Φβ,δ((G(d∗Z , Z)).
Hiermit sei die Untersuchung des Priorita¨tsmodells abgeschlossen. Es konnten fu¨r alle Kenn-
gro¨ßen mit Hilfe der stochastischen Dominanz Aussagen getroﬀen werden. Leider muss in den
meisten Fa¨llen die stochastische Dominanz erster Ordnung gefordert werden. Diese ist jedoch
eine sehr starke Forderung, die die Schadensvariablen X und Z klar in eine Groß- und in eine
Kleinschadensvariable trennt. Fu¨r die stochastische Dominanz zweiter Ordnung konnte nur
in den seltensten Fa¨llen eine Abscha¨tzung erhalten werden.
5.7 Zusammenfassung und U¨berblick
In diesem Kapitel wurde das Ru¨ckversicherungsmodell unter Beachtung der Priorita¨t fu¨r ver-
schiedene Pra¨ferenzfunktionale vorgestellt. Es ist festzustellen, dass dabei ein risikofreudiger
und risikoneutraler Zedent die Ru¨ckversicherung fu¨r positive Gewinnaufschlage seitens des
Zessiona¨rs ablehnen wird. Ein risikoaverser Zedent kann sich zum einen fu¨r, aber auch ge-
gen die Ru¨ckversicherung entscheiden. Seine Entscheidung ist dabei abha¨ngig, zum einen von
81Fu¨r die optimalen Priorita¨ten d∗X und d
∗
Z folgt aus dem Satz G(d
∗
X , Z) FSD G(d∗X ,X) und G(d∗Z , Z) FSD
G(d∗Z ,X). Dabei beziehen sich die optimalen Priorita¨ten auf die gleiche Risikoeinstellung des Zedenten.
82Der Beweis beﬁndet sich im Anhang D.1 S. 245 ﬀ.
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seiner eigenen Risikoeinstellung und zum anderen von dem Gewinnaufschlag des Ru¨ckver-
sicherers. Die Erho¨hung des Gewinnaufschlages des Ru¨ckversicherers fu¨hrt zu einer ho¨heren
Risikoaversionspra¨ferenz, ab welcher die Ru¨ckversicherung bevorzugt wird. Somit kann die
Anhebung des Gewinnaufschlages durch den Zessiona¨r zur Ablehnung der Ru¨ckversicherung
durch den Zedent fu¨hren, obwohl dieser zuvor die Ru¨ckversicherung bei einem niedrigeren
Gewinnaufschlag pra¨feriert hat.
Bei Ru¨ckversicherungswahl wa¨hlt der risikoaverse Zedent dabei eine Teilversicherung, wo-
bei das Volumen des abgegebenen Risikos83 mit der Zunahme an Risikoaversion steigt. Die
Erho¨hung des Gewinnaufschlages seitens des Zessiona¨rs fu¨hrt zur Reduzierung des abgegeben
Risikos und kann sogar zur Ablehnung der Ru¨ckversicherung fu¨hren. Der Zedent ist bei zu-
nehmender Verteuerung der Ru¨ckversicherung bereit mehr Risiko selbst zu tragen.
Aus entscheidungstheoretischer Sicht wurde weiterhin der Spezialfall der fairen Ru¨ckversiche-
rungspra¨mie betrachtet. In diesem Fall wa¨hlt jeder risikoaverse Zedent die Vollversicherung,
jeder risikofreudige Zedent lehnt die Ru¨ckversicherung ab und jeder risikoneutrale Zedent
ist indiﬀerent in seiner Entscheidung. Fortfu¨hrend wird in diesem Kaptiel die Mo¨glichkeit der
Messung der Risikopra¨ferenz eines Zedenten vorgestellt. Grundlage dieser Berechnung sind be-
reits gewa¨hlte Ru¨ckversicherungsvertra¨ge. Die ermittelte Risikopra¨ferenz des Zedenten kann
anschliessend als Entscheidungsunterstu¨tzung fu¨r zuku¨nftige Ru¨ckversicherungsvertra¨ge ge-
nutzt werden.
Außerdem werden fu¨r den Zedenten diverse Kenngro¨ßen, wie zum Beispiel der optimale Ge-
winn, der erwartete Gewinn, die Verlustwahrscheinlichkeit und der erwarteten Verlust gege-
ben. Abschliessend werden diese und weitere Kenngro¨ßen, wie die Ru¨ckversicherungspra¨mie
als auch die Pra¨ferenzfunktionale, auf Robustheit untersucht. Dabei ist fu¨r eine festgewa¨hlte
Priorita¨t festzustellen, dass das Pra¨ferenzfunktional bei der dominierten Schadensverteilung
(Kleinschadensverteilung) gro¨ßer gleich dem Pra¨ferenzfunktional bei der dominierenden Ver-
teilung (Großschadensverteilung) ist. Diese Aussage konnte fu¨r alle in dieser Arbeit verwen-
deten Pra¨ferenzfunktionale getroﬀen werden.
Das folgende Kapitel geht auf die Entscheidung des Zedenten bzgl. der zweiten Deckungs-
grenze eines Ru¨ckversicherungsvertrages, dem Plafond, ein.
83Das ist das Risiko, welches der Ru¨ckversicherer tra¨gt.
Kapitel 6
Plafondoptimierungsproblem
6.1 Einfu¨hrung
Der Plafond, die zweite Deckungsobergrenze eines Ru¨ckversicherungsvertrages, ist fu¨r den
Zedenten die existenzbedrohende Deckungsgrenze, da oberhalb des Plafonds der Zedent fu¨r
die Scha¨den selbst aufkommen muss und diese nicht mehr durch den Ru¨ckversicherer gedeckt
werden. Im Allgemeinen ist der Plafond wesentlich ho¨her als die Priorita¨t. Der Zedent kann
nur bedingten Einﬂuss auf den Plafond nehmen. Vielmehr wird der Plafond durch den Zes-
siona¨r bestimmt. Es handelt sich bei dem Plafond um die Schutzgrenze gegen den Ruin des
Ru¨ckversicherers. Trotzdem versichert ein Ru¨ckversicherer auch Scha¨den, die seine ﬁnanziel-
le Leistungsfa¨higkeit u¨berschreiten, da er in diesem Fall das Mittel der Retrozession nutzen
kann. Im folgenden Kapitel soll der Frage nachgegangen werden, welchen Plafond der Zedent
aufgrund seiner Risikoeinstellung pra¨feriert1. Dazu wird ein nicht-proportionaler Ru¨ckver-
sicherungsvertrag mit einer Priorita¨t von null betrachtet2. Somit tra¨gt der Ru¨ckversicherer
gegen Zahlung einer Ru¨ckversicherungspra¨mie durch den Erstversicherer entweder die kom-
plette Schadensho¨he3 oder nur den Plafond4. Formal gilt fu¨r den Ru¨ckversicherungsschaden
in Abha¨ngigkeit vom Plafond c
RV S(c) =
{
X fu¨r X ≤ c
c fu¨r X > c
= min(X, c).
Der Gesamtschaden X setzt sich zusammen aus dem Ru¨ckversicherungs- und Erstversiche-
rungsschaden. Damit gilt fu¨r den Erstversicherungsschaden
EV S(c,X) = X −RV S(c,X) = X −min(X, c) = max(0,X − c).
Die Abbildung 6.1 stellt die Aufteilung des Schadens in die Erstversicherer- und Ru¨ckversi-
chererkomponente bei einer Priorita¨t von null graphisch dar.
1Dabei kann ein Zedent zwar einen bestimmten Plafond pra¨ferieren, letztendlich wird der Plafond jedoch vom
Ru¨ckversicherer festgesetzt.
2Die Priorita¨t soll damit im Folgenden keine Rolle fu¨r die Entscheidung des Zedenten spielen.
3Dies ist der Fall, wenn der Schaden kleiner gleich dem Plafond ist.
4Dies ist der Fall, wenn der Schaden gro¨ßer ist als der Plafond.
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Erstversicherer
Plafond
Abbildung 6.1: Erstversicherungs- und Ru¨ckversicherungsschaden bei einer Priorita¨t von Null.
Fu¨r die Gewinnfunktion eines Zedenten gilt nach Deﬁnition 4.1.1
G = Pr −B −X −RV P + RV S,
wobei
Pr = Summe der Pra¨mien aus dem Kundengescha¨ft
X = Schaden
RVP = Ru¨ckversicherungspra¨mie
RVS = Ru¨ckversicherungsschaden
B = Betriebskosten
sind. Der Ru¨ckversicherungsschaden und die Ru¨ckversicherungspra¨mie sind dabei von dem
Schaden X und dem Plafond c abha¨ngig. Es gilt somit fu¨r die Gewinnfunktion des Zedenten
des Plafondmodells
G(c,X) = Pr −B −X −RV P (c) + RV S(c,X)
= Pr −B −X −RV P (c) + min(X, c). (6.1)
Im Folgenden wird das Pra¨ferenzfunktional Φα,λ mit der Gewinnfunktion G(c,X) betrachtet
und bzgl. des Plafonds optimiert. Aus der optimalen Lo¨sung ko¨nnen dann auch die Spezialfa¨lle,
das CVaR-Prinzip und das Erwartungswertkriterium, abgeleitet werden. Auf die Betrachtung
des Pra¨ferenzfunktionals Φβ,δ wird aufgrund der analogen Ergebnisse zum Pra¨ferenzfunktional
Φα,λ verzichtet.
6.2 Hybrides Entscheidungsprinzip Φα,λ(G(c,X))
Im Kapitel Entscheidungstheorie wurde das Pra¨ferenzfunktional Φα,λ eingefu¨hrt. Es besitzt
den Vorteil, alle drei Risikoarten5 abbilden zu ko¨nnen. Fu¨r λ = α spiegelt es Risikoneutralita¨t,
fu¨r λ < α Risikofreude und fu¨r λ > α Risikoaversion wider. Dieses Pra¨ferenzfunktional soll
im Folgenden auf das Ru¨ckversicherungsproblem des Plafonds angewendet werden.
5Risikofreude, Risikoneutralita¨t und Risikoaversion.
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Satz 6.2.1
Es sei Φα,λ(G(c,X)) das Pra¨ferenzfunktional eines Zedenten mit Gewinnfunktion
G(c,X) = Pr −B −X −RV P (c) + RV S(c,X),
dann besitzt das Maximierungsproblem
max
c
Φα,λ(G(c,X))
folgende implizite Lo¨sung
FX(c∗) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1− αλRV Pc(c∗),
fu¨r λ ≥ RV Pc(c∗) und −RV Pcc(c∗)− λαfX(c∗) < 0
1−α
1−λ [1−RV Pc(c∗)],
fu¨r λ < RV Pc(c∗) und −RV Pcc(c∗)− 1−λ1−αfX(c∗) < 0
6.
Die implizite Lo¨sung unterteilt sich in zwei Fa¨lle. Zum einen den Fall λ ≥ RV Pc(c∗) mit
impliziter Lo¨sung
FX(c∗) = 1− α
λ
RV Pc(c∗)
und Maximalbedingung −RV Pcc(c∗)− λαfX(c∗) < 0 und zum anderen den Fall λ < RV Pc(c∗)
mit impliziter Lo¨sung
FX(c∗) =
1− α
1− λ [1−RV Pd(d
∗)]
und Maximalbedingung −RV Pcc(c∗)− 1−λ1−αfX(c∗) < 0. Die Lo¨sung ermo¨glicht somit die Kal-
kulation des optimalen Plafonds fu¨r beliebige Ru¨ckversicherungspra¨mienstrukturen7.
Der optimale Plafond c∗ ist von den Risikoparametern α und λ abha¨ngig. Somit wa¨re die
korrekte Schreibweise fu¨r den optimalen Plafond c∗(α, λ). Um den Umfang der Formeln nicht
weiter zu vergro¨ßern, wird im Allgemeinen auf die Angabe der Risikoparameter bei dem op-
timalen Plafond verzichtet.
Im Folgenden soll das Newsvendor Modell dem Ru¨ckversicherungsmodell des Plafonds ge-
genu¨bergestellt werden.
Analogie zum Newsvendor Modell mit nicht-linearer Kostenfunktion und Risi-
kopra¨ferenzen
Fu¨r das Newsvendor Modell mit nicht-linearer Kostenfunktion und dem Pra¨ferenzfunktio-
nal Φβ,δ gilt
Φβ,δ(G(y,X)) =
1− δ
1− βE(G(y,X)) +
δ − β
1− βE(G(y,X)|G(y,X) ≥ g1−β(y)).
6Der Beweis von Satz 6.2.1 beﬁndet sich im Anhang C.2 S. 194 ﬀ.
7Vgl. dazu Abschnitt 4.1.
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Die β·100 % gro¨ßten Gewinne werden bei den β·100 % gro¨ßten Nachfragen, also bei Nachfragen
oberhalb des (1− β)-Quantils der Nachfragen, realisiert. Somit gilt
E(G(y,X)|G(y,X) ≥ g1−β(y)) = E(G(y,X)|X ≥ x1−β(y)).
Das zugeho¨rige Maximierungsproblem lautet
max
y
1− δ
1− βE(G(y,X)) +
δ − β
1− βE(G(y,X)|X ≥ x1−β(y))
8.
Fu¨r das Ru¨ckversicherungsmodell (Plafond) in Verbindung mit dem Pra¨ferenzfunktional Φα,λ
gilt
Φα,λ(G(d,X)) =
1− λ
1− αE(G(c,X)) +
λ− α
1− αE(G(c,X)|G(c,X) ≤ gα(c)).
Die Gewinnfunktion des Erstversicherers in Abha¨ngigkeit vom Plafond la¨sst sich wie folgt
abbilden (Abbildung 6.2):
G(c,x)
Schaden x c
(1-Į) · 100 %
kleinsten Schäden
Į · 100 % größten 
Schäden
x1-Ȼ(c)
(für festes c)
(1-Į) · 100 % größten 
Gewinne
Į · 100 % kleinsten 
Gewinne
gȻ(c)
Abbildung 6.2: Gewinnfunktion (Plafond) des Erstversicherers mit α-Gewinnquantil.
Aufgrund der Tatsache, dass die α · 100 % kleinsten Gewinne bei den α · 100 % gro¨ßten
Scha¨den realisiert werden, beﬁnden sich diese α·100 % kleinsten Gewinne oberhalb des (1−α)-
Schadensquantils. Demzufolge gilt
E(G(c,X)|G(c,X) ≤ gα(c)) = E(G(c,X)|X ≥ x1−α(c)).
Es wird somit das Maximierungsproblem
max
c
1− λ
1− αE(G(c,X)) +
λ− α
1− αE(G(c,X)|X ≥ x1−α(c))
gelo¨st, wobei x1−α(c) das (1 − α)-Schadensquantil bezeichne. Man erkennt, dass beide Op-
timierungsprobleme die gleiche Struktur aufweisen. Die folgende Tabelle gibt die Analogie
zwischen beiden Modellen wieder.
8Vgl. Abschnitt 5.3 bei der Analogie zwischen Newsvendor Modell und Ru¨ckversicherungsmodell (Priorita¨t).
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Newsvendor Modell Ru¨ckversicherungsmodell
Nachfrage X Schaden X
Bestellmenge y Plafond c
Kostenfunktion k RV-Pra¨mie RV P
ky RV Pc
kyy RV Pcc
Verkaufspreis p 19
Ru¨ckgabepreis z 010
β = 1− α α
δ = 1− λ λ
Φβ,δ = Φ1−α,1−λ Φα,λ
Tabelle 6.1: Analogie zwischen dem Newsvendor- und dem Ru¨ckversicherungsmodell (Plafond)
mit Risikopra¨ferenzen.
Mit Hilfe dieser Analogie kann die Newsvendorlo¨sung unter Verwendung des Pra¨ferenzfunk-
tionals Φβ,δ in die Lo¨sung des Ru¨ckversicherungsproblems fu¨r das komplementa¨re Pra¨ferenz-
funktional Φα,λ u¨berfu¨hrt werden.
Der na¨chste Untersuchungsgegenstand ist das Ru¨ckversicherungsmodell unter Verwendung des
Pra¨ferenzfunktionals Φα,λ mit der speziellen Ru¨ckversicherungspra¨mie aus Deﬁnition 4.1.2.
Ru¨ckversicherungsproblem (Plafond) mit spezieller Ru¨ckversicherungspra¨mie
Im Folgenden soll die spezielle Ru¨ckversicherungspra¨mie eingesetzt werden. Dazu beno¨tigt
man folgenden Lemma.
Lemma 6.2.1
Es sei RV P (c) die Ru¨ckversicherungspra¨mie aus Deﬁnition 4.1.2, dann gilt fu¨r die ersten zwei
Diﬀerentiale der Pra¨mie RV Pc(c) = (1 + γ)[1− FX(c)] und RV Pcc(c) = −(1 + γ)fX(c)11.
Der folgende Satz formuliert die Lo¨sung des Ru¨ckversicherungsproblems unter Verwendung
der speziellen Ru¨ckversicherungspra¨mie.
Satz 6.2.2
Es sei Φα,λ(G(c,X)) das Pra¨ferenzfunktional eines Zedenten mit Gewinnfunktion
G(c,X) = Pr −B −X −RV P (c) + RV S(c,X)
und der speziellen Ru¨ckversicherungspra¨mie RV P (c) = (1 + γ)E(RV S(c,X)). Dann besitzt
das Maximierungsproblem
max
c
Φα,λ(G(c,X))
9Der Verkaufspreis p entspricht somit einer moneta¨ren Einheit eingekaufter Deckung. Im Fall des Ru¨ckversi-
cherungsmodells der Priorita¨t entsprach der Verkaufspreis p des Newsvendors einer moneta¨ren Einheit nicht
eingekaufter Deckung.
10Nicht in Anspruch genommene Deckung kann bei einem Ru¨ckversicherungsvertrag nicht zuru¨ckgegeben wer-
den. Somit ist der Ru¨ckgabepreis des Newsvendors im Ru¨ckversicherungsmodell gleich null.
11Der Beweis von Lemma 6.2.1 beﬁndet sich im Anhang C.2 S. 197.
KAPITEL 6. PLAFONDOPTIMIERUNGSPROBLEM 116
folgende implizite Lo¨sung
FX(c∗) =
{
0, fu¨r 1 + γ > λα
1, fu¨r 1 + γ < λα
12.
Das Ergebnis FX(c∗) = 1 bedeutet, dass der Plafond in der Ho¨he des gro¨ßtmo¨glichen Scha-
dens gewa¨hlt wird. Das heißt der Ru¨ckversicherer soll alle Scha¨den tragen. Dies stellt eine
Vollversicherung dar. FX(c∗) = 0 dagegen bedeutet, dass der Plafond unterhalb aller Scha¨den
liegen soll13. Der Erstversicherer mo¨chte also alle Scha¨den selbst tragen. In diesem Fall wa¨hlt
der Zedent die Ru¨ckversicherung nicht. Der Zedent wa¨hlt bei dem Ru¨ckversicherungsmodell
(Plafond) nie eine Teilversicherung.
Die Ru¨ckversicherung wird fu¨r 1 + γ > λα abgelehnt. Fu¨r Risikofreude gilt λ < α. In diesem
Fall ist immer die Bedingung zur Ablehnung der Ru¨ckversicherung erfu¨llt. Ebenso ist die-
se Bedingung bei Gleichheit der Risikoparameter erfu¨llt. Dies spiegelt einen risikoneutralen
Zedenten wider. Somit lehnt ein risikofreudiger bzw. risikoneutraler Zedent die Ru¨ckversiche-
rung ab.
Die Lo¨sung des Ru¨ckversicherungsproblems teilt die Risikoparameter fu¨r Risikoaversion in
zwei Gruppen. In der ersten Gruppe gilt die Bedingung 1+γ > λα und in der zweiten Gruppe
die Bedingung 1 + γ < λα . Die Risikoparameter mit 1 + γ >
λ
α repra¨sentieren niedrige Risiko-
aversion. Fu¨r diese wird die Ru¨ckversicherung abgelehnt. Die Risikoparameter mit 1 + γ < λα
bilden hohe Risikoaversion ab. In diesem Fall wird die Vollversicherung nachgefragt. Ist die
Bedingung 1 + γ = λα erfu¨llt, ist der Zedent indiﬀerent in seiner Entscheidung. Die entspre-
chende Aufteilung des Risikopra¨ferenzraumes verdeutlicht Abbildung 6.314.
Die Hauptdiagonale stellt die Risikoparameterkonstellationen fu¨r Risikoneutralita¨t (α = λ)
dar. Die α-λ-Kombinationen unterhalb dieser Hauptdiagonalen sind die Kombinationen fu¨r
Risikofreude und oberhalb fu¨r Risikoaversion. Die Grenze der optimalen Lo¨sungen (1+γ = λα )
teilt die α-λ-Kombinationen fu¨r Risikoaversion in zwei Teile. Oberhalb dieser Grenze wird die
Ru¨ckversicherung pra¨feriert mit FX(d∗) = 1, unterhalb dieser Grenze dagegen wird die Ru¨ck-
versicherung abgelehnt. Der Risikopra¨ferenzraum ist somit identisch zum Risikopra¨ferenzraum
fu¨r das Ru¨ckversicherungsmodell (Priorita¨t)15 unter Verwendung des Pra¨ferenzfunktionals
Φα,λ. Der Unterschied zwischen den Modellen besteht allein in der unterschiedlichen Wir-
kungsweise der Deckungsgrenzen16 und fu¨hrt somit zu unterschiedlichen optimalen Lo¨sungen.
12Der Beweis von Satz 6.2.2 beﬁndet sich im Anhang C.2 S. 197 ﬀ.
13Im Folgenden sei der optimale Plafond c∗ ≥ 0 zu einem Maximierungsproblem mit der Lo¨sung FX(c∗) = a ∈
[0, 1] der kleinste Plafond fu¨r den FX(c
∗) = a gilt. Somit ist fu¨r FX(c∗) = 0 der optimale Plafond c∗ = 0.
14Fu¨r die Abbildung wurde ein Gewinnaufschlag des Ru¨ckversicherers von 40 Prozent angenommen. Die Ab-
bildung verdeutlicht u. a., dass ein risikoaverser Entscheider u. U. die Ru¨ckversicherung pra¨feriert. Bzgl.
Erwartungsnutzenkriterium und Haftungsobergrenze vgl. Cummins, Mahul (2004). Aufgrund einer anderen
Zielstellung des Modells von Cummins und Mahul (Optimierung der Zielfunktion bzgl. Versicherungsschaden
und -pra¨mie) sind die Ergebnisse mit dem Plafondmodell nicht vergleichbar.
15Vgl. dazu Abbildung 5.6.
16Bei einer ho¨heren Priorita¨t wird weniger Ru¨ckversicherungsschutz und bei einem ho¨heren Plafond mehr
Deckungsschutz erworben.
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Abbildung 6.3: Risikopra¨ferenzraum bei Φα,λ(G(c,X)).
Die Abbildung 6.4 stellt dabei die Verschiebung der Akzeptanzgrenze der Ru¨ckversicherung
fu¨r verschiedene Gewinnaufschla¨ge dar17.
Ȝ
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Abbildung 6.4: Risikopra¨ferenzraum in Abha¨ngigkeit vom Gewinnaufschlag bei Φα,λ(G(c,X)).
Die Grenze zwischen Wahl und Ablehnung der Ru¨ckversicherung verschiebt sich dabei fu¨r ho¨-
here Gewinnaufschla¨ge seitens des Ru¨ckversicherers in Bereiche ho¨herer Risikoaversion. Ein
Zedent, der bei einem niedrigen Gewinnaufschlag γn die Ru¨ckversicherung wa¨hlt, wird die
Ru¨ckversicherung ab einer gewissen Ho¨he des Gewinnaufschlages γB ablehnen18. Somit kann
die Verteuerung19 einer Ru¨ckversicherung zur Ablehnung der Ru¨ckversicherung fu¨hren. Im
Fall einer fairen Ru¨ckversicherungspra¨mie dagegen bilden die α-λ-Kombinationen der Risiko-
neutralita¨t die Grenze zwischen den optimalen Lo¨sungen.
Die Ergebnisse sollen durch ein Beispiel verdeutlicht werden. Es werden die gleichen An-
nahmen wie in Beispiel 5.3.1 getroﬀen.
17Vgl. dazu Abbildung fu¨r das Ru¨ckversicherungsmodell (Priorita¨t).
18Es gilt γn < γB.
19Basierend auf dem Gewinnaufschlag des Zessiona¨rs.
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Beispiel 6.2.1 (Ru¨ckversicherungsmodell (Plafond) mit Pra¨ferenzfunktional Φα,λ)
Es werden die vier Zedenten aus Beispiel 5.3.1 betrachtet. Jeder dieser Zedenten verhandelt
mit zwei Ru¨ckversicherern. Ru¨ckversicherer 1 verlangt dabei einen Gewinnaufschlag von 20
und Ru¨ckversicherer 2 von 40 %. Als Schadensverteilung wird die Nullpunkt-Paretoverteilung
mit den Parametern ϑ = 5 und b = 16, 4 angenommen. Die folgenden Tabellen geben fu¨r diese
Zedenten den optimalen Plafond fu¨r die zwei angenommenen Gewinnaufschla¨ge wieder:
Zedent α λ RV-Wahl FX(c∗) c∗
1 0,25 0,5 Ja 1 ∞20
2 0,25 0,65 Ja 1 ∞
3 0,5 0,5 Nein 0 0
4 0,5 0,65 Nein 0 0
Tabelle 6.2: Optimale Plafonds fu¨r Beispiel 6.2.1 mit γ = 0, 4.
Zedent α λ RV-Wahl FX(c∗) c∗
1 0,25 0,5 Ja 1 ∞
2 0,25 0,65 Ja 1 ∞
3 0,5 0,5 Nein 0 0
4 0,5 0,65 Ja 1 ∞
Tabelle 6.3: Optimale Plafonds fu¨r Beispiel 6.2.1 mit γ = 0, 2.
Aus den Tabellen ist ersichtlich, dass Zedent 1 und 2, sowohl fu¨r den Gewinnaufschlag von
20 als auch von 40 % genu¨gend risikoavers sind, um die Ru¨ckversicherung zu wa¨hlen. Da-
gegen lehnt Zedent 321 fu¨r beide Gewinnaufschla¨ge die Ru¨ckversicherung ab. Zedent 4 a¨n-
dert seine Entscheidung aufgrund des Gewinnaufschlages. Bei einem Gewinnaufschlag von 20
Prozent wird dieser die Ru¨ckversicherung wa¨hlen, bei 40 Prozent dagegen lehnt er diese ab.
Wenn die Zedenten sich fu¨r die Ru¨ckversicherung entscheiden, wird ein Plafond von Unend-
lich pra¨feriert, so dass sich alle mo¨glichen Scha¨den unterhalb des Plafonds beﬁnden und der
Ru¨ckversicherer den gesamten Schaden tra¨gt.
Im Folgenden sollen die drei Spezialfa¨lle, die faire Ru¨ckversicherungspra¨mie, das Erwartungs-
wertkriterium und das CVaR-Prinzip, betrachtet werden.
Spezialfa¨lle
• Spezialfall: Faire Ru¨ckversicherungspra¨mie
Fu¨r die Lo¨sung aus Satz 6.2.2 folgt fu¨r γ = 0
FX(c∗) =
{
0, fu¨r α > λ
1, fu¨r α < λ
.
20Es gilt lim
x→1
F−1X (x) =∞, wobei F−1X (x) = b · (1− x)−
1
ϑ − b die Inverse der Nullpunkt-Paretoverteilung ist.
21Dieser ist risikoneutral.
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Demzufolge lehnt ein risikofreudiger Zedent die Ru¨ckversicherung ab, ein risikoaver-
ser Zedent dagegen pra¨feriert die Vollversicherung. Im Gegesatz zum allgemeinen Fall
pra¨feriert bei einer fairen Ru¨ckversicherungspra¨mie jeder risikoaverse Zedent die Vollver-
sicherung. Erga¨nzend ist zu sagen, dass ein risikoneutraler Zedent indiﬀerent zwischen
den zwei Optionen ist.
• Spezialfall: Erwartungswertkriterium
Das Erwartungswertkriterium ist fu¨r λ = α im Pra¨ferenzfunktional Φα,λ enthalten. Fu¨r
λ = α folgt fu¨r die Lo¨sung aus Satz 6.2.2
FX(c∗) =
{
0, fu¨r 1 + γ > 1
1, fu¨r 1 + γ < 1
= 022.
Ein risikoneutraler Zedent lehnt somit fu¨r positive Gewinnaufschla¨ge die Ru¨ckversiche-
rung ab.
• Spezialfall: CVaR-Prinzip
Das CVaR-Prinzip ist fu¨r λ = 1 im Pra¨ferenzfunktional Φα,λ enthalten. Fu¨r λ = 1 folgt
fu¨r die Lo¨sung aus Satz 6.2.2
FX(c∗) =
{
0, fu¨r 1 + γ > 1α
1, fu¨r 1 + γ < 1α
=
{
0, fu¨r α > 11+γ
1, fu¨r α < 11+γ
23.
Da 11+γ zwischen null und eins liegt, teilt die Bedingung α
>
<
1
1+γ die Risikoparameter α
in zwei Gruppen ein. Große Risikoparameter α bilden dabei niedrige Risikoaversion, klei-
ne Risikoparameter α hohe Risikoaversion ab. Fu¨r α→ 1 na¨hert sich das CVaR-Prinzip
dem Erwartungswertkriterium an. In diesem Fall gilt FX(c∗) = 0. Die Ru¨ckversicherung
wird also abgelehnt. Fu¨r niedrige Risikoparameter α hingegen wird mit FX(c∗) = 1 die
Vollversicherung gewa¨hlt. Dabei ist die Grenze zwischen Ablehnung und Akzeptanz der
Ru¨ckversicherung identisch zum Ru¨ckversicherungsmodell (Priorita¨t). Fu¨r den Risiko-
pra¨ferenzraum gelten somit die gleichen Darstellungen wie in Abbildung 5.3.
Im Folgenden wird die A¨quivalenz zwischen dem Priorita¨ts- und Plafondmodell betrachtet:
• Im Priorita¨tsmodell wird das Pra¨ferenzfunktional angewendet auf die Gewinnfunktion
G(d,X) = Pr −B −X − (1 + γ)E(max(0,X − d)) + max(0,X − d)
= Pr −B −X − (1 + γ)E(X −min(d,X)) + X −min(d,X)
= Pr −B − (1 + γ)E(X) + (1 + γ)E(min(d,X)) −min(d,X)
22Gilt fu¨r positive Gewinnaufschla¨ge des Ru¨ckversicherers.
23Bei der Anwendung des CVaR-Prinzips auf das Plafondproblem tritt auch im stetigen Fall die Tendenz zu
Randlo¨sungen auf, die sonst nur generell im diskreten Fall vorliegt. Des Weiteren sei auf das direkte Vorga¨n-
gerresultat, die Publikation von Cai, Tan (2007), verwiesen. Die Bedingung fu¨r die optimale Lo¨sung beim
CVaR-Prinzip von Cai, Tan (2007) ist dabei zu der hier angegeben Lo¨sung identisch. Ausgangspunkt sind
jedoch unterschiedliche Zielfunktionen und Deckungsgrenzen. Cai und Tan verwenden nicht die Gewinnfunk-
tion eines Erstversicherers mit dem Plafond, sondern den total risk exposure mit der Priorita¨t.
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und nach der Priorita¨t d maximiert. Da der Term Pr − B − (1 + γ)E(X) unabha¨ngig
von der zu optimierenden Gro¨ße d ist, bringt die Gewinnfunktion
G˜(d,X) = (1 + γ)E(min(d,X)) −min(d,X)
die gleichen optimalen Lo¨sungen hervor wie die Gewinnfunktion G bzw. wie die Mini-
mierung des Pra¨ferenzfunktionals mit der Gewinnfunktion
G˘(d,X) = −(1 + γ)E(min(d,X)) + min(d,X).
• Im Plafondmodell wird das Pra¨ferenzfunktional von der Gewinnfunktion
G(c,X) = Pr −B −X − (1 + γ)E(min(c,X)) + min(c,X)
maximiert. Da der Term Pr−B−X unabha¨ngig von der zu optimierenden Gro¨ße c ist,
bringt die Gewinnfunktion
G˜(c,X) = −(1 + γ)E(min(c,X)) + min(c,X)
die gleichen optimalen Lo¨sungen bei der Maximierung des Pra¨ferenzfunktionals her-
vor24.
Somit ist die Lo¨sung der Maximierung des Plafondmodells identisch zu der Lo¨sung der Mini-
mierung des Priorita¨tsmodells.
Im na¨chsten kurzen Abschnitt sollen die zu dem Ru¨ckversicherungsmodell (Plafond) zuge-
ho¨rigen Kenngro¨ßen berechnet werden.
6.3 Kenngro¨ßen
Die Kenngro¨ßen Gewinn, erwarteter Gewinn, Verlustwahrscheinlichkeit und erwarteter Ver-
lust werden im Folgenden gegeben. Deren Relevanz fu¨r einen Zedenten wurde bereits in Ka-
pitel 5 thematisiert. Es wird keine spezielle Ru¨ckversicherungspra¨mie angenommen.
Nach Formel (6.1) gilt fu¨r die Gewinnfunktion eines Zedenten mit optimalem Plafond c∗
G(c∗,X) = Pr −B −X −RV P (c∗) +
{
X, fu¨r c∗ ≥ X
c∗, f u¨r c∗ < X
= Pr −B −RV P (c∗)−
{
0, f u¨r c∗ ≥ X
X − c∗, f u¨r c∗ < X .
24Damit liegt ein analoger Sachverhalt wie in der Finanzierungstheorie bei der U¨berfu¨hrung von Maximierungs-
bzw. Minimierungsproblemen von Eigen- und Fremdkapitalanspru¨chen unter beschra¨nkter Haftung im Rah-
men des Modigliani-Miller-Theorems vor. Vgl. diesbzgl. Modigliani, Miller (1958).
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Fu¨r den erwarteten Gewinn bei optimalem Plafond c∗ ergibt sich
E(G(c∗,X)) = Pr −B − E(X)−RV P (c∗) + E(min(c∗,X))
= Pr −B − E(X)−RV P (c∗) +
c∗∫
0
x dFX(x) +
∞∫
c∗
c∗ dFX(x)
= Pr −B −RV P (c∗) +
∞∫
c∗
(c∗ − x) dFX(x)
= Pr −B −RV P (c∗)−
∞∫
c∗
x dFX(x) + c∗(1− FX(c∗)).
Es soll die Annahme Pr − B ≥ RV P (c∗) fu¨r einen Zedenten getroﬀen werden, da sonst
der Zedent die Ru¨ckversicherungspra¨mie nicht abschließen kann. Im Fall c∗ ≥ X ist die
Gewinnfunktion unter dieser Annahme niemals negativ. Im Fall c∗ < X dagegen kann die
Gewinnfunktion negative Werte annehmen. Es gilt fu¨r die Verlustwahrscheinlichkeit
PL∗ = P (G(c∗,X) ≤ 0) = P (Pr −B −X −RV P (c∗) + c∗ ≤ 0)
= P (X ≥ Pr −B −RV P (c∗) + c∗) = 1− P (X ≤ Pr −B −RV P (c∗) + c∗)
= 1− FX(Pr −B −RV P (c∗) + c∗)
bzw. fu¨r den erwarteten Verlust
EL∗ = E(G(c∗,X) | G(c∗,X) ≤ 0) = Pr −B −RV P (c∗) + c∗ − E(X | G(c∗,X) ≤ 0)
= Pr −B −RV P (c∗) + c∗ −
∞∫
Pr−B−RV P (c∗)+c∗
x dFX(x)
P (G(c∗,X) ≤ 0)
= Pr −B −RV P (c∗) + c∗ − 1
PL∗
∞∫
Pr−B−RV P (c∗)+c∗
x dFX(x).
Im folgenden Abschnitt werden diese Kenngroßen mit Hilfe der stochastischen Dominanz
untersucht.
6.4 Folgerungen aus der Stochastischen Dominanz
Als erstes soll das Schadensniveau des Ru¨ckversicherers deﬁniert werden. Dies geschieht in
Analogie zum Priorita¨tsproblem.
Definition 6.4.1
Sei X eine Zufallsvariable und FX die Schadensverteilung bzgl. dieser Zufallsvariable, dann
heißt SNR(c,X) = FX(c) Plafondschadensniveau des Ru¨ckversicherers.
Satz 6.4.1
Z dominiert X stochastisch in erster Ordnung, dann gilt fu¨r das Plafondschadensniveau des
Ru¨ckversicherers SNR(c,X) ≥ SNR(c, Z) fu¨r alle c ≥ 0.
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Beweis:
Z dominiert X stochastisch in erster Ordnung, dann gilt FX(c) ≥ FZ(c) fu¨r alle c ≥ 0. Aus
der Deﬁnition des Plafondschadensniveaus folgt SNR(c,X) ≥ SNR(c, Z) fu¨r alle c ≥ 0.
QED
Wenn X die dominierte Zufallsvariable ist und c ein fester Plafond, dann liegen mehr Scha¨den
der Verteilung von X unterhalb des Plafonds als bei der Verteilung von Z. Das Plafondscha-
densniveau ist somit fu¨r den Ru¨ckversicherer ho¨her. Fu¨r die abgeschwa¨chte Forderung der
stochastischen Dominanz zweiter Ordnung kann dagegen keine Aussage bzgl. des Plafond-
schadensniveaus des Ru¨ckversicherers getroﬀen werden.
Satz 6.4.2
Seien X und Z Zufallsvariablen mit den entsprechenden Schadensverteilungen. Z dominiert X
stochastisch in erster Ordnung. d∗X und d
∗
Z sind die optimalen Priorita¨ten des Optimierungs-
problems max
c
Φα,λG(c,X) bzw. max
c
Φα,λG(c, Z). Dann gilt c∗X(α, λ) ≤ c∗Z(α, λ).
Beweis:
Z dominiert X stochastisch in erster Ordnung, dann gilt F−1X (a) ≤ F−1Z (a) fu¨r alle a ∈
[0, 1]. Setze a := SNR∗c(α, λ)25, dann folgt F
−1
X (SNR
∗
c(α, λ)) ≤ F−1Z (SNR∗c(α, λ)) fu¨r alle
SNR∗c(α, λ) ∈ [0, 1] bzw. c∗X(α, λ) ≤ c∗Z(α, λ).
QED
Die Aussage des vorangegangenen Satzes ist somit, dass ein Zedent bei gleicher Risikoeinstel-
lung bei der Verteilung X einen niedrigeren oder gleichen Plafond wie bei Verteilung Z wa¨hlt.
Wenn der Zedent die Ru¨ckversicherung ablehnt, dann gilt c∗X(α, λ) = c
∗
Z(α, λ), dagegen wird
bei Ru¨ckversicherungswahl als Plafond der gro¨ßtmo¨gliche Schaden der jeweiligen Verteilung
gewa¨hlt. Dabei ist der gro¨ßtmo¨gliche Schaden bei der Verteilung X kleiner oder gleich als bei
der Verteilung Z26.
Die na¨chste Kenngro¨ße, die betrachtet werden soll, ist der erwartete Erstversicherungsscha-
den. Es gilt:
Satz 6.4.3
Seien X und Z Zufallsvariablen mit dem entsprechenden erwarteten Erstversicherungsscha¨den
E(EV S(c,X)) = E(X −min(c,X)) =
∞∫
c
(x− c) dFX(x) bzw.
E(EV S(c, Z)) = E(X −min(c, Z)) =
∞∫
c
(z − d) dFZ(z).
Z dominiert X stochastisch in erster Ordnung, dann gilt
1. E(EV S(c,X)) ≤ E(EV S(c, Z)) fu¨r alle c ≥ 0.
2. E(EV S(c∗X(α, λ),X)) ≥ E(EV S(c∗Z(α, λ),X)) und
E(EV S(c∗X(α, λ), Z)) ≥ E(EV S(c∗Z(α, λ), Z)).
25SNR∗c (α, λ) bezeichne das optimale Schadensniveau bzgl. des Plafonds bei der Risikoeinstellung (α, λ).
26Die stochastische Dominanz zweiter Ordnung fu¨hrt bei vorliegendem Sachverhalt zu keinem Resultat.
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Beweis:
1. Behauptung:
Z dominiert X stochastisch in erster Ordnung. Wegen Satz 5.6.2 Behauptung (2) gilt
∞∫
c
(x− c) dFX(x) ≤
∞∫
c
(z − c) dFZ(z) fu¨r alle c ≥ 0, damit folgt
E(EV S(c,X)) ≤ E(EV S(c, Z)) fu¨r alle c ≥ 0.
2. Behauptung:
Z dominiert X stochastisch in erster Ordnung, dann gilt c∗X(α, λ) ≤ c∗Z(α, λ). Fu¨r die erwar-
teten Erstversicherungsscha¨den gilt
E(EV S(c∗X(α, λ),X)) =
∞∫
c∗X(α,λ)
(x− c∗X(α, λ)) dFX(x) und
E(EV S(c∗Z(α, λ),X)) =
∞∫
c∗Z(α,λ)
(x− c∗Z(α, λ)) dFX(x).
Daraus folgt nach Satz 5.6.2 Behauptung (3) E(EV S(c∗X(α, λ),X)) ≥ E(EV S(c∗Z(α, λ),X)).
Analog folgt aus
E(EV S(c∗X(α, λ), Z)) =
∞∫
c∗X(α,λ)
(z − c∗X(α, λ)) dFZ(z) und
E(EV S(c∗Z(α, λ),X)) =
∞∫
c∗Z(α,λ)
(z − c∗Z(α, λ)) dFZ(z)
durch Anwendung von Satz 5.6.2 Behauptung (3) E(EV S(c∗X(α, λ), Z)) ≥ E(EV S(c∗Z(α, λ), Z)).
QED
Folgerung:
Insgesamt folgt somit fu¨r die erwarteten Erstversicherungsscha¨den
E(EV S(c∗X(α, λ), Z)) ≥ E(EV S(c∗X(α, λ),X)) ≥ E(EV S(c∗Z(α, λ),X))
und
E(EV S(c∗X(α, λ), Z)) ≥ E(EV S(c∗Z(α, λ), Z)) ≥ E(EV S(c∗Z(α, λ),X)).
Der erwartete Erstversicherungsschaden ist somit gro¨ßer, wenn entweder eine Kleinschadens-
verteilung (Verteilung X) erwartet wurde, aber eine Großschadensverteilung (Verteilung Z)
eingetreten ist27, oder es wurde ein zu niedriger Plafond fu¨r die zuku¨nftige Schadensvertei-
lung gewa¨hlt28. Dagegen ist der erwartete Erstversicherungsschaden kleiner, wenn entweder
eine Großschadensverteilung (Verteilung Z) erwartet wurde, aber eine Kleinschadensvertei-
lung (Verteilung X) eingetreten ist29, oder es wurde ein zu großer Plafond fu¨r die zuku¨nftige
Schadensverteilung gewa¨hlt30.
27In diesem Fall gilt E(EV S(c∗X , Z)) ≥ E(EV S(c∗X ,X)).
28In diesem Fall gilt E(EV S(c∗X , Z)) ≥ E(EV S(c∗Z , Z)).
29In diesem Fall gilt E(EV S(c∗Z , Z)) ≥ E(EV S(c∗Z ,X)).
30In diesem Fall gilt E(EV S(c∗X ,X)) ≥ E(EV S(c∗Z ,X)). Dabei wird aber auch ein ho¨heres Entgelt fu¨r die
Ru¨ckversicherung fa¨llig.
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Die na¨chste Kenngro¨ße ist der erwartete Ru¨ckversicherungsschaden. Dieser ist fu¨r die Zu-
fallsvariablen X und Z wie folgt deﬁniert E(RV S(c,X)) := E(min(c,X)) bzw.
E(RV S(c, Z)) := E(min(c, Z)) fu¨r alle c ≥ 0.
Satz 6.4.4
Seien X und Z Zufallsvariablen mit dem dazugeho¨rigen erwarteten Ru¨ckversicherungsschaden.
1. Z dominiert X stochastisch in zweiter Ordnung, dann gilt
E(RV S(c,X)) ≤ E(RV S(c, Z)) fu¨r alle c ≥ 0.
2. Z dominiert X stochastisch in erster Ordnung, dann gilt
E(RV S(c∗X(α, λ),X)) ≤ E(RV S(c∗Z(α, λ), Z)).
Beweis:
1. Behauptung:
Z dominiere X stochastisch in zweiter Ordnung. Wegen Satz 5.6.3 Behauptung (1) gilt
E(min(c,X)) ≤ E(min(c, Z)), damit folgt E(RV S(c,X)) ≤ E(RV S(c, Z)) fu¨r alle c ≥ 0.
2. Behauptung:
Z dominiere X stochastisch in erster Ordnung. Damit gilt c∗X(α, λ) ≤ c∗Z(α, λ). Z dominiert
X stochastisch in erster Ordnung und so auch in zweiter Ordnung. Man wende Satz 5.6.3
Behauptung (2) an. Daraus folgt E(RV S(c∗X (α, λ),X)) ≤ E(RV S(c∗Z(α, λ), Z)).
QED
Bemerkung:
Da die stochastische Dominanz zweiter Ordnung auch bei stochastischer Dominanz erster
Ordnung gilt, gelten die Resultate des vorangegangenen Satzes auch fu¨r die stochastische Do-
minanz erster Ordnung.
Folgerung:
Aus der ersten Behauptung von Satz 6.4.4 ko¨nnen folgende Aussagen fu¨r den optimalen Pla-
fond abgleitet werden: E(RV S(c∗X(α, λ),X)) ≤ E(RV S(c∗X(α, λ), Z)) und
E(RV S(c∗Z(α, λ),X)) ≤ E(RV S(c∗Z(α, λ), Z)).
Fu¨r die Ru¨ckversicherungspra¨mie fu¨r die zwei Zufallsvariablen X und Z gilt
RV PX(c) = (1 + γ)E(RV S(c,X)) bzw. RV PZ(c) = (1 + γ)E(RV S(c, Z)).
Satz 6.4.5
Seien X und Z Zufallsvariablen mit den dazugeho¨rigen Ru¨ckversicherungspra¨mien RV PX(c)
bzw. RV PZ(c).
1. Z dominiert X stochastisch in zweiter Ordnung, dann gilt
RV PX(c) ≤ RV PZ(c) fu¨r alle c ≥ 0.
2. Z dominiert X stochastisch in erster Ordnung, dann gilt
RV PX(c∗X(α, λ)) ≤ RV PZ(c∗Z(α, λ)).
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Beweis:
1. Behauptung:
Z dominiere X stochastisch in zweiter Ordnung. Wegen Satz 6.4.4 Behauptung (1) ist
E(RV S(c,X)) ≤ E(RV S(c, Z)). Da γ ≥ 0 gilt, folgt daraus RV PX(c) ≤ RV PZ(c) fu¨r alle
c ≥ 0.
2. Behauptung:
Z dominiere X stochastisch in erster Ordnung. Damit ist nach Satz 6.4.4 Behauptung (2)
E(RV S(c∗X(α, λ),X)) ≤ E(RV S(c∗Z(α, λ), Z)). Da γ ≥ 0 gilt, folgt daraus
RV PX(c∗X(α, λ)) ≤ RV PZ(c∗Z(α, λ)).
QED
Bemerkung:
Da die stochastische Dominanz zweiter Ordnung auch bei stochastischer Dominanz erster
Ordnung zutriﬀt, gelten die Aussagen des vorangegangenen Satzes auch fu¨r die stochastische
Dominanz erster Ordnung. Des Weiteren folgt aus der ersten Behauptung
RV PX(c∗X(α, λ)) ≤ RV PZ(c∗X(α, λ)) und RV PX(c∗Z(α, λ)) ≤ RV SZ(c∗Z(α, λ)).
Auf die Betrachtung weiterer Kenngro¨ßen soll fu¨r das Plafondoptimierungsproblem verzichtet
werden, da diese ausfu¨hrlich fu¨r das zweidimensionale Ru¨ckversicherungsmodell, welches im
Kapitel 7 vorgestellt wird, betrachtet werden.
6.5 Zusammenfassung und U¨berblick
In diesem Kapitel wurde das Ru¨ckversicherungsmodell mit der Deckungsgrenze Plafond op-
timiert. Anschließend wurden die Ergebnisse unter stochastischer Dominanz untersucht. Die
Optimierung fu¨hrte dabei zu gleichen Resultaten bzgl. der Annahme bzw. der Ablehnung
der Ru¨ckversicherung. Allein die Deckungsho¨he unterscheidet sich zum Priorita¨tsmodell, da
der Zedent bei Ru¨ckversicherungswahl ohne Beachtung einer Priorita¨t eine Vollversicherung
wu¨nscht. Somit wird bei gleicher Risikoeinstellung und gleichem Gewinnaufschlag seitens des
Ru¨ckversicherers in beiden Modellen (Priorita¨ts- und Plafondmodell) entweder fu¨r oder gegen
die Ru¨ckversicherung entschieden. Bei Ru¨ckversicherungswahl mo¨chte dabei der Zedent im
Plafondmodell alle Scha¨den abgesichert wissen. Im Priorita¨tsmodell sinkt dagegen der Selbst-
behalt des Zedenten mit der Zunahme an Risikoaversion ab. Die Frage, die sich an dieser Stelle
ergibt, ist: Welches Ergebnis wird durch die gleichzeitige Optimierung der Deckungsgrenzen
Plafond und Priorita¨t erhalten? Dies ist das zentrale Thema des na¨chsten Kapitels.
Kapitel 7
Das zweidimensionale
Optimierungsmodell
7.1 Allgemeines Modell
In diesem Kapitel sollen die Priorita¨t d und der Plafond c in einem zweidimensionalen Modell
gleichzeitig optimiert werden.
Zuvor betrachte man hierfu¨r die Gewinnfunktion des Erstversicherers. Es gilt
G(c, d,X) = Pr −B −X −RV P (c, d) + RV S(c, d,X).
An dieser Stelle soll der Ru¨ckversicherungsschaden genauer betrachtet werden. Ist der Scha-
den X unterhalb der Priorita¨t d, so ist der Ru¨ckversicherungsschaden gleich null. In diesem
Fall tra¨gt der Erstversicherer den entstandenen Schaden. Liegt der Schaden hingegen zwischen
Priorita¨t d und Plafond c, so haftet der Erstversicherer mit der Priorita¨t d und der Ru¨ck-
versicherer tra¨gt den u¨bersteigenden Betrag X-d. Fu¨r den Fall, dass der Schaden sogar den
Plafond c u¨berschreitet, zahlt der Ru¨ckversicherer den Schadensbetrag zwischen dem Selbst-
behalt und dem Plafond. Der Erstversicherer bleibt auf der Priorita¨t und dem Schaden, der
den Plafond u¨bersteigt, sitzen.
Beru¨cksichtigt man diese Zusammenha¨nge, so kann fu¨r den Ru¨ckversicherungsschaden
RV S(c, d,X) =
⎧⎪⎨⎪⎩
0, fu¨r X ≤ d
X − d, fu¨r d < X ≤ c
c− d, fu¨r X > c
= max(0,min(X − d, c − d))
konstatiert werden. Analog gilt fu¨r den Schaden des Erstversicherers EVS
EV S(c, d,X) =
⎧⎪⎨⎪⎩
X, fu¨r X ≤ d
d, fu¨r d < X ≤ c
X − (c− d), fu¨r X > c
= min(X,max(d,X − (c− d))).
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Fu¨r die Gewinnfunktion des Erstversicherers kann damit
G(c, d,X) = Pr −B −X −RV P (c, d)+
⎧⎪⎨⎪⎩
0, fu¨r X ≤ d
X − d, fu¨r d < X ≤ c
c− d, fu¨r X > c
festgehalten werden.
Der folgende Satz gibt die implizite Lo¨sung des zweidimensionalen Modells bei Verwendung
des α-λ-Pra¨ferenzfunktionals an.
Satz 7.1.1
Es sei Φα,λ(G(c, d,X)) das Pra¨ferenzfunktional eines hybriden Entscheiders mit Gewinnfunk-
tion G(c, d,X) = Pr −B −X −RV P (c, d) + RV S(c, d,X), dann besitzt das Maximierungs-
problem
max
c,d
Φα,λ(G(c, d,X))
folgende implizite Lo¨sung
(FX(c∗), FX (d∗)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
1− αλRV Pc(c∗, d∗), 1 + αλRV Pd(c∗, d∗)
)
,
wenn λ ≥ RV Pc(c∗, d∗) und λ ≥ −RV Pd(c∗, d∗)
und die Hesse−Matrix( −λαfX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) λαfX(d∗)−RV Pdd(c∗, d∗)
)
negativ definit ist
(
1− αλRV Pc(c∗, d∗), 1−α1−λ (1 + RV Pd(c∗, d∗))
)
,
wenn λ ≥ RV Pc(c∗, d∗) und λ < −RV Pd(c∗, d∗)
und die Hesse−Matrix( −λαfX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) 1−λ1−αfX(d∗)−RV Pdd(c∗, d∗)
)
negativ definit ist
(
1−α
1−λ [1−RV Pc(c∗, d∗)] , 1−α1−λ [1 + RV Pd(c∗, d∗)]
)
,
wenn λ < RV Pc(c∗, d∗) und λ < −RV Pd(c∗, d∗)
und die Hesse−Matrix( − 1−λ1−αfX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) 1−λ1−αfX(d∗)−RV Pdd(c∗, d∗)
)
negativ definit ist
.
Der Beweis zu Satz 7.1.1 kann im Anhang C.3 S. 200 ﬀ. nachvollzogen werden. Als Spezialfall
wird ausschließlich das Erwartungswertkriterium aus der allgemeinen Lo¨sung abgeleitet.
KAPITEL 7. DAS ZWEIDIMENSIONALE OPTIMIERUNGSMODELL 128
Folgerung:
Das Erwartungswertkriterium kann fu¨r λ = α aus dem Pra¨ferenzfunktional erhalten werden.
Dabei fa¨llt die implizite Lo¨sung auf einen Fall zusammen und es gilt
(FX(c∗), FX (d∗)) = (1−RV Pc(c∗, d∗), 1 + RV Pd(c∗, d∗)) .
Diese Lo¨sung ist ein Maximum, wenn die Hesse-Matrix( −fX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) fX(d∗)−RV Pdd(c∗, d∗)
)
negativ deﬁnit ist. Die Kenngro¨ßen fu¨r das allgemeine Modell werden im na¨chsten Abschnitt
angegeben.
7.2 Kenngro¨ßen
Im folgenden Abschnitt werden die Kenngro¨ßen, wie der erwartete Gewinn, die Verlustwahr-
scheinlichkeit und der erwartete Verlust fu¨r das allgemeine zweidimensionale Modell gegeben1.
Fu¨r den erwarteten Gewinn bei optimalen Deckungsgrenzen2 gilt
E(G(c∗, d∗,X)) = Pr −B − E(X) −RV P (c∗, d∗) +
c∗∫
d∗
xfX(x) dx
+ c∗(1− FX(c∗))− d∗(1− FX(d∗))
= Pr −B −RV P (c∗)−
d∗∫
0
xfX(x) dx−
∞∫
c∗
xfX(x) dx
+ c∗(1− FX(c∗))− d∗(1− FX(d∗)).
Zur Berechnung der Verlustwahrscheinlichkeit betrachte man zuna¨chst eine Ungleichung
G(d∗, c∗,X) ≤ 0. Es gilt fu¨r die Gewinnfunktion
G(c∗, d∗,X) = Pr −B −X −RV P (c∗, d∗) +
⎧⎨⎩
0, fu¨r X ≤ d∗
X − d∗, fu¨r d∗ < X ≤ c∗
c∗ − d∗, fu¨r X > c∗
.
Fu¨r einen Erstversicherer muss folgende Ungleichung gelten
Pr −B −RV P (c∗, d∗)− d∗ ≥ 03
Man sieht, dass die Gewinnfunktion nur im Fall X > c∗ negativ werden ko¨nnte. In diesem
Fall gilt fu¨r die Gewinnfunktion
Pr −B −X −RV P (c∗, d∗) + c∗ − d∗ ≤ 0
1Die Relevanz dieser Gro¨ßen fu¨r einen Zedenten wurde bereits im Kapitel 5 thematisiert.
2Vgl. dazu den Beweis von Satz 7.1.1.
3Vgl. Annahmen fu¨r die Gewinnfunktion aus dem Kapitel der Priorita¨t. Ein Zedent sollte aus den Pra¨mi-
eneinnahmen immer die Betriebskosten, die Ru¨ckversicherungspra¨mie und den Selbstbehalt des Ru¨ckversi-
cherungsvertrages bezahlen ko¨nnen.
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und dies ist a¨quivalent zu
Pr −B −RV P (c∗, d∗) + c∗ − d∗ ≤ X.
Somit ist die Verlustwahrscheinlichkeit PL∗ fu¨r den optimalen Plafond c∗ und die optimale
Priorita¨t d∗
PL∗ = P (G(c∗, d∗,X) ≤ 0) = P (X ≥ Pr −B −RV P (c∗, d∗) + c∗ − d∗)
= 1− P (X ≤ Pr −B −RV P (c∗, d∗) + c∗ − d∗)
= 1− FX(Pr −B −RV P (c∗, d∗) + c∗ − d∗) (7.1)
und der erwartete Verlust
EL∗ = E(G(c∗, d∗,X) | G(c∗, d∗,X) ≤ 0)
= Pr −B −RV P (c∗, d∗) + c∗ − d∗ − E(X | G(c∗, d∗,X) ≤ 0)
= Pr −B −RV P (c∗, d∗) + c∗ − d∗ −
∞∫
Pr−B−RV P (c∗,d∗)+c∗−d∗
xfX(x) dx
P (X ≥ Pr −B −RV P (c∗, d∗) + c∗ − d∗)
= Pr −B −RV P (c∗, d∗) + c∗ − d∗ − 1
PL∗
∞∫
Pr−B−RV P (c∗,d∗)+c∗−d∗
xfX(x) dx.
Im Folgenden wird die Lo¨sung des zweidimensionalen Ru¨ckversicherungsproblems fu¨r die spe-
zielle Ru¨ckversicherungspra¨mie gegeben.
7.3 Ru¨ckversicherungsmodell mit spezieller Ru¨ckversicherungs-
pra¨mie
In diesem Abschnitt wird in Analogie zu den vorangegangenen Kapiteln eine spezielle Ru¨ck-
versicherungspra¨mie angenommen. Dabei wird die Ru¨ckversicherungspra¨mie aus Deﬁnition
4.1.2 verwendet. Es gilt RV P (c, d) = (1 + γ)E(RV S(c, d,X)) mit γ ≥ 0. Das folgende Lem-
ma gibt eine explizite Darstellung sowie die ersten und zweiten partiellen Ableitungen fu¨r die
spezielle Ru¨ckversicherungspra¨mie an.
Lemma 7.3.1
Es sei die Ru¨ckversicherungspra¨mie deﬁniert wie in Deﬁnition 4.1.2, dann gilt fu¨r diese
RV P (c, d) = (1 + γ)
⎡⎣ c∫
d
x dFX(x)− d(1− FX(d)) + c(1 − FX(c))
⎤⎦
und fu¨r deren partielle Ableitungen
RV Pc(c, d) = (1 + γ)[1 − FX(c)]
RV Pcc(c, d) = −(1 + γ)fX(c)
RV Pd(c, d) = (1 + γ)[−1 + FX(d)]
RV Pdd(c, d) = (1 + γ)fX(d)
RV Pcd(c, d) = RV Pdc(c, d) = 0.
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Die Ergebnisse des Lemmas4 werden fu¨r den Beweis des na¨chsten Satzes beno¨tigt. Dieser gibt
die Lo¨sung des Ru¨ckversicherungsproblems fu¨r die spezielle Ru¨ckversicherungspra¨mie an.
Satz 7.3.1
Es sei Φα,λ(G(c, d,X)) das Pra¨ferenzfunktional eines hybriden Entscheiders mit Gewinn-
funktion G(c, d,X) = Pr − B − X − RV P (c, d) + RV S(c, d,X) und RV P (c, d) = (1 +
γ)E(RV S(c, d,X)), dann besitzt das Maximierungsproblem
max
c,d
Φα,λ(G(c, d,X))
folgende implizite Lo¨sung
(FX(c∗), FX(d∗)) =
{
(1, 1), fu¨r 1 + γ > λα(
1, γ(1−α)(1−α)(1+γ)−(1−λ)
)
, fu¨r 1 + γ < λα
5.
Der zweidimensionale Fall bringt damit a¨hnliche Resultate wie die zwei eindimensionalen Mo-
delle hervor. Es gilt somit, dass die Ru¨ckversicherung fu¨r 1 + γ < λα (hohe Risikoaversion)
gewa¨hlt wird mit einem Plafond in der Ho¨he des gro¨ßtmo¨glichen Schadens und einer Priorita¨t,
die mit Zunahme der Risikoaversion absinkt. Im Fall 1 + γ > λα dagegen wird die Ru¨ckversi-
cherung nicht gewa¨hlt, da der Erstversicherer einen Plafond gleich der Priorita¨t pra¨feriert.
7.4 Folgerungen aus der Stochastischen Dominanz
Im Folgenden sollen die Kenngro¨ßen fu¨r das zweidimensionale Modell unter stochastischer
Dominanz untersucht werden.
Satz 7.4.1
Z dominiert X stochastisch in erster Ordnung, dann gilt fu¨r das Schadensniveau des Zedenten
SN(d,X) ≥ SN(d,Z) fu¨r alle d ≥ 0 und fu¨r das Plafondschadensniveau des Ru¨ckversicherers
SNR(c,X) ≥ SNR(c, Z) fu¨r alle c ≥ 0 und c ≥ d.
Beweis:
Z dominiert X stochastisch in erster Ordnung, dann gilt FX(d) ≥ FZ(d) fu¨r alle d ≥ 0. Aus
der Deﬁnition des Schadensniveaus des Zedenten folgt SN(d,X) ≥ SN(d,Z) fu¨r alle d ≥ 0.
Analog gilt FX(c) ≥ FZ(c) fu¨r alle c ≥ 0. Aus der Deﬁnition des Plafondschadensniveaus des
Ru¨ckversicherers folgt SNR(c,X) ≥ SNR(c, Z) fu¨r alle c ≥ 0 und c ≥ d.
4Der Beweis des Lemmas kann im Anhang C.3 S. 207 f. nachvollzogen werden.
5Der Beweis von Satz 7.3.1 beﬁndet sich im Anhang C.3 S. 208 ﬀ., wobei die Resultate aus Lemma 7.3.1 Ver-
wendung ﬁnden. Ein Modell, welches ebenso Priorita¨t und Plafond betrachtet, ist das Modell von Cummins,
Mahul (2004). Im Gegensatz zu dem Modell dieser Arbeit verwenden Cummins und Mahul das Erwartungs-
nutzenkriterium. Aufgrund einer anderen Zielstellung des Modells von Cummins und Mahul (Optimierung
der Zielfunktion bzgl. Versicherungsschaden und -pra¨mie) sind die Ergebnisse mit dem Modell dieser Arbeit
nicht vergleichbar. Ein weiteres Modell mit Plafond und Priorita¨t im Erwartungsnutzenkontext ist das Modell
von Zhou, Wu, Wu (2010), welche eine Haftungsobergrenze vorgeben. Das Modell ist dabei aus der Sicht des
Versicherungsgebers und nicht wie in dieser Arbeit aus der Sicht des Versicherungsnehmers. Ebenso wird eine
andere Zielfunktion optimiert. Das Fazit von Zhou, Wu und Wu ist jedoch von Interesse, da es besagt, dass
eine Haftungsbeschra¨nkung den Erwartungsnutzen fu¨r einen Versicherungsgeber erho¨ht.
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QED
Das Schadensniveau ist somit beim Zedenten als auch beim Zessiona¨r bei der dominierenden
Schadensverteilung gro¨ßer.
Satz 7.4.2
Seien X und Z Zufallsvariablen mit den entsprechenden Schadensverteilungen. Z dominiert X
stochastisch in erster Ordnung. d∗X(α, λ), c
∗
X (α, λ) und d
∗
Z(α, λ), c
∗
Z (α, λ) sind die optimalen
Deckungsgrenzen des Optimierungsproblems max
c,d
Φα,λG(c, d,X) bzw. max
c,d
Φα,λG(c, d, Z).
Dann gilt d∗X(α, λ) ≤ d∗Z(α, λ) und c∗X(α, λ) ≤ c∗Z(α, λ).
Beweis:
Die Behauptung folgt aus den Beweisen von Satz 5.6.5 und Satz 6.4.2.
QED
Die na¨chste zu betrachtende Gro¨ße ist der erwartete Erstversicherungsschaden in Abha¨ngig-
keit von der Priorita¨t und dem Plafond. Es gilt
E(EV S(c, d,X)) =
d∫
0
x dFX(x) +
c∫
d
d dFX(x) +
∞∫
c
[x− (c− d)] dFX(x)
=
d∫
0
x dFX(x) +
∞∫
d
d dFX(x) +
∞∫
c
x dFX(x)−
∞∫
c
c dFX (x)
= E(EV S(d,X)) + E(EV S(c,X))6.
Somit ist der erwartete Erstversicherungsschaden in Abha¨ngigkeit von der Priorita¨t und dem
Plafond eine Addition der erwarteten Erstversicherungsscha¨den der zwei eindimensionalen
Optimierungsmodelle. Die Ergebnisse aus den vorangegangenen Abschnitten ko¨nnen somit
genutzt werden, um Aussagen u¨ber die stochastische Dominanz des erwarteten Erstversiche-
rungsschadens in diesem Modell zu treﬀen.
Satz 7.4.3
Seien X und Z Zufallsvariablen mit dem entsprechenden erwarteten Erstversicherungsschaden.
Dann gilt bei stochastischer Dominanz erster Ordnung
E(EV S(c, d,X)) ≤ E(EV S(c, d, Z))
fu¨r alle c, d ≥ 0 und c ≥ d.
Beweis:
Nach den Sa¨tzen 5.6.6 und 6.4.3 gilt bei stochastischer Dominanz erster Ordnung
E(EV S(d,X)) ≤ E(EV S(d,Z)) bzw. E(EV S(c,X)) ≤ E(EV S(c, Z)) fu¨r alle c, d ≥ 0.
Daraus folgt E(EV S(c, d,X)) ≤ E(EV S(c, d, Z)) fu¨r alle c, d ≥ 0 und c ≥ d.
QED
6Vgl. dazu den erwarteten Erstversicherungsschaden in den Kapiteln 5 und 6.
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Fazit ist somit, wie auch in den zwei eindimensionalen Optimierungsmodellen, dass der er-
wartete Erstversicherungsschaden bei der dominierenden Schadensverteilung gro¨ßer ist. Dies
ist versta¨ndlich, da bei einer dominierenden Verteilung gro¨ßere Scha¨den zu erwarten sind.
Die na¨chste Kenngro¨ße ist das Gegenstu¨ck zum erwarteten Erstversicherungsschaden, der
erwartete Ru¨ckversicherungsschaden. Es gilt fu¨r diesen
E(RV S(c, d,X)) =
d∫
0
0 dFX(x) +
c∫
d
[x− d] dFX(x) +
∞∫
c
[c− d] dFX(x)
=
c∫
d
x dFX(x)−
c∫
d
d dFX(x) +
∞∫
c
c dFX(x)−
∞∫
c
d dFX (x)
+
∞∫
c
x dFX(x)−
∞∫
c
x dFX(x)
=
∞∫
d
x dFX(x)−
∞∫
d
d dFX(x) +
∞∫
c
c dFX(x)−
∞∫
c
x dFX(x)
=
∞∫
d
[x− d] dFX(x)−
∞∫
c
[x− c] dFX(x)
= E(RV S(d,X)) −E(EV S(c,X))7.
Der erwartete Ru¨ckversicherungsschaden in Abha¨ngigkeit von der Priorita¨t und dem Plafond
ist somit die Subtraktion aus dem erwarteten Ru¨ckversicherungsschaden des Priorita¨tspro-
blems und dem erwarteten Erstversicherungschaden des Plafondproblems. Es gilt der folgende
Satz.
Satz 7.4.4
Seien X und Z Zufallsvariablen mit dem entsprechenden erwarteten Ru¨ckversicherungsscha-
den. Z dominiert X stochastisch in erster Ordnung, dann gilt
E(RV S(c, d,X)) ≤ E(RV S(c, d, Z))
fu¨r alle c, d ≥ 0 und c ≥ d8.
Somit gilt auch fu¨r den Zessiona¨r, dass dessen erwarteter Schaden bei der dominierenden
Schadensverteilung gro¨ßer ist. Zusa¨tzlich kann man leicht aus dem erwarteten Ru¨ckversiche-
rungsschaden die Resultate fu¨r die spezielle Ru¨ckversicherungspra¨mie ableiten. Es gilt:
7Vgl. dazu den erwarteten Ru¨ckversicherungsschaden aus Kapitel 5 und den erwarteten Erstversicherungsscha-
den aus Kapitel 6.
8Der Beweis von Satz 7.4.4 beﬁndet sich im Anhang D.2 S. 252 f.
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Satz 7.4.5
Seien X und Z Zufallsvariablen mit den entsprechenden Ru¨ckversicherungspra¨mien RV PX(c, d)
bzw. RV PZ(c, d). Z dominiert X stochastisch in erster Ordnung, dann gilt
RV PX(c, d)) ≤ RV PZ(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d9.
Beweis:
Z dominiert X stochastisch in erster Ordnung, dann folgt aus Satz 7.4.4
E(RV S(c, d,X)) ≤ E(RV S(c, d, Z))
fu¨r alle c, d ≥ 0. Da 1 + γ ≥ 0 gilt, folgt
RV PX(c, d)) ≤ RV PZ(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
QED
Die Ru¨ckversicherungspra¨mie wird somit bei einer Schadensverteilung mit tendenziell gro¨-
ßeren Scha¨den (dominierende Verteilung) ho¨her ausfallen, da der Zessiona¨r einen ho¨heren
Ru¨ckversicherungsschaden erwartet. Die Ergebnisse sind damit identisch zu den Resultaten
in den eindimensionalen Modellen.
Man betrachte den erwarteten Gewinn. Es gilt bzgl. der Verteilung X fu¨r diesen
E(G(c, d,X)) = Pr −B − E(X)−RV PX(c, d) + E(RV S(c, d,X))
= Pr −B − E(X)− γE(RV S(c, d,X))
und fu¨r die Verteilung Z
E(G(c, d, Z)) = Pr −B − E(Z)− γE(RV S(c, d, Z)).
Die Resultate unter stochastischer Dominanz gibt der folgende Satz wieder:
Satz 7.4.6
Seien X und Z Zufallsvariablen mit den entsprechenden erwarteten Gewinnen. Z dominiert X
stochastisch in erster Ordnung, dann gilt E(G(c, d,X)) ≥ E(G(c, d, Z)) fu¨r alle c, d ≥ 0 und
c ≥ d10.
Beweis:
Wenn Z stochastisch X in erster Ordnung dominiert, dann ist nach Satz 5.6.3 Behauptung
(3) −E(X) ≥ −E(Z) und nach Satz 7.4.4 gilt E(RV S(c, d,X)) ≤ E(RV S(c, d, Z)) und
somit −γE(RV S(c, d,X)) ≥ −γE(RV S(c, d, Z)) fu¨r γ ≥ 0. Da die Gesamtpra¨mie und die
Betriebskosten fu¨r beide Gewinnfunktionen identisch sind, folgt insgesamt
E(G(c, d,X)) ≥ E(G(c, d, Z))
fu¨r alle c, d ≥ 0 und c ≥ d.
9Im Folgenden werden die Ru¨ckversicherungspra¨mien mit der entsprechenden Schadensverteilung indiziert, um
diese eindeutig der Schadensverteilung X bzw. Z zuordnen zu ko¨nnen.
10Der erwartete Gewinn ist somit bei der dominierten Schadensverteilung (Verteilung mit den kleineren Scha¨-
den) gro¨ßer bei gleichen Pra¨mieneinnahmen aus dem Erstversicherungsgescha¨ft und gleichen Betriebskosten.
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QED
Nach dem erwarteten Gewinn stellt sich die Frage, welche Verlustwahrscheinlichkeit der Ze-
dent besitzt und welche Aussagen fu¨r diese unter stochastischer Dominanz erster Ordnung
getroﬀen werden ko¨nnen. Fu¨r die Verlustwahrscheinlichkeit gilt nach Formel (7.1)
PL(c, d,X) = 1− FX(Pr −B −RV PX(c, d) + c− d).
Satz 7.4.7
Seien X und Z Zufallsvariablen mit den entsprechenden Verlustwahrscheinlichkeiten. Z domi-
niert X stochastisch in erster Ordnung, dann gilt PL(c, d,X) ≤ PL(c, d, Z) fu¨r alle c, d ≥ 0
und c ≥ d11.
Beweis:
Fu¨r die Verlustwahrscheinlichkeit gilt PL(c, d,X) = 1 − FX(Pr − B − RV PX(c, d) + c− d).
Da wegen Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d) zutriﬀt, ist
b1 := Pr −B −RV PX(c, d) + c− d ≥ Pr −B −RV PZ(c, d) + c− d =: b2
Z dominiert X stochastisch in erster Ordnung. Dann gilt FX(b1) ≥ FZ(b1) fu¨r alle b1 ∈ R
und da FZ eine Verteilungsfunktion und b1 ≥ b2 ist, folgt FZ(b1) ≥ FZ(b2). Damit ergibt sich
FX(b1) ≥ FZ(b2) fu¨r alle b1, b2 ∈ R und b1 ≥ b2. Durch Umformung folgt 1−Fx(b1) ≤ 1−Fz(b2)
und somit PL(c, d,X) ≤ PL(c, d, Z) fu¨r alle c, d ≥ 0 und c ≥ d.
QED
Im Folgenden soll gepru¨ft werden, in welcher stochastischen Dominanzbeziehung die Gewinn-
funktionen fu¨r zwei Schadensverteilungen unter stochastischer Dominanz erster Ordnung ste-
hen. Fu¨r die Gewinnfunktion gilt bzgl. der Schadensverteilung X
G(c, d,X) = Pr −B −X −RV PX(c, d) +
⎧⎨⎩
0, fu¨r X ≤ d
X − d, fu¨r d < X ≤ c
c− d, fu¨r X > c
12.
Satz 7.4.8
Seien X und Z Zufallsvariablen mit den entsprechenden Gewinnfunktionen. Wenn Z stochas-
tisch in erster Ordnung X dominiert, dann gilt FG(c,d,X)(a) ≤ FG(c,d,Z)(a) fu¨r alle a ∈ R und
G(c, d, Z) FSD G(c, d,X) fu¨r alle c, d ≥ 0 und c ≥ d13.
Zentrale Aussage des Satzes ist dabei, dass die Verteilung des Gewinns bei der dominieren-
den Schadensverteilung kleiner als bei der dominierten Schadensverteilung ist. In diesem Fall
dominiert der Gewinn von X den Gewinn von Z. Dass heißt, bei einer Schadensverteilung mit
tendenziell kleineren Scha¨den wird der Gewinn des Zedenten gro¨ßer sein.
Die letzte Robustheitsuntersuchung fu¨r das zweidimensionale Modell wird fu¨r das α-λ-Pra¨fe-
renzfunktional durchgefu¨hrt. Es gilt:
11Die Verlustwahrscheinlichkeit ist somit bei der dominierenden Verteilung gro¨ßer. Bei dieser ko¨nnen gro¨ßere
Scha¨den auftreten, die zu Verlusten fu¨hren ko¨nnen.
12Die Gewinnfunktion bzgl. der Schadensverteilung Z gestaltet sich analog.
13Der Beweis beﬁndet sich im Anhang D.2 S. 253 f.
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Satz 7.4.9
Seien X und Z Zufallsvariablen und Z dominiert X stochastisch in erster Ordnung, dann gilt
fu¨r das α-λ-Pra¨ferenzfunktional
Φα,λ(G(c, d,X)) ≥ Φα,λ(G(c, d, Z))
fu¨r alle c, d ≥ 0 und c ≥ d14.
Folgerung:
Unmittelbar folgt aus dem vorangegangen Satz
Φα,λ(G(c∗X , d
∗
X ,X)) ≥ Φα,λ(G(c∗X , d∗X , Z))
und
Φα,λ(G(c∗Z , d
∗
Z ,X)) ≥ Φα,λ(G(c∗Z , d∗Z , Z)).
In diesem Abschnitt wurden umfangreiche Robustheitsuntersuchungen durchgefu¨hrt. Leider
konnten meist nur unter der starken Annahme der stochastischen Dominanz erster Ordnung
Aussagen getroﬀen werden. Diese Forderung teilt dabei zwei Verteilungen klar in eine Groß-
und in eine Kleinschadensverteilung auf. Die erhaltenen Ergebnisse sind dabei deckungsgleich
mit denen, die man intuitiv erwarten wu¨rde. So zum Beispiel, dass bei einer erwarteten Klein-
schadensverteilung die Ru¨ckversicherungspra¨mie und die Verlustwahrscheinlichkeit natu¨rlich
kleiner bzw. der erwartete Erstversicherungsschaden und der erwartete Gewinn gro¨ßer sind
als bei einer erwarteten Großschadensverteilung.
Bisher wurden die Ru¨ckversicherungsmodelle im Rahmen von Entscheidungen unter Risi-
ko betrachtet. Der Vollsta¨ndigkeit wegen wird im folgenden Abschnitt das zweidimensionale
Ru¨ckversicherungsmodell zusa¨tzlich in der Situation “Entscheidung unter Ungewissheit” be-
trachtet.
7.5 Entscheidung unter Ungewissheit
Bei der Entscheidung unter Ungewissheit gehe man davon aus, dass n verschiedene Szenarien,
also n verschiedene Schadensverteilungen X1, . . . ,Xn eintreten ko¨nnen. Welche Schadens-
verteilung eintritt ist zuvor nicht bekannt. Es gibt verschiedene Regeln wie ein Entscheider
handeln ko¨nnte. Einige sollen na¨her betrachtet werden.
7.5.1 Maximax-Regel
Die Maximax-Regel ist eine optimistische Entscheidungsregel. Ausschlaggebend ist bei dieser
das Szenario, welches zur gu¨nstigsten Alternative fu¨hrt. Es gilt fu¨r das Ru¨ckversicherungsmo-
dell
ΦMMα,λ (G(c, d,X1), . . . , G(c, d,Xn)) := max
xj∈X
Φα,λ(G(c, d,Xj )).
Diese Zielfunktion wird wiederum maximiert, somit gilt fu¨r
(c∗MM (α, λ), d
∗
MM (α, λ)) = argmax
c,d
ΦMMα,λ (G(c, d,X1), . . . , G(c, d,Xn))
15.
14Der Beweis beﬁndet sich im Anhang D.2 S. 254 ﬀ.
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Man nehme an, dass die Schadensverteilung von X1 von allen anderen in erster Ordnung
dominiert wird (formal: X1 ≺FSD Xj fu¨r alle j = 2, . . . , n). In diesem Fall ist das Pra¨fe-
renzfunktional bei Schadensverteilung X1 gro¨ßer gleich allen anderen Pra¨ferenzfunktionalen
der u¨brigen n-1 Schadensverteilungen16. Somit gilt fu¨r das Pra¨ferenzfunktional unter der
Maximax-Regel
ΦMMα,λ (G(c, d,X1), . . . , G(c, d,Xn)) = Φα,λ(G(c, d,X1)).
Es folgt fu¨r die optimalen Deckungsgrenzen
(c∗MM (α, λ), d
∗
MM (α, λ)) = (c
∗
X1(α, λ), d
∗
X1(α, λ)).
Es gilt dabei c∗X1(α, λ) ≤ c∗Xj (α, λ) und d∗X1(α, λ) ≤ d∗Xj (α, λ) fu¨r alle j = 2, . . . , n.
Diese Entscheidungsregel empﬁehlt also die kleinste Schadensverteilung anzunehmen und
die Deckungsgrenzen anhand dieser Schadensverteilung zu maximieren. Da es sich um eine
Kleinschadensverteilung handelt, werden die optimalen Deckungsgrenzen auch entsprechend
niedriger gewa¨hlt als bei Großschadensverteilungen. Folglich fu¨hrt diese Entscheidungsregel
in den meisten Situationen zu einer U¨berversicherung bzgl. des Ru¨ckversicherungsvertrages.
Die Maximin-Regel verwendet dagegen die kontra¨re Herangehensweise.
7.5.2 Maximin-Regel
Die Maximin-Regel ist eine pessimistische Handlungsregel. Entscheidend ist das Szenario,
welches zur schlechtesten Alternative fu¨hrt. Es gilt fu¨r das Ru¨ckversicherungsmodell
ΦMMα,λ (G(c, d,X1), . . . , G(c, d,Xn)) := min
xj∈X
Φα,λ(G(c, d,Xj )).
Diese Zielfunktion wird wiederum maximiert, somit gilt fu¨r
(c∗Mm(α, λ), d
∗
Mm(α, λ)) = argmax
c,d
ΦMmα,λ (G(c, d,X1), . . . , G(c, d,Xn)).
Man nehme an, dass die Schadensverteilung von Xn alle anderen dominiert in erster Ordnung
(formal: Xj ≺FSD Xn fu¨r alle j = 1, . . . , n−1). In diesem Fall ist das Pra¨ferenzfunktional bei
der Schadensverteilung Xn kleiner gleich allen anderen n-1 Pra¨ferenzfunktionalen der u¨brigen
Schadensverteilungen. Somit gilt fu¨r das Pra¨ferenzfunktional unter der Maximin-Regel
ΦMmα,λ (G(c, d,X1), . . . , G(c, d,Xn)) = Φα,λ(G(c, d,Xn)).
Fu¨r die optimalen Deckungsgrenzen folgt damit
(c∗Mm(α, λ), d
∗
Mm(α, λ)) = (c
∗
Xn(α, λ), d
∗
Xn (α, λ)).
15Dies gilt unabha¨ngig davon, ob die Ru¨ckversicherung gewa¨hlt wird oder nicht. Die Ru¨ckversicherungsent-
scheidung wird ausschließlich auf Grundlage der Risikoparameter α und λ sowie dem Gewinnaufschlag des
Ru¨ckversicherers getroﬀen. Somit wird entweder in allen Szenarien die Ru¨ckversicherung gewa¨hlt oder in
allen abgelehnt.
16Dies folgt aus Satz 7.4.9
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Es ist zu bemerken, dass dabei c∗Xj (α, λ) ≤ c∗Xn(α, λ) und d∗Xj (α, λ) ≤ d∗Xn(α, λ) fu¨r alle
j = 1, . . . , n− 1 gilt.
Diese Entscheidungsregel empﬁehlt also die Schadensverteilung mit den gro¨ßten Scha¨den an-
zunehmen und seine Deckungsgrenzen anhand dieser Schadensverteilung zu maximieren. Da
es sich um eine Großschadensverteilung handelt, werden die optimalen Deckungsgrenzen auch
entsprechend ho¨her gewa¨hlt als bei Kleinschadensverteilungen. Es ﬁndet eine Unterversiche-
rung bzgl. der Ru¨ckversicherung statt. Ein Kompromiss aus den beiden Entscheidungsregeln
ist die Hurwicz-Regel.
7.5.3 Hurwicz-Regel
Die Hurwicz-Regel mischt die vorangegangenen Entscheidungsregeln mit Hilfe eines Optimis-
musparameters. Grundlage bildet bei dieser Entscheidungsregel das beste und das schlechteste
Szenario. Es gilt
ΦHα,λ,π(G(c, d,X1), . . . , G(c, d,Xn)) : = πΦ
MM
α,λ G(c, d,X1), . . . , G(c, d,Xn))
+ (1− π)ΦMmα,λ G(c, d,X1), . . . , G(c, d,Xn)),
wobei π ∈ [0, 1] der Optimismusparameter ist und von jedem Entscheider individuell gewa¨hlt
werden muss. Diese Zielfunktion wird wiederum maximiert, somit gilt fu¨r die Deckungsgrenzen
(c∗H(α, λ, π), d
∗
H (α, λ, π)) = argmax
c,d
ΦHα,λ,π(G(c, d,X1), . . . , G(c, d,Xn)).
Es werde angenommen, dass die Schadensverteilung von X1 von allen anderen dominiert
wird in erster Ordnung und das Xn alle anderen dominiert in erster Ordnung (in Zeichen:
X1 ≺FSD Xj ≺FSD Xn fu¨r alle j = 2, . . . , n − 1). Somit gilt fu¨r das Pra¨ferenzfunktional der
Hurwicz-Regel
ΦHα,λ,π(G(c, d,X1), . . . , G(c, d,Xn)) = πΦα,λ(G(c, d,X1)) + (1− π)Φα,λ(G(c, d,Xn))
Fu¨r die optimalen Deckungsgrenzen gilt in diesem Fall
c∗H(α, λ, π) ∈ [c∗X1(α, λ), c∗Xn (α, λ)]
und
d∗H(α, λ, π) ∈ [d∗X1(α, λ), d∗Xn (α, λ)].
Je nachdem, welche Entscheidungsregel durch den Optimismusparameter sta¨rker gewichtet
wird, desto gro¨ßer oder kleiner sind die Deckungsgrenzen. Eine explizite Bestimmung der De-
ckungsgrenzen ist nur durch die individuelle Wahl des Optimismusparameters sowie durch die
Kenntnis der dominierenden als auch der dominierten Schadensverteilung mo¨glich.
Die folgende Entscheidungsregel verfolgt eine ganz andere Herangehensweise. Diese bildet
aus allen mo¨glichen Szenarien den Durchschnitt.
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7.5.4 Laplace-Regel
Die Laplace-Regel bildet den Durchschnitt aus allen Alternativen. Grundlage bilden also alle
Szenarien, die gemittelt werden. Es gilt
ΦLα,λ(G(c, d,X1), . . . , G(c, d,Xn)) :=
1
n
n∑
j=1
Φα,λ(G(c, d,Xj )).
Diese Zielfunktion wird wiederum maximiert, somit gilt fu¨r
(c∗L(α, λ), d
∗
L(α, λ)) := argmax
c,d
ΦLα,λ(G(c, d,X1), . . . , G(c, d,Xn)).
Es gelte, dass die Schadensverteilung von X1 von allen anderen in erster Ordnung dominiert
wird und das Xn alle anderen dominiert in erster Ordnung (in Zeichen: X1 ≺FSD Xj ≺FSD Xn
fu¨r alle j = 2, . . . , n − 1). Dann gilt fu¨r die optimalen Deckungsgrenzen
c∗L(α, λ) ∈ [c∗X1(α, λ), c∗Xn (α, λ)]
und
d∗L(α, λ) ∈ [d∗X1(α, λ), d∗Xn (α, λ)]17.
Auch in diesem Fall18 kann nur ein Intervall fu¨r die optimalen Deckungsgrenzen angege-
ben werden. Die explizite Berechnung der Deckungsgrenzen ist nur unter der Kenntnis aller
mo¨glichen Schadensverteilungen realisierbar. Dies setzt einen hohen Informationsstand des
Zedenten u¨ber mo¨gliche Schadensverteilungen voraus. Diese Regel ist eher unpraktikabel fu¨r
einen Zedenten aufgrund des hohen Informationsbedarfs, dagegen beno¨tigt die Huriwcz-Regel
nur die Kenntnis von zwei Schadensverteilungen, dafu¨r muss zuvor aber der individuelle Op-
timismusparameter bestimmt werden.
Die letzte Entscheidungsregel, die hier Beachtung ﬁnden soll, ist eine Regel, die das gro¨ß-
te Bedauern19 minimiert20.
7.5.5 Minimax-Regret-Regel
Die Minimax-Regret-Regel minimiert das gro¨ßte Bedauern. Es gilt fu¨r diese Entscheidungs-
regel
ΦmMRα,λ (G(c, d,X1), . . . , G(c, d,Xn)) := max
xj∈X
(
max
c,d
Φα,λ(G(c, d,Xj))− Φα,λ(G(c, d,Xj))
)
.
17Im Fall, dass alle Schadensverteilungen mit der dominierten Verteilung identisch sind, fu¨hrt dies zu den
kleinsten Deckungsgrenzen. Im Fall, dass alle Schadensverteilungen mit der dominierenden identisch sind,
fu¨hrt dies zu den gro¨ßten Deckungsgrenzen. Also mu¨ssen sich im allgemeinen Fall alle Deckungsgrenzen
zwischen den Deckungsgrenzen der dominierten und der dominierenden Schadensverteilung beﬁnden.
18Bei der Hurwicz-Regel ko¨nnte auch nur ein mo¨gliches Intervall der Deckungsgrenzen angegeben werden.
19Im Englischen “regret”.
20Dabei ist diese Entscheidungsregel unter den betrachteten fu¨r die Versicherungspraxis am plausibelsten,
da alle anderen Regeln von einem Zedenten eher nicht gewa¨hlt werden und somit nur einen theoretischen
Entscheider widerspiegeln.
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Danach wird die Zielfunktion nach den Deckungsgrenzen minimiert. Es gilt somit
(c∗mMR(α, λ), d
∗
mMR(α, λ)) = argmin
c,d
ΦmMRα,λ (G(c, d,X1), . . . , G(c, d,Xn)).
Auch bei der Minimax-Regret-Regel ist nur eine explizite Bestimmung der Deckungsgrenzen
bei Kenntnis aller mo¨glichen Schadensverteilungen realisierbar und gestaltet sich aufgrund der
Konstruktion der Entscheidungsregel aufwendiger als bei den vorangegangenen. Auf die Be-
trachtung weiterer Entscheidungsregeln unter Ungewissheit soll hiermit verzichtet werden. Im
Folgenden soll ein weiterer Lo¨sungsansatz, der Bayes’sche Lo¨sungsansatz, untersucht werden.
7.6 Bayes’scher Lo¨sungsansatz
Im Folgenden werden n mo¨gliche Schadensverteilungen angenommen. Auch deren Eintritts-
wahrscheinlichkeiten sind bekannt. Der Bayes’sche Lo¨sungsansatz beruht auf der Erwartungs-
wertbildung. Jedes α-λ-Pra¨ferenzfunktional der einzelnen mo¨glichen Schadensverteilungen
wird mit seinen Eintrittswahrscheinlichkeiten multipliziert und anschließend aufsummiert und
mit 1n multipliziert. Das Pra¨ferenzfunktional des Bayes’schen Ansatzes fu¨r das Ru¨ckversiche-
rungsmodell lautet damit
ΦBα,λ(G(c, d,X1), . . . , G(c, d,Xn)) :=
1
n
n∑
j=1
pjΦα,λ(G(c, d,Xj)),
wobei pj ≥ 0 und
n∑
j=1
pj = 1 ist21. Fu¨r die optimale Lo¨sung gilt folglich
(c∗B(α, λ), d
∗
B(α, λ)) := argmax
c,d
ΦBα,λ(G(c, d,X1), . . . , G(c, d,Xn)).
Der folgende Satz gibt die Lo¨sung fu¨r den Bayes’schen Lo¨sungsansatz wieder.
Satz 7.6.1
Sei ΦBα,λ(G(c, d,X1), . . . , G(c, d,Xn)) das Pra¨ferenzfunktional des Bayes’schen Lo¨sungsansat-
zes und sei G(c, d,Xj) die Gewinnfunktion eines Zedenten mit der speziellen Ru¨ckversiche-
rungspra¨mie aus Deﬁnition 4.1.2 (j = 1, . . . , n).
• Fall 1 + γ < λα : Dann gilt fu¨r die Priorita¨t folgende implizite Darstellung
n∑
j=1
pjFXj (d
∗
B(α, λ)) =
(1−α)γ
(1−α)(1+γ)−(1−λ) .
• Fall 1 + γ > λα : Dann gilt fu¨r die Priorita¨t folgende implizite Darstellung
n∑
j=1
pjFXj (d
∗
B(α, λ)) = 1.
Beweis von Satz 7.6.1:
Folgt analog aus dem Satz 7.3.1 bzw. dem zugeho¨rigen Beweis.
21Bei diesem Ansatz sind die Eintrittswahrscheinlichkeiten pj bekannt. Wenn p1 = . . . = pn gilt, ist der
Bayes’sche Lo¨sungsansatz mit der Laplace-Regel identisch.
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QED
Die Lo¨sung ist damit analog zu den vorangegangenen Abschnitten22. Der Unterschied besteht
darin, dass nicht eine spezielle Schadensverteilung X angenommen wird, sondern ein gewich-
tetes Mittel aus den mo¨glichen zu erwartenden Schadensverteilungen Xj fu¨r alle j = 1, . . . , n.
Die Verteilungsfunktion der gewichteten Zufallsvariable, welche sich aus den gewichteten Ver-
teilungsfunktionen der einzelnen Scha¨den zusammensetzt, wird im Folgenden deﬁniert.
Definition 7.6.1
Sei FXj mit j = 1, . . . , n Verteilungsfunktionen und pj, den dazugeho¨rigen Eintrittswahr-
scheinlichkeiten. Dann ist die zusammengesetzte Verteilung FXB wie folgt deﬁniert:
FXB (a) :=
n∑
j=1
pjFXj (a)
fu¨r alle a ∈ R mit den folgenden Eigenschaften einer Verteilungsfunktion:
1. Da lim
a→−∞FXj (a) = 0 gilt fu¨r alle j = 1, . . . , n, folgt lima→−∞FXB (a) = 0.
2. Da lim
a→∞FXj (a) = 1 gilt fu¨r alle j = 1, . . . , n, folgt lima→∞FXB (a) = 1.
3. Da FXj (a) monoton wachsende Funktionen fu¨r alle j = 1, . . . , n sind und pj ≥ 0 fu¨r alle
j gilt, ist auch die zusammengesetzte Verteilungsfunktion FXB (a) monoton wachsend fu¨r
alle a ∈ R.
4. Da alle FXj (a) rechtsseitig stetig fu¨r j = 1, . . . , n sind, ist auch FXB (a) rechtsseitig
stetig fu¨r alle a ∈ R.
Somit folgt aus dem vorangegangenen Satz:
Folgerung
Sei ΦBα,λ(G(c, d,X1), . . . , G(c, d,Xn)) das Pra¨ferenzfunktional des Bayes’schen Lo¨sungsansat-
zes und sei G(c, d,Xj) die Gewinnfunktion eines Zedenten mit der speziellen Ru¨ckversiche-
rungspra¨mie aus Deﬁnition 4.1.2 (j = 1, . . . , n).
• Fall 1 + γ < λα : Dann gilt fu¨r die Priorita¨t folgende implizite Darstellung
FXB (d
∗
B(α, λ)) =
(1−α)γ
(1−α)(1+γ)−(1−λ) .
• Fall 1 + γ > λα : Dann gilt fu¨r die Priorita¨t folgende implizite Darstellung
FXB (d
∗
B(α, λ)) = 1.
Die Kenngro¨ßen, wie der erwartete Gewinn, die Verlustwahrscheinlichkeit und der erwarte-
te Verlust berechnen sich analog zu denen in Abschnitt 7.2 durch Ersetzen der speziellen
Schadensverteilung X durch die aus dem Bayes’schen Ansatz agrregierte Schadensverteilung
XB .
22Gemeint ist damit, dass die Verteilungsfunktion im Fall 1 + γ < λ
α
gleich (1−α)γ
(1−α)(1+γ)−(1−λ) und im Fall
1 + γ > λ
α
gleich eins ist.
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7.7 Zusammenfassung und U¨berblick
In diesem Kapitel wurde das Ru¨ckversicherungsproblem mit zwei Deckungsgrenzen betrach-
tet. Dies geschah zuerst fu¨r eine allgemeine Ru¨ckversicherungspra¨mie, spa¨ter dann fu¨r eine
spezielle Ru¨ckversicherungspra¨mie. Ein Zedent mit seiner Risikopra¨ferenz wird im zweidimen-
sionalen Ru¨ckversicherungsmodell die gleiche Entscheidung (Ablehnung oder Akzeptanz) bzgl.
der Ru¨ckversicherung hervorbringen wie in den zwei eindimensionalen Modellen. Ein risiko-
freudiger und -neutraler Zedent wird die Ru¨ckversicherung ablehnen, ein risikoaverser Zedent
dagegen kann die Ru¨ckversicherung ablehnen, aber auch pra¨ferieren. Dies ist abha¨ngig von
der Sta¨rke seiner Risikoaversion und vom Gewinnaufschlag des Ru¨ckversicherers. Zusa¨tzlich
ist die Interpretation der optimalen Lo¨sung des zweidimensionalen Modells eine Zusammen-
setzung aus denen der zwei eindimensionalen Modelle. Wenn die Ru¨ckversicherung gewa¨hlt
wird, dann sinkt die optimale Priorita¨t mit Risikoaversionzunahme des Zedenten. Der Zedent
gibt mehr Risiko an den Ru¨ckversicherer ab. Eine Erho¨hung des Gewinnaufschlages fu¨hrt
zu einer ho¨heren optimalen Priorita¨t und zu einer geringeren Menge an den Ru¨ckversicherer
transferierten Risikos. Die Entscheidung fu¨r die Ru¨ckversicherung bei einem ho¨heren Ge-
winnaufschlag des Zessiona¨rs erfordert eine ho¨here Riskoaversion seitens des Zedenten. Dass
heißt, ein Zedent mit seiner bestimmten Risikoeinstellung, der bei einem niedrigen Ru¨ck-
versicherungsgewinnaufschlag die Ru¨ckversicherung pra¨feriert, kann diese bei einem ho¨heren
Gewinnaufschlag auch ablehnen. Wenn die Ru¨ckversicherung pra¨feriert wird, sollen sich un-
terhalb des optimalen Plafonds alle mo¨glichen Scha¨den beﬁnden. Im weiteren Verlauf des
Kapitels wurden die Kenngro¨ßen fu¨r das zweidimensionale Modell gegeben und diese mit Hil-
fe der stochastischen Dominanz abgescha¨tzt.
Im zweiten Teil dieses Kapitels wurde das zweidimensionale Modell im Fall von Entscheidun-
gen unter Ungewissheit und dem Bayes’schen Lo¨sungsansatz betrachtet. So unter anderem
fu¨r das Maximax- und Maximin-Kriterium. Fu¨r beide konnte mit Hilfe der stochastischen
Dominanz erster Ordnung die Lo¨sung auf eine bestimmte Verteilungsfunktion eingeschra¨nkt
werden. Aufgrund des sehr optimistischen bzw. pessimistischen Standpunktes der Kriterien
werden sich vermutlich nur wenige Entscheidungstra¨ger fu¨r diese Kriterien entscheiden. Einen
Kompromiss stellen in diesem Fall das Hurwicz- und Laplace-Kriterium dar, welche die ver-
schiedenen Szenarien einbeziehen und entsprechend gewichten. Dies geschieht bei der Hurwicz-
Regel durch den Optimismusparameter, welcher die Pra¨ferenzfunktionale der Maximax- und
der Maximin-Regel gewichtet und so nicht nur sehr extreme Entscheidungseinstellungen zu-
la¨sst. Nachteil dabei ist, dass zuvor der individuelle Optimismusparameter bestimmt werden
muss. Das Laplace-Kriterium bildet dagegen den Durchschnitt aus allen Szenarien und unter-
stellt dabei eine Gleichverteilung des Eintretens der einzelnen mo¨glichen Schadensverteilun-
gen. Fu¨r beide Kriterien kann nur ein Intervall fu¨r die optimalen Deckungsgrenzen gegeben
werden. Der Bayes’sche Lo¨sungsansatz geht dagegen einen Schritt weiter. Dieser gewichtet die
einzelnen Szenarien mit deren Eintrittswahrscheinlichkeit. Durch Aggregation der einzelnen
Schadensverteilungen zu einer zusammengesetzten Schadensverteilung kann fu¨r die implizite
Lo¨sung des Ru¨ckversicherungsmodells ein Ergebnis gegeben werden.
In den vorangegangenen Kapiteln wurden die Einnahmen des Zedenten, d. h. die Summe
der Erstversicherungspra¨mien, als Konstante angenommen. Somit hatten diese bisher keinen
Einﬂuss auf die Optimierung der Zielfunktionen. Natu¨rlich spielen die Einnahmen aus dem
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Erstversicherungsgescha¨ft jedoch eine Rolle fu¨r das Ru¨ckversicherungsgescha¨ft23. Im Folgen-
den sollen diesbezu¨glich folgende Fragen gekla¨rt werden:
• Welchen Ru¨ckversicherungsschutz pra¨feriert der Zedent in Abha¨ngigkeit von seiner Erst-
versicherungspra¨mie?
• Welche Erstversicherungspra¨mie sollte der Zedent von seinen Privatkunden verlangen,
wenn er die Mo¨glichkeit zur Ru¨ckversicherung besitzt?
• Beeinﬂussen sich das Erst- und Ru¨ckversicherungsgescha¨ft des Zedenten gegenseitig?
Dazu wird im na¨chsten Kapitel das Erst- und Ru¨ckversicherungsgescha¨ft des Zedenten simul-
tan optimiert. Dabei wird auf die Optimierung des Plafonds verzichtet, da dessen Optimierung
fu¨r den Zedenten nur eine geringe Aussagekraft besitzt24.
23Die Ru¨ckversicherungspra¨mie wird aus den Einnahmen aus dem Erstversicherungsgescha¨ft bezahlt.
24Die Optimierung des Plafonds triﬀt nur die Aussage, ob die Ru¨ckversicherung gewa¨hlt wird oder nicht. Diese
Aussage wird aber auch durch die Optimierung der Priorita¨t erreicht. Des Weiteren wird der Plafond bei
Ru¨ckversicherungswahl immer so gewa¨hlt, dass alle mo¨glichen Scha¨den sich unterhalb beﬁnden und somit
eine unendliche Deckungsgrenze von seitens des Zedenten gewu¨nscht wird. Dies wird ein Ru¨ckversicherer
allerdings nicht akzeptieren.
Kapitel 8
Simultane Optimierung des Erst-
und Ru¨ckversicherungsgescha¨fts
Im Folgenden soll nicht nur das Ru¨ckversicherungsgescha¨ft, sondern auch das Erstversiche-
rungsgescha¨ft in die U¨berlegungen eines Zedenten mit einbezogen werden. Dabei wird davon
ausgegangen, dass der Schaden des Ru¨ckversicherers beeinﬂusst ist durch die Pra¨mie pro Erst-
versicherungsvertrag p. Dahinter steckt die U¨berlegung, dass wenn der Erstversicherer eine
niedrige Pra¨mie anbietet, mehr Versicherungsnehmer die Erstversicherung wa¨hlen und somit
ein gro¨ßerer Gesamtschaden Xp fu¨r den Zedenten entstehen kann. Dies bewirkt ein gea¨ndertes
Verhalten bzgl. der nicht-proportionalen Ru¨ckversicherung.
Konkreter fu¨hrt die niedrigere Erstversicherungspra¨mie p zum einem zu einem niedrigeren
Gewinn pro Versicherungsvertrag und zum anderen aufgrund des gro¨ßeren Gesamtschadenvo-
lumens zu einem sta¨rkeren Ru¨ckversicherungswunsch und schließlich zu einer erho¨hten Ru¨ck-
versicherungspra¨mie. Somit stehen sich zwei entgegengesetzte Eﬀekte, die niedrigere Erst-
versicherungspra¨mie der steigenden Ru¨ckversicherungspra¨mie, gegenu¨ber. Da die Ru¨ckversi-
cherungspra¨mie aus den Erstversicherungspra¨mien verdient werden muss, ist die Nachfrage
an Erstversicherung die zentrale Gro¨ße. Entscheidend dabei ist der Verlauf der Nachfrage in
Abha¨ngigkeit von der Erstversicherungspra¨mie. Eine konkave Nachfrage wird im Vergleich
zu einer linearen bzw. konvexen Nachfrage im Allgemeinen die Ru¨ckversicherungswahl be-
gu¨nstigen, da durch das ho¨here Nachfrageniveau auch das no¨tige Entgelt fu¨r eine ho¨here
Ru¨ckversicherungspra¨mie zur Verfu¨gung steht.
Die Modellierung des Ru¨ckversicherungsgescha¨ftes in Abha¨ngigkeit vom Erstversicherungs-
gescha¨ft insbesondere durch die Erstversicherungspra¨mie und die Nachfrage an Erstversi-
cherungen ist so nicht in der Literatur zu ﬁnden und beschreitet damit wissenschaftliches
Neuland. Zuna¨chst soll fu¨r diesen Ansatz die Gewinnfunktion des Zedenten fu¨r die simultane
Optimierung des Erst- und Ru¨ckversicherungsgescha¨ftes eingefu¨hrt werden.
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8.1 Gewinnfunktion des Erstversicherers
Die Gewinnfunktion eines Zedenten setzt sich zusammen aus den Pra¨mieneinnahmen aus den
Erstversicherungsvertra¨gen1 und dem Ru¨ckversicherungsschaden2 abzu¨glich der Betriebskos-
ten, dem Gesamtschaden aus den Erstversicherungsvertra¨gen und der Ru¨ckversicherungspra¨-
mie3. Dabei soll nur die Priorita¨t betrachtet werden. Formal gilt dann fu¨r die Gewinnfunktion
in Abha¨ngigkeit von der Priorita¨t d und dem Gesamtschaden Xp
G(d,Xp) = Pr(p)−B −Xp −RV P (d,Xp) + RV S(d,Xp),
wobei
p Pra¨mie eines Erstversicherungsvertrages
d Priorita¨t (Selbstbehalt) des Ru¨ckversicherungsvertrages
Xp Gesamtscha¨den aller Erstversicherungsvertra¨ge mit Verteilung FXp
Pr(p) die Gesamtpra¨mieneinnahmen aus den Erstversicherungsvertra¨gen4
B Betriebskosten
RV P (d,Xp) Ru¨ckversicherungspra¨mie5
RV S(d,Xp) Ru¨ckversicherungsschaden6.
Fu¨r die Ru¨ckversicherungskomponenten gilt dabei
RV P (d,Xp) = (1 + γ) E(RV S(d,Xp))
und
RV S(d,Xp) =
{
0, fu¨r Xp < d
Xp − d, fu¨r Xp ≥ d ,
wobei γ ≥ 0 der Gewinnaufschlag des Ru¨ckversicherers ist. Die Komponenten des Erstversi-
cherungsgescha¨fts sind die Gesamtpra¨mieneinnahmen und der Gesamtschaden, der aus den
Erstversicherungsvertra¨gen entsteht. Die Gesamtpra¨mie ist dabei die Summation aller N(p)7
Erstversicherungsvertra¨ge mit der Pra¨mie p. Es gilt
Pr(p) =
N(p)∑
i=1
p = N(p) · p,
wobei die Nachfrage an Versicherungen N(p) eine monoton fallende Funktion ist und N(p) = 0
fu¨r p = pmax gilt8.
1Diese sind dabei abha¨ngig von der Pra¨mie eines einzelnen Erstversicherungsvertrages p. Es wird in diesem
Kontext ein homogenes Portfolio von Scha¨den betrachtet, fu¨r die der Zedent die gleiche Pra¨mie p verlangt.
2Der Ru¨ckversicherungsschaden ist dabei abha¨ngig von der gewa¨hlten Deckungsgrenze und dem Gesamtschaden
des Erstversicherungsportfolios.
3Die Ru¨ckversicherungspra¨mie ist dabei abha¨ngig von der gewa¨hlten Deckungsgrenze des Ru¨ckversicherungs-
vertrages, dem Gesamtschaden und dem verlangten Gewinnaufschlag des Ru¨ckversicherers.
4Ist abha¨ngig von der Einzelvertragspra¨mie p.
5Ist abha¨ngig von der Priorita¨t d, dem Gesamtschaden Xp und dem Gewinnaufschlag des Ru¨ckversicherers.
6Ist abha¨ngig von der Priorita¨t d und dem Gesamtschaden Xp.
7Dabei ist N(p) die Nachfrage an Erstversicherung durch die Kunden in Abha¨ngigkeit von der verlangten
Einzelpra¨mie p.
8Es gibt somit eine Maximalpra¨mie, ab der die Nachfrage an Versicherung null ist.
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Fu¨r den Gesamtschaden Xp gilt, dass sich dieser aus den Scha¨den der N(p) Versicherungs-
vertra¨ge zusammensetzt. Die Verteilung der Scha¨den aus einem Versicherungsvertrag ist im
Allgemeinen nicht bekannt, da diese vom jeweiligen Versicherungsnehmer und dem Versiche-
rungsobjekt abha¨ngt. Des Weiteren liegen meist keine Schadensdaten des jeweiligen Versiche-
rungsnehmers zur Bestimmung seiner individuellen Schadensverteilung vor9. Somit ist eine
Bestimmung der optimalen Pra¨mie und der optimalen Ru¨ckversicherungsdeckungsgrenze fu¨r
das Versicherungsportfolio des Zedenten u¨ber die Einzelscha¨den mit Hilfe von Faltung nicht
mo¨glich. Deshalb wird im Folgenden der Gesamtschaden in eine deterministische und in ei-
ne stochastische Komponente aufgeteilt. Als deterministische Komponente eignet sich der
erwartete Gesamtschaden. Fu¨r diesen gelte in Abha¨ngigkeit von der Nachfrage N(p)10
E(Xp) = N(p)µ.
Dabei kann µ als durchschnittlicher zu erwartender Schaden aus einem Versicherungsvertrag
angesehen werden. Im Folgenden muss entschieden werden, ob ein additiver oder multiplikati-
ver Ansatz gewa¨hlt wird. Es sind folgende Modellierungen fu¨r den Gesamtschaden denkbar11:
• Additive Modellierung: In diesem Ansatz wird die deterministische Komponente N(p)·µ
und die stochastische Komponente ε additiv verknu¨pft. Fu¨r den Gesamtschaden gilt
dann Xp = N(p) · µ + ε. Die stochastische Komponente fungiert dabei als Abweichung
vom erwarteten Gesamtschaden. Der stochastische Einﬂuss ε besitze dabei die Vertei-
lung Fε mit dem Erwartungswert E(ε) = 012.
• Multiplikative Modellierung: Es gilt fu¨r den Gesamtschaden bei multiplikativer Ver-
knu¨pfung der Komponenten Xp = N(p) · µ · ε. Dabei besitze der stochastische Einﬂuss
ε die Verteilung Fε mit dem Erwartungswert E(ε) = 113.
Die Varianz eines Gesamtschadens ist generell beeinﬂusst durch das Schadensvolumen. Dass
heißt, je mehr Vertra¨ge der Zedent in seinem Portfolio besitzt, desto mehr kann die tatsa¨ch-
liche Gesamtschadensauspra¨gung schwanken. Damit sollte bei einem geeigneten Modell die
Nachfrage N bzw. die Pra¨mie p einen Einﬂuss auf die Varianz des Gesamtschadens aufwei-
sen. Von den zwei vorgestellten Modellierungsmo¨glichkeiten erfu¨llt diese Anforderung nur der
multiplikative Ansatz14. Somit ist der additive Ansatz zu verwerfen. Im Folgenden wird zur
Lo¨sung des Problems der multiplikative Ansatz gewa¨hlt.
8.2 Multiplikative Modellierung des Schadens mit determinis-
tischem und stochastischem Einfluss
Im Folgenden gelte fu¨r den Gesamtschaden Xp = N(p) · µ · ε mit der deterministischen
Komponente N(p) · µ und dem stochastischen Einﬂuss ε. Dabei besitze der stochastische
9Dagegen ist die Verteilung des Gesamtschadens fu¨r den Zedenten aus historischen Daten kalkulierbar.
10Die Nachfrage ist wiederum von der Einzelvertragspra¨mie p beeinﬂusst.
11Die Vorgehensweise ist dabei analog zu Petruzzi, Dada (1999). In dieser Publikation wurde ein additiver und
ein multiplikativer Ansatz fu¨r die Nachfrage im Newsvendor Modell verwendet.
12Es gilt somit E(Xp) = E(N(p) · µ + ε) = N(p) · µ + E(ε) = N(p) · µ.
13Es gilt somit E(Xp) = E(N(p) · µ · ε) = N(p) · µ ·E(ε) = N(p) · µ.
14Fu¨r den additiven Ansatz gilt V ar(Xp) = V ar(N(p) · µ + ε) = V ar(ε). Die Varianz ist damit unabha¨ngig
von der Pra¨mie p. Fu¨r den multiplikativen Ansatz gilt V ar(Xp) = V ar(N(p) · µ · ε) = (N(p) · µ)2V ar(ε). In
diesem Fall ist die Varianz des Gesamtschadens abha¨ngig von der Nachfrage N bzw. von der Pra¨mie p.
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Einﬂuss ε die Verteilung Fε mit dem Erwartungswert E(ε) = 1. Des Weiteren gilt folgende
Beziehung zwischen der Verteilungsfunktion des Gesamtschadens und der Verteilungsfunktion
des stochastischen Einﬂusses:
FXp(r) = Fε
(
r
N(p)µ
)
fu¨r alle r ∈ R und µ < p ≤ pmax15.
8.2.1 Gewinnfunktion des Zedenten mit stochastischem Einfluss
Im Folgenden wird die Gewinnfunktion in Abha¨ngigkeit von der Priorita¨t d und dem Gesamt-
schaden Xp umgeschrieben in eine Gewinnfunktion in Abha¨nigkeit von der Priorita¨t d, der
Einzelpra¨mie p und dem stochastischen Einﬂuss ε. Es gilt fu¨r die Erstversicherungskompo-
nenten:
• Gesamtpra¨mieneinnahmen aus dem Erstversicherungsgescha¨ft: N(p) · p
• Gesamtschaden: N(p) · µ · ε
• Betriebskosten: B
bzw. fu¨r die Ru¨ckversicherungskomponenten der Gewinnfunktion:
• Ru¨ckversicherungsschaden:
RV S(d, p, ε)) =
{
0, fu¨r N(p) · µ · ε < d
N(p) · µ · ε− d, fu¨r N(p) · µ · ε ≥ d
=
{
0, fu¨r dN(p)·µ > ε
N(p) · µ · ε− d, fu¨r dN(p)·µ ≤ ε
• Ru¨ckversicherungspra¨mie: RV P (d, p, ε) = (1+ γ)E(RV S(d, p, ε)) mit Gewinnaufschlag
γ ≥ 0.
Somit folgt fu¨r die Gewinnfunktion eines Zedenten in Abha¨ngigkeit von d, p und ε
G(d, p, ε) = N(p) · p−B −N(p) · µ · ε− (1 + γ)E(RV S(d, p, ε))
+
{
0, fu¨r dN(p)·µ > ε
N(p) · µ · ε− d, fu¨r dN(p)·µ ≤ ε
.
Im Folgenden soll das Erwartungswertkriterium und das α-λ-Prinzip fu¨r diese Gewinnfunk-
tion eines Zedenten berechnet werden. Ziel ist es, die optimale Priorita¨t d∗ und die optimale
Erstversicherungspra¨mie p∗ fu¨r einen Zedenten zu bestimmen. Zuna¨chst folgt das Erwartungs-
wertkriterium.
15Es gilt stets µ < p, da der durchschnittliche erwartete Schaden eines Erstversicherungsvertrages kleiner sein
muss als die verlangte Pra¨mie pro Versicherungsvertrag, anderenfalls wu¨rde der Zedent die Versicherungen
nicht anbieten.
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8.2.2 Erwartungswertkriterium
Ein Zedent, der nach dem Erwartungswertkriterium handelt, verwendet den erwarteten Ge-
winn als Zielfunktion16. Diesen maximiert er nach der Priorita¨t d und nach der Erstversiche-
rungspra¨mie p. Fu¨r den erwarteten Gewinn eines Zedenten gilt
E(G(d, p, ε)) = N(p) · p−B −N(p) · µ ·E(ε) − (1 + γ)E(RV S(d, p, ε)) + E(RV S(d, p, ε))
= N(p) · p−B −N(p) · µ− γE(RV S(d, p, ε))17
= N(p)[p − µ]−B − γ
⎡⎢⎢⎣
∞∫
d
N(p)·µ
[N(p) · µ · ε− d] dFε(ε)
⎤⎥⎥⎦
= N(p)[p − µ]−B − γ
⎡⎢⎢⎣N(p) · µ
∞∫
d
N(p)·µ
ε dFε(ε) − d
(
1− Fε
(
d
N(p) · µ
))⎤⎥⎥⎦ .
Das Erwartungswertkriterium fu¨r dieses Ru¨ckversicherungsproblem lautet dabei
ΦB(G(d, p, ε)) := E(G(d, p, ε))
und soll nach der Priorita¨t d und der Erstversicherungspra¨mie p maximiert werden, was zu
dem Maximierungsproblem
max
d,p
ΦB(G(d, p, ε)). (8.1)
fu¨hrt. Die Lo¨sung dieses Maximierungsproblems gibt der folgende Satz wieder.
Satz 8.2.1
Es sei ΦB(G(d, p, ε)) das Pra¨ferenzfunktional eines risikoneutralen Entscheiders mit Gewinn-
funktion G(d, p, ε) = N(p) · p−B−N(p) ·µ · ε− (1+ γ)E(RV S(d, p, ε))+RV S(d, p, ε). Dann
besitzt das Maximierungsproblem (8.1) folgende implizite Lo¨sung bzgl. der Priorita¨t
FXp(d
∗) = Fε
(
d∗
N(p∗)µ
)
= 1
bzw. bzgl. der Erstversicherungspra¨mie
p∗ = arg max
p
[N(p)(p − µ)]
fu¨r alle p ∈ (µ; pmax]18.
Die Lo¨sung fu¨r das Erwartungswertkriterium ist somit, dass die optimale Priorita¨t gro¨ßer
gleich dem ho¨chsten Gesamtschaden gewa¨hlt werden sollte19. Also wird die Ru¨ckversicherung
16Das Erwartungswertkriterium wird von risikoneutralen Entscheidern verwendet.
17Wegen E(ε) = 1.
18Der Beweis von Satz 8.2.1 beﬁndet sich im Anhang C.4 S. 214.
19Dann gilt FXp(d
∗) = 1.
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abgelehnt.
Fu¨r die optimale Erstversicherungspra¨mie gilt
p∗ = arg max
p
[N(p)(p − µ)] = arg max
p
[N(p)p −N(p)µ)],
wobei N(p)p die gesamten Pra¨mieneinnahmen sind und N(p)·µ der erwartete Gesamtschaden.
Damit wird der erwartete Gewinn aus dem Erstversicherungsgescha¨ft20 bzgl. der Pra¨mie p
maximiert. Die optimale Erstversicherungspra¨mie wird damit bei der Pra¨mie gewa¨hlt, bei der
das Erstversicherungsgescha¨ft den gro¨ßten erwarteten Gewinn abwirft. Wesentlichen Einﬂuss
auf die optimale Pra¨mie besitzt dabei die Nachfragefunktion N.
Im Folgenden soll eine lineare, eine konkave und eine konvexe Nachfragefunktion betrach-
tet und dazu die optimale Pra¨mie p∗ bestimmt werden.
Beispiel 8.2.1 (Lineare Nachfrage)
Die Nachfrage folge einer linearen Funktion. Es gelte N(p) = a− bp, wobei fu¨r die Parameter
a, b > 0 gilt. Die Nachfrage ist eine monoton fallende Funktion, welche bei der Maximalpra¨mie
pmax null ist. Es gilt somit N(p) = 0 fu¨r p = ab = pmax. Die gro¨ßte Nachfrage ist bei der
Nullpra¨mie zu erwarten. Es gilt N(0) = a − b · 0 = Nmax21. Der erwartete Gewinn aus dem
Erstversicherungsgescha¨ft ist
g(p) := (a− bp) (p− µ) = −bp2 + (a + bµ)p− aµ
und besitzt die Nullstellen p1 = µ und p2 = ab = pmax
22. Zur Bestimmung der Maximalstelle
der Funktion g(p) diﬀerenziere man diese. Es gilt
Dp(g(p)) = −2bp + a + bµ.
Daraus folgt die Extremalstelle p∗linear =
a+bµ
2b =
a
b
+µ
2 =
µ+pmax
2 , welche aufgrund der zweiten
Ableitung der Funktion g(p)
Dpp(g(p)) = −2b < 0
ein Maximum ist. Dieses Maximum beﬁndet sich in der Mitte des Intervalls [µ, pmax]. Die
gewonnenen Sachverhalte illustriert zum Abschluss die folgende Abbildung.
Beispiel 8.2.2 (Konkave Nachfrage)
Die Nachfrage folge einer konkaven Funktion. Es gelte N(p) = −bp2 + a, wobei fu¨r die Para-
meter a, b > 0 gilt. Die Nachfrage ist eine monoton fallende Funktion, welche bei der Maximal-
pra¨mie pmax null ist. Es gilt somit N(p) = 0 fu¨r p =
√
a
b = pmax. Die gro¨ßte Nachfrage besitzt
20Das Erstversicherungsgescha¨ft setzt sich zusammen aus den gesamten Erstversicherungspra¨mien minus dem
Gesamtschaden aus den Erstversicherungsvertra¨gen.
21Es gilt somit a = Nmax und b =
Nmax
pmax
.
22Es gilt −bp2 + (a + bµ)p − aµ = 0. Somit ergibt sich auch p2 − a+bµ
b
+ µa
b
= 0. Durch Anwendung der
quadratischen Lo¨sungsformel folgt p1/2 =
a+bµ
2b
±
√
( a+bµb )
2
4
− µa
b
= a+bµ
2b
±
√
a2+2abµ+(bµ)2−4abµ
4b2
= a+bµ
2b
±
a−bµ
2b
. Daraus folgt p1 = µ und p2 =
a
b
= pmax.
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Abbildung 8.1: Beispiel: Lineare Nachfrage.
die Funktion bei der Nullpra¨mie. Es ist N(0) = −b · 02 + a = Nmax23. Fu¨r den erwarteten
Gewinn aus dem Erstversicherungsgescha¨ft folgt damit
g(p) := (−bp2 + a) (p − µ) = −bp3 + bµp2 + ap− aµ
und besitzt die Nullstellen p1 = µ und p2 =
√
a
b = pmax
24. Zur Bestimmung der Maximalstelle
der Funktion g(p) diﬀerenziere man diese. Es la¨sst sich
Dp(g(p)) = −3bp2 + 2b µp + a
ermitteln. Daraus folgen die Extremalstellen p∗1 =
µ+
√
µ2+3p2max
3 und p
∗
2 =
µ−
√
µ2+3p2max
3
25. Die
zweite Extremalstelle entfa¨llt, da diese negativ ist26. Somit besitzt die Funktion g(p) fu¨r p ≥ 0
nur die Extremalstelle p∗1 =
µ+
√
µ2+3p2max
3 = p∗konkav, welche aufgrund der zweiten Ableitung
der Funktion g(p)
Dpp(g(p)) = −6bp + 2bµ = −2b(3p − µ)
fu¨r p∗konkav negativ ist27 und somit die Extremalstelle als Maximum ausweist. Dieses Ma-
ximum beﬁndet sich dabei im Intervall [µ+pmax2 , pmax]. Dies soll im Folgenden gezeigt werden.
23Damit ist a = Nmax und b =
Nmax
p2max
.
24Es gilt fu¨r g(p) = (−bp2 + a) (p− µ). Somit ist g(p) = 0, wenn die Ausdru¨cke in den Klammern jeweils null
sind. Daraus folgt p1 = µ und p2 =
√
a
b
= pmax. Die Lo¨sung −
√
a
b
entfa¨llt, da es keine negativen Pra¨mien
gibt.
25Folgt aus −3bp2 +2b µp+ a = 0 und somit ist p2− 2
3
µp− a
3b
= 0 bzw. durch die quadratische Lo¨sungsformel
p1/2 =
µ
3
±
√
4µ2
9·4 +
a
3b
=
µ±
√
µ2+3p2max
3
.
26Es gilt µ <
√
µ2 + 3p2max, da pmax > 0.
27Es gilt −2b(3p∗1−µ) < 0, da 3p∗1−µ > 0 bzw. 3µ+
√
µ2+3p2max
3
−µ = µ+
√
µ2 + 3p2max−µ =
√
µ2 + 3p2max > 0.
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Es muss gelten
µ + pmax
2
≤ µ +
√
µ2 + 3p2max
3
3µ + 3pmax ≤ 2µ + 2
√
µ2 + 3p2max
µ + 3pmax ≤ 2
√
µ2 + 3p2max
µ2 + 6µpmax + 9p2max ≤ 4µ2 + 12p2max
0 ≤ 3µ2 − 6µpmax + 3p2max = 3(µ− pmax)2.
Diese Ungleichung ist fu¨r alle µ, pmax ≥ 0 erfu¨llt. Somit ist p∗konkav ≥ p∗linear. Die gewonne-
nen Sachverhalte illustriert zum Abschluss die Abbildung 8.2.
maxN
maxp*
linearp
p
( )N p
( )g p
P *
konkavp
Abbildung 8.2: Beispiel: Konkave Nachfrage.
Beispiel 8.2.3 (Konvexe Nachfrage)
Die Nachfrage folge einer konvexen Funktion. Es gelte N(p) = p2 − ap + b, wobei fu¨r die
Parameter a, b > 0 gilt28. Die konvexe Nachfrage ist ebenfalls eine monoton fallende Funktion,
welche bei der Maximalpra¨mie pmax null ist. Es gilt somit N(p) = 0 fu¨r p = a2 = pmax
29. Die
gro¨ßte Nachfrage wird bei der Nullpra¨mie theoretisch realisert. Es gilt N(0) = 02− a · 0+ b =
b = Nmax30. Fu¨r den erwarteten Gewinn aus dem Erstversicherungsgescha¨ft la¨sst sich
g(p) := (p2 − ap + b) (p− µ) = p3 − (a + µ)p2 + (b + µa)p− µb
festhalten. Diese Funktion besitzt die Nullstellen p1 = µ und p2 = a2 = pmax. Zur Bestimmung
der Maximalstelle der Funktion g(p) diﬀerenziere man diese. Es gilt
Dp(g(p)) = 3p2 − 2(a + µ)p + b + µa.
Daraus folgen die Extremalstellen p∗1 =
a
2 = pmax und p
∗
2 =
a
2
+2µ
3 =
pmax+2µ
3
31. Fu¨r die zweite
28Zur Vereinfachung der Berechnungen wird a2 = 4b angenommen.
29Folgt aus der quadratischen Lo¨sungsformel, wobei der Ausdruck in der Wurzel null ist.
30Es gilt somit a = 2pmax und b = Nmax.
31Folgt aus 3p2 − 2(a+ µ)p+ b+ µa = 0 und somit ist p2 − 2
3
(a+ µ)p+ b+µa
3
= 0 bzw. durch die quadratische
Lo¨sungsformel p1/2 =
a+µ
3
±
√
4(a+µ)2
9·4 − b+µa3 =
a+µ±
√
a2+2aµ+µ2− 34
a
2
−3aµ
3
=
a+µ±
√
1
4a
2−aµ+µ2
3
=
a+µ±
√
( 12a−µ)2
3
=
a+µ±( 12a−µ)
3
.
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Ableitung der Funktion g(p) gilt
Dpp(g(p)) = 6p − 2(a + µ).
Es ergibt sich fu¨r die erste Extremalstelle
Dpp(g(p∗1)) = 6pmax − 2(2pmax + µ) = 2(pmax − µ) > 0.
Somit ist die erste Extremalstelle ein Minimum. Fu¨r die zweite Extremalstelle gilt
Dpp(g(p∗2)) = 6
pmax + 2µ
3
− 2(2pmax + µ) = 2(µ− pmax) < 0
und somit ist p∗2 =
pmax+2µ
3 = p
∗
konvex das Maximum. Dieses Maximum beﬁndet sich dabei
im Intervall [µ, µ+pmax2 ]. Dies soll im Folgenden gezeigt werden. Es muss gelten
pmax + 2µ
3
≤ µ + pmax
2
2pmax + 4µ ≤ 3pmax + 3µ
µ ≤ pmax.
Diese Ungleichung ist fu¨r alle pmax > µ ≥ 0 erfu¨llt. Somit ist p∗konvex ≤ p∗linear. Die gewon-
nenen Sachverhalte illustriert zum Abschluss die Abbildung 8.3.
maxN
maxp*
linearp
p
( )N p
( )g p
P *
konkavp
*
konvexp
Abbildung 8.3: Beispiel: Konvexe Nachfrage.
Zusammenfassend gilt somit fu¨r die drei speziell gewa¨hlten Funktionen:
• Bei lineare Nachfrage gilt p∗ = µ+pmax2 = p∗linear.
• Fu¨r die spezielle konkave Nachfrage gilt p∗ ≥ p∗linear.
• Fu¨r die spezielle konvexe Nachfrage gilt p∗ ≤ p∗linear.
Damit wa¨hlt der Zedent bei der konkaven Nachfrage eine ho¨here und bei der konvexen Nach-
frage eine niedrigere Pra¨mie im Vergleich zur linearen Nachfrage32.
32Die U¨bertragung der Ergebnisse auf allgemeine konvexe bzw. konkave Funktionen gelang jedoch nicht.
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8.2.3 α-λ-Prinzip
Im Folgenden soll das Ru¨ckversicherungsproblem fu¨r das α-λ-Prinzip betrachtet werden. Es
gilt fu¨r dieses bzgl. der Gewinnfunktion des Zedenten
Φα,λ(G(d, p, ε)) =
1− λ
1− αE(G(d, p, ε)) +
λ− α
1− αE(G(d, p, ε)|G(d, p, ε) ≤ gα,d,p,ε).
Dabei sind α ∈ (0, 1) und λ ∈ [0, 1]. Es bezeichne gα,d,p,ε das α-Quantil der Gewinnfunktion
G(d, p, ε). Bezu¨glich der Risikoeinstellung gilt fu¨r das Pra¨ferenzfunktional:
• λ = α: Risikoneutralita¨t
• λ > α: Risikoaversion
• λ < α: Risikofreude.
Im Folgenden soll das Maximierungspoblem
max
d,p
Φα,λ(G(d, p, ε)) (8.2)
gelo¨st werden. Die Ergebnisse formuliert der folgende Satz.
Satz 8.2.2
Es sei Φα,λ(G(d, p, ε)) das Pra¨ferenzfunktional eines Entscheiders mit Gewinnfunktion
G(d, p, ε) = N(p) · p−B −N(p) · µ · ε− (1 + γ)E(RV S(d, p, ε)) + RV S(d, p, ε),
wobei N konvav oder linear ist. Dann besitzt das Maximierungsproblem (8.2) folgende implizite
Lo¨sung bzgl. der Priorita¨t
FXp(d
∗) = Fε
(
d∗
N(p∗) · µ
)
=
{
1, fu¨r 1 + γ > λα
γ(1−α)
(1−α)(1+γ)−(1−λ) , fu¨r 1 + γ <
λ
α
bzw. fu¨r die Erstversicherungspra¨mie
p∗ =
⎧⎨⎩ arg maxp
[
N(p)
[
p− µ− λ−α1−αµ∆(α, p)
]]
, fu¨r 1 + γ > λα
arg max
p
[
N(p)
[
p− 1−λ1−αµ
]
−
[
1 + γ − 1−λ1−α
]
E(RV S(d∗, p, ε))
]
, fu¨r 1 + γ < λα
33
fu¨r alle p ∈ (µ; pmax]34.
Bzgl. der Priorita¨t bringt die Maximierung des Pra¨ferenzfunktionals die gleiche Lo¨sung wie
im Priorita¨tsoptimierungproblem35 hervor. Somit wird die Ru¨ckversicherung fu¨r positive Ge-
winnaufschla¨ge seitens des Ru¨ckversicherers von einem risikofreudigen, risikoneutralen und
33Es gilt ∆(α, p) = −1+ 1
α
∞∫
F−1ε
(
1−α
N(p)·µ
) ε dFε(ε). Des Weiteren bedeutet E(RV S(d∗, p, ε)) im Fall 1+γ < λα , dass
bei der Bestimmung des Maximums erst die Diﬀerentation durchgefu¨hrt, dann null gesetzt und anschließend
erst die optimale Priorita¨t d∗ eingesetzt wird.
34Der Beweis von Satz 8.2.2 beﬁndet sich im Anhang C.4 S. 214 ﬀ.
35Vgl. diesbzgl. Kapitel 5
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gering risikoaversen Zedenten abgelehnt. Ein Zedent mit einer hohen Risikoaversion dagegen
wird sich fu¨r die Ru¨ckversicherung entscheiden. Dabei wird dieser mit zunehmender Risiko-
aversion immer mehr Risiko an den Zessiona¨r transferieren36. Im speziellen Fall einer fairen
Ru¨ckversicherungspra¨mie (γ = 0) wird jeder risikoaverse Zedent die Ru¨ckversicherung wa¨h-
len und mo¨chte in diesem speziellen Fall alle Scha¨den dem Zessiona¨r u¨bergeben. Er pra¨feriert
damit eine Vollversicherung. Weiterhin lehnen alle risikofreudigen Zedenten die Ru¨ckversiche-
rung ab und die Risikoneutralen sind in ihrer Entscheidung indiﬀerent.
Fu¨r den Spezialfall des Erwartungswertkriteriums (λ = α) kann aus dem Satz FXp(d∗) = 1
und p∗ = arg max
p
[N(p) [p− µ]] abgeleitet werden. In diesem Fall lehnt der Zedent die Ru¨ck-
versicherung ab. Bzgl. der Pra¨mie gelten die Aussagen aus den Beispielen 8.2.1, 8.2.2 und
8.2.3 .
Der Spezialfall des CVaR-Prinzips (λ = 1) fu¨hrt bzgl. der Priorita¨t zur Lo¨sung
FXp(d
∗) = Fε
(
d∗
N(p∗) · µ
)
=
{
1, fu¨r α > 11+γ
γ
1+γ , fu¨r α <
1
1+γ
bzw. fu¨r die Erstversicherungspra¨mie zur Lo¨sung
p∗ =
⎧⎨⎩ arg maxp [N(p) [p− µ− µ∆(α, p)]] , fu¨r α >
1
1+γ
arg max
p
[N(p)p− (1 + γ)E(RV S(d∗, p, ε))] , fu¨r α < 11+γ
.
Es stellt sich an dieser Stelle die Frage, welche optimale Pra¨mie der Zedent bei Zunahme
von Risikoaversion sowie im Spezialfall der fairen Ru¨ckversicherungspra¨mie pra¨feriert. Dies
wird exemplarisch fu¨r die lineare, spa¨ter fu¨r die konkave Nachfragefunktion gezeigt.
Beispiel 8.2.4 (Lineare Nachfrage und Ru¨ckversicherungswahl)
Fu¨r die optimale Pra¨mie gilt bei Ru¨ckversicherungswahl
p∗ = max
p
[
N(p)
[
p− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
]
.
Je ho¨her die Risikoaversion ist, desto niedriger wird der Zedent seine Priorita¨t wa¨hlen. Der
Ru¨ckversicherer u¨bernimmt ein ho¨heres Schadensvolumen und somit steigt mit Zunahme der
Risikoaversion des Zedenten der erwartete Ru¨ckversicherungsschaden an. Zur Bestimmung
36Vgl. diesbzgl. die Graﬁken und Erla¨uterungen im Kapitel 5.
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der optimalen Priorita¨t wird zuna¨chst diﬀerenziert und null gesetzt. Es gilt
N(p∗) + Np(p∗)
[
p∗ − 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
Np(p∗)µ
∞∫
d∗
N(p∗)·µ
ε dFε(ε) = 037
N(p∗) +Np(p∗)
⎡⎢⎢⎣p∗ − 1− λ1− αµ−
[
1 + γ − 1− λ
1− α
]
µ
∞∫
d∗
N(p∗)·µ
ε dFε(ε)
⎤⎥⎥⎦ = 0
N(p∗) + Np(p∗)
[
p∗ − 1− λ
1− αµ−
[
1 + γ − 1− λ
1− α
]
µ Rd∗(α, λ, γ)
]
= 038.
Die Nachfrage folge einer linearen Funktion. Dabei ist N(p) = a− bp bzw. Np(p) = −b, wobei
fu¨r die Parameter a, b > 0 gilt. Damit folgt fu¨r die optimale Pra¨mie
a− bp∗ − b
[
p∗ − 1− λ
1− αµ−
[
1 + γ − 1− λ
1− α
]
µ Rd∗(α, λ, γ)
]
= 0
a + b
[
1− λ
1− αµ +
[
1 + γ − 1− λ
1− α
]
µ Rd∗(α, λ, γ)
]
= 2bp∗
bzw.
p∗ =
a
b +
1−λ
1−αµ +
[
1 + γ − 1−λ1−α
]
µ Rd∗(α, λ, γ)
2
=
pmax + µ
[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]
2
39 =: p∗linear,RV 40.
Der Spezialfall einer fairen Ru¨ckversicherungspra¨mie (γ = 0) fu¨hrt dazu, dass alle risiko-
aversen Zedenten die Vollversicherung wa¨hlen. Es gilt fu¨r die optimale Pra¨mie
p∗linear,RV,γ=0 =
pmax + µ
[
1−λ
1−α +
[
1− 1−λ1−α
] ]
2
41 =
µ + pmax
2
.
37Es gilt Dp(E(RV S(d
∗, p, ε))) = Np(p)µ
∞∫
d∗
N(p)·µ
ε dFε(ε).
38Es sei Rd∗(α, λ, γ) :=
∞∫
d∗
N(p)·µ
ε dFε(ε). Die Abha¨ngigkeit von den Risikoparametern ﬁndet u¨ber die optimale
Priorita¨t statt. Mit steigender Risikoaversion sinkt die optimale Priorita¨t ab. Somit wird die positive Gro¨ße
ε u¨ber einen gro¨ßeren Bereich integriert. Damit steigt der Wert der Gro¨ße Rd∗(α, λ, γ) mit der Zunahme an
Risikoaversion.
39Es gilt a
b
= pmax. Vgl. dazu Beispiel 8.2.1.
40p∗linear,RV steht fu¨r die optimale Pra¨mie bei linearer Nachfrage und Ru¨ckversicherungswahl. Des
Weiteren ist die optimale Pra¨mie ein Maximum, da die zweite Ableitung negativ ist: −b −
b
[
1 +
[
1 + γ − 1−λ
1−α
]
µ
(
d∗
N(p∗)·µ
)
fε
(
d∗
N(p∗)·µ
)]
< 0.
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In diesem Fall erha¨lt man die gleiche optimale Pra¨mie wie bei der Anwendung des Erwar-
tungswertkriteriums42 fu¨r positive Ru¨ckversicherungsgewinnaufschla¨ge. Damit verha¨lt sich al-
so ein risikoaverser Zedent, der eine faire Ru¨ckversicherung in Anspruch nehmen kann, bei
der optimalen Pra¨mienwahl wie ein risikoneutraler Entscheider. Dies ist auch versta¨ndlich,
da er durch die Vollversicherung jegliches Risiko auf den Zessiona¨r u¨bertragen hat. Dabei gilt
p∗linear,RV,γ=0 ≤ p∗linear,RV 43.
Fu¨r den Spezialfall des CVaR-Prinzips (λ = 1) folgt bei linearer Nachfrage und Ru¨ckver-
sicherungswahl
p∗linear,RV,CV aR =
pmax + µ
[
1−1
1−α +
[
1 + γ − 1−11−α
]
Rd∗(α, 1, γ)
]
2
=
pmax + [1 + γ]µ Rd∗(γ)
2
44.
Es stellt sich die Frage, welche Auswirkung eine Risikoaversionszunahme auf die optimale
Pra¨mie hat. Es gilt allgemein fu¨r die Pra¨mie bei Ru¨ckversicherungswahl und linearer Nach-
frage
p∗linear,RV =
a
b +
1−λ
1−αµ +
[
1 + γ − 1−λ1−α
]
µ Rd∗(α, λ, γ)
2
=
pmax + µ
[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]
2
.
In dieser Lo¨sung wird nur der Term 1−λ1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ) durch die Risikopa-
rameter bestimmt. Jedoch hat auch die Sto¨rgro¨ße ε einen Einﬂuss auf diesen Term, da diese
Rd∗(α, λ, γ) beeinﬂusst. Wa¨chst der Term 1−λ1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ), so steigt die op-
timale Pra¨mie. Fa¨llt dieser, so sinkt auch die optimale Pra¨mie. Ein generelles Wachsen und
Sinken dieses Terms und somit der optimalen Pra¨mie mit Risikoaversionszunahme konnte
nicht nachgewiesen werden. Allein die Aussage, dass die Pra¨mie gro¨ßer gleich der Pra¨mie
bei Risikoneutralita¨t45 ist, kann getroﬀen werden46. Damit muss jeder Zedent seine optimale
Pra¨mie mit seinen individuellen Risikoparametern und der vorliegenden Sto¨rgro¨ße kalkulieren.
41Es gilt Rd∗(α, λ, γ) = E(ε) = 1.
42Das Erwartungswertkriterium ist fu¨r risikoneutrale Zedenten geeignet.
43Es gilt
[
1−λ
1−α +
[
1 + γ − 1−λ
1−α
]
Rd∗(α, λ, γ)
]
≥ 1. Dies folgt aus Rd∗(α, λ, γ) ≥ −
1−λ
1−α
1+γ− 1−λ1−α
. Die linke Seite
der Ungleichung ist immer positiv, die rechte Seite immer negativ. Somit ist die Ungleichung erfu¨llt.
44Die optimale Pra¨mie ist beim CVaR-Prinzip und bei Ru¨ckversicherungswahl unabha¨ngig vom Risikoparame-
ter α, da die optimale Priorita¨t unabha¨ngig von α ist. Der Gewinnaufschlag des Ru¨ckversicherers hingegen
besitzt einen Einﬂuss. Somit ist Rd∗ von γ abha¨ngig und wird durch Rd∗(γ) dargestellt.
45Bei Risikoneutralita¨t wird die Ru¨ckversicherung abgelehnt. Die optimale Pra¨mie ist dabei identisch zu der
optimalen Pra¨mie bei RV-Wahl und fairer Ru¨ckversicherungspra¨mie.
46Vgl. dazu und fu¨r weiterfu¨hrende Untersuchungen den Anhang C.4 S. 231.
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Beispiel 8.2.5 (Konkave Nachfrage und Ru¨ckversicherungswahl)
Fu¨r die erste Ableitung bzgl. der Pra¨mie gilt
N(p∗) +Np(p∗)
[
p∗ − 1− λ
1− αµ−
[
1 + γ − 1− λ
1− α
]
µ Rd∗(α, λ, γ)
]
= 0.
Die Nachfrage sei jetzt konkav. Es sei N(p) = −bp2+a, wobei fu¨r die Parameter a, b > 0 gilt.
Damit folgt fu¨r die optimale Pra¨mie
−b(p∗)2 + a− 2bp∗
[
p∗ − 1− λ
1− αµ−
[
1 + γ − 1− λ
1− α
]
µ Rd∗(α, λ, γ)
]
= 0
−3b(p∗)2 − 2b
[
−1− λ
1− αµ−
[
1 + γ − 1− λ
1− α
]
µ Rd∗(α, λ, γ)
]
p∗ + a = 0
(p∗)2 +
2
3
[
−1− λ
1− αµ−
[
1 + γ − 1− λ
1− α
]
µ Rd∗(α, λ, γ)
]
p∗ − a
3b
= 0
bzw.
p∗1/2 =
2
3
[
1−λ
1−αµ +
[
1 + γ − 1−λ1−α
]
µ Rd∗(α, λ, γ)
]
2
±
√√√√ 49 [ 1−λ1−αµ + [1 + γ − 1−λ1−α]µ Rd∗(α, λ, γ)]2
4
+
a
3b
=
[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]
µ
3
±
√[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]2
µ2 + 3p2max
3
47.
Die zweite Extremalstelle entfa¨llt, da diese negativ ist. Somit ist
p∗1 =
[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]
µ
3
+
√[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]2
µ2 + 3p2max
3
=: p∗konkav,RV
die optimale Pra¨mie und ist in diesem Fall auch ein Maximum48. Des Weiteren ist p∗konkav,RV ≥
p∗linear,RV
49.
47Folgt aus a
b
= p2max.
48Da fu¨r die zweite Ableitung −6bp∗ + 2b
[
1−λ
1−αµ +
[
1 + γ − 1−λ
1−α
]
µ Rd∗(α, λ, γ)
]
= −2b
√[
1−λ
1−αµ +
[
1 + γ − 1−λ
1−α
]
µ Rd∗(α, λ, γ)
]2
+ 3p2max < 0 gilt.
49Vgl. dazu den Vergleich der optimalen Pra¨mie bei linearer und konkaver Nachfrage aus Beispiel 8.2.2.
p∗konkav,RV ≥ p∗linear,RV folgt unmittelbar durch Ersetzen von µ durch
[
1−λ
1−α +
[
1 + γ − 1−λ
1−α
]
Rd∗(α, λ, γ)
]
µ.
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Der Spezialfall einer fairen Ru¨ckversicherungspra¨mie (γ = 0) fu¨hrt dazu, dass alle risiko-
aversen Zedenten die Vollversicherung wa¨hlen50. Die optimale Pra¨mie lautet hierfu¨r
p∗konkav,RV,γ=0 =
[
1−λ
1−α +
[
1− 1−λ1−α
]]
µ
3
+
√[
1−λ
1−α +
[
1− 1−λ1−α
] ]2
µ2 + 3p2max
3
=
µ
3
+
√
µ2 + 3p2max
3
.
In diesem Fall erha¨lt man die gleiche optimale Pra¨mie wie bei der Anwendung des Erwartungs-
wertkriteriums fu¨r positive Ru¨ckversicherungsgewinnaufschla¨ge. Dabei gilt p∗konkav,RV,γ=0 ≤
p∗konkav,RV
51.
Fu¨r den Spezialfall des CVaR-Prinzips (λ = 1) folgt bei konkaver Nachfrage und Ru¨ckver-
sicherungswahl
p∗konkav,RV,CV aR =
[1 + γ] Rd∗(α, 1, γ)µ
3
+
√
[[1 + γ] Rd∗(α, 1, γ)]
2 µ2 + 3p2max
3
=
[1 + γ] Rd∗(γ)µ
3
+
√
[[1 + γ] Rd∗(γ)]
2 µ2 + 3p2max
3
52.
Ebenfalls wie bei der linearen Nachfrage an Versicherungen kann keine allgemeine Aussa-
ge bzgl. des Verhaltens der optimalen Pra¨mie
p∗konkav,RV =
[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]
µ
3
+
√[
1−λ
1−α +
[
1 + γ − 1−λ1−α
]
Rd∗(α, λ, γ)
]2
µ2 + 3p2max
3
bei Risikoaversionszunahme getroﬀen werden. Dies liegt darin begru¨ndet, dass dieser von dem
Term
1− λ
1− α +
[
1 + γ − 1− λ
1− α
]
Rd∗(α, λ, γ)
abha¨ngt, fu¨r den keine Aussage bzgl. Risikoaversionzunahme getroﬀen werden kann, da er zum
einen von den Risikoparametern und zum anderen von der Sto¨rgro¨ße beeinﬂusst ist53.
50Es gilt Rd∗(α, λ, γ) = E(ε) = 1.
51Da
[
1−λ
1−α +
[
1 + γ − 1−λ
1−α
]
Rd∗(α, λ, γ)
]
≥ 1 gilt.
52Die optimale Pra¨mie ist beim CVaR-Prinzip und bei Ru¨ckversicherungswahl unabha¨ngig vom Risikopara-
meter α. Der Gewinnaufschlag des Ru¨ckversicherers hingegen besitzt einen Einﬂuss. Somit ist Rd∗ von γ
abha¨ngig und wird durch Rd∗(γ) dargestellt.
53Vgl. dazu Beispiel 8.2.4 mit linearer Nachfragefunktion.
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A¨hnlich verha¨lt sich die optimale Pra¨mie bei Ablehnung der Ru¨ckversicherung. In diesem
Fall fu¨hrt das Maximierungsproblem zu impliziten Lo¨sungen. Zum Beispiel erha¨lt man bei
Unterstellung einer linearen Nachfrage die implizite Lo¨sung
p∗linear,Nicht−RV =
µ
[
1 + λ−α1−α∆(α, p
∗)
]
+ pmax
[
1− λ−α1−αµDp(∆(α, p∗))
]
2− λ−α1−αµDp(∆(α, p∗))
.
Fu¨r identische Risikoparameter fa¨llt die Lo¨sung auf die Lo¨sung des Erwartungswertkriteriums
zusammen. Fu¨r Riskofreude wird die optimale Pra¨mie kleiner und fu¨r Risikoaversion gro¨ßer
als beim Erwartungswertkriterium sein. Es gilt also
p∗linear,Nicht−RV,R−aversion ≥ p∗linear,Nicht−RV,R−neutral ≥ p∗linear,Nicht−RV,R−freude.54
Trotzdem kann kein generelles Verhalten der optimalen Pra¨mie in den einzelnen Risikoarten
(Freude, Neutralita¨t, Aversion) konstatiert werden, da dieses von der Sto¨rgro¨ße ε abha¨ngt.
Allein der Vergleich zwischen den Risikoarten gelingt. Somit muss ein Zedent auch in diesem
Fall die optimale Pra¨mie mit seinen individuellen Risikoparametern, der Nachfragefunktion
sowie der vorliegenden Sto¨rgro¨ße ε berechnen.
Unterstellt man hingegen die konkave Funktion aus Beispiel 8.2.5, erha¨lt man fu¨r die Ab-
lehnung der Ru¨ckversicherung die optimale Pra¨mie55
p∗1 =
µ
[
1 + λ−α1−α∆(α, p
∗)
]
3− λ−α1−αµDp(∆(α, p∗))
+
√
µ2
[
1 + λ−α1−α∆(α, p
∗)
]2
+ p2max
[
1− λ−α1−αµDp(∆(α, p∗))
] [
3− λ−α1−αµDp(∆(α, p∗))
]
3− λ−α1−αµDp(∆(α, p∗))
fu¨r 3 − λ−α1−αµDp(∆(α, p∗)) > 0. Dies ist fu¨r λ ≥ α (Risikoaversion und -neutralita¨t) und
fu¨r λ < α (Risikofreude) mit der Bedingung 3 − λ−α1−αµDp(∆(α, p∗)) > 056 erfu¨llt. Fu¨r 3 −
λ−α
1−αµDp(∆(α, p
∗)) < 057 ist die optimale Pra¨mie
p∗2 =
µ
[
1 + λ−α1−α∆(α, p
∗)
]
3− λ−α1−αµDp(∆(α, p∗))
−
√
µ2
[
1 + λ−α1−α∆(α, p
∗)
]2
+ p2max
[
1− λ−α1−αµDp(∆(α, p∗))
] [
3− λ−α1−αµDp(∆(α, p∗))
]
3− λ−α1−αµDp(∆(α, p∗))
.
Fu¨r beide Lo¨sungen gilt bei gleicher Risikoeinstellung, dass die optimale Pra¨mie bei konkaver
Nachfragefunktion gro¨ßer gleich der optimalen Pra¨mie bei linearer Nachfragefunktion ist. Eine
54Vgl. bzgl. der Bestimmung der optimalen Pra¨mie sowie der Abscha¨tzungen bzgl. der einzelnen Risikoeinstel-
lungen den Anhang C.4 S. 231 ﬀ.
55Berechnungen der optimalen Pra¨mie bei Ablehnung der Ru¨ckversicherung und konkaver Nachfragefunktion
sowie weiterfu¨hrende Untersuchungen diesbezu¨glich beﬁnden sich im Anhang C.4 S. 235 ﬀ.
56Dabei gilt Dp(∆(α, p
∗)) ≤ 0.
57Kann nur bei Risikofreude auftreten.
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Abscha¨tzung der optimalen Pra¨mie zwischen den einzelnen Risikoeinstellungen (Risikofreude
vs. Risikoneutralitat bzw. Risikoaversion vs. Risikoneutralita¨t) ist jedoch nicht mo¨glich. Somit
muss ein Zedent entsprechend seiner Risikoeinstellung und der vorliegenden Sto¨rgro¨ße seine
entsprechende optimale Pra¨mie bestimmen und anschließend die hinreichende Bedingung (Art
des Extremums) pru¨fen.
8.3 Zusammenfassung und U¨berblick
In diesem Kapitel wurde das Erst- und das Ru¨ckversicherungsgescha¨ft simultan optimiert.
Bzgl. des Ru¨ckversicherungsgescha¨ftes erha¨lt man die gleichen Lo¨sungen wie bei der alleinigen
Optimierung des Ru¨ckversicherungsproblems. Somit lehnt ein risikofreudiger, risikoneutraler
und ein niedrig risikoaverser Zedent die Ru¨ckversicherung ab, bei positiven Gewinnaufschla¨gen
seitens des Ru¨ckversicherers. Ein Zedent mit hoher Risikoaversion hingegen wird die Ru¨ckver-
sicherung wa¨hlen. Dabei gilt, dass dieser mit Zunahme an Risikoaversion mehr Risiko an den
Zessiona¨r transferieren mo¨chte, d. h. er pra¨feriert eine niedrigere Priorita¨t. Handelt es sich um
eine faire Ru¨ckversicherungspra¨mie, so wird der risikofreudige Zedent die Ru¨ckversicherung
ablehnen, der risikoaverse Zedent dagegen die Vollversicherung pra¨ferieren. Der risikoneutrale
Zedent ist indiﬀerent.
Fu¨r die optimale Pra¨mie bei Ru¨ckversicherungswahl hat man am Beispiel der linearen und
konkaven Nachfragefunktion gesehen, dass diese gro¨ßer ist als bei Risikoneutralita¨t58. Dabei
pra¨feriert ein Zedent bei einer konkaven Nachfrage eine ho¨here optimale Pra¨mie als bei einer
linearen Nachfrage.
A¨hnlich verha¨lt sich die optimale Pra¨mie bei Ablehnung der Ru¨ckversicherung. Ein risiko-
freudiger Zedent mit einer linearen Nachfragefunktion wird eine kleinere und ein risikoaverser
Zedent eine gro¨ßere Pra¨mie als im risikoneutralen Fall pra¨ferieren.
Des Weiteren ist die optimale Pra¨mie bei konkaver Nachfrage und Ablehnung der Ru¨ck-
versicherung gro¨ßer als die optimale Pra¨mie bei einer linearen Nachfrage. Zur weiteren Un-
tersuchung der optimalen Pra¨mie ist jeweils die spezielle Risikoeinstellung des Zedenten als
auch Annahmen fu¨r die Sto¨rgro¨ße ε notwendig.
58Bei Risikoneutralita¨t wird die Ru¨ckversicherung nicht gewa¨hlt bzw. ist der Zedent bei γ = 0 indiﬀerent.
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Ziel dieser Arbeit war die Modellierung von nicht-proportionalen Ru¨ckversicherungsvertra¨gen
mit Risikopra¨ferenzen. Die Verwendung von Risikopra¨ferenzen im Versicherungs- als auch im
Ru¨ckversicherungskontext stellt dabei ein neues Forschungsfeld dar, auf dem bislang abge-
sehen vom µ-σ-Prinzip noch keinerlei Untersuchungen durchgefu¨hrt wurden. Grundlage der
Modellierung sind in diesem Zusammenhang hybride Entscheidungsprinzipien basierend auf
dem Conditional Value at Risk. Dabei wurden auch die Spezialfa¨lle Erwartungswertkriterium
und CVaR-Prinzip beleuchtet, welche in den verwendeten hybriden Entscheidungsprinzipien
enthalten sind. Zusa¨tzlich wurde der Spezialfall einer fairen Ru¨ckversicherungspra¨mie unter-
sucht.
Die Modellierung wurde zuna¨chst fu¨r jede Deckungsgrenze eines nicht-proportionalen Ru¨ck-
versicherungsvertrages einzeln und spa¨ter in einem zweidimensionalen Modell zusammen vor-
genommen. Dies hatte zum Ziel, den Informationsgehalt der einzelnen Modelle zu vergleichen
und das beste Modell (einfachere Berechnung bei gleichem Informationsgehalt) herauszu-
ﬁnden. Abschließend fand eine Optimierung unter Einbezug des Erstversicherungsgescha¨ftes
statt. Dabei werden die zu Beginn der Arbeit aufgestellten Fragen wie folgt beantwortet:
• Bei welcher Risikoeinstellung wird ein Erstversicherer die Ru¨ckversicherung pra¨ferieren?
Ein risikofreudiger und ein risikoneutraler Zedent lehnt die Ru¨ckversicherung ab. Die
Entscheidung eines risikoaversen Zedenten ist abha¨ngig vom Gewinnaufschlag des Ru¨ck-
versicherers. Bei einem positiven Gewinnaufschlag seitens des Zessiona¨rs wird ein Zedent
mit einer niedrigen Aversion die Ru¨ckversicherung ablehnen und bei hoher Risikoaver-
sion die Ru¨ckversicherung pra¨ferieren. Fu¨r diese Entscheidung ist neben der perso¨n-
lichen Risikoeinstellung des Zedenten somit auch der Gewinnaufschlag des Zessiona¨rs
entscheidend. Eine Erho¨hung des Gewinnaufschlags wird ab einem gewissen Punkt die
Ablehnung der Ru¨ckversicherung durch den Zedent zur Folge haben. Im Fall der fairen
Ru¨ckversicherungspra¨mie dagegen wird jeder risikoaverse Zedent die Ru¨ckversicherung
pra¨ferieren1.
• Wenn ein Erstversicherer die Ru¨ckversicherung pra¨feriert, welche Deckungsgrenzen be-
vorzugt er bzw. wie a¨ndern sich die pra¨ferierten Deckungsgrenzen mit der Zunahme an
Risikoaversion?
Wenn ein Zedent aufgrund seiner Risikoeinstellung die Ru¨ckversicherung pra¨feriert,
dann wa¨hlt er fu¨r seinen Schutz einen bestimmten Selbstbehalt (Priorita¨t). Dieser ist
zum einen von seiner Risikoeinstellung abha¨ngig und zum anderen von der zu erwar-
tenden Schadensverteilung sowie vom Gewinnaufschlag des Zessiona¨rs. Eine ho¨here Ri-
sikoaversion fu¨hrt dabei zu einer niedrigeren Priorita¨t. Es wird mehr Risiko an den
Ru¨ckversicherer transferiert. Die Schadensverteilung besitzt den gleichen Einﬂuss auf
1Dieses Verhalten der Zedenten kann auch bei der Anwendung des Bernoulli-Prinzips beobachtet werden. Vgl.
Schulenburg, Greiner (2007), S. 37 f., bzgl. Bernoulli-Prinzip im Versicherungskontext Wagner (2000), S. 48
sowie Ritter (2006), S. 23. bzw. bzgl. der Anwendung im Ru¨ckversicherungkontext u. a. Guerra, Centeno
(2008), Kaluszka, Okolewski (2008), Samson (1986) sowie Samson, Thompson (1983).
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die Priorita¨t. Eine ho¨here Schadensverteilung2 fu¨hrt immer auch zu einer ho¨heren Prio-
rita¨t. Der Zedent dagegen pra¨feriert in jedem Fall einen Plafond in einer Ho¨he, in der
sich alle Scha¨den unterhalb des Plafonds beﬁnden. In diesem Fall soll der Zessiona¨r alle
Scha¨den oberhalb des Selbstbehaltes u¨bernehmen. In der Praxis ist dies jedoch nicht
aufzuﬁnden, da der Plafond vom Zessiona¨r bestimmt wird3.
• Welchen Einﬂuss hat der Gewinnaufschlag des Ru¨ckversicherers?
Wie bereits angesprochen, besitzt der Gewinnaufschlag einen Einﬂuss darauf, ob die
Ru¨ckversicherung gewa¨hlt wird oder nicht. Des Weiteren bedingt er auch die Ho¨he der
nachgefragten Deckung. Wenn der Zedent aufgrund seiner Risikoeinstellung die Ru¨ck-
versicherung pra¨feriert, dann wird er mit der Zunahme des Gewinnaufschlages eine
ho¨here Priorita¨t bevorzugen und weniger Risiko an den Zessiona¨r weitergeben. Dies ist
darin begru¨ndet, dass mit der Zunahme des Gewinnaufschlages die Ru¨ckversicherung
immer teurer wird und der Zedent immer mehr bereit sein wird, kleinere Scha¨den selbst
zu tragen. Dagegen fu¨hrt ein theoretischer Gewinnaufschlag von null4 zur Vollversiche-
rung aller risikoaversen Zedenten, weil der Zessiona¨r ohne Aufpreis fu¨r den erwarteten
Schaden alle Scha¨den u¨bernimmt.
• Wann ist der Erstversicherer indiﬀerent in seiner Entscheidung?
Im Allgemeinen ist der Zedent indiﬀerent in seiner Entscheidung, wenn der Quotient
aus seinen Risikoparametern gleich 1 + γ ist. Dies ist fu¨r positive Gewinnaufschla¨ge
seitens des Ru¨ckversicherers nur fu¨r risikoaverse Zedenten mo¨glich5. Im Fall einer fairen
Ru¨ckversicherungspra¨mie wa¨hlen alle risikoaversen Zedenten die Vollversicherung, die
risikofreudigen lehnen die Ru¨ckversicherung ab und die risikoneutralen sind indiﬀerent
in ihrer Entscheidung.
Im Kapitel 5 und 6 wurden die Deckungsgrenzen getrennt voneinander optimiert. Dabei war
festzustellen, dass die Entscheidung fu¨r oder gegen die Ru¨ckversicherung bei einer bestimmten
Risikopra¨ferenz seitens des Erstversicherers bei beiden Modellen gleich ist. Die Modelle unter-
scheiden sich allein in der nachgefragten Ho¨he der Deckungsgrenzen. Fu¨r den Plafond konnte
dabei festgestellt werden, dass sich, wenn die Ru¨ckversicherung gewa¨hlt wird, alle Scha¨den
unterhalb des Plafonds beﬁnden. Dies ist die zentrale Aussage des Kapitels 6.
Im Anschluss an Kapitel 5 und 6 stellte sich die zentrale Frage:
2Dass heißt, wenn die Verteilungsfunktion eines Schadens immer oberhalb der Verteilungsfunktion eines anderen
Schadens ist (Stochastische Dominanz erster Ordnung), wird die Priorita¨t bei ersterer ho¨her ausfallen.
3Der Plafond ist die Schutzgrenze des Zessiona¨rs gegen die materielle U¨berforderung.
4In diesem Fall wa¨hlen alle risikoaversen Zedenten die Ru¨ckversicherung.
5Diese Ausfu¨hrungen beziehen sich auf das in dieser Arbeit grundlegend verwendete α-λ-Pra¨ferenzfunktional.
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• Beeinﬂussen sich die Deckungsober- und -untergrenze (Plafond und Priorita¨t) bei einer
simultanen Optimierung?
Im Kapitel 7 wurde dabei festgestellt, dass sich die Deckungsgrenzen nicht gegenseitig
beeinﬂussen. Die Interpretation der Lo¨sung war identisch mit der Interpretation bei ein-
zelner Betrachtung der Deckungsgrenzen. Somit war kein weiterer Informationsgewinn
zu verzeichnen, außer der Feststellung, dass die Deckungsgrenzen nicht interagieren. Da-
mit kann fu¨r die Bestimmung der optimalen Deckungsgrenzen die Lo¨sung aus Kapitel
5 verwendet werden, mit der Aussage aus Kapitel 6, dass der Plafond alle mo¨glichen
Scha¨den beinhaltet, wenn die Ru¨ckversicherung pra¨feriert wird und der Aussage aus
Kapitel 7, dass die Deckungsgrenzen nicht interagieren.
Fortfu¨hrend wurde im Kapitel 8 das Erstversicherungsgescha¨ft in die U¨berlegungen mit einbe-
zogen. Es fand eine simultane Optimierung des Erst- und Ru¨ckversicherungsgescha¨ftes statt.
Dabei wurde fu¨r das Ru¨ckversicherungsgescha¨ft die Priorita¨t6 und fu¨r das Erstversicherungs-
gescha¨ft die Versicherungspra¨mie bzgl. eines Erstversicherungsvertrages betrachtet. Zentrale
Fragen, die dabei beantwortet wurden, sind:
• Welchen Deckungsschutz bzgl. der Ru¨ckversicherung pra¨feriert der Erstversicherer?
Die Ergebnisse bzgl. des Ru¨ckversicherungsgescha¨ftes sind identisch mit denen aus Kapi-
tel 57. Der einzige Unterschied besteht darin, dass die Lo¨sung in Kapitel 5 vom Schaden
X und in Kapitel 8 vom Schaden Xp abha¨ngt. Bei Letzterem besitzt also die Erstversi-
cherungspra¨mie p einen Einﬂuss. Eine niedrige Pra¨mie p fu¨hrt zu einer ho¨heren Anzahl
an verkauften Erstversicherungsvertra¨gen und somit zu ho¨heren Scha¨den. Dadurch wird
der Zedent, wenn er eine Ru¨ckversicherung pra¨feriert, eine ho¨here Priorita¨t wa¨hlen.
• Welche Erstversicherungspra¨mie sollte der Versicherer von seinen Privatkunden verlan-
gen?
Die Erstversicherungspra¨mie ist zum einen abha¨ngig von der Nachfrage8 an Erstver-
sicherungen und zum anderen von der Risikoeinstellung des Zedenten. Pra¨feriert der
Zedent eine Ru¨ckversicherung, besitzt die Ru¨ckversicherungspra¨mie ebenfalls einen Ein-
ﬂuss auf die Pra¨mie p, da durch diese auch die Kosten der Ru¨ckversicherung gedeckt
werden mu¨ssen. Aussagen bzgl. der Pra¨mie ko¨nnen unter der Verteilungsannahme der
Sto¨rgro¨ße ε und der individuellen Risikoeinstellung des Zedenten kalkuliert werden.
6Der Plafond bleibt bei diesen Betrachtungen außen vor, da dessen Eigenschaften aus Kapitel 6 und 7 bekannt
sind und die Berechnung unno¨tig verkomplizieren.
7Ein risikofreudiger, risikoneutraler und niedrig risikoaverser Zedent lehnt die Ru¨ckversicherung fu¨r positive
Gewinnaufschla¨ge seitens des Zessiona¨rs ab. Ein hoch risikoaverser Zedent pra¨feriert die Ru¨ckversicherung.
Dabei sinkt bei Ru¨ckversicherungswahl die Priorita¨t mit Zunahme an Risikoaversion.
8Ein Zedent pra¨feriert bei einer konkaven Nachfrage eine ho¨here Pra¨mie p als bei einer linearen Nachfrage.
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• Beeinﬂussen sich das Erst- und Ru¨ckversicherungsgescha¨ft gegenseitig?
Das Erstversicherungsgescha¨ft beeinﬂusst das Ru¨ckversicherungsgescha¨ft durch den Scha-
den Xp. Dieser fu¨hrt fu¨r kleine Pra¨mien zu ho¨heren Priorita¨ten. Das Ru¨ckversicherungs-
gescha¨ft wirkt auf das Erstversicherungsgescha¨ft bei Ru¨ckversicherungswahl, da die Pra¨-
mie fu¨r den Ru¨ckversicherer verdient werden muss und somit zu einer ho¨heren Pra¨mie
fu¨hrt.
Das Modell aus Kapitel 5 bietet eine einfache Berechnung der beno¨tigten Deckung entspre-
chend der Risikoeinstellung des Zedenten, la¨sst aber das Erstversicherungsgescha¨ft außen
vor. Das Modell aus Kapitel 8 beinhaltet dagegen das Erstversicherungsgescha¨ft, ist aber
bei der Kalkulation wesentlich aufwendiger. Ein Anwender muss daher abwa¨gen, ob er ein
einfaches Modell ohne Erstversicherungsgescha¨ft oder ein komplexeres mit Erstversicherungs-
gescha¨ft verwenden mo¨chte. In beiden Modellen ist die Bestimmung der Risikoparameter auf
Grundlage eines gewa¨hlten Ru¨ckversicherungsvertrages mo¨glich. Diese Risikoparameter ko¨n-
nen anschließend genutzt werden, um bei einer anderen Schadensverteilung die entsprechenden
Deckungsgro¨ßen zu bestimmen.
In dieser Arbeit wurde die spezielle Ru¨ckversicherungspra¨mie RV P = (1+γ)E(RV S) verwen-
det. Es sind natu¨rlich auch andere Pra¨mienstrukturen mo¨glich9. Diese ko¨nnen in die allgemein
gegebenen Lo¨sungen in Kapitel 5, 6 und 7 eingesetzt werden. Dabei fu¨hren Ru¨ckversicherungs-
pra¨mien auf Basis von Varianz oder Standardabweichung zu nicht auﬂo¨sbaren Integraltermen
bei der optimalen Lo¨sung der Deckungsgrenzen.
Des Weiteren ist das hybride µ-σ-Entscheidungsprinzip im Ru¨ckversicherungsgescha¨ft ein we-
nig praktikables Entscheidungsprinzip, da die Quadrierung der Gewinnfunktion des Zedenten
und die anschließende Diﬀerentation ebenfalls zu unauﬂo¨sbaren Integraltermen fu¨hrt. Eine
einfache Lo¨sung fu¨r die Deckungsgrenzen kann dabei nicht mehr gegeben werden. Dies erkla¨rt
auch die geringe Verbreitung dieses Prinzips im Erst- und Ru¨ckversicherungskontext in der
Literatur. Außerdem sind die Ergebnisse bedingt interpretierbar aufgrund des quadratischen
Einﬂusses der Varianz10.
Bzgl. der simultanen Optimierung des Erst- und Ru¨ckversicherungsgescha¨ftes geschah die
Modellierung in Anlehnung an das Newsvendor Modell und wurde mit Hilfe der Aufspaltung
der Zufallsvariable in einen deterministischen und einen stochastischen Teil durchgefu¨hrt.
Zusa¨tzlich besteht auch die Mo¨glichkeit, den Gesamtschaden durch die Einzelscha¨den zu be-
rechnen. Dabei ist es erforderlich, aus den Verteilungen der Einzelscha¨den mittels Faltung die
Verteilung des Gesamtschadens zu bestimmen. Diese ﬂießt dann in die Lo¨sung der Deckungs-
grenze bzw. der Pra¨mie ein und muss nach Priorita¨t bzw. Pra¨mie aufgelo¨st werden.
9Vgl. Kapitel 4.
10Das µ-σ-Entscheidungsprinzip kann zum einen gegen das Zustands-Dominanz-Prinzip und zum anderen gegen
die Axiome des Bernoulli-Prinzips (des rationalen Handelns) verstoßen. Vgl. u. a. Schmidt, Tyrell (2006),
Breuer (2008).
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Die vorliegende Arbeit hatte zum Ziel, Risikopra¨ferenzen eines Erstversicherers bzgl. des Ru¨ck-
versicherungsgescha¨ftes zu modellieren. Dies geschah auf Grundlage von hybriden Entschei-
dungsprinzipien. Diese Herangehensweise ist bisher nicht in der Ru¨ckversicherungsliteratur
als auch allgemein in der Versicherungsliteratur zu ﬁnden und ist damit wesentlicher Beitrag
dieser Arbeit. Auch im Ru¨ckversicherungsgescha¨ft wird die Verwendung von Risikopra¨feren-
zen in Zukunft zu nehmen, so wie deren Verwendung auch schon in andere Bereiche Einzug
gehalten hat. Die Verwendung anderer Ru¨ckversicherungsstrukturen als auch die jeweilige An-
passung an die speziell vorliegende nicht-proportionale Ru¨ckversicherung la¨sst diese Arbeit
bewusst oﬀen und kann Gegenstand zuku¨nftiger wissenschaftlicher Abhandlungen sein.
Anhang A
Beweise zum Kapitel
Entscheidungstheorie
Beweis der a¨quivalenten Darstellungen fu¨r das Pra¨ferenzfunktional Φα,λ(X):
Es ist
Φα,λ(X) = λE(X|X ≤ xα) + (1− λ)E(X|X ≥ xα). (A.1)
Fu¨r den Erwartungswert gilt
E(X) = αE(X|X ≤ xα) + (1− α)E(X|X ≥ xα). (A.2)
Durch Umstellen von (A.2) nach E(X|X ≥ xα) und Einsetzen in Φα,λ(X) folgt
Φα,λ(X) = λE(X|X ≤ xα)
+
1− λ
1− α (E(X) − αE(X|X ≤ xα))
=
1− λ
1− αE(X) +
(
λ− 1− λ
1− αα
)
E(X|X ≤ xα)
=
1− λ
1− αE(X) +
λ− α
1− αE(X|X ≤ xα)
1.
Durch Umstellen von (A.2) nach E(X|X ≤ xα) und Einsetzen in (A.1) folgt
Φα,λ(X) =
λ
α
(E(X) − (1− α)E(X|X ≥ xα))
+ (1− λ)E(X|X ≥ xα)
=
λ
α
E(X) +
(
1− λ− λ
α
(1− α)
)
E(X|X ≥ xα)
=
λ
α
E(X) +
(
1− λ
α
)
E(X|X ≥ xα)2.
1Es gilt
(
λ− 1−λ
1−αα
)
= λ(1−α)−α(1−λ)
1−α =
λ−λα−α+λα
1−α =
λ−α
1−α .
2Es gilt 1− λ− λ
α
(1− α) = 1− αλ+λ(1−α)
α
= 1− αλ+λ−αλ
α
= 1− λ
α
.
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Nachweis der Risikoeinstellung fu¨r das Pra¨ferenzfunktional Φα,λ(X):
Man betrachte das Pra¨ferenzfunktional
Φα,λ(X) =
1− λ
1− αE(X) +
λ− α
1− αE(X|X ≤ xα).
Fu¨r das Pra¨ferenzfunktional mit Erwartungswert gilt
Φα,λ(E(X)) =
1− λ
1− αE(E(X)) +
λ− α
1− αE(E(X)|X ≤ xα)
=
1− λ
1− αE(X) +
λ− α
1− αE(X)
= E(X)3.
In den unteren bedingten Erwartungswert ﬂießen die 1 − α gro¨ßten Auspra¨gungen der Zu-
fallsvariablen X nicht ein, somit ist dieser kleiner als der Erwartungswert
E(X) > E(X|X ≤ xα).
Man multipliziere λ−α1−α . Es kann somit fu¨r α < λ
λ− α
1− αE(X) >
λ− α
1− αE(X|X ≤ xα)
bzw. fu¨r α > λ
λ− α
1− αE(X) <
λ− α
1− αE(X|X ≤ xα)
4
ermittelt werden. Es gilt λ−α1−α = 1− 1−λ1−α . Damit folgt fu¨r die Ungleichungen
E(X) >
1− λ
1− αE(X) +
λ− α
1− αE(X|X ≤ xα)
fu¨r α < λ bzw. fu¨r α > λ
E(X) <
1− λ
1− αE(X) +
λ− α
1− αE(X|X ≤ xα).
Die rechte Seite der Ungleichung ist gleich dem Pra¨ferenzfunktional. Die linke Seite ist ge-
rade das Pra¨ferenzfunktional des Erwartungswertes. Damit gilt Φα,λ(E(X)) > Φα,λ(X) fu¨r
α < λ bzw. fu¨r α > λ Φα,λ(E(X)) < Φα,λ(X). Deshalb zieht ein Entscheider fu¨r α < λ
das Pra¨ferenzfunktional des Erwartungswertes (die sichere Aktion) dem Pra¨ferenzfunktional
der Zufallsvariablen X (der unsicheren Aktion) vor. Das Pra¨ferenzfunktional spiegelt somit
in diesem Fall Risikoaversion wider. Im Fall α > λ dagegen wird die unsichere Aktion (das
Pra¨ferenzfunktional der Zufallsvariablen X) vorgezogen und stellt somit den Sachverhalt der
Risikofreude dar.
3Es gilt 1−λ
1−α +
λ−α
1−α = 1.
4In diesem Fall ist λ−α
1−α negativ. Somit kehrt sich das Relationszeichen um.
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Betrachtet man den Fall identischer Risikoparameter, erkennt man, dass das Pra¨ferenzfunk-
tional in diesem Fall auf den Erwartungswert zusammen fa¨llt
Φα,λ(X) =
1− λ
1− α︸ ︷︷ ︸
=1
E(X) +
λ− α
1− α︸ ︷︷ ︸
=0
E(X|X ≤ xα) = E(X).
Es gilt also Φα,λ(E(X))) = E(X) = Φα,λ(X) fu¨r α = λ. Ein Entscheider ist somit indiﬀerent
zwischen der sicheren und unsicheren Aktion und folglich risikoneutral5.
QED
Beweis der a¨quivalenten Darstellungen fu¨r das Pra¨ferenzfunktional Φβ,δ(X):
Es ist
Φβ,δ(X) = (1− δ)E(X|X ≤ x1−β) + δE(X|X ≥ x1−β). (A.3)
Fu¨r den Erwartungswert gilt
E(X) = (1− β)E(X|X ≤ x1−β) + βE(X|X ≥ x1−β). (A.4)
Durch Umstellen von (A.4) nach E(X|X ≤ x1−β) und Einsetzen in Φβ,δ folgt
Φβ,δ(X) =
1− δ
1− β (E(X)− βE(X|X ≥ x1−β))
+ δE(X|X ≥ x1−β)
=
1− δ
1− βE(X) +
(
δ − 1− δ
1− ββ
)
E(X|X ≥ x1−β)
=
1− δ
1− βE(X) +
δ − β
1− βE(X|X ≥ x1−β)
6.
Durch Umstellen von (A.4) nach E(X|X ≥ x1−β) und Einsetzen in (A.3) folgt
Φβ,δ(X) = (1− δ)E(X|X ≤ x1−β)
+
δ
β
(E(X) − (1− β)E(X|X ≤ x1−β))
=
δ
β
E(X) +
(
1− δ − δ
β
(1− β)
)
E(X|X ≤ x1−β)
=
δ
β
E(X) +
(
1− δ
β
)
E(X|X ≤ x1−β)7.
QED
5Vgl. bzgl. der Deﬁnition der drei Risikoeinstellungen Deﬁnition 2.4.1
6Es gilt
(
δ − 1−δ
1−β β
)
= δ(1−β)−β(1−δ)
1−β =
δ−δβ−β+δβ
1−β =
δ−β
1−β .
7Es gilt 1− δ − δ
β
(1− β) = 1− βδ+δ(1−β)
β
= 1− βδ+δ−βδ
β
= 1− δ
β
.
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Nachweis der Risikoeinstellung fu¨r das Pra¨ferenzfunktional Φβ,δ(X):
Man betrachte das Pra¨ferenzfunktional
Φβ,δ(X) =
1− δ
1− βE(X) +
δ − β
1− βE(X|X ≥ x1−β).
Fu¨r das Pra¨ferenzfunktional mit Erwartungswert gilt
Φβ,δ(E(X)) =
1− δ
1− βE(E(X)) +
δ − β
1− βE(E(X)|X ≥ x1−β)
=
1− δ
1− βE(X) +
δ − β
1− βE(X)
= E(X)8.
In den oberen bedingten Erwartungswert ﬂießen die 1 − α kleinsten Auspra¨gungen der Zu-
fallsvariablen X nicht ein, somit ist dieser gro¨ßer als der Erwartungswert
E(X) < E(X|X ≥ xα).
Man multipliziere δ−β1−β . Es kann somit fu¨r β < δ
δ − β
1− βE(X) <
δ − β
1− βE(X|X ≥ x1−β)
bzw. fu¨r β > δ
δ − β
1− βE(X) >
δ − β
1− βE(X|X ≥ x1−β)
9
ermittelt werden. Es gilt δ−β1−β = 1− 1−δ1−β . Damit folgt fu¨r die Ungleichungen
E(X) <
1− δ
1− βE(X) +
δ − β
1− β 1− αE(X|X ≥ x1−β)
fu¨r β < δ bzw. fu¨r β > δ
E(X) >
1− δ
1− βE(X) +
δ − β
1− βE(X|X ≥ x1−β).
Die rechte Seite der Ungleichung ist gleich dem Pra¨ferenzfunktional, die linke Seite ist gerade
das Pra¨ferenzfunktional des Erwartungswertes. Damit gilt
Φβ,δ(E(X)) < Φβ,δ(X))
fu¨r β < δ bzw. fu¨r β > δ
Φβ,δ(E(X)) > Φβ,δ(X).
Dem entsprechend zieht ein Entscheider fu¨r β < δ das Pra¨ferenzfunktional der Zufallsvaria-
blen X (die unsichere Aktion) dem Pra¨ferenzfunktional des Erwartungswertes (die sichere
Aktion) vor. Das Pra¨ferenzfunktional spiegelt somit in diesem Fall Risikofreude wider. Im
8Es gilt 1−δ
1−β +
δ−β
1−β = 1.
9In diesem Fall ist δ−β
1−β negativ. Somit kehrt sich das Relationszeichen um.
ANHANG A. BEWEISE ZUM KAPITEL ENTSCHEIDUNGSTHEORIE 170
Fall β > δ dagegen wird die sichere Aktion (das Pra¨ferenzfunktional des Erwartungswertes)
vorgezogen und stellt somit den Sachverhalt der Risikoaversion dar.
Fu¨r den Fall identischer Risikoparameter fa¨llt das Pra¨ferenzfunktional auf den Erwartungs-
wert zusammen
Φβ,δ(X) =
1− δ
1− β︸ ︷︷ ︸
=1
E(X) +
δ − β
1− β︸ ︷︷ ︸
=0
E(X|X ≥ x1−β) = E(X).
Es gilt also Φβ,δ(E(X)) = E(X) = Φβ,δ(X) fu¨r α = λ. Ein Entscheider ist indiﬀerent zwischen
der sicheren und unsicheren Aktion und somit risikoneutral10.
QED
Beweis von Satz 2.6.3:
Man verwende folgende Nutzenfunktion
υ(t) =
1− δ
1− β t +
δ − β
1− β max(0, β
−1(t− (1− β)))
=
1− δ
1− β t +
δ − β
1− β
{
0, fu¨r t ≤ 1− β
β−1(t− (1− β)), fu¨r t ≥ 1− β .
Fu¨r diese reellwertige Nutzenfunktion gilt
υ(0) =
1− δ
1− β · 0 +
δ − β
1− β · 0 = 0
und
υ(1) =
1− δ
1− β · 1 +
δ − β
1− ββ
−1(1− (1− β)) = 1− δ
1− β +
δ − β
1− β = 1.
Man untersuche die Grenze der Fallunterscheidung zur U¨berpru¨fung der Stetigkeit. Es gilt
υ(1 − β) = 1− δ
1− β (1− β) +
δ − β
1− β
{
0, fu¨r t ≤ 1− β
β−1((1− β)− (1− β)), fu¨r t ≥ 1− β = 1− δ.
Es liegt somit Stetigkeit vor.
Zur U¨berpru¨fung der Monotonie diﬀerenziere man die Nutzenfunktion. Fu¨r den Fall t ≤ 1−β
gilt:
d
dt
υ(t) =
1− δ
1− β ≥ 0
und fu¨r den Fall t ≥ 1− β:
d
dt
υ(t) =
1− δ
1− β +
δ − β
1− ββ
−1 =
δ
β
≥ 0.
10Vgl. bzgl. der Deﬁnition der drei Risikoeinstellungen Deﬁnition 2.4.1
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Somit ist die Nutzenfunktion monoton wachsend. Man berechne das Pra¨ferenzfunktional der
dualen Nutzentheorie fu¨r diese Nutzenfunktion. Es gilt
ΦY (X) =
1∫
0
F ∗X(t) dυ(t) =
1∫
0
F ∗X(t) d
[
1− δ
1− β t +
δ − β
1− β max(0, β
−1(t− (1− β)))
]
=
1∫
0
F ∗X(t) d
(
1− δ
1− β t
)
+
1∫
1−β
F ∗X(t) d
(
δ − β
1− β
1
β
t
)
+
1∫
1−β
F ∗X(t) d
(
δ − β
1− β (−(1− β))
)
=
1− δ
1− β
1∫
0
F ∗X(t) dt +
δ − β
1− β
1
β
1∫
1−β
F ∗X(t) dt + 0
=
1− δ
1− βE(X) +
δ − β
1− βE(X|X ≥ x1−β).
QED
Anhang B
Beweise zum Newsvendor Modell
B.1 Newsvendor Modell mit Risikopra¨ferenzen
Beweis der optimalen Newsvendor Lo¨sung fu¨r das Pra¨ferenzfunktional Φβ,δ:
Es gilt die Zielfunktion
Φβ,δ(G(y,X)) = (1− δ)E(G(y,X)|G(y,X) ≤ g1−β(y)) + δE(G(y,X)|G(y,X) ≥ g1−β(y))
und ist zur Darstellung (2.6)
Φβ,δ(G(y,X)) =
δ
β
E(G(y,X)) +
(
1− δ
β
)
E(G(y,X)|G(y,X) ≤ g1−β(y))
a¨quivalent. Somit gilt fu¨r die erste Ableitung1 des Pra¨ferenzfunktionals
Dy(Φβ,δ(G(y,X))) =
δ
β
Dy(E(G(y,X))) +
(
1− δ
β
)
Dy(E(G(y,X)|G(y,X) ≤ g1−β(y))).
Fu¨r die erste Ableitung des erwarteten und des unteren bedingten erwarteten Gewinns des
Newsvendors gilt2
Dy(E(G(y,X))) = p− c− (p − z)FX(y)
Dy(E(G(y,X)|G(y,X) ≤ g1−β(y))) =
{ −c + z, fu¨r FX(y) ≥ 1− β
p− c− p−z1−βFX(y), fu¨r FX(y) ≤ 1− β
.
Es folgt somit fu¨r die erste Ableitung des Pra¨ferenzfunktionals im Fall FX(y) ≥ 1− β
Dy(Φβ,δ(G(y,X))) =
δ
β
[p − c− (p− z)FX (y)] +
(
1− δ
β
)
[−c + z] = 0.
1Es bezeichne Dy =
d
d y
.
2Vgl. Jammernegg, Kischka (2005b), S. 32. Man ersetze bei Kischka, Jammernegg im unteren bedingten er-
warteten Gewinn α durch 1− β.
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Durch Multiplikation mit βδ ist
p− c− (p− z)FX (y) +
(
1− δ
β
)
β
δ
[−c + z] = 0
p− c− (p− z)FX (y) +
(
β
δ
− 1
)
[−c + z] = 0
p− c− (p − z)FX(y) + δ − β
δ
[c− z] = 0.
Somit folgt fu¨r das Optimum im Fall FX(y) ≥ 1− β
FX(y∗(β, δ)) =
p− c
p− z +
δ − β
δ
c− z
p− z
bzw.
y∗(β, δ) = F ∗X
(
p− c
p− z +
δ − β
δ
c− z
p− z
)
.
Fu¨r die zweite Ableitung3 gilt
Dyy(Φβ,δ(G(y,X))) = − δ
β
(p − z)fX(y) < 0
fu¨r alle y. Daraus folgt, dass y∗(β, δ) ein Maximum ist.
Man betrachte den Fall FX(y) ≤ 1− β. Es gilt
Dy(Φβ,δ(G(y,X))) =
δ
β
[p− c− (p − z)FX(y)] +
(
1− δ
β
)[
p− c− p− z
1− βFX(y)
]
= p− c− (p− z)FX (y)
(
δ
β
+
(
1− δ
β
)
1
1− β
)
= p− c− (p− z)FX (y) 1− δ1− β
4 = 0.
Damit gilt fu¨r das Optimum im Fall FX(y) ≤ 1− β
FX(y∗(β, δ)) =
p− c
p− z ·
1− β
1− δ
bzw.
y∗(β, δ) = F ∗X
(
p− c
p− z ·
1− β
1− δ
)
.
Fu¨r die zweite Ableitung gilt
Dyy(Φβ,δ(G(y,X))) = − 1− δ1− β (p− z)fX(y) < 0
3Es bezeichne Dyy =
d2
d y2
.
4Es gilt δ
β
+
(
1− δ
β
)
1
1−β =
δ
β
+ β−δ
β(1−β) =
δ(1−β)+β−δ
β(1−β) =
δ−δβ+β−δ
β(1−β) =
β(1−δ)
β(1−β) =
1−δ
1−β .
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fu¨r alle y. Daraus folgt, dass y∗(β, δ) im Fall FX(y) ≤ 1− β ein Maximum ist.
Man betrachte die Grenze FX(y) ≤ 1 − β. Es gilt p−cp−z · 1−β1−δ ≤ 1 − β. Durch Umstellen
folgt p−cp−z ≤ 1− δ bzw. δ ≤ 1− p−cp−z = c−zp−z . Damit gilt fu¨r das Maximum insgesamt
y∗(β, δ) =
⎧⎨⎩F
∗
X
(
p−c
p−z +
δ−β
δ · c−zp−z
)
, fu¨r δ ≥ c−zp−z
F ∗X
(
p−c
p−z · 1−β1−δ
)
, fu¨r δ ≤ c−zp−z
.
QED
B.2 Newsvendor Modell mit nicht-linearer Kostenfunktion
Beweis von Satz 3.4.1:
Fu¨r die Gewinnfunktion des Newsvendors gilt
G(y,X) = py − k(y)− (p − z)
{
0, fu¨r X > y
y −X, fu¨r X ≤ y .
Man bilde den erwarteten Gewinn
E(G(y,X)) = py − k(y)− (p− z)
⎡⎣ y∫
0
(y − x)fX(x) dx +
∞∫
y
0 · fX(x) dx
⎤⎦
= py − k(y)− (p− z)
y∫
0
(y − x)fX(x) dx
= py − k(y)− (p− z)
⎡⎣y y∫
0
fX(x) dx−
y∫
0
xfX(x) dx
⎤⎦
= py − k(y)− (p− z)
⎡⎣yFX(y)− y∫
0
xfX(x) dx
⎤⎦ .
Es folgt fu¨r die erste Ableitung des erwarteten Gewinns
Dy(E(G(y,X))) = p− ky(y)− (p− z) [FX(y) + yfX(y)− yfX(y)]
= p− ky(y)− (p− z)FX (y). (B.1)
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Man bilde den unteren bedingten erwarteten Gewinn. Fu¨r den Fall F (y) ≥ α gilt
E(G(y,X)|G(y,X) ≤ gα(y)) = 1
α
F ∗X(α)∫
0
[py − k(y)− (p− z)(y − x)]fX(x) dx
= [py − k(y)− (p− z)y] 1
α
F ∗X(α)∫
0
fX(x) dx
− (p− z) 1
α
F ∗X(α)∫
0
xfX(x) dx5
= py − k(y)− (p − z)y − (p− z) 1
α
F ∗X(α)∫
0
xfX(x) dx
= −k(y) + zy − (p− z) 1
α
F ∗X(α)∫
0
xfX(x) dx.
Fu¨r den Fall F (y) ≤ α gilt
E(G(y,X)|G(y,X) ≤ gα(y)) = 1
α
y∫
0
[py − k(y)− (p − z)(y − x)]fX(x) dx
+
1
α
F ∗X(α)∫
y
[py − k(y)]fX(x) dx
= [py − k(y)] 1
α
F ∗X(α)∫
0
fX(x) dx
− (p− z)y 1
α
y∫
0
fX(x) dx +
p− z
α
y∫
0
xfX(x) dx
= py − k(y)− p− z
α
yFX(y) +
p− z
α
y∫
0
xfX(x) dx.
5Es gilt 1
α
F∗X(α)∫
0
fX(x) dx =
1
α
[FX(x)]
F∗X(α)
0 =
1
α
FX(F
∗
X(α)) =
1
α
α = 1.
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Damit la¨sst sich fu¨r den unteren bedingten Erwartungswert festhalten
E(G(y,X)|G(y,X) ≤ gα(y)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−k(y) + zy − (p− z) 1α
F ∗X(α)∫
0
xfX(x) dx,
fu¨r FX(y) ≥ α
py − k(y)− p−zα yFX(y) + p−zα
y∫
0
xfX(x) dx,
fu¨r FX(y) ≤ α
.
Fu¨r das erste Diﬀerential des bedingten Erwartungswertes folgt somit
Dy(E(G(y,X)|G(y,X) ≤ gα(y))) =
{ −ky(y) + z, fu¨r FX(y) ≥ α
p− ky(y)− p−zα FX(y), fu¨r FX(y) ≤ α
. (B.2)
Es gilt fu¨r das Pra¨ferenzfunktional des µ-CV aR-Prinzips (3)
Φα,λ(G(y,X)) =
1− λ
1− αE(G(y,X)) +
λ− α
1− αE(G(y,X)|G(y,X) ≤ gα(y))
und fu¨r dessen Ableitung
Dy(Φα,λ(G(y,X))) =
1− λ
1− αDy(E(G(y,X))) +
λ− α
1− αDy(E(G(y,X)|G(y,X) ≤ gα(y))).
Man betrachte den Fall FX(y) ≥ α. Es gilt fu¨r die erste Ableitung des Pra¨ferenzfunktionals
Dy(Φα,λ(G(y,X))) =
1− λ
1− α [p− ky(y)− (p− z)FX(y)] +
λ− α
1− α [−ky(y) + z] = 0.
Durch Multiplikation mit 1−α1−λ ist
p− ky(y)− (p− z)FX(y) + λ− α1− λ [−ky(y) + z] = 0.
Somit folgt fu¨r das Optimum im Fall FX(y) ≥ α
FX(y∗) =
p− ky(y∗)
p− z +
α− λ
1− λ
ky(y∗)− z
p− z
bzw.
y∗(α, λ) = y∗ = F ∗X
(
p− ky(y∗)
p− z +
α− λ
1− λ
ky(y∗)− z
p− z
)
.
Fu¨r die Maximalbedingung (zweite Ableitung) muss gelten
Dyy(Φα,λ(G(y∗,X))) =
1− λ
1− α [−kyy(y
∗)− (p− z)fX(y∗)] + λ− α1− α [−kyy(y
∗)]
= −kyy(y∗)− (p− z) 1− λ1− αfX(y
∗) < 0.
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Man betrachte den Fall FX(y) ≤ α. Es gilt fu¨r die erste Ableitung des Pra¨ferenzfunktionals
Dy(Φα,λ(G(y,X))) =
1− λ
1− α [p− ky(y)− (p − z)FX (y)] +
λ− α
1− α
[
p− ky(y)− p− z
α
FX(y)
]
= p− ky(y)− (p− z)FX (y)
[
1− λ
1− α +
λ− α
1− α
1
α
]
= p− ky(y)− (p− z)FX (y)λ
α
= 0.
Damit gilt fu¨r das Optimum im Fall FX(y) ≤ α
FX(y∗) =
p− ky(y∗)
p− z
α
λ
bzw.
y∗(α, λ) = y∗ = F ∗X
(
p− ky(y∗)
p− z
α
λ
)
.
Die Maximalbedingung lautet in diesem Fall
Dyy(Φα,λ(G(y∗,X))) = −kyy(y∗)− (p− z)fX(y∗)λ
α
< 0.
Man betrachte die Grenze FX(y) ≤ α. Es gilt p−ky(y)p−z αλ ≤ α. Durch Umstellen folgt p−ky(y)p−z ≤
λ. Damit folgt fu¨r das Maximum insgesamt
y∗(α, λ) = y∗ =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
F ∗X
(
p−ky(y∗)
p−z +
α−λ
1−λ
ky(y∗)−z
p−z
)
,
fu¨r λ ≤ p−ky(y∗)p−z und − kyy(y∗)− 1−λ1−α (p− z)fX(y∗) < 0
F ∗X
(
p−ky(y∗)
p−z · αλ
)
,
fu¨r λ ≥ p−ky(y∗)p−z und − kyy(y∗)− λα (p− z)fX(y∗) < 0
.
QED
Beweis von Satz 3.4.2:
Es gilt das Pra¨ferenzfunktional
Φβ,δ(G(y,X)) =
δ
β
E(G(y,X)) +
(
1− δ
β
)
E(G(y,X)|G(y,X) ≤ g1−β(y)).
Somit ergibt sich fu¨r die erste Ableitung des Pra¨ferenzfunktionals
Dy(Φβ,δ(G(y,X))) =
δ
β
Dy(E(G(y,X))) +
(
1− δ
β
)
Dy(E(G(y,X)|G(y,X) ≤ g1−β(y))).
Fu¨r die erste Ableitung des erwarteten und des unteren bedingten erwarteten Gewinns gilt
wegen Formel (B.1) und (B.2)6
Dy(E(G(y,X))) = p− ky(y)− (p − z)FX(y)
Dy(E(G(y,X)|G(y,X) ≤ g1−β(y))) =
{ −ky(y) + z, fu¨r FX(y) ≥ 1− β
p− ky(y)− p−z1−βFX(y), fu¨r FX(y) ≤ 1− β
.
6Bei der Formel (B.2) muss dabei α durch 1− β ersetzt werden.
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Damit folgt fu¨r die erste Ableitung des Pra¨ferenzfunktionals im Fall FX(y) ≥ 1− β
Dy(Φβ,δ(G(y,X))) =
δ
β
[p − ky(y)− (p− z)FX (y)] +
(
1− δ
β
)
[−ky(y) + z] = 0.
Durch Multiplikation mit βδ ist
p− ky(y)− (p− z)FX (y) +
(
1− δ
β
)
β
δ
[−ky(y) + z] = 0
p− ky(y)− (p− z)FX (y) +
(
β
δ
− 1
)
[−ky(y) + z] = 0
p− ky(y)− (p − z)FX(y) + δ − β
δ
[ky(y)− z] = 0.
Es folgt somit im Fall FX(y) ≥ 1− β
FX(y∗) =
p− ky(y∗)
p− z +
δ − β
δ
ky(y∗)− z
p− z
bzw.
y∗(β, δ) = y∗ = F ∗X
(
p− ky(y∗)
p− z +
δ − β
δ
ky(y∗)− z
p− z
)
.
Fu¨r die zweite Ableitung gilt
Dyy(Φβ,δ(G(y,X))) =
δ
β
[−kyy(y)− (p− z)fX(y)] +
(
1− δ
β
)
[−kyy(y)]
= −kyy(y)− (p− z) δ
β
fX(y).
Das Optimum y∗ ist somit ein Maximum, wenn −kyy(y∗)− (p− z) δβ fX(y∗) < 0 ist.
Man betrachte den Fall FX(y) ≤ 1− β. Es gilt
Dy(Φβ,δ(G(y,X))) =
δ
β
[p− ky(y)− (p − z)FX(y)] +
(
1− δ
β
)[
p− ky(y)− p− z1− βFX(y)
]
= p− ky(y)− (p− z)FX (y)
(
δ
β
+
(
1− δ
β
)
1
1− β
)
= p− ky(y)− (p− z)FX (y) 1− δ1− β = 0.
Damit ist das Optimum
FX(y∗) =
p− ky(y∗)
p− z ·
1− β
1− δ
bzw.
y∗(β, δ) = y∗ = F ∗X
(
p− ky(y∗)
p− z ·
1− β
1− δ
)
.
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Fu¨r die zweite Ableitung kann
Dyy(Φβ,δ(G(y,X))) = −kyy(y)− 1− δ1− β (p− z)fX(y)
erhalten werden. Das Optimum y∗ = F ∗X
(
p−ky(y∗)
p−z · 1−β1−δ
)
ist damit ein Maximum, wenn
−kyy(y∗)− 1−δ1−β (p− z)fX(y∗) < 0 ist.
Man betrachte die Grenze FX(y) ≤ 1 − β. Es gilt p−ky(y)p−z · 1−β1−δ ≤ 1 − β. Durch Umstel-
len folgt p−ky(y)p−z ≤ 1 − δ bzw. δ ≤ 1 − p−ky(y)p−z = ky(y)−zp−z . Damit gilt fu¨r das Maximum
insgesamt
y∗(β, δ) = y∗ =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
F ∗X
(
p−ky(y∗)
p−z +
δ−β
δ
ky(y∗)−z
p−z
)
,
fu¨r δ ≥ ky(y∗)−zp−z und − kyy(y∗)− δβ (p− z)fX(y∗) < 0
F ∗X
(
p−ky(y∗)
p−z · 1−β1−δ
)
,
fu¨r δ ≤ ky(y∗)−zp−z und − kyy(y∗)− 1−δ1−β (p − z)fX(y∗) < 0
.
QED
Anhang C
Beweise zu den
Ru¨ckversicherungsmodellen
C.1 Beweise fu¨r das Priorita¨tsoptimierungsproblem
Beweis von Satz 5.1.1:
Es gilt
ΦB(G(d,X)) = E(G(d,X)) = E
(
Pr −B −X −RV P (d) +
{
0, fu¨r X < d
X − d, fu¨r d ≤ X
)
= Pr −B − E(X) −RV P (d) +
d∫
0
0 dFX(x) +
∞∫
d
(x− d) dFX(x)
= Pr −B − E(X) −RV P (d) +
∞∫
d
(x− d) dFX(x)1
= Pr −B − E(X) −RV P (d) +
∞∫
d
x dFX(x)− d[1− FX(d)].
Man bilde das erste Diﬀerential des Pra¨ferenzfunktionals bzgl. der Priorita¨t d
Dd(ΦB(G(d,X))) = −RV Pd(d)− dfX(d)− 1 + FX(d) + dfX(d)
= −RV Pd(d)− 1 + FX(d) = 0.
Daraus folgt die implizite Lo¨sung FX(d∗) = 1 + RV Pd(d∗). Fu¨r die zweite Ableitung kann
Ddd(ΦB(G(d,X))) = −RV Pdd(d) + fX(d)
1Es ist
∞∫
d
(x−d) dFX(x) =
∞∫
d
x dFX(x)−
∞∫
d
d dFX(x) =
∞∫
d
x dFX(x)−d
∞∫
d
dFX(x) =
∞∫
d
x dFX(x)−d[1−FX (d)].
Letzte Umformung gilt aufgrund der Eigenschaften fu¨r Verteilungsfunktionen.
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geschrieben werden. Somit ist FX(d∗) = 1 + RV Pd(d∗) ein Maximum, wenn −RV Pdd(d∗) +
fX(d∗) < 0 gilt.
QED
Beweis von Satz 5.1.2:
Man setze das erste Diﬀerential der Ru¨ckversicherungspra¨mie aus Lemma 5.1.1 in die implizite
Lo¨sung von Satz 5.1.1 ein und erha¨lt die optimale Priorita¨t unter Verwendung der speziellen
Ru¨ckversicherungspra¨mie
FX(d∗) = 1 + RV Pd(d∗) ⇒ FX(d∗) = 1 + (1 + γ)[−1 + FX(d∗)] ⇒ γ[−1 + FX(d∗)] = 0
⇒ FX(d∗) = 1.
Fu¨r die Maximalbedingung gilt durch Einsetzen der zweiten Ableitung der Ru¨ckversicherungs-
pra¨mie
−RV Pdd(d∗) + fX(d∗) < 0 ⇒ −(1 + γ)fX(d∗) + fX(d∗) < 0 ⇒ −γfX(d∗) < 0.
QED
Beweis von Satz 5.2.1:
Fu¨r das Pra¨ferenzfunktional gilt Φα(G(d,X)) = E(G(d,X)|G(d,X) ≤ gα(d)), wobei gα(d)
das α-Quantil der Gewinnverteilung ist. Das Pra¨ferenzfunktional ist damit der erwartete Ge-
winn der α·100 % schlechtesten Gewinne. Man betrachte die Gewinnfunktion in Abha¨ngigkeit
vom Schaden. Dies illustriert die folgende Abbildung.
G(d,x)
Schaden x d
(1-Į) · 100 %
kleinsten Schäden
Į · 100 % größten 
Schäden
x1-Ȼ(d)
(für festes d)
(1-Į) · 100 % größten 
Gewinne
Į · 100 % kleinsten 
Gewinne
gȻ(d)
Abbildung C.1: Gewinnfunktion (Priorita¨t) des Erstversicherers.
Man erkennt, dass die α·100 % kleinsten Gewinne bei den α·100 % ho¨chsten Scha¨den eintreten.
Dies sind gerade alle Gewinne bei Scha¨den oberhalb des (1−α)-Quantils der Schadensvertei-
lung. Damit gilt Φα(G(d,X)) = E(G(d,X)|X ≥ x1−α(d)), wobei x1−α(d) das (1−α)-Quantil
der Schadensverteilung ist.
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Man betrachte den Fall FX(d) ≥ 1− α. Es gilt
Φα(G(d,X)) = E(G(d, x)|X ≥ x1−α(d))
=
1
α
⎡⎣ ∞∫
d
[Pr −B −RV P (d)− x + x− d]dFX(x)
+
d∫
F−1X (1−α)
[Pr −B −RV P (d)− x]dFX(x)
⎤⎥⎦
=
1
α
[Pr −B −RV P (d)]
∞∫
F−1X (1−α)
dFX(x)− 1
α
d
∞∫
d
dFX (x)
− 1
α
d∫
F−1X (1−α)
xdFX
=
1
α
[Pr −B −RV P (d)][1 − (1− α)]− 1
α
d[1− FX(d)]
− 1
α
d∫
F−1(1−α)
x dFX(x)
= Pr −B −RV P (d)− 1
α
d[1 − FX(d)] − 1
α
d∫
F−1X (1−α)
x dFX(x).
Fu¨r die erste Ableitung gilt damit
Dd(Φα(G(d,X))) = −RV Pd(d)− 1
α
(1− FX(d)) + 1
α
d fX(d)− 1
α
d fX(d)
= −RV Pd(d)− 1
α
(1− FX(d))
= −(1 + γ)[−1 + FX(d)] + 1
α
[−1 + FX(d)].
Durch Nullsetzen erha¨lt man das Extremum FX(d∗) = 1. Zur Bestimmung der Art des Ex-
tremums bilde man die zweite Ableitung des Pra¨ferenzfunktionals
Ddd(Φα(G(d,X))) =
[
−(1 + γ) + 1
α
]
fX(d).
Fall fX(d∗) = 0: In diesem Fall ist FX(d∗) = 1 ein Maximum2, wenn 1+γ > 1α3 bzw. α > 11+γ 4
gilt.
2Dies ist auch das globale Maximum, da es eine Randlo¨sung ist und in diesem Fall kein lokales Minimum
existiert.
3In diesem Fall ist die zweite Ableitung negativ, da die Verteilungsdichte keine negativen Auspra¨gungen besitzt.
4Folgt durch Umstellen aus 1 + γ > 1
α
.
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Fall fX(d∗) = 0: In diesem Fall ist die zweite Ableitung gleich null. Es handelt sich somit
um einen Wendepunkt. In diesem Fall beﬁndet sich das globale Maximum am Rand. Es gilt
fu¨r das Maximum FX(d∗) = 1, da Φα(G(d∗,X)) ≥ Φα(G(d,X)) fu¨r alle d ≥ 0 ist. Dies soll
im Folgenden gezeigt werden. Es gilt
Φα(G(d∗,X)) = Pr −B − 1
α
∞∫
F−1X (1−α)
x dFX(x)
bzw.
Φα(G(d,X)) = Pr −B −RV P (d)− 1
α
d[1− FX(d)]− 1
α
d∫
F−1X (1−α)
x dFX(x)
= Pr −B − 1
α
∞∫
F−1X (1−α)
x dFX(x)−RV P (d) + 1
α
E(RV S(d,X))5
= Pr −B − 1
α
∞∫
F−1X (1−α)
x dFX(x)−
(
1 + γ − 1
α
)
E(RV S(d,X)).
Somit folgt fu¨r 1+γ > 1α bzw. α >
1
1+γ , dass Φα(G(d
∗,X)) ≥ Φα(G(d,X)) fu¨r alle d ≥ 0 ist.
Man betrachte den Fall FX(d) < 1− α. Es gilt fu¨r den bedingten erwarteten Gewinn
Φα(G(d,X)) = E(G(d,X)|X ≥ x1−α(d))
=
1
α
∞∫
F−1X (1−α)
[Pr −B −RV P (d)− x + x− d]dFX (x)
=
1
α
[Pr −B −RV P (d)− d]
∞∫
F−1X (1−α)
dFX (x)
=
1
α
[Pr −B −RV P (d)− d][1 − (1− α)] = Pr −B −RV P (d)− d.
5Folgt wegen
− 1
α
d[1− FX(d)]− 1α
d∫
F−1
X
(1−α)
x dFX(x) +
1
α
∞∫
F−1
X
(1−α)
x dFX(x)− 1α
∞∫
F−1
X
(1−α)
x dFX(x)
= − 1
α
∞∫
F−1
X
(1−α)
x dFX(x) +
1
α
∞∫
d
(x− d) dFX(x) = − 1α
∞∫
F−1
X
(1−α)
x dFX(x) +
1
α
E(RV S(d,X)).
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Man diﬀerenziere und erha¨lt
Dd(Φα(G(d,X))) = −RV Pd(d)− 1 = −(1 + γ)[−1 + FX(d)]− 16.
Durch Nullsetzen der ersten Ableitung folgt γ − (1 + γ)FX (d∗) = 0 bzw. FX(d∗) = γ1+γ . Man
betrachte die zweite Ableitung des Pra¨ferenzfunktionals
Ddd(E(G(d,X)|X ≥ x1−α(d))) = −(1 + γ)fX(d).
Da γ und auch die Schadensverteilungsdichte nicht negativ sind, nimmt die zweite Ableitung
immer negative Werte an. Somit ist FX(d∗) = γ1+γ ein Maximum. Fu¨r das Maximum muss
F (d∗) < 1 − α gelten, damit ist γ1+γ < 1 − α. Dies ist wiederum a¨quivalent zu α < 11+γ 7.
Daraus folgt, dass FX(d∗) = γ1+γ ein Maximum
8 ist fu¨r α < 11+γ .
Insgesamt folgt somit FX(d∗) = 1 ist das Maximum fu¨r α > 11+γ . Im Fall α <
1
1+γ exis-
tiert gerade das andere Maximum FX(d∗) = γ1+γ .
QED
Beweis von Satz 5.3.1:
Es gilt
Φα,λ(G(d,X)) =
1− λ
1− αE(G(d,X)) +
λ− α
1− αE(G(d,X)|G(d,X) ≤ gα(d)).
Aus dem Beweis von Satz 5.2.1 ist folgende Gleichheit bekannt
E(G(d,X)|G(d,X) ≤ gα(d)) = E(G(d,X)|X ≥ x1−α(d)).
Fu¨r die erste Ableitung des Pra¨ferenzfunktionals nach der Priorita¨t folgt damit
Dd(Φα,λ(G(d,X))) =
1− λ
1− αDd(E(G(d,X))) +
λ− α
1− αDd(E(G(d,X)|X ≥ x1−α(d))).
Aus den Beweisen von Satz 5.1.1 und Satz 5.2.1 ist die Ableitung des erwarteten Gewinns
und des bedingten erwarteten Gewinns bekannt. Fu¨r diese gilt
Dd(E(G(d,X))) = −RV Pd(d) − 1 + FX(d)
Dd(E(G(d,X)|X ≥ x1−α(d))) =
{ −RV Pd(d)− 1, fu¨r FX(d) < 1− α
−RV Pd(d)− 1α (1− FX(d)), fu¨r FX(d) ≥ 1− α
.
Man betrachte den Fall FX(d) < 1−α. Damit gilt fu¨r die erste Ableitung des Pra¨ferenzfunk-
tionals
Dd(Φα,λ(G(d,X))) =
1− λ
1− α [−RV Pd(d)− 1 + FX(d)] +
λ− α
1− α [−RV Pd(d)− 1]
= −RV Pd(d)− 1 + 1− λ1− αFX(d).
6Es gilt RV Pd(d) = (1 + γ)[−1 + FX(d)]. Vgl. dazu Lemma 5.1.1.
7Gilt wegen γ
1+γ
< 1−α ⇒ γ < (1−α)(1+ γ) ⇒ γ < 1+ γ−α(1+ γ) ⇒ 0 < 1−α(1+ γ) ⇒ α(1+ γ) <
1 ⇒ α < 1
1+γ
.
8Es ist auch das globale Maximum, da fu¨r diesen Fall nur dieses Maximum bestimmt werden konnte und kein
Minimum und kein Wendepunkt existiert.
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Durch Nullsetzen der ersten Ableitung und Umstellen kann die implizite Lo¨sung FX(d∗) =
1−α
1−λ [1 + RV Pd(d
∗)] erhalten werden. Fu¨r das zweite Diﬀerential gilt
Ddd(Φα,λ(G(d,X))) = −RV Pdd(d) + 1− λ1− αfX(d).
Somit ist die Lo¨sung FX(d∗) = 1−α1−λ [1 + RV Pd(d
∗)] ein Maximum, wenn −RV Pdd(d∗) +
1−λ
1−αfX(d
∗) < 0 gilt. Fu¨r die Grenze FX(d) < 1−α la¨sst sich 1−α1−λ [1+RV Pd(d∗)] < 1−α bzw.
durch Umstellen λ < −RV Pd(d∗) festhalten.
Man betrachte den Fall FX(d) ≥ 1 − α. Es folgt fu¨r das erste Diﬀerential des Pra¨ferenz-
funktionals
Dd(Φα,λ(G(d,X))) =
1− λ
1− α [−RV Pd(d)− 1 + F (d)] +
λ− α
1− α [−RV Pd(d)−
1
α
(1− FX(d))]
= −RV Pd(d) +
[
1− λ
1− α +
λ− α
1− α
1
α
]
[−1 + FX(d)]
= −RV Pd(d) + λ
α
[−1 + FX(d)]9.
Man setze die Ableitung gleich null, stelle nach FX(d∗) um und erha¨lt
FX(d∗) = 1 +
α
λ
RV Pd(d∗).
Fu¨r die zweite Ableitung des Pra¨ferenzfunktionals kann
Ddd(Φα,λ(G(d,X))) = −RV Pdd(d) + λ
α
fX(d)
ermittelt werden. Somit ist fu¨r λ ≥ −RV Pd(d∗) die implizite Lo¨sung FX(d∗) = 1+ αλRV Pd(d∗)
ein Maximum, wenn die Maximalbedingung −RV Pdd(d∗) + λαfX(d∗) < 0 erfu¨llt ist.
QED
9Es gilt 1−λ
1−α +
λ−α
1−α
1
α
= α(1−λ)+λ−α
α(1−α) =
α−αλ+λ−α
α(1−α) =
λ(1−α)
α(1−α) =
λ
α
.
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U¨berfu¨hrung der Newsvendorlo¨sung in die Lo¨sung des Ru¨ckversicherungsmodells:
Fu¨r das Newsvendor Modell mit nicht-linearer Kostenfunktion und Risikopra¨ferenzen β und
λ10 gilt
FX(y∗) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
p−ky(y∗)
p−z +
δ−β
δ
ky(y∗)−z
p−z ,
fu¨r δ ≥ ky(y∗)−zp−z und − kyy(y∗)− δβ (p− z)fX(y∗) < 0
p−ky(y∗)
p−z · 1−β1−δ ,
fu¨r δ < ky(y
∗)−z
p−z und − kyy(y∗)− 1−δ1−β (p− z)fX(y∗) < 0
.
Unter Verwendung der Analogie aus Tabelle 5.2 folgt
FX(d∗) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−1−RV Pd(d∗)
−1−0 +
λ−α
λ
RV Pd(d
∗)−0
−1−0 ,
fu¨r λ ≥ RV Pd(d∗)−0−1−0 und −RV Pdd(d∗)− λα(−1− 0)fX(d∗) < 0
−1−RV Pd(d∗)
−1−0 · 1−α1−λ ,
fu¨r λ < RV Pd(d
∗)−0
−1−0 und −RV Pdd(d∗)− 1−λ1−α(−1− 0)fX(d∗) < 0
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 + RV Pd(d∗) + α−λλ RV Pd(d
∗),
fu¨r λ ≥ −RV Pd(d∗) und −RV Pdd(d∗) + λαfX(d∗) < 0
1−α
1−λ [1 + RV Pd(d
∗)],
fu¨r λ < −RV Pd(d∗) und −RV Pdd(d∗) + 1−λ1−αfX(d∗) < 0
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 + αλRV Pd(d
∗),
fu¨r λ ≥ −RV Pd(d∗) und −RV Pdd(d∗) + λαfX(d∗) < 0
1−α
1−λ [1 + RV Pd(d
∗)],
fu¨r λ < −RV Pd(d∗) und −RV Pdd(d∗) + 1−λ1−αfX(d∗) < 0
und bringt die implizite Lo¨sung von Satz 5.3.1 hervor.
Beweis von Satz 5.3.2:
Man setze das erste Diﬀerential der Ru¨ckversicherungspra¨mie aus Lemma 5.1.1 in die implizite
Lo¨sung von Satz 5.3.1 fu¨r den Fall FX(d) ≥ 1− α11 ein und erha¨lt
FX(d∗) = 1 +
α
λ
RV Pd(d∗) ⇒ FX(d∗) = 1 + α
λ
(1 + γ)[−1 + FX(d∗)]
⇒
[α
λ
(1 + γ)− 1
]
[−1 + FX(d∗)] = 0
⇒ FX(d∗) = 1.
Fu¨r die zugeho¨rige Maximalbedingung gilt durch Einsetzen der zweiten Ableitung der Ru¨ck-
10Vgl. dazu Abschnitt 3.4.
11Dies ist zu λ ≥ −RV Pd(d∗) a¨quivalent.
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versicherungspra¨mie aus Lemma 5.1.1
−RV Pdd(d∗) + λ
α
fX(d∗) < 0 ⇒ −(1 + γ)fX(d∗) + λ
α
fX(d∗) < 0
⇒
(
−(1 + γ) + λ
α
)
fX(d∗) < 0.
Fall fX(d∗) = 0: Da die Schadensdichte keine negativen Werte annehmen kann, ist(
−(1 + γ) + λ
α
)
fX(d∗) < 0,
genau dann, wenn 1 + γ > λα gilt. Somit ist FX(d
∗) = 1 das Maximum, wenn die Bedingung
1 + γ > λα erfu¨llt ist. Dies ist gleichzeitig eine Randlo¨sung und somit das globale Maximum.
Fall fX(d∗) = 0: In diesem Fall ist die zweite Ableitung gleich null. Es handelt sich somit
um einen Wendepunkt. In diesem Fall beﬁndet sich das globale Maximum am Rand. Es gilt
fu¨r das Maximum FX(d∗) = 1, da Φα,λ(G(d∗,X)) ≥ Φα,λ(G(d,X)) fu¨r alle d ≥ 0 ist. Dies soll
im Folgenden gezeigt werden. Es ist
Φα,λ(G(d∗,X)) =
1− λ
1− α [Pr −B −E(X)]
+
λ− α
1− α
⎡⎢⎣Pr −B − 1
α
∞∫
F−1X (1−α)
x dFX(x)
⎤⎥⎦
= Pr −B − 1− λ
1− αE(X) −
λ− α
1− α
1
α
∞∫
F−1X (1−α)
x dFX(x)
bzw.
Φα,λ(G(d,X)) =
1− λ
1− α [Pr −B − E(X) −RV P (d) + E(RV S(d,X))]
+
λ− α
1− α
⎡⎢⎣Pr −B −RV P (d)− 1
α
d[1 − FX(d)] − 1
α
d∫
F−1X (1−α)
x dFX(x)
⎤⎥⎦
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= Pr −B − 1− λ
1− αE(X) −
λ− α
1− α
1
α
∞∫
F−1X (1−α)
x dFX (x)
+
1− λ
1− α [−RV P (d) + E(RV S(d,X))]
+
λ− α
1− α
[
−RV P (d) + 1
α
E(RV S(d,X))
]
12
= Pr −B − 1− λ
1− αE(X) −
λ− α
1− α
1
α
∞∫
F−1X (1−α)
x dFX (x)
− RV P (d) + λ
α
E(RV S(d,X))
= Pr −B − 1− λ
1− αE(X) −
λ− α
1− α
1
α
∞∫
F−1X (1−α)
x dFX (x)
−
(
1 + γ − λ
α
)
E(RV S(d,X)).
Somit folgt fu¨r 1 + γ > λα , dass Φα,λ(G(d
∗,X)) ≥ Φα,λ(G(d,X)) fu¨r alle d ≥ 0 ist.
Man betrachte den Fall FX(d) < 1 − α13 und setze das erste Diﬀerential der Ru¨ckversi-
cherungspra¨mie aus Lemma 5.1.1 in die implizite Lo¨sung von Satz 5.3.1 ein. Es gilt
FX(d∗) =
1− α
1− λ [1 + RV Pd(d
∗)]
⇒ FX(d∗) = 1− α1− λ [1 + (1 + γ)[−1 + FX(d
∗)]]
⇒ 1− α
1− λ −
1− α
1− λ (1 + γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(d∗) = 0
⇒ 1− α
1− λ (1− 1− γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(d∗) = 0
⇒ −γ(1− α) + ((1− α)(1 + γ)− (1− λ))FX(d∗) = 0
⇒ FX(d∗) = γ(1− α)(1− α)(1 + γ)− (1− λ) .
12Folgt wegen
− 1
α
d[1− FX(d)]− 1α
d∫
F−1
X
(1−α)
x dFX(x) +
1
α
∞∫
F−1
X
(1−α)
x dFX(x)− 1α
∞∫
F−1
X
(1−α)
x dFX(x)
= − 1
α
∞∫
F−1
X
(1−α)
x dFX(x) +
1
α
∞∫
d
(x− d) dFX(x) = − 1α
∞∫
F−1
X
(1−α)
x dFX(x) +
1
α
E(RV S(d,X)).
13Dies ist zu λ < −RV Pd(d∗) a¨quivalent.
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Man betrachte die zweite Ableitung zur Bestimmung der Art des Extremums. Es gilt
−RV Pdd(d∗) + 1− λ1− αfX(d
∗) < 0 ⇒ −(1 + γ)fX(d∗) + 1− λ1− αfX(d
∗) < 0
⇒
[
−(1 + γ) + 1− λ
1− α
]
fX(d∗) < 0.
Da die Schadensdichte keine negativen Werte annehmen kann, ist die zweite Ableitung des
Pra¨ferenzfunktionals nur dann negativ, wenn 1 + γ > 1−λ1−α erfu¨llt ist.
Es stellt sich die Frage nach der Existenz des Extremums. Dazu betrachte man FX(d∗) ≥ 014.
Dies gilt, wenn der Nenner der Lo¨sung nicht negativ ist. Es muss somit
(1− α)(1 + γ)− (1− λ) ≥ 0 ⇒ 1 + γ ≥ 1− λ
1− α
zutreﬀen. Damit ist FX(d∗) =
γ(1−α)
(1−α)(1+γ)−(1−λ) ein Maximum, wenn FX(d
∗) ≥ 0 gilt. Man
betrachte die zweite Schranke FX(d∗) < 1− α fu¨r das Extremum. Es gilt
γ(1 − α)
(1− α)(1 + γ)− (1− λ) < 1− α
und dies ist zu 1 + γ < λα a¨quivalent
15. Somit existiert das Extremum nur fu¨r 1 + γ < λα und
ist gleichzeitig das Maximum16. Im Fall 1+γ > λα konnte FX(d
∗) = 1 als Maximum bestimmt
werden.
QED
Beweis von Satz 5.4.1:
Es gilt
Φβ,δ(G(d,X)) =
1− δ
1− βE(G(d,X)) +
δ − β
1− βE(G(d,X)|G(d,X) ≥ g1−β(d))
=
δ
β
E(G(d,X)) +
(
1− δ
β
)
E(G(d,X)|G(d,X) ≤ g1−β(d))17.
Aus dem Beweis von Satz 5.2.1 ist folgende Gleichheit fu¨r den bedingten erwarteten Gewinn
mit einem α-Gewinnquantil bekannt
E(G(d,X)|G(d,X) ≤ gα(d)) = E(G(d,X)|X ≥ x1−α(d)).
Fu¨r 1− β = α folgt
E(G(d,X)|G(d,X) ≤ g1−β(d)) = E(G(d,X)|X ≥ xβ(d)).
14Fu¨r die Existenz des Extremums muss 0 ≤ FX(d∗) < 1− α gelten.
15Gilt wegen γ(1−α)
(1−α)(1+γ)−(1−λ) < 1 − α ⇒ γ < (1− α)(1 + γ) − (1− λ) ⇒ (1− α)(1 + γ) − (1 + γ) + λ >
0 ⇒ (1− α− 1)(1 + γ) + λ > 0 ⇒ −α(1 + γ) + λ > 0 ⇒ 1 + γ < λ
α
.
16Es ist auch das globale Maximum, denn es konnte kein Minimum und auch kein Wendepunkt fu¨r diesen Fall
erhalten werden. Fu¨r den Wendepunkt mu¨sste dabei 1+γ = 1−λ
1−α gelten, aber in diesem Fall ist FX(d
∗) nicht
deﬁniert.
17Vgl. dazu Abschnitt 2.4.1.2.
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Fu¨r die erste Ableitung des Pra¨ferenzfunktionals nach der Priorita¨t ergibt sich somit
Dd(Φβ,δ(G(d,X))) =
δ
β
Dd(E(G(d,X))) +
(
1− δ
β
)
Dd(E(G(d,X)|X ≥ xβ(d))).
Aus den Beweisen von Satz 5.1.1 und Satz 5.2.1 ist die Ableitung des erwarteten Gewinns
und des bedingten erwarteten Gewinns18 bekannt. Fu¨r diese gilt
Dd(E(G(d,X))) = −RV Pd(d)− 1 + FX(d)
Dd(E(G(d,X)|X ≥ xβ(d))) =
{ −RV Pd(d) − 1, fu¨r FX(d) < β
−RV Pd(d) − 11−β (1− FX(d)), fu¨r FX(d) ≥ β
.
Man betrachte den Fall FX(d) < β. Damit gilt fu¨r die erste Ableitung des Pra¨ferenzfunktionals
Dd(Φβ,δ(G(d,X))) =
δ
β
[−RV Pd(d)− 1 + FX(d)] +
(
1− δ
β
)
[−RV Pd(d) − 1]
= −RV Pd(d)− 1 + δ
β
FX(d).
Durch Nullsetzen der ersten Ableitung und Umstellen kann die implizite Lo¨sung FX(d∗) =
β
δ [1 + RV Pd(d
∗)] erhalten werden. Fu¨r das zweite Diﬀerential gilt
Ddd(Φβ,δ(G(d,X))) = −RV Pdd(d) + δ
β
fX(d).
Somit ist die Lo¨sung FX(d∗) = βδ [1+RV Pd(d
∗)] ein Maximum, wenn−RV Pdd(d∗)+βδ fX(d∗) <
0 ist. Fu¨r die Grenze FX(d) < β gilt βδ [1 + RV Pd(d
∗)] < β. bzw. durch Umstellen δ >
1 + RV Pd(d∗).
Man betrachte den Fall FX(d) ≥ β. Es gilt fu¨r das erste Diﬀerential des Pra¨ferenzfunktionals
Dd(Φβ,δ(G(d,X))) =
β
δ
[−RV Pd(d)− 1 + F (d)]
+
(
1− δ
β
)
[−RV Pd(d)− 11− β (1− FX(d))]
= −RV Pd(d) +
[
β
δ
+
(
1− δ
β
)
1
1− β
]
[−1 + FX(d)]
= −RV Pd(d) + 1− δ1− β [−1 + FX(d)]
19.
Man setze die Ableitung gleich null, stelle nach FX(d∗) um und erhalte
FX(d∗) = 1 +
1− β
1− δ RV Pd(d
∗).
Fu¨r die zweite Ableitung des Pra¨ferenzfunktionals kann
Ddd(Φα,λ(G(d,X))) = −RV Pdd(d) + 1− δ1− β fX(d)
18Fu¨r den bedingten Erwartungswert wurde die Beziehung 1− β = α angewendet.
19Es gilt δ
β
+
(
1− δ
β
)
1
1−β =
δ
β
+ β−δ
β(1−β) =
δ(1−β)+β−δ
β(1−β) =
β(1−δ)
β(1−β) =
1−δ
1−β .
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festgehalten werden. Somit ist fu¨r δ ≤ 1 + RV Pd(d∗) die implizite Lo¨sung FX(d∗) = 1 +
1−β
1−δ RV Pd(d
∗) ein Maximum, wenn die Maximalbedingung −RV Pdd(d∗) + 1−δ1−β fX(d∗) < 0
erfu¨llt ist.
QED
Beweis von Satz 5.4.2:
Man setze das erste Diﬀerential der Ru¨ckversicherungspra¨mie aus Lemma 5.1.1 in die implizite
Lo¨sung von Satz 5.4.1 fu¨r den Fall FX(d) ≥ β20 ein und erha¨lt
FX(d∗) = 1 +
1− β
1− δ RV Pd(d
∗) ⇒ FX(d∗) = 1 + 1− β1− δ (1 + γ)[−1 + FX(d
∗)]
⇒
[
1− β
1− δ (1 + γ)− 1
]
[−1 + FX(d∗)] = 0
⇒ FX(d∗) = 1.
Fu¨r die zugeho¨rige Maximalbedingung gilt durch Einsetzen der zweiten Ableitung der Ru¨ck-
versicherungspra¨mie aus Lemma 5.1.1
−RV Pdd(d) + 1− δ1− β fX(d) < 0 ⇒ −(1 + γ)fX(d
∗) +
1− δ
1− β fX(d
∗) < 0
⇒
(
−(1 + γ) + 1− δ
1− β
)
fX(d∗) < 0.
Fall fX(d∗) = 0: Da die Schadensdichte keine negativen Werte annehmen kann, ist(
−(1 + γ) + 1− δ
1− β
)
fX(d∗) < 0,
genau dann, wenn 1+γ > 1−δ1−β gilt. Somit ist FX(d
∗) = 1 das Maximum, wenn die Bedingung
1+γ > 1−δ1−β erfu¨llt ist. Dies ist gleichzeitig eine Randlo¨sung und somit das globale Maximum.
Fall fX(d∗) = 0: In diesem Fall ist die zweite Ableitung gleich null. Es handelt sich somit
um einen Wendepunkt. In diesem Fall beﬁndet sich das globale Maximum am Rand. Es gilt
fu¨r das Maximum FX(d∗) = 1, da Φβ,δ(G(d∗,X)) ≥ Φβ,δ(G(d,X)) fu¨r alle d ≥ 0 gilt. Dies
soll im Folgenden gezeigt werden. Es ergibt sich
Φβ,δ(G(d∗,X)) =
δ
β
[Pr −B − E(X)]
+
(
1− δ
β
)⎡⎢⎣Pr −B − 11− β
∞∫
F−1X (β)
x dFX(x)
⎤⎥⎦
= Pr −B − δ
β
E(X) −
(
1− δ
β
)
1
1− β
∞∫
F−1X (β)
x dFX(x)
20Dies ist zu δ ≤ 1 + RV Pd(d∗) a¨quivalent.
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bzw.
Φβ,δ(G(d,X)) =
δ
β
[Pr −B − E(X)−RV P (d) +E(RV S(d,X))]
+
(
1− δ
β
)[
Pr −B −RV P (d)− 1
1− β d[1− FX(d)]
− 1
1− β
d∫
F−1X (β)
x dFX(x)
⎤⎥⎦
= Pr −B − δ
β
E(X)−
(
1− δ
β
)
1
1− β
∞∫
F−1X (β)
x dFX(x)
+
δ
β
[−RV P (d) + E(RV S(d,X))]
+
(
1− δ
β
)[
−RV P (d) + 1
1− βE(RV S(d,X))
]
21
= Pr −B − δ
β
E(X)−
(
1− δ
β
)
1
1− β
∞∫
F−1X (β)
x dFX(x)
− RV P (d) + 1− δ
1− βE(RV S(d,X))
22
= Pr −B − δ
β
E(X)−
(
1− δ
β
)
1
1− β
∞∫
F−1X (1−α)
x dFX(x)
−
(
1 + γ − 1− δ
1− β
)
E(RV S(d,X)).
Somit gilt fu¨r 1 + γ > 1−δ1−β , dass Φβ,δ(G(d
∗,X)) ≥ Φβ,δ(G(d,X)) fu¨r alle d ≥ 0 ist.
Man betrachte den Fall FX(d) < β23 und setze das erste Diﬀerential der Ru¨ckversicherungs-
21Folgt wegen
− 1
1−β d[1− FX(d)]− 11−β
d∫
F−1
X
(β)
x dFX(x) +
1
1−β
∞∫
F−1
X
(β)
x dFX(x)− 11−β
∞∫
F−1
X
(β)
x dFX(x)
= − 1
1−β
∞∫
F−1
X
(β)
x dFX(x) +
1
1−β
∞∫
d
(x− d) dFX(x) = − 11−β
∞∫
F−1
X
(β)
x dFX(x) +
1
1−βE(RV S(d,X)).
22Es gilt δ
β
+
(
1− δ
β
)
1
1−β =
1−δ
1−β .
23Dies ist zu δ > 1 + RV Pd(d
∗) a¨quivalent.
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pra¨mie aus Lemma 5.1.1 in die implizite Lo¨sung von Satz 5.4.1 ein. Es gilt
FX(d∗) =
β
δ
[1 + RV Pd(d∗)]
⇒ FX(d∗) = β
δ
[1 + (1 + γ)[−1 + FX(d∗)]]
⇒ β
δ
− β
δ
(1 + γ) +
(
β
δ
(1 + γ)− 1
)
FX(d∗) = 0
⇒ β
δ
(1− 1− γ) +
(
β
δ
(1 + γ)− 1
)
FX(d∗) = 0
⇒ −γβ + (β(1 + γ)− δ)FX(d∗) = 0
⇒ FX(d∗) = γβ
β(1 + γ)− δ .
Man betrachte die zweite Ableitung zur Bestimmung der Art des Extremums. Es gilt
−RV Pdd(d∗) + δ
β
fX(d∗) < 0 ⇒ −(1 + γ)fX(d∗) + δ
β
fX(d∗) < 0
⇒
[
−(1 + γ) + δ
β
]
fX(d∗) < 0.
Da die Schadensdichte keine negativen Werte annehmen kann, ist die zweite Ableitung des
Pra¨ferenzfunktionals nur dann negativ, wenn 1 + γ > δβ erfu¨llt ist.
Es stellt sich die Frage nach der Existenz des Extremums. Betrachte man dazu FX(d∗) ≥ 024.
Dies gilt, wenn der Nenner der Lo¨sung nicht negativ ist. Es muss somit
β(1 + γ)− δ ≥ 0 ⇒ 1 + γ ≥ δ
β
zutreﬀen. Damit ist FX(d∗) = γββ(1+γ)−δ ein Maximum, wenn FX(d
∗) ≥ 0 ist. Man betrachte
die zweite Schranke FX(d∗) < β fu¨r das Extremum. Es muss
γβ
β(1 + γ)− δ < β
gelten und dies ist zu 1 + γ < 1−δ1−β a¨quivalent
25. Somit existiert das Extremum nur fu¨r
1 + γ < 1−δ1−β und ist dann das Maximum
26. Im Fall 1 + γ > 1−δ1−β konnte FX(d
∗) = 1 als
Maximum bestimmt werden.
QED
24Fu¨r die Existenz des Extremums muss 0 ≤ FX(d∗) < β gelten.
25Gilt wegen γβ
β(1+γ)−δ < β ⇒ γβ(1+γ)−δ < 1 ⇒ γ < β(1 + γ) − δ und 1 + γ < 1−δ1−β ⇒ (1 + γ)(1 − β) <
1− δ ⇒ 1 + γ − β(1 + γ) < 1− δ ⇒ γ < β(1 + γ)− δ .
26Es ist auch das globale Maximum, denn es konnte kein Minimum und auch kein Wendepunkt fu¨r diesen Fall
erhalten werden. Fu¨r den Wendepunkt muss dabei 1 + γ = δ
β
gelten, aber in diesem Fall ist FX(d
∗) nicht
deﬁniert.
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C.2 Beweise fu¨r das Plafondoptimierungsproblem
Beweis von Satz 6.2.1:
Es gilt nach Formel (2.3)
Φα,λ(G(c,X)) =
λ
α
E(G(c,X)) +
(
1− λ
α
)
E(G(c,X)|G(c,X) ≥ gα(c))
und fu¨r das erste Diﬀerential des Pra¨ferenzfunktionals
Dc(Φα,λ(G(c,X))) =
λ
α
Dc(E(G(c,X))) +
(
1− λ
α
)
Dc(E(G(c,X)|G(c,X) ≥ gα(c))).
Man bestimme das erste Diﬀerential des erwarteten und des oberen bedingten erwarteten
Gewinns. Dazu verwende man die Gewinnfunktion. Es gilt
G(c,X) = Pr −B −X −RV P (c) +
{
X, fu¨r X ≤ c
c, fu¨r X > c
.
Somit ergibt sich fu¨r den erwarteten Gewinn
E(G(c,X)) = Pr −B − E(X) −RV P (c) +
c∫
0
x dFX (x) +
∞∫
c
c dFX(x)
= Pr −B − E(X) −RV P (c) +
c∫
0
x dFX (x) + c(1 − FX(c)).
Man diﬀerenziere
Dc(E(G(c,X))) = −RV Pc(c) + cfX(c) + 1− FX(c) + c(−fX(c))
= −RV Pc(c) + 1− FX(c).
Man bilde den unteren bedingten Erwartungswert. Es gilt
E(G(c,X)|G(c,X) ≥ gα(c)) = E(G(c,X)|X ≤ x1−α(c)).
Diese Beziehung verdeutlicht Abbildung C.227.
27Man erkennt, dass die α · 100 % kleinsten Gewinne bei den α · 100 % ho¨chsten Scha¨den eintreten. Dies
sind gerade alle Gewinne bei Scha¨den oberhalb des (1 − α)-Quantils der Schadensverteilung. Damit ist
E(G(c,X)|G(c, X) ≥ gα(c)) = E(G(c,X)|X ≤ x1−α(c)), wobei x1−α(c) das (1 − α)-Quantil der Schadens-
verteilung darstellt.
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G(c,x)
Schaden x c
(1-Į) · 100 %
kleinsten Schäden
Į · 100 % größten 
Schäden
x1-Ȼ(c)
(für festes c)
(1-Į) · 100 % größten 
Gewinne
Į · 100 % kleinsten 
Gewinne
gȻ(c)
Abbildung C.2: Gewinnfunktion (Plafond) des Erstversicherers.
Fall FX(c) ≥ 1− α: Es gilt
E(G(c,X)|X ≤ x1−α(c)) = 11− α
F−1X (1−α)∫
0
[Pr −B − x−RV P (c) + x] dFX(x)28
= Pr −B −RV P (c).
Durch Diﬀerenzieren folgt
Dc(E(G(c,X)|X ≤ x1−α(c))) = −RV Pc(c).
Fall FX(c) < 1− α: Es gilt
E(G(c,X)|X ≤ x1−α(c))29
=
1
1− α
⎡⎢⎣ c∫
0
[Pr −B −RV P (c)] dFX (x) +
F−1X (1−α)∫
c
[Pr −B −RV P (c) − x + c] dFX(x)
⎤⎥⎦
=
1
1− α
⎡⎢⎣ F
−1
X (1−α)∫
0
[Pr −B −RV P (c)] dFX(x) +
F−1X (1−α)∫
c
[c− x] dFX (x)
⎤⎥⎦
28In diesem Fall sind alle Scha¨den unterhalb des Plafonds. Folglich u¨bernimmt der Zedent den Schaden x und
bekommt diesen vom Ru¨ckversicherer wieder. Somit setzt sich die Gewinnfunktion nur aus den Pra¨mienein-
nahmen, den Betriebskosten und der Ru¨ckversicherungspra¨mie zusammen.
29In diesem Fall splittet sich der bedingte Erwartungswert in zwei Fa¨lle auf. Zum einen den Fall, bei dem die
Scha¨den sich unterhalb des Plafonds beﬁnden. In diesem Fall ist die Gewinnfunktion Pr−B−RV P (c), da der
Ru¨ckversicherer alle Scha¨den u¨bernimmt. Im anderen Fall beﬁnden sich die Scha¨den oberhalb des Plafonds
c, somit kommt zur Gewinnfunktion der Term c-x hinzu. Es tritt der Schaden x ein und der Plafond c wird
vom Ru¨ckversicherer ausbezahlt.
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E(G(c,X)|X ≤ x1−α(c))
=
1
1− α(1− α)[Pr −B −RV P (c)] +
1
1− αc[1− α− FX(c)] −
1
1− α
F−1X (1−α)∫
c
x dFX(x)
= Pr −B −RV P (c) + c
[
1− 1
1− αFX(c)
]
− 1
1− α
F−1X (1−α)∫
c
x dFX (x).
Durch Diﬀerenzieren folgt
Dc(E(G(c,X)|X ≤ x1−α)) = −RV Pc(c) + 1− 11− αFX(c)
− c
[
− 1
1− αfX(c)
]
− 1
1− α (−cfX(c))
= −RV Pc(c) + 1− 11− αFX(c).
Somit gilt fu¨r die Ableitung des Pra¨ferenzfunktionals
Dc(Φα,λ(G(c,X))) =
λ
α
Dc(E(G(c,X))) +
(
1− λ
α
)
Dc(E(G(c,X)|G(c,X) ≥ gα,X))
=
λ
α
[−RV Pc(c) + 1− FX(c)]
+
(
1− λ
α
){ −RV Pc(c), fu¨r FX(c) ≥ 1− α
−RV Pc(c) + 1− 11−αFX(c), fu¨r FX(d) < 1− α
.
Fall FX(c) ≥ 1− α: Es gilt
Dc(Φα,λ(G(c,X))) =
λ
α
[−RV Pc(c) + 1− FX(c)] +
(
1− λ
α
)
[−RV Pc(c)]
= −RV Pc(c) + λ
α
[1− FX(c)].
Durch Nullsetzen der ersten Ableitung und Umstellen kann folgende implizite Lo¨sung erhalten
werden FX(c∗) = 1− αλRV Pc(c∗). Fu¨r das zweite Diﬀerential gilt
Dcc(Φα,λ(G(c,X))) = −RV Pcc(c) − λ
α
fX(c).
Somit ist die Lo¨sung ein Maximum fu¨r −RV Pcc(c∗)− λαfX(c∗) < 0. Fu¨r die Grenze FX(c) ≥
1− α ergibt sich 1− αλRV Pc(c∗) ≥ 1− α bzw. λ ≥ RV Pc(c∗)30.
30Folgt durch Umstellen von 1− α
λ
RV Pc(c
∗) ≥ 1− α nach λ.
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Fall FX(c) < 1− α: Es gilt fu¨r das erste Diﬀerential des Pra¨ferenzfunktionals
Dc(Φα,λ(G(c,X))) =
λ
α
[−RV Pc(c) + 1− FX(c)]
+
(
1− λ
α
)
[−RV Pc(c) + 1− 11− αFX(c)]
= 1−RV Pc(c)− FX(c)
[
λ
α
+
(
1− λ
α
)
1
1− α
]
31
= 1−RV Pc(c)− 1− λ1− αFX(c).
Durch Nullsetzen der ersten Ableitung und Umstellen kann die implizite Lo¨sung
FX(c∗) =
1− α
1− λ [1−RV Pc(c
∗)]
erhalten werden. Fu¨r die zweite Ableitung des Pra¨ferenzfunktionals gilt
Dcc(Φα,λ(G(c,X))) = −RV Pcc(c)− 1− λ1− αfX(c).
Somit ist im Fall λ < RV Pc(c∗) die implizite Lo¨sung FX(c∗) = 1−α1−λ [1 − RV Pc(c∗)] fu¨r
−RV Pcc(c∗)− 1−λ1−αfX(c∗) < 0 ein Maximum.
QED
Beweis von Lemma 6.2.1:
Es gilt fu¨r die Ru¨ckversicherungspra¨mie laut Deﬁnition 4.1.2
RV P (c) = (1 + γ)E(RV S(c,X)) = (1 + γ)
⎡⎣ c∫
0
x dFX(x) +
∞∫
c
c dFX (x)
⎤⎦
= (1 + γ)
⎡⎣ c∫
0
x dFX(x) + c[1− FX(c)]
⎤⎦ .
Somit folgt fu¨r das erste Diﬀerential der Ru¨ckversicherungspra¨mie
RV Pc(c) = (1 + γ)[cfX(c) + 1− FX(d) + c(−fX(c))] = (1 + γ)[1− FX(c)]
bzw. fu¨r das zweite Diﬀerential RV Pcc(c) = −(1 + γ)fX(c).
QED
Beweis von Satz 6.2.2:
Man setze das erste Diﬀerential der Ru¨ckversicherungspra¨mie aus Lemma 6.2.1 in die implizite
Lo¨sung von Satz 6.2.1 fu¨r den Fall FX(c) ≥ 1− α32 ein und erha¨lt
FX(c∗) = 1− α
λ
RV Pc(c∗) ⇒ FX(d∗) = 1− α
λ
(1 + γ)[1− FX(c∗)]]
⇒
[α
λ
(1 + γ) + 1
]
[1− FX(c∗)] = 0
⇒ FX(c∗) = 1.
31Es gilt λ
α
+
(
1− λ
α
)
1
1−α =
λ(1−α)+α−λ
α(1−α) =
−λα+α
α(1−α) =
α(1−λ)
α(1−α) =
1−λ
1−α .
32Dies ist zu λ ≥ RV Pc(c∗) a¨quivalent.
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Fu¨r die zugeho¨rige Maximalbedingung gilt durch Einsetzen der zweiten Ableitung der Ru¨ck-
versicherungspra¨mie aus Lemma 6.2.1
−RV Pcc(d∗)− λ
α
fX(c∗) < 0 ⇒ (1 + γ)fX(c∗)− λ
α
fX(c∗) < 0
⇒
(
1 + γ − λ
α
)
fX(c∗) < 0.
Fall fX(c∗) = 0: Da die Schadensdichte keine negativen Werte annehmen kann, ist(
1 + γ − λ
α
)
fX(c∗) < 0,
genau dann, wenn 1 + γ < λα gilt. Somit ist FX(c
∗) = 1 das Maximum, wenn die Bedingung
1 + γ < λα erfu¨llt ist. Dies ist gleichzeitig eine Randlo¨sung und somit das globale Maximum.
Fall fX(c∗) = 0: In diesem Fall ist die zweite Ableitung gleich null. Es handelt sich somit
um einen Wendepunkt. In diesem Fall beﬁndet sich das globale Maximum am Rand. Es gilt
fu¨r das Maximum FX(c∗) = 1, da Φα,λ(G(c∗,X)) ≥ Φα,λ(G(c,X)) fu¨r alle c ≥ 0 ist. Dies soll
im Folgenden gezeigt werden. Es ist
Φα,λ(G(c∗,X)) =
λ
α
[Pr −B −RV P (c∗)] +
(
1− λ
α
)
[Pr −B −RV P (c∗)]
= Pr −B −RV P (c∗) = Pr −B − (1 + γ)E(X)
bzw.
Φα,λ(G(c,X)) =
λ
α
[Pr −B − E(X)−RV P (c) + E(RV S(c,X))]
+
(
1− λ
α
)
[Pr −B −RV P (c)]
= Pr −B −RV P (c)− λ
α
[E(X) − E(RV S(c,X))]
= Pr −B − (1 + γ)E(X) + (1 + γ)E(X)
− (1 + γ)E(RV S(c,X)) − λ
α
[E(X) − E(RV S(c,X))]
= Pr −B − (1 + γ)E(X)
−
[
−(1 + γ) + λ
α
]
[E(X) − E(RV S(c,X))].
Somit gilt fu¨r 1 + γ < λα , dass Φα,λ(G(c
∗,X)) ≥ Φα,λ(G(c,X)) fu¨r alle c ≥ 0 ist.
Man betrachte den Fall FX(c) < 1 − α33 und setze das erste Diﬀerential der Ru¨ckversi-
33Dies ist zu λ < RV Pc(c
∗) a¨quivalent.
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cherungspra¨mie aus Lemma 6.2.1 in die implizite Lo¨sung von Satz 6.2.1 ein. Es gilt
FX(c∗) =
1− α
1− λ [1−RV Pc(c
∗)]
⇒ FX(c∗) = 1− α1− λ [1− (1 + γ)[1− FX(c
∗)]]
⇒ 1− α
1− λ −
1− α
1− λ (1 + γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(c∗) = 0
⇒ 1− α
1− λ (1− 1− γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(c∗) = 0
⇒ −γ(1− α) + ((1− α)(1 + γ)− (1− λ))FX(c∗) = 0
⇒ FX(c∗) = γ(1− α)(1− α)(1 + γ)− (1− λ) .
Man betrachte die zweite Ableitung zur Bestimmung der Art des Extremums. Es gilt
−RV Pcc(c∗)− 1− λ1− αfX(c
∗) < 0 ⇒ (1 + γ)fX(d∗)− 1− λ1− αfX(c
∗) < 0
⇒
[
1 + γ − 1− λ
1− α
]
fX(c∗) < 0.
Da die Schadensdichte keine negativen Werte annehmen kann, ist die zweite Ableitung des
Pra¨ferenzfunktionals nur dann negativ, wenn 1 + γ < 1−λ1−α erfu¨llt ist.
Es stellt sich die Frage nach der Existenz des Extremums. Dazu betrachte man FX(c∗) ≥ 034.
Dies gilt, wenn der Nenner der Lo¨sung nicht negativ ist. Es muss somit
(1− α)(1 + γ)− (1− λ) ≥ 0 ⇒ 1 + γ ≥ 1− λ
1− α
zutreﬀen. Damit ist die Lo¨sung, wenn sie existiert, ein Minimum. Des Weiteren muss FX(c∗) <
1− α gelten. Dies ist zu 1 + γ < λα a¨quivalent35. Somit ist FX(c∗) = γ(1−α)(1−α)(1+γ)−(1−λ) ein Mi-
nimum fu¨r 1 + γ < λα .
Zusammenfassend gilt folglich fu¨r 1 + γ < λα ist FX(c
∗) = 1 das Maximum und FX(c∗) =
γ(1−α)
(1−α)(1+γ)−(1−λ) das Minimum. Im Fall 1 + γ >
λ
α ist FX(c
∗) = 1 das Minimum, somit muss
das Maximum am anderen Rand angenommen werden und es gilt FX(c∗) = 0. Fu¨r das Maxi-
mum FX(c∗) = 0 muss Φα,λ(G(c∗,X)) ≥ Φα,λ(G(c,X)) fu¨r alle c ≥ 0 und 1 + γ > λα gelten.
Dies soll im Folgenden gezeigt werden. Es gilt
Φα,λ(G(c∗,X)) =
λ
α
[Pr −B − E(X)] +
(
1− λ
α
)⎡⎢⎣Pr −B − 11− α
F−1X (1−α)∫
0
x dFX(x)
⎤⎥⎦
= Pr −B − λ
α
E(X)−
(
1− λ
α
)
1
1− α
F−1X (1−α)∫
0
x dFX(x)
34Fu¨r die Existenz des Extremums muss 0 ≤ FX(c∗) < 1− α gelten.
35Vgl. Beweis zu Satz 5.3.2.
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bzw.
Φα,λ(G(c,X)) =
λ
α
[Pr −B −E(X) −RV P (c) + E(RV S(c,X))]
+
(
1− λ
α
)[
Pr −B −RV P (c) + c
[
1− 1
1− αFX(c)
]
− 1
1− α
F−1X (1−α)∫
c
x dFX(x)
⎤⎥⎦
= Pr −B − λ
α
E(X) −
(
1− λ
α
)
1
1− α
F−1X (1−α)∫
0
x dFX(x)
− RV P (c) +
[
λ
α
+
(
1− λ
α
)
1
1− α
]
E(RV S(c,X))36
= Pr −B − λ
α
E(X) −
(
1− λ
α
)
1
1− α
F−1X (1−α)∫
0
x dFX(x)
− (1 + γ)E(RV S(c,X)) + 1− λ
1− αE(RV S(c,X))
= Pr −B − λ
α
E(X) −
(
1− λ
α
)
1
1− α
F−1X (1−α)∫
0
x dFX(x)
−
[
1 + γ − 1− λ
1− α
]
E(RV S(c,X)).
Somit folgt fu¨r 1 + γ > λα (in diesem Fall gilt auch 1 + γ <
1−λ
1−α), dass Φα,λ(G(c
∗,X)) ≥
Φα,λ(G(c,X)) fu¨r alle c ≥ 0 und damit FX(c∗) = 0 das globale Maximum ist.
QED
C.3 Beweise fu¨r das zweidimensionale Optimierungsproblem
Beweis von Satz 7.1.1:
Es gilt
Φα,λ(G(c, d,X)) =
1− λ
1− αE(G(c, d,X)) +
λ− α
1− αE(G(c, d,X)|G(c, d,X) ≤ gα,X).
36Folgt wegen
c[1− 1
1−αFX(c)]− 11−α
F−1
X
(1−α)∫
c
x dFX(x) +
1
1−α
F−1
X
(1−α)∫
0
x dFX(x)− 11−α
F−1
X
(1−α)∫
0
x dFX(x)
= − 1
1−α
F−1
X
(1−α)∫
0
x dFX(x) +
1
1−α
[
c∫
0
x dFX(x) +
∞∫
c
c dFX(x)
]
= − 1
1−α
F−1
X
(1−α)∫
0
x dFX(x) +
1
1−αE(RV S(d,X)).
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Dies ist zu
Φα,λ(G(c, d,X)) =
λ
α
E(G(c, d,X)) +
(
1− λ
α
)
E(G(c, d,X)|X ≤ x1−α)
a¨quivalent. Um das Pra¨ferenzfunktional zu optimieren, beno¨tigt man dessen partielle Ablei-
tungen. Fu¨r die Ableitungen des Pra¨ferenzfunktionals gilt
Dc(Φα,λ(G(d,X))) =
λ
α
Dc(E(G(c, d,X))) +
(
1− λ
α
)
Dc(E(G(c, d,X)|X ≤ x1−α))
Dd(Φα,λ(G(d,X))) =
λ
α
Dd(E(G(c, d,X))) +
(
1− λ
α
)
Dd(E(G(c, d,X)|X ≤ x1−α)).
Fu¨r die partiellen Ableitungen beno¨tigt man die Ableitungen des erwarteten Gewinns und
des bedingten erwarteten Gewinns. Zuna¨chst betrachte man den Gewinn. Es gilt
G(c, d,X)) = Pr −B −RV P (c, d) −X +
⎧⎨⎩
0 X ≤ d
X − d d < X ≤ c
c− d X > c
.
Daraus folgt fu¨r den erwarteten Gewinn
E(G(c, d,X)) = Pr −B −RV P (c, d)− E(X)
+
c∫
d
(x− d) dFX(x) +
∞∫
c
(c− d) dFX(x)
= Pr −B −RV P (c, d)− E(X)
+
c∫
d
x dFX(x)−
∞∫
d
d dFX(x) +
∞∫
c
c dFX(x)
= Pr −B −RV P (c, d)− E(X) +
c∫
d
x dFX − d(1− FX(d)) + c(1− FX(c))
und fu¨r die ersten und zweiten partiellen Ableitungen
Dc(E(G(c, d,X))) = −RV Pc(c, d) + cfX(c) + c(−fX(c)) + 1− FX(c)
= −RV Pc(c, d) + 1− FX(c)
Dcc(E(G(c, d,X))) = −RV Pcc(c, d) − fX(c)
bzw.
Dd(E(G(c, d,X))) = −RV Pd(c, d) − dfX(d)− d(−fX(d)) − 1 + FX(d)
= −RV Pd(c, d) − 1 + FX(d)
Ddd(E(G(c, d,X))) = −RV Pdd(c, d) + fX(d)
Dcd(E(G(c, d,X))) = Ddc(E(G(c, d,X))) = −RV Pcd(c, d).
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1. Fall: FX(c) ≥ FX(d) ≥ 1− α:
Fu¨r den bedingten Erwartungswert gilt
E(G(c, d,X)|X ≤ x1−α) = 11− α
⎡⎢⎣ F
−1
X (1−α)∫
0
[Pr −B −RV P (c, d) − x] dFX(x)
⎤⎥⎦
= Pr −B −RV P (c, d) − 1
1− α
F−1X (1−α)∫
0
x dFX(x).
Fu¨r die ersten und zweiten partiellen Ableitungen la¨sst sich
Dc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pc(c, d)
Dcc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pcc(c, d)
Dd(E(G(c, d,X)|X ≤ x1−α)) = −RV Pd(c, d)
Ddd(E(G(c, d,X)|X ≤ x1−α)) = −RV Pdd(c, d)
Dcd(E(G(c, d,X)|X ≤ x1−α)) = Ddc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pcd(c, d)
feststellen. Somit gilt fu¨r die ersten Ableitungen des Pra¨ferenzfunktionals
Dc(Φα,λ(G(c, d,X))) =
λ
α
Dc(E(G(c, d,X))) +
(
1− λ
α
)
Dc(E(G(c, d,X)|X ≤ x1−α))
=
λ
α
[−RV Pc(c, d) + 1− FX(c)] +
(
1− λ
α
)
[−RV Pc(c, d)]
= −RV Pc(c, d) + λ
α
[1− FX(c)]
Dd(Φα,λ(G(d,X))) =
λ
α
[−RV Pd(c, d) − 1 + FX(d)] +
(
1− λ
α
)
[−RV Pd(c, d)]
= −RV Pd(c, d) + λ
α
[−1 + FX(d)].
Setzt man diese gleich null, erha¨lt man folgende implizite Lo¨sungen
FX(c∗) = 1− α
λ
RV Pc(c∗, d∗)
FX(d∗) = 1 +
α
λ
RV Pd(c∗, d∗).
Fu¨r die zweiten Diﬀerentiale gilt
Dcc(Φα,λ(G(c, d,X))) = −RV Pcc(c, d) − λ
α
fX(c)
Ddd(Φα,λ(G(c, d,X))) = −RV Pdd(c, d) + λ
α
fX(d)
Dcd(Φα,λ(G(c, d,X))) = Ddc(Φα,λ(G(c, d,X))) = −RV Pcd(c, d).
Zur Bestimmung der Art der Extrema benutzt man die Hesse-Matrix. Diese beinhaltet die
zweiten partiellen Ableitungen des Pra¨ferenzfunktionals und muss negativ deﬁnit sein, wenn
die zweidimensionale Lo¨sung ein Maximum ist. Somit ist die implizite Lo¨sung
(FX(c∗), FX (d∗)) =
(
1− α
λ
RV Pc(c∗, d∗), 1 +
α
λ
RV Pd(c∗, d∗)
)
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ein Maximum, wenn die Hesse-Matrix
H1 =
(
Dcc(Φα,λ(G(c∗, d∗,X))) Dcd(Φα,λ(G(c∗, d∗,X)))
Dcd(Φα,λ(G(c∗, d∗,X))) Ddd(Φα,λ(G(c∗, d∗,X)))
)
=
( −λαfX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) λαfX(d∗)−RV Pdd(c∗, d∗)
)
negativ deﬁnit ist.
Man betrachte die Fallunterscheidung FX(c) ≥ FX(d) ≥ 1− α. Es gilt somit
1− α
λ
RV Pc(c∗, d∗) ≥ 1− α
bzw.
1 +
α
λ
RV Pd(c∗, d∗) ≥ 1− α
und dies ist zu λ ≥ RV Pc(c∗, d∗) bzw. zu λ ≥ −RV Pd(c∗, d∗) a¨quivalent.
2. Fall: FX(c) ≥ 1− α > FX(d):
Fu¨r den bedingten Erwartungswert gilt
E(G(c, d,X)|X ≤ x1−α) = 11− α
⎡⎣ d∫
0
[Pr −B −RV P (c, d) − x] dFX(x)
+
F−1X (1−α)∫
d
[Pr −B −RV P (c, d) − x + x− d] dFX(x)
⎤⎥⎦
= Pr −B −RV P (c, d) − 1
1− α
d∫
0
x dFX(x)
− d
[
1− 1
1− αFX(d)
]
.
Daraus folgt fu¨r die ersten und zweiten partiellen Ableitungen
Dc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pc(c, d)
Dcc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pcc(c, d)
Dd(E(G(c, d,X)|X ≤ x1−α)) = −RV Pd(c, d) − 11− αdfX(d)− 1 +
1
1− αFX(d)
+
1
1− αdfX(d)
= −RV Pd(c, d) − 1 + 11− αFX(d)
Ddd(E(G(c, d,X)|X ≤ x1−α)) = −RV Pdd(c, d) + 11− αfX(d)
Dcd(E(G(c, d,X)|X ≤ x1−α)) = Ddc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pcd(c, d).
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Entsprechend gilt fu¨r die ersten Ableitungen des Pra¨ferenzfunktionals
Dc(Φα,λ(G(c, d,X))) =
λ
α
Dc(E(G(c, d,X))) +
(
1− λ
α
)
Dc(E(G(c, d,X)|X ≤ x1−α))
=
λ
α
[−RV Pc(c, d) + 1− FX(c)] +
(
1− λ
α
)
[−RV Pc(c, d)]
= −RV Pc(c, d) + λ
α
[1− FX(c)]
Dd(Φα,λ(G(d,X))) =
λ
α
[−RV Pd(c, d) − 1 + FX(d)]
+
(
1− λ
α
)[
−RV Pd(c, d) − 1 + 11− αFX(d)
]
= −RV Pd(c, d) − 1 +
(
λ
α
+
(
1− λ
α
)
1
1− α
)
FX(d)
= −RV Pd(c, d) − 1 + 1− λ1− αFX(d)
37.
Man setze die Ableitungen gleich null und erha¨lt folgende implizite Lo¨sungen
FX(c∗) = 1− α
λ
RV Pc(c∗, d∗)
FX(d∗) =
1− α
1− λ (1 +RV Pd(c
∗, d∗)).
Fu¨r die zweiten Diﬀerentiale gilt
Dcc(Φα,λ(G(c, d,X))) = −RV Pcc(c, d) − λ
α
fX(c)
Ddd(Φα,λ(G(c, d,X))) = −RV Pdd(c, d) + 1− λ1− αfX(d)
Dcd(Φα,λ(G(c, d,X))) = Ddc(Φα,λ(G(c, d,X))) = −RV Pcd(c, d).
Zur Bestimmung der Art der Extrema benutzt man die Hesse-Matrix. Diese beinhaltet die
zweiten partiellen Ableitungen des Pra¨ferenzfunktionals und muss negativ deﬁnit sein, wenn
die zweidimensionale Lo¨sung ein Maximum ist. Somit ist die implizite Lo¨sung
(FX(c∗), FX (d∗)) =
(
1− α
λ
RV Pc(c∗, d∗),
1− α
1− λ (1 + RV Pd(c
∗, d∗))
)
ein Maximum, wenn die Hesse-Matrix
H2 =
(
Dcc(Φα,λ(G(c∗, d∗,X))) Dcd(Φα,λ(G(c∗, d∗,X)))
Dcd(Φα,λ(G(c∗, d∗,X))) Ddd(Φα,λ(G(c∗, d∗,X)))
)
=
( −λαfX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) 1−λ1−αfX(d)−RV Pdd(c∗, d∗).
)
37Es gilt λ
α
+
(
1− λ
α
)
1
1−α =
λ(1−α)+α−λ
α(1−α) =
λ−αλ+α−λ
α(1−α) =
α(1−λ)
α(1−α) =
1−λ
1−α .
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negativ deﬁnit ist. In diesem Fall gilt FX(c) ≥ 1− α > FX(d) und somit auch
1− α
λ
RV Pc(c∗, d∗) ≥ 1− α
bzw.
1− α
1− λ (1 + RV Pd(c
∗, d∗)) < 1− α
und dies ist zu λ ≥ RV Pc(c∗, d∗) bzw. zu λ < −RV Pd(c∗, d∗) a¨quivalent.
3. Fall: 1− α > FX(c) ≥ FX(d):
Fu¨r den bedingten Erwartungswert gilt
E(G(c, d,X)|X ≤ x1−α) = 11− α
⎡⎣ d∫
0
[Pr −B −RV P (c, d) − x] dFX (x)
+
c∫
d
[Pr −B −RV P (c, d) − x + x− d] dFX(x)
+
F−1X (1−α)∫
c
[Pr −B −RV P (c, d) − x + c− d] dFX(x)
⎤⎥⎦
= Pr −B −RV P (c, d) − 1
1− α
d∫
0
x dFX (x)
− 1
1− α
F−1X (1−α)∫
d
d dFX(x)− 11− α
F−1X (1−α)∫
c
x dFX(x)
+
1
1− α
F−1X (1−α)∫
c
c dFX(x)
= Pr −B −RV P (c, d)
− 1
1− α
d∫
0
x dFX(x)− 11− α
F−1X (1−α)∫
c
x dFX(x)
− d
(
1− 1
1− αFX(d)
)
+ c
(
1− 1
1− αFX(c)
)
.
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Es gilt fu¨r die ersten und zweiten partiellen Ableitungen
Dc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pc(c, d) + 11− αcfX(c) + 1−
1
1− αFX(c)
+
1
1− αc(−fX(c))
= −RV Pc(c, d) + 1− 11− αFX(c)
Dcc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pcc(c, d) − 11− αfX(c)
Dd(E(G(c, d,X)|X ≤ x1−α)) = −RV Pd(c, d) − 11− αdfX(d)− 1 +
1
1− αFX(d)
+
1
1− αdfX(d)
= −RV Pd(c, d) − 1 + 11− αFX(d)
Ddd(E(G(c, d,X)|X ≤ x1−α)) = −RV Pdd(c, d) + 11− αfX(d)
Dcd(E(G(c, d,X)|X ≤ x1−α)) = Ddc(E(G(c, d,X)|X ≤ x1−α)) = −RV Pcd(c, d).
Somit folgt fu¨r die ersten Ableitungen des Pra¨ferenzfunktionals
Dc(Φα,λ(G(c, d,X))) =
λ
α
Dc(E(G(c, d,X))) +
(
1− λ
α
)
Dc(E(G(c, d,X)|X ≤ x1−α))
=
λ
α
[−RV Pc(c, d) + 1− FX(c)]
+
(
1− λ
α
)
[−RV Pc(c, d) + 1− 11− αFX(c)]
= 1−RV Pc(c, d) −
(
λ
α
+
(
1− λ
α
)
1
1− α
)
FX(c)
= 1−RV Pc(c, d) − 1− λ1− αFX(c)
Dd(Φα,λ(G(d,X))) =
λ
α
[−RV Pd(c, d) − 1 + FX(d)]
+
(
1− λ
α
)
[−RV Pd(c, d) − 1 + 11− αFX(d)]
= −RV Pd(c, d) − 1 +
(
λ
α
+
(
1− λ
α
)
1
1− α
)
FX(d)
= −RV Pd(c, d) − 1 + 1− λ1− αFX(d).
Durch Nullsetzen der ersten Ableitungen erha¨lt man die folgenden impliziten Lo¨sungen
FX(c∗) =
1− α
1− λ (1−RV Pc(c
∗, d∗))
FX(d∗) =
1− α
1− λ (1 +RV Pd(c
∗, d∗)).
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Fu¨r die zweiten Diﬀerentiale gilt dann
Dcc(Φα,λ(G(c, d,X))) = −RV Pcc(c, d) − 1− λ1− αfX(c)
Ddd(Φα,λ(G(c, d,X))) = −RV Pdd(c, d) + 1− λ1− αfX(d)
Dcd(Φα,λ(G(c, d,X))) = Ddc(Φα,λ(G(c, d,X))) = −RV Pcd(c, d).
Zur Bestimmung der Art der Extrema benutzt man die Hesse-Matrix. Diese beinhaltet die
zweiten partiellen Ableitungen des Pra¨ferenzfunktionals und muss negativ deﬁnit sein, wenn
die zweidimensionale Lo¨sung ein Maximum ist. Somit ist die implizite Lo¨sung
(FX(c∗), FX (d∗)) =
(
1− α
1− λ (1−RV Pc(c
∗, d∗)),
1− α
1− λ (1 + RV Pd(c
∗, d∗))
)
ein Maximum, wenn die Hesse-Matrix
H3 =
(
Dcc(Φα,λ(G(c∗, d∗,X))) Dcd(Φα,λ(G(c∗, d∗,X)))
Dcd(Φα,λ(G(c∗, d∗,X))) Ddd(Φα,λ(G(c∗, d∗,X)))
)
=
( − 1−λ1−αfX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) 1−λ1−αfX(d)−RV Pdd(c∗, d∗).
)
negativ deﬁnit ist. In diesem Fall gilt 1− α > FX(c) ≥ FX(d) und somit auch
1− α
1− λ (1−RV Pc(c
∗, d∗)) < 1− α
bzw.
1− α
1− λ (1 + RV Pd(c
∗, d∗)) < 1− α
und dies ist wiederum zu λ < RV Pc(c∗, d∗) bzw. zu λ < −RV Pd(c∗, d∗) a¨quivalent.
QED
Beweis von Lemma 7.3.1:
Es gilt fu¨r die Ru¨ckversicherungspra¨mie laut Deﬁnition 4.1.2
RV P (c, d) = (1 + γ)E(RV S(c, d,X)).
Fu¨r den Ru¨ckversicherungsschaden ist
RV S(c, d,X)) =
⎧⎨⎩
0, fu¨r X < d
X − d, fu¨r d ≤ X < c
c− d, fu¨r X ≤ c
.
Man setze diesen in die Ru¨ckversicherungspra¨mie ein und erhalte
RV P (c, d) = (1 + γ)
⎡⎣ c∫
d
(x− d) dFX (x) +
∞∫
c
(c− d) dFX(x)
⎤⎦
= (1 + γ)
⎡⎣ c∫
d
x dFX (x)− d(1 − FX(d)) + c(1− FX(c))
⎤⎦ .
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Damit folgt fu¨r die ersten Diﬀerentiale der Ru¨ckversicherungspra¨mie
RV Pc(c, d) = (1 + γ) [cfX(c) + 1− FX(c) + c(−fX(c))] = (1 + γ)[1− FX(c)]
RV Pd(c, d) = (1 + γ) [−dfX(d)− 1 + FX(d) + dfX(d)] = (1 + γ)[−1 + FX(d)]
bzw. fu¨r die zweiten Diﬀerentiale
RV Pcc(c, d) = −(1 + γ)fX(c)
RV Pdd(c, d) = (1 + γ)fX(d)
RV Pcd(c, d) = RV Pdc(c, d) = 0.
QED
Beweis von Satz 7.3.1:
Man setze das erste Diﬀerential der Ru¨ckversicherungspra¨mie aus Lemma 7.3.1 in die implizite
Lo¨sung von Satz 7.1.1 fu¨r den Fall λ ≥ RV Pc(c∗, d∗) und λ ≥ −RV Pd(c∗, d∗) ein und erha¨lt
FX(c∗) = 1− α
λ
RV Pc(c∗) ⇒ FX(d∗) = 1− α
λ
(1 + γ)[1 − FX(c∗)]]
⇒
[α
λ
(1 + γ) + 1
]
[1− FX(c∗)] = 0 ⇒ FX(c∗) = 1
bzw. fu¨r die optimale Priorita¨t
FX(d∗) = 1 +
α
λ
RV Pd(d∗) ⇒ FX(d∗) = 1 + α
λ
(1 + γ)[−1 + FX(d∗)]
⇒
[α
λ
(1 + γ)− 1
]
[−1 + FX(d∗)] = 0 ⇒ FX(d∗) = 1.
Fu¨r die Hesse-Matrix gilt in diesem Fall unter Verwendung der zweiten partiellen Ableitungen
der Ru¨ckversicherungspra¨mie
H1 =
( −λαfX(c∗)−RV Pcc(c∗, d∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) λαfX(d∗)−RV Pdd(c∗, d∗)
)
=
( −λαfX(c∗) + (1 + γ)fX(c∗) 0
0 λαfX(d
∗)− (1 + γ)fX(d∗)
)
=
(
[1 + γ − λα ]fX(c∗) 0
0 [−(1 + γ) + λα ]fX(d∗)
)
.
Man deﬁniere µ1 :=
[
(1 + γ)− λα
]
. Damit ist
H1 =
(
µ1fX(c∗) 0
0 −µ1fX(d∗)
)
.
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Man wende das Eigenwertkriterium38 auf diese Matrix an. Es gilt(
µ1fX(c∗)− κ11 0
0 −µ1fX(d∗)− κ12
)
·
(
x1
x2
)
= 0
und man erha¨lt das Gleichungssystem
[µ1fX(c∗)− κ11] · x1 = 0 [−µ1fX(d∗)− κ12] · x1 = 0.
Da x1, x2 = 0 ist, ko¨nnen nur die Ausdru¨cke in den eckigen Klammer null sein. Somit sind
die Eigenwerte der Hesse-Matrix κ11 = µ1fX(c∗) und κ12 = −µ1fX(d∗).
Folglich besitzen die Eigenwerte entgegengesetzte Vorzeichen, die Hesse-Matrix ist damit in-
deﬁnit und (FX(c∗), FX (d∗)) = (1, 1) ist somit ein Sattelpunkt, wenn fX(d∗), fX(c∗) = 0 gilt.
Zusa¨tzlich gilt allgemein im Fall λ ≥ RV Pc(c∗) und λ ≥ −RV Pd(d∗) fu¨r
(FX (c∗), FX(d∗)) = (1, 1),
dass
Φα,λ(G(c∗, d∗,X)) ≥ Φα,λ(G(c, d,X))
fu¨r alle c ≥ d ≥ 0. Dies soll im Folgenden gezeigt werden. Es gilt
Φα,λ(G(c∗, d∗,X)) =
λ
α
[Pr −B − E(X)]
+
(
1− λ
α
)⎡⎢⎣Pr −B − 11− α
F−1X (1−α)∫
0
x dFX (x)
⎤⎥⎦
= Pr −B − λ
α
E(X) −
(
1− λ
α
)
1
1− α
F−1X (1−α)∫
0
x dFX(x)
bzw.
Φα,λ(G(c, d,X)) =
λ
α
[Pr −B − E(X) −RV P (c, d) + E(RV S(c, d,X))]
+
(
1− λ
α
)⎡⎢⎣Pr −B −RV P (c, d)− 11− α
F−1X (1−α)∫
0
x dFX(x)
⎤⎥⎦
38Das Eigenwertkriterium besagt, wenn beide Eigenwerte positiv sind, dann ist die Matrix positiv deﬁnit und es
liegt ein Minimum vor. Sind dagegen die Eigenwerte negativ, so ist die Hesse-Matrix negativ deﬁnit und das
Optimum ist ein Maximum. Haben die Eigenwerte unterschiedliche Vorzeichen, dann handelt es sich bei dem
Extremum um einen Sattelpunkt und die symmetrische Matrix ist indeﬁnit. Vgl. dazu Dobner, Engelmann
(2003), S. 131 ﬀ. Des Weiteren bestimmt man die Eigenwerte durch folgende Formel (A − κE) · x = 0,
wobei κ der Eigenwertvektor, A eine quadratische Matrix, E die Einheitsmatrix, 0 der Nullvektor und x
der Eigenvektor ist. Dieser Eigenvektor ist ungleich dem Nullvektor und die quadratische Matrix A ist die
Hesse-Matrix. Aus dieser Formel gewinnt man im zweidimensionalen Fall ein Gleichungssystem mit zwei
Gleichungen. Dieses lo¨st man nach den Eigenwerten auf unter der Beachtung, dass die Komponenten des
Vektors x ungleich null sind.
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= Pr −B − λ
α
E(X)−
(
1− λ
α
)
1
1− α
F−1X (1−α)∫
0
x dFX(x)
− RV P (c, d) + λ
α
E(RV S(c, d,X))
= Pr −B − λ
α
E(X)−
(
1− λ
α
)
1
1− α
F−1X (1−α)∫
0
x dFX(x)
−
[
1 + γ − λ
α
]
E(RV S(c, d,X)).
Entsprechend la¨sst sich fu¨r 1 + γ > λα feststellen, dass Φα,λ(G(c
∗, d∗,X)) ≥ Φα,λ(G(c, d,X))
fu¨r alle c ≥ d ≥ 0 ist39.
Man setze das erste Diﬀerential der Ru¨ckversicherungspra¨mie aus Lemma 7.3.1 in die im-
plizite Lo¨sung von Satz 7.1.1 fu¨r den Fall λ < RV Pc(c∗) und λ < −RV Pd(d∗) ein und erha¨lt
FX(c∗) =
1− α
1− λ [1−RV Pc(c
∗)] ⇒ FX(c∗) = 1− α1− λ [1− (1 + γ)[1− FX(c
∗)]]
⇒ 1− α
1− λ −
1− α
1− λ (1 + γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(c∗) = 0
⇒ 1− α
1− λ (1− 1− γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(c∗) = 0
⇒ −γ(1− α) + ((1− α)(1 + γ)− (1− λ))FX(c∗) = 0
⇒ FX(c∗) = γ(1− α)(1− α)(1 + γ)− (1− λ)
bzw. fu¨r die optimale Priorita¨t
FX(d∗) =
1− α
1− λ [1 + RV Pd(c
∗, d∗)] ⇒ FX(d∗) = 1− α1− λ [1 + (1 + γ)[−1 + FX(d
∗)]]
⇒ 1− α
1− λ −
1− α
1− λ (1 + γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(d∗) = 0
⇒ 1− α
1− λ (1− 1− γ) +
(
1− α
1− λ (1 + γ)− 1
)
FX(d∗) = 0
⇒ −γ(1− α) + ((1− α)(1 + γ)− (1− λ))FX(d∗) = 0
⇒ FX(d∗) = γ(1 − α)(1− α)(1 + γ)− (1− λ) .
39Dies gilt immer fu¨r FX(c
∗) = FX(d∗) ≥ 1− α.
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Fu¨r die Hesse-Matrix ergibt sich in diesem Fall unter Verwendung der zweiten partiellen
Ableitungen
H3 =
( − 1−λ1−αfX(c∗) + (1 + γ)fX(c∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) 1−λ1−αfX(d∗)− (1 + γ)fX(d∗)
)
=
( − 1−λ1−αfX(c∗) + (1 + γ)fX(c∗) 0
0 1−λ1−αfX(d
∗)− (1 + γ)fX(d∗)
)
=
(
[1 + γ − 1−λ1−α ]fX(c∗) 0
0 [−(1 + γ) + 1−λ1−α ]fX(d∗)
)
.
Man deﬁniere µ3 := (1 + γ)− 1−λ1−α , woraus
H3 =
(
µ3fX(c∗) 0
0 −µ3fX(d∗)
)
folgt. Man bestimme die Eigenwerte dieser Matrix. Es gilt(
µ3fX(c∗)− κ31 0
0 −µ3fX(d∗)− κ32
)
·
(
x1
x2
)
= 0.
Es la¨sst sich erkennen, dass die Eigenwerte der Hesse-Matrix κ31 = µ3fX(c∗) und κ32 =
−µ3fX(d∗) sind. Somit besitzen die Eigenwerte entgegengesetzte Vorzeichen. Dementspre-
chend ist die Hesse-Matrix indeﬁnit und der optimale Punkt ein Sattelpunkt, wobei der Sat-
telpunkt fu¨r 1 + γ < λα existiert
40.
Man setze das erste Diﬀerential der Ru¨ckversicherungspra¨mie aus Lemma 7.3.1 in die im-
plizite Lo¨sung von Satz 7.1.1 fu¨r den Fall λ ≥ RV Pc(c∗) und λ < −RV Pd(d∗) ein und erha¨lt
FX(c∗) = 1− α
λ
RV Pc(c∗) ⇒ FX(c∗) = 1
bzw. fu¨r die optimale Priorita¨t
FX(d∗) =
1− α
1− λ [1 + RV Pd(c
∗, d∗)] ⇒ FX(d∗) = 1− α1− λ [1 + (1 + γ)[−1 + FX(d
∗)]]
⇒ FX(d∗) = γ(1 − α)(1− α)(1 + γ)− (1− λ) .
Fu¨r die Hesse-Matrix folgt in diesem Fall unter Verwendung der zweiten partiellen Ableitungen
H2 =
( −λαfX(c∗) + (1 + γ)fX(c∗) −RV Pcd(c∗, d∗)
−RV Pcd(c∗, d∗) 1−λ1−αfX(d∗)− (1 + γ)fX(d∗)
)
=
( [
(1 + γ)− λα
]
fX(c∗) 0
0
(
−(1 + γ) + 1−λ1−α
)
fX(d∗)
)
=
(
µ1fX(c∗) 0
0 −µ3fX(d∗)
)
.
40Vgl. Beweise zu den eindimensionalen Problemen.
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Die Eigenwerte sind damit κ21 = µ1fX(c∗) und κ22 = −µ3fX(d∗).
Fall fX(c∗), fX(d∗) = 0: Fu¨r 1 + γ < λα41 sind beide Eigenwerte negativ und es handelt
sich somit um ein Maximum.
Fall fX(c∗) = 0 bzw. fX(d∗) = 0: Fu¨r 1 + γ < λα ist die Hesse-Matrix seminegativ deﬁnit.
Die Art des Extremums kann somit nicht u¨ber das Eigenwertkriterium festgestellt werden.
Die Art des Extremums soll durch den Vergleich mit der mo¨glichen Randlo¨sung bestimmt
werden. Es wird im Folgenden
Φα,λ(G(c∗, d∗,X)) ≥ Φα,λ(G(1, 0,X))
fu¨r (FX(c∗), FX (d∗)) =
(
1, γ(1−α)(1−α)(1+γ)−(1−λ)
)
bewiesen. Es gilt fu¨r die Pra¨ferenzfunktionale
Φα,λ(G(1, 0,X)) =
λ
α
[Pr −B −RV P (1, 0)] +
(
1− λ
α
)
[Pr −B −RV P (1, 0)]
= Pr −B −RV P (1, 0) = Pr −B − (1 + γ)E(X)
bzw.
Φα,λ(G(c∗, d∗,X)) =
λ
α
[Pr −B − E(X)−RV P (c∗, d∗) + E(RV S(c∗, d∗))]
+
(
1− λ
α
)⎡⎣Pr −B −RV P (c∗, d∗)− 1
1− α
d∗∫
0
x dFX (x)
− d∗
(
1− 1
1− αFX(d
∗)
)]
= Pr −B −RV P (c∗, d∗)− λ
α
[E(X) − E(RV S(c∗, d∗))]
−
(
1− λ
α
)
1
1− α
⎡⎢⎣ d
∗∫
0
x dFX (x) +
F−1X (1−α)∫
d∗
d∗ dFX(x)
⎤⎥⎦
= Pr −B − (1 + γ)E(X) + (1 + γ)E(X)
− (1 + γ)E(RV S(c∗, d∗,X)) − λ
α
[E(X) − E(RV S(c∗, d∗))]
−
(
1− λ
α
)
1
1− α
⎡⎢⎣ d
∗∫
0
x dFX (x) +
F−1X (1−α)∫
d∗
d∗ dFX(x)
⎤⎥⎦
41Das Extremum existiert fu¨r 1 + γ < λ
α
, da 0 < FX(d
∗) < 1 − α gelten muss. Vgl. diesbzgl. Beweise zu den
eindimensionalen Problemen.
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= Pr −B − (1 + γ)E(X) + (1 + γ)E(EV S(c∗, d∗,X))
− λ
α
E(EV S(c∗, d∗,X))
−
(
1− λ
α
)
1
1− α
⎡⎢⎣ d
∗∫
0
x dFX(x) +
F−1X (1−α)∫
d∗
d∗ dFX(x)
⎤⎥⎦
= Pr −B − (1 + γ)E(X)
+
[
1 + γ − λ
α
−
(
1− λ
α
)
1
1− α
]⎡⎢⎣ d
∗∫
0
x dFX(x) +
F−1X (1−α)∫
d∗
d∗ dFX (x)
⎤⎥⎦
+
[
1 + γ − λ
α
] ∞∫
F−1X (1−α)
d∗ dFX(x)
= Pr −B − (1 + γ)E(X)
+
[
1 + γ − 1− λ
1− α
]⎡⎣ d∗∫
0
x dFX (x) + d∗[1− α− FX(d∗)]
⎤⎦
+
[
1 + γ − λ
α
]
d∗ [1− (1− α)]
= Pr −B − (1 + γ)E(X) +
[
1 + γ − 1− λ
1− α
] d∗∫
0
x dFX(x)
+ d∗
[[
1 + γ − 1− λ
1− α
]
[1− α− FX(d∗)] +
[
1 + γ − λ
α
]
α
]
= Pr −B − (1 + γ)E(X) +
[
1 + γ − 1− λ
1− α
] d∗∫
0
x dFX(x)42.
Das Extremum existiert fu¨r 1 + γ < λα . In diesem Fall gilt auch 1 + γ >
1−λ
1−α . Durch Ver-
gleich der zwei Pra¨ferenzfunktionale folgt damit Φα,λ(G(c∗, d∗,X)) ≥ Φα,λ(G(1, 0,X)). Da
keine weiteren lokalen Extrema im Fall 1 + γ < λα existieren und das Pra¨ferenzfunktio-
nal fu¨r die optimale Lo¨sung (c∗, d∗) auch gro¨ßer als bei der mo¨glichen Randlo¨sung ist, ist
(FX(c∗), FX (d∗)) =
(
1, γ(1−α)(1−α)(1+γ)−(1−λ)
)
globales Maximum.
Zusammenfassend ist somit (FX(c∗), FX (d∗)) = (1, 1) das Maximum im Fall 1 + γ > λα
und (FX(c∗), FX (d∗)) =
(
1, γ(1−α)(1−α)(1+γ)−(1−λ)
)
ist das Maximum im Fall 1 + γ < λα .
QED
42Folgt wegen
[
1 + γ − 1−λ
1−α
]
[1− α− FX(d∗)] +
[
1 + γ − λ
α
]
α
= (1+γ)(1−α)−(1−λ)−
[
1 + γ − 1−λ
1−α
]
∗ γ(1−α)
(1−α)(1+γ)−(1−λ)+α(1+γ)−λ = γ−
[
1 + γ − 1−λ
1−α
]
∗ γ(1−α)
(1−α)(1+γ)−(1−λ)
= γ − [(1 + γ)(1− α)− (1− λ)] ∗ γ
(1−α)(1+γ)−(1−λ) = 0.
ANHANG C. BEWEISE ZU DEN RU¨CKVERSICHERUNGSMODELLEN 214
C.4 Beweise zur simultanen Optimierung von Erst- und Ru¨ck-
versicherungsgescha¨ft
Beweis von Satz 8.2.1:
Fu¨r den erwarteten Gewinn gilt
E(G(d, p, ε)) = N(p)[p− µ]−B − γ [E(RV S(d, p, ε))]
= N(p)[p− µ]−B − γ
⎡⎢⎢⎣N(p)µ
∞∫
d
N(p)·µ
ε dFε(ε)− d
(
1− Fε
(
d
N(p) · µ
))⎤⎥⎥⎦
und durch Diﬀerenzieren bzgl. der Priorita¨t folgt
Dd(E(G(d, p, ε))) = −γ
[
N(p) · µ
(
− d
N(p) · µ
)
fε
(
d
N(p) · µ
)
−
(
1− Fε
(
d
N(p) · µ
))
−d
(
−fε
(
d
N(p) · µ
))]
= −γ
[
−1 + Fε
(
d
N(p) · µ
)]
.
Somit la¨sst sich fu¨r die optimale Lo¨sung bzgl. der Priorita¨t
Fε
(
d∗
N(p∗)µ
)
= FXp(d
∗) = 1
feststellen. Dieses Extremum ist eine Randlo¨sung. Die Ru¨ckversicherung wird abgelehnt. In
diesem Fall gilt fu¨r den erwarteten Gewinn
E(G(d∗, p, ε)) = N(p)(p− µ)−B.
Man sieht, dass in diesem Fall der erwartete Gewinn am gro¨ßten ist43. Somit gilt fu¨r die
optimale Pra¨mie
p∗ = arg max
p
[N(p)[p − µ]−B] = arg max
p
[N(p)(p − µ)]44
fu¨r alle p ∈ (µ; pmax].
QED
Beweis von Satz 8.2.2:
Man betrachte zuna¨chst den Fall FXp(d) < 1− α :
43Es gilt N(p)µ
∞∫
d∗
N(p)·µ
ε dFε(ε)− d∗
(
1− Fε
(
d∗
N(p)·µ
))
= 0.
44Da die Betriebskosten eine Konstante sind, sind diese fu¨r die Optimierung irrelevant.
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Fu¨r den bedingten Erwartungswert in Abha¨ngigkeit von der Priorita¨t d und dem Gesamt-
schaden Xp gilt
E(G(d,Xp)|G(d,Xp) ≤ gα,d,Xp) =
1
α
∞∫
F−1Xp (1−α)
[Pr(p)−B −RV P (d,Xp)− d] dFXp(x)
= Pr(p)−B − (1 + γ)E(RV S(d,Xp))− d45.
Somit ist fu¨r den bedingten Erwartungswert in Abha¨ngigkeit von der Priorita¨t d, der Pra¨mie
p und der Sto¨rgro¨ße ε
E(G(d, p, ε)|G(d, p, ε) ≤ gα,d,p,ε) = N(p) · p−B − (1 + γ)E(RV S(d, p, ε)) − d
und fu¨r dessen Ableitung bzgl. der Priorita¨t
Dd(E(G(d, p, ε)|G(d, p, ε) ≤ gα,d,p,ε)) = −(1 + γ)
[
−1 + Fε
(
d
N(p)µ
)]
− 146.
Fu¨r die erste Ableitung des erwarteten Gewinns bzgl. der Priorita¨t gilt
Dd(E((G(d, p, ε)) = −γ
[
−1 + Fε
(
d
N(p)µ
)]
47
und somit ist die erste Ableitung des Pra¨ferenzfunktionals bzgl. der Priorita¨t
Dd(Φα,λ(G(d, p, ε))) =
1− λ
1− α
[
−γ
(
−1 + Fε
(
d
N(p)µ
))]
+
λ− α
1− α
[
−(1 + γ)
[
−1 + Fε
(
d
N(p)µ
)]
− 1
]
=
1− λ
1− αγ +
λ− α
1− α (−1 + 1 + γ)
+
[
1− λ
1− α (−γ) +
λ− α
1− α (−(1 + γ))
]
Fε
(
d
N(p)µ
)
= γ −
[
γ
1− λ
1− α +
λ− α
1− α (1 + γ)
]
Fε
(
d
N(p)µ
)
.
Man setze die Ableitung gleich null und erha¨lt
FXp(d
∗) = Fε
(
d∗
N(p∗)µ
)
=
(1− α)γ
γ(1− λ) + (λ− α)(1 + γ) =
(1− α)γ
(1 + γ)(1 − α)− (1− λ) .
45Vgl. bzgl. dem bedingten Erwartungswert die Beweise des Priorita¨tsoptimierungsproblems.
46Es gilt Dd(E(RV S(d, p, ε))) = −1 + Fε
(
d
N(p)µ
)
. Vgl. dazu Beweis fu¨r das simultane Problem mit dem
Erwartungswertkriterium.
47Vgl. dazu Beweis fu¨r das simultane Problem mit dem Erwartungswertkriterium.
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Dieses Extremum existiert dabei fu¨r 1 + γ < λα
48. Fu¨r die erste Ableitung des bedingten
Erwartungswertes bzgl. der Pra¨mie gilt
Dp(Φα,λ(G(d, p, ε))) = Np(p) · p + N(p)− (1 + γ)Dp[E(RV S(d, p, ε))],
wobei fu¨r die Ableitung des erwarteten Ru¨ckversicherungsschadens49
Dp(E(RV S(d, p, ε))) = Np(p) · µ
∞∫
d
N(p)·µ
ε dFε(ε)
+ N(p) · µ
(
− d
N(p) · µ
)
fε
(
d
N(p) · µ
)(
− d
N2(p) · µ
)
Np(p)
+ dfε
(
d
N(p) · µ
)(
− d
N2(p) · µ
)
Np(p)
= Np(p) · µ
∞∫
d
N(p)·µ
ε dFε(ε)
geschrieben werden kann. Fu¨r den erwarteten Gewinn gilt
E((G(d, p, ε)) = N(p)[p − µ]−B − γ [E(RV S(d, p, ε))]
und somit fu¨r dessen Ableitung bzgl. der Pra¨mie p
Dp(E(G(d, p, ε))) = Np(p) · [p− µ] + N(p)− γDp [E(RV S(d, p, ε))] .
Daraus folgt fu¨r das Pra¨ferenzfunktional
Φα,λ(G(d, p, ε)) =
1− λ
1− α [N(p)[p − µ]−B − γE(RV S(d, p, ε))]
+
λ− α
1− α [N(p) · p−B − (1 + γ)E(RV S(d, p, ε)) − d]
= N(p)p−B − 1− λ
1− αN(p)µ−
λ− α
1− αd
−
[
γ
1− λ
1− α + (1 + γ)
λ− α
1− α
]
E(RV S(d, p, ε))
= N(p)
[
p− 1− λ
1− αµ
]
−B − λ− α
1− αd−
[
1 + γ − 1− λ
1− α
]
E(RV S(d, p, ε))
und fu¨r dessen erste Ableitung bzgl. der Pra¨mie p
Dp(Φα,λ(G(d, p, ε))) = N(p) + Np(p)
[
p− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
Dp[E(RV S(d, p, ε))].
48Vgl. z. B. Beweise zum Priorita¨tsproblem.
49Fu¨r den erwarteten Ru¨ckversicherungsschaden gilt
E(RV S(d, p, ε)) = N(p) · µ
∞∫
d
N(p)·µ
ε dFε(ε)− d
(
1− Fε
(
d
N(p)·µ
))
.
Vgl. Beweis fu¨r das simultane Problem mit dem Erwartungswertkriterium.
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Fu¨r die optimale Pra¨mie50 gilt dann
p∗ = arg max
p
[
N(p)
[
p− 1− λ
1− αµ
]
−B − λ− α
1− αd
∗ −
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
]
= arg max
p
[
N(p)
[
p− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
]
51.
Im Folgenden soll die Hesse-Matrix fu¨r das Extremum bestimmt werden. Dazu beno¨tigt man
die zweiten partiellen Ableitungen. Es gilt
Ddd(Φαλ(G(d, p, ε))) = −
[
γ
1− λ
1− α +
λ− α
1− α (1 + γ)
]
fε
(
d
N(p)µ
)
1
N(p)µ
= −
[
1 + γ − 1− λ
1− α
]
fε
(
d
N(p)µ
)
1
N(p)µ
Ddp(Φαλ(G(d, p, ε))) = −
[
γ
1− λ
1− α +
λ− α
1− α (1 + γ)
]
fε
(
d
N(p)µ
)(
− d
N2(p)µ
)
Np(p)
= −
[
1 + γ − 1− λ
1− α
]
fε
(
d
N(p)µ
)(
− d
N2(p)µ
)
Np(p)
Dpp(Φαλ(G(d, p, ε))) = Np(p) + Npp(p)
[
p− 1− λ
1− αµ
]
+ Np(p)
−
[
1 + γ − 1− λ
1− α
]
Dpp[E(RV S(d, p, ε))]
mit
Dpp[E(RV S(d, p, ε))] = Npp(p) · µ
∞∫
d
N(p)·µ
ε dFε(ε)
− Np(p) · µ d
N(p)µ
fε
(
d
N(p)µ
)(
− d
N2(p)µ
)
Np(p)
= Npp(p) · µ
∞∫
d
N(p)·µ
ε dFε(ε) +
d2(Np(p))2
N3(p)µ
fε
(
d
N(p)µ
)
.
Die Hesse-Matrix lautet
H =
(
Ddd(Φαλ(G(d∗, p∗, ε))) Ddp(Φαλ(G(d∗, p∗, ε)))
Ddp(Φαλ(G(d∗, p∗, ε))) Dpp(Φαλ(G(d∗, p∗, ε)))
)
.
Das Extremum (d∗, p∗) ist Maximum52, genau dann, wenn Ddd(Φαλ(G(d∗, p∗, ε))) < 0 und
Ddd(Φαλ(G(d∗, p∗, ε))) ·Dpp(Φαλ(G(d∗, p∗, ε))) − (Ddp(Φαλ(G(d∗, p∗, ε))))2 > 0 zutriﬀt.
50Die optimale Pra¨mie wird als Argument der Maximierung des Pra¨ferenzfunktionals angegeben, da eine Auf-
lo¨sung der gleich null gesetzten ersten Ableitung bzgl. der Pra¨mie nicht mo¨glich ist.
51Die Betriebskosten als auch der Term λ−α
1−α d sind bzgl. der Maximierung nach Pra¨mie Konstanten und besitzen
somit keinen Einﬂuss.
52Zur Bestimmung der Art des Optimums wird das Hauptminorenkriterium verwendet.
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Das Extremum existiert fu¨r 1 + γ < λα . In diesem Fall gilt 1 + γ >
1−λ
1−α . Somit ist
Ddd(Φα,λ(G(d∗, p∗, ε)) < 0.
Es muss gelten
Ddd(Φαλ(G(d∗, p∗, ε))) ·Dpp(Φαλ(G(d∗, p∗, ε))) − (Ddp(Φαλ(G(d∗, p∗, ε))))2
= −
[
1 + γ − 1− λ
1− α
]
fε
(
d∗
N(p∗)µ
)
1
N(p∗)µ
·
[
Np(p∗) + Npp(p∗)
[
p∗ − 1− λ
1− αµ
]
+ Np(p∗)
−
[
1 + γ − 1− λ
1− α
]⎡⎢⎢⎣Npp(p∗) · µ
∞∫
d∗
N(p∗)·µ
ε dFε(ε) +
(d∗)2(Np(p∗))2
N3(p∗)µ
fε
(
d∗
N(p∗)µ
)⎤⎥⎥⎦
⎤⎥⎥⎦
−
[
1 + γ − 1− λ
1− α
]2(
fε
(
d∗
N(p∗)µ
))2(
− d
∗
N2(p∗)µ
)2
(Np(p∗))2
= −
[
1 + γ − 1− λ
1− α
]
fε
(
d∗
N(p∗)µ
)
1
N(p∗)µ
·
[
Np(p∗)
{
2−
[
1 + γ − 1− λ
1− α
]
(d∗)2Np(p∗)
N3(p∗)µ
fε
(
d∗
N(p∗)µ
)}
+Npp(p∗)
⎧⎪⎪⎨⎪⎪⎩p∗ − µ
⎛⎜⎜⎝1− λ1− α +
[
1 + γ − 1− λ
1− α
] ∞∫
d∗
N(p∗)µ
ε dFε(ε)
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎦
−
[
1 + γ − 1− λ
1− α
]2(
fε
(
d∗
N(p∗)µ
))2(
− d
∗
N2(p∗)µ
)2
(Np(p∗))2 > 0.
Man dividiere durch −
[
1 + γ − 1−λ1−α
]
fε
(
d∗
N(p∗)µ
)
1
N(p∗)µ
53 und erha¨lt
Np(p∗)
{
2−
[
1 + γ − 1− λ
1− α
]
(d∗)2Np(p∗)
N3(p∗)µ
fε
(
d∗
N(p∗)µ
)}
+Npp(p∗)
⎧⎪⎪⎨⎪⎪⎩p∗ − µ
⎛⎜⎜⎝1− λ1− α +
[
1 + γ − 1− λ
1− α
] ∞∫
d∗
N(p∗)µ
ε dFε(ε)
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
+
[
1 + γ − 1− λ
1− α
]
fε
(
d∗
N(p∗)µ
)
(d∗)2
N3(p∗)µ
(Np(p∗))2
53Dieser Ausdruck ist negativ, da 1 + γ > 1−λ
1−α immer fu¨r 1 + γ <
λ
α
gilt und alle anderen Terme positiv sind
bis auf das erste Minuszeichen.
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= Np(p∗)
{
2−
[
1 + γ − 1− λ
1− α
]
(d∗)2Np(p∗)
N3(p∗)µ
fε
(
d∗
N(p∗)µ
)
+
[
1 + γ − 1− λ
1− α
]
fε
(
d∗
N(p∗)µ
)
(d∗)2
N3(p∗)µ
Np(p∗)
}
+Npp(p∗)
⎧⎪⎪⎨⎪⎪⎩p∗ − µ
⎛⎜⎜⎝1− λ1− α +
[
1 + γ − 1− λ
1− α
] ∞∫
d∗
N(p∗)µ
ε dFε(ε)
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
= 2Np(p∗) + Npp(p∗)
⎧⎪⎪⎨⎪⎪⎩p∗ − µ
⎛⎜⎜⎝1− λ1− α +
[
1 + γ − 1− λ
1− α
] ∞∫
d∗
N(p∗)µ
ε dFε(ε)
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ < 0.
Sei A := 1−λ1−α +
[
1 + γ − 1−λ1−α
] ∞∫
d∗
N(p∗)µ
ε dFε(ε)54, so muss
2Np(p∗) + Npp(p∗) {p∗ − µA} < 0 (C.1)
gelten. Fu¨r die Lo¨sung bzgl. der Pra¨mie folgt
p∗ = arg max
p
[
N(p)
[
p− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
]
.
Damit muss fu¨r das Diﬀerential Folgendes zutreﬀen
Dp
[
N(p)
[
p− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
]
= N(p) + Np(p)
[
p− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
Np(p) · µ
∞∫
d∗
N(p)·µ
ε dFε(ε)
= N(p) + Np(p)
⎡⎢⎢⎣p− µ
⎧⎪⎪⎨⎪⎪⎩
1− λ
1− α −
[
1 + γ − 1− λ
1− α
] ∞∫
d∗
N(p)·µ
ε dFε(ε)
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎦ .
Fu¨r die optimale Pra¨mie gilt demnach folgende implizite Gestalt
N(p∗) + Np(p∗)
⎡⎢⎢⎣p∗ − µ
⎧⎪⎪⎨⎪⎪⎩
1− λ
1− α −
[
1 + γ − 1− λ
1− α
] ∞∫
d∗
N(p∗)·µ
ε dFε(ε)
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎦
= N(p∗) + Np(p∗) [p∗ − µA] = 0.
54Es gilt A > 0, da fu¨r 1 + γ < λ
α
auch 1 + γ > 1−λ
1−α gilt und das Integral als auch der Term
1−λ
1−α positiv sind.
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Die implizite Lo¨sung lautet damit − N(p∗)Np(p∗) = p∗ − µA. Diese setze man in die Ungleichung
(C.1) ein
2Np(p∗) + Npp(p∗) {p∗ − µA} = 2Np(p∗)−Npp(p∗) N(p
∗)
Np(p∗)
< 0.
Durch Multiplikation von Np(p∗)55 folgt
2(Np(p∗))2 −Npp(p∗)N(p∗) > 0.
(Np(p∗))2 ist immer gro¨ßer null fu¨r p < pmax. Fu¨r eine lineare Nachfrage ist der Term
Npp(p∗)N(p∗) gleich null, da Npp(p∗) gleich null gilt. Somit ist die Ungleichung erfu¨llt, die
Hesse-Matrix ist negativ deﬁnit und somit ist das Extremum ein Maximum. Fu¨r eine konkave
Nachfrage ist der zweite Term −Npp(p∗)N(p∗) > 0 fu¨r p < pmax, da fu¨r konkave Funktionen
Npp(p∗) < 0 gilt. Damit ist die Ungleichung auch fu¨r jede konkave Funktion erfu¨llt, die Hesse-
Matrix ist negativ deﬁnit und das Extremum ist ein Maximum. Die Ungleichung ist auch fu¨r
konvexe Funktionen erfu¨llt, wenn die Bedingung 2(Np(p∗))2 > Npp(p∗)N(p∗) gilt. Andernfalls
wa¨re der zweite Hauptminor positiv und somit die Hesse-Matrix indeﬁnit. Es handelt sich
dann um einen Sattelpunkt.
Im Folgenden wird gezeigt, dass das Extremum ein globales Maximum ist. Zuna¨chst wird
gezeigt, dass das Pra¨ferenzfunktional bei Ablehnung der Ru¨ckversicherung kleiner als bei
dem eben bestimmten Maximum ist. Fu¨r das Pra¨ferenzfunktional gilt
Φα,λ(G(d, p, ε)) = N(p)
[
p− 1− λ
1− αµ
]
− λ− α
1− αd−B −
[
1 + γ − 1− λ
1− α
]
E(RV S(d, p, ε)).
Man betrachte die Randlo¨sung FXp(d) = Fε
(
d
N(p)·µ
)
= 0. In diesem Fall wird die Vollversi-
cherung pra¨feriert, der erwartete Ru¨ckversicherungsschaden ist der erwartete Schaden N(p)µ.
Es gilt also fu¨r das Pra¨ferenzfunktional bei der Randlo¨sung
Φα,λ(G(0, p, ε)) = N(p)
[
p− 1− λ
1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(p)µ.
Damit d∗ auch das globale Maximum ist, muss gelten
Φα,λ(G(d∗, p, ε)) ≥ Φα,λ(G(0, p, ε)).
55Es gilt Np(p) < 0, da die Nachfrage eine monoton fallende Funktion ist.
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Dies soll im Folgenden gezeigt werden. Es ist
N(p)
[
p− 1− λ
1− αµ
]
− λ− α
1− αd
∗ −B −
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
≥ N(p)
[
p− 1− λ
1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(p)µ
−λ− α
1− αd
∗ −
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε)) ≥ −
[
1 + γ − 1− λ
1− α
]
N(p)µ
0 ≤
[
1 + γ − 1− λ
1− α
]
N(p)µ− λ− α
1− αd
∗ −
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
0 ≤
[
1 + γ − 1− λ
1− α
]⎡⎢⎢⎣N(p)µ−N(p)µ
∞∫
d∗
N(p)·µ
ε dFε(ε) + d∗
(
1− Fε
(
d∗
N(p) · µ
))⎤⎥⎥⎦
−λ− α
1− αd
∗
0 ≤
[
1 + γ − 1− λ
1− α
]
N(p)µ
d∗
N(p)·µ∫
0
ε dFε(ε) + γd∗
(
1− Fε
(
d∗
N(p) · µ
))
−λ− α
1− αd
∗Fε
(
d∗
N(p) · µ
)
56.
Durch Einsetzen der optimalen Priorita¨t folgt
0 ≤
[
1 + γ − 1− λ
1− α
]
N(p)µ
d∗
N(p)·µ∫
0
ε dFε(ε)
+d∗
[
γ
(
1− (1− α)γ
(1 + γ)(1− α)− (1− λ)
)
− λ− α
1− α
(1− α)γ
(1 + γ)(1− α)− (1− λ)
]
0 ≤
[
1 + γ − 1− λ
1− α
]
N(p)µ
d∗
N(p)·µ∫
0
ε dFε(ε)57.
56Folgt wegen 1 + γ − 1−λ
1−α = γ +
λ−α
1−α .
57Folgt aus γ
(
1− (1−α)γ
(1+γ)(1−α)−(1−λ)
)
− λ−α
1−α
(1−α)γ
(1+γ)(1−α)−(1−λ) = γ − (1−α)γ
2+(λ−α)γ
(1+γ)(1−α)−(1−λ) = γ − γ((1−α)γ+λ−α)(1+γ)(1−α)−(1−λ)
= γ − γ((1+γ)(1−α)−(1−λ))
(1+γ)(1−α)−(1−λ) = 0.
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Da im Fall 1 + γ < λα auch 1 + γ >
1−λ
1−α gilt und alle anderen Terme ebenfalls nicht negativ
sind, ist dies eine wahre Aussage. Man betrachte die zweite Randlo¨sung fu¨r diesen Fall. Fu¨r
die Randlo¨sung d2 gilt FXp(d2) = Fε
(
d2
N(p)·µ
)
= 1− α. Dabei muss
Φα,λ(G(d∗, p, ε)) ≥ Φα,λ(G(d2, p, ε))
ergeben, damit d∗ ein globales Maximum ist. Dies soll im Folgenden gezeigt werden. Es gilt
allgemein fu¨r das Pra¨ferenzfunktional
Φα,λ(G(d, p, ε)) = N(p)
[
p− 1− λ
1− αµ
]
− λ− α
1− αd−B −
[
1 + γ − 1− λ
1− α
]
E(RV S(d, p, ε))
= N(p)
[
p− 1− λ
1− αµ
]
−B − λ− α
1− αd
−
[
1 + γ − 1− λ
1− α
]⎡⎢⎢⎣N(p)µ
∞∫
d
N(p)·µ
ε dFε(ε) − d
(
1− Fε
(
d
N(p) · µ
))⎤⎥⎥⎦
= N(p)
[
p− 1− λ
1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(p)µ
∞∫
d
N(p)·µ
ε dFε(ε)
+
[
1 + γ − 1− λ
1− α
]
d
(
1− Fε
(
d
N(p) · µ
))
− λ− α
1− αd
= N(p)
[
p− 1− λ
1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(p)µ
∞∫
d
N(p)·µ
ε dFε(ε)
+ γd
(
1− Fε
(
d
N(p) · µ
))
− λ− α
1− αdFε
(
d
N(p) · µ
)
58.
Wenn d∗ globales Maximum ist, dann muss Φα,λ(G(d∗, p, ε)) ≥ Φα,λ(G(d2, p, ε)) sein. Damit
muss auch gelten, dass
−
[
1 + γ − 1− λ
1− α
]
N(p)µ
∞∫
d∗
N(p)·µ
ε dFε(ε)
+ γd∗
(
1− Fε
(
d∗
N(p) · µ
))
− λ− α
1− αd
∗Fε
(
d∗
N(p) · µ
)
≥ −
[
1 + γ − 1− λ
1− α
]
N(p)µ
∞∫
d2
N(p)·µ
ε dFε(ε)
+ γd2
(
1− Fε
(
d2
N(p) · µ
))
− λ− α
1− αd2Fε
(
d2
N(p) · µ
)
58Folgt wegen 1 + γ − 1−λ
1−α = γ +
λ−α
1−α .
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−
[
1 + γ − 1− λ
1− α
]
N(p)µ
d2
N(p)·µ∫
d∗
N(p)·µ
ε dFε(ε) + d∗ · 0 ≥ d2
[
γ (1− (1− α)) − λ− α
1− α (1− α)
]
59
−
[
1 + γ − 1− λ
1− α
]
N(p)µ
d2
N(p)·µ∫
d∗
N(p)·µ
ε dFε(ε) ≥ d2 [(1 + γ)α− λ]
N(p)µ
d2
N(p)·µ∫
d∗
N(p)·µ
ε dFε(ε) ≤ d2−(1 + γ)α + λ
1 + γ − 1−λ1−α
· 1− α
1− α
N(p)µ
d2
N(p)·µ∫
d∗
N(p)·µ
ε dFε(ε) ≤ d2
[
1− α− (1− α)γ
(1 + γ)(1 − α)− (1− λ)
]
60.
Aufgrund der Beziehung zwischen der Sto¨rgro¨ße ε und dem Schaden Xp folgt
d2∫
d∗
x dFXp(x) ≤ d2
[
1− α− (1− α)γ
(1 + γ)(1 − α)− (1− λ)
]
bzw. durch Substitution
1−α∫
(1−α)γ
(1+γ)(1−α)−(1−λ)
F−1Xp (t) dt ≤ d2
[
1− α− (1− α)γ
(1 + γ)(1− α)− (1− λ)
]
. (C.2)
Man betrachte dazu die Abbildung C.3. Die Abbildung illustriert, dass diese Ungleichung
eine wahre Aussage ist. Somit gilt insgesamt Φα,λ(G(d∗, p, ε)) ≥ Φα,λ(G(d, p, ε)) fu¨r alle d ∈
[0, 1 − α). Es fehlt nur noch zu zeigen, dass das Pra¨ferenzfunktional fu¨r die Randlo¨sungen
bzgl. Pra¨mie (p = µ, p = pmax) nicht maximal ist. Es muss
Φα,λ(G(d∗, p∗, ε)) ≥ Φα,λ(G(d∗, µ, ε))
und
Φα,λ(G(d∗, p∗, ε)) ≥ Φα,λ(G(d∗, pmax, ε))
59Folgt aus γ
(
1− (1−α)γ
(1+γ)(1−α)−(1−λ)
)
− λ−α
1−α
(1−α)γ
(1+γ)(1−α)−(1−λ) = γ − (1−α)γ
2+(λ−α)γ
(1+γ)(1−α)−(1−λ) = γ − γ((1−α)γ+λ−α)(1+γ)(1−α)−(1−λ)
= γ − γ((1+γ)(1−α)−(1−λ))
(1+γ)(1−α)−(1−λ) = 0.
60Folgt aus 1− α− (1−α)γ
(1+γ)(1−α)−(1−λ) =
(1−α)(1+γ−α(1+γ)−1+λ)−(1−α)γ
(1+γ)(1−α)−(1−λ) =
(1−α)(−α(1+γ)+λ)
(1+γ)(1−α)−(1−λ) =
−α(1+γ)+λ
1+γ− 1−λ1−α
.
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Abbildung C.3: Ungleichung (C.2).
gelten. Man zeige zuna¨chst die zweite Ungleichung. Es ist
N(p∗)
[
p∗ − 1− λ
1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(p∗)µ
∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
+ γd∗
(
1− (1− α)γ
(1 + γ)(1 − α)− (1− λ)
)
− λ− α
1− αd
∗ (1− α)γ
(1 + γ)(1− α)− (1− λ)
≥ N(pmax)
[
pmax − 1− λ1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(pmax)µ
∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
+ γd∗
(
1− (1− α)γ
(1 + γ)(1 − α)− (1− λ)
)
− λ− α
1− αd
∗ (1− α)γ
(1 + γ)(1− α)− (1− λ)
N(p∗)
[
p∗ − 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
N(p∗)µ
∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε) ≥ 0
61
N(p∗)
⎡⎢⎢⎣p∗ − µ
⎧⎪⎪⎨⎪⎪⎩
1− λ
1− α −
[
1 + γ − 1− λ
1− α
] ∞∫
d∗
N(p∗)·µ
ε dFε(ε)
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎦ ≥ 0
61Da N(pmax) = 0 gilt.
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N(p∗)
(
− N(p
∗)
Np(p∗)
)
≥ 062.
Dies ist eine wahre Aussage aufgrund der Tatsache, dass die erste Ableitung der Nachfrage
negativ ist, da es eine monoton fallende Funktion ist.
Als na¨chstes zeige man die erste Ungleichung. Es ist
N(p∗)
[
p∗ − 1− λ
1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(p∗)µ
∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
+ γd∗
(
1− (1− α)γ
(1 + γ)(1− α)− (1− λ)
)
− λ− α
1− αd
∗ (1− α)γ
(1 + γ)(1 − α)− (1− λ)
≥ N(µ)
[
µ− 1− λ
1− αµ
]
−B −
[
1 + γ − 1− λ
1− α
]
N(µ)µ
∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
+ γd∗
(
1− (1− α)γ
(1 + γ)(1− α)− (1− λ)
)
− λ− α
1− αd
∗ (1− α)γ
(1 + γ)(1 − α)− (1− λ)
N(p∗)
[
p∗ − 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
N(p∗)µ
∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
≥ N(µ)
[
µ− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
N(µ)µ
∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
N(p∗)
⎡⎢⎢⎢⎣p∗ − µ
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1− λ
1− α −
[
1 + γ − 1− λ
1− α
] ∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎤⎥⎥⎥⎦
≥ N(µ)
⎡⎢⎢⎢⎣µ− µ
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1− λ
1− α −
[
1 + γ − 1− λ
1− α
] ∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎤⎥⎥⎥⎦
62Folgt aus der Beziehung der optimalen Pra¨mie
N(p∗) + Np(p∗)
⎡⎣p∗ − µ
⎧⎨⎩ 1−λ1−α − [1 + γ − 1−λ1−α] ∞∫d∗
N(p∗)·µ
ε dFε(ε)
⎫⎬⎭
⎤⎦ = 0.
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N(p∗)
(
− N(p
∗)
Np(p∗)
)
≥ N(µ)
[
µ− N(p
∗)
Np(p∗)
− p∗
]
63
0 ≤ N(µ)Np(p∗)µ−N(µ)Np(p∗)p∗ −N(µ)N(p∗) + (N(p∗))2
0 ≤ −N(µ)Np(p∗)[p∗ − µ]−N(µ)N(p∗) + N(p∗)(N(µ) + (p∗ − µ) ·Np(p∗))64
0 ≤ −N(µ)Np(p∗)[p∗ − µ] + N(p∗)Np(p∗)(p∗ − µ) = Np(p∗)[p∗ − µ](N(p∗)−N(µ)).
Dies ist eine wahre Aussage, da die erste Ableitung der Nachfrage negativ ist, d. h. N(p∗) ≤
N(µ) und p∗ ≥ µ gilt. Somit kann keine Randlo¨sung bzgl. der Pra¨mie fu¨r lineare und konve-
xe Nachfragen ein gro¨ßeres Pra¨ferenzfunktional als die optimale Lo¨sung hervorbringen. Das
lokale Maximum ist somit das globale Maximum.
Man betrachte den Fall FXp(d) ≥ 1− α :
Fu¨r den bedingten Erwartungswert in Abha¨ngigkeit von der Priorita¨t d und dem Gesamt-
schaden Xp gilt
E(G(d,Xp)|G(d,Xp) ≤ gα,d,Xp) =
1
α
d∫
F−1Xp (1−α)
[Pr(p)−B − x−RV P (d,Xp)] dFXp(x)
+
1
α
∞∫
d
[Pr(p)−B − d−RV P (d,Xp)] dFXp(x)
= Pr(p)−B −RV P (d,Xp)
− 1
α
d∫
F−1Xp (1−α)
x dFXp(x)−
1
α
∞∫
d
d dFXp(x)
63Folgt aus der Beziehung der optimalen Pra¨mie
N(p∗) + Np(p∗)
⎡⎢⎣p∗ − µ
⎧⎪⎨⎪⎩ 1−λ1−α −
[
1 + γ − 1−λ
1−α
] ∞∫
F−1ε
(
(1−α)γ
(1+γ)(1−α)−(1−λ)
) ε dFε(ε)
⎫⎪⎬⎪⎭
⎤⎥⎦ = 0.
64Fu¨r konvexe und lineare Funktionen gilt f(x + h) ≤ f(x) + h · f ′(x) fu¨r alle h aus den reellen Zahlen und
h = 0. Angewendet auf die Nachfragefunktion gilt damit N(µ) = N(p − (p − µ)) ≤ N(p) − (p − µ) · Np(p)
bzw. N(p) ≥ N(µ) + (p− µ) ·Np(p).
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= Pr(p)−B − (1 + γ)E(RV S(d,Xp))
− 1
α
d∫
F−1Xp (1−α)
x dFXp(x)−
1
α
d[1− FXp(d)]65.
Somit folgt fu¨r den bedingten Erwartungswert in Abha¨ngigkeit von der Priorita¨t d, der Pra¨mie
p und dem Zufallseinﬂuss ε
E(G(d, p, ε)|G(d, p, ε) ≤ gα,d,p,ε) = N(p) p−B − (1 + γ)E(RV S(d, p, ))
− 1
α
d
N(p)µ∫
F−1
(
1−α
N(p)µ
) N(p)µε dFε(ε) −
1
α
d
[
1− Fε
(
d
N(p)µ
)]
und fu¨r dessen Ableitung bzgl. der Priorita¨t
Dd(E(G(d, p, ε)|G(d, p, ε) ≤ gα,d,p,ε)) = −(1 + γ)
[
−1 + Fε
(
d
N(p)µ
)]
66
− 1
α
N(p)µ
(
d
N(p)µ
)
fε
(
d
N(p)µ
)
1
N(p)µ
+
1
α
d fε
(
d
N(p)µ
)
1
N(p)µ
− 1
α
[
1− Fε
(
d
N(p)µ
)]
=
[
1
α
− (1 + γ)
] [
−1 + Fε
(
d
N(p)µ
)]
.
Fu¨r die erste Ableitung des erwarteten Gewinns bzgl. der Priorita¨t la¨sst sich
Dd(E((G(d, p, ε)) = −γ
[
−1 + Fε
(
d
N(p)µ
)]
67
festhalten und somit ist die erste Ableitung des Pra¨ferenzfunktionals bzgl. der Priorita¨t
Dd(Φα,λ(G(d, p, ε))) =
1− λ
1− α
[
−γ
[
−1 + Fε
(
d
N(p)µ
)]]
+
λ− α
1− α
[
1
α
− (1 + γ)
] [
−1 + Fε
(
d
N(p)µ
)]
.
Man setze die Ableitung gleich null und erha¨lt
FXp(d
∗) = Fε
(
d∗
N(p∗)µ
)
= 1.
65Vgl. bzgl. dem bedingten Erwartungswert die Beweise des Priorita¨tsoptimierungsproblems.
66Es gilt Dd(E(RV S(d, p, ε))) = −1 + Fε
(
d
N(p)µ
)
. Vgl. dazu Beweis fu¨r das simultane Problem mit dem
Erwartungswertkriterium.
67Vgl. dazu Beweis fu¨r das simultane Problem mit dem Erwartungswertkriterium.
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Somit ist dieses Extremum eine Randlo¨sung. Die Ru¨ckversicherung wird abgelehnt. In diesem
Fall gilt fu¨r das Pra¨ferenzfunktional
Φα,λ(G(d∗, p, ε))) =
1− λ
1− α [N(p)(p − µ)−B]
+
λ− α
1− α
⎡⎢⎢⎢⎣N(p)p −B − 1α
∞∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)
⎤⎥⎥⎥⎦ .
Im Folgenden wird gezeigt, dass das Pra¨ferenzfunktional mit der optimalen Priorita¨t gro¨ßer
gleich dem allgemeinen Pra¨ferenzfunktional
Φα,λ(G(d, p, ε))) =
1− λ
1− α [N(p)(p − µ)−B − γE(RV S(d, p, ε))]
+
λ− α
1− α [N(p)p−B − (1 + γ)E(RV S(d, p, ))
− 1
α
d
N(p)µ∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)−
1
α
d
[
1− Fε
(
d
N(p)µ
)]⎤⎥⎥⎥⎦
fu¨r 1 + γ > λα ist. Somit ist es in diesem Fall das globale Maximum. Im Fall 1 + γ <
λ
α hatte
man bereits FXp(d∗) =
γ(1−α)
(1−α)(1+γ)−(1−λ) und
p∗ = arg max
p
[
N(p)
[
p− 1− λ
1− αµ
]
−
[
1 + γ − 1− λ
1− α
]
E(RV S(d∗, p, ε))
]
als globales Maximum erhalten.
Es muss also folgende Ungleichung gelten
1− λ
1− α [N(p)(p − µ)−B] +
λ− α
1− α
⎡⎢⎢⎢⎣N(p)p−B − 1α
∞∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)
⎤⎥⎥⎥⎦
≥ 1− λ
1− α [N(p)(p− µ)−B − γE(RV S(d, p, ε))]
+
λ− α
1− α [N(p)p −B − (1 + γ)E(RV S(d, p, ))
− 1
α
d
N(p)µ∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε) −
1
α
d
[
1− Fε
(
d
N(p)µ
)]⎤⎥⎥⎥⎦
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und somit auch die Ungleichung
λ− α
1− α
⎡⎢⎢⎢⎣− 1α
∞∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)
⎤⎥⎥⎥⎦
≥ 1− λ
1− α [−γE(RV S(d, p, ε))] +
λ− α
1− α [−(1 + γ)E(RV S(d, p, ))
− 1
α
d
N(p)µ∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε) −
1
α
d
[
1− Fε
(
d
N(p)µ
)]⎤⎥⎥⎥⎦
bzw.
− 1
α
λ− α
1− α
∞∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)
≥ −
[
1− λ
1− αγ +
λ− α
1− α (1 + γ)
]
E(RV S(d, p, ε))
+
λ− α
1− α
⎡⎢⎢⎢⎣− 1α
d
N(p)µ∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε) −
1
α
d
[
1− Fε
(
d
N(p)µ
)]⎤⎥⎥⎥⎦
bzw.
− 1
α
λ− α
1− αE(RV S(d, p, ε)) ≥ −
[
1 + γ − 1− λ
1− α
]
E(RV S(d, p, ε))68
bzw. [
− 1
α
λ− α
1− α + 1 + γ −
1− λ
1− α
]
E(RV S(d, p, ε)) ≥ 0[
1 + γ − λ
α
]
E(RV S(d, p, ε)) ≥ 0.
Da der erwartete Ru¨ckversicherungsschaden gro¨ßer gleich null ist, ist die Ungleichung genau
dann erfu¨llt, wenn 1 + γ > λα gilt. Damit folgt Φα,λ(G(d
∗, p, ε)) ≥ Φα,λ(G(d, p, ε))) fu¨r alle
68Folgt aus
∞∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)−
d
N(p)µ∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)− d
[
1− Fε
(
d
N(p)µ
)]
=
∞∫
d
N(p)µ
N(p)µε dFε(ε)− d
[
1− Fε
(
d
N(p)µ
)]
=
∞∫
d
N(p)µ
N(p)µε dFε(ε)−
∞∫
d
N(p)µ
d dFε(ε)
=
∞∫
d
N(p)µ
(N(p)µε− d) dFε(ε) = E(RV S(d, p, ε)).
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d, p und 1 + γ > λα .
Fu¨r das Pra¨ferenzfunktional ergibt sich bei Ablehnung der Ru¨ckversicherung
Φα,λ(G(d∗, p, ε))) =
1− λ
1− α [N(p)(p − µ)−B]
+
λ− α
1− α
⎡⎢⎢⎢⎣N(p)p −B − 1α
∞∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)
⎤⎥⎥⎥⎦ .
Somit gilt fu¨r die optimale Pra¨mie
p∗ = argmax
p
[
1− λ
1− α [N(p)(p − µ)−B]
+
λ− α
1− α
⎡⎢⎢⎢⎣N(p)p−B − 1α
∞∫
F−1ε
(
1−α
N(p)µ
) N(p)µε dFε(ε)
⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎦
= argmax
p
⎡⎢⎢⎢⎣N(p)
⎡⎢⎢⎢⎣p− 1− λ1− αµ− λ− α1− αµ 1α
∞∫
F−1ε
(
1−α
N(p)µ
) ε dFε(ε)
⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎦
= argmax
p
⎡⎢⎢⎢⎣N(p)
⎡⎢⎢⎢⎣p− µ− λ− α1− αµ
⎛⎜⎜⎜⎝−1 + 1α
∞∫
F−1ε
(
1−α
N(p)µ
) ε dFε(ε)
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎦
= arg max
p
[
N(p)
[
p− µ− λ− α
1− αµ∆(α, p)
]]
,
wobei ∆(α, p) := −1 + 1α
∞∫
F−1ε
(
1−α
N(p)·µ
) ε dFε(ε).
QED
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Weiterfu¨hrende Untersuchungen zur optimalen Pra¨mie mit linearer Nachfrage-
funktion und Ru¨ckversicherungswahl:
Es gilt fu¨r den oberen bedingten Erwartungswert 11−α
∞∫
F−1ε (α)
ε dFε(ε) ≥ E(ε).
Somit folgt 1
1− γ(1−α)
(1−α)(1+γ)−(1−λ)
∞∫
F−1ε
(
γ(1−α)
(1−α)(1+γ)−(1−λ)
) ε dFε(ε) ≥ E(ε) = 1
bzw.
∞∫
F−1ε
(
γ(1−α)
(1−α)(1+γ)−(1−λ)
) ε dFε(ε) ≥ 1− γ(1−α)(1−α)(1+γ)−(1−λ) = λ−α(1−α)(1+γ)−(1−λ) .
Sei
∞∫
F−1ε
(
γ(1−α)
(1−α)(1+γ)−(1−λ)
) ε dFε(ε) = λ−α(1−α)(1+γ)−(1−λ) + AW (α, λ, ε), wobei AW (α, λ, ε) ≥ 069
ist. Die Abweichung zwischen Erwartungswert und bedingtem Erwartungswert wird kleiner,
wenn die untere Intergrationsgrenze gegen null la¨uft. Dies ist der Fall, wenn die Risikoaversion
zunimmt. Es gilt fu¨r den Term
1− λ
1− α +
[
1 + γ − 1− λ
1− α
] [
λ− α
(1− α)(1 + γ)− (1− λ) + AW (α, λ, ε)
]
=
1− λ
1− α +
λ− α
1− α
[
1 +
AW (α, λ, ε) [(1− α)(1 + γ)− (1− λ)]
λ− α
]
= 1 + AW (α, λ, ε)
[
1 + γ − 1− λ
1− α
]
.
Da AW (α, λ, ε)
[
1 + γ − 1−λ1−α
]
bei Ru¨ckversicherungswahl70 immer gro¨ßer gleich null ist, ist
auch die optimale Pra¨mie gro¨ßer gleich der optimalen Pra¨mie bei Risikoneutralita¨t. Ein gene-
relles Verhalten dieses Termes bzgl. Risikoaversionszunahme kann nicht festgestellt werden,
da AW (α, λ, ε) und
[
1 + γ − 1−λ1−α
]
gegenla¨uﬁges Verhalten aufweisen.
Berechnung und weiterfu¨hrende Untersuchungen zur optimalen Pra¨mie bei Ab-
lehnung der Ru¨ckversicherung und linearer Nachfragefunktion:
Es gilt fu¨r die optimale Pra¨mie bei Ablehnung der Ru¨ckversicherung
p∗ = arg max
p
[
N(p)
[
p− µ− λ− α
1− αµ∆(α, p)
]]
.
Durch Diﬀerenzieren und Nullsetzen folgt
N(p∗)
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
+ Np(p∗)
[
p∗ − µ− λ− α
1− αµ∆(α, p
∗)
]
= 0.
69AW steht fu¨r Abweichung.
70In diesem Fall liegt Risikoaversion vor.
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Man setze die lineare Nachfragefunktion ein und erha¨lt
[a− bp∗]
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
− b
[
p∗ − µ− λ− α
1− αµ∆(α, p
∗)
]
= 0
−b
[
2− λ− α
1− αµDp(∆(α, p
∗))
]
p∗ − b
[
−µ− λ− α
1− αµ∆(α, p
∗)
]
+a
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
= 0
bzw.
p∗ =
µ
[
1 + λ−α1−α∆(α, p
∗)
]
+ pmax
[
1− λ−α1−αµDp(∆(α, p∗))
]
2− λ−α1−αµDp(∆(α, p∗))
=: p∗linear,Nicht−RV 71.
Fu¨r Risikoneutralita¨t (λ = α) folgt
p∗linear,Nicht−RV =
µ + pmax
2
.
Fu¨r Risikoaversion (λ > α) gilt
p∗linear,Nicht−RV,R−aversion ≥ p∗linear,Nicht−RV,R−neutral.
Dies soll im Folgenden gezeigt werden. Es muss also gelten
µ
[
1 + λ−α1−α∆(α, p
∗)
]
+ pmax
[
1− λ−α1−αµDp(∆(α, p∗))
]
2− λ−α1−αµDp(∆(α, p∗))
≥ µ + pmax
2
µ
[
1 +
λ− α
1− α∆(α, p
∗)
]
+ pmax
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
≥ [µ + pmax]
[
1− 1
2
λ− α
1− αµDp(∆(α, p
∗))
]
72
µ
[
λ− α
1− α∆(α, p
∗) +
1
2
λ− α
1− αµDp(∆(α, p
∗))
]
+ pmax
[
−1
2
λ− α
1− αµDp(∆(α, p
∗))
]
≥ 0.
Es gilt µ ≤ pmax und −12 λ−α1−αµDp(∆(α, p∗)) ≥ 0, somit kann folgende Abscha¨tzung vorgenom-
men werden
µ
[
λ− α
1− α∆(α, p
∗) +
1
2
λ− α
1− αµDp(∆(α, p
∗))
]
+ pmax
[
−1
2
λ− α
1− αµDp(∆(α, p
∗))
]
≥ µ
[
λ− α
1− α∆(α, p
∗) +
1
2
λ− α
1− αµDp(∆(α, p
∗))
]
+ µ
[
−1
2
λ− α
1− αµDp(∆(α, p
∗))
]
= µ
λ− α
1− α∆(α, p
∗) ≥ 0.
71Es gilt a
b
= pmax.
72Folgt wegen Dp(∆(α, p
∗) = 1
α
(
−F−1ε
(
1−α
N(p)·µ
))
fε
(
F−1ε
(
1−α
N(p)·µ
))
≤ 0 bzw. 1− λ−α
1−α µDp(∆(α, p
∗)) ≥ 0 fu¨r
λ > α.
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Dies ist eine wahre Aussage, da λ > α und ∆(α, p∗) ≥ 0 gilt. Somit ist
p∗linear,Nicht−RV,R−aversion ≥ p∗linear,Nicht−RV,R−neutral.
Fu¨r Risikofreude (λ < α) und 1− 12 λ−α1−αµDp(∆(α, p∗)) ≤ 0 ergibt sich
p∗linear,Nicht−RV,R−freude ≥ p∗linear,Nicht−RV,R−neutral.
Dies soll im Folgenden gezeigt werden. Es muss also gelten
µ
[
1 + λ−α1−α∆(α, p
∗)
]
+ pmax
[
1− λ−α1−αµDp(∆(α, p∗))
]
2− λ−α1−αµDp(∆(α, p∗))
≥ µ + pmax
2
.
Fall 1− 12 λ−α1−αµDp(∆(α, p∗)) ≤ 0:
Es gilt
µ
[
1 +
λ− α
1− α∆(α, p
∗)
]
+ pmax
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
≤ [µ + pmax]
[
1− 1
2
λ− α
1− αµDp(∆(α, p
∗))
]
µ
[
λ− α
1− α∆(α, p
∗) +
1
2
λ− α
1− αµDp(∆(α, p
∗))
]
+ pmax
[
−1
2
λ− α
1− αµDp(∆(α, p
∗))
]
≤ 0
µ
λ− α
1− α∆(α, p
∗) + [µ− pmax] 12
λ− α
1− αµDp(∆(α, p
∗)) ≤ 0.
Dies ist eine wahre Aussage, da µλ−α1−α∆(α, p
∗) ≤ 073 und [µ− pmax] 12 λ−α1−αµDp(∆(α, p∗)) ≤ 074
zutriﬀt. Somit ist
p∗linear,Nicht−RV,R−freude ≥ p∗linear,Nicht−RV,R−neutral
fu¨r Risikofreude (λ < α) und 1− 12 λ−α1−αµDp(∆(α, p∗)) ≤ 0.
Fu¨r Risikofreude (λ < α) und 1− 12 λ−α1−αµDp(∆(α, p∗)) ≥ 0 la¨sst sich
p∗linear,Nicht−RV,R−freude ≤ p∗linear,Nicht−RV,R−neutral
ermitteln. Dies soll im Folgenden gezeigt werden. Es muss also gelten
µ
[
1 + λ−α1−α∆(α, p
∗)
]
+ pmax
[
1− λ−α1−αµDp(∆(α, p∗))
]
2− λ−α1−αµDp(∆(α, p∗))
≤ µ + pmax
2
.
73Gilt wegen λ < α und ∆(α, p∗) ≥ 0.
74Gilt wegen λ < α, Dp(∆(α, p
∗)) ≤ 0 und µ ≤ pmax.
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Fall 1− 12 λ−α1−αµDp(∆(α, p∗)) ≥ 0:
Es ist
µ
[
1 +
λ− α
1− α∆(α, p
∗)
]
+ pmax
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
≤ [µ + pmax]
[
1− 1
2
λ− α
1− αµDp(∆(α, p
∗))
]
µ
[
λ− α
1− α∆(α, p
∗) +
1
2
λ− α
1− αµDp(∆(α, p
∗))
]
+ pmax
[
−1
2
λ− α
1− αµDp(∆(α, p
∗))
]
≤ 0
µ
λ− α
1− α∆(α, p
∗) + [µ− pmax] 12
λ− α
1− αµDp(∆(α, p
∗)) ≤ 0.
Dies ist eine wahre Aussage, da µλ−α1−α∆(α, p
∗) ≤ 075 und [µ− pmax] 12 λ−α1−αµDp(∆(α, p∗)) ≤ 076
gilt. Somit la¨sst sich
p∗linear,Nicht−RV,R−freude ≤ p∗linear,Nicht−RV,R−neutral
fu¨r Risikofreude (λ < α) und 1− 12 λ−α1−αµDp(∆(α, p∗)) ≥ 0 festhalten.
Im Folgenden soll gezeigt werden, dass der Fall 1 − 12 λ−α1−αµDp(∆(α, p∗)) ≤ 0 auszuschließen
ist. Es muss gelten
µ
[
1 + λ−α1−α∆(α, p
∗)
]
+ pmax
[
1− λ−α1−αµDp(∆(α, p∗))
]
2− λ−α1−αµDp(∆(α, p∗))
≤ pmax
µ
[
1 +
λ− α
1− α∆(α, p
∗)
]
+ pmax
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
−pmax
[
2− λ− α
1− αµDp(∆(α, p
∗))
]
≥ 0
µ
[
1 +
λ− α
1− α∆(α, p
∗)
]
− pmax = µ− pmax + λ− α1− α∆(α, p
∗)µ ≥ 0.
Es ist µ ≤ pmax. Somit ist µ − pmax ≤ 0. Es gilt ∆(α, p∗) ≥ 0 und λ−α1−α ≤ 0. Damit ist
λ−α
1−α∆(α, p
∗)µ ≤ 0. Dies fu¨hrt zum Widerspruch. Der Fall 1 − 12 λ−α1−αµDp(∆(α, p∗)) ≤ 0 ist
somit auszuschließen. Es gilt also insgesamt fu¨r Risikofreude
p∗linear,Nicht−RV,R−freude ≤ p∗linear,Nicht−RV,R−neutral.
75Gilt wegen λ < α und ∆(α, p∗) ≥ 0.
76Gilt wegen λ < α, Dp(∆(α, p
∗)) ≤ 0 und µ ≤ pmax.
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Im Folgenden soll die Maximalbedingung gepru¨ft werden. Es gilt fu¨r die zweite Ableitung
[a− bp∗]
[
−λ− α
1− αµDpp(∆(α, p
∗))
]
− b
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
−b
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
= [a− bp∗]
[
−λ− α
1− αµDpp(∆(α, p
∗))
]
− 2b
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
≤ 0
fu¨r λ ≥ α77 und fu¨r λ < α mit der Bedingung
[a− bp∗]
[
−λ− α
1− αµDpp(∆(α, p
∗))
]
≤ 2b
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
78.
Berechnung und weiterfu¨hrende Untersuchungen zur optimalen Pra¨mie bei Ab-
lehnung der Ru¨ckversicherung und konkaver Nachfragefunktion:
Es gilt fu¨r die optimale Pra¨mie bei Ablehnung der Ru¨ckversicherung
p∗ = arg max
p
[
N(p)
[
p− µ− λ− α
1− αµ∆(α, p)
]]
.
Durch Diﬀerenzieren und Nullsetzen folgt
N(p∗)
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
+ Np(p∗)
[
p∗ − µ− λ− α
1− αµ∆(α, p
∗)
]
= 0.
Man setze die konkave Nachfragefunktion ein und erha¨lt
[−b(p∗)2 + a] [1− λ− α
1− αµDp(∆(α, p
∗))
]
− 2bp∗
[
p∗ − µ− λ− α
1− αµ∆(α, p
∗)
]
= 0
−b
[
3− λ− α
1− αµDp(∆(α, p
∗))
]
(p∗)2 − 2b
[
−µ− λ− α
1− αµ∆(α, p
∗)
]
p∗
+a
[
1− λ− α
1− αµDp(∆(α, p
∗))
]
= 0
77Fu¨r λ ≥ α ist p∗linear,Nicht−RV immer ein Maximum, da a− bp∗ = N(p∗) ≥ 0, − λ− α1− α︸ ︷︷ ︸
≥0
µDpp(∆(α, p
∗))︸ ︷︷ ︸
≥0
≤ 0
und 1− λ−α
1−α µDp(∆(α, p
∗)) ≥ 0 ist.
78Bei Risikofreude ist die optimale Pra¨mie nicht zwangsla¨uﬁg ein Maximum, sondern muss zusa¨tzlich die
angegebene Bedingung erfu¨llen.
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(p∗)2 −
2
[
µ + λ−α1−αµ∆(α, p
∗)
]
3− λ−α1−αµDp(∆(α, p∗))
p∗ − p2max
[
1− λ−α1−αµDp(∆(α, p∗))
]
3− λ−α1−αµDp(∆(α, p∗))
= 079
bzw.
p∗1/2 =
µ + λ−α1−αµ∆(α, p
∗)
3− λ−α1−αµDp(∆(α, p∗))
±
√√√√√√
[
µ+ λ−α1−αµ∆(α, p
∗)
]2
[
3− λ−α1−αµDp(∆(α, p∗))
]2 + p2max
[
1− λ−α1−αµDp(∆(α, p∗))
]
3− λ−α1−αµDp(∆(α, p∗))
=
µ
[
1 + λ−α1−α∆(α, p
∗)
]
3− λ−α1−αµDp(∆(α, p∗))
±
√
µ2
[
1 + λ−α1−α∆(α, p
∗)
]2
+ p2max
[
1− λ−α1−αµDp(∆(α, p∗))
] [
3− λ−α1−αµDp(∆(α, p∗))
]
3− λ−α1−αµDp(∆(α, p∗))
.
Die Lo¨sung
p∗1 =
µ
[
1 + λ−α1−α∆(α, p
∗)
]
3− λ−α1−αµDp(∆(α, p∗))
+
√
µ2
[
1 + λ−α1−α∆(α, p∗)
]2
+ p2max
[
1− λ−α1−αµDp(∆(α, p∗))
] [
3− λ−α1−αµDp(∆(α, p∗))
]
3− λ−α1−αµDp(∆(α, p∗))
ist die einzige Lo¨sung80, wenn
p2max
[
1− λ− α
1− αµDp(∆(α, p
∗))
] [
3− λ− α
1− αµDp(∆(α, p
∗))
]
≥ 0
und 3− λ−α1−αµDp(∆(α, p∗)) > 0 gilt. Dies ist fu¨r λ ≥ α (Risikoaversion und -neutralita¨t) und
fu¨r λ < α (Risikofreude) mit der Bedingung 3− λ−α1−αµDp(∆(α, p∗)) > 0 erfu¨llt. Dabei gilt fu¨r
diese Lo¨sung
p∗linear,Nicht−RV ≤ p∗konkav,Nicht−RV .
Dies soll im Folgenden gezeigt werden. Es muss gelten
µA + pmaxB1
B2
≤ µA
B3
+
√
µ2A2 + p2maxB1B3
B3
81
µAB3 + pmaxB1B3 ≤ µAB2 + B2
√
µ2A2 + p2maxB1B3
79Es gilt a
b
= p2max.
80In diesem Fall ist die zweite Lo¨sung negativ.
81Es sei A := 1 + λ−α
1−α ∆(α, p
∗) und Bj := j − λ−α1−α µDp(∆(α, p∗)) mit j=1,2,3.
ANHANG C. BEWEISE ZU DEN RU¨CKVERSICHERUNGSMODELLEN 237
µA + pmaxB1B3 ≤ B2
√
µ2A2 + p2maxB1B3
µ2A2 + 2µApmaxB1B3 + p2maxB
2
1B
2
3 ≤ µ2A2B22 + p2maxB1B3B22
0 ≤ µ2A2(B22 − 1)− 2µApmaxB1B3 + p2maxB1B3(B22 −B1B3)
0 ≤ µ2A2(B22 − 1)− 2µApmaxB1B3 + p2maxB1B3
0 ≤ µ2A2B1B3 − 2µApmaxB1B3 + p2maxB1B3
0 ≤ µ2A2 − 2µApmax + p2max
0 ≤ (µA + pmax)2.
Dies ist eine wahre Aussage, es folgt somit p∗linear,Nicht−RV ≤ p∗konkav,Nicht−RV .
Die Lo¨sung
p∗2 =
µ
[
1 + λ−α1−α∆(α, p
∗)
]
3− λ−α1−αµDp(∆(α, p∗))
−
√
µ2
[
1 + λ−α1−α∆(α, p
∗)
]2
+ p2max
[
1− λ−α1−αµDp(∆(α, p∗))
] [
3− λ−α1−αµDp(∆(α, p∗))
]
3− λ−α1−αµDp(∆(α, p∗))
ist die einzige Lo¨sung82, wenn λ < α (Risikofreude) mit der Bedingung 3−λ−α1−αµDp(∆(α, p∗)) <
0 erfu¨llt ist. Fu¨r diese Lo¨sung ist dabei
p∗linear,Nicht−RV ≤ p∗konkav,Nicht−RV .
Dies soll im Folgenden gezeigt werden. Es muss gelten
µA + pmaxB1
B2
≤ µA
B3
−
√
µ2A2 + p2maxB1B3
B3
µAB3 + pmaxB1B3 ≥ µAB2 −B2
√
µ2A2 + p2maxB1B3
µA + pmaxB1B3 ≥ −B2
√
µ2A2 + p2maxB1B3
82In diesem Fall ist die erste Lo¨sung negativ.
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−µA− pmaxB1B3 ≤ B2
√
µ2A2 + p2maxB1B3
µ2A2 + 2µApmaxB1B3 + p2maxB
2
1B
2
3 ≤ µ2A2B22 + p2maxB1B3B22
0 ≤ µ2A2(B22 − 1)− 2µApmaxB1B3 + p2maxB1B3(B22 −B1B3)
0 ≤ µ2A2(B22 − 1)− 2µApmaxB1B3 + p2maxB1B3
0 ≤ µ2A2B1B3 − 2µApmaxB1B3 + p2maxB1B3
0 ≤ µ2A2 − 2µApmax + p2max
0 ≤ (µA + pmax)2.
Ohne spezielle Annahmen bzgl. der Sto¨rgro¨ße ε ist es nicht mo¨glich, Aussagen u¨ber die Ho¨he
der optimalen Pra¨mie zu treﬀen. Auch eine Abscha¨tzung der optimalen Pra¨mie zwischen den
einzelnen Risikoeinstellungen (Risikofreude vs. Risikoneutralitat bzw. Risikoaversion vs. Risi-
koneutralita¨t) ist nicht mo¨glich. Somit muss ein Zedent entsprechend seiner Risikoeinstellung
und der vorliegenden Sto¨rgro¨ße seine optimale Pra¨mie bestimmen. Außerdem muss dieser sei-
ne optimale Pra¨mie hinsichtlich der zweiten Ableitung u¨berpru¨fen, damit auch wirklich ein
Maximum vorliegt.
Anhang D
Beweise unter Stochastischer
Dominanz
D.1 Beweise fu¨r das Priorita¨tsoptimierungsproblem
Beweis von Satz 5.6.2:
1. Behauptung:
X und Z sind Zufallsvariablen und Z dominiert X stochastisch erster Ordnung. Man betrachte
die Abbildung D.1.
11
a
( )XF a
( )ZF a
a
( )XF a
( )ZF a
,x z,x z
( )ZF z
( )XF x ( )XF x
( )ZF z
Abbildung D.1: Satz 5.6.2 Behauptung (1).
Es gilt
1∫
FX(a)
F−1X (t) dt ≤
1∫
FZ(a)
F−1Z (t) dt. Durch Substitution von t = FX(x) folgt
1∫
FX(a)
F−1X (t) dt =
∞∫
a
F−1X (FX(x)) dFX (x) =
∞∫
a
x dFX(x)1.
1Man substituiere t = FX(x), somit ist
dFx(x)
dt
= 1. Fu¨r die obere Integralsgrenze FX(x) = t = 1 folgt x = ∞.
Fu¨r die untere Integralsgrenze gilt FX(x) = t = FX(a) und damit x = a.
239
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Analog gilt fu¨r die Zufallsvariable Z mit Verteilung FZ
1∫
FZ(a)
F−1Z (t) dt =
∞∫
a
z dFZ(z).
Daraus folgt
∞∫
a
x dFX(x) ≤
∞∫
a
z dFZ(z) fu¨r alle a ∈ R.
2. Behauptung:
X und Z sind Zufallsvariablen und Z dominiert X stochastisch erster Ordnung. Man betrachte
die Abbildung D.2.
11
a
( )XF a
( )ZF a
a
( )XF a
( )ZF a
,x z ,x z
( )XF x
( )ZF z
( )XF x
( )ZF z
Abbildung D.2: Satz 5.6.2 Behauptung (2).
Es gilt
1∫
FX(a)
F−1X (t) dt−
1∫
FX(a)
a dt ≤
1∫
FZ(a)
F−1Z (t) dt−
1∫
FZ(a)
a dt.
Durch Substitution von t = FX(x) folgt
1∫
FX(a)
F−1X (t) dt −
1∫
FX(a)
a dt =
1∫
FX(a)
(F−1X (t)− a) dt =
∞∫
a
(x− a) dFX(x)2.
Analog gilt fu¨r die Zufallsvariable Z mit Verteilung FZ
1∫
FZ(a)
F−1Z (t) dt−
1∫
FZ(a)
a dt =
∞∫
a
(z − a) dFZ(z).
Daraus folgt die Behauptung
∞∫
a
(x− a) dFX(x) ≤
∞∫
a
(z − a) dFZ(z).
3. Behauptung:
Sei X eine Zufallsvariable und FX die dazugeho¨rige Verteilungsfunktion. Man betrachte die
Abbildung D.3.
2Man substituiere t = FX(x), somit ist
dFx(x)
dt
= 1. Fu¨r die obere Integralgrenze folgt x = ∞ bzw. fu¨r die
untere x = a.
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( )XF a
,x z ,x z
( )XF x
( )XF x
b
( )XF b
Abbildung D.3: Satz 5.6.2 Behauptung (3).
Es gilt
1∫
FX(a)
(F−1X (t)− a) dt ≥
1∫
FX(b)
(F−1X (t)− b) dt.
Durch Substitution von t = FX(x) auf beiden Seiten folgt
∞∫
a
(x− a) dFX(x) ≥
∞∫
b
(x− b) dFX(x)
fu¨r alle a ≤ b und a, b ∈ R.
QED
Beweis von Satz 5.6.3:
1. Behauptung:
X und Z sind Zufallsvariablen und Z dominiert X stochastisch zweiter Ordnung, dann gilt
a∫
−∞
FX(t) dt ≥
a∫
−∞
FZ(t) dt ⇒ −
a∫
0
FX(t) dt ≤ −
a∫
0
FZ(t) dt
⇒
a∫
0
1 dt−
a∫
0
FX(t) dt ≤
a∫
0
1 dt−
a∫
0
FZ(t) dt.
Dies veranschaulicht die Abbildung D.4.
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( )ZF z
Abbildung D.4: Satz 5.6.3 Behauptung (1).
Man erkennt aus der Abbildung, dass folgende Ungleichung gilt
FX(a)∫
0
F−1X (t) dt +
1∫
FX(a)
a dt ≤
FZ(a)∫
0
F−1Z (t)dt +
1∫
FZ(a)
a dt.
Es folgt daraus durch Substitution
a∫
0
x dFX(x) +
∞∫
a
a dFX(x) ≤
a∫
0
z dFZ(z) +
∞∫
a
a dFZ(z)
E(min(a,X) ≤ E(min(a,Z))
fu¨r alle a ∈ R.
2. Behauptung:
X und Z sind Zufallsvariablen und Z dominiert X stochastisch zweiter Ordnung, dann gilt
nach Behauptung (1) E(min(a,X) ≤ E(min(a,Z)) fu¨r alle a ∈ R. Fu¨r eine Verteilungsfunk-
tion FZ gilt E(min(a,Z)) ≤ E(min(b, Z)) fu¨r alle a ≤ b und a, b ∈ R. Dies illustriert die
Abbildung D.5.
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Abbildung D.5: Satz 5.6.3 Behauptung (2).
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3. Behauptung:
X und Z sind Zufallsvariablen und Z dominiert X stochastisch zweiter Ordnung, dann gilt
nach Behauptung (1)
a∫
0
x dFX(x) +
∞∫
a
a dFX(x) ≤
a∫
0
z dFZ(z) +
∞∫
a
a dFZ(z).
Fu¨r a =∞ folgt
∞∫
0
x dFX(x) ≤
∞∫
0
z dFZ(z) bzw. E(X) ≤ E(Z).
QED
Beweis von Satz 5.6.9:
1. Behauptung:
Wegen Satz 5.6.3 Behauptung (3) gilt E(X) ≤ E(Z) fu¨r stochastische Dominanz zwei-
ter als auch fu¨r stochastische Dominanz erster Ordnung. Somit ist −E(X) ≥ −E(Z). Fu¨r
den erwarteten Ru¨ckversicherungsschaden folgt nach Satz 5.6.7 bei stochastischer Domi-
nanz erster Ordnung E(RV S(d,X)) ≤ E(RV S(d,Z)) fu¨r alle d ≥ 0. Daraus ergibt sich,
da γ ≥ 0 ist, −γE(RV S(d,X)) ≥ −γE(RV S(d,Z)) fu¨r alle d ≥ 0. Insgesamt folgt somit
E(G(d,X)) ≥ E(G(d,Z)) fu¨r alle d ≥ 0.
2. Behauptung:
Aus Behauptung (1) folgen fu¨r die optimalen Priorita¨ten d∗X und d
∗
Z die Ungleichungen
E(G(d∗X ,X)) ≥ E(G(d∗X , Z)) und E(G(d∗Z ,X)) ≥ E(G(d∗Z , Z)).
Des Weiteren gilt bei stochastischer Dominanz erster Ordnung nach Satz 5.6.8
E(RV S(d∗X ,X)) ≥ E(RV S(d∗Z ,X)).
Daraus folgt
Pr −B −E(X) − γE(RV S(d∗X ,X)) ≤ Pr −B − E(X)− γE(RV S(d∗Z ,X))
E(G(d∗X ,X)) ≤ E(G(d∗Z ,X)).
Insgesamt la¨sst sich damit die Abscha¨tzung
E(G(d∗X , Z)) ≤ E(G(d∗X ,X)) ≤ E(G(d∗Z ,X))
festhalten. Die Abscha¨tzung
E(G(d∗X , Z)) ≤ E(G(d∗Z , Z)) ≤ E(G(d∗Z ,X))
ergibt sich analog.
QED
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Beweis von Satz 5.6.10:
Fu¨r die Gewinnfunktion bzgl. X gilt
G(d,X) = Pr −B −X −RV PX(d) +
{
0, fu¨r X < d
X − d, fu¨r X ≥ d .
Dabei sei Gmin,X der kleinste Gewinn, der bei der Verteilung von X auftreten kann. Es ist
somit
G(d,X) = Pr −B −RV PX(d)− d = Gmin,X .
Analog sei Gmin,Z der kleinste Gewinn bzgl. Z. Fu¨r diesen folgt
G(d,Z) = Pr −B −RV PZ(d) − d = Gmin,Z .
Nach Satz 5.6.8 gilt bei stochastischer Dominanz erster Ordnung fu¨r die Ru¨ckversicherungs-
pra¨mien RV PX(d) ≤ RV PZ(d). Daraus folgt Gmin,Z ≤ Gmin,X . Damit ist Gmin,Z =: Gmin der
Minimalgewinn.
Man betrachte den Fall d ≤ x, z:
Sei a eine reelle Zahl kleiner als der Minimalgewinn, dann gilt FG(d,X)(a) = P (G(d,X) ≤
a) = 0 fu¨r alle a < Gmin bzw. FG(d,Z)(a) = P (G(d,Z) ≤ a) = 0 fu¨r alle a < Gmin. Daraus
folgt FG(d,X)(a) = FG(d,Z)(a) ∀a < Gmin.
Sei a nun eine reelle Zahl kleiner Gmin,X , aber gro¨ßer als der Minimalgewinn, dann gilt
FG(d,X)(a) = P (G(d,X) ≤ a) = 0 fu¨r alle Gmin ≤ a < Gmin,X bzw. FG(d,Z)(a) = P (G(d,Z) ≤
a) > 0 fu¨r alle Gmin ≤ a < Gmin,X . Daraus folgt FG(d,X)(a) ≤ FG(d,Z)(a) ∀a < Gmin,X .
Man betrachte den Fall d > x, z :
Fu¨r die Gewinnfunktion bzgl. X la¨sst sich
G(d,X) = Pr −B −RV PX(d)− x ≥ Gmin
und bzgl. Z
G(d,Z) = Pr −B −RV PZ(d)− z ≥ Gmin
festhalten. Somit kann man fu¨r die Gewinnverteilungsfunktion bzgl. X
FG(d,X)(a) = P (G(d,X) ≤ a) = P (Pr −B −RV PX(d)−X ≤ a)
= P (X ≥ Pr −B −RV PX(d)− a) = 1− FX(Pr −B −RV PX(d)− a)
fu¨r alle a ≥ Gmin schreiben. Analog gilt fu¨r die Verteilungsfunktion von Z
FG(d,Z)(a) = 1− FZ(Pr −B −RV PZ(d) − a)
fu¨r alle a ≥ Gmin.
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Man setze b1 = Pr − B − RV PX(d) − a und b2 = Pr − B − RV PZ(d) − a. Daraus folgt
bei stochastischer Dominanz erster Ordnung aufgrund der Beziehung zwischen den Ru¨ckver-
sicherungspra¨mien b1 ≥ b2. Daraus folgt fu¨r die Verteilungsfunktion von Z FZ(b1) ≥ FZ(b2).
Da X von Z stochastisch dominiert wird, gilt laut Deﬁnition FX(b1) ≥ FZ(b1). Daraus folgt
insgesamt FX(b1) ≥ FZ(b2).
Fortfu¨hrend ist damit 1−FX(b1) ≤ 1−FZ(b2) bzw. FG(d,X)(a) ≤ FG(d,Z)(a) fu¨r alle a ≥ Gmin.
Insgesamt folgt somit: X FSD Z ⇒ FG(d,X)(a) ≤ FG(d,Z)(a) fu¨r alle a ∈ R bzw. G(d,Z) FSD
G(d,X) fu¨r alle d ≥ 0.
QED
Beweis von Satz 5.6.11:
1. Behauptung:
Fu¨r das CVaR-Prinzip3 bzgl. eines Schadens X gilt
Φα(G(d,X)) = E(G(d,X)|G(d,X) ≤ gα(d))
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Pr −B −RV PX(d)− d, fu¨r FX(d) < 1− α
Pr −B −RV PX(d)− 1αd(1− FX(d))
− 1α
d∫
F−1X (1−α)
x dFX(x), fu¨r FX(d) ≥ 1− α
.
Fall FZ(d) ≤ FX(d) < 1− α:
Z dominiert X stochastisch erster Ordnung, dann ist nach Satz 5.6.8 RV PX(d) ≤ RV PZ(d)
bzw. −RV PX(d) ≥ −RV PZ(d). Daraus folgt
Pr −B −RV PX(d)− d ≥ Pr −B −RV PZ(d) − d
bzw. Φα(G(d,X)) ≥ Φα(G(d,Z)) fu¨r alle d ≥ 0.
Fall 1− α ≤ FZ(d) ≤ FX(d):
Z dominiert X stochastisch in erster Ordnung. Betrachte dazu Abbildung D.6. Es gilt
FX(d)∫
1−α
F−1X (t) dt +
1∫
FX(d)
d dt ≤
FZ(d)∫
1−α
F−1Z (t) dt +
1∫
FZ(d)
d dt.
3Vgl. Beweis zu Satz 5.2.1. Die Ru¨ckversicherungspra¨mie wird dabei mit dem Index “X” versehen, um diese
spa¨ter von der Ru¨ckversicherungspra¨mie bzgl. der Zufallsvariablen Z unterscheiden zu ko¨nnen.
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Abbildung D.6: Satz 5.6.11 Behauptung (1) Abbildung I.
Durch Substitution von t = FX(x) bzw. t = FZ(z) folgt
d∫
F−1X (1−α)
x dFX(x) +
∞∫
d
d dFX(x) ≤
d∫
F−1Z (1−α)
z dFZ(z) +
∞∫
d
d dFZ(z)
d∫
F−1X (1−α)
x dFX(x) + d(1− FX(d)) ≤
d∫
F−1Z (1−α)
z dFZ(z) + d(1− FZ(d))
− 1
α
d∫
F−1X (1−α)
x dFX(x)− 1
α
d(1 − FX(d)) ≥ − 1
α
d∫
F−1Z (1−α)
z dFZ(z) − 1
α
d(1− FZ(d)).
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 5.6.8 −RV PX(d) ≥ −RV PZ(d)
fu¨r alle d ≥ 0. Damit ist auch
Pr −B −RV PX(d)− 1
α
d(1− FX(d)) − 1
α
d∫
F−1X (1−α)
x dFX(x)
≥ Pr −B −RV PZ(d)− 1
α
d(1 − FZ(d)) − 1
α
d∫
F−1Z (1−α)
z dFZ(z).
Daraus folgt Φα(G(d,X)) ≥ Φα(G(d,Z)) fu¨r alle d ≥ 0.
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Fall FZ(d) < 1− α ≤ FX(d):
Z dominiert X stochastisch in erster Ordnung. Betrachte dazu Abbildung D.7.
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Abbildung D.7: Satz 5.6.11 Behauptung (1) Abbildung II.
Es gilt
FX(d)∫
1−α
F−1X (t) dt +
1∫
FX(d)
d dt ≤ α · d.
Durch Substitution von t = FX(x) folgt
d∫
F−1X (1−α)
x dFX (x) +
∞∫
d
d dFX(x) ≤ α · d
d∫
F−1X (1−α)
x dFX (x) + d(1 − FX(d)) ≤ α · d
− 1
α
d∫
F−1X (1−α)
x dFX(x)− 1
α
d(1 − FX(d)) ≥ −d.
Fu¨r stochastische Dominanz erster Ordnung gilt Satz 5.6.8 −RV PX(d) ≥ −RV PZ(d) fu¨r alle
d ≥ 0. Damit ist auch
Pr −B −RV PX(d)− 1
α
d∫
F−1X (1−α)
x dFX (x)− 1
α
d(1− FX(d)) ≥ Pr −B −RV PZ(d) − d.
Daraus folgt Φα(G(d,X)) ≥ Φα(G(d,Z)) fu¨r alle d ≥ 0.
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2. Behauptung:
Zum Beweis der Behauptung muss zuna¨chst der obere bedingte Erwartungswert bestimmt und
fu¨r die stochastische Dominanz abgescha¨tzt werden4. Fu¨r den oberen bedingten erwarteten
Gewinn bzgl. Schaden X ergibt sich
E(G(d,X)|G(d,X) ≥ gα(d))
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
1−α
⎡⎣F−1X (1−α)∫
0
[Pr −B −RV PX(d)− x] dFX(x)
⎤⎦ , fu¨r FX(d) ≥ 1− α
1
1−α
[
d∫
0
[Pr −B −RV PX(d)− x] dFX (x)
+
F−1X (1−α)∫
d
[Pr −B −RV PX(d)− d] dFX(x)
⎤⎦ , fu¨r FX(d) < 1− α
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Pr −B −RV PX(d) − 11−α
F−1X (1−α)∫
0
x dFX(x), fu¨r FX(d) ≥ 1− α
Pr −B −RV PX(d) − 11−α
d∫
0
x dFX(x)
− 11−α
F−1X (1−α)∫
d
d dFX(x), fu¨r FX(d) < 1− α
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Pr −B −RV PX(d) − 11−α
F−1X (1−α)∫
0
x dFX(x), fu¨r FX(d) ≥ 1− α
Pr −B −RV PX(d) − 11−α
d∫
0
x dFX(x)− d
[
1− 11−αFX(d)
]
, fu¨r FX(d) < 1− α
.
4Ohne Abscha¨tzung des oberen bedingten erwarteten Gewinns kann nur die Abscha¨tzung des Pra¨ferenz-
funktionals fu¨r λ ≥ α gezeigt werden, denn es gilt nach Satz 5.6.9 E(G(d,X)) ≥ E(G(d, Z)) und nach
Behauptung (1) E(G(d,X)|G(d,X) ≤ gα(d)) ≥ E(G(d, Z)|G(d, Z) ≤ gα(d)) fu¨r alle d ≥ 0. Damit folgt
fu¨r das Pra¨ferenzfunktional Φα,λ(G(d, .)) =
1−λ
1−αE(G(d, .)) +
λ−α
1−α E(G(d, .)|G(d, .) ≤ gα(d)) fu¨r λ ≥ α:
Φα,λ(G(d,X)) ≥ Φα,λ(G(d, Z)) fu¨r alle d ≥ 0.
ANHANG D. BEWEISE UNTER STOCHASTISCHER DOMINANZ 249
Fall FZ(d) ≤ FX(d) < 1− α:
Z dominiert X stochastisch in erster Ordnung. Betrachte dazu Abbildung D.8.
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Abbildung D.8: Satz 5.6.11 Behauptung (2) Abbildung I.
Es gilt
FX(d)∫
0
F−1X (t) dt +
1−α∫
FX(d)
d dt ≤
FZ(d)∫
0
F−1Z (t) dt +
1−α∫
FZ(d)
d dt.
Durch Substitution von t = FX(x) bzw. t = FZ(z) folgt
d∫
0
x dFX(x) +
F−1X (1−α)∫
d
d dFX(x) ≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
d
d dFZ(z)
d∫
0
x dFX(x) + d(1− α− FX(d)) ≤
d∫
0
z dFZ(z) + d(1− α− FZ(d))
− 1
1− α
d∫
0
x dFX(x)− d
(
1− 1
1− αFX(d)
)
≥ − 1
1− α
d∫
0
z dFZ(z) − d
(
1− 1
1− αFZ(d)
)
.
Fu¨r stochastische Dominanz erster Ordnung gilt Satz 5.6.8 −RV PX(d) ≥ −RV PZ(d) fu¨r alle
d ≥ 0. Damit ist auch
Pr −B −RV PX(d) − 11− α
d∫
0
x dFX(x)− d
(
1− 1
1− αFX(d)
)
≥ Pr −B −RV PZ(d) − 11− α
d∫
0
z dFZ(z)− d
(
1− 1
1− αFZ(d)
)
.
Daraus folgt E(G(d,X)|G(d,X) ≥ gα(d)) ≥ E(G(d,Z)|G(d,Z) ≥ gα(d)) fu¨r alle d ≥ 0.
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Fall 1− α ≤ FZ(d) ≤ FX(d):
Z dominiert X stochastisch in erster Ordnung. Betrachte dazu Abbildung D.9.
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Abbildung D.9: Satz 5.6.11 Behauptung (2) Abbildung II.
Es gilt
1−α∫
0
F−1X (t) dt ≤
1−α∫
0
F−1Z (t) dt.
Durch Substitution von t = FX(x) bzw. t = FZ(z) folgt
F−1X (1−α)∫
0
x dFX(x) ≤
F−1Z (1−α)∫
0
z dFZ(z)
− 1
1− α
F−1X (1−α)∫
0
x dFX(x) ≥ − 11− α
F−1Z (1−α)∫
0
z dFZ(z).
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 5.6.8 −RV PX(d) ≥ −RV PZ(d)
fu¨r alle d ≥ 0. Damit ist auch
Pr −B −RV PX(d) − 11− α
F−1X (1−α)∫
0
x dFX(x)
≥ Pr −B −RV PZ(d) − 11− α
F−1Z (1−α)∫
0
z dFZ(z).
Daraus folgt E(G(d,X)|G(d,X) ≥ gα(d)) ≥ E(G(d,Z)|G(d,Z) ≥ gα(d)) fu¨r alle d ≥ 0.
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Fall FZ(d) < 1− α ≤ FX(d):
Z dominiert X stochastisch in erster Ordnung. Betrachte dazu Abbildung D.10.
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Abbildung D.10: Satz 5.6.11 Behauptung (2) Abbildung III.
Dann ist
1−α∫
0
F−1X (t) dt ≤
FZ(d)∫
0
F−1Z (t) dt +
1−α∫
FZ(d)
d dt.
Durch Substitution von t = FX(x) bzw. t = FZ(z) folgt
F−1X (1−α)∫
0
x dFX(x) ≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
d
d dFZ(z)
− 1
1− α
F−1X (1−α)∫
0
x dFX(x) ≥ − 11− α
d∫
0
z dFZ(z)− d
(
1− 1
1− αFZ(d)
)
.
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 5.6.8 −RV PX(d) ≥ −RV PZ(d)
fu¨r alle d ≥ 0. Damit ist auch
Pr −B −RV PX(d) − 11− α
F−1X (1−α)∫
0
x dFX(x)
≥ Pr −B −RV PZ(d) − 11− α
d∫
0
z dFZ(z)− d
(
1− 1
1− αFZ(d)
)
.
Daraus folgt E(G(d,X)|G(d,X) ≥ gα(d)) ≥ E(G(d,Z)|G(d,Z) ≥ gα(d)) fu¨r alle d ≥ 0.
Insgesamt ergibt sich somit fu¨r alle drei Fa¨lle E(G(d,X)|G(d,X) ≥ gα(d)) ≥ E(G(d,Z)|G(d,Z) ≥
gα(d)) fu¨r alle d ≥ 0.
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Fu¨r das Pra¨ferenzfunktional gilt
Φα,λ(G(d, .)) = λE(G(d, .)|G(d, .) ≤ gα(d) + (1− λ)E(G(d, .)|G(d, .) ≥ gα(d)).
Fu¨r λ ∈ [0, 1] sind die Gewichte vor dem oberen und unteren bedingten Erwartungswert
gro¨ßer gleich null. Es la¨sst sich die Ungleichung
λE(G(d,X)|G(d,X) ≤ gα(d)) + (1− λ)E(G(d,X)|G(d,X) ≥ gα(d))
≥ λE(G(d,Z)|G(d,Z) ≤ gα(d)) + (1− λ)E(G(d,Z)|G(d,Z) ≥ gα(d))
festhalten. Daraus folgt die Behauptung.
3. Behauptung:
Es sei E(G(d,X)|G(d,X) ≤ gα(d)) ≥ E(G(d,Z)|G(d,Z) ≤ gα(d)) fu¨r alle d ≥ 0. Fu¨r α = 1−β
la¨sst sich damit auch E(G(d,X)|G(d,X) ≤ g1−β(d)) ≥ E(G(d,Z)|G(d,Z) ≤ g1−β(d)) fu¨r alle
d ≥ 0 schreiben. Ebenso folgt aus E(G(d,X)|G(d,X) ≥ gα(d)) ≥ E(G(d,Z)|G(d,Z) ≥ gα(d))
fu¨r α = 1− β fu¨r den oberen bedingten erwarteten Gewinn bzgl. des (1− β)-Gewinnquantils
E(G(d,X)|G(d,X) ≥ g1−β(d)) ≥ E(G(d,Z)|G(d,Z) ≥ g1−β(d)).
Fu¨r das Pra¨ferenzfunktional gilt
Φβ,δ(G(d, .)) = (1− δ)E(G(d, .)|G(d, .) ≤ g1−β(d) + δE(G(d, .)|G(d, .) ≥ g1−β(d)).
Die Gewichte vor dem oberen und unteren bedingten Erwartungswert sind fu¨r δ ∈ [0, 1] gro¨ßer
gleich null. Damit lautet die Ungleichung
(1− δ)E(G(d,X)|G(d,X) ≤ g1−β(d) + δE(G(d,X)|G(d,X) ≥ g1−β(d))
≥ (1− δ)E(G(d,Z)|G(d,Z) ≤ g1−β(d) + δE(G(d,Z)|G(d,Z) ≥ g1−β(d)).
Dementsprechend folgt die Behauptung.
QED
D.2 Beweise fu¨r das zweidimensionale Optimierungsproblem
Beweis von Satz 7.4.4:
Z dominiert X stochastisch erster Ordnung, dann gilt
1∫
FX(d)
[F−1X (t)− d] dt−
1∫
FX(c)
[F−1X (t)− c] dt ≤
1∫
FZ(d)
[F−1Z (t)− d] dt−
1∫
FZ(c)
[F−1Z (t)− c] dt(D.1)
fu¨r alle c, d ≥ 0 und d ≤ c. Dies illustriert Abbildung D.11.
Durch Substitution folgt
∞∫
d
[x− d] dFX(x)−
∞∫
c
[x− c] dFX(x) ≤
∞∫
d
[z − d] dFZ(z)−
∞∫
c
[z − c] dFZ(z)5
und somit E(RV S(c, d,X)) ≤ E(RV S(c, d, Z)) fu¨r alle d, c ≥ 0.
5Vgl. Vorbetrachtungen zu Satz 7.4.4.
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Abbildung D.11: Abscha¨tzung fu¨r den erwarteten Ru¨ckversicherungsschaden.
QED
Beweis von Satz 7.4.8:
Die Gewinnfunktion bzgl. X sei
G(c, d,X) = Pr −B −X −RV PX(c, d) +
⎧⎨⎩
0, fu¨r X ≤ d
X − d, fu¨r d < X ≤ c
c− d, fu¨r X > c
.
Man betrachte den Fall x, z ≤ d:
Es gilt fu¨r die Gewinnfunktion bzgl. X: G(c, d,X) = Pr−B−X−RV PX(c, d). Gleiches triﬀt
fu¨r Z zu. Somit kann fu¨r die Zufallsvariable X
FG(c,d,X)(a) = P (G(c, d,X) ≤ a) = P (Pr −B −X −RV PX(c, d) ≤ a)
= P (X ≥ Pr −B −RV PX(c, d) − a)
= 1− FX(Pr −B −RV PX(c, d) − a) = 1− FX(b1)6
und fu¨r die Zufallsvariable Z
FG(c,d,Z)(a) = P (G(c, d, Z) ≤ a) = P (Pr −B − Z −RV PZ(c, d) ≤ a)
= P (Z ≥ Pr −B −RV PZ(c, d) − a)
= 1− FZ(Pr −B −RV PZ(c, d) − a) = 1− FZ(b2)7
erhalten werden.
Bei stochastischer Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d).
Somit ist b1 ≥ b2. Des Weiteren gilt bei stochastischer Dominanz erster Ordnung FX(b1) ≥
FZ(b1). Da FZ eine Verteilungsfunktion ist, folgt auch FZ(b1) ≥ FZ(b2) fu¨r alle b1 ≥ b2. Daraus
ergibt sich FX(b1) ≥ FZ(b2) bzw. 1−FX(b1) ≤ 1−FZ(b2). Damit ist FG(c,d,X)(a) ≤ FG(c,d,Z)(a)
fu¨r alle a ∈ R bzw. G(c, d, Z) FSD G(c, d,X) fu¨r alle c, d ≥ 0.
6Es gilt b1 := Pr −B −RV PX(c, d)− a.
7Es gilt b2 := Pr −B −RV PZ(c, d)− a.
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Man betrachte den Fall c < x, z:
Es sei G(c, d,X) = Pr −B −X −RV PX(c, d) + c− d. Analoges triﬀt fu¨r Z zu. Somit kann
FG(c,d,X)(a) = P (G(c, d,X) ≤ a) = P (Pr −B −X −RV PX(c, d) + c− d ≤ a)
= P (X ≥ Pr −B −RV PX(c, d) + c− d− a)
= 1− FX(Pr −B −RV PX(c, d)c − d− a) = 1− FX(b1)8
und fu¨r die Zufallsvariable Z
FG(c,d,Z)(a) = P (G(c, d, Z) ≤ a) = P (Pr −B − Z −RV PZ(c, d) ≤ a)
= P (Z ≥ Pr −B −RV PZ(c, d) − a)
= 1− FZ(Pr −B −RV PZ(c, d) + c− d− a) = 1− FZ(b2)9
ermittelt werden.
Bei stochastischer Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d).
Somit ist b1 ≥ b2. Des Weiteren gilt bei stochastischer Dominanz erster Ordnung FX(b1) ≥
FZ(b1). Da FZ eine Verteilungsfunktion ist, la¨sst sich auch FZ(b1) ≥ FZ(b2) fu¨r alle b1 ≥
b2 festhalten. Daraus folgt FX(b1) ≥ FZ(b2) bzw. 1 − FX(b1) ≤ 1 − FZ(b2). Damit ist
FG(c,d,X)(a) ≤ FG(c,d,Z)(a) fu¨r alle a ∈ R bzw. G(c, d, Z) FSD G(c, d,X) fu¨r alle c, d ≥ 0.
Man betrachte den Fall d < x, z ≤ c:
Es gilt G(c, d,X) = Pr − B − X − RV PX(c, d) + X − d = Pr − B − RV PX(c, d) − d und
analog fu¨r Z. Bei stochastischer Dominanz erster Ordnung folgt nach Satz 7.4.5 RV PX(c, d) ≤
RV PZ(c, d). Somit ist G(c, d,X) ≥ G(c, d, Z). Damit ist auch FG(c,d,X)(a) = P (G(c, d,X) ≤
a) ≤ P (G(c, d, Z) ≤ a) = FG(c,d,Z)(a) fu¨r alle a ∈ R und G(c, d, Z) FSD G(c, d,X) fu¨r alle
c, d ≥ 0.
Insgesamt folgt aus diesen Betrachtungen
X FSD Z ⇒ FG(c,d,X)(a) ≤ FG(c,d,Z)(a) ∀a ∈ R und G(c, d, Z) FSD G(c, d,X) ∀c, d ≥ 0.
QED
Beweis von Satz 7.4.9:
Das α-λ-Pra¨ferenzfunktional ist eine Konvexkombination aus oberem und unterem bedingten
erwarteten Gewinn. Es gilt nach Lemma 1 und Lemma 210 fu¨r diese
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))11
und
E(G(c, d,X)|G(c, d,X) ≤ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≤ gα,Z(c, d))
8Es gilt b1 := Pr −B −RV PX(c, d) + c− d− a.
9Es gilt b2 := Pr −B −RV PZ(c, d) + c− d− a.
10Die Lemmas und deren Beweise beﬁnden sich im Anschluss an den Beweis von Satz 7.4.9.
11Dabei bezeichne gα,X(c, d) bzw. gα,Z(c, d) das α-Quantil vom Gewinn in Abha¨ngigkeit von der Priorita¨t d
und dem Plafond c bei Schadensverteilung X bzw. Z.
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fu¨r alle c, d ≥ 0 und c ≥ d. Somit ist Φα,λ(G(c, d,X)) ≥ Φα,λ(G(c, d, Z)) fu¨r alle c, d ≥ 0 und
c ≥ d.
QED
Lemma 1
Seien X und Z Zufallsvariablen und Z dominiert X stochastisch erster Ordnung, dann gilt fu¨r
den oberen bedingten erwarteten Gewinn
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0.
Beweis von Lemma 1:
Fu¨r den oberen bedingten Erwartungswert la¨sst sich festhalten
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) = E(G(c, d,X)|X ≤ x1−α)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Pr −B −RV PX(c, d) − d
(
1− 11−αFX(d))
)
+ c
(
1− 11−αFX(d)
)
− 11−α
d∫
0
x dFX(x)− 11−α
F−1X (1−α)∫
c
x dFX(x),
fu¨r FX(d) ≤ FX(c) < 1− α
Pr −B −RV PX(c, d) − 11−α
d∫
0
x dFX(x)− d
[
1− 11−αFX(d)
]
,
fu¨r FX(d) < 1− α ≤ FX(c)
Pr −B −RV PX(c, d) − 11−α
F−1X (1−α)∫
0
x dFX(x),
fu¨r FX(c) ≥ FX(d) ≥ 1− α
.
1. Fall: FX(d) ≥ FZ(d) ≥ 1− α12:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.12.
Es gilt
1−α∫
0
F−1X (t) dt ≤
1−α∫
0
F−1Z (t) dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
F−1X (1−α)∫
0
x dFX(x) ≤
F−1Z (1−α)∫
0
z dFZ(z)
− 1
1− α
F−1X (1−α)∫
0
x dFX(x) ≥ − 11− α
F−1Z (1−α)∫
0
z dFZ(z).
12Damit ist auch FX(c) ≥ FZ(c) ≥ 1− α.
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Abbildung D.12: Lemma 1 (1. Fall).
Fu¨r stochastische Dominanz erster Ordnung folgt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(c, d) − 11− α
F−1X (1−α)∫
0
x dFX(x)
≥ Pr −B −RV PZ(c, d) − 11− α
F−1Z (1−α)∫
0
z dFZ(z)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
2. Fall: FX(d) ≥ 1− α13 und FZ(c) ≥ 1− α > FZ(d):
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.13.
1
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,x z
( )XF x
( )ZF z
)c(FX
)d(FX
)d(FZ
D1
c
1
d
,x z
( )XF x
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D1
c
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Abbildung D.13: Lemma 1 (2. Fall).
13Damit ist auch FX(c) ≥ 1− α.
ANHANG D. BEWEISE UNTER STOCHASTISCHER DOMINANZ 257
Es gilt
1−α∫
0
F−1X (t) dt ≤
FZ(d)∫
0
F−1Z (t) dt +
1−α∫
FZ(d)
d dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
F−1X (1−α)∫
0
x dFX(x) ≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
d
d dFZ(z)
d∫
0
x dFX(x) ≤
d∫
0
z dFZ(z) + d(1− α− FZ(d))
− 1
1− α
F−1X (1−α)∫
0
x dFX(x) ≥ − 11− α
d∫
0
z dFZ(z)− d(1− 11− αFZ(d)).
Fu¨r stochastische Dominanz erster Ordnung ist nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit la¨sst sich auch
Pr −B −RV PX(d) − 11− α
F−1X (1−α)∫
0
x dFX(x)
≥ Pr −B −RV PZ(d) − 11− α
d∫
0
z dFZ(z)− d
(
1− 1
1− αFZ(d)
)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d schreiben.
3. Fall: FX(d) ≥ 1− α und 1− α > FZ(c)14:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.14.
Es gilt
1−α∫
0
F−1X (t) dt ≤
FZ(d)∫
0
F−1Z (t) dt +
1−α∫
FZ(d)
d dt +
1−α∫
FZ(c)
(F−1Z (t)− c) dt.
14Damit ist auch FX(c) ≥ 1− α und 1− α > FZ(d).
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Abbildung D.14: Lemma 1 (3. Fall).
Durch Substitution von t = FX(x) und t = FZ(z) ergibt sich
F−1X (1−α)∫
0
x dFX(x) ≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
d
d dFZ(z)
+
F−1Z (1−α)∫
c
(z − c) dFZ(z)
F−1X (1−α)∫
0
x dFX(x) ≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
c
z dFZ(z)
+ d(1 − α− FZ(d)) − c(1− α− FZ(c))
− 1
1− α
F−1X (1−α)∫
0
x dFX(x) ≥ − 11− α
d∫
0
z dFZ(z)− 11− α
F−1Z (1−α)∫
c
z dFZ(z)
− d
(
1− 1
1− αFZ(d)
)
+ c
(
1− 1
1− αFZ(c)
)
.
Fu¨r stochastische Dominanz erster Ordnung folgt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(d) − 11− α
F−1X (1−α)∫
0
x dFX (x)
≥ Pr −B −RV PZ(d) − 11− α
d∫
0
z dFZ(z)− 11− α
F−1Z (1−α)∫
c
z dFZ(z)
− d
(
1− 1
1− αFZ(d)
)
+ c
(
1− 1
1− αFZ(c)
)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
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fu¨r alle c, d ≥ 0 und c ≥ d.
4. Fall: FX(c) ≥ 1− α > FX(d) und FZ(c) ≥ 1− α > FZ(d):
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.15.
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Abbildung D.15: Lemma 1 (4. Fall).
Es gilt
FX(d)∫
0
F−1X (t) dt
1−α∫
FX(d)
d dt ≤
FZ(d)∫
0
F−1Z (t) dt +
1−α∫
FZ(d)
d dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
d∫
0
x dFX(x) +
F−1X (1−α)∫
d
d dFX(x) ≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
d
d dFZ(z)
d∫
0
x dFX(x) + d(1− α− FX(d)) ≤
d∫
0
z dFZ(z) + d(1− α− FZ(d))
− 1
1− α
d∫
0
x dFX(x)− d
(
1− 1
1− αFX(d)
)
≥ − 1
1− α
d∫
0
z dFZ(z) − d
(
1− 1
1− αFZ(d)
)
.
Fu¨r stochastische Dominanz erster Ordnung ist nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit la¨sst sich auch
Pr −B −RV PX(d) − 11− α
d∫
0
x dFX(x)− d
(
1− 1
1− αFX(d)
)
≥ Pr −B −RV PZ(d) − 11− α
d∫
0
z dFZ(z)− d
(
1− 1
1− αFZ(d)
)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
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fu¨r alle c, d ≥ 0 und c ≥ d konstatieren.
5. Fall: FX(c) ≥ 1− α > FX(d) und 1− α > FZ(c)15:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.16.
1
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Abbildung D.16: Lemma 1 (5. Fall).
Es gilt
FX(d)∫
0
F−1X (t) dt
1−α∫
FX(d)
d dt ≤
FZ(d)∫
0
F−1Z (t) dt +
1−α∫
FZ(d)
d dt +
1−α∫
FZ(c)
(F−1Z (t)− c) dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
d∫
0
x dFX(x) +
F−1X (1−α)∫
d
d dFX(x)
≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
d
d dFZ(z) +
F−1Z (1−α)∫
c
(z − c) dFZ(z)
− 1
1− α
d∫
0
x dFX(x)− d
(
1− 1
1− αFX(d)
)
≥ − 1
1− α
d∫
0
z dFZ(z)− 11− α
F−1Z (1−α)∫
c
z dFZ(z)
−d
(
1− 1
1− αFZ(d)
)
+ c
(
1− 1
1− αFZ(c)
)
.
15Damit gilt auch 1− α > FZ(d).
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Fu¨r stochastische Dominanz erster Ordnung folgt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(d) − 11− α
d∫
0
x dFX(x)− d
(
1− 1
1− αFX(d)
)
≥ Pr −B −RV PZ(d) − 11− α
d∫
0
z dFZ(z)− 11− α
F−1Z (1−α)∫
c
z dFZ(z)
− d
(
1− 1
1− αFZ(d)
)
+ c
(
1− 1
1− αFZ(c)
)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
6. Fall: 1− α > FX(c) und 1− α > FZ(c)16:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.17.
1
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Abbildung D.17: Lemma 1 (6. Fall).
Es gilt
FX(d)∫
0
F−1X (t) dt +
1−α∫
FX(d)
d dt +
1−α∫
FZ(c)
(F−1X (t)− c) dt
≤
FZ(d)∫
0
F−1Z (t) dt +
1−α∫
FZ(d)
d dt +
1−α∫
FZ(c)
(F−1Z (t)− c) dt.
16Damit ist auch 1− α > FX(d) und 1− α > FZ(d).
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Durch Substitution von t = FX(x) und t = FZ(z) folgt
d∫
0
x dFX(x) +
F−1X (1−α)∫
d
d dFX(x) +
F−1X (1−α)∫
c
(x− c) dFX(x)
≤
d∫
0
z dFZ(z) +
F−1Z (1−α)∫
d
d dFZ(z) +
F−1Z (1−α)∫
c
(z − c) dFZ(z)
− 1
1− α
d∫
0
x dFX(x)− 11− α
F−1X (1−α)∫
c
x dFX (x)
−d
(
1− 1
1− αFX(d)
)
+ c
(
1− 1
1− αFX(c)
)
≥ − 1
1− α
d∫
0
z dFZ(z)− 11− α
F−1Z (1−α)∫
c
z dFZ(z)
−d
(
1− 1
1− αFZ(d)
)
+ c
(
1− 1
1− αFZ(c)
)
.
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(d)− 11− α
d∫
0
x dFX(x)− 11− α
F−1X (1−α)∫
c
x dFX(x)
−d
(
1− 1
1− αFX(d)
)
+ c
(
1− 1
1− αFX(c)
)
≥ Pr −B −RV PZ(d)− 11− α
d∫
0
z dFZ(z)− 11− α
F−1Z (1−α)∫
c
x dFZ(z)
−d
(
1− 1
1− αFZ(d)
)
+ c
(
1− 1
1− αFZ(c)
)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
Aus den sechs Fa¨llen folgt insgesamt die Behauptung von Lemma 1.
QED
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Lemma 2
Seien X und Z Zufallsvariablen und Z dominiert X stochastisch erster Ordnung, dann resultiert
fu¨r den unteren bedingten erwarteten Gewinn
E(G(c, d,X)|G(c, d,X) ≤ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≤ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
Beweis von Lemma 2:
Fu¨r den unteren bedingten Erwartungswert gilt
E(G(c, d,X)|G(c, d,X) ≤ gα,X(c, d)) = E(G(c, d,X)|X ≥ x1−α)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Pr −B −RV PX(c, d) − 1α
∞∫
F−1X (1−α)
[x− (c− d)] dFX ,
fu¨r FX(d) ≤ FX(c) < 1− α
Pr −B −RV PX(c, d) − 1α
∞∫
c
[x− (c− d)] dFX − 1α
c∫
F−1X (1−α)
d dFX ,
fu¨r FX(d) < 1− α ≤ FX(c)
Pr −B −RV PX(c, d) − 1α
∞∫
c
[x− (c− d)] dFX − 1α
c∫
d
d dFX − 1α
d∫
F−1X (1−α)
x dFX ,
fu¨r FX(c) ≥ FX(d) ≥ 1− α
.
1. Fall: FX(c) < 1− α und FZ(c) < 1− α17:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.18.
1
d
,x z
( )XF x
( )ZF z
D1
c
1
d
,x z
( )XF x
D1
c
( )ZF z
)c(FZ
)d(FX
)d(FZ
)c(FX
)c(FZ
)d(FX
)d(FZ
)c(FX
Abbildung D.18: Lemma 2 (1. Fall).
17Damit gilt auch 1− α > FX(d) und 1− α > FZ(d).
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Es ist
1∫
1−α
[F−1X (t)− (c− d)] dt ≤
1∫
1−α
[F−1Z (t)− (c− d)] dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
∞∫
F−1X (1−α)
[x− (c− d)] dFX(x) ≤
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z)
− 1
α
∞∫
F−1X (1−α)
[x− (c− d)] dFX(x) ≥ − 1
α
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z).
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(c, d) − 1
α
∞∫
F−1X (1−α)
[x− (c− d)] dFX (x)
≥ Pr −B −RV PX(c, d) − 1
α
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
2. Fall: FX(d) < 1− α ≤ FX(c) und FZ(c) < 1− α18:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.19.
Es gilt
1∫
FX(c)
[F−1X (t)− (c− d)] dt +
FX(c)∫
1−α
d dt ≤
1∫
1−α
[F−1Z (t)− (c− d)] dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
∞∫
c
[x− (c− d)] dFX(x) +
c∫
F−1X (1−α)
d dFX(x) ≤
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z)
− 1
α
∞∫
c
[x− (c− d)] dFX(x)− 1
α
c∫
F−1X (1−α)
d dFX(x) ≥ − 1
α
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z).
18Damit ist auch 1− α > FZ(d).
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Abbildung D.19: Lemma 2 (2. Fall).
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(c, d) − 1
α
∞∫
c
[x− (c− d)] dFX(x)− 1
α
c∫
F−1X (1−α)
d dFX(x)
≥ Pr −B −RV PZ(c, d) − 1
α
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
3. Fall: 1− α ≤ FX(d) und FZ(c) < 1− α19:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.20.
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Abbildung D.20: Lemma 2 (3. Fall).
19Damit gilt auch 1− α ≤ FX(c) und 1− α > FZ(d).
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Es gilt
1∫
FX(c)
[F−1X (t)− (c− d)] dt +
FX(c)∫
FX(d)
d dt +
FX(d)∫
1−α
F−1X (t) dt
≤
1∫
1−α
[F−1Z (t)− (c− d)] dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
∞∫
c
[x− (c− d)] dFX(x) +
c∫
d
d dFX(x) +
d∫
F−1X (1−α)
x dFX(x)
≤
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z)
− 1
α
∞∫
c
[x− (c− d)] dFX(x)− 1
α
c∫
d
d dFX(x)− 1
α
d∫
F−1X (1−α)
x dFX (x)
≥ − 1
α
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z).
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(c, d) − 1
α
∞∫
c
[x− (c− d)] dFX(x)
− 1
α
c∫
d
d dFX(x)− 1
α
d∫
F−1X (1−α)
x dFX(x)
≥ Pr −B −RV PZ(c, d) − 1
α
∞∫
F−1Z (1−α)
[z − (c− d)] dFZ(z)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
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4. Fall: FX(d) < 1− α ≤ FX(c) und FZ(d) < 1− α ≤ FZ(c):
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.21.
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Abbildung D.21: Lemma 2 (4. Fall).
Es ist
1∫
FX(c)
[F−1X (t)− (c− d)] dt +
FX(c)∫
1−α
d dt ≤
1∫
FZ(c)
[F−1Z (t)− (c− d)] dt +
FZ(c)∫
1−α
d dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
∞∫
c
[x− (c− d)] dFX(x) +
c∫
F−1X (1−α)
d dFX(x)
≤
∞∫
c
[z − (c− d)] dFZ(z) +
c∫
F−1Z (1−α)
d dFZ(z)
− 1
α
∞∫
c
[x− (c− d)] dFX (x)− 1
α
c∫
F−1X (1−α)
d dFX(x)
≥ − 1
α
∞∫
c
[z − (c− d)] dFZ(z)− 1
α
c∫
F−1Z (1−α)
d dFZ(z).
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Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(c, d) − 1
α
∞∫
c
[x− (c− d)] dFX(x)− 1
α
c∫
F−1X (1−α)
d dFX(x)
≥ Pr −B −RV PZ(c, d) − 1
α
∞∫
c
[z − (c− d)] dFZ(z)− 1
α
c∫
F−1Z (1−α)
d dFZ(z)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
5. Fall: 1− α ≤ FX(d) und FZ(d) < 1− α ≤ FZ(c)20:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.22.
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Abbildung D.22: Lemma 2 (5. Fall).
Es gilt
1∫
FX(c)
[F−1X (t)− (c− d)] dt +
FX(c)∫
FX(d)
d dt +
FX(d)∫
1−α
F−1X (t) dt
≤
1∫
FZ(c)
[F−1Z (t)− (c− d)] dt +
FZ(c)∫
1−α
d dt.
20Damit gilt auch 1− α ≤ FX(c).
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Durch Substitution von t = FX(x) und t = FZ(z) folgt
∞∫
c
[x− (c− d)] dFX(x) +
c∫
d
d dFX(x) +
d∫
F−1X (1−α)
x dFX(x)
≤
∞∫
c
[z − (c− d)] dFZ(z) +
c∫
F−1Z (1−α)
d dFZ(z)
− 1
α
∞∫
c
[x− (c− d)] dFX(x)− 1
α
c∫
d
d dFX(x)− 1
α
d∫
F−1X (1−α)
x dFX (x)
≥ − 1
α
∞∫
c
[z − (c− d)] dFZ(z)− 1
α
c∫
F−1Z (1−α)
d dFZ(z).
Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(c, d) − 1
α
∞∫
c
[x− (c− d)] dFX(x)
− 1
α
c∫
d
d dFX(x)− 1
α
d∫
F−1X (1−α)
x dFX(x)
≥ Pr −B −RV PZ(c, d) − 1
α
∞∫
c
[z − (c− d)] dFZ(z)− 1
α
c∫
F−1Z (1−α)
d dFZ(z)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
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6. Fall: 1− α ≤ FX(d) und 1− α ≤ FZ(d)21:
Z dominiert X stochastisch erster Ordnung. Betrachte dazu Abbildung D.23.
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Abbildung D.23: Lemma 2 (6. Fall).
Es gilt
1∫
FX(c)
[F−1X (t)− (c− d)] dt +
FX(c)∫
FX(d)
d dt +
FX(d)∫
1−α
F−1X (t) dt
≤
1∫
FZ(c)
[F−1Z (t)− (c− d)] dt +
FZ(c)∫
FZ(d)
d dt +
FZ(d)∫
1−α
F−1Z (t) dt.
Durch Substitution von t = FX(x) und t = FZ(z) folgt
∞∫
c
[x− (c− d)] dFX(x) +
c∫
d
d dFX(x) +
d∫
F−1X (1−α)
x dFX(x)
≤
∞∫
c
[z − (c− d)] dFZ(z) +
c∫
d
d dFZ(z) +
d∫
F−1Z (1−α)
z dFZ(z))
− 1
α
∞∫
c
[x− (c− d)] dFX(x)− 1
α
c∫
d
d dFX(x)− 1
α
d∫
F−1X (1−α)
x dFX (x)
≥ − 1
α
∞∫
c
[z − (c− d)] dFZ(z)− 1
α
c∫
d
d dFZ(z)− 1
α
d∫
F−1Z (1−α)
z dFZ(z).
21Damit ist auch 1− α ≤ FX(c) und 1− α ≤ FZ(c).
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Fu¨r stochastische Dominanz erster Ordnung gilt nach Satz 7.4.5 RV PX(c, d) ≤ RV PZ(c, d)
bzw. −RV PX(c, d) ≥ −RV PZ(c, d). Damit ist auch
Pr −B −RV PX(c, d) − 1
α
∞∫
c
[x− (c− d)] dFX(x)
− 1
α
c∫
d
d dFX(x)− 1
α
d∫
F−1X (1−α)
x dFX(x)
≥ Pr −B −RV PZ(c, d) − 1
α
∞∫
c
[z − (c− d)] dFZ(z)
− 1
α
c∫
d
d dFZ(z)− 1
α
d∫
F−1Z (1−α)
z dFZ(z)
E(G(c, d,X)|G(c, d,X) ≥ gα,X(c, d)) ≥ E(G(c, d, Z)|G(c, d, Z) ≥ gα,Z(c, d))
fu¨r alle c, d ≥ 0 und c ≥ d.
QED
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