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Abstract: In real life, many problems are instances of combinatorial optimization. Cross-functional
team selection is one of the typical issues. The decision-maker has to select solutions among
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Abstract: In re l life, many probl ms are instances of combinatorial optimization. Cross-functio  
team selection is one of the typical issues. The decision-maker has to select solutions among ൫௞௛൯ 
solutions in the decision space, where k is the number of all candidates, and h is the number of 
members in the selected team. This paper is our continuing work since 2018; here, we introduce the 
completed version of the Min Distance to the Boundary model (MDSB) that allows access to both 
the “deep” and “wide” aspects of the selected team. The compromise programming approach 
enables decision-makers to ignore the parameters in the decision-making process. Instead, they 
point to the one scenario they expect. The aim of model construction focuses on finding the solution 
that matched the most to the expectation. We develop two algorithms: one is the genetic algorithm 
and another based on the philosophy of DC programming (DC) and its algorithm (DCA) to find the 
optimal solution. We also compared the introduced algorithms with the MIQP-CPLEX search 
algorithm to show their effectiveness. 
Keywords: DC; DCA; genetic algorithm; MIQP; team selection; compromise programming 
 
1. Introduction 
1.1. Background 
This research was the continuing work we started since 2018 [1] and 2019 [2] when we tasked 
with recruiting a group of students to participate in the international programming contest for 
students (ACM-ICPC). We have to select h candidates from many potential candidates in the school. 
A group chosen simply by selecting those who have the highest total score is a lack. Many team 
members tend to be good at the same skill. The selection method may make their weaknesses easy to 
exploit, while their strengths become redundant. The selected team must be not only skillful, but also 
cross-functions. In management science, there are many types of teams that have been defined and 
used. However, the cross-functional team seems to be the most suitable form for the expected group, 
where candidates have many different skills and can support each other. Many ideas help our point 
of view; for example, Keller believes that cross-functional teams consist of members of different 
functional areas, such as engineering, manufacturing, or marketing. Cross-functional makeup 
provides the advantages of multiple sources of information and perspectives [3]. The role of the cross-
functional team in using the expertise of many different people, coupled with the task of enlisting 
support for the work of the group [4]. The training practice history of the candidates recorded and 
summarized. This data were then used to determine the most suitable team as shown in Figure 1. 
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1. Introduction
1.1. Background
This research was the continuing work we started since 2018 [1] and 2019 [2] when we tasked with
recruiting a group of students to participate in the international progra ming cont st for students
(ACM-ICPC). We have to select h candidates from many potential candidates in the school. A group
chosen simply by selecting those who have the highest total score is a lack. Many team members tend to
be good at the same skill. The selection method may make their weaknesses easy to exploit, while their
strengths become redundant. The selected team must be not only skillful, but also cross-functions.
In management science, there are many types of teams that have been defined and used. However,
the cross-functional team seems to be the most suitable form for the expected group, where candidates
have many different skills and can support each other. Many ideas help r point of vi w; for example,
Keller believes that cross-functional teams consist of members of differen function l areas, such as
engineering, nufacturing, or mark ting. Cross-functional makeup provides the advantages of
multiple sources of information and perspectives [3]. The role of the cross-functional team in using
the expertise of many different people, coupled with the task of enlisting support for the work of the
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group [4]. The training practice history of the candidates recorded and summarized. This data were
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Figure 1. Illustration of the team selection problem. The table at the left of the figure describes the 
aggregated data through the competitions and training of the candidates. The goal is to select the 
team with the highest potential for achievement. 
There is a lot of previous research used binary programming optimization as the decision-
making model to indicate the selected candidates. For example: some authors used binary integer 
programming to select a cricket team [5–7]. Usually, the decision variable 𝑥𝑖 is used to represent the 
presence or absence of the ith candidate in the selected team, where  𝑥𝑖 =
{
1 𝑖𝑓 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ith is selected
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
. The problem is a combinatorial optimization with decision space size 
is  (
𝑘
ℎ
). It is not possible to search for all available solutions in the real life application. Thus, there 
are two tasks to do: to define the search range and to determine the effective search algorithm. 
Sandhya et al. [8] have considered the team leader selection problem as the Multi-Criteria 
Decision Making (MCDM) problem and uses the Euclidean Distance Based Approximation (EDBA) 
approach to solve the problem. The MCDM analytical approach has chosen to assess the performance 
of team leaders to make the right choice. The working principle of EDBA focuses on specifying the 
optimal state of the target represented by the optimal model, i.e., OPTIMAL and ideal values for all 
selected indexes to consider. Their ideas are very appealing to us, due to the optimal team selection 
being difficult, but a predefined expectation is possible. The selected members with performance both 
“wide” and “deep”. The terms “wide” and “deep” mean that the selected teams not only consist of 
the good candidates but are able to support each other by cross-skills.  
In the investigated research, the performance of the selected team can be accessed by the sum of 
the rating that the team’s members have been achieved. This objective function is defined as: 
max (∑ 𝑥𝑖𝜑𝑖
𝑘
𝑖=1 ), where 𝜑𝑖 is the rating value of performance criteria of member  𝑖
𝑡ℎ. This objective 
function will bring you the top candidates, but there is no guarantee that top candidates work well 
together on the same team due to a shortage of different skills. Two members of the team that are 
good at graph theory may not be sure of solving problems on the array well. Feng et al. introduced a 
multiple-objectives to select the most preferred members from available candidates in their 
departments considering interior and exterior organizational collaborative performance [9]. Fan et al. 
[10] use a bi-objective optimization to select their R&D team. Su et al. introduced a multi-objective 
optimization model that considers the individual knowledge competence, knowledge 
complementarity, and collaboration performance [11]. For the targets that access “deep” and “wide” 
aspects, the objective of the selection model now can be formulized as a two objectives’ optimization 
problem [12] as follows:  
max(𝑓1(𝑥) = ∑ (∑ 𝐶𝑖,𝑗 ∗ 𝑥𝑖
𝑚
𝑗=1 )
𝑘
𝑖=1 ),max( 𝑓2(𝑥) = ∑ (∑ 𝑅𝑖,𝑗 ∗ 𝑥𝑖
𝑚
𝑗=1 )
𝑘
𝑖=1 ) (∗),  
where 𝑚 is the number of available skills, and 𝑓1(𝑥) represents the number of skills that the team is 
proficient in (wide). 𝑓2(𝑥)  stands for the total score (deep) archived by the selected team. 𝐶𝑖,𝑗 = 1 if 
member 𝑖𝑡ℎ has experience on skill  𝑗𝑡ℎ. Denote 𝑅 =  {𝑅𝑖,𝑗  ≥  0 | 𝑖 =  {1, … , 𝑘}, 𝑗 =  {1,… ,𝑚} }. 𝑅𝑖,𝑗 
is the score of member 𝑖𝑡ℎ on skill 𝑗𝑡ℎ.  
There are many approaches to solving the (*) problem mentioned in the survey of Hwang [13] 
such as: (1) scalarizing: that formulating a single-objective optimization problem from the origin 
Figure 1. Illustration of the team selection problem. The table at the left of the figure describes the
aggregated data through the competitions and training of the candidates. The goal is to select the team
with the highest potential for achievement.
There is a lot of previous research used binary programming optimization as the decision-making
model to indicate the selected candidates. For example: some authors used binary integer programming
to select a cricket team [5–7]. Usually, the decision variable xi is used to represent the presence or absence
of the ith candidate in the selected team, where xi =
{
1 i f candidate ith is selected
0 otherwise
. The problem is a
combinatorial optimization with decision space size is
(
k
h
)
. It is not possible to search for all available
solutions in the real life application. Thus, there are two tasks to do: to define the search range and to
determine the effective search algorithm.
Sandhya et al. [8] have considered the team leader selection problem as the Multi-Criteria Decision
Making (MCDM) problem and uses the Euclidean Distance Based Approximation (EDBA) approach
to solve the problem. The MCDM analytical approach has chosen to assess the performance of team
leaders to make the right choice. The working principle of EDBA focuses on specifying the optimal
state of the target represented by the optimal model, i.e., OPTIMAL and ideal values for all selected
indexes to consider. Their ideas are very appealing to us, due to the optimal team selection being
difficult, but a predefined expectation is possible. The selected members with performance both “wide”
and “deep”. The terms “wide” and “deep” mean that the selected teams not only consist of the good
candidates but are able to support each other by cross-skills.
In the investigated research, the performance of the selected team can be accessed by the sum
of the rating that the team’s members have been achieved. This objective function is defined as:
max( ki=1 xiϕi), where ϕi is the rating value of performance criteria of member i
th. This objective
function will bring you the top candidates, but there is no guarantee that top candidates work
well together on the same team due to a shortage of different skills. Two members of the team
that are good at graph theory may not be sure of solving problems on the array well. Feng et al.
introduced a multiple-objectives to select the most preferred members from available candidates
in their departments considering interior and exterior organizational collaborative performance [9].
Fan et al. [10] use a bi-objective optimization to select their R&D team. Su et al. introduced a
multi-objective optimization model that considers the individual knowledge competence, knowledge
complementarity, and collaboration performance [11]. For the targets that access “deep” and “wide”
aspects, the objective of the selection model now can be formulized as a two objectives’ optimization
problem [12] as follows:
max( f1(x) =
∑k
i=1
(
∑m
j=1
Ci, j ∗ xi)), max( f2(x) =
∑k
i=1
(
∑m
j=1
Ri, j ∗ xi)) (∗),
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where m is the number of available skills, and f1(x) represents the number of skills that the team is
proficient in (wide). f2(x) stands for the total score (deep) archived by the selected team. Ci, j = 1
if member ith has experience on skill jth. Denote R =
{
Ri, j ≥ 0|i = {1, . . . , k}, j = {1, . . . ,m}
}
. Ri, j is
the score of member ith on skill jth.
There are many approaches to solving the (*) problem mentioned in the survey of Hwang [13]
such as: (1) scalarizing: that formulating a single-objective optimization problem from the origin
multi-objective optimization problem where the new objective function is the sum of the product
between the separated objective and its weight parameter. (2) Visualization of the Pareto front:
that allows the decision-maker to identify the preferred point at the Pareto front. Most of those
methods require consideration of the decision-maker to select parameters about the importance of
each objective-function in the decision space. This may be difficult for the decision maker in the real
life problem. Instead of using those approaches, we use the compromise programming approach.
1.2. Compromise Solution
Zeleny [14] introduced the concept of the ideal solution that defined as the best-compromise
solution is the nearest solution concerning perfection, accepting the fundamental postulate that the
decision-maker prefers solutions as close as possible to the ideal. In [1], we propose the MDSB model,
which uses a similar approach of “A Discrete Approximation of the Best Compromise solution”.
The idea of MDSB is to minimize the distance between the selected team and the idea team. The norm
2 metrics used to measure the distances between considered points to optimal solution. We define that
E ∈Rm is the expected solution. It does not matter if the available candidates are able to combine to
reach the expectation. In [1], we select the best point E = [E j| j = 1..m] such that E j describes the sum
score of h members who have the highest scores for skill jth. We set the closest point O ∈ Rm to E.
The optimal solution O describes the sum of practical experience of the team members and expressed
as O =
[∑k
i=1 (Ri,0 ∗ xi),
∑k
i=1 (Ri,1 ∗ xi), . . . ,
∑k
i=1 (Ri,m ∗ xi)
]
. If we can minimize the distance between
O and E, then we get the selected team. The MDSB is defined as follows:
min
distance(E,O) =
√√√ m∑
j=1
E j − k∑
i=1
Ri, j ∗ xi

2

subject to:
xi = {0, 1} ∀i = 1..k
k∑
i=1
xi = h
∑k
i=1
(xi∗ Ri, j) ≥ z j ∀ j = 1..m∑k
i=1
xi∗ ci ≤ C
Point E represents an ideal squad. The chosen roster only coincides with the perfect team if there
are h outstanding members in all areas. Choosing the line-up corresponding to E is very easy when
compared to selecting the weights corresponding to the objective functions of the multi-objective
optimization problem. In this version, we have added constraints against the version introduced in [1].
z j in the constraints represent the minimum score of the skill j-th that the selected team must reach
(we denote each of them as constraint j-th corresponding to skill j-th). These constraints require the
selected group not to be severely deficient in a particular skill. We applied the original model that we
used in [1]. It brought us one of our brightest teams, but in the 2019 Vietnamese national northern
exam, our select group of 3 did not achieve the expected results due to the weakness of some skills.
The ACM-ICPC exam requires a lot of skills, so having a severe deficiency needs to be considered
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and eliminated. Edmondson and Harvey also emphasize that team members tend to discuss shared
knowledge instead of unique knowledge, even if the individual experience is vital to the efforts of their
group [15]. In our case, we also clearly see that some of the skills are more common than the others.
It is, therefore, essential to require the selected team to satisfy the minimum scores of some traditional
skills. C is the maximum cost and ci is the cost of candidate i-th (we denote this constraint as constraint
(m + 1)-th). For students participating in international competitions, we also have scholarship policies
for each individual. However, the budget is never infinite, actually for the problem of finding members
for the project team. Cost is one of the critical factors for the final decision. The decision-maker can
remove one of the not useful constraints to be more suitable to a particular case. We evaluate how
these constraints affect the performance of the algorithm.
In [2], we stated that the problem is in the form of mixed integer quadratic programming
(MIQP) [16]. The MIQP can be solved by several algorithms such as Genetic algorithm, MIQP-CPLEX,
and another effective algorithm inspired from DC and DCA [2]. In this article, we present a tweaking
version of the above algorithms and perform experiments with more substantial data to evaluate the
algorithms in general.
1.3. Contribution of the Paper
In this study, we describe our continuing work, the MDSB model, to select a cross-functional
team that was first introduced since 2018 [1]. The model allows the decision-maker to simultaneously
access two “deep” and “wide” aspects when assessing the performance of the selected team. We have
conducted closer reviews to supplement our idea of the model. We are also working on improving our
model to avoid severe shortages of some skills for the chosen team. The cost for each member was
considered in this version of the model. Choosing a good team without the budget is also a significant
factor of consideration [4]. The Objective function is not only suitable for ACM-ICPC team selection,
but also in many other problems in the form of combination search.
As mentioned in the first part of this paper, the MDSB model is a Mixed-Integer Quadratic
Programming (MIQP), which can be directly solved by solvers. In 2019 [2], we developed an algorithm
based on the DC and DCA philosophy to solve this model. The algorithm shows superiority when
compared to Genetic algorithms (GA) and MIQL-CPLEX (CPLEX). However, the DC modifications for
our model were proven and corrected. In this paper, we also add the proof that DC transform
is equivalent to the original model, and its DCA algorithm is always capable of convergence.
As an additional part of the contribution, the newly added constraints in the model are also carefully
evaluated for performance. We redesign a better version of GA for solving the MDSB model and
extend the experiments with the larger scale of data and more algorithms.
In the remaining part of this paper, we provide an introduction to DC programming and DCA.
Changes and corresponding proofs that covered a better version of GA with a constraint violation
checker were introduced as well. The coaching data in our organization are confidential. We do not
have the license to publish the data of our students. Therefore, to evaluate the algorithms, we conducted
experiments with data obtained from codeforces.com. The remaining are discussion and conclusions.
2. DC Programming and DCA for MDSB
2.1. A Brief Introduction of DC Programming and DCA
DC programming and DCA are for solving the optimization problem of minimizing a function
that is a difference of two convex functions on a convex set C ∈ Rn. The general form of a DC program
is of the following form: inf
{
f (x) = g(x) − h(x) : x ∈ C}, where C is a convex set, and g(x) and h(x) are
convex functions on C. DC programming and DCA were introduced by Pham Dinh Tao in 1985 and
have been extensively developed by both Pham Dinh Tao and Le Thi Hoai An since 1994, see [17]
and references therein. The idea of this method is that, instead of solving a nonconvex problem,
a sequence of convex sub-problems is solved to find a sequence of solutions that is convergent to the
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solution of the original problem under some conditions. More specifically, with the initial point x0, a
sub problem derived from the original problem by replacing h(x) by its linear approximation at x0
gives the solution x1. This process is repeated until a stopping condition is satisfied. The generic DCA
scheme can be described as follows:
1. Let k = 0, Choose xk in Rd, and  is small enough.
2. Calculate yk in ∂h(xk).
3. Calculate xk+1 ∈ argmin
{
g(x) − h(xk) + < x− xk, yk > : x ∈ Rd
}
.
4. If | f (xk+1) − f (x)| >  , come back to step 2.
Before presenting some essential convergence properties of DCA, it is useful to recall some
related notions.
• A vector y is called a subgradient of a convex function f at a point x0 if
f (x) ≥ f (x0) + < x− x0, y > ∀x.
The set of all subgradients of f at x0 is called the subdifferential of f at x0 and is denoted by ∂ f (x0).
• The modulus of convex function f denoted by
ρ( f ) = sup
{
ρ ≥ 0 : f − ρ/2.||.||2 is convex
}
.
If ρ( f ) > 0, then f is strongly convex.
• A point x0 is called a critical point of (g− h) if it verifies the generalized Kuhn–Tucker condition
∂g(x∗)∩ ∂h(x∗) , ∅. (1)
The convergence of DCA and its basic properties was presented in [17]. Some of the important
properties are summarized here:
(i) The sequences
{
g(xk) − h(xk)
}
are decreasing and g(xk + 1) − h(xk + 1) = g(xk) − h(xk) iff
yk ∈ ∂g(xk) ∩ ∂h(xk), yk ∈ ∂g(xk+1) ∩ ∂h(xk+1) and [ρ(g,C) + ρ(h,C)]‖xk+1 − xk‖ = 0.
Moreover, if g or h are strongly convex on C, then xk = xk+1. In such case, DCA terminates at kth
iteration (finite convergence of DCA).
(ii) If g(x) or h(x) are strongly convex, then the series ‖xk+1 − xk‖2 converges.
(iii) If the optimal value α of DC program is finite and the infinite sequences
{
xk
}
and
{
yk
}
are bounded,
then every limit point x∗ of sequence
{
xk
}
is a critical point of (g− h), i.e., ∂g(x∗)∩ ∂h(x∗) , ∅.
(iv) DCA has a linear convergence for DC programs.
DC programming and DCA are widely used nowadays due to its efficiency. The success of DCA
and its scalability have been shown in a lot of works and in various fields [18–21].
2.2. DC Decomposition and DCA for MDSB-PMDSB
As introduced in [2], the xi = {0, 1}, i = 1 . . . k are non-convex constraints. Le Thi et al. [22]
introduced the exact penalty technique to solve the difficulty caused by these constraints. The idea of
this technique is that each constraint xi = {0, 1} is first equivalently formulated as:
xi ∈ [0, 1] and xi(1− xi) ≤ 0.
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After that, the constraint xi(1− xi) ≤ 0 is penalized to the objective function while still keeping
xi ∈ [0, 1] as the constraint. As a consequence, the penalized problem with continuous relaxation
constraints corresponding to MDSB is given by
PMDSB : min
m∑
j=1
E j − k∑
i=1
Ri jxi

2
+ τ
k∑
i=1
xi(1− xi),
subject to:
xi ∈ [0, 1] ∀ i = 1 . . . k
k∑
i=1
xi = h
∑k
i=1
(xi ∗Ri, j) ≥ z j ∀ j = 1..m∑k
i=1
xi∗ ci ≤ C,
where τ is a penalty parameter.
It was shown in [2] that both the problems PMDSB and MDSB are equivalent if the penalty
parameter τ is appropriately chosen and sufficiently large enough. Thus, we focus on solving the
penalized problem PMDSB. It is clear that this problem is not convex since the first term of the
objective function
∑m
j=1 (E j −
∑k
i=1 Ri jxi)
2
is convex, while the second term
∑k
i=1 xi(1− xi) is a concave
function. However, it can easily be formed as a DC program: PMDSB = min
{
g(X) − h(X)}, where
both g(X) =
∑m
j=1 (E j −
∑k
i=1 Ri jxi)
2
and h(X) =
∑k
i=1 xi(xi − 1) are convex functions on Rn. As a result,
a DCA scheme can be developed to address the problem PMDSB.
We propose the method to solve this optimization based on a general DC Algorithm:
1. Randomly select X0 = {x0i |0 ≤ x0i ≤ 1∀i = 1 . . . k
}
, and  is small enough and a suitable value of τ.
2. Calculate the approximation of h(X) at Xl.
3. Compute Xl+1 by solving the sub-problem:
min
∑m
j=1
(E j −
∑k
i=1
Ri jxi)
2
− τ
∑k
i=1
(2xli − 1).xi,
subject to:
xi ∈ [0, 1]∀i = 1 . . . k
k∑
i=1
xi = h
∑k
i=1
(xi∗ Ri, j) ≥ z j∀ j = 1..m∑k
i=1
xi∗ ci ≤ C.
It is possible to solve the problem with several solvers such as CPLEX.
4. If
∣∣∣| f (Xl+1) − f (Xl)|∣∣∣/(1+ |f(Xl)|) > , come back to step 2.
Although we can guarantee convergence in the infinite limit of l , complete convergence may take a
long time in large-scale data, so εwas used as a predetermined bound for obtaining an optimal solution.
To make it more convenient for the implementation, we rewrote the sub-problem as a matrix form:
min
1
2
XTAX − bTX,
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subject to:
dT·X = h
F·X ≤ f
0 <= X <= 1
where: A = 2RRT, b = 2RE+ τ(2Xl − 1), d =

1
1
. . .
1

k×1
, F =
[ −RT
c1...ck
]
(m+1)×k and f =

z1
. . .
zm
C

(m+1)×1
.
2.3. The Convergence of DCA for PMDSB
It is tractable to realize that the objective function of PMDSB is continuous while the constraint set
of PMDSB is closed and bounded. Thus, the optimal value of PMDSB is finite. Furthermore, the second
DC component, h(X) =
∑k
i=1 xi(xi − 1), is strongly convex. As a consequence, the convergence of
DCA for PMDSB can be straightforwardly deduced from the convergence properties of generic DCA
indicated in Section 2.1.
Theorem 1. Assume that XK is the solution to the sub problem in the kth iteration of DCA for PMDSB.
(i) The sequence
{
g(XK) − h(Xk)
}
is decreasing.
(ii) The sequence
{
||XK+1 −Xk||2
}
is convergent.
(iii) Every limit point {X∗} of the sequence
{
XK
}
is a critical point of (g− h), i.e., ∂g(X∗)∩
(iv) ∂h(X∗) , ∅.
3. Genetic Algorithm for MDSB
3.1. Introduction to Genetic Algorithm
A genetic algorithm [23] is one of a class of algorithms that searches a solution space for the optimal
solution to a problem. This search is done in a fashion that mimics the operation of evolution—a
“population” of possible solutions is formed, and new solutions are formed by “breeding” the best
solutions from the population’s members to form a new generation. The population evolves for
many generations; when the algorithm finishes, the best solution is returned. Genetic algorithms are
particularly useful for problems where it is extremely difficult or impossible to get an exact solution,
or for difficult problems where an exact solution may not be required. They offer an interesting
alternative to the typical algorithmic solution methods and are highly customizable. This notion can
be applied to a search problem. We consider a set of solutions for a problem and select the set of best
ones out of them. There are five phases that are considered in a genetic algorithm as shown in Figure 2:
(1) Generate initial population—a set of individuals are randomly generated. Each individual is a
solution to the problem we want to solve. An individual characterized by its gen (a set of variables).
(2) The fitness function determines how fit an individual is. The individual that has a higher fitness
score has more probability of being selected for the reproduction. (3) Selection—choose the fittest
individuals and let them pass their genes to the next generation. (4) Crossover—a crossover point
is chosen at random from within the genes for each pair of parents. (5) Mutation—used to maintain
genetic diversity from one generation of a population of genetic algorithm chromosomes to the next.
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Figure 2. Basic workflow of the genetic algorithm.
There are several researchers that have designed their own genetic algorithm for solving the
mixed binary-integer optimization such as Das [6], Bo Feng et al. [9], Sharp et al. [24], Bhattacharjee
and Saikia [7] and Burney et al. [25]. The genetic algorithm is a philosophy, not just a typical algorithm.
Therefore, each study has a specific design scheme.
3.2. Genetic Algorithm Scheme for MDSB
Denote p(g)i =
{
p(g)i,1 , p
(g)
i,2 , . . . , p
(g)
i,h
}
∀ i = 1 . . .D as the individual ith in the current iteration g (g = 1
at the firs iteration) and p(g)i, j represents the candidate j
th i the team p(g)i . The fitness function is similar
to the objective function of the MDSB and denoted as p(g)i . f itness =
√∑m
j=1 (E j −
∑k
i=1 Ri, j ∗ xi)
2
. T is
a set of characteristics/candidates. G represents the number of generations that have the sa e fitness
value. Our proposed genetic algorithm’s scheme for the MDSB can be described as follows:
1. Randomly initialize the populations of k individuals from T.
2. Elitism Selection: keep γ as the elitism rate among D individuals that return the best fitness for
next-generation. Denote the best fitness value of the gth generation as bg.
3. Crossover: Denote the ω as crossover rate of the D individuals that return the best fitness as K.
Randomly select p(g)father and p
(g)
mother from K. We generate the next generation as follows:
• Set dom = P(dominant = argmax
z∈{p(g)father,j,p
(g)
mother,j}
(
∑m
s=1 Rz,s)) is the probability that the
candidate dominant selected for the position jth in the p(g+1)i
• Set rec = P(recessive
{
p(g)father j p
g
mother,j
}
{dominant} is the probability that t e candidate
recessive selected for the position jth in the p(g+1)i .
• Let mut = P(T) denote the probability that a random selected candidate in set T chosen for
the position jth in the p(g+1)i . This probability represents the rate of mutation.
Appl. Sci. 2020, 10, 2700 9 of 19
• p(g+1)i,j = select(dom, rec,mut); ∀ i = 1..(D− (D ∗ω)); j = 1..h
where dom+ rec+mut = 1 and select(a, b, c) is the function that rolls the dice and returns the
corresponding user based on the parameters that are the probabilities passed;
4. Constraint validation checking: If there is an individual pi that violates any constraints of the
MDSB, then it is removed from the set of results.
5. Repeat 2, 3, and 4 until bg = bg−1 = bg−2 = . . . = bg−G.
The use of elitism in the selection step at every generation ensures that the best individuals will
always be retained. In the current iteration g, choosing p(g)f ather and p
(g)
mother in the crossover make a high
proportion of better individuals from which p-children is better or equal to its parents. Individuals
validated by adding constraints on a minimum score and cost after each crossover step. If any
individual does not satisfy the constraints, then it is removed from the current population. This leads
the populations of the first generations to not possibly reaching the maximum. However, those who
do not meet the constraint gradually decrease in the next generations.
4. Experimental Design
To evaluate the performance of the algorithms on the proposed model, we find the best team of
three contestants from the top 3738 high scoring members who come from Southeast Asian countries
(k = 3738) on codeforces.com [26]. We proceed to download all the problems they have solved on
codeforces.com. It is an automated system to run programming contests. Day by day, their user started
the new competitions that allow other users to participate. Figure 3 shows the distribution of the
number of members per country (data aggregated on 12 January 2020). It observed that the country
with the most members participating in this community is Vietnam with 2329. The countries stand
respectively behind are Indonesia, Thailand, and the Philippines. The remaining states have only a
small number of members. It reflects their actual results in ACP-ICPC exams held every year.
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Every problem uploaded to codeforces.com tagged with one or a few tags as the required skills to
solve the problem and defined with the corresponding score. The data are stored as a matrix, where
the columns represent the category of the exercises. A single row shows the scores of a particular
member. The cell of the matrix describes the total score that the member gained for the corresponding
category of the problem, as shown in Figure 4.
Appl. Sci. 2020, 10, x FOR PEER REVIEW 10 of 20 
Every problem upload  to codeforces.com tagged with one or a few tags as the requi ed skills 
to s lve the problem and defined with the corr sponding core. The data are stored as a matrix, where 
the columns represent the category of the exercises. A single row shows the sc res of a particular 
member. The cell of the matrix describes the total score that the member gained for the corresponding 
category of the problem, as shown in Figure 4.  
 
Figure 4. The scores of 8 skills of the top 10 users in Vietnam. 
There are 37 tags added to the problems that are solved by all members including math, 
implementation, geometry, bitmasks, brute force, binary search, dp, greedy, chinese remainder 
theorem, fft, sortings, number theory, constructive algorithms, trees, matrices, divide and conquer, 
probabilities, dfs and similar, data structures, flows, meet-in-the-middle, games, graphs, shortest 
paths, hashing, strings, combinatorics, interactive, dsu, graph matchings, two pointers, string suffix 
structures, 2-sat, expression parsing, * special, ternary search, and schedules. Distribution of total 
points that users have achieved on each skill shown in Figure 5. The skills have been rearranged in 
descending order. Skills such as implementation, math, brute forces, and greedy are some of the most 
common. Figure 6 displays the minimum, maximum, and average score of the skills.  
 
Figure 5. The total number of scores the user has achieved by solving exercises for each skill. 
Figure 4. The scores of 8 skills of the top 10 users in Vietnam.
There are 37 tags added to the problems that are solved by all members including math,
implementation, geometry, bitmasks, brute force, binary search, dp, greedy, chinese remainder theorem,
fft, sortings, number theory, constructive algorithms, trees, matrices, divide and conquer, probabilities,
dfs and similar, data structures, flows, meet-in-the-middle, games, graphs, shortest paths, hashing,
strings, combinatorics, interactive, dsu, graph matchings, two pointers, string suffix structures, 2-sat,
expression parsing, * special, ternary search, and schedules. Distribution of total points that users
have achieved on each skill shown in Figure 5. The skills have been rearranged in descending order.
Skills such as implementation, math, brute forces, and greedy are some of the most co mon. Figure 6
displays the minimum, maximu , and average score of the skills.
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The graphs shown in Figure 7 illustrate the normal distribution of the skills on practical data of all
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2σ2 , where σ is the
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of the skills are concentrated to the left (less than) average value.
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Figure 8. The procedure of the experiment.
5. Result
5.1. Init Parameter
The r te the algorithms are sel cted by experiments. For the DCA algorithm, the
PMDSB model contains the τ as the parameter. We remove all added constraints then ru DCA with
d fferent values of tau from 10−6 to 10. In the penalty theory, when the param ter t u becomes large, the
solution of the pe alized problems approaches th t of the original one. However, in practice, the bigger
tau is, the slower the speed of algorithms is. Therefore, in thi paper, we test wi tau varying in a range
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of values to find a suitable value of tau that is good enough for both theory and practice. We compute the
error of the decision variable with the original expectations as: ei =
1− xi i f xi ≥ 0.5xi otherwise ∀ i = 1 . . . 3738.
The detail of objective values, execution times, and average errors e = 13738
∑3738
i=1 ei, corresponding to
different value of τ displayed in Figure 9.
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Figure 9. (A) the time execution of DCA with different values of 𝝉; (B) the objective value of DCA 
with different values of 𝝉; (C) average errors of the decision variables with different values of 𝝉. 
The results show that different values of the 𝜏 variable do not affect the returned objective 
values and average errors of the decision variables of the algorithm with the same initiation points. 
The processing time for DCA increased slightly proportional to the increasing of 𝜏 . 𝜏 = 0.01 
indicated for further evaluations. 
To execute the Genetic Algorithm, we choose the values for the parameters by running the 
algorithm many times. The genetic algorithm was governed by many different probability values. 
The model to execute algorithms contains all of the business constraints with 3738 candidates. The 
team size ℎ = 3. The affections of the Genetic Algorithm’s parameters to the execution time and 
fitness values summarized from our experiments as follows: 
Figure 9. (A) the time execution of DCA with different values of τ; (B) the objective value of DCA with
different values of τ; (C) average errors of the decision variables with different values of τ.
The results sho t ff τ t ff ct t e returned objective
values and average err rs f t f t e l orith with the same initiation points.
The processing time for DCA increased slightly propo tional to the incr asing of τ. τ = 0.01 indicated
for further eval ations.
To execute the Genetic lg rit , l s f r t e ara eters by ru ning the
algorith any ti es. ti l rith as governed by many different probability values.
The model to execute algorithms contains all of the business constraints with 3738 candidates. The team
size h = 3. The affections of the Genetic Algorithm’s parameters to the execution time and fitness
values summarized from our experiments as follows:
• γ: defined as the rate of individuals remains the same for the next generation. γ = 0.4 to 0.9,
the algorithm is fast convergence but generates a not good fitness value. In addition, γ = 0.1 to 0.3
makes the algorithm to have stable convergence, while creating a fitness value. Figure 10 displays
the execution and fitness values over generations corresponding to different amounts of γ.
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• D: defined as the rate of population size to the whole candidates. The execution time is proportional
to the magnitude of D (not significant gap). D takes too small values generating unstable fitness
values. D = 0.7 to 0.9 generates more stable fitness values.
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• ω: represents the crossover rate. The execution time is proportional to the magnitude of ω (not a
significant gap). ω = 0.2 to 0.5 provides relatively stable fitness values. However, there is still a
possibility that fitness is not functional because the number of individuals to choose for crossovers
shrinks quickly through each generation, leading to a loss of diversity, ultimately making the
results worse. ω = 0.6 to 0.9 generates unstable fitness. Because the pool of the crossover is large,
it is not good for the improvement of the individuals over generations, which occurs more often
when generations > 10.
• dom, rec, mut: denote the rates of the selection of recessive, dominant, and mutant genes during
the crossover. These parameters are interdependent. Table 1 shows some performance results
relative to the value pairs.
Table 1. Different pair values of the rates of the selection of recessive, dominant, and mutant genes
during the crossover.
ID dom rec mut Observation Results
1 0.7 0.2 0.1 Fast convergence, good, and stable fitness values.
2 0.6 0.3 0.1 Fast convergence, good and stable fitness values. More stable than pair 1.
3 0.4 0.4 0.2 Slow convergence, good, and stable fitness values.
4 0.2 0.7 0.1 Slow convergence, worse, and unstable fitness values.
The selected parameters to run the genetic algorithm for further tasks mentioned in Table 2.
Table 2. Parameter to execute Genetic Algorithm for solving MDSB.
Parameter G D γ ω mut dom rec
Value 5 0.9 0.1 0.5 0.1 0.6 0.3
5.2. Result
We compared DCA, Genetic Algorithm, and CPLEX-MIQP [27] algorithms in terms of the value
of objective function and processing time. It is different from the results of the experiment on
random generation data with standard distribution and on very little previous experimental data [1,2].
DCA produced excellent results. The above results did not recur in our experiments. After we
redesigned another version of the Genetic algorithm, it produced results that outperformed other
algorithms. In the first experiment, when we searched for the best team among 3738 contestants.
CPLEX only finds the optimal solution in the absence of all business constraints.
The CPLEX and GA found an optimal solution better than the DCA result, but CPLEX needed
more time to search. When we add 37 and 38 constraints to the model, CPLEX cannot solve the problem,
while other cases have out of memory errors. The results of running all three algorithms to find a
team of three members from 3728 candidates displayed in Figures 11 and 12. The new design of the
genetic algorithm yielded the best objective value and the most optimal processing time. It is dozens
of times faster than DCA. The result of DCA depends a lot on starting points. These points may fall
into the valley that does not contain the optimal global solution. Genetic algorithms created mutations
of interest very quickly after some generations by the creation of a large population of individuals.
We execute the proposed scheme of the Genetic Algorithm several times with different initial
solutions. The objective values and execution times of different execution shown in Figure 13.
Twenty times of executions return the same resolution, and the average execution time is about 3.8 s.
It shows that the set of selected parameters balanced the two expected factors: execution time and
optimum solution.
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We conduct a comparison of the algorithms we have designed with CPLEX once again. We realize
that CPLEX will consume many resources corresponding to the number of decision variables that
it must handle. We, therefore, reduced the remaining set of candidates to 2000—these are the top
candidates. Other parameters remain the same. Figure 14 illustrates the returned objective values of
the algorithms to find a team of three members from the top 2000 candidates in the dataset. The genetic
algorithm not only gives optimal results better than DCA and CPLEX, but also the processing time is
much lower. It is ten times faster than DCA and hundreds of times more than CPLEX (see Figure 15).
CPLEX can only provide solutions for models with up to 32 business constraints. It is futile for the
remaining cases. CPLEX’s long processing time is understandable because it looks for a global solution
while DCA and GA look for a local solution.Appl. Sci. 2020, 10, x FOR PEER REVIEW 17 of 20 
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We see that both DCA and GA algorithms are not committed to finding a universal optimal
solution. However, both allow the modeler to make customized designs easily for each specific case.
DC helps to transform MDSB to PMDSB with continuous relaxation constraints. This great feature
is suited to applying DCA, including addressing a chain of approximate convex programs whose
solutions exist. The genetic algorithm creates mutations on a large population. The crossover step
helps to deliver best-fitness genes quickly. Finally, an optimal solution is given. It is simple but useful.
Both algorithms have shown themselves to be a valuable tool to solve the team selection problem.
Although many factors govern the results of both DCA and GA, as mentioned in the previous part,
depending on the situation, we can refine the model and parameters to get a solution that Black Box
solvers like CPLEX are very hard to do.
In the team selection problem, two factors that increase the size of the search space are the number
of candidates, and the size of the selected team (h). Figure 16 shows the execution times and objective
value for different values of h. It is easy to see that the Genetic Algorithm has always found better
solutions, even though processing time has increased linearly according to the size of the search space.
Meanwhile, the processing time of DCA has almost no effect.
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This study upgraded the team selection model proposed in [1]. A model that helps access both 
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Even though we have achieved some results, many works remain for future jobs. Both the DCA 
and the Genetic Algorithm rely heavily on the data, the origin, and design. Therefore, in the future, 
we will look for ways to improve our settings on the listed aspects. Other meta-heuristics that can 
resolve the combinatorial optimization problem reviewed in [28] are also promising in order to find 
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done much when it comes to the shortcomings associated with evaluating the soft skills of candidates. 
This aspect is also the work we need to do in future research.  
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the DCA algorithm and added the convergence proof part of the algorith .
Even though we have achieved some results, many works remain for future jobs. Both the DCA
and the Genetic Algorithm rely heavily on the data, the origin, and design. Therefore, in the future,
we will look for ways to improve our settings on the listed aspects. Other meta-heuristics that can
Appl. Sci. 2020, 10, 2700 18 of 19
resolve the combinatorial optimization problem reviewed in [28] are also promising in order to find
useful algorithms. We plan to apply these algorithms to our proposed model shortly. We have not
done much when it comes to the shortcomings associated with evaluating the soft skills of candidates.
This aspect is also the work we need to do in future research.
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the published version of the manuscript.
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