ABSTRACT
Introduction
The traffic between import and export at the intersection is an important data for urban traffic management and control, and also impacts on the control of traffic lights at the intersection directly. Therefore, how to obtain accurate intersection OD and avoid the time-delay of control and decision-making system are very important issues. As the OD matrix calculation based on traffic has advantages, such as convenience, rapidness, low-cost, effectiveness, it has been more and more used in transport planning recently. However, when the number of surveyed sections is less than the number of OD variables, the solution of OD matrix calculation will be non-unique and cannot guarantee the accuracy [1] . Moreover, the objective function and fitness function of OD matrix calculation are mostly nonlinear equations. In light of the above issues, taking the reality situation that observation error and random error exist into account, the relationship between OD traffic and road traffic is not absolute linear. Although through rigorous mathematical methods, it cannot get an exact solution to the problem.
In pursuit of finding solution to these problems many researchers have been drawing ideas from the field of biology. A host of such biologically inspired evolutionary techniques have been developed namely Genetic Algorithm (GA) solving such optimization problems. All of these algorithms with their stochastic means are well equipped to handle such problems [2] .
Particle Swarm Optimization was introduced by Eberhart and Kennedy [3] , inspired by the social behavior of animals such as bird flocking, fish schooling, and the swarm theory. Compared with GA and other similar evolutionary techniques, PSO has some attractive characteristics and in many cases proved to be more effective (Hassan, Cohanim, Weck & Venter, 2005 [2] . This paper firstly establishes maximum entropy OD matrix calculation model. It makes full use of the quantum behaved particle swarm optimization algorithm (QPSO algorithm) to solve the global optimization of the objective function, lists the detailed steps of calculation and shows how to choose the particle swarm operator, and then calculates the OD matrix of road intersection. Finally, compared to the results of conventional PSO algorithm, it verifies the superiority of QPSO algorithm. Therefore, this paper provides a more reliable method to solve the OD matrix of road intersection.
Origin-Destination Matrix Prediction Model

Maximum Entropy Model
The maximum entropy approach is motivated by 'information theory' and the work of Shannon, 1948. C. E. Shannon, A mathematical theory of communication. Bell Syst. Tech. J. (1948), pp. 379-423. Shannon (1948) who defined a function to measure the uncertainty, or entropy, of a collection of events, and Jaynes who proposed maximizing that function subject to appropriate consistency relations, such as moment conditions. The maximum entropy (ME) principle and its sister formulation, minimum cross-entropy (CE), are now used in a wide variety of fields to estimate and make inferences when information is incomplete, highly scattered, and/or inconsistent (Kapur and Kesavan, 1992). In economics, the ME principle has been successfully applied to a range of econometric problems, including nonlinear problems, where limited data and/or computational complexity hinder traditional estimation approaches. Theil (1967) provides an early investigation of information theory in economics. Mittelhammer et al. (2000) provide a recent text book treatment which is focused more tightly on the ME principle and its relationships with more traditional estimation criteria such as maximum likelihood [4] . In general, information in an estimation problem using the entropy principle comes in two forms: 1) information (theoretical or empirical) about the system that imposes constraints on the values that the various parameters can take; and 2) prior knowledge of likely parameter values. In the first case, the information is applied by specifying constraint equations in the estimation procedure. In the second, the information is applied by specifying a discrete prior distribution and estimating by minimizing the entropy distance between the estimated and prior distributions -the minimum Cross-Entropy (CE) approach. The prior distribution does not have to be symmetric and weights on each point in the prior distribution can vary. If the weights in the prior distribution are equal (e.g. the prior distribution is uniform), then the CE and ME approaches are equivalent.
The model is as follows:
Where n is the number of OD pairs; ij T is the estimated OD matrix; k V is the detected traffic on section k; k ij p is the distribution ratio of ij T on section k, which is obtained by the traffic distribution.
Hopfield Neural Network Model
The Hopfield Neural Network model [4] is
Here in Equation (5), ij T is the connection weight value between node I and node J , and ijji
is the output of node I ; i I is the constant value of node I ; C is a positive constant; and R is a positive constant.
Equation (5) can be abbreviated to be
It can be proved that when the energy function of system (6) (6) is the local minimum of the above energy function. The computation processor of system (6) is a process to find the local minimum in fact, the goal function is the above energy function of system (6) .
Maximum entropy model is recognized by majority of scholars among many OD matrix calculation models, because this model's structure is simple and principle is clear. It also suits the situation without a priori OD matrix and which is a congested network [5] .
Model Simplification
In light of above optimization problems, it is difficult to solve the objective function directly. So Lagrange multiplier method is used to obtain the Lagrange function L:
The following Equation is the result of the first-Order derivative of ij
T is given as 0 exp() T λ =− and take it into the Equations (7) and (9) respectively. The results are as follows: 
Design of the Quantum Behaved Particle
Swarm Optimization Algorithm 
Quantum Behaved Particle Swarm Optimization Algorithm
Particle Swarm Optimization algorithm is based on the theory of swarm intelligence optimization algorithm. As in the classical system, particles achieve convergence in the form of orbit. Moreover, the speed of particles is limited, and the space of particles is also a limited region that can not cover the entire feasible space. Therefore, with the quantum mechanics' point of view that particles have quantum behavior, QPSO (Quantum Particle Swarm Optimization) algorithm is proposed [3, [7] [8] . Particle swarm achieves iterative update through the following four Equations: 
In order to avoid algorithm premature, Mean Best Position (mbest) is regarded as the barycenter of all particles. Where, i pbest is the best position of the particle. β is the contraction and expansion coefficient that impacts the convergence speed and performance of algorithm. In this paper, deal with β by adaptive changes in accordance with Equation (14). T is the number of current iteration. T max is the maximum number of iterations. 12 , rr∈
, gbest is the global optimal solution, u ∈ (0,1) rand .
Optimal Design of Origin-Destination Matrix Calculation Model Algorithm
Algorithm design, including as follows: 1) the determination of objective function In order to obtain better accuracy, this problem will be translated into the following optimization problem. The optimizing goal is that minimizes the mean square deviation of the calculated value of the left from the true value of the right in Equation (13). That is： are unknown. Solution space is the range of Lagrange multipliers. Because the Lagrange multipliers are not given in this model explicitly, it is necessary to estimate conservatively according to the specific issues and enlarge the range appropriately.
2) detailed implementation steps are:
Step1: Initialize particle swarm.
Step2: Calculate the value of particle objective function.
Step3: Update pbest and gbest according to particles' fitness.
Step4: Calculate mbest according to Equation (13).
Step5: Calculate random point p of each particle according to Equation (15).
Step6: Calculate new location of each particle according to Equation (16).
Step7: Double counting, until meet the number of iterations.
Simulation of a Typical Function Optimization
Now, QPSO algorithm is illustrated that can be applied to the circuit performance equation to solve the global minimum feasibility and effectively, by solving the Schaffer's f6 function. The value of the global minimum is 0. The Schaffer's f6 function is: The selected parameters are as follows: Particle number is 10; the maximum number of iterations is 1000; the accuracy is set to 1e-25. Figure 1 and Figure 2 show the obtained convergence curves.
As can be seen from Figure 1 , when the iteration number reached 210, the curve tends to converge. Whereas, when the iteration number reached 310, the curve of Figure 2 tends to converge; the solution of QPSO algorithm from Figure 1 is 0, while, the solution of PSO algorithm from Figure 2 is 0.000114686. Therefore, this example shows that the convergence speed and accuracy of QPSO algorithm are far better than the PSO algorithm for optimization problems.
Simulation Examples
Simulation Results
This paper uses MATLAB programming language to carry out the simulation test. The intersection is shown in Figure 3 . The traffic of every import is regarded as x 1 , x 2 , x 3 , x 4 respectively. The traffic of every export is regarded as y 1 , y 2 , y 3 , y 4 respectively. The traffic at intersection can be obtained by the detector. Count the total number of observed vehicles from 8:00 a.m. to 8:00 p.m. 
Simulation Steps
1) Determine the solution space
The value of the OD matrix T can be calculated. It is equivalent to the total of all the exports (or imports): Equations (10) and terminate iterations.
3) Determine the number of particles
The optimal goal is that the objective function (mean square error MSE) close to zero as possible. Selected parameters are as follows: The initial velocity of particles is generated randomly; the number of particles is 20.
The simulation results are as follows:
Analysis the Simulation Results
Compared to the results of conventional PSO algorithm, we can see that the results of the conventional PSO algorithm and QPSO algorithm all meet the accuracy requirements (MSE<0.1). However, when the conventional PSO algorithm is used to solve individual variables, a local optimal solution is obtained that led to a larger absolute error of individual variables. As can be seen from Table 1 , the absolute error between actual traffic and calculated traffic by QPSO algorithm is too small (≤0.103) to meet the accurate requirements fully. Compared to Table  3, from Table 4 we can see the effect of the OD matrix calculation is ideal. 
Conclusions
This paper calculates the OD matrix calculation model using QPSO algorithm, and determines the fitness function, according to the maximum entropy model. We use this model to simplify the linear constraints between the traffic and the OD matrix, and solve the optimal solution of nonlinear equation using QPSO algorithm. It can be seen from the above simulation that OD matrix calculation proposed in this paper is effective. It proves that application QPSO algorithm in the field of OD matrix calculation is feasible. It can considerably reduce the iterative number that objective function can reach convergence. Moreover, QPSO algorithm can improve the accuracy of the calculation and solve the problem of no convergent and insufficient accuracy. We will further study on how to apply QPSO algorithm in OD matrix calculation of a large and complex network.
Acknowledgments
The paper is supported by Tianjin Science and Technology Project Fund.
