Context. The new CARMENES instrument comprises two high-resolution and high-stability spectrographs that are used to search for habitable planets around M dwarfs in the visible and near-infrared regime via the Doppler technique. Aims. Characterising our target sample is important for constraining the physical properties of any planetary systems that are detected. The aim of this paper is to determine the fundamental stellar parameters of the CARMENES M-dwarf target sample from high-resolution spectra observed with CARMENES. We also include several M-dwarf spectra observed with other high-resolution spectrographs, that is CAFE, FEROS, and HRS, for completeness. Methods. We used a χ 2 method to derive the stellar parameters effective temperature T eff , surface gravity log g, and metallicity [Fe/H] of the target stars by fitting the most recent version of the PHOENIX-ACES models to high-resolution spectroscopic data. These stellar atmosphere models incorporate a new equation of state to describe spectral features of low-temperature stellar atmospheres. Since T eff , log g, and [Fe/H] show degeneracies, the surface gravity is determined independently using stellar evolutionary models. Results. We derive the stellar parameters for a total of 300 stars. The fits achieve very good agreement between the PHOENIX models and observed spectra. We estimate that our method provides parameters with uncertainties of σ T eff = 51 K, σ log g = 0.07, and σ [Fe/H] = 0.16, and show that atmosphere models for low-mass stars have significantly improved in the last years. Our work also provides an independent test of the new PHOENIX-ACES models, and a comparison for other methods using low-resolution spectra. In particular, our effective temperatures agree well with literature values, while metallicities determined with our method exhibit a larger spread when compared to literature results.
Introduction
M dwarfs are of great interest for current exoplanet searches. Compared to Sun-like stars, M dwarfs have lower stellar masses and smaller radii, which facilitates detecting orbiting planets, especially those within the habitable zone (i.e. the orbital distance from the star at which liquid water can exist on the surface of the planet). Within this context, the Calar Alto high-Resolution search for M dwarfs with Exo-earths with Near-infrared and optical Échelle Spectrographs (CARMENES) instrument was built to search for rocky planets in the habitable zones of M dwarfs via the Doppler technique. CARMENES is mounted on the Zeiss 3.5 m telescope at Calar Alto Observatory, located in Almería, in southern Spain. After commissioning at the end of 2015 (see Quirrenbach et al. 2016) , CARMENES has been taking data since January 1, 2016. The instrument consists of two fiberfed spectrographs spanning the visible and near-infrared wavelength range, from 0.52 to 0.96 µm and from 0.96 to 1.71 µm, with a spectral resolution of R ≈ 94,600 and 80,500, respectively. Simultaneous observations in two wavelength ranges are favourable for distinguishing between a planetary signal and stellar activity, which can mimic a false-positive signal. Both spectrographs are designed to perform high-accuracy radialvelocity measurements with a long-term stability of ∼1 m s being able to detect 2 M ⊕ planets orbiting in the habitable zone of M5 V stars.
To select the most promising targets, an extensive literature search was carried out (Alonso-Floriano et al. 2015; Caballero et al. 2016a ). Additional observations were conducted with low-and high-resolution spectrographs and highresolution imaging. A first paper about the CARMENES science preparation was published by Alonso-Floriano et al. (2015) . They focused on the determination of spectral types and activity indices from low-resolution spectra and also gave a description of the CARMENES target sample. Cortés-Contreras et al. (2017) searched for close low-mass companions in the CARMENES target sample and analysed possible multiplicity using lucky imaging data. Jeffers et al. (2018) determined rotational velocities and Hα activity indices measured from highresolution spectra taken with CAFE and FEROS. The Carmencita database (CARMENes Cool dwarf Information and daTa Archive, Alonso-Floriano et al. 2015) contains all the information collected from the target sample, that is, astrometry; distances; spectral types; photometry in 20 different bands; X-ray count rates and hardness ratios; Hα emission; rotational, radial, and Galactocentric velocities; stellar and planetary companionship; membership in open clusters and young moving groups; and targets in other radial-velocity surveys.
Because of their lower temperatures, M dwarfs show more complex spectra than Sun-like stars. Forests of spectral features caused by molecular lines make the determination of atmospheric parameters more difficult and require a full spectral synthesis. This necessitates the use of accurate atmosphere models that reproduce the spectral features present in cool star spectra. The PHOENIX-ACES models that we used here were presented by Husser et al. (2013) .
It is important for planet search surveys to determine fundamental stellar parameters to be able to characterise the system. Gaidos & Mann (2014, hereafter GM14) observed JHK-band spectra of 121 M dwarfs. About half of them were also observed in the visible range. The authors determined effective temperatures in the visible by fitting BT-Settl models (Allard et al. 2012a ) to their spectra. For stars without spectra in the visible, they calculated spectral curvature indices from K-band spectra to determine effective temperatures. They derived metallicities using the relation of the atomic line strength in the visible, J, H, and K bands as defined in Mann et al. (2013) . The relations were calibrated using binaries with F, G, and K primary stars that have an M-dwarf companion. The BT-Settl models were also used by Rojas-Ayala et al. (2012, hereafter RA12) , who determined temperatures and metallicities of 133 M dwarfs in the near-infrared K band with mid-resolution TripleSpec spectra (R ∼ 2700). They measured the equivalent widths of Na i and Ca i and the H 2 O-K2 index, quantifying the absorption due to H 2 O opacity by using BT-Settl models (Allard et al. 2012a ) with solar metallicity. Rajpurohit et al. (2013) also used the models by Allard et al. (2012b) to calculate effective temperatures for 152 M dwarfs with low-and mid-resolution spectra. They found that the overall slope of model and observed spectra matched very well, although there were still some discrepancies in the depth of single lines and absorption bands.
Another widely used set of models are the MARCS models (Gustafsson et al. 2008) . Among others, Lindgren & Heiter (2017) used these models together with the package Spectroscopy Made Easy (SME - Valenti & Piskunov 1996) to determine metallicities for several M dwarfs from fitting several atomic species in the near-infrared. Souto et al. (2017) also fitted MARCS models to high-resolution APOGEE spectra to derive Histogram distribution of the signal-to-noise ratios for all spectra from all four spectrographs. The red solid line marks the signal-to-noise ratio limit of 75.
abundances for 13 elements of the exoplanet-hosting M dwarfs Kepler-138 and Kepler-186. Veyette et al. (2017) combined spectral synthesis, empirical calibrations, and equivalent widths to derive precise temperatures as well as Ti and Fe abundances from high-resolution M-dwarf spectra in the near-infrared. A more detailed overview of the different approaches on the determination of stellar parameters can be found in Passegger et al. (2016) . In contrast to the above mentioned works, we here analyse a large sample of 300 M dwarfs by fitting high-resolution spectra to the most advanced model spectra using broad wavelength ranges. We obtain T eff , log g, and [Fe/H] for all target stars from spectra taken with CARMENES, FEROS, CAFE, and HRS, compare our results with the literature, and show our conclusions.
Observations
We obtained 973 spectra of 544 stars with spectral types between M0.0 V and M8.0 V with CARMENES and the high-resolution spectrographs CAFE, FEROS, and HRS. The Calar Alto Fiberfed Echelle spectrograph (CAFE) is mounted at the 2.2 m telescope of the Calar Alto Observatory in Spain (Aceituno et al. 2013) . The Fiber-fed Extended Range Optical Spectrograph (FEROS) spectrograph is an echelle spectrograph located at the 2.2 m telescope at the ESO La Silla Observatory in Chile (Kaufer et al. 1997; Stahl et al. 1999) . The High Resolution Spectrograph (HRS) is an echelle spectrograph mounted at the 9.2 m HobbyEberly telescope at McDonald Observatory in Texas, USA (Tull et al. 1998) . For a detailed description of the observations and the reduction process of CAFE, FEROS, and HRS data, we refer to Jeffers et al. (2018) . The properties of the spectrographs and observations are summarised in Table 1 . The CARMENES spectra were reduced automatically every night by the CARMENES pipeline (Caballero et al. 2016b ). In our analysis we also used the co-added CARMENES spectra, which are produced by the SERVAL pipeline to measure radial-velocity shifts Reiners et al. 2017) . For each star, the co-added spectrum consists of at least five single observations that are coadded to increase the signal-to-noise ratio (S/N).
We found that for most spectra with S/N<75, the temperatures and metallicities were either unrealistically high or low, therefore we set a general S/N limit of 75 for all spectra. In order to examine spectra with the highest S/N, we first analysed all coadded CARMENES spectra, followed by single CARMENES spectra for stars without co-added spectra. We also investigated stars that are not being monitored by CARMENES for completeness, therefore we included spectra from FEROS, CAFE, and HRS in our analysis. When the same star was observed with more than one instrument, we selected the observation with higher S/N. Passegger (2017) showed that parameters derived from spectra from different spectrographs are comparable with deviations smaller than the typical uncertainty for these parameters. A histogram distribution showing the S/Ns for all spectra is presented in Fig. 1 . After applying the S/N limit we finally determined parameters of 300 different M dwarfs, 235 of which were observed with CARMENES.
Method
We adapted the method described in Passegger et al. (2016) , who determined the fundamental stellar parameters effective temperature T eff , surface gravity log g, and metallicity [Fe/H] for four M dwarfs using the latest grid of PHOENIX model spectra presented by Husser et al. (2013) . The PHOENIX code was developed by Hauschildt (1992 Hauschildt ( , 1993 and has been considerably improved since then (e.g. Hauschildt et al. 1997; Hauschildt & Baron 1999; Claret et al. 2012; Husser et al. 2013) . The code can generate 1D model atmospheres of plane-parallel or spherically symmetric stars and degenerate objects (late-type stars as well as brown dwarfs, white dwarfs, and giants), accretion discs, and expanding envelopes of novae and supernovae. Synthetic spectra can be calculated in 1D and 3D using local thermal equilibrium (LTE) or non-LTE radiative transfer for any desired spectral resolution.
This new PHOENIX-ACES model grid was especially designed for modelling spectra of cool dwarfs, because it uses a new equation of state to improve the calculations of molecule formation in cool stellar atmospheres. This allows good fitting of the γ-and -TiO bands (λ head 705 nm and λ head 843 nm, respectively), which are very sensitive to effective temperature. The -TiO band is especially sensitive to temperatures lower than 3000 K. The models use solar abundances from Asplund et al. (2009) . Models with [α/Fe] 0 are only available for T eff > 3500 K and 3 ≤ [Fe/H] ≤ 0. Therefore, we focus our analysis on models with [α/Fe]=0. In this context, Veyette et al. (2016) reported a significant effect on the spectra of M dwarfs if abundances of other elements are varied. They found that a change in the C/O ratio influences the pseudo-continuum by changing TiO and H 2 O opacities. In our study, however, we focused on the application of the latest PHOENIX-ACES models, with [Fe/H] being the only free abundance parameter.
We slightly modified the algorithm developed by Passegger et al. (2016) . Because all stars in our sample have effective temperatures hotter than 3000 K, we only included the γ-TiO band in our fitting. Passegger et al. (2016) also showed that the K i and Na i doublets around 768 nm and 819 nm, respectively, are suitable for surface gravity and metallicity determination. Since the K i line at 766.5 nm is contaminated by telluric lines, we decided to exclude it from the fitting. We excluded the Ca ii doublet at 850.0 nm and 866.4 nm as well, because these lines are not well reproduced by the models: they are formed in the chromosphere and can show emission when the star is magnetically active. The Na i doublet around 819 nm was previously used because of its high pressure sensitivity (see Passegger et al. 2016) . In a detailed analysis of the first results of our large sample, we found a degeneracy in the strength and width of the Na i doublet over a wide parameter range, which made it difficult to distinguish between a cool-metal poor and a hot-metal rich model. Therefore we excluded this doublet from our analysis. The γ-TiO band and Mg i line (λ 880.9 nm) were found to be more suitable for metallicity determination, and they were therefore assigned higher weights during fitting. As an example, Fig. 2 presents χ 2 maps of the Mg i line for one of our stars in the T eff -log g and T eff -[Fe/H] plane, where a strong dependency on metallicity can be seen. A χ 2 minimisation is used to determine the best fit of the models to the observed spectra. As described in Passegger et al. (2016) , the procedure is divided into two steps, which are described in the following.
Coarse grid search
In a first step, we used the coarsely spaced grid of the model spectra in a wide range around the expected parameters of the star. To match the instrumental resolutions, the model spectra were first convolved with a Gaussian. Then the average flux of the models and the observed spectrum was normalised to unity by assuming a pseudo-continuum for each wavelength range. Next, the models were interpolated to match the wavelength grid of the observed spectrum, so that each wavelength point of each model spectrum could be compared to the stellar spectrum. The value of χ 2 was calculated to find a rough global minimum. This was done for different wavelength ranges between 705.0 and 820.5 nm. The parameters for the three best minima were given as an output in order to provide different starting values for the downhill simplex in the next step.
Fine grid search
In the second step, the region around each global minimum was explored on a finer grid. The wavelength range was extended to 883.5 nm to include some titanium and iron lines. An overview of all regions and lines used for fitting is presented in Table 2 . To reduce the number of free parameters in the fit, we used the values of projected rotation velocity v sin i determined by Jeffers et al. (2018) using cross-correlation. To account for v sin i, the model spectra were broadened using a broadening function. The function determined the effect on the line spread function caused by stellar rotation. The resulting line spread function was convolved with the model spectrum. In contrast to Passegger et al. (2016) , who used the IDL curvefit function, we used a downhill simplex method for fitting, which we found to be more robust on large samples. The downhill simplex used linear interpolation between the model grid points to explore the parameter space in detail. A χ 2 minimisation finds the best-fit model. This was done for all three minima found in the previous step. The parameters with the best χ 2 were selected as results. From the first results for our sample, the fits showed very good agreement between models and observed spectra. However, we found that the values of log g and [Fe/H] were much higher than expected for main-sequence M dwarfs; the log g was between 5.5 and 6.0, and most metallicities were super-solar, with values of up to 1.0 dex. Moreover, we found exceptionally low log g of 3.0 with metallicities of −1.0 dex for some stars. In both cases the fitted models agreed very well with the data. The results of obviously wrong parameter values can be explained by a degeneracy between T eff , log g, and [Fe/H], which is displayed in Fig. 3 . Especially the T eff -[Fe/H] map shows a largely extended minimum. To break this degeneracy, we decided to determine log g using an independent method. Baraffe et al. (1998) presented evolutionary models for lowmass stars up to 1.4 M . A new version of these models was published by Baraffe et al. (2015) using updated solar abundances. However, the Baraffe et al. (1998) and Baraffe et al. (2015) T efflog g relations are consistent with each other in the temperature range of M dwarfs, therefore we used the Baraffe et al. (1998) version. Amongst other parameters, they provided effective temperatures and surface gravities for different stellar ages and metallicities of 0.0 and −0.5 dex. Unfortunately, the ages of the stars in the CARMENES target sample are not yet well constrained. This will be the topic of upcoming papers. A preliminary kinematics and activity analysis of the sample to qualitatively estimate ages was carried out by Cortés-Contreras (2016) . Therefore, we assumed an age of 5 Gyr for the whole sample. This seems to be a good guess even for younger stars because once M dwarfs reach the main sequence they evolve extremely slowly (e.g. Burrows et al. 1997; Laughlin et al. 1997) . This is also reflected in the Baraffe et al. (1998) relations, which agree within 0.02 dex in log g for ages between 1 and 7 Gyr in the temperature range of M dwarfs up to 4000 K. In the algorithm the downhill simplex can vary T eff and metallicity. Based on this, log g was determined from the T eff -log g relations. Metallicities between 0.0 and −0.5 dex were linearly interpolated from the relations to estimate log g. For metallicities higher than 0.0 dex or lower than −0.5 dex, the values were extrapolated. Because the differences in log g depending on metallicity are small (no larger than 0.20 dex between metallicities 0.0 and −0.5 dex), we expect the uncertainty from the interpolation and extrapolation to be negligible compared to the uncertainty coming from the fitting. From these three parameters, the corresponding PHOENIX model was interpolated and the χ 2 was calculated. Fig. 4 shows a co-added CARMENES spectrum of a typical M1 V star with the best-fit model, including the lines and regions we used for fitting. Table A .1 presents the fundamental parameters of our target sample. It includes the CARMENES identifiers, spectral types from Carmencita, T eff , log g, and [Fe/H] derived in this study, v sin i determined by Jeffers et al. (2018) , masses from Car- mencita (see section 4.4), a flag for Ca ii emission, and the instrument with which the analysed spectrum was observed. We applied the method for error estimation as given in Passegger et al. (2016) . They estimated errors by adding Poisson noise to 1400 model spectra with random parameter distributions to simulate S/N ∼ 100 and applied their algorithm to recover the input parameters. Using this method, we derived uncertainties of 51 K for T eff , 0.07 dex for log g, and 0.16 dex for [Fe/H], which are consistent with typical uncertainties in literature. We confirmed this statement by calculating deviations between our results and literature values (σ exp ) together with the corresponding standard deviation (σ ∆ ). The numbers are presented in Table 3 , showing that σ ∆ are smaller than the expected deviations σ exp for the different literature samples. Maldonado et al. (2015) .
Results and discussion

Effective temperature
The histogram distributions for all parameters for all 300 stars are presented in Fig. 5 . The temperature distribution (left panel) shows that most of the stars in our sample have temperatures of between 3200 K and 3800 K, corresponding to spectral types ranging from M0.0 V to M5.0 V. Figure 6 gives a comparison of 98 stars that overlap with the samples of RA12, Maldonado et al. (2015, hereafter Ma15) , and GM14. Ma15 determined effective temperature and metallicity from optical spectra using pseudo-equivalent widths. In general, most of our results agree with the literature values within the error bars. However, there is one group of outliers at the cool end of the sample. This group is represented by results from RA12, who determined temperatures using the H 2 O-K2 index calibrated with BT-Settl models of solar metallicity. They derived temperatures that are cooler than ours by about 200 K. Two more outliers are located around 3550 K (GJ 752A) and 3650 K (BR Psc/GJ 908), for which RA12 determined considerably hotter temperatures of 3789 and 3995 K, respectively. However, our temperatures are consistent with those derived by Ma15 and GM14, which makes the result of RA12 discrepant. A small "bump" can be found between 3550 and 3700 K, where GM14 tended to derive slightly higher temperatures than we do. For other stars in Fig. 6 , the values are mostly consistent with our results.
Surface gravity
The middle panel of Fig. 5 presents the log g distribution for our sample. Ma15 determined log g for early-M dwarfs using stellar masses from photometric relations and radii from an empirical mass-radius relation that combines interferometry (von Braun et al. 2014; Boyajian et al. 2012 ) and data from low-mass eclipsing binaries (Hartman et al. 2015) . A comparison of those stars that we have in common is presented in the middle panel of Fig. 6 . The grey lines indicate a 1 σ deviation of 0.07 dex. We calculated log g for the sample of GM14 from the provided masses and radii. The uncertainties were derived with error propagation from the uncertainties in mass and radius. We included log g values based on interferometric radius measurements from Boyajian et al. (2012) . We derived the log g in the same way as for GM14. Our results are consistent with the log g values from Ma15, which mostly lie between 4.6 and 5.0 dex. Most of the interferometrically based log g also agree with our values. This is expected since they are constrained by the T eff -log g relations. It also shows consistency between the empirical radius calibration of Ma15 and theoretical models. However, when we compare our log g values with those of GM14, we find some offset. At the lower end of the plot, we derive higher values than GM14. Because log g depends on T eff in our calculation, this trend is consistent with the bump found in the temperature plot. The values of Boyajian et al. (2012) slightly follow the same trend as GM14, although the sample is too small to draw a definite conclusion.
Metallicity
The right panel of Fig. 5 displays the metallicity distribution of our results, centred on solar metallicity. The right panel of Fig. 6 shows a comparison of the stars that we have in common with RA12, Ma15, and GM14. Their metallicity measurements range from -0.6 to 0.4 dex, whereas our results only range from -0.4 to almost 0.2 dex. This indicates that the metallicity is more difficult to constrain than the other parameters, and that different methods could give noticeably different results. On the other hand, we find that even for spectra for which the parameters agree with the literature, some lines, such as Ti i (λ 846.9 nm and 867.77 nm) and Fe i (λ 867.71 nm and 882.6 nm), are too deep. A possible explanation might be the contrast between the line and the continuum so that the models still cannot reproduce the correct line depths. On the other hand, we used models with element abundances fixed to solar. A change in [α/Fe] or [Ti/Fe] might improve the fit for some stars. A more extensive study on the performance of the models themselves, probably including different element abundances, is necessary to completely understand their behaviour.
Relation of spectral type, mass, and temperature
We present the relation between stellar mass and effective temperature in Fig. 7 , and the metallicities are colour-coded. The thick black line represents the theoretical relation from Baraffe et al. (1998) for an age of 5 Gyr and solar metallicity. The masses were calculated by combining mass-luminosity relations from Delfosse et al. (2000, for 4 .5 mag < Ks < 5.29 mag) and Benedict et al. (2016, for 5 .29 mag < Ks < 10 mag), with the magnitudes taken from the Carmencita database (see Alonso-Floriano et al. 2015) . In this plot, stars with super-solar metallicity should lie below the relation reported by Baraffe et al. (1998) and stars with sub-solar metallicity should lie above this relation. As can be seen, most of the stars lie below the theoretical prediction. This can be due to several reasons: our T eff s are systematically underestimated, our metallicities are slightly lower than expected, or the determined stellar masses are overestimated. Based on the literature comparison in Section 4.1, we can exclude the former two. Since Delfosse et al. (2000) did not provide errors for their mass-luminosity relation, we assumed an average uncertainty of 10% in mass over the whole mass range, which is of the same order as the errors from Benedict et al. (2016) . Within this range, our values agree with the theoretical relation of Baraffe et al. (1998) . Some obvious outliers are identified by numbers and are discussed in more detail later. Figure 8 shows the effective temperatures of all stars as a function of their spectral type; the spectral types are taken from the Carmencita database. The green stars show the expected temperature-spectral type relation as presented by Kenyon & Hartmann (1995) . The authors computed effective temperatures, colours, spectral types, and bolometric corrections for mainsequence stars from B0 to M6 after an extensive literature search. Their temperatures fit our results for solar metallicities well. The large spread in temperature for each spectral type is caused by different metallicities, which are colour-coded. This indicates that stars of the same spectral type have higher temperatures if they are more metal-rich, or in other words: for the same effective temperature, the spectral type decreases with increasing metallicity. This can be explained with an increase in opacity in the optical with increasing metallicity, mainly dominated by TiO and VO molecular bands. The peak of the energy distribution is therefore shifted towards longer wavelengths and makes the star appear redder, that is, of later spectral type. This effect has been discussed in more detail by Delfosse et al. (2000) ; Chabrier & Baraffe (2000) . A similar trend was found by Mann et al. (2015) , who derived empirical relations between T eff , [Fe/H], radii, and luminosities. They showed that the radius increases with metallicity for a fixed temperature (see their Figure 23 ).
Analysis of outliers
In the following, eight outliers found in the mass-temperature plot of Fig. 7 are discussed in more detail. We selected them because their T eff or metallicity clearly deviate from the relation reported by Baraffe et al. (1998) . 2: J04544+650. For this star we also used HRS spectra to determine the parameters. The star is magnetically active, has an Hα pseudo-equivalent width of -13.9 Å (Alonso- Floriano et al. 2015) , and shows Ca ii emission. We find deviations in some Ti i and Fe i lines, which could explain the deviation in metallicity.
3: J05078+179. This star was observed with FEROS. The best spectrum has an S/N of 104. The star shows Hα emission with a pseudo-equivalent width of -0.7 Å (Jeffers et al. 2018 ). The activity also causes distortion in other lines (e.g. some Fe i and Ti i lines). Here, the deviations in some Ti i lines might also be caused by Ti abundances that are different from solar, and this might in turn explain the low metallicity.
4: J11201-104. We analysed CARMENES spectra of this star and found it to be too metal-poor in the mass-T eff plot. The star has strong Ca ii emission. Alonso-Floriano et al. (2015) reported an Hα pseudo-equivalent width of -3.3 Å. The magnetic activity might explain the deviations in the Fe i lines here as well, and therefore also the deviation in the determined lower metallicity.
5: J18346+401. For this star we used a co-added CARMENES spectrum to derive the parameters. The best model fits the observed spectrum very well. The resulting temperature of 3391 K is comparable to the temperature measured by Gaidos & Mann (2014) from near-infrared data. However, Gaidos & Mann (2014) determined a metallicity of 0.42 dex, whereas we obtained a more metal-poor value of 0.09 dex. The line depth is well fitted in our spectrum. We also derived a lower χ 2 compared to the parameter set of Gaidos & Mann (2014) . The star is not known to be active and does not show any Ca ii emission either. Considering all this information, we cannot explain the measured low metallicity satisfactorily.
6: J21057+502. We analysed HRS spectra for this star and found good agreement between the observed spectra and the best-fit models. Our derived temperature of 3543 K is about 100 K too hot for the spectral type M3.5. However, the χ 2 -map shows a large extended minimum in the T eff -log g-[Fe/H] planes, (2016) reported from an analysis of the stellar kinematics that this star is part of the young disc and a probable member of the local association, which is 10-150 Myr old. The models of Baraffe et al. (1998) show that using an age of 5 Gyr for a star younger than 0.5 Gyr can lead to an increase in T eff of 50-100 K. Accounting for these two circumstances results in a slightly lower temperature and metallicity, which causes the star to fit the mass-T eff relation better.
7: J21152+257. The fit to this co-added CARMENES spectrum is good: we find only minor deviations between observed and fitted lines, especially for the TiO-band. The star is inactive and does not show any signs of emission in Hα or Ca ii. The determined temperature of 3657 K is about 200 K hotter than expected for the stated spectral type M3. The χ 2 -map has a large extended and deep minimum here as well, which is located between about 3800 K and +0.5 [Fe/H], and 3550 K and +0.1 [Fe/H]. This might explain the too high temperature and metallicity.
8: J21221+229. The parameters of this star were also derived from a co-added CARMENES spectrum, for which the model fit is very good. The star is not active, and the spectral type M1 corresponds to the fitted temperature of 3704 K. We are unable to explain the deviation in Fig. 7 for this star.
Summary
CARMENES is a new instrument at the Calar Alto observatory that simultaneously takes high-resolution spectra in the visible and near-infrared wavelength ranges. Its aim is to search for Earth-sized planets in the habitable zone around M dwarfs.
We provided precise parameters from PHOENIX-ACES model fits for effective temperature, surface gravity, and metallicity for 300 M dwarfs, which is the largest sample of M dwarfs investigated with high-resolution spectroscopy so far. It is impor- Fig. 7 . Effective temperature as a function of stellar mass. The determined metallicities of the stars are colour-coded. The different symbols present stars observed with CARMENES or CAFE, FEROS, and HRS. The thick black line shows the theoretical relation for solar metallicity from Baraffe et al. (1998) . An average uncertainty of 10% in mass is indicated by the black dot with error bars in the lower right corner. The eight outliers discussed in Section 4.5 are labelled. Fig. 8 . Effective temperature as a function of spectral type. The determined metallicities of the stars are colour-coded. The green stars indicate the expected temperatures for each spectral type computed by Kenyon & Hartmann (1995). tant not only for CARMENES, but also for future exoplanet surveys, since knowing stellar fundamental parameters is essential for characterising an orbiting planet. Moreover, accurate metallicities are crucial for theories of planet formation around lowmass stars and give information on the chemical evolution of the Galaxy.
Our work presents a test of the new PHOENIX-ACES models on a large sample of low-mass stars and points out inconsistencies in line depths and metallicity determination. This analysis also serves as a comparison of methods using low-and highresolution spectra for stellar parameter determination. Table 4 summarises the different literature approaches for determining stellar parameters. It illustrates that in contrast to other comparable studies, we used high-resolution spectra and fitting of the latest model atmospheres. Comparisons with literature values for some of the target stars showed that we achieve very good agreement in the temperatures. For the metallicity we find an overall distribution that shows mainly sub-solar values and peaks between 0.0 and −0.1 dex, which agrees with findings from Gaidos & Mann (2014, see their Figure 1) . Our values are consistent with the literature within 1 σ, although there is no obvious correlation between our values and literature results. This might indicate an inconsistency in metallicity determination as such and may require further improvement of methods and models. Simultaneous fitting of all three parameters did not provide reliable results for all sample stars. Therefore, we determined log g from temperature-and metallicity-dependent relations from evolutionary models assuming an average age of 5 Gyr for our sample. However, we showed that our results in log g agree well with interferometric observations by Boyajian et al. (2012) , which also serves as an evaluation of theoretical evolutionary models and observations.
To confirm our results, we performed χ 2 fits with our spectra and models with parameters determined by GM14, Ma15, and RA12. We compared the χ 2 s with those resulting from fits with our derived parameters and found the smallest χ 2 for 92% of the fits with our parameters. For the remaining 8%, the literature parameters agree with ours within their errors. This confirms that our method, using the latest PHOENIX-ACES models, provides the best-fit parameters to our observations. It shows that our method has the potential to derive accurate stellar parameters for M dwarfs. This contributes to the most extensive catalogue of Mdwarf parameters so far. However, we also showed that there are still some shortcomings in synthetic models for low-temperature atmospheres, although they have significantly improved in the past decade. While the PHOENIX-ACES models fit observed spectra very well and show only negligible deviations within the noise level, we can find some discrepancies. From the fit, the full line depth is not represented for some lines, which might be the reason for the differences in metallicity we found compared to literature values. A small offset in metallicity is also depicted in Fig. 7 . Our results for solar metallicity lie systematically below the mass-luminosity relation of Baraffe et al. (1998) , but largely follow the theoretical prediction. Further detailed analysis of the models is necessary for better understanding the metallicity dependency.
We identified eight outliers; four of them show activity either in Hα or Ca ii. Magnetic activity can distort line profiles by Zeeman splitting (e.g. Hébrard et al. 2014; Reiners et al. 2013) , which could explain deviations in some sensitive Fe i and Ti i lines. Furthermore, a Ti and α-element abundance different from the Sun might also cause deviations in the Ti i lines. Two outliers are caused by large extended and deep minima in the T efflog g-[Fe/H] planes. One of these stars is believed to have an age younger than 0.5 Gyr (Cortés-Contreras 2016), which results in a too high temperature when using the models of Baraffe et al. (1998) for 5 Gyr. For two outliers we were not able to provide any explanation.
Finally, an accurate age determination of the sample stars would be helpful. This topic will be addressed in subsequent CARMENES papers. The S/N also has a significant influence on the parameter determination, which makes a high S/N preferable when using the method we presented here. A great advantage of the new CARMENES instrument is its capability to provide simultaneous observations in the visible and near-infrared wave-length range. A detailed investigation of spectra in both ranges is desirable to better understand M-dwarf atmospheres. The analysis of CARMENES near-infrared spectra will be presented in forthcoming works.
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