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DEGENERACY LOCUS FORMULAS FOR AMENABLE WEYL
GROUP ELEMENTS
HARRY TAMVAKIS
Abstract. We define a class of amenable Weyl group elements in the Lie types
B, C, and D, which we propose as the analogues of vexillary permutations in
these Lie types. Our amenable signed permutations index flagged theta and
eta polynomials, which generalize the double theta and eta polynomials of
Wilson and the author. In geometry, we obtain corresponding formulas for the
cohomology classes of symplectic and orthogonal degeneracy loci.
1. Introduction
A fundamental problem in Schubert calculus is that of finding polynomial rep-
resentatives for the cohomology classes of the Schubert varieties. In the mid 1990s,
Fulton and Pragacz [FP] asked a relative version of the same question, seeking
explicit formulas which represent the classes of degeneracy loci for the classical
groups, in the sense of [F1, F2, PR]. These loci pull back from the universal Schu-
bert varieties in a G/P -bundle, where G is a classical Lie group, and P a parabolic
subgroup of G. As such, they are indexed by elements w in the Weyl group W
of G, which describe the relative position of two flags of (isotropic) subspaces of a
fixed (symplectic or orthogonal) vector space.
The above Giambelli and degeneracy locus problems were solved in full generality
in [T1]. The answer given there is a positive Chern class formula which respects the
symmetries of the Weyl group element w and its inverse. The paper [T1] introduced
a new, intrinsic point of view in Schubert calculus, showing that formulas native to
the homogeneous space G/P are possible, for any parabolic subgroup P , and in all
classical Lie types. In special cases, there are alternatives to the general formulas
of [T1], but they must all be equivalent to the formulas found there, modulo an
explicit ideal of relations among the variables involved.
The seminal work of Lascoux and Schu¨tzenberger [LS1, LS2] on Schubert poly-
nomials exposed intrinsic formulas for an important class of permutations, which
they called vexillary. They defined the shape of a general permutation to be the
partition obtained by arranging the entries of its code in decreasing order. The key
defining property of a vexillary permutation was that its Schubert polynomial can
be expressed as a flagged Schur polynomial indexed by its shape. In particular, the
prototype for vexillary permutations were the Grassmannian permutations, whose
Schubert polynomials are the classical Schur polynomials. Our aim in the present
paper is to define a family of amenable signed permutations, which serve as the
analogues of vexillary permutations in the other classical Lie types.
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There have been two attempts in the past to define a notion of vexillary signed
permutation in the Lie types B, C, and D, by Billey and Lam [BL] and Anderson
and Fulton [AF1]. These definitions miss the mark because according to either of
them, the Grassmannian signed permutations are not all vexillary. The revision
[AF2] of [AF1] sought to generalize the latter paper by incorporating the theta
and eta polynomials of Buch, Kresch, and the author [BKT2, BKT3] and Wilson
[W, TW], which are the analogues of the Schur polynomials in the aforementioned
Lie types. Unfortunately, although [AF2] is in the right direction, the proofs given
there contain serious errors in all Lie types except type A, and the main theorem is
false, at least in type D. Nevertheless, since the difficulty in mathematics is not in
the proofs, but in learning what to prove, the efforts of Anderson and Fulton were
useful to us, and play an important role in the larger story. This paper grew out
of the author’s desire to understand their work, and include it within the general
Lie theoretic and combinatorial framework of [T1] and its sequels.
The scholarship on display in [AF1] and [AF2] is another matter entirely. These
papers deal with a very special case of a problem that was solved a decade ago,
when [T1] appeared on arXiv. Yet [T1] is not even cited in [AF1], and barely
mentioned in [AF2]. Moreover, Anderson and Fulton have not acknowledged that
intrinsic Chern class formulas for the cohomology classes of all the degeneracy loci
are known in any of their writings to date.
Our approach to amenable elements is based on a careful study of how the
corresponding raising operator formulas transform under divided differences. The
outline of the argument is similar to the one found in Macdonald’s notes [M], but
there are important differences in the details. The proof is new even in type A,
where we obtain a new characterization of vexillary permutations (see below). It
is critical to work with double polynomials throughout and use both left and right
divided differences to maximum effect, starting from the known formula for the
top polynomial, which is indexed by the longest length element. The paper [T6]
provides another key ingredient: the definition of the shape of a signed permutation,
which plays the role of Lascoux and Schu¨tzenberger’s shape in types B, C, and D.
The difficulty when working with sequences of divided differences applied to
polynomials lies in choosing which path to follow in the weak Bruhat order, as
the Leibnitz rule tends to destroy any nice formulas. The papers [TW, T4, T5]
showed how divided differences can be used to obtain combinatorial proofs of the
raising operator formulas for double theta and double eta polynomials, exploiting
the fact that these polynomials behave well under the action of left divided dif-
ferences. Therefore, as long as one remains among the Grassmannians elements,
the choice of path through the left weak Bruhat order is immaterial. However this
surprising property, first observed in the symplectic case by Ikeda and Matsumura
[IM], completely fails once one leaves the Grassmannian regime.
To solve this problem, we introduce the notion of leading elements of the Weyl
group, which generalize the Grassmannian elements. In the Lie types A, B, and C,
a (signed) permutation w = (w1, . . . , wn) is leading if the A-code of the extended
sequence (0, w1, . . . , wn) is unimodal. The analogous treatment of type D elements
involves some subtleties, which we discuss later. The leading signed permutations
are partitioned into equivalence classes defined by their truncated A-code. Each of
them is in bijection with the class of Grassmannian elements, where the truncated
A-code vanishes. The longest length elements within each class give rise to Pfaffian
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formulas which are proved using divided differences, starting from the formula
for the longest element in the Weyl group. Following this, any sequence of left
divided differences used to establish the double theta/eta polynomial formula in
the Grassmannian case works – in the same way! – to prove a corresponding
‘factorial’ formula for the elements of the other equivalence classes.
Once the formulas for leading elements are obtained, one can continue to apply
type A divided differences, in a manner that preserves the shape of these formulas,
and proceed a bit further down the left weak order. We thus arrive at our definition
of amenable elements of the Weyl group: they are modifications of leading elements,
obtained by multiplying them on the left by suitable permutations. In the symmet-
ric group, this reflects the (apparently new) fact that the vexillary permutations
are exactly those which can be written as products ω̟, with ℓ(ω̟) = ℓ(̟)− ℓ(ω),
where ω and ̟ are 312-avoiding and 132-avoiding permutations, respectively.
Finally, one has to deal with the problem that the above formulas do not respect
the symmetries (that is, the descent sets) of the amenable Weyl group element
involved. This issue was dealt with in [M] by exploiting the alternating properties
of determinants, and a similar argument works for the Pfaffian examples of [K, AF1].
In the situation at hand, we require variants of the key technical lemmas obtained
in [BKT2], which exposed the more subtle alternating properties of the raising
operator expressions that define theta polynomials.
We now describe our main result in the symplectic case. Fix an amenable signed
permutation w in the hyperoctahedral group Wn. Let k ≥ 0 be the first right
descent of w, list the entries wk+1, . . . , wn in increasing order:
u1 < · · · < um < 0 < um+1 < · · · < un−k
and define
β := (u1 + 1, . . . , um + 1, um+1, . . . , un−k),
D := {(i, j) | 1 ≤ i < j ≤ n− k and βi + βj ≤ 0},
and the raising operator expression
RD :=
∏
i<j
(1−Rij)
∏
i<j : (i,j)∈D
(1 +Rij)
−1.
The A-code of w is the sequence γ with γi := #{j > i | wj < wi}. Define
two partitions ν and ξ by setting νj := #{i | γi ≥ j} and ξj := #{i | γk+i ≥ j}
for each j ≥ 1. Following [T6], the shape of w is the partition λ = µ + ν, where
µ := (−u1, . . . ,−um). If ℓ denotes the length of λ, we say that q ∈ [1, ℓ] is a critical
index if βq+1 > βq + 1, or if λq > λq+1 + 1 (respectively, λq > λq+1) and q < m
(respectively, q > m). Define two sequences f and g of length ℓ by setting
fj := k +max(i | γk+i ≥ j)
for each j, and gj := fq+βq − ξq − k, where q is the least critical index such that
q ≥ j. The sequences f and g are the right and left flags of w, and f (respectively
| g |) consists of right (respectively left) descents of w.
Let E → X be a symplectic vector bundle of rank 2n on a smooth complex
algebraic variety X. We are given two complete flags of subbundles of E
0 ⊂ E1 ⊂ · · · ⊂ E2n = E and 0 ⊂ F1 ⊂ · · · ⊂ F2n = E
with rankEr = rankFr = r for each r, while En+s = E
⊥
n−s and Fn+s = F
⊥
n−s for
0 ≤ s < n. Consider the degeneracy locus Xw ⊂ X, which we assume has pure
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codimension ℓ(w) in X (the precise definition of Xw is given in Section 5.3). Then
the flagged theta polynomial formula
(1) [Xw] = Θw(E − En−f − Fn+g) = R
D cλ(E − En−f − Fn+g)
holds in the cohomology ring H∗(X). Following [TW], the Chern polynomial in
(1) is interpreted as the image of RDcλ under the Z-linear map which sends the
noncommutative monomial cα = cα1cα2 · · · to
∏
j cαj (E−En−fj −Fn+gj ), for every
integer sequence α.
To understand some of the additional challenges one faces in the even orthogonal
type D, consider first the question of how to define the shape of an element w in the
associated Weyl group W˜n. There seems to be no consistent way to do this, since
e.g. the element (3, 1, 2) has shape λ = 2 when considered as a -Grassmannian
element, but shape λ = (1, 1) when considered as a 1-Grassmannian element. The
definition given in [T6, Def. 5] prefers the latter shape over the former, but the
more difficult question before us here requires a further refinement.
Our solution is to define the shape of w to be a typed partition, where the type
is an integer in {0, 1, 2}, extending the corresponding notion for Grassmannian
elements from [BKT1]. The -Grassmannian elements and their Pfaffian formulas
are abandoned entirely; instead, we view them all as 1-Grassmannian elements!
This fits in well with our previous papers [BKT1, BKT3, T2, T4] on the orthogonal
Grassmannians OG(n − k, 2n) and (double) eta polynomials, where we assumed
k ≥ 1 from the beginning – but for a different reason.
Another obstacle appears when one tries to define the leading elements of W˜n. It
was observed in [T4, Sec. 3.3] that the compatibility of double eta polynomials with
left divided differences is more delicate than the corresponding fact in types B and
C. In order to preserve this crucial property for the polynomials indexed by leading
elements, we must demand that they are all proper elements of W˜n (Definition 12).
There is no analogue of this subtle condition in the other classical Lie types. Once
all the definitions which are special to the type D theory are found, the proof of
the main result proceeds in a manner parallel to the other three types.
This paper is organized as follows. Section 2 contains background material on
Schubert polynomials and divided differences, and defines the shape of a (signed)
permutation in all the classical types. Section 3 deals with raising operators and
provides variants of the lemmas from [BKT2] that we require here. Sections 4, 5,
and 6 define and study amenable elements and their applications in types A, C,
and B/D, respectively. In particular, we give our notion of flagged theta and flagged
eta polynomials; these are indexed by amenable Weyl group elements. Appendix
A shows that our amenable permutations coincide with the vexillary ones, and
Appendix B contains counterexamples to several statements in [AF2].
I thank Andrew Kresch for encouraging me to work on this article, providing
useful comments, and, more importantly, for being a good friend.
2. Preliminaries
This section gathers together background material on the divided differences and
Schubert polynomials used in this work. We also discuss the notion of the shape of
a (signed) permutation. Our notation is compatible with that found in [T6].
2.1. Lie type A. Throughout this paper we will employ integer sequences α =
(α1, α2, . . .), which are assumed to have finite support, and we identify with integer
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vectors. The integer sequence α is a composition if αj ≥ 0 for all j. A weakly
decreasing composition is called a partition. If λ is a partition, the conjugate of λ
is the partition λ′ with λ′j := #{i | λi ≥ j}. As is customary, we identify partitions
with their Young diagrams of boxes, arranged in left justified rows. An inclusion
µ ⊂ λ of partitions corresponds to the containment of their respective diagrams;
in this case, the skew diagram λ/µ is the set-theoretic difference λ r µ. For each
integer r ≥ 1, let δr := (r, r − 1, . . . , 1), δ∨r := (1, 2, . . . , r), and set δ0 := 0.
The symmetric group Sn is generated by the simple transpositions si = (i, i+1)
for 1 ≤ i ≤ n−1. There is a natural embedding of Sn in Sn+1 by adjoining n+1 as a
fixed point, and we let S∞ := ∪nSn. We will write a permutation ̟ ∈ Sn using one
line notation, as the word (̟1, . . . , ̟n) where ̟i = ̟(i). If ̟ ∈ Sn and v ∈ Sm,
then ̟ is called v-avoiding if ̟ does not contain a subword (̟i1 , . . . , ̟im) having
the same relative order as (v1, . . . , vm). The notion of v-avoidance also makes sense
when ̟ is any integer vector (̟1, . . . , ̟n) with distinct components ̟i.
The length of a permutation ̟, denoted ℓ(̟), is the least integer r such that
we have an expression ̟ = si1 · · · sir . The word si1 · · · sir is called a reduced
decomposition for ̟. An element ̟ ∈ S∞ has a left descent (respectively, a right
descent) at position i ≥ 1 if ℓ(si̟) < ℓ(̟) (respectively, if ℓ(̟si) > ℓ(̟)). The
permutation ̟ = (̟1, ̟2, . . .) has a right descent at i if and only if ̟i > ̟i+1,
and a left descent at i if and only if ̟−1i > ̟
−1
i+1.
The code γ = γ(̟) of a permutation ̟ ∈ Sn is the sequence {γi} with γi :=
#{j > i | ̟j < ̟i}. The code γ determines ̟, as follows. We have ̟1 = γ1 + 1,
and for i > 1, ̟i is the (γi+1)st element in the complement of {̟1, . . . , ̟i−1} in the
sequence (1, . . . , n). Following [LS1, M], the shape λ(̟) of ̟ is the partition whose
parts are the non-zero entries γi of the code γ(̟), arranged in weakly decreasing
order. We say that ̟ is dominant if γ(̟) is a partition, or equivalently, if ̟ is
132-avoiding (see [M, (1.30)] and [R, Thm. 2.2]). For the next result, we refer to
[Kn, Exercise 2.2.1.5] and [S, §2.2].
Lemma 1. The following conditions on a permutation ω ∈ Sn are equivalent:
(a) ω is 312-avoiding; (b) ω−1 is 231-avoiding;
(c) ω has a reduced decomposition of the form R1 · · ·Rn−1 where each Rj is a
(possibly empty) subword of s1 · · · sn−1 and furthermore all simple reflections in Rp
are also contained in Rp+1, for each p < n− 1. We call R1 · · ·Rn−1 the canonical
reduced decomposition for ω.
For any integer r ≥ 0 and sequence of variables Z := (z1, z2, . . .), the elementary
and complete symmetric functions er(Z) and hr(Z) are defined by the generating
series
∞∏
i=1
(1 + zit) =
∞∑
r=0
er(Z)t
r and
∞∏
i=1
(1− zit)
−1 =
∞∑
r=0
hr(Z)t
r,
respectively. If j ≥ 1 then we let ejr(Z) := er(z1, . . . , zj) and h
j
r(Z) := hr(z1, . . . , zj)
denote the polynomials obtained from er(Z) and hr(Z) by setting zi = 0 for all
i > j. Let e0r(Z) = h
0
r(Z) := δ0r, where δ0r denotes the Kronecker delta, and for
j < 0, define hjr(Z) := e
−j
r (Z) and e
j
r(Z) := h
−j
r (Z).
Let X := (x1, x2, . . .) and Y := (y1, y2, . . .) be two sequences of independent
variables. There is an action of S∞ on Z[X,Y ] by ring automorphisms, defined by
letting the simple reflections si act by interchanging xi and xi+1 while leaving all
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the remaining variables fixed. Define the divided difference operator ∂xi on Z[X,Y ]
by
∂xi f :=
f − sif
xi − xi+1
for i ≥ 1.
Consider the ring involution π : Z[X,Y ]→ Z[X,Y ] determined by π(xi) = −yi and
π(yi) = −xi for each i, and set ∂
y
i := π∂
x
i π.
For any p, r, s ∈ Z, define the polynomial rhsp by
rhsp :=
p∑
i=0
hri (X)e
s
p−i(−Y ).
We have the following basic lemma.
Lemma 2. Suppose that p, r, s ∈ Z. For all i ≥ 1, we have
∂xi (
rhsp) =
{
r+1hsp−1 if r = ±i,
0 otherwise
and ∂yi (
rhsp) =
{
rhs−1p−1 if s = ±i,
0 otherwise.
The double Schubert polynomialsS̟ for̟ ∈ S∞ of Lascoux and Schu¨tzenberger
[L, LS1] are the unique family of polynomials in Z[X,Y ] such that
(2) ∂xi S̟ =
{
S̟si if ℓ(̟si) < ℓ(̟),
0 otherwise,
∂yi S̟ =
{
Ssi̟ if ℓ(si̟) < ℓ(̟),
0 otherwise,
for all i ≥ 1, together with the condition that the constant term of S̟ is 1 if ̟ = 1,
and 0 otherwise.
2.2. Lie type C. The Weyl group for the root system of type Cn is the group of
signed permutations on the set {1, . . . , n}, denotedWn. The groupWn is generated
by the simple transpositions si = (i, i+ 1) for 1 ≤ i ≤ n− 1 together with the sign
change s0, which fixes all j ∈ [2, n] and sends 1 to 1 (a bar over an integer here
means a negative sign). We write the elements of Wn as n-tuples (w1, . . . , wn),
where wi := w(i) for each i ∈ [1, n]. There is a natural embedding of Wn in Wn+1
by adjoining n + 1 as a fixed point, and we let W∞ := ∪nWn. The symmetric
groups Sn and S∞ are the subgroups of Wn and W∞, respectively, generated by
the reflections si for i positive. The length ℓ(w) and the reduced decompositions of
an element w ∈ W∞ is defined as in type A. We have
ℓ(w) = #{i < j | wi > wj}+
∑
i :wi<0
|wi|
for every w ∈W∞.
An element w ∈ W∞ has a right descent (respectively, a left descent) at position
i ≥ 0 if ℓ(wsi) < ℓ(w) (respectively, if ℓ(siw) > ℓ(w)). The signed permutation
w = (w1, w2, . . .) has a right descent at 0 if and only if w1 < 0, and a right descent
at i ≥ 1 if and only if wi > wi+1. The element w has a left descent at 0 if and only
if w−11 < 0, that is, w = (· · · 1 · · · ). The element w has a left descent at i ≥ 1 if
and only if w−1i > w
−1
i+1, that is, w has one of the following four forms:
(· · · i+ 1 · · · i · · · ), (· · · i · · · i+ 1 · · · ), (· · · i+ 1 · · · i · · · ), (· · · i · · · i+ 1 · · · ).
Let w ∈W∞ be a signed permutation. Following [T6, Def. 2], the strict partition
µ = µ(w) is the one whose parts are the absolute values of the negative entries of
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w, arranged in decreasing order. The A-code of w is the sequence γ = γ(w) with
γi := #{j > i | wj < wi}. We define a partition ν = ν(w) by
νj = #{i | γi ≥ j}, for all j ≥ 1.
Finally, the shape of w is the partition λ(w) := µ(w) + ν(w). The element w is
uniquely determined by µ(w) and γ(w), and we have |λ(w)| = ℓ(w).
Example 1. (a) For the signed permutation w := (5, 3, 4, 7, 1, 6, 2) in W7, we
obtain µ = (6, 5, 4, 1), γ = (1, 4, 1, 3, 1, 0, 0), ν = (5, 2, 2, 1), and λ = (11, 7, 6, 2).
(b) Let k ≥ 0. An element w ∈ W∞ is k-Grassmannian if ℓ(wsi) > ℓ(w) for all
i 6= k. This is equivalent to the conditions
0 < w1 < · · · < wk and wk+1 < wk+2 < · · · .
If w is a k-Grassmannian element of W∞, then λ(w) is the k-strict partition asso-
ciated to w in [BKT2, Sec. 6.1].
(c) Suppose that the first right descent of w ∈W∞ is k ≥ 0, and let m = ℓ(µ) and
ℓ = ℓ(λ). Then µ is a strict partition and ν ⊂ kn−k + δn−k−1, with νj ≥ k for all
j ∈ [1,m]. It follows that
λ1 > λ2 > · · · > λm > max(λm+1, k) ≥ λm+1 ≥ λm+2 ≥ · · · ≥ λℓ.
Lemma 3 ([M, T6]). If i ≥ 1, w ∈W∞, and γ = γ(w), then
γi > γi+1 ⇔ wi > wi+1 ⇔ ℓ(wsi) = ℓ(w)− 1.
If any of the above conditions hold, then
γ(wsi) = (γ1, . . . , γi−1, γi+1, γi − 1, γi+2, γi+3, . . .).
Let c := (c1, c2, . . .) be a sequence of commuting variables, and set c0 := 1
and cp := 0 for p < 0. Consider the graded ring Γ which is the quotient of the
polynomial ring Z[c] modulo the ideal generated by the relations
(3) c2p + 2
p∑
i=1
(−1)icp+icp−i = 0, for all p ≥ 1.
Let X := (x1, x2, . . .) and Y := (y1, y2, . . .) be two sequences of variables. Fol-
lowing [BH, IMN], there is an action of W∞ on Γ[X,Y ] by ring automorphisms,
defined as follows. The simple reflections si for i ≥ 1 act by interchanging xi and
xi+1 while leaving all the remaining variables fixed. The reflection s0 maps x1 to
−x1, fixes the xj for j ≥ 2 and all the yj, and satisfies
s0(cp) := cp + 2
p∑
j=1
xj1cp−j for all p ≥ 1.
For each i ≥ 0, define the divided difference operator ∂xi on Γ[X,Y ] by
∂x0 f :=
f − s0f
−2x1
, ∂xi f :=
f − sif
xi − xi+1
for i ≥ 1.
Consider the ring involution ϕ : Γ[X,Y ]→ Γ[X,Y ] determined by
ϕ(xj) = −yj, ϕ(yj) = −xj , ϕ(cp) = cp
and set ∂yi := ϕ∂
x
i ϕ for each i ≥ 0. The right and left divided difference operators
∂xi and ∂
y
i on Γ[X,Y ] satisfy the right and left Leibnitz rules
(4) ∂xi (fg) = (∂
x
i f)g + (sif)∂
x
i g and ∂
y
i (fg) = (∂
y
i f)g + (s
y
i f)∂
y
i g,
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where syi := ϕsiϕ, for every i ≥ 0.
For any p, r, s ∈ Z, define the polynomial rcsp by
rcsp :=
p∑
i=0
p∑
j=0
cp−i−je
r
i (X)h
s
j(−Y ).
We have the following basic lemma, which stems from [IM, Sec. 5.1].
Lemma 4. (a) Suppose that p, r, s ∈ Z. For all i ≥ 0, we have
∂xi (
rcsp) =
{
r−1csp−1 if r = ±i,
0 otherwise.
and ∂yi (
rcsp) =
{
rcs+1p−1 if s = ±i,
0 otherwise.
(b) For all i ≥ 1, r, s ≥ 0, and indices p and q, we have
∂yi (
rc−ip
sciq) =
rc−i+1p−1
sci+1q +
rc−i+1p
sci+1q−1 = (1 +R12)
(r,s)c
(−i+1,i+1)
(p−1,q) .
Suppose r, s ≥ 0, and let cp := rc−sp for each p ∈ Z. We then have the relations
(5) c2p + 2
p∑
i=1
(−1)icp+icp−i = 0 for all p > r + s
in Γ[X,Y ]. Indeed, if C(t) :=
∑∞
p=0 cpt
p is the generating function for the cp, we
have
C(t) =
r∏
i=1
(1 + xit)
s∏
j=1
(1− yjt)
(
∞∑
p=0
cpt
p
)
and hence
C(t)C(−t) =
r∏
i=1
(1− x2i t
2)
s∏
j=1
(1− y2j t
2),
which is a polynomial in t of degree 2(r + s).
The type C double Schubert polynomials Cw for w ∈ W∞ of Ikeda, Mihalcea,
and Naruse [IMN] are the unique family of elements of Γ[X,Y ] such that
(6) ∂xi Cw =
{
Cwsi if ℓ(wsi) < ℓ(w),
0 otherwise,
∂yi Cw =
{
Csiw if ℓ(siw) < ℓ(w),
0 otherwise,
for all i ≥ 0, together with the condition that the constant term of Cw is 1 if w = 1,
and 0 otherwise.
2.3. Lie types B and D. When working with the orthogonal Lie types, we use
coefficients in the ring Z[ 12 ]. For any w ∈ W∞, the type B double Schubert polyno-
mial Bw of [IMN] satisfies Bw = 2
−s(w)Cw, where s(w) is the number of indices j
such that wj < 0. The odd orthogonal case is therefore entirely similar to the sym-
plectic case. In this rest of this section we provide the corresponding preliminaries
for the even orthogonal group, that is, in Lie type D, and assume that n ≥ 2.
The Weyl group W˜n for the root system Dn is the subgroup of Wn consisting of
all signed permutations with an even number of sign changes. The group W˜n is an
extension of Sn by the element s = s0s1s0, which acts on the right by
(w1, w2, . . . , wn)s = (w2, w1, w3, . . . , wn).
There is a natural embedding W˜n →֒ W˜n+1 of Weyl groups, induced by the
embedding Wn →֒ Wn+1, and we let W˜∞ := ∪nW˜n. The elements of the set
DEGENERACY LOCUS FORMULAS FOR AMENABLE ELEMENTS 9
N := {, 1, . . .} index the simple reflections in W˜∞. The length ℓ(w) and reduced
decompositions of an element w ∈ W˜∞ are defined as before. We have
ℓ(w) = #{i < j | wi > wj}+
∑
i :wi<0
(|wi| − 1)
for every w ∈ W˜∞.
An element w ∈ W˜∞ has a right descent (respectively, a left descent) at po-
sition i ∈ N if ℓ(wsi) < ℓ(w) (respectively, if ℓ(siw) > ℓ(w)). The element
w = (w1, w2, . . .) has a right descent at  if and only if w1 < −w2, and a right
descent at i ≥ 1 if and only if wi > wi+1. We use the notation 1̂ to denote 1 or
1, determined by the parity of the number of negative entries of w. The following
result corrects [T4, Lemma 4]:
Lemma 5. Suppose that w is an element of W˜∞.
(a) We have ℓ(sw) < ℓ(w) if and only if w has one of the following four forms:
(· · · 1̂ · · · 2 · · · ), (· · · 2 · · · 1 · · · ), (· · · 2 · · · 1 · · · ).
(b) Assume that i ≥ 1. We have ℓ(siw) < ℓ(w) if and only if w has one of the
following four forms:
(· · · i+ 1 · · · i · · · ), (· · · i · · · i+ 1 · · · ), (· · · i+ 1 · · · i · · · ), (· · · i · · · i+ 1 · · · ).
Definition 1. We say that w has type 0 if |w1| = 1, type 1 if w1 > 1, and type 2 if
w1 < −1.
There is an involution ι : W˜∞ → W˜∞ which interchanges s and s1; we have
ι(w) = s0ws0 in the hyperoctahedral group W∞. We deduce that ι(w) = w if and
only if w has type 0, while if w has positive type and |wr| = 1 for some r > 1, then
ι(w) = (−w1, w2, . . . , wr−1,−wr, wr+1, . . .).
It follows that ι interchanges type 1 and type 2 elements. The next definition refines
the notion of the shape of an element of W˜∞ introduced in [T6, Def. 5].
Definition 2. Let w ∈ W˜∞ have type 0 or type 1. The strict partition µ(w) is
the one whose parts are the absolute values of the negative entries of w minus one,
arranged in decreasing order. Let γ = γ(w) be the A-code of w, and define the
parts of the partition ν = ν(w) by νj := #{i | γi ≥ j}. If w has type 2, then set
µ(w) := µ(ι(w)), γ(w) := γ(ι(w)), and ν(w) := ν(ι(w)).
A typed partition is a pair consisting of a partition λ together with an integer
type(λ) ∈ {0, 1, 2}. The shape of w is the typed partition λ = λ(w) defined by
λ(w) := µ(w) + ν(w), with type(λ) := type(w).
Observe that the element w is uniquely determined by µ(w), γ(w), and type(w).
Moreover, we have |λ(w)| = ℓ(w).
Definition 3. Let w ∈ W˜∞r {1}, let d denote the first right descent of w, and set
k := d, if d 6= , and k := 1, if d = . We call k the primary index of w.
Example 2. (a) For the signed permutation w := (3, 2, 7, 1, 5, 4, 6) in W˜7, we
obtain µ = (6, 5), γ = (4, 3, 0, 1, 2, 1, 0), ν = (5, 3, 2, 1), and λ = (11, 8, 2, 1) with
type(λ) = 1. The element ι(w) = (3, 2, 7, 1, 5, 4, 6) has shape λ = (11, 8, 2, 1) with
type(λ) = 2. Both w and ι(w) have primary index k = 1.
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(b) Let k ≥ 1. An element w of W˜∞ is k-Grassmannian if ℓ(wsi) > ℓ(w) for all
i 6= k. This is equivalent to the conditions
|w1| < w2 < · · · < wk and wk+1 < wk+2 < · · · ,
the first condition being vacuous if k = 1. If w is a k-Grassmannian element of
W˜∞, then λ(w) is the typed k-strict partition associated to w in [BKT3, Sec. 6.1].
(c) Suppose that the primary index of w ∈ W˜∞ is k ≥ 1, and let m = ℓ(µ) and
ℓ = ℓ(λ). Then µ is a strict partition and ν ⊂ kn−k + δn−k−1, with νj ≥ k for all
j ∈ [1,m]. We therefore have
λ1 > λ2 > · · · > λm > max(λm+1, k) ≥ λm+1 ≥ λm+2 ≥ · · · ≥ λℓ.
Let b := (b1, b2, . . .) be a sequence of commuting variables, and set b0 := 1
and bp := 0 for p < 0. Consider the graded ring Γ
′ which is the quotient of the
polynomial ring Z[b] modulo the ideal generated by the relations
b2p + 2
p−1∑
i=1
(−1)ibp+ibp−i + (−1)
pb2p = 0, for all p ≥ 1.
We regard Γ as a subring of Γ′ via the injective ring homomorphism which sends
cp to 2bp for every p ≥ 1.
Following [BH, IMN], we define an action of W˜∞ on Γ
′[X,Y ] by ring automor-
phisms as follows. The simple reflections si for i ≥ 1 act by interchanging xi and
xi+1 and leaving all the remaining variables fixed. The reflection s maps (x1, x2)
to (−x2,−x1), fixes the xj for j ≥ 3 and all the yj, and satisfies, for any p ≥ 1,
s(bp) := bp + (x1 + x2)
p−1∑
j=0
 ∑
a+b=j
xa1x
b
2
 cp−1−j .
For each i ∈ N, define the divided difference operator ∂
x
i on Γ
′[X,Y ] by
∂x

f :=
f − sf
−x1 − x2
, ∂xi f :=
f − sif
xi − xi+1
for i ≥ 1.
Consider the ring involution ϕ′ : Γ′[X,Y ]→ Γ′[X,Y ] determined by
ϕ′(xj) = −yj , ϕ
′(yj) = −xj , ϕ
′(bp) = bp
and set ∂yi := ϕ
′∂xi ϕ
′ for each i ∈ N. The right and left divided difference operators
∂xi and ∂
y
i on Γ
′[X,Y ] satisfy the right and left Leibnitz rules
(7) ∂xi (fg) = (∂
x
i f)g + (sif)∂
x
i g and ∂
y
i (fg) = (∂
y
i f)g + (s
y
i f)∂
y
i g,
where syi := ϕ
′siϕ
′, for every i ∈ N.
Let r ≥ 0 and set rcp :=
∑p
i=0 cp−ih
−r
i (X). Define
rbp :=
rcp for p < r,
rbp :=
1
2
rcp for p > r, and set
rbr :=
1
2
rcr +
1
2
err(X) and
r b˜r :=
1
2
rcr −
1
2
err(X).
For s ∈ {0, 1}, let rasp :=
1
2
rcp +
∑p
i=1
rcp−ih
s
i (−Y ), and define
rbsr :=
rbr +
r∑
i=1
rcr−ih
s
i (−Y ), and
r b˜sr :=
rb˜r +
r∑
i=1
rcr−ih
s
i (−Y ).
We have the following Propositions, which are proved as in [T4, Sec. 2].
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Proposition 1. Suppose that p, q ∈ Z and r, s ≥ 1.
(a) For all i ≥ 1, we have
∂xi (
rcqp) =
{
r−1cqp−1 if r = ±i,
0 otherwise
and ∂yi (
rcqp) =
{
rcq+1p−1 if q = ±i,
0 otherwise.
We have
∂y

(
rcqp
)
=

rc2p−1 if q = 1,
2
(
rc2p−1
)
if q = 0,
2
(
rc1p−1
)
− rcp−1 if q = −1,
0 if |q| ≥ 2.
(b) For all i ≥ 1, we have
∂yi (
rc−ip
sciq) =
rc−i+1p−1
sci+1q +
rc−i+1p
sci+1q−1.
We also require certain variations of the above identities. Let fr be an indeter-
minate of degree r, which will equal rbr,
r b˜r, or
1
2
rcr in the sequel. We also let
f0 ∈ {0, 1}. For any p, s ∈ Z, define rĉsp by
rĉsp :=
rcsp +
{
(2fr − rcr)e
p−r
p−r(−Y ) if s = r − p < 0,
0 otherwise.
For s ∈ {0, 1}, define
f sr := fr +
r∑
j=1
rcr−jh
s
j(−Y ),
set f˜r :=
rcr − fr and f˜ sr :=
rcr − 2fr + f sr .
Proposition 2. Suppose that p ∈ Z and p > r.
(a) For all i ≥ 1, we have
∂xi (
r ĉr−pp ) =

r−1ĉr−pp−1 if i = p− r ≥ 2,
2ϕ′(fr) if i = p− r = 1,
0 otherwise
and
∂yi (
r ĉr−pp ) =

r ĉr−p+1p−1 if i = p− r ≥ 2,
2fr if i = p− r = 1,
0 otherwise.
We have
∂y

(
r ĉr−pp
)
=
{
2f˜1r if r − p = −1,
0 if r − p < −1.
(b) For all i ≥ 2, we have
∂yi (
r ĉ−ip
sciq) =
rĉ−i+1p−1
sci+1q +
r ĉ−i+1p
sci+1q−1.
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Fix r, s ≥ 0, and define cp := rc−sp for each p ∈ Z. For p = r + s, set dp :=
err(X)e
s
s(−Y ). Then, in addition to the relations (5), we have the relation
(8) (cp + dp)(cp − dp) + 2
p∑
i=1
(−1)icp+icp−i = 0 for p = r + s
in Γ′[X,Y ].
Following [IMN], the type D double Schubert polynomials Dw for w ∈ W˜∞ are
the unique family of elements of Γ′[X,Y ] satisfying the equations
(9) ∂xi Dw =
{
Dwsi if ℓ(wsi) < ℓ(w),
0 otherwise,
∂yi Dw =
{
Dsiw if ℓ(siw) < ℓ(w),
0 otherwise,
for all i ∈ N, together with the condition that the constant term of Dw is 1 if
w = 1, and 0 otherwise.
3. Raising operators
For each pair i < j of distinct positive integers, the operator Rij acts on integer
sequences α = (α1, α2, . . .) by
Rij(α) := (α1, . . . , αi + 1, . . . , αj − 1, . . .).
A raising operator R is any monomial in these Rij ’s.
Following [BKT1, Sec. 1.2], let ∆◦ := {(i, j) ∈ Z × Z | 1 ≤ i < j} and define a
partial order on ∆◦ by agreeing that (i′, j′) ≤ (i, j) if i′ ≤ i and j′ ≤ j. We call a
finite subset D of ∆◦ a valid set of pairs if it is an order ideal in ∆◦. Any valid set
of pairs D defines the raising operator expression
RD :=
∏
i<j
(1−Rij)
∏
i<j : (i,j)∈D
(1 +Rij)
−1.
We also use the raising operator expressions
R∅ :=
∏
i<j
(1−Rij) and R
∞ :=
∏
i<j
1−Rij
1 +Rij
.
3.1. Alternating properties in types A, B, and C. For each r ≥ 1, let σr =
(σri )i∈Z be a sequence of variables, with σ
r
0 = 1 and σ
r
i = 0 for each i < 0, and let
Z[σ] denote the polynomial ring in the variables σri for i, r ≥ 1. For any integer
sequence α, let σα := σ
1
α1
σ2α2 · · · , and for any raising operator R, set Rσα := σRα.
Fix j ≥ 1, let z be a variable, set τr := σr for each r 6= j and τ jp = σ
j
p+z σ
j
p−1 for
each p ∈ Z. If α := (α1, . . . , αℓ) and α′ := (α′1, . . . , α
′
ℓ′) are two integer vectors and
r, s ∈ Z, we let (α, r, s, α′) denote the integer vector (α1, . . . , αℓ, r, s, α′1, . . . , α
′
ℓ′).
The following two lemmas are generalizations of [BKT2, Lemmas 1.2 and 1.3].
Lemma 6. Let λ = (λ1, . . . , λj−1) and µ = (µj+2, . . . , µℓ) be integer vectors, and
D be a valid set of pairs. Assume that σj = σj+1, (j, j + 1) /∈ D and that for each
h < j, (h, j) ∈ D if and only if (h, j + 1) ∈ D.
(a) For any integers r and s, we have
RD σλ,r,s,µ = −R
D σλ,s−1,r+1,µ
in Z[σ].
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(b) For any integer r, we have
RD τλ,r,r,µ = R
D σλ,r,r,µ
in Z[σ, z].
Proof. The proof of (a) is identical to that of [BKT2, Lemma 1.2]. For part (b),
we use linearity in the j-th position to obtain Rτλ,r,r,µ = Rσλ,r,r,µ+ z Rσλ,r−1,r,µ,
for any raising operator R that appears in the expansion of the power series RD.
Adding these equations gives
RD τλ,r,r,µ = R
D σλ,r,r,µ + z R
D σλ,r−1,r,µ.
Now part (a) implies that RD σλ,r−1,r,µ = 0. 
Fix k ≥ 0, let c = (ci)i∈Z be another sequence of variables, and consider the
relations
(10) cpcp + 2
p∑
i=1
(−1)icp+icp−i = 0 for all p > k.
Lemma 7. Let λ = (λ1, . . . , λj−1) and µ = (µj+2, . . . , µℓ) be integer vectors, and
D be a valid set of pairs. Assume that σj = σj+1 = c, (j, j + 1) ∈ D, and that for
each h > j + 1, (j, h) ∈ D if and only if (j + 1, h) ∈ D.
(a) If r, s ∈ Z are such that r + s > 2k, then we have
RD σλ,r,s,µ = −R
D σλ,s,r,µ
in the ring Z[σ] modulo the relations coming from (10).
(b) For any integer r > k, we have
RD τλ,r+1,r,µ = R
D σλ,r+1,r,µ
in the ring Z[σ, z] modulo the relations coming from (10).
Proof. The proof of (a) is identical to that of [BKT2, Lemma 1.3]. For part (b),
we expand RD τλ,r+1,r,µ and use linearity in the j-th position to obtain
RD τλ,r+1,r,µ = R
D σλ,r+1,r,µ + z R
D σλ,r,r,µ.
Now part (a) implies that RD σλ,r,r,µ vanishes modulo the relations (10). 
3.2. Alternating properties in type D. In type D we will require certain vari-
ations of Lemma 6 and Lemma 7. For each r ≥ 1, we introduce a new sequence
of variables υr = (υri )i∈Z such that υ
r
i = 0 for each i ≤ 0. Let Z[σ, υ] denote the
polynomial ring in the variables σri , υ
r
i for i, r ≥ 1. For each r ≥ 1, define the
sequence σ̂r by σ̂ri := σ
r
i + (−1)
rυri for each i, and for any integer sequence α, let
σ̂α := σ̂
1
α1
σ̂2α2 · · · .
Fix an integer d ≥ 0 such that υri = 0 for all i whenever r > d. If R :=
∏
i<j R
nij
ij
is a raising operator, denote by suppd(R) the set of all indices i and j such that
nij > 0 and j ≤ d. Let D be a valid set of pairs and R be any raising operator
appearing in the expansion of the power series RD. Let λ = (λ1, . . . , λℓ) be any
integer vector and set ρ := Rλ. Define
R ⋆ σ̂λ = σρ := σ
1
ρ1
· · ·σℓρℓ
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where, for each i ≥ 1 and p ∈ Z,
σip :=
{
σip if i ∈ suppd(R),
σ̂ip otherwise.
Fix j ≥ 1, set τ̂ i := σ̂i for each i 6= j and τ̂ jp = σ̂
j
p + z σ̂
j
p−1 for each p ∈ Z.
Lemma 8. Let λ = (λ1, . . . , λj−1) and µ = (µj+2, . . . , µℓ) be integer vectors, and
D be a valid set of pairs. Assume that j > d, σj = σj+1, (j, j + 1) /∈ D, and that
for each h < j, (h, j) ∈ D if and only if (h, j + 1) ∈ D.
(a) For any integers r and s, we have
RD ⋆ σ̂λ,r,s,µ = −R
D ⋆ σ̂λ,s−1,r+1,µ
in Z[σ, υ].
(b) For any integer r, we have
RD ⋆ τ̂λ,r,r,µ = R
D ⋆ σ̂λ,r,r,µ
in Z[σ, υ, z].
Proof. Since j > d, the argument used in the proof of [BKT2, Lemma 1.2] works
here as well to establish part (a). Part (b) is an easy consequence of (a). 
Fix k ≥ 0, let c = (ci)i∈Z and d = (di)i∈Z be two other sequences of variables
such that dp = 0 for all p > k + 1, and consider the relations
(11) (cp + dp)(cp − dp) + 2
p∑
i=1
(−1)icp+icp−i = 0 for all p > k.
Lemma 9. Let λ = (λ1, . . . , λj−1) and µ = (µj+2, . . . , µℓ) be integer vectors, and
D be a valid set of pairs. Assume that j < d, σj = σj+1 = c, υj = υj+1 = d,
(j, j + 1) ∈ D, and that for each h > j + 1, (j, h) ∈ D if and only if (j + 1, h) ∈ D.
(a) If r, s ∈ Z are such that r + s > 2k + 2, then we have
(12) RD ⋆ σ̂λ,r,s,µ = −R
D ⋆ σ̂λ,s,r,µ
and
(13) RD ⋆ σ̂λ,k+1,k+1,µ = 0
in the ring Z[σ, υ] modulo the relations coming from (11).
(b) For any integer r > k, we have
RD ⋆ τ̂λ,r+1,r,µ = R
D ⋆ σ̂λ,r+1,r,µ
in the ring Z[σ, υ, z] modulo the relations coming from (11).
Proof. The proof of (12) is identical to that of [BKT2, Lemma 1.3]. The proof
of (13) follows the same argument, using (12) and induction to reduce to the case
when µ is empty. For any integer vector ρ with at most d components, define
Tρ := R
D ⋆ σ̂ρ. If g is the least integer such that 2g ≥ ℓ and ρ := (λ, r, s), then we
have the relation
Tρ =
2g∑
j=2
(−1)jTρ1,ρjTρ2,...,ρ̂j ,...,ρ2g .
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The proof is now completed by induction, as in loc. cit. For part (b), we expand
RD ⋆ τ̂λ,r+1,r,µ and use linearity in the j-th position to obtain
RD ⋆ τ̂λ,r+1,r,µ = R
D ⋆ σ̂λ,r+1,r,µ + z R
D σ̂λ,r,r,µ.
Now part (a) implies that RD ⋆ σ̂λ,r,r,µ vanishes modulo the relations (11). 
4. Amenable elements: Type A theory
4.1. Definitions and main theorem. As Lie theorists know well, type A is very
special when compared to the other Lie types. In the theory of amenable elements,
this manifests itself in the fact that we can work with dominant elements instead of
leading elements. The result is the simplified treatment given here, which does not
have a direct analogue in types B, C, and D. Another difference in type A is that the
order of application of the divided difference operators is switched: we first use the
left divided differences, then the right ones. But by far the main distinction between
type A and the other classical types is that one can use Jacobi-Trudi determinants,
represented here by R∅, instead of the more general raising operator expressions
RD that define theta and eta polynomials, which are essential ingredients of the
theory for the symplectic and orthogonal groups.
Definition 4. A (right)modification of ̟ ∈ Sn is a permutation̟ω, where ω ∈ Sn
is such that ℓ(̟ω) = ℓ(̟)−ℓ(ω), and ω is 231-avoiding. A permutation is amenable
if it is a modification of a dominant permutation.
Remark 1. (a) Using Lemma 1, we see that a permutation ̟ is amenable if and
only if there exists a dominant permutation ̟̂ and a factorization ̟ = ̟̂ω, where
ℓ( ̟̂ ) = ℓ(̟) − ℓ(ω) and ω has a reduced decomposition of the form R1 · · ·Rn−1
where each Rj is a (possibly empty) subword of sn−1 · · · s1 and all simple reflections
in Rp+1 are also contained in Rp, for every p ≥ 1.
(b) Define a left modification of ̟ ∈ Sn to be a permutation ω̟, where ω ∈ Sn is
312-avoiding and such that ℓ(ω̟) = ℓ(̟)− ℓ(ω). Then a permutation is amenable
if and only if it is a left modification of a dominant permutation. This follows from
Lemma 1 and the fact that ̟ is dominant if and only if ̟−1 is dominant.
(c) It is not hard to show that a definition of amenable permutations as left mod-
ifications of leading permutations, in the same manner as Definition 8 in type C,
results in the same class of permutations as that given in Definition 4.
For any three integer vectors α, β, ρ ∈ Zℓ, which we view as integer sequences
with finite support, define ρhβα :=
ρ1hβ1α1
ρ2hβ2α2 · · · . Given any raising operator
R =
∏
i<j R
nij
ij , let R
ρhβα :=
ρhβRα.
Proposition 3. [M, (6.14)] Suppose that ̟ ∈ Sn is dominant. Then we have
S̟ = R
∅ δ∨n−1h
λ(̟)
λ(̟).
Proof. We use descending induction on ℓ(̟). Let ̟0 := (n, . . . , 1) denote the
longest element in Sn. One knows from [L, M] that the equation
S̟0 = R
∅ δ∨n−1h
δn−1
δn−1
holds in Z[X,Y ], so the result is true when ̟ = ̟0.
Suppose that ̟ 6= ̟0 and ̟ is dominant of shape λ. Then λ ⊂ δn−1 and
λ 6= δn−1. Let r ≥ 1 be the largest integer such that λi = n − i for i ∈ [1, r], and
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let j := λr+1 + 1 = ̟r+1 ≤ n − r − 1. Then sj̟ is dominant of length ℓ(̟) + 1
and λ(sj̟) = λ(̟) + ǫr+1, where ǫp denotes the vector whose pth component is 1
and all other components are zero. Using Lemma 2 and the left Leibnitz rule, we
deduce that for any integer sequence α = (α1, . . . , αn), we have
∂yj (
δ∨n−1hλ(sj̟)α ) =
δ∨n−1h
λ(̟)
α−ǫr+1 .
We conclude that
S̟ = ∂
y
j (Ssj̟) = ∂
y
j (R
∅ δ∨n−1h
λ(sj̟)
λ(sj̟)
) = R∅ δ
∨
n−1h
λ(̟)
λ(̟).

Definition 5. Let ̟ be an amenable permutation with code γ and shape λ, with
ℓ = ℓ(λ). Define two sequences f = f(̟) and g = g(̟) of length ℓ as follows. For
1 ≤ j ≤ ℓ, set
fj := max(i | γi ≥ λj)
and let
gj := fq+λq − q,
where q is the least integer such that q ≥ j and λq > λq+1. We call f the right flag
of ̟, and g the left flag of ̟.
It is clear from Lemma 3 that the right flag f of an amenable permutation is a
weakly increasing sequence consisting of right descents of ̟. We will show that the
left flag g is a weakly decreasing sequence consisting of left descents of ̟.
Proposition 4. Suppose that ̟̂ ∈ Sn is dominant with λ̂ := λ( ̟̂ ). Let ω be a 231-
avoiding permutation such that ℓ( ̟̂ω) = ℓ( ̟̂ )− ℓ(ω), and set ̟ := ̟̂ω, γ := γ(̟),
and λ := λ(̟). Then the sequence δ∨n−1 + λ̂− λ is weakly increasing, and
S̟ = R
∅ δ∨n−1+λ̂−λhλ̂λ.
Moreover, if λq > λq+1, then λ̂q is a left descent of ̟, q+ λ̂q−λq is a right descent
of ̟, and we have q+ λ̂q − λq = max(i | γi ≥ λq).
Proof. Suppose that ̟̂ is of shape λ̂ = γ̂ = (pn11 , pn22 . . . , pntt ), where p1 > · · · > pt.
Then the right descents of ̟̂ are at positions d1 := n1, d2 := n1 + n2, . . . , dt :=
n1 + · · ·+ nt. Since we have ̟̂ j < ̟̂ j+1 for all j 6= dr for r ∈ [1, t], we deduce that̟̂ 1 = p1 + 1, ̟̂ d1+1 = p2 + 1, . . . , ̟̂dt−1+1 = pt + 1, ̟̂ dt+1 = 1.
Moreover, since ̟̂ is 132-avoiding, it follows that the left descents of ̟̂ are p1, . . . , pt.
Finally, Proposition 3 gives
(14) S ̟̂ = R
∅ δ∨n−1hλ̂
λ̂
so the result holds when ω = 1 and ̟ = ̟̂ is dominant.
Suppose next that ̟ := ̟̂ω for some 231-avoiding permutation ω such that
ℓ( ̟̂ω) = ℓ( ̟̂ ) − ℓ(ω). Then repeated application of (2), Lemma 2, and the right
Leibnitz rule (4) in equation (14) give
S̟ = ∂
x
ω−1(S ̟̂ ) = R
∅ δ∨n−1+λ̂−λhλ̂
λ̂
.
It remains to check the last assertion, about the left and right descents of ̟.
Using Lemma 3, we will study the right action of the successive simple transposi-
tions in the canonical reduced decomposition R1 · · ·Rn−1 for ω on the code γ̂ of ̟̂ .
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The action of these on γ̂ is by a finite sequence of moves α 7→ α′, where α := γ(v)
and α′ := γ(v′) for some v, v′ ∈ Sn. Here v′ = vsj−1 · · · si for some i < j such that
ℓ(v′) = ℓ(v) − j + i, and sj−1 · · · si is a subword of some Rp with j − i maximal.
Since the initial code γ̂ is weakly decreasing, we have αi ≥ · · · ≥ αj−1 > αj , and
α′ = (α1, . . . , αi−1, αj , αi − 1, . . . , αj−1 − 1, αj+1, αj+2, . . .).
We say that the move is performed on the interval [i, j], or is an [i, j]-move. The
procedure is defined as the performance of finitely many moves to γ̂, ending in the
code γ. This describes the effect of multiplying ̟̂ on the right by ω.
Example 3. Suppose that ̟̂ = (5, 6, 7, 4, 3, 8, 2, 1) in S8 with code
γ̂ = (4, 4, 4, 3, 2, 2, 1, 0).
If ω = s7s6s5s4s3s2s7s6s5s4s6s5, then ̟̂ω = (5, 1, 6, 2, 3, 7, 4, 8) and γ = γ(̟ω) =
(4, 0, 3, 0, 0, 1, 0, 0). The procedure from γ̂ to γ consists of a [2, 8]-move, followed by
a [4, 8]-move, followed by a [5, 7]-move:
(4, 4, 4, 3, 2, 2, 1, 0) 7→ (4, 0, 3, 3, 2, 1, 1, 0) 7→ (4, 0, 3, 0, 2, 1, 0, 0) 7→ (4, 0, 3, 0, 0, 1, 0, 0).
Notice that after an [i, j]-move α 7→ α′, we have
(15) α′i = γi = min(α
′
r | r ∈ [i, j]) ≥ max(α
′
r | r > j).
Let µ and µ′ be the shapes of v and v′, respectively, and set f := δ∨n−1 + λ̂ − µ
(respectively, f ′ := δ∨n−1 + λ̂− µ
′). We then have
µ′ = (µ1, . . . , µr−1, µr − 1, . . . , µs−1 − 1, µs, µs+1, . . .)
for some r < s with s− r = j − i, and
f ′ = (f1, . . . , fr−1, fr + 1, . . . , fs−1 + 1, fs, fs+1, . . .).
Since µs = αj ≤ αj−1 − 1 = µs−1 − 1, we deduce that f ′s − f
′
s−1 = fs − fs−1 − 1 =
µs−µs−1−1 ≥ 0. It follows by induction on the number of moves that the sequence
f is weakly increasing.
Suppose that µ′d > µ
′
d+1 for some d. Using (15) and induction on the number
of moves, we deduce that f ′d = max(i | α
′
i ≥ µ
′
d). This implies that for any q such
that λq > λq+1, we have q+ λ̂q−λq = max(i | γi ≥ λq), and hence that q+ λ̂q−λq
is a right descent of ̟, in view of Lemma 3.
We claim that λ̂d is a left descent of v
′. Clearly the left descents of v and v′
are subsets of {p1, . . . , pt}. There is at most one left descent pe of v that is not a
left descent of v′, and this occurs if and only if vj = pe and ve = pe + 1 for some
h ∈ [i, j−1]. Since αh ≥ · · · ≥ αj−1 > αj , we deduce that αh = · · · = αj−1 = αj+1,
and hence µ′
s−(j−h)+1 = · · · = µ
′
s = µs. We conclude that λ̂d 6= pe, completing the
proof of the claim, and the Proposition. 
Example 4. Let ̟̂ := (4, 5, 6, 2, 1, 3), a dominant permutation in S6 with shape
λ̂ = γ( ̟̂ ) = (3, 3, 3, 1). Take ω := s4s3s2s1s4s3 in Proposition 4, so that ̟ =̟̂ω = (1, 4, 2, 5, 6, 3), with γ( ̟̂ω) = (0, 2, 0, 1, 1, 0) and λ = (2, 1, 1). We have
δ∨5 + λ̂− λ = (2, 4, 5, 5, 5), and deduce that
S̟ = R
∅ (2,4,5,5,5)h
(3,3,3,1)
(2,1,1,0) = R
∅ (2,4,5)h
(3,3,3)
(2,1,1).
Theorem 1. For any amenable permutation ̟, we have
S̟ = R
∅ f(̟)h
g(̟)
λ(̟).
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Proof. We may assume we are in the situation of Proposition 4, so that ̟ = ̟̂ω,
with λ̂ = λ( ̟̂ ) and λ = λ(̟). Choose j ∈ [1, ℓ] and let q be the least integer such
that q ≥ j and λq > λq+1. Then we have λj = λj+1 = · · · = λq. As the sequence
f := δ∨n−1+ λ̂−λ is weakly increasing, we deduce that if λr = λr+1 > 0, then either
(i) λ̂r = λ̂r+1 and fr = fr+1 − 1, or (ii) λ̂r = λ̂r+1 + 1 and fr = fr+1. Theorem 1
follows from this and induction on q− j, using Lemma 6(b) in Proposition 4. 
Recall from [LS1, LS2] that a permutation ̟ is vexillary if and only if it is
2143-avoiding. Equivalently, ̟ is vexillary if and only if λ(̟−1) = λ(̟)′.
Theorem 2. The permutation ̟ is amenable if and only if ̟ is vexillary.
The proof of Theorem 2 is given in Appendix A.
Example 5. Consider the amenable permutation ̟ = (3, 4, 6, 1, 5, 2) in S6. We
then have γ(̟) = (2, 2, 3, 0, 1, 0), λ(̟) = (3, 2, 2, 1), f(̟) = (3, 3, 3, 5), and g(̟) =
(5, 2, 2, 2). Theorem 1 gives
S346152 = R
∅ (3,3,3,5)h
(5,2,2,2)
(3,2,2,1).
4.2. Type A degeneracy loci. Let E → X be a vector bundle of rank n on a
complex algebraic variety X, assumed to be smooth for simplicity. Let ̟ ∈ Sn be
amenable of shape λ, and let f and g be the left and right flags of ̟, respectively.
Consider two complete flags of subbundles of E
0 ⊂ E1 ⊂ · · · ⊂ En = E and 0 ⊂ F1 ⊂ · · · ⊂ Fn = E
with rankEr = rankFr = r for each r. Define the degeneracy locus X̟ ⊂ X as the
locus of x ∈ X such that
dim(Er(x) ∩ Fs(x)) ≥ # { i ≤ r | ̟i > n− s } ∀ r, s.
Assume further that X̟ has pure codimension ℓ(̟) in X. The next result, which
follows from Theorem 1 and Fulton’s work [F1], will be a formula for the cohomology
class [X̟] in H
2ℓ(̟)(X) in terms of the Chern classes of the bundles Er and Fs.
Recall that for any integer p, the class cp(E − Er − Fs) is defined by the equation
c(E − Er − Fs) := c(E)c(Er)
−1c(Fs)
−1
of total Chern classes.
Theorem 3 ([F1]). For any amenable permutation ̟ ∈ Sn, we have
(16) [X̟] = sλ′(E − Ef − Fn−g) = R
∅ cλ′(E − Ef − Fn−g)
in the cohomology ring H∗(X).
The Chern polynomial in (16) is interpreted as the image of the Schur polynomial
sλ′(c) = R
∅cλ′ under the Z-linear map which sends the noncommutative monomial
cα to
∏
j cαj (E − Efj − Fn−gj ), for every integer sequence α.
Remark 2. Theorem 3 and its companion Theorems 5, 7, and 8 in the other clas-
sical Lie types are results about cohomology groups, taken with rational coefficients
in types B and D. However, from these, one may obtain corresponding results for
cohomology with integer coefficients, and for the Chow groups of algebraic cycles
modulo rational equivalence. For the latter transition, see [F2, G].
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5. Amenable elements: Type C theory
5.1. Definitions and main theorem. Let w be a signed permutation with A-
code γ and shape λ = µ + ν, with ℓ = ℓ(λ) and m = ℓ(µ). Choose k ≥ 0, and
assume that w is increasing up to k. If k = 0, this condition is vacuous, while if
k ≥ 1 it means that 0 < w1 < · · · < wk. Eventually, k will be the first right descent
of w, but the increased flexibility is useful.
List the entries wk+1, . . . , wn in increasing order:
u1 < · · · < um < 0 < um+1 < · · · < un−k.
Define a sequence β(w) by
β(w) := (u1 + 1, . . . , um + 1, um+1, . . . , un−k).
and the denominator set D(w) by
D(w) := {(i, j) | 1 ≤ i < j ≤ n− k and βi(w) + βj(w) ≤ 0}.
This notation suppresses the dependence of β(w) and D(w) on k.
Definition 6. Suppose that w ∈Wn has code γ = γ(w) and k ≥ 0. The k-truncated
A-code kγ = kγ(w) is defined by
kγ(w) := (γk+1, γk+2, . . . , γn).
If k is the first right descent of w, then we call kγ(w) the truncated A-code of w. We
let ξ = ξ(w) be the conjugate of the partition whose parts are the non-zero entries
of kγ(w) arranged in weakly decreasing order.
Clearly an element w ∈Wn increasing up to k with a given k-truncated A-code
C is uniquely determined by the set of elements {wk+1, . . . , wn}, or equivalently,
by the sequence β(w).
Let v := v(w) be the unique k-Grassmannian element obtained by reordering the
parts wk+1, . . . , wn to be strictly increasing. For example, if w = (2, 4, 7, 5, 8, 3, 1, 6)
and k = 3, then v = (2, 4, 7, 6, 3, 1, 5, 8). Note that the map w 7→ v(w) is a bijection
from the set of elements in Wn increasing up to k with k-truncated A-code C onto
the set of k-Grassmannian elements in Wn, such that β(v(w)) = β(w) and
ℓ(v(w)) = ℓ(w)−
n∑
i=k+1
Ci = ℓ(w)−
n−k∑
j=1
γk+j .
In particular, if w,w are two such elements, then ℓ(w) > ℓ(w) if and only if
ℓ(v(w)) > ℓ(v(w)).
Lemma 10. Let w and w be elements in Wn increasing up to k and with the same
k-truncated A-code C, such that ℓ(w) = ℓ(w) + 1. Suppose that v(w) = siv(w) for
some simple reflection si. Then w = siw.
Proof. There are 4 possible cases for i and v(w): (a) i = 0 and v(w) = (· · · 1 · · · );
(b) i ≥ 1 and v(w) = (· · · i · · · i+ 1 · · · ); (c) i ≥ 1 and v(w) = (· · · i+ 1 · · · i · · · );
(d) i ≥ 1 and v(w) = (· · · i+ 1 · · · i · · · ). In the first three cases, the result is clear.
In case (d), the i+1 must be among the first k entries of v(w), which coincide with
the first k entries of w, while i lies among the last n − k entries of w. Hence the
the result follows. 
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For any three integer vectors α, β, ρ ∈ Zℓ, define ρcβα :=
ρ1cβ1α1
ρ2cβ2α2 · · · . Given
any raising operator R =
∏
i<j R
nij
ij , let R
ρcβα :=
ρcβRα.
Proposition 5. Fix an integer k ≥ 0. Suppose that w and w are elements in Wn
increasing up to k with the same k-truncated A-code C, such that ℓ(w) = ℓ(w) + 1
and siv(w) = v(w) for some simple reflection si. Assume that we have
Cw = R
D(w) κc
β(w)
λ(w)
for some integer sequence κ. Then we have
Cw = R
D(w) κc
β(w)
λ(w).
Proof. Set Fw := R
D(w) κc
β(w)
λ(w), so we know that Cw = Fw. As equation (6) gives
∂yi Cw = Cw, it will suffice to show that ∂
y
i Fw = Fw. The proof of this will follow
the argument of [TW, Prop. 5].
Let µ := µ(w), ν := ν(w), λ := λ(w) = µ+ν, µ := µ(w), ν := ν(w), λ := λ(w) =
µ+ ν, β = β(w), and β = β(w). There are 4 possible cases for w, discussed below.
In each case, we have λ ⊂ λ, so that λp = λp − 1 for some p ≥ 1 and λj = λj for
all j 6= p.
(a) v(w) = (· · · 1 · · · ) with i = 0. In this case we have D(w) = D(w). Since clearly
ν = ν and µp = µp − 1 for p = ℓ(µ), while µj = µj for all j 6= p, it follows that
βp = i, βp = i+ 1, while βj = βj for all j 6= p.
(b) v(w) = (· · · i · · · i+ 1 · · · ). In this case D(w) = D(w), and we have ν = ν and
µp = µp − 1, while µj = µj for all j 6= p. It follows that βp = −i, βp = −i+ 1, and
βj = βj for all j 6= p.
(c) v(w) = (· · · i+ 1 · · · i · · · ). In this case D(w) = D(w) ∪ {(p, q)}, where βp = −i
and βq = i. We see similarly that βp = −i+1 and βq = i+1, while βj = βj for all
j /∈ {p, q}.
(d) v(w) = (· · · i + 1 · · · i · · · ). In this case we have D(w) = D(w) while clearly
µ = µ. We deduce that νp = νp − 1, while νj = νj for all j 6= p. We must show
that βp = i, and hence βp = i+ 1, and βj = βj for all j 6= p.
Note that if wr = i+ 1, then r ∈ [1, k]. Since wj ≥ wr for all j ∈ [r, k], and the
sequence β(w) is strictly increasing, we deduce that βg = i exactly when g = γr(w).
We have γr(w) = γr(w)− 1 = g − 1, while γj(w) = γj(w) for j 6= r. It follows that
νg = νg − 1, while νj = νj for all j 6= g. In other words, g = p, as desired.
To simplify the notation, set cρα :=
κcρα, for any integer sequences α and ρ. In
cases (a), (b), or (d), it follows using the left Leibnitz rule and Lemma 4(a) that
for any integer sequence α = (α1, . . . , αℓ), we have
∂yi c
β
α = c
(β1,...,βp−1)
(α1,...,αp−1)
(
∂yi (c
βp
αp
)c
(βp+1,...,βℓ)
(αp+1,...,αℓ)
+ syi (c
βp
αp
)∂yi (c
(βp+1,...,βℓ)
(αp+1,...,αℓ)
)
)
= c
(β1,...,βp−1)
(α1,...,αp−1)
(
c
βp+1
αp−1
c
(βp+1,...,βℓ)
(αp+1,...,αℓ)
+ syi (c
βp
αp
) · 0
)
= c
(β1,...,βp+1,...,βℓ)
(α1,...,αp−1,...,αℓ)
= cβα−ǫp .
Since λ− ǫp = λ, we deduce that if R is any raising operator, then
∂yi (Rc
β
λ) = ∂
y
i (c
β
Rλ) = c
β
Rλ−ǫp
= Rcβ
λ
.
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As RD(w) = RD(w), we conclude that
∂yi (Fw) = ∂
y
i (R
D(w)cβλ) = R
D(w)cβ
λ
= Fw.
In case (c), it follows from the left Leibnitz rule as in the proof of Lemma 4(b)
that for any integer sequence α = (α1, . . . , αℓ), we have
∂yi c
β
α = ∂
y
i c
(β1,...,−i,...,i,...,βℓ)
(α1,...,αp,...,αq,...,αℓ)
= c
(β1,...,−i+1,...,i+1,...,βℓ)
(α1,...,αp−1,...,αq,...,αℓ)
+ c
(β1,...,−i+1,...,i+1,...,βℓ)
(α1,...,αp,...,αq−1,...,αℓ)
= cβα−ǫp + c
β
α−ǫq .
Since λ− ǫp = λ, we deduce that if R is any raising operator, then
∂yi (R c
β
λ) = ∂
y
i (c
β
Rλ) = c
β
Rλ−ǫp
+ cβRλ−ǫq = Rc
β
λ
+RRpq c
β
λ
.
As RD(w) +RD(w)Rpq = R
D(w), we conclude that
∂yi (Fw) = ∂
y
i (R
D(w)cβλ) = R
D(w)cβ
λ
+RD(w)Rpqc
β
λ
= RD(w)cβ
λ
= Fw.

Proposition 6. Suppose that w ∈ Wn is such that γ(w) is a partition. Then we
have
(17) Cw = R
D(w) ν(w)c
β(w)
λ(w).
Proof. Assume first that wi < 0 for each i, and γ(w) is a partition. We claim that
(18) Cw = R
∞ ν(w)c
−δn−1
λ(w) .
The proof of (18) is by descending induction on ℓ(w). One knows from [IMN,
Thm. 1.2] and [T5, Prop. 3.2] that (18) is true for the longest element w0, since
ν(w0) = δn−1 and λ(w0) = δn + δn−1.
Suppose that w 6= w0 is such that γ(w) is a partition, and the shape of w equals
δn + ν. Then ν ⊂ δn−1 and ν 6= δn−1. Let r ≥ 1 be the largest integer such
that νi = n − i for i ∈ [1, r], and let j := νr+1 + 1 ≤ n − r − 1. Then wsj is
of length ℓ(w) + 1 and satisfies the same conditions, ν(wsj) = ν(w) + ǫr+1, and
λ(wsj) = λ(w) + ǫr+1, where as usual ǫp denotes the vector whose pth component
is 1 and all other components are zero. Using Lemma 4(a), for any integer sequence
α = (α1, . . . , αn), we have
∂xj (
ν(wsj)c−δn−1α ) =
ν(w)c
−δn−1
α−ǫr+1 .
We deduce that
Cw = ∂
x
j (Cwsj ) = ∂
x
j (R
∞ ν(wsj)c
−δn−1
λ(wsj)
) = R∞ ν(w)c
−δn−1
λ(w) ,
proving the claim. Equation (17) now follows, by combining (18) with the k = 0
case of Proposition 5. 
Corollary 1. Suppose that w ∈ Wn is increasing up to k and the k-truncated
A-code kγ is a partition. Let kn−k + ξ(w) = (k + ξ1, . . . , k + ξn−k). Then we have
(19) Cw = R
D(w) kn−k+ξ(w)c
β(w)
λ(w).
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Proof. If w = (1, . . . , k, wk+1, . . . , wn) with wk+j < 0 for all j ∈ [1, n − k], then
γ(w) = kn−k + ξ(w) is a partition, and (19) is a direct application of Proposition
6. In this case, v(w) = (1, . . . , k,−n, . . . ,−k − 1) is the longest k-Grassmannian
element in Wn. The general result now follows from Proposition 5, as the k-
Grassmannian elements of Wn form an ideal for the left weak Bruhat order (see for
example [St, Prop. 2.5]). 
Definition 7. Let k ≥ 0 denote the first right descent of w ∈ Wn. List the entries
wk+1, . . . , wn in increasing order:
u1 < · · · < um < 0 < um+1 < · · · < un−k.
We say that a simple transposition si for i ≥ 1 is w-negative (respectively, w-
positive) if {i, i+1} is a subset of {−u1, . . . ,−um} (respectively, of {um+1 . . . , un−k}).
Let σ− (respectively, σ+) be the longest subword of sn−1 · · · s1 (respectively, of
s1 · · · sn−1) consisting of w-negative (respectively, w-positive) simple transposi-
tions. A modification of w ∈ Wn is an element ωw, where ω ∈ Sn is such that
ℓ(ωw) = ℓ(w) − ℓ(ω), and ω has a reduced decomposition of the form R1 · · ·Rn−1
where each Rj is a (possibly empty) subword of σ
−σ+ and all simple reflections in
Rp are also contained in Rp+1, for each p < n− 1. The word R1 · · ·Rn−1 is called
the canonical reduced decomposition for ω.
Definition 8. Suppose that w ∈ Wn has first right descent at k ≥ 0 and A-code
γ. We say that w is leading if (γk+1, γk+2, . . . , γn) is a partition. We say that w is
amenable if w is a modification of a leading element.
Remark 3. 1) The integer vector α = (α1, . . . , αp) is called unimodal if for some
j ∈ [1, p], we have
α1 ≤ α2 ≤ · · · ≤ αj ≥ αj+1 ≥ · · · ≥ αp.
The element w ∈Wn is leading if and only if the A-code of the extended sequence
(0, w1, w2, . . . , wn), where we have set w0 := 0, is unimodal.
2) Given an element w ∈ Wn, there is an easy algorithm to decide whether or not w
is amenable. One simply applies all possible inverse modifications to w and checks
if any of these result in a leading element.
Example 6. Consider the leading element w = (2, 4, 6, 5, 1, 3) in W6, with k = 3,
γ(w) = (2, 2, 3, 2, 1, 0), µ(w) = (3, 1), ν(w) = (5, 4, 1), ξ(w) = (2, 1), and λ(w) =
(8, 5, 1). We have β(w) = (−2, 0, 5) and D(w) = {(1, 2)}, so Corollary 1 gives
Cw = R
{12} (5,4,3)c
(−2,0,5)
(8,5,1) =
1−R12
1 +R12
(1−R13)(1 −R23)
(5,4,3)c
(−2,0,5)
(8,5,1) .
In the following we will assume that w has first descent at k ≥ 0 and ξ is as in
Definition 6. Let ψ := (γk, . . . , γ1), φ := ψ
′, ℓ := ℓ(λ) and m := ℓ(µ). We then have
(20) λ = φ+ ξ + µ
and λ1 > · · · > λm > λm+1 ≥ · · · ≥ λℓ.
Definition 9. Say that q ∈ [1, ℓ] is a critical index if βq+1 > βq + 1, or if λq >
λq+1 + 1 (respectively, λq > λq+1) and q < m (respectively, q > m). Define two
sequences f = f(w) and g = g(w) of length ℓ as follows. For 1 ≤ j ≤ ℓ, set
fj := k +max(i | γk+i ≥ j)
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and let
gj := fq+βq − ξq − k,
where q is the least critical index such that q ≥ j. We call f the right flag of w, and
g the left flag of w.
If m ≥ 1, then m is a critical index, since um is the largest negative entry
of w. We will show that for any amenable element w, f is a weakly decreasing
sequence consisting of right descents of w, and g is a weakly increasing sequence
whose absolute values consist of left descents of w.
Lemma 11. (a) If βs+1 > βs + 1, then |βs| is a left descent of w.
(b) If s ≤ m, then φs = k, while if s > m and βs+1 = βs + 1, then φs = φs+1.
Proof. Let i := |βs|, and suppose that 1 ≤ s ≤ m. If i = 0 then us = −1, so clearly
i is a left descent of w. If i ≥ 1 and βs+1 > βs + 1, then i is a left descent of w,
since w−1(i) > 0 and w−1(i + 1) < 0. As wj > 0 for all j ∈ [1, k], we have ψj ≥ m
for all j ∈ [1, k], and hence φs = k.
Next suppose that s > m. If βs+1 > βs+1 = i+1, then we have w
−1(i+1) < 0
or wj = i + 1 for some j ∈ [1, k]. In either case, it is clear that i is a left descent
of w. Finally, assume that βs+1 = βs + 1. If φs > φs+1, there must exist j ∈ [1, k]
such that γj = s, that is, #{r > k | wr < wj} = s. We deduce that
{wr | r > k and wr < wj} = {u1, . . . , us},
which is a contradiction, since us < wj ⇒ us+1 = us + 1 < wj , for any j ∈ [1, k].
This completes the proof of (a) and (b). 
Proposition 7. Suppose that ŵ ∈Wn is leading with first right descent at k ≥ 0, let
λ̂ := λ(ŵ), and ξ̂ := ξ(ŵ). Let w = ωŵ be a modification of ŵ, and set γ = γ(w),
λ := λ(w), β = β(w), and ξ := ξ(w). Then the sequence β + λ̂ − λ is weakly
increasing, and
Cw = R
D(w) kn−k+ξ̂c
β(w)+ξ̂−ξ
λ(w) = R
D(w) kn−k+ξ̂cβ+λ̂−λλ .
Moreover, if q ∈ [1, ℓ] is a critical index of w, then k + ξ̂q is a right descent of w,
the absolute value of βq+ ξ̂q− ξq is a left descent of w, and ξ̂q = max(i | γk+i ≥ q).
Proof. Suppose that the truncated A-code of ŵ is
kγ̂ = (pn11 , . . . , p
nt
t )
for some parts p1 > p2 > · · · > pt > 0, and we let dj := n1 + · · ·+ nj for j ∈ [1, t].
Then we have
ξ̂ = (dptt , d
pt−1−pt
t−1 , . . . , d
p1−p2
1 )
and it follows that
ŵk+1 = up1+1, ŵk+d1+1 = up2+1, . . . , ŵk+dt−1+1 = upt+1
and ŵj < ŵj+1 for all j /∈ {k, k + d1, . . . , k + dt}. Hence the set of components of
kn−k + ξ̂ coincides with the set of all right descents of ŵ.
If q ∈ [1, ℓ] is a critical index, we have shown that fq is a right descent of ŵ. We
claim that i := |gq| = |βq| is a left descent of ŵ. By Lemma 11(a), we may assume
that βq+1 = βq + 1, which implies that q 6= m.
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Suppose that q < m. Then we have λ̂q > λ̂q+1 + 1 and µ̂q = µ̂q+1 + 1, so
(20) gives ξ̂q > ξ̂q+1. We therefore have q = pj for some q ∈ [1, t], and hence
i = µ̂pj − 1 = µ̂pj+1 = −upj+1 = −ŵk+dj−1+1. Since we have
ŵk+1 > ŵk+d1+1 > · · · > ŵk+dj−1+1 = −i,
and the sequence (ŵk+1, . . . , ŵn) is 132-avoiding, we conclude that ŵ
−1(−i) =
k + dj−1 + 1 < ŵ
−1(−i− 1), as desired.
Suppose next that q > m. Then we have λ̂q > λ̂q+1, so Lemma 11(b) and
equation (20) imply that ξ̂q > ξ̂q+1. We deduce that that q = pj for some j, hence
i+ 1 = upj+1 and the result follows.
According to Corollary 1, we have
(21) Cŵ = R
D(ŵ) kn−k+ξ̂c
β(ŵ)
λ(ŵ),
so the Proposition holds for leading elements. Suppose next that w := ωŵ is a
modification of ŵ. Then repeated application of (6), Lemma 4(a), and the left
Leibnitz rule (4) in equation (21) give
Cw = R
D(w) kn−k+ξ̂c
β(w)+ξ̂−ξ
λ(w) .
It remains to check the last assertion, about the left and right descents of w.
Let R1 · · ·Rn−1 be the canonical reduced decomposition for ω. We will study the
left action of the successive simple transpositions in R1 · · ·Rn−1 on ŵ. Observe that
σ− and σ+ are disjoint and σ−σ+ = σ+σ−. Moreover, the actions of the ŵ-positive
and ŵ-negative simple transpositions on ŵ are similar, and we can consider them
separately. Let A := {k + 1, k + d1 + 1, . . . , k + dt + 1}.
We begin with the ŵ-positive simple transpositions. The action of these on ŵ
is by a finite sequence of moves v 7→ v′, where v′ = si · · · sj−1v for some i, j with
1 ≤ i < j, ℓ(v′) = ℓ(v) − j + i, and si · · · sj−1 is a subword of some Rp with j − i
maximal. We call such a move an [i, j]-move at position r if vr = j and v
′
r = i,
so that v′ is obtained from v by cyclically permuting the values i, i + 1, . . . , j.
Observe that we must have r ∈ A, and subsequent [i′, j′]-moves for [i′, j′] ⊂ [i, j]
are at positions r′ ∈ A with r < r′. This follows from the fact that the sequence
(ŵk+1, . . . , ŵn) is 132-avoiding, and by induction on the number of moves.
Let α denote the truncated A-code of v, and ξv, gv := β + ξ̂ − ξv the associated
statistics, with α′, ξ′ := ξv′ , g
′ = gv′ := β + ξ̂ − ξ′ the corresponding ones for v′.
If αr = e, then we have α
′
r = d for d = e + i − j, and α
′
s = αs for all s 6= r. If
ξv = (ξ1, ξ2, . . .) and gv = (g1, g2, . . .), then gd+1 = i, . . . , ge = j − 1, while
ξ′ = (ξ1, . . . , ξd, ξd+1 − 1, . . . , ξe − 1, ξe+1, . . .)
and
g′ = (g1, . . . , gd, gd+1 + 1, . . . , ge + 1, ge+1, . . .)
= (g1, . . . , gd, i+ 1, . . . , j, ge+1, . . .).
Lemma 11 implies that the critical indices of v and v′ can only differ in positions
d and e. Since the reflections si, . . . , sj−1 are all positive, we have βs+1 = βs+1 for
all s ∈ [d+1, e]. If βd+1 < βd+1, then |gd| = |βd| is a left descent of both ŵ and v′,
by Lemma 11. We may therefore assume that βs + 1 = βs+1 for all s ∈ [d, e], and
only need to study the s ∈ [d, e] where ξ′s > ξ
′
s+1. If s ∈ [d+ 1, e], since the values
i, . . . , j of v are cyclically permuted in v′, it follows by induction on the number
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of moves that g′s is a left descent of v
′. Notice that we must have i ≥ 2 in this
situation. It remains to prove that g′d = gd = i− 1 is a left descent of v
′. But since
ŵ−1(i − 1) > k and the sequence (ŵk+1, . . . , ŵn) is 132-avoiding, we deduce that
(v′)−1(i) = r < (v′)−1(i − 1), as desired.
The above procedure shows that for any critical index h of v′, we must have
ξ̂h = max(i | γ̂k+i ≥ h) = max(i | α
′
i ≥ h),
while k +max(i | α′i ≥ h) is a right descent of v
′, by Lemma 3. Finally, the action
of the ŵ-negative simple transpositions on ŵ is studied in the same way. 
Theorem 4. For any amenable element w ∈ W∞, we have
(22) Cw = R
D(w) f(w)c
g(w)
λ(w)
in Γ[X,Y ].
Proof. We may assume that we are in the situation of Proposition 7, so that w =
ωŵ, with λ̂ = λ(ŵ) and λ = λ(w). Suppose that j ∈ [1, ℓ] and let q be the least
critical index of w such that q ≥ j. Then we have λj = λj+1 = · · · = λq, if q > m,
and λj = λj+1 +1 = · · · = λq +(q− j), if q ≤ m. Moreover, in either case, we have
ξj = · · · = ξq, and the values βj , . . . , βq are consecutive integers. As the sequence
g := β + ξ̂ − ξ is weakly increasing, we deduce that for any r ∈ [j, q − 1], either
(i) ξ̂r = ξ̂r+1 and gr = gr+1 − 1, or (ii) ξ̂r = ξ̂r+1 + 1 and gr = gr+1. Theorem
4 follows from this and induction on q − j, by employing Lemmas 6(b) and 7(b)
in Proposition 7. The required conditions on D(w) in these two Lemmas and the
corresponding relations (5) are both easily checked. 
Remark 4. The equalities such as (22) in this section occur in Γ[X,Y ], which is a
ring with relations coming from Γ. Therefore they are not equalities of polynomials
in independent variables, in contrast to the situation in type A. The same remark
applies to the corresponding equalities in Section 6.1.
Anderson and Fulton [AF2] have introduced a family of signed permutations,
each determined by an algorithm starting from an equivalence class of ‘triples’.
These were named ‘theta-vexillary’ and studied further by Lambert [La]. It seems
plausible that the theta-vexillary signed permutations coincide with our amenable
elements in types B and C, but we do not examine this question here.
5.2. Flagged theta polynomials. In this section, we define a family of polyno-
mials Θw indexed by amenable elements w ∈ W∞ that generalize Wilson’s double
theta polynomials [W, TW]. For each k ≥ 0, let kc := (kcp)p∈Z be a family of
variables, such that kc0 = 1 and
kcp = 0 for p < 0, and let t := (t1, t2, . . .). The
polynomial Θw represents an equivariant Schubert class in the T -equivariant coho-
mology ring of the symplectic partial flag variety associated to the right flag f(w),
which is defined in [T1, Sec. 4.1]. The t variables come from the characters of the
maximal torus T , as explained in [TW].
For any integers p and r, define
kcrp :=
p∑
j=1
kcp−jh
r
j(−t).
Given integer sequences κ, α, and ρ, let κcρα :=
κ1cρ1α1
κ2cρ2α2 · · · , and let any raising
operator R act in the usual way, by R κcρα :=
κcρRα.
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If w ∈ Wn is amenable with left flag f(w) and right flag g(w), then the flagged
double theta polynomial Θw(c | t) is defined by
(23) Θw(c | t) := R
D(w) f(w)c
g(w)
λ(w).
The flagged single theta polynomial is given by Θw(c) := Θw(c | 0). If w is a leading
element, then (23) can be written in the ‘factorial’ form
Θw(c | t) = R
D(w) f(w)c
β(w)
λ(w).
When w is a k-Grassmannian element, the above formulas specialize to the double
theta polynomial Θλ(c | t) found in [TW]; here λ is the k-strict partition corre-
sponding to w. Moreover, the single theta polynomial Θλ(c) agrees with that of
[BKT2].
5.3. Symplectic degeneracy loci. Let E → X be a vector bundle of rank 2n on a
smooth complex algebraic variety X. Assume that E is a symplectic bundle, so that
E is equipped with an everywhere nondegenerate skew-symmetric form E⊗E → C.
Let w ∈ Wn be amenable of shape λ, and let f and g be the left and right flags of
w, respectively. Consider two complete flags of subbundles of E
0 ⊂ E1 ⊂ · · · ⊂ E2n = E and 0 ⊂ F1 ⊂ · · · ⊂ F2n = E
with rankEr = rankFr = r for each r, while En+s = E
⊥
n−s and Fn+s = F
⊥
n−s for
0 ≤ s < n.
There is a group monomorphism ζ : Wn →֒ S2n with image
ζ(Wn) = {̟ ∈ S2n | ̟i +̟2n+1−i = 2n+ 1, for all i }.
The map ζ is determined by setting, for each w = (w1, . . . , wn) ∈Wn and 1 ≤ i ≤ n,
ζ(w)i :=
{
n+ 1− wn+1−i if wn+1−i is unbarred,
n+ wn+1−i otherwise.
Define the degeneracy locus Xw ⊂ X as the locus of x ∈ X such that
dim(Er(x) ∩ Fs(x)) ≥ # { i ≤ r | ζ(w)i > 2n− s } for 1 ≤ r ≤ n, 1 ≤ s ≤ 2n.
We assume that Xw has pure codimension ℓ(w) in X, and give a formula for the
class [Xw] in H
2ℓ(w)(X).
Theorem 5. For any amenable element w ∈ Wn, we have
(24) [Xw] = Θw(E − En−f − Fn+g) = R
D(w) cλ(E − En−f − Fn+g)
in the cohomology ring H∗(X).
As in [TW, Eqn. (7)], the Chern polynomial in (24) is interpreted as the image of
the polynomial RD(w)cλ under the Z-linear map which sends the noncommutative
monomial cα = cα1cα2 · · · to
∏
j cαj (E−En−fj −Fn+gj ), for every integer sequence
α. Theorem 5 is proved by applying the type C geometrization map of [IMN, Sec.
10] to both sides of (22), following [T1, Sec. 4.2].
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6. Amenable elements: Type D theory
6.1. Definitions and main theorem. Let w be an element in W˜∞ with A-code
γ and shape λ = µ + ν, with ℓ = ℓ(λ) and m = ℓ(µ). Choose k ≥ 1, and assume
that w is increasing up to k. If k = 1, this condition is vacuous, while if k > 1 it
means that |w1| < w2 < · · · < wk. Eventually, k will be set equal to the primary
index of w.
List the entries wk+1, . . . , wn in increasing order:
u1 < · · · < um′ < 0 < um′+1 < · · · < un−k,
where m′ ∈ {m,m+ 1}. Define a sequence β(w) by
β(w) := (u1 + 1, . . . , um′ + 1, um′+1, . . . , un−k).
and the denominator set D(w) by
D(w) := {(i, j) | 1 ≤ i < j ≤ n− k and βi(w) + βj(w) ≤ 0}.
As in Section 5.1, the notation suppresses the dependence of β(w) and D(w) on k.
Definition 10. Suppose that w ∈ W˜n has code γ = γ(w) and k ≥ 1. The k-
truncated A-code kγ = kγ(w) is defined by kγ(w) := (γk+1, γk+2, . . . , γn). If k is
the primary index of w, then we call kγ(w) the truncated A-code of w. Let ξ = ξ(w)
be the partition whose parts satisfy ξj := #{i | γk+i ≥ j} for each j ≥ 1.
We let v(w) be the unique k-Grassmannian element obtained by reordering the
parts wk+1, . . . , wn to be strictly increasing. For example, if w = (2, 4, 7, 5, 8, 3, 1, 6)
and k = 3, then v(w) = (2, 4, 7, 8, 6, 3, 1, 5). The map w 7→ v(w) is a type-preserving
bijection from the set of elements in W˜n increasing up to k with a given k-truncated
A-code C onto the set of k-Grassmannian elements in W˜n, such that β(v(w)) =
β(w) and
ℓ(v(w)) = ℓ(w)−
n∑
i=k+1
Ci = ℓ(w)−
n−k∑
j=1
γk+j .
Lemma 12. Let w and w be elements in W˜n increasing up to k ≥ 1 and with the
same k-truncated A-code C, such that ℓ(w) = ℓ(w)+1. Suppose that v(w) = siv(w)
for some simple reflection si. Then w = siw.
Proof. We have seven possible cases for i and v(w): (a) i =  and v(w) =
(1̂ · · · 2 · · · ); (b) i =  and v(w) = (· · · 2 · · · 1 · · · ); (c) i =  and v(w) = (2 · · · 1 · · · );
(d) i ≥ 1 and v(w) = (· · · i · · · i+ 1 · · · ); (e) i ≥ 1 and v(w) = (· · · i+ 1 · · · i · · · ); (f)
i ≥ 1 and v(w) = (i · · · i+ 1 · · · ); (g) i ≥ 1 and v(w) = (· · · i + 1 · · · i · · · ). In the
first five cases, it is clear that w = siw. In case (f) (resp. (g)), the i (resp. i + 1)
must be among the first k entries of v(w), which coincide with the first k entries
of w, while i+ 1 (resp. i) lies among the last n − k entries of w. Hence we again
deduce that w = siw. 
If R :=
∏
i<j R
nij
ij is any raising operator and d ≥ 0, denote by suppd(R) the set
of all indices i and j such that nij > 0 and j ≤ d.
Definition 11. Let w ∈ W˜n be of shape λ = µ + ν, with ℓ = ℓ(λ) and m = ℓ(µ).
Let α = (α1, . . . , αℓ) be a composition such that αm+1 = λm+1, if type(w) > 0,
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and υ = (υ1, . . . , υℓ) be an integer vector such that υm+1 ∈ {0, 1}. For any integer
vector ρ, define
αĉυρ :=
α1 ĉυ1ρ1
ρ2 ĉυ2ρ2 · · ·
where, for each i ≥ 1,
αi ĉυiρi :=
αicυiρi +
{
(−1)ieαiαi(X)e
ρi−αi
ρi−αi(−Y ) if υi = αi − ρi < 0,
0 otherwise.
Let R be any raising operator appearing in the expansion of the power series RD(w)
and set ρ := Rλ. If type(w) = 0, then define
R ⋆ αĉυλ =
αcυρ :=
α1cυ1ρ1 · · ·
αℓcυℓρℓ
where, for each i ≥ 1,
αicυiρi :=
{
αicυiρi if i ∈ suppm(R),
αi ĉυiρi otherwise.
If type(w) > 0 and R involves any factors Rij with i = m+ 1 or j = m + 1, then
define
R ⋆ αĉυλ :=
α1cυ1ρ1 · · ·
αmcυmρm
αm+1aυm+1ρm+1
αm+2cυm+2ρm+2 · · ·
αℓcυℓρℓ .
If R has no such factors, then define
R ⋆ αĉυλ :=
{
α1cυ1ρ1 · · ·
αmcυmρm
αm+1b
υm+1
λm+1
αm+2c
υm+2
ρm+2 · · ·
αℓcυℓρℓ if type(w) = 1,
α1cυ1ρ1 · · ·
αmcυmρm
αm+1 b˜
υm+1
λm+1
αm+2c
υm+2
ρm+2 · · ·
αℓcυℓρℓ if type(w) = 2.
Let w ∈ W˜∞ have shape λ = µ + ν and κ be any integer sequence. We say
that κ is compatible with w if κp = νp for p ∈ [1,m], and κm+1 = νm+1 whenever
type(w) > 0.
Proposition 8. Fix an integer k ≥ 1. Suppose that w and w are elements in Wn
increasing up to k with the same k-truncated A-code C, such that ℓ(w) = ℓ(w) + 1
and siv(w) = v(w) for some simple reflection si. Assume that we have
Dw = 2
−ℓ(µ(w))RD(w) ⋆ κĉ
β(w)
λ(w)
in Γ′[X,Y ], for some integer sequence κ compatible with w. Moreover, if i ∈ {, 1}
and |w1| > 2, assume that κm = κm+1. Then κ is compatible with w, and we have
Dw = 2
−ℓ(µ(w))RD(w) ⋆ κĉ
β(w)
λ(w)
in Γ′[X,Y ].
Proof. Set
(25) Fw := 2
−ℓ(µ(w))RD(w) ⋆ κĉ
β(w)
λ(w),
so we know that Dw = Fw. As equation (9) gives ∂
y
i Dw = Dw, it will suffice to
show that ∂yi Fw = Fw. The proof of this will follow the argument of [T4, Prop. 5],
and correct it by including the case (h) below, which was missing there.
Let µ := µ(w), ν := ν(w), λ := λ(w) = µ+ν, µ := µ(w), ν := ν(w), λ := λ(w) =
µ + ν, β = β(w), and β = β(w). Using Lemma 5, we distinguish eight possible
cases for w. In each case, we have λ ⊂ λ, so that λp = λp − 1 for some p ≥ 1 and
λj = λj for all j 6= p. Moreover, we must have type(w) + type(w) 6= 3.
First, we consider the four cases with i ≥ 1:
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(a) v(w) = (· · · i + 1 · · · i · · · ). In this case D(w) = D(w) while clearly µ = µ. We
deduce that νp = νp − 1, while νj = νj for all j 6= p. We must show that βp = i,
and hence βp = i+ 1, while βj = βj for all j 6= p.
Note that if wr = i+ 1, then r ∈ [1, k]. Since wj ≥ wr for all j ∈ [r, k], and the
sequence β(w) is strictly increasing, we deduce that βg = i exactly when g = γr(w).
We have γr(w) = γr(w)− 1 = g − 1, while γj(w) = γj(w) for j 6= r. It follows that
νg = νg − 1, while νj = νj for all j 6= g. In other words, g = p, as desired.
Finally, observe that (i) if i = 1, then p = m+1, type(w) > 0, and type(w) = 0;
(ii) if i ≥ 2, then p > m and type(w) = type(w), while p > m+ 1 if type(w) > 0.
It follows that κ is compatible with w.
(b) v(w) = (· · · i · · · i+ 1 · · · ). In this case w−1(i) ∈ [1, k], D(w) = D(w), ν = ν,
βp = −i, βp = −i+ 1, and βj = βj for all j 6= p.
(c) v(w) = (i · · · i+ 1 · · · ). In this case w1 = i, type(w) = 2 if i ≥ 2, D(w) = D(w),
ν = ν, βp = −i, βp = −i+ 1, and βj = βj for all j 6= p.
(d) v(w) = (· · · i+ 1 · · · i · · · ). We distinguish two subcases here:
Case (d1): w1 6= i+ 1. Then ν = ν, βp = −i, βp = −i + 1 = βp + 1, and
D(w) = D(w) ∪ {(p, q)}, where v(w)k+p = i+ 1 and v(w)k+q = i. It follows that
βq = i and βq = i+ 1 = βq + 1, while βj = βj for all j /∈ {p, q}.
Case (d2): w1 = i+ 1 and we have w
−1(i) > k. In this case type(w) = 2, D(w) =
D(w), while clearly µ = µ. We deduce that νp = νp− 1, while νj = νj for all j 6= p.
We must show that βp = i, and hence βp = i + 1, while βj = βj for all j 6= p.
Indeed, observe that ν(w) = ν(ι(w)), and ι(w)1 = i+1, the argument used in case
(a) applies; this is true even when i = 1.
Next, we consider the four cases where i = .
(e) v(w) = (1̂ · · · 2 · · · ). In this case type(w) = 0, D(w) = D(w), ν = ν, βp = −1,
and βp = 1. We also have βj = βj for all j 6= p.
(f) v(w) = (2 · · · 1 · · · ). In this case type(w) = 2, D(w) = D(w), and µ = µ. We
deduce that νp = νp−1, while νj = νj for all j 6= p. We must show that βp = 0, and
hence βp = 2, while βj = βj for all j 6= p. Indeed, we have ι(v(w)) = (2 · · · 1 · · · ),
so the analysis in case (a) applies.
(g) v(w) = (· · · 21 · · · ), with |w1| > 2. In this case type(w) and type(w) are
both positive, ν = ν, and D(w) = D(w) ∪ {(p, p + 1)}, where v(w)k+p = 2 and
v(w)k+p+1 = 1, and thus p = ℓ(µ) = m. It follows that βp = −1, βp+1 = 0, βp = 1,
βp+1 = 2, and βj = βj for all j /∈ {p, p + 1}. We also have λm = k + ξm + 1,
λm+1 = k + ξm+1 = λm − 1.
(h) v(w) = (2 · · · 1 · · · ). In this case type(w) = 1, D(w) = D(w), and µ = µ. We
deduce that νp = νp − 1, while νj = νj for all j 6= p. We must show that βp = 0,
so that βp = 2, and βj = βj for all j 6= p. This is proved as in case (f).
To simplify the notation, set cυα :=
κcυα and ĉ
υ
α :=
κĉυα, for any integer sequences
α and υ. Let ǫj denote the j-th standard basis vector in Z
ℓ. We now distinguish
the following cases.
Case 1. type(w) = type(w) = 0.
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Note that we have |w1| = |w1| = 1, and hence i ≥ 2 and ℓ(µ) = ℓ(µ). We
must be in one among cases (a), (b), or (d1) above. In cases (a) or (b), it follows
from Propositions 1 and 2 and the left Leibnitz rule that for any integer sequence
α = (α1, . . . , αℓ), we have
∂yi ĉ
β(w)
α = ĉ
(β1,...,βp−1)
(α1,...,αp−1)
(
∂i(ĉ
βp
αp
)ĉ
(βp+1,...,βℓ)
(αp+1,...,αℓ)
+ syi (ĉ
βp
αp
)∂i(ĉ
(βp+1,...,βℓ)
(αp+1,...,αℓ)
)
)
= ĉ
(β1,...,βp−1)
(α1,...,αp−1)
(
ĉ
βp+1
αp−1
ĉ
(βp+1,...,βℓ)
(αp+1,...,αℓ)
+ syi (ĉ
βp
αp
) · 0
)
= ĉ
(β1,...,βp+1,...,βℓ)
(α1,...,αp−1,...,αℓ)
= ĉ
β(w)
α−ǫp .
Since λ− ǫp = λ, it follows that if R is any raising operator, then
∂yi (R ⋆ ĉ
β(w)
λ ) = ∂
y
i (c
β(w)
Rλ ) = c
β(w)
Rλ−ǫp
= R ⋆ ĉ
β(w)
λ
.
As RD(w) = RD(w), we deduce that
∂yi Fw = 2
−ℓ(µ)∂yi (R
D(w) ⋆ ĉ
β(w)
λ ) = 2
−ℓ(µ)RD(w) ⋆ ĉ
β(w)
λ
= Fw.
In case (d1), for any integer sequence α = (α1, . . . , αℓ), we compute that
∂yi ĉ
β(w)
α = ∂
y
i ĉ
(β1,...,−i,...,i,...,βℓ)
(α1,...,αp,...,αq,...,αℓ)
= ĉ
(β1,...,−i+1,...,i+1,...,βℓ)
(α1,...,αp−1,...,αq,...,αℓ)
+ ĉ
(β1,...,−i+1,...,i+1,...,βℓ)
(α1,...,αp,...,αq−1,...,αℓ)
= ĉ
β(w)
α−ǫp + ĉ
β(w)
α−ǫq .
This follows from the left Leibnitz rule, as in the proof of Proposition 1(b). Since
i ≥ 2, we must have q > ℓ(µ). Hence if R is any raising operator, then q /∈
suppm(RRpq), where m = ℓ(µ). As λ− ǫp = λ, we deduce that
∂yi (R ⋆ ĉ
β(w)
λ ) = ∂
y
i (c
β(w)
Rλ ) = c
β(w)
Rλ−ǫp
+ c
β(w)
Rλ−ǫq
= R ⋆ ĉ
β(w)
λ
+RRpq ⋆ ĉ
β(w)
λ
.
Since RD(w) +RD(w)Rpq = R
D(w), it follows that ∂yi Fw = Fw.
Case 2. type(w) = 0 and type(w) > 0.
In this case, we have |w1| = 1 and |w1| > 1, so i ∈ {, 1}. We must be in one of
cases (b), (c), or (e) above, hence D(w) = D(w). We also have (p, p+ 1) /∈ D(w),
ℓ(µ) = ℓ(µ) + 1, βp = −1, βp = 0 if i = 1, and βp = 1 if i = .
Observe that for any integer sequence α = (α1, . . . , αℓ), we have
∂yi ĉ
β(w)
α = ĉ
(β1,...,βp−1)
(α1,...,αp−1)
(
∂yi (ĉ
−1
αp
)ĉ
(βp+1,...,βℓ)
(αp+1,...,αℓ)
+ syi (ĉ
−1
αp
)∂yi (ĉ
(βp+1,...,βℓ)
(αp+1,...,αℓ)
)
)
= ĉ
(β1,...,βp−1)
(α1,...,αp−1)
∂yi (ĉ
−1
αp
)ĉ
(βp+1,...,βℓ)
(αp+1,...,αℓ)
.
We now compute using Propositions 1 and 2(a) that
∂y1
(
r ĉ−1q
)
=
{
2
(
ra0q−1
)
if q 6= r + 1
2fr if q = r + 1.
Propositions 1(a) and 2 give
∂y

(
rĉ−1q
)
=
{
2
(
ra1q−1
)
if q 6= r + 1
2f˜1r if q = r + 1.
The rest is straightforward from the definitions, arguing as in Case 1.
Case 3. type(w) > 0 and type(w) = 0.
We have |w1| > 1 and |w1| = 1, so i ∈ {, 1}, and we are in one of cases (a),
(d2), (f), or (h) above, hence D(w) = D(w).
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We also have βp ∈ {0, 1}, βp = 2, and ℓ(µ) = ℓ(µ). Recall that
r ĉsq =
rcsq
whenever q ≤ r, rb1r =
rc1r −
r b˜r,
rb˜1r =
rc1r −
rbr, and
rasq =
rcsq −
1
2
rcq. We deduce
the calculations
∂y

(rbr) = ∂
y

(
rb˜r
)
= ∂y1
(
rb1r
)
= ∂y1
(
r b˜1r
)
= rc2r−1
∂y

(
ra0q
)
= ∂y1
(
ra1q
)
= rc2q−1.
As in the previous cases, it follows that ∂yi Fw = Fw.
Case 4. type(w) = type(w) > 0.
We have |w1| > 1 and |w1| > 1. If i ≥ 2, then we must be in one of cases
(a), (b), (c), or (d1) above, and the result is proved by arguing as in Case 1. It
remains to study (i) case (d1) with v(w) = (· · · 21 · · · ) and i = 1, or (ii) case (g)
with v(w) = (· · · 21 · · · ) and i = . In both of these subcases, we have p = m,
ℓ(µ) = ℓ(µ)+1, D(w) = D(w)∪{(m,m+1)}, βm(w) = −1, βm+1 = 2, and βj = βj
for all j /∈ {m,m + 1}. In subcase (i), we have βm+1 = 1 and βm = 0, while in
subcase (ii), we have βm+1 = 0 and βm = 1. Finally, we have λm = k + 1 + ξm
and λm+1 = k + ξm+1 = λm − 1, since the assumption νm = νm+1 implies that
ξm = ξm+1.
The rest of the argument now follows the proof of [T4, Prop. 5]. We first assume
that λ has length m + 1, let r := λm+1 = λm − 1, and use [T4, Prop. 4] and the
key relations
frf˜r + 2
r∑
j=1
(−1)j(ra0r+j
ra0r−j) = f˜
1
r f
1
r + 2
r∑
j=1
(−1)j(ra1r+j
ra1r−j) = 0
in Γ′[X,Y ], which are easily checked, as in op. cit. Finally, if ℓ(λ) > m + 1,
induction as in the proof of [BKT2, Lemma 1.3] and similar arguments show that
the contribution of all the residual terms in that appear with a negative sign in
[T4, Prop. 4] vanishes. 
Definition 12. An element w ∈ W˜∞ is called proper if (i) |w1| ≤ 2, or (ii) |w1| > 2
and wj = 2 implies j > 2 > wj−1.
Example 7. Let n = 3 and w = (3, 2, 1). Then type(w) = 1, ℓ = 2, µ = 0,
λ = ν = (2, 1), m = 0, k = 1, β(w) = (1, 2), D(w) = ∅, and w is not proper. We
have 1c20 = 1, while
2b12 =
2b2 +
2c1 h
1
1(−Y ) + h
1
2(−Y )
=
1
2
(c2 + c1e
2
1(X)) + e
2
2(X) + (c1 + e
2
1(X))h
1
1(−Y ) + h
1
2(−Y ),
1c21 = c1 + e
1
1(X) + h
2
1(−Y ),
2c13 = c3 + c2(e
2
1(X) + h
1
1(−Y )) + c1(e
2
2(X) + e
2
1(X)h
1
1(−Y ) + h
1
2(−Y ))
+(e22(X)h
1
1(−Y ) + e
2
1(X)h
1
2(−Y ) + h
1
3(−Y )).
One checks using the table of [IMN, Sec. 13] that
(1−R12) ⋆
(2,1)ĉ
(1,2)
(2,1) =
2b12
1c21 −
1
2
2c13
1c20 6= D321.
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Now consider ι(w) = (3, 2, 1). Then type(w) = 2, ℓ = 2, µ = 0, λ = ν = (2, 1),
m = 0, k = 1, β(w) = (0, 2), D(w) = ∅, and w is not proper. We have
2b02 =
2b2 =
1
2
(c2 + c1e
2
1(X)) + e
2
2(X),
2c03 = c3 + c2e
2
1(X) + c1e
2
2(X).
Using the table of [IMN, Sec. 13], we observe that
(1−R12) ⋆
(2,1)ĉ
(0,2)
(2,1) =
2b02
1c21 −
1
2
2c03
1c20 6= D321.
Observe that if w (respectively w) is increasing up to k ≥ 1 and proper (re-
spectively not proper) with truncated A-code equal to a fixed partition C, such
that ℓ(w) = ℓ(w) + 1 and siv(w) = v(w), then i =  or i = 1. Moreover, refer-
ring to equation (25), we can have ∂yi Fw 6= Fw, as Example 7 shows, with k = 1,
w = (3, 1, 2), and w = (3, 2, 1).
Lemma 13. We say that an element of Wn is valid if w is increasing up to k ≥ 1,
has k-truncated A-code a partition C, and is proper. Let w(C) be the longest valid
element in Wn, which has type 0. If w is valid and w 6= w(C), then there exists a
valid w ∈Wn such that ℓ(w) = ℓ(w) + 1 and v(w) = siv(w) for some i ∈ N.
Proof. We distinguish the following cases for w:
Case 1: |w1| = 1. Let w be any element with the same truncated A-code C such
that ℓ(w) = ℓ(w) + 1 and v(w) = siv(w) for some i ∈ N.
Case 2: |w1| = 2. If w = (2̂ · · · 1 · · · ), then let w := sw, while if w = (2̂ · · · 1 · · · ),
then let w := s1w.
Case 3: |w1| > 2. If wj = 2 then j > 2 and wj−1 < 2. Since the A-code C is a
partition, the sequence (wk+1, . . . , wn) is 132-avoiding. We deduce that if wi = 1̂,
then i < j. If w = (· · · 1 · · · 2 · · · ), then let w := s1w, while if w = (· · · 1 · · · 2 · · · ),
then let w := sw.
In all three cases, the element w satisfies the required conditions. 
Proposition 9. Suppose that w ∈ Wn is an element with primary index k such
that (w1, . . . , wk) = (1̂, 2, . . . , k), wk+j < 0 for 1 ≤ j ≤ n − k, and kγ(w) is a
partition. Then we have
(26) Dw = 2
k−nRD(w) ⋆ ν(w)ĉ
(1−n,2−n,...,−k)
λ(w) .
Proof. The proof of (26) is by descending induction on ℓ(w). One knows from [T5,
§4.4] that (26) is true for the longest element w
(k,n)
0 := (1̂, 2, . . . , k,−k−1, . . . ,−n),
which has shape (n+ k − 1, . . . , 2k) + δn−k−1 of type 0.
Suppose that w 6= w
(k,n)
0 satisfies the conditions of the lemma, and the shape of
w equals (n+ k− 1, . . . , 2k) + ρ(w) (of type 0). Then ρ ⊂ δn−k−1 and ρ 6= δn−k−1.
Let r ≥ 1 be the largest integer such that ρi = n − k − i for i ∈ [1, r], and let
j := ρr+1 + 1 ≤ n − k − r − 1. Then wsk+j is of length ℓ(w) + 1 and satisfies the
same conditions, ν(wsk+j) = ν(w) + ǫr+1, and λ(wsk+j) = λ(w) + ǫr+1. Using
Proposition 1(a), for any integer sequence α = (α1, . . . , αn), we have
∂xk+j(
ν(wsk+j)ĉ(1−n,...,−k)α ) =
ν(w)ĉ
(1−n,...,−k)
α−ǫr+1 .
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By induction, we deduce that
Dw = ∂
x
k+j(Dwsk+j ) = 2
k−n ∂xk+j(R
∞ ⋆ ν(wsk+j)ĉ
(1−n,...,−k)
λ(wsk+j)
)
= 2k−nR∞ ⋆ ν(w)ĉ
(1−n,...,−k)
λ(w) ,
proving the proposition. 
Corollary 2. Suppose that w ∈ W˜n is increasing up to k ≥ 1, proper, and the
k-truncated A-code kγ is a partition. Let kn−k + ξ(w) = (k + ξ1, . . . , k + ξn−k).
Then we have
(27) Dw = 2
−ℓ(µ)RD(w) ⋆ k
n−k+ξ(w)ĉ
β(w)
λ(w).
Proof. If w = (1̂, 2, . . . , k, wk+1, . . . , wn) with wk+j < 0 for all j ∈ [1, n − k], then
(27) follows from Proposition 9. In this case, v(w) = (1̂, 2, . . . , k,−n, . . . ,−k − 1)
is the longest k-Grassmannian element in W˜n. The general result now follows
from Proposition 8 and Lemma 13, which ensures that the hypotheses required in
Proposition 8 are satisfied, as long as w and w are proper. The key point is to show
that if i ∈ {, 1} and |w1| > 2, then ξm = ξm+1, which implies that νm = νm+1,
and hence κm = κm+1. For if not, then ξm > ξm+1, so there exists a j > k such
that γj = m. As
kγ is a partition, (wk+1, . . . , wn) is a 132-avoiding sequence. It
follows that wj = 1̂, and furthermore j = 2, or j > 2 and wj−1 > wj . We conclude
that wj = 2 and w is improper, completing the proof. 
Definition 13. Let k ≥ 1 be the primary index of w ∈ W˜n, and list the entries
wk+1, . . . , wn in increasing order:
u1 < · · · < um′ < 0 < um′+1 < · · · < un−k,
wherem′ ∈ {m,m+1}. We say that a simple transposition si for i ≥ 2 is w-negative
(respectively, w-positive) if {i, i+1} is a subset of {−u1, . . . ,−um} (respectively, of
{um′+1, . . . , un−k}). Let σ− (respectively, σ+) be the longest subword of sn−1 · · · s2
(respectively, of s2 · · · sn−1) consisting of w-negative (respectively, w-positive) sim-
ple transpositions. A modification of w ∈ W˜n is an element ωw, where ω ∈ Sn is
such that ℓ(ωw) = ℓ(w) − ℓ(ω), and ω has a reduced decomposition of the form
R1 · · ·Rn−1 where each Rj is a (possibly empty) subword of σ−σ+ and all sim-
ple reflections in Rp are also contained in Rp+1, for each p < n − 1. The word
R1 · · ·Rn−1 is called the canonical reduced decomposition for ω.
Definition 14. Suppose that w ∈ W˜n has primary index k ≥ 1 and A-code γ. We
say that w is leading if w is proper and (γk+1, γk+2, . . . , γn) is a partition. We say
that w is amenable if w is a modification of a leading element.
Remark 5. The proper element w ∈ W˜n of type 0 or 1 is leading if and only
if the A-code of the extended sequence (0, w1, w2, . . . , wn) is unimodal. Indeed, if
type(w) = 0 and w1 = 1, then this is ensured since there is more than one negative
entry in w. If type(w) = 2, then w is leading if and only if it is proper and the
A-code of the extended sequence (0, w′1, w
′
2, . . . , w
′
n) is unimodal, where w
′ := ι(w).
In the following we will assume that w has primary index k ≥ 1 and the partition
ξ is specified as in Definition 10. Let ψ := (γk, . . . , γ1), φ := ψ
′, ℓ := ℓ(λ) and
m := ℓ(µ). We then have
(28) λ = φ+ ξ + µ
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and λ1 > · · · > λm > λm+1 ≥ · · · ≥ λℓ.
Definition 15. Say that q ∈ [1, ℓ] is a critical index if βq+1 > βq+1, or (βq, βq+1) =
(1, 2), or if λq > λq+1+1 (respectively, λq > λq+1) and q ≤ m (respectively, q > m).
Define two sequences f = f(w) and g = g(w) of length ℓ as follows. For 1 ≤ j ≤ ℓ,
set
fj := k +max(i | γk+i ≥ j)
and let
gj := fq+βq − ξq − k,
where q is the least critical index such that q ≥ j. We call f the right flag of w, and
g the left flag of w.
We will show that for any amenable element w, f is a weakly decreasing sequence,
which consists of right descents of w, unless fj = 1 and w1 < −|w2|, when fj is a
right descent of ι(w). Moreover, g is a weakly increasing sequence, whose absolute
values consist of left descents of w, unless gj = 0 and w = (· · · 1 · · · 2 · · · ), or gj = 1
and w = (· · · 1 · · · 2 · · · ).
Lemma 14. (a) If βs+1 > βs+1 and (βs, βs+1) 6= (0, 2), then |βs| is a left descent
of w.
(b) If s ≤ m then φs = k. If s > m and βs+1 = βs + 1, then φs = φs+1.
(c) If βs = 0 or βs = 1, then s = m + 1, type(w) > 0, and φm+1 = k. If βs = 0
then  is a left descent of w, unless w = (· · · 1 · · · 2 · · · ). If βs = 1 then 1 is a left
descent of w, unless w = (· · · 1 · · · 2 · · · ).
Proof. Let i := |βs|, and suppose that 1 ≤ s ≤ m. If βs+1 > βs + 1 6= 1 then i ≥ 1
is a left descent of w. Indeed, if w1 = −i then i is a left descent of w, while if
w1 6= −i, then w−1(i) > 0 and w−1(i+1) < 0, so this is clear. If type(w) 6= 2, then
wj ≥ −1 for all j ∈ [1, k], and hence ψj ≥ m for all j ∈ [1, k], and so φs = k.
Next suppose that s > m. If βs+1 > βs + 1 6= 1, then we have w−1(i+ 1) < 0 or
wj = i+1 for some j ∈ [1, k]. In either case, it is clear that i is a left descent of w.
Assume that βs+1 = βs + 1, so that βs = us ≥ 1. If φs > φs+1, there must exist
j ∈ [1, k] such that γj = s, that is, #{r > k | wr < |wj |} = s. We deduce that
{wr | r > k and wr < |wj |} = {u1, . . . , us},
which is a contradiction, since us < |wj | ⇒ us+1 = us+1 < |wj |, for any j ∈ [1, k].
This completes the proof of (a) and (b) except in the case βs = 0, which is dealt
with below.
If βs = 0 or βs = 1, then clearly s = m+1 and type(w) > 0. We have ψj ≥ m+1
for all j ∈ [1, k], and hence φm+1 = k. If βs = 0, then since wm+1 = 1 we see that
 is a left descent of w, unless w = (· · · 1 · · · 2 · · · ). Finally, if βs = 1, then since
wm+1 = 1, it is clear that 1 is a left descent of w, unless w = (· · · 1 · · · 2 · · · ). 
Proposition 10. Suppose that ŵ ∈ W˜n is leading with primary index k ≥ 1, let
λ̂ := λ(ŵ), and ξ̂ := ξ(ŵ). Let w = ωŵ be a modification of ŵ, and set γ = γ(w),
λ := λ(w), β = β(w), and ξ := ξ(w). Then the sequence β + λ̂ − λ is weakly
increasing, and
Dw = 2
−ℓ(µ(w))RD(w) ⋆ k
n−k+ξ̂c
β(w)+ξ̂−ξ
λ(w) = R
D(w) kn−k+ξ̂cβ+λ̂−λλ .
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If q ∈ [1, ℓ] is a critical index of w, then k + ξ̂q is a right descent of w, unless
k+ξ̂q = 1 and w1 < −|w2|, when k+ξ̂q is a right descent of ι(w). The absolute value
of gq := βq + ξ̂q − ξq is a left descent of w, unless gq = 0 and w = (· · · 1 · · · 2 · · · ),
or gq = 1 and w = (· · · 1 · · · 2 · · · ). Moreover, we have ξ̂q = max(i | γk+i ≥ q).
Proof. Suppose that the truncated A-code of ŵ is
kγ̂ = (pn11 , . . . , p
nt
t )
for some parts p1 > p2 > · · · > pt > 0, and we let dj := n1 + · · ·+ nj for j ∈ [1, t].
Then we have
ξ̂ = (dptt , d
pt−1−pt
t−1 , . . . , d
p1−p2
1 )
and it follows that
ŵk+1 = up1+1, ŵk+d1+1 = up2+1, . . . , ŵk+dt−1+1 = upt+1
and ŵj < ŵj+1 for all j /∈ {k, k + d1, . . . , k + dt}. Recall that 1 is a right descent
of w if and only if w1 > w2, and  is a right descent of w if and only if w1 < −w2.
Hence, if the primary index k equals 1, then k is not a right descent of w if and only
if and w1 < −|w2|, in which case type(w) = 2 and k is a right descent of ι(w). We
deduce that the set of components of kn−k + ξ̂ coincides with the set of all positive
right descents of ŵ, or of ι(ŵ) if ŵ1 < −|ŵ2|.
If q ∈ [1, ℓ] is a critical index, we have shown that k + ξ̂q is a right descent of
ŵ, except in the case when k + ξ̂q = 1 and ŵ1 < −|ŵ2|, when k + ξ̂q is a right
descent of ι(ŵ). We claim that i := |gq| = |βq| is a left descent of ŵ, unless i = 0
and ŵ = (· · · 1 · · · 2 · · · ), or i = 1 and ŵ = (· · · 1 · · · 2 · · · ). By Lemma 14, we may
assume that βq 6= 0 and βq+1 = βq + 1.
We first prove that q 6= m. Indeed, βm+1 = βm + 1 implies that βm = −1 and
βm+1 = 0, so in particular |ŵ1| > 2. Since ŵ is proper and kγ̂ is a partition, it
follows that there is no j ≥ 1 such that γ̂k+j = m. This implies that ξm = ξm+1,
and since φm = φm+1 = k by Lemma 14(b), we deduce that λm = λm+1+1, which
contradicts the fact that q is a critical index.
Suppose that q < m. Then we have λ̂q > λ̂q+1 + 1 and µ̂q = µ̂q+1 + 1, so
(28) gives ξ̂q > ξ̂q+1. We therefore have q = pj for some q ∈ [1, t], and hence
i = µ̂pj − 1 = µ̂pj+1 = −upj+1 = −ŵk+dj−1+1. Since we have
ŵk+1 > ŵk+d1+1 > · · · > ŵk+dj−1+1 = −i,
and the sequence (ŵk+1, . . . , ŵn) is 132-avoiding, we conclude that ŵ
−1(−i) =
k + dj−1 + 1 < ŵ
−1(−i− 1), as desired.
Suppose next that q > m. Then we have λ̂q > λ̂q+1, so Lemma 14(b) and
equation (28) imply that ξ̂q > ξ̂q+1. We deduce that that q = pj for some j, hence
i+ 1 = upj+1 and the claim follows.
According to Corollary 2, we have
(29) Dŵ = 2
−ℓ(µ)RD(ŵ) ⋆ k
n−k+ξ̂ ĉ
β(ŵ)
λ(ŵ),
so the Proposition holds for leading elements. Suppose next that w := ωŵ is a
modification of ŵ. Then repeated application of (9), Propositions 1(a), 2(a), and
the left Leibnitz rule in equation (29) give
Dw = 2
−ℓ(µ)RD(w) ⋆ k
n−k+ξ̂ ĉ
β(w)+ξ̂−ξ
λ(w) .
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It remains to check the last assertion, about the left and right descents of w. This
is done exactly as in the proof of Proposition 7. 
Theorem 6. For any amenable element w ∈ W˜∞, we have
(30) Dw = 2
−ℓ(µ(w))RD(w) ⋆ f(w)ĉ
g(w)
λ(w)
in Γ′[X,Y ].
Proof. We may assume that we are in the situation of Proposition 10, so that
w = ωŵ, with λ̂ = λ(ŵ) and λ = λ(w). Suppose that j ∈ [1, ℓ] and let q be the
least critical index of w such that q ≥ j. Then we have λj = λj+1 = · · · = λq, if
q > m, and λj = λj+1 + 1 = · · · = λq + (q− j), if q ≤ m. Moreover, in either case,
we have ξj = · · · = ξq, and the values βj , . . . , βq are consecutive integers. As the
sequence g := β + ξ̂ − ξ is weakly increasing, we deduce that for any r ∈ [j, q− 1],
either (i) ξ̂r = ξ̂r+1 and gr = gr+1−1, or (ii) ξ̂r = ξ̂r+1+1 and gr = gr+1. Equation
(30) follows from this and induction on q − j, by using Lemmas 8(b) and 9(b) in
Proposition 10. The required conditions on D(w) in these two Lemmas and the
corresponding relations (5) and (8) are all easily checked. 
6.2. Flagged eta polynomials. In this section, we define a family of polynomials
Hw indexed by amenable elements w ∈ W˜∞ that generalize the double eta poly-
nomials of [T4]. As in Section 5.2, the polynomial Hw represents an equivariant
Schubert class in the T -equivariant cohomology ring of the even orthogonal partial
flag variety associated to the right flag f(w).
For every k ≥ 1, let kb = (kb˜k, kb1, kb2, . . .) and kc = (kc1, kc2, . . .) be families of
commuting variables, set kb0 =
kc0 = 1 and
kbp =
kcp = 0 for each p < 0, and let
t = (t1, t2, . . .). These variables are related by the equations
kcp =

kbp if p < k,
kbk +
kb˜k if p = k,
2
(
kbp
)
if p > k.
For any p, r ∈ Z and for s ∈ {0, 1}, define the polynomials kcrp and
kasp by
kcrp :=
p∑
j=0
kcp−j h
r
j(−t) and
kasp :=
1
2
(
kcp
)
+
p∑
j=1
kcp−j h
s
j(−t).
Moreover, define
kbsk :=
kbk +
k∑
j=1
kck−j h
s
j(−t) and
kb˜sk :=
kb˜k +
k∑
j=1
kck−j h
s
j(−t).
For any integer sequences α, ρ, κ with κi ≥ 1 for each i, let
κĉρα :=
κ1 ĉρ1α1
κ2 ĉρ2α2 · · ·
where, for each i ≥ 1,
κi ĉρiαi :=
κicρiαi +

(2(κi b˜κi)−
κicκi)e
αi−κi
αi−κi(−t) if ρi = κi − αi < 0 and i is odd,
(2(κibκi)−
κicκi)e
αi−κi
αi−κi(−t) if ρi = κi − αi < 0 and i is even,
0 otherwise
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If w ∈Wn is amenable with left flag f(w) and right flag g(w), the flagged double
eta polynomial Hw(c | t) is defined by
(31) Hw(c | t) := 2
−ℓ(µ(w))RD(w) ⋆ f(w)ĉ
g(w)
λ(w),
where the action ⋆ of the raising operator expression RD(w) is as in Definition 11.
The flagged single eta polynomial is given by Hw(c) := Hw(c | 0). If w is a leading
element, then (31) can be written in the ‘factorial’ form
Hw(c | t) = 2
−ℓ(µ(w))RD(w) ⋆ f(w)c
β(w)
λ(w).
When w is a k-Grassmannian element, the above formulas specialize to the dou-
ble eta polynomial Hλ(c | t) found in [T4]; here λ is the typed k-strict partition
corresponding to w. Moreover, the single eta polynomial Hλ(c) agrees with that
introduced in [BKT3]; see also [T2, T3].
6.3. Orthogonal degeneracy loci.
6.3.1. Odd orthogonal loci. Let E → X be a vector bundle of rank 2n + 1 on a
smooth complex algebraic variety X. Assume that E is an orthogonal bundle, i.e.
E is equipped with an everywhere nondegenerate symmetric form E⊗E → C. Let
w ∈ Wn be amenable of shape λ, and let f and g be the left and right flags of w,
respectively. Consider two complete flags of subbundles of E
0 ⊂ E1 ⊂ · · · ⊂ E2n+1 = E and 0 ⊂ F1 ⊂ · · · ⊂ F2n+1 = E
with rankEr = rankFr = r for each r, while En+s = E
⊥
n+1−s and Fn+s = F
⊥
n+1−s
for 1 ≤ s ≤ n.
There is a group monomorphism ζ′ :Wn →֒ S2n+1 with image
ζ′(Wn) = {̟ ∈ S2n+1 | ̟i +̟2n+2−i = 2n+ 2, for all i }.
The map ζ is determined by setting, for each w = (w1, . . . , wn) ∈Wn and 1 ≤ i ≤ n,
ζ′(w)i :=
{
n+ 1− wn+1−i if wn+1−i is unbarred,
n+ 1 + wn+1−i otherwise.
Define the degeneracy locus Xw ⊂ X as the locus of x ∈ X such that
dim(Er(x) ∩ Fs(x)) ≥ # { i ≤ r | ζ
′(w)i > 2n+ 1− s } for 1 ≤ r ≤ n, 1 ≤ s ≤ 2n.
As in the symplectic case, we assume that Xw has pure codimension ℓ(w) in X, and
give a formula for the class [Xw] in H
2ℓ(w)(X).
Theorem 7. For any amenable element w ∈ Wn, we have
[Xw] = 2
−ℓ(µ(w))Θw(E − En−f − Fn+1+g)
= 2−ℓ(µ(w))RD(w) cλ(E − En−f − Fn+1+g)
in the cohomology ring H∗(X).
Theorem 7 is derived from equation (22) in the same way as Theorem 5, using
the type B geometrization map of [IMN, Sec. 10]; compare with [T3, Sec. 6.3.1].
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6.3.2. Even orthogonal loci. Let E → X be an orthogonal vector bundle of rank 2n
on a smooth complex algebraic variety X. Let w ∈ W˜n be an amenable element
of shape λ, and let f and g be the left and right flags of w, respectively. Two
maximal isotropic subbundles L and L′ of E are said to be in the same family if
rank(L ∩ L′) ≡ n (mod 2). Consider two complete flags of subbundles of E
0 ⊂ E1 ⊂ · · · ⊂ E2n = E and 0 ⊂ F1 ⊂ · · · ⊂ F2n = E
with rankEr = rankFr = r for each r, while En+s = E
⊥
n−s and Fn+s = F
⊥
n−s for
0 ≤ s < n. We assume that En is in the same family as Fn, if n is even, and in the
opposite family, if n is odd.
We have a group monomorphism ζ : W˜n →֒ S2n, defined by restricting the map
ζ of Section 5.3 to W˜n. Let w˜0 denote the longest element of W˜n, and define the
degeneracy locus Xw ⊂ X as the closure of the locus of x ∈ X such that
dim(Er(x)∩Fs(x)) = # { i ≤ r | ζ(w˜0ww˜0)i > 2n−s } for 1 ≤ r ≤ n−1, 1 ≤ s ≤ 2n
with the reduced scheme structure. Assume further that Xw has pure codimension
ℓ(w) in X, and consider its cohomology class [Xw] in H
2ℓ(w)(X).
Theorem 8. For any amenable element w ∈ W˜n, we have
(32) [Xw] = Hw(E − En−f − Fn+g) = 2
−ℓ(µ(w))RD(w) ⋆ ĉλ(E − En−f − Fn+g)
in the cohomology ring H∗(X).
The Chern polynomial in (32) is defined by employing the substitutions
rbp 7−→
{
cp(E − En−r − Fn) if p < r,
1
2cp(E − En−r − Fn) if p > r,
rbr 7−→
1
2
(cr(E − En−r − Fn) + cr(En − En−r)),
rb˜r 7−→
1
2
(cr(E − En−r − Fn)− cr(En − En−r))
in equation (31), for any integer p and r ≥ 1. The proof of Theorem 8 is obtained
by applying the type D geometrization map of [IMN, Sec. 10] to equation (30), and
using the computations in [T3, Sec. 7.4].
Appendix A. Amenable and vexillary permutations
In this section, we provide the proof of Theorem 2. According to [M, (1.32)], a
permutation is vexillary if and only if its code γ satisfies the following two condi-
tions, for any i < j: (i) If γi ≤ γj , then γi ≤ γk for any k with i < k < j; (ii) If
γi > γj , then the number of k with i < k < j and γk < γj is at most γi − γj .
Assume first that ̟ is amenable, so that ̟ = ̟̂ω for some dominant permuta-
tion ̟̂ and 231-avoiding permutation ω. Using Lemma 3, we see that the code γ̂
of ̟̂ is transformed into the code γ of ̟ by the moves of the procedure described
in Section 4.1, in the proof of Proposition 4.
We claim that the sequence γ is a vexillary code. It follows from the inequalities
(15) that for any [i, j]-move of the procedure, we have γs ≤ γi ≤ γr for every
r ∈ [i, j] and s > j. Moreover, if r 6= i for all [i, j]-moves of the procedure, then
γs ≤ γr for all s > r. It is easy to see from this that γ satisfies the vexillary
conditions (i) and (ii). Indeed, choose r < s such that γr ≤ γs, and some t ∈ [r, s].
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If r = i for some [i, j]-move, then we have γr ≤ γk for all k ∈ [i, j], while if k > j,
then we must have γr = γs = γk. Therefore, γr ≤ γt. If r 6= i for all [i, j]-moves,
then γr = γs and hence γr = γt. To prove (ii), suppose that r < k < s and
γr > γs > γk. Then we must have k = i for some [i, j]-move of the procedure,
where s ≤ j. We conclude that the number of such k is at most γr − γs.
Conversely, suppose that ̟ ∈ Sn is a vexillary permutation with code γ. We
will show that there is a canonical 312-avoiding permutation ω such that ℓ(̟ω) =
ℓ(̟) + ℓ(ω) and ̟ω is dominant. We call an integer i ≥ 1 an initial index if there
exists an s > i with γi < γs. Observe that ̟ has no initial index if and only if ̟
is a dominant permutation.
Assume that ̟ is not dominant, let i be an initial index, and let and let j denote
the maximum s such that γi < γs. We say that the index j is associated to the initial
index i, and call [i, j] an associated interval. Let i1 < · · · < ir be the set of all initial
indices, and [i1, j1], . . . , [ir, jr] the associated intervals. Observe that if is ≤ js′ for
some s > s′, then the vexillary condition (i) implies that γis′ ≤ γis < γjs , and
hence js ≤ js′ . We therefore have [is, js] ⊂ [is′ , js′ ] or [is, js] ∩ [is′ , js′ ] = ∅ for any
s > s′. The associated intervals [is, js] are therefore either disjoint or nested, and
have distinct left endpoints is.
Define the weight of an integer k to be the number of associated intervals [is, js]
which contain k, and the depth of the half-open interval [is, js) to be the smallest
weight of all the integers it contains. List the integers in the intervals [is, js) in
decreasing order of depth, with the entries in the intervals of a fixed depth listed in
increasing order. Form a reduced decomposition of a permutation ω by using the
numbers in the list as indices. Observe that this reduced decomposition has the
form R1 · · ·Rn−1, where each Rj is a (possibly empty) subword of s1 · · · sn−1 and
furthermore all simple transpositions in Rp are also contained in Rp+1, for each
p < n − 1. This property is equivalent to ω being a 312-avoiding permutation, or
to ω−1 being a 231-avoiding permutation, by Lemma 1. We claim that ℓ(̟ω) =
ℓ(̟) + ℓ(ω) and ̟ω is a dominant permutation.
Example 8. Suppose that ̟ = (1, 3, 6, 7, 9, 4, 8, 2, 5) in S9 with code
γ = (0, 1, 3, 3, 4, 1, 2, 0, 0).
The initial indices are 1, 2, 3, 4, 6 with associated intervals [1, 7], [2, 7], [3, 5], [4, 5],
and [6, 7]. The weights of the integers 1, . . . , 9 are 1, 2, 3, 4, 4, 3, 3, 0, 0, and the
depths of the intervals [1, 7), [2, 7), [3, 5), [4, 5), and [6, 7) are 1, 2, 3, 4, and 3,
respectively. The reduced decomposition for ω is
s4s3s4s6s2s3s4s5s6s1s2s3s4s5s6
and we have ̟ω = (9, 7, 6, 8, 4, 3, 1, 2, 5), with code (8, 6, 5, 5, 3, 2, 0, 0, 0).
We will call the successive right actions of the simple transpositions in the re-
duced decomposition for ω on the code γ of ̟ the inverse procedure. The vexillary
condition (i) implies that for any initial index i with associated index j, we have
γi ≤ γr, for all r ∈ [i, j]. Since the various associated intervals [i, j] are either
nested or disjoint, we see that the inverse procedure consists of a sequence of (in-
verse) [i, j]-moves β 7→ β′, where βi = γi and
β′ = (β1, . . . , βi−1, βi+1 + 1, . . . , βj + 1, βi, βj+1, βj+2, . . .).
The entries of the code β increase after each step, hence ℓ(̟ω) = ℓ(̟) + ℓ(ω).
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We next prove that̟ω is dominant. Consider any entry γk of the code γ = γ(̟).
During each step of the inverse procedure it will remain stationary, be shifted one
position to the right, or increased by 1 and shifted one position to the left. We will
show that at the end of the inverse procedure, all entries of the code of ̟ω to the
right of the final position of γk will be less than or equal to the end value of γk.
Assume first that k is not an initial index. Then γk ≥ γr for each r > k. Suppose
that ℓ > k. If ℓ is not initial, then we claim that there are at most γk−γℓ associated
intervals [i, j] with k < i < ℓ ≤ j. Note that γi < γℓ for any such interval, since
otherwise γi = γℓ and ℓ would be an initial index. Also, γℓ < γk, so the vexillary
condition (ii) implies that there are at most γk−γℓ such indices i, proving the claim.
If ℓ is an initial index with associated index j, then we must have γℓ < γj < γk. The
entry γℓ is first moved during the inverse procedure by the reflections sℓ · · · sj−1 to
position j. Condition (ii) implies that there are at most γk−γj initial indices i > k
with the same associated endpoint j. We deduce that at the end of the inverse
procedure, every entry to the right of the final position of γk will less than or equal
to the final value of γk.
Next, assume that k is an initial index with associated index j. We know that
γk ≥ γr for each r > j, and that γk is first moved during the inverse procedure
by the reflections sk · · · sj−1 to position j. After this move, the same argument as
above shows that every entry to the right of the final position of γk will less than
or equal to the final value of γk. This completes the proof.
Let ̟ be a vexillary permutation with code γ and shape λ, and let ̟ω be the
dominant permutation associated to ̟ by the above inverse procedure. Define a
new sequence γ̂ by the prescription
γ̂α := γα +#{i | i is an initial index with associated index j and i < α ≤ j}
for each α ≥ 1. Let λ̂ be the partition obtained by listing the entries of γ̂ in weakly
decreasing order. Then λ̂ is the shape of ̟ω.
Consider the skew Young diagram τ(̟) := λ̂/λ. For each i ≥ 1, fill the boxes
in row i of τ(̟) with a strictly decreasing sequence of consecutive positive integers
ending in i. In this way, we obtain a tableaux T = T (̟) of shape τ(̟) with strictly
decreasing rows. Define the depth of a box B of T to be the distance from B to
the end of the row it occupies. Form a reduced decomposition for a permutation
ωT by listing the entries in the boxes of T in decreasing order of depth, with the
entries of a fixed depth listed in increasing order. It then follows from the above
description of the inverse procedure that ωT = ω.
Example 9. Let ̟ = (1, 3, 6, 7, 9, 4, 8, 2, 5) be as in Example 8. Then we have
λ = (4, 3, 3, 2, 1, 1), γ̂ = (0, 2, 5, 6, 8, 3, 5, 0), and λ̂ = (8, 6, 5, 5, 3, 2). The tableau
T (̟) on the skew diagram τ(̟) is displayed in Figure 1.
It would be interesting to find analogues of canonical permutation ω and the
tableaux T (̟) for the amenable elements in the other classical Lie types.
Appendix B. Counterexamples to statements in [AF2]
The following two examples exhibit errors in the proofs – in all types except type
A – and in the main type D result of [AF2]. We use the notation in op. cit.
Example 10. We show that Lemma A.1(i) of [AF2] is incorrect. Set ρ = (0, 1, 0),
λ = (2, 1, 1), k = m = 2, and n = ℓ = 3. The assumptions are that c(2) = c(3),
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1234
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456
6
6
5
3
Figure 1. The tableau T on the skew diagram λ̂/λ.
c′(2) = c(2)(1 + b1), so that c
′
j(2) = cj(2) + b1cj−1(2) for each j, and c
′(i) = c(i)
for i = 1, 3.
We compute that R(ρ,ℓ) = (1 +R12)
−1(1−R12)(1−R13)(1−R23) and hence
Θ
(ρ)
λ (c) = c2(1)c1(2)c1(2)− 2c3(1)c1(2) + c3(1)c1(2)− c2(1)c2(2)
while
Θ
(ρ)
λ (c
′) = c2(1)(c1(2)+b1)c1(2)−2c3(1)c1(2)+c3(1)(c1(2)+b1)−c2(1)(c2(2)+b1c1(2)).
It follows that
Θ
(ρ)
λ (c
′)−Θ
(ρ)
λ (c) = b1c3(1) 6= 0.
One can show similarly that Lemma A.1(ii) and Lemma A.2 of op. cit. are also
wrong.
Example 11. We show that Theorem 4 of [AF2] is false. Consider the type D
triple τ = (k,p,q) := ((1, 2), (2, 1), (0,−2)), which corresponds to the Weyl group
element 321 ∈ W˜3 (or to the element 321, depending on the type convention). We
have ρ = (0, 0) and λ = (2, 1), while ℓ = 2 and r = 1, so R˜(ρ,r,ℓ) = 1−R12 and
H
ρ(τ)
λ(τ)(c(1), c(2)) = (1−R12)(c(1)2c(2)1) = c2(1)c1(2)− c3(1)c0(2).
The computations of Example 7 show that 2 [Ωτ ] 6= H
ρ(τ)
λ(τ)(c(1), c(2)).
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