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IntrodutionL'histoire réente de l'informatique retiendra, parmi les évolutions majeures, la proli-fération des réseaux dynamiques et des équipements qui leur sont assoiés. Ces réseauxpeuvent être très variés dans leur nature. Bien qu'il n'existe pas à e jour de lassia-tion omplète, il est ependant admis de les séparer en deux grandes familles : eux quipossèdent une infrastruture, et eux qui n'en possèdent pas. Dans les réseaux infrastrutu-rés, les diérents partiipants s'interonnetent par le biais de dispositifs dédiés et stables.Ces dispositifs arbitrent, entralisent et parfois aheminent les ommuniations entre lesdivers équipements du réseau. C'est le as pas exemple des réseaux de lasse IP dont lespartiipants se onnetent via des points d'aès Wi-Fi. Les réseaux non-infrastruturéssont, au ontraire, aratérisés par l'absene de tels dispositifs. Dans e type de réseaules diérents partiipants ommuniquent diretement les uns ave les autres, de proheen prohe, et de manière déentralisée. La lasse des réseaux dynamiques sans infrastru-ture peut à son tour être déoupée selon des ritères bien dénis. Il est ainsi possible, parexemple, de distinguer d'une part les réseaux dynamiques dont l'évolution topologique estonnue à l'avane, dits réseaux à topologie programmée, omme les réseaux de satellitesen orbite basse [WM97℄, et d'autre part les réseaux dont l'évolution n'est pas planiée,omme eux qui sont onstitués de terminaux mobiles ommuniants pouvant équiper despiétons. On peut également distinguer les réseaux dont l'évolution topologique est ontr-lée, omme par exemple les réseaux onstitués de robots mobiles prenant des déisions surleurs déplaements [SMR06℄, de eux dont l'évolution topologique est subie par le systèmesous-jaent. Lorsqu'auune hypothèse n'est faite, ni sur la onnaissane de la topologie, nisur son ontrle, ni même sur la liste des partiipants, on parle alors de réseau dynamique(ou mobile) ad ho, ou enore de MANet (Mobile Ad ho Networks).Dans la plupart des travaux sur les MANets, es derniers désignent des réseaux dont leséquipements sont tributaires des déplaements d'une personne ou d'un objet (téléphonesou ordinateurs portables, assistants personnels, voitures ommuniantes, et.). Ce type deréseaux modie en profondeur la manière dont l'informatique était jusqu'à présent utilisée,ar e n'est plus l'homme qui s'adapte à l'outil, mais, au ontraire, l'outil qui s'adapteà l'homme et le suit dans ses déplaements. Ce paradigme engendre ainsi de nouvellespossibilités, omme la onstitution spontanée de réseaux à faible oût de fontionnement,et de nouveaux problèmes, liés en partie à la néessité pour es réseaux de s'auto-organiser.La gestion de es réseaux représente aujourd'hui un dé important pour la ommunautésientique.Un ertain nombre de travaux relatifs aux MANets ont vu le jour es dernières années,notamment dans le domaine du routage où plusieurs protooles dédiés ont été onçus,omme DSR [JMB01℄, AODV [Per97℄ ou TORA [PC97℄. L'approhe du routage dans1
2 Introdutionles réseaux mobiles ad ho a, entre autres nalités, l'ambition de masquer le aratèredynamique du réseau aux appliations qui s'y exéutent. Une ouhe de routage ne semblepas systématiquement néessaire à toute tâhe qu'un réseau dynamique doit remplir, etil est parfois bon de ne pas masquer les informations topologiques aux appliations, enpartiulier les informations relatives à l'évolution du voisinage de haque partiipant. Parailleurs, ette approhe suppose l'existene d'identiants uniques sur haque entité duréseau, hypothèse qui, bien que tehnologiquement réaliste, est fondamentalement fortedans un adre théorique.Dans nos travaux, nous nous sommes intéressés à l'étude des réseaux dynamiques dela manière la plus générale possible (i.e., ave le moins d'hypothèses ontraignantes), avepour prinipal objetif d'essayer d'en omprendre la substane, les possibilités et les limi-tations. Le domaine de reherhe qui a servi de support à ette étude est elui de l'al-gorithmique distribuée, qui ore par nature un paradigme déentralisé. L'algorithmiquedistribuée reèle de nombreux problèmes fondamentaux, pour la plupart devenus las-siques, qui permettent de aratériser les apaités et les limitations d'un réseau. On peutiter parmi les plus onnus de es problèmes l'életion (distintion d'un partiipant parmiles autres), le dénombrement (ou omptage du nombre de partiipants), la propagationd'information ou enore la onstrution de strutures ouvrantes telles que les anneaux oules arbres (par ailleurs utilisés dans le domaine du routage).Si l'on onsidère un réseau dont la topologie est suseptible de varier à tout moment,sans avertissement préalable, alors les seules ommuniations que doit mettre en ÷uvre unalgorithme distribué sont elles qui impliquent des voisins direts. Cet état de fait nous anaturellement orienté vers le domaine des aluls loaux, pour lesquels une étape de aluldistribué doit se dérouler sur un ensemble restreint de partiipants, éloignés les uns desautres d'une distane maximale bornée en nombre de sauts, que nous avons limitée à 1en ontexte dynamique. Les aluls loaux dans le adre des réseaux statiques ont faitl'objet de plusieurs travaux. On pourra notamment iter [LMS95℄, où Litovsky, Métivieret Sopena disutent entre autres du problème de l'életion dans les réseaux anonymes,par le biais de aluls loaux. Les traitements y sont présentés sous la forme de règles deréétiquetage de graphes, portant uniquement sur des sommets voisins entre eux. Depuise travail préurseur, de nombreux résultats sur les aluls loaux sont disponibles dans lalittérature. Une partie importante de es résultats onsiste en la aratérisation, pour unproblème donné, des hypothèses sur le réseau qui sont néessaires et/ou susantes pourqu'un algorithme donné fontionne, qu'il ait une ertaine omplexité, ou même qu'il puisseexister, et. Ces hypothèses peuvent porter sur diérentes propriétés, omme par exemplel'absene de ertaines symétries dans la topologie du réseau [Ang80℄, la présene ou nond'identiants uniques pour les partiipants, une borne sur la taille, ou enore la possibilitéde distinguer un partiipant parmi les autres avant le début du alul. Enn, les analysesqui aompagnent es résultats portent généralement sur l'étude de la terminaison desalgorithmes, sur la apaité à déteter ette terminaison, ou sur l'étude de la omplexitéen temps ou en mémoire des algorithmes.Ave les réseaux dynamiques apparaissent de nouveaux paramètres à prendre en ompte.En premier lieu, le suès ou l'éhe d'un algorithme pour un réseau donné dépendra trèsfortement des évolutions topologiques qui s'y sont produites au ours de l'exéution, etnon plus seulement d'hypothèses traditionnelles telles que elles portant sur la taille ou laforme du graphe ou les onnaissanes initiales dont disposent les n÷uds. En seond lieu, les
3algorithmes dans e ontexte ne sont pas tous faits pour terminer. Les algorithmes visant àonstruire des strutures ouvrantes sur le réseau devront par exemple tenter de les main-tenir au fur et à mesure des hangements topologiques, sans qu'un état terminal ne soitjamais atteint. De la même manière, un algorithme de propagation d'information ne pourrajamais terminer sans hypothèse sur le nombre maximal de partiipants. Cette thèse a tentéde poser quelques bases pour la oneption, l'analyse (et aessoirement la visualisation)d'algorithmes à base de aluls loaux dans le adre des réseaux dynamiques. Les travauxque nous présentons sont essentiellement théoriques et se situent au niveau d'abstrationdes graphes, bien qu'ils soient suseptibles de délinaisons pratiques. Ils s'insrivent en esens dans un adre très général, qui ne dépend d'auun ontexte tehnologique donné.Struture du doumentLe présent doument est omposé de sept hapitres dont haun traite d'un aspet bienpréis de nos reherhes. Les paragraphes i-dessous en résument le ontenu.Chapitre 1 : PréliminairesCe premier hapitre introduit les notions qui seront utiles à la ompréhension du do-ument. Ces notions sont pour l'essentiel issues de la théorie des graphes ainsi que dudomaine des réétiquetages de graphes. Nous introduisons également le type d'étiquetageque nous manipulerons le plus fréquemment dans e doument, à savoir l'étiquetage dessommets et des brins d'arêtes (notion que nous distinguons des ports de ommuniation).Chapitre 2 : Modèles de aluls et formalismes assoiésDans e hapitre, nous disutons des raisons qui nous ont inités à utiliser des modèlesde aluls loaux, et présentons une liste non exhaustive des plus onnus d'entre eux, àsavoir les aluls loaux sur les étoiles fermées et ouvertes et sur les arêtes (ou paires desommets). Le hapitre présente ensuite la première ontribution de la thèse, qui résideen l'adaptation de e type de modèles aux graphes dynamiques. Cette adaptation a faitl'objet d'une publiation à PDCS'05 [CC05℄. Le hapitre s'ahève par quelques exemplesd'algorithmes dont les propriétés sont disutées.Chapitre 3 : Synhronisation entre voisinsLes modèles de aluls loaux présentés dans le hapitre 2 supposent haun l'exis-tene d'une proédure de synhronisation sous-jaente à la réalisation des aluls. Cesproédures, également distribuées, déterminent les voisins qui vont travailler ensemble etsont généralement exéutées entre haque étape de alul. Après avoir présenté quelquesunes des proédures existantes, nous en proposons une nouvelle adaptée aux réseaux dyna-miques. Cette proédure, moins équitable que les autres, permet au ontraire d'utiliser desritères physiques ou algorithmiques pour favoriser les interations entre ertains liens deommuniation plutt que d'autres. Les premiers éléments de e mode de synhronisationont été publiés lors de la onférene WASA'06 [CC06℄.
4 IntrodutionChapitre 4 : Analyse d'algorithmesLe hapitre 4 s'intéresse à l'analyse d'algorithmes distribués basés sur des aluls lo-aux dans le adre des réseaux dynamiques. Comme évoqué plus haut, il existe plusieursmanières d'analyser un algorithme. Dans e hapitre, nous proposons un nouveau adred'analyse dédié à e que notre ontexte a de spéique : son aspet dynamique. L'objetifest de fournir un ensemble d'outils permettant de aratériser, pour tout algorithme donné,les onditions néessaires ou susantes, sur la dynamique du réseau, pour qu'il atteigneses objetifs. Nous distinguons à e propos deux types fondamentaux d'algorithmes, selonque leurs objetifs onsistent à atteindre une onguration spéique (algorithmes ditsà nalité), ou à maintenir ontinuellement une propriété (algorithmes dits de maintien).Toutes les aratérisations sont exprimées par le biais de propriétés sur les graphes évo-lutifs, omniprésents dans e hapitre et dont nous avons étendu ertaines dénitions. Lespropriétés que l'analyse fait émerger dénissent à leur tour, de fait, des lasses de graphesdynamiques bien partiulières, pour lesquelles on peut dire que tel algorithme fontionneou ne fontionne pas. La dernière partie du hapitre montre que ertaines de es lassesen englobent d'autres, et que le adre d'analyse proposé permet ainsi, indiretement, d'ali-menter l'élaboration d'une lassiation des réseaux dynamiques. Le hapitre se terminepar une disussion sur l'intérêt d'une lassiation de es réseaux, en partiulier dans ledomaine de l'algorithmique distribuée.Chapitre 5 : Développements logiielsDans e hapitre nous présentons les réalisations logiielles qui ont été eetuées autourde nos travaux de reherhe. Ces réalisations omprennent avant tout un simulateur de ré-étiquetage de graphes dynamiques s'inspirant de e que propose la plateforme ViSiDiApour les graphes statiques [MMZG℄. Cet outil permet entre autres d'éditer un algorithmeà base de réétiquetages, en utilisant le modèle de alul qui a été proposé au hapitre 2.Les algorithmes édités peuvent ensuite être testés sur une topologie dynamique, dont lesévolutions sont pilotées diretement par l'utilisateur pendant l'exéution. Sur la base dee simulateur, nous avons également réalisé un éditeur de graphes évolutifs, qui permetd'exporter les graphes réés vers un format de hier dédié. Ce format de hier est unereprésentation à plat des évolutions topologiques qui se produisent dans un réseau : lastruture du graphe est xe et les informations onernant les hangements topologiquessont mémorisées sous forme d'attributs des éléments du graphe. Un autre format de des-ription de graphes dynamiques, nommé Dynami GraphStream (ou DGS ) [PD℄, représenteau ontraire les évolutions du réseau par un ux d'évènements séquentiels qui s'appliquentà la struture même du graphe (ajouts ou retraits d'arêtes et de sommets). Un doubleonvertisseur a été developpé pour permettre de transformer es hiers DGS en graphesévolutifs, et vie versa. Ce onvertisseur permet notamment de mettre en ommun lesgraphes dynamiques issus de nos travaux et eux qui sont issus de simulations faites parl'équipe qui est à l'origine de DGS, es dernières utilisant des modèles de mobilité réa-listes via le simulateur Madho [HC℄. Le dernier outil que nous avons développé est unvériateur de propriétés pour graphes évolutifs. A e jour, le vériateur implémente letest des propriétés néessaires et susantes qui ont été mises en évidene au hapitre 4.Il permet ainsi de déterminer la lasse à laquelle appartient un graphe dynamique donnéet par onséquent de savoir quels algorithmes y fontionneront, ou n'y fontionneront pas.
5Combiné au onvertisseur de graphe dynamique, e vériateur de propriétés permettrade tester une grande variété de graphes issus des simulations de Madho. L'intégralité desréalisations logiielles présentées dans e hapitre est le fruit de nos travaux. La plupartd'entre elles, dont le simulateur de réétiquetage de graphes dynamiques, a été publiée sousliene GPL [FSF℄ et est aessible sur [Cas07℄.Chapitre 6 : Assistane au développement d'appliations réellesLe sixième hapitre s'intéresse à e que peut apporter notre modèle de alul au do-maine du génie logiiel. Nous proposons dans ette partie une méthode de développementd'appliations distribuées pour réseaux dynamiques qui permet d'utiliser omme base unalgorithme de réétiquetage de graphe. L'arhiteture orrespondante est omposée de troisniveaux hiérarhiques. Elle n'a pas été implémentée et nous n'en proposons ii que le prin-ipe : haque équipement du réseau est doté d'une ouhe de synhronisation, au-dessus delaquelle s'exéute un moteur de réétiquetage, au-dessus duquel s'exéute à son tour l'appli-ation. La ouhe de synhronisation régit le hoix des voisins qui vont oopérer. A haquesynhronisation réussie, la ouhe de synhronisation passe la main au moteur de réétique-tage, qui applique de manière distribuée les règles de l'algorithme hoisi. Par le biais d'unméanisme d'interfaes objets, l'appliation qui s'exéute en haut de ette pile est alorsprévenue, et exéute un traitement de haut niveau orrespondant. Plus préisément, l'ap-pliation assoie à haque règle de l'algorithme un traitement partiulier qui sera exéutéà haque fois que la règle est jouée par le moteur de réétiquetage. La génériité naturellequ'orent les réétiquetages de graphes permet ainsi aux appliations de s'aranhir d'unertain nombre de traitements ayant trait à l'organisation du réseau, et don de se foalisersur des aspets haut niveau. Dans les exemples d'utilisation que nous donnons, nous fai-sons l'hypothèse que haque terminal possède une plateforme d'exéution orientée objet,de type J2ME [RTH+03℄ ou équivalent. En n de hapitre, nous proposons une extensiondu modèle de alul prenant en ompte le as où les liens de ommuniation peuvent êtrerompus en ours de réétiquetage. Ce problème se pose dès lors qu'on ne onsidère plus lesréétiquetages omme étant atomiques, hypothèse que nous avons faite dans le adre de nostravaux théoriques. L'arhiteture présentée dans e hapitre a été publiée dans le adrede la onférene ICAS'06 [Cas06℄.Chapitre 7 : PerspetivesCe hapitre regroupe des axes de reherhe et des extensions qui déoulent des travauxeetués. Les pistes de reherhe étant nombreuses, nous avons déidé d'en faire un hapitreà part entière.Dépendane entre hapitresLes hapitres de ette thèse entretiennent des liens de dépendane les uns ave les autres.Même si elle semble préférable, une leture linéaire du doument n'est pas obligatoire. Lehapitre 4, par exemple, peut être lu diretement après le hapitre 2. Le leteur pourra seréférer à la gure 1 page suivante pour onnaître les liens de dépendane entre hapitres.
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Sommaire1.1 Dénitions générales sur les graphes . . . . . . . . . . . . . . . . 71.2 Graphes étiquetés . . . . . . . . . . . . . . . . . . . . . . . . . . . 91.3 Etiquetage des sommets et des brins d'arêtes . . . . . . . . . . 101.4 Réétiquetages de graphes . . . . . . . . . . . . . . . . . . . . . . . 11Dans e hapitre nous donnons des dénitions générales, onventions et notations quiseront utilisées dans l'ensemble du doument.1.1 Dénitions générales sur les graphesDénition 1.1 Un graphe non-orienté G est un triplet onstitué d'un ensemble desommets V (G), d'un ensemble d'arêtes E(G) et d'une relation endpoints qui assoieà haque arête de E(G) deux sommets (non néessairement distints) de V (G).Si e est une arête de E(G), et si u et v sont deux sommets de V (G) tels que endpoints(e) =
{u, v}, alors u et v sont appelés extrémités de e, et e est dite inidente à u et v.Dénition 1.2 Une boule est une arête dont les deux extrémités sont identiques. Desarêtes multiples sont des arêtes ayant la même paire de sommets pour extrémités.Un graphe simple non-orienté est un graphe non-orienté n'ayant ni boules ni arêtesmultiples. De tels graphes peuvent être spéiés par leur ensemble de sommets et leur en-semble d'arêtes, en onsidérant haque arête omme une paire de sommets distints, et ennotant e = uv (ou e = vu) si u et v sont les extrémités de e. Les sommets u et v sont alorsdits adjaents, ou voisins (es termes ne sont pas exlusifs aux graphes simples).Dans e doument, sauf mention ontraire, le terme graphe désignera un graphe simplenon orienté.Dénition 1.3 Un graphe est dit ni si son ensemble de sommets et son ensemble d'arêtessont tous deux nis. Le nombre de sommets d'un graphe G est appelé ordre de G, le nombred'arêtes d'un graphe G est appelé taille de G.Dénition 1.4 Soient H et G deux graphes.
H est un sous-graphe de G si et seulement si V (H) ⊆ V (G) et E(H) ⊆ E(G).7
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H est un graphe partiel de G si et seulement si V (H) = V (G) et E(H) ⊆ E(G).
H est un sous-graphe induit de G si et seulement si V (H) ⊆ V (G) et E(H) estl'ensemble des arêtes de G dont les deux extrémités sont dans V (H). Pour tout ensemble
S ⊆ V (G), on note G[S] le sous-graphe induit de G dont les sommets sont les éléments de
S.Dénition 1.5 Le voisinage d'un sommet u dans un graphe G, noté NG(u), est l'en-semble des sommets adjaents à (ou voisins de) u, i.e., ∀v ∈ V (G), v ∈ NG(u) ⇔ ∃e ∈
E(G) | endpoints(e) = {u, v}. On note également IG(u) l'ensemble des arêtes inidentes à
u, i.e., ∀u ∈ V (G),∀e ∈ E(G), e ∈ IG(u)⇔ u ∈ endpoints(e).Le degré d'un sommet u, noté degG(u) est le nombre d'arêtes inidentes à u : degG(u) =
|IG(u)| (aussi égal à |NG(u)| pour les graphes simples).Dénition 1.6 Si les sommets du graphe sont tous de degré 0 (E(G) = ∅), on dit que Gest un stable. Un graphe G est biparti si on peut partitionner les sommets de V (G) endeux ensembles V1 et V2 tels que G[V1] et G[V2] sont des stables.Dénition 1.7 Dans un graphe simple G, un hemin Γ est une suite de sommets P =
(u0, u1, ..., un) telle que pour tout 0 ≤ i < n, ui ∈ V (G) et {ui, ui+1} ∈ E(G). Les sommets
u0 et un sont les extrémités du hemin, les autres sommets de P sont les sommetsinternes du hemin. La longueur d'un hemin est le nombre d'arêtes traversées, soit n.Un hemin dont tous les sommets sont distints est dit élémentaire.Un hemin dont les extrémités sont onfondues est un yle. Un yle élémentaire estun yle dont tous les sommets internes sont distints. Un anneau est un graphe onstituéuniquement d'un yle élémentaire.Remarque : Les hemins peuvent également être représentés par une suite alternée u1, e1,
u2, e2, ..., un de sommets et d'arêtes, dont haque arête ei relie ui à ui+1 dans le graphe.Dénition 1.8 La distane entre deux sommets u et v de G, notée distG(u, v) est lalongueur du plus ourt hemin de u à v. Le diamètre d'un graphe onnexe G, noté D(G),est la plus grande distane entre deux de ses sommets, i.e., D(G) = max{distG(u, v) |
u, v ∈ V (G)}.Dénition 1.9 Deux sommets u et v sont dits onnetés si et seulement si il existe unhemin de u à v. Un graphe onnexe est un graphe dont tous les sommets sont onnetésdeux à deux, i.e., pour tous les sommet u, v ∈ V (G), il existe un hemin entre u et v.Dans un graphe G, un ensemble onnexe est un sous-ensemble de V (G) dont tousles éléments sont onnetés deux à deux. La omposante onnexe ontenant un sommetdonné est le plus grand ensemble onnexe ontenant e sommet.Dénition 1.10 Un arbre est un graphe onnexe sans yle.Un arbre ouvrant d'un graphe G est un arbre qui ontient tous les sommets de G.Une forêt est un graphe dont toutes les omposantes onnexes sont des arbres.Une forêt ouvrante d'un graphe G est une forêt qui ontient tous les sommets de G.Dénition 1.11 Un graphe G est dit omplet si et seulement si ∀x, y ∈ V (G), {x, y} ∈
E(G). On note Kn le graphe omplet de taille n.
1.2. Graphes étiquetés 9Dénition 1.12 Dans un graphe G, on appele étoile de entre u, notée BG(u), le sous-graphe de G onstitué de u, de ses voisins NG(u) et de ses arêtes inidentes IG(u).Plus généralement, on appele boule de entre u et de rayon k, notée BG(u, k) ou sim-plement B(u, k) le sous-graphe de G onstitué des hemins (sommets et arêtes) issus de ude longueur inférieure ou égale à k, i.e.,
V (BG(u, k)) = {v ∈ V (G) | distG(u, v) ≤ k}.
E(BG(u, k)) = {{v,w} ∈ E(G) | dist(u, v) ≤ k − 1 et dist(u,w) ≤ k}.Dénition 1.13 Dans un graphe G, un ensemble de sommets S ⊆ V (G) est dit dominantsi tout sommet de V (G) \ S a un voisin dans S.Dénition 1.14 Un isomorphisme d'un graphe simple G vers un graphe simple H estune bijetion f : V (G)→ V (H) telle que uv ∈ E(G) si et seulement si f(u)f(v) ∈ E(H).On dit que G est isomorphe à H, noté G ∼= H, si et seulement si il existe un isomorphismede G vers H.1.2 Graphes étiquetésLes graphes sur lesquels nous travaillons sont étiquetés par un ensemble d'étiquettes L,qui peut être ni ou inni. On supposera l'ensemble L muni d'un ordre total, noté <L.Un graphe étiqueté, noté (G,λ), est un graphe G muni d'une fontion d'étiquetage
λ : V (G) ∪ E(G) → L qui assoie une étiquette à haque sommet v ∈ V (G) et à haquearête e ∈ E(G). Lorsque la fontion d'étiquetage n'aura pas à être expliitée, les graphes
(G,λG), (H,λH),... seront dénotés G, H,... ; on dit que le graphe G est le graphe sous-jaent de G.On dit que l'étiquetage d'un graphe (G,λ) est uniforme si et seulement si il existedeux étiquettes α, β ∈ L telles que pour tout sommet v ∈ V (G), λ(v) = α et pour toutearête e ∈ E(G), λ(e) = β.Les notions de graphes partiels, sous-graphes, sous-graphes induits s'étendent auxgraphes étiquetés, ave préservation de l'étiquetage :Dénition 1.15 Un graphe H = (H, η) est un graphe partiel (resp. sous-graphe, sous-graphe induit) d'un graphe G = (G,λ) si H est un graphe partiel (resp. sous-graphe,sous-graphe induit) de G et pour tout x ∈ V (H) ∪ E(H), λ(x) = η(x).Dénition 1.16 Deux graphes étiquetés sont dits isomorphes si et seulement si leursgraphes sous-jaents sont isomorphes et qu'on peut passer de l'étiquetage de l'un à l'éti-quetage de l'autre par une bijetion φ.Une ourrene de G = (G,λ) dans G' = (G′, λ′) est un isomorphisme entre G =
(G,λ) et un sous-graphe H = (H, η) de G' tel que G et H ont le même étiquetage :
φ(λ) = η ave φ = fonction identite (autrement dit η = λ).Dénition 1.17 Soit G = (G,µ) un graphe étiqueté. On parle de sur-étiquetage, oud'étiquetage produit lorsque la fontion d'étiquetage µ : V (G)→ Ln∈N assoie à haqueélément étiqueté du graphe plusieurs valeurs de L. On désigne alors par registre les dié-rentes omposantes des étiquettes ainsi formées.
10 Chapitre 1. Préliminaires1.3 Etiquetage des sommets et des brins d'arêtesDans e doument, il nous arrivera fréquemment de onsidérer des graphes dont lesbrins d'arêtes, et non les arêtes, sont étiquetés. Lorsque les graphes manipulés sont desgraphes simples, ela revient à assoier à haque sommet une étiquette pour haun deses voisins. Nous distinguons ii la notion de brins d'arêtes de la notion traditionnelle de ports  pour souligner, dans un ontexte de graphes dynamiques, le fait que es brinspeuvent exister même après que l'arête orrespondante a été supprimée.Dénition 1.18 Un brin d'arête, en ontexte statique, peut être déni omme une paireonstituée d'un sommet v et d'une arête e telle que e est adjaente à v. Dans un ontextedynamique, un brin d'arête à la date t peut être déni omme une paire onstituée d'unsommet v et d'une arête e telle que e est adjaente à v à la date t ou a été adjaenteau sommet v à une date antérieure à t. Cela représente le fait qu'un brin d'arête peutontinuer à exister après suppression de l'arête orrespondante. La suppression du brindans e ontexte doit alors être eetuée de manière expliite.Dénition 1.19 Un graphe dont les sommets et les brins d'arêtes sont étiquetés, noté
(Gλ) est un graphe G muni d'une fontion d'étiquetage λ : V (G) ∪ (V (G) × E(G) | e ∈
IG(v))→ L qui assoie une étiquette à haque sommet v ∈ V (G) et à haque paire {v, e} ∈





cFig. 1.1  Exemple d'étiquetage de sommets et de brins d'arêtes dans un graphe simpleObservation 1 Il ne faut pas onfondre l'étiquetage des brins d'arêtes ave une numé-rotation de ports, appelée ouramment étiquetage de ports, où les sommets attribuent àhaun de leurs voisins un numéro loal unique permettant de les distinguer les uns desautres. Nous pouvons néanmoins onsidérer l'étiquetage de ports omme un as partiulierd'étiquetage de brins d'arêtes.Lorsque la fontion d'étiquetage n'aura pas à être expliitée, les graphes (G,λG), (H,λH),...seront également dénotés G, H,... ; leur étiquetage sera dit uniforme s'il existe deux éti-quettes α, β ∈ L telles que pour tout sommet v ∈ V (G), λ(v) = α et pour toute paire
1.4. Réétiquetages de graphes 11
{v, e} ∈ V (G) × E(G) | e ∈ IG(v), λ({v, e}) = β.Les notions de graphes partiels, sous-graphes, sous-graphes induits sont redénies dela manière suivante :Dénition 1.20 Un graphe H = (H, η) est un graphe partiel (resp. sous-graphe, sous-graphe induit) d'un graphe G = (G,λ) si et seulement si H est un graphe partiel (resp.sous-graphe, sous-graphe induit) de G et pour tout x ∈ V (H) ∪ (V (H) × E(H) | e ∈
IH(v)), λ(x) = η(x).Les notions d'isomorphisme, d'ourene et de sur-étiquetage restent les mêmes quepour les graphes dont les sommets et les arêtes sont étiquetés.1.4 Réétiquetages de graphesDénition 1.21 Une relation de réériture entre deux graphes étiquetés G et H, notéeG R H est une relation binaire qui transforme G en H.Dénition 1.22 Nous dirons qu'une relation de réériture R entre G = (G,λ) et H =
(H, η) est une relation de réétiquetage si et seulement si G = H, autrement dit si lastruture du graphe est préservée par la relation et que seules les étiquettes hangent.
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tion probabiliste) . . . . . . . . . . 31Les problèmes renontrés dans les systèmes distribués, bien que très variés d'un pointde vue appliatif, peuvent généralement se réduire à un petit nombre de problèmes plusfondamentaux, tels qu'aheminer une information entre deux n÷uds distants, onstruireune struture reouvrante, déterminer le nombre de partiipants, en hoisir ertains parmid'autres, et. Plus préisément, il est possible de réduire à un ou plusieurs problèmes fonda-mentaux la majorité des problèmes appliatifs de manière à e que l'existene d'une solutionpour les uns implique l'existene d'une solution pour les autres. Nous pouvons iter parmies problèmes fondamentaux les plus étudiés : l'életion (distintion d'un sommet), le nom-mage (attribution d'une identité unique à haque sommet), le omptage (dénombrement13
14 Chapitre 2. Modèles de aluls et formalismes assoiésdes sommets), la onstrution d'arbres ou d'anneaux ouvrants, ou enore la détetion dela terminaison d'un de es algorithmes.L'étude de es problèmes théoriques, qui permettent d'abstraire des problèmes onrets,néessite à son tour l'abstration des objets étudiés, à savoir, en e qui nous onerne, lessystèmes distribués dans les réseaux dynamiques. Dans e hapitre, nous présentons leadre dans lequel s'insrivent nos travaux, des notions les plus générales (systèmes dis-tribués) aux notions les plus préises (aluls loaux et réétiquetages de graphes). Nousprésentons ensuite les adaptations eetuées sur le modèle de alul et sur le formalismedes réétiquetages de manière à les rendre appliables aux graphes (et don aux réseaux)dynamiques. Le hapitre se termine ave la présentation de quelques algorithmes.2.1 Systèmes distribués2.1.1 Dénitions et ontexteLorsque l'on tente de dénir e qu'est un système distribué, il est d'usage de iter lesdénitions qu'en ont donné Andrew Tanenbaum et Leslie Lamport. Nous ne dérogeonspas à la règle dans ette setion, mais observons quelques diérenes entre les systèmesdistribués ainsi dérits et eux que nous onsidérons.Andrew TanenbaumA olletion of independent omputers that appears to its users as a single oherentsystem. [TS01℄ que l'on pourrait traduire par Un système distribué est un ensemble d'or-dinateurs indépendants qui apparaît à un utilisateur omme un système unique et ohérent.Un système distribué est don un ensemble d'ordinateurs indépendants. Plus générale-ment, nous parlerons d'entités de alul autonomes, ou simplement de n÷uds. Dans ettedénition d'Andrew Tanenbaum, le système se omporte globalement omme une boîtenoire remplissant des fontions préises pour son environnement extérieur (l'utilisateur).Ce point de vue ne onvient pas au adre des réseaux mobiles ad ho (et plus généralementdes réseaux dynamiques), où le système distribué et son environnement sont très souventfondus l'un dans l'autre, non seulement pare qu'ils sont suseptibles d'interagir au niveaude haque n÷ud, mais aussi pare que es systèmes ont fréquemment pour nalité leurpropre organisation.Leslie LamportYou know you have a distributed system when the rash of a omputer you've neverheard of stops you from getting any work done. [LLW℄ que l'on pourrait traduire par Unsystème distribué est un système qui vous empêhe de travailler quand une mahine dontvous n'avez jamais entendu parler tombe en panne.Là enore, la dénition n'est pas tout à fait adaptée au adre de notre étude, ar nousonsidérons l'instabilité des entités de alul et des liens de ommuniation omme faisantpartie intégrante de la vie du réseau (pannes byzantines mises à part). Le système ne doitdon pas hanger son mode de fontionnement, ni s'eondrer omplètement, lorsque detels événements se produisent.
2.1. Systèmes distribués 15Dans le adre de e doumentDans le adre de e doument, nous onsidérons un système distribué omme étant unenvironnement au sein duquel plusieurs entités de alul autonomes (ordinateurs, termi-naux mobiles ommuniants, proesseurs, proessus, et.), aussi appelées  n÷uds , olla-borent pour atteindre un objetif ommun. Nous appelons  réseau  l'ensemble onstituédes n÷uds et des liens de ommuniation qu'ils partagent. Par  lien de ommuniation entre deux n÷uds nous entendons la possibilité d'une ommuniation entre es n÷uds,que ette possibilité soit exploitée ou non. Nous onsidérons des liens bidiretionnels etsymétriques (le terme de voisins réiproques est utilisé dans [TWB03℄). Deux n÷uds quipartagent un lien de ommuniation sont dits  voisins . Dans un adre dynamique, nousonsidérons que l'ensemble des n÷uds et des liens de ommuniation est variable dans letemps : des n÷uds peuvent apparaître ou disparaître spontanément à tout moment, e quiorrespond par exemple à l'allumage ou à l'extintion d'un périphérique par un utilisateur.De même, des liens de ommuniation entre n÷uds peuvent apparaître ou disparaître auours du temps, e qui orrespond par exemple au déplaement d'un terminal en environ-nement sans l, ou à la survenue d'un obstale qui se déplae (véhiule, individu, et.) etbloque la ommuniation.Dans e doument, nous entendons par  algorithmique distribuée  le domaine quis'attahe à étudier les problèmes fondamentaux des systèmes distribués, 'est à dire à trou-ver des solutions à es problèmes, lorsqu'elles existent, et à dérire les onditions requisespar les solutions qui ne sont pas universelles. Ces onditions, ou hypothèses, peuvent parfoisporter sur le déroulement même d'un algorithme, mais dans la plupart des as, e sont deshypothèses sur le réseau sous-jaent qui sont onsidérées. Par exemple, ertains problèmessont plus failes à résoudre si tous les  n÷uds  possèdent un identiant unique (p. ex.une adresse ma ou IP), ou si l'on sait qu'auun n÷ud n'est ou ne sera isolé du reste du ré-seau. Il peut être montré de la même manière que ertains problèmes n'ont pas de solutiondu tout lorsqu'une ondition partiulière est vériée (p. ex. le nommage dans les réseauxanonymes ave ertaines symétries [Ang80℄). Si l'on onsidère uniquement des réseaux dé-entralisés, où haque n÷ud exéute le même algorithme et ne ommunique qu'ave sesvoisins direts, alors l'algorithmique distribuée revient aussi à étudier les omportementsglobaux qui peuvent émerger, de prohe en prohe, de es omportements loaux.Lorsque les problèmes  lassiques  de l'algorithmique distribuée sont plongés dans unadre dynamique, ils doivent souvent être redénis ; par exemple l'énumération peut êtreenvisagée omme le maintien permanent d'une estimation, sur haque n÷ud, du nombrede n÷uds qui sont présents dans la même omposante onnexe. Les outils utilisés pourreprésenter les algorithmes doivent aussi être redénis an de pouvoir prendre en ompteles  événements topologiques  qui se produisent sur le réseau, 'est-à-dire, pour haquen÷ud, l'apparition ou la disparition possible d'un lien de ommuniation vers un voisin.Dans e doument, lorsque nous parlons de réseau dynamique sans préision supplémen-taire, ela désigne un réseau anonyme (pas d'hypothèse sur l'existene d'un identiantunique pour les n÷uds), dont les liens de ommuniation sont bidiretionnels, et dont toutn÷ud et tout lien de ommuniation est suseptible de disparaître à tout moment. Saufmention ontraire, nous onsidérons des réseaux dont la dynamique est imprévisible, .-à-d., qu'auune information sur l'évolution topologique du réseau n'est onnue. De même,nous onsidérons par défaut que la mobilité des n÷uds n'est pas ontrlée par l'appliation
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iés(e qui pourrait être le as de robots mobiles [SMR06℄). Enn, auune hypothèse n'est faitequant à l'existene d'une horloge globale dans le réseau, .-à-d. que les systèmes étudiéssont, en e sens, asynhrones.2.1.2 Modèles de ommuniationDiérents modèles de ommuniation peuvent être utilisés au sein d'un système dis-tribué. Parmi les modèles les plus répandus se trouvent la boîte aux lettres, la mémoirepartagée et l'envoi de messages.Communiation par boîte aux lettresDans e modèle, haque n÷ud possède une zone mémoire dans laquelle ses voisinspeuvent érire des données. Un n÷ud n1 désirant ommuniquer ave un voisin n2 doitainsi érire dans la zone mémoire de n2 et, s'il en attend une réponse, la lire dans sa zonemémoire lorsque n2 y aura érit. Dans la plupart des as, la leture de es données parle n÷ud sous-jaent a pour eet de les supprimer, on parle alors de onsommation demessages.Communiation par registresDans e modèle, haque lien de ommuniation se voit assoier deux registres, un dehaque té. Pour ommuniquer ave leurs voisins, les n÷uds érivent dans le registre loalorrespondant au lien de ommuniation vers e voisin. Chaque registre peut être aédéen leture/ériture par le n÷ud loal, et en leture uniquement par le n÷ud distant.Communiation par mémoire partagéeDans e modèle, les diérents n÷uds qui désirent ommuniquer entre eux partagentune ressoure mémoire ommune. L'aès à ette ressoure est généralement exlusif pourles éritures, mais peut être onurrent en leture.Communiation par envoi de messagesCe modèle de ommuniation est elui qui est le plus fréquemment renontré dans lalittérature. Dans e modèle, les n÷uds sont reliés entre eux par des anaux de ommu-niation, et ommuniquent en s'éhangeant des messages. Selon les variantes, les anauxpeuvent être unidiretionnels ou bidiretionnels. Le n÷ud émetteur envoie un message enle  déposant  dans le anal et le n÷ud réepteur srute le anal pour reevoir un éventuelmessage.Abstration du modèle de ommuniationDans e doument, nous ne onsidérons que les systèmes asynhrones (sans horlogeglobale) dont les n÷uds ommuniquent par envoi de messages. Les algorithmes présentés,qu'ils relèvent de l'existant ou de nos propres travaux, font ependant abstration du mo-dèle de ommuniation en utilisant des aluls loaux. Cette abstration sur le modèle de
2.1. Systèmes distribués 17ommuniation permet, et 'est une de ses qualités, de pouvoir ensuite reporter les résul-tats négatifs (démonstrations d'impossibilités) vers tous les modèles de ommuniationsexistants1. Les résultats positifs ne sont en revanhe pas tous transposables dans tous lesmodèles de ommuniation donnés, mais ils fournissent tout de même de bonnes indiationssur la solution à adopter. Un pont entre les aluls loaux et le modèle de ommuniationpar envois de messages asynhrones, dans un ontexte statique, a été proposé par Chalopinet Métivier dans [CM05℄ et des travaux de e type portant sur les mémoires partagées sonten ours dans la même équipe.2.1.3 Prinipaux modèles de aluls loauxLes aluls loaux sont des modèles de aluls permettant de dérire les algorithmesindépendamment du modèle de ommuniation sous-jaent. Chaque étape de alul, .-à-d.haque opération de l'algorithme distribué, est spéiée par un hangement d'état portantsur un ensemble onnexe de n÷uds, séparés les uns des autres par une distane bornée.De nombreux modèles de aluls loaux peuvent être imaginés, mais les travaux danse domaine se bornent généralement à onsidérer eux dans lesquels le hamp d'ationd'une étape de alul est limité à une étoile (un n÷ud ainsi que tous ses voisins et lesliens de ommuniation qui le relient à eux) ou à une paire (deux n÷uds diretementvoisins). Nous ne parlerons ii que de quatre de es modèles de aluls loaux, qui sonteux présentés gure 2.1. Diérentes variantes de es modèles, ainsi qu'une hiérarhisationde leurs puissanes de aluls respetives sont étudiées dans [Cha06℄ et [CMZ04℄.
(a) Étoile  fermée  (b) Étoile  ouverte  () Paire  fermée  (d) Paire  ouverte Fig. 2.1  Modèles de aluls loaux de diérentes puissanes
Caluls loaux sur des étoiles  ouvertes  - LC1Ce modèle, aussi appelé Caluls Loaux 1, ou LC1, est présenté gure 2.1(b). Dans emodèle, une étape de alul onsiste à modier l'état du entre d'une boule de rayon 1en fontion de l'état de tous les éléments de la boule. L'état du reste de la boule n'est,en revanhe, pas modié. Deux étapes de alul peuvent être eetuées en parallèle si etseulement si elles se produisent sur des boules dont les entres sont éloignés d'une distanesupérieure ou égale à 2.1On pourrait ependant imaginer qu'un modèle basé sur ertaines propriétés de la physique quantiquepermette de  dépasser  les notions de loalité et de voisinage par la notion d'intriation [BBC+93℄.
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uls et formalismes assoiésCaluls loaux sur des étoiles  fermées  - LC2Ce modèle, aussi appelé Caluls Loaux 2, ou LC2, est présenté gure 2.1(a). Dans emodèle, une étape de alul onsiste à modier l'état de tous les éléments d'une boule derayon 1 en fontion de leur état atuel. Deux étapes de alul peuvent être eetuées enparallèle si et seulement si elles se produisent sur des boules disjointes.Caluls loaux sur des paires  ouvertes Ce modèle, aussi appelé Caluls Loaux sur les arêtes, est présenté gure 2.1(d). Danse modèle, une étape de alul revient à modier l'état d'un n÷ud en fontion de son étatet de elui d'un de ses voisins. Deux étapes de alul peuvent être eetuées en parallèlesi et seulement si elles se produisent sur des paires dont le n÷ud modié est diérent.Caluls loaux sur des paires  fermées Ce modèle, aussi appelé Caluls Loaux sur les sommets, est présenté gure 2.1().Dans e modèle, une étape de alul revient à modier l'état de deux n÷uds voisins enfontion de leurs propres états. Deux étapes de alul peuvent être eetuées en parallèlesi et seulement si les paires orrespondantes sont disjointes.Réétiquetages des arêtesPour haun de es modèles, on peut distinguer plusieurs sous-modèles selon que lesarêtes appartenant aux paires ou aux boules peuvent être réétiquetées ou non. Nous onsi-dérons dans e doument des modèles dont les sommets et les arêtes peuvent être rééti-quetés.Synhronisation entre voisinsLorsque l'on onsidère le déroulement d'un algorithme de e type il faut faire en sorteque les diérents n÷uds se mettent d'aord, avant haque étape de alul, sur un ertainnombre de hoix onernant par exemple la séletion du voisin ave lequel l'étape va sedérouler, le hoix de l'opération qui va être eetuée, ou les rles respetifs que les n÷udsvont jouer dans l'opération. Cette phase qui préède le alul est appelée synhronisationet fait l'objet du hapitre 3 de ette thèse. Ces synhronisations peuvent varier selon lemodèle de alul onsidéré.2.2 Réétiquetages de graphes et aluls loauxCette setion présente l'utilisation des graphes et des réétiquetages de graphes quel'on utilise pour représenter respetivement les réseaux, et les aluls loaux qui y sonteetués. Nous nous bornons ii à présenter les outils théoriques existants qui s'appliquentau ontexte des réseaux statiques.







label8Fig. 2.3  Représentation graphique d'une règle de réétiquetage LC2Un algorithme peut être onstitué d'une ou plusieurs règles de e type. Dans le asd'un algorithme à plusieurs règles, des méanismes de ontrle omme les  priorités entrerègles  ou les  ontextes interdits  [LMS95℄ peuvent être utilisés pour déterminer dansquel ordre et sous quelles onditions les utiliser. Un système distribué omplet onsiste
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iésalors en une aetation d'états initiaux et un ensemble de règles de réétiquetage. Nous neonsidérons dans e doument que des systèmes distribués dont haque n÷ud possède lesmêmes règles de réétiquetage, les états initiaux pouvant en revanhe varier d'un n÷ud àl'autre.2.2.3 Exemple : onstrution d'un arbre ouvrantCe paragraphe présente l'exemple d'un algorithme omportant une seule règle de rééti-quetage qui permet de onstruire de prohe en prohe un arbre ouvrant sur le réseau. Lessommets ont une étiquette qui peut prendre pour valeur A ou N selon qu'il fait déjà partiede l'arbre ou non. De même, les arêtes faisant partie de l'arbre sont étiquetées 1, les autres
0. Cet algorithme suppose qu'un sommet, la raine de l'arbre, est distingué des autres audébut du alul, et étiqueté A. Tous les autres sommets sont initialement étiquetés N ettoutes les arêtes 0. La règle de réétiquetage odant l'algorithme est présentée gure 2.4. Onpeut la lire de la manière suivante : lorsqu'un sommet de l'arbre voit un sommet ne faisantpas partie de l'arbre, le nouveau sommet et l'arête orrespondante sont tout deux intégrésà l'arbre, et le sommet intégré devient apable, à son tour, d'intégrer d'autres sommetsvoisins. Un exemple de déroulement de et algorithme est donné gure 2.5.
R A N0 −→ A A1Fig. 2.4  Règle odant un algorithme d'arbre ouvrant
N A N
N N N0 00 00 0 0 R N A NN A N0 00 00 1 0 R2 A A NN A A0 11 00 1 0
R2Les réétiquetages impliquantdes sommets diérents peuventse dérouler en parallèle. A A A
A A A1 11 00 1 1Fig. 2.5  Exemple d'exéution de l'algorithme de la gure 2.4Il est évident que le déroulement d'un tel algorithme, ainsi que son résultat nal, dé-pendent de la manière dont les sommets se synhronisent (i.e., se hoisissent les uns lesautres) pour appliquer les règles. Nous rappelons que la problématique de la synhronisa-tion, ainsi que son adaptation à un adre dynamique, font l'objet du hapitre 3.
2.3. Adaptation à un adre dynamique 212.3 Adaptation à un adre dynamiqueDans ette setion, nous présentons les diérentes propositions que nous avons faitautour des réétiquetages de graphes pour les utiliser dans un ontexte dynamique.2.3.1 Caluls loaux et ontexte dynamiqueDans le adre d'un MANet, et plus généralement de tout réseau dynamique imprévi-sible, les liens de ommuniation entre n÷uds peuvent rompre à tout moment. Dans eontexte, toute hypothèse d'une ommuniation réussie entre n÷uds non diretement voi-sins devient une hypothèse optimiste. Il apparaît don néessaire, plus enore que dansun adre statique, de ne faire intervenir, pour haque étape de alul, que des n÷udsdiretement voisins.2.3.2 Représentation du réseauLe réseau est représenté par un graphe simple non orienté G = (V,E) dont les sommets
V (G) représentent les n÷uds, et les arêtes E(G) représentent les possibilités de ommuni-ations (bidiretionnelles) entre n÷uds. Les apparitions ou disparitions de possibilités deommuniation (que nous appelons liens dans e doument) entre n÷uds sont représentéespar des ajouts ou des suppressions d'arêtes dans E(G). Les mises en route ou extintions(ou pannes) de n÷uds sont représentés par des ajouts ou des suppressions de sommets dans
V (G). On distingue ainsi les périphériques qui s'éteignent des périphériques qui s'isolent.Dans la suite, nous désignerons par  graphe dynamique  e type de graphe.Les états des n÷uds sont odés par des étiquettes sur les sommets orrespondants.L'état des liens de ommuniation est odé par des étiquettes sur les brins d'arêtes. Celapermet de représenter de façon expliite le fait que l'état algorithmique d'un lien de om-muniation est mémorisé sur haun des n÷uds extrémités, et non sur le lien lui-même.Les n÷uds possèdent don toujours ette information même lorsque le lien a été rompu.Par eet de bord, et étiquetage permet également de représenter des états asymétriquessur les arêtes, omme par exemple une relation père/ls dans un arbre, en aetant desvaleurs diérentes de part et d'autre de l'arête. L'état global du réseau peut être donné àtout moment par un graphe étiqueté G = (G,λ) où λ est la fontion qui assoie à haquesommet de V (G) une étiquette odant l'état du n÷ud orrespondant, et à haque ouple
(v ∈ V (G), e ∈ E(G)) | e ∈ IG(v) une étiquette odant l'état algorithmique du lien deommuniation orrespondant, vu depuis le sommet v.2.3.3 Représentation des alulsNous distinguons ii deux types de réétiquetages : eux qui sont ausés par les règlesnormales de l'algorithme et eux qui résultent d'une réation de l'algorithme à un événe-ment topologique.Règles de réétiquetages normalesComme dans un adre statique, les opérations de l'algorithme distribué sont repré-sentées par des règles de réétiquetage portant sur un ensemble restreint d'arêtes et de
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iéssommets voisins. Pour des raisons de synhronisation, nous avons éarté de nos travauxles modèles (a) et (b) de la gure 2.1 page 17, pour lesquels une étape de alul impliquetous les sommets d'une boule de rayon 1, an de nous onentrer sur les modèles () et (d),plus réalistes dans un ontexte dynamique ar haque étape n'implique que deux sommetsdiretement voisins. La gure 2.6 donne l'exemple d'une règle de réétiquetage abstraite,utilisant le modèle de alul de la paire fermée (), exprimée dans un langage logique prohede LIDiA. Une représentation graphique de la même règle est donnée gure 2.7. A e stade,le seul élément qui dière du adre statique est l'étiquetage des brins d'arêtes (remplaçantl'étiquetage des arêtes).préonditions : λ(v0) = label1 λ(v0, (v0, v1)) = label2réétiquetage : λ′(v0) := label4 λ′(v1) := label7 λ′(v0, (v0, v1)) := label5 λ′(v1, (v0, v1)) := label6





label7Fig. 2.7  Représentation graphique de la règle de la gure 2.6Gestion des événements topologiquesVus depuis haque n÷ud du réseau, les événements topologiques se réduisent à deuxtypes : les apparitions de liens de ommuniation vers un nouveau voisin, et les rupturesde liens de ommuniation vers un voisin atuel. Sur le graphe dynamique représentant leréseau, ela se traduit par l'ajout ou la suppression d'une arête inidente. Le modèle dealul doit don permettre à l'algorithme de réagir à es deux types d'événements.Apparition d'un nouveau lien de ommuniation. Gérer et événement onsiste àfaire en sorte que toute nouvelle arête soit exploitable par l'algorithme. Cela peut se faire enattribuant aux nouvelles arêtes un étiquetage par défaut (gure 2.8), propre à l'algorithmeonsidéré. Cet étiquetage est également appliqué à toutes les arêtes présentes au début del'algorithme.Rupture d'un lien de ommuniation. Lorsqu'un lien de ommuniation est rompuentre deux n÷uds, la possibilité doit être donnée à haun des n÷uds onernés de réagirpar un traitement adapté. Pour e faire, une étiquette spéiale est ajoutée à haque brind'arête, indiquant l'état d'ativité du lien, notée λact valant on à la réation de l'arête.
2.3. Adaptation à un adre dynamique 23états initiaux : λ(vertex, (new edge)) = label5 label5 label5Fig. 2.8  Apparition d'un lien de ommuniationLorsque le lien de ommuniation orrespondant est rompu, l'arête est supprimée mais sesdeux brins persistent et leur étiquette d'ativité prend la valeur off (gure 2.9).
λact(vertex, (deleted edge)) = off
(on) (on) off offFig. 2.9  Rupture d'un lien de ommuniationRéation de l'algorithme. Ave un tel méanisme, il devient possible de spéier, viade simples règles de réétiquetage, la manière dont un algorithme doit réagir à la ruptured'un lien de ommuniation. Ces règles, que nous appelons  règles de réation à la rup-ture , n'impliquent qu'un seul sommet, et lui aetent l'état qui a été prévu en pareilas. Ces règles sont toujours prioritaires sur les  règles normales , i.e., les règles impli-quant plusieurs sommets. La gure 2.10 donne l'exemple d'une telle règle, dérite ave lesnotations logiques et graphiques.préonditions : λ(v0) = N λ(v0, (v0, vlost)) = 1 λact(v0, (v0, vlost)) = offréétiquetage : λ′(v0) := J N off1 J
Si un sommet étiqueté N a perduune arête vers un de ses voisins(vlost), alors que le brin de ettearête est étiqueté 1, alors il se ré-étiquette en J , et le brin est déni-tivement supprimé.Fig. 2.10  Exemple de règle de réation à la ruptureLe système omplet. Le système distribué omplet peut être donné par 1) une ae-tation d'états initiaux, 2) un ensemble de règles de réétiquetage normales et, optionnelle-ment, 3) un ensemble de règles de réation aux ruptures. Ces dernières ayant pour voationpremière de rétablir la ohérene loale de l'état d'un sommet suite à un événement topo-logique, nous avons hoisi de les rendre prioritaires sur les règles normales. Cette prioritépermet de garantir qu'auune opération normale ne pourra être eetuée par un sommetdont l'état est inohérent.2.3.4 Quelques préisions à travers un exempleNous présentons ii un algorithme omplet reposant sur des réétiquetages de graphesdynamiques. Cet algorithme, publié dans [Cas06℄, est omplètement déentralisé et ne fait
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aluls et formalismes assoiésauune hypothèse sur le réseau sous-jaent en terme de dynamique ou de propriétés (ommel'existene d'identiants uniques).Présentation de l'algorithmeLa onstrution de strutures ouvrantes tels que les arbres, dans les réseaux instables,ad ho ou plus généralement dynamiques, ont fait l'objet de nombreux travaux. On peutiter de manière non exhaustive la ompilation que Gärtner a réalisé [G03℄ autour desalgorithmes auto-stabilisants et les travaux qui ont été eetués plus réemment autourdes réseaux de apteurs ad ho (p.ex. [FISR07℄).L'algorithme de la forêt ouvrante que nous proposons, et dont les règles sont donnéespar l'algorithme 1 page suivante, a pour objetif de maintenir une forêt d'arbres ouvrantssur un graphe dynamique, sans eetuer la moindre hypothèse de entralisation, de sta-bilité, ou d'existene d'identités. Comme pour la majorité des exemples présentés dans edoument, les n÷uds exéutent tous le même algorithme. Les prinipales propriétés dusystème sont les suivantes :1. En se plaçant au niveau d'abstration des graphes, l'algorithme ne requiert pas l'exis-tene d'identiants uniques pour les sommets (ave les tehnologies atuelles, sonimplémentation eetive néessiterait ependant de tels identiants).2. Les sommets sont tous initialisés de la même manière, e qui en fait un algorithmeomplètement déentralisé.3. Lorsqu'un lien de ommuniation interne à un arbre est rompu, la mise à jour globaledes deux omposantes ainsi partitionnées se fait en une et une seule opération loa-lement à haque extrémité de l'arête rompue.4. La onvergene en un temps ni vers un seul et unique arbre par omposante onnexen'est pas garantie pour un temps ni (e point préis sera disuté dans le hapitre 3).Le fontionnement de l'algorithme est le suivant : initialement, haque sommet forme unarbre isolé dont il est la raine (étiquette J ). Lorsque deux sommets raines se retrouventsynhronisés pour l'appliation d'une règle de réétiquetage, ils appliquent la règle r1, quifusionne les deux arbres. Lors de ette fusion, l'un des sommets devient père de l'autre (etraine de l'arbre résultant). Le ls, de son té, se réétiquette en N (le hoix de l'attributionde haun de es deux rles ne relève pas du niveau d'abstration auquel se situent lesrègles). L'arête qu'ils partagent prend alors de part et d'autre les valeurs d'étiquette 1 et2, marquant ainsi l'orientation père/ls. Plus préisément, l'étiquette 1 dénote un lien endiretion de la raine, l'étiquette 2 un lien s'en éloignant. A haque fois que deux sommets sesynhronisent pour appliquer une règle, ils tentent en priorité d'appliquer r1 (ordre natureldes règles). Plusieurs arbres peuvent ainsi fusionner, de prohe en prohe, ne onservantà haque fois qu'une seule raine. Si r1 n'est pas appliable, ils tentent d'appliquer r2. Si
r2 n'est pas appliable, ils n'appliquent auune règle ensemble. La règle r2 implique uneraine et un de ses sommets ls, et a pour eet d'inverser le rle de es deux sommets,le ls devenant raine, et la raine devenant ls. Pour les autres sommets de l'arbre, larègle r2 ne modie pas la route loale vers la raine, e hangement n'a don pas besoind'être propagé. Quand un n÷ud détete la rupture d'un de ses liens, il exéute la règlede réation à la rupture orrespondante. Cette réation est alors prioritaire sur les règlesnormales (omme l'indique l'ordre des règles donné par l'algorithme 1). Si le lien perdu
2.3. Adaptation à un adre dynamique 25était un lien vers la raine (étiquette 1 ), alors le sommet orrespondant s'autoprolameraine (règle ra), en se réétiquetant J. Si le lien rompu est un lien vers un ls (étiquette2 ), le résidu (brin) de l'arête orrespondante est supprimé sans traitement supplémentaire(règle rb). Si l'étiquette a pour valeur 0 (zéro), alors les deux sommets orrespondantn'entretiennent auun lien diret de parenté dans l'arbre, le brin est don supprimé sanstraitement partiulier. Cette dernière règle est onsidérée omme impliite et n'est donpas donnée par l'algorithme.Algorithme 1 Maintien d'une forêt d'arbres ouvrants.
ra : N off1 J
rb : Anyoff2 Any
r1 : J 0 0 J J 2 1N
r2 : J 2 1N N 1 2 J
Quand un sommet perd une arête qui mène vers la raine, il devientraine.Quand un sommet perd une arête qui ne mène pas vers la raine,il n'eetue auun traitement partiulier.Si les deux sommets sont raine, seul l'un d'eux le reste, et lesarbres fusionnent sur l'arête impliquée. Les étiquettes de l'arêtesont mises à jour pour indiquer la nouvelle relation père/ls.La raine se déplae au sein de l'arbre.Un exemple de séquene d'exéution de et algorithme est proposé gure 2.11 pagesuivante. En (a), la topologie est ouverte par deux arbres diérents, bien que le graphesoit onnexe. La seule règle appliable, r2, est appliquée à divers endroits (potentiellementplusieurs fois). En (b), deux sommets étiquetés J (sommets raines) se retrouvent en vis-à-vis. S'ils hoisissent de travailler ensemble, la règle r1 est appliquée, e qui a pour eetde fusionner les deux arbres. En (), une rupture topologique a lieu entre deux sommetsparents dans l'arbre. Celui des deux qui était le ls s'autoprolame alors raine de sonarbre (règle ra) en se réétiquetant J, e qui lui permet d'appliquer (à nouveau) les règles
r1 ou r2 (en l'ourrene, r1 a été appliquée entre (d) et (e)).Preuves de quelques propriétésDans ette partie, nous supposons que l'étiquette J signie que le sommet sous-jaentpossède un jeton. Tout sommet raine de son arbre est don un sommet qui a le "jeton"de son arbre. Cela ne hange rien à l'algorithme, mais simplie les expliations des preuvesi-dessous.Proposition 2.1 Il y a à tout moment au moins un jeton par arbre (après réation à larupture en une étape).Preuve 2.1 Initialement, tous les sommets sont étiquetés J et forment un arbre à unélément. La propriété est don vraie au début du alul.Chaque rupture dans un arbre engendre deux nouveaux arbres, l'un d'entre eux ayant unjeton, l'autre l'ayant perdu. Dans l'arbre sans jeton, le sommet impliqué dans la rupture aperdu son père. Ce sommet applique don ra et régénère un nouveau jeton. Proposition 2.2 Il ne peut y avoir deux jetons dans le même arbre.
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N(e)Fig. 2.11  Exemple de séquene d'exéution de l'algorithme 1 (les éléments doublés enrouge sont eux relativement auxquels les traitements vont s'eetuer)Preuve 2.2 La seule règle provoquant la réation d'un jeton est ra. S'il y a deux jetonsdans le même arbre, alors deux as sont possibles :1. ra a été appliquée alors qu'il y avait déjà un jeton dans l'arbre.2. ra a été appliquée deux fois dans l'arbre simultanément.Cas 1 : Si ra a été appliquée, alors le sommet qui l'a appliquée avait un de ses brins d'arêtesétiqueté 1 à o. Or, de manière triviale, un brin d'arête étiqueté 1 implique que l'arête or-respondante onduisait vers le jeton. Le jeton se trouvait don dans la omposante de l'arbredont il a été déonneté.
=⇒ as 1 impossible.Cas 2 : Soit v et v′ les deux sommets du même arbre ayant appliqué ra. Il y a trois possi-bilités :1. v est anêtre de v′ dans l'arbre.
−→ impossible, puisque v′ n'applique la règle que s'il a perdu son père dans l'arbre.2. v′ est anêtre de v dans l'arbre.
−→ impossible, puisque v n'applique la règle que s'il a perdu son père dans l'arbre.3. v et v′ ont un anêtre ommun.
−→ impossible, puisque v et v′ n'appliquent la règle que s'ils ont perdu leur père etne sont don pas dans le même arbre.
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=⇒ as 2 impossible. 2.4 Quelques algorithmesCette setion donne quelques exemples d'algorithmes à base de réétiquetages de graphesdynamiques. Ces exemples sont onstitués de deux algorithmes de propagation d'informa-tion, deux algorithmes de omptage, et un algorithme d'életion probabiliste.2.4.1 Algorithme de propagation - version basiqueL'algorithme 2 a pour but de propager une information dans le réseau, de proheen prohe, depuis un émetteur donné. La règle r1 odant et algorithme peut être lueintuitivement de la manière suivante : soit A (resp. N) la valeur d'étiquette odant lefait que le n÷ud sous-jaent possède (resp. ne possède pas) l'information propagée. Si unn÷ud étiqueté A renontre un n÷ud étiqueté N , alors il lui transmet l'information. Leseond n÷ud, qui possède désormais l'information (étiquette A), peut alors à son tour latransmettre à ses voisins, et ainsi de suite.Algorithme 2 Propagation d'une information (version basique)
Etats initiaux : un sommet distingué étiqueté A, les autres sommets étiquetés N
r1 : A N A ACet algorithme n'est pas spéique aux réseaux dynamiques, et les traitements loauxqu'il eetue seront les mêmes dans tous les types de réseaux. Son omportement global,en revanhe, ne dépendra pas des mêmes paramètres dans un ontexte statique et dans unontexte dynamique. Si le réseau est statique et si le graphe orrespondant est onnexe,alors tous les n÷uds seront informés en un nombre d'opérations inférieur ou égal au dia-mètre du graphe. La onnexité du graphe est don une ondition à la fois néessaire etsusante au suès de l'algorithme. Dans un adre dynamique, les hoses sont diérentes.En supposant que le nombre total de n÷uds ne varie pas dans le temps, e qui est déjà unehypothèse, la onnexité du graphe à un instant donné ne sera ni une ondition néessaire,ni une ondition susante pour que tous les n÷uds soient informés. Il se peut par exempleque tous les n÷uds soient informés sans qu'à auun moment le graphe n'ait été onnexe.Pour et algorithme omme pour d'autres qui suivent, la aratérisation des onditionsnéessaires et susantes sur la dynamique du réseau sera eetuée au hapitre 4.2.4.2 Algorithme de propagation ave repriseL'algorithme de propagation ave reprise (ou propagation de doument), présenté al-gorithme 3 page 29, est un peu plus omplexe que l'algorithme 2. Il permet de oder lapropagation d'une information de taille onséquente, telle un hier, et dont le transfertpeut être interrompu à tout moment. Lorsqu'un transfert est interrompu entre un n÷udémetteur et un n÷ud réepteur, le n÷ud réepteur peut reprendre le transfert là où ils'était arrêté ave n'importe quel n÷ud qui possède la suite du doument. La réeption du
28 Chapitre 2. Modèles de aluls et formalismes assoiésdoument par un n÷ud donné est forément séquentielle, quel que soit le nombre d'émet-teurs impliqués au ours du temps. Enn, on onsidère que le doument est onstitué d'unesuite de blos numérotés.L'algorithme fontionne de la manière suivante : haque sommet possède deux éti-quettes (ou deux registres d'étiquette). La première, qui représente l'état du sommet, vaut
R ou N selon que le sommet est en train de reevoir le doument ou non. La seonde éti-quette, numérique, indique le dernier blo que le sommet possède (numéro du dernier bloreçu). Initialement, tous les sommets ont leur première étiquette à N . Celui qui possèdele doument omplet a le nombre de blos du doument omme seonde étiquette, tandisque les autres ont ette seonde étiquette à 0. La règle r1 établit une onnexion entre deuxn÷uds s'ils ne possèdent pas le même nombre de blos et si elui qui en a le moins n'estpas déjà en train de reevoir (étiquette N et non R). Ce sommet est alors réétiqueté Rpour indiquer qu'il est désormais en position de réepteur, et l'arête orrespondante estétiquetée de manière à indiquer l'orientation des transferts (2 té émetteur, 1 té réep-teur). Le réepteur, étiqueté R, ne peut plus appliquer la règle r1 en tant que réepteur (ilne peut ainsi reevoir que d'un émetteur à la fois). Il peut en revanhe l'appliquer en tantqu'émetteur, devenant ainsi simultanément réepteur pour un n÷ud et émetteur pour unou plusieurs autres n÷uds. La règle r2 ode le as où un réepteur a obtenu tout e queson émetteur pouvait lui donner, la onnexion est alors fermée. Le transfert du doumentn'est pas, pour autant, forément terminé et le n÷ud peut redevenir réepteur pour unautre émetteur (on peut supposer que le doument est omplet lorsque le dernier bloreçu ontient le aratère EOF ). Enn, la règle r3 ode le transfert eetif d'un blo dedoument entre un émetteur et un réepteur qui sont onnetés.En e qui onerne les réations aux ruptures, il y a deux as possibles : 1) L'arêterompue n'a auun rle partiulier (étiquette 0 de part et d'autre). Les brins sont alorssupprimés de part et d'autre sans traitement supplémentaire. Cette règle est, omme pourl'algorithme de la forêt ouvrante, onsidérée omme impliite ; 2) L'arête rompue était lesupport d'une onnexion entre deux n÷uds. Dans e as, l'émetteur supprime simplementle brin loal orrespondant (règle rb). Le réepteur, quant à lui, applique ra, et reprendl'étiquette N , e qui lui permettra de se reonneter ultérieurement à un autre émetteur.2.4.3 Comptage - version 1L'algorithme 4 page suivante a pour fontion de ompter le nombre maximal de par-tiipants dans un réseau. Le fontionnement de l'algorithme est le suivant : un sommetompteur est distingué au début de l'exéution. Ce sommet possède deux étiquettes, l'uneindiquant qu'il est ompteur (étiquette C), l'autre indiquant le nombre de partiipantsqu'il a déjà ompté. L'état initial du ompteur est don (C, 1), ar il s'inlut dès le départdans le déompte des sommets. Les autres sommets sont initialement étiquetés N , valeursigniant qu'ils n'ont pas enore été omptés. A haque fois que le ompteur se synhro-nise ave un sommet non ompté, la règle r1 est appliquée entre eux. Cette règle a poureet d'inrémenter le ompteur et de marquer le sommet ompté omme désormais ompté(étiquette F ). Chaque sommet ne peut ainsi être ompté qu'une fois.Soit F l'ensemble des sommets étiquetés F (sommets omptés), soit N l'ensemble dessommets étiquetés N (sommets non omptés), et C l'ensemble des sommets étiquetés C(ensemble à un élément). Si l'on suppose que le nombre de sommets ne varie pas dans le
2.4. Quelques algorithmes 29Algorithme 3 Propagation d'un doument ave reprise
Etats initiaux : un sommet distingué étiqueté (N, nblocs), nblocs étant le nombre de blos onstituant ledoument. Tous les autres sommets étiquetés (N, 0), tous les brins d'arêtes étiquetés 0.
ra : R, ioff1 N, i
rb : Any, ioff2 Any, i
r1 : Any, i0 0N, j < i Any, i2 1R, j
r2 : Any, i2 1R, j = i Any, i0 0N, j
r3 : Any, i2 1R, j < i Any, i2 1R, j + 1
Quand un sommet perd l'arête par laquelle il reevait le doument,il se repositionne omme n'étant plus en train de reevoir, e quilui permet de se reonneter à un autre émetteur via r1.Quand un sommet perd une arête par laquelle il envoyait le do-ument, il n'eetue auun traitement partiulier.Quand un sommet possède une plus grande part du doumentqu'un autre sommet, et que e dernier n'a pas de réeption enours, alors une onnexion s'opère entre eux, permettant ensuitel'envoi du doument via r3.Si parmi deux sommets onnetés le réepteur a obtenu tout eque l'émetteur pouvait lui donner, alors la onnexion est fermée.Si parmi deux sommets onnetés le réepteur n'a pas enoretoutes les parties que l'émetteur possède, alors la partie suivantedu doument est transmise.Algorithme 4 Comptage ave un sommet ompteur distingué.
Etats initiaux : un sommet distingué étiqueté (C, 1), les autres sommets étiquetés N
r1 : C, i N C, i + 1 Ftemps, alors et algorithme possède quelques invariants.A tout instant du alul, haque sommet a l'une des trois étiquettes F , N ou C. Lenombre total de sommets est don égal à la somme des sommets ayant es étiquettes :
nbtotal = |F|+ |N |+ |C|
= |F|+ |N |+ 1 ar il n'y a qu'un ompteur.Soit c le sommet ompteur, on désigne par c.counter son deuxième registre d'étiquette,totalisant à tout moment les sommets qu'il a déjà omptés.Proposition 2.3 A tout instant du alul, c.counter = 1 + |F|.Preuve 2.3 Au début du alul, c.counter = 1 et |F| = 0, don c.counter = 1 + |F|. Laseule opération qui peut modier es variables est l'appliation de la règle r1. Or, à haqueappliation de r1, c.counter est inrémenté de 1, et un sommet étiqueté N devient étiqueté
F , don |F| est également inrémentée de 1. Proposition 2.4 |N | = 0 =⇒ c.counter = nbtotalPreuve 2.4
nbtotal = |F|+ |N |+ 1don |N | = 0 =⇒ nbtotal = |F|+ 1or, à tout moment, c.counter = |F|+ 1don |N | = 0 =⇒ c.counter = nbtotal 
30 Chapitre 2. Modèles de aluls et formalismes assoiésLe ompteur possède don le déompte total du nombre de sommets si |N | = 0, autre-ment dit si tous les sommets, exepté le ompteur, sont étiquetés F .Lorsqu'auune hypothèse n'est faite sur l'invariane du nombre total de sommets duréseau, l'algorithme 4 n'a pas de onguration nale. Il fournit alors dans le meilleur desas une borne inférieure sur ette valeur. Les onditions néessaires et susantes sur leréseau, pour que tous les partiipants soient omptés, sont étudiées au hapitre 4.2.4.4 Comptage - version 2L'algorithme 5 a pour fontion de ompter le nombre maximal de partiipants (i.e.obtenir une borne inférieure sur le nombre de sommets du graphe). Contrairement à l'algo-rithme 4, il n'y a pas de ompteur distingué au début de l'algorithme et tous les sommetsdémarrent ave le même état, e qui en fait un algorithme totalement déentralisé. Lefontionnement de l'algorithme est le suivant : haque sommet possède deux registres d'éti-quettes. Le premier registre représente son état : ompteur(C) ou ompté(F ). Le deuxième,si le sommet est ompteur, représente le nombre de sommets qui ont été omptés par luiou par eux qu'il a lui-même ompté. Ce registre est appelé valeur de omptage. Initiale-ment tous les sommets sont étiquetés C et 1. A haque fois que deux sommets ompteursappliquent la règle r1, l'un des deux reste ompteur, et l'autre devient ompté. Le sommetompteur ajoute alors à sa valeur de omptage le nombre orrespondant à la valeur deomptage de l'autre sommet.Algorithme 5 Comptage ave multiples sommets ompteurs, qui fusionnent.
Etats initiaux : tous les sommets étiquetés (C, 1)
r1 : C, i C, j C, i + j FSoit F l'ensemble des sommets étiquetés F (sommets omptés) et C l'ensemble dessommets étiquetés C (sommets ompteurs). Si l'on suppose que le nombre de sommets nevarie pas dans le temps, alors et algorithme possède quelques invariants.A tout instant du alul, haque sommet a l'une des deux étiquettes F ou C. Le nombretotal des sommets est don égal à la somme des sommets ayant es étiquettes :
nbtotal = |F|+ |C|Pour tout sommet c ompteur, on désigne par c.counter son deuxième registre d'éti-quette, orrespondant à sa valeur de omptage.Proposition 2.5 A tout instant du alul, ∑c∈C c.counter = nbtotalPreuve 2.5Initialement, haque sommet est étiqueté (C, 1). La proposition est don vériée au débutdu alul. La seule opération pouvant modier es variables est l'appliation de la règle
r1. Or, lorsque r1 est appliquée entre deux sommets, un seul des deux reste étiqueté C, etsa valeur de omptage est augmentée de la valeur de omptage de l'autre. La somme desvaleurs de omptage des sommets étiquetés C est don onservée par l'appliation de r1.Proposition 2.6 |C| = 1 (ave C = {x}) ⇐⇒ x.counter = nbtotal
2.4. Quelques algorithmes 31Preuve 2.6Évident, en onsidérant l'invariant ∑c∈C c.counter = nbtotalLe déompte du nombre total de sommets est don atteint sur un sommet si et seule-ment si e sommet est le dernier étiqueté C, tous les autres étant alors étiquetés F .2.4.5 Comptage - version 3 (et életion probabiliste)Objetif de l'algorithmeComme les deux algorithmes préédents, l'algorithme 6 a pour objetif de ompterle nombre maximal de partiipants du réseau. Le fontionnement de et algorithme estquasiment le même que elui de l'algorithme 5, à ei près qu'une règle permettant auxompteurs de hanger de n÷ud est ajoutée. Ainsi, quand les ompteurs ne fusionnent pas,ils se déplaent dans le graphe.Algorithme 6 Comptage ave multiples ompteurs qui fusionnent et irulent.
Etats initiaux : tous les sommets étiquetés (C, 1)
r1 : C, i C, j C, i + j F
r2 : C, i F F C, iLa règle r2 qui a été ajoutée par rapport à l'algorithme préédent, ne fait qu'éhangerles étiquettes des deux sommets qui l'appliquent. L'invariant et la onguration nalede l'algorithme préédent ne sont don pas modiés pour et algorithme. La irulationdes ompteurs ne garantit pas qu'ils auront tous fusionné en un temps ni. Cependant,lorsque la dynamiité du réseau est faible en regard des opérations distribuées, la irulationpermet de lever des ongurations temporairement bloquantes, omme par exemple si lesompteurs sont éloignés les uns des autres. L'étude de probabilité de fusion dans e typed'algorithme (et notamment de l'algorithme de la forêt ouvrante), en regard des opérationsde irulation de ompteur (assimilable à un jeton) et de la dynamique du réseau, faitatuellement l'objet de travaux menés à l'université du Havre par l'équipe RI2C.L'algorithme 6 peut être, sur plusieurs points, omparé à l'algorithme 7 page suivante.Ce dernier a pour but d'élire un unique sommet dans le réseau (objetif néessitant unnombre de sommets invariant dans le temps). Cet algorithme d'életion a été utilisé parAngluin et al., notamment dans [AAD+06℄. Le prinipe de fontionnement est le même quepour l'algorithme 6 : initialement, tous les sommets sont andidats. Au gré des opérations,les andidats s'éliminent les uns les autres (règle r1) ou se déplaent (règle r2). S'il ne restequ'un andidat à l'arrivée, alors il peut être onsidéré omme élu. Le problème qui se poseest alors, omme pour le omptage, de trouver le moyen de garantir qu'il n'y aura plusqu'un andidat au bout d'un temps ni. Dans [AAD+06℄, les auteurs font l'hypothèse que,si une onguration topologique donnée peut laisser plae à une autre, et que la premièrese répète indéniment, alors la seonde se répétera également indéniment. Partant deette hypothèse, les auteurs montrent qu'il existera de manière répétée des ongurationspermettant aux andidats de fusionner. Il n'en reste pas moins que dans un ontexte réel,
32 Chapitre 2. Modèles de aluls et formalismes assoiéspour une durée d'exéution nie et une topologie dont la dynamique est aléatoire, auunegarantie de suès d'un tel algorithme n'a jamais, à notre onnaissane, été donnée.Algorithme 7 Életion probabiliste, basée sur la irulation et la fusion de "andidats".
Etats initiaux : tous les sommets étiquetés C
r1 : C C C F
r2 : C F F C
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alul distribué est eetuée par plusieurs n÷uds, ela supposeque es n÷uds ont au préalable réussi une synhronisation, 'est à dire qu'ils ont réussià déider de leur partiipation ommune dans l'opération. Diérentes tehniques de syn-hronisation existent et le hoix de elle employée dépend de nombreux ritères, parmilesquels l'adéquation ave le modèle de alul utilisé : les synhronisations amenant à desopérations sur des étoiles ne sont pas les mêmes que elles amenant à des opérations surdes paires de n÷uds. Un seond ritère peut être par exemple la part laissée au hasarddans la proédure, ainsi que l'équité souhaitée entre les n÷uds, es deux onsidérationsallant souvent de pair. Enn, et 'est e qui nous intéresse tout partiulièrement, la priseen ompte du aratère statique, ou dynamique, de l'environnement dans lequel la syn-hronisation s'opère est aussi un fateur fondamental. Ces diérents aspets peuvent avoirun impat important sur l'exéution des algorithmes, allant dans ertains as jusqu'à enrégir le déroulement omplet.Dans e hapitre nous passons en revue les prinipales méthodes de synhronisationexistant dans un adre statique, à savoir les életions loales, utilisées onjointement auxmodèles de aluls en étoiles LC1 et LC2, et l'algorithme du Rendezvous utilisé entre autres33
34 Chapitre 3. Synhronisation entre voisinslorsque le alul porte sur des paires de n÷uds. Nous disutons ensuite des ontraintes liéesaux réseaux dynamiques et présentons diérentes variantes d'un mode de synhronisationque nous avons développé spéiquement pour es réseaux.3.1 Proédures existantesCette setion présente une ompilation d'informations onernant les prinipales pro-édures de synhronisation utilisées pour mettre en ÷uvre des aluls loaux, à savoirles életions loales et la proédure du Rendezvous. Ces informations ont été ompilées àpartir des artiles [MSZ00℄, [MSZ02℄ et [MSZ03℄, de Métivier, Saheb-Djahromi et Zemmari.3.1.1 Életions loales pour aluls loaux LC1 - - [MSZ02℄Chaque sommet v tire au hasard, selon une loi de probabilité uniforme, un entier dansun ensemble {1, .., N} onvenu à l'avane. Le sommet v envoie ensuite et entier à tous sesvoisins et reçoit les entiers de haque voisin. Il est élu dans la boule B(v, 1) (étoile dont ilest le entre) si son entier est stritement plus grand que l'entier de haun de ses voisins ;ette életion loale est appelée életion L1 et sa proédure est donnée par l'algorithme 8.A haque életion réussie, une étape de alul de type LC1 (setion 2.1.3 page 17 - alulssur des étoiles  ouvertes ) peut être eetuée : le entre ollete les valeurs des étiquettesde haque sommet de l'étoile et, selon appliabilité du traitement, hange la valeur de sonétiquette.Algorithme 8 Életion loale L1Entre haque étape de alul distribué, haque sommet v répète en boule les ations sui-vantes :1. v tire un entier rand(v) au hasard ;2. v envoie rand(v) à ses voisins ;3. v reçoit les entiers de tous ses voisins.Le sommet v est loalement élu dans B(v, 1) si rand(v) est stritement supérieur à tousles entiers qu'il a reçus de ses voisins.3.1.2 Életions loales pour aluls loaux LC2 - - [MSZ02℄Chaque sommet v tire au hasard, selon une loi de probabilité uniforme, un entier dansl'ensemble {1, .., N}. Le sommet v envoie et entier à tous ses voisins et reçoit les entiersde haque voisin. Une fois es entiers reçus, il envoie à haque voisin w le plus grand desentiers provenant des autres voisins. Le sommet v est élu dans la boule B(v, 2) si sonentier rand(v) est stritement plus grand que haun des entiers qu'il a reçu au ours dela proédure ; ette életion loale est appelée életion L2 et sa proédure est donnée parl'algorithme 9 page suivante. A haque életion réussie, une étape de alul de type LC2(setion 2.1.3 page 18 - aluls sur des étoiles  fermées ) peut être eetuée sur B(v, 1) : leentre ollete les valeurs des étiquettes de haque sommet de l'étoile et, selon appliabilitédu traitement, hange potentiellement la valeur de toutes es étiquettes.
3.1. Proédures existantes 35Algorithme 9 Életion loale L2Entre haque étape de alul distribué, haque sommet v répète en boule les ations sui-vantes :1. v tire un entier rand(v) au hasard ;2. v envoie rand(v) à ses voisins ;3. v reçoit les entiers de tous ses voisins.4. pour haque voisin w de v, v envoie à w le nombre mv/w, qui est le plus grand entierque v a reçu de ses autres voisins ;5. v reçoit les entiers de tous ses voisins ;Le sommet v est loalement élu dans B(v, 2) si rand(v) est stritement supérieur à tousles entiers qu'il a reçus de ses voisins.3.1.3 Algorithme du Rendezvous - - [MSZ00℄ et [MSZ03℄Chaque sommet v hoisit un de ses voisins c(v) au hasard. Il y a rendez-vous entre v et
c(v) si c(v) a également hoisi v. On dit alors que v et c(v) sont synhronisés. A e stadeils peuvent eetuer une étape de alul portant, en leture omme en ériture, sur leursdeux sommets (setion 2.1.3 page 18 - aluls sur des paires). La proédure est dérite parl'algorithme 10.Algorithme 10 Algorithme du rendez-vousChaque sommet v répète à l'inni les ations suivantes :1. v hoisit au hasard un de ses voisins c(v) ;2. v envoie 1 à c(v) ;3. v envoie 0 à tout voisin diérent de c(v) ;4. parallèlement, v reçoit les messages de tous ses voisins.Il y a un rendez-vous entre v et c(v) si v reçoit 1 de c(v).La gure 3.1 montre quelques exemples de rendez-vous dans un graphe, suite aux tiragesde 1 et de 0 eetués par haque sommet.1→ ←0 1→
←0
←10→0→ ←1a b cd 1→ ←1 0→ ←0←10→0→ ←1a b cd 1→ ←1 0→ ←0←11→0→ ←0a b cd0 réussite 1 réussite (entre a et b) 2 réussites (a− b, et c− d)Fig. 3.1  Quelques rendez-vous dans un grapheLe hoix de la règle de réétiquetage à appliquer peut ensuite être régi par diérentsméanismes, omme les priorités ou les ontextes interdits étudiés par Litovsky, Métivier
36 Chapitre 3. Synhronisation entre voisinset Sopena dans [LMS95℄1.Algorithme de poignée de mains ave agenda dynamiqueUn dérivé de l'algorithme du rendez-vous, l'algorithme de poignée de mains ave agendadynamique, a réemment été proposé dans [HMR+06℄. Ce dernier se base sur des nombrestirés aléatoirement (selon une loi de probabilité uniforme) dans l'intervalle [0, 1] sur haquesommet, et pour haque voisin. Le nombre moyen de synhronisations par round est supé-rieur à elui de l'algorithme du Rendezvous, mais l'algorithme suppose une horloge globale,hypothèse que nous pouvons diilement faire dans un adre ad ho et dynamique. A titred'information, la proédure est tout de même présentée par l'algorithme 11.Algorithme 11 Algorithme de poignée de main ave agenda dynamiqueEntre haque étape de alul distribué, haque sommet v répète en boule les ations sui-vantes :1. v génère un réel tv(u), orrespondant à une date aléatoire omprise entre 0 et 1, pourhaun de ses voisins u ;2. v attend jusqu'à e qu'un des événements suivants survienne : v reçoit 1 d'un de ses voisins w ; il envoie alors 0 à tous les autres.(Il y a poignée de main entre v et w) la date ourante arrive en un des tv(u) et v n'a toujours rien reçu de ses voisins ;
v envoie alors 1 à u, et 0 à tous les autres voisins.(Il y a poignée de main entre v et u) la date ourante arrive en 1.(Le round termine sans que v n'ait pris part à une poignée de main)Une étape de alul peut alors être eetuée entre haque paire de sommets ayant éhangéune poignée de main.3.1.4 Bilan et ommentairesDans les trois prinipales proédures dérites préédemment (LC1, LC2 et Rendezvous),le hasard et la reherhe d'équité jouent un rle important. Dans le as du Rendezvous parexemple, le hoix du voisin est aléatoire (.f. ation 1). En supposant que les tirages suiventune loi de probabilité uniforme, ela implique que tout sommet peut séletionner haun deses voisins ave la même probabilité (i.e. équitablement). En revanhe, la probabilité pourqu'un sommet soit séletionné par haun de ses voisins varie selon le degré du voisin (p. ex.si v est le seul voisin de u, alors u le hoisira systématiquement). La répartition des rendez-vous dans un graphe dépend don essentiellement de la struture du graphe [MSZ03℄. Lastruture du graphe inue également sur les proédures L1 et L2. Par exemple, on peuttrouver dans [MSZ02℄ une étude sur le nombre moyen de synhronisations auquel on peuts'attendre à haque round dans le as partiulier des arbres. Des probabilités de réussitepeuvent également être alulées loalement à haque n÷ud. Pour L1 et L2, la probabilité1En réalité, la mise en ÷uvre de es méanismes de ontrle (qui ont été prouvés équivalents l'un àl'autre) néessite une synhronisation plus forte (et orrespond au modèle de alul LC2).
3.2. Synhronisation à la demande 37qu'a haque sommet v d'être élu vaut respetivement p1 = 1d(v)+1 , et p2 = 1N2(v) , ave N2le nombre de sommets à distane inférieure ou égale à 2 de v, plus 1 (v lui-même). Pour le
Rendezvous, la probabilité que deux sommets voisins v et u se hoisissent respetivementest, pour haque yle, de 1d(v)×d(u) . Cette dernière baisse don fortement ave l'augmen-tation du degré moyen du graphe (de l'ordre du arré). De plus amples informations sures proédures peuvent être trouvées dans les artiles préédemment ités.Dans haune de es trois premières proédures, les sommets attendent de manière blo-quante de reevoir des messages de tous leurs voisins. Ce jeu de réeptions bloquantes a uneet seondaire important : haque yle d'exéution de la proédure, pour le Rendezvousomme pour L1 et L2, est dépendant sur haque sommet des yles d'exéution des voisins.Ce phénomène synhronise l'exéution de la proédure dans e qu'on appelle des rounds.Métivier, Mosbah, Ossamy et Sellami ont montré dans [MMOS04℄ qu'en utilisant l'algo-rithme du Rendezvous pour synhroniser un réseau, l'éart de round entre deux sommetséloignés d'une distane dist devenait inférieur ou égal à dist. Cet eet synhronisant, sou-haitable dans ertains as, a des impliations qui peuvent être gênantes. L'une d'elles,problématique dans notre ontexte, est la non-tolérane du système aux ruptures des liensde ommuniation. En eet, une telle rupture entraînerait le bloage des deux sommetsonernés (les réeptions sont bloquantes) et, de prohe en prohe, elui du réseau toutentier. De plus, les proédures de synhronisation étant en phase d'un n÷ud à l'autre,ela implique que les n÷uds doivent attendre à haque round que tous leurs voisins aientterminé les aluls dans lesquels ils sont impliqués. De prohe en prohe, e phénomènepropage les attentes sur tout le réseau, et peut ralentir à terme un n÷ud situé à grandedistane de l'endroit où a été générée une attente.3.2 Synhronisation à la demande3.2.1 MotivationsDans un adre statique, une synhronisation aléatoire équitable n'aura pas d'impat,performanes mises à part, sur le bon déroulement d'un algorithme. Dans un adre dy-namique, où les liaisons sont volatiles, peut en revanhe apparaître la néessité de réussirrapidement une synhronisation, quitte à rendre la proédure moins équitable. Dans ettesetion, nous proposons un nouveau mode de synhronisation où les sommets s'adressentdiretement des demandes de synhronisation. Ce type de synhronisation, qui garde unepart d'aléatoire, élimine les inonvénients liés à l'existene des rounds, et ouvre la voie àertaines extensions présentées dans la setion suivante.3.2.2 Prinipe de fontionnementA haque itération, v tire un nombre aléatoire rand et attend rand unités de temps(étape 1), durée pendant laquelle il réeptionne d'éventuelles demandes de synhronisation(réeption d'un bit à 1) provenant de ses voisins, et les aepte en mettant un terme àl'itération ourante. S'il n'a rien reçu à l'issue de ette étape, v hoisit un de ses voisins auhasard (étape 2) et lui envoie une demande de synhronisation (étape 3). Il attend ensuiteune réponse pendant un temps ni (time out), temps au-delà duquel il onsidère avoir reçu
0. Parallèlement aux étapes 2, 3 et 4, v peut également reevoir des demandes venant de
38 Chapitre 3. Synhronisation entre voisinsses voisins, mais les refuse systématiquement en leur renvoyant 0. Si auun éhange de 1n'a eu lieu à l'issue de l'étape 4, v reommene la proédure. L'algorithme 12 rappelle lesprinipales étapes de ette proédure.Algorithme 12 Synhronisation à la demande1. v attend une durée aléatoire bornée ;2. v hoisit un de ses voisins c(v) ;3. v envoie une demande (1) à c(v) ;4. v reçoit une réponse (0 ou 1) de c(v) ; parallèlement à es étapes, v peut reevoir des de-mandes de synhronisation. Si une demande arrivependant l'étape 1, il y répond positivement, en ren-voyant 1 à l'expéditeur. Si une demande arrive pen-dant les autres étapes, il y répond négativement, enrenvoyant 0.Il y a synhronisation entre v et un de ses voisins s'ils se sont éhangé un 1.Lorsqu'une synhronisation est réussie entre deux sommets, es derniers tentent d'ef-fetuer une étape de alul de type paire, ouverte ou fermée. Les éventuelles demandes quiarriveraient pendant une étape de alul sont systématiquement refusées.Observation 2 Cet algorithme suppose qu'un n÷ud peut émettre et reevoir simultané-ment sur le réseau. Cette hypothèse n'est pas gênante lorsqu'on se plae à un niveau ap-pliatif, où les primitives de ommuniation transitent généralement par des pilotes de pé-riphérique eetuant les multiplexages néessaires. Si, en revanhe, on désire implémenteret algorithme à très bas niveau et sans faire de multiplexage, alors on devra envisager unfontionnement légèrement dégradé où les demandes de synhronisation ne seront prisesen ompte que pendant l'étape 1. Le seul inonvénient qui en résulte est une levée plusfréquente de time out lors des demandes de synhronisation.A propos de l'étape 1 : Le hoix d'une durée aléatoire a été déidé an d'éviter auxn÷uds d'entrer en phase les uns ave les autres, e qui aurait pu entraîner la répétition deiruits de dépendane entre n÷uds via les demandes et les réponses qu'ils s'adressent etpar onséquent des répétitions stériles dans l'exéution de la proédure. La valeur du délaid'attente, ou plus préisément de l'intervalle à l'intérieur duquel e délai doit être hoisi,n'est pas spéié par la proédure. Cette question fait atuellement dans notre équipel'objet de simulations sur des réseaux de apteurs sans l, simulations dont les premiersrésultats obtenus seront évoqués au hapitre 7.3.3 Synhronisation à la demande ave ritèresNous présentons ii une adaptation du mode de synhronisation à la demande. Cetteadaptation permet de privilégier ertains liens de ommuniation plutt que d'autres. Lesmodiations apportées à la proédure ne onernent que l'étape 2, à savoir le hoix duvoisin. L'idée diretrie est, pour haque n÷ud, d'attribuer une note à haun de ses voisinsselon des ritères déidés lors de la oneption ou lors du déploiement de l'algorithme. Ilpeut être intéressant par exemple, selon les besoins de l'appliation, de privilégier l'uti-lisation des liens selon qu'ils maximisent une des aratéristiques suivantes : stabilité,
3.3. Synhronisation à la demande ave ritères 39instabilité, fort débit, faible latene, hute subite de qualité, et. Il peut également être in-téressant de privilégier ertains liens en tenant ompte de l'historique des ommuniationset des traitements, par exemple en favorisant eux qui n'ont jamais été utilisés (rareté),ont souvent été utilisés (fréquene), ont été marqués par une opération préise (marquage),et.3.3.1 Appliation des ritèresLes ritères portant sur la nature même du lien de ommuniation sont appelés Critèresphysiques. Ils orrespondent généralement à des informations que l'on peut aquérir demanière passive, par des éoutes régulières sur le voisinage2. Un sore est ainsi alulépour haque voisin, sur la base d'un ou plusieurs ritères qui peuvent être ombinés pardes opérations arithmétiques. Quelques exemples de mesure de tels ritères sont donnésgure 3.2.ritère sore aratéristique privilégiéestabilité score(v) = 1|∆ω(signal(v))| variation minimale du signal.instabilité score(v) = |∆ω(signal(v))| variation maximale du signal.fort débit score(v) = ω(signal(v)) puissane maximale du signal.hute du signal score(v) = −(∆ω(signal(v))) hute maximale du signal.... ... ...séurité score(v) = isEncrypted(v)?1 : 0 hirement du anal.Où ω(signal(v)) désigne la puissane perçue du signal orrespondant au lien de ommu-niation vers v, et où ∆ω(signal) est alulé en tenant ompte des dernières mesurespour e même lien, lorsqu'elles existent (et en utilisant une valeur nulle sinon).Fig. 3.2  Calul de quelques ritères physiquesLes ritères portant sur l'historique des ommuniations et/ou des traitements sontappelés Critères algorithmiques. Le alul de es ritères s'appuie généralement sur le dé-roulement des synhronisations et des réétiquetages ave haque voisin. La gure 3.3 donnequelques exemples de ritères algorithmiques. Les ritères algorithmiques peuvent égale-ment être ombinés entre eux par des fontions arithmétiques. Ces formules sont alorsappliquées sur le sore résultant des ritères physiques, omme indiqué gure 3.4.Le sore omplet de haque voisin peut nalement être exprimé de la manière suivante :
score(v) = algo ◦ phys(v), où la fontion phys() orrespond à l'appliation des ritèresphysiques, la fontion algo() orrespond à l'appliation des ritères algorithmiques, et v2Correspondant par exemple à l'invoation des ommandes hitool san et hitool info bdaddr pourBluetooth, et iwlist san iface pour Wi-Fi (sur une plateforme Linux).
40 Chapitre 3. Synhronisation entre voisinsritère ationrareté score(v) est diminué à haque synhronisation réussie ave v.fréquene score(v) est augmenté à haque synhronisation réussie ave v.marquage score(v) est augmenté si une ondition c est vériée.marquage score(v) est augmenté si une règle ri a été appliquée.... ...Fig. 3.3  Exemples de ritères algorithmiquesVoisin Exemple de modiationv1 score× 2v2 score÷ 2v3 (score× 3) + 20... ...Fig. 3.4  Impat des ritères algorithmiquesorrespond à haque voisin déteté. L'ordre d'appliation des ritères (ritères physiquesavant ritères algorithmiques) reète le sens naturel des informations manipulées, qui re-montent ii du périphérique vers l'appliation. Enn, selon les désirs du onepteur, onpeut imaginer qu'en dessous d'un ertain sore les voisins soient tout simplement retirésdu tableau. Nous appellerons e sore partiulier seuil.3.3.2 Ordonnanement des voisinsLe fontionnement global de la proédure est donné par les gures 3.5 et 3.6. A in-tervalles réguliers, le périphérique sanne son entourage et renseigne, pour haque voisintrouvé, des informations sur le lien de ommuniation orrespondant (3.6(a)). En fontionde es informations, et éventuellement des préédentes si un historique est disponible, unsore est alulé pour haque voisin (3.6()). Si auun ritère physique n'est spéié, unsore par défaut doit être fourni. Le sore de haque voisin est ensuite (potentiellement)modié par l'appliation des ritères algorithmiques (3.6(d) et 3.6(e)). Enn, les voisinssont triés par ordre de sore déroissant, et eux dont le sore est inférieur au seuil sontéliminés (3.6(f)).A l'issue de es traitements, le n÷ud sous-jaent possède une liste ordonnée de voisinsave lesquels il souhaite travailler en priorité. Cette liste peut alors être utilisée pour guiderle hoix d'un voisin lors de l'étape 2 de la proédure de synhronisation à la demande(algorithme 12 page 38).
3.3. Synhronisation à la demande ave ritères 41
SanneurEnsembleordonnéde voisins FiltreCritères algorithmiquesCritères physiquesSeuil
Moteur de règles de réétiquetage
Réseau physique (imprévisible)
Couhe algorithmiqueCouhe de synhronisationCouhe physiqueFig. 3.5  Ordonnanement et séletion des voisins - arhiteture3.3.3 Adaptation au ontexteLa séletion de liens et l'utilisation de ritères permet également d'adapter un même al-gorithme à diérents ontextes de mobilité sans le modier. En eet, sans touher aux règlesde réétiquetage, mais simplement en jouant sur les ritères appliqués, un même algorithmepeut être déployé de diérentes manières. Nous illustrons ei en reprenant l'exemple del'algorithme de propagation de doument (algorithme 3 page 29). Son omportement peutêtre adapté aux ontextes suivants :Faible mobilité et messages onséquents. Si les n÷uds du réseau se déplaent len-tement et que les données à éhanger sont assez importantes (p.ex. une personne souhaitepropager un hier multimédia dans une salle), alors la priorité peut être donnée aux liensde ommuniation les plus stables, en favorisant min(∆ω(signal)).Forte mobilité et petits messages. Si les n÷uds du réseau sont très dynamiques et queles messages à transmettre sont ourts, p.ex. des automobiles sur une route qui propagentune information d'avertissement relatif à un aident, il peut être intéressant d'avertiren priorité les véhiules dont la diretion est diérente, les autres véhiules pouvant êtreavertis peu après. Cela peut être fait en donnant la priorité aux liens de ommuniationdont la puissane du signal perçue varie le plus vite (max(∆ω(signal))).Couverture spatiale maximale. Si l'objetif de la propagation est de ouvrir rapide-ment une vaste étendue, alors il sera bon d'informer en priorité les n÷uds les plus éloignés,e qui pourrait revenir à privilégier min(ω(signal)).Néessité d'un bon débit. Si l'appliation néessite une bonne bande passante (p.ex.pour du streaming), le ritère hoisi pourra être le signal le plus fort (max(ω(signal))) ou,selon la tehnologie utilisée, le signal étant dans la plage de fréquene la moins enombrée(min(bruit(signal))), et.
42 Chapitre 3. Synhronisation entre voisins
Voisin ω(signal) [pingtime℄ [...℄v1 −70dB 100ms ...v2 −78dB N/A ...v3 −76dB 120ms ...... ... ... ...(a) Mesures du sanneur [+ Voisin ω(signal) [...℄... ... ...(b) [Mesures préédentes℄ [+ ...℄℄Appliation desritères physiquesii score = (ω(signal) + 100) × 3Voisin Sorev1 90v2 66v3 72... ...() Résultat temp. +
Voisin Ex. de formule de ritères Ex. de valeursv1 score = (score ÷ crit1) + crit2 score = score + 30v3 score = (score ÷ crit1) + crit2 score = (score ÷ 2) + 45... ... ...... ... ...(d) Critères algorithmiquesAppliation desritères algorithmiquesVoisin Sorev1 120v2 66v3 81... ...(e) Sores naux Tri[et éventuellement seuillage (p. ex. score > 70)℄.Voisin Sorev1 120v3 81... ...(f) Tableau nal ordonnéFig. 3.6  Ordonnanement et séletion des voisins - exemple de fontionnement détaillé
3.4. Critères étendus pour les réseaux sans fil 433.4 Critères étendus pour les réseaux sans lLa synhronisation à la demande ave ritères présentée préédemment propose d'utili-ser l'état physique ou algorithmique des liens de ommuniation inidents à un n÷ud pourl'aider à hoisir les voisins ave lesquels il souhaite travailler en priorité. Nous proposonsii d'utiliser les apaités naturelles de broadast des tehnologies sans l pour aller plusloin, en permettant aux n÷uds de onsidérer l'état même de leurs voisins omme un ritèrepossible de synhronisation.Prinipe de fontionnement : A intervalles réguliers, les n÷uds diusent des informa-tions sur leur état. Comme pour les ritères sur les liens de ommuniation, es informationspeuvent être de nature physique (niveau de harge de batterie, apaité pu, et.) ou al-gorithmique (étiquette du sommet, étiquettes des brins d'arêtes, et.). Chaque n÷ud peutmettre à jour es informations sur ses voisins, en parallèle de l'étape 1 de la proédure (Al-gorithme 12 page 38), étape qui préède le hoix d'un voisin. Ces données n'inuant quesur le hoix du voisin, une valeur périmée n'aura pas d'impat sur la ohérene des aluls.Enn, es informations peuvent être traitées omme n'importe quel ritère algorithmique,via le tableau de la gure 3.6(a).3.5 Exemple d'utilisationL'algorithme 1 page 25 permet de maintenir une forêt d'arbres ouvrants sur un réseaudynamique. Pour rappel, et algorithme repose sur la irulation de jetons qui représententhaun, à tout moment, la raine d'un arbre diérent. Lorsque deux sommets raines(sommets ayant un jeton) appliquent la règle r1, ela a pour eet de fusionner les deuxarbres de manière instantanée. Le reste du temps, les jetons irulent au sein de leurs arbrespar appliation de la règle r2.La proédure de synhronisation utilisée dans le adre de et algorithme peut avoir unimpat déterminant sur les opérations de irulation et de fusion des jetons. Par exemple,si le mode de synhronisation ne privilégie auun lien de ommuniation partiulier, alorsil se peut que deux voisins dans le réseau aient haun un jeton, et qu'ils ne fusionnentpas, omme dans l'exemple de la gure 3.7 page suivante. Il est également possible queertaines synhronisations n'aboutissent à auun réétiquetage, si les deux voisins synhro-nisés ne vérient les préonditions d'auune règle. C'est le as par exemple lorsque l'arêtesous-jaente à la synhronisation est étiquetée 0 de part et d'autre et que les sommetsorrespondants ne sont pas tous deux raines.Le mode de synhronisation à la demande ave ritères, si l'on suppose omme en 3.4que les ritères peuvent s'étendre aux étiquettes des sommets, permet de résoudre esproblèmes assez simplement. Ce mode permet par exemple de favoriser : 1) les fusions parrapport aux irulations, 2) les irulations entre elles, en utilisant à haque fois l'arêtela plus aniennement parourue par le jeton (idée inspirée de [GL93℄). La mise en ÷uvrede es priorités peut se faire de la manière suivante : à haque appliation de la règle r2(règle de irulation), le sommet u qui reçoit le jeton marque loalement le voisin v duquelil l'a reçu. Ce marquage a pour valeur la date loale à laquelle la règle a été appliquée.Les voisins desquels u n'a jamais reçu le jeton peuvent être marqués ave la date de début
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Dans l'exemple i-ontre, deux sommets raines (étiquette
J) se trouvaient à portée l'un de l'autre. Ils étaient dondans la apaité de fusionner leur deux arbres via l'applia-tion de la règle r1. Cependant, la proédure de synhronisa-tion mise en ÷uvre ii les a haun, par hasard, synhronisésave un autre de leurs voisins (en rouge sur le dessin). C'estdon la règle de irulation du jeton, r2, qui sera nalementappliquée de part et d'autre, et la possibilité de fusion seratemporairement supprimée.Fig. 3.7  Exemple de fusion manquéed'exéution de l'algorithme. La formule suivante peut alors être utilisée omme formule deritère : Pour tout voisin v,
score(v) =(isLabelled_J(me) and isLabelled_J(v))?2 : 0
+(isLabelled_2(edgeTo(v)) and (isLabelled_J(me)))?1 : 0
+ 1
datemarquage(v)Une telle ombinaison aura pour onséquene de favoriser les demandes de synhroni-sations entre raines (première opérande). Si une raine n'a auune autre raine à portée,alors elle privilégiera les synhronisations ave ses enfants dans l'arbre (deuxième opé-rande), et privilégiera pour es dernières les voisins ayant la date de marquage la plusanienne (troisième opérande). Enn, si l'on instaure un seuil minimum de 1 pour lessores ainsi obtenus, ela supprime les demandes de synhronisation entre sommets dontles états n'auraient mené à auun réétiquetage. Il est important de rappeler ii qu'à auunmoment l'algorithme n'a lui-même été modié.L'optimisation de la irulation du jeton nous a été proposée par Guinand et Pigné del'université du Havre, qui mènent atuellement des travaux sur son impat en terme deperformanes. Il semblerait, selon leurs premiers résultats de simulation, que le mode deirulation du jeton divise à lui seul par un fateur deux le temps moyen néessaire à unefusion dans la forêt.
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hapitre, nous proposons un nouveau adre d'analyse pour les algorithmesdistribués en environnement dynamique. Ce adre a pour but d'aider à dégager, pour unalgorithme donné, les propriétés sur la dynamique du réseau qui sont néessaires ou suf-santes à la réalisation de ses objetifs. Les outils théoriques que nous utilisons ii sont45
46 Chapitre 4. Analyse d'algorithmesles réétiquetages de graphes (pour les algorithmes), les graphes évolutifs (pour les réseauxdynamiques) et la logique du premier ordre [CPW℄ (pour exprimer les propriétés nées-saires et susantes). Contrairement au hapitre 2, qui ne faisait auune hypothèse sur lareprésentation du temps, nous passons ii à une représentation disrète des dates et événe-ments liés au réseau. La première setion de e hapitre présente les prinipales dénitionsrelatives au modèle des graphes évolutifs. La seonde le omplète ave plusieurs dénitionsreposant sur es graphes, la plupart d'entre elles faisant partie de notre ontribution. Cesdénitions sont néessaires à la ompréhension des setions suivantes. La setion 3 proposeun ensemble de onepts pour l'analyse d'algorithmes, onepts que nous utilisons pourl'étude de quelques algorithmes dans la setion 4. Enn, la dernière setion propose uneébauhe de lassiation de graphes dynamiques, portant en grande partie sur les lassesque l'analyse de la setion 4 a fait émerger. Cette dernière setion, ainsi que le hapitre, setermine par une disussion sur les usages liés à une telle lassiation dans le ontexte del'algorithmique distribuée et des réseaux dynamiques.4.1 Les Graphes ÉvolutifsLes graphes évolutifs sont des objets ombinatoires permettant de représenter des inter-ations qui évoluent de manière disrète dans le temps. Ces objets ont été utilisés ommemodèle de réseau dynamique dans plusieurs travaux réents, omme [Fer04℄ et [Jar05℄ dontnos premières dénitions sont issues. La présente setion s'attahe ainsi à dénir de manièreformelle e qu'est un graphe évolutif, à travers les diérents éléments qui le omposent. Ceséléments sont 1) un graphe sous-jaent G qui représente l'union de tous les sommets et detoutes les arêtes existant au ours de la vie du réseau 2) une suite de dates ST, dont haqueélément désigne le moment où un (ou plusieurs) hangements topologiques se produisentdans le réseau 3) une suite de graphes SG dont haque élément, sous-graphe du graphesous-jaent, représente l'état du réseau à une date donnée de ST. Une fontion de délai detraversée d'arête ζ peut également être ajoutée à la dénition d'un graphe évolutif maiselle-i n'étant pas néessaire à nos travaux, nous l'abstrairons après l'avoir malgré toutexpliquée.4.1.1 Graphe sous-jaentDénition 4.1 (Graphe sous-jaent G = (V,E)) On appelle graphe sous-jaent d'ungraphe évolutif le graphe G = (V,E), représentant tous les sommets et arêtes ayant existé,à un moment ou à un autre, durant la période de temps ouverte par le graphe évolutifonsidéré.Nous utilisons ii des arêtes et non des ars ar nous ne onsidérons que des liens deommuniation bidiretionnels. Les dénitions données dans ette setion restent epen-dant orretes pour des graphes orientés.4.1.2 Gestion du tempsDénition 4.2 (Domaine temporel T) Le domaine temporel T est l'ensemble de toutesles dates, durées, délais, et. possibles. Selon les as onsidérés, et ensemble pourra êtreidentié à N ou R+, .-à.-d. aux ensembles N ou R+ munis de −∞ et +∞.
4.1. Les Graphes Évolutifs 47Dans le modèle des graphes évolutifs, haque série d'événements topologiques survenantdans le réseau (apparition ou disparition d'un ou plusieurs n÷uds, et/ou d'un ou plusieursliens de ommuniation) est assoiée à une date dans T, date à laquelle il se produit.L'ensemble ST = t0, t1, ..., tlast représente la suite des dates orrespondant à es événements.A haune de es dates (exepté tlast) est assoié un graphe Gi, sous-graphe du graphesous-jaent, représentant l'état du réseau durant l'intervalle [ti, ti+1[.Dénition 4.3 (Séquene temporelle ST) Nous appelons Séquene temporelle ST =
t0, t1, ..., tlast une suite ordonnée de dates représentant la séquene de vie d'un réseau. Dansette séquene, t0 est la date orrespondant à l'état initial du réseau, tlast est la date or-respondant à son état nal, et haque élément de t1, ..., tlast−1 orrespond à une date où unou plusieurs événements topologiques s'y sont produits.Dénition 4.4 (Séquene de sous-graphes SG) Soit Gi = (Vi, Ei) le graphe repré-sentant les n÷uds disponibles (Vi) et les liens disponibles (Ei) durant l'intervalle de temps
[ti, ti+1[. La suite ordonnée de tous es sous-graphes de G, appelée séquene de sous-graphes,est notée SG = G0, G1, ..., Glast−14.1.3 DélaisDénition 4.5 (Délai de traversée d'une arête ζ) On appelle ζ : E × T → T lafontion indiquant le temps de traversée, à un instant donné, de haque arête de G.La représentation du délai de traversée des arêtes varie selon le modèle de graphe évo-lutif onsidéré. Dans [Jar05℄, haque arête se voit assoier un temps de traversée propre etonstant dans le temps ; la propagation des messages dans les arêtes suit don un modèleFIFO. Il est possible, sans modier le modèle, de représenter des délais variant de manièredisrète dans le temps pour haque lien de ommuniation, en dupliquant l'arête orres-pondante autant de fois qu'il y a de variations de son délai de traversée et en aetant auxdiérentes opies obtenues les dates de présene et les délais de traversée orrespondants.Lorsque le délai est onstant dans le temps, l'ensemble de départ donné dénition 4.5(E × T) se réduit à E.4.1.4 Dénition omplète d'un graphe évolutifLe système omplet peut être donné par les dénitions 4.6 ou 4.7, selon que l'on onsi-dère le délai de traversée des arêtes ou non. Dans la suite du présent doument nousn'utiliserons que des graphes évolutifs répondant à la dénition 4.7.Dénition 4.6 (Graphe évolutif ave délais) Soit un graphe G = (V,E), SG une suiteordonnée de sous-graphes de G, ST une suite roissante de T ontenant un élément de plusque SG (élément orrespondant à la dernière date du réseau). Soit ζ une fontion de E×Tvers T. Le système G = (G,SG,ST, ζ) est appelé graphe évolutif ave délais.Dénition 4.7 (Graphe évolutif sans délai) Soit un graphe G = (V,E), SG une suiteordonnée de sous-graphes de G, ST une suite roissante de T ontenant un élément deplus que SG. Le système G = (G,SG,ST) est appelé graphe évolutif sans délais, ou plussimplement graphe évolutif.
48 Chapitre 4. Analyse d'algorithmes4.2 Autres dénitions sur les graphes évolutifsDans ette setion, nous proposons une série de dénitions et onepts portant surles graphes évolutifs. Nous introduisons dans un premier temps la dénition de la repré-sentation étiquetée d'un graphe évolutif, souvent utilisée dans la littérature mais n'ayantpas, à notre onnaissane, été déjà formalisée. Nous proposons également les notions desous-graphes et de oupes temporelles d'un graphe évolutif (dénitions 4.8 et 4.14). Enn,nous réutilisons la dénition existante des trajets dans les graphes évolutifs, pour dénir lesnotions de trajets strit (dénition 4.10), trajet anoniques (dénition 4.11) et destinationsommunes (dénition 4.13).4.2.1 Représentation étiquetéeUn graphe évolutif G = (G,SG,ST) peut être représenté par un graphe étiqueté (G,λT ),ave G le graphe sous-jaent de G, et λT : E(G) → S nT la fontion qui assoie à haquearête de G une étiquette indiquant les intervalles de temps pour lesquels elle est disponible,'est-à-dire tel que ∀e ∈ E(G),∀ti ∈ ST, ti ∈ λT (e) ⇔ e ∈ E(Gi). Le graphe évolutif ainsiobtenu sera noté G = (VG , EG , λT ).La gure 4.1 représente l'état d'un réseau aux quatre dates t0 = 1, t1 = 2, t2 = 3 et




















bFig. 4.1  Suite de sous-graphes SG de G, indiquant la topologie du réseau à quatre datesdiérentes
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Fig. 4.2  Représentation étiquetée du graphe évolutif de la gure 4.1Dans la suite du hapitre nous utiliserons tantt l'une ou l'autre des deux dénitionsd'un graphe évolutif (G = (VG , EG , λT ) ou G = (G,SG,ST)).4.2.2 Sous-graphe évolutifSoient L1 et L2 deux valeurs d'étiquette (indiquant haune une suite de dates, parexemple "1 3 4"). Si toutes les dates de L2 sont aussi présentes dans L1, alors l'étiquette
L2 est dite inluse dans L1. Cette inlusion est notée L2 ⊆ L1.Soient G1 = (VG1 , EG1 , λT1) et G2 = (VG2 , EG2 , λT2) deux graphes évolutifs tels que
EG2 ⊆ EG1 . Nous notons λT2 ⊆ λT1 le fait que ∀e ∈ EG2, λT2(e) ⊆ λT1(e)Dénition 4.8 (Sous-graphe évolutif) Soient G = (VG , EG , λT ) et G′ = (VG′ , EG′ , λ′T )deux graphes évolutifs. G′ est appelé sous-graphe évolutif de G si et seulement si VG′ ⊆ VG,












G G′ G′′ G′′′Fig. 4.3  Un graphe évolutif G et trois de ses sous-graphes évolutifs G′, G′′ et G′′′4.2.3 TrajetsUn trajet peut être vu omme un hemin dans le temps d'un sommet vers un autre.Ci-dessous nous donnons la dénition formelle d'un trajet, issue de [Fer04℄, et rajoutons
50 Chapitre 4. Analyse d'algorithmesles dénitions des trajets strits et des trajets anoniques utilisés de manière réurrentedans la suite du hapitre.Soit ST une suite de dates dans T et σ une date de T qui n'est pas forément dans
ST. Nous notons predecesseur(σ) la date max(ti ∈ ST | ti ≤ σ) et successeur(σ) la date
min(ti ∈ ST | ti > σ).Dénition 4.9 (Trajet dans un graphe évolutif) Soit G = (G,SG,ST) un grapheévolutif, soit P un hemin P = e1, e2, ..., ek | ei ∈ EG. Soit Pσ une suite roissante dedates Pσ = σ1, σ2, ..., σk | σi ∈ T. Le ouple J = (P,Pσ) est un trajet dans G si etseulement si ∀σi ∈ Pσ, ei ∈ Gpredecesseur(σi). Un trajet d'un sommet a vers un sommet bsera noté J(a,b).Il est important de remarquer que la notion de trajet n'est pas symétrique : l'existened'un trajet d'un sommet a vers un sommet b n'implique pas l'existene d'un trajet de bvers a.Dénition 4.10 (Trajet strit dans un graphe évolutif) Un trajet strit est untrajet dont haque date de traversée d'arête appartient à un intervalle de temps diérent(dans ST). Plus formellement, ∀σ1, σ2 ∈ Pσ, predecesseur(σ1) 6= predecesseur(σ2). Untrajet strit d'un sommet a vers un sommet b sera noté Jstrict(a,b).Dénition 4.11 (Trajet anonique dans un graphe évolutif) Nous appelons trajetanonique la suite des triplets (source, destination, date), indiquant haun que l'arête
(source, destination) sera traversée à une date σ telle que predecesseur(σ) = date (voirgure 4.4). Cette notion permet de regrouper en une seule entité tous les trajets ayant, pourhaque arête traversée, le même intervalle de temps onerné. Un trajet anonique sera ditstrit si les intervalles de traversée des arêtes sont stritement roissants.
T dates (σ)ST dates anoniques[ [ [ [[ [ [ [1 2 3 4 (predecesseur(σ))Fig. 4.4  Dates dans les trajets anoniquesDans e doument et à partir de et endroit préis, nous ne manipulerons que destrajets anoniques, sauf mention ontraire, que nous appellerons don simplement trajets.La représentation des trajets sous forme de triplets dont les dates appartiennent toutesà ST permet d'assimiler haque trajet dans G à un sous-graphe évolutif de G, et don denoter J ⊆ G.Enn, le nombre de triplets d'un trajet sera appelé sa longueur, et sera noté |J |. Nousonsidérons également que pour tout sommet x de VG , J(x,x) = ∅ est un trajet strit detaille nulle.Voii quelques exemples de trajets possibles dans le graphe évolutif de la gure 4.2 pagepréédente :
4.2. Autres définitions sur les graphes évolutifs 51 J(a,d) = {(a, c, 1), (c, d, 1)} est un trajet non strit de taille 2. J(a,e) = {(a, c, 1), (c, b, 1), (b, d, 1), (d, c, 3), (c, e, 3)} est un trajet non strit de taille 5. J(b,e) = {(b, c, 1), (c, d, 2), (d, e, 3)} est un trajet strit de taille 3, et sera noté Jstrict(b,e).4.2.4 Destinations ommunesDénition 4.12 (Destinations d'un sommet) Soit G un graphe évolutif. Soient deuxsommets u, v ∈ VG, le sommet v fait partie des destinations du sommet u si et seulement siil existe un trajet de u vers v. Nous notons v ∈ Dest(G, u), ou plus simplement v ∈ Dest(u)lorsque la désignation de G est ontextuellement impliite.Observation 3 Du fait de l'existene de trajets de taille nulle, haque sommet fait partiede son propre ensemble de destinations.Dénition 4.13 (Destinations ommunes à plusieurs sommets) Soit G un grapheévolutif. Soient n sommets u1, u2, ..., un ∈ VG et v ∈ VG. Le sommet v fait partie desdestinations ommunes à u1, u2, ... et un, et on note v ∈ Dest(G, u1, u2, ..., un) ousimplement v ∈ Dest(u1, u2, ..., un), si et seulement si ∀i ∈ 1..n,∃J(ui,v). Si un sommet vest une destination ommune pour tous les sommets du graphe, nous notons v ∈ Dest(G).La gure 4.5 donne quelques exemples de destinations ommunes dans un graphe évo-lutif.
b ∈ Dest(G, a, c)
b ∈ Dest(G, a, b, c, f)
b /∈ Dest(G, a, c, d)
Dest(G, a, e) = {c, d, f}
1 21,2 43 1a b c d e
fFig. 4.5  Destinations dans un graphe évolutif G4.2.5 Coupe temporelleDénition 4.14 (Coupe temporelle) La oupe temporelle d'un graphe évolutif G =
(G,SG,ST), de la date t1 à la date t2, notée G[t1,t2[ est le graphe évolutif G′ = (G′,S ′G′ ,
S ′T) ⊆ G tel que les trois propriétés suivantes sont satisfaites :1. ∀t ∈ S ′T, t1 ≤ t < t22. ∀t ∈ [t1, t2[, t ∈ ST =⇒ t ∈ S ′T3. ∀t ∈ S ′T, G′t = Gt.Nous utiliserons également les notations suivantes : G[t1,+∞[ pour désigner G[t1,max(ST)[ G]−∞,t2[ pour désigner G[min(ST),t2[ G]t1,t2[ pour désigner G[successeur(t1),t2[ G[t1,t2] pour désigner G[t1,successeur(t2)[La gure 4.6 page suivante donne quelques exemples de oupes temporelles d'un grapheévolutif.













G G[2,4[ G]−∞,3[ G[3,+∞[Fig. 4.6  Un graphe évolutif G et trois de ses oupes temporelles4.3 Outils pour l'analyse d'algorithmes distribuésDans ette setion, nous présentons les notions qui seront utilisées par la suite pouraratériser les onditions néessaires ou susantes, relativement à la dynamique d'unréseau, pour garantir le suès ou l'éhe d'un algorithme. Les notions introduites dans lesdeux premières parties de ette setion sont illustrées par un shéma réapitulatif gure 4.7page suivante, shéma auquel nous invitons le leteur à se référer haque fois que néessaire.4.3.1 Graphes évolutifs et graphes étiquetésPour rappel, nous représentons l'état du système à un moment donné par un graphedont les sommets et les brins d'arêtes sont étiquetés. Ce graphe étiqueté est noté (Gλ), ouplus simplement G en l'absene d'ambiguïtés sur la désignation de l'étiquetage.Dénition 4.15 Soit G = (G,SG,ST) un graphe évolutif, dont les éléments Gt de la suite
SG désignent haun le graphe représentant le réseau à la date t. On note Gt le graphe
Gt muni de son étiquetage à la date t + ǫ, date suédant aux événements topologiquesde la date t. En as de suppression d'arête lors des événements topologiques de la date t,e graphe a les brins orrespondants marqués à o (omme déni à la setion 2.3.3). Demême, en as d'ajout d'arête, les brins orrespondants ont été étiquetés ave les valeurspar défaut spéiées par l'algorithme.Dénition 4.16 Étant donné une date t de ST, on appelle graphe étiqueté préédantles événements de t, noté Gt[, le graphe étiqueté qui représente l'état global du systèmeau moment où les événements de la date t vont se produire.Dénition 4.17 Étant donné un graphe évolutif G = (G,SG,ST), on dénit un ensemblede fontions, appelées fontions d'événements qui, pour tout t de ST, assoient Gt à Gt[.Nous utilisons la notation suivante :
Evt(Gt[) = Gt4.3.2 RéétiquetagesPour rappel, nous notons Gλ R Hη la relation de réériture qui, au graphe étiqueté Gλ,assoie le graphe étiqueté Hη. Nous rappelons également que les relations de réétiquetage
4.3. Outils pour l'analyse d'algorithmes distribués 53sont des relations de réériture dont les graphes de départ et d'arrivée sont isomorphes.Les étapes de alul pouvant être vues omme des instanes de telles relations, nous lesnoterons R dans la suite du hapitre.Dénition 4.18 Soit RA une étape de réétiquetage de l'algorithme A. On appelle séquenede réétiquetage (de l'algorithme A) de la date t à la date t + 1, notée RA[t,t+1[, l'ensembledes réétiquetages ayant lieu entre les dates t et t + 1 (temps pendant lequel le graphe estonsidéré omme statique). Cette séquene peut être vue omme une fontion sur le grapheétiqueté :
RA[t,t+1[(Gt) = Gt+1[Dénition 4.19 L'état du système de la date t0 à la date tlast peut alors être dérit ommeune suession d'événements topologiques et de réétiquetages qui débutent sur le grapheinitial étiqueté Gt0 :
RA[tlast−1,tlast[ ◦Evtlast−1 ◦ ... ◦ Evti ◦ RA[ti−1,ti[ ◦ ... ◦ Evt1 ◦ RA[t0,t1[(Gt0)La gure 4.7 réapitule les onepts et notations présentés jusqu'ii en e qui onernel'étiquetage et les réétiquetages des graphes évolutifs.
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Gtlast−1G0 G1[ G1 G2[ Glast−1 Glast[
RA[t0,t1[
RA[t1 ,t2[
RA[tlast−1,tlast[Fig. 4.7  Shéma réapitulatif sur l'étiquetage des graphes évolutifs4.3.3 Nature des objetifs d'un algorithmeOn peut distinguer deux types fondamentaux d'objetifs qu'un algorithme peut her-her à remplir, selon qu'il s'agit de propriétés à maintenir tout au long de son exéution,ou de propriétés à atteindre à l'issue de son exéution.Lorsque les objetifs de l'algorithme onsistent à maintenir des propriétés au oursdu temps, nous parlons d'algorithme de maintien. De tels objetifs peuvent être parexemple de mettre onstamment à jour une struture ouvrante, ou de maintenir unepropriété de ouverture données (arbre, k-onnexité, et.), ou de maintenir un leader pourhaque omposante onnexe du réseau, ou enore de maintenir sur haque sommet uneestimation du nombre de sommets de la omposante onnexe sous-jaente, et.Lorsque les objetifs de l'algorithme onsistent à vérier une propriété à l'issue deson exéution, nous parlons d'algorithme à nalité. De tels objetifs peuvent être parexemple de transmettre une information d'un sommet u vers un sommet v, vers tous lesautres sommets, vers au moins 20% des sommets, de dénombrer les sommets, de mesurerles apaités de alul umulées sur l'ensemble du réseau, et.
54 Chapitre 4. Analyse d'algorithmesDénition 4.20 Soit G = (G,SG,ST) le graphe évolutif représentant l'évolution du réseaudurant l'exéution d'un algorithme de maintien A. Soient t0 et tlast la première et ladernière dates de ST. Soit P la propriété qui doit être maintenue sur le graphe étiqueté. Ondit que les objetifs de l'algorithme A sont atteints sur G, et l'on note OA,G, si et seulementsi la propriété est rétablie entre haque série d'événements topologiques :
OA,G ⇐⇒ ∀t ∈ ST \ {t0},P(Gt[)Ou, énoné de manière diérente :
OA,G ⇐⇒ ∀t ∈ ST \ {tlast},P(RA[t,t+1[ ◦Evt(Gt[))Dénition 4.21 Soit G = (G,SG,ST) le graphe évolutif représentant l'évolution du réseaudurant l'exéution d'un algorithme à nalité A. Soient t0 et tlast la première et la dernièredate de ST. Soit P la propriété qui doit être atteinte durant l'exéution, on dit que lesobjetifs de l'algorithme A sont atteints si et seulement si P est vériée sur le derniergraphe étiqueté obtenu :
OA,G ⇐⇒ P(Gtlast[)Les analyses présentées dans e doument se limiteront à quelques as d'algorithmessimple à nalité, qui onstituent un premier test pour le adre d'analyse que nous propo-sons. L'étude d'algorithmes plus omplexes, ainsi que d'algorithmes de maintien tels quel'algorithme de la forêt d'arbres ouvrants (algorithme 1 page 25) est planiée à terme.4.3.4 Conditions sur le réseauDans un adre statique, les onditions d'éhe ou de suès d'un algorithme distri-bué dépendent essentiellement de propriétés sur le réseau sous-jaent. Il a été montré parexemple qu'on ne peut pas élire de manière déterministe un n÷ud parmi d'autres quand leréseau sous-jaent est anonyme (n÷uds sans identiant unique) et qu'il omporte ertainessymétries (reouvrements) [Ang80℄. Il est en revanhe assez simple d'élire si l'une de espropriétés n'est pas vériée, omme par exemple dans un arbre. Les aratérisations de esas de suès ou d'éhe, sont aussi appelées résultats positifs ou négatifs. Le leteur inté-ressé pourra notamment se référer aux travaux de Nany Lynh, qui a eetué dans [Lyn89℄une ompilation de 100 résultats négatifs pour l'algorithmique distribuée.Le as des réseaux dynamiques est plus omplexe ar il néessite la prise en ompte,en plus des propriétés habituelles, de toutes les propriétés ayant trait à la dynamiquedu réseau. Pour ertaines lasses de réseaux, la onnaissane des propriétés dynamiquesde la topologie peuvent aider à prendre des déisions dans les algorithmes. C'est le aspar exemple des réseaux dont la dynamique est prévisible (p.ex. satellites LEO [WM97,FGP02℄) ou de eux dont la dynamique est ontrlée (p.ex. robots mobiles [SMR06℄). Danse doument, nous nous intéressons aux réseaux dont la dynamique n'est pas onnue àl'avane ou, plus préisément, nous étudions des algorithmes qui n'ont auune onnaissanerelative à ette l'évolution.Il est néanmoins intéressant, une fois un algorithme onçu, d'étudier les onditions demobilité sous lesquelles il atteindra ou non des objetifs donnés. C'est de e type d'étudeque traitent les paragraphes suivants.
4.4. Analyse de quelques algorithmes simples 554.3.5 Conditions néessaires sur la dynamique du réseauDénition 4.22 Étant donnés un algorithme A et une propriété P dénissant ses ob-jetifs, on appelle ondition néessaire sur la dynamique du réseau, notée CN , touteondition portant sur un graphe évolutif, telle que :
∀G,¬CN (G) =⇒ ¬OA,GAutrement dit, si la ondition CN n'est pas vériée sur le graphe évolutif représentantle réseau, auune exéution ne permettra à l'algorithme A d'atteindre ses objetifs sur eréseau. La mise en évidene d'une ondition néessaire onstitue don un résultat négatif.4.3.6 Conditions susantes sur la dynamique du réseauDénition 4.23 Étant donnés un algorithme A et une propriété P dénissant ses obje-tifs, on appelle ondition susante sur la dynamique du réseau, notée CS, toute onditionportant sur un graphe évolutif, telle que :
∀G, CS(G) =⇒ OA,GAutrement dit, si la ondition CS est vériée sur le graphe évolutif représentant leréseau, alors l'objetif de l'algorithme A sera atteint. La mise en évidene d'une onditionsusante onstitue un résultat positif.Le as des onditions susantes est plus ompliqué ar il néessite de fortes hypothèsessur le déroulement des synhronisations sous-jaentes aux aluls. En eet, auun modede synhronisation étudié, qu'il soit de type rendez-vous (setion 3.1.3), ou à la demande(setion 3.2), ne permet de garantir qu'une arête donnée, quelle que soit sa durée de pré-sene, sera utilisée au bout d'un temps ni. En e sens, auune ondition sur la dynamiquedu graphe ne peut réellement être qualiée de susante. Il est don important de préiserqu'étant donné un graphe évolutif G = (G,SG,ST), s'il s'agit de aratériser des onditionssusantes, nous ferons toujours l'hypothèse suivante :Hypothèse de progression 1 Pour toute date t de ST \ {tlast}, la période [t, t + 1[ est susamment longue  pour qu'une règle de réétiquetage au moins puisse être appliquéesur haque arête présente, si ses préonditions sont déjà rassemblées au début de la période.Remarque : Intuitivement, le réalisme de ette hypothèse dépend du rapport entre lesdegrés des sommets du graphe aux instants onsidérés et la durée des périodes orrespon-dantes. Aussi, pour diminuer l'impat de ette hypothèse, il peut être envisagé de fusionnerdes périodes dans le graphe évolutif et, pour haque fusion, de ne onserver que les arêtesqui sont présentes sur l'ensemble des périodes fusionnées. Cette opération peut être ré-pétée jusqu'à obtenir des probabilités de synhronisations réussies jugées onvenables. Ensomme, ette transformation revient à ne onserver que les arêtes dont la durée de présenerend l'hypothèse 1 réaliste.4.4 Analyse de quelques algorithmes simplesDans ette setion, nous analysons quelques algorithmes simples et aratérisons les asoù leur exéution réussit ave ertitude, et les as où leur exéution éhoue ave ertitudepar le biais de propriétés néessaires ou susantes sur les graphes évolutifs.
56 Chapitre 4. Analyse d'algorithmes4.4.1 Propagation d'informationL'algorithme 2, déjà évoqué au seond hapitre, a pour but de diuser une informationdans le réseau, de prohe en prohe, à partir d'un sommet émetteur.L'algorithmePour rappel, les sommets sont étiquetés A s'ils possèdent l'information, N s'ils nela possèdent pas. Initialement, tous les sommets sont étiquetés N , sauf un, l'émetteur,étiqueté A. Lorsqu'un sommet étiqueté A se retrouve synhronisé ave un sommet étiqueté
N , il lui transmet l'information (appliation de la règle r1). Le sommet informé peut alorsommuniquer à son tour l'information à ses voisins.Rappel de l'algorithme 2 Propagation d'une information, version basique
Etats initiaux : un sommet distingué étiqueté A, les autres sommets étiquetés N
r1 : A N A AObjetif 1Nous aimerions aratériser ii les graphes évolutifs pour lesquels il existe au moinsun sommet pouvant transmettre, de prohe en prohe, son information à tous les autressommets. Ave et objetif, l'algorithme 2 est un algorithme à nalité, dont la propriété àatteindre est la suivante :
P2(G)⇐⇒ ∀v ∈ VG, λ(v) = AComme déni dans la setion préédente, l'objetif d'un algorithme à nalité est atteintdans un graphe G = (G,SG,ST) si et seulement si la propriété P2 est vériée à la n del'exéution sur le graphe étiqueté sous-jaent :
OA2,G ⇐⇒ P2(Gtlast)Soit C1 la ondition telle qu'il existe au moins un sommet pouvant joindre tous lesautres par un trajet dans le graphe évolutif :
C1 = ∃u ∈ VG | ∀v ∈ VG \ {u},∃J(u,v)Proposition 4.1 La ondition C1 est néessaire. Autrement dit s'il n'existe auun sommetpouvant joindre tous les autres par un trajet, alors il ne sera pas possible d'informer tousles sommets, quel que soit l'émetteur hoisi.Propriété intermédiaire 4.1.1 Tout sommet informé, s'il n'est pas lui-même l'émetteurinitial, a reçu l'information par un trajet. Énoné formellement :
∀v ∈ VG | λt0(v) = N, ∀t ∈ T]t0,tlast], // les dates manipulées ii n'appartiennent pas forément à ST
λt(v) = A =⇒ ∃u1 ∈ VG | λt′≤t(u1) = A et J(u1,v) existe dans G[predecesseur(t′),successeur(t)[
4.4. Analyse de quelques algorithmes simples 57Preuve 4.1.1(1) Si à un moment donné un sommet non émetteur a l'information, alors il l'a reçue à une date donnée,date à laquelle une arête existait entre lui et elui qui lui a transmis, e dernier ayant déjà l'information.
∀v ∈ VG | λt0(v) = N,∀t ∈ T]t0,tlast], λt(v) = A =⇒ ∃t
′ ∈ T]t0,t],∃x ∈ VG | R1t′ (x, v)or R1t′ (x, v) =⇒ (x, v) ∈ E(Gpredecesseur(t′)) et λt′(x) = A.(2) Par répétition, il existe don une suite de dates orrespondant à une suite de réétiquetages sur des arêtesprésentes à es dates, depuis un sommet ayant l'information. Ce qui implique par dénition l'existene,pour haque sommet ayant reçu l'information, d'un trajet depuis un sommet l'ayant déjà :
λt(v) = A =⇒ ∃d1, ..., dn ∈ T]t0,t],∃u1, ..., un ∈ VG | ∀i ∈ 1..n-1, (ui, ui+1) ∈ E(Gpredecesseur(di)) et
λd1(u1) = Ad'où λt(v) = A =⇒ ∃u1 ∈ VG | λt′≤t(u1) = A et J(u1,v) existe dans G[predecesseur(t′),successeur(t)[ Preuve 4.1(1) D'après la propriété 4.1.1, tout sommet ayant transmis l'information par un trajet J , s'il n'est pasl'émetteur initial (i.e. le seul n÷ud ayant l'information au début de l'algorithme), l'a lui même reçue parun trajet. Par réurrene, il est don évident qu'il existe une suite de trajets temporellement entraînables(et don un trajet) depuis l'émetteur initial vers tout sommet ayant reçu l'information :
∀v ∈ VG, λtlast(v) = A =⇒ ∃J(emetteur,v) et, par onséquent, ¬J(emetteur,v) =⇒ ¬(λtlast(v) = A).(2) ¬C1(G) =⇒ ∀u ∈ VG ,∃v ∈ VG | ∄J(u,v)
=⇒ ∃v ∈ VG | ∄J(emetteur,v)par (1), =⇒ ¬(λtlast(v) = A)
=⇒ ¬P2(Gtlast)
=⇒ ¬OA2,G Soit C2 la ondition telle qu'il existe au moins un sommet pouvant joindre tous lesautres par un trajet strit dans le graphe évolutif :
C2 = ∃u ∈ VG | ∀v ∈ VG \ {u},∃Jstrict(u,v)Proposition 4.2 La ondition C2 est susante. Autrement dit, s'il existe un sommet pou-vant joindre tous les autres par un trajet strit, et si e sommet est l'émetteur, alors tousles sommets seront informés.Preuve 4.2 ∃Jstrict(u,v) =⇒ ∃d1, d2, ..., dn ∈ ST,∃u1, u2, ..., un ∈ VG | ∀i ∈ 1..n-1, (ui, ui+1) ∈ E(Gdi)et di+1 > di, et don (hypothèse de progression H 1 page 55) λdi(ui) = A =⇒ λdi+1(ui+1) = Adon, par répétition, ∃Jstrict(u,v) =⇒ (λt0(u) = A =⇒ λtlast(v) = A)d'où C2(G) =⇒ ∃u ∈ VG | ∀v ∈ VG \ {u}, (λt0(u) = A =⇒ λtlast(v) = A) =⇒ P2(Gtlast) Objetif 2Le deuxième objetif est le même que le premier, à savoir que tous les sommets doiventêtre informés à l'issue de l'exéution, mais nous désirons ii que l'émetteur puisse êtren'importe lequel des sommets du graphe. Il est don néessaire qu'il y ait un trajet den'importe quel émetteur potentiel vers tous les sommets du graphe, et susant qu'il y aitun trajet strit de n'importe quel émetteur, vers tous les sommets du graphe :La ondition C3 = ∀u ∈ VG ,∀v ∈ VG \ {u},∃J(u,v) est une ondition néessaire.La ondition C4 = ∀u ∈ VG ,∀v ∈ VG \ {u},∃Jstrict(u,v) est une ondition susante.
58 Chapitre 4. Analyse d'algorithmes4.4.2 Comptage - version 1L'algorithmeL'algorithme 4, déjà évoqué au seond hapitre, a pour but de ompter le nombremaximal de partiipants dans un réseau (i.e. obtenir une borne inférieure sur le nombrede sommets du graphe).Pour rappel, le fontionnement de l'algorithme est le suivant : un sommet ompteur(étiqueté C) se harge de ompter les sommets qu'il renontre. A haque fois qu'il ren-ontre un sommet non ompté (étiqueté N), il inrémente son nombre de sommets omptés(deuxième registre d'étiquette, nommé ounter). Chaque sommet ompté est alors marquéomme ompté (étiquette F ), pour ne pas être ompté deux fois. Initialement, tous lessommets sont étiquetés N , sauf un, le ompteur, étiqueté C, 1.Rappel de l'algorithme 4 Comptage ave un sommet ompteur distingué.
Etats initiaux : un sommet distingué étiqueté (C, 1), les autres sommets étiquetés N
r1 : C, i N C, i + 1 FObjetif 1On s'intéresse ii à aratériser les graphes évolutifs pour lesquels il existe au moinsun sommet pouvant ompter tous les autres. Comme montré setion 2.4.3, l'objetif estatteint quand tous les sommets, le ompteur exepté, sont étiquetés F :
P4(G)⇐⇒ ∀v ∈ VG \ {compteur}, λ(v) = FSoit C5 la ondition telle qu'il existe au moins un sommet v ayant, au ours du temps,une arête ommune ave haque autre sommet, e qui revient à dire que {v} est un ensembledominant dans le graphe sous-jaent G.
C5 = ∃u ∈ VG | ∀v ∈ VG \ {u}, (u, v) ∈ EGProposition 4.3 C5 est une ondition néessaire. Autrement dit, s'il n'existe auun som-met partageant au ours du temps une arête ave haque autre sommet, alors les sommetsne pourront pas tous être omptés, et e, quel que soit le sommet ompteur.Preuve 4.3
¬C5(G) =⇒ ∀u ∈ VG ,∃v ∈ VG \ {u} | (u, v) /∈ EG
=⇒ ∀u ∈ VG ,∃v ∈ VG \ {u} | ∄R1(u, v)// R1(u, v) désigne ii une appliation de la règle r1 sur l'arête (u, v)
=⇒ ∃v ∈ VG \ {u} | ¬(λtlast(v) = F )
=⇒ ¬P4(Gtlast) Proposition 4.4 C5 est une ondition susante. Autrement dit, s'il existe un sommetpartageant au ours du temps une arête ave haque autre sommet, et si e sommet est leompteur, alors tous les sommets seront omptés.Preuve 4.4
C5 =⇒ ∃u ∈ VG | ∀v ∈ VG \ {u}, ∃t ∈ ST | (u, v) ∈ E(Gt)et don (hypothèse de progression H 1 page 55),
∃u ∈ VG | ∀v ∈ VG \ {u}, ∃t1, t2 ∈ ST | (λt1(u) = C et λt1(v) = N =⇒ λt2(v) = F )
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=⇒ ∃u ∈ VG | ∀v ∈ VG, (λt0(u) = C et λt0(v) = N =⇒ λtlast(v) = F )
=⇒ P4(Gtlast) Objetif 2Le deuxième objetif est quasiment le même que le premier, à savoir que tous les som-mets soient omptés par le ompteur à l'issue de l'exéution, mais nous désirons ii que leompteur puisse être n'importe lequel des sommets du graphe. Les onditions qui devaients'appliquer à un sommet au moins pour l'objetif 1 (existene, au ours du temps, d'unearête ommune ave haque autre sommet) doivent don ii s'appliquer à tous les sommets(n'importe quel sommet doit avoir, au ours du temps, une arête ommune ave haqueautre sommet) :
C6 = ∀u ∈ VG ,∀v ∈ VG \ {u}, (u, v) ∈ EG est don une ondition néessaire et susantepour l'objetif 2. Cette ondition revient à exiger que le graphe G, graphe sous-jaent de
G, soit omplet.4.4.3 Comptage - version 2Objetif de l'algorithmeL'algorithme 5, déjà évoqué au seond hapitre, a pour fontion de ompter le nombremaximal de partiipants du réseau. Contrairement à l'algorithme 4, il ne suppose pasl'existene d'un ompteur distingué au début de l'algorithme. En eet, tous les sommetsdémarrent ave le même état, e qui en fait un algorithme totalement déentralisé.Pour rappel, le fontionnement de l'algorithme est le suivant : haque sommet pos-sède deux registres d'étiquette. Le premier registre représente son état : ompteur(C) ouompté(F ). Le deuxième, si le sommet est ompteur, représente le nombre de sommets quiont été omptés par lui et par eux qu'il a lui-même omptés (qu'on appelle valeur de omp-tage). Initialement tous les sommets sont étiquetés C et 1. A haque fois que deux sommetsompteurs appliquent la règle r1, l'un des deux reste ompteur, et l'autre devient ompté.Le sommet ompteur ajoute alors à sa valeur de omptage le nombre orrespondant à lavaleur de omptage de l'autre sommet.Rappel de l'algorithme 5 Comptage ave multiples sommets ompteurs qui fusionnent.
Etats initiaux : tous les sommets étiqueté (C, 1)
r1 : C, i C, j C, i + j FObjetifOn s'intéresse ii à trouver les propriétés néessaires et susantes sur les graphes évolu-tifs pour qu'un sommet atteigne le déompte total du nombre de sommets. Comme montrésetion 2.4.4, l'objetif est atteint quand il n'y a plus qu'un seul sommet étiqueté C, etque tous les autres sont étiquetés F :
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P5(G)⇐⇒ ∃u ∈ VG | λ(u) = (C, i) et ∀v ∈ VG \ {u}, λ(v) = FSoit C7 la ondition telle qu'il existe au moins un sommet pouvant être joint par tousles autres par un trajet.
C7 = ∃v ∈ VG | v ∈ Dest(G)Proposition 4.5 La ondition C7 est néessaire.Propriété intermédiaire 4.5.1 ∀u ∈ VG | λt0(u) = C,∃u′ ∈ Dest(u) | λtlast(u′) = CPreuve 4.5.1
∀u ∈ VG | λt0(u) = C, ∄u
′ ∈ Dest(u) | λtlast(u
′) = C =⇒ ∃R∗1(u,w) | w /∈ Dest(u) et λtlast(w) = C(R∗1(u,w) désigne ii une suite de réétiquetages s'opérant sur une suite d'arêtes reliant u à w)Or R∗1(u,w) =⇒ ∃J(u,w) =⇒ w ∈ Dest(u)
=⇒ ontraditionPreuve 4.5
¬C7 =⇒ ∀v ∈ VG ,∃u ∈ VG \ {v} | v /∈ Dest(u)Or, Lemme 4.5.1, ∀u ∈ VG | λt0(u) = C,∃u′ ∈ Dest(u) | λtlast(u′) = C
=⇒ ∀v ∈ VG ,∃x ∈ VG \ {v} | λtlast(x) = C (il y a don au minimum 2 ompteurs à la n de l'exéution)
=⇒ ¬P5(Gtlast) Remarque : Nous étudions atuellement la dénition d'une ondition susante.4.5 Vers une lassiation des réseaux dynamiquesComme il a été vu dans la setion préédente, les aratérisations des onditions desuès ou d'éhe de divers algorithmes aboutissent à un ensemble de propriétés sur lesgraphes évolutifs. Chaune de es propriétés P détermine, de par l'ensemble des graphesqui la vérient, une lasse partiulière de graphes évolutifs F , et don de réseau dynamique.D'un point de vue plus formel, haque propriété P dénit une lasse d'équivalene entregraphes évolutifs. Chaque lasse de graphes évolutifs F peut ainsi être vue omme lequotient de tous les graphes évolutifs possibles par la lasse d'équivalene que P dénit.Dans ette setion, nous rappelons dans un premier temps les diérentes lasses qui ontété obtenues par l'analyse de la setion préédente, auxquelles nous ajoutons deux lassesissues de la littérature. Une ébauhe de lassiation est ensuite proposée sur la base de eslasses. Enn, la setion se termine par une disussion sur l'impat qu'une lassiation desgraphes dynamiques peut avoir, entre autres, sur le domaine de l'algorithmique distribuée.4.5.1 Classes résultant de l'analyseClasse 1 La lasse F1 est aratérisée par la propriété C1 et un exemple de graphe estdonné gure 4.8. Les graphes évolutifs qui ne sont pas dans ette lasse ne permettentpas la diusion d'une information depuis un sommet émetteur, quel qu'il soit, vers tous lesautres sommets (C1 est une ondition néessaire pour l'objetif 1 de l'algorithme 2 page 27).
C1 = ∃u ∈ V (G) | ∀v ∈ VG \ {u},∃J(u,v)
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1 11ab c d 1 21ab c d Il existe au moins unsommet pouvant joindrehaque autre sommet parun trajet.
G1 ∈ F1 G2 /∈ F1Fig. 4.8  Classe 1Classe 2 La lasse F2 est aratérisée par la propriété C2 et un exemple de graphe estdonné gure 4.9. Chaun de es graphes évolutifs possède au moins un sommet pouvant,à oup sûr, informer tous les autres (C2 est une ondition susante pour objetif 1 del'algorithme 2 page 27).
C2 = ∃u ∈ V (G) | ∀v ∈ VG \ {u},∃Jstrict(u,v)
3 21ab c d 1 11ab c d Il existe au moins unsommet pouvant joindrehaque autre sommet parun trajet strit.
G1 ∈ F2 G2 /∈ F2Fig. 4.9  Classe 2Classe 3 La lasse F3 est aratérisée par la propriété C3 et un exemple de graphe estdonné gure 4.10. Les graphes évolutifs n'appartenant pas à ette lasse ne permettent pasà n'importe quel sommet de faire parvenir une information à tous les autres (C3 est uneondition néessaire pour l'objetif 2 de l'algorithme 2 page 27).
C3 = ∀u, v ∈ VG ,∃J(u,v)
11 1a
b
c d 11 2a
b
c d
Il existe au moins un tra-jet de haque sommet vershaque autre sommet.
G1 ∈ F3 G2 /∈ F3Fig. 4.10  Classe 3Classe 4 La lasse F4 est aratérisée par la propriété C4 et un exemple de graphe estdonné gure 4.11. Dans les graphes évolutifs de ette lasse, n'importe quel sommet peut
62 Chapitre 4. Analyse d'algorithmesfaire parvenir une information à tous les autres (C4 est une ondition susante pour l'ob-jetif 2 de l'algorithme 2 page 27).
C4 = ∀u, v ∈ VG ,∃Jstrict(u,v)
1,31,4 2,4ab c d 11 1ab c d Il existe au moins un tra-jet strit de haque sommetvers haque autre sommet.
G1 ∈ F4 G2 /∈ F4Fig. 4.11  Classe 4Classe 5 La lasse F5 est aratérisée par la propriété C5 et un exemple de graphe estdonné gure 4.12. Dans les graphes évolutifs qui ne sont pas dans ette lasse, auunsommet ne peut ompter tous les autres via l'algorithme 4 page 29. En revanhe, dansles graphes évolutifs de ette lasse, il existe un sommet pouvant ompter tous les autresave le même algorithme (C5 est une ondition néessaire et susante pour l'objetif 1 del'algorithme 4).







Il existe au moins un en-semble dominant de ar-dinalité 1 dans le graphesous-jaent.
G1 ∈ F5 G2 /∈ F5Fig. 4.12  Classe 5Classe 6 La lasse F6 est aratérisée par la propriété C6 et un exemple de graphe estdonné gure 4.13. Les graphes évolutifs qui n'appartiennent pas à ette lasse ne permettentpas à n'importe quel sommet de ompter tous les autres via l'algorithme 4 page 29. Enrevanhe, dans les graphes évolutifs de ette lasse, n'importe quel sommet peut omptertous les autres par le même algorithme (C6 est une ondition néessaire et susante pourl'objetif 2 de l'algorithme 4).
C6 = ∀u ∈ VG ,∀v ∈ VG \ {u}, (u, v) ∈ EG






c d Le graphe sous-jaent estomplet.
G1 ∈ F6 G2 /∈ F6Fig. 4.13  Classe 6Classe 7 La lasse F7 est aratérisée par la propriété C7 et un exemple de graphe estdonné gure 4.14. Dans les graphes évolutifs n'appartenant pas à ette lasse, auun sommetne peut onnaître le nombre total de partiipant via l'algorithme 5 page 30 (C7 est uneondition néessaire pour l'objetif de et algorithme).
C7 = ∃v ∈ VG | v ∈ Dest(G)
1 21ab c d 2 12ab c d Il existe au moins un som-met qui est une destinationommune à tous les som-mets du graphe.
G1 ∈ F7 G2 /∈ F7Fig. 4.14  Classe 74.5.2 Autres lassesClasse 8Graphe d'interation omplet et inni : à tout moment on a la garantie qu'il existera dansle futur une arête entre haque paire de sommets. On notera que dans e as préis, la suite
ST est innie. Cette lasse a été utilisée par Angluin et al. dans [AAD+06℄. Toujours selonles mêmes auteurs, elle peut représenter par exemple un petit enlos de volailles dotées deapteurs de température où haque volaille évolue en permanene au sein de l'enlos.
C8 = ∀u, v ∈ VG ,∀t ∈ ST, (u, v) ∈ EG[t,+∞[Classe 9Graphe d'interation onnexe dans le temps, à l'inni : à tout moment, on a la garantiequ'il existera dans le futur un trajet entre haque paire de sommets. Cette lasse est fré-quemment utilisée dans le domaine du routage, lorsque l'on suppose qu'auun partiipantne quitte le réseau. Pour ette lasse, la suite ST est également innie.
C9 = ∀u, v ∈ VG ,∀t ∈ ST,∃J(u,v) ⊆ G[t,+∞[
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lassesPour rappel, nous dénissons haque lasse de graphe dynamique par une propriété surles graphes évolutifs de sorte que tout graphe évolutif vériant ette propriété appartientà la lasse. Étant donné une lasse F , on désigne par PF sa propriété aratérisante.Dénition 4.24 (Relation d'inlusion entre lasses) Nous dénissons une relationbinaire d'inlusion entre lasses de graphes évolutifs. Cette relation est dénie à la manièreusuelle de la théorie des ensembles : une lasse F ′ est dite inluse (ou ontenue) dansla lasse F , et l'on note F ′ ⊂ F , si et seulement si tout élément de F ′ est dans F . Dansnotre as, ela revient également à dire que PF ′ =⇒ PF . Par dénition, ette relation esttransitive (si F ′′ ⊂ F ′ et F ′ ⊂ F , alors F ′′ ⊂ F).La suite de ette setion propose quelques relations d'inlusion entre les diérenteslasses renontrées setions 4.5.1 et 4.5.2.Proposition 4.6 F2 ⊂ F1 (Il existe un trajet strit d'au moins un sommet vers tous lesautres =⇒ il existe un trajet d'au moins un sommet vers tous les autres)Preuve 4.6Pour l'objetif 1 de l'algorithme 2, C2 est une ondition susante et C1 est une ondition néessaire,tout graphe vériant C2 vérie don aussi C1, indépendamment de l'algorithme 2.don ∀G, C2(G) =⇒ C1(G)Il était également possible de prouver ette inlusion en utilisant le fait qu'un trajet strit est un trajet. Proposition 4.7 F4 ⊂ F3 (Il existe un trajet strit de n'importe quel sommet vers tousles autres =⇒ il existe un trajet de n'importe quel sommet vers tous les autres)Preuve 4.7Pour l'objetif 2 de l'algorithme 2, C4 est une ondition susante et C3 est une ondition néessaire,tout graphe vériant C4 vérie don aussi C3, indépendamment de l'algorithme 2.don ∀G, C4(G) =⇒ C3(G)Il était également possible de prouver ette inlusion en utilisant le fait qu'un trajet strit est un trajet. Proposition 4.8 F3 ⊂ F1 (N'importe quel sommet peut joindre tous les autres par untrajet =⇒ Il existe un sommet pouvant joindre haque autre sommet par un trajet)Preuve 4.8
C1 = ∃u ∈ VG | ∀v ∈ VG \ {u}, ∃J(u,v)
C3 = ∀u ∈ VG ,∀v ∈ VG \ {u}, ∃J(u,v)
∀G, C3(G) =⇒ C1(G) de manière évidente. Proposition 4.9 F4 ⊂ F2 (N'importe quel sommet peut joindre tous les autres par untrajet strit =⇒ Il existe un sommet pouvant joindre haque autre sommet par un trajetstrit)Preuve 4.9
C2 = ∃u ∈ VG | ∀v ∈ VG \ {u}, ∃Jstrict(u,v)
C4 = ∀u ∈ VG ,∀v ∈ VG \ {u}, ∃Jstrict(u,v)
∀G, C4(G) =⇒ C2(G) de manière évidente. Proposition 4.10 F6 ⊂ F5 (Il existe au ours du temps une arête entre haque paire desommets =⇒ Il existe un sommet ayant, au ours du temps, une arête ommune avehaque autre sommet)
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C5 = ∃u ∈ VG | ∀v ∈ VG \ {u}, (u, v) ∈ EG
C6 = ∀u ∈ VG ,∀v ∈ VG \ {u}, (u, v) ∈ EG
∀G, C6(G) =⇒ C5(G) de manière évidente. Proposition 4.11 F5 ⊂ F2 (Il existe un sommet ayant, au ours du temps, une arêteommune ave haque autre sommet =⇒ Il existe un sommet pouvant joindre haqueautre sommet par un trajet strit)Preuve 4.11
C5 = ∃u ∈ VG | ∀v ∈ VG \ {u}, (u, v) ∈ EG
C2 = ∃u ∈ VG | ∀v ∈ VG \ {u}, ∃Jstrict(u,v)
(u, v) ∈ EG =⇒ ∃t ∈ ST | (u, v) ∈ E(Gt) =⇒ ∃Jstrict(u,v) = {(u, v, t)}(une arête est un trajet strit)don ∀G, C5(G) =⇒ C2(G) Proposition 4.12 F6 ⊂ F4 (Tout sommet a, au ours du temps, une arête ommune avehaque autre sommet =⇒ Chaque sommet peut joindre tous les autres par un trajet strit)Preuve 4.12
C6 = ∀u, v ∈ VG , (u, v) ∈ EG
C4 = ∀u, v ∈ VG ,∃Jstrict(u,v)
(u, v) ∈ EG =⇒ ∃t ∈ ST | (u, v) ∈ E(Gt) =⇒ ∃Jstrict(u,v) = {(u, v, t)}(une arête est un trajet strit)don ∀G, C6(G) =⇒ C4(G) Proposition 4.13 F3 ⊂ F7 (Il existe un trajet entre haque paire de sommet =⇒ Chaquesommet peut être joint par tous les autres par un trajet)Preuve 4.13
C3 = ∀u, v ∈ VG ,∃J(u,v)
C7 = ∃v ∈ VG | v ∈ Dest(G)
C3 =⇒ ∃v ∈ VG | ∀u ∈ VG ,∃J(u,v) =⇒ C7(Si tout le monde peut joindre tout le monde, alors il existe un sommet pouvant être joint par tout lemonde)don ∀G, C3(G) =⇒ C7(G) Proposition 4.14 F8 ⊂ F9 (A tout moment, il existe une arête, dans le futur, entrehaque paire de sommet =⇒ A tout moment, il existe un trajet, dans le futur, entrehaque paire de sommet)Preuve 4.14
C8 = ∀u, v ∈ VG ,∀t ∈ ST, (u, v) ∈ EG[t,+∞[
C9 = ∀u, v ∈ VG ,∀t ∈ ST,∃J(u,v) ⊂ G[t,+∞[
∀u, v ∈ VG ,∀t ∈ ST, (u, v) ∈ EG[t,+∞[ =⇒ ∃t
′ ∈ (ST ∪ [t, +∞[) | J(u,v) = {(u, v, t
′)} ⊂ G[t,+∞[
=⇒ ∃J(u,v) ⊂ G[t,+∞[(une arête est un trajet)don ∀G, C8(G) =⇒ C9(G) de manière évidente. Proposition 4.15 F8 ⊂ F6 (A tout moment, il existe une arête, dans le futur, entrehaque paire de sommet =⇒ Il existe une arête, au ours du temps, entre haque paire desommet)Preuve 4.15
C8 = ∀u, v ∈ VG ,∀t ∈ ST, (u, v) ∈ EG[t,+∞[
C6 = ∀u, v ∈ VG , (u, v) ∈ EG
C8 =⇒ ∀u, v ∈ VG , (u, v) ∈ EG[t0,+∞[ =⇒ C6don ∀G, C8(G) =⇒ C6(G). 
66 Chapitre 4. Analyse d'algorithmesProposition 4.16 F9 ⊂ F4 (A tout moment, il existe un trajet, dans le futur, entre haquepaire de sommet =⇒ Il existe un trajet strit entre haque paire de sommet)Preuve 4.16
C9 = ∀u, v ∈ VG, ∀t ∈ ST,∃J(u,v) ⊂ G[t,+∞[
C4 = ∀u, v ∈ VG, ∃Jstrict(u,v)
C9 =⇒ ∀u1, un ∈ VG | ∃J(u1,un) = {(u1, u2, t1), (u2, u3, t2), ...(un−1, un, tn−1)} ⊂ GOr, C9 =⇒ ∀t ∈ ST,∃t′ ∈ ST | t′ > t et, ∀i ∈ 1..n-1, ∃J(ui,un) ⊂ G[t′,+∞[
=⇒ ∃t1, t2, ..., tn−1 ∈ ST | ∀i ∈ 1..n-1, ti+1 > ti et (ui, ui+1) ∈ EG[ti,+∞[
=⇒ ∃Jstrict(u1,un) ⊂ Gdon ∀G, C3(G) =⇒ C7(G) La gure 4.15 réapitule toutes les inlusions proposées. Chaque èhe de ette gurepeut être lue "est inluse dans". En regardant ette gure on peut onstater que l'ensembledes lasses étudiées est onnexe par l'inlusion. Il s'agit là d'une propriétée non prémédité.
F8 F9 F4 F3 F7
F6 F5 F2 F1
Fig. 4.15  Relations d'inlusion entre quelques lasses de graphes évolutifs4.5.4 Intérêt d'une lassiationDans la setion 4.5.3, nous avons proposé une ébauhe de lassiation portant sur unedizaine de lasses de graphes dynamiques. Cette ébauhe de lassiation, basée sur lesseules notions d'arêtes et de trajets dans le temps, ne représente très ertainement qu'uneinme partie de e qui peut être fait. Les domaines d'appliation des graphes dynamiquessont nombreux, et peuvent intéresser des herheurs de disiplines très variées, allant del'algorithmique distribuée à la neurologie, ou de l'étude des olonies de fourmis à elle desréseaux de téléommuniation. Une lassiation plus poussée, ainsi que l'adoption d'unoutil théorique ommun, tel que le graphe évolutif, aiderait probablement les herheurs dees disiplines à se positionner les uns par rapport aux autres, et pourquoi pas à partagerdes résultats. Nous pensons que e parallèle entre diérents travaux représente aujourd'huiun axe de reherhe intéressant, mais vaste. Nous nous limiterons don dans e doumentà disuter des avantages qu'une lassiation peut avoir dans le ontexte de nos travaux,'est-à-dire pour l'algorithmique distribuée dans les réseaux dynamiques.Un algorithme distribué est généralement onçu pour un type de réseau ible donné.On peut iter par exemple les réseaux mobiles ad ho (ou MANets), les réseaux ad ho nonmobiles (parfois appelés à tort MANets), les réseaux statiques, ou enore les réseaux deapteurs (généralement ad ho). Pour haun de es types de réseaux, le fontionnementd'un algorithme peut être soumis à des hypothèses partiulières, omme l'existene d'unidentiant unique sur haque n÷ud ou la onnaissane d'une borne sur le nombre de n÷uds,et. Tout ela rée une grande diversité de résultats qui sont diiles à omparer les unsaux autres.
4.5. Vers une lassifiation des réseaux dynamiques 67Usage de la lassiation pour l'algorithmiqueLa lassiation présentée gure 4.15, bien que limitée, apporte déjà quelques enseigne-ments. Si, par exemple, la solution à un problème donné néessite que le graphe soit dansla lasse F7, 'est-à-dire qu'il vérie la propriété aratéristique de F7, alors on sait quetout graphe issu des lasses F3,F4,F6,F8 ou F9 vériera également ette propriété ara-téristique. Il en va de même pour les onditions susantes : si par exemple la ondition C4est une ondition susante au suès d'un algorithme donné, alors les graphes issus deslasses F6,F8 et F9 verront également l'algorithme atteindre son objetif.Par ailleurs, s'il est montré qu'une lasse de graphes dynamiques Fa est inluse dans unelasse de graphes dynamiques Fb, alors il est également possible d'armer qu'un algorithmeà destination de Fb est moins ontraignant sur la mobilité du système qu'un algorithme àdestination de Fa, et de dire qu'il est, en e sens, plus général. Ce raisonnement peut ainsiaider un onepteur d'algorithmes à hoisir ses hypothèses de départ quant à la mobilitédu système.Usage de l'algorithmique pour la lassiationL'apport fontionne bien entendu dans les deux sens, et l'analyse d'algorithmes peut,omme nous l'avons montré, servir de base à la aratérisation de nouvelles lasses. L'étudede résultats existants, retransrits dans le formalisme de nos travaux, est une piste dereherhe envisagée.
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apitulatif de la haîne logiielle . . . . . . . . . . . . . . . . . 83Dans ette setion, nous présentons les développements logiiels liés à nos travaux.Ces développements omprennent quatre outils majeurs. Le premier est un simulateurde réétiquetage de graphes dynamiques (simuDAGRS [Cas07℄), permettant l'édition etla visualisation d'algorithmes distribués dans un ontexte topologique instable. Certainséléments de e simulateur sont réutilisés dans le deuxième outil, un éditeur de graphesévolutifs interatif. Le troisième outil est un onvertisseur permettant de passer de notrereprésentation des graphes évolutifs vers un autre format de représentation de graphesdynamiques (Dynami Graph Stream [PD℄), et vie versa. Le quatrième et dernier outildéveloppé durant ette thèse est un vériateur de propriétés pour graphes évolutifs. Cetoutil permet à l'utilisateur de vérier par exemple que des propriétés néessaires et su-santes relatives à un algorithme sont, ou non, satisfaites dans le graphe évolutif fourni enentrée. Enn, le hapitre se termine par un shéma de synthèse regroupant es outils etmontrant de quelle manière ils peuvent être ombinés les uns ave les autres.69
70 Chapitre 5. Développements logiiels5.1 Simulateur de réétiquetage de graphes dynamiquesAn de pouvoir aisément tester et visualiser des algorithmes à base de réétiquetagessur des graphes dynamiques, nous avons développé un outil de visualisation s'inspirantde e que propose la plateforme ViSiDiA[MMZG℄ dans un adre statique. Cet outil estessentiellement utilisé omme support de réexion pour la oneption d'algorithmes, et nonomme plateforme de test automatisée (la visualisation sur une entaine de sommets resteependant onfortable). Il permet notamment d'éditer des algorithmes, puis d'en tester leomportement sur une topologie dynamique, dont l'évolution est pilotable par l'utilisateur.Il est ainsi possible de asser ou de réer des liens de ommuniation (arêtes), en ajoutant,déplaçant ou supprimant des n÷uds du réseau (sommets du graphe) en quelques lis desouris, et e, pendant l'exéution de l'algorithme étudié. Ce type de manipulation permetde tester les réations de l'algorithme à diérents événements, et don de faire émergerrapidement d'éventuels défauts de oneption.5.1.1 Édition d'un algorithmeL'édition d'un algorithme se fait à travers deux onglets : l'onglet de spéiation desétats manipulés et l'onglet de spéiation des règles de réétiquetage de l'algorithme. Lesalgorithmes ainsi édités peuvent être exportés puis réimportés dans le simulateur.Édition des étatsL'édition des états manipulés au travers de l'onglet montré gure 5.1 permet de spéierles noms et les valeurs initiales des étiquettes présentes sur haque sommet du graphe. Anoter que le nombre de es étiquettes (aussi appelées  registres d'étiquette ) n'est paslimité a priori. Il est également possible, si l'algorithme le néessite, de spéier les valeursqui doivent être aetées à un sommet partiulier, dit  sommet distingué , au début del'exéution de l'algorithme (e sommet sera alors automatiquement réé et plaé en hautà gauhe de la topologie au début de haque exéution).Nom de l'étiquette qui a été ajoutée (ii olor)Valeur par défaut de l'étiquette (ii blak)Ajout d'une nouvelle étiquette (en donnant le nom)Même hose qu'au dessus, mais pourles états du sommet distingué (si l'al-gorithme le néessite)Fig. 5.1  Édition des états manipulés par l'algorithmeÉdition des règles de réétiquetageL'édition des règles de réétiquetage au travers de l'onglet montré gure 5.2 permet despéier les règles qui omposent l'algorithme, en donnant pour haune les préonditions
5.1. Simulateur de réétiquetage de graphes dynamiques 71et les ations orrespondantes. Rappelons que pour une règle donnée, si les préonditionssont vériées, alors les ations orrespondantes sont exéutées. Les priorités entre les règlesnormales, 'est-à-dire les règles qui ne sont pas des règles de réations à la rupture, sontdéterminées par leur ordre d'apparition dans l'algorithme (le as des règles de réations à larupture est traité plus loin dans e hapitre). Les deux sommets prenant part à l'appliationd'une règle normale sont ontextuellement désignés par v1 et v2, les registres d'étiquettemanipulés sont notés omme des attributs sur es sommets, 'est-à-dire en utilisant unenotation postxée (p. ex. le registre v1.monetiq1 désigne le registre monetiq1 du sommet
v1). Deux registres sont automatiquement fournis pour les brins d'arêtes : edgelabel, quireprésente l'étiquette d'état algorithmique du brin, et edgestate, qui vaut o si l'arêteorrespondante a été rompue, on sinon. La désignation de l'arête (v1,v2) est impliite etes deux registres (edgelabel et edgestate) sont don désignés omme attributs du sommetorrespondant (p. ex. le registre v1.edgelabel désigne l'étiquette du brin d'arête sortant de
v1 vers v2). Dans la version atuelle du simulateur, les brins d'arête ne peuvent pas avoird'autres registres que edgelabel et edgestate. Nous étudions atuellement la possibilité deleur donner, omme pour les sommets, un nombre de registres illimité.
Fig. 5.2  Édition des règles de réétiquetage de l'algorithmeChaque préondition est de la forme suivante :
registre comparateur operande [+ modificateur]Le omparateur est un aratère pris parmi {=, !, <,>}, signiant respetivement égal,diérent, stritement inférieur, stritement supérieur. L'opérande est soit un autre registre,soit une valeur. Les types de valeurs supportés pour les registres et les opérandes sont les en-tiers et les haînes de aratères. Le modiateur est une valeur numérique (éventuellementnégative) pouvant être ajoutée (opérateur +) à un opérande numérique. La vériation dela ohérene des types employés est, à e jour, laissée à la harge de l'utilisateur.Enn, les préonditions peuvent être ombinées les unes ave les autres à l'aide desopérateurs et (&) et ou (|), et d'un parenthésage adapté, omme dans l'exemple suivant :
precondition 1 & (precondition 2 | precondition 3)Les ations suivent les mêmes règles de formation que les préonditions, à ei près quela position du omparateur est oupée par l'opérateur d'aetation (=) et qu'elles ne seombinent les unes ave les autres qu'en utilisant des et (&), par exemple :
(v1.label1 = v2.label1 + 2) & (v1.label2 = chaine) & (v2.edgelabel = 3)
72 Chapitre 5. Développements logiielsUn exemple de orrespondane entre un algorithme de réétiquetage (forêt ouvrante) etson odage dans l'éditeur est donné gure 5.3.
ra : N off1 J
rb : Anyoff2 Any
r1 : J 0 0 J J 2 1N
r2 : J 2 1N N 1 2 J
// Rav1 . edge s ta t e = N & v1 . edge s ta t e = o f f \& v1 . edg e labe l = 1//Préonditionsv1 . label = J & v1 . edg e l abe l = 0 // Ations//( i dessus ) la valeur 0 pour l ' é t i que t t e d 'un//brin indique qu ' i l peut désormais être supprimé// Rbv1 . edge s ta t e = o f f & v1 . edg e labe l = 2v1 . edg e l abe l = 0// R1v1 . label = J & v2 . label = J & v1 . edg e l abe l = 0 \& v2 . edg e l abe l = 0v1 . edg e l abe l = 2 & v2 . edg e labe l = 1 \& v2 . label = N// R2v1 . label = J & v2 . label = N & v1 . edg e l abe l = 2 \& v2 . edg e l abe l = 1v1 . label = N & v2 . label = J & v1 . edg e l abe l = 1 \& v2 . edg e l abe l = 2Fig. 5.3  Représentation d'un algorithme dans le simulateurImportation / exportation des algorithmesLes algorithmes peuvent être importés et exportés depuis et vers des hiers via lesmenus >File>Save Algorithm ou >File>Open Algorithm. La gure 5.4 dérit le format dehier utilisé pour stoker les algorithmes.name,valuename,value...=name,valuename,value...=preonditionsations-preonditionsations...=
suite de ouples indiquant les noms et valeurs initiales de haqueétiquette (registre d'étiquette) utilisée.suite de ouples indiquant les valeurs initiales à aeter à ertainesétiquettes d'un sommet distingué, si l'algorithme le néessite. Cesommet sera automatiquement réé au début de l'exéution.suite de règles omposées haune de deux lignes (préonditions etations), et séparées entre elles par des tirets. La notation utiliséeest elle de la gure 5.3.délimiteursFig. 5.4  Struture d'un hier d'algorithme pour le simulateur5.1.2 Contrle de l'exéutionL'utilisateur dispose de diérentes options pour ontrler le déroulement d'un algo-rithme pendant son exéution. En premier lieu, il peut ontrler la topologie sur laquelleont lieu les aluls. Il peut également modier la adene des aluls, en les suspendantou en faisant varier leur vitesse jusqu'à la valeur maximale supportée par la mahine sous-jaente. Enn, il peut modier l'état de tout sommet pendant le alul, an de produireou reproduire des ongurations partiulières.
5.1. Simulateur de réétiquetage de graphes dynamiques 73Contrle de la topologieA tout moment, l'utilisateur peut ajouter, déplaer ou supprimer des sommets. L'ajoutse fait en liquant ave le bouton gauhe de la souris à l'emplaement souhaité pour lenouveau sommet, e dernier étant initialisé ave les états initiaux prévus par l'algorithme.Les déplaements se font en eetuant un glisser déposer du sommet ible, de l'anienneposition à la nouvelle. Enn, un li droit sur un sommet a pour eet de le supprimer dela topologie. Les arêtes du graphe sont quant à elles gérées automatiquement en fontiondes distanes qui séparent les sommets : une arête relie deux sommets si et seulement si ladistane entre es deux sommets est inférieure à la porté radio dénie. Cette portée peutêtre redénie à tout moment à l'aide d'une barre glissante. Enn, un moteur d'événementsaléatoires peut être ativé ou désativé à l'aide du bouton {start|stop} rando. Ce moteurajoute, déplae ou supprime des sommets selon un algorithme ne se rapportant à auunmodèle de mobilité partiulier (au sens des modèles étudiés par exemple dans la thèse deHogie [Hog07℄). L'algorithme utilisé ii déide de manière aléatoire s'il ajoute, supprime,ou déplae des sommets.Vitesse de alulComme indiqué i-dessus, la vitesse d'exéution de l'algorithme peut être réglée à l'aided'une barre glissante. La valeur ainsi xée détermine le temps d'attente entre deux opéra-tions. Le minimum orrespond à une attente nulle et le maximum à une pause de l'exéu-tion de l'algorithme. Cette fontionnalité permet essentiellement d'observer visuellementles aluls lorsqu'ils sont trop rapides.Modiation des étatsLa modiation des états se fait via le troisième onglet d'édition, montré gure 5.5.Après avoir séletionné le sommet ible à l'aide du bouton entral de la souris, on peuteetuer sur lui des ations de réétiquetage. L'onglet ahe aussi toutes les informationsd'état relatives aux sommets, à savoir les valeurs de ses étiquettes (ii ounter vaut 3 etolor vaut blak), et elles des étiquettes de tous ses brins d'arêtes (le brin sortant vers levoisin 0 est étiqueté 2, et est opérationnel, elui sortant vers le voisin 1 est étiqueté 1, etest opérationnel). L'utilisation de et onglet ne suspend pas l'exéution.
Fig. 5.5  Édition d'états de sommets durant l'exéution de l'algorithme
74 Chapitre 5. Développements logiiels5.1.3 Quelques mots sur les aspets internesOrdonnanement des alulsContrairement à e qui est en ÷uvre dans la plateforme ViSiDiA, dans notre outilhaque sommet du graphe ne possède pas son propre l d'exéution (Thread). Les dif-férentes unités de alul sont toutes simulées par un seul et même l d'exéution. Nousnous autorisons ette simpliation dans la mesure où notre outil ne sert pas à fournir destatistiques sur les temps et les répartitions des aluls, mais simplement à permettre deles visualiser. En e sens, notre outil est plus un outil de visualisation qu'un simulateur àproprement parler. La proédure de synhronisation atuellement utilisée est détaillée parl'algorithme 13. Cette proédure se substitue, dans le simulateur, aux proédures étudiéesau hapitre 3.Algorithme 13 Proédure de synhronisation utilisée par le simulateurRépéter à l'inni les ations suivantes :1. Séletionner aléatoirement un sommet v ;2. Pour haque brin d'arête de v étiqueté off , Faire :Si l'étiquette du brin vaut 0, Faire :supprimer le brin ;Sinon, Faire :Trouver la 1ère règle de rupture ayant l'état du brin pour préonditions ;//(Les règles sont parourues dans l'ordre donné par l'algorithme).Appliquer ette règle ;FinFin3. Si v a des voisins, Faire :Séletionner aléatoirement un sommet u parmi les voisins de v ;Pour haque règle ri, tant qu'auune règle n'a été appliquée, Faire ://(Les règles sont parourues dans l'ordre donné par l'algorithme).
v1 = v ; v2 = u ;Si v1 et v2 vérient les préonditions de ri, Faire :Appliquer les ations de ri sur v1 et v2 ;Terminer la proédure, qui redémarrera à l'étape 1 ;Sinon, Faire :Éhanger v1 et v2, et réessayer ette même règle ;FinFinFinMoteur de réétiquetageLes règles de réétiquetage spéiées par les algorithmes sont interprétées par le moteurde réétiquetage. Pour e faire, les préonditions de haque règle sont transformées en arbrebinaire dont haque feuille représente une préondition élémentaire, et dont les n÷uds
5.1. Simulateur de réétiquetage de graphes dynamiques 75internes portent des opérateurs et ou ou, omme illustré gure 5.6. Lors de l'exéutionde l'algorithme, les vériations de préonditions sont eetuées sur et arbre, par unalgorithme réursif qui remonte les évaluations des feuilles vers la raine.préond. 1 & préond. 2 & (préond. 3 | (préond. 4 & préond. 5)) ⇐⇒ &&préond. 1 préond. 2 |préond. 3 &préond. 4 préond. 5Fig. 5.6  Exemple d'arbre binaire pour les préonditionsPour des raisons de simpliité, la même struture est utilisée pour stoker les ations,bien que es dernières ne soient ombinées qu'en utilisant des et (&).
Disparition de liensLorsqu'un lien disparaît, il faut garder en mémoire le brin orrespondant an de per-mettre au moteur de réétiquetage d'appliquer les règles de réation à la rupture, puis lesupprimer lorsque es traitements sont terminés. Une suppression d'arête se fait don enplusieurs étapes. Tout d'abord, le démon hargé de surveiller l'évolution de la topologiemarque les deux brins de l'arête disparue à off (étiquette edgestate). Les brins ayantonservé leur étiquette edgelabel dans l'état initial (valeur 0) sont ensuite dénitivementsupprimés par la proédure de synhronisation (algorithme 13 page i-ontre). Pour lesautres, une règle de réation à la rupture sera appliquée, et le brin orrespondant seradénitivement supprimé quand l'algorithme lui aura aeté la valeur 0.
Aide à la visualisationAn de failiter la visualisation du réseau, des informations graphiques sur l'état dessommets et des arêtes ont été ajoutées. Lorsqu'au moins un brin d'une arête possèdeune étiquette diérente de 0 (la valeur 0 désignant par onvention une arête sans intérêtpartiulier pour l'algorithme), l'arête orrespondante est mise en relief ave un trait gras.De même, lorsqu'un des registres d'étiquette a pour nom olor, le simulateur utiliseraautomatiquement sa valeur pour olorier le sommet. Ces eets, ainsi qu'une vue d'ensembledu simulateur, sont présentés gure 5.7 page suivante.
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Fig. 5.7  Vue d'ensemble du simulateur5.2 Éditeur de graphes évolutifsL'éditeur de graphes évolutifs présenté ii est un outil permettant de réer des graphesévolutifs (.f. dénition 4.7 page 47) de petite taille de manière interative en n'utilisantque la souris. Les graphes ainsi réés peuvent être exportés sous forme de hiers texte etsous forme d'images au format Enapsulated PostSript. Pour des raisons essentiellementpratiques, notamment pour réutiliser ertaines lasses de manipulation de la topologie, nousavons déidé d'intégrer et éditeur au simulateur de réétiquetage de graphes (présenté à lasetion préédente).5.2.1 Format du hier texteLe format utilisé pour exporter les graphes évolutifs dans des hiers textes est déritgure 5.8. Ce format s'inspire de elui qu'ont utilisé Monteiro, Goldman et Ferreira pourdes simulations ave NS2, dans le adre d'une étude de performane d'algorithmes deroutage pour réseaux dynamiques [MGF06℄. La liste des arêtes est préédée d'une liste dessommets, an que les n÷uds n'ayant pas de lien de ommuniation soient tout de mêmeonsignés dans le hier. Les sommets sont onsidérés omme présents du début à la n(leur période d'absene peut être simulée par l'absene d'arêtes adjaentes durant ettepériode). Enn, une setion dimensions, qui est faultative, a été ajoutée pour failiter laonversion du graphe en image.
5.3. Vérifiateur de propriétés sur les graphes évolutifs 77dimensions
dimx dimy
↵verties
id1 [posx1 posy1 ℄...
idi [posxi posyi ℄...
↵edges
idv1 idv2 d1 d2 d3......
Absisse et ordonnée maximales parmi les oordon-nées de tous les sommets, an de failiter la onver-sion du graphe évolutif en PostSript (faultatif). dimensions346 258Liste omplète des sommets ayant appartenu augraphe. Pour haque sommet, des oordonnées xes(faultatives) peuvent être fournies pour indiquer laposition à lui aeter dans l'image PostSript. vertiesv1 346 50v2 0 258v3 97 0Liste omplète des arêtes ayant appartenu augraphe. Chaque arête est identiée par ses deux ex-trémités et est aompagnée d'une liste de dates (ouintervalles) indiquant ses périodes d'existene. edgesv1 v3 1 3 5-8v2 v3 2-3Fig. 5.8  Format, expliations et exemple de hier stokant un graphe évolutif5.2.2 ManipulationsLes manipulations permettant l'édition d'un graphe évolutif se limitent à quelquesations eetuées à la souris. La proédure, illustrée par la gure 5.9 est la suivante : dansun premier temps, l'utilisateur dispose les sommets de sa onguration initiale sur l'espaeà deux dimensions de l'éditeur de topologie (gure 5.9(a)). Il peut également régler laportée radio régissant l'existene des arêtes entre es sommets. A l'aide du bouton gauhe(ajout ou déplaement), et du bouton droit (suppression), il fait varier ette topologie à saguise. A haque li sur le bouton Evolve step, l'état du réseau pour la date ourante estonsigné, et la date ourante est inrémentée (gures 5.9(b), 5.9() et 5.9(d)). Après avoironsigné l'état nal souhaité, l'utilisateur peut exporter le graphe via le menu File>Exportevolving graph. Cette ation rée les hiers evolving.eps (gure 5.9(e)) et evolving.txt(gure 5.9(f)) dans le répertoire export du simulateur, haun de es hiers ontenantune représentation du graphe évolutif. Les oordonnées utilisées sont les dernières en dateayant été enregistrées pour haque sommet. Les sommets ayant été supprimés en ours demanipulation seront tout de même représentés dans le graphe exporté.5.3 Vériateur de propriétés sur les graphes évolutifsLe hapitre 4 de e doument, dédié à l'analyse d'algorithmes, a permis de mettre enévidene diérentes lasses de réseaux dynamiques à partir de propriétés sur les graphesévolutifs. L'idée sous-jaente à l'outil présenté dans ette setion est de pouvoir testerautomatiquement es propriétés sur des graphes évolutifs fournis en entrée.5.3.1 Propriétés supportéesLes propriétés atuellement supportées sont les suivantes :1. P1 = ∃u ∈ V (G) | ∀v ∈ VG \ {u},∃J(u,v)(Il existe au moins un sommet pouvant joindre tous les autres par un trajet)
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(a) Instantané 1 (b) Instantané 2
() Instantané 3 (d) Instantané 4
(e) Exportation
2-3 2-41-2d86 d65877(f) ./export/evolving.eps
dimensions166 112vertiesVertex2bbd86 0 18Vertex45a877 141 112Vertex1be2d65 166 0edgesVertex2bbd86 Vertex45a877 1-2Vertex2bbd86 Vertex1be2d65 2-3Vertex45a877 Vertex1be2d65 2-4(g) ./export/evolving.txtFig. 5.9  Édition d'un graphe évolutif2. P2 = ∃u ∈ V (G) | ∀v ∈ VG \ {u},∃Jstrict(u,v)(Il existe au moins un sommet pouvant joindre tous les autres par un trajet strit)3. P3 = ∀u, v ∈ VG ,∃J(u,v)(Chaque sommet peut joindre tous les autres par un trajet)4. P4 = ∀u, v ∈ VG ,∃Jstrict(u,v)(Chaque sommet peut joindre tous les autres par un trajet strit)5. P5 = ∃u ∈ VG | ∀v ∈ VG \ {u}, (u, v) ∈ EG(Il existe au moins un sommet ayant, au ours du temps, une arête ommune avehaque autre sommet)6. P6 = ∀u ∈ VG ,∀v ∈ VG \ {u}, (u, v) ∈ EG(Chaque sommet a, au ours du temps, une arête ommune ave haque autre som-met)7. C7 = ∃v ∈ VG | v ∈ Dest(G)(Il existe un sommet pouvant être joint par tous les autres au ours du temps)
5.4. Convertisseur DGS vers et depuis les graphes évolutifs 795.3.2 FontionnementLe vériateur prend en entrée un nom de hier orrespondant au graphe évolutifque l'on désire tester. Ce hier doit être dans le format de la gure 5.8 page 77, .-à.-d.dans elui utilisé par l'éditeur de graphes évolutifs pour ses exportations. Pour haune dees propriétés, le vériateur répond vrai ou faux. Par ombinaison des résultats obtenus,l'utilisateur peut ranger le graphe dynamique testé dans sa lasse d'appartenane.5.4 Convertisseur DGS vers et depuis les graphes évolutifsDans le adre de reherhes menées au Havre par l'équipe de Frédéri Guinand autourdes graphes dynamiques, un format de desription dédié a été élaboré. Ce format, DynamiGraph Stream [PD℄, permet de dérire les évolutions topologiques d'un réseau en utilisantun ux d'événements onsignés les uns à la suite des autres. Ce format est égalementutilisé par le simulateur Madho [HC℄ pour exporter (et à terme importer) des graphesdynamiques générés durant ses simulations. Après avoir brièvement dérit le simulateurMadho et dérit plus en détail le format Dynami Graph Stream (DGS), nous présentonsles algorithmes onçus et implémentés pour onvertir e format vers notre format de grapheévolutif, et vie versa.5.4.1 MadhoAu sein d'un partenariat entre les universités du Havre et du Luxembourg, Lu Hogiea développé un simulateur de réseaux mobiles ad ho, appelé Madho [HC℄(Metropolitanad ho network simulator). Madho ompte à e jour une dizaine de groupes de herheursutilisateurs ainsi qu'une dizaine de ontributeurs. Ce simulateur, dédié aux réseaux mo-biles sans l, se positionne omme l'un des plus exibles parmi l'ore atuelle (NetworkSimulator [NS2℄, GloMoSim [GLO℄ et OPNet [OPN℄, et.). Ses as d'utilisation vont del'optimisation de protooles à l'émulation de réseaux IEEE802.11b, en passant par l'étuded'agents mobiles ou la génération de graphes dynamiques. C'est ette génération de graphesdynamiques qui nous intéresse ii tout partiulièrement, ainsi que la possibilité d'exporterles graphes générés vers le format DGS. Diérents modèles de mobilité peuvent être utilisésdans Madho, omme par exemple le random mobility model [Bet01℄, le random waypointmobility model [BRS03℄, ou enore un modèle personnalisable appelé human mobility mo-del [Hog07℄. Il est ainsi possible de disposer indiretement d'une large gamme de graphesdynamiques issus de modèles diérents.5.4.2 Desription du format Dynami Graph Stream (DGS)Le format Dynami Graph Stream (DGS) a été spéié à l'université du Havre parDutot, Guinand et Pigné (de la même équipe que Madho). Ce format est aompagnéd'une bibliothèque Java du même nom permettant de le manipuler [PD℄. Le prinipe de eformat est de dérire un graphe dynamique à travers le ux d'événements qui s'y produit(ajouts, suppressions de sommets et d'arêtes, hangements d'état, et.).L'organisation d'un hier au format DGS est la suivante : au début du hier se trouveun en-tête donnant des informations sur la version de DGS utilisée, puis le nom du graphe,le nombre d'événements et le nombre d'étapes qui onstituent le ux lui-même. Une étape
80 Chapitre 5. Développements logiielsregroupe les événements qui se produisent entre deux relevés topologiques, ou snapshots, duréseau. L'en-tête omprend également des informations relatives à l'étiquetage des sommetset des arêtes. Le hier ontient ensuite les étapes et les événements eux-mêmes, de manièreséquentielle, omme illustré gure 5.10.DGS002mongraphe 40 90nodes x :number y :number values :vetoredges weight :numberst 0an "A" ... [autre étiquettes℄an "B" ...ae "AB" "A" "B"...st 40de "AB"dn "A"
nom du graphe, nb d'étapes, nb d'évènementsversion DGS de référene} dérit les étiquettes que peuvent posséder lessommets et les arêtes du graphe (faultatif)suite de primitivesst : step // numéro de l'étapean : add node // ajoute un sommetdn : delete node // eae un sommetae : add edge // ajoute une arêtede : delete edge // eae une arêten : hange node // hange la valeur des étiquettes des sommetse : hange edge // hange la valeur des étiquettes des arêtesFig. 5.10  Exemple de hier au format DGS5.4.3 ConversionNous avons développé deux onvertisseurs (un dans haque sens) entre le format DGS(gure 5.10) et le format de graphes évolutifs que nous utilisons (gure 5.8 page 77). Dansette setion nous présentons les algorithmes réalisant es onversions.Conversion DGS → graphe évolutifL'outil que nous avons développé pour onvertir les DGS vers notre format de graphesévolutifs utilise la bibliothèque GraphStream mentionnée préédemment. Le traitement réa-lisé et dérit par l'algorithme 14 page i-ontre onsiste à répertorier les sommets et arêtesprenant part au graphe, et à transformer les événements d'ajouts/suppressions d'arêtes enintervalles de temps de présene.Conversion Graphe évolutif → DGSLa onversion d'un hier ontenant un graphe évolutif vers un hier au format DGSse fait en deux temps. Un objet ontenant le graphe évolutif est d'abord instanié au seindu onvertisseur, puis utilisé pour réupérer les modiations topologiques. Ces dernièressont alors transformées en une suite d'événements, puis onsignées dans le hier de sortie.Ces dernières opérations sont illustrées par l'algorithme 15 page 82. Notre représentationdes graphes évolutifs ne prenant en ompte que les hangements relatifs aux arêtes, lessommets sont tous ajoutés dès la première étape d'événements DGS.
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Algorithme 14 Conversion DGS → Graphe évolutifsommets, arêtes, débuts, ns, périodes ← ∅ ;date ← 0 ;Ouvrir le hier DGS et sauter l'en-tête ;Tant que ligne ← lireligne(), Faire :Si ligne==nouvelle étape, Faire :date ← date + 1 ;Sinon, Si ligne==ajout d'un sommet s, Faire :sommets ← sommets ∪ s ;Sinon, Si ligne==ajout d'une arête e, Faire :// (e est représenté par sa paire de sommets)arêtes ← arêtes ∪ e ;débuts[e℄ ← débuts[e℄ ∪ date ;Sinon, Si ligne==suppression de l'arête e, Faire :ns[e℄ ← ns[e℄ ∪ date ;FinFinFermer le hier DGS ;Pour haque arête e, Faire :d_deb, d_n ← 0 ;Tq d_deb ← datesuivante(débuts,e,d_deb), Faire :d_n ← datesuivante(ns,e,d_n) ;Si d_n==null, Faire :d_n ← date+1 ;Finpériodes[e℄ ← périodes[e℄ ∪ (d_deb,d_n) ;FinFinOuvrir le hier de sortie en ériture ;Érire "verties :" puis la liste des sommets ;Érire "edges :" puis la liste des arêtes, aompagnéesde leurs périodes de présene ;Fermer le hier de sortie ;
Exemple pour une arête (a,b)st 1ae "AB" "A" "B"...st 3de "AB"...st 5ae "AB" "A" "B"...st 6de "AB"...st 8ae "AB" "A" "B"...
↓débuts[{A,B}℄=(1,5,8)ns[{A,B}℄=(3,6)
↓périodes[{A,B}℄=(1-3),(5-6),(8-lastdate)//où lastdate est la dernièredate de vie du réseau(date+1)
↓edges :...A B 1 2 3 5 8 9 ... lastdate
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Algorithme 15 Conversion Graphe évolutif → DGSevents[℄ ← ∅ ;datemax ← dernière date reensée dans le graphe évolutif ;Pour haque arête e, Faire :Pour haque début d'intervalle de présene de e, Faire :events[début℄ ← events[début℄ + "ae " + e ;FinPour haque n d'intervalle de présene de e, Faire :events[n℄ ← events[n℄ + "de " + e ;FinFinOuvrir le hier de sortie ;Érire l'en-tête ;Érire "st 0" ;Pour haque sommet, Faire :Érire "an " + sommet ;FinÉrire events[0℄ (si non vide) ;Pour haque date de 1 à datemax, Faire :Érire "st " + date ;Érire events[date℄ (si non vide) ;FinFermer le hier de sortie ;
5.5. Réapitulatif de la haîne logiielle 835.5 Réapitulatif de la haîne logiielleLes outils qui ont été présentés dans e hapitre sont très variés dans leur nature (édi-tion, test, visualisation, onversion). Ils s'artiulent tous ependant autour d'un seul etmême but : étudier les algorithmes distribués dans le adre des réseaux dynamiques. Lesimulateur de réétiquetage permet entre autres d'assister la oneption d'algorithmes. Unefois les algorithmes onçus, leur analyse (non automatisée) met en évidene les onditionsnéessaires et susantes au bon déroulement de leur exéution (.f. hapitre 4). Ces ondi-tions, exprimées sous forme de propriétés sur les graphes évolutifs, peuvent ensuite êtretestées sur des graphes de petite taille issus de l'éditeur ou sur des graphes plus importantsissus des simulations de Madho et onvertis pour l'oasion. Les résultats du vériateurde propriétés sur es graphes et es propriétés permettent enn d'avoir de bonnes indi-ations sur le fait qu'un algorithme donné est adapté, ou non, à un ontexte de mobilitédonné. La gure 5.11 réapitule les possibilités de ombinaison de es outils.
Vériateur de propriétés
Simulateur deréétiquetage Édition de graphes évolutifsConeption d'algorithmes Simulateur MadhoAnalyse (humaine)
Validation ou non des algorithmespour le ontexte de mobilité étudié
ConvertisseurAlgorithmesPropriétés sur des graphesévolutifs (néessaires et/oususantes au bon déroule-ment de l'algorithme)Classiation des graphes dynamiques
Modèles de mobilitéDynamiGraph StreamGraphes évolutifsRéponses
Graphesévolutifs
Fig. 5.11  Liens possibles entre les outils logiiels développés
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Chapitre 6Assistane au développementd'appliations réelles
Sommaire6.1 Prinipe général . . . . . . . . . . . . . . . . . . . . . . . . . . . . 866.2 Détail de l'arhiteture et anoniité du développement . . . . 866.2.1 Lien entre la synhronisation et les réétiquetages . . . . . . . . . 876.2.2 Lien entre les réétiquetages et l'appliation . . . . . . . . . . . . 876.3 Illustration de la génériité du développement à travers deuxexemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 896.3.1 Exemple 1 : Algorithme de propagation . . . . . . . . . . . . . . 896.3.2 Exemple 2 : Algorithme de la forêt ouvrante . . . . . . . . . . . 906.3.3 Réexions sur la génériité des algorithmes . . . . . . . . . . . . 906.4 Extension du modèle à la non-atomiité des réétiquetages . . . 926.4.1 Problématique du monde réel . . . . . . . . . . . . . . . . . . . . 926.4.2 Au niveau algorithmique . . . . . . . . . . . . . . . . . . . . . . . 936.4.3 Au niveau appliatif . . . . . . . . . . . . . . . . . . . . . . . . . 93Dans e hapitre nous proposons une arhiteture distribuée à trois niveaux qui per-met à une appliation d'utiliser un algorithme de réétiquetage de graphes omme base dedéveloppement. En utilisant ette arhiteture, l'appliation délègue aux réétiquetages lagestion de l'organisation du réseau et se foalise sur les traitements de haut niveau qui luisont spéiques.L'arhiteture proposée est tout d'abord présentée de manière synthétique, pour donnerau leteur l'intuition qui lui failitera la leture de la suite de e hapitre, suite danslaquelle nous dérivons le fontionnement des diérentes ouhes et détaillons les liensque l'appliation entretient ave les réétiquetages. Ces liens seront illustrés à travers deuxexemples réurrents dans e doument : la propagation d'information et la forêt d'arbresouvrants. Ces deux exemples servent également de base à une disussion sur la génériitéqu'orent par nature les réétiquetages de graphes. Enn, une extension est proposée pourprendre en ompte le aratère interruptible des opérations de aluls. Ce problème se posedès lors qu'on ne onsidère plus les réétiquetages omme étant atomiques, hypothèse quenous avons faite dans le adre de nos travaux théoriques.85








Unité mobileFig. 6.1  Arhiteture du système
6.2 Détail de l'arhiteture et anoniité du développementL'objetif du hapitre étant de traiter des aspet génie logiiel de notre modèle dealul, nous nous sommes limités, pour la synhronisation et le fontionnement interne dumoteur de réétiquetage, à donner les prinipes de fontionnement par le biais de proédures
6.2. Détail de l'arhiteture et anoniité du développement 87générales. Les liens que le moteur de réétiquetage entretient ave l'appliation sont, enrevanhe, plus détaillés.6.2.1 Lien entre la synhronisation et les réétiquetagesNous supposons ii que la ouhe de synhronisation fontionne selon le mode de syn-hronisation à la demande présenté hapitre 3, dans sa version basique (setion 3.2 page 37),à savoir que haque n÷ud émet ou reçoit des demandes de synhronisation, qui peuvent êtreaeptées ou refusées de part et d'autre. Des ouples de n÷uds synhronisés émergent ainsirégulièrement, prêts à appliquer une étape de alul ommune. Lorsqu'un nouveau voisinest déteté, qu'un anien voisin ne répond plus, ou qu'une synhronisation est réussie, laouhe de synhronisation délenhe la proédure suivante dans le moteur de réétiquetage :Algorithme 16 Proédure interne du moteur de réétiquetageSi un nouveau voisin v a été déteté, Faire :-Créer un brin loal pour représenter l'arête vers v ;-Aeter à e brin la valeur par défaut prévue par l'algorithme (.f. setion 2.3.3) ;Sinon, si un voisin v a disparu du voisinage, Faire :-Positionner à o le brin qui représentait l'arête vers v ;-Appliquer la première règle de réation à la rupture dont les préonditionsorrespondent, et en avertir l'appliation.Sinon, si une synhronisation est réussie ave un voisin v, Faire :-Envoyer à v l'état du sommet loal et du brin loal orrespondant.-Reevoir es mêmes informations de v.-Appliquer, si elle existe, la première règle dont les préonditions orrespondent,et en avertir l'appliation.(si les deux sommets peuvent jouer le rle de haque té de la règle, alors elui dontl'identiant réseau est alpha-numériquement le plus petit jouera, par onvention, leté gauhe.)Fin6.2.2 Lien entre les réétiquetages et l'appliationNous supposons ii que le moteur de réétiquetage est érit en langage Java, qu'il seprésente à l'appliation sous la forme d'une lasse REngine et qu'il peut prendre un algo-rithme en paramètre de onstruteur. L'utilisation d'un algorithme A par une appliationse fait en plusieurs étapes que nous dérivons maintenant.Préalablement au développement de l'appliation, une interfae (au sens objet du terme)est générée à partir de l'algorithme que l'on désire utiliser. Cette interfae I omporteautant de méthodes qu'il y a de règles dans l'algorithme. Pour les règles  normales , lasignature omporte deux arguments : Node n et boolean left. La lasse Node est une lassequi omporte, au minimum, l'adresse réseau du voisin ave qui la règle est appliquée. leftindique le té de la règle joué par le sommet sous-jaent (gauhe si true, droit sinon).Pour les règles de réation à la rupture, la signature ne omporte que l'élément Node n, qui
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publi interfae MyAlgoListener{publi void onR1(Node n , boolean l e f t ) ;publi void onRa(Node n ) ;}Fig. 6.2  Interfae générée depuis un algorithmeL'utilisation eetive de l'algorithme se fait ensuite en deux temps. Le développeur doittout d'abord fournir le ode spéique qui sera exéuté lorsque haque règle est jouée. Celase fait en implémentant dans une lasse de l'appliation l'interfae générée. Le lien avele moteur de réétiquetage est ensuite nalisé à l'exéution quand, après avoir instanié unobjet de type REngine, ette lasse s'enregistre omme Listener auprès de l'instane dumoteur. En d'autres termes, l'appliation sousrit aux événements de l'algorithme. Cetteutilisation est illustrée gure 6.3.Observation 4 Nous avons fait le hoix de ne pas permettre à l'appliation d'aéder auxétats internes de la ouhe de réétiquetage, dont elle fait abstration. Par ailleurs, du faitque haque réétiquetage engendre l'invoation d'une méthode, l'appliation peut maintenirelle-même toutes les informations dont elle a besoin.publi lass MyAppliationimplements MyAlgoListener{// d é  l a r a t i on du moteur de r é é t i q u e t a g eprivate REngine re ;MyAppliation{// réa t i on du moteur , ave// l ' a l go r i t hme en paramètrere = new REngine ( ` ` . / myalgo . dagrs ' ' ) ;// sou s  r i p t i on aux événements de l ' a l go r i t hmere . s e t L i s t e n e r ( this ) ;re . s t a r t ( ) ;}publi void onR1(Node n , boolean l e f t ){// ode à exéu t e r l o r s qu e r1 e s t a pp l i q u é e}publi void onRa(Node n){// ode à exéu t e r l o r s qu e ra e s t a pp l i q u é e}} Fig. 6.3  Utilisation du moteur de réétiquetage dans une appliation
6.3. Illustration de la génériité du développement à travers deux exemples896.3 Illustration de la génériité du développement à traversdeux exemplesDans ette setion, nous présentons deux exemples d'appliation reposant diretementsur un algorithme à base de réétiquetage de graphe. Nous menons ensuite une réexion surla génériité oerte par e type d'algorithme.6.3.1 Exemple 1 : Algorithme de propagationL'algorithme de propagation présenté ii est une variante de l'algorithme 2 page 27. Cetalgorithme est onstitué d'une seule règle qui représente la transmission d'une informationentre deux n÷uds voisins. Si la règle est appliquée de manière répétée, alors ela représentela propagation d'une information sur un réseau, de prohe en prohe, par un proessusde type inondation. L'algorithme de propagation et son interfae assoiée sont présentésgure 6.4.
r1 : A 0 0N A 1 2A publi interfae Propagat ionL i s t ene r {publi void onR1(Node n , boolean l e f t ) ;}Fig. 6.4  Algorithme de propagation et interfae assoiéeL'utilisation eetive de et algorithme est donné gure 6.5. Il est important de remar-quer ii que l'organisation du réseau est gérée de manière transparente par les ouhes desynhronisation et de réétiquetage, en aord ave l'algorithme fourni. Le développeur del'appliation se onsare ainsi uniquement au ode eetif des envois et des réeptions.publi lass MyAppliationimplements Propagat ionLis tener {private REngine re ;MyAppliation{re = new REngine ( ` ` . / propagat ion . dagrs ' ' ) ;r e . s e t L i s t e n e r ( this ) ;re . s t a r t ( ) ;}publi void onR1(Node n , boolean l e f t ){i f ( l e f t==true ){ // s i  t é gauheSoket s = new Soket (n . address , port ) ;. . . // i n s t r u  t i o n s d ' envo i}else{ // s i  t é d r o i tServerSoket s s = new ServerSoket ( port ) ;Soket s = ss . aept ( ) ;. . . // i n s t r u  t i o n s de réep t i on}}} Fig. 6.5  Utilisation de l'algorithme de propagation dans une appliation
90 Chapitre 6. Assistane au développement d'appliations réelles6.3.2 Exemple 2 : Algorithme de la forêt ouvranteL'algorithme dont nous parlons dans ette setion onstruit et maintient une forêtd'arbres ouvrants sur un réseau. Il a été étudié tout au long de e doument et sonfontionnement est dérit setion 2.3.4 page 23. La gure 6.6 montre l'interfae qui y estassoiée.
ra : N off1 J
rb : Anyoff2 Any
r1 : J 0 0 J J 2 1N
r2 : J 2 1N N 1 2 J
publi interfae Spann ingFore s tL i s t ene r {publi void onRa(Node n ) ;publi void onRb(Node n ) ;publi void onR1(Node n , boolean l e f t ) ;publi void onR2(Node n , boolean l e f t ) ;}Fig. 6.6  Algorithme de la forêt d'arbres ouvrants et interfae assoiéeDans l'implémentation que nous fournissons gure 6.7, l'objetif est simplement detransmettre à l'appliation la onnaissane de l'arbre entretenu par le moteur de réétique-tage. Le ode fourni ii maintient don à jour un tableau de voisins dans l'arbre, ave uneréférene partiulière pour le père.Le détail du ode est le suivant : lorsque la règle r1 est appliquée, le voisin orrespondantest ajouté dans la liste des parents, et si le n÷ud sous-jaent joue le rle du sommet tédroit de la règle, le voisin est également enregistré omme père. Lorsque la règle r2 estappliquée, le voisinage ne hange pas mais la relation père/ls est inversée entre les deuxn÷uds onsidérés. Lors de l'appliation des règles ra et rb, la référene au voisin perdu estsimplement enlevée du tableau de parents, en indiquant pour ra que le n÷ud sous-jaentn'a plus de père.Comme pour l'exemple 1, il est important de remarquer que quelques lignes de ode(une vingtaine) susent pour mettre à la disposition du reste de l'appliation une gestionautomatisée d'un arbre ouvrant. C'est-à-dire qu'à tout moment, et de manière transpa-rente, l'appliation peut disposer d'un arbre (qui tend à ouvrir sa omposante onnexedans le réseau) et que et arbre, grâe à l'algorithme de réétiquetage fourni, est onsidérépar l'appliation omme  auto-entretenu .6.3.3 Réexions sur la génériité des algorithmesNous avons vu dans e hapitre, et surtout à travers les deux exemples préédents,qu'un jeu de règles abstraites de réétiquetage pouvait être omplété par un ensemble detraitements onrets, apportant ainsi une signiation eetive à l'algorithme. Un algo-rithme de réétiquetage peut ainsi être vu omme un méanisme abstrait de gestion duréseau, abstrait dans le sens où il ne spéie pas les traitements eetifs que son exéutiondélenhe. En e sens, un algorithme de réétiquetage est générique, et il peut servir de baseà diérentes appliations de haut niveau.Par exemple, l'algorithme de l'exemple 1 (gure 6.4 page préédente) que nous avonsjusqu'à présent nommé  algorithme de propagation , a en fait, de même que son interfae
6.3. Illustration de la génériité du développement à travers deux exemples91
publi lass MyAppliation implements Spann ingFore s tLi s tene r{private REngine re ;publi Vetor ne ighbors ;publi Node f a th e r ;publi Node me ;MyClass {re = new REngine ( ` ` . / s pan f o r e s t . dagrs ' ' ) ;re . s e t L i s t e n e r ( this ) ;re . s t a r t ( ) ;ne ighbors = new Vetor ( ) ;}publi void onRa(Node n){ne ighbors . remove (n ) ;f a th e r = null ;}publi void onRb(Node n){ne ighbors . remove (n ) ;}publi void onR1(Node n , boolean l e f t ){ne ighbors . add(n ) ;i f ( ! l e f t ){f a th e r = n ;}}publi void onR2(Node n , boolean l e f t ){i f ( l e f t ){f a th e r = n ;} else {f a th e r = null ;}}} Fig. 6.7  Utilisation de l'algorithme de la forêt ouvrante dans une appliation
92 Chapitre 6. Assistane au développement d'appliations réellesassoiée, une voation bien plus générale que elle de propager de l'information. Le mêmealgorithme pourrait par exemple être utilisé dans un réseau statique pour onstruire unarbre ouvrant, en supposant que les étiquettes A (resp. N) signient que le sommetorrespondant est déjà (resp. pas enore) intégré à l'arbre, et que l'étiquette 1 (resp. 2)désigne un lien partant vers un père (resp. un ls). Un même algorithme peut ainsi donnerlieu à diérents traitements, selon le sens que lui donne l'appliation.Plusieurs signiations peuvent également être données à l'algorithme de l'exemple 2(gure 6.6 page 90), que nous avons jusqu'ii nommé  algorithme de la forêt ouvrante . Ilpeut par exemple servir d'algorithme d'életion probabiliste, en imaginant que les sommetsétiquetés J sont les sommets élus, ave la garantie d'un et un seul sommet élu par arbre (lenombre d'arbres tendant vers 1 par omposante onnexe du graphe). Lorsque la onnexitéest rompue, un nouveau leader est généré. Si l'on désire utiliser e type de propriétés, parexemple pour régir l'exlusion mutuelle à une ressoure donnée, le seul développement àeetuer onsiste à plaer le ode utilisant la ressoure dans la méthode onR2 (pour leftvalant faux) d'une lasse utilisant le moteur.6.4 Extension du modèle à la non-atomiité des réétiquetages6.4.1 Problématique du monde réelDans e hapitre, nous avons proposé une arhiteture pour l'utilisation onrète d'unalgorithme de réétiquetage au sein d'une appliation. Cette arhiteture permet de spéi-er un ode à exéuter pour haque règle de l'algorithme. An que l'état du système deréétiquetage soit onstamment en phase ave l'état de l'appliation, es odes doivent êtreexéutés pendant les réétiquetages, .-à-d. que l'exéution de haque ode doit ommeneraprès le début, et se terminer avant la n du réétiquetage orrespondant dans le moteurde réétiquetage, omme indiqué gure 6.8.
Anienneétiquette Réétiquetage NouvelleétiquetteMoteur deréétiquetage
Appliation
onRi(){ }
Fig. 6.8  Déroulement d'un réétiquetage ave exéution de odeNous avons dans un adre théorique onsidéré les réétiquetages omme étant des opé-rations atomiques. En revanhe, les traitements assoiés aux règles de réétiquetage ne sontpas, eux, atomiques. La question qui vient à l'esprit est alors de savoir e qui peut êtrefait pour aider à gérer les ruptures des liens de ommuniation qui se produisent pendantl'appliation d'une règle sur l'arête orrespondante. Dans la suite, nous nommons de telsévénements  ruptures à haud .





d′ || a′′ ob′′ oc′′d′′Fig. 6.9  Règle de réétiquetage munie d'états de seours6.4.2 Au niveau algorithmiqueS'il n'y avait que les réétiquetages à prendre en onsidération, alors une solution basiquepour les ruptures à haud serait de restaurer les états antérieurs au réétiquetage ourant surles n÷uds orrespondants. Cette solution ne onvient évidemment pas si l'on tient omptedes traitements qui s'exéutent au niveau supérieur. En eet, pour que le système resteohérent en pareil as, il faudrait que l'exéution de haque méthode invoquée depuis lemoteur soit réversible, e qui représente pour le développeur une ontrainte onsidérable.La solution que nous proposons, plus souple, onsiste à rajouter optionnellement unetroisième partie aux règles. Cette partie indique les états qui doivent être aetés aux n÷udsen as de rupture à haud. L'arête n'existant plus, es états dits  de seours  sont gérés parhaun des deux sommets, indépendamment l'un de l'autre, et le onepteur doit prévoirle as où un seul des deux sommets onsidère avoir été interrompu, l'autre ayant terminéses traitements. Les règles sont don maintenant onstituées de triplets (préonditions,ations, ations de réupération), que l'on représente omme sur la gure 6.9.Au niveau du moteur de réétiquetage, l'état de seours est en fait onsidéré ommeun état intermédiaire normal entre l'anien état et le nouvel état. Le déroulement d'unréétiquetage est alors le suivant : quand le réétiquetage ommene, les états de seourssont aetés aux n÷uds sous-jaents, puis la méthode orrespondant à la règle appliquéeest invoquée. Si la méthode termine normalement, le nouvel état stable est aeté aun÷ud, sinon l'état intermédiaire est onservé (gure 6.10). Dans les deux as, le yle deréétiquetage ourant est terminé. Il est ensuite du ressort de l'algorithme de faire en sorteque haque état de seours gure dans les préonditions d'au moins une règle.




Fig. 6.10  Interruption d'un réétiquetage ave états de seours6.4.3 Au niveau appliatifLa rupture d'un lien de ommuniation pendant l'appliation d'une règle, et don pen-dant l'exéution du ode orrespondant, .à.d. une rupture à haud, ne pose pas systéma-tiquement problème. En eet, si les deux n÷uds ont terminé les ommuniations relatives
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e au développement d'appliations réellesà l'étape ourante, ou si ette étape ne néessite auune ommuniation, alors ils peuventontinuer haun de leur té l'exéution de la méthode orrespondante, sans se souier dulien de ommuniation ommun.La plupart des langages de programmation à voation générale permettent, à plus oumoins haut niveau, de gérer des erreurs de ommuniation réseau. En C par exemple, elaorrespond à des odes d'erreurs retournés par les fontions onnet, read, write, et. EnJava des exeptions peuvent être levées lors de l'invoation des méthodes orrespondantes.Notre proposition est la suivante : lorsqu'une de es erreurs survient, l'appliation réagitpar le traitement souhaité puis déide, selon l'état d'avanement de ses ommuniations, sil'objetif du réétiquetage a été, ou non, atteint. S'il a été atteint, alors la méthode invoquéedoit retourner vrai, sinon elle doit retourner faux pour prévenir le moteur de réétiquetage.La gestion des  ruptures à haud  proposée ii modie ainsi (de manière minime)la génération des interfaes objet assoiées aux algorithmes de réétiquetage. Cette mo-diation onsiste à remplaer le type de retour indéterminé (void), par le type booléen(boolean). Au niveau du moteur de réétiquetage, l'état intermédiaire, s'il a été prévu, estaeté au sommet sous-jaent au début du réétiquetage, puis la méthode est invoquée. Sila méthode retourne vrai, le nouvel état est aeté, sinon l'état intermédiaire (ou l'étatinitial si auun état intermédiaire n'est prévu) est onservé.
Chapitre 7Diretions de reherhesLes travaux eetués dans le adre de ette thèse ont ouvert un ertain nombre depistes de reherhe, aussi bien dans un adre théorique que pratique. Le présent hapitreregroupe quelques unes de es pistes, ertaines d'entre elles déjà très préises et d'autresplus générales devant être anées.Perspetives issues du hapitre 2 page 13 : Modèles de aluls et forma-lismes assoiés1) Modèle de alul de l'étoile  ouverte Le hapitre 2 a présenté quelques-uns des modèles de aluls loaux les plus répandus.Parmi es modèles, présentés gure 2.1 page 17, nous nous sommes restreints à l'étude deeux qui n'impliquaient que deux sommets à haque étape de aluls (modèles () et (d)),ar les proédures de synhronisations assoiées aux modèles (a) et (b) impliquant plusde deux sommets ne nous semblaient pas réalistes dans un ontexte fortement dynamique.Pour rappel, es proédures synhronisent tous les sommets d'une boule de rayon 1 (étoileouverte) ou d'une boule de rayon 2 (étoile fermée) pour haque étape de alul eetuée.Une variante du modèle de l'étoile ouverte (gure 7.1) pourrait ependant avoir de bonnespropriétés dans le adre des réseaux sans ls.
Fig. 7.1  Modèle de alul de l'étoile ouverteEn eet, si l'on aepte que deux opérations puissent se dérouler en parallèle lorsque lesdeux boules onernées ont des entres disjoints (et non plus des entres éloignés d'unedistane de 2), alors e modèle ne néessite auune synhronisation. Il sut à haquesommet de diuser son état à intervalle régulier, et de modier son état en fontion desétats reçus de ses voisins. Nous pensons que e modèle, bien qu'ayant une puissane dealul assez faible, peut être adapté à ertains types de traitements (omme par exemple95
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tions de reherhesla propagation d'information), et mérite don d'être étudié.2) AlgorithmesNous avons proposé quelques algorithmes pour illustrer les réétiquetages de graphesdynamiques. Il serait intéressant pour ertains d'entre eux, et notamment eux utilisantdes irulations de jeton(s), de ompléter les expliations que nous avons fournies par uneétude probabiliste, en délinant diérents ontextes de mobilités et diérentes propriétéssur les arbres (taille et forme notamment). Comme nous l'avons mentionné, l'équipe RI2Cdu Havre travaille atuellement sur le sujet. Une autre piste intéressante serait de porteres algorithmes sur de vrais terminaux mobiles ommuniants, an de onnaître les tempsde onvergenes (des arbres, des ompteurs, des andidats, et.) eetifs dans le ontextetehnologique atuel (p.ex. ave 802.11 ou 802.15 ).Perspetives issues du hapitre 3 page 33 : Synhronisation entre voisinsDans le troisième hapitre de e doument nous avons proposé un mode de synhro-nisation à la demande. Dans la proédure assoiée, haque sommet attend d'éventuellesdemandes de synhronisation provenant de ses voisins pendant une durée aléatoire. Si au-une demande ne lui a été adressée à l'issue de ette période il eetue lui-même unedemande à un de ses voisins. L'impat de la durée d'attente hoisie, et plus préisément del'intervalle au sein duquel ette durée est tirée aléatoirement, est atuellement étudiée ausein de notre équipe. Les premiers résultats sont donnés gure 7.2. On onstate notammentqu'une valeur d'attente trop petite dégrade les performanes, du fait de l'enombrementdu réseau (radio) d'une part et du nombre plus important de sommets oupés lorsquedes demandes leurs sont adressées d'autre part. Les intervalles permettant le plus grandnombre de synhronisations sont eux allant de [100,200℄ à [140,280℄ milliseondes (ellulesentourées d'un adre gris sur la gure).Un rapport de reherhe à paraître [ACC07℄ présentera des mesures eetuées en faisantvarier d'autres paramètres tels que la durée des aluls opérés par la ouhe supérieure entredeux synhronisations, que nous avons xée à 10 milliseondes dans es simulations, et ledélai d'attente des réponses (timeout), que nous avons xé à 50 milliseondes. Ce rapportomparera également les résultats obtenus ave eux qu'obtiennent d'autres modes desynhronisation omme l'algorithme du Rendezvous présenté setion 3.1.3 page 35.Perspetives issues du hapitre 4 page 45 : Analyse d'algorithmes1) Algorithmes analysésDans le quatrième hapitre nous avons analysé quelques algorithmes simples à nalité(algorithmes qui doivent atteindre un objetif préis à l'issue de leur exéution). Il seraitintéressant d'eetuer le même type d'analyse pour des algorithmes plus ompliqués, tel quel'algorithme de propagation de doument (algorithme 3 page 29), ou pour des algorithmesde maintien, tel que elui de la forêt d'arbres ouvrants (algorithme 1 page 25). Unequestion intéressante serait par exemple de savoir s'il existe une ondition susante surla dynamique du réseau (.-à.-d. une propriété sur un graphe évolutif) pour que haque
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Fig. 7.2  Impat du délai d'attente dans la proédure de synhronisation à la demandeomposante onnexe soit ouverte par un unique arbre, et e, en un nombre borné depériodes suivant haque événement topologique.2) Impat de la synhronisation sur l'analyseLes aratérisations que nous avons eetuées dans le adre de l'analyse du hapitre 4ne font auune hypothèse sur la synhronisation sous-jaente aux aluls. Nous pensonsque le mode de synhronisation à la demande ave ritères (voir setion 3.3 page 38) peutavoir un impat important sur les onditions néessaires et susantes. Il serait par exempleintéressant de regarder, pour les algorithmes de omptage présentés, si ertains ritères desynhronisation permettent d'obtenir des onditions moins ontraignantes que elles quenous avons déjà obtenues.3) ClassiationL'élaboration d'une lassiation des réseaux dynamiques basée sur l'analyse d'algo-rithmes distribués et les graphes évolutifs représente pour nous un axe de reherhe priori-taire. Nous envisageons dans un premier temps d'analyser par le biais de graphes évolutifsun ertain nombre d'algorithmes existants. La lassiation pourra être alimentée, dansun seond temps, par des travaux issus d'autres domaines, tels que l'étude des réseaux deneurones ou des réseaux d'interations soiales observées hez l'homme ou hez la fourmi.Perspetives issues du hapitre 5 page 69 : Développements logiiels1) Simulateur de réétiquetagesPlusieurs pistes de travaux, plus pratiques que théoriques, peuvent être envisagéesautour du simulateur de réétiquetages de graphes que nous avons développé. Il serait
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hespar exemple intéressant de pouvoir intégrer dans les simulations des options onernantla synhronisation, et notamment de permettre l'utilisation de la synhronisation à lademande ave ritères. La question de l'intégration de notre outil à la plateforme ViSiDiAs'est également posée de manière réurrente pendant ette thèse. Ce sont les importantesdiérenes d'objetif (réseaux dynamiques) et de oneption (Threads pour les sommets,hoix de l'interprétation ou de l'exéution pour les algorithmes, et.) entre notre plateformeet ViSiDiA qui ont onduit à ne pas réaliser, pour l'instant, ette intégration. Cette pistedevra néanmoins être étudiée par la suite.2) Vériation automatique de propriétés sur les graphes évolutifsLe vériateur de propriétés dérit au hapitre 5 pourra progressivement être étenduaux propriétés que la lassiation de graphes dynamiques fera émerger.Perspetives issues du hapitre 6 page 85 : Assistane au développementd'appliations réellesL'arhiteture dérite dans le sixième hapitre n'a pas été validée expérimentalement.Son implémentation sur de vrais terminaux mobiles ommuniants pourrait fournir desrésultats intéressant, tant sur le plan de la synhronisation et des algorithmes que sur eluide l'ingénierie logiielle.
ConlusionAvant de onlure e doument, il onvient de repositionner la ontribution de ettethèse dans le ontexte général de l'algorithmique distribuée. Cette disipline a fait l'objetde nombreux travaux es dernières déennies et on peut noter deux approhes fondamenta-lement diérentes dans la manière d'aborder le sujet. La première de es approhes onsisteà se positionner dans un ontexte tehnologique donné, et à y résoudre diérents problèmes.La seonde, symétrique, onsiste à séletionner des problèmes fondamentaux donnés, et àétudier leurs solutions dans diérents ontextes. D'un point de vue théorique, la notionde ontexte se traduit généralement par des hypothèses qui sont faites sur le réseau sous-jaent. Certains problèmes fondamentaux omme l'életion, le dénombrement ou enore laonstrution de strutures ouvrantes ont souvent été utilisés dans e adre et ont permisà la ommunauté d'élaborer progressivement un ensemble d'hypothèses réurrentes dansle domaine de l'algorithmique distribuée. On peut iter parmi les plus lassiques de eshypothèses elles qui ont trait à la forme du réseau, à sa taille, à sa onnexité ou enoreaux onnaissanes initiales que possèdent les n÷uds. L'étude de e type de problèmes dansle adre des réseaux dynamiques, en regard des diérentes hypothèses (seonde approhe),n'a pas enore été très explorée. Cette thèse est une ontribution aux outils théoriquesfailitant e type d'étude. Nous espérons à terme faire émerger des hypothèses réurrentesportant sur la dynamique des réseaux, omplétant ainsi la gamme des hypothèses généra-lement onsidérées.Autour du modèle de alulLe hapitre 2 a proposé une adaptation du modèle des aluls loaux au domaine desgraphes dynamiques. Le hoix de e modèle omme point de départ s'est imposé de lui-même pour diérentes raisons. Tout d'abord, les aluls loaux font abstration du modèlede ommuniation sous-jaent, e qui permet de s'aranhir d'un ontexte tehnologiquedonné. Ensuite, ils ne permettent que des étapes de alul impliquant des voisins diretsdans le réseau, e qui nous semble être la seule approhe réaliste dans un ontexte dy-namique général. L'adaptation proposée permet, en plus des opérations normales entrevoisins, d'ajouter à un algorithme la apaité de réagir à l'apparition ou à la disparitiond'un voisin. Ce nouveau modèle de alul a été illustré par un ertain nombre d'algo-rithmes ne faisant auune hypothèse sur le réseau. L'algorithme de la forêt ouvrante estd'ailleurs, à notre onnaissane, le premier algorithme totalement déentralisé à ne faireauune hypothèse sur la dynamique du réseau ou sur l'existene d'identiants uniques pourles sommets. La onvergene rapide d'un tel algorithme, qui est une question fondamen-tale, n'est évidemment pas assurée, mais en revanhe un ertain nombre de propriétés sont99
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lusiongaranties quoi qu'il se produise dans le réseau.Dans le hapitre 3, nous nous sommes attahés à proposer un mode de synhronisationadapté aux réseaux dynamiques. La synhronisation (qui peut être abstraite selon le niveaud'abstration auquel on se plae) est le proessus qui régit la répartition des aluls entreles diérents voisins dans le réseau. Le mode de synhronisation proposé a deux propriétésintéressantes. La première est qu'il tolère les ruptures de liens de ommuniation, ondi-tion néessaire dans un ontexte dynamique. La seonde est qu'il permet au onepteurd'algorithmes d'inuer sur la répartition des aluls en favorisant ertains liens de ommu-niation plutt que d'autres. Les ritères de séletion pour es liens peuvent être variés, etnous avons proposé des méanismes permettant d'en gérer plusieurs et éventuellement deles ombiner.Dans les hapitres 5 et 6, nous nous sommes intéressés à des aspets plus pratiques denotre modèle de alul. Le hapitre 5 a, entre autres, présenté le simulateur de réétique-tage de graphes que nous avons développé. Ce simulateur permet d'éditer des algorithmesdérits dans notre modèle de alul et de visualiser leur exéution sur une topologie dyna-mique dont les évolutions sont ontrlées par l'utilisateur. Dans le hapitre 6, nous avonsproposé une arhiteture logiielle permettant à une appliation de se déharger de l'orga-nisation du réseau sous-jaent en utilisant un algorithme dérit dans notre modèle. Cettearhiteture nous a également donné l'oasion de nous intéresser aux ruptures de liens deommuniation qui surviennent en ours de réétiquetage. Une extension du modèle prenanten ompte e fateur a été proposée en n de hapitre.Autour de l'analyseLe hapitre 4 est entral à nos travaux. Il présente un nouveau adre théorique pourl'analyse de problèmes fondamentaux en ontexte dynamique. Ce adre d'analyse ne prendpas en ompte les performanes ou la omplexité des algorithmes, mais permet la aratéri-sation des hypothèses néessaires ou susantes, en terme de dynamique, à la réalisation deleurs objetifs. L'outil ombinatoire qui sert de support à e adre d'analyse est le grapheévolutif. Ce type de graphe est utilisé à tous les étages de l'analyse, à savoir pour la déni-tion des objetifs d'un algorithme, pour la délinaison de ses exéutions possibles, et pourl'expression des propriétés néessaires et susantes qui résultent de l'analyse. Ces proprié-tés, à l'instar des hypothèses usuelles dans les graphes statiques, induisent des lasses degraphes bien partiulières regroupant haune les graphes dynamiques pour lesquels un al-gorithme donné fontionne, ou ne fontionne pas. Les exemples d'analyse donnés, portantsur un algorithme de propagation et deux algorithmes de dénombrement, nous ont permisde mettre en évidene une dizaine de es lasses, que nous avons hiérarhisées. L'ensembledes outils et des méthodes que nous avons développés pour l'analyse semble ainsi pouvoirontribuer à l'élaboration d'une lassiation des réseaux dynamiques. La poursuite deette lassiation est un axe de reherhe privilégié dans la suite de es travaux.
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Contribution à l'algorithmique distribuéedans les réseaux mobiles ad ho-Caluls loaux et réétiquetages de graphes dynamiquesRésumé :Les réseaux mobiles ad ho sont par nature instables et imprévisibles. De es aratéris-tiques déoule la diulté à onevoir et analyser des algorithmes distribués garantissantertaines propriétés. C'est sur e point que porte la ontribution majeure de ette thèse.Pour amorer ette étude, nous avons étudié quelques problèmes fondamentaux de l'algo-rithmique distribuée dans e type d'environnement. Du fait de la nature de es réseaux,nous avons onsidéré des modèles de aluls loaux, où haque étape ne fait ollaborerque des n÷uds diretement voisins. Nous avons notamment proposé un nouveau adred'analyse, ombinant réétiquetages de graphes dynamiques et graphes évolutifs (modèleombinatoire pour les réseaux dynamiques). Notre approhe permet de aratériser lesonditions de suès ou d'éhe d'un algorithme en fontion de la dynamique du réseau,autrement dit, en fontion de onditions néessaires et/ou susantes sur les graphes évo-lutifs orrespondants. Nous avons également étudié la synhronisation sous-jaente auxaluls, ainsi que la manière dont une appliation réelle peut reposer sur un algorithme deréétiquetage. Un ertain nombre de logiiels ont également été réalisés autour de es tra-vaux, notamment un simulateur de réétiquetage de graphes dynamiques et un vériateurde propriétés sur les graphes évolutifs.Mots-lés : Réseaux mobiles ad ho, Graphes évolutifs, Réétiquetages degraphes dynamiques, Algorithmique distribuéeContribution to distributed algorithmisin mobile ad ho networks-Loal omputations and dynami graph relabelling systemsAbstrat :Mobile ad ho networks are by nature unpreditable and unstable. These harateristismake it diult to design and analyze distributed algorithms whih ensure given proper-ties. This problem has been the main onern of the present thesis, in whih we haverst studied some lassial distributed problems in this ontext. Due to the nature of thenetwork, we have onsidered loal omputation models, in whih eah step involves diretneighbors only. We have designed a new analysis framework, based on graph relabellings,that allows us to haraterize algorithms aording to the hypothesis they require on thenetwork evolution, and more preisely by using neessary and/or suient onditions onthe orresponding evolving graphs (a ombinatorial model for dynami networks). We havealso proposed a new synhronization proedure, and studied the use of loal omputationmodels in real appliations. At last, a number of softwares have been developed throughoutthis work, among whih a simulator for dynami graph relabellings and a tool to hekproperties on evolving graphs.Keywords : Mobile ad ho networks, Evolving graphs, Dynami graph rela-belling systems, distributed algorithmis
