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a b s t r a c t
In this paper, we generalize the integer-order cable model of the neuron system into the
fractional-order domain, where the long memory dependence of the fractional derivative
can be a better fit for the neuron response. Furthermore, the chaotic synchronizationwith a
gap junction of two ormulti-coupled-neurons of fractional-order are discussed. The circuit
model, fractional-order state equations and the numerical technique are introduced in
this paper for individual and multiple coupled neuron systems with different fractional-
orders. Various examples are introduced with different fractional orders using the non-
standard finite difference scheme together with the Grünwald–Letnikov discretization
process which is easily implemented and reliably accurate.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Integer-order dynamical system modeling is a narrow subset of real arbitrary-order systems, and the latter is causing
a dramatic shift in the study of fractional calculus [1]. Currently, many theorems are generalized to the fractional-
order domain, and are subsequently verified mathematically by circuit simulations, or by experimental results based on
the realization of fractional-order circuits [2,3]. Examples of these theorems include generalized fractional-order circuit
theories [4,5], novel control theorems [6], new charts in electromagnetic design [7,8], numerical solutions of fractional-
order differential equations [1,6], stability analysis [1,9], and bioengineering applications [10].
Since its discovery, chaotic synchronization has been applied in different fields, including biological and physical
systems, structural engineering, and ecological models [11]. The synchronization of fractional chaotic systems attracted
considerable research attention. Models based on fractional-order differential structures have been used in studying
dynamical systems [12,13], with researchers studying the synchronization and the chaos control of fractional-order systems,
such as the synchronization of three chaotic fractional-order Lorenz systems with bidirectional coupling [14]. However, the
chaos synchronization of two identical systems via linear control was investigated in [15] while two different fractional-
order chaotic systems synchronizedusing active controlwas introduced in [16]. In [17],wehave shown that thehyperchaotic
synchronization of the fractional-order Rossler system may exist when its order is as low as 3.8.
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Fig. 1. Themembrane nonlinear cablemodel (a) cylindrical cell of length∆x and radius a, (b) the conventional circuit diagram, and (c) the fractional-order
circuit diagram.
Several analytical and numerical methods have been proposed to solve fractional-order differential equations, including
the fractional difference method [1,6], the Adomian decomposition method [18], the homotopy-perturbation method [19],
the variational iteration method [20,21] and the Adams–Bashforth–Moulton method [22,23]. The NSFD, developed by
Mickens [24,25] has shown great potential in the design of reliable schemes capable of preserving significant properties of
the solutions of differential models throughout science and engineering. The non-standard finite difference scheme (NSFD)
are applied for fractional-order differential equations [26], hyperchaotic systems [27], and for studying theMemristor-based
fractional-order Chua’s circuit [28].
Recently, several types of chaotic synchronizations of coupled neurons have been presented, such as coupled connection
with gap junction in external electrical stimulation [29], and the chaotic synchronization of two electrical coupled neurons
via nonlinear control [30].
In this paper, we have applied the NSFD scheme based on the Grünwald–Letnikov discretization process to a chaotic
synchronization with gap junction of coupled neurons of fractional-order, and studied the effect of the fractional-order. In
Section 2, the fractional-order cablemodel of an individual neuronwith circuit diagrams and derivations is introducedwhile
in Section 3, we provide some mathematical background to the fractional calculus theory and describe the NSFD used to
solve the fractional differential equations. The numerical analysis of the fractional-order neuron system for different orders
is presented in Section 4. The chaotic synchronization study between two or more nonlinear fractional-order cable models
with gap junction coupled neurons in the generalized fractional-order case is discussed in Section 5. Many different cases
are introduced for double and triple coupled neurons showing the effect of the fractional-order on the synchronization.
2. The nonlinear fractional-order cable model of neuron
Chaos has been a focus of intensive discussion in numerous fields during the last four decades. Moreover, it has been
verified that chaotic behavior exists in the function of many human body organs such as the brain and heart. Biological
systems can be modeled using electrical circuits. For instance, the direct transfer of ions can be modeled as a current. In the
experimental study of the action potential in sinusoidal current stimulated squid giant axons, different kinds of responses
are modeled using a small number of linear and nonlinear circuit elements connected together. The computational solution
of such a model was found to be a close match to the known experimental results of circuits. There are few models that
have been developed to study the chaotic responses of the neuron system and its synchronization [29,30]. In addition,
the bifurcation diagram of the neuron model and the nonlinear oscillation study of the FitzHugh–Nagumo were discussed
previously in [31,32].
The known partial differential equations that described the response of the external electric fields of cylindrical cells
were discussed in [33] by the cable theory. The integer order cable model of a single membrane is shown in Fig. 1(a) by
a cylinder, and the chemical reactions are proposed by electrical elements. Many models have been presented for this
problem; however one of the simplest and most effective methods was the one proposed by FitzHugh and Nagumo, which
takes into account the slower membrane response of Potassium activation and Sodium inactivation. This model is based
on a new variable called recovery variable W and is modeled simply by an inductor as shown in Fig. 1(b). In this case the
complete circuit model of the individual neuron consists of three elements: nonlinear resistor, integer-order capacitor, and
inductor. Therefore the current flow across the membrane can be written as
2πaIm = σmv + cm dvdt +
1
lm
 t
0
v (τ) dτ , (1)
where σm, cm, and lm are of a single membrane conductance, capacitance, and inductance per unit length of the membrane.
This equation ignores the differences in membrane conductances associated with various ion channels (Ca, K ,Na) except
the final term which relates to the recovery variable.
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In this paper we discuss the generalized fractional-order model of the previous circuit. Two main advantages for the
usage of fractional-order elements:
• The fractional derivative is a long term operator, whichmeans that the system response at any timewill be affected by all
previous responses. In addition, the dependence of previous response (i.e., memory) can be controlled via the fractional-
order parameter. If the order is small, then the system depends strongly on the previous cases. However as the order gets
closer to one, the system will have short memory dependence.
• The second advantage of the fractional order system is that, each added parameter (fractional-order parameter) enriches
the system performance through increasing one degree of freedom which extends the system to more space.
For the fractional-order case, we assume the capacitor and inductor are of the order α and β , respectively. Hence, Eq. (1)
can be rewritten as:
2πaIm (t) = σmv (t)+ cm d
αv (t)
dtα
+ 1
lmΓ (β)
 t
0
v (τ)
(t − τ)1−β dτ , (2)
where vint , vext , and v are the internal, external and transmembrane (differential) potentials of the membrane. Therefore,
the state representation of Eq. (2) iscm
dαv(t)
dtα
lm
dβ iL (t)
dtβ
 = −σm −11 0
 
v(t)
iL(t)

+

2πaIm(t)
0

. (3)
For a dimensionless system, we define X and Y in terms of the state variables v and iL scaled by a reference potential VR
as follows
X (t) = v (t)
VR
, τ = t
Rcm
, Y (t) = RiL (t)
VR
. (4)
Then the previous Eq. (3) becomes
dαX(τ )
dτ α
dβY (τ )
dτ β
 = −Rσm −1b 0
 
X(τ )
Y (τ )

+
2πaR
VR
Im(τ )
0

, (5)
where b = (R2cm)/lm. Here, we consider the voltage dependent conductance in the square waveform as proposed in [33]
σm = f (v(τ )) =

1− v(τ)
VT

1− v(τ)
Vp

, (6)
where VT and VP are the threshold and peak membrane voltages. Thus,
dαX(τ )
dτ α
= RX (τ )

VR
VT
X (τ )− 1

1− VR
VP
X (τ )

− Y (τ )+ 2πaR
VR
Im (τ ) , (7a)
dβY (τ )
dτ β
= bX (τ ) . (7b)
For simplicity, we assume the reference voltage VR is the same as the threshold voltage VT , and the ratio of the peak
to threshold voltages r = V P /VT = 10, R = 1, and Io = (2πa/VR )Im. Fig. 2(a) shows the effect of the ratio r on the
conductance value of (15). All the conductance curves meet when X = 0, 1 for all values of r , but as long as r increases, the
range of conductance increases. Then the final system of equations is
dαX (τ )
dτ α
= X (τ ) (X (τ )− 1) (1− rX (τ ))− Y (τ )+ Io (τ ) , (8a)
dβY (τ )
dτ β
= bX (τ ) . (8b)
The external electrical stimulation is (see Fig. 2(b))
I0 (t) = A
ω
cos (ωt) (9)
3. Preliminaries and notation
In this section we present some basic definitions and properties of the fractional calculus theory and non-standard
discretization method which will be used in the remainder of this paper.
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Fig. 2. (a) The square model conductance versus X for different peak membrane potential ratio, and (b) the external electrical stimulation versus time for
different values of angular frequency ω.
3.1. The Grünwald–Letnikov approximation
We will begin with the single fractional differential equation (see [25]):
dαx (t)
dtα
= f (t, x (t)) , T ≥ t ≥ 0 and x (to) = xo, (10)
where α > 0 and Dα denotes the fractional derivative, defined by
dαx (t)
dtα
= Jn−α

dnx (t)
dtn

, (11)
where n− 1 < α ≤ n, n ∈ N and Jn in the nth-order Riemann–Liouville integral operator defined as:
Jnx (t) = 1
Γ (n)
 t
0
(t − τ)n−1 x (τ ) dτ . (12)
To apply Mickens’ scheme, we have chosen this Grünwald–Letnikov method approximation for the one-dimensional
fractional derivative as follows:
dαx (t)
dtα
= lim
h→0 h
−α
N
j=0
(−1)j

α
j

x (t − jh) , (13)
where N = t/h and t denotes the iteration index and h is the step size. Therefore, Eq. (13) is discretized as follow
n+1
j=0
cαj x (t − jh) = f (tn, x (tn)) , (14)
where tn = nh and cαj are the Grünwald–Letnikov coefficients, defined as
cαj =

1− 1+ α
j

cαj−1, c
α
0 = h−α, j = 1, 2, 3, . . . . (15)
3.2. The non-standard finite difference (NSFD) technique
In general, the non-standard finite difference rules, introduced by Mickens [24], do not lead to a unique discrete model
for the solution of any dynamical system based on differential equations. As such, we give the basic rules of non-standard
ordinary differential equations (ODEs) in the form:
x′k = f (t, x1, x2, . . . , xm) , k = 1, 2, . . . ,m. (16)
By using the non-standard finite difference method, the derivatives can be approximated by
x′1 =
x1,k+1 − x1,k
ϕ1 (h)
, x′2 =
x2,k+1 − x2,k
ϕ2 (h)
, . . . , x′m =
xm,k+1 − xm,k
ϕm (h)
, (17)
where (ϕk (h), k = 1, 2, 3, . . . ,m) are any function of the step size h = ∆t which has the following property:
ϕk (h) = h+ O

h2

, . . . , where h→ 0. (18)
Examples of functionsϕk (h) that satisfy Eq. (18) are h, sin (h) , sinh (h) , and 1−e−h. The nonlinear terms can be in general
replaced by nonlocal discrete representations. For example, x2 = xkxk+1 where h = t/N , and tn = nh, n = 0, 1, 2, . . . ,
N ∈ Z+.
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4. The numerical solution of the fractional-order neuron system
In this section, the solution of the fractional-order neuron nonlinear model by the non-standard finite difference is
introduced for the different fractional-orders α and β with initial conditions X (0) = 0.1 and Y (0) = 0.1. As shown from
Eqs. (8) and (9), the system solutions depend on five parameters which are {A, ω, b, α, and β}, unlike the integer-order
where only three parameters are considered. We use the Grünwald–Letnikov discretization method and apply the Mickens
scheme by replacing the step size h by a function ϕk (h). The system described in (8) can be rewritten as
n+1
j=0
cαj X

tn+1−j
 = X (tn) (X (tn)− 1)(1− rX(tn))− Y (tn)+ I0(tn), (19a)
n+1
j=0
cβj Y

tn+1−j
 = bX (tn) . (19b)
By replacing h by ϕk (h) and the nonlinear terms X2 (tn) and X3 (tn) by X (tn) X(tn+1) and X2 (tn) X(tn+1) respectively.
Then Eq. (19) will reduce to
cα0 X (tn+1)+
n+1
j=1
cαj X

tn+1−j
 = (1+ r) X (tn+1) X (tn)− rX (tn+1) X2 (tn)− X (tn)− Y (tn)+ I0 (tn) , (20a)
cβ0 Y (tn+1)+
n+1
j=1
cβj Y

tn+1−j
 = bX (tn+1) , (20b)
where cα0 = (ϕ1 (h))−α , and cβ0 = (ϕ2 (h))−β . Finally, after some manipulation, system (20) yields:
X (tn+1) =
(ϕ1 (h))α

−X (tn)− Y (tn)+ I0 (tn)−
n+1
j=1
cαj X

tn+1−j

1− (ϕ1 (h))α X (tn) [1+ r − rX (tn)] , (21a)
Y (tn+1) = (ϕ2 (h))β

bX (tn+1)−
n+1
j=1
cβj Y

tn+1−j

. (21b)
It is clear that the solution depends on the functions ϕ1 (h), ϕ2 (h), and also on the fractional-order parameters α, β . As a
reasonable function, we follow the discussion in [25] and assume ϕ1 (h) = ϕ1 (h) = sin(h). Fig. 3 shows six different time
waveforms for Y1 for different fractional-order cases using the NSFD scheme. Some of these simulations are discussed for
equal orders and others for distinct orders. Using the same circuit parameters {A, b, ω, and r}, single peak oscillation can
be obtained as in the case of (α, β) = (0.9, 0.85), multi-peaks oscillations when (α, β) = (0.95, 0.9), and chaotic response
such as in the case (α, β) = (1.0, 1.0).
In [29,30,33], different system attractors were obtained for different frequency values ω. By using the fractional-order
model, two extra parameters are added to the system which can be used for more controllability and best-fit parameters
by an optimization technique, and so on. Table 1 shows how fractional-order parameters can affect the system attractor
by illustrating nine different system attractors for different fractional-orders. Three values are chosen for each order:
α = 0.9, 0.95 &1.0 and β = 0.85, 0.9 &1.0. The output response using NSFD in the conventional integer case where
α = β = 1, is shown in Table 1 to match exactly the known response discussed in [29]. However, many other responses
are obtained with different fractional-orders, such as a single period when (α, β) = (0.9, 0.85), passing by multi-period
response up to chaotic behavior.
5. Synchronization of the neuron system
5.1. Synchronization of two coupled neurons
Using the same technique discussed in [29,30], we consider two neurons coupled together with a gap junction with a
parameter g as shown ion Fig. 4. In such a case, the systemmodel of the two coupled neurons in the fractional-order domain
can be written as
DαX1 (t) = X1 (t) (X1 (t)− 1) (1− rX1 (t))− Y1 − g (X1 (t)− X2 (t))+ I0 (t) , (22a)
DαY1 (t) = bX1 (t) , (22b)
DαX2 (t) = X2 (t) (X2 (t)− 1) (1− rX2 (t))− Y2 − g (X2 (t)− X1 (t))+ I0 (t) , (22c)
DαY2 (t) = bX2 (t) , (22d)
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Fig. 3. System response Y1 versus iteration-index for six different fractional-order parameters when r = 10, b = 1, A = 0.1, and ω = 0.8 Rad/s.
and the error system will be defined as:
Dαex =

(1+ r) (X1 + X2)− r

X21 + X22 + X1X2
− 1− 2g ex − ey, (23a)
Dαey = bex, (23b)
where ex = X1 − X2 and ey = Y1 − Y2. Since (23) is a non-autonomous system, it is expected that the error will decay with
time and the value of g will decide the speed of synchronization between the two systems. To apply Mickens’ scheme we
replace the step size h by a functionϕk (h) and use the Grünwald–Letnikov discretization, system (22) to obtain the following
equations:
X1 (tn+1) =
(ϕ1 (h))α

−X1 (tn)− Y1 (tn)− g(X1(tn)− X2(tn))+ I0 (tn)−
n+1
j=1
cαj X1

tn+1−j

1− (ϕ1 (h))α X1 (tn) [1+ r − rX1 (tn)] , (24a)
Y1 (tn+1) = (ϕ1 (h))α

bX1 (tn+1)−
n+1
j=1
cαj Y1

tn+1−j

, (24b)
X2 (tn+1) =
(ϕ1 (h))α

−X2 (tn)− Y2 (tn)− g(X2(tn)− X1(tn))+ I0 (tn)−
n+1
j=1
cαj X2

tn+1−j

1− (ϕ1 (h))α X2 (tn) [1+ r − rX2 (tn)] , (24c)
Y2 (tn+1) = (ϕ1 (h))α

bX2 (tn+1)−
n+1
j=1
cαj Y2

tn+1−j

. (24d)
Fig. 5 shows the two system responses and the error function versus the number of iterations for g = 0.1. When
α = 0.9 as the conventional case is (see Fig. 5(a)), the system takes a long time to synchronize – since synchronization
begins after 400 iterations – and the initial error drops immediately from 0.4 to less than 0.2. Similarly from Fig. 5(b) and (c),
the synchronization becomes faster as the fractional order decreases. The two systems begin to synchronize after 300 and
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Table 1
The X1 − Y1 plan phase diagram for nine different fractional-order parameters α ∈ {0.9, 0.95, 1.0} and β ∈ {0.85, 0.9, 1.0}when r = 10, b = 1, A = 0.1,
and ω = 0.8 Rad/s.
Fig. 4. The fractional-order circuit diagram of two coupled neurons.
200 iterations when the fractional-order is α = 0.8 and 0.7 respectively. The phase plane of X1 − X2 is linear (with slope 1)
at the end to verify the synchronization.
5.2. Complete synchronization of multiple coupled neurons (Nm ≥ 3)
Generally we can validate the synchronization for any number of coupled neurons within a system. Assume
we have Nm coupled neurons with fractional-order α. Then the generalized synchronous system can be written
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Fig. 5. The two system waveforms of Y , ex , and ey versus the iteration index and X1 − X2 phase plane diagram of four different systems when (a) α = 0.9,
(b) α = 0.8, and (c) α = 0.7.
as
DαXk (t) = Xk (t) (Xk (t)− 1) (1− rXk (t))− Yk + I0 (t)− g
Nm
j=1
j≠k

Xk − Xj

, k = 1, 2, 3, . . . ,Nm, (25a)
DαYk (t) = bXk (t) , k = 1, 2, 3, . . . ,Nm. (25b)
Similarly, by simple algebraic representation, (25) can be discretized using the NSFD technique to reach (26)
Xk (tn+1) =
(ϕk (h))α
−Xk (tn)− Yk (tn)+ I0 (tn)− n+1
j=1
cαj X1

tn+1−j
− g Nm
j=1
j≠k

Xk (tn)− Xj (tn)

1− (ϕ1 (h))α X1 (tn) [1+ r − rX1 (tn)] , (26a)
Yk (tn+1) = (ϕ1 (h))α

bXk (tn+1)−
n+1
j=1
cαj Yk

tn+1−j

. (26b)
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Fig. 6. The fractional-order circuit diagram of three coupled neurons using three resistances.
Fig. 7. Synchronization results of three coupled neurons for α = 0.8, and g = 0.1.
Fig. 6 shows three identical neurons coupled together through the same resistance value g . Numerical solutions are
shown in Figs. 7–9 for the synchronization if triple coupled neuron system Nm = 3 for a three fractional-order system
α = 0.8, 0.9, and 0.98. The output waveforms, and errors, are drawn versus the number of iterations for both X and Y
values of the three systems. Moreover, the phase planes of X1 − Y1, X2 − Y2, and X3 − Y3 are illustrated showing a good
match for each fractional-order case.
Fig. 7 shows the synchronization results when the parameter g = 0.1, which means lightly dependent when α = 0.8.
The complete system needs approximate 150 iterations to synchronize. Although the initial point for the second system is
far away from the other two systems, all become synchronized ultimately. The range of error is below 0.005 and 0.1 for all
X and Y variables of the three systems.
Fig. 8 is similar to Fig. 7 but when the fractional-order α equals 0.9, where the error increases as the fractional-order
increases. The error peak values reach 0.8 and 1.3 for both X and Y variables respectively for the three systems. Although
the initial values of the third system gets closer to the final attractor obtained from the X3− Y3 plane, synchronization takes
longer. Fig. 9 shows a comparison of the same fractional-order α = 0.98 but with different values of g , where g = 0.1
(lightly dependent) and g = 0.5 (highly dependent) for Fig. 9(a) and (b) respectively. It is clear that the range of the error
function of X and Y variables decreases from 0.9 to 0.2 and 1.5 to 0.4 respectively. The peaks decrease as g increases, and
the system attractors appear to be very close.
6. Conclusion
In this paper, a non-standard finite difference scheme, as presented by Mickens, has been successfully applied to
the purpose of finding the numerical solutions of the chaotic synchronization with a gap junction of coupled neurons
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Fig. 8. Synchronization results of three coupled neurons for α = 0.9, and g = 0.1.
Fig. 9. Synchronization results of three coupled neurons for α = 0.98 for (a) g = 0.1, and (b) g = 0.5.
of fractional-order. Different fractional-order cases were discussed for a single neuron response, where the fractional-
orders can change the status of the output waveforms from periodic to chaotic using the same circuit parameters. The
synchronization of two and three coupled neurons was studied with different fractional-orders and with different values
of the synchronization parameter. From our simulations as the fractional-order decreases, the synchronization may occur
faster. In addition, when the synchronization parameter changes from 0.1 to 0.5, the response of the fractional-order system
will be synchronized faster and the error peaks will diminish. Therefore, fractional-order parameters add extra freedom for
the system and control on the long term dependency of the neuron response.
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