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TYPES MODULO ` POUR LES FORMES INTE´RIEURES DE GLn SUR
UN CORPS LOCAL NON ARCHIME´DIEN
par
Alberto Mı´nguez & Vincent Se´cherre
Abstract. — Let F be a non-Archimedean locally compact field of residue characteristic p, let D
be a finite dimensional central division F-algebra and let ` be a prime number different from p. We
develop a theory of `-modular types for the group GLm(D), m > 1, in preparation of the study of
the `-modular smooth representations of this group.
Introduction
1. Soit F un corps commutatif localement compact non archime´dien de caracte´ristique re´siduelle
p et soit D une alge`bre a` division centrale de dimension finie sur F dont le degre´ re´duit est note´
d. Pour m > 1, on pose G = GLm(D), qui est une forme inte´rieure de GLmd(F). La the´orie des
types complexes pour G a e´te´ de´veloppe´e dans une se´rie d’articles [24, 25, 26, 28, 4, 29] a` la
suite des travaux de Bushnell et Kutzko [8, 10] pour GLn(F), n > 1. C’est un outil puissant, qui
permet une description explicite de la cate´gorie des repre´sentations lisses complexes de G. Dans
cet article, on de´veloppe une the´orie des types modulaires pour G, dans l’objectif d’e´tudier les
repre´sentations lisses modulaires de G, c’est-a`-dire a` coefficients dans un corps R alge´briquement
clos de caracte´ristique ` non nulle et diffe´rente de p (voir [21, 22]).
2. La the´orie des repre´sentations modulaires des groupes re´ductifs p-adiques a e´te´ de´veloppe´e
par Vigne´ras [31, 32]. Compare´e a` la the´orie complexe, elle pre´sente de grandes similarite´s mais
aussi des diffe´rences importantes, a` la fois dans les re´sultats et dans les me´thodes. Les repre´sen-
tations modulaires d’un sous-groupe ouvert compact ne sont pas semi-simples en ge´ne´ral. Le
fait que ` soit diffe´rent de p e´quivaut a` l’existence d’une mesure de Haar a` valeurs dans R sur le
groupe, mais la mesure d’un sous-groupe ouvert compact peut eˆtre nulle. Il faut distinguer entre
les deux notions de repre´sentation irre´ductible cuspidale (c’est-a`-dire dont tous les modules de
Jacquet relativement a` un sous-groupe parabolique propre sont nuls) et supercuspidale (c’est-a`-
dire qui n’est sous-quotient d’aucune induite parabolique d’une repre´sentation d’un sous-groupe
de Levi propre). On a une notion de support supercuspidal pour une repre´sentation irre´ductible,
mais on ignore en ge´ne´ral s’il est unique. Il n’existe pas de version modulaire de la formule des
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traces ni du the´ore`me de Paley-Wiener. Il y a des repre´sentations irre´ductibles non isomorphes
d’un meˆme groupe dont tous les modules de Jacquet propres sont isomorphes.
3. L’un des principaux outils dont on dispose pour e´tudier les repre´sentations modulaires d’un
groupe re´ductif p-adique est la the´orie des types, pour les groupes pour lesquels une telle the´orie
existe. Une the´orie des types modulaires a e´te´ de´veloppe´e pour le groupe GLn(F) (voir [31, 32])
et l’objet du pre´sent article est de produire une the´orie analogue pour ses formes inte´rieures. On
l’utilise dans [21] pour construire une classification a` la Zelevinski des repre´sentations modulaires
irre´ductibles de G en termes de multisegments et dans [22] pour construire une classification des
repre´sentations banales de G. Dans un travail en cours de Se´cherre et S. Stevens, elle est utilise´e
pour obtenir une de´composition en blocs de la cate´gorie des repre´sentations lisses modulaires de
G.
4. Notre premie`re taˆche est de ge´ne´raliser au cas modulaire la construction des types simples et
semi-simples de GLn(F) et de ses formes inte´rieures. Pour cela, nous reprenons les arguments de
la the´orie complexe en expliquant comment les adapter au cas modulaire. Nous produisons donc,
dans un premier temps, une famille de paires (J, λ), compose´es d’un sous-groupe ouvert compact
de G et d’une repre´sentation lisse irre´ductible λ de J et posse´dant les proprie´te´s suivantes :
(1) pour toute repre´sentation irre´ductible cuspidale ρ de G, il existe une paire (J, λ), unique
a` conjugaison pre`s, telle que la restriction de ρ a` J admette une sous-repre´sentation isomorphe
a` λ ;
(2) deux repre´sentations irre´ductibles cuspidales de G contiennent une meˆme paire (J, λ) si
et seulement si elles sont inertiellement e´quivalentes.
De telles paires sont appele´es des types simples maximaux pour G. Elles permettent de de´crire
les repre´sentations irre´ductibles cuspidales comme induites compactes de repre´sentations irre´-
ductibles de sous-groupes ouverts compacts modulo le centre (voir le the´ore`me 3.11).
The´ore`me A. — Soient ρ une repre´sentation irre´ductible cuspidale de G et (J, λ) un type sim-
ple maximal contenu dans ρ. Il existe une unique repre´sentation du G-normalisateur de J qui
prolonge λ et dont l’induite a` G soit isomorphe a` ρ.
Ceci permet d’e´tudier la re´duction modulo ` des Q`-repre´sentations irre´ductibles cuspidales
entie`res (§§3.5-3.6) et fournit les premiers re´sultats qui diffe`rent du cas de´ploye´ : voir les the´o-
re`mes 3.15, 3.26 et la proposition 3.22, que l’on comparera a` [31], the´ore`mes III.1.1 et III.5.10.
The´ore`me B. — (1) Il y a des Q`-repre´sentations irre´ductibles cuspidales entie`res dont la
re´duction modulo ` n’est pas irre´ductible.
(2) Il y a des F`-repre´sentations irre´ductibles cuspidales n’admettant pas de rele`vement a` Q`.
(3) Toute F`-repre´sentation irre´ductible supercuspidale se rele`ve a` Q`.
Il s’agit ensuite, e´tant donne´ pour chaque entier i = 1, . . . , r un type simple maximal (Ji, λi)
de GLmi(D), de produire une paire couvrante de la repre´sentation λ1⊗ · · ·⊗λr de J1× · · ·× Jr,
c’est-a`-dire une paire compose´e d’un sous-groupe ouvert compact K de G avec m1+· · ·+mr = m
et d’une repre´sentation lisse irre´ductible τ de K gouvernant les repre´sentations irre´ductibles de
G dont le support cuspidal est de la forme ρ1⊗· · ·⊗ρr, ou` ρi est une repre´sentation irre´ductible
cuspidale de GLmi(D) contenant le type simple maximal (Ji, λi). De telles paires couvrantes sont
appele´es des types semi-simples pour G et leur construction fait l’objet de la fin de la section 2.
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5. La the´orie des types de Bushnell et Kutzko permet de comparer la the´orie des repre´sentations
lisses de G a` celle de certaines alge`bres de Hecke affines. Dans le cas modulaire, cette comparaison
n’est pas aussi parfaite que dans le cas complexe (on n’a pas en ge´ne´ral d’e´quivalences de cate´-
gories de´crivant les blocs de la cate´gorie des repre´sentations lisses de G comme dans [10, 29])
mais elle reste efficace dans l’e´tude des repre´sentations irre´ductibles de G graˆce a` la proprie´te´ de
presque-projectivite´ introduite par Dipper [14] et de´veloppe´e par Vigne´ras et Arabia [32, 33].
Un proble`me important est la comparaison entre induites paraboliques et modules induits. On
donne au paragraphe 4.2 des conditions pour qu’une induite parabolique soit irre´ductible. Un
corollaire est le the´ore`me 4.18 permettant de ramener le proble`me de la classification de toutes
les repre´sentations irre´ductibles de G a` celui des repre´sentations irre´ductibles ayant un support
cuspidal inertiellement e´quivalent a` ρ⊗· · ·⊗ρ, ou` ρ est une repre´sentation irre´ductible cuspidale
fixe´e. On a enfin le the´ore`me de comparaison 4.20, qui permet d’associer a` toute repre´sentation
irre´ductible cuspidale ρ de G un caracte`re non ramifie´ νρ de ce groupe posse´dant la proprie´te´
suivante (voir la proposition 4.37).
The´ore`me C. — Si ρ′ est une repre´sentation irre´ductible cuspidale de GLm′(D), m′ > 1, alors
l’induite normalise´e de ρ⊗ ρ′ est re´ductible si et seulement si m′ = m et ρ′ est isomorphe a` ρνρ
ou a` ρν−1ρ .
6. Si l’on essaie d’e´tendre a` G les techniques employe´es dans [31, 32] pour le groupe GLn(F), on
est confronte´ au fait que les repre´sentations irre´ductibles cuspidales de G n’ont pas de mode`le de
Whittaker et qu’il n’y a pas de the´orie des de´rive´es pour les repre´sentations irre´ductibles de G,
dont l’usage est crucial dans [32]. C’est la raison pour laquelle on introduit un outil technique
important, qui permet de faire un lien entre repre´sentations de G et repre´sentations des groupes
line´aires GL sur une extension finie du corps re´siduel de F. Le point de de´part est un processus
associant a` toute repre´sentation irre´ductible cuspidale ρ de G un objet Θ(ρ) appele´ endo-classe.
Il est de´crit dans [4] pour les repre´sentations complexes et fonctionne de fac¸on similaire pour les
repre´sentations modulaires. On en trouve dans [7] une interpre´tation arithme´tique dans le cas
ou` R est le corps des nombres complexes et ou` D = F est de caracte´ristique nulle. Si ρ est une
repre´sentation irre´ductible cuspidale de G, on peut lui attacher un entier f > 1, une extension
finie k du corps re´siduel de F et un foncteur K de la cate´gorie des repre´sentations lisses de G
dans la cate´gorie des repre´sentations du groupe fini GLf (k) posse´dant les proprie´te´s suivantes :
(1) il est exact ;
(2) il envoie repre´sentations admissibles sur repre´sentations de dimension finie et repre´senta-
tions cuspidales sur repre´sentations cuspidales (ou nulles) ;
(3) il annule les repre´sentations irre´ductibles de G – et uniquement celles-la` – dont le support
cuspidal est de la forme ρ1 ⊗ · · · ⊗ ρr avec Θ(ρi) 6= Θ(ρ) pour au moins un i.
Par exemple, si ρ est de niveau 0, on a f = m et k est le corps re´siduel de D, et K est le foncteur
associant a` toute repre´sentation de G la repre´sentation de GLm(k) sur l’espace de ses invariants
sous le radical pro-unipotent du sous-groupe compact maximal GLm(OD).
La proprie´te´ de non-annulation (3) joue un roˆle essentiel : voir le paragraphe 5.2, notamment
la proposition 5.11 et le lemme 5.7. On notera que la preuve de ce lemme repose sur un re´sultat
profond de the´orie des types complexes e´tabli dans [29].
Ces foncteurs sont largement utilise´s dans [21] pour prouver l’unicite´ du support supercus-
pidal d’une repre´sentation irre´ductible et de´finir la notion de repre´sentation re´siduellement non
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de´ge´ne´re´e de G, qui ge´ne´ralise celle de repre´sentation non de´ge´ne´re´e et est a` la base de notre
classification des repre´sentations irre´ductibles de G en termes de multisegments.
7. Terminons cette introduction en de´crivant brie`vement le travail effectue´ dans chaque section.
Dans la section 2, on de´finit des repre´sentations irre´ductibles de certains sous-groupes ouverts
compacts de G, appele´es types simples (§2.5) et semi-simples (§2.7).
Dans la section 3, on classe les repre´sentations irre´ductibles cuspidales de G en termes de types
simples maximaux (the´ore`me 3.4). Ceci permet d’associer certains invariants aux repre´sentations
irre´ductibles cuspidales de G (§3.4) et d’e´tudier le proble`me de leur re´duction mod ` (§3.5) et
de leur rele`vement (§3.6).
La section 4 est consacre´e a` l’e´tude des liens entre les repre´sentations lisses de G et les modules
sur certaines alge`bres de Hecke affines. On introduit la notion de repre´sentation quasi-projective
(§4.1) et on donne des conditions pour qu’une induite parabolique soit irre´ductible. Un corollaire
est l’important the´ore`me 4.18 permettant de ramener le proble`me de la classification de toutes
les repre´sentations irre´ductibles de G a` celui des repre´sentations irre´ductibles ayant un support
cuspidal inertiellement e´quivalent a` ρ⊗· · ·⊗ρ, ou` ρ est une repre´sentation irre´ductible cuspidale
fixe´e.
Dans la section 5, on de´finit les foncteurs K discute´s plus haut et on e´tudie leurs proprie´te´s.
On obtient en particulier les proposition importantes 5.12 et 5.18 e´tablissant la compatibilite´ de
ces foncteurs a` l’induction et a` la restriction parabolique.
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Notations et conventions
1. Dans tout cet article, F est un corps commutatif localement compact non archime´dien de
caracte´ristique re´siduelle note´e p et R est un corps alge´briquement clos de caracte´ristique diffe´-
rente de p.
2. Toutes les F-alge`bres sont suppose´es unitaires et de dimension finie. Par F-alge`bre a` division
on entend F-alge`bre centrale dont l’anneau sous-jacent est un corps, pas ne´cessairement commu-
tatif. Si K est une extension finie de F, ou une alge`bre a` division sur une extension finie de F,
on note OK son anneau d’entiers, pK son ide´al maximal, kK son corps re´siduel et qK le cardinal
de kK. En particulier, on pose q = qF une fois pour toutes.
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3. Une R-repre´sentation lisse d’un groupe topologique G est la donne´e d’un R-espace vectoriel
V et d’un homomorphisme de G dans AutR(V) tel que le stabilisateur dans G de tout vecteur
de V soit ouvert. Dans cet article, toutes les repre´sentations sont des R-repre´sentations lisses.
Un R-caracte`re de G est un homomorphisme de G dans R× de noyau ouvert. Si pi est une R-
repre´sentation de G et χ un R-caracte`re de G, on note χpi ou piχ la repre´sentation g 7→ χ(g)pi(g).
Si aucune ambigu¨ıte´ n’est a` craindre, on e´crira caracte`re et repre´sentation plutoˆt que R-ca-
racte`re et R-repre´sentation.
1. Pre´liminaires
1.1. On fixe une F-alge`bre a` division D de degre´ re´duit note´ d. Pour m > 1, on note Mm(D) la
F-alge`bre des matrices de taille m×m a` coefficients dans D, et on pose Gm = GLm(D).
1.2. Soit G = Gm pour m > 1. On de´signe par RR(G) la cate´gorie abe´lienne des repre´sentations
de G (qui sont lisses et a` coefficients dans R), par IrrR(G) l’ensemble des classes d’isomorphisme
des repre´sentations irre´ductibles de G et par GR(G) le groupe de Grothendieck des repre´senta-
tions de longueur finie de G. Ce dernier est un Z-module libre de base IrrR(G) canoniquement
muni d’une relation d’ordre partiel note´e 6.
Si σ est une repre´sentation de longueur finie de G, on note [σ] son image dans GR(G). Si
σ est irre´ductible, [σ] de´signe donc sa classe d’isomorphisme. Lorsqu’aucune confusion ne sera
possible, il nous arrivera d’identifier une repre´sentation avec sa classe d’isomorphisme.
1.3. On fixe une fois pour toutes une racine carre´e de q dans R. Si P = MU est un sous-groupe
parabolique de G muni d’une de´composition de Levi, on note rGP le foncteur de restriction para-
bolique normalise´ de RR(G) dans RR(M) et iGP son adjoint a` droite, c’est-a`-dire le foncteur
d’induction parabolique normalise´ lui correspondant. Ces foncteurs sont exacts et ils pre´servent
l’admissibilite´ et le fait d’eˆtre de longueur finie (voir [31, II], paragraphes 2.1, 3.8, 5.13). Soit
P− le sous-groupe parabolique de G oppose´ a` P relativement a` M.
Proposition 1.1. — Si pi et σ sont des repre´sentations admissibles de G et de M respective-
ment, on a un isomorphisme de R-espaces vectoriels :
(1.1) HomG(iGP−(σ), pi) ' HomM(σ, rGP (pi))
dit de seconde adjonction (voir [31, II.3.8]).
Si α = (m1, . . . ,mr) est une famille d’entiers > 1 de somme m, il lui correspond le sous-groupe
de Levi standard Mα de Gm constitue´ des matrices diagonales par blocs de tailles m1, . . . ,mr
respectivement, que l’on identifie naturellement a` Gm1 × · · · ×Gmr . On note Pα le sous-groupe
parabolique de Gm de facteur de Levi Mα forme´ des matrices triangulaires supe´rieures par blocs
de tailles m1, . . . ,mr respectivement, et on note Uα son radical unipotent. Les foncteurs iGmPα et
rGmPα sont simplement note´s respectivement iα et rα. Si, pour chaque entier i ∈ {1, . . . , r}, on a
une repre´sentation pii de Gmi , on pose :
(1.2) pi1 × · · · × pir = iα(pi1 ⊗ · · · ⊗ pir).
1.4. Une repre´sentation irre´ductible de G est cuspidale si son image par rGP est nulle pour tout
sous-groupe parabolique propre P de G, c’est-a`-dire si elle n’est isomorphe a` aucun quotient (ou,
de fac¸on e´quivalente, a` aucune sous-repre´sentation) d’une induite parabolique propre. Elle est
supercuspidale si elle n’est isomorphe a` aucun sous-quotient d’une induite parabolique propre.
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E´tant donne´ une repre´sentation irre´ductible pi de G, il existe une famille α = (m1, . . . ,mr)
d’entiers > 1 de somme m, et, pour chaque i ∈ {1, . . . , r}, il existe une repre´sentation irre´ductible
cuspidale ρi de Gmi , de telle sorte que pi soit un quotient de ρ1 × · · · × ρr. On note :
(1.3) cusp(pi)
la somme formelle [ρ1] + · · ·+ [ρr] dans le mono¨ıde commutatif libre de base la re´union disjointe
des IrrR(Gm), m > 1. Elle est uniquement de´termine´e et s’appelle le support cuspidal de pi (voir
[31, II.2.20] et [21, 2]).
1.5. Soient H un sous-groupe ouvert de G et σ une repre´sentation de H sur un R-espace vectoriel
V. On note indGH(σ) l’induite compacte de σ a` G, constitue´e des fonctions f : G→ V localement
constantes a` support compact modulo H telles que f(hg) = σ(h)f(g) pour h ∈ H, g ∈ G, et :
(1.4) H(G, σ)
l’alge`bre de Hecke de G relativement a` σ, c’est-a`-dire l’alge`bre des G-endomorphismes de indGH(σ).
Par re´ciprocite´ de Frobenius et de´composition de Mackey, elle s’identifie a` l’alge`bre de convolu-
tion des fonctions f : G→ EndR(V) telles que f(hgh′) = σ(h) ◦ f(g) ◦ σ(h′) pour tous h, h′ ∈ H
et g ∈ G et dont le support est une union finie de H-doubles classes.
Si σ est le caracte`re trivial du groupe H, on note simplement H(G,H) l’alge`bre de Hecke qui
lui correspond.
1.6. Soit ` un nombre premier diffe´rent de p. On note Q` le corps des nombres `-adiques, Z`
son anneau d’entiers et F` le corps re´siduel de Z`. On fixe une cloˆture alge´brique Q` de Q`, on
note Z` son anneau d’entiers et F` le corps re´siduel de Z`, qui est une cloˆture alge´brique de F`.
De´finition 1.2. — Une repre´sentation de G sur un Q`-espace vectoriel V est entie`re si elle est
admissible et si elle admet une structure entie`re, c’est-a`-dire un sous-Z`-module de V stable par
G et engendre´ par une base de V sur Q` (voir [31, 34]).
Soit p˜i une repre´sentation irre´ductible entie`re de G sur un Q`-espace vectoriel V. D’apre`s [35,
Theorem 1] et [31, II.5.11], on a les proprie´te´s suivantes :
(1) toutes les structures entie`res de p˜i sont de type fini comme Z`G-modules ;
(2) si v est une structure entie`re de p˜i, la repre´sentation de G sur v⊗F` est de longueur finie ;
(3) la semi-simplifie´e de v⊗F`, qu’on note r`(p˜i) et qu’on appelle la re´duction de p˜i, ne de´pend
pas du choix de v mais seulement de la classe d’isomorphisme de p˜i.
Par line´arite´, on a un morphisme de groupes :
(1.5) r` : G enQ` (G)→ GF`(G),
ou` G enQ`
(G) est le sous-groupe de GQ`(G) engendre´ par les classes d’isomorphisme de Q`-repre´sen-
tations irre´ductibles entie`res de G.
Remarque 1.3. — Si H est un groupe profini, toute Q`-repre´sentation de dimension finie de
H est entie`re (Serre [30], the´ore`me 32), et on a un morphisme de re´duction r` analogue a` (1.5).
1.7. Soit σ˜ une Q`-repre´sentation entie`re d’un sous-groupe ouvert H de G. Si v est une structure
entie`re de σ˜, alors d’apre`s [35, Proposition II.3] le sous-module indGH(v) des fonctions a` valeurs
dans v est une structure entie`re de indGH(σ˜) et on a un isomorphisme naturel :
(1.6) indGH(v)⊗ F` ' indGH(v⊗ F`).
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Si en outre indGH(σ˜) est de longueur finie, ceci implique que r`([ind
G
H(σ˜)]) = [ind
G
H(r`(σ˜))].
1.8. On choisit des racines carre´es de q dans Q` et F` de sorte que la seconde soit la re´duction
modulo ` de la premie`re. Soit P = MU un sous-groupe parabolique de G. Si v est une structure
entie`re d’une Q`-repre´sentation entie`re σ˜ de M, le sous-espace iGP (v) des fonctions a` valeurs dans
v est une structure entie`re de iGP (σ˜) et on a un isomorphisme naturel :
(1.7) iGP (v)⊗ F` ' iGP (v⊗ F`).
Si en outre σ˜ est de longueur finie, ceci implique que r`([iGP (σ˜)]) = [i
G
P (r`(σ˜))]. Voir [31, II.5].
2. Types simples et semi-simples pour GLm(D)
Dans cette section, on de´finit des repre´sentations irre´ductibles de certains sous-groupes ouverts
compacts de GLm(D), appele´es R-types simples (§2.5) et semi-simples (§2.7). Cette construc-
tion est due a` Bushnell-Kutzko [8, 10] dans le cas des repre´sentations complexes de GLn(F).
Elle a ensuite e´te´ adapte´e par Vigne´ras [31, 32] aux repre´sentations modulaires de GLn(F) et
ge´ne´ralise´e aux repre´sentations complexes de GLm(D) par Broussous [2], Se´cherre [24, 25, 26]
puis Se´cherre-Stevens [29].
Les paragraphes 2.1 a` 2.5 e´tablissent la construction progressive des R-types simples a` partir
des strates et des caracte`res simples. On introduit au paragraphe 2.6 la notion de paire couvran-
te, puis on de´finit au paragraphe 2.7 les R-types semi-simples de GLm(D) comme paires couvran-
tes de R-types simples maximaux de sous-groupes de Levi de GLm(D). On calcule les alge`bres de
Hecke associe´es a` ces R-types simples et semi-simples. On e´tudie au paragraphe 2.8 la re´duction
modulo ` des types simples, ce qui fournit une autre preuve de l’existence des F`-types simples.
2.1. Strates simples
Dans ce paragraphe, on rappelle le langage des strates simples. On trouvera plus de de´tails
dans [8, 10, 24].
2.1.1. Soient A une F-alge`bre centrale simple et VA un A-module a` gauche simple. L’alge`bre
EndA(VA) est une F-alge`bre a` division dont l’alge`bre oppose´e est note´e D. Aussi VA est-il un D-
espace vectoriel a` droite, et on a un isomorphisme canonique de F-alge`bres entre A et EndD(VA).
Si A est une alge`bre centrale simple sur une extension finie K de F, on note NA/K et trA/K
respectivement la norme et la trace re´duites de A sur K.
2.1.2. Une OD-chaˆıne de re´seaux de VA est une suite L = (Lk)k∈Z de OD-re´seaux de VA
qui est strictement de´croissante et pour laquelle il existe un entier e > 1 (appele´ la pe´riode de
Λ sur OD) tel qu’on ait Lk+e = LkpD pour tout k ∈ Z. Un OF-ordre he´re´ditaire de A est une
sous-OF-alge`bre A de A telle qu’il y ait une OD-chaˆıne de re´seaux L de VA pour laquelle :
(2.1) A = {a ∈ A | aLk ⊆ Lk, k ∈ Z}.
Deux OD-chaˆınes de re´seaux translate´es l’une de l’autre de´finissent le meˆme OF-ordre he´re´ditai-
re, et l’application L 7→ A de´finie par (2.1) induit une bijection entre classes de translation de
OD-chaˆınes de re´seaux de VA et OF-ordres he´re´ditaires de A. Si A est un OF-ordre he´re´ditaire
de A de´fini par une OD-chaˆıne de re´seaux L , le sous-OF-module :
(2.2) P = P(A) = {a ∈ A | aLk ⊆ Lk+1, k ∈ Z}
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est le radical de Jacobson de A. On note :
(2.3) K = K(A) = {g ∈ A× | gAg−1 = A}
le normalisateur de A dans A×. Pour g ∈ K, on note υA(g) l’entier n ∈ Z de´fini par gA = Pn.
L’application υA est un morphisme de groupes de K dans Z, dont le noyau U(A) est le groupe
des e´le´ments inversibles de A. On pose U0(A) = U(A) et, pour k > 1, on pose Uk(A) = 1 +Pk.
2.1.3. Une strate de A est un quadruplet [A, n, r, β] compose´ d’un OF-ordre he´re´ditaire A de
A, de deux entiers r, n ve´rifiant 0 6 r 6 n−1 et d’un e´le´ment β ∈ P−n. Deux strates [A, n, r, βi],
avec i ∈ {1, 2}, sont dites e´quivalentes si β2 − β1 ∈ P−r.
E´tant donne´e une strate [A, n, r, β] de A, on note E la F-alge`bre engendre´e par β. Cette strate
est dite pure si E est un corps, si l’ordre A est normalise´ par E× et si υA(β) = −n. Dans ce
cas, on note B le commutant de E dans A : c’est une E-alge`bre centrale simple, et A ∩ B est
un OE-ordre he´re´ditaire de B. Le plus petit entier k > υA(β) pour lequel tout e´le´ment x ∈ A
tel que βx− xβ ∈ Pk soit contenu dans A∩B +P est note´ k0(β,A) et porte le nom d’exposant
critique de la strate pure [A, n, r, β].
De´finition 2.1. — Une strate [A, n, r, β] de A est simple si elle est pure et si r < −k0(β,A).
2.1.4. A` toute strate simple [A, n, 0, β] de A on associe dans [24, 3.3] deux sous-groupes
ouverts compacts H(β,A), J(β,A) de U(A). Chacun d’eux est filtre´ par une suite de´croissante
de pro-p-sous-groupes ouverts compacts :
(2.4) Hk(β,A) = H(β,A) ∩Uk(A), Jk(β,A) = J(β,A) ∩Uk(A), k > 1.
On renvoie a` [24, 28] pour une e´tude de´taille´e des proprie´te´s de ces groupes.
2.2. Caracte`res simples
On choisit un homomorphisme injectif ιp,R du groupe µp∞(C) des racines complexes de l’unite´
d’ordre une puissance de p vers le groupe multiplicatif R×, ainsi qu’un caracte`re complexe additif
ψF,C : F→ C× trivial sur pF mais pas sur OF.
2.2.1. Soit [A, n, 0, β] une strate simple de A, et soit q0 = −k0(β,A). Dans [24, 3.3], on
associe a` cette strate et a` tout entier 0 6 m 6 q0 − 1 un ensemble fini CC(A,m, β) (qui de´pend
de ψF,C) de caracte`res complexes de Hm+1(β,A) appele´s caracte`res simples de niveau m.
2.2.2. Comme les Hm+1(β,A), pour 0 6 m 6 q0 − 1, sont des pro-p-groupes, l’application
θ 7→ ιp,R◦θ est bien de´finie pour θ ∈ CC(A,m, β). Son image, note´e CR(A,m, β), est un ensemble
de R-caracte`res de Hm+1(β,A) appele´s R-caracte`res simples de niveau m. Toutes les proprie´te´s
des caracte`res simples complexes se transportent aux R-caracte`res simples. On renvoie le lecteur
a` [8, 10, 6, 24, 28, 4] pour une e´tude de´taille´e de ces proprie´te´s.
2.2.3. Soit [A′, n′, 0, β′] une strate simple d’une F-alge`bre centrale simple A′, et supposons
qu’il existe un isomorphisme de F-alge`bres ϕ de F(β) vers F(β′) tel que ϕ(β) = β′. Il existe
alors une bijection :
(2.5) CR(A, 0, β)→ CR(A′, 0, β′)
canoniquement associe´e a` ϕ, appele´e application de transfert (voir [24, 3.3.3]).
On utilisera, dans la section 4 notamment, une relation d’e´quivalence entre caracte`res simples
appele´e endo-e´quivalence. On renvoie a` [6, 4] pour une de´finition de cette relation.
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2.3. β-extensions
2.3.1. Soit H un sous-groupe ouvert de G = A× et soit σ une repre´sentation de H. Si y ∈ G,
on note Iy(σ) le R-espace HomH∩Hy(σ, σy), et on note IG(σ) l’ensemble des y ∈ A× pour lesquels
Iy(σ) n’est pas nul, qu’on appelle ensemble d’entrelacement de σ dans G.
2.3.2. Soient [A, n, 0, β] une strate simple de A et B = A ∩ B le OE-ordre he´re´ditaire de B
de´fini par A. L’e´galite´ J(β,A) = U(B)J1(β,A) induit un isomorphisme de groupes :
(2.6) J(β,A)/J1(β,A) ' U(B)/U1(B)
permettant d’associer canoniquement et bijectivement une repre´sentation de J = J(β,A) triviale
sur J1 = J1(β,A) a` une repre´sentation de U(B) triviale sur U1(B).
2.3.3. Soit θ ∈ C(A, 0, β) un caracte`re simple. D’apre`s [24, 3.3.2], le normalisateur de θ dans
G contient (K(A)∩B×)J(β,A) et son ensemble d’entrelacement dans G est J1(β,A)B×J1(β,A).
Proposition 2.2. — Il existe une repre´sentation irre´ductible η de J1, unique a` isomorphisme
pre`s, dont la restriction a` H1 = H1(β,A) contient θ. Elle posse`de les proprie´te´s suivantes :
(1) sa dimension sur R est e´gale a` (J1 : H1)1/2, sa restriction a` H1 est un multiple de θ, et
l’induite de θ a` J1 est un multiple de η ;
(2) elle est normalise´e par (K(A) ∩ B×)J, son ensemble d’entrelacement dans G est e´gal a`
J1B×J1 et, pour tout y ∈ B×, le R-espace d’entrelacement Iy(η) est de dimension 1 ;
(3) la repre´sentation induite de η au groupe U1(A) est irre´ductible.
De´monstration. — Puisque R est alge´briquement clos et de caracte´ristique diffe´rente de p, et
puisque J1 est un pro-p-groupe, toutes ses repre´sentations sont semi-simples, et la preuve existant
dans le cas complexe (voir [5, 8.3] et [25, Proposition 2.10]) s’applique.
On appelle cette repre´sentation η la repre´sentation de Heisenberg associe´e a` θ.
2.3.4. Une β-extension de η (ou de θ) est une repre´sentation irre´ductible de J prolongeant η
dont l’entrelacement dans G est e´gal a` JB×J. On note B(θ) = BR(θ) l’ensemble des β-extensions
de θ.
Si R est le corps des nombres complexes, on sait d’apre`s [25] (voir ibid., the´ore`me 2.28) que
tout caracte`re simple admet une β-extension. On va voir que la me´thode utilise´e dans [25] est
encore valable dans le cas ou` R est quelconque, et par conse´quent que tout R-caracte`re simple
admet une β-extension. Dans le cas ou` R = F`, on verra au paragraphe 2.8 comment prouver
ce re´sultat par re´duction modulo ` (voir le corollaire 2.7).
Lemme 2.3. — La repre´sentation η se prolonge a` J et, pour toute repre´sentation κ de J pro-
longeant η, l’induite de κ a` U(B)U1(A) est irre´ductible.
De´monstration. — Pour prouver l’existence d’une repre´sentation de J prolongeant η, on reprend
la preuve de [25, The´ore`me 2.13] qui est encore valable lorsque R est de caracte´ristique non nulle.
Si κ est un tel prolongement, on note ρ l’induite de κ a` U(B)U1(A). Le fait que l’ensemble
d’entrelacement de κ dans U(B)U1(A) soit e´gal a` J implique que l’alge`bre des endomorphismes
de ρ est de dimension 1, mais ceci ne suffit pas, lorsque R est de caracte´ristique non nulle, pour
en de´duire que ρ est irre´ductible. Pour appliquer le crite`re d’irre´ductibilite´ [33, 4.2], il s’agit de
montrer que, pour tout quotient irre´ductible pi de ρ, la repre´sentation κ est un facteur direct de
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la restriction de pi a` J. Soit pi un tel quotient irre´ductible. Puisque J1 est un pro-p-groupe, la
restriction de pi a` J1 se de´compose sous la forme :
V0 ⊕V1 ⊕ · · · ⊕Vr,
ou` V1, . . . ,Vr sont des copies de η et ou` aucun facteur irre´ductible de V0 n’est isomorphe a` η.
Ces sous-espaces sont stables par J, et la repre´sentation de J sur Vi, i > 1, est de la forme κχi
ou` χi est un caracte`re de J trivial sur J1. Comme κ est une sous-repre´sentation de la restriction
de pi a` J, l’un des χi est trivial, et ainsi le crite`re [33, 4.2] est ve´rifie´.
Si κ est une β-extension de θ et si χ est un caracte`re de k×E , on note κ
χ la repre´sentation κ
tordue par χ ◦NB/E vu comme un caracte`re de J trivial sur J1.
Lemme 2.4. — On suppose qu’il existe une β-extension de θ. Le groupe des caracte`res de k×E
ope`re librement et transitivement sur B(θ) par (κ, χ) 7→ κχ.
De´monstration. — L’argument de [25, The´ore`me 2.28] est encore valable ici.
2.3.5. Soit A′ un ordre he´re´ditaire E-pur de A, soit θ′ le transfert de θ dans C(A′, 0, β) et
soit B′ = A′ ∩ B.
Lemme 2.5. — On suppose que A′ est inclus dans A.
(1) Pour toute β-extension κ de θ, il existe une unique β-extension κ′ ∈ B(θ′) tel que κ′ et la
restriction de κ a` U(B′)J1 induisent a` U(B′)U1(A′) des repre´sentations isomorphes.
(2) L’application :
κ 7→ κ′
ainsi de´finie de B(θ) dans B(θ′) est bijective.
De´monstration. — On suppose qu’il existe une β-extension κ de θ. En reprenant l’argument de
[8, (5.2.5)], on montre qu’il existe une unique repre´sentation irre´ductible κ′ de J(β,A′) prolon-
geant la repre´sentation de Heisenberg de θ′ et telle que :
(2.7) indU(B
′)U1(A′)
J(β,A′) (κ
′) ' indU(B′)U1(A′)
U(B′)J1 (κ).
On ve´rifie comme dans la preuve de [25, Proposition 2.9] que κ′ est une β-extension.
On suppose maintenant qu’il existe une β-extension κ′ de θ′. En reprenant l’argument de ibid.,
lemme 2.27 et the´ore`me 2.28, on obtient une repre´sentation irre´ductible κ de J prolongeant η,
ve´rifiant (2.7) et dont la restriction a` U(B′)J1 est entrelace´e par B×. Pour montrer que κ est
une β-extension, on reprend la preuve de ibid., proposition 2.25, qui repose sur une proprie´te´
ge´ome´trique du groupe G (ibid., lemme 2.26). On obtient ainsi une application surjective κ 7→ κ′
entre deux ensembles de meˆme cardinal (lemme 2.4) : elle est donc bijective.
En trac¸ant dans l’immeuble de Bruhat-Tits de G le segment reliant les points correspondant
a` A et A′, on forme une suite finie A0,A1, · · · ,Ar d’ordres he´re´ditaires E-purs de A tels que
A0 = A et Ar = A′ et tels que, pour chaque i > 1, l’ordre Ai contienne ou soit contenu dans
Ai−1 (voir [26, 4.2]). En composant les bijections associe´es par le lemme 2.5 a` chaque couple
(Ai−1,Ai), on obtient une application bijective :
(2.8) BR(θ)→ BR(θ′)
compatible a` l’action du groupe des caracte`res de k×E (lemme 2.4), appele´e application de trans-
fert.
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2.3.6. Dans ce paragraphe, on suppose que A est e´gale a`Mm(D). Un OF-ordre he´re´ditaire A
deMm(D) est dit standard si U(A) est un sous-groupe de GLm(OD) dont la re´duction modulo pD
est forme´e de matrices triangulaires supe´rieures par blocs. Si ces blocs sont de tailles m1, . . . ,mr
respectivement, on pose α = (m1, . . . ,mr) et on note Aα l’ordre standard correspondant. On a
un isomorphisme canonique de groupes :
(2.9) U(Aα)/U1(Aα)→ GLm1(kD)× · · · ×GLmr(kD),
de sorte qu’on identifiera, par inflation, une repre´sentation de GLm1(kD)×· · ·×GLmr(kD) a` une
repre´sentation de U(Aα) triviale sur U1(Aα).
2.3.7. Dans ce paragraphe, on suppose que A = Mm(D) et que A est un ordre standard.
E´tant donne´ un entier n > 1, on pose M = Gm × · · · × Gm, qui est un sous-groupe de Levi
standard de Gmn, on note P le sous-groupe parabolique standard correspondant, U son radical
unipotent et U− le radical unipotent du sous-groupe parabolique oppose´ a` P par rapport a` M.
On pose :
(2.10) JM = J× · · · × J.
On note An l’ordre principal standard de Mmn(D) dont la pe´riode est e´gale a` n fois celle de A,
on note θn ∈ C(An, 0, β) le transfert de θ et on pose Jn = J(β,An). Alors :
(2.11) K = H1(β,An) (Jn ∩ P)
est un sous-groupe d’indice fini de Jn admettant une de´composition d’Iwahori relativement a`
tout sous-groupe parabolique de G de facteur de Levi M, et K∩M est e´gal a` Jn∩M, qui s’identifie
naturellement a` JM.
Proposition 2.6. — On suppose qu’il existe une β-extension κ de θ et on note κM la repre´-
sentation κ⊗ · · · ⊗ κ de JM.
(1) Il existe une unique repre´sentation irre´ductible κ de K qui prolonge κM et qui soit triviale
sur K ∩U et K ∩U−.
(2) L’application :
(2.12) κ 7→ κn = indJnK (κ)
induit une bijection de B(θ) dans B(θn).
De´monstration. — L’unicite´ de κ est une conse´quence de la de´composition d’Iwahori :
K = (K ∩U−) · (K ∩M) · (K ∩U).
Pour l’existence, on ve´rifie comme dans [25, 2.3] que l’application κ de´finie sur K par :
κ(uxu′) = κM(x), u ∈ K ∩U−, x ∈ K ∩M, u′ ∈ K ∩U,
est une repre´sentation de K qui prolonge κM, puis on ve´rifie comme dans ibid., the´ore`mes 2.18
et 2.19, que κn est une β-extension de θn. Pour prouver que l’application de´finie par (2.12) est
bijective, on ve´rifie que l’on obtient l’application re´ciproque en calculant, pour tout ρ ∈ B(θn),
la repre´sentation de JM sur l’espace des vecteurs K ∩ U-invariants de ρ, qui est de la forme
κ⊗ · · · ⊗ κ pour un certain κ ∈ B(θ).
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2.3.8. On en de´duit le re´sultat suivant.
Corollaire 2.7. — Pour tout θ ∈ C(A, 0, β), il existe une β-extension de θ.
De´monstration. — On reprend l’argument de [25], dont on rappelle les principales e´tapes. On
prouve d’abord le re´sultat dans le cas ou` B est une alge`bre a` division, ce qui se fait en suivant la
preuve de [25, Lemme 2.21]. Ensuite, la proposition 2.6 implique que le re´sultat est vrai quand
B est un ordre minimal de B, puis la proprie´te´ de transfert (2.8) implique le re´sultat dans le cas
ge´ne´ral.
2.4. Types semi-simples de niveau 0
Soit A une F-alge`bre centrale simple et soit G = A×. Soit (U, σ) un couple constitue´ d’un
sous-groupe ouvert compact U de G et d’une repre´sentation irre´ductible σ de U.
De´finition 2.8. — On dit que (U, σ) est un type semi-simple de niveau 0 de G s’il y a un
ordre he´re´ditaire A de A, une famille d’entiers α = (m1, . . . ,mr) de somme m et, pour chaque
i ∈ {1, . . . , r}, une repre´sentation irre´ductible cuspidale σi de GLmi(kD) tels que :
(1) on a U = U(A) ;
(2) il existe un isomorphisme de F-alge`bres de A sur Mm(D) identifiant d’une part A a` Aα,
d’autre part σ a` σ1 ⊗ · · · ⊗ σr, celle-ci e´tant vue par l’interme´diaire de (2.9) comme une repre´-
sentation de U(Aα) triviale sur U1(Aα).
Remarque 2.9. — La de´finition ci-dessus est plus ge´ne´rale que celle de Grabitz, Silberger et
Zink [17], qui ne concerne que le cas ou` A est Mm(D) et ou` A est un ordre standard.
Si σ1, . . . , σr sont toutes isomorphes a` une meˆme repre´sentation irre´ductible cuspidale σ0, on
dit que (U, σ) est un type simple de niveau 0 de G.
Un type simple (U, σ) de niveau 0 de G est dit maximal si U est un sous-groupe compact
maximal de G.
Exemple 2.10. — Soit I = U(A(1,...,1)) le sous-groupe d’Iwahori standard de GLm(D) et soit
1I son caracte`re trivial. Alors (I, 1I) est un type simple de niveau 0 de GLm(D).
Soit (U, σ) un type semi-simple de niveau 0 de G. On fixe un isomorphisme entre A etMm(D)
comme dans la de´finition 2.8 et on identifie U a` U(Aα). On pose M = Mα et on note Nσ le
normalisateur dans G de la restriction de σ a` U ∩M.
Lemme 2.11. — (1) L’ensemble d’entrelacement de σ dans G est e´gal a` U ·Nσ ·U et, pour
y ∈ IG(σ), on a dimR Iy(σ) = 1.
(2) Pour tout x ∈ Nσ, on a un isomorphisme de R-espaces vectoriels :
HomU∩Ux(σ, σx) ' HomU/U1(σ¯, σ¯x),
ou` σ¯ de´signe la repre´sentation de U/U1 de´finie par σ.
De´monstration. — Les preuves de la proposition 1.2 et du lemme 1.5 de [17] sont encore valables.
En particulier, les inte´grales apparaissant dans ibid., lemmes 1.3 et 1.4, portent sur des pro-p-
groupes et ont un sens relativement a` une mesure de Haar a` valeurs dans R.
Pour le calcul de la dimension de l’espace d’entrelacement, on peut voir σ comme une
repre´sentation irre´ductible cuspidale de U/U1 ' GLm1(kD) × · · · × GLmr(kD) et on conclut
au moyen de [31, III.2.6].
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Si A est un OF-ordre he´re´ditaire de A, on de´signe par T(A) = TR(A) l’ensemble des classes
d’isomorphisme de repre´sentations irre´ductibles de U(A) qui sont des types semi-simples de
niveau 0 de G.
2.5. Types simples
Soit A la F-alge`bre centrale simple Mm(D) et soit G = GLm(D).
2.5.1. Soit un couple (J, λ) constitue´ d’un sous-groupe ouvert compact J de G et d’une
repre´sentation irre´ductible λ de J.
De´finition 2.12. — On dit que (J, λ) est un R-type simple de niveau non nul de G s’il y a une
strate simple [A, n, 0, β] de A, un caracte`re simple θ ∈ CR(A, 0, β), une β-extension κ de θ et
une repre´sentation σ de U = U(B) tels que :
(1) on a J = J(β,A) ;
(2) le couple (U, σ) est un R-type simple de niveau 0 de B× ;
(3) la repre´sentation λ est isomorphe a` κ⊗ σ, ou` σ est conside´re´e comme une repre´sentation
de J(β,A) triviale sur J1(β,A).
Remarque 2.13. — (1) Si (J, λ) est un type simple de niveau non nul, la strate simple
de´finissant le groupe J n’est en ge´ne´ral pas unique (pas meˆme a` e´quivalence pre`s).
(2) Comme B est une E-alge`bre centrale simple (voir le paragraphe 2.1.3), il existe un entier
m′ > 1, une E-alge`bre a` division centrale D′ et un isomorphisme de E-alge`bres :
(2.13) B→Mm′(D′).
D’apre`s le paragraphe 2.4, il existe un isomorphisme (2.13) identifiant d’une part l’ordre B a`
un ordre principal standard de pe´riode note´e r, d’autre part σ a` σ0 ⊗ · · · ⊗ σ0, ou` σ0 est une
repre´sentation irre´ductible cuspidale du groupe GLs(kD′) avec m′ = rs.
Un type simple (J, λ) de niveau non nul de G est dit maximal si (U, σ) est maximal, ce qui
ne de´pend pas du choix de la strate simple [A, n, 0, β] dans la de´finition 2.12.
Remarque 2.14. — Par type simple de G on entendra type simple de niveau nul ou non nul
de G. Pour harmoniser les notations et la terminologie, on introduit la strate nulle :
[A, 0, 0, 0]
parmi les strates simples, ou` A est un ordre he´re´ditaire de A. On pose E = F, B = A et :
H(0,A) = J(0,A) = U(A).
L’unique caracte`re simple attache´ a` cette strate est le caracte`re trivial de U1(A), et le caracte`re
trivial de U(A) est une 0-extension de ce caracte`re simple.
Proposition 2.15. — Un type simple de G est irre´ductible.
De´monstration. — Pour les types simples de niveau 0, c’est une conse´quence de la de´finition
2.8. Pour le niveau non nul, on peut reprendre l’argument de [31, III.4.23].
E´tant donne´ un caracte`re simple θ relatif a` une strate simple [A, n, 0, β] de A, on de´signe par
T(θ) = TR(θ) l’ensemble des classes d’isomorphisme de repre´sentations irre´ductibles de J(β,A)
qui sont des types simples contenant θ.
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2.5.2. Soit [A, n, 0, β] une strate simple de A, soit θ ∈ C(A, 0, β) un caracte`re simple et soit
κ une β-extension de θ. On pose J = J(β,A) et J1 = J1(β,A).
Lemme 2.16. — Soit pi une repre´sentation irre´ductible de J. La restriction de pi a` H1(β,A)
contient θ si et seulement si pi est isomorphe a` κ ⊗ ξ, ou` ξ est une repre´sentation irre´ductible
de J triviale sur J1.
De´monstration. — Puisque J1 est un pro-p-groupe, la restriction de pi a` J1 est semi-simple. Elle
contient donc la repre´sentation η, de sorte que, par re´ciprocite´ de Frobenius, on a :
HomJ(indJJ1(η), pi) 6= 0.
Puisque κ prolonge η a` J, l’induite de η a` J est isomorphe a` κ⊗indJJ1(1), ou` 1 de´signe le caracte`re
trivial de J1. Soit ξ un sous-quotient de indJJ1(1) de dimension minimale parmi ceux ve´rifiant
HomJ(κ⊗ξ, pi) 6= 0, et soit φ un homomorphisme non trivial de κ⊗ξ dans pi. On note V l’espace
de ξ. Si W est un sous-espace propre de V tel que κ⊗W soit stable par J, on a une suite exacte :
κ⊗W→ κ⊗V→ κ⊗ (V/W)→ 0
de repre´sentations de J. La proprie´te´ de minimalite´ de V entraˆıne que l’image de κ ⊗W dans
κ⊗V est contenue dans Ker(φ). On a donc un homomorphisme non nul de κ⊗ (V/W) dans pi.
Par minimalite´ encore, on a W = 0, ce dont on de´duit que ξ est irre´ductible.
Remarque 2.17. — Plus ge´ne´ralement, le meˆme argument montre que si G′ est un sous-groupe
de G contenant J et si pi est une repre´sentation de G′, alors la restriction de pi a` H1(β,A) contient
θ si et seulement si la restriction de pi a` J a une sous-repre´sentation de la forme κ ⊗ ξ, avec ξ
une repre´sentation irre´ductible de J triviale sur J1.
2.5.3. Soit ξ une repre´sentation irre´ductible de J triviale sur J1, soit A′ un ordre he´re´ditaire
E-pur de A et soit θ′ le transfert de θ dans C(A′, 0, β). On pose J′ = J(β,A′) et J′1 = J1(β,A′),
et on note κ′ la β-extension de θ′ obtenue par transfert de κ (voir (2.8)).
Lemme 2.18. — On suppose que B′ = A′ ∩ B contient B. On note ξ′ la repre´sentation de
U(B)J′1 triviale sur J′1 de´finie par ξ et on pose µ = κ′|U(B)J′1 ⊗ ξ′.
(1) L’ensemble IG(µ) est e´gal a` U(B)J′1 · IB×(ξ) · U(B)J′1 et, pour tout e´le´ment y ∈ B×, on
a Iy(µ) = Iy(κ′|U(B)J′1)⊗ Iy(ξ′).
(2) Les repre´sentations indGJ (κ⊗ξ) et indGU(B)J′1(µ) sont isomorphes, et on a un isomorphisme
de R-alge`bres :
H(G, κ⊗ ξ)→ H(G, µ)
pre´servant les supports, c’est-a`-dire que tout e´le´ment de H(G, κ ⊗ ξ) de support JyJ avec y ∈
IB×(ξ) a une image dont le support est U(B)J′1yU(B)J′1.
De´monstration. — Pour prouver (1), on reprend l’argument de [26, Lemme 4.2] et pour (2), on
reprend l’argument de ibid., proposition 4.5.
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2.5.4. Soit (J, λ) un type simple de G. On reprend les notations de la de´finition 2.12 et de
la remarque 2.13. On note MB le sous-groupe de Levi standard de B× constitue´ des matrices
diagonales par blocs de taille s et Nλ le normalisateur dans B× de la restriction de σ a` U∩MB.
On note b(σ) le cardinal de l’orbite de σ sous le groupe de Galois :
(2.14) Γ = Gal(kD′/kE),
ou` σ est conside´re´e comme une repre´sentation de GLs(kD′)r. On fixe une uniformisante $ de D′,
et on note Wλ le sous-groupe de GLr(D′) constitue´ des matrices monomiales dont les coefficients
non nuls sont des puissances de :
(2.15) $λ = $b(σ).
On voitWλ comme un sous-groupe de B× par l’interme´diaire de (2.13) et du plongement diagonal
de D′ dans Ms(D′). L’action de $ par conjugaison sur OD′ induit un automorphisme de kD′
engendrant le groupe Γ. Le groupe Nλ est donc engendre´ par Wλ et U∩MB et l’ensemble IG(λ)
est la re´union disjointe des JwJ pour w ∈Wλ.
Lemme 2.19. — L’ensemble d’entrelacement de λ dans G est e´gal a` J·Nλ ·J et, pour y ∈ IG(λ),
on a dimR Iy(λ) = 1.
De´monstration. — Dans le cas ou` (J, λ) est de niveau 0, c’est le lemme 2.11. Sinon, c’est une
conse´quence de la proposition 2.2 et des lemmes 2.18 et 2.11.
Remarque 2.20. — (1) Dans le cas ou` D = F, le groupe Γ est trivial et on a b(σ) = 1.
(2) Le groupe Wλ vu comme sous-groupe de G de´pend des choix de $ et de l’isomorphisme
(2.13), mais l’ensemble J ·Wλ · J = IG(λ) n’en de´pend pas.
(3) Si (J, λ) est maximal, alors IG(λ) est e´gal au normalisateur NG(λ) de λ dans G. Celui-ci
est engendre´ par J et $λ, c’est-a`-dire que NG(λ) = NB×(σ)J. En outre, le normalisateur de U
dans B× est engendre´ par U et $, de sorte que b(σ) est e´gal a` l’indice de NG(λ) dans NB×(U)J.
2.5.5. On note Eλ l’extension totalement ramifie´e de E engendre´e par $λ et l’on fixe une
extension non ramifie´e F′ de Eλ de degre´ sd′, ou` d′ est le degre´ re´duit de D′ sur E. On note I′ le
sous-groupe d’Iwahori standard de G′ = GLr(F′). On identifiera a` loisir Wλ a` un sous-groupe
de G′ ou bien de G.
Proposition 2.21. — On a un isomorphisme de R-alge`bres :
(2.16) Ψ : H(G′, I′)→ H(G, λ)
pre´servant les supports, c’est-a`-dire que, pour toute fonction f ∈ H(G′, I′) de support I′wI′ avec
w ∈Wλ, son image Ψf est de support JwJ.
De´monstration. — On reprend l’argument de [26] en pre´cisant les modifications devant lui eˆtre
apporte´es. On fixe un ordre maximal Bmax ⊇ B de B et on pose :
G¯ = U(Bmax)/U1(Bmax), P¯ = U(B)U1(Bmax)/U1(Bmax).
On note σ¯ la repre´sentation σ conside´re´e comme une repre´sentation irre´ductible cuspidale de M¯ =
U(B)/U1(B) et on identifie M¯ a` un sous-groupe de Levi de G¯. D’apre`s Dipper et Fleischmann
[15, 16], l’alge`bre des endomorphismes de l’induite parabolique IndG¯P¯ (σ¯) est isomorphe a` une
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alge`bre de Hecke de type Ar−1 et de parame`tre q′, le cardinal du corps re´siduel de F′. En
d’autres termes, il existe un isomorphisme de R-alge`bres :
(2.17) H(GLr(OF′), I′)→ H(U(Bmax), σ).
En reprenant la preuve de ibid., lemme 4.4 et a` l’aide du lemme 2.18(4), on obtient des homo-
morphismes de R-alge`bres :
(2.18) H(U(Bmax), σ)→ H(Jmax, κmax ⊗ σ) ↪→ H(G, λ),
le premier e´tant un isomorphisme et le second injectif. En composant (2.17) et (2.18), on obtient
un homomorphisme injectif Ψ de H(GLr(OF′), I′) dans H(G, λ). On pose :
(2.19) h = hλ =
(
0 idr−1
$λ 0
)
∈Mr(Ms(D′)) = B
ou` idr−1 est la matrice identite´ deMr−1(Ms(D′)), et on fixe une fonction ϕ ∈ H(G, λ) de support
JhJ. On va montrer qu’il existe un unique isomorphisme de R-alge`bres (2.16) prolongeant Ψ,
pre´servant les supports et prenant en la fonction caracte´ristique de IhI la valeur ϕ. Pour cela,
on reprend l’argument de ibid., the´ore`me 4.6, a` ceci pre`s que la preuve de ibid., lemme 4.14, doit
eˆtre modifie´e.
Lemme 2.22. — L’e´le´ment ϕ est inversible dans H(G, λ).
De´monstration. — Soit ϕ′ ∈ H(G, λ) une fonction de support Jh−1J. Le produit ϕ ∗ ϕ′ est
un multiple scalaire de l’e´le´ment neutre dans H. Il est donc soit nul, soit inversible, et on va
montrer que sa valeur en 1 n’est pas nulle. On fixe un ensemble X de repre´sentants de J modulo
J ∩ h−1Jh, qu’on peut supposer eˆtre contenu dans J1. On a :
ϕ ∗ ϕ′(1) =
∑
x∈X
λ(x)ϕ(h)ϕ′(h−1)λ(x)−1.
D’apre`s le lemme 2.18(2), l’ope´rateur d’entrelacement ϕ(h) ∈ Ih(λ) se de´compose sous la forme
Φκ ⊗ Φσ avec Φκ ∈ Ih(κ) et Φσ ∈ Ih(σ), et le lemme 2.11(2) montre que Φσ est inversible. De
fac¸on analogue, l’ope´rateur d’entrelacement ϕ′(h−1) se de´compose sous la forme Φ′κ⊗Φ′σ, ou` Φ′σ
est l’inverse de Φσ. On a donc :
(2.20) ϕ ∗ ϕ′(1) =
(∑
x∈X
η(x)ΦκΦ
′
κη(x)
−1
)
⊗ idσ,
ou` idσ est l’identite´ sur l’espace de σ, et l’on note Π le facteur de gauche de ce produit tensoriel.
Puisque J1 ∩ h−1J1h est un pro-p-groupe, la restriction de η a` celui-ci est semi-simple. Il existe
donc un unique facteur irre´ductible en commun entre les restrictions a` J1 ∩ h−1J1h de η et de
ηh, et l’ope´rateur ΦκΦ
′
κ est un multiple non nul de la projection sur ce facteur. En tant que
repre´sentation lisse irre´ductible d’un pro-p-groupe, ce facteur a pour dimension une puissance
de p, qui est non nulle dans R. On en de´duit que la trace de Π est non nulle, ce qui termine la
de´monstration du lemme 2.22.
A` partir de la`, on termine en reprenant l’argument de ibid., the´ore`me 4.6. Ceci met fin a` la
preuve de la proposition 2.21.
Compte tenu de ce qui pre´ce`de, on obtient le re´sultat suivant.
Corollaire 2.23. — Tout e´le´ment non nul de H(G, λ) supporte´ par une double classe JyJ, avec
y ∈ IG(λ), est inversible.
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2.6. Paires couvrantes
Dans ce paragraphe, on rappelle quelques faits concernant la the´orie des paires couvrantes.
Pour plus de de´tails, on renvoie le lecteur a` [9, 32]. On fixe m > 1 et on pose G = Gm.
2.6.1. Soit τ une repre´sentation irre´ductible d’un sous-groupe ouvert compact K de G. Il
lui correspond la R-alge`bre H = H(G, τ) de´finie au paragraphe 1.5 et le foncteur :
(2.21) Mτ : σ 7→ HomK(τ, σ)
de R = RR(G) vers la cate´gorie des H-modules a` droite. Par re´ciprocite´ de Frobenius, celui-ci
s’identifie au foncteur σ 7→ HomG(indGK(τ), σ).
2.6.2. Soit M un sous-groupe de Levi de G et soit τM une repre´sentation irre´ductible d’un
sous-groupe ouvert compact KM de M. Soit P un sous-groupe parabolique de G de facteur de
Levi M et soient U et U− respectivement son radical unipotent et le radical unipotent oppose´ a`
U par rapport a` M.
De´finition 2.24. — On dit que (K, τ) est une paire P-couvrante de (KM, τM) si :
(1) on a l’e´galite´ KM = K ∩M et une de´composition d’Iwahori :
K = (K ∩U−) · (K ∩M) · (K ∩U) ;
(2) la restriction de τ a` KM est e´gale a` τM et les sous-groupes K∩U− et K∩U sont contenus
dans le noyau de τ ;
(3) il existe dans le centre de M un e´le´ment z fortement P-ne´gatif au sens de la de´finition
6.16 de [9] et tel que H contienne un e´le´ment inversible de support KzK.
Si (K, τ) est P-couvrante pour tout sous-groupe parabolique P de G de facteur de Levi M, on
dit simplement que c’est une paire couvrante.
Remarque 2.25. — L’alge`bre de Hecke utilise´e dans [9] est l’alge`bre de Hecke associe´e a` la
contragre´diente (K, τ∨). Elle est oppose´e a` H (voir ibid., 2.3) ce qui explique que z est suppose´
ne´gatif (et non pas positif) dans la condition 3.
Exemple 2.26. — On reprend les notations de l’exemple 2.10, et on note M le sous-groupe de
Levi de GLm(D) constitue´ des matrices diagonales. Alors le couple (I, 1I) est une paire couvrante
de (I ∩M, 1I∩M).
2.6.3. On suppose que (K, τ) est une paire couvrante de (KM, τM). On a fixe´ au paragraphe
1.3 une racine carre´e de q dans R. Il lui correspond un homomorphisme injectif de R-alge`bres :
(2.22) jP : H(M, τM)→ H(G, τ)
faisant de H un module a` gauche sur HM = H(M, τM) (voir [32, II.10] : pour la raison donne´e a`
la remarque 2.25, l’homomorphisme jP pre´serve les supports des fonctions de HM supporte´es par
les e´le´ments P-ne´gatifs de M, et non pas P-positifs comme dans [9]). Cet homomorphisme de´finit
un foncteur de restriction, note´ j∗P, de la cate´gorie des H-modules a` droite vers la cate´gorie des
HM-modules a` droite. Pour toute repre´sentation σ de G, la projection naturelle de σ vers son
module de Jacquet rGP (σ) induit un isomorphisme :
(2.23) j∗P (Mτ (σ))
'−→ MτM
(
rGP (σ)
)
de HM-modules a` droite (voir [32, II.10.1]).
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Remarque 2.27. — On de´duit de (2.23) que, si une repre´sentation σ de G contient une paire
couvrante, alors rGP (σ) est non nul. En particulier, si une repre´sentation irre´ductible σ de G
contient une paire couvrante pour M 6= G, alors σ n’est pas cuspidale.
D’apre`s Blondel [1, II] (voir aussi Dat [12, 2]), on a un isomorphisme :
(2.24) ΦP : indGK(τ)→ iGP
(
indMKM(τM)
)
, ΦP(f)(g)(x) =
∫
U
f(uxg) du,
de repre´sentations de G et de HM-modules a` gauche, ou` du est la mesure de Haar sur U nor-
malise´e de telle sorte que K ∩U soit de volume 1, avec f ∈ indGK(τ), g ∈ G et x ∈ M.
Proposition 2.28. — Soit σ une repre´sentation de M engendre´e par sa composante τM-isoty-
pique. Alors l’induite iGP (σ) est engendre´e par sa composante τ -isotypique.
De´monstration. — Par hypothe`se, σ est quotient d’une somme directe de copies de indMKM(τM),
c’est-a`-dire qu’il existe un ensemble S et un homomorphisme surjectif de repre´sentations de M :⊕
S
indMKM(τM)→ σ.
Si l’on applique le foncteur exact iGP (qui commute aux sommes directes arbitraires) et la formule
(2.24), on voit que l’induite parabolique iGP (σ) est un quotient d’une somme de copies de ind
G
K(τ),
c’est-a`-dire qu’elle est engendre´e par sa composante τ -isotypique.
2.7. Types semi-simples
Soit A la F-alge`bre centrale simple Mm(D) et soit G = Gm.
2.7.1. Soit α = (m1, . . . ,mr) une famille d’entiers > 1 de somme m. On pose M = Mα et
P = Pα. Pour i ∈ {1, . . . , r}, soit (Ji, λi) un type simple maximal de Gmi . On pose :
(2.25) JM = J1 × · · · × Jr
et on note λM la repre´sentation λ1 ⊗ · · · ⊗ λr de JM.
De´finition 2.29. — Un couple de la forme (JM, λM) est appele´ un R-type simple maximal de
M.
Pour chaque entier i, on fixe une strate simple [Ai, ni, 0, βi] de Mmi(D) et un caracte`re simple
θi ∈ C(Ai, 0, βi) contenu dans λi, et on suppose que Ai est standard. De ce fait, on a Ji = J(βi,Ai)
et le quotient de ce groupe par J1i = J
1(βi,Ai) est isomorphe a` GLsi(ki), pour un certain entier
si > 1 et une certaine extension ki de kF. On pose J1M = J11 × · · · × J1r .
On fixe une suite de OD-re´seauxL de Dm (voir [29, Definition 1.1]) satisfaisant aux conditions
de ibid., §7.2. D’apre`s loc. cit., ces donne´es de´finissent des sous-groupes ouverts compacts :
(2.26) K = K(L ), K1 = K1(L ) = K ∩U1(L ),
de G posse´dant les proprie´te´s suivantes :
(1) K et K1 admettent une de´composition d’Iwahori par rapport a` (M,P′), pour tout sous-
groupe parabolique P′ de G de facteur de Levi M ;
(2) on a K ∩M = JM et K1 ∩M = J1M ;
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(3) K1 est un pro-p-sous-groupe distingue´ de K et :
(2.27) K/K1 ' JM/J1M ' GLs1(k1)× · · · ×GLsr(kr).
Il existe donc une unique repre´sentation τ de K prolongeant λM, de´finie par la formule :
(2.28) τ(uxu′) = λM(x), u ∈ K ∩U−, x ∈ K ∩M, u′ ∈ K ∩U.
2.7.2. On suppose que tous les caracte`res simples θ1, . . . , θr sont endo-e´quivalents [4]. Il
suffira de savoir ici que, sous cette condition, on peut supposer que les βi sont tous e´gaux a` un
meˆme β et que les θi sont transferts les uns des autres. On note A l’ordre standard de Mm(D)
dont les blocs diagonaux sont les Ai, i ∈ {1, . . . , r} et on note θ ∈ C(A, 0, β) le transfert de θi
(qui ne de´pend pas du choix de i). On pose E = F(β). Dans ce cas, on a (voir [29, 7.1]) :
(2.29) K = K(A) = H1(β,A)(J(β,A) ∩ P), K1 = K1(A) = H1(β,A)(J1(β,A) ∩ P).
On fixe une β-extension κ de θ et on note κ la repre´sentation de K sur l’espace des vecteurs
K∩U-invariants de κ. Sa restriction a` JM est de la forme κ1⊗· · ·⊗κr, ou` κi est une β-extension
de θi. Pour i = 1, . . . , r, on e´crit λi sous la forme κi⊗ σi. On re´unit les σi suivant leur classe de
conjugaison sous Γ = Gal(kD′/kE), ce qui de´finit une partition :
{1, . . . , r} = I1 ∪ · · · ∪ Iu
avec u > 1, puis un sous-groupe de Levi L de G contenant M, qu’on e´crit L1 × · · · × Lu, ou`
chaque Lj est isomorphe a` Grj pour un certain rj > 1.
Remarque 2.30. — Quitte a` conjuguer chaque (Ji, λi), i ∈ Ij , par un e´le´ment convenable de
Gmi , on peut supposer que les σi, i ∈ Ij , sont tous isomorphes, et donc que l’entier mi, la strate
[Ai, ni, 0, βi], le caracte`re θi et la β-extension κi ne de´pendent pas de i ∈ Ij . C’est ce qu’on fait
dans la suite du paragraphe.
On note σ la repre´sentation σ1 ⊗ · · · ⊗ σr conside´re´e comme repre´sentation de K triviale sur
K1. Remarquons que τ = κ ⊗ σ et que K est un sous-groupe de J = J(β,A).
Proposition 2.31. — On suppose que tous les (Ji, λi) sont e´gaux a` un meˆme type simple max-
imal (J1, λ1). Alors (K, τ) est une paire couvrante de (JM, λM), et l’application :
(2.30) λ1 7→ indJK(τ)
induit une bijection de T(θ1) dans T(θ) (voir les notations du paragraphe 2.5.1).
De´monstration. — L’hypothe`se sur les (Ji, λi) implique que u = 1, c’est-a`-dire que L = G. On
proce`de comme dans [26, 5.2.3] au moyen de la proposition 2.6 et du corollaire 2.23.
Exemple 2.32. — On reprend les notations de l’exemple 2.26 et on identifie M a` D×m. Si l’on
choisit (J1, λ1) = (O×D, 1O×D ), alors K = J = I et la paire couvrante lui correspondant par la
proposition 2.31 est (I, 1I).
Pour j = 1, . . . , u, on note Mj le produit des Gmi pour i ∈ Ij (c’est un sous-groupe de Levi de
Lj) et (JMj , λMj ) le produit des (Ji, λi) pour i ∈ Ij . Compte tenu de la remarque 2.30, on peut
former la paire couvrante (Kj , τj) de (JMj , λMj ) donne´e par la proposition 2.31 (relativement a`
un sous-groupe parabolique Pj de Lj de facteur Mj). On pose :
KL = K1 × · · · ×Ku, τL = τ1 ⊗ · · · ⊗ τu.
Par construction, (KL, τL) est une paire couvrante de (JM, λM).
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Proposition 2.33. — (1) (K, τ) est une paire couvrante de (KL, τL), et donc de (JM, λM).
(2) La restriction a` L de´finit un isomorphisme de R-alge`bres de H(G, τ) sur H(L, τL).
De´monstration. — Dans le cas complexe, le re´sultat est donne´ par [29, Proposition 8.1]. On
reprend la preuve de [28, Proposition 5.17], dans laquelle (K, τ) est note´e (JP, ϑP). Pour le calcul
de IG(τ), on remplace [17, Proposition 1.2] par le lemme 2.11. La preuve de [28, The´ore`me
5.10] (dans laquelle κ est note´e κP) est encore valable, quitte a` remplacer [8, Proposition 5.1.8]
par [28, Proposition 5.5(ii)], qui est encore vraie dans le cas modulaire puisque K1 (note´ J1P) est
un pro-p-groupe. Aussi a-t-on :
IG(τ) ⊆ K · (L ∩ B×) ·K,
de sorte que la restriction de G a` L de´finit un isomorphisme de R-alge`bres de H(G, τ) sur
H(L, τL) (voir [32, II.8]). Le reste de la preuve se fait comme dans [28, Proposition 5.17]. En
particulier, l’argument de [10, Lemma 3.9] est encore valable, la constante c est e´gale a` l’indice
de K ∩ ζ−1Kζ dans K (avec les notations de loc. cit.), qui est une puissance de p graˆce a` la
de´composition d’Iwahori de K.
2.7.3. On re´unit les caracte`res simples θi suivant leur classe d’endo-e´quivalence (voir [4]), ce
qui de´finit une partition :
(2.31) {1, . . . , r} = I1 ∪ · · · ∪ It, t > 1,
puis un sous-groupe de Levi S de G contenant M, qu’on e´crit S1×· · ·×St. D’apre`s le paragraphe
2.7.2, il correspond a` chaque k = 1, . . . , t une partition Ik,1 ∪ · · · ∪ Ik,uk de Ik et une extension
finie F′k de F. On note nk,j le cardinal de Ik,j et on pose :
(2.32) G′ =
t∏
k=1
uk∏
j=1
GLnk,j (F
′
k).
Pour k ∈ {1, . . . , t}, on forme la paire couvrante (Kk, τk) donne´e par la proposition 2.33 a` partir
des (Ji, λi), i ∈ Ik. On pose :
KS = K1 × · · · ×Kt, τS = τ1 ⊗ · · · ⊗ τt.
Par construction, (KS, τS) est une paire couvrante de (JM, λM). On note I′ le sous-groupe d’Iwa-
hori standard de G′, qui est le produit des sous-groupes d’Iwahori standards de GLnk,j (F
′
k).
Proposition 2.34. — (1) (K, τ) est une paire couvrante de (KS, τS), donc de (JM, λM).
(2) La restriction a` S de´finit un isomorphisme de R-alge`bres de H(G, τ) sur H(S, τS), et on
a un isomorphisme de R-alge`bres :
Ψ : H(G′, I′)→ H(G, τ)
pre´servant les supports.
De´monstration. — Dans le cas complexe, le re´sultat est donne´ par [29, Theorem 8.2]. On re-
prend la preuve de [28, Corollaire 4.6], dans laquelle la paire (K, τ) est note´e (K˜, %). L’argument
de [10, Corollary 6.6] est encore valable, la constante c est e´gale a` l’indice de K˜∩ ζ−1K˜ζ dans K˜
(avec les notations de loc. cit.), qui est une puissance de p graˆce a` la de´composition d’Iwahori
de K˜.
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2.7.4. On de´finit maintenant la notion de type semi-simple.
De´finition 2.35. — Un type semi-simple de G est une paire couvrante (K, τ) d’un type simple
maximal d’un sous-groupe de Levi de G, de´finie par la proposition 2.34.
C’est cohe´rent avec la de´finition 2.8, c’est-a`-dire qu’un type semi-simple de niveau 0 de G est
un type semi-simple au sens de la de´finition 2.35.
Remarque 2.36. — Un type semi-simple associe´ par la proposition 2.34 a` un type simple maxi-
mal d’un sous-groupe de Levi M (de´finition 2.29) est simple si et seulement si on est dans l’un
des deux cas suivants :
(1) On a M = G, auquel cas ce type semi-simple est simple maximal.
(2) La paire (JM, λM) dont ce type semi-simple est une paire couvrante est, a` conjugaison
pre`s par M, de la forme λM = λ0⊗ · · ·⊗λ0 avec λ0 un type simple maximal de niveau 0, auquel
cas on est dans la situation de la proposition 2.31 avec J = K.
Proposition 2.37. — Soit pi une repre´sentation irre´ductible cuspidale de G. Si pi contient un
type semi-simple, alors ce type semi-simple est simple maximal.
De´monstration. — D’apre`s la remarque 2.27, ce type semi-simple ne peut pas eˆtre une paire
couvrante relativement a` un sous-groupe de Levi propre de G. Par conse´quent, il est donne´ par
la proposition 2.31 avec M = G. C’est donc un type simple maximal.
2.8. Re´duction des types simples et semi-simples
Soit ` un nombre premier diffe´rent de p, et soit [A, n, 0, β] une strate simple de A. On fixe des
homomorphismes ιp,Q` et ιp,F` (voir le paragraphe 2.2) tels que, pour tout x ∈ µp∞(C), l’image
de ιp,Q`(x) dans F` soit e´gale a` ιp,F`(x).
2.8.1. On pose J = J(β,A), J1 = J1(β,A) et H1 = H1(β,A).
Proposition 2.38. — Pour tout entier 0 6 m 6 −k0(β,A) − 1, la re´duction modulo ` de´finit
une bijection de CQ`(A,m, β) vers CF`(A,m, β).
On appellera rele`vement d’un F`-caracte`re simple θ ∈ CF`(A,m, β) son image re´ciproque dans
CQ`(A,m, β) par cette bijection.
Proposition 2.39. — Soit θ ∈ CF`(A, 0, β) un F`-caracte`re simple, soit θ˜ le rele`vement de θ a`
CQ`(A, 0, β) et soit κ˜ une β-extension de θ˜.
(1) Si k est une structure entie`re de κ˜, alors k⊗ F` est une β-extension de θ.
(2) L’homomorphisme de re´duction r` induit une surjection de BQ`(θ˜) sur BF`(θ).
De´monstration. — La preuve est analogue a` celle donne´e dans [31, III.4.18]. On note κ la F`-
repre´sentation k ⊗ F` de J. La restriction de κ˜ a` H1 est un multiple de θ˜, donc la restriction
de κ a` H1 est un multiple de θ. La restriction de κ au pro-p-groupe J1 contient donc et est
de meˆme dimension que la repre´sentation de Heisenberg η. Enfin, d’apre`s [31, Lemme I.9.8],
l’entrelacement de κ dans G est e´gal a` JB×J. C’est donc une β-extension de θ.
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Soit maintenant κ′ une β-extension de θ. D’apre`s le lemme 2.4, il existe un F`-caracte`re χ
de k×E tel que κ soit isomorphe a` κ
′χ, c’est-a`-dire que r`(κ˜) est e´gale a` κ′χ. Si l’on note α le
rele`vement de Teichmu¨ller de χ−1, alors l’image de κ˜′α par r` est κ′.
Remarque 2.40. — Deux β-extensions de θ˜ ont des re´ductions mod ` isomorphes si et seule-
ment si elles sont tordues l’une de l’autre par un Q`-caracte`re d’ordre une puissance de `.
2.8.2. Soient k un corps fini de caracte´ristique p et k une cloˆture alge´brique de k. Pour tout
n > 1, on note kn l’extension de k de degre´ n contenue dans k. Si R est Q` ou F`, on note Xn(R)
l’ensemble des R-caracte`res de k×n dont l’orbite sous Gal(k/k) est de cardinal n. D’apre`s Green
[18], on a une correspondance surjective :
(2.33) χ˜ 7→ σ(χ˜)
de Xn(Q`) vers l’ensemble des classes de Q`-repre´sentations irre´ductibles cuspidales de GLn(k),
et l’ensemble des ante´ce´dents de σ(χ˜) par (2.33) est l’orbite de χ˜ sous Gal(k/k).
The´ore`me 2.41 (James [20]). — Soit un entier n > 1.
(1) Pour tout χ˜ ∈ Xn(Q`), la repre´sentation r`(σ(χ˜)) est irre´ductible et cuspidale, et elle ne
de´pend que de la re´duction modulo ` de χ˜.
(2) On a une correspondance surjective :
(2.34) χ 7→ σ(χ) = r`(σ(χ˜))
de l’ensemble des F`-caracte`res χ de k×n admettant un rele`vement dans Xn(Q`) vers l’ensemble
des classes de F`-repre´sentations irre´ductibles cuspidales de GLn(k) ; l’ensemble des ante´ce´dents
de σ(χ) est l’orbite de χ sous Gal(k/k).
(3) La repre´sentation σ(χ) est supercuspidale si et seulement si χ ∈ Xn(F`).
On en de´duit le re´sultat suivant.
Proposition 2.42. — Soit (U(A), σ˜) un Q`-type simple de niveau 0 de G, ou` A est un ordre
he´re´ditaire de G.
(1) Si s est une structure entie`re de σ˜, alors s⊗ F` est un F`-type simple de niveau 0 de G.
(2) L’homomorphisme de re´duction r` induit une surjection de TQ`(A) sur TF`(A).
De´monstration. — En conside´rant un type simple de niveau 0 comme une repre´sentation du
quotient U(A)/U1(A), on se rame`ne au proble`me de la re´duction des repre´sentations irre´ductibles
cuspidales du groupe fini GLs(kD) avec s > 1.
2.8.3. On re´duit maintenant les types simples et semi-simples.
Proposition 2.43. — Soit θ ∈ CF`(A, 0, β) un F`-caracte`re simple et soit θ˜ le rele`vement de θ
a` CQ`(A, 0, β).
(1) Si l est une structure entie`re d’un Q`-type simple contenant θ˜, alors l⊗ F` est un F`-type
simple contenant θ.
(2) L’homomorphisme de re´duction r` induit une surjection de TQ`(θ˜) sur TF`(θ).
De´monstration. — On fixe un Q`-type simple λ˜ contenant θ˜, qu’on e´crit κ˜ ⊗ σ˜. Si k et s sont
des structures entie`res de κ˜ et σ˜ respectivement, k⊗ s est une structure entie`re de λ˜. Le re´sultat
est alors une conse´quence des propositions 2.39 et 2.42.
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La proposition 2.43 montre que l’existence des F`-types simples se de´duit de celle des Q`-types
simples prouve´e dans [24, 25]. On termine cette section par le re´sultat suivant.
Proposition 2.44. — Soit M un sous-groupe de Levi de G, soit (JM, λM) un F`-type simple
maximal de M et soit (JM, λ˜M) un Q`-type simple maximal de M relevant (JM, λM).
(1) Si t est une structure entie`re d’un Q`-type semi-simple de G associe´ a` (JM, λ˜M), alors
t⊗ F` est un F`-type semi-simple de G associe´ a` (JM, λM).
(2) Pour tout F`-type semi-simple (K, τ) de G associe´ a` (JM, λM), il existe un Q`-type semi-
simple de G associe´ a` (JM, λ˜M) dont la re´duction modulo ` soit isomorphe a` τ .
3. Repre´sentations cuspidales de GLm(D)
Soit m > 1 un entier et soit G = GLm(D). Dans cette section, on effectue la classification des
repre´sentations irre´ductibles cuspidales de G en termes de types simples maximaux (the´ore`me
3.4). Ceci a e´te´ fait par Bushnell-Kutzko [8] et Se´cherre-Stevens [28] dans le cas complexe et
par Vigne´ras [31] pour GLn(F) dans le cas modulaire. Cette classification permet d’associer
certains invariants a` une repre´sentation irre´ductible cuspidale de G (paragraphe 3.4).
On e´tudie ensuite les proble`mes de la re´duction et du rele`vement des repre´sentations irre´duc-
tibles cuspidales de G. On montre que, contrairement au cas de´ploye´ traite´ dans [31], une Q`-re-
pre´sentation irre´ductible cuspidale entie`re de G ne se re´duit pas toujours en une repre´sentation
irre´ductible (the´ore`me 3.15) et qu’une F`-repre´sentation irre´ductible cuspidale de G n’admet pas
toujours un rele`vement (paragraphe 3.6). Ne´anmoins, on prouve que toute F`-repre´sentation ir-
re´ductible supercuspidale admet un rele`vement (voir le the´ore`me 3.26), et on donne dans le cas
ou` D est commutative une nouvelle preuve du the´ore`me de Vigne´ras selon lequel la re´duction
modulo ` d’une Q`-repre´sentation irre´ductible cuspidale entie`re est irre´ductible (corollaire 3.18
et remarque 3.19).
3.1. Types simples maximaux
Soient (J, λ) un type simple maximal de G = Gm et N = NG(λ) son normalisateur dans G.
Proposition 3.1. — Pour toute repre´sentation Λ prolongeant λ a` N, l’induite indGN(Λ) est une
repre´sentation irre´ductible cuspidale de G. En outre, l’application :
(3.1) Λ 7→ indGN(Λ)
induit une bijection entre prolongements de λ a` N et classes d’isomorphisme de repre´sentations
irre´ductibles cuspidales de G contenant λ.
De´monstration. — La preuve s’inspire de [33] mais des modifications doivent eˆtre apporte´es.
Soit (J, λ) un type simple de G, qu’on de´compose sous la forme λ = κ ⊗ σ, et soit Λ une re-
pre´sentation de N prolongeant λ. Puisque l’entrelacement de Λ dans G est e´gal a` N (remarque
2.20), la R-alge`bre des endomorphismes de indGN(Λ) est isomorphe a` R.
Lemme 3.2. — La repre´sentation de N sur la composante η-isotypique de indGN(Λ) est isomor-
phe a` la somme directe des Λn, avec n ∈ NB×(U)J/N.
Remarque 3.3. — Dans le cas ou` D = F, les groupes NB×(U) et NB×(σ) sont e´gaux, de
sorte que la repre´sentation de N sur la composante η-isotypique de indGN(Λ) est irre´ductible et
isomorphe a` Λ : voir [33, Corollary 8.4].
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De´monstration. — Il suffit de reprendre la preuve de [33, Proposition 8.3] en prenant garde
a` la diffe´rence entre le B×-normalisateur de U et celui de σ : la composante η-isotypique de
indGN(Λ) se de´compose en la somme directe des HomJ1∩Ng(η,Λg) pour g de´crivant un syste`me
de repre´sentants de G modulo (N, J1). Par cuspidalite´ de σ, ces espaces sont nuls sauf pour
g ∈ NB×(U)J1. Le re´sultat s’ensuit.
On pose maintenant N◦ = NB×(U)J, et on a le corollaire suivant au lemme 3.2.
Corollaire 3.4. — La repre´sentation de N◦ sur la composante η-isotypique de indGN(Λ), note´e
Λ◦, est irre´ductible et isomorphe a` l’induite de Λ a` N◦.
Pour appliquer le crite`re d’irre´ductibilite´ [33, 4.2], il s’agit de montrer que, pour tout quotient
irre´ductible pi de indGN(Λ), la repre´sentation Λ
◦ est un quotient de la restriction de pi a` N◦. Soit
pi un tel quotient irre´ductible ; puisque l’induite compacte de Λ◦ a` G est isomorphe a` indGN(Λ),
la restriction de pi a` N◦ contient Λ. Par ailleurs, puisque J1 est un pro-p-groupe, la composante
η-isotypique de pi est un quotient de celle de indGN(Λ) comme repre´sentation de N
◦, qui est
isomorphe a` Λ◦ d’apre`s le corollaire 3.4. Mais c’est aussi un facteur direct de la restriction de pi
a` J1 (qui est semi-simple), de sorte que pi a la proprie´te´ attendue. Enfin, indGN(Λ) est cuspidale,
puisque ses coefficients sont a` support compact modulo le centre de G (voir [31, II.2.7]).
Il ne reste qu’a` prouver que (3.1) est bijective. Notons Z le centre de G et fixons un caracte`re
ω : Z→ R× dont la restriction a` J∩Z co¨ıncide avec le caracte`re par lequel agit λ|J∩Z. On note λω
l’unique repre´sentation de JZ prolongeant λ et de caracte`re central ω. On va prouver que (3.1)
induit une bijection entre prolongements de λω a` N et classes d’isomorphisme de repre´sentations
irre´ductibles cuspidales de G contenant λω. Par un argument similaire a` celui de [31, III.4.27],
la repre´sentation λω admet un prolongement Λ a` N et l’application χ 7→ Λχ est une bijection
entre les caracte`res de N triviaux sur JZ et les prolongements de λω a` N. On en de´duit que
(3.1) est injective. Si maintenant ρ est une repre´sentation irre´ductible cuspidale de G contenant
λω, alors ρ est un quotient de indGN(Λ ⊗ R[N/JZ]). Il existe donc un caracte`re χ de N trivial
sur JZ tel que ρ soit un quotient de (et donc soit isomorphe a`) indGN(Λχ). Ceci met fin a` la
de´monstration de la proposition 3.1.
Un couple de la forme (N,Λ) produit a` partir d’un type simple maximal (J, λ) de G est appele´
un type simple maximal e´tendu de G.
3.2. Repre´sentations cuspidales de niveau 0
Rappelons qu’une repre´sentation irre´ductible de G est de niveau 0 s’il existe un OF-ordre
he´re´ditaire A de A =Mm(D) tel qu’elle posse`de un vecteur non nul invariant par U1(A).
The´ore`me 3.5. — Toute repre´sentation irre´ductible cuspidale de niveau 0 de G contient un
type simple maximal de niveau 0.
De´monstration. — Soit ρ une repre´sentation irre´ductible cuspidale de niveau 0 de G, et soit A un
ordre he´re´ditaire minimal parmi ceux pour lesquels ρ a des vecteurs invariants par U1 = U1(A),
que l’on peut supposer standard. On pose U = U(A). On a un isomorphisme de groupes :
(3.2) U/U1 → GLm1(kD)× · · · ×GLmr(kD),
ou` r > 1 est la pe´riode de A et les mi des entiers dont la somme est e´gale a` m. De cette fac¸on, le
groupe de Galois Gal(kD/kF) ope`re sur l’ensemble des classes d’isomorphisme de repre´sentations
de U/U1.
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Lemme 3.6. — Il existe une repre´sentation irre´ductible σ de U triviale sur U1 telle que
HomU(σ, ρ) 6= 0, et qui est cuspidale en tant que repre´sentation de U/U1.
De´monstration. — L’existence d’une repre´sentation irre´ductible σ de U triviale sur U1 telle que
HomU(σ, ρ) 6= 0 est donne´e par le lemme 2.16. Pour prouver que σ est cuspidale en tant que
repre´sentation de U/U1, on peut reprendre l’argument de [31, III.3.2].
Fixons une repre´sentation σ de U satisfaisant aux conditions du lemme 3.6. Le couple (U, σ)
est un type semi-simple. D’apre`s la proposition 2.37, puisque ce type semi-simple apparaˆıt dans
une repre´sentation cuspidale, c’est un type simple maximal, ce qui met fin a` la de´monstration
du the´ore`me 3.5.
3.3. Repre´sentations cuspidales de niveau non nul
L’objet de ce paragraphe est de de´montrer le re´sultat suivant.
The´ore`me 3.7. — Toute repre´sentation irre´ductible cuspidale de niveau non nul de G contient
un type simple maximal de niveau non nul.
Soit ρ une repre´sentation irre´ductible cuspidale de niveau non nul de G. Dans un premier
temps, il s’agit de montrer que ρ contient un caracte`re simple. Comme au paragraphe 2.2, on
fixe un homomorphisme injectif ιp,R du groupe des racines complexes de l’unite´ d’ordre une
puissance de p vers R× et un caracte`re ψF,C : F → C× trivial sur pF mais pas sur OF. A` une
strate [A, n, n− 1, β] de A =Mm(D) correspond le caracte`re :
(3.3) ψβ : x 7→ ιp,R ◦ ψF,C ◦ trA/F(β(x− 1))
du sous-groupe ouvert compact Un(A).
Lemme 3.8. — Il existe une strate simple [A, n, n − 1, β] de A telle que la restriction de ρ a`
Un(A) contienne ψβ.
De´monstration. — La de´monstration de Broussous [3] dans le cas complexe, elle-meˆme inspire´e
de celle de Bushnell et Kutzko [10] concernant GLn(F), s’adapte ici. Rappelons-en les principales
e´tapes.
(1) D’abord, on montre que toute repre´sentation de G de niveau non nul contient une strate
fondamentale au sens de [28, De´finition 3.9].
(2) Ensuite, on montre qu’une repre´sentation de G de niveau non nul contenant une strate
fondamentale scinde´e (au sens de [28, De´finition 3.9]) a un module de Jacquet non nul relative-
ment a` un sous-groupe parabolique propre de G.
(3) Enfin, on montre que toute repre´sentation de G de niveau non nul contenant une strate
fondamentale non scinde´e de A contient e´galement une strate simple de A.
L’e´tape 1 (voir par exemple [19]) repose sur [3, Proposition 1.2.2] qui ne de´pend pas du corps
R. L’e´tape 2 repose principalement sur les propositions 2.3.2 et 2.4.3 de [3] (qui correspondent
respectivement au the´ore`me 3.7 et au lemme 3.9 de [10]) ; la premie`re est inde´pendante du
corps R, et la preuve de la seconde reste valable dans le cas modulaire. L’e´tape 3 repose sur [3,
The´ore`me 1.2.5], qui ne de´pend pas du corps R.
Lemme 3.9. — Il existe une strate simple [A, n, 0, β] de A et un caracte`re simple θ dans
C(β, 0,A) tels que la restriction de ρ a` H1(β,A) contienne θ.
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De´monstration. — La de´monstration de [28] dans le cas complexe s’adapte ici. Il s’agit de
prouver que, si le re´sultat n’est pas vrai, ρ contient ou bien une strate scinde´e, ou bien un
caracte`re scinde´ au sens de la de´finition 3.22 de [28], et que dans chacun de ces deux cas, ρ a un
module de Jacquet non nul relativement a` un sous-groupe parabolique propre, ce qui conduit a`
une contradiction. La premie`re e´tape repose sur [28, The´ore`me 3.23], dont la preuve ne de´pend
pas du corps R. La seconde e´tape repose principalement sur le the´ore`me 4.3 et le corollaire 4.6
de [28] (ce dernier correspondant a` [10, Corollary 6.6]) ; la preuve du the´ore`me ne de´pend pas
du corps R et celle du corollaire reste valable dans le cas modulaire.
On fixe une strate simple [A, n, 0, β] de A et un caracte`re simple θ ∈ C(β, 0,A) satisfaisant a`
la condition du lemme 3.9, en choisissant A minimal pour cette proprie´te´. On pose J = J(β,A)
et J1 = J1(β,A) et on fixe une β-extension κ de θ. D’apre`s le lemme 2.16, la repre´sentation ρ
contient une sous-repre´sentation de la forme κ⊗ σ, avec σ une repre´sentation irre´ductible de J
triviale sur J1.
Lemme 3.10. — En tant que repre´sentation de J/J1 ' GLs(kD′)r, la repre´sentation σ est
cuspidale.
De´monstration. — La preuve de [28, Proposition 5.15] s’adapte ici.
La paire (J, κ ⊗ σ) est induite a` partir d’un type semi-simple donne´ par la proposition
2.33. D’apre`s la proposition 2.37, c’est un type simple maximal, puisqu’il apparaˆıt dans une
repre´sentation cuspidale. Ceci met fin a` la de´monstration du the´ore`me 3.7.
3.4. Invariants associe´s a` une repre´sentation cuspidale
Soit un entier m > 1. Le the´ore`me suivant subsume les the´ore`mes 3.5 et 3.7, et il les comple`-
te en fournissant une classification des classes d’isomorphisme de repre´sentations irre´ductibles
cuspidales de G = Gm par la the´orie des types simples.
The´ore`me 3.11. — L’application :
(3.4) Λ 7→ indGN(Λ)
induit une bijection entre classes de G-conjugaison de types simples maximaux e´tendus et classes
d’isomorphisme de repre´sentations irre´ductibles cuspidales de G.
De´monstration. — D’apre`s la proposition 3.1, cette application est bien de´finie, et elle est surjec-
tive d’apre`s les the´ore`mes 3.5 et 3.7. Pour prouver qu’elle est injective, on reprend l’argument
de [29, Theorem 7.2]. Si (J, λ) et (J′, λ′) sont deux types simples maximaux contenus dans
une meˆme repre´sentation irre´ductible cuspidale de G, on peut commencer par supposer que
J′ = J = J(β,A) et que λ et λ′ sont repectivement de la forme κ ⊗ σ et κ ⊗ σ′, ou` κ est une
β-extension d’un caracte`re simple θ ∈ C(A, 0, β) et ou` σ, σ′ sont des repre´sentations irre´ductibles
cuspidales de J(β,A)/J1(β,A).
Comme λ et λ′ sont contenus dans une meˆme repre´sentation irre´ductible de G, il existe un
g ∈ G qui entrelace λ et λ′. En raisonnant comme dans [8, Proposition 5.3.2] (voir aussi [31,
III.4.22]), on en de´duit qu’il existe x ∈ B× qui entrelace σ et σ′. Comme ces repre´sentations
sont irre´ductibles et cuspidales, cela entraˆıne que x normalise U(B), et donc que σ et σ′ sont
conjugue´es sous le normalisateur de B. On termine la de´monstration en invoquant la bijectivite´
de l’application (3.1).
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Remarque 3.12. — Le membre droite de (3.4) est supercuspidal si et seulement si, pour une
de´composition de Λ|J = λ sous la forme κ ⊗ σ, la repre´sentation σ est supercuspidale comme
repre´sentation irre´ductible de GLm′(kD′) (voir [31, III.5.14]).
Soit ρ une repre´sentation irre´ductible cuspidale de G. Il s’agit d’associer a` ρ un certain nombre
d’invariants. On fixe un type simple maximal (J, λ) de G contenu dans ρ. On fixe une strate
simple [A, n, 0, β] le de´finissant, on pose E = F(β) et on e´crit λ sous la forme κ⊗ σ. On note Γ
le groupe de Galois de´fini par (2.14).
D’apre`s [27, Proposition 4.1], dont la preuve est encore valable lorsque le corps R est de ca-
racte´ristique non nulle, le groupe des caracte`res non ramifie´s χ de G tels que ρχ soit isomorphe
a` ρ est un groupe fini cyclique. Son cardinal est note´ :
(3.5) n(ρ)
et est appele´ le nombre de torsion de ρ. Si R est de caracte´ristique ` non nulle, cet entier est
premier a` `. On rappelle que d de´signe le degre´ re´duit de D sur F et on note :
(3.6) f(ρ)
le quotient de md par l’indice de ramification de E sur F. Si F′ est une extension finie de F
comme au paragraphe 2.5.4, alors son degre´ re´siduel est e´gal a` f(ρ) (voir le lemme 3.14). On
note ensuite :
(3.7) b(ρ), s(ρ),
respectivement les cardinaux de l’orbite et du stabilisateur de σ sous Γ. Remarquons que s(ρ)
est e´gal a` l’indice de E×J dans NG(λ). En raisonnant comme dans [27, 4.1], on ve´rifie que s(ρ)
divise f(ρ) et que, si l’on note ` la caracte´ristique de R, on a :
(3.8) n(ρ) =
{
f(ρ)
s(ρ)
}
`
,
ou` {a}` de´signe le plus grand diviseur premier a` ` d’un entier a > 1. Si ` = 0, on convient que
{a}0 = a.
Rappelons que la classe d’inertie de ρ est l’ensemble des [ρχ] pour χ de´crivant l’ensemble des
caracte`res non ramifie´s de G.
Proposition 3.13. — Les quantite´s n(ρ), f(ρ), b(ρ), s(ρ) ne de´pendent que de la classe d’iner-
tie de ρ, et pas du type simple maximal (J, λ) ni de la strate [A, n, 0, β].
De´monstration. — Par de´finition, n(ρ) ne de´pend que de la classe d’inertie de ρ. Ensuite, on
fixe un type simple (J′, λ′) contenu dans ρ, une strate simple [A′, n′, 0, β′] le de´finissant et on
e´crit λ′ sous la forme κ′ ⊗ σ′. D’apre`s le the´ore`me 3.11, le type simple (J′, λ′) est conjugue´ a`
(J, λ) sous G. On peut donc supposer que (J′, λ′) est e´gal a` (J, λ). D’apre`s [4, Theorem 9.4],
l’indice de ramification et le degre´ re´siduel de E sur F ne de´pendent pas du choix de la strate
simple [A, n, 0, β], c’est-a`-dire qu’ils sont respectivement e´gaux a` l’indice de ramification et au
degre´ re´siduel de F(β′) sur F. L’entier f(ρ) ne de´pend donc pas des choix effectue´s, non plus
que le degre´ re´duit de D′ sur E. Il reste donc a` prouver que b(ρ) ne de´pend pas du choix de
[A, n, 0, β] ni de σ. Si l’on conside`re σ comme une repre´sentation de J/J1, alors b(ρ) est e´gal a`
l’indice de NG(λ) dans NG(J), donc b(ρ) et s(ρ) ne de´pendent que de la classe d’inertie de ρ.
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Lemme 3.14. — Soit F′ une extension finie de F comme au paragraphe 2.5.4. Alors le cardinal
du corps re´siduel de F′ est e´gal a` qf(ρ).
De´monstration. — C’est une conse´quence de la de´finition de F′ et du fait que :
m′d′e(E : F) = f(ρ),
ou` d′ est le degre´ re´duit de D′ sur E et e(E : F) l’ordre de ramification de E sur F.
3.5. Re´duction d’une repre´sentation cuspidale entie`re
Soit ` un nombre premier diffe´rent de p, soit un entier m > 1 et soit ρ˜ une Q`-repre´sentation
irre´ductible cuspidale entie`re de G = Gm. Soit (J, λ˜) un Q`-type simple maximal de G contenu
dans ρ˜ et soit N˜ son normalisateur dans G. Soit Λ˜ la Q`-repre´sentation de N prolongeant λ˜ qui
correpond a` ρ˜ par la proposition 3.1, c’est-a`-dire que ρ˜ est isomorphe a` l’induite compacte de Λ˜.
Puisque ρ˜ est entie`re, sa restriction a` N˜ l’est e´galement, ainsi que Λ˜ qui en est un facteur direct.
Si l est une structure entie`re de Λ˜, c’est aussi une structure entie`re de λ˜, et la repre´sentation
λ = l ⊗ F` est un F`-type simple maximal de G d’apre`s la proposition 2.43. Soit N le norma-
lisateur de λ dans G. Le groupe N˜ est contenu dans N et, d’apre`s la remarque 2.20(3), il est
d’indice fini dans N. On note :
(3.9) a = a(ρ˜, `) = {(N : N˜)}`
le plus grand diviseur de (N : N˜) premier a` `, c’est-a`-dire le nombre de F`-caracte`res du groupe
cyclique N/N˜.
The´ore`me 3.15. — Il y a une F`-repre´sentation irre´ductible cuspidale ρ de G telle que :
(3.10) r`(ρ˜) =
(N : N˜)
a
· ([ρ] + [ρα] + · · ·+ [ραa−1])
dans le groupe de Grothendieck GF`(G), ou` α est un F`-caracte`re non ramifie´ de G d’ordre a.
De´monstration. — On note Λ[ la repre´sentation de N˜ sur l⊗ F`. C’est un prolongement de λ a`
N˜, que l’on peut prolonger a` N d’apre`s le lemme suivant.
Lemme 3.16. — Il existe une F`-repre´sentation Λ de N prolongeant Λ[.
De´monstration. — On choisit une F`-repre´sentation Λ0 de N prolongeant λ. Les F`-repre´sen-
tations de N prolongeant λ sont toutes de la forme χΛ0, ou` χ est un F`-caracte`re de N trivial sur
J. Il existe un F`-caracte`re χ′ de N˜ trivial sur J tel que la restriction de Λ0 a` N˜ soit isomorphe
a` χ′Λ[. Puisque le groupe N/J est isomorphe a` Z, il existe un caracte`re χ de N prolongeant χ′.
Alors Λ = χΛ0 est une repre´sentation de N prolongeant Λ[.
On choisit une F`-repre´sentation Λ de N prolongeant Λ[, et on note Λ◦ son induite au groupe
N◦ = NB×(U)J (corollaire 3.4). D’apre`s la proposition 3.1, l’induite compacte :
(3.11) ρ = indGN(Λ) = ind
G
N◦(Λ
◦)
est une F`-repre´sentation irre´ductible cuspidale de G. On va montrer que :
(3.12) r`(Λ◦) =
(N : N˜)
a
· ([Λ◦] + [αΛ◦] + · · ·+ [αa−1Λ◦])
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dans le groupe de Grothendieck des F`-repre´sentations de longueur finie de N◦. En appliquant
indGN◦ , on en de´duira (3.10). L’induite :
indN
◦
N˜
(l) = indN
◦
N
(
indN
N˜
(l)
)
est une structure entie`re de Λ◦. Puisque indN
◦
N est un foncteur exact, il suffit pour de´terminer
r`(Λ◦) de calculer la re´duction modulo ` de indNN˜(Λ). E´crivons :
(3.13) indN
N˜
(l)⊗ F` = Λ⊗ F`[N/N˜],
ou` F`[N/N˜] de´signe la repre´sentation re´gulie`re du groupe cyclique N/N˜, c’est-a`-dire l’induite a`
N du F`-caracte`re trivial de N˜. Sa semi-simplification est e´gale a` :
(N : N˜)
a
· ([1] + [α] + · · ·+ [αa−1]) ,
parce que la restriction de α a` N est un ge´ne´rateur du groupe Hom(N/N˜,F×` ). Compte tenu de
(3.13), on obtient :
(3.14) r`
(
indN
N˜
(Λ)
)
=
(N : N˜)
a
· ([Λ] + [αΛ] + · · ·+ [αa−1Λ]) .
On obtient le re´sultat annonce´ en induisant a` N◦.
Remarque 3.17. — La repre´sentation ρ de´pend du choix de Λ (changer de Λ a pour effet de
tordre ρ par une puissance de α) mais n(ρ), f(ρ), b(ρ), s(ρ) ne de´pendent que de (la classe
d’inertie de) ρ˜ et de `. On a les formules :
(3.15)
b(ρ˜)
b(ρ)
=
s(ρ)
s(ρ˜)
= (N : N˜),
{
n(ρ˜)
n(ρ)
}
`
= a, f(ρ˜) = f(ρ),
la seconde e´galite´ provenant de la relation (3.8).
Corollaire 3.18. — Soit ρ˜ une Q`-repre´sentation irre´ductible cuspidale entie`re. Si l’une des
deux conditions suivantes est ve´rifie´e :
(1) D est e´gale a` F ;
(2) l’ordre de qd dans F×` est strictement supe´rieur a` m (cas banal) ;
on a N˜ = N et r`(ρ˜) est irre´ductible.
De´monstration. — Dans le cas ou` D = F, c’est une conse´quence de la remarque 2.20(1).
Remarque 3.19. — Dans le cas ou` D e´gale F, on obtient ainsi une nouvelle preuve du the´ore`me
[31, III.1.1] qui n’utilise pas la the´orie des de´rive´es.
Exemple 3.20. — Soit D une alge`bre quaternionique sur F (c’est-a`-dire que d = 2) et soit `
un nombre premier diffe´rent de p. Soit (U, χ˜) un Q`-type simple de niveau 0 de D×, c’est-a`-dire
que U = O×D et que le caracte`re :
χ˜ : U→ Q×`
est trivial sur U1 = 1 + pD, de sorte qu’on peut le voir comme un caracte`re de k×D. Soient b˜
l’indice du normalisateur de χ˜ dans D× et ρ˜ une Q`-repre´sentation irre´ductible entie`re de D×
dont la restriction a` U contient χ˜. Celle-ci est cuspidale de niveau 0 et de dimension finie b˜.
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Si b˜ = 1, alors ρ˜ est un Q`-caracte`re entier de D× se re´duisant en un F`-caracte`re de D×. On
suppose maintenant que b˜ = 2, c’est-a`-dire que χ˜q−1 6= 1. On suppose que χ˜ est entier, on note
χ : U → F×` sa re´duction et b l’indice du normalisateur de χ dans D×. Si l’ordre de χ˜q−1 n’est
pas une puissance de `, alors b = 2 et r`(ρ˜) est une F`-repre´sentation irre´ductible. Sinon, on a :
(3.16) χq−1 = 1,
c’est-a`-dire que b = 1. Si ` 6= 2, alors r`(ρ˜) est e´gale a` la somme des deux F`-caracte`res de D×
prolongeant χ. Si ` = 2, alors χ se prolonge de fac¸on unique en un F2-caracte`re de D×, que l’on
note encore χ, et r`(ρ˜) est e´gale a` χ+ χ.
Exemple 3.21. — Si q = 8 et ` = 3, la condition (3.16) est ve´rifie´e pour tout caracte`re entier
χ˜. Toute F3-repre´sentation cuspidale de niveau 0 de D× est de dimension 1.
3.6. Rele`vement d’une repre´sentation cuspidale
3.6.1. Soit ` un nombre premier diffe´rent de p.
Proposition 3.22. — Soit ρ une F`-repre´sentation irre´ductible cuspidale de G. Il existe une
Q`-repre´sentation irre´ductible cuspidale entie`re ρ˜ de G telle que r`(ρ˜) > [ρ].
De´monstration. — Soit (J, λ) un F`-type simple maximal de G contenu dans ρ. On note N le
normalisateur de λ dans G et Λ le prolongement de λ a` N tel que ρ soit isomorphe a` indGN(Λ).
D’apre`s la proposition 2.43, il existe un Q`-type simple maximal (J, λ˜) relevant λ. On note N˜ le
normalisateur de λ˜ dans G, et on fixe un prolongement Λ˜ de λ a` N˜ dont la re´duction modulo `
co¨ıncide avec la restriction de Λ a` N˜. Alors l’induite compacte de Λ˜ a` G est irre´ductible cuspidale
entie`re, et sa re´duction modulo ` contient ρ d’apre`s le the´ore`me 3.15.
3.6.2. Avant de poursuivre, on a besoin de re´sultats sur le rele`vement des F`-repre´sentations
irre´ductibles cuspidales de GLn(k′) ou` k′ est le corps re´siduel de D′. On reprend les notations du
paragraphe 2.8.2. Si a > 1 est un entier, on note {a}` le plus grand diviseur de a premier a` `.
Si a, b > 1, on note (a, b) leur plus grand diviseur commun.
Lemme 3.23. — Soit n > 1, soit χ˜ : k′×n → Z×` et soit χ la re´duction de χ˜ modulo `. On note
respectivement f ′(χ˜) et f ′(χ) les cardinaux de leurs orbites sous l’action de Gal(k′/k′).
(1) Si ` ne divise pas l’ordre de χ˜, alors f ′(χ) = f ′(χ˜).
(2) Sinon, on a :
(3.17)
{
f ′(χ˜)
f ′(χ)
}
`
=
e′
(e′, f ′(χ))
,
ou` e′ de´signe l’ordre du cardinal de k′ dans F×` .
De´monstration. — On note k l’ordre de χ˜ et q′ le cardinal de k′. L’entier f ′(χ˜) est l’ordre de q′
dans (Z/kZ)×. Si ` est premier a` k, alors χ est d’ordre k, donc f ′(χ) = f ′(χ˜). Sinon, on e´crit
k sous la forme k′`r, avec k′ premier a` ` et r > 1. L’ordre de q′ dans (Z/k′Z)× est e´gal a` f(χ),
tandis que l’ordre de q′ dans (Z/`rZ)× est de la forme e′`r′ avec r′ > 0. On obtient la formule
annonce´e en remarquant que l’ordre de q′ dans (Z/kZ)× est e´gal au plus petit multiple commun
aux ordres de q′ dans (Z/k′Z)× et (Z/`rZ)× respectivement.
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Soit k le corps re´siduel de E, et soit d′ le degre´ de k′ sur k, qui est e´gal au degre´ re´duit de D′
sur E. Si σ est une repre´sentation irre´ductible cuspidale de GLn(k′), on note b(σ) le cardinal de
la Gal(k/k)-orbite de σ.
Lemme 3.24. — Soient σ une F`-repre´sentation irre´ductible cuspidale du groupe GLn(k′) et σ˜
une Q`-repre´sentation irre´ductible cuspidale de GLn(k′) relevant σ, soit χ˜ ∈ Xn(Q`) un ante´-
ce´dent de σ˜ par (2.33) et soit χ sa re´duction modulo `.
(1) Si ` ne divise pas l’ordre de χ˜, alors b(σ˜) = b(σ).
(2) Sinon, on note f(χ) le cardinal de l’orbite de χ sous Gal(k/k), et on a :
(3.18)
{
b(σ˜)
b(σ)
}
`
=
(e, d′f ′(χ))
(e, f(χ))
,
ou` e de´signe l’ordre du cardinal de k dans F×` .
De´monstration. — On note f(χ˜) le cardinal de l’orbite de χ˜ sous l’action de Gal(k/k). On a :
f(χ˜) = b(σ˜)f ′(χ˜), f(χ) = b(σ)f ′(χ),
ce qui permet d’e´crire la relation :
(3.19)
{
b(σ˜)
b(σ)
}
`
=
{
f ′(χ˜)
f ′(χ)
}
`
·
{
f(χ)
f(χ˜)
}
`
.
Si ` ne divise pas l’ordre de χ, le re´sultat est une conse´quence imme´diate du lemme 3.23. Sinon,
outre la formule (3.17), on obtient :
(3.20)
{
f(χ˜)
f(χ)
}
`
=
e
(e, f(χ))
en appliquant le lemme 3.23 relativement a` k. On obtient la formule (3.18) en remarquant que
e′ = e/(e, d′).
On en tire le corollaire suivant.
Corollaire 3.25. — Si σ est supercuspidale, il y a un rele`vement σ˜ de σ tel que b(σ˜) = b(σ).
Sinon, la quantite´ :
(3.21)
{
b(σ˜)
b(σ)
}
`
est inde´pendante du rele`vement σ˜ de σ.
De´monstration. — Le rele`vement de Teichmu¨ller χ˜0 de χ est son unique rele`vement qui soit
d’ordre premier a` `, et σ est supercuspidale si et seulement si f(χ˜0) = n.
3.6.3. Dans la situation de la proposition 3.22, il n’existe pas toujours de Q`-repre´sentation
irre´ductible cuspidale entie`re de G dont la re´duction soit exactement [ρ] (exemple 3.28). Cepen-
dant, si ρ est supercuspidale, on a le re´sultat important suivant.
The´ore`me 3.26. — Soit ρ une F`-repre´sentation irre´ductible supercuspidale de G. Il existe
une Q`-repre´sentation irre´ductible cuspidale entie`re ρ˜ de G telle que r`(ρ˜) = [ρ].
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De´monstration. — Soit (J, λ) un F`-type simple maximal de G contenu dans ρ. D’apre`s la pro-
position 2.43, il y a un Q`-type simple maximal (J, λ˜) relevant λ et, d’apre`s la proposition 3.25,
on peut le choisir de telle sorte que N˜ = N (avec les notations de la preuve du the´ore`me 3.22).
La fin de la preuve est la meˆme que celle du the´ore`me 3.22.
Remarque 3.27. — Dans le cas banal, c’est-a`-dire lorsque l’ordre de qd dans F×` est strictement
supe´rieur a` m, toute repre´sentation irre´ductible cuspidale est supercuspidale, et le the´ore`me 3.26
s’applique (voir [22]).
Exemple 3.28. — On va donner un exemple de F`-repre´sentation irre´ductible cuspidale n’ad-
mettant aucun rele`vement a` Q`. D’apre`s le corollaire 3.25, il suffit de trouver un exemple ou`
la quantite´ (3.21) est > 1. On fixe une alge`bre quaternionique D sur F. Soit (U, σ) un F`-type
simple de niveau 0 de GL2(D). On peut supposer que U = GL2(OD) et conside´rer σ comme
une F`-repre´sentation irre´ductible cuspidale de GL2(kD). On fixe une extension quadratique k
de kD. D’apre`s le paragraphe 2.8.2, la repre´sentation σ est parame´tre´e par un F`-caracte`re χ de
k× admettant un rele`vement :
(3.22) χ˜ : k× → Q×`
tel que χ˜q
2 6= χ˜. On note σ˜ la Q`-repre´sentation irre´ductible cuspidale de GL2(kD) parame´tre´e
par χ˜. C’est un rele`vement de σ. On suppose que :
(3.23) χq
2
= χ,
c’est-a`-dire que la repre´sentation σ n’est pas supercuspidale. Soit ρ une F`-repre´sentation irre´-
ductible de GL2(D) dont la restriction a` U contient σ, et soit ρ˜ une Q`-repre´sentation irre´ductible
dont la restriction a` U contient σ˜. Ce sont des repre´sentations cuspidales de niveau 0. Si b(ρ) = 2,
alors ρ se rele`ve en ρ˜ puisque l’entier b(ρ˜) divise 2 et est un multiple de b(ρ) = 2. On suppose
maintenant que b(ρ) = 1, de sorte qu’on a :
(3.24) χq = χ.
Pour que ρ se rele`ve en une Q`-repre´sentation irre´ductible cuspidale de GL2(D), il faut et suffit
qu’on puisse choisir σ˜ de sorte que son orbite sous l’action de Gal(kD/kF) soit de cardinal 1. En
d’autres termes, il faut et suffit que χ admette un rele`vement χ˜ tel que :
(3.25) χ˜q
2
= χ˜q 6= χ˜,
ce qui est impossible. En conclusion, une F`-repre´sentation ρ irre´ductible cuspidale non super-
cuspidale de niveau 0 de GL2(D) a un rele`vement a` Q` si et seulement si b(ρ) = 2.
Exemple 3.29. — Si q = 4 et ` = 17, le groupe k× est le produit direct d’un groupe cyclique
d’ordre 15 par un groupe d’ordre 17. Un F17-caracte`re de k× est trivial sur le facteur d’ordre 17 et
ve´rifie donc la condition (3.23), c’est-a`-dire qu’aucune F17-repre´sentation irre´ductible cuspidale
de GL2(kD) n’est supercuspidale. Compte tenu de (3.24), on a b(ρ) = 1 si et seulement si on
a χ3 = 1. Si χ˜ est un Q17-caracte`re de k× d’ordre 17, sa re´duction modulo 17 est le caracte`re
trivial, qui parame`tre une F17-repre´sentation irre´ductible cuspidale non supercuspidale de niveau
0 de GL2(D) n’admettant pas de rele`vement a` Q17.
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4. Types et alge`bres de Hecke
Cette section est consacre´e a` a` l’e´tude des liens entre repre´sentations lisses de G et modules sur
certaines alge`bres de Hecke affines. On introduit la notion de repre´sentation quasi-projective au
paragraphe 4.1, et on donne au paragraphe 4.2 des conditions pour qu’une induite parabolique
soit irre´ductible. Un corollaire est l’important the´ore`me 4.18 permettant de ramener le proble`me
de la classification de toutes les repre´sentations irre´ductibles de G a` celui des repre´sentations
irre´ductibles ayant un support cuspidal inertiellement e´quivalent a` [ρ] + · · · + [ρ] = n · [ρ] ou`
ρ est une repre´sentation irre´ductible cuspidale fixe´e. On explique au paragraphe 4.4 que ce
proble`me de classification ne de´pend que de n et d’un nombre limite´ de parame`tres attache´s
a` ρ. Ceci permet de se ramener, pour certaines questions, au proble`me de la classification des
repre´sentations irre´ductibles unipotentes du groupe de´ploye´ GLn(F′), ou` F′ est une extension
finie de F.
4.1. Repre´sentations quasi-projectives
Soit m > 1 un entier et soit Q une repre´sentation de G = Gm. La de´finition suivante est due
a` Arabia [32, A.3].
De´finition 4.1. — La repre´sentation Q est dite quasi-projective si, pour toute repre´sentation
V de G et tout homomorphisme surjectif ϕ ∈ HomG(Q,V), l’homomorphisme de EndG(Q) dans
HomG(Q,V) de´fini par α 7→ ϕ ◦ α est surjectif.
On dit qu’une repre´sentation de G est sans Q-torsion si elle n’admet pas de sous-repre´senta-
tion non nulle W telle que HomG(Q,W) = {0}. On rappelle que R = RR(G) est la cate´gorie des
repre´sentations (lisses) de G sur des R-espaces vectoriels. On a le the´ore`me important suivant
(voir [32, A.5, the´ore`me 10]).
The´ore`me 4.2. — On suppose que Q est quasi-projective et de type fini.
(1) Le foncteur V 7→ HomG(Q,V) de´finit une e´quivalence entre la sous-cate´gorie pleine de R
forme´e des repre´sentations sans Q-torsion qui sont quotients d’une somme directe de copies de
Q, et la cate´gorie des EndG(Q)-modules a` droite.
(2) Cette e´quivalence induit une bijection entre les classes de repre´sentations irre´ductibles V
de G telles que HomG(Q,V) 6= {0} et les classes de EndG(Q)-modules irre´ductibles.
Soit τ une repre´sentation irre´ductible d’un sous-groupe ouvert compact K de G. On reprend
les notations du paragraphe 2.6 et on pose :
(4.1) Q = indGK(τ).
Comme τ est irre´ductible, Q est de type fini. Elle n’est pas toujours projective, c’est-a`-dire que
le foncteur Mτ n’est pas toujours exact sur R. Cependant, si elle est quasi-projective, on va
voir que ce foncteur est exact sur une sous-cate´gorie suffisamment grande.
De´finition 4.3. — On note Eτ la sous-cate´gorie pleine de R forme´e des sous-quotients de
repre´sentations engendre´es par leur composante τ -isotypique.
Cette sous-cate´gorie est stable par sous-quotients dans R. Son inte´reˆt re´side dans le re´sultat
suivant. On pose H = H(G, τ), l’alge`bre des endomorphismes de Q.
Proposition 4.4. — On suppose que Q = indGK(τ) est quasi-projective et de type fini.
(1) La restriction du foncteur Mτ a` Eτ est un foncteur exact.
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(2) Pour tout H-module a` droite m, l’homomorphisme canonique de H-modules :
m→Mτ
(
m⊗H indGK(τ)
)
est un isomorphisme.
De´monstration. — Dans [32, A.3], Arabia de´finit une cate´gorie DQ sur laquelle Mτ est exact,
et elle contient Eτ d’apre`s ibid., proposition 3. La seconde assertion est une conse´quence de ibid.,
the´ore`me 4.
Soit P un sous-groupe parabolique de G de facteur de Levi M et de radical unipotent U, et
soit τM une repre´sentation irre´ductible d’un sous-groupe ouvert compact KM de M. On suppose
que (K, τ) est une paire couvrante de (KM, τM) (voir le paragraphe 2.6).
Proposition 4.5. — Soit σ une repre´sentation de longueur finie de M engendre´e par sa com-
posante τM-isotypique. On suppose que Q = indGK(τ) est quasi-projective de type fini. Le foncteur
Mτ induit des bijections :
(1) entre facteurs irre´ductibles de iGP (σ) contenant τ et facteurs irre´ductibles de Mτ (i
G
P (σ)) ;
(2) entre facteurs irre´ductibles du socle de iGP (σ) contenant τ et facteurs irre´ductibles du socle
de Mτ (iGP (σ)) ;
(3) entre facteurs irre´ductibles du cosocle de iGP (σ) contenant τ et facteurs irre´ductibles du
cosocle de Mτ (iGP (σ)).
Remarque 4.6. — En d’autres termes, la multiplicite´ d’une repre´sentation irre´ductible pi con-
tenant τ dans iGP (σ) (resp. dans le socle, le cosocle de i
G
P (σ)) est e´gale a` la multiplicite´ de Mτ (pi)
dans Mτ (iGP (σ)) (resp. le socle, le cosocle de Mτ (i
G
P (σ))).
De´monstration. — D’apre`s la proposition 2.28, l’induite iGP (σ) est engendre´e par sa composante
τ -isotypique. On fixe une suite de composition de iGP (σ) dans R dont les quotients sont irre´-
ductibles. D’apre`s la proposition 4.4, les termes de cette suite de composition sont dans Eτ et
on obtient le re´sultat voulu en appliquant Mτ .
Rappelons (§2.6.3) qu’on a un homomorphisme jP de HM = H(M, τM) dans H.
Proposition 4.7. — Pour tout HM-module a` droite m de dimension finie, on a un isomorphis-
me de repre´sentations de G :
(4.2) m⊗HM indGK(τ) ' iGP−
(
m⊗HM indMKM(τM)
)
,
ou` P− de´signe le sous-groupe parabolique de G oppose´ a` P relativement a` M.
Remarque 4.8. — L’hypothe`se de dimension finie sur m provient de ce que notre preuve utilise
la proprie´te´ de seconde adjonction (1.1).
De´monstration. — Le foncteur Mτ admet un adjoint a` gauche :
(4.3) m 7→ m⊗H indGK(τ)
de la cate´gorie des H-modules a` droite dans R, et le foncteur j∗P admet un adjoint a` gauche
m 7→ m ⊗HM H de la cate´gorie des HM-modules a` droite vers celle des H-modules a` droite. A`
partir de (2.23) et en utilisant la seconde adjonction (1.1), on obtient le re´sultat.
Le cas qui nous inte´resse particulie`rement est celui d’un type semi-simple (voir le paragraphe
2.7).
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Proposition 4.9. — Soit (K, τ) un type semi-simple de G. Alors l’induite compacte indGK(τ)
est quasi-projective de type fini.
De´monstration. — On va utiliser le crite`re [33, 3.1]. Il s’agit de montrer que la restriction de
Q = indGK(τ) a` K se de´compose sous la forme V ⊕W, ou` V est une somme directe de copies de
τ et ou` aucun sous-quotient irre´ductible de W n’est isomorphe a` τ . On de´compose τ sous la
forme κ⊗ σ et on note ε la restriction de κ a` K1. Comme K1 est un pro-p-groupe (voir (2.26)),
la restriction de Q a` K1 est semi-simple et se de´compose sous la forme V1 ⊕W1, ou` V1 est une
somme directe de copies de ε et ou` aucun sous-quotient irre´ductible de W1 n’est isomorphe a` ε.
Ces sous-espaces sont stables par K. En tant que repre´sentations de K, l’espace W1 ne contient
aucun sous-quotient isomorphe a` τ et V1 est de la forme κ ⊗ ς, ou` :
ς = HomK1(κ,Q)
est une repre´sentation de K triviale sur K1.
Lemme 4.10. — La repre´sentation ς est une somme directe de conjugue´s de σ.
De´monstration. — Compte tenu de la construction des types semi-simples au paragraphe 2.7,
il y a un sous-groupe de Levi L ⊆ G tel que (K, τ) soit une paire couvrante de (KL, τL) et tel
que :
KL = K1 × · · · ×Ku, τL = τ1 ⊗ · · · ⊗ τu,
avec u > 1 et ou` chaque (Ki, τi), i = 1, . . . , u, est de la forme donne´e par la proposition 2.31.
(Avec les notations du paragraphe 2.7.3, L est le sous-groupe de Levi associe´ a` la partition :
{1, . . . , n} =
t∐
k=1
uk∐
i=1
Ik,j
et u est la somme des uk.) Plus pre´cise´ment, pour chaque i ∈ {1, . . . , u}, il existe une strate
simple [Ai, ni, 0, βi] d’une F-alge`bre centrale simple Ai, un caracte`re simple θi ∈ C(Ai, 0, βi) et
un sous-groupe parabolique Pi de A×i tels que Ki = H
1(βi,Ai)(J(βi,Ai)∩Pi), et τi se de´compose
sous la forme κi ⊗ σi.
La restriction de Q a` K1 se de´compose en la somme directe des induites indK
1
K1∩Kx(τ
x) pour x ∈
K\G/K1. Aussi l’espace de ς est-il la somme directe des sous-espaces vectoriels HomK1∩Kx(ε, τx)
pour x ∈ K\G/K1. Si l’on e´crit :
HomK1∩Kx(ε, τx) ⊆ HomK1∩(K1)x(ε, εx)⊗ Vσ,
ou` Vσ de´signe l’espace de σ qui compte ici comme un espace de multiplicite´, on voit que seuls
les x ∈ G qui entrelacent ε apportent une contribution non nulle. On peut donc supposer que x
appartient a` L, et plus pre´cise´ment, si l’on e´crit x = (x1, . . . , xu), on peut choisir chaque xi dans
B×i , ou` Bi est le centralisateur de F(βi) dans Ai. Compte tenu des de´compositions d’Iwahori
des groupes K et K1 et des isomorphismes :
(4.4) K/K1 ' KL/K1L '
u∏
i=1
Ki/K
1
i ,
l’espace HomK1∩Kx(κ, τx) se de´compose sous la forme :
HomK1L∩KxL(κL, τ
x
L) =
u⊗
i=1
HomK1i∩K
xi
i
(κi, τ
xi
i ).
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On est donc ramene´ a` prouver le lemme dans le cas d’un type semi-simple (Ki, τi) donne´ par la
proposition 2.31 ou, ce qui revient au meˆme, dans le cas d’un type simple (J, λ) associe´ a` une
strate simple [A, n, 0, β]. Dans ce cas, on reprend les arguments de la de´monstration de Vigne´ras
[33, 8]. D’abord, on peut remplacer λ par une repre´sentation de la forme donne´e par le lemme
2.18 avec B′ = A′ ∩ B maximal. Graˆce a` [25, Lemme 1.7], on peut meˆme supposer que A est
inclus dans A′. Ensuite, la fin de la preuve ne diffe`re pas de celle de [33, Corollary 8.4(1)].
Le lemme permet de ve´rifier que la repre´sentation Q satisfait au crite`re [33, 3.1], et le re´sultat
s’ensuit.
Remarque 4.11. — On suppose que R est de caracte´ristique ` non nulle. Soit (J, λ) un type
simple et soit F′ une extension de F comme dans la proposition 2.21. Si qF′ n’est pas congru a` 1
modulo `, alors σ est projective comme repre´sentation de J/J1 ' GLs(kD′)r (voir [31, III.2.9]).
Puisque le foncteur indGJ pre´serve la projectivite´, on en de´duit que l’induite compacte ind
G
J (λ)
est projective.
4.2. Paires couvrantes et induction parabolique
Soit un entier m > 1 et soit G = Gm. Deux paires cuspidales (M, %) et (M′, %′) de G sont dites
inertiellement e´quivalentes s’il y a un caracte`re non ramifie´ χ de M tel que (M′, %′) soit conjugue´e
a` (M, %χ) sous G. On note [M, %]G la classe d’inertie (c’est-a`-dire la classe d’e´quivalence inertielle)
de (M, %). Si Ω est la classe d’inertie d’une paire cuspidale de G, on note :
(4.5) IrrR(Ω)? = cusp−1(Ω)
l’ensemble des classes de repre´sentations irre´ductibles de G dont le support cuspidal appartient
a` Ω.
Proposition 4.12. — Soit (M, %) une paire cuspidale de G, soit Ω = [M, %]G sa classe d’inertie,
soit (JM, λM) un type simple maximal de M contenu dans % et soit (K, τ) une paire couvrante
de (JM, λM) dans G. Alors :
pi ∈ Irr(Ω)? ⇔ cusp(pi) ∈ Ω ⇔ HomJ(τ, pi) 6= {0}.
De´monstration. — La repre´sentation % est un quotient irre´ductible de indMJM(λM). En induisant
a` G le long de n’importe quel sous-groupe parabolique P de sous-groupe de Levi M, et compte
tenu de (2.24), on en de´duit que tout quotient irre´ductible de iGP (%) est un quotient irre´ductible
de indGK(τ). Par conse´quent, toute repre´sentation irre´ductible pi de G dont le support cuspidal
appartient a` Ω contient τ .
Inversement, soit pi une repre´sentation irre´ductible de G contenant τ . D’apre`s (2.23), la re-
pre´sentation rGP (pi) contient λM, c’est-a`-dire qu’il existe un sous-quotient irre´ductible de r
G
P (pi)
de la forme %χ avec χ un caracte`re non ramifie´ de M. Soit %′ une repre´sentation irre´ductible
cuspidale d’un sous-groupe de Levi M′ et soit P′ un sous-groupe parabolique de G de facteur de
Levi M′ tel que pi soit une sous-repre´sentation de iGP′(%′). Ainsi rGP (i
G
P′(%
′)) a un sous-quotient de
la forme %χ. On de´duit du lemme ge´ome´trique que les paires (M, %) et (M′, %′) sont inertiellement
e´quivalentes, c’est-a`-dire que cusp(pi) appartient a` Ω.
Soit M un sous-groupe de Levi de G. On suppose que M = Mα pour α = (m1, . . . ,mr). Pour
chaque i ∈ {1, . . . , r}, soit (Ki, τi) un type semi-simple de Gmi . On pose :
KM = K1 × · · · ×Kr, τM = τ1 ⊗ · · · ⊗ τr.
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Soit (K, τ) un type semi-simple de G qui soit une paire couvrante de (KM, τM). Soit enfin σ une
repre´sentation irre´ductible de M contenant τM.
Proposition 4.13. — La repre´sentation iGP (σ) est irre´ductible si et seulement si :
Mτ
(
iGP (σ)
)
est un H-module irre´ductible.
De´monstration. — L’une des implications est donne´e par le the´ore`me 4.2 joint a` la proposition
2.28. Pour l’autre, soit pi une sous-repre´sentation irre´ductible de iGP (σ). D’apre`s la proposition
4.12, le H-module Mτ (pi) est non nul : il est donc e´gal a` Mτ (iGP (σ)). Puisque i
G
P (σ) est engen-
dre´e par sa composante τ -isotypique d’apre`s la proposition 2.28, elle est e´gale a` pi, ce qui prouve
qu’elle est irre´ductible.
Proposition 4.14. — On suppose que :
(4.6) MτM(σ)⊗HM H
est un H-module irre´ductible. Alors Mτ (iGP (σ)) est irre´ductible et isomorphe a` MτM(σ)⊗HMH,
et la repre´sentation iGP (σ) est irre´ductible.
De´monstration. — On commence par prouver le re´sultat suivant. On note Q l’induite compacte
de τ a` G et QM celle de τM a` M.
Lemme 4.15. — Soit pi une repre´sentation admissible de M engendre´e par sa composante τM-
isotypique. Il existe un homomorphisme surjectif :
MτM(pi)⊗HM H→Mτ
(
iGP−(pi)
)
de H-modules a` droite.
Remarque 4.16. — La condition d’admissibilite´ provient de ce que notre preuve utilise (4.2),
qui ne´cessite la proprie´te´ de seconde adjonction.
De´monstration. — On part de l’application canonique surjective :
(4.7) MτM(pi)⊗HM QM → pi.
En appliquant le foncteur iGP− a` (4.7), on obtient une application surjective :
(4.8) iGP− (MτM(pi)⊗HM QM)→ iGP−(pi)
entre repre´sentations engendre´es par leur composante τ -isotypique d’apre`s la proposition 2.28.
D’apre`s (4.2), le membre de gauche de (4.8) est isomorphe a` MτM(pi)⊗HM Q. D’apre`s la propo-
sition 4.4, en appliquant le foncteur Mτ a` (4.8), on a une application surjective :
(4.9) Mτ (MτM(pi)⊗HM Q)→Mτ
(
iGP−(pi)
)
et le membre de gauche de (4.9) est isomorphe a` MτM(pi)⊗HM H.
Appliquons le lemme 4.15 a` σ. D’apre`s la proposition 2.28, le module Mτ (iGP−(σ)) est non nul.
Il est donc irre´ductible d’apre`s le lemme 4.15 et l’hypothe`se sur (4.6). D’apre`s la proposition 4.13,
la repre´sentation iGP−(σ) est irre´ductible. D’apre`s [13, Lemme 4.13] (voir aussi [21, Proposition
2.2]), elle est donc isomorphe a` iGP (σ) : on en de´duit le re´sultat voulu.
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Corollaire 4.17. — On suppose que H est libre de rang 1 sur HM. Alors iGP (σ) est irre´ductible,
et le H-module Mτ (iGP (σ)) est irre´ductible et isomorphe a` MτM(σ)⊗HM H.
De´monstration. — Puisque QM est quasi-projective de type fini, le the´ore`me 4.2 implique que
le HM-module MτM(σ) est irre´ductible. Puisque H est libre de rang 1 sur HM, l’hypothe`se de
la proposition 4.14 est ve´rifie´e. On en de´duit le re´sultat voulu.
On termine ce paragraphe en donnant une application importante du corollaire 4.17. Si ρ est
une repre´sentation irre´ductible cuspidale de G, on note :
(4.10) Ωρ = {[ρχ] | χ : G→ R× non ramifie´}
la classe d’e´quivalence inertielle de ρ.
The´ore`me 4.18. — Soit r > 1 un entier et soient ρ1, . . . , ρr des repre´sentations irre´ductibles
cuspidales deux a` deux non inertiellement e´quivalentes. Pour chaque i ∈ {1, . . . , r}, on fixe un
support cuspidal si forme´ de repre´sentations inertiellement e´quivalentes a` ρi.
(1) Pour chaque entier i, soit pii une repre´sentation irre´ductible de support cuspidal si. Alors
l’induite pi1 × · · · × pir est irre´ductible.
(2) Soit pi une repre´sentation irre´ductible de support cuspidal s1 + · · · + sr. Il existe des
repre´sentations pi1, . . . , pir, uniques a` isomorphisme pre`s, telles que pii soit de support cuspidal
si pour chaque i et telles que pi1 × · · · × pir soit isomorphe a` pi.
Remarque 4.19. — Pour s un support cuspidal, on note :
(4.11) Irr(s)? = cusp−1(s)
l’ensemble des classes de repre´sentations irre´ductibles de support cuspidal s. Si l’on pose s =
s1 + · · ·+ sr, l’application :
(pi1, . . . , pir) 7→ pi1 × · · · × pir
induit une bijection de Irr(s1)? × · · · × Irr(sr)? dans Irr(s)?.
De´monstration. — Pour chaque i, soit (Ji, λi) un type simple maximal contenu dans ρi, soit ni
le nombre termes dans si et soit mi le degre´ de ρi. On note aussi (Ki, τi) le type semi-simple
associe´ a` (Ji, λi) et ni par la proposition 2.31. On pose :
M = Gm1n1 × · · · ×Gmrnr ,
KM = K1 × · · · ×Kr,
τM = τ1 ⊗ · · · ⊗ τr.
On note (K, τ) le type semi-simple associe´ aux (Ji, λi) par la proposition 2.34, qui est une
paire couvrante de (KM, τM). L’alge`bre H = H(G, τ) est libre de rang 1 comme module sur
HM = H(M, τM). D’apre`s la proposition 4.9, l’induite compacte indGK(τ) est quasi-projective de
type fini. On est donc dans les conditions d’application du corollaire 4.17, dont on de´duit que
l’induite pi1 × · · · × pir est irre´ductible.
Pour le point (2), on remarque que (2.23) fournit un isomorphisme de HM-modules :
Mτ (pi) 'MτM(rGP (pi)),
ou` P est un sous-groupe parabolique de G de facteur de Levi M. Puisque H est libre de rang
1 sur HM, la restriction de Mτ (pi) a` HM est irre´ductible. C’est donc un module de la forme
m = m1⊗· · ·⊗mr, ou` mi est un H(Gmini , τi)-module irre´ductible. Puisque l’induite compacte de
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τi a` Gmini est quasi-projective de type fini, il existe d’apre`s le the´ore`me 4.2 une repre´sentation
irre´ductible pii de Gmini telle que Mτi(pii) soit isomorphe a` mi. En particulier, le support cuspidal
de pii est forme´ de repre´sentations inertiellement e´quivalentes a` ρi. Posons :
pi′ = pi1 × · · · × pir,
qui est irre´ductible d’apre`s le point (1). D’apre`s le the´ore`me 4.2 encore, il suffit de prouver
que Mτ (pi) et Mτ (pi′) sont des H-modules isomorphes pour en de´duire que pi et pi′ sont des
repre´sentations isomorphes. D’apre`s le corollaire 4.17, on a :
Mτ (pi′) ' m⊗HM H.
La restriction de Mτ (pi) a` HM est isomorphe a` m, ce dont on de´duit par adjonction que Mτ (pi)
est isomorphe a` m⊗HM H, ce qui donne le re´sultat voulu.
4.3. Compatibilite´ du foncteur des τ-invariants a` l’induction parabolique
Soit m > 1, soit ρ une repre´sentation irre´ductible cuspidale de Gm, soit (J, λ) un type simple
maximal contenu dans ρ et soit α = (n1, . . . , nr) une famille d’entiers > 1 de somme n. On pose
M = M(mn1,...,mnr) et G = Gmn. On note :
(Kn, τn)
la paire couvrante de G associe´e a` (J, λ) par la proposition 2.31, on note Hn son alge`bre de Hecke
et Mn = Mτn le foncteur qu’elle de´finit de R(G) dans la cate´gorie des Hn-modules a` droite.
On note τα la restriction de τn a` Kn ∩M, qui est isomorphe a` la repre´sentation τn1 ⊗ · · · ⊗ τnr
du groupe Kα = Kn1 × · · · ×Knr . On note Hα = Hn1 ⊗ · · · ⊗Hnr son alge`bre de Hecke et Mα
le foncteur correspondant de R(M) dans la cate´gorie des Hα-modules a` droite. Soit :
(4.12) jα : Hα → Hn
le morphisme (2.22) correspondant a` (Kn, τn) conside´re´e comme une paire couvrante de (Kα, τα).
Proposition 4.20. — Soit σ une repre´sentation admissible de M engendre´e par sa composante
τα-isotypique. On a un isomorphisme de Hn-modules a` droite :
(4.13) Mn
(
i(mn1,...,mnr)(σ)
) ' HomHα(Hn,Mα(σ)).
Remarque 4.21. — Dans le cas ou` R est le corps des nombres complexes, ce re´sultat ne ne´ces-
site pas d’hypothe`se d’admissibilite´ sur la repre´sentation σ. Il s’agit d’un cas particulier de [9,
Corollary 8.4] obtenu a` partir de (2.23) par adjonction, en utilisant le fait que Mn induit une
e´quivalence de cate´gories entre la sous-cate´gorie de R(G) forme´e des repre´sentations engendre´es
par leur composante τn-isotypique et la cate´gorie des Hn-modules a` droite (et un re´sultat ana-
logue pour Mα). Quand R est de caracte´ristique non nulle, ces foncteurs ne de´finissent pas en
ge´ne´ral des e´quivalences de cate´gories et il faut trouver une autre approche.
Remarque 4.22. — L’hypothe`se d’admissibilite´ provient de ce que notre preuve utilise le lem-
me 4.15 et une ine´galite´ de la forme (4.16).
De´monstration. — On suppose pour le moment que σ est une repre´sentation (lisse) quelconque
de M. On pose i = i(mn1,...,mnr) et r = r(mn1,...,mnr) et on de´finit des foncteurs :
F : σ 7→Mn(i(σ)), G : σ 7→ HomHα(Hn,Mα(σ))
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de R(M) dans la cate´gorie des Hn-modules a` droite. On note respectivement Qn et Qα les
induites compactes de τn a` G et de τα a` M. Compte tenu de la proprie´te´ d’adjonction de i, on
a un isomorphisme fonctoriel de R-espaces vectoriels :
(4.14) F(σ) ' HomM(r(Qn), σ)
qui est en fait un isomorphisme de Hn-modules a` droite. En appliquant (2.23) a` Qn, on obtient
le re´sultat suivant.
Fait 4.23. — L’isomorphisme (2.23) applique´ a` la repre´sentation Qn induit un isomorphisme
de (Hn,Hα)-bimodules de Hn vers Mα(r(Qn)).
Graˆce a` (4.14) et au fait 4.23, on obtient un homomorphisme de Hn-modules :
(4.15) ωσ : F(σ) ' HomM(r(Qn), σ) γσ−→ HomHα(Mα(r(Qn)),Mα(σ)) ' G(σ)
qui est fonctoriel en σ, ou` γσ de´signe l’homomorphisme fonctoriel de R-espaces vectoriels obtenu
en appliquant le foncteur Mα.
On suppose maintenant que σ est engendre´e par sa composante τα-isotypique, c’est-a`-dire
qu’il y a un homomorphisme surjectif :
f : QSα → σ
d’une somme directe arbitraire de copies de Qα vers σ, ou` S de´signe un ensemble quelconque
qui indexe la somme directe. Ceci donne le diagramme commutatif :
F(Qα)S
ω
QSα

F(f) // F(σ)
ωσ

G(Qα)S
G(f)
// G(σ)
ou` les deux fle`ches horizontales F(f) et G(f) sont surjectives car les deux foncteurs F et G sont
exacts sur la cate´gorie Eα, d’apre`s les propositions 4.4 et 2.28.
Lemme 4.24. — Si ωQα est un isomorphisme, alors ωσ est un isomorphisme pour toute re-
pre´sentation σ admissible et engendre´e par sa composante τα-isotypique.
De´monstration. — Si ωQα est un isomorphisme, alors ωQSα est un isomorphisme et ωσ est donc
surjective. On en de´duit que :
(4.16) dim F(σ) > dim G(σ).
On a aussi l’ine´galite´ contraire d’apre`s le lemme 4.15. On en de´duit que ωσ est bijective pour σ
admissible et engendre´e par sa composante τα-isotypique.
Lemme 4.25. — L’homomorphisme ωQα est un isomorphisme.
De´monstration. — Les Hn-modules F(Qα) et G(Qα) sont tous les deux libres de rang 1 d’apre`s
(2.24). Il suffit de prouver que l’image par ωQα d’une base de F(Qα) est une base de G(Qα).
La base canonique de HomM(r(Qn),Qα) est l’e´le´ment e de´fini par :
f mod Qn(U) 7→
(
x 7→
∫
U
f(ux) du
)
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pour f ∈ Qn et x ∈ M, ou` Qn(U) de´signe le sous-espace de Qn engendre´ par les vecteurs de la
forme u · f − f , avec f ∈ Qn et u ∈ U = U(mn1,...,mnr). On va calculer son image par γQα et
ve´rifier que c’est une base de HomHα(Mα(r(Qn)),Mα(Qα)). Soit W = Wλ le groupe de´fini au
paragraphe 2.5.4, soit W0 le sous-groupe de W constitue´ des matrices de permutation dans W
et soit Wα = W0 ∩M. Dans chaque classe de W0/Wα, il existe un unique e´le´ment de longueur
minimale ; ces e´le´ments forment un syste`me de repre´sentants de W0/Wα note´ Dα.
Pour w ∈W, on fixe un e´le´ment τw ∈ Hn non nul de support KnwKn, qu’on voit comme un
e´le´ment de Mα(r(Qn)).
Fait 4.26. — Hn est un Hα-module a` droite libre de base {τw, w ∈ Dα}.
Ceci permet de se restreindre aux τw, w ∈ Dα. Compte tenu de (2.24) et du fait 4.23, l’image
de e par γQα est l’e´le´ment de HomHα(Mα(r(Qn)),Mα(Qα)) qui a` τw associe :
(4.17) v 7→
(
x 7→
∫
U
τw(v)(ux) du
)
pour w ∈ Dα, x ∈ M et pour v dans l’espace de τ , note´ V.
Lemme 4.27. — Pour w ∈W0, on a KnwKn ∩ P 6= ∅ si et seulement si w ∈Wα.
De´monstration. — Si w ∈Wα, alors KnwKn ∩ P n’est pas vide parce que :
(Kn ∩M)w(Kn ∩M) ∩M 6= ∅.
Inversement, on suppose que KnwKn ∩ P 6= ∅. Soit An l’ordre he´re´ditaire apparaissant dans
la construction du paragraphe 2.3.7, que l’on peut supposer standard. Ainsi Kn est inclus dans
U(An) ; on a donc U(An)wU(An) ∩ P 6= ∅. Soit A′ l’ordre he´re´ditaire standard A(m,...,m) de
Mmn(D). Il contient An, de sorte qu’on a U(A′)wU(A′) ∩ P 6= ∅. Soient Wmax le sous-groupe
des permutations de GLmn(OD) et Xmax un syste`me de repre´sentants des doubles classes de
Wmax modulo Wmax ∩ U(A′). On note aussi Xmax,M un syste`me de repre´sentants des doubles
classes de Wmax ∩M modulo Wmax ∩U(A′) ∩M. Alors on a :∐
w′∈Xmax
U(A′)w′U(A′) ∩ P = GLmn(OD) ∩ P =
∐
w′∈Xmax,M
U(A′)w′U(A′) ∩ P.
On en de´duit que w appartient a` Xmax,M, donc w ∈W0 ∩M = Wα.
Ce lemme implique que, pour w /∈ Wα, x ∈ M et v ∈ V, l’inte´grale de (4.17) est nulle. Pour
tout v ∈ V, on note [1, v]M l’e´le´ment de Qα de support Kn ∩M et prenant en 1 la valeur v. On
de´duit de ce qui pre´ce`de que, pour w ∈ Dα, on a :
γQα(e)(τw) =
{
la fonction v 7→ [1, v]M si w = 1,
0 sinon.
En conclusion, γQα(e) est une base de HomHα(Mα(r(Qn)),Mα(Qα)) comme H-module a` droite
libre de rang 1. Ceci met fin a` la preuve du lemme 4.25.
La proposition 4.20 se de´duit maintenant des lemmes 4.24 et 4.25.
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Corollaire 4.28. — Soit σ une sous-repre´sentation d’une repre´sentation admissible de M en-
gendre´e par sa composante τα-isotypique. On a un isomorphisme :
(4.18) Mn
(
i(mn1,...,mnr)(σ)
) ' HomHα(Hn,Mα(σ))
de Hn-modules a` droite.
De´monstration. — Par hypothe`se, il y a des repre´sentations pi1, pi2 admissibles engendre´es par
leurs composantes τα-isotypiques telles qu’on ait une suite exacte :
0→ σ i→ pi1 f→ pi2 → 0
dans la cate´gorie Eα. Ceci donne le diagramme commutatif :
F(σ)
ωσ

F(i) // F(pi1)
ωpi1

F(f) // F(pi2)
ωpi2

G(σ)
G(i)
// G(pi1)
G(f)
// G(pi2)
ou` F(i) et G(i) sont injectives et F(f) et G(f) surjectives car les foncteurs F et G sont exacts
sur Eα. Comme ωpi1 et ωpi2 sont des isomorphismes d’apre`s la proposition 4.20, le lemme du
serpent implique que ωσ est un isomorphisme.
4.4. Changement de groupe
On reprend les notations du paragraphe pre´ce´dent. D’apre`s la proposition 4.12, si pi est une
repre´sentation irre´ductible de G = Gmn, on a Mn(pi) 6= 0 si :
(4.19) cusp(pi) = [ρχ1] + · · ·+ [ρχn], χi : Gm → R× non ramifie´, i ∈ {1, . . . , n},
c’est-a`-dire si cusp(pi) est inertiellement e´quivalent a` [ρ] + · · · + [ρ] = n · [ρ], support dont la
classe d’inertie sera note´e Ωρ,n. D’apre`s la proposition 4.9 et le the´ore`me 4.2, le foncteur Mn
induit une bijection :
ξn : Irr(Ωρ,n)
? → Irr(Hn)
entre l’ensemble Irr(Ωρ,n)? des repre´sentations irre´ductibles de G de support cuspidal de la forme
(4.19) et l’ensemble des classes de Hn-modules a` droite irre´ductibles.
On fixe une extension F′/F comme dans la proposition 2.21 et on pose G′ = GLn(F′). Plus
ge´ne´ralement, on ajoutera un ′ aux notations du paragraphe 4.3 pour de´signer les objets corres-
pondant au cas ou` ρ est le caracte`re trivial de F′×. En particulier, on note M′ et P′ les sous-
groupes de Levi et parabolique standards de G′ associe´s a` α. On note I′n le sous-groupe d’Iwahori
standard de G′, on note H′n = H(G′, I′n) son alge`bre de Hecke et M′n le foncteur V 7→ VI
′
n de
R(G′) dans la cate´gorie des H′n-modules a` droite. Il induit une bijection :
(4.20) ξ′n : Irr(Ω1F′× ,n)
? → Irr(H′n)
entre l’ensemble des classes de repre´sentations irre´ductibles ayant des vecteurs non nuls invariants
par I′n et celui des classes de H′n-modules a` droite irre´ductibles (voir l’exemple 2.32).
Soit Λ le type simple maximal e´tendu prolongeant λ tel que la repre´sentation ρ soit isomorphe
a` l’induite compacte de Λ a` Gm (proposition 3.1). Il de´termine un isomorphisme de R-alge`bres :
(4.21) Ψ : H(F′×,O×F′)→ H(Gm, λ)
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(l’image d’une uniformisante de F′ e´tant e´gale a` Λ), qui permet d’identifier Irr(H1) a` R×. On a
le lemme suivant, que l’on prouve comme dans [27, 4.2].
Lemme 4.29. — Pour tout caracte`re non ramifie´ χ de Gm, on a :
ξ1(ρχ) = χ($λ)
−1
ou` $λ est l’e´le´ment de Gm de´fini par (2.15).
Ensuite, on montre le re´sultat suivant en raisonnant comme dans [27, 2.10].
Proposition 4.30. — (1) Il existe un unique isomorphisme de R-alge`bres Ψn de H
′
n dans
Hn tel que :
(4.22) Ψn ◦ j′(1,...,1) = j(1,...,1) ◦ (Ψ⊗ · · · ⊗Ψ).
(2) Si l’on pose Ψα = Ψn1 ⊗ · · · ⊗Ψnr , alors on a Ψn ◦ j′α = jα ◦Ψα.
Pour chaque n > 1, l’isomorphisme Ψn de´finit une e´quivalence, note´e Ψn, entre la cate´gorie
des Hn-modules a` droite et celle des H
′
n-modules a` droite. Elle induit une bijection, encore
note´e Ψn, entre les Hn-modules a` droite irre´ductibles et les H
′
n-modules a` droite irre´ductibles.
On forme alors la bijection :
(4.23) Φn = ξ
′−1
n ◦Ψn ◦ ξn : Irr(Ωρ,n)? → Irr(Ω1F′× ,n)?.
On e´tudie maintenant la compatibilite´ de Φn au support cuspidal.
Lemme 4.31. — Soient χ1, . . . , χn des caracte`res non ramifie´s de Gm. Alors ξn induit une
bijection entre sous-repre´sentations irre´ductibles de ρχ1 × · · · × ρχn et sous-modules irre´ducti-
bles de :
(4.24) HomH(1,...,1)(H, ξ1(ρχ1)⊗ · · · ⊗ ξ1(ρχn)).
Remarque 4.32. — On a un re´sultat analogue en remplac¸ant sous-repre´sentation et sous-mo-
dule par repre´sentation quotient et module quotient.
De´monstration. — La preuve s’obtient par l’utilisation conjointe des propositions 4.20 et 4.5.
Proposition 4.33. — Soit pi une repre´sentation irre´ductible dans Irr(Ωρ,n)?, dont on e´crit le
support cuspidal sous la forme (4.19). Alors cusp(Φn(pi)) = Φ1(ρχ1) + · · ·+ Φ1(ρχn).
De´monstration. — On peut supposer que pi est une sous-repre´sentation de l’induite parabolique
ρχ1 × · · · × ρχn. D’apre`s le lemme 4.31, ξn(pi) est un sous-module irre´ductible de (4.24). Si χ
est un caracte`re non ramifie´ de F×, on note χ′ le caracte`re non ramifie´ de F′× prenant en une
uniformisante de F′ la meˆme valeur que χ en une uniformisante de F. Ceci de´finit une bijection
χ 7→ χ′ entre caracte`res non ramifie´s de G et caracte`res non ramifie´s de G′. Le lemme suivant,
qui de´crit la compatibilite´ de Φn a` la torsion non ramifie´e, de´coule du lemme 4.29.
Lemme 4.34. — Pour toute repre´sentation irre´ductible pi et tout caracte`re non ramifie´ χ de
G, on a Φn(piχ) = Φn(pi)χ′.
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On pose pi′ = Φn(pi). Compte tenu du lemme 4.34 et de (4.22), on de´duit de ce qui pre´ce`de
que ξ′n(pi′) est un sous-module irre´ductible de :
HomH′
(1,...,1)
(H′, ξ′1(χ
′
1)⊗ · · · ⊗ ξ′1(χ′n)).
D’apre`s le lemme 4.31, on en de´duit que pi′ est une sous-repre´sentation de χ′1 × · · · × χ′n, ce qui
termine la de´monstration de la proposition 4.33.
Proposition 4.35. — Pour i = 1, 2, soit ni > 1 un entier et soit pii une repre´sentation irre´-
ductible dans Irr(Ωρ,ni)
?. On pose n = n1 + n2. Alors pi1 × pi2 est irre´ductible si et seulement si
Φn1(pi1)×Φn2(pi2) est irre´ductible, auquel cas on a Φn(pi1 × pi2) = Φn1(pi1)×Φn2(pi2).
De´monstration. — Pour i = 1, 2, on pose pi′i = Φni(pii). Si l’induite pi1×pi2 est irre´ductible, alors
elle appartient a` Irr(Ωρ,n)? et, d’apre`s la proposition 4.20, on a un isomorphisme de Hn-modules
irre´ductibles :
(4.25) ξn(pi1 × pi2) ' HomH(n1,n2)(Hn, ξn1(pi1)⊗ ξn2(pi2)).
D’apre`s la proposition 4.20 a` nouveau, on a un isomorphisme de H′n-modules :
(4.26) ξ′n(pi
′
1 × pi′2) ' HomH′(n1,n2)
(
H′n, ξ
′
n1(pi
′
1)⊗ ξ′n2(pi′2)
)
.
D’apre`s la proposition 4.30, le membre de droite de (4.26) correspond par Ψn au membre de
droite de (4.25). On de´duit de la proposition 4.13 que pi′1× pi′2 est irre´ductible, puis qu’on a une
e´galite´ entre Ψn ◦ ξn(pi1 × pi2) et ξ′n(pi′1 × pi′2).
On de´duit de la proposition 4.5 le corollaire suivant.
Corollaire 4.36. — On suppose que tous les sous-quotients irre´ductibles de pi1 × pi2 sont dans
Irr(Ωρ,n)?. Alors pi1 × pi2 et Φn1(pi1)×Φn2(pi2) ont la meˆme longueur, et l’une de ces repre´sen-
tations est inde´composable si et seulement si l’autre l’est.
De´monstration. — On choisit une suite de composition :
0 = V0 ( V1 ( · · · ( Vr = pi1 × pi2
ou` les Vi sont des sous-repre´sentations de pi1 × pi2 telles que, pour tout i ∈ {0, . . . , r − 1}, le
quotient Vi+1/Vi soit irre´ductible. Par hypothe`se, ces sous-quotients sont dans Irr(Ωρ,n)?. On
de´duit de la proposition 4.5(1) que la longueur de Mn(pi1 × pi2) est e´gale a` la longueur r de
pi1 × pi2. De fac¸on analogue, la longueur de M′n(Φn1(pi1) ×Φn2(pi2)) est e´gale a` la longueur de
Φn1(pi1) ×Φn2(pi2). Le re´sultat se de´duit du fait que Mn(pi1 × pi2) et M′n(Φn1(pi1) ×Φn2(pi2))
onr la meˆme longueur. Pour l’inde´composabilite´, on raisonne de fac¸on analogue en utilisant la
proposition 4.5(2).
4.5. Le caracte`re νρ associe´ a` une repre´sentation cuspidale
Soient m > 1 un entier et ρ une repre´sentation irre´ductible cuspidale de G = Gm. Au para-
graphe 3.4, on a associe´ a` ρ des invariants nume´riques n(ρ), s(ρ), f(ρ) > 1. On note Nm la norme
re´duite de Mm(D) sur F et | |F la valeur absolue donnant a` une uniformisante de F la valeur
q−1. Comme l’image de q dans R est inversible, la compose´e ν = |Nm|F de´finit un R-caracte`re
non ramifie´ de G. On pose :
(4.27) νρ = νs(ρ),
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qui ne de´pend que de la classe d’inertie de ρ, et on pose :
(4.28) Zρ = {[ρνiρ] | i ∈ Z}.
Il est commode d’introduire la notation :
(4.29) q(ρ) = qf(ρ).
Si R est de caracte´ristique ` non nulle, on note :
(4.30) e(ρ)
l’ordre de q(ρ) dans F×` . Si R est de caracte´ristique nulle, on convient que e(ρ) = +∞. Les deux
quantite´s q(ρ) et e(ρ) ne de´pendent que de la classe d’inertie de ρ.
On prouve le re´sultat important suivant, qui justifie l’introduction de l’invariant νρ.
Proposition 4.37. — Soit ρ′ une repre´sentation irre´ductible cuspidale de Gm′, m′ > 1. Alors
l’induite ρ× ρ′ est re´ductible si et seulement si ρ′ est isomorphe a` ρνρ ou ρν−1ρ .
De´monstration. — D’apre`s le the´ore`me 4.18, il suffit de traiter le cas ou` ρ et ρ′ sont inertielle-
ment e´quivalentes, c’est-a`-dire que ρ et ρ′ contiennent un meˆme type simple maximal (J, λ). On
forme la paire (JM, λM) avec M = G ×G comme au paragraphe 2.7.1 et on note (K, τ) le type
semi-simple donne´ par la proposition 2.31. E´crivons ρ′ sous la forme ρχ avec χ un caracte`re non
ramifie´ de G. D’apre`s la proposition 4.13, l’induite ρ × ρχ est re´ductible si et seulement si le
H-module Mτ (ρ×ρχ) est re´ductible. D’apre`s la proposition 4.20 et le lemme 4.29, ce H-module
est induit a` partir du caracte`re 1 ⊗ χ($λ)−1 de HM. Il est en particulier de dimension 2 sur
R. Il est donc re´ductible si et seulement s’il contient un caracte`re, ce qui, compte tenu de la
description de H par ge´ne´rateurs et relations dans [31, I.3.14], est le cas si et seulement si χ($λ)
vaut q(ρ) ou q(ρ)−1. Un calcul simple montre que la valuation de la norme re´duite de $λ ∈ G
est e´gale a` f(ρ)s(ρ)−1, ce dont on de´duit l’e´galite´ :
(4.31) νρ($λ)−1 = q(ρ).
Le re´sultat se de´duit du fait que, pour qu’un caracte`re non ramifie´ ξ de G ve´rifie ρξ ' ρ, il faut
et il suffit que ξ($λ) = 1.
Corollaire 4.38. — On utilise les notations du paragraphe 4.4. Soient a 6 b dans Z. Alors
ξn induit une bijection entre sous-repre´sentations irre´ductible de ρνaρ × ρνa+1ρ × · · · × ρνbρ et
sous-modules irre´ductibles du module induit :
HomH(1,...,1)(H, q(ρ)
a ⊗ · · · ⊗ q(ρ)b).
Remarque 4.39. — On a un re´sultat analogue en remplac¸ant sous-repre´sentation et sous-mo-
dule par repre´sentation quotient et module quotient.
De´monstration. — On utilise les lemme 4.31 et 4.29 et la formule (4.31).
Remarque 4.40. — D’apre`s la remarque 4.11, si e(ρ) > 1, alors indGJ (λ) est projective pour
tout type simple maximal (J, λ) contenu dans ρ.
On termine cette section sur la relation importante suivante, qui est ne´cessaire a` la classifi-
cation des repre´sentations irre´ductibles cuspidales en fonction des supercuspidales dans [21].
Lemme 4.41. — On a e(ρ) = card Zρ.
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De´monstration. — On suppose que R est de caracte´ristique ` non nulle et on note e l’ordre de
q dans F×` . Si a, b sont des entiers > 1, on note (a, b) leur plus grand diviseur commun. Pour
alle´ger les notations, on pose n = n(ρ), s = s(ρ) et f = f(ρ).
Lemme 4.42. — On a (e, n(e, s)) = (e, ns).
De´monstration. — Soit u > 1 un entier divisant e et ns. E´crivons u1 = (u, n) et u2 = u/(u, n).
On a donc u = u1u2 avec u1 divisant n et u2 divisant s. Comme u divise e, l’entier u2 divise
(e, s), donc u divise n(e, s), ce qui prouve le re´sultat attendu.
Pour calculer le cardinal de Zρ, on fait ope´rer sur la classe inertielle Ωρ le groupe cyclique
engendre´ par νρ. Ce groupe cyclique est d’ordre e/(e, s). On obtient donc :
card Zρ =
e/(e, s)
(n, e/(e, s))
=
e
(e, n(e, s))
=
e
(e, ns)
,
la dernie`re e´galite´ provenant du lemme 4.42. Par de´finition, l’entier e(ρ) est e´gal a` e/(e, f). Le
re´sultat provient alors de la formule (3.8) et du fait que e est premier a` `.
5. Le foncteur K
Dans cette section, on de´finit un outil technique important permettant de faire un lien entre
la the´orie des repre´sentations de G = GLm(D) et celle d’un groupe line´aire ge´ne´ral sur un corps
fini de caracte´ristique p. Plus pre´cise´ment, on associe a` un caracte`re simple maximal de G un
foncteur K de R(G) dans la cate´gorie des repre´sentations de GLm′(k), ou` l’entier m′ > 1 et le
corps fini k ne de´pendent que du caracte`re simple. Cette section est consacre´e a` la de´finition et
a` l’e´tude des proprie´te´s de ce foncteur.
5.1. De´finition
Soit un entier m > 1 et soit G = Gm. On fixe un caracte`re simple maximal :
(5.1) θmax ∈ C(Amax, 0, β)
de G, c’est-a`-dire un caracte`re simple de´fini relativement a` un ordre Amax qui est maximal parmi
les ordre he´re´ditaires F(β)-purs de A = Mm(D) et qu’on supposera standard. En d’autres ter-
mes, si B est le centralisateur de E = F(β) dans A, alors Bmax = Amax∩B est un ordre maximal
de B.
Remarque 5.1. — Un caracte`re simple est maximal si et seulement son induite compacte a` G
posse`de un quotient irre´ductible cuspidal.
Ce caracte`re simple maximal e´tant fixe´, on fixe un isomorphisme de E-alge`bres :
(5.2) Φ : B→Mm′(D′)
envoyant Bmax sur l’ordre maximal standard Mm′(OD′) (voir la remarque 2.13). Dans la suite,
on identifiera B a` l’alge`bre Mm′(D′) par l’interme´diaire de (5.2). On fixe une β-extension κmax
de θmax et on pose :
Jmax = J(β,Amax), J
1
max = J
1(β,Amax), G¯ = Jmax/J
1
max.
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Le groupe G¯ est canoniquement isomorphe au quotient U(Bmax)/U1(Bmax), qu’on identifie au
groupe GLm′(kD′). E´tant donne´e une repre´sentation (pi,V) de G, on pose :
(5.3) V(κmax) = HomJ1max(κmax,V)
que l’on munit de l’action de Jmax de´finie, pour x ∈ Jmax et f ∈ pi(κmax), par la formule :
(5.4) x · f = pi(x) ◦ f ◦ κmax(x)−1.
Pour cette action, J1max ope`re trivialement, de sorte que (5.4) de´finit une repre´sentation de G¯
sur (5.3), que l’on note pi(κmax). On de´finit ainsi un foncteur exact :
(5.5) K = Kκmax,Φ : pi 7→ pi(κmax)
de R(G) dans la cate´gorie R(G¯) des repre´sentations de G¯. Il apparaˆıt dans [31, 32], puis dans
[23] dans le cas complexe. Comme toute repre´sentation lisse irre´ductible de G est admissible,
ce foncteur pre´serve le fait d’eˆtre de longueur finie.
Remarque 5.2. — Ce foncteur de´pend des choix effectue´s :
(1) Choisissons une autre β-extension de θmax, qu’on peut e´crire (κmax)χ avec χ un caracte`re
de k×E (voir le lemme 2.4). E´tant donne´e une repre´sentation pi de G, les repre´sentations pi(κmax)
et pi((κmax)χ) sont tordues l’une de l’autre par le caracte`re χ ◦ n ◦ det, ou` n est la norme de kD′
sur kE.
(2) Choisissons un autre isomorphisme (5.2). D’apre`s le the´ore`me de Skolem-Noether, il diffe`-
re du premier par un automorphisme de conjugaison par un e´le´ment du GLm′(D′)-normalisateur
de Mm′(OD′). Cet automorphisme induit sur pi(κmax) un automorphisme de conjugaison par un
e´le´ment du produit semi-direct Γo G¯ avec Γ = Gal(kD′/kE).
5.2. Conditions d’annulation
On e´tudie maintenant des conditions d’annulation du foncteur K qui seront importantes par
la suite. On commence par le cas simple suivant.
Lemme 5.3. — Soit ρ une repre´sentation irre´ductible cuspidale de G.
(1) Si ρ ne contient pas θmax, alors K(ρ) = 0.
(2) Sinon, il existe une repre´sentation irre´ductible cuspidale σ de G¯ telle que ρ contienne le
type simple maximal κmax ⊗ σ, et on a :
(5.6) K(ρ) = σ ⊕ σφ ⊕ · · · ⊕ σφb(ρ)−1 ,
ou` b(ρ) est l’invariant associe´ a` ρ au §3.4 et φ l’automorphisme de Frobenius de kD′/kE.
Remarque 5.4. — Dans le cas ou` D est e´gale a` F, on a toujours b(ρ) = 1 et K(ρ) = σ dans le
cas de figure (2).
De´monstration. — D’apre`s le lemme 3.10, toute repre´sentation irre´ductible cuspidale ρ de G
contenant θmax contient un type simple maximal de la forme κmax⊗σ ou` σ est une repre´sentation
irre´ductible cuspidale de G¯. On fixe un type simple maximal e´tendu Λ prolongeant κmax⊗σ tel
que ρ soit isomorphe a` l’induite compacte de Λ a` G. La formule (5.6) est alors une conse´quence
du lemme 3.2.
Corollaire 5.5. — Soient ρ et ρ′ des repre´sentations irre´ductibles cuspidales de G contenant
θmax. Alors ρ et ρ′ sont inertiellement e´quivalentes si et seulement si K(ρ) et K(ρ′) sont iso-
morphes.
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La question de savoir si un caracte`re simple apparaˆıt ou non dans une repre´sentation irre´duc-
tible cuspidale est lie´e a` la notion d’endo-classe que nous n’avons fait que mentionner au para-
graphe 2.2.3. On note :
(5.7) Θmax
la F-endo-classe associe´e a` θmax, que nous ne de´finirons pas (voir [4] pour une de´finition). La
de´finition suivante nous suffira.
De´finition 5.6. — Une repre´sentation irre´ductible cuspidale de Gm′ , m′ > 1, est dite d’endo-
classe Θmax si elle contient un caracte`re simple qui est un transfert de θmax.
La se´rie de lemmes qui suit a pour objectif le corollaire 5.10 et la proposition 5.11.
Lemme 5.7. — Soient (J, λ) un type simple et (K′, τ ′) un type semi-simple dans G. On suppose
que λ est un sous-quotient de la restriction de indGK′(τ
′) a` J. Alors :
(1) (K′, τ ′) contient un caracte`re simple θ′ ∈ C(A′, 0, β′) ;
(2) le caracte`re θ′ et le caracte`re simple θ contenu dans λ sont transferts l’un de l’autre.
De´monstration. — Si R est de caracte´ristique nulle, l’hypothe`se implique qu’il existe un mor-
phisme non nul de indGJ (λ) dans ind
G
K′(τ
′). Soit pi un quotient irre´ductible de indGJ (λ) contenu
dans l’image de ce morphisme. Comme (K′, τ ′) est un type pour G (voir [29]), la cate´gorie des
repre´sentations engendre´es par leur composante τ ′-isotypique est stable par sous-quotients dans
RR(G), donc pi contient a` la fois λ et τ ′. Le re´sultat vient alors de la classification des types
semi-simples dans [29].
On suppose maintenant que le corps R est de caracte´ristique ` non nulle. Comme toutes les
repre´sentations conside´re´es sont lisses sur des sous-groupes ouverts compacts, elles sont de´finies
sur F` (voir [31, II.4]), de sorte qu’il suffit de prouver le re´sultat pour R = F`. On suppose donc
qu’on est dans ce cas, ce qui permet d’utiliser le proce´de´ de re´duction modulo `. On fixe un
Q`-type semi-simple τ˜ ′ relevant τ ′ (proposition 2.44) et un facteur irre´ductible δ˜ de la restriction
de indGK′(τ˜
′) a` J dont la re´duction modulo ` admet λ pour sous-quotient. On note θ˜ le rele`vement
de θ et on fixe une β-extension κ˜ de θ˜.
Lemme 5.8. — Soit pi une repre´sentation irre´ductible d’un p-groupe fini H telle que r`(pi)
posse`de des vecteurs H-invariants non nuls. Alors pi est le caracte`re trivial de H.
De´monstration. — On proce`de par re´currence sur le cardinal de H. Si H est d’ordre p, il est
cyclique et pi est un caracte`re. Les valeurs prises par pi sont des racines p-ie`mes de l’unite´, et
ce sont aussi des racines de l’unite´ d’ordre une puissance de ` puisque r`(pi) est trivial. On en
de´duit que pi est trivial.
On suppose maintenant que H est d’ordre > p et on note V l’espace de pi. Comme H est
re´soluble, il posse`de un sous-groupe H′ distingue´ et d’indice p. La restriction de V a` H′ admet
un facteur irre´ductible W dont la re´duction posse`de des vecteurs H-invariants non nuls. Par
hypothe`se de re´currence, W est de dimension 1 et H′ agit dessus trivialement. Il existe donc
un H′-homomorphisme non trivial du caracte`re trivial de H′ vers la restriction de V a` H′. Par
re´ciprocite´ de Frobenius, il existe un H-homomorphisme non trivial :
indHH′(1)→ V.
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Puisque V est irre´ductible, cet homomorphisme est surjectif, donc V est un facteur direct de
indHH′(1), ce dont on de´duit que V est une repre´sentation irre´ductible de H triviale sur H
′. Puisque
H/H′ est cyclique, V est de dimension 1. On termine comme dans le cas ou` H est d’ordre p.
Lemme 5.9. — Il existe une Q`-repre´sentation irre´ductible ξ˜ de J triviale sur J1 tels que δ˜ soit
isomorphe a` κ˜⊗ ξ˜.
De´monstration. — On note δ˜1 la restriction de δ˜ au pro-p-groupe H1(β,A). Sa re´duction modulo
` contient θ. En appliquant le lemme 5.8 a` δ˜1θ˜−1, on en de´duit que δ˜1 contient θ˜. On conclut
en appliquant le lemme 2.16.
Soit p˜i un sous-quotient irre´ductible de indGK′(λ˜
′) contenant δ˜, qui est de la forme donne´e par
le lemme 5.9. Si ξ˜ n’est pas cuspidale, une manipulation classique permet de remplacer δ˜ par un
type semi-simple δ˜′′ de la forme κ˜′′⊗ ξ˜′′, ou` ξ˜′′ est dans le support cuspidal de ξ˜, et ce type semi-
simple apparaˆıt dans p˜i. En reprenant l’argument utilise´ dans le cas ou` R est de caracte´ristique
nulle, on trouve que p˜i contient les types semi-simples λ˜′ et δ˜′′, ce qui implique que :
(1) (K′, λ˜′) contient un caracte`re simple θ˜′ ∈ CQ`(A′, 0, β′) ;
(2) le caracte`re θ˜′ et le caracte`re θ˜ sont transferts l’un de l’autre.
A` partir de la`, on obtient le re´sultat voulu par re´duction modulo `.
Corollaire 5.10. — Soient ρ1, . . . , ρn des repre´sentations irre´ductibles cuspidales. On suppose
que l’induite ρ1 × · · · × ρn posse`de un sous-quotient irre´ductible cuspidal pi d’endoclasse Θmax.
Alors ρ1, . . . , ρn et pi sont toutes d’endo-classe Θmax.
De´monstration. — Pour chaque i, on note mi le degre´ de ρi. On pose α = (m1, . . . ,mn)
et on note m la somme des mi. Soit (Jα, λα) un type simple maximal de Mα contenu dans
% = ρ1⊗· · ·⊗ρn. Soit (K, τ) un type semi-simple de Gm qui est une paire couvrante de (Jα, λα).
Soit pi un sous-quotient irre´ductible cuspidal de ρ1×· · ·×ρn et soit (J, λ) un type simple maximal
contenu dans pi. Comme ρ1×· · ·×ρn est un quotient de indGmK (τ), le type simple λ est un sous-
quotient de la restriction de indGmK (τ) a` J. D’apre`s le lemme 5.7, les repre´sentations ρ1, . . . , ρn
sont toutes d’endo-classe Θmax.
Proposition 5.11. — Soient ρ1, . . . , ρn des repre´sentations irre´ductibles cuspidales de meˆme
endo-classe Θmax. Soit pi un sous-quotient irre´ductible de ρ1× · · ·× ρn de support cuspidal note´
[τ1] + · · · + [τr]. Alors τ1, . . . , τr sont toutes d’endo-classe Θmax et la repre´sentation K(pi) est
non nulle.
De´monstration. — On pose γ = (deg(τ1), . . . ,deg(τr)). Le module de Jacquet rγ(iα(%)) a pour
sous-quotient irre´ductible la repre´sentation cuspidale τ1 ⊗ · · · ⊗ τr. En appliquant le corollaire
5.10 a` chacun des τi, on obtient le re´sultat annonce´.
5.3. Compatibilite´ a` l’induction parabolique
On prouve dans ce paragraphe une proprie´te´ de compatibilite´ de K a` l’induction parabolique
(proposition 5.12). Soit α = (m1, . . . ,mr) une famille d’entiers > 1 de somme m, ce qui de´finit
une de´composition :
(5.8) Dm = Dmi ⊕ · · · ⊕Dmr
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en D-espaces vectoriels a` droite. Pour chaque i ∈ {1, . . . , r}, on pose Ai =Mmi(D). On suppose
que E stabilise la de´composition (5.8), c’est-a`-dire que E est contenu dans la sous-alge`bre diago-
nale A1× · · ·×Ar ⊆ A. On note Bi le centralisateur de E dans Ai. Compte tenu de l’hypothe`se
faite sur E, le produit B1 × · · · × Br s’identifie a` une sous-E-alge`bre de B. On fixe :
A1 un caracte`re simple maximal θmax,i ∈ C(Amax,i, 0, β) de Gmi , pour un ordre he´re´ditaire
E-pur maximal standard Amax,i de Ai, d’endo-classe Θmax ;
A2 une β-extension κmax,i de θmax,i.
On note Φi l’isomorphisme de E-alge`bres de Bi dans Mm′i(D
′) obtenu par restriction de Φ a` Bi,
et on pose G¯i = Jmax,i/J
1
max,i, qu’on identifie a` GLm′i(kD′). Ces donne´es de´finissent pour chaque
i un foncteur Ki de R(Gmi) dans R(G¯i). On de´finit aussi un foncteur :
Kα : pi 7→ HomJ1max,α(κmax,α, pi)
de R(Mα) dans R(M¯α), ou` l’on a pose´ :
Jmax,α = Jmax,1 × · · · × Jmax,r,
J1max,α = J
1
max,1 × · · · × J1max,r,
κmax,α = κmax,1 ⊗ · · · ⊗ κmax,r
ainsi que M¯α = Jmax,α/J
1
max,α, qui est canoniquement isomorphe au sous-groupe de Levi standard
G¯1 × · · · × G¯r de G¯. On note A l’ordre principal standard de A tel que A ∩ Ai = Amax,i pour
tout i. Soient θ le transfert de θmax a` C(A, 0, β) et κ le transfert de κmax en une β-extension de
θ. On suppose que :
A3 la repre´sentation de J∩Mα sur l’espace des vecteurs J∩Uα-invariants de κ est isomorphe
a` κmax,α.
On a le re´sultat suivant.
Proposition 5.12. — Pour chaque i ∈ {1, . . . , r}, soit pii une repre´sentation irre´ductible de
Gmi. Alors on a un isomorphisme de repre´sentations de G¯ :
K(pi1 × · · · × pir) ' K1(pi1)× · · · ×Kr(pir).
De´monstration. — Le re´sultat est vrai dans le cas ou` R est de caracte´ristique nulle : la preuve
de Schneider et Zink [23, Proposition 5.7] est encore valable. On peut donc supposer que R est
de caracte´ristique ` non nulle. On proce`de par re´currence sur α.
Lemme 5.13. — Pour toute repre´sentation pi de Mα, il existe un homomorphisme injectif :
(5.9) κmax ⊗ ι¯α(Kα(pi))→ iα(pi)
de repre´sentations de Jmax, ou` ι¯α de´signe l’induction parabolique de M¯α a` G¯.
De´monstration. — On reprend la premie`re partie de la preuve de [31, III.5.12], en utilisant la
proposition 2.18.
En appliquant le foncteur exact K, on de´duit du lemme 5.13, pour toute repre´sentation pi de
Mα, un homomorphisme injectif :
(5.10) ι¯α(Kα(pi))→ K(iα(pi))
de repre´sentations de G¯.
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Soient pi = pi1 ⊗ · · · ⊗ pir une repre´sentation irre´ductible de Mα et %′ une repre´sentation irre´-
ductible cuspidale d’un sous-groupe de Levi Mα′ de Mα dont l’induite a` Mα, note´e pi′, admet une
sous-repre´sentation isomorphe a` pi. Au moyen du lemme 5.13, on a le diagramme commutatif :
ι¯α(Kα(pi))

// K(iα(pi))

ι¯α(Kα(pi′)) // K(iα(pi′))
ou`, par hypothe`se de re´currence, on peut remplacer la ligne du bas par le morphisme injectif :
(5.11) ι¯α′(Kα′(%′))→ K(iα′(%′)).
La surjectivite´ de (5.11) implique donc celle de (5.10), et l’on a ramene´ la preuve de la proposi-
tion 5.12 au cas ou` les pii sont irre´ductibles et cuspidales. Supposons donc qu’il en est ainsi.
Quitte a` tordre pi par un caracte`re non ramifie´ de Mα, on peut supposer que son caracte`re central
est a` valeurs dans F`, donc que pi est de´finie sur F`. Il suffit donc de prouver le re´sultat dans le
cas ou` R = F`, ce que l’on suppose de´sormais.
Lemme 5.14. — Soit κ˜max une β-extension relevant κmax, et soit K˜ le foncteur associe´. Pour
toute Q`-repre´sentation entie`re p˜i de longueur finie de G, on a r`([K˜(p˜i)]) = [K (r`(p˜i)) ].
De´monstration. — Il suffit de le prouver pour une repre´sentation irre´ductible. Soient kmax une
structure entie`re de κmax et l une structure entie`re de p˜i. Alors HomJ1max(kmax, l) est une structure
entie`re de K(p˜i).
D’apre`s la proposition 3.22, il y a une Q`-repre´sentation irre´ductible cuspidale entie`re p˜i de Mα
telle que r`(p˜i) > [pi]. Comme le re´sultat est valable en caracte´ristique 0, on a un isomorphisme :
(5.12) ι¯α(K˜α(p˜i))→ K˜(iα(p˜i))
de Q`-repre´sentations de G¯. Compte tenu du lemme 5.14, ceci implique que (5.10) est un iso-
morphisme de repre´sentations de G¯.
Remarque 5.15. — On a en fait prouve´ que, pour toute repre´sentation pi de longueur finie de
Mα, l’homomorphisme injectif (5.10) est un isomorphisme de repre´sentations de G¯.
Corollaire 5.16. — Pour i ∈ {1, . . . , r}, soit ρi une repre´sentation irre´ductible cuspidale de
Gmi contenant θmax,i et soit (Jmax,i, κmax,i⊗σi) un type simple maximal contenu dans ρi. Alors :
(5.13) K(ρ1 × · · · × ρr) =
⊕
i1
· · ·
⊕
ir
σφ
i1
1 × · · · × σφ
ir
r ,
ou` φ est un ge´ne´rateur de Gal(kD′/kE) et ou` chaque ij de´crit {0, . . . , b(ρj)− 1}.
5.4. Compatibilite´ a` la restriction parabolique
On prouve maintenant une proprie´te´ de compatibilite´ de K a` la restriction parabolique (propo-
sition 5.18). On pose G = Gm.
Soit P¯ = M¯U¯ un sous-groupe parabolique standard de G¯. Il lui correspond un ordre he´re´ditaire
standard B de B tel que :
P¯ = U(B)J1max/J
1
max ' U(B)/U1(Bmax), U¯ = U1(B)J1max/J1max ' U1(B)/U1(Bmax)
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et on a alors un isomorphisme canonique M¯ ' U(B)/U1(B). Soit A un ordre he´re´ditaire E-pur
de A tel que A ∩ B = B et qui soit propre au sens de [26, De´finition 4.7]. Soit θ le transfert de
θmax dans C(A, 0, β) et soit κ le transfert de κmax contenant θ. Toute repre´sentation du groupe
J = J(β,A) triviale sur J1 = J1(β,A) peut eˆtre vue comme une repre´sentation de M¯. On note
ι¯G¯
P¯
le foncteur d’induction parabolique de M¯ a` G¯.
Proposition 5.17. — Soit pi une repre´sentation de G, et soit P¯ = M¯U¯ un sous-groupe para-
bolique standard de G¯.
(1) On a un isomorphisme canonique de repre´sentations de M¯ :
(5.14) K(pi)U¯ ' HomJ1(κ, pi).
(2) Pour toute repre´sentation irre´ductible ξ de J triviale sur J1, on a un homomorphisme
injectif de R-alge`bres :
(5.15) EndG¯(ι¯
G¯
P¯ (ξ)) ' H(Jmax, κmax|U(B)J1max ⊗ ξ) ↪→ H(G, κ⊗ ξ)
et un isomorphisme :
(5.16) HomM¯(ξ,K(pi)
U¯) ' HomJ(κ⊗ ξ, pi)
de EndG¯(ι¯
G¯
P¯
(ξ))-modules.
De´monstration. — On prouve l’assertion (1) comme dans [23, 5] graˆce aux proprie´te´s de trans-
fert entre β-extensions, et on obtient (5.15) au moyen du lemme 2.18. Enfin, on a des isomor-
phismes de R-espaces vectoriels :
HomJ(κ⊗ ξ, pi) ' HomM¯(ξ,K(pi)U¯) ' HomG¯(ι¯G¯P¯ (ξ),K(pi))
et on ve´rifie qu’ils sont EndG¯(ι¯
G¯
P¯
(ξ))-e´quivariants.
Expliquons comment P¯ = M¯U¯ de´finit un sous-groupe parabolique P = MU de G. On fixe un
E⊗F D-module a` gauche simple S et on forme le B-module a` gauche simple :
VB = HomE⊗FD(S,D
m).
La E-alge`bre oppose´e a` EndB(VB) est isomorphe a` D′. On note (e1, . . . , em′) une base de VB sur
D′ de´finissant l’isomorphisme (5.2). Un sous-groupe parabolique standard P¯ de G¯ correspond a`
un drapeau de cette base, qui de´finit lui-meˆme un drapeau de VB, mais aussi un drapeau de Dm
par e´quivalence de Morita (voir [26]). Ce dernier drapeau de´finit un sous-groupe parabolique P
de G tel que :
(5.17) P¯ = (P ∩U(Bmax))J1max/J1max.
De fac¸on analogue, le facteur de Levi standard M¯ de P¯ de´finit un facteur de Levi M de P tel
que :
(5.18) M¯ = (M ∩U(Bmax))J1max/J1max.
On note κ la repre´sentation de K = H1(β,A)(J∩P) de´finie au paragraphe 2.7.2 et dont l’induite a`
J est isomorphe a` κ. (L’hypothe`se de proprete´ faite sur A plus haut correspond a` la condition sur
A au paragraphe 2.7.2.) D’apre`s la proposition 2.33, la paire (K,κ⊗σ) est un type semi-simple
de G.
Comme au paragraphe 5.3, soit α = (m1, . . . ,mr) une famille d’entiers > 1 de somme m. On
suppose que P¯ = M¯U¯ correspond au sous-groupe parabolique standard Pα = MαUα.
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Proposition 5.18. — Soit pi une repre´sentation de G. L’application naturelle :
K(pi)U¯ → Kα(rα(pi))
est un isomorphisme de repre´sentations de M¯.
De´monstration. — On commence par remarquer qu’on a des isomorphismes :
K(pi)U¯ ' HomJ1(κ, pi) ' HomK1(κ, pi)
de repre´sentations de M¯ d’une part, et que :
Kα(rα(pi)) = HomJ1max,α(κmax,α, rα(pi))
d’autre part. Pour obtenir le re´sultat voulu, il suffit d’apre`s (2.23) de prouver le lemme suivant.(1)
Lemme 5.19. — La paire (K1, ε) est une paire couvrante de (J1max,α, ηmax,α).
De´monstration. — D’apre`s [1, page 246], il suffit de prouver que, pour toute repre´sentation pi
de M, l’application :
(5.19) HomK1(κ, pi)→ HomJ1max,α(κmax,α, rα(pi))
est injective, ce qu’on va faire par re´currence sur α. Soit pi une repre´sentation de M. On conside`re
(5.19) comme un homomorphisme de repre´sentations de K/K1 ' M¯. On note V son noyau, qui
est de dimension finie, et on suppose que V est non nul. Il existe donc un sous-groupe de Levi
M¯′ ⊆ M¯ et une repre´sentation irre´ductible cuspidale σ′ de M¯′ telle que V posse`de une sous-
repre´sentation de support cuspidal (M¯′, σ′). Si M¯′ = M¯, on calcule la composante σ′-isotypique,
ce qui donne une suite exacte :
0→ Vσ′ → HomK(κ ⊗ σ′, pi)→ HomJmax,α(κmax,α ⊗ σ′, rα(pi))
d’espaces vectoriels. Comme (K,κ⊗σ′) est une paire couvrante de (Jmax,α, κmax,α⊗σ′) d’apre`s
la proposition 2.33, on a Vσ
′
= 0, ce qui contredit le fait que σ′ est une sous-repre´sentation de
V.
On suppose maintenant que M¯′ est un sous-groupe de Levi propre de M¯ et on note α′ la famille
telle que M¯′ corresponde a` M′ = Mα′ . On note aussi P¯′ = M¯′U¯′ le sous-groupe parabolique
standard de G¯ de facteur de Levi M¯′. On pose U′ = Uα′ . On note B′ l’ordre he´re´ditaire de B
inclus dans B tel que :
U(B′)J1(β,A)/U1(B′)J1(β,A) ' M¯′
et on choisit un ordre he´re´ditaire E-pur A′ propre tel que A′ ∩ B = B′. On lui associe par
transfert une β-extension (J′, κ′) avec J′ = J(β,A′). On note κmax,α′ la repre´sentation du groupe
Jmax,α′ = J′ ∩M′ sur l’espace des vecteurs J′ ∩U′-invariants de κ′. Soit (K′,κ′) la paire associe´e
a` (J′, κ′) comme au paragraphe 2.7.2, avec la proprie´te´ que l’induite de κ′ a` J′ est isomorphe a`
κ′. On obtient :
HomK1(κ, pi)M¯∩U¯
′ ' HomJ′1(κ′, pi) ' HomK′1(κ′, pi)
et :
HomJ1max,α(κmax,α, rα(pi))
M¯∩U¯′ ' HomJ′1α (κ′α, rα(pi)) ' HomK′1α (κ′α, rα(pi)),
(1)Le second auteur remercie Shaun Stevens pour une discussion sur une version pre´liminaire de la preuve de ce
lemme.
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ou` J′1α = J′1 ∩M et ou` κ′α est la restriction de κ′ a` J′α = J′ ∩M. De fac¸on analogue, on note
κ′α la restriction de κ′ a` K′α = K′ ∩ M et ε′α sa restriction a` K′1α = K′1 ∩ M. Par hypothe`se
de re´currence, la paire (K′1α , ε′α) est une paire couvrante de (J′1max,α′ , ηmax,α′). On en de´duit que
l’application :
HomK′1α (κ
′
α, rα(pi))→ HomJ′1
max,α′
(κmax,α′ , rα′(pi))
est un isomorphisme. En appliquant le foncteur des M¯ ∩ U¯′-invariants a` (5.19) et en prenant
ensuite la composante σ′-isotypique, on obtient une suite exacte :
0→ (VM¯∩U¯′)σ′ → HomK′(κ′ ⊗ σ′, pi)→ HomJmax,α′ (κmax,α′ ⊗ σ′, rα′(pi))
de R-espaces vectoriels. Comme (K′,κ′⊗σ′) est une paire couvrante de (Jmax,α′ , κmax,α′) d’apre`s
la proposition 2.33, on trouve que (VU¯
′
)σ
′
= 0, ce qui donne une contradiction.
Ceci met fin a` la preuve de la proposition 5.18.
Remarque 5.20. — Soit n > 1. On plonge E diagonalement dansMmn(D) 'Mn(A). On note
Anmax l’ordre E-pur maximal standard deMmn(D) et θ
n
max le transfert de θmax dans C(A
n
max, 0, β).
Il y a une unique β-extension κnmax du caracte`re simple θ
n
max qui soit compatible a` κmax (voir la
condition A3 du paragraphe 5.3). Il correspond a` cette β-extension un foncteur :
(5.20) Kn : R(Gmn)→ R(GLm′n(kD′)).
Soient n1, . . . , nr > 1 des entiers tels que n1 + · · · + nr = n et, pour chaque i ∈ {1, . . . , r}, soit
pii une repre´sentation irre´ductible de Gmni . Alors on a un isomorphisme canonique :
(5.21) Kn(pi1 × · · · × pir) ' Kn1(pi1)× · · · ×Knr(pir).
On pose α = (n1, . . . , nr) et on a un foncteur :
(5.22) Kα : R(M(mn1,...,mnr))→ R(GLm′n1(kD′)× · · · ×GLm′nr(kD′))
correspondant a` la repre´sentation κn1max⊗· · ·⊗κnrmax du groupe J(β,An1max)×· · ·×J(β,Anrmax). On
note U¯(m′n1,...,m′nr) le sous-groupe unipotent standard de GLm′n(kD′) associe´ a` (m
′n1, . . . ,m′nr).
Si pi est une repre´sentation de Gmn, on a un isomorphisme canonique :
(5.23) Kn(pi)
U¯(m′n1,...,m′nr) ' Kα(r(mn1,...,mnr)(pi)).
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