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Abstract
We are interested in the oscillatory behavior of solutions of the Emden–Fowler equation y′′ +
a(x)|y|γ−1y = 0, γ > 1, where a(x) is a positive continuous function on (0,∞). In the special case
when the coefficient a(x) is a power of x, i.e. a(x) = xα for some constant α, the value α∗ = −(γ + 3)/2
plays a critical role: The equation has both oscillatory and nonoscillatory solutions if α > α∗, while all
solutions are nonoscillatory if α < α∗. When a(x) is close to the critical exponent, one of the known results
is that if a(x) = x−(γ+3)/2 log−σ (x), where σ > 0, then all solutions are nonoscillatory. In this paper, this
result is further extended to include a class of coefficients in which the above condition with log(x) can be
replaced by log log(x), or log log log(x) and so on.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
We are interested in the oscillatory behavior of solutions of the superlinear Emden–Fowler
equation
y′′(x)+ a(x)∣∣y(x)∣∣γ−1y(x) = 0, x > 0, (1.1)
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M.K. Kwong, J.S.W. Wong / J. Differential Equations 238 (2007) 18–42 19where a(x) is a positive continuous function of x, and γ > 1. We also assume the additional
condition that a(x)  0 is nonnegative on [0,∞) and piecewise continuous. Under fairly mild
conditions on a(x), in particular, when it is absolutely continuous, it is known that all solutions
of (1.1) can be extended to (0,∞), see [11].
Equation (1.1) has been extensively studied by many authors, both for the superlinear and
sublinear (i.e. when 0 < γ < 1) cases. See [27] for a general survey of known results before
1975, [14,15] for a survey of known oscillation results, and the other references for more recent
results.
A nontrivial solution y(x) of (1.1) is said to be oscillatory if it has arbitrarily large zeros in
(0,∞), i.e. for any x0 > 0, there exists x1  x0 such that y(x1) = 0. Otherwise, the equation is
said to be nonoscillatory. Equation (1.1) is called oscillatory (nonoscillatory) if every nontrivial
solution is oscillatory (nonoscillatory).
In the linear case, the well-known Sturm Separation Theorem states that if one (nontrivial) so-
lution is oscillatory, then all solutions are oscillatory. However, a nonlinear Emden–Fowler equa-
tion may have both oscillatory and nonoscillatory solutions. We call this the hybrid-oscillatory
case.
Indeed, Fowler has proved that in case a(x) = xα is a power of x, (1.1) is
nonoscillatory if α < −γ + 3
2
,
hybrid-oscillatory if α ∈
[
−γ + 3
2
,−2
)
,
oscillatory if α −2.
It is interesting to find out what happens when the coefficient a(x) is close to the critical
exponent case. Let us rewrite (1.1) as
y′′(x)+ xα∗g(x)∣∣y(x)∣∣γ−1y(x) = 0, α∗ = −γ + 3
2
. (1.2)
J. Kurzweil (1960) [16] showed that if g(x) is increasing then Eq. (1.1) has oscillatory solu-
tions. The same is true if g(x) is decreasing but is bounded below away from 0, see Erbe and
Muldowney [8] and Wong [28].
On the other hand, Fowler’s result says that when g(x) is any negative power of x, then (1.1)
is nonoscillatory. Hence, it is natural to ask whether the condition “g(x) decreasing to 0” alone
is enough to imply nonoscillation. Z. Nehari (1975) [23] gave a counter-example.
I.T. Kiguradze (1962) [13] proved that if g(x) is the product of a negative power of x and a
decreasing function, then (1.1) is nonoscillatory.
Nehari (1969) [22] proved that if g(x) = h(x) log−δ(x), with δ  γ+32 and h(x) any decreas-
ing function, then (1.2) is nonoscillatory. Chiou [3] improved the lower bound on δ to δ  γ+54
and in a subsequent paper [4] claimed that δ > 0 is sufficient. Nehari [24] pointed out an er-
ror in Chiou’s proof and the corrected version of Chiou’s second attempt gave the lower bound
δ >
γ+1
4 − 1γ+1 . Chiou’s original claim is finally confirmed by Kaper and Kwong (1988) [12].
For further discussions on this topic, we refer the reader to Erbe and Muldowney [9] and Wong
[28–30].
In the sublinear case, 0 < γ < 1, Kiguradze [14] in 1978 proposed as an important problem
that his nonoscillation theorem for the superlinear equations is also valid for sublinear equations.
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by Wong [30]. Somewhat unexpectedly, we were recently able to prove the much stronger result
that the condition “g(x) decreasing to 0” alone is sufficient for nonoscillation of sublinear equa-
tions, see Kwong and Wong [19]. In view of Nehari’s counter-example mentioned above, this
destroys the generally accepted belief that nonoscillation theorems are valid both for superlinear
and sublinear equations, a kind of “duality principle” advocated by several workers in this area,
see e.g. Coffman and Wong [6,7], Wong [27], and more recently Ou and Wong [25].
In [19], we proved the following
Theorem. Let 0 < γ < 1. If g(x) is nonincreasing and limx→∞ g(x) = 0, then Eq. (1.2) is
nonoscillatory.
Let m be a positive integer. Denote by log[m](x) the m-time composite function of log with
itself, i.e. log[2](x) = log(log(x)), log[3](x) = log(log(log(x))); and so on. For convenience, we
also define log[0](x) = x, and log[1](x) = log(x). As a consequence of the above theorem, we
have
Corollary. Let 0 < γ < 1. If g(x) = h(x)(log[m](x))−σ , where σ > 0, h(x) is any nonincreasing
function, and m is a nonnegative integer, then Eq. (1.2) is nonoscillatory.
When m = 1, the above corollary gives the analogue of the Kaper–Kwong theorem in the
sublinear case, but the corollary is certainly a stronger result. It, therefore, remains a challenge to
see whether the above corollary is also valid for superlinear equations, particularly because the
proof of the Kaper–Kwong theorem given in 1988 is lengthy and rather technical. The purpose
of this paper is to answer this in the affirmative.
The second-order nonoscillation problem for the Emden–Fowler equations (1.1), which began
with Kiguradze’s theorem in 1962 and subsequently improved by Nehari in 1969, has attracted a
great deal of attention not only because of its intrinsic elegance but also because of its relation-
ship with uniqueness theorems of the ground state solution of radially symmetric elliptic partial
differential equations through the research of Coffman [5], Atkinson and Peletier [1], Brezis and
Nirenberg [2], Peletier and Serrin [26], Kwong [17], Kwong and Li [18], Erbe and Tang [10],
and many others.
We hope that the results discussed here and our recent theorems on the sublinear equations [19,
20] together with Nehari’s ingenious counter-example [23] complete the story of this saga. For a
survey on this second-order nonlinear oscillation problem, we refer the reader to our paper [21].
In Section 2, we describe a general class of functions including log[m](x) and introduce two
transformed equations and related Lyapunov functions which are used in Sections 3 and 4. We
also state our main results and give a description of the method of our proof. Sections 3 and 4 are
devoted to the details of the proof, which, like its predecessors, is rather lengthy and technical.
2. Main results
For convenience, we use the notation
F [n](t) = (log
[n](t))′
log[n](t)
= 1∏n log[i](t) . (2.1)i=0
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(1) there exist an integer m> 0 and a constant c > 0 such that
f ′(t)
f (t)
 cF [m](t), for t sufficiently large,
(2) limt→∞ f
′(t)
f (t)
= 0,
(3) limt→∞ f
′′(t)
f ′(t) = 0.
It is not difficult to verify that any power of t belongs to F . So do log(t) and log(log(t)). Note
that property (1) implies that f (t) (log[m](t))c → ∞ as t → ∞.
One may wonder whether the class F has many functions. The next result shows that the class
has some nice closure properties, hence ensuring that it has plenty of members.
Proposition. Suppose functions f and g are members of F . Then
1. For any positive constants α,β > 0, αf + βg ∈F .
2. The product fg ∈F .
3. For any positive constant α > 0, the power f α ∈F .
For example, we can take log t and log(t + 1), both members of the class F and infer that
(log t)2 + 2(log(t + 1))1/2 also belongs to F .
We introduce the Liouville transformation
y(x) = √xz(t), t = log(x), (2.2)
to convert Eq. (1.2) to the following
z′′(t)+ |z(t)|
γ−1z(t)
f (t)
− z(t)
4
= 0, (2.3)
where we also use prime to denote differentiation with respect to t and f (t) = [g(et )]−1.
We now focus our discussion on the superlinear equation (1.1) and always assume γ > 1
without further mention. Our main results is
Theorem 1. The Emden–Fowler equation (1.2) is nonoscillatory if the function f (t) = 1/g(et )
belongs to the class F , where g(x) = x(γ+3)/2a(x).
Corollary 1. If g(x)(log[m](x))δ , δ > 0, is nonincreasing, then Eq. (1.2) is nonoscillatory.
When m = 1, Corollary 1 reduces to the result by Kaper and Kwong [12]. It also gives the
analogue to the corollary stated in Section 1 for sublinear equations.
Since the transformation (2.2) is oscillation preserving, so Theorem 1 is equivalent to
Theorem 2. If f (t) ∈F , then Eq. (2.3) is nonoscillatory.
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corollary of Theorem 2:
Corollary 2. If f (t) ∈F , then the equation
z′′(t)+ z(t)
(∣∣∣∣ z(t)f (t)
∣∣∣∣
γ−1
− 1
4
)
= 0 (2.4)
is nonoscillatory.
A third equation equivalent to (1.2) and (2.3) is obtained by using the transformation z(t) =
f α(t)u(t), α = (γ − 1)−1, namely
u′′(t)+ 2αF(t)u′(t)+ ∣∣u(t)∣∣γ−1u(t)−(1
4
+ αG(t)− α(α − 1)F 2(t)
)
u(t) = 0, (2.5)
where F(t) = f ′(t)/f (t) and G(t) = −f ′′(t)/f (t).
We prove our main result (Theorem 1) via Theorem 2 by assuming that Eq. (2.3) has a non-
trivial oscillatory solution z(t) with consecutive zeros σn, i.e.
σ1 < σ2 < · · · < σn < σn+1 < · · · , lim
n→∞σn = ∞.
Since u(t) = f−α(t)z(t), all σn are also zeros of u(t). At first sight, Eq. (2.5) appears much
more complicated than Eq. (2.3), which in turn has one more term than the original equation (1.2).
However, upon closer examination, we find that the coefficients in Eq. (2.5) all tend to zero as
t → ∞. Thus Eq. (2.5) in fact tends asymptotically to the simpler autonomous equation
v′′(t)+
(∣∣v(t)∣∣γ−1 − 1
4
)
v(t) = 0. (2.6)
As a matter of fact, we only need to use Eq. (2.3) to deduce some bounds on z(t) and z′(t) via
its Lyapunov function
L(t) = (z
′(t))2
2
+ |z(t)|
γ+1
(γ + 1)f (t) −
z2(t)
8
. (2.7)
The major portion of our proof focuses on Eq. (2.5) and its relation with the approximate equa-
tion (2.6).
We now introduce the Lyapunov function for Eq. (2.5), which, by the way, is the same as the
Lyapunov function for (2.6)
H(t) = (u
′(t))2
2
+ |u(t)|
γ+1
γ + 1 −
u2(t)
8
. (2.8)
The derivative of H(t) is given by
H ′(t) = −αF(t)(u′(t))2 + α(G(t)− (α − 1)F 2(t))u(t)u′(t). (2.9)
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H ′(t)−α
[
F(t)− |G(t)|
2
+ |α − 1|F
2(t)
2
]
u′2(t)+ 1
2
α
[∣∣G(t)∣∣+ |α − 1|F 2(t)]u2(t).
(2.10)
From the definition of G(t), we see from properties (2) and (3) of the classF that G(t) = o(F (t))
and F(t) → 0 as t → ∞. So if u′(t) and u(t) are somewhat equal in size, then H(t) is decreasing.
This turns out to form a critical part of our proof.
Note that the Lyapunov function H(t) is positive at every zero of z(t), H(σn) =
[u′(σn)]2/2 > 0. The usual technique employed to establish nonoscillation using a Lyapunov
function like H(t) is to try to show that the rate of decrease of H(t) as given by (2.10) is so
fast that it eventually forces H(t) to be negative as in the case of Kaper and Kwong [12]. In
the present situation when f (t) ∈ F , the rate of decrease is not sufficient for this to happen. We
shall adopt a different approach. We first establish a lower bound on how much H(t) will de-
crease over each interval between consecutive zeros [σn,σn+1]. Knowing that H(t) must remain
positive at all zeros σn, this lower bound of H(σn) cannot be too small. On the other hand, the
condition that the coefficient f (t) in Eq. (2.3) belongs to the class F is sufficiently strong to
force the rate of decrease in H(σn) to become so fast that it will violate the established lower
bound. This is achieved via a bootstrapping process whereby the rate of decrease in H(σn) can
be accelerated by iteration until the desired contradiction is obtained.
3. Proof of main result—preliminaries
We begin by first relating solutions of (2.5) to those of Eq. (2.3) and then to solutions of the
approximate equation (2.6).
Lemma 1. L(t) is a positive decreasing function.
Proof. Using (2.3) in (2.7), we find
L′(t) = −f
′(t)|z(t)|γ+1
(γ + 1)f 2(t)  0. (3.1)
Since L(σn) = z′2(σn)/2 > 0, (3.1) implies that L(t) is positive and decreasing. Furthermore,
limt→∞ L(t) = λ 0. 
Lemma 2. u(t) = f−α(t)z(t) is a bounded function.
Proof. From Lemma 1 we know that there is a constant M0 depending on initial values of the
solution z(t) such that
0 L(t) = z
′2(t) + z2(t)
( |z(t)|γ−1 − 1)M0. (3.2)2 (γ + 1)f (t) 8
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|z(t)|γ−1
γ + 1  f (t)
{
M0
z2(t)
+ 1
8
}
. (3.3)
If |z(t)| < 1, then |z(t)|  f α(t) since f (t) → ∞ as t → ∞. In the contrary case, |z(t)|  1
implies, by (3.3), that
∣∣z(t)∣∣γ−1  (γ + 1)f (t)[M0 + 18
]
,
which shows that u(t) is bounded since α = (γ − 1)−1. 
In all subsequence assertions, we shall implicitly assume that validity holds provided that n
has been chosen to be sufficiently large.
Lemma 3. In each [σn,σn+1], there exists a unique τn such that u′(τn) = 0 and |u(t)| is increas-
ing in [σn, τn] and decreasing in [τn, σn+1].
Proof. Without loss of generality, we may assume that u(t) > 0 on (σn, σn+1); we shall make
this assumption throughout subsequent discussions unless stated otherwise. Suppose that u(t) has
two local maxima, then between any two such maxima, there must be a unique local minimum ρ,
u′′(ρ)  0. We evaluate L(ρ), which is positive by Lemma 1, and note that z(ρ) = f α(ρ)u(ρ)
and z′(ρ) = αf α−1(ρ)f ′(ρ)u(ρ), so
0 <L(ρ) = α
2F 2(ρ)f 2α(ρ)u2(ρ)
2
+ f
2α(ρ)uγ+1(ρ)
γ + 1 −
f 2α(ρ)u2(ρ)
8
,
which gives
|u(ρ)|γ−1
γ + 1 >
1
8
− α
2F(ρ)
2
. (3.4)
Turning to Eq. (2.5), we obtain from u′′(ρ) 0 that
∣∣u(ρ)∣∣γ−1 < 1
4
− αG(ρ)+ α(α − 1)F (ρ). (3.5)
Since F(ρ), G(ρ) → 0 as ρ → ∞ and (γ + 1)/8 > 1/4, we conclude that for sufficiently large
n, (3.4) and (3.5) give the desired contradiction. 
The geometric significance of Lemma 3 is that between any two consecutive zeros of u(t),
the function is unimodal, see Fig. 1.
Lemma 4.
lim
n→∞
∣∣u(τn)∣∣=
(
γ + 1
8
)
.
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Proof. Assume, as before, that u(t) > 0 in (σn, σn+1). At the local maximum τn, u′(τn) = 0.
Hence,
z(τn) = f α(τn)u(τn) and z′(τn) = αf α−1(τn)u(τn). (3.6)
Now u′′(τn) 0 implies
uγ−1(τn) >
1
4
− [αG(τn)+ α(α − 1)F 2(τn)]> 18 . (3.7)
Evaluating L(t) at τn yields
L(τn) = 12f
2α(τn)u
2(τn)
[
α2F 2(τn)+ u
γ−1(τn)
γ + 1 −
1
8
]
.
It follows that
uγ−1(τn)
γ + 1 −
1
8
= 2L(τn)
f 2α(τn)u2(τn)
− α2F 2(τn). (3.8)
The conclusion of the lemma follows from the fact that both terms on the right of (3.8) tends to 0
as n → ∞. The first term tends to 0 because L(τn) is bounded above (by Lemma 1), u(τn) is
bounded below (by (3.7)), and f (τn) → ∞ as n → ∞. The second term tends to 0 by property (2)
of f (t) being a member of the class F . 
Let v0(t) be the solution of
v′′(t)+ ∣∣v(t)∣∣γ−1v(t)− 1
4
v(t) = 0, (3.9)
satisfying the initial conditions
v0(0) =
(
γ + 1
8
) 1
γ−1
, v′0(0) = 0. (3.10)
The graph of v0(t) is shown in Fig. 1. It approaches the t-axis as t → ±∞.
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in the vicinity of τn. More precisely, given a compact interval, say [−a, a], we can make both∣∣u(t)− v0(t − τn)∣∣ and ∣∣u′(t)− v′0(t − τn)∣∣ (3.11)
as small as we please (uniformly in n) for all t ∈ [τn −a, τn +a], provided that n is large enough.
Let a be the real number such that
v0(a) = v0(−a) = (0.0095)1/(γ−1) = δ. (3.12)
The following lemma states the fact that u(t) in the intervals [τn−a, τn+a] (after a translation
by a distance of τn) converges uniformly to v0(t) in [−a, a].
Lemma 5. limn→∞(maxt∈In |u(t)− v0(t − τn)|) = 0, where In = [τn − a, τn + a].
Proof. This follows from Lemma 4 and the well-known theory of uniform approximation of
solutions of a family of differential equations, i.e. Eq. (2.5) confined on In for each n, by Eq. (3.9)
with the same initial conditions (3.10). 
Note that Lemma 5 gives no assurance that u(t) is close to v0(t − τn) if t is too far away
from τn, say, outside the compact interval [τn − a, τn+1]. This renders the use of v0(t) to approx-
imate u(t) on the intervals Jn = [σn, τn − a] ∪ [τn + a,σn+1] unsuitable. When v0(a) is small,
then u(t) u(τn − a) ≈ v0(a) is also small, so we can drop the nonlinear term |u(t)|γ−1u(t) in
Eq. (2.5) and apply the Sturm Comparison Principle for linear equations to obtain useful esti-
mates on |u(t)| in the intervals Jn. We quote below a version of the Sturm Comparison Principle,
the proof of which can be found in [12, Appendix A]:
Lemma 6 (Sturm Comparison Principle). Let U(t) and V (t) satisfy the initial value problems
U ′′(t)+ p(t)U ′(t)+ q(t)U(t) = 0, s > a; U(a) = α
and
V ′′(t)+ P(t)V ′(t)+Q(t)V (t) = 0, s > a; V (a) = α,
respectively, where α  0. Suppose that U , U ′, V , and V ′ are positive on some interval (a, b) of
positive length, and suppose that the following comparison conditions are satisfied:
p(t) P(t), q(t)Q(t), t ∈ [a, b],
and
U ′(a) V ′(a).
Then
U(t) V (t), U ′(t) V ′(t), U
′(t)
U(t)
 V
′(t)
V (t)
, for all t ∈ [a, b]. (3.13)
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estimate the sizes of the various terms in (2.5).
Properties (2) and (3) imply that F(t) → 0 and G(t) → 0, as t → ∞. We may assume without
loss of generality that F(t) < 0.1 and |G(t)| < 0.02.
To estimate uγ−1, we use Lemma 5. Given any 
 ∈ (0, δ), we have for n large enough
∣∣u(t)− v0(t − τn)∣∣< 
 for all t ∈ In. (3.14)
Then, with δ as defined in (3.12), it follows from (3.14) that
0 < δ − 
  ∣∣u(τn − a)∣∣ δ + 
 (3.15)
and
0 < δ − 
  ∣∣u(τn + a)∣∣ δ + 
. (3.16)
From the left-hand inequalities of (3.15) and (3.16), we can conclude that σn < τn−a < τn+a <
σn+1. From the right-hand inequalities and using Lemma 3, we see that for t ∈ Jn,∣∣u(t)∣∣ δ + 
. (3.17)
We can assume that 
 is so small that (3.15)–(3.17) together imply that in Jn,
0.009 < (δ − 
)γ−1  ∣∣u(t)∣∣γ−1  (δ + 
)γ−1 < 0.01. (3.18)
By using the Sturm Comparison Principle, we can then sandwich Eq. (2.5) in Jn between the
two differential equations
w′′1(t)+ 0.2w′1(t)− 0.99w1(t) = 0 (3.19)
and
w′′2(t)− 1.01w2(t) = 0, (3.20)
in the sense that, if w1(t) and w2(t) are the solutions of (3.19) and (3.20), respectively, satisfying
the initial conditions
w1(σn) = w2(σn) = u(σn) = 0, w′1(σn) = w′2(σn) = u′(σn),
then
∣∣w1(t)∣∣ ∣∣u(t)∣∣ ∣∣w2(t)∣∣, t ∈ [σn, τn − a]. (3.21)
Likewise, if at σn+1, the conditions are satisfied
w1(σn+1) = w2(σn+1) = u(σn+1) = 0, w′1(σn+1) = w′2(σn+1) = u′(σn+1), (3.22)
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We therefore have
Lemma 7. For t ∈ [σn, τn − a],∣∣u′(σn)∣∣e−0.1(t−σn) sinh(t − σn) ∣∣u(t)∣∣ ∣∣u′(σn)∣∣ sinh(1.01(t − σn)). (3.24)
For t ∈ [τn + a,σn+1],∣∣u′(σn+1)∣∣e−0.1(σn+1−t) sinh(σn+1 − t) ∣∣u(t)∣∣ ∣∣u′(σn+1)∣∣ sinh(1.01(σn+1 − t)). (3.25)
A consequence of this lemma is
Lemma 8. Provided that |u′(σn)| and |u′(σn+1)| are sufficiently small,
0.99 log
(
1
|u′(σn)|
)
+C1  τn − a − σn  1.2 log
(
1
|u′(σn)|
)
+C2 (3.26)
and
0.99 log
(
1
|u′(σn+1)|
)
+C1  σn+1 − τn − a  1.2 log
(
1
|u′(σn+1)|
)
+C2, (3.27)
where C1 = 0.99 log(δ) and C2 = 1.2 log(4δ).
Proof. We only prove the inequalities for τn. The proof of the inequalities for τn+1 is similar.
From the right-hand inequality of (3.15) and the choice 
 = δ/2, we have δ/2 < |u(τn − a)| <
3δ/2. Substituting this into (3.24), we have
δ
2

∣∣u′(σn)∣∣ sinh(1.01T ) (3.28)
and
∣∣u′(σn)∣∣e−0.1T sinh(T ) 3δ2 , (3.29)
where T = τn − a − σn. From (3.28), we have
δ 
∣∣u′(σn)∣∣e1.01T .
Hence,
T  1
1.01
log
(
δ
|u′(σn)|
)
 0.99 log
(
1
|u′(σn)|
)
+C1, (3.30)
which is the first inequality in (3.26).
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e0.9T − e−1.1T  3δ|u′(σn)| . (3.31)
Since e−1.1T  e−0.9, we have, from (3.31),
e0.9T − e−0.9T  e0.9T − e−1.1T  3δ|u′(σn)| . (3.32)
Denoting X = e0.9T , we have, from (3.32),
X − 1
X
 3δ|u′(σn)| .
Solving this inequality, we have
X  1
2
(
3δ
|u′(σn)| +
√
9δ2
|u′(σn)|2 + 4
)
 4δ|u′(σn)| . (3.33)
The last inequality is true because when |u′(σn)| is sufficiently small, and 4 is small when com-
pared to 9δ2/|u′(σn)|2 (see (3.47)). So the second inequality of (3.26) follows from (3.33). 
Another consequence of the Sturm Comparison Principle is
Lemma 9. For t ∈ [σn, τn − a], ∣∣u′(t)∣∣ 0.45∣∣u′(σn)∣∣e0.9(t−σn). (3.34)
For t ∈ [τn + a,σn+1], ∣∣u′(t)∣∣ 0.45∣∣u′(σn+1)∣∣e0.9(σn+1−t). (3.35)
Proof. We know that in [σn, τn − a],
∣∣u′(t)∣∣ ∣∣w′1(t)∣∣
= ∣∣u′(σn)∣∣e−0.1(t−σn)(cosh(t − σn)− 0.1 sinh(t − σn))
 0.9
∣∣u′(σn)∣∣e−0.1(t−σn) cosh(t − σn)
 0.45
∣∣u′(σn)∣∣e0.9(t−σn),
proving (3.34). We have used the fact that cosh(s)  sinh(s). Inequality (3.35) is proved in a
similar way. 
A third consequence of the Sturm Comparison Principle is
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∣∣∣∣ 0.9. (3.36)
Proof. Using the third inequality in (3.13) and w1(t) = e−0.1(t−σn) sinh(t − σn), and again the
fact that cosh(s) sinh(s), we have, for t ∈ [σn, τn − a],∣∣∣∣u′(t)u(t)
∣∣∣∣
∣∣∣∣w′(t)w(t)
∣∣∣∣
= cosh(t − σn)− 0.1 sinh(t − σn)
sinh(t − σn)
 0.9 cosh(t − σn)
sinh(t − σn)
 0.9.
The inequality in the interval [τn + a,σn+1] is established similarly. This establishes (3.36). 
Lemma 11. In Jn, the Lyapunov function H(t) is decreasing.
Proof. Note that property (3) implies G(t) = o(F (t)). Hence, using (3.36) in (2.10), we obtain
H ′(t)
(−0.4F(t)+ ∣∣G(t)∣∣)u2(t)
which is negative on Jn for n sufficiently large. 
Note that the second term on the right-hand side of Eq. (2.9) may not be negative. So H(t) is,
in general, not decreasing in In = (τn − a, τn + a). Nevertheless, the overall change of H(t) as t
increases from τn to τn + a is negative and the same is true when t increase from τn − a to τn,
as the next lemma shows.
Lemma 12. There exists a constant A> 0 depending on the function v′0(t) and a as determined
by (3.12) such that
H(τn − a)−H(τn) cAF
[m](τn)
4
. (3.37)
For the interval [τn, τn + a], we only need the inequality
H(τn)H(τn + a). (3.38)
Proof. We begin with estimating the first term of (2.10)
−α
2
τn∫
F(t)
(
u′(t)
)2
dt −D1
2
( 0∫ (
v′0(s)
)2
ds − 
1
)
= −D1E1
2
, (3.39)τn−a −a
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initial conditions (3.10). Similarly, we have for the second term of (2.10)
1
2
∣∣∣∣∣
τn∫
τn−a
[
α
∣∣G(t)∣∣+ α|α − 1|F 2(t)]u2(t) dt
∣∣∣∣∣ D22
( 0∫
−a
v20(s) ds − 
1
)
= D2E2
2
, (3.40)
where D2 = max{α|G(t)| + α|α − 1|F 2(t): τn − a  t  τn}. Here E1, E2 refer to positive
constants in the brackets in (3.39) and (3.40) and 
1 > 0 is chosen small as per the uniform
approximation given by Lemma 5.
Next we note that by properties (2) and (3) of the function f (t), we have
F ′(t)
F (t)
= f
′′(t)
f ′(t)
− f
′(t)
f (t)
= o(1), as t → ∞. (3.41)
So we can choose 
2 small such that for all large values of t , |F ′(t)/F (t)| < 
2. As a result, we
have for large n, t ∈ [τn − a, τn],
log
(
F(t)
F (t1)
)
=
∣∣∣∣∣
t∫
t1
F ′(s)
F (s)
ds
∣∣∣∣∣ 
2a, (3.42)
giving F(t) F(t1)e
2a . Combining (3.39) and (3.40), we integrate (2.10) from τn − a to τn to
get
H(τn)−H(τn − a) 12 (D1E1 −D2E2). (3.43)
We note also that properties (2) and (3) imply that G(t) = o(F (t)), so for 
3 > 0, we have
|G(t)| 
3F(t) for all large t . In particular, we have by (3.42),
D2 =
∣∣G(t2)∣∣ 
3F(t2) 
3F(t1)e
2a = 
3D1e
2a. (3.44)
Substituting (3.44) into (3.43), we get
H(τn)−H(τn − a)−D12
(
E1 − 
3e
2aE2
)
. (3.45)
Now we can choose 
2 > 0 such that e−
2a  3/4 and e3 > 0 such that 
3E−11 E2e
2a < 1/3.
Using these in (3.45), we obtain
H(τn)−H(τn − a)−F(τn)E14 ,
which becomes (3.37) using property (1). Inequality (3.38) can be proved in a similar way and
we shall not repeat the details here. 
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we conclude that
H(σn+1)H(τn + a)H(τn)H(τn − a)H(σn). (3.46)
In particular, {H(σn): n = 1,2,3, . . .} form a decreasing sequence. Note that z′(σn) =
f α(σn)u
′(σn) and L(σn) = z′2(σn)/2M0. So
0 <H(σn) = u
′2(σn)
2
= f
−2α(σn)z′2(σn)
2
M0f−2α(σn) → 0, n → ∞. (3.47)
4. Proof of the main result—the final contradiction
Having established the necessary machinery so far, our game plan in the remaining part
of the proof is first to establish a lower bound on the rate of decay of H(σn) by using es-
timates derived from applying the Sturm Comparison Principle to the solution in the inter-
vals In = [τn − a, τn + a]. The lower bound turns out to be some positive constant mul-
tiple of F [m](σn) (Lemma 13). We then use the rate of decay of H ′(t) over the interval
Jn = [σn, τn − a] ∪ [τn + a,σn+1] to obtain a preliminary upper bound on the rate of decay
of H(σn). It turns out that we can use this preliminary upper bound to start an iterative process to
increase the rate of decay. Lemma 8 shows that the length of the intervals Jn is controlled by the
values H(σn). When H(σn) is small, the length of Jn becomes large. On the other hand, estimat-
ing H ′(t) over Jn gives an upper bound on H(σn) depending on the length of the interval. This
appears to be a circular argument, but in reality this provides us an opportunity to improve the
upper bound by iteration somewhat like a bootstrapping process. Indeed, if H(sn) is small, then
the length of the interval is large and this will in turn lead to a smaller H(σn). We shall show that
the upper bound on the rate of decay can be improved by an iterative procedure. After m times of
the bootstrapping process, the rate of decay of H(σn) becomes σ−kn , where k is a positive num-
ber > 1 which is clearly faster than F [m](σn). This contradiction serves to prove our main result.
Lemma 13. There exists a positive constant K such that
H(σn)KF [m](σn) (4.1)
for all n.
Proof. Suppose that the assertion is wrong. Then there is some arbitrarily large n for which the
value κ as defined by
H(σn) = κF [m](σn) (4.2)
can be made as small as we please. By (3.37), (3.47), and (4.2), we have
0 <H(σn+1) κF [m](σn)− AF
[m](τn)
4
. (4.3)
We shall prove that when κ is chosen sufficiently small, the right-hand side of (4.3) becomes
negative for some sufficiently large n. This would give a contradiction since H(σn) > 0 for
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|u′(σn)| = √2κH(σn) implies by the right-hand side of inequality (3.26) that
τn  σn + a +C2 − (0.6) log
(
2κF [m](σn)
)
. (4.4)
On the other hand,
log
(
2κF [m](σn)
)= log(2κ)− m+1∑
j=1
log[j ](σn).
So
−(0.6) log(2κF [m](σn))− logκ + logσn (4.5)
for large n. Combining (4.4) and (4.5), we have
τn  σn + logσn − logκ + a +C2  σn log 1
κ
(4.6)
if κ is chosen sufficiently small. Since F [m](x) is decreasing in x, we have
F [m](τn) F [m]
(
σn log
1
κ
)
 F [m](σn)
(
log
1
κ
)−(m+1)
. (4.7)
Since for small κ , (log 1
κ
)−(m+1) √κ for any positive m, we can substitute (4.7) into (4.3) to
obtain
0 <H(σn+1)
√
αF [m](σn)(4
√
κ −A)
4
< 0, (4.8)
for κ sufficiently small. The contradiction in (4.8) establishes our claim (4.2). 
Using the lower bound (4.2) on H(σn) we can once again use the Sturm Comparison Principle
to obtain a bound on the rate of increase of the zeros σn as the next lemma shows.
Lemma 14. For all sufficiently large n
σn+1  σn + 3 log(σn). (4.9)
Proof. Substituting estimate (4.1) into the right-hand side of inequality (3.26), we obtain (4.4)
with κ being replaced by the capital K . Note once again we have
− logF [m](σn) = log
(
m∏
log[j ](σn)
)
=
m+1∑
log[j ](σn) β log(σn) (4.10)j=0 j=1
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τn  σn + log(σn). (4.11)
Here we use the factor 0.6(0.7)−1 to absorb all the constants in (4.4) and increase its value to 1
in (4.11). A similar argument applied to (3.27) gives
σn+1  τn + log(σn+1). (4.12)
Combining (4.11) and (4.12) gives
σn+1  σn + log(σn)+ log(σn+1) σn + 2 log(σn+1) (4.13)
which implies
σn  σn+1 − 2 log(σn+1) σn+12 . (4.14)
Using (4.14) in (4.13), we then obtain the desired conclusion (4.9) for sn sufficiently large. 
We denote Hn = H(σn) for short. Having established a lower bound for the sequence {Hn}
(Lemma 13), we return to Eq. (2.5) and establish an upper bound on {Hn} as given in the next
lemma.
Lemma 15. Define for sufficiently large n
αn = 2αc5
τn−a∫
σn
F [m](t)e1.8(t−σn) dt, (4.15)
βn = 2αc5
σn+1∫
τn+a
F [m](t)e1.8(σn+1−t) dt . (4.16)
Then for sufficiently large n,
Hn H1 exp
(
−1
2
n−1∑
i=1
(αi + βi)
)
. (4.17)
Here α = (γ − 1)−1, which should not be confused with αn defined in (4.15).
Before proving this substantive Lemma 15, we first prove an auxiliary result establishing a
uniform bound on αn’s and βn’s, namely
Lemma 16. For all sufficiently large n,
0 < αn 
1
2
, (4.18)
0 < βn  1. (4.19)
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(2.10) because all other terms tend to zero when compared with F(t). We can, therefore, use the
approximation given by (3.36) and (3.24) to obtain
−H(σn)+H(τn − a) ≈ −αc2
τn−a∫
σn
F [m](t)u′2(t) dt
−4αc
5
H(σn)
τn−a∫
σn
F [m](t)e1.8(t−σn) dt. (4.20)
Using (3.46), we can rewrite (4.20) to get
0 <H(σn+1)H(τn − a) (1 − 2αn)H(σn). (4.21)
If αn > 1/2 for any n, (4.21) gives readily a contradiction. Hence, (4.18) is proved.
To prove (4.19), we estimate αn from below using its definition (4.15)
αn+1  CF [m](τn+1)
τn+1−a∫
σn+1
e1.8(t−σn+1) dt
= CF
[m](τn+1)(e1.8L1 − 1)
1.8
, (4.22)
where C = 2αc/5 and L1 = τn+1 − a − σn+1 is the length of the interval over which αn+1 is
defined. Likewise, we can estimate βn by
βn 
CF [m](τn+1)(e1.8L2 − 1)
1.8
, (4.23)
where L2 = σn+1 − τn − a is the length of the interval over which βn is defined.
Combining (4.22) and (4.23), we have
βn 
(
F [m](τn)
F [m](τn+1)
)(
e1.8L2 − 1
e1.8L1 − 1
)
αn+1. (4.24)
Note that F [m](t) is decreasing and by Lemma 14 we have σn+1  σn + 3 log(σn) λσn for any
λ > 1. Since F [m](σn+1) λ−mF [m](σn), the first factor on the right-hand side of (4.24) satisfies
F [m](τn)
F [m](τn+1)
<
F [m](σn)
F [m](σn+1)
 λm  3
2
(4.25)
if λ is chosen to be equal to (3/2)1/m, a number greater than 1. To compute the interval lengths
L1 and L2, we note that L1 measures the right portion of Jn, namely [τn + a,σn+1] and L2
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decreasing, by Lemma 11. Also |u′(t)| is positive, so we can write
∣∣u′(t)∣∣= 2(H(t)+ u2(t)
8
− |u(t)|
γ+1
γ + 1
)
=
√
2
(
H(t)+K(u)),
where K(u) = (u28 − u
γ+1
γ+1 ) is a function of u independent of t . We thus have
L1 =
|u(τn+1−a)|∫
0
du√
2(H(t)+K(u)) 
|u(τn+1−a)|∫
0
du√
2(H(τn+1 − a)+K(u))
(4.26)
and
L2 =
|u(τn+a)|∫
0
du√
2(H(t)+K(u)) 
|u(τn+a)|∫
0
du√
2(H(σn+1)+K(u))
. (4.27)
By Lemma 5, |u(τn+1 − a)| is close to the value v0(−a) and |u(τn + a)| is close to the value
v0(a), but v0(−a) = v0(a). So |u(τn+1 − a)| and |u(τn + a)| are pretty close. If |u(τn+1 − a)| is
larger than or equal to |u(τn + a)|, then L1 > L2 by (4.26) and (4.27), because H(τn+1 − a)
H(σn+1) by (3.46). Now suppose |u(τn+1 − a)| < |u(τn + a)|. We can estimate L2 from above
by (4.27) in terms of L1 as follows
L2  L1 +
|u(τn+a)|∫
|u(τn−a)|
du√
2(H(σn+1)+K(u))
 L1 +
|u(τn+a)|∫
|u(τn−a)|
du√
2(K(u)
. (4.28)
In Jn, Jn+1, |u(t)| is small because of (3.12). In particular, we can assert that K(u) u2/32,
and it follows from (4.28) that
L2  L1 + 4
|u(τn+a)|∫
|u(τn−a)|
du
u
= L1 + 4 log
(∣∣∣∣u(τn + a)u(τn − a)
∣∣∣∣
)
. (4.29)
Since |u(τn − a)| and |u(τn + a)| are close, we can choose 
 > 0 so small that |u(τn + a)| <
|u(τn − a)| + 
. Also |u(τn − a)| is close to v0(a). So it satisfies |u(τn − a)|  v0(a)/2 > 0.
Using these estimates in (4.29), we obtain
L2  L1 + 4 log
(
1 + 2

v0(a)
)
 L1 + 8

v0(a)
. (4.30)
We now return to the second factor in the right-hand side of (4.24) and use (4.30) to obtain
e1.8L2 − 1
1.8L 
e8
(v0(a))
−1 − e−1.8L1
−1.8L 
4 (4.31)e 1 − 1 1 − e 1 3
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 > 0 is chosen to satisfy 
 < 18 log(4/3). Using (4.25) and (4.31) and the fact that αn+1  1/2
for all n, we obtain βn  1, proving (4.19). 
Proof of Lemma 15. It is easy to show using (3.46) (in a way similar to proving (4.21)) that
H(σn)H(τn − a)H(τn + a) (1 + 2βn)H(σn+1). (4.32)
Combining (4.21) and (4.32), we have
H(σn+1)
(
1 − 2αn
1 + 2βn
)
H(σn). (4.33)
Since (1 − 12βn)(1 + 2βn) = 1 + βn( 32 − βn) 1 by (4.19), we can deduce from (4.32) that
H(σn+1)
(
1 − αn
2
)(
1 − βn
2
)
H(σn) (4.34)
or
log
(
Hn+1
Hn
)
 log
(
1 − αn
2
)
+ log
(
1 − βn
2
)
. (4.35)
Since log(1 − s) −s for all 0 < s < 1, (4.35) gives log(Hn+1/Hn)− 12 (αn + βn), which is
equivalent to the desired conclusion (4.17). 
The estimate (4.17) offers us a way to put an upper bound on the rate of decay of Hn, provided
we know the rate of increase of the infinite series
∑∞
i=1(αi + βi). If by this means we can show
that the rate of decay of Hn has to be faster than the lower bound given in Lemma 13, then we
obtain the desired contradiction that establishes our main result.
We need to find convenient lower bounds for αi and βi in terms of an integral over the inter-
vals [σn, τn] and [τn, σn+1]. The following result is useful in analyzing the coefficient function
F [m](t).
Lemma 17. Let [a, b] be any finite interval and [c, d] a subinterval of length at least half of
(b − a). Suppose that h(t) is a continuous positive function defined on [a, b] such that
max{h(t): t ∈ [a, b]}
min{h(t): t ∈ [a, b]}  2 for all t ∈ [a, b].
Then
b∫
a
h(t) dt  3
d∫
c
h(t) dt.
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b∫
a
h(t) dt 
d∫
c
h(t) dt +
∫
[a,b]\[c,d]
h(t) dt

d∫
c
h(t) dt + max{h(t)}(d − c)

d∫
c
h(t) dt + 2 min{h(t)}(d − c)
 3
d∫
c
h(t) dt. 
Proof of Theorem 2. Let ρ > σn be chosen such that ρ − σn = 13 (τn − σn) and N be an integral
 2. By the left-hand side of the inequality (3.26), we have, for sufficiently large n and t > ρ,
t − σn  τn − σn3  0.32 log
(
1
|u′(σn)|
)
 log
(
16N
cα
)
. (4.36)
Hence, e1.8(t−σn)  16N/cα. Using this in (4.15) and noting the fact that
τn − a − ρ = τn − a −
(
τn
3
+ 2σn
3
)
= 2
3
(τn − σn)− a  12 (τn − σn),
we can now apply Lemma 17 to estimate αn as follows
αn 
32N
5
τn−a∫
ρ
F [m](t) dt
 32N
5
τn∫
ρ
F [m](t) dt
= 32N
5
[
log[m](τn)− log[m](σn)
]
. (4.37)
Likewise, we have
βn 
32N
5
σn+1∫
F [m](t) dt = 32N
5
[
log[m](σn+1)− log[m](τn)
]
. (4.38)τn
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bound on Hn
Hn H1 exp
(
−1
2
n−1∑
i=1
(αi + βi)
)
H1 exp
(
−16
15
[
log[m](σn)− log[m](σ1)
])
H1 exp
(−N log[m](σn))
= H1 exp
(
log
[
log[m−1](σn)
]−N )
= H1
(
log[m−1](σn)
)−N
. (4.39)
This completes the first step of the bootstrapping process. Note that for m = 2 in (4.39),
Lemma 13 gives a lower bound Hn Kσn log(σn), which (4.39) is insufficient to surpass. How-
ever, for m = 1, Lemma 13 gives Hn Kσ−1n . On the other hand, (4.39) gives an upper bound
Hn = O(σ−Nn ) with N  2, which decreases faster than σ−1n . This provides an alternative proof
for the result is Kaper and Kwong [12].
Using (4.39), we obtain
∣∣u′(σn)∣∣=√2Hn(log[m−1](σn))−N. (4.40)
We can now use (4.40) in (4.36) to begin the next step of the bootstrapping process as follows:
t − σn  0.32 log
(
1
|u′(σn)|
)
 0.16
[− log(2H1)+N log[m](σn)]
 (0.15)N log[m](σn). (4.41)
By Lemma 14, σn+1  σn + 3 log(σn) λσn for some λ > 1. So
log[m](σn)M1 log[m+1](σn+1), (4.42)
where M1 can be as large as we please. Thus for t  σn+1, we have from (4.41) and (4.42),
t − σn M2 log[m+1](t).
Thus
et−σn  16N log
[m](t)
αc
, (4.43)
for some constant M2 depending on M1. Returning to the definition of αn and apply Lemma 17
once again, we have from (4.43)
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32N
5
τn−a∫
ρ
F [m−1](t) dt
 32N
5
τn∫
σn
F [m−1](t) dt
= 32N
5
{
log[m−1](τn)− log[m−1](σn)
}
. (4.44)
A similar argument gives an analogous lower bound for βn,
βn 
32N
5
{
log[m−1](σn+1)− log[m−1](τn)
}
. (4.45)
Summing up (4.44) and (4.45), we find
Hn H1 exp
(
−16N
15
[
log[m−1](σn)− log[m−1](σ1)
])
H1
(
logm−2](σn)
)−N
. (4.46)
Comparing (4.46) with (4.39), we see that the rate of the upper bound on {Hn} has been reduced
from log[m−1](σn) to log[m−2](σn). Repeating this bootstrapping process m times, we obtain
instead of (4.46)
αn 
32N
15
τn∫
σn
F [0](t) dt = 32N
15
log
(
τn
σn
)
(4.47)
and
βn 
32N
15
σn+1∫
τn
F [0](t) dt = 32N
15
log
(
σn+1
τn
)
. (4.48)
Combining (4.47) and (4.48), we obtain
Hn H1 exp
(
−16N
15
log
(
σn
σ1
))
 H1
σNn
. (4.49)
Since N  2, (4.49) violates the lower bound Hn  KF [m](σn) established in Lemma 13.
This final contradiction proves Theorem 2. 
We remark that we can in fact continue one more step using (4.49). This will lead to the fact
that Hn decays exponentially. A further step would lead to a lower bound of αn which diverges
as n → ∞. Indeed, if any αn > 1/2, (4.21) gives the desired contradiction.
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