Abstract-In recent years, in an attempt to maximize performance, machine learning approaches for event-related potential (ERP) spelling have become more and more complex. In this paper, we have taken a step back as we wanted to improve the performance without building an overly complex model, that cannot be used by the community. Our research resulted in a unified probabilistic model for ERP spelling, which is based on only three assumptions and incorporates language information. On top of that, the probabilistic nature of our classifier yields a natural dynamic stopping strategy. Furthermore, our method uses the same parameters across 25 subjects from three different datasets. We show that our classifier, when enhanced with language models and dynamic stopping, improves the spelling speed and accuracy drastically. Additionally, we would like to point out that as our model is entirely probabilistic, it can easily be used as the foundation for complex systems in future work. All our experiments are executed on publicly available datasets to allow for future comparison with similar techniques.
B
RAINCOMPUTER interfaces (BCIs) are being developed to allow the direct communication between the man and machine [1] . We focus on the visual P300 speller [2] , which is a specific type of event-related potential (ERP)-based BCI, but our method should transfer easily to other ERP paradigms. The visual P300 paradigm is designed to empower paralyzed users to type by simply looking at the desired letter. Furthermore, it has been shown that this type of BCI can be used in practice by patients suffering from ALS [3] , [4] .
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response, we can infer the desired symbol. We will refer to each attempt to spell a single symbol as a trial. The stimuli are always presented in groups, so called iterations, where during a single iteration each row and each column will be intensified once. Because several iterations have to be presented before the desired character can be predicted reliably, the spelling speed is limited.
Research concerning ERP spellers is quite diverse. Some groups focused on increasing the signal to noise ratio of the raw EEG signal in the original P300 paradigm, i.e., they attempt to facilitate the detection problem [5] - [7] . Others have adapted the stimulus presentation methods to cater to people that have no eye movement, e.g., the auditory paradigms AMUSE [8] and PASS2D [9] . Additionally, many have strived to increase the accuracy and spelling by building more complex supervized machine learning models [10] - [12] . However, most of these methods require very intensive subject-specific fine-tuning of a wide array of parameters. Furthermore, it has been demonstrated in offline simulations that the P300 speller can be used without a training session [13] , [14] . Language models have been used to improve the classification in a supervised classifier [15] . In [13] , we combined an unsupervised model with intersubject transfer learning and language models. To increase the spelling speed, multiple heuristics have been developed to determine when enough iterations have been presented to the classifier to allow for reliable symbol prediction [8] , [9] , [15] , [16] , [17] , [18] , [19] . The problem with most of these techniques is that they consist of several entities with many parameters each. The ERP classifier produces outputs for each stimulus, these outputs have to be combined to form a spelling prediction. When we want to add dynamic stopping and language models to improve performance, we have to resort to heuristics to combine the different components.
In this paper, we want to simplify this process significantly by proposing a unified probabilistic model. Our model can compute the likelihood for each symbol directly, without additional postprocessing, even when combined with dynamic stopping and language models. The underlying classifier is trained supervisedly for each subject, but it does not require the tuning of additional parameters. The model itself is based on three straightforward assumptions. First, Blankertz et al. [20] reported that ERP features are approximately Gaussian with class dependent mean and shared covariance. We assume that there exists a 1-D projection of these features which is Gaussian with class dependent mean and shared variance, which is a slightly less strict assumption. Second, we assume that we can compute a 0018-9294 © 2013 IEEE prior distribution on the desired symbol given previously spelled text, which is common in natural language processing. Our final assumption adds regularization to the model through a prior on the classifier. These three assumptions result in a state-of-the-art model for ERP spelling that exhibits a natural dynamic stopping strategy.
Next, we will give an overview of the most closely related work and highlight how it differs from our approach.
In [15] , the use of language models for visual P300 was introduced, where the commonly used stepwise linear discriminant analysis (SWLDA) classifier is combined with tri-gram language models and dynamic stopping. The classifier, language model, and dynamic stopping strategy are separate entities, which results in complicated postprocessing to form a single prediction. To combine the classifier, language models and dynamic stopping, they require five additional parameters. This contrasts with the philosophy of this study, where we aim to keep everything as simple as possible.
In previous work [13] , we presented an unsupervised classifier that embeds language models into the classifier. The key ideas underlying that model are the same as in this study. The main difference is that in [13] an unsupervised classifier was used, whereas this study focusses on supervised training. The unsupervised approach limited us to tri-gram language models, as the classifier updates scale badly with the length of the language model.
Ryan et al. [21] have proposed to speed up spelling by adding entire words to the spelling matrix. As a result, a word which is presented in the matrix can be spelled in a single trial. Even though their approach is fundamentally different from our method, it is possible to combine both in our probabilistic model.
Höhne et al. [9] proposed a modified ERP application that utilizes a variation on the T9 predictive text system.
As we use data from BCI Comp. III, we compare the results with the winner of that competition, which is eSVM [12] . The eSVM approach uses subject-specific preprocessing, which is optimized through complex cross-validation procedures. An ensemble of SVM classifiers is combined to form a single symbol prediction. This makes it more difficult to combine this technique with dynamic stopping or language models.
In addition to the aforementioned study, numerous dynamic stopping strategies have been proposed in the literature, an overview and empirical comparison can be found in [22] , a short summary follows. In [8] , an LDA-based classifier was used to detect the ERP response. As a confidence threshold, the difference between the median projection of the most likely and second most likely symbol is used. When this difference exceeds a subject-specific threshold, the symbol is spelled.
Another LDA-based dynamic stopping strategy is proposed in [16] . For each position in the grid, the average of the LDA outputs across iterations is computed and subsequently normalized such that the maximum value is mapped to 1 and the minimum to 0. When the sum of all normalized values is low, then the classifier is certain about a single symbol. When this value drops below a certain threshold, then the stimuli are stopped and the symbol is presented to the user.
Liu et al. [17] use support vector machines to classify the EEG segments. After training, they compute the average distance between the ERP response and the separating hyperplane. During spelling, the EEG is averaged over the last three iterations. If the distance between the averaged EEG and the separating hyperplane is once or twice the average distance computed on the training data, the symbol is selected.
In [18] , the authors propose a classifier independent dynamic stopping strategy. If the classifier predicts the same symbol twice in a row, they spell that symbol and move on to the next one.
From this overview, it is clear that most of the dynamic stopping strategies are postprocessing procedures on the output. This contrasts with our approach where the dynamic stopping strategy is a natural extension of the classifier.
In Section II, we discuss the EEG preprocessing, the basic probabilistic model and the embedding of the language model into the classifier. Then, we continue with a description of the dynamic stopping strategy. The final part of this Section details the datasets and experimental setup. Section III discusses the results and opportunities for future work. In Section IV, we formulate our conclusions.
II. METHODS

A. Preprocessing
In this study, we adhere to the preprocessing approach used in [13] and [14] because it does not rely on subject-specific parameter tuning. On top of that, this preprocessing method is applicable online as the EEG is preprocessed on a character by character basis.
The first step comprises the application of a common average reference filter, followed by a bandpass filter (0.5 -15 Hz). Then we subsample the data by a factor 6, to around 40 Hz, subsequently, we retain 10 samples per channel centered around 300 ms after the stimulus presentation. In the final step, we append a bias term to the feature vector.
B. Probabilistic Model for ERP Spelling
We build on the probabilistic model for ERP spelling from [14] , which was originally introduced for unsupervised training of a P300 speller. The model is based on three assumptions.
The first assumption considers the prior probability of each symbol. In the basic model, we assume that each symbol has equal probability
where c t is the desired symbol in trial t and C is the number of symbols to choose from, which is 36 in our experiments. The second assumption is that there exists a projection w of the EEG features x t,i,s for trial t during iteration i after stimulus event s, such that x t,i,s w is Gaussian distributed with a class dependent mean y t,i,s (c t ) and shared variance β −1 . The class dependent mean is encoded as follows: if the desired symbol c t for trial t is intensified during stimulus s in iteration i, then y t,i,s (c t ) = 1, otherwise y t,i,s (c t ) = −1. The distribution of this projection is used to approximate the distribution of the EEG itself
We would like to point out that this formulation implicitly assumes that for each class the EEG features are i.i.d. distributed given the true symbol. In practice, this might not always be the case, for example when the desired symbol is highlighted during two consecutive stimulus presentations. However, most machine learning approaches, e.g. linear discriminant analysis, employ this simplification. Furthermore, the assumption of the Gaussian projection in one dimension is backed by Blankertz et al. [20] , where they argue that the EEG features are approximately Gaussian distributed with a class dependent mean and shared covariance. Consequently, each 1-D projection is Gaussian with a class dependent mean and shared variance. Our third assumption is introduced to regularize the classifier. We place a zero mean, isotropic covariance prior on the weight vector w
where α is the precision on the weight vector. This prior is introduced to keep the weights of the classifier small, similar to Bayesian linear regression [23] .
We can train this model by using the update equations for w, α, β from [14] . But those were developed for unsupervised training, while we perform supervised training. As a consequence, we can apply an expectation maximization (EM)-based training algorithm, that is completely analogous to EM for Bayesian linear regression [23] . Therefore, we refer to [23] for the derivation of the update equations. The model is trained by alternating the updates for the weight vector and the hyperparameters, until convergence. The update for the weight vector consists of computing the posterior distribution on the weight vector given the training data. This distribution has mean w * and covariance A. The updates are defined as follows:
where the rows of X are the individual data points x t,i,s and y (c) is a column vector that contains the different labels y t,i,s (c t ). The updates for the hyperparameters are as follows:
where D is the dimensionality of the weight vector and N is the number of feature vectors used to train the model. As aforementioned, the update equation computes a posterior distribution on the weight vector. We use the most likely value, its mean w * as projection. From now on, we will drop the subscript and refer to the mean of the posterior as w. Given the weight vector, predicting the desired symbol for trial t given the EEG is a straightforward application of Bayes's rule
The predicted symbol c t is the one with the highest probability. Furthermore, it is clear that p (X t |c t , w, β) can be computed for any number of iterations. Ergo, we can compute this probability after each iteration of stimuli, and using this probability results in a natural dynamic stopping strategy. Our model is closely related to linear discriminant analysis (LDA) [23] . The assumption that the projected EEG has a normal distribution with a class dependent mean is slightly more general than LDA, where the EEG itself is assumed to have a normal distribution with class dependent mean but with shared covariance. The Bayesian linear discriminant analysis (BLDA) model [24] , which is often used in an ERP speller, is very similar to our model but differs slightly in the underlying assumptions. The BLDA model is based on regression, whereas we modified the assumptions such that it becomes a real classifier. This is reflected in the inference of the desired symbol. BLDA uses regression outputs, which are averaged across iterations and the symbol associated with the maximum value is predicted. As a result, combining BLDA with language models and dynamic stopping is quite cumbersome. The model presented here uses Bayesian inference to predict the desired symbol, which makes it more natural to use it in combination with language models and dynamic stopping.
C. Embedding the Language Model in the Classifier
In the basic model, we assumed that each symbol has the same prior probability. However, when the user has already spelled the text: "I WOULD LIKE TO DRIN", then we can predict with high confidence that the next symbol will be K. In this section, we will embed such prior knowledge in the classifier by extending it with an N-gram letter model. Such a language model takes the N − 1 previously spelled characters into account to compute the prior probability of the next symbol
We will use the shorthand h
to denote the history of length N − 1: c t−N +1 , . . . , c t−1 , thus, (2) becomes p c t |h
To exploit statistical knowledge about language in the classifier, we have to replace (1) by (3) in the model definition. In our experiments, the user has to correct erroneous mistakes with a backspace. Consequently, we know that text spelled previously is either correct or has to be erased. Ergo, we can predict the desired symbol by computing
where c t can be either a symbol or backspace. From this equation, we see that the language model rescales the probabilities for the different symbols. Furthermore, it is clear that embedding the language model into the classifier does not result in a computational penalty, which is a key aspect of this approach, as it allows us to utilize language models with a long history. This differs from the more complicated inference in [13] , where the previous symbols had to be reestimated using the forwardbackward algorithm [23] to eliminate the uncertainty with respect to the previous symbols. Because the forward-backward algorithm is computationally much more demanding than the direct inference used in this study, the unsupervised approach was limited to tri-gram models. In this paper, we use up to 8-gram models and show that they result in additional improvements over models with shorter history. We would like to point out that our method is not limited to a specific language model implementation. The only requirement is that we must be able to obtain the probability of each symbol in the grid conditioned on the history. The language models in this study are N-gram letter models, with N ranging from 1 to 8. The most direct way to learn such a model is to count how many times a specific sequence occurs, followed by normalizing these counts:
Clearly, a sequence that is not included in the training corpus will receive no probability mass and we will not be able to spell this sequence with the BCI. On top of that, the memory consumption scales exponentially with the length of the history. Both these problems can be solved at once by using Kneser-Ney smoothing [25] . This technique stores only sequences occurring K or more times, the probability mass assigned to unseen sequences is proportional to D occurrences. Thus, for sequences occurring K or more timeŝ p c t |h
The remaining probability mass divided across sequences that appear fewer than K times can be computed as follows:
where we summed over all c t for which count h N −1 t , c t ≥ K. We will dividep(D) across the sequences that we counted less than K times proportional to the probability mass they received
where we have summed over all c t for which count h N −1 t , c t < K. In this study, we have used the suggested values from the literature for the discount D = 2 and the minimum number of occurrences K = 4. We trained the models on the corpora included in the NLTK toolbox [26] .
Previously, we pointed out that the user has to correct mistakes by using a backspace command. For that reason, we have to estimate the likelihood for the backspace command conditioned on the history. This is nontrivial because it cannot be learned from data. Therefore, we devised the following heuristic. The probability that we made a mistake in the last trial according to the language model is the following:
where c t is the symbol spelled in trial t. We combinê p(backspace) with the language model prior as follows:
and we will use this distribution during symbol prediction. The estimation of the backspace prior has the following properties. The original language model probabilities remain proportional to each other. The backspace probability is independent of the classifier output, which is essential in order to be able to correct mistakes where the user selected the wrong symbol. Additionally, less than half the probability mass can be assigned to the backspace command. This makes sense if we assume that the speller works accurately. Finally, spelling unlikely texts will increase the probability of a backspace.
D. Dynamic Stopping
Our final contribution enriches the speller with dynamic stopping by using the approach presented in [19] . However, the combination of this dynamic stopping approach with complex language models is novel. Our goal was, similar to the incorporation of language models and the basic speller itself, to keep everything as straightforward as possible. As we pointed out in the previous sections, our classifier is able to output a likelihood for each symbol after each iteration. Therefore, after each iteration, we know which symbol the classifier prefers and how much confidence it has in this prediction. The evolution of likelihood of the symbols as a function of the number of iterations is plotted in Fig. 1(a) . The first two plots show the typical behavior: once the classifier settles on a symbol, the likelihood for that symbol approaches 1 quickly. Therefore, it is sensible to set a confidence threshold and stop presenting stimuli when this threshold is reached. But one has to select this threshold carefully. For example, the last plot shows some pathological behavior, the classifier becomes very certain of a specific symbol, after which it starts to home in on another symbol. This shows how critical the threshold selection is. Setting it too low results in making additional mistakes. On the other hand, when we set it too high, we waste time during unneeded iterations. The default method to set the stopping threshold, or any parameter in a machine learning method, is cross validation. For the dynamic stopping threshold, this turns out to be problematic. First of all, we cannot reuse the training data to optimize the threshold, because the classifier might be overly confident on this data. As a result, we need additional calibration data to optimize the threshold. Second, when we use few data points, then a single mistake can effect the spelling speed drastically. Therefore, using a small dataset to optimize the threshold is not reliable. Recording a large additional dataset to optimize the threshold is also a bad idea, since doing so will waste more time recording this dataset than we gain by optimizing the threshold. Therefore, we use a subject-independent fixed threshold. Remember that in Fig. 1(a) , we saw that the likelihood for a specific symbol approaches 1 quickly when the classifier receives enough data to support this selection. Therefore, we argue that setting the threshold to 0.99 for all subjects is a good choice. It is a very conservative threshold, thus it is very unlikely that by adding more iterations the classifier will predict a different symbol.
We will show that dynamic stopping by itself can improve the performance. However, it becomes much more powerful when combined with a language model. Recall that a language model rescales the posterior probabilities over the symbols based on the history. When we combine dynamic stopping with language models, the language model lowers the confidence threshold for expected, common sequences. Unlikely or strange letter combinations will result in an increased threshold. In essence, we modulate how conservative the threshold must be with respect to the previously spelled text. This effect is illustrated in Fig. 1(b) , where we have plotted the posterior probabilities computed on the same data as Fig. 1(a) . It is clear that a symbol, that is likely according to the language model, reaches the threshold more quickly. Equally important, symbols that receive a low prior probability can get spelled as well. The language model steers the symbol prediction but does not overrule it.
E. Datasets
Our experiments are executed on three different publicly available datasets, BCI Competition II [27] , BCI Competition III [28] , and the Akimpech P300 dataset [29] .
The Wadsworth Centre at the New York State Department of Health recorded both BCI Competition datasets [27] , [28] . They used BCI2000 software in combination with a 64 channel amplifier that recorded the data at 240 Hz. The experiment was structured as follows. A 6 × 6 spelling matrix was shown 2.5 s before and after the presentation of the stimulus sequence. Each stimulus lasted 100 ms with a 75 ms pause in between. Each row and column were intensified 15 times per character. The data from BCI Comp. III is recorded on two distinct subjects with 85 train and 100 test characters. The data from BCI Comp. II consists of a single subject with 42 train and 31 test symbols.
The Akimpech [29] dataset contains 22 subjects. The data were recorded from 10 channels and digitized at 256 Hz with BCI2000. The number of iterations was 15, the stimulus duration was 62.5 ms and the interstimulus interval was 125 ms. We used the same train/test split as in [13] and [14] , with 16 symbols per subject in the training session and, depending on the subject, 17 to 29 symbols in the test set.
We argue that using publicly available datasets is the best way to compare methods. By evaluating each classifier on the same data, we eliminate the influence of the test subject's mental state. The drawback to these publicly available datasets is that they do not contain real text. For that reason, we cannot evaluate the influence of language models directly without making some additional assumptions. On the other hand, we will show in our experiments that the desired text itself can influence the performance heavily. Therefore, we argue that it is essential that each technique, which makes use of language models, must be evaluated on different texts per subject. Furthermore, an evaluation, as extensive as in this study, is not possible in online experiments. We evaluate 9 language model settings and 16 stopping conditions (1 to 15 iterations and dynamic stopping) for 20 different texts per subject. This results in 2880 experiments per subject, which is quite inhumane. Furthermore, we will show that evaluating this number of texts on the same subject is desired, as the text itself can greatly influence the performance. In the next paragraph, we detail how such an evaluation becomes feasible on prerecorded data.
F. Assessing the Influence of a Language Model
To solve the aforementioned problem, we have utilized the approach that we proposed in [13] . The task in an ERP speller is to predict the desired symbol. To do so, we must detect the attended stimulus. The mapping from stimulus to symbol is pure postprocessing. Thus, in order to select the correct symbol, we have to detect the stimulus that caused the ERP response, not the symbol itself. As a consequence, we can dynamically remap the spelling actions associated with the different stimuli. This allows us to modify the desired output of the speller, without interfering with the classification accuracy (when no language model is used). This technique allows us to simulate a backspace button and modify the desired output in offline experiments.
As a result, we can simulate a user trying to spell a text where he has to correct spelling mistakes. We would like to stress that we do not alter the intensification structure nor the EEG itself. In order to predict the correct action, we have to predict the correct position in the grid, just as in the unmodified dataset. We determined the next desired action and remapped the grid, after we spelled a symbol. This was done until we had processed all the data once.
We want to emulate a user spelling a specific text and the user has to be able to correct his mistakes. Therefore, we will allocate the following symbols to the P300 grid (left to right, top to bottom): A − Z, 1 − 4, a backspace command, 6-9 and a space command. This grid will be cyclically shifted on a character by character basis, such that the desired command is assigned to the true P300 position. The cyclic shifts make sure that the neighboring symbols/commands are always the same, which makes sure that errors where the neighboring intensifications are selected do not depend on the desired symbol.
To obtain evaluation texts, we sampled from a Wikipedia dataset [30] . This dataset was first transformed to upper case, then we dropped the symbols which were not present in the grid. For each subject we sampled 20 contiguous texts randomly, where each text has the same length as the original dataset. Each classifier was evaluated on all texts for all subjects to limit the influence of the desired text on the performance.
We ran experiments with and without a language model. The language models ranged from uni-to 8-gram models. We evaluated a fixed number of iterations, ranging from 1 to 15, and compare this to dynamic stopping. In the dynamic stopping approach, we stopped the stimulus presentation when the classifier reached a certainty of at least 0.99.
G. Evaluation Metrics
Evaluating the number of mistakes made by a BCI speller is straightforward and can be done by computing the selection accuracy (Acc.):
However, the selection accuracy does not convey how much we can type in a given amount of time. To evaluate this, we use the symbols per minute (SP M ) [22] . The idea underlying this measure is that it rates spelling speed as if it were an online experiment in which the user has to correct selection errors. It is based on the following observation: when the BCI predicts the wrong symbol, the user has to correct this mistake by using a backspace command. An unintentional backspace can be reversed by retyping the last symbol. Therefore, a mistake counts as a negative unit of information and a correct selection is a positive unit of information. This yields the following formula to approximate the true information transfer:
where Δ is the average time to predict each symbol, including the pause between trials. If we need less intensification per symbol, then Δ will decrease and SP M will increase. The higher the accuracy, the higher the SP M . A second important observation is that when the accuracy drops below 50%, the SP M will become negative. This corresponds to the situation where errors accumulate and cannot be corrected. Second, when the accuracy is 75%, we will spend only half the time making progress and half the time correcting errors. The information transfer rate (ITR,bits /min) is the default metric in the BCI literature to measure spelling speed, and compute as follows:
where N is the total number of commands to choose from. However, this method does not take into account that mistakes have to be corrected, this results in a significant overestimation of the actual information transfer rate for experiments with a small time per symbol and low accuracy. Furthermore, this error is hard to interpret. As a consequence, we will only use accuracy and SPM, not ITR to draw our conclusions.
III. RESULTS AND DISCUSSION
We begin by looking at the evolution of the accuracy for 3, 5, and 15 iterations as a function of the length of the N-gram model. The average results per dataset are plotted in Fig. 2 . In this figure, we observe that the language model is able to improve the accuracy, but the improvement is the largest for a low number of iterations. For example, on the BCI Comp. III dataset, 3 iterations without a language model results in an average accuracy of only 56.5%, and the 8-gram language model boosts this up to 74.8%. But when we use 15 iterations on the same dataset, the result without language models is already 92.5% and the margin for improvement is much smaller. The results obtained on the other two datasets corroborate these findings. A second important observation is that when we go from a classifier without a language model to one with a unigram embedded into it, we make a huge leap in selection accuracy. Going from a unigram to a bigram yields a smaller performance gain. For 7-and 8-gram models, we actually obtain the same selection accuracy. This has two causes, a unigram already conveys most prior knowledge about the language, but we should not forget that the longer the history of the language model, the more difficult it becomes to train the model. To illustrate the impact of a language model on the spelling accuracy differently, we plotted the average accuracies over all datasets, for 1 to 15 iterations and over all language model settings, in Fig. 3 . The highest accuracies are obtained with either 5-, 6-, 7-, or 8-gram models, dependent on the number of iterations per symbol. Let us fix the desired minimum average accuracy and determine how many iterations are required per symbol. If the desired accuracy is 90%, then we can use a 7-gram language model and 4 iterations per symbol, only half of what is needed without a language model. We can obtain 85% accuracy without a language model and 6 iterations, but by using at least a 4-gram language model we need no more than 3 iterations. Once more, we observe that the language model has the most effect when few iterations are used to predict the symbol and, that going from no language model at all to a unigram model has a bigger effect than going from a 5-to a 6-/7-/8-gram model.
In the previous paragraph, we concentrated on the average performance. However in BCI, the results are always subjectdependent and when language models are used, the desired text can have a huge influence on the performance. When the desired text is likely under the language model, then the language model will have a larger (positive) impact on the accuracy than unlikely sequences. This effect is illustrated in our experiments, where we evaluated the speller using 20 different sequences sampled from Wikipedia. We analyze the results in detail for the first subject from BCI Comp. III, each sequence for this specific subject is 100 trials long and we use 5 iterations per trial. Our model without a language model obtains 64% accuracy, the best result from the literature is 72% with the eSVM approach from [12] , a technique that requires very complicated subject-specific tuning. By adding an 8-gram language model to our classifier, we obtain an average accuracy of 74.8% with a standard deviation of 10.7. Out of the 20 sampled texts, only 4 resulted in a selection accuracy below 72%: 71%, 67%, 58% and 52%. From these 4, only 2 texts result in a performance drop compared to our classifier without a language model. But on the other hand, 16 texts allow us to outperform eSVM, 11 texts yield an accuracy of over 80% and three of these got to at least 90%. This analysis illustrates the gigantic influence a language model can have. For that reason, we conclude that one has to be very cautious when evaluating language models in a BCI. We argue that when you evaluate a method that utilizes a language model, you must evaluate different texts for each subject and each classifier setting. Additionally, our results indicate that a language model adapted to the specific language employed by the BCI user, should yield additional performance improvements.
Next, we want to determine how the language model affects spelling speed. In Fig. 4 , we averaged the SPM results per dataset, and we marked the optimum per dataset with a dot. We selected the optimum on the test set; therefore, the optimum is not representative of what you can attain in an online experiment. We use it to show what the maximum level of performance is. Nonetheless, we see that on the BCI Comp. III and the Akimpech dataset the maximum SPM value is obtained with 7-/8-gram language model. Additionally, we see that for a fixed number of iterations per symbol, a more complex language model results in an increased number of SPM, which corroborates our previous findings on selection accuracy. In Table I , we have compared the optimum SPM value on the test set, with and without a language model. We see that on BCI Competition II, we obtain 4.6 SPM without a language model and a single iteration. The addition of a language model increases this to 5.7 SPM. The BCI Comp. III dataset is much more difficult and this is reflected in an optimum of only 1.7 SPM with 9 iterations without n-gram. The addition of a 7-/8-gram increases this result to 2.6 SPM with just 3 iterations. Without a language prior, we can spell 2.9 SPM with 4 iterations on the Akimpech dataset. Incorporating a 7-/8-gram increases to 4.3 SPM with just 2 iterations per symbol. Therefore, we conclude that the language model increases the SPM drastically.
Next, we illustrate the deficit of ITR. In Fig. 5 , we see that apart from BCI Comp II., which contains only a single subject, the parameters that maximize the ITR differ from those that maximize the SPM, e.g., on BCI Comp III. the optimal ITR setting results in just 1.25 SPM, which is less than half the true SPM optimum of 2.6. On all datasets the ITR is maximized with a language model and a single iteration per symbol. This is caused by the ITR definition, ITR favors a low time per symbol because it assumes that a mistake equals no information transfer, whereas it is actually negative information that has to be corrected. We argue that because of this deficit and the fact that the ITR is not interpretable, ITR is not suited for ERP speller evaluation. Now, we will compare dynamic stopping, with a certainty threshold of 0.99, to a fixed optimal setting for the number of iterations. We compare both techniques with and without a language model and present the results in Table I , where in addition to the SPM results, we included the (mean) number of iterations, the accuracy, and the language model used. Without a language model, the fixed optimal number of iterations resulted in 4.6, 1.7, and 2.9 SPM, respectively, on BCI Comp. II, BCI Comp. III, and the Akimpech dataset. With dynamic stopping, we obtain 4.5, 2.2, and 3.3 SPM, which is only a minor decrease for the BCI Comp. II dataset, but a steady increase on the other two datasets. Here, we would like to stress once more that the fixed optimal setting was optimized on the test data, whereas the dynamic stopping uses a fixed threshold, which is interpretable and reflects the expected behavior of the classifier. Therefore, the dynamic stopping results are truly representative of an online experiment. When we look at the accuracy, we see that dynamic stopping results in a higher accuracy than the fixed optimal setting on all datasets. We obtain 90.3%, 88.5%, and 95.0% on the three datasets. Therefore, it is clear that our dynamic stopping criterion results in a more reliable speller. But there is still room for improvement, as the SPM results for dynamic stopping without a language model are still worse than the fixed optimal with language model.
The effect of language models on our dynamic stopping approach is illustrated in Fig. 6 . We see that in general, there is an increase in accuracy and a decrease in the required number of iterations per symbol. Obviously, this results in an increase of the number of symbols spelled per minute. This brings us to our final result, the entire model attains accuracies of 96.1%, 92.5%, and 96.3% on the BCI Comp. II, BCI Comp. III, and Akimpech, respectively, datasets. The average number of iterations is 1.99, 4.74, and 3.50. The number of symbols spelled per minute becomes 6.02, 3.40, and 4.68, which is a relative increase of 30%, 100%, and 60% over the standard fixed optimal model.
Comparing these results with other research is difficult, most BCI researches use their own proprietary data-sets. This combined with the fact that results are highly subject-and even session-dependent, makes it impossible to compare with the numbers given in these papers. On BCI Comp III. data, the best published results for 5 iterations is an accuracy of 73.5%, which result in 1.8 SPM with eSVM [12] . Here, we would like to point out that this approach uses subject-specific preprocessing parameters and that incorporating dynamic stopping in the eSVM approach is difficult, because it uses an ensemble of SVM classifiers. Our own semisupervised approach from [11] , also uses subject-specific preprocessing and achieves 76%, which results in 2 SPM. With dynamic stopping and 7-/8-gram, we used on average 4.74 iterations per symbol to obtain an accuracy of 92.5% which boils down to 3.4 SPM. On the Akimpech dataset, SWLDA, which is the default classifier in BCI2000, achieves 98.8% with 15 iterations. There are no precise results published for a lower number of iterations. With dynamic stopping and a language model, we used 3.5 iterations on average to obtain 96.34% accuracy. Even with this significantly reduced number of iterations, we are very close to the SWLDA results. We outperform the unsupervised speller combined with transfer learning and a tri-gram model in [13] , which obtains 83% with 5 iterations. In future work, our model should be evaluated online, where a significant effort should be made to evaluate the setup with texts a real BCI user would use. However, we have shown that evaluating a BCI with language model thoroughly requires many experiments. A text which is likely under the language model will have a large positive influence on the performance, whereas an unlikely text might result in a performance drop. Therefore, we used 20 different texts per subject and evaluated each technique with all texts. This resulted in 2880 experiments per subject. Obviously, due to the time required for such an extensive evaluation, it is not feasible on-line. On top of that, in an online experiment, we will have to eliminate the influence of the user's mental state as well. To make such an experiment possible, we suggest to focus on a comparison between the best performing method and a standard spelling setup. Additionally, it is interesting to investigate the influence of a language model adapted to the specific user. Another path would be to investigate how unsupervised adaptation could improve the results even further.
Finally, research groups have begun investigating how to combine an ERP speller with the detection of error potentials [31] . The unified probabilistic model is a prime candidate to be used in such a setup. As our method is fully probabilistic, it could easily be extended to incorporate the detection of error potentials.
IV. CONCLUSION
In this paper, we have shown how a unified probabilistic model can be used to detect the ERP response reliably. When we developed the method, we focused on simplicity. We have to perform supervised training but there are no subject-specific parameters to tune. Furthermore, our method is based on three reasonable assumptions that allow us to use prior knowledge from language statistics and the system produces probabilistic outputs. In turn, this yields a natural dynamic stopping strategy with an interpretable threshold.
The simplicity of the model is not its only merit. Our experiments indicate that language models are able to increase the accuracy of the speller drastically. But there is an important remark to be made. The effect of a language model depends heavily on the difficulty of the ERP response detection and on the desired text itself. When the ERP response can be detected easily, the language model will have less influence on the results. Furthermore, when the desired text is likely according to the language model, it will have a larger beneficial effect. Consequently, it is necessary to evaluate the language models on a wide array of texts, such that the performance bias from a single text can be negated. On top of that, we have shown that our dynamic stopping strategy can increase the performance by itself. But more importantly, the interplay between dynamic stopping and language models result in the most powerful setup. With dynamic stopping and language models, we achieved a relative increase of 30%, 100%, and 60% in SPM over the fixed optimal number of iterations without a language model on, respectively, the BCI Comp. II, BCI Comp III. and Akimpech datasets.
Finally, as our method is entirely probabilistic, it can be extended easily in future work. Therefore, we believe that the unified probabilistic model is a building block, that can become the foundation of more complex spelling setups.
