Let A, E ∈ C n×n be two given matrices, where rankE = r ≤ n. The matrix E is written in the form (derived from SVD) E = U V H where U, V ∈ C n×r have rank r ≤ n. For 0 < r < n, 0 is an eigenvalue of E with algebraic (resp. geometric) multiplicity m (g = n − r ≤ m).
The communication matrix M z
 [5, 8] 
The frontier set F (A, E) ⊂ re(A)
When M z is invertible, any z given in re(A) is an eigenvalues of r matrices A(t i ), for t i = 1/µ iz , i = 1, · · · , r. When z in re(A) is such that rank M z < r, there are less than r such matrices. This is possible when r < n. Definition 1.1. The frontier set is the subset of re(A) defined by F (A, E) = {z ∈ re(A); rankM z < r}, for r < n.
When z ∈ re(A)\F (A, E), the resolvent matrix R(t, z) is analytic in t around 0 (|t| < 1/ρ(M z )) and around ∞ (|t| > ρ(M −1 z )). When z ∈ F (A, E), the analyticity around ∞ disappears. It is possible that ρ(M z ) = 0, that is M z is nilpotent for z ∈ F (A, E). Such a particular frontier point is called critical and R(t, z) is a polynomial in t of degree ≤ r. The critical points form the critical set F c (A, E) ⊆ F (A, E) ⊆ re(A). For a critical z, then z ∈ re(A(t)) for all t ∈ C: z repels all eigenvalues λ(t) ∈ σ(A(t)) for all t. However, it is a limit point: z = lim |t|→∞ λ(t) for at least one λ(t). The nature of the resolvent R(t, z), which is a polynomial in t, changes as |t| → ∞ to become singular. We mention that when r = n, F (A, E) = ∅ and lim |t|→∞ R(t, z) = 0: there is no effect at ∞.
the spectrum is invariant under t. Below, we assume thatẐ = C.
It is possible to extend
The limit set Lim and the kernel setZ ⊆ Lim
The set Lim consists of the limits ξ ∈ C for lim |t|→∞ λ(t). When r = n, the set is empty: all eigenvalues of A(t) escape to ∞. But when r < n, Lim may be non empty. When λ(t) → ξ, then ξ is an eigenvalue of the synthesis A(∞): this represents the completed coupling with infinite intensity. A(∞) denotes a concept (not a matrix) which can be explained as follows.
for any s, t ∈ C\{0} related by st = 1. The spectral properties of A(∞) can be analyzed by means of those of E(s) = E + sA when s → 0.
One has the identity Lim∩re(A) = F (A, E) in re(A). A subset of Lim may be defined by means of the kernel pencil as follows [8] . We consider the geometric structure of 0 ∈ σ(E). It has g = n − r eigenvectors, where g 1 of them define a trivial Jordan block of dimension 1, and g 2 start the non trivial Jordan blocks of dimension ≥ 2: g = g 1 + g 2 . We assume that g 1 ≥ 1, so that g 2 < g. The map A is restricted to the eigenspace KerE of dimension g by means of the eigenvectors for E and E H properly sorted by nondecreasing size of the Jordan blocks (Lidskii). This produces the matrixΠ of order g in 2 × 2 block form and the kernel pencil
When 0 ∈ σ(E) is semi-simple, then g 1 = g andΠ = Π = P AP KerE where P is the eigenprojection on KerE. ThenZ = σ(Π) = Lim [8] . When 0 is defective in σ(E), the generic case isZ = Lim.
About the convergence of λ(t) to ξ ∈ F (A, E)
The spectral field for A(t) is the complex vector function defined by:
with |t| = h > 0 and θ ∈ [0, 2π[. To analyse the isophasic evolution of the spectral field, we fix θ in [0, 2π[ and consider the map:
Let be given the frontier point ξ ∈ F (A, E) and let 1 ≤m ξ ≤ g be its multiplicity as a zero ofπ. There are c ξ (θ) spectral rays in Λ(θ) which end at ξ when |t| → ∞.
This shows that the homotopic polynomialπ rules analytically the convergence of a subset of σ(A(t)) to its zeros in re(A), which are not eigenvalues of A:π is a global ruler.
The induction matrix
does not exist at any zero eigenvalue of M z , that is, at each frontier point in F (A, E).
In analogy with the spectral projection [7] , we define the induction matrix associated with (A, E) at ξ ∈ F (A, E) by
where P 0ξ = P 0 (M ξ ) denotes the spectral projection for M ξ associated with 0 ∈ σ(M ξ ) of algebraic multiplicity a ξ =rankP 0ξ ≤ r. Then rankB ξ = a ξ . How is a ξ related tom ξ = c ξ ? Examples in [8] show that can occur any of the 3 possibilities:
There can exist a shortage of algebra (a ξ <m ξ ), a balance (a ξ =m ξ ), or an excess of algebra (a ξ >m ξ ). The optimal situation is a balance between algebra and analysis. In this case, induction from level r to level n and deduction from level r + n to level n are equivalent. This is not true whenm ξ = a ξ . The possible shortage of algebra is well-known (Gödel, Turing, Chaitin). But the possibility of an excess of algebra over analysis has been overlooked, despite its computational significance. It shows that analytic computation can be algebraically creative, a property which is not shared by Turing machine computation. A numerical illustration is provided in Section 3: the two frontier points exhibit an excess and a balance of algebra respectively.
Remark: Another computational example of the limitations of Turing machines is presented in [6] .
The family of pencils P z (t) = (A − zI) + tE where the parameter z varies in C
We consider the family of matrix pencils z → P z (t) = (A − zI) + tE, where the parameter z varies in C.
z ∈ re(A)
We consider the polynomial (−1) n π(t, z) = det(A − zI + tE) = detP z (t) which has degree at most r in t and constant coefficient det(A − zI). We recall the identity π(t, z) = π(z) det(I−tM z ) valid for z ∈ re(A). The pencil P z (t) is regular for π(t, z) ≡ 0 in t. This is the case when z ∈ re(A). Then the Weierstrass canonical form [9] of P z (t) depends on whether z is frontier or not. When z ∈ re(A)\F (A, E), then P z (t) has exactly r finite eigenvalues, and the infinite eigenvalue is semi-simple of multiplicity g = n − r. Such regular pencils are said to have index 1 (referring to the infinite eigenvalue). This is the generic situation.
We now assume that z is not critical in F (A, E). The canonical form consists of the two diagonal blocks given below, with ε ∈ {0, 1}, of respective size g + a z and e z = r − a z , where 1 ≤ a z < r is the algebraic multiplicity of 0 ∈ σ(M z ):
Observe that a z depends on the location of z in F (A, E). The nonzero values µ iz , i = 1, · · · , e z = r − a z ≥ 1 are the nonzero eigenvalues of M z , for z frontier and non critical. The first block of order g + a z ≤ n − 1 corresponds to the infinite eigenvalue of P z (t) which is defective. The pencil has an index > 1. The second block of order e z = r−a z corresponds to the finite eigenvalues of P z (t) given by 1/µ z , µ z = 0.
When z ∈ re(A)\F (A, E), a z = 0 and e z = r, ε = 0 in the first block reduced to I g : the infinite eigenvalue is semi-simple. The generic structure of P z (t) does not depend on the observation point z.
When z is critical, a z = r and there is a unique block corresponding to the infinite eigenvalue of P z (t): π(t, z) = 0 for all t ∈ C. Moreover z critical is a finite eigenvalue of A(∞). This result goes beyond the theory of Weierstrass. The change in the nature of R(t, z) as |t| → ∞ is expressed dynamically by the fact that the status of z changes from being repelling to becoming attractive in the limit for the spectral field.
We emphasize that the new HD theory complements the Weierstrass approach not only at the critical points, but also at all the frontier points in F (A, E). At ξ ∈ F (A, E), the structure of P ξ (t) is nongeneric. And an important parameter is δ ξ =m ξ − a ξ . When δ ξ ≥ 0, the computational situation is ruled deductively by the homotopic polynomialπ(z) at its zero ξ, when |t| → ∞. When δ ξ < 0 on the other hand, the situation is inductively creative by means of M ξ and B ξ .
λ ∈ σ(A)
The situation when the observation point is an eigenvalue λ ∈ σ(A) is more complex. Its exposition is beyond the limited scope of this paper. For a complete account, the reader is referred to [8] .
2.3 The generalized eigenvalue problem for P 0 (t) = A + tE One of us (M. Ahmadnasab) has used HD to propose an algorithm for finding the eigenvalues of A + tE based on the communication matrix M 0 = V H A −1 U of order r when 0 ∈ re(A). The interested reader is referred to [2] . Then rankA = 6 = n, rankE = r = 3, and det(A + tE) = −1, for any t ∈ C.
A numerical illustration
R(t, 0) is the following matrix polynomial in t of degree 3:
Because 0 is critical, HD shows that the pencil A + tE has no finite eigenvalue. This is confirmed when we apply the QZ method in Matlab to this pencil. z = −1 is not critical and σ(M −1 ) = {0, 0.08 ± 0.4i}. We find thatm 0 = 1 < a 0 = 3 = r,
There is an excess of algebra at the critical point 0.
The computation of t → σ(A(t)) illustrates the analytic convergence of σ(A(t))
. The 6 eigenvalues in σ(A) are marked . Figure 1 shows that there are two rays which originate in two eigenvalues of the matrix A and converge to F (A, E) = {−1, 0} (marked ) as |t| varies between 0 ≤ |t| ≤ 10 18 . The other 4 spectral rays escape to ∞ extremely fast. 
Conclusion
The contributions of HD to the theory of matrix pencils that we have presented are promising both from a theoretical and an algorithmic point of view. When the observation point z = 0 ∈ σ(A) happens to be frontier for A+tE, the deductive and inductive computational viewpoints may clash whenever there is an excess or a shortage of algebra over analysis. This remarkable connection between the Weierstrass and Cauchy viewpoints opens new avenues for the theory of computability. Mechanical computations cannot match the mathematical ones.
