/dx i and the summation convention is used throughout the paper.). We follow the ideas of our previous work (see [1] [2] [3] [4] ) where interior regularity was shown to be equivalent (in some sense) to the Liouville property (L) (see Definition 2.2). In the present paper, regularity up to the boundary is shown to be, essentially, equivalent to the previous (L) together with a certain "boundary" Liouville property (L + ) (see Definition 2.3). REMARK. In what follows we omit the notation of the Cartesian product. So we write /e W 1>P (Ω) instead of fe [W ltP (Ω)] mn etc. In this notation the system (1.1) can be rewritten as (2.1) -div (a (x, u, Du) ) + ά(x 9 u, Du) = f(x)
on Ω. We suppose that the strong ellipticity condition holds:
(2.2) J5£(s, f, i ?)Cί C5 > 0 for every ζ Φ 0 and each (x, ξ, η) e Ω x R m x R nm . To describe the boundary conditions we introduce two disjoint sets M, N of positive integers such that M U N = {1, , m} (both the cases Λf = 0 and N= 0 being admissible). Let {6 rβ } reJflβeΛΓ be the set of real constants. (Ω) . We consider the following boundary value problem for the system (2.1) (in its classical formulation):
Denote the scalar product in R n as well as in R nm by ( , ) and put
(Ω) is said to be a weak solution of the problem (2.1), (2.4) if
(ii) for each φeV, it holds
(Let us rewrite for once the equation (2.6) (ii) in a more detailed form:
{aϊ (x, u(x) , Du(x))D^r(x) + a r (x, u(x) 
is the polynomial of at most the first degree, provided that Cu is a polynomial of at most the first degree on {x e R n ; x n -0} and Du e L^Rl).
Our paper contains the proof that (roughly speaking): (2.1), (2.4) is regular iff (L) and (L + ) hold simultaneously. The necessity of the Liouville conditions is proved in §3 with the definition of the regularity being slightly changed. In §4 the proof of the implica-
3* The necessity of Liouville conditions* Considering the definitions 2.1-2.3 we conclude that the property (R) concerns one fixed problem (2.1), (2.4) whilst the Liouville conditions (L) and (L + ) refer to a system of problems (2.8). We do not know whether the
To obtain the implication of this type we modify at first the definition of regularity. DEFINITION 3.1 (β') The following notation will be used in Lemma 4.1 only:
Let Γ = {xeR n ; |α'| < l;* n = 0} .
With the so defined B(x 0 , t) the symbols F(x 0 , t) and VB(x 0 , t) have 
where Q is an arbitrary vector such that CQ = 0 and P t is either a value v{x) at an arbitrary point x e B(x 0 , t) or an integral mean value of v over any connected subset of B(x 0 , t).
Proof. Let k e N be such that
Let CQ = 0 and put
9> = Φ 2 (^ -Q)
in (4.4). By usual calculations we obtain (denoting in what follows all the constants by C)
we use the fact that all the derivatives up to the order k solve the system (4.4) and we get finally the estimate
If B(x Q9 ί x ) reaches up to the boundary, only the tangent derivatives DjV (i = 1,
, n - 
Let us recall that the constant C does not depend on the position of the point x 0 satisfying the assumptions of Lemma 4.1. Its value will be needed in the next text; because of an easier quotation we denote it by K. Integrating the last inequality over B(x θ9 1), we get (4.6) for the case P t = v(x) with x e B(x Of ί). The case of P t being an integral mean value can be reduced to the previous one by means of the integral mean value theorem.
To prove the inequality (4.5) we start with the estimate (4.8') and applying the same method as before, we obtain
The inequality (4.5) is an immediate consequence of (4.10). For the case Ω'aΩ it follows from the condition (L). We can prove it by the method described in [4] Combining this result together with the estimates of v and w, we obtain the assertion of Theorem 4.2.
First we shall describe more precisely the decomposition of ω. Let u be a solution of (2.6) with DneL^Ω). Using the finite difference technique, we prove that u e Wtl(Ω) and that each component ω x of the tangent gradient ω solves the equation Taking into account the assumptions on the coefficients, the right-hand side, the boundary conditions, and the solution u (Due Loo(Ω)) 9 we get easily that the problem (4.13), (4.14) can be rewritten as follows: 
FeL p/2 (B(x 0 ,R)), HeL~(Γ(x 0 , R)) .
9 φ)dx' ), R)) , iη e R nm ?)),R))
olds.
The local behaviour of the oscillations of the second component v is shown in the next lemma. 
holds. {Here 
JB(XQ,B) JB(XQ.,TR) and, in both the expressions, v is the component of the decomposition of ω on B(x 0 , R)). K is the maximal of the constants from Lemma
In what follows, we dare to pass to a suitable subsequence without notice and without changing the notation.
We distinguish two cases
We shall prove that {sj converges on B o to a function s solving the system with constant coefficients and such boundary conditions that Lemma 4.1 can be applied to s. Then the passage to the limit in the relations (4.32), (4.33) gives the contradiction.
From ( A similar technique may be used for the normal derivative. Put
By Poincare's inequality and (4.25) we get 
JB O
Finally, using the ellipticity condition Here the first integral on the right hand side tends to zero by (4.53) and the second and third ones because of the uniform absolute continuity. Thus In the following part of the proof we use the fact that for every T > 0 the set of second gradients {D 2 u R ; R < R(T)} is bounded in L 2 (B(0, T) ). More precisely, it holds LEMMA 4.6 . Let u be a solution of the problem (2.1), (2.4) Proof of the Lemma 4.6 is standard: using the finite difference technique and Nirenberg's lemma, we get the estimates for D i3 u R , ij Φ nn. The bound for D nn u R can be obtained by means of the equation in variations, which is valid a.e. on JB(O, Γ), and which enables us to express D nn u R through the other second derivatives which we had estimated before.
Returning to the proof of Theorem 4.5, we see that the set {Du R ; R < R(T)} is bounded in Loo(i2)-it follows from the assumption DueLoo(Ω) and the simple equality Deduce now the equation for the limit function p: To this end we substitute (4.56) and (4.57) into (2.6); after the passage to the limit we obtain Using the theorem on traces and (4.59), we get lim Cu R = Cp a.e. on {y e R n ; y n = 0} .
V-»oo
The transformed boundary conditions give The proof of this lemma is similar to that of Lemma 4.1 -we insert a suitable test function of the type Φ\ω -ω 0 -c) (here α) 0 = {Awo}i=i,. ,n-i; c is a constant vector satisfying the condition Cc = 0) into the equation in variations.
Prom (4.61) and (4.62) the assertion (4.55) of Theorem 4.5 follows.
To finish the proof of Theorem (4.2) it remains to observe that the difference between Z(x 0 , R) and V(x Of R) is small for small R thanks to the assumption u 0 e W 2iP (Ω) and to use the same procedure as in [2] , proof of Proposition 1.1 for the estimates of tangential derivatives. As for the second normal derivative, we repeat the estimates of (4.25). In such a way we get that the whole gradient belongs to the Morrey-Campanato space and thus u e C ha {B{x 0 , JB 2 ))
