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Abstract
In this paper we analyse applicability and robustness of Markov chain Monte Carlo algorithms for eigenvalue prob-
lems. We restrict our consideration to real symmetric matrices.
Almost Optimal Monte Carlo (MAO) algorithms for solving eigenvalue problems are formulated. Results for the struc-
ture of both – systematic and probability error are presented. It is shown that the values of both errors can be controlled
independently by diﬀerent algorithmic parameters. The results present how the systematic error depends on the matrix
spectrum. The analysis of the probability error is presented. It shows that the close (in some sense) the matrix under con-
sideration is to the stochastic matrix the smaller is this error. Suﬃcient conditions for constructing robust and interpolation
Monte Carlo algorithms are obtained. For stochastic matrices an interpolation Monte Carlo algorithm is constructed.
A number of numerical tests for large symmetric dense matrices are performed in order to study experimentally the
dependence of the systematic error from the structure of matrix spectrum. We also study how the probability error depends
on the balancing of the matrix.
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Many scientiﬁc and engineering applications are based on the problems of ﬁnding extremal (dominant)
eigenvalues of real n   n matrices. The computation time for very large problems, or for ﬁnding solutions
in real-time, can be prohibitive and this prevents the use of many established algorithms. Monte Carlo algo-
rithms give statistical estimates of the required solution, by performing random sampling of a random vari-
able, whose mathematical expectation is the desired solution [1–4]. Let J be the exact solution of the
problem under consideration. Suppose it is proved that there exists a random variable n, such that
Efng¼J. If one can produce N values of n, i.e. n1;...;ni;...;nN, then
  nN ¼
X N
i¼1
ni;
can be considered as a MC approximation of J. The probability error of the MC algorithm is deﬁned as
follows.
Deﬁnition 1.1. If J is the exact solution of the problem, then the probability error is the least possible real
number RN, for which:
P ¼ Prfj  nN   Jj 6 RNg; ð1Þ
where 0 < P < 1. If P ¼ 1=2, then the probability error is called probable error.
Several authors have presented work on the estimation of computational complexity of linear algebra prob-
lems [5–7,17–25]. In this paper we consider bilinear forms of matrix powers, which is used to formulate a solu-
tion for the eigenvalue problem. We consider our Monte Carlo approach for computing extremal eigenvalues
of real symmetric matrices as a special case of Markov chain stochastic method for computing bilinear forms
of matrix polynomials.
By h ¼ð h1;...;hnÞ and v ¼ð v1;...;vnÞ, we usually denote given vectors of dimension n, i.e., h;v 2 R
n.B y
x ¼ð x1;...;xnÞ; x 2 R
n we denote the unknown vector. By eðjÞ  ð 0;...;0; 1 |{z}
j
;0;...;0Þ we denote an unit
vector all elements, of which are zeros except the jth element e
ðjÞ
j , which is equal to 1. Sometimes we will need
to use a vector containing squares of elements of the original vector. We will use the notation ^ h ¼f h
2
ig
n
i¼1. The
notation   h will be used to denote vector containing absolute values of elements of vector h, i.e.,   h ¼f j hijg
n
i¼1.
By A and B we denote matrices of size n   n, i.e., A;B 2 R
n n. We use the following presentation of
matrices:
A ¼f aijg
n
i;j¼1 ¼ð a1;...;ai;...;anÞ
T; where ai ¼ð ai1;...;ainÞ; i ¼ 1;...;n
and the symbol T means transposition.
The following norms of vectors (l1-norm):
khk¼k hk1 ¼
X n
i¼1
jhij; kaik¼k aik1 ¼
X n
j¼1
jaijj
and matrices
kAk¼k Ak1 ¼ max
j
X n
i¼1
jaijj
are used.
Let us note that in general kAk 6¼ maxikaik.
By A we denote the matrix containing the absolute values of elements of a given matrix A:
A ¼f j aijjg
n
i;j¼1:
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pkðAÞ¼
X k
i¼0
ciA
i; ci 2 R
we denote matrix polynomial of degree k.
As usual, ðv;hÞ¼
Pn
i¼1vihi denotes the inner product of vectors v and h.
We will be interested in computing inner products of the following type:
ðv;pkðAÞhÞ:
By Efng we denote the mathematical expectation of the random variable n. The random variable n could be a
randomly chosen component hak of a given vector h. In this case the meaning of Efhakg is mathematical expec-
tation of the value of randomly chosen element of h.
By
Dfng¼r
2fng¼Efn
2g ð EfngÞ
2
we denote the variance of the random variable n (rfng is the standard deviation).
2. Formulation of the problems
Basically, we are interested in evaluation of forms
ðv;pkðAÞhÞ: ð2Þ
2.1. Bilinear form of matrix powers
In a special case of pkðAÞ¼A
k the form (2) becomes
ðv;A
khÞ; k P 1:
2.2. Eigenvalues of matrices
Suppose that a real symmetric matrix A is diagonalisable, i.e.,
x
 1Ax ¼ diagðk1;...;knÞ;
where x ¼ð x1;...;xnÞ and jk1j > jk2j P    P jkn 1j > jknj. Values k, for which the equality
Ax ¼ kx
is fulﬁlled are called eigenvalues. If A is a symmetric matrix, then the values k are real numbers, i.e., k 2 R.
The well-known Power method [8] gives an estimate for the dominant eigenvalue k1. This estimate uses the
so-called Rayleigh quotient lk ¼
ðv;AkhÞ
ðv;Ak 1hÞ:
k1 ¼ lim
k!1
ðv;A
khÞ
ðv;A
k 1hÞ
;
where v;h 2 R
n are arbitrary vectors. The Rayleigh quotient is used to obtain an approximation to k1:
k1  
ðv;A
khÞ
ðv;A
k 1hÞ
; ð3Þ
where k is an arbitrary large natural number.
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following expression:
piðAÞ¼
X i
k¼0
q
kC
k
mþk 1A
k; ð4Þ
where C
k
mþk 1 are binomial coeﬃcients, and the characteristic parameter q is used as acceleration parameter of
the algorithm [6,9,10]. This approach is a discrete analogue of the resolvent analytical continuation method
used in functional analysis [11].
If jqjkAk < 1 and i !1 , then the expression (4) becomes the resolvent matrix [9,12]:
p1ðAÞ¼pðAÞ¼
X 1
k¼0
q
kC
k
mþk 1A
k ¼½ I   qA 
 m ¼ R
m
q;
where Rq ¼½ I   qA 
 1 is the resolvent matrix of the equation
x ¼ qAx þ h: ð5Þ
Values q1;q2;...ðjq1j 6 jq2j 6    Þfor which Eq. (5) is fulﬁlled are called characteristic values of the Eq. (5).
The resolvent operator
Rq ¼½ I   qA 
 1 ¼ I þ A þ qA
2 þ    ð6Þ
exists if the sequence (6) converges. The systematic error of the presentation (6) when m terms are used is
Rs ¼ O½ðjqj=jq1jÞ
mþ1m
q 1 ; ð7Þ
where q is multiplicity of the roots q1. Estimation (7) shows that the MC algorithm converges if jqj < jq1j.
When jqj P jq1j the algorithm does not converge for q ¼ q  ¼ 1, but the solution of (5) exists (and moreover,
the solution is unique). In this case one may apply a mapping of the spectral parameter q described in [12]. The
mapping procedure consists in choosing a domain D lying inside the deﬁnition domain of
Rqh ¼
X 1
k¼0
ckq
k; ck ¼ A
kþ1h ð8Þ
as a function of q such that all characteristic values are outside of D; q  ¼ 1 2 D; 0 2 D. Consider a variable d
in the unit disk Dðjdj < 1Þ of the complex plane and a function q ¼ WðdÞ, which maps the domain D onto D.
We show in [12] that the matrix resolvent (8) can be replaced by
RWðdÞh ¼
X 1
j¼0
bjd
j; bj ¼
X j
k¼1
d
ðjÞ
k ck; b0 ¼ 1; ð9Þ
where d
ðjÞ
k ¼ 1
j!
oj
odj ½WðdÞ 
k
hi
d¼0
. So, we assume that the matrix resolvent exists. In MC calculations we keep
m + 1 terms of the sequence (9) (see [12]):
Rq h  
X m
k¼0
g
ðmÞ
k ck; g
ðmÞ
k ¼
X m
j¼k
d
ðjÞ
k d
j
 ; ð10Þ
where coeﬃcients d
ðjÞ
k depend on the mapping function q ¼ WðdÞ. Normally, the coeﬃcients d
ðjÞ
k are calculated
at advance and then are used in all MC calculations.
Let us consider the ratio:
k ¼
ðv;ApðAÞhÞ
ðv;pðAÞhÞ
¼
ðv;AR
m
qhÞ
ðv;R
m
qhÞ
:
If q < 0, then
ðv;AR
m
qhÞ
ðv;R
m
qhÞ
 
1
q
1  
1
lðkÞ
  
  kn; ð11Þ
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value of Rq.
If jqj > 0, then
ðv;AR
m
qhÞ
ðv;R
m
qhÞ
  k1; ð12Þ
where k1 ¼ kmax is the dominant eigenvalue.
The approximate Eqs. (3), (11), (12) can be used to formulate eﬃcient Monte Carlo algorithms for evalu-
ating both the dominant and the minimal by modulo eigenvalue of real symmetric matrices.
The two problems formulated in this section rely on the bilinear form ðv;pkðAÞhÞ. The latter fact allow us to
concentrate our study on MC algorithms for computing
ðv;A
khÞ; k P 1: ð13Þ
In the next section we are going to consider Almost Optimal Markov Chain Monte Carlo algorithms for com-
puting both bilinear forms of matrix powers ðv;A
khÞ (Section 3.2) and extremal eigenvalues of real symmetric
matrices (Section 3.3). Since expressions (4) and (11) exist the technique can also be used to compute the eigen-
value of minimum modulus kn.
It should be mentioned that the use of acceleration parameter based on the resolvent presentation is one
way to decrease the computational complexity. Another way is to apply a variance reduction technique [13]
in order to get the required approximation of the solution with a smaller number of operations. The variance
reduction technique for particle transport eigenvalue calculations proposed in [13] uses Monte Carlo estimates
of the forward and adjoint ﬂuxes.
3. Almost optimal Markov chain Monte Carlo
We shall use the so-called MAO algorithm studied in [5,12,14,15]. Here we give a brief presentation of
MAO.
Suppose we have a Markov chain
T ¼ a0 ! a1 ! a2 !   !ak !   
with n states. The random trajectory (chain) T k of length k starting in the state a0 is deﬁned as follows:
T k ¼ a0 ! a1 !   !aj !   !ak; ð14Þ
where aj means the number of the state chosen, for j ¼ 1;...;n.
Assume that
Pða0 ¼ aÞ¼pa; Pðaj ¼ bjaj 1 ¼ aÞ¼pab; ð15Þ
where pa is the probability that the chain starts in state a and pab is the transition probability to state b after
being in state a. Probabilities pab deﬁne a transition matrix P. We require that
X n
a¼1
pa ¼ 1 and
X n
b¼1
pab ¼ 1; for any a ¼ 1;2;...;n: ð16Þ
3.1. MAO density distributions
Suppose the distributions created from the density probabilities pa and pab are tolerant, according to the
following deﬁnition:
Deﬁnition 3.1. The distribution ðpa1;...;panÞ is tolerant to vector v,i f
pas > 0 when vas 6¼ 0;
pas P 0 when vas ¼ 0:
 
ð17Þ
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pas 1;as > 0 when aas 1;as 6¼ 0;
pas 1;as P 0 when aas 1;as ¼ 0:
(
ð18Þ
We will consider a special choice of tolerant densities that are called permissible
1 pi and pi;j deﬁned as
follows:
pi ¼
jvij
kvk
; pij ¼
jaijj
kaik
: ð19Þ
Such density distributions lead to almost optimal algorithms in sense that for a class of matrices A and vectors
h such a choice coincides with optimal weighted algorithms deﬁned in [1] and studied in [16] (for more details
see [15]). The reason to use MAO instead of Uniform Monte Carlo is that MAO normally gives much smaller
variances. From the other hand the truly optimal weighted algorithms are very time consuming since to deﬁne
the optimal densities one needs to solve an additional integral equation with a quadratic kernel. The procedure
makes the optimal algorithms very expensive.
3.2. MC algorithm for computing bilinear forms of matrix powers ðv;A
khÞ
The pair of density distributions (19) deﬁnes a ﬁnite chain of vector and matrix entries:
va0 ! aa0a1 !   !aak 1ak: ð20Þ
The latter chain induces (deﬁnes) the following product of matrix/vector entries and norms:
A
k
v ¼ va0
Y k
s¼1
aas 1as;
kA
k
vk¼k vk 
Y k
s¼1
kaas 1k:
Note, that the product of norms kA
k
vk is not a norm of A
k
v. The rule for creating the value of kA
k
vk is following:
the norm of the initial vector v, as well as norms of all row-vectors of matrix A visited by the chain (20) deﬁned
by densities (19), are included. For such a choice of densities pi and pij we can prove the following lemma.
Lemma 3.1
Efhakg¼
signfA
k
vg
kA
k
vk
ðv;A
khÞ:
Proof. Consider the value h
ðkÞ ¼ signfA
k
vgkA
k
vkhak for k P 1. We have
h
ðkÞ ¼ signfA
k
vgkA
k
vkhak ¼ sign va0
Y k
s¼1
aas 1as
()
kvk
Y k
s¼1
kaas 1khak
¼ sign va0
Y k
s¼1
aas 1as
()
kvkkaa0k...kaak 1khak ¼
va0
jva0j
aa0a1 ...aak 1ak
jaa0a1j ...jaak 1akj
kvkkaa0k...kaak 1khak: ð21Þ
Let as stress that among elements va0;aa0a1 ...aak 1ak there are no elements equal to zero because of the special
choice of acceptable distributions pi and pij deﬁned by (19). The rules (19) ensure that the Markov chain visits
non-zero elements only. From (21) and taking into account (19) one can get:
1 Note that we distinguish tolerant from permissible densities. Permissible densities are equal to zero whenever vas;aas 1;as ¼ 0.
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ðkÞg¼E
va0
jva0j
aa0a1 ...aak 1ak
jaa0a1j ...jaak 1akj
kvkkaa0k...kaak 1khak
  
¼ E
va0
pa0
aa0a1 ...aak 1ak
pa0a1 ...pak 1ak
hak
()
¼
X n
a0;...ak¼1
va0
pa0
aa0a1 ...aak 1ak
pa0a1 ...pak 1ak
hakpa0pa0a1 ...pak 1ak
¼
X n
a0¼1
va0
X n
a1¼1
aa0a1 ...
X n
ak 1¼1
aak 2ak 1
X n
ak¼1
aak 1akhak ¼
X n
a0¼1
va0
X n
a1¼1
aa0a1 ...
X n
ak 1¼1
aak 2ak 1ðAhÞak 1
¼
X n
a0¼1
va0ðA
khÞa0 ¼ð v;A
khÞ:  
Obviously, the standard deviation rfhakg is ﬁnite. Since we proved that the random variable
h
ðkÞ ¼ signfA
k
vgkA
k
vkhak is a unbiased estimate of the form ðv;A
khÞ, Lemma 3.1 can be used to construct a
MC algorithm.
Let us consider N realizations of the Markov chain T k (14) deﬁned by the pair of density distributions (19).
Denote by h
ðkÞ
i the ith realization of the random variable h
ðkÞ. Then the value
  h
ðkÞ ¼
1
N
X N
i¼1
h
ðkÞ
i ¼
1
N
X N
i¼1
fsignðA
k
vÞkA
k
vkhakgi; k P 1 ð22Þ
can be considered as a MC approximation of the form ðv;A
khÞ. The probability error of this approximation
can be presented in the following form:
R
ðkÞ
N ¼j ð v;A
khÞ   h
ðkÞj¼cprfh
ðkÞgN
 1
2; ð23Þ
where the constant cp only depends on the probability P used in Deﬁnition 1.1 and does not depend on N and
on h
ðkÞ. Note that sometimes the constant cp is taken for convenience to be 2 or 3 (for cp ¼ 2 the approximate
probability in (1) is P   0:95). Sometimes this error is refereed to as statistical error. Because of the ﬁniteness
of the standard deviation the probability error is always ﬁnite.
In fact, (22) together with the rules (19) deﬁnes a MC algorithm. The expression (22) gives a MC approx-
imation of the form ðv;A
khÞ with a probability error R
ðkÞ
N . Obviously, the quality of the MC algorithm depends
on the behavior of the standard deviation rfh
ðkÞg. So, there is a reason to consider a special class of robust MC
algorithms.
3.3. MC algorithm for computing extremal eigenvalues
Now consider again the pair of density distributions (19) deﬁning a ﬁnite chain of vector and matrix entries
(20). For such a choice of densities pi and pij we can prove the following theorem.
Theorem 3.1. Consider a real symmetric matrix A and the chain of vector and matrix entries (20) deﬁned by
MAO density distributions (19).
Then
k1 ¼ lim
k!1
signfaak 1akgkaak 1k
Efhakg
Efhak 1g
:
Proof. First consider the density of the Markov chain T k of length k a0 ! a1 ! ...! ak as a point in
nðk þ 1Þ-dimensional Euclidian space T kþ1 ¼ R
n   ...  R
n
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
kþ1
:
Pfa0 ¼ t0;a1 ¼ t1;...;ak ¼ tkg¼pt0pt0t1pt1t2 ...ptk 1tk:
To prove the theorem we have to show that signfaak 1akgkaak 1k
Efhakg
Efhak 1g ¼ lk ¼
ðv;AkhÞ
ðv;Ak 1hÞ.
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signfaak 1akgkaak 1k
Efhakg
Efhak 1g
¼
aak 1ak
jaak 1akj
kaak 1k
Efhakg
Efhak 1g
¼
va0
jva0j
aa0a1 ...aak 2ak 1aak 1ak
jaa0a1j...jaak 2ak 1jjaak 1akj
kvkkaa0k...kaak 2kkaak 1k
va0
jva0j
aa0a1 ...aak 2ak 1
jaa0a1j...jaak 2ak 1j
kvkkaa0k...kaak 2k
Efhakg
Efhak 1g
¼
signfA
k
vgkA
k
vkEfhakg
signfA
k 1
v gkA
k 1
v kEfhak 1g
:
According to Lemma 3.1 we have:
signfA
k
vgkA
k
vkEfhakg
signfA
k 1
v gkA
k 1
v kEfhak 1g
¼
ðv;A
khÞ
ðv;A
k 1hÞ
¼ lk:  
Obviously, since the standard deviation rfhakg is ﬁnite Theorem 3.1 allows to deﬁne a biased estimate of the
extremal eigenvalue k1. Since, according to Theorem 3.1 for large enough values of k
k1   lk ¼
Efsignðaak 1akÞkaak 1khakg
Efhak 1g
and the computational formula of the algorithm can be presented in the following form:
k1  f lkgN :¼
1
PN
i¼1h
ðiÞ
ak 1
X N
i¼1
signða
ðiÞ
ak 1akÞka
ðiÞ
ak 1kh
ðiÞ
ak;
where the upper subscript (i) denotes the (i)th realization of the Markov chain, so that h
ðiÞ
ak 1 is the value of the
corresponding element of vector h after the k   1-st jump in the ith Markov chain, h
ðiÞ
ak is the value of the cor-
responding element of vector h after the kth jump in the ith Markov chain, kaðiÞ
ak 1k is the corresponding vector
norm of the row which element is last visited by the Markov chain number i after the kth jump, and N is the
total number of Markov chains performed.
In this subsection we presented an Almost Optimal Markov Chain Monte Carlo algorithms for computing
extremal eigenvalues of real symmetric matrices. As it was mentioned before, the developed technique can eas-
ily be applied to compute the eigenvalue kn of minimum modulus. For computing kn one needs to consider
bilinear forms of polynomials (4) (see, also (11) instead of just bilinear forms of matrix powers).
3.4. Robust MC algorithms
Deﬁnition 3.2. MC algorithm for which the standard deviation does not increase with increasing matrix
powers k is called robust MC algorithm.
We can prove the following lemma.
Lemma 3.2. If MC algorithm is robust, then there exist a constant M such that
lim
k!1
rfh
ðkÞg 6 M;
where h
ðkÞ is deﬁned in the proof of Lemma 3.1.
Proof. Let us choose the constant M as:
M ¼k vk k aa0k rfha1g:
Consider the equality (23):
R
ðkÞ
N ¼ cprfh
ðkÞgN
 1
2:
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have:
rfh
ðkÞg 6 rfh
ðk 1Þg:
Since the smallest possible value of k is 1 (according to our requirement (13))
rfh
ðkÞg 6 rfh
ðk 1Þg 6 ...6 rfh
ð1Þg¼rfsignfva0aa0a1g k vk k aa0k ha1g
¼k vk k aa0k rfha1g¼M:   ð24Þ
It is interesting to answer the question:
• How small could be the probability error? and
• Is it possible to construct MC algorithms with zero probability error?
To answer the ﬁrst question one has to analyse the structure of the variance. Then it will be possible to
answer the second question concerning the existence of algorithms with zero probability error.
3.5. Interpolation MC algorithms
Deﬁnition 3.3. MC algorithm for which the probability error is zero is called interpolation MC algorithm.
The next theorem gives the structure of the variance for MAO algorithm.
Theorem 3.2. Let
^ h ¼f h
2
ig
n
i¼1;   v ¼f j vijg
n
i¼1; A ¼f j aijjg
n
i;j¼1:
Then
Dfh
ðkÞg¼k A
k
vkð  v;A
k^ hÞ ð v;A
khÞ
2:
Proof. Taking into account MAO density distributions (19) the random variable h
ðkÞ can be presented in the
following form:
h
ðkÞ ¼ signfA
k
vgkA
k
vkhak ¼
va0
jva0j
aa0a1 ...aak 1ak
jaa0a1j...jaak 1akj
kvkkaa0k...kaak 1khak ¼
va0
pa0
aa0a1 ...aak 1ak
pa0a1 ...pak 1ak
hak:
We deal with the variance
Dfh
ðkÞg¼Efðh
ðkÞÞ
2g ð Efh
ðkÞgÞ
2: ð25Þ
Consider the ﬁrst term of (25).
Efðh
ðkÞÞ
2g¼E
v2
a0
p2
a0
a2
a0a1 ...a2
ak 1ak
p2
a0a1 ...p2
ak 1ak
h
2
ak
()
¼
X n
a0;...ak¼1
v2
a0
p2
a0
a2
a0a1 ...a2
ak 1ak
p2
a0a1 ...p2
ak 1ak
h
2
akpa0pa0a1 ...pak 1ak
¼
X n
a0;...ak¼1
v2
a0
pa0
a2
a0a1 ...a2
ak 1ak
pa0a1 ...pak 1ak
h
2
ak ¼
X n
a0;...ak¼1
v2
a0
jva0j
kvk
a2
a0a1 ...a2
ak 1ak
jaa0a1j...jaak 1akj
kaa0k...kaak 1kh
2
ak
¼k A
k
vk
X n
a0;...ak¼1
jva0jjaa0a1j...jaak 1akjh
2
ak ¼k A
k
vk
X n
a0¼1
jva0j
X n
a1¼1
jaa0a1j...
X n
ak 1¼1
jaak 2ak 1j
X n
ak¼1
jaak 1akjh
2
ak
¼k A
k
vk
X n
a0¼1
jva0j
X n
a1¼1
jaa0a1j...
X n
ak 1¼1
jaak 2ak 1jðA^ hÞak 1 ¼k A
k
vk
X n
a0¼1
jva0jðA
k^ hÞa0 ¼k A
k
vkð  v;A
k^ hÞ:
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khÞ
2.
Thus, Dfh
ðkÞg¼k Ak
vkð  v;Ak^ hÞ ð v;AkhÞ
2t. h
Now we can formulate an important corollary that gives a suﬃcient condition for constructing an interpo-
lation MC algorithm.
Corollary 3.1. Consider vectors h ¼ð 1;...;1Þ
T, v ¼ 1
n;...; 1
n
  
and the stochastic matrix
A ¼ hv ¼
1
n ... 1
n
. .
.
1
n ... 1
n
0
B @
1
C A, h 2 Rn 1; v 2 R1 n; A 2 Rn n. Then MC algorithm deﬁned by density distributions
(19) is an interpolation MC algorithm.
Proof. To prove the corollary it is suﬃcient to show that the variance Dfh
ðkÞg is zero. Obviously, kvk¼1 and
kaik¼1 for any i ¼ 1;...;n. Thus,
kA
k
vk¼k vkkaa0k...kaak 1k¼1: ð26Þ
The following equalities are true:
Ah ¼
1
n ... 1
n
. .
.
1
n ... 1
n
0
B B @
1
C C A
1
. .
.
1
0
B @
1
C A ¼
1
. .
.
1
0
B @
1
C A:
Obviously,
A
kh ¼
1
. .
.
1
0
B @
1
C A
and
ðv;A
khÞ¼
1
n
;...;
1
n
   1
. .
.
1
0
B @
1
C A ¼ 1:
Since
A ¼
1
n
        ... 1
n
       
. .
.
1
n
        ... 1
n
       
0
B B @
1
C C A ¼ A
and ^ h ¼f j h
2
ijg
n
i¼1 ¼ h, and taking into account (26) we have:
kA
k
vkð  v;A
k^ hÞ¼1:
Thus, we proved that Dfh
ðkÞg¼0. h
4. Computational complexity
It is very important to have an estimation of the computational complexity (or number of operations) of
MAO algorithms. Such estimates are important when there are more than one algorithm for solving the prob-
lem. We consider a MAO algorithm for computing bilinear forms of matrix powers, which can be also used to
formulate the solution for the dominant eigenvalue problem. Assume, we considering the set, A, of algo-
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khÞ with a probability error Rk;N less than a
given constant e:
A ¼f A : PrðRk;N 6 eÞ P cg: ð27Þ
There exists a question: which algorithm in the set A has the smallest computational cost? In this paper we are
not going to analyse the performance of diﬀerent Monte Carlo algorithms. We can only mention that the
MAO algorithm has a performance close to the best one (for more details we refer to [5,6,10,15]).
We assume that the probability error Rk;N is ﬁxed by the value of e and the probability c < 1i n(27) is also
ﬁxed. Obviously, for ﬁxed e and c < 1 the computational cost depends linearly on the number of iterations k
and on the number of Markov chains N.
Deﬁnition 4.1. Computational cost of MAO algorithm A is deﬁned by
sðAÞ¼nEðqÞt;
where n is the number of Markov chains, EðqÞ¼k is the mathematical expectation of the number of transi-
tions in a single Markov chain and t is the mean time (or number of operations) needed to compute the value
of the random variable.
Two types of errors, systematic and stochastic (probability), can occur in Monte Carlo algorithms, and
achieving a balance between these two types of error is necessary. Clearly, to obtain good results the stochastic
(probability) error Rk;N must be approximately equal to the systematic one Rk;s and so
Rk;N   Rk;s:
The problem of balancing the error is closely connected with the problem of obtaining an optimal ratio be-
tween the number of realizations N of the random variable and the mean value of the number of steps in each
random trajectory (number of iterations) k.
4.1. Method for choosing the number of iterations k
Assume that we wish to estimate the value of the bilinear form ðv;A
khÞ, so that with a given probability
P < 1 the error is smaller than a given positive e:
ðv;A
khÞ 
1
N
X N
i¼1
h
ðkÞ
i
         
         
6 e:
We consider the case of balanced errors, i.e.,
Rk;N ¼ Rk;s ¼
e
2
:
When a mapping procedure (9) is applied one may assume that there exists a positive constant a < 1 such that
a P jg
ðkÞ
i j k Ak for any i and k: ð28Þ
Then
e
2
6
ðjg
ðkÞ
i jkAkÞ
kþ1khk
1  j g
ðkÞ
i jkAk
6
akþ1khk
1   a
and for k should be chosen the smallest natural number for which
k P
jlogdj
jlogaj
  1; d ¼
eð1   aÞ
2khk
: ð29Þ
If a mapping procedure is not applied, i.e., the corresponding Neumann series converges fast enough, then one
assumes that a positive constant a, such that a P kAk exists. Then the number of iterations k should be chosen
according to (29).
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if a mapping procedure is applied. An example follows. Assume that the multiplicity of the characteristic value
q1 of the Eq. (5) is q = 1. Assume also that there exists a positive constant q , such that
q  6 jq1j:
Then we have
Rs ¼
e
2
¼ cs
q
q 
       
       
kþ1
;
k P
log e
2cs
        
     
log
q
q 
     
     
     
     
  1:
The choice of the method of estimation of k depends on the available a priori information, which comes from
the concrete scientiﬁc application. One may use the ﬁrst or the second approach depending on the information
available.
4.2. Method for choosing the number of chains N
To estimate the computational cost sðAÞ we should estimate the number N of realizations of the random
variable h
ðkÞ. To be able to do this we assume that there exists a constant r such that
r P rðh
ðkÞÞ: ð30Þ
Then we have
e ¼ 2R
ðkÞ
N ¼ 2cprðh
ðkÞÞN
 1
2 P 2cprN
 1
2
and
N P
2cpr
e
   2
: ð31Þ
Taking into account relations (29) and (31) one can get estimates of computational cost of biased MC algo-
rithms. Let us stress that to obtain relations (29) and (31) we needed some a priori information in form of (28)
and (30). We do not assume that one needs to calculate kAk in order to have a good estimate for a, as well as to
compute rðh
ðkÞÞ in order to get an estimate for r. In real-life applications very often parameters like a and r are
known as a priori information. That information may come from physics, biology or any concrete scientiﬁc
knowledge. This remark is important, because we do not include computation of kAk or rðh
ðkÞÞ into the com-
putational cost of our algorithm.
Let us also note that if a priori information of type (30) is not available one may use a posteriori information.
To compute a posteriori estimation of rðh
ðkÞÞ one needs to use the mean value of h
ðkÞ   1
N
PN
i¼1h
ðkÞ
i as well as the
mean value of ðh
ðkÞÞ
2   1
N
PN
i¼1ðh
ðkÞ
i Þ
2. Since the ﬁrst mean value should be computed as a MC approximation to
the solution, one needs just to add one or two rows into the code to get a posteriori estimation for rðh
ðkÞÞ.
5. Applicability and acceleration analysis
In this section we discuss applicability and acceleration analysis of MAO algorithm. Summarizing results
fromprevious sectionswecanpresentMonte Carlocomputationalformulasforvarious linearalgebraproblems.
5.1. Power Monte Carlo algorithm for computing the dominant eigenvalue
The corresponding matrix polynomial is pkðAÞ¼A
k, so that
ðv;A
khÞ¼Efh
ðkÞg   h
ðkÞ ¼
1
N
X N
i¼1
fsignðA
k
vÞkA
k
vkhakgi ð32Þ
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kmax  
  hðkÞ
  hðk 1Þ ¼
1
PN
i¼1h
ðiÞ
ak 1
X N
i¼1
signða
ðiÞ
ak 1akÞka
ðiÞ
ak 1kh
ðiÞ
ak:
5.2. Resolvent MC algorithm for eigenvalue problems
For the Inverse shifted (Resolvent) MC the matrix polynomial is pkðAÞ¼
P1
k¼0qkC
k
mþk 1A
k.I fjqAj < 1, then
pkðAÞ¼
P1
k¼0qkC
k
mþk 1A
k ¼½ I   qA 
 m ¼ R
m
q (R is the resolvent matrix) and
k ¼
ðv;ApðAÞhÞ
ðv;pðAÞhÞ
¼
ðv;AR
m
qhÞ
ðv;R
m
qhÞ
:
If q < 0, then
ðv;ARm
q hÞ
ðv;Rm
q hÞ   1
qð1   1
lðmÞÞ kmin (lðmÞ is the approximation to the dominant eigenvalue of the resolvent
matrix R).
For a positive q (q > 0):
ðh;ARm
q fÞ
ðh;Rm
q fÞ   kmax.
Thus the computational formula for the smallest by magnitude eigenvalue is
k  
E
Pl
k¼0qkC
k
kþm 1h
ðkþ1Þ
E
Pl
k¼0qkC
k
kþm 1h
ðkÞ ; ð33Þ
where h
ð0Þ ¼
vk0
pk0
and the r.v. h
ðkÞ are deﬁned according to (22). The value vk0 is the entrance k0 of the arbitrary
vector v chosen according to the initial distribution pk0.
If q > 0 the algorithm described by (33) evaluates kmax,i fq < 0, the algorithm evaluates kmin.
To analyse the applicability of the MAO algorithm in the Power method with MC iterations we consider
two matrices: the original matrix A with eigenvalues ki and the iterative matrix R with eigenvalues li. Thus
values ki and li can be considered as solutions of the problems:
Ax ¼ kx and Rx ¼ lx:
We assume that jk1j > jk2j P    P jkn 1j > jknj as well as jl1j > jl2j P    P jln 1j > jlnj.
The systematic error that appears from the Power method is:
O
l2
l1
       
       
k  !
;
where l ¼ k if R ¼ A (Plain Power method), l ¼ 1
k if R ¼ A
 1 (Inverse Power method), l ¼ k   q if Rq ¼ A   qI
(Shifted Power method), l ¼ 1
1 qk if Rq ¼ð I   qAÞ
 1 (Resolvent Power method). For the Resolvent Power
method in case of negative q the eigenvalues of matrices A and Rq are connected through the equality:
li ¼
1
1 þj qjkn iþ1
:
The stochastic error that appears because we calculate mathematical expectations approximately is
Oðrðh
ðkÞÞN
 1=2Þ.
The choice of the parameter q is very important since it controls the convergence. When we are interested in
evaluating the smallest eigenvalue applying iterative matrix Rq ¼ð I   qAÞ
 1 the parameter q < 0 has to be
chosen so that to minimize the following expression:
Jðq;AÞ¼
1 þj qjk1
1 þj qjk2
; ð34Þ
or if q ¼  a
kAk, then Jðq;AÞ¼
k1þakn
k1þakn 1. In practical computations we chose a 2½ 0:5;0:9 . In case of a ¼ 0:5w e
have
q ¼ 
1
2kAk
: ð35Þ
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O
2k1 þ kn
2k1 þ kn 1
   m   
; ð36Þ
where m is the power of the resolvent matrix Rq (or the number of iterations by Rq).
The convergence in this case can not be better than O½ð1=3Þ
m . Such a convergence can be almost reached
for matrices with kn having opposite sign than all other eigenvalues k1;...kn 1. The best convergence in case
when all eigenvalues are positive or all are negative is O½ð2=3Þ
m  for a ¼ 1
2. In case of a ¼ 9
10 the convergence can
not be better than O½ð1=19Þ
m .
Let us consider some examples in order to demonstrate applicability and acceleration analysis of our
approach. We use two randomly generated matrices A1 and A2 with controlled spectra and three diﬀerent values
of a 2½ 0:5;0:9  (see Table 1). The last column of Table 1 contains results of the convergence (the ratio l2=l1
characterizes the rate of convergence). Obviously, the smaller is the ratio l2=l1 the faster is the convergence.
The results presented in Table 1 show that for some classes of matrices the convergence is relatively slow,
but for some other classes it is very fast. If one has a priori information about the spectrum of the matrix A the
acceleration parameter q (respectively a) can be chosen so that to reach a very fast convergence of order
Oð0:0830Þ
m (see the last row of Table 1). Such an analysis is important because it helps to choose the power
m of the resolvent matrix Rq. If the matrix has a spectrum like A1 and q ¼  1
2jjAjj then m has to be chosen
m   30 in order to get results with a relative error 0:01. If the matrix has spectrum like A2 and q ¼  9
10jjAjj than
after just 4 iterations the relative error in computing kn is smaller than 5:10
 5. One should try to ﬁnd appro-
priate values for q (respectively for a) in order to get satisfactory accuracy for relatively small values of number
of iterations. It is quite important for non-balanced matrices since non-balancing leads to increasing stochastic
errors with increasing number of iterations. In illustration of this fact is the next example. We consider a ran-
dom symmetric non-balanced matrix A3 with k1 ¼ 64 and kn ¼ 1, n = 128. We apply Plain Power MC algo-
rithm for computing the dominant eigenvalue k1.
We compute the ﬁrst 10 iterations by Monte Carlo and by simple matrix–vector multiplication with double
precisionassumingthattheobtainedresultsare‘‘exact’’(theystillcontainsomeroundoﬀerrorsthatarerelatively
small). The results of computations are presented on Fig. 1. The ﬁrst impression is that the results are good.
But more precise consideration shows that the error increases with increasing matrix powers (see Fig. 2).
Since we consider values of matrix powers vTAkv
kvk we eliminate the systematic error (the Monte Carlo estimate
is a unbiased estimate) in this special case. So that considering the results from Fig. 2 we can see how stochas-
tic error propagates with the matrix power.
Onecanseethatfortheﬁrstseveniterationstheerrorislessthan1%whilefortheten’siterationitisalmost3%.
This is an expected result since the applied MC algorithm is not robust for such a non-balanced matrix. It means
thatwithincreasingnumberofiterationsthestandarddeviation(respectivelytheprobabilityerror)alsoincreases
(see Section 3.4). This consideration shows that one has to pay a special attention to the problem of robustness.
To study experimentally this phenomenon we generated matrices and vectors with a priori given properties.
Matrices A were generated of order 100, 1000 and 5000. The vector h was ﬁlled with ones and v was ﬁlled with
1
n. The matrices A were ﬁlled with elements of size 1
n and then perturbed by 2%, 5%, 10%, 50% and 90%. After
perturbation the matrices are not any more stochastic. Bigger the perturbation farther the matrix from the
stochastic form. The norm of such matrices is around 1. For comparison random non-balanced matrices were
generated too. Our aim was to compute matrix powers in a form of
ðv;AkhÞ
ðv;hÞ since in this case there is no system-
Table 1
Illustration of the convergence of the resolvent MC algorithm
Matrix ak 1ðAÞ kn 1ðAÞ knðAÞ l1ðRqÞ l2ðRqÞ lnðRqÞ
l1
l2
A1
1
2 0.5 0.22 0.05 0.9524 0.8197 0.6667 0.8600
A2
1
2 1.0 0.95  0.94 1.8868 0.6780 0.6667 0.3590
A2
4
5 1.0 0.95  0.94 4.0323 0.5682 0.5556 0.1409
A2
9
10 1.0 0.95  0.94 6.4935 0.5391 0.5263 0.0830
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iterations for diﬀerent classes of symmetric matrices. Note also that in our experiments the choice of vectors v
and h ensures the equality ðv;hÞ¼1.
Since the deterministic computations were performed with a double precision we accept the results obtained
as ‘‘exact results’’ and use them to analyse the accuracy of the results produced by our Monte Carlo code. Our
numerical experiments show that the results are very close for perturbations of up to 10% whereas the results
for 50 and 90% diﬀer up to 2% for matrices of size 1000 and 5000 and diﬀer up to 14% for a matrix of size 100.
In Fig. 3 the relative error of the results for Monte Carlo algorithm is shown. The Monte Carlo probability
error R
ðkÞ
N and the Relative Monte Carlo probability error Rel
ðkÞ
N was computed in the following way:
R
ðkÞ
N ¼
1
N
X N
i¼1
h
ðkÞ
i  
ðv;A
khÞ
ðv;hÞ
         
         
; Rel
ðkÞ
N ¼
ðv;hÞ
ðv;A
khÞ
R
ðkÞ
N :
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Fig. 1. Monte Carlo and ‘‘Exact’’ values vTAkv
jjvjj for a random non-balanced matrix A3 of size 128 · 128. In all experiments the number N of
Markov chains is 10
6.
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Fig. 2. Relative MC error for values vTAkv
kvk for a random non-balanced matrix of size 128   128. In all experiments the number N of Markov
chains is 10
6.
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the inﬂuence of the perturbation. For comparison, the results for non-balanced matrices were included.
The variance of the results for the diﬀerent perturbations are shown in Fig. 4. In this ﬁgure we compare
results for diﬀerent sizes of the matrix for a ﬁxed (but relatively small) number of Markov chains. Again it
is obvious that the inﬂuence of the perturbation is a lot bigger for smaller matrix of size n = 100. But over
all a variance of 10
 5 is a good result and shows that the Monte Carlo algorithm works well with this kind
of balanced matrices. Nevertheless, the algorithm is still not robust since the variance (and the probability
error R
ðkÞ
N ) increases with increasing k (see results shown on Fig. 3). It is because the norms of iterative matrices
A are large. Such matrices should be scaled in order to get a robust algorithm.
To test the robustness of the Monte Carlo algorithm, a re-run of the experiments was done with matrices of
norm kAk 0:1. In fact we used the same randomly generated matrices scaled by a factor of 1/10. The results
for these experiments are shown in Figs. 5 and 6.
In Fig. 5 the Monte Carlo errors for matrix size of n = 1000 and number of Markov chains N = 1000 are
shown. The number of Markov chains in these experiments is relatively small because the variance of h
ðkÞ is
small (as one can see from the experimental results). One can also see that the Monte Carlo algorithm is very
robust in this case because with an increasing k the error is decreasing enormously.
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1526 I.T. Dimov et al. / Applied Mathematical Modelling 32 (2008) 1511–1529The results shown on Fig. 6 illustrate the fact that even with a very small number of Markov chains
(N = 100) one can obtain quite accurate results. The variance shown in Fig. 6 is 10
10 smaller than the variance
shown in Fig. 4. It increases with increasing of perturbations because matrices are getting more and more
unbalanced. The last results show how one may control robustness (and the stochastic error of MC algo-
rithms). It seems that it’s very important to have a special balancing procedure as a pre-processing before run-
ning the Monte Carlo code. Such a balancing procedure ensures robustness of the algorithm and therefore
relatively small values for the stochastic component of the error.
If one is interested in computing dominant or the smallest by modulo eigenvalue the balancing procedure
should be done together with choosing appropriate values for the acceleration parameter q (or a) if Resolvent
MC is used. If all these procedures are properly done, then one can have robust high quality Monte Carlo
algorithm with nice parallel properties.
Parallel properties of the algorithms is another very important issue of the acceleration analysis. It is known
that Monte Carlo algorithms are inherently parallel [5,6,9]. Nevertheless, it is not trivial to chose the parall-
elization scheme in order to get appropriate load balancing of all processors (computational nodes). In our
experiments we distribute the job dividing the number of Markov chains between nodes. Such a method of
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Fig. 5. The dependence of MC error on power of matrices k with ‘‘small’’ spectral norms ðkAk 0:1Þ.
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iments are performed using Message Passing Interface (MPI). The matrices used in our experiments are pre-
sented in Table 2.
The results of runs on a parallel system are given in Table 3. The computational cost s of the MAO algo-
rithm is measured in milliseconds.
The main observations from the computational experiments are the following.
• The systematic error depends very much on the spectrum of the iterating matrix. For a reasonable choice of
the acceleration parameter q (or respectively a) the convergence of Resolvent MC can be increased signif-
icantly (in comparison with the Plain Power MC).
• The experimental analysis of the stochastic component of the error shows that the variance can be reduced
signiﬁcantly if a pre-processing balancing procedure is applied.
• The computational cost (time) s is almost independent from the size of the matrix. It depends linearly on the
mathematical expectation of the number of non-zero elements per row.
• There is a linear dependence of the computational cost on the number of Markov chains N.
• When MAO algorithm is run on parallel systems the speedup is almost linear when the computational cost
s for every processor is not too small.
All observations are expected; they conﬁrm the theoretical analysis of MAO algorithm.
6. Conclusion
In this paper we have analysed the robustness and applicability of the Almost Optimal Monte Carlo algo-
rithm for solving a class of linear algebra problems based on bilinear form of matrix powers ðv;A
khÞ.W eh a v e
shown how one has to choose the acceleration parameter q (or a) in case of using Resolvent Power MC. We
analysed the systematic error and showed that the convergence can not be better that O
1þjqjkn
1þjqjkn 1
   m
.W eh a v e
analysed theoretically and experimentally the robustness. We have shown that with increasing the perturba-
tions of entries of perfectly balanced matrices the error and the variance are increasing too. Especially small
matrices have a high variance. For a rising power of A an increase of the relative error can be observed. The
robustness of the Monte Carlo algorithm with balanced matrices with matrix norms much smaller than 1 has
been demonstrated. In these cases the variance has improved a lot compared to cases were matrices have
norms close to 1. We can conclude that the balancing of the input matrix is very important for MC compu-
tations. A balancing procedure should be performed as an initial (preprocessing) step in order to improve the
quality of Monte Carlo algorithms. For matrices that are ‘‘close’’ in some sense to the stochastic matrices the
accuracy of the MC algorithm is fairly high.
Table 2
Matrices for testing parallel properties
Matrix name Size n # of non-zero elements per row kn k1
A3 128 52 1.0000 64.0000
A4 1000 39 1.0000  1.9000
A5 2000 56 1.0000 64.0000
Table 3
Computational cost s (in millisecond) of MAO algorithm Implementation of the Resolvent Monte Carlo Algorithm for evaluation of k1
using MPI (number of Markov chains N ¼ 10
5; q > 0 for all experiments)
Number of nodes 1 2 3 4 5
Matrix A3 (n = 128) 18 9 6 4 3
Matrix A4 (n = 1024) 30 15 10 7 6
Matrix A5 (n = 2000) 21 11 7 5 4
1528 I.T. Dimov et al. / Applied Mathematical Modelling 32 (2008) 1511–1529References
[1] S.M. Ermakov, G.A. Mikhailov, Statistical Modelling, Nauka, Moscow, 1982.
[2] I.M. Sobol, Monte Carlo Numerical Methods, Nauka, Moscow, 1973.
[3] J. Spanier, E. Gelbard, Monte Carlo Principles and Neutron Transport Problem, Addison-Wesley, 1969.
[4] J.R. Westlake, A Handbook of Numerical Matrix Inversion and Solution of Linear Equations, John Wiley & Sons, Inc., New York,
London, Sydney, 1968.
[5] I. Dimov, Monte Carlo algorithms for linear problems, Pliska (Studia Mathematica Bulgarica) 13 (2000) 57–77.
[6] I. Dimov, V. Alexandrov, A. Karaivanova, Parallel resolvent Monte Carlo algorithms for linear algebra problems, J. Math. Comput.
Simul. 55 (2001) 25–35.
[7] I. Dimov, O. Tonev, Random walk on distant mesh points Monte Carlo methods, J. Statist. Phys. 70 (5/6) (1993) 1333–1342.
[8] G.V. Golub, C.F. Van Loon, Matrix Computations, third ed., Johns Hopkins Univ. Press, Baltimore, 1996.
[9] I. Dimov, A. Karaivanova, Parallel computations of eigenvalues based on a Monte Carlo approach, J. Monte Carlo Method Appl. 4
(1) (1998) 33–52.
[10] I. Dimov, A. Karaivanova, in: O. Iliev, M. Kaschiev, Bl. Sendov, P. Vassilevski (Eds.), A Power Method with Monte Carlo
Iterations, Recent Advances in Numerical Methods and Applications, World Scientiﬁc, Singapore, 1999, pp. 239–247.
[11] L.W. Kantorovich, V.I. Krylov, Approximate Methods of Higher Analysis, Interscience, New York, 1964.
[12] I.T. Dimov, V. Alexandrov, A new highly convergent Monte Carlo method for matrix computations, Math. Comput. Simul. 47 (1998)
165–181.
[13] J.D. Densmore, E.W. Larsen, Variational variance reduction for particle transport eigenvalue calculations using Monte Carlo adjoint
simulation, J. Comput. Phys. 192 (2) (2003) 387–405.
[14] V. Alexandrov, E. Atanassov, I. Dimov, Parallel quasi-Monte Carlo methods for linear algebra problems, Monte Carlo Methods
Appl. 10 (3–4) (2004) 213–219.
[15] I. Dimov, Minimization of the probable error for some Monte Carlo methods, in: Proc. Int. Conf. on Mathematical Modeling and
Scientiﬁc Computation, Albena, Bulgaria, Soﬁa, Publ. House of the Bulgarian Academy of Sciences, 1991, pp. 159–170.
[16] G.A. Mikhailov, Optimization of Monte Carlo Weighted Methods, Springer-Verlag, 1992.
[17] J.H. Curtiss, A theoretical comparison of the eﬃciencies of two classical methods and a Monte Carlo method for computing one
component of the solution of a set of linear algebraic equations, Proc. Symposium on Monte Carlo Methods, John Wiley and Sons,
1956, pp. 191–233.
[18] J.H. Curtiss, Monte Carlo methods for the iteration of linear operators, J. Math. Phys. 32 (4) (1954) 209–232.
[19] I.T. Dimov, A.N. Karaivanova, Iterative Monte Carlo algorithms for linear algebra problems, in: First Workshop on Numerical
Analysis and Applications, Rousse, Bulgaria, June 24–27, 1996, in Numerical Analysis and Its Applications, Springer Lecture Notes
in Computer Science, ser. 1196, pp. 150–160.
[20] I. Dimov, O. Tonev, Performance analysis of Monte Carlo algorithms for some models of computer architectures, in: Bl.
Sendov, I. Dimov (Eds.), International Youth Workshop on Monte Carlo Methods and Parallel Algorithms – Primorsko, World
Scientiﬁc, Singapore, 1990, pp. 91–95.
[21] I. Dimov, O. Tonev, Monte Carlo algorithms: performance analysis for some computer architectures, J. Comput. Appl. Math. 48
(1993) 253–277.
[22] G.E. Forsythe, R.A. Leibler, Matrix inversion by a Monte Carlo method, MTAC 4 (1950) 127–129.
[23] J.M. Hammersley, D.C. Handscomb, Monte Carlo Methods, John Wiley & Sons Inc., New York, London, Sydney, Methuen, 1964.
[24] M. Mascagni, A. Karaivanova, A parallel quasi-Monte Carlo method for computing extremal eigenvalues, Monte Carlo and Quasi-
Monte Carlo Methods, Springer, 2000.
[25] G.M. Megson, V.N. Aleksandrov, I.T. Dimov, Systolic matrix inversion using a Monte Carlo method, J. Parallel Algorith. Appl.
3 (3/4) (1993) 311–330.
I.T. Dimov et al. / Applied Mathematical Modelling 32 (2008) 1511–1529 1529