We present a new, far simpler family of counter-examples to Kushnirenko's Conjecture. Along the way, we illustrate a computer-assisted approach to finding sparse polynomial systems with maximally many real roots, thus shedding light on the nature of optimal upper bounds in real fewnomial theory. We use a powerful recent formula for the A-discriminant, and give new bounds on the topology of certain A-discriminant varieties. A consequence of the latter result is a new upper bound on the number of topological types of certain real algebraic sets defined by sparse polynomial equations, e.g., the number of smooth topological types attainable in certain families of real algebraic surfaces.
Introduction
The algorithmic study of real solutions of systems of multivariate polynomial equations is central in science and engineering, as well as in mathematics. For instance, entire fields such as Computer Aided Geometric Design and Control Theory essentially revolve on basic but highly non-trivial questions involving certain structured polynomial systems (see, e.g., [GK03, RS98] ). Furthermore, polynomial systems whose real roots lie outside the reach of current algorithmic techniques regularly occur in a myriad of industrial problems, and many of these problems involve sparse polynomial systems, i.e., equations with "few" monomial terms. Understanding the number of real solutions of sparse polynomial equations is thus fundamentally important in real algebraic geometry.
Here we shed light on the difficulty behind determining the maximal number of real roots of polynomial systems with a fixed number of exponent vectors. We give new, dramatically simpler counter-examples to an earlier conjectural upper bound of Kushnirenko (Theorem 1 below). A consequence of our investigation is a precise quantitative statement that (for many fixed choices of exponent vectors) sparse polynomial systems with maximally many real roots are very rare: they lie in extremely small chambers -determined by a suitable discriminant variety -in the space of coefficients (Theorem 2 below). We then close with some observations and new bounds on the topology of certain A-discriminant variety complements (Theorem 3 below). This result in turn implies a new upper bound on the number of smooth topological types attainable in families of real algebraic surfaces defined by certain sparse polynomials (Corollary 1 below).
The techniques of our paper actually extend to general A-discriminants and counting topological types of real zero sets of general sparse polynomials, and the latter results will appear in a forthcoming paper. However, the special cases covered here already yield new results on extremal real algebraic geometry, which we now review in detail.
Background on Extremal Estimates
In a book published in June 1637, René Descartes stated that any real univariate polynomial with m monomial terms has no more than m − 1 positive roots [SL54] . Unlike the behavior of complex roots, Descartes' bound on real roots is completely independent of the degree of the polynomial. However, nearly four centuries later, we still lack a definitive analogue for systems of multivariate polynomials. Great progress was made by Khovanski and Sevastyanov [Kho80, Kho91] around the late 1970's, culminating in an explicit upper bound for the number of non-degenerate positive roots of general sparse polynomial systems. This bound -a very special case of Khovanski's Theorem on Real Fewnomials -revealed that the maximal number of real roots of sparse polynomial systems is determined by the number of exponent vectors, rather than the sizes of the exponent vectors. Khovanski's theory has since enabled important advances in many different areas, e.g., Hilbert's 16 th Problem [Kal03] , algorithmic complexity [GV01, VG03, BRS05] , the study of torsion points on algebraic curves [CZ02] , and model theory [Wil99] , to name but a few (see also the conclusion and bibliography of [Kho91] ).
Khovanski's original bound is now known to be far from tight (see, e.g., [LRW03, BS06] ). More to the point, finding general optimal bounds is a decades-old problem whose solution would have significant impact outside, as well as inside, real algebraic geometry. Unfortunately, finding optimal bounds even for two equations in two unknowns -with just three each terms -turned out to be difficult enough to take close to 20 years to do.
To clarify this difficulty, consider the following polynomial system, which we will call the Haas system with parameters (a, b, d)
Letting R * := R\{0} and letting R + denote the positive ray, we call the collection
c i x a i (and the a i pair-wise distinct) we call f an (real) n-variate m-nomial. Also, given f 1 , . . . , f k with f i an n-variate m i -nomial for all i, we call F := (f 1 , . . . , f k ) a k × n fewnomial system of type (m 1 , . . . , m k ). Finally, if the total number of distinct exponent vectors among the f i is m, then we can also call F an m-sparse k × n fewnomial system. ⋄ Thus, for example, any system from the Haas family can be referred to as (a) a 2 × 2 fewnomial system of type (3, 3), (b) a 2 × 2 trinomial system, or (c) a 6-sparse 2 × 2 fewnomial system. Note also that H (a,b,d) has the same roots in (R * ) 2 as (h 1 (x, y)/y, h 2 (x, y)/x), which is 5-sparse.
The aforementioned special case of Khovanski's Theorem on Real Fewnomials (invoking an improvement observed by Daniel Perrucci [Per05] ) states that an m-sparse n × n fewnomial system never has more than (n + 1) m−1 2 (m−1)(m−2)/2 non-degenerate roots in the positive orthant R n + . This in turn implies that the maximal number of non-degenerate roots of H (a,b,d) in R 2 + (over all 1 For any α ∈ R n , the notation α := (α1, . . . , αn) and 
, thus pointing to a rather large gap. (It is a simple exercise to construct 2 × 2 trinomial systems with 4 non-degenerate roots in R 2 + , and we will later see H (a,b,d) that do the same.)
A bit of Gaussian elimination easily reveals that Kushnirenko's conjectural bound reduces to (m − n) n for m-sparse n × n fewnomial systems [LRW03, Prop. 1]. Since m-sparse n × n fewnomial systems have no isolated roots in R n + when m ≤ n [LRW03, Prop. 1 and Thm. 4], it is clear that Kushnirenko's Conjecture -if true -would have been a tremendous improvement to Khovanski's Bound. Indeed, even an upper bound of the form m O(n 2−ε ) (for any ε > 0) would be a significant asymptotic improvement to Khovanski's Bound.
According to Haas (and conversations of the second author with Dima Yu. Grigor'ev and Askold Khovanski, on or before September 2000), Kushnirenko saw a simple counter-example to his conjecture shortly after he stated it in the late 1970's. Unfortunately, no one ever recorded this counter-example, or the identity of its author. Fortunately, Bertrand Haas proved in 2000 [Haa02] , via an ingenious elementary argument, that the system x 106 + 1.1y 53 − 1.1y y 106 + 1.1x 53 − 1.1x, along with many others with nearby real exponents, has at least 5 roots in R 2 + . Shortly after, Li, Rojas, and Wang proved that 2 × 2 systems of trinomials (of which the Haas family is a very special case) never have more than 5 roots in R 2 + [LRW03] . The latter trio of authors also significantly sharpened Khovanski's Bound for certain families of n × n sparse polynomial systems.
Haas' example above was thus the simplest known counter-example, until the present paper. 
Main Results
We give a new family of counter-examples far simpler than that of Haas, and announce what appear to be many more such families. In particular, while Haas found a pair of trinomials of degree 106 (and many more of higher degree), we given an explicit cell in R 2 which is naturally identified with an infinite family of pairs of trinomials of degree 6 6 6. We have also found experimentally 49 other such cells (consisting of 2 × 2 systems of trinomial of even degree < 106) which are all counter-examples to Kushnirenko's Conjecture as well, but we focus here on the simplest. Below is a sequence of 4 such plots (for d = 3), drawn on a logarithmic scale and successively magnified up to a factor of about 1700.
The small yellow (or light grey) diamond-shaped region on the right-most plot is E 3 . The regions on which the number of roots H (a,b,3) is constant -as a function of (a, b) -are the connected components of the complement of the underlying curve.
More to the point, our counter-examples from Theorem 1 were found with the assistance of the A-discriminant. So, to state our final main results, let us recall the following notation (see [Loe91] or [GKZ94, Ch. 1, 9-11] for further background).
Definition 2 Given any A = {a 1 , . . . , a m } ⊂ Z n of cardinality m, we let X A -the (projective) toric variety associated to A -be the closure of the parametrized subvariety More relevant to our setting, the fact that the vanishing of ∆ A determines when certain hypersurfaces possess singularities readily implies that the complement of ∇ A can be used to encode the number of real roots of certain polynomial systems. In particular, let us call any connected component of P m R \∇ A a(n) (A-)discriminant chamber. Lemma 1 of the next section (see also [GKZ94, Ch. 11, Sec. 5]) relates the number of Adiscriminant chambers to the number of smooth topological types attainable by the real zero sets of certain families of sparse polynomial systems. Understanding discriminant chambers is thus a feasible route toward understanding the maximal number of roots of F in R n + , and leads to our final main result.
Definition 4 Recall that a diffeotopy between two sets
is the identity on X, and H(1, X) = Y . Equivalently, we simply say that X and Y are diffeotopic. ⋄ Definition 5 Given any n-variate m-nomial f , its support (or spectrum) -written Supp(f ) -is its set of exponent vectors. Also, given any k × n fewnomial system
Note that diffeotopy is a more refined equivalence than diffeomorphism, since diffeotopy implies an entire continuous family of "infinitesimal" diffeomorphisms that deform X to Y and back again.
Theorem 3 For any fixed A ⊂ Z n with convex hull of positive volume, codim∇ A = 1 4 , and #A = n + 3, there are no more than (2 + (n + 4) 2 )(8 + 2n + e 2 +3 2 · (n + 1) 2 (n + 2) 2 ) diffeotopy types for any Z * R (f ) with Supp(f ) = A. In particular, the preceding bound is no larger than 26 5 (n + 2) 5 (n + 9), and is completely independent of the coordinates of A.
The proof of Theorem 3 in fact begins with an upper bound -of the same size -for the number of equivalence classes of A-discriminant chambers giving constant topology for Z * R (f ). We also point out that an analogue of Theorem 3 for #A = n + 2 follows immediately from [BRS05, Thm. 2]: there are no more than 2n + 4 smooth topological types for Z + (f ).
Remark 2 When one studies A-discriminants with A ⊂ Z n , one can always assume that A has a convex hull with positive volume, and in particular that A ≥ n + 1 [GKZ94, Prop. 1.4, pg. 272]. The discriminant chambers for #A ∈ {n + 1, n + 2} turn out to have a very simple structure: just one (resp. at most two) chamber(s) for #A = n + 1 (resp. #A = n + 2) [GKZ94, Prop. 1.8, Pg. 274] . This is exploited algorithmically in [BRS05] . ⋄ We are unaware of any earlier published explicit bounds for the number of A-discriminant chambers, or topological types for Z * R (f ) with Supp(f ) = A. That there are any such bounds at all is already a non-trivial fact, first observed by Gabrielov, Vorobjov, and Zell [GVZ04] through their advances in the theory of Pfaffian functions [Kho91] . Thierry Zell has informed the authors that the results of [GVZ04] (on quantifier elimination for fewnomial) appear to imply an upper bound of n O(n 2 ) 2 O(n 4 ) for the number of discriminant chambers of A (and corresponding smooth topological types) in our setting above. Our polynomial bound above is thus a dramatic improvement. It is also likely that our bound above can be improved even further: the main example we explore in this paper has n = 3 and just 20 relevant equivalence classes, even though the underlying discriminant has over 58 monomial terms.
As a consequence of our last theorem, we get a constant upper bound for the number of smooth topological types of families of real algebraic surfaces defined by certain hexanomials.
Corollary 1 Suppose A ⊂ Z 3 has cardinality 6 and convex hull with positive volume. Consider the family of polynomials g with support A, which we will identify with (R * ) 6 . Then, for fixed A, the number of smooth diffeotopy types of any such Z * R (g) is no more than 106682.
Corollary 1 thus gives an interesting complement to an asymptotic formula of e d 2 , for the number of diffeotopy types of general smooth plane curves of degree d, derived by Orevkov and Kharlamov [OK00] . In particular, it is quite likely that our bound of 106682 ≈ e 11.5776... can be significantly improved as well. Theorems 3, 1, and 2 are respectively proved in Sections 3, 4, and 5. The main underlying tools are an important recent parametric formula for ∇ A [DFS05, Prop. 4.1], and recent quantitative estimates for sheared binomial systems (cf. Section 2) [LRW03, BS06] .
Background on A-Discriminants
The standard reference for A-discriminants is [GKZ94] , particularly from Chapter 9 onward. For our purposes, we will modify a few notions, present motivating examples, and quote some more recent results as well. In what follows, we will always assume that A is a subset of Z n , of cardinality m, that affinely generates Z n . We will also frequently assume that O ∈ A. When O ∈ A, A affinely generating Z n is equivalent to Z n being generated by the set of all integral linear combinations of the remaining vectors in A. In general, the assumption of affine generation can easily be enforced by translating A and applying the Hermite factorization [Sto98] The combinatorics of exponents will thus be particularly important throughout our development. Continuing this theme, we will define notions useful for simplifying discriminant chambers. However, before going into further definitions, let us first motivate the need for simplification via a more intricate A-discriminant example.
Example 4 Suppose
. The real part of ∇ A is at the heart of Theorem 1, and it is interesting to observe that ∆ A happens to be rather large: A beautiful recent (re)discovery is the fact that while ∆ A can be unwieldy, ∇ A always admits a compactly expressible parametrization (see also [Kap91] ). 
Example 5 Continuing Example 4, it is easily checked that the set of vectors {(u 1 , . . . , u 6 )} needed to form the parametrization from Theorem 4 is a vector space with basis {(−2, 35, −33, −12, 0, 12), (−2, 11, −9, −4, 4, 0)}. We thus obtain that, in spite of the huge formula for ∆ A (1, a, −1, 1, b, −1) we saw earlier, ∇ A ⊂ P 5 C is exactly the closure of −(2λ + 2)t 6 2 : (35λ + 11)t 3 3 : −(33λ + 9)t 3 : −(12λ + 4)t 1 t 6 3 : 4t 1 t 3 2 : 12λt 1 t 2 λ∈ C, (t 1 , t 2 , t 3 )∈ (C * ) 3 . ⋄
Computationally, however, we will need to express ∇ A in an even more efficient manner. In particular, if we are studying the topology of the zero set of a polynomial as we vary its coefficients, we should certainly take advantage of the various homogeneities that preserve the topology of the underlying zero set. 
and call any connected component of (R * ) m−n−1 \ ∇ A a reduced (A-)discriminant chamber. ⋄ 
Remark 4 Since the number of d th roots of any nonzero complex number is exactly d, there is no ambiguity in our definition of ∇ A . In particular, since we always implicitly assume that an odd cell has been fixed a priori for our reduced A-discriminant varieties, Γ in fact restricts to a single-valued function from (R *
)
The real parts of the zero sets of f andf in T A are diffeotopic.
Corollary 2 follows easily from a routine application of the Smith normal form. In particular, the crucial trick is to observe that exponentiation by A C , when C is an odd cell, induces an automorphism of orthants of (R * ) n .
Going Beyond One Polynomial Via the Cayley Trick
We will need one last construction in order to apply A-discriminants to systems of equations.
Definition 7 Let e i denote the i th standard basis vector of R ∞ . Then, for any
We also define the Newton polytope of f to be Newt(f ) := Conv(Supp(f )), where Conv(A) denotes the convex hull of A, i.e., the smallest convex set in R n containing A. Finally, for any compact set B ⊂ R n and w = (w 1 , . . . , w n ) ∈ R n , we define B w -the face of B with inner normal w -to be {(x 1 , . . . , x n ) ∈ B | x 1 w 1 + · · · + x n w n is minimized}. ⋄ 
To conclude, we need only observe that if c (i) ∈ P #A i \ ∇ A for all i ∈ {1, 2}, then then all the roots of F in the toric variety corresponding to Conv(A 1 ) + Conv(A 2 ) lie in (C * ) 2 . Thus, along any fixed path within any fixed C(A 1 , A 2 )-discriminant chamber, the roots of F are differentiable functions (with bounded range) of the coefficients.
The Proof of Theorem 3
The reduced A-discriminant variety has many interesting properties that we will exploit. Before proving Theorem 3, however, we will need an important recent bound on the number of positive roots of certain polynomial systems.
Definition 8 Suppose ℓ 1 , . . . , ℓ n+k ∈ R[λ 1 , . . . , λ k ] are polynomials of degree ≤ 1. We then call any system of equations of the form S :
, with b i,j ∈ R for all i, j, and the vectors (b 1,1 , . . . , b 1,j ) , . . . , (b k,1 , . . . , b k,j ) linear independent, a k × k sheared binomial system with j factors. We also each ℓ i a factor of the system. ⋄ Note that our definition implies that j ≥ k. For j = k, it is easy to mimic Gaussian elimination by multiplying and dividing equations and reduce such sheared systems to a k × k linear system. For j > k, sheared polynomial systems become much more complicated.
Theorem 5
The number of non-degenerate roots λ ∈ R k of any k × k sheared binomial system with n + k factors, and all factors positive, is bounded above by: 1. [LRW03, Lemma 2] n + 1 (and the same bound applies if we also count degenerate roots with all factors positive), for k = 1, 2. [BS06] (e 2 + 3)2 (k−4)(k+1)/2 n k , for all k ≥ 1. In particular, e 2 + 3 ≈ 10.38905610.
What we call a sheared binomial system is referred to as a Gale Dual System in [BS06] . We will also need one last technical result before our main proof. 
Proof of Lemma 2: First note that without loss of generality, we can exponentiate the ψ i and assume that the b i,j are all integers of absolute value bounded above by D 2 . Also, we can multiply through by suitable powers of the ℓ i and assume all exponents are nonnegative integers bounded above by 2D 2 .
Next, note that that each ψ i defines a complex analytic function and is thus an open mapping. In particular, the inverse image of the real line under either map is a finite union of real analytic curves. A simple derivative computation, employing our linear independence assumption, then reveals that the two corresponding curves intersect transversally off the real line. So now we need only bound the number of intersections.
To conclude, note that Ψ(λ) ∈ R 2 iff ψ 1 (λ) =ψ(λ) and ψ 2 (λ) =ψ 2 (λ), where(·) denotes complex conjugate. Writing λ = µ+iν and the separating the real and imaginary parts of ψ 1 and ψ 2 , we thus obtain a 2 × 2 polynomial system of the form Φ(µ, ν) = (0, 0). The real solutions of Φ are exactly the real and imaginary parts of the complex solutions of (ψ 1 −ψ 1 , ψ 2 −ψ 2 ) we are trying to count. Moreover, the real solutions of Φ = (0, 0) with ν = 0, thanks to our transversality observation, are isolated points in the complex zero set of Φ. The degree of each equation is bounded above by 2jD 2 , so by Bézout's Theorem, the number of real solutions of Φ is no more than 4j 2 D 4 and we are done.
We are now ready to prove Theorem 3.
Proof of Theorem 3: Let us first make a technical assumption: that A is not a pyramid, i.e., for all a ∈ A we have A \ {a} not lying in an (n − 1)-flat. For if A is a pyramid, then given any f with support A, we can easily find a monomial change of variables so that -up to multiplication by suitable monomial -f (x 1 , . . . , x n ) = x d 1 − g(x 2 , . . . , x n ). In which case, Z + (f ) is merely the graph of an (n − 1)-variate (n + 2)-nomial over R n−1 + . We thus obtain that Z + (f ) is either diffeotopic to R n−1 + (when g is positive on R n−1 + ), or every connected component of Z + (f ) intersects {0} × R n−1 + in a connected component of Z + (g). In other words, extending to all orthants, it suffices to prove the non-pyramidal case in one dimension lower. So we can assume that A is not a pyramid and continue.
Let T A denote the toric variety corresponding to the convex hull of A [Ful93] . Note then that A not a pyramid implies that every facet of A is a simplex, and thus the complex zero set of any f with Supp(f ) = A is always nonsingular at infinity, relative to T A . By Corollary 2, it then suffices to show that our desired bound applies to the number of reduced A-discriminant chambers. Note also that by Theorem 4, Lemma 2, and Corollary 2, the real part of the reduced A-discriminant variety R 2 ∩ ∇ A must be the union of finite set of points and the closure of {Ψ(λ) | λ ∈ R, ℓ 1 (λ) · · · ℓ n+3 (λ) = 0}, where Ψ(λ) : and ℓ 1 , . . . , ℓ n+3 are univariate polynomials in λ of degree ≤ 1. Let Ω ⊂ R 2 denote the latter curve. Since isolated points do not disconnect connected components of the complement of a (closed) real algebraic curve, it thus suffices to focus on Ω. In particular, the connected components of (R * ) 2 \ Ω are (up to the deletion of finitely many points) exactly the reduced A-discriminant chambers. Note also that, by observing the poles of the ψ i , we see immediately see that Ω is the closure of the union of no more than n + 4 arcs, i.e., homeomorphic images of the open interval (0, 1).
To count the number of connected components of (R * ) 2 \ Ω, we will use the classical critical points method [CG84] , combined with our more recent tools. In particular, let us first bound the number of x-axis intersections, cusps, vertical tangents, and nodes of Ω in R 2 . Let us call the numbers of these respective objects M 0 (A), M 1 (A), M 2 (A), and M 3 (A), and proceed with bounding from above their number.
x-axis Intersections: Clearly, Ω intersects the x-axis iff a monomial in n + 3 polynomials of degree ≤ 1 vanishes. So there are clearly no more than n + 3 such intersections.
Cusps: To count cusps, we merely need to count the number of real λ such that ∂ψ 1 ∂λ = ∂ψ 2 ∂λ = 0. In particular, via the product rule, and by dividing out by suitable monomials in ℓ 1 (λ), . . . , ℓ n+3 (λ), the preceding equation reduces to a univariate system of the form
We can then multiply through by ℓ 1 (λ) · · · ℓ n+3 (λ) to obtain a polynomial of degree n + 2. Furthermore, it is easily checked that the maximal number of cusps as λ −→ ±∞ is one, and thus M 1 (A) ≤ n + 3.
Vertical Tangents: Here, we proceed essentially the same as for cusps, but with only one derivative. Thus M 2 (A) ≤ n + 3 and M 1 (A) ≤ M 2 (A) as well.
Nodes: Here, we merely need to count the number of pairs (λ, λ ′ ) with Ψ(λ) = Ψ(λ ′ ). This in turn is nothing more than the number of real solutions of a sheared binomial system, where no factor is zero. Theorem 5 counts such solution satisfying certain sign condition for the ℓ i , so let us carefully count the number of (nonzero) signs combinations possible for the vectors (ℓ 1 (λ), . . . , ℓ n+3 (λ)) and (ℓ 1 (λ ′ ), . . . , ℓ n+3 (λ ′ )): Clearly, each such vector admits at most (n + 4) possible (nonzero) sign combinations, since the sign of any ℓ i is constant to the right of its unique real root, and there are no more than n + 3 real roots for our ℓ i . Thus, there are at most (n + 4) 2 possibilities for the (nonzero) sign vector of (ℓ 1 (λ), . . . , ℓ n+3 (λ), ℓ 1 (λ), . . . , ℓ n+3 (λ)). Combining with Theorem 5, we thus clearly obtain no more than (n + 4) 2 · (e 2 + 3) · 2 −1 · (n + 1) 2 nodes, and thus M 3 (A) ≤ e 2 +3 2 · (n + 1) 2 (n + 2) 2 . To count the number of connected components of (R * ) 2 \ Ω, let us now introduce vertical lines L 1 , . . . , L M exactly at the locations of the y-axis, the x-axis intersections, the cusps, the vertical tangents, and the nodes of Ω. Clearly, any connected component of
is contained in a unique connected component of (R * ) 2 \ Ω. So it suffices to count the connected components of T . To do the latter, observe that M ≤ 1 + M 0 (A) + M 2 (A) + M 3 (A) (since cusps were already counted among vertical tangents via our technique above), and that our lines {L i } thus divide (R * ) 2 into no more than 1 + 1 + (n + 3) + (n + 3) + e 2 +3 2 · (n + 1) 2 (n + 2) 2 = 8 + 2n + e 2 +3 2 · (n + 1) 2 (n + 2) 2 vertical strips. Now note that within the interior of each strip, Ω is smooth and has no vertical tangents. So to count components of T within any particular vertical strip, we need only bound from above the number of non-degenerate intersections of Ω ∪ {x 2 = 0} with a vertical line. This clearly reduces to counting the number of real roots of a binomial in n + 3 univariate linear forms. Via our earlier sign condition count, and by Theorem 5 once again, the desired upper bound is then 1 + (n + 4) 2 .
Thus, since each vertical strip is cut by no more than 1 + (n + 4) 2 non-intersecting smooth arcs, each vertical strip contains no more than 2 + (n + 4) 2 connected components of T . Taking into account the number of strips, we thus finally arrive at an upper bound of (2 + (n + 4) 2 )(8 + 2n + e 2 +3
2 · (n + 1) 2 (n + 2) 2 ) for the number of connected components of T and we are done.
The Proof of Theorem 1
Before going into our main proof, let us first review an important criterion for an "approximate" root to converge quickly under Newton iteration to a true root of a polynomial system. Definition 9 [Sma86, BCSS98] Given any analytic function F : C n −→ C n , we let F ′ denote its Jacobian matrix, and define the Newton operator, N F : C n −→ C n to be the function N F (z) := z − F ′ (z) −1 F (z). Also, given any z 0 ∈ C n , we define the sequence of Newton iterates of z 0 (under F ) to be (z n ) n∈N∪{0} where z n+1 := N F (z n ) for all n ≥ 0. Finally, given any multi-linear operator L : (C N ) k −→ C N and v = (v 1 . . . , v N ) ∈ C N , we let |v| := |v 1 | 2 + · · · + |v N | 2 denote the usual Hermitian norm and let |L| be the multi-linear operator norm max Sma86, BCSS98] Following the notation of Definition 9, we define the invariants
, and α(F, z) := β(F, z)γ(F, z). Also, let us call a point z 0 ∈ C n an approximate root of F iff the Newton iterates
|ζ − z 0 | for all n ≥ 1, for some true (and non-degenerate) root ζ ∈ C n of F . ⋄ Note that the notion of approximate root is a useful and rigourous way to encode true roots in a numerically feasible way: For instance, instead of specifying n likely huge minimal polynomials for an algebraic point (ζ 1 , . . . , ζ n ) along with isolating intervals, we can simply give an n-tuple of approximate roots (z 1 0 , . . . , z n 0 ). There has been much important work on proving useful complexity bounds for this approach [CSMP03] but, in the space here, we merely point to [BCSS98] as an excellent beginning reference. In particular, the invariant α gives a sufficient criterion to guarantee that a given point, and any point sufficiently near, is an approximate root. We are now ready to prove Theorem 1.
Proof of Theorem 1: Let H(3) denote the Cayley embedding of the support of any H (a,b,3) in the Haas family. Corollary 2 and Lemma 1 then tell us that we can find E 3 by using the critical points method [CG84] , just as in the proof of Theorem 3. In particular, this reduces to computing R(a, b) := ∆ H (3) (1, a, −1, 1, b, −1) , computing the partial derivatives of R up to order 2 (needed later to check vertical tangents and convexity), isolating those a where R and ∂R ∂b have a common positive root, and then computing the number of roots of H (a,b,3) at representative choices of (a, b) (picking exactly one point from each reduced discriminant chamber). These computations are routine, albeit hours-long, via Maple. So we now summarize the crucial details
We first point out that R is symmetric, has degree 47 with respect to each variable, and has exactly 58 monomial terms (each having a coefficient with between 43 and 56 digits). In particular, R(a, b) is the polynomial ∆ A (1, a, −1, 1, b, −1) from Example 4, and the full monomial term expansion of R(a, b) can be downloaded from http://www.math.tamu.edu/~rojas/haas3disc .
Computing those a where both R(a, b) and Among the aforementioned 16 real roots, 2 are negative and 14 are positive. With a bit more work, it is then easily verified that the second and fourth quadrants of R 2 each contain exactly 2 reduced chambers (each unbounded), and the entire third quadrant is itself a reduced chamber. Thus, all the action occurs in the first quadrant, and we will need to consider exactly 15 vertical strips in our application of the critical points method.
For brevity, we simply point out that there are exactly 15 reduced chambers in R 2 + : exactly 5 that are unbounded and 10 that are bounded. An attractive illustration of the unbounded reduced chambers can be obtained by computing the logs of the absolute values of the zero set of R in (C * ) 2 , i.e., the Archimedean amoeba of R. In particular, the 5 unbounded reduced chambers (and 1 bounded chamber stretched to unboundedness by the logarithm), each contain exactly one of the white convex regions below.
The boundary of E 3 thus appears to be a subset of the union of 4 convex arcs. More rigourouly, we need only show that each of the 7 arcs obtained from the parametric formula of Example 7 is convex away from its cusps. This follows easily from computing the partial derivatives of the logarithms of our parametric formula and checking signs. So E 3 is indeed non-empty, star-convex, and in fact has 4 vertices determined by the polynomials mentioned in the statement of Theorem 2.
To conclude, we need only verify that (44/31, 44/31) is in E 3 . Instead of doing this via symbolic algebra, let us instead employ Smale's Alpha-Theory, which we already briefly summarized above: Clearly, we need only check partial derivatives of the h i up to order 7, and a quick computation reveals that any z = (z 1 , z 2 ) chosen from one of the following points satisfies α(H (44/31,44/31,3) , z) < 0.03: ( 0.584513273807 , 0.818672114695 ) ( 0.721441819886 , 0.757201442567 ) ( 0.740238978217 , 0.740238978217 ) ( 0.757201442567 , 0.721441819886 ) ( 0.818672114695 , 0.584513273807 ) (Indeed, since the roots of H (44/31,44/31,3) are clearly symmetric about the line {x = y}, we need only compute the α-invariant 3 times.) So, thanks to Theorem 6, we are done.
The Proof of Theorem 2
Here, we need only continue the development of Theorem 1 one step more: In particular, since we already observed and proved the structure of the boundary of E 3 in Section 4, we need only verify that E 1 and E 2 are empty, and make two estimates concerning the size of E 3 . The emptiness of E 1 and E 2 follows from essentially the same techniques we use for E 3 , but the resulting computations (which we omit) are much simpler.
To conclude, since the boundary curves of E 3 are concave, the area of E 3 is clearly bounded from above by the area of the convex hull of its vertices. Maple easily yields the estimate stated in our theorem. As for the estimate on the probability, we need only observe that the probability is in turn bounded above by the aforementioned area, times the value of the probability density function at the lower left vertex of E 3 . (The lower left vertex is clearly the point of E 3 maximizing any function of the form αe −(x 2 +y 2 ) β .) Via Maple once again, we are done.
