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DUAL REPRESENTATION OF EXPECTILE BASED EXPECTED SHORTFALL
AND ITS PROPERTIES
SAMUEL DRAPEAU AND MEKONNEN TADESE
ABSTRACT. The expectile can be considered as a generalization of quantile. While ex-
pected shortfall is a quantile based risk measure, we study its counterpart – the expectile
based expected shortfall – where expectile takes the place of quantile. We provide its dual
representation in terms of Bochner integral. Among other properties, we show that it is
bounded from below in terms of convex combinations of expected shortfalls, and also from
above by the smallest law invariant, coherent and comonotonic risk measure, for which we
give the explicit formulation of the corresponding distortion function. As a benchmark to
the industry standard expected shortfall we further provide its comparative asymptotic be-
havior in terms of extreme value distributions. Based on these results, we finally compute
explicitly the expectile based expected shortfall for some selected class of distributions.
Keywords: Expectile; Expected Shortfall; Tail Conditional Expectation; Dual Representa-
tion; Coherent Risk Measure.
1. INTRODUCTION
Many risk measures proposed for the quantification of financial risks are given either di-
rectly or indirectly in terms of quantile of the distribution of the loss profile. This includes
the value at risk qα(L) := inf{m : P [L > m] ≥ α} and the derivation of is such as the
tail conditional expectation and the expected shortfall
TCEα(L) := E [L|L > qα(L)] and ESα(L) := 1
α
α∫
0
qu(L)du
respectively. While the expected shortfall is coherent in the sense of Artzner et al. [2], the
value at risk and tail conditional expectation are not sub-additive and hence not coherent,
see [15, 29]. For diversification purposes, the expected shortfall is therefore preferred to
these two quantile based risk measures. However, the expected shortfall is not elicitable,
which has recently been discussed as a useful property from a backtesting viewpoint, see
Chen [7], Emmer et al. [14], Gneiting [16], Ziegel [32]. In terms of elicitablity and co-
herency, the expectile eα which was first introduced by Newey and Powell [26] and defined
as the unique solution of
(1− α)E
[
(L− eα(L))+
]
= αE
[
(L− eα(L))−
]
is the only alternative coherent law invariant risk measure which is elicitable as shown by
Weber [31], Ziegel [32] and Bellini and Bignozzi [4].
As discussed by Bellini et al. [5], the expectile can be seen as a generalization of quantile.
We therefore revisit the former quantile based risk measure by considering the expectile
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instead of quantile, namely
tceα(L) := E [L|L > eα(L)] and esα(L) := 1
α
α∫
0
eu(L)du
thereafter referred to as expectile based tail conditional expectation and expectile based
expected shortfall, respectively.
The notion of expectile based tail conditional expectation tceα and expected shortfall esα
is relatively new. Expectile based tail conditional expectation was first introduced in Taylor
[30] for the estimation of the expected shortfall from expectile for loss profile with con-
tinuous distribution. Though it is positive homogeneous and cash invariant, it is however
not monotone and sub-additive in general, see Daouia et al. [9]. For this reason, Daouia
et al. [9] criticized the estimation ESα from tceα and propose esα which is coherent.
They further showed that for Fréchet type of extreme value distribution, tceα and esα are
asymptotically equivalent.
In this paper we systematically study the properties of these expectile based risk measures
under the light of recent results obtained in [13]. Since the expectile based expected short-
fall esα turns out to be a coherent risk measure, we provide its dual set in terms of Bochner
integral
Qes =
Y ∈ Q : Y = 1α
α∫
0
Y(u)du for someY ∈ Y with
α∫
0
||Y(u)||∞du <∞
 ,
where Q is the set of probability densities in L∞, and Y is the set of strongly measurable
functionsY : (0, α]→ L∞ such thatY(u) is in the dual set of eu for almost every u. We
further bound esα from below in terms of combinations of expected shortfall, that is
sup
0<β<1
{(1− γβ)ESβ(L) + γβE[L]} ≤ esα(L)
where γβ has an explicit expression given by relation (4.2). Though esα is not comono-
tonic, in the sense of Delbaen [11] we provide the smallest comonotonic risk measure
dominating esα, that is
esα(L) ≤ Rϕ(L) :=
1∫
0
ϕ′+(t)qt(L)dt
where the concave distortion function ϕ is explicitly given by Relation (4.1). To compare
the value of esα with respect to the industry standard expected shortfall and value at risk,
we provide their asymptotic relative behavior for each extreme value distribution type –
Fréchet, Weibull and Gumbel. Finally, based on the present result we provide explicit
expression for esα for several classical distributions.
The rest of the paper is organized as follows. In Section 2, we introduce some basic
notations, and definitions of the quantile and expectile based risk measures. In Section
3, we address the dual representation of expectile based expected shortfall. In Section 4,
we provide properties, bounds and asymptotic results for the expectile based expected
shortfall. Section 5 illustrates those results with examples for some loss profiles with
known distribution.
2. BASIC DEFINITION AND PRELIMINARIES
Let (Ω,F , P ) be an atomless probability space. Throughout, L1 and L∞ denote the set of
integrable and essentially bounded random variables identified in the P almost sure sense,
respectively. For each L in L1, FL represents its cumulative distribution. We also denotes
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by Q, the set of densities in L∞ for probability measures that are absolutely continuous
with respect to P , that is,
Q = {Y ∈ L∞ : Y ≥ 0 and E[Y ] = 1} .
We say R : L1 → (−∞,∞] is a coherent risk measure, if R is
• Monotone: R(L1) ≤ R(L2) whenever L1 ≤ L2;
• Cash-invariant: R(L−m) = R(L)−m for each m in R;
• Sub-additive: R(L1 + L2) ≤ R(L1) +R(L2);
• Positive homogeneous: R(λL) = λR(L) for every λ ≥ 0.
A coherent risk measure is further called Fatou continuous, if R(L) ≤ lim infnR(Ln)
whenever (Ln) is a sequence dominated in L1 and converges to L P almost surely.
For L in L1, we consider the quantile based functions
• Value at Risk: for 0 < α < 1,
qα(L) = inf {m : FL(m) ≥ 1− α} .
• Tail Conditional Expectation: for 0 < α < 1,
TCEα(L) = E[L|L > qα(L)].
• Expected Shortfall: for 0 < α < 1,
ESα(L) =
1
α
α∫
0
qu(L)du.
It is well known that the value at risk is not sub-additive – not even convex – and therefore
not a coherent risk measure, see [15, 29]. While the expected shortfall is coherent and co-
incides with the tail conditional expectation for loss profiles with continuous distributions,
in general ESα ≥ TCEα and TCEα may not be sub-additive, see [1, 2, 15].
For risk level α in (0, 1/2], the expectile eα of L in L1 is defined as the unique solution of
(2.1) (1− α)E[(L− eα(L))+] = αE[(L− eα(L))−].
It turns out that the expectile is a law invariant, finite valued, and the only elicitable and
coherent risk measure, see [4, 12, 31, 32]. From [5], its dual representation is given by
eα(L) = max
Y ∈Qα
E[LY ],
where
(2.2) Qα :=
{
Y ∈ Q : γ ≤ Y ≤ (1− α)γ
α
for some γ ∈
[
α
1− α, 1
]}
.
Since expectile can be seen as a generalization of quantiles, if qα is replaced by eα in the
definition of TCEα and ESα, then we get the expectile based functions on L1 defined as
• Expectile based Tail Conditional Expectation: for 0 < α ≤ 1/2,
tceα(L) = E[L|L > eα(L)].
• Expectile based Expected Shortfall: for 0 < α ≤ 1/2,
esα(L) =
1
α
α∫
0
eu(L)du.
If L is not identically constant, it holds that tceα(L) = ESβ∗(L), where β∗ = P [L >
eα(L)]. It is also known that tceα is not monotone and sub-additive in general and hence,
not a coherent risk measure, see [9]. However, esα is coherent and has the following
properties.
Proposition 2.1. The expectile based expected shortfall is law invariant, (−∞,∞] valued,
coherent and Fatou continuous.
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Proof. It is known that the map u 7→ eu(L) is continuous on (0, 1/2], see [5, 26]. It
implies that e·(L) is measurable. Since E[L] ≤ eu(L) for each u ∈ (0, α], it holds that the
integration is well defined and the range of esα is a subset of (−∞,∞]. The law invariance
and coherent properties of esα directly follows from expectile. Let (Ln) be a sequence
dominated in L1 and converging to L almost surely. Since a finite valued coherent risk
measure is Fatou continuous, it holds that eα is also Fatou continuous, see [20]. The Fatou
continuity of eu together with Fatou’s Lemma yields
esα(L) =
1
α
α∫
0
eu(L)du ≤ 1
α
α∫
0
(
lim inf
n
eu(Ln)
)
du
≤ lim inf
n
1
α
α∫
0
eu(Ln)du = lim inf
n
esα(Ln).
This ends the proof of the proposition. 
3. DUAL REPRESENTATION OF EXPECTILE BASED EXPECTED SHORTFALL
The expectile based expected shortfall is law-invariant, coherent and Fatou continuous.
Hence, it admits a representation of the form
esα(L) = sup
Y ∈Qes
E[LY ],
for some Qes ⊆ Q which is called the dual set of esα, see [6, 8, 20]. This section is
dedicated to describe the set Qes. Throughout this section, we consider the measurable
space (I, I, µ), where I = (0, α], I is the Borel sigma algebra of I and µ is the Lebesgue
measure on I. We denote by L0s(L∞), the space of all step functions on I with values in
L∞ identified µ almost every where, that is,
L0s(L
∞) =
{ ∞∑
n=1
Ln1In : (Ln) is a sequence in L
∞ and (In) ⊆ I is a partition of I
}
,
where 1A is the indicator function whose value is 1 for u in A and 0, otherwise. We say a
functionY : I → L∞ is measurable (strongly), if there exist a sequence (Yn) in L0s(L∞)
such that ||Yn(u) −Y(u)||∞ → 0 µ almost every where . We also denote by L0(L∞),
the spaces of all measurable functions on I with values in L∞. We extend the norm || · ||∞
to L0(L∞) as
||Y||∞(u) = lim
n↗∞
||Yn(u)||∞,
where (Yn) is a sequence in L0s(L
∞) such that ||Yn(u) −Y(u)||∞ → 0 µ almost every
where . Finally, L0(I) denotes the space of all real valued random variables on I identified
µ almost every where. Throughout this section, all equalities and inequalities in L0(I)
are identified in the µ almost every where sense. Clearly, u 7→ ||Y||∞(u) and u 7→
〈L,Y(u)〉 := E[LY(u)] with L ∈ L1 and Y ∈ L0(L∞) are in L0(I). It also holds that
L 7→ e·(L) is a function from L1 to L0(I).
Proposition 3.1. The expectile based expected shortfall admits the representation
(3.1) esα(L) = sup
Y∈Y
1
α
∫
I
E[LY]dµ,
where
Y =
{
Y ∈ L0(L∞) : E[Y(u)] = 1 and γ(u) ≤ Y(u) ≤ (1− u)γ(u)
u
for some γ ∈ L0(I) such that u
1− u ≤ γ(u) ≤ 1
}
.
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Furthermore, Y∗ in Y is optimal, if and only if Y∗(u) is the optimal density of eu for
µ-almost all u in I .
Proof. As a result of Relation 2.2, it follows thatY(u) inQu for µ-almost all u in I . This
implies that e·(L) ≥ E[LY(·)] for allY in Y and therefore
(3.2) esα(L) ≥ sup
Y∈Y
1
α
∫
I
E[LY]dµ.
For each n in N, we consider the partition Πn of [0, α] given by Πn := {tnk = kα/n : k =
0, . . . , n}. Let
Yn :=
{
Y(u) =
n−1∑
k=0
Ytnk+11(tnk ,tnk+1](u) : Yt
n
k+1
∈ Qtnk+1 for all k = 0, . . . , n− 1
}
.
For Y in Yn, it holds that Y ∈ L0s(L∞) and E[Y(u)] = 1. Since Ytnk+1 ∈ Qtnk+1 , there
exist γtnk+1 in R such that
γtnk+1 ∈
[
tnk+1
1− tnk+1
, 1
]
and γtnk+1 ≤ Ytnk+1 ≤
(1− tnk+1)γtnk+1
tnk+1
for all k = 0, . . . , n− 1. Define
γ(u) :=
n−1∑
k=0
γtnk+11(tnk ,tnk+1](u).
It follows that γ in L0(I), (1 − u)/u ≤ γ(u) ≤ 1 and γ(u) ≤ Y(u) ≤ (1 − u)γ(u)/u.
Hence, Yn ⊆ Y and Relation (3.2) further implies that
(3.3) esα(L) ≥ sup
n
{
sup
Y∈Yn
1
α
n−1∑
k=0
E[LYtnk+1 ](t
n
k+1 − tnk )
}
= sup
n
1
α
∫
I
en· (L)dµ,
where enu(L) :=
∑n−1
k=0 etnk+1(L)1(tnk ,tnk+1](u) which is a sequence in L
0(I) such that
en· (L) ↗ e·(L) µ almost everywhere. The monotone convergence theorem together with
Relation (3.3) yields Relation (3.1).
Let Y∗ in Y be given. By the definition of Y , we always have eu(L) − E[LY∗(u)] ≥ 0.
If Y∗ is optimal, then
∫
I
(e·(L)− E[LY∗]) dµ = 0 and hence, e·(L) = E[LY]. The
converse statement is clear ending the proof. 
Finally, to provide the dual representations of esα, we need the Bochner integral. The step
function Y =
∑∞
n=1 Yn1In in L
0
s(L
∞) is said to be Bochner integrable with respect to
the measure µ, provide that
∫
I
||Y||∞dµ =
∑∞
n=1 ||Yn||∞µ(In) < ∞. In this case, the
Bochner integral ofY is denoted by
∫
I
Ydµ and given by∫
I
Ydµ : =
∞∑
n=1
Ynµ(In).
A function Y in L0(L∞) is also said to be Bochner integrable, if there exist a Bochner
integrable sequence (Yn) in L0s(L
∞) such that ||Yn(u) −Y(u)||∞ → 0 µ almost every
where and
∫
I
||Yn(u)−Y(u)||∞µ(du)→ 0. In this case, the Bochner integral ofY with
respect to µ is given by ∫
I
Ydµ := lim
n↗∞
∫
I
Yndµ.
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It is well known thatY in L0(L∞) is Bochner integrable if and only if
∫
I
||Y(u)||∞µ(du)
is finite. For Bochner integrable functionY in L0(L∞), it also holds that
(3.4) E
L∫
I
Ydµ
 = ∫
I
E[LY]dµ, for all L ∈ L1,
see [17] for instance. With this at hands, the dual representation reads as follows.
Theorem 3.2. The expectile based expected shortfall esα admits the dual representation
esα(L) = sup
Y ∈Q¯es
E[LY ],
where Q¯es is the σ(L∞, L1)-closure of the non-empty and convex set
Qes =
Y ∈ Q : Y = 1α
∫
I
Ydµ for someY ∈ Y with
∫
I
||Y||∞dµ <∞
 .
Furthermore, Y ∗ ∈ Qes is optimal for esα if and only if Y∗ in Y for which Y ∗ =
1
α
∫
I
Y∗dµ is optimal for Relation (3.1).
Proof. Let Y be in Qes, that is, Y = 1α
∫
I
Ydµ for some Bochner integrable function Y
in Y . Relation (3.4) and Proposition 3.1 yields
E[LY ] = E
L 1
α
∫
I
Ydµ
 = 1
α
∫
I
E[LY]dµ ≤ esα(L).
It follows that
(3.5) sup
Y ∈Qes
E[LY ] ≤ esα(L).
For eachY in Yn, it holds that∫
I
||Y||∞dµ =
n−1∑
k=0
||Ytnk+1 ||∞(tnk+1 − tnk ) =
α
n
n−1∑
k=0
||Ytnk+1 ||∞ <∞,
implying that every element of Yn is Bochner integrable. Hence, Relation (3.3) and (3.4)
yields
(3.6) esα(L) = sup
n
{
sup
Y ∈Qnes
E[LY ]
}
≤ sup
Y ∈Qes
E[LY ],
where
Qnes =
Y ∈ Q : Y = 1α
∫
I
Ydµ for some Y ∈ Yn
 .
The last inequality follows from the fact that Qnes ⊆ Qes for all n in N. Relation (3.5) and
(3.6) yields
esα(L) = sup
Y ∈Qes
E[LY ].
Clearly, Qes is non-empty and convex subset of Q. Hence, taking the σ(L∞, L1)-closure
Qes do not affect the supremum. The last assertion directly follows from Proposition
3.1. 
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4. PROPERTIES OF EXPECTILE BASED EXPECTED SHORTFALL
4.1. Comonotonicity. A coherent risk measureR : L1 → (−∞,∞] is said to be comono-
tonic, if R(L1 + L2) = R(L1) + R(L2) for each comonotone pairs 1 of loss profiles L1
and L2. It is well known that the quantile based expected shortfall is comonotonic, while
the expectile is not, see [14, 15, 27] for instance. It is therefore not astonishing that the
expectile based expected shortfall is not comonotonic as shown in the following example.
Example 4.1. Let ϕ be the concave distortion function given by
(4.1) ϕ(t) =

0 if t = 0
1− α2 if t = 1/2
− t1−2t
[
1− 1−tα(1−2t) ln
(
1− 2α+ αt
)]
if t 6= 1/2 and 0
.
Then by Example 5.1, ϕ corresponds to the distortion probability measure Cϕ(A) =
esα(1A). For L ∼ Unif [0, 1], following Example 5.2, we get es0.34(L) = 0.706. The
concave distortion functionRϕ(L) =
∫
(0,1]
ϕ(P [L > x])dx =
∫
(0,1]
ϕ(1−x)dx = 0.758.
Hence, Rϕ(L) 6= es0.34(L) and by [15, Corollary 4.95] esα is not comonotonic.
In the spirit of [11, Theorem 6], the following proposition provides the smallest comono-
tonic risk measure that dominates esα uniformly on L1.
Proposition 4.2. Let ϕ be the distortion function given by Relation (4.1), it holds that
esα(L) ≤ Rϕ(L) :=
∫
(0,1]
ϕ′+(t)qt(L)dt.
Moreover, Rϕ is the smallest law invariant coherent and comonotonic risk measure domi-
nating esα uniformly for each L in L1. In particular, esα(1A) = Rϕ(1A) = ϕ(P [A]) for
each A ∈ F .
Proof. Following [11, Theorem 6], for each u in (0, 1/2], eu is dominated uniformly for
each L in L1 by the smallest law-invariant, coherent and comonotonic risk measure as:
eu(L) ≤
∫
(0,1]
(u(1− u)
((1− 2u)t+ u)2 qt(L)dt.
Using Fubini’s theorem yields
esα(L) ≤ 1
α
α∫
0
 ∫
(0,1]
u(1− u)
((1− 2u)t+ u)2 qt(L)dt
 du
=
∫
(0,1]
 1
α
α∫
0
u(1− u)
((1− 2u)t+ u)2 du
 qt(L)dt = ∫
(0,1]
ϕ′+(t)qt(L)dt = Rϕ(L),
where
ϕ′+(t) =
{ −1
(1−2t)2
[
1+(1−2t)α
t+(1−2t)α − 1α(1−2t) ln
(
1− 2α+ αt
)]
for t 6= 1/2
2α
(
1− 23α
)
for t = 1/2
.
Clearly, Rϕ is the smallest and law-invariant, coherent and comonotonic risk measure that
dominates esα uniformly. From Example 5.1, we also have esα(1A) = ϕ(P [A]). 
1We say L1 and L2 in L1 are comonotone, if (L1(ω)− L1(ω′))(L2(ω)− L2(ω′)) ≥ 0 for all (ω, ω′) ∈
Ω× Ω.
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4.2. Quantile Versus expectile based expected shortfall. For a given risk level α in
(0, 1/2], the expectile is less conservative than expectile based expected shortfall, that
is, eα ≤ esα, see [9] for instance. However, as compared to the quantile based expected
shortfall, it holds that esα ≤ ESα or esα > ESα depending on the considered loss profile,
see figure 1.
FIGURE 1. Graphs of esα, tceα and ESα for Pareto, uniform, Konker
and beta distributions.
Using the lower bounds of expectile given in [13, Proposition 3.1], we provide a family of
lower bounds for esα in terms of convex combination of expected shortfalls as follows.
Proposition 4.3. For each β in (0, 1), it holds that
(1− γβ)ESβ(L) + γβE[L] ≤ esα(L),
where
(4.2) γβ :=
{
α for β = 1/2
1
(1−2β) − βα(1−2β)2 ln
(
1− 2α+ αβ
)
for β 6= 1/2 .
Furthermore, the risk measure Rα defined as
Rα(L) := sup
0<β<1
(1− γβ)ESβ(L) + γβE[L], L ∈ L1
is law invariant and coherent such that Rα(L) ≤ esα(L) uniformly for L in L1 and
Rα(1A) = esα(1A) for every A ∈ F .
Proof. Let u be in (0, α] be given. From [13, Proposition 3.1], for each β in (0, 1) we get(
1− u
(1− 2u)β + α
)
ESβ(L) +
u
(1− 2u)β + αE[L] ≤ eu(L).
Integrating both sides of the above inequality with respect to u gives the first result of
the proposition. The law invariant and coherent property of Rα directly follows from the
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properties of ESβ . Let A be in F such that P [A] = p with 0 < p < 1. A simple
computation using β = p yields (1− γp)ESp + γpE[1A] = esα(1A). Hence, Rα(1A) =
esα(1A). 
Remark 4.4. Note that the inequality Rα ≤ esα can be strict as shown in Example 5.5.
The expectile can be uniformly dominated by the convex combination of expected short-
falls, see [13] for instance. However, this is not the case for the expectile based expected
shortfall as shown by the following proposition.
Proposition 4.5. The expectile based expected shortfall esα can not be dominated uni-
formly for L in L1 by coherent risk measures of the form
(1− λ)ESβ(L) + λESδ(L),
for some 0 < β ≤ 1, 0 ≤ λ ≤ 1 and 0 < δ ≤ 1.
Proof. We know that the concave distortion function that corresponds to
(1− λ)ESβ(L) + λESδ(L)
is given by ϕλ,β,δ(t) = (1 − λ)(t/β ∧ 1) + λ(t/δ ∧ 1). Furthermore, the tangent to ϕ at
(0, 0) and (1, 1) is given by x = 0 and y = γ1x+(1−γ1), respectively. Suppose there exist
a risk measure of the form (1− λˆ)ESβˆ+ λˆESδˆ dominating esα for some 0 < βˆ, δˆ ≤ 1 and
0 ≤ λˆ ≤ 1. It follows that ϕ(t) ≤ ϕλˆ,βˆ,δˆ(t) for each t in [0, 1]. With out loss of generality
we take the smallest one from these bounds, that is, ϕλˆ,βˆ,δˆ is tangent to the graph of ϕ at
(0, 0) and (1, 1). This contradict the fact that the tangent to ϕ at (0, 0) is the x-axis. Hence,
our supposition is false and hence, there is no such upper bound, see Figure 2.
FIGURE 2. Graph of ϕ and ϕλ,β,δ for α = 10%, λ = 20%, β = 10%
and δ = 100%.

4.3. Asymptotic Behavior of expectile based expected shortfall. For a given risk level
α, the quantile based tail conditional expectation and expected shortfall coincides, that is
TCEα = ESα, provided that the distribution of L is continuous, see [15, 29]. However,
this is not true in general for tceα and esα neither of both even dominating the other de-
pending on the considered loss profile, see Figure 1. As discussed in Section 4.2, it also
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holds that ESα > esα or ESα ≤ esα, depending on the considered loss profile. When FL
is attracted by extreme value distribution, [3] and [24] provide an asymptotic relationship
between value at risk and expectile, [28] gives an asymptotic behavior of expected short-
fall in terms of value at risk, [13] provides the asymptotic behavior of expectile in terms
expected shortfall, and [9] also study the asymptotic behavior of esα in terms of tceα and
ESα for Fréchet type distributions. Following these results, we are interested to provide
the asymptotic behavior of esα with respect to tceα and ESα for loss profiles attracted 2
by extreme value distribution H . It is well known that H can only be either Weibull (Ψη),
Gumbel (Λ) or Fréchet (Φη) with parameter η > 0, where Ψη(x) = exp(−(−x)η) for
x < 0, Λ(x) = exp(−e−x) for x ∈ R, and Φη(x) = exp(−x−η) for x > 0, see [10, 25]
for instance.
The following proposition states the asymptotic relationship between esα, tceα and ESα
based on each classes of extreme value distributions.
Proposition 4.6. Let xˆ := sup{m ∈ R : FL(m) < 1}. If 0 < xˆ ≤ ∞, as the risk level α
goes to 0, it holds that
(i) (Fréchet:) If FL is in MDA(Φη) with η > 1,
esα(L) ∼ tceα(L) ∼ (η − 1)− 1ηESα(L) and tceα(L)
eα(L)
∼ ESα(L)
qα(L)
.
(ii) (Weibull:) If FL is in MDA(Ψη) with η > 0,
xˆ− ESα(L)
xˆ− esα(L) = o(1) and
xˆ− tceα(L)
xˆ− eα(L) ∼
xˆ− ESα(L)
xˆ− qα(L) .
(iii) (Gumbel:) If FL is in MDA(Λ),
tceα(L)
eα(L)
∼ ESα(L)
qα(L)
and
xˆ− tceα(L)
xˆ− eα(L) ∼
xˆ− ESα(L)
xˆ− qα(L)
for the case xˆ =∞ and xˆ <∞, respectively.
If further FL(x) = 1−exp (−xτr(x)) for some slowly varying function 3 r and constant
τ > 0 such that
(4.3) lim
x↗∞
(
r(cx)
r(x)
− 1
)
ln r(x) = 0
for some constant c > 0, it holds that
esα(L) ∼ tceα(L) ∼ ESα(L).
Proof. The Fréchet case directly follows from [9, Proposition 3] and [13, Proposition 4.1].
For Weibull case, from [24, Proposition 3.3], we get xˆ− qα(L) = o(xˆ− eα(L)) as α goes
to 0. It follows that
xˆ− ESα(L) = 1
α
α∫
0
(xˆ− qu(L))du = 1
α
α∫
0
(xˆ− eu(L))g(u)du,
for some function g such that g(u) goes to 0 as u goes to 0. Hence,
xˆ− ESα(L) ∼ 1
α
α∫
0
(xˆ− eu(L))g(α)du = g(α)(xˆ− esα(L)).
2We say FL is attracted by an extreme value distribution function H and denoted by MDA(H), if there
exist constants cn > 0 and dn ∈ R for each n in N such that
lim
n↗∞
FnL (cnx + dn) = H(x).
3A measurable function r : R→ R is said to be slowly varying, if limt↗∞ r(tx)r(t) = 1, for each x in R.
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That is, xˆ− ESα(L) = o(xˆ− esα(L)). Since tceα(L) = ESβ∗(L), it follows that
tceα(L) = qβ∗(L) +
1
β∗
E[(L− qβ∗(L))+].
Rearranging gives
(4.4)
tceα(L)
eα(L)
= 1 +
1
β∗eα(L)
E[(L− eα(L))+].
Relation (4.4) can be re-written as
(4.5)
xˆ− tceα(L)
xˆ− eα(L) = 1−
1
β∗(xˆ− eα(L))E[(L− eα(L))
+].
From [Lemma 3.2][23], as x goes to xˆ we have that
1
(xˆ− x)(1− FL(x))E[(L− x)
+] ∼ 1
η + 1
.
Since as α goes to 0, we have eα goes to xˆ, it follows that
1
(xˆ− eα(L))β∗E[(L− eα(L))
+] ∼ 1
η + 1
.
Hence, Relation (4.5) yields
xˆ− tceα(L)
xˆ− eα(L) ∼ 1−
1
η + 1
=
η
η + 1
∼ xˆ− ESα(L)
xˆ− qα(L) .
The relation for (xˆ− ESα(L))/(xˆ− qα(L)) is due to [23, Theorem 3.4].
As for the Gumbel case, from Mao et al. [24, Relation 3.20], we have
(4.6) E[(L− eα(L))+] =
{
eα(L)o(β
∗), xˆ =∞
(xˆ− eα(L))o(β∗), xˆ <∞
.
The Relations (4.4), (4.5) and (4.6) together with [23, Theorem 3.4] yields
tceα(L)
eα(L)
∼ 1 ∼ ESα(L)
qα(L)
and
xˆ− tceα(L)
xˆ− eα(L) ∼ 1 ∼
xˆ− ESα(L)
xˆ− qα(L)
for the case xˆ = ∞ and xˆ < ∞, respectively. The last asymptotic result holds as a result
of eα(L) ∼ qα(L) under the given conditions, see [3, Proposition 2.4]. This ends the proof
the proposition. 
According to Proposition 4.6, for Fréchet and Gumbel (with condition (4.3) ) cases, as the
risk level α goes to 0, the expectile based tail conditional expectation and expectile based
shortfall are equivalent. In this case, both tceα and esα can be interpreted as the expec-
tation of the loss under the event that the loss exceeds eα. Figure 3 provides a graphical
illustration for the ratio of ESα/esα for Pareto, uniform, beta and exponential distribu-
tions. Notice that the Pareto distribution with parameter a is attracted by Fréchet type
MDA(Φa), the uniform and beta distributions are attracted by Weibull type MDA(Ψ1)
and the exponential distribution is attracted by the Gumbel type MDA(Λ).
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FIGURE 3. Graph of ESα/esα (for Pareto and exponential) and (xˆ −
ESα)/(xˆ− esα) (for uniform and beta) distributions.
5. EXAMPLES
Example 5.1 (Ber(p)). Let L ∼ Bern(p) for some p in (0, 1). From [11, 25], we get
eα(L) =
(1− α)p
(1− 2α)p+ α.
After integration
esα =
{
1− α2 if p = 1/2,
− p1−2p
[
1− 1−pα(1−2p) ln
(
1− 2α+ αp
)]
if p 6= 1/2 .
Example 5.2 (Uniform). Let FL(x) = x for x in [0, 1]. From [13], we have
qα(L) = 1− α, eα(L) = 1−
√
α(1− α)− α
1− 2α and ESα(L) = 1−
α
2
.
We also have β∗ = (
√
α(1− α)− α)/(1− 2α) and tceα(L) = 1− β
∗
2 . After integration
esα(L) =
1
2
− 1
4α
ln
(
(1− 2α)
√
1 + 2
√
α(1− α)
1− 2√α(1− α)
)
+
√
α(1− α)
2α
.
Following [18], FL is attracted by Weibull type MDA(Ψ1). It also holds that xˆ = 1 and
a simple computation yields
1− ESα(L)
1− esα(L) = o(1) and
1− tceα(L)
1− eα(L) =
1
2
=
1− ESα(L)
1− qα(L) .
Example 5.3 (Beta). For a > 0, let FL(x) = xa with x in [0, 1]. From [13], we have
qα(L) = (1− α) 1a and ESα(L) =
a
(
1− (1− α) 1a+1
)
α(a+ 1)
.
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From [13] we also have that eα(L) = (1 − β∗)1/a and tceα(L) = ESβ∗(L), where β∗
solves
1− α
1− 2α = (1− β
∗)
1
a
(
1 +
β∗
a
+
α(a+ 1)
a(1− 2α)
)
.
According to [19] and [25], eα(L) = qα(L˜), where L˜ is a random variable with probabil-
ity density function given by
g(x) =
FL(x)E[L]− E[L1{L≤x}](
2(xFL(x)− E[L1{L≤x}]) + E[L]− x
)2 , 0 < FL(x) < 1.
In the case of the Beta distribution, it follows that
g(x) =
a
a+ 1
xa(1− x)
(2xa+1 − (a+ 1)x+ a)2 , 0 < x < 1.
which yields
esα(L) =
1
α
α∫
0
qu(L˜)du = E
[
L˜|L˜ > qα(L˜)
]
=
a
α(a+ 1)
1∫
(1−β∗) 1a
xa+1(1− x)
(2xa+1 − (a+ 1)x+ a)2 dx.
It is known that FL belongs to the Weibull type MDA(Ψ1), see [23, 24] for instance. We
also have xˆ = 1 and as a result of Proposition 4.6, it holds
1− ESα(L)
1− esα(L) = o(1) and
1− tceα(L)
1− eα(L) ∼
1− ESα(L)
1− qα(L) .
Example 5.4 (Exponential). Let FL(x) = 1 − exp(−x) for x ≥ 0. Then ESα(L) =
1 − lnα and eα(L) = 1 +W ((1− 2α)/(αe)), whereW is Lambert function4. We also
have
g(x) =
xe−x
(1− x− 2e−x)2 , x ≥ 0.
Hence,
esα(L) =
1
α
∞∫
1+W( 1−2ααe )
x2e−x
(1− x− 2e−x)2 dx.
From [3], we get eα(L) ∼ qα(L). This implies that esα ∼ ESα(L) ∼ tceα(L).
Example 5.5 (Konker distribution). Let FL(x) = 4+x
2+x·√x2+4
2(x2+4) for x in R. According to
[13, Remark 3.3] and [21], the expectile and the value at risk coincide and given by
eα(L) = qα(L) =
1− 2α√
α(1− α)
It implies that
esα(L) = ESα(L) = 2
√
1− α
α
.
In this case, FL is attracted by the Fréchet type MDA(φ2). Clearly, it holds that
esα(L) = ESα(L) = tceα(L) and
tceα(L)
eα(L)
=
ESα(L)
qα(L)
.
4W is a function such that xex = y if and only if x =W(y).
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Example 5.6 (Pareto). For a > 1 and x ≥ 0, let FL(x) = 1− (1/(x+ 1))a. For a = 2,
qα(L) =
1√
α
− 1, ESα(L) = 2√
α
− 1 and eα(L) =
√
1− α
α
.
From [13], we also have β∗ = α/(1 + 2
√
α(1− α)) and we get
tceα(L) = 1 + 2eα(L) and esα(L) = eα(L) +
arcsin (
√
α)
α
.
It is known that FL is attracted by the Fréchet type MDA(φ2), see [22, 24] for instance.
A simple computation shows that
tceα(L) ∼ esα(L) ∼ ESα(L) and ESα(L)
qα(L)
∼ 2 ∼ tceα(L)
eα(L)
.
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