Recent studies have introduced several daily volatility measures based on intraday prices called realised volatility, realised range, realised power variation and realised bipower variation. This paper compares the incremental information of these measures, beyond the daily return information, from a forecasting viewpoint. The comparison is conducted in a GARCH framework and is based on a 7-year sample of transaction prices for 14 stocks traded on the NYSE. The forecast evaluation relies on several (a)symmetric loss functions. The realized range fares relatively well in the in-sample …t analysis, for instance, regarding the extent by which it brings normality in standardized returns. However, overall the realised power variation regressor is the most useful for short term one-day-ahead forecasts. Forecast combination based on all four intra-day measures produces the smallest forecast errors in about half of the sampled stocks. The market conditions analysis reveals that the use of intraday volatility information on day t-1 to forecast volatility on day t is most useful if day t-1 was a low volume, or bull market day. The results have implications for value-at-risk analysis.
Introduction
The ability to measure and forecast the volatility of …nancial assets, an unobserved process, is important for portfolio management, option pricing and …nancial market regulation, inter alios. The distributional properties of volatility are relevant for pricing derivative instruments since di¤erent speci…cations will imply di¤erent theoretical prices and Value-at-Risk statistics. In the literature on the mixture of distributions hypothesis (MDH), which posits that volatility and trading volume are both subordinated to the same information ‡ow or news process, the performance of volatility measures is typically assessed by gauging the extent to which they bring normality in standardized returns. In terms of forecasting, there is also an extensive literature assessing the accuracy of GARCH and/or stochastic volatility models relative to, say, implied volatility which is often referred to as the market's volatility forecast. GARCH models portray the future variance as a polynomial of past squared returns. However, Andersen and Bollerslev (1998) demonstrate that the daily squared returns are an extremely noisy (albeit unbiased) estimator of ex post daily volatility and that the realised variance estimator, the sum of intraday squared returns, is a far more accurate measure of daily volatility. Their seminal paper has stimulated a burgeoning literature on modeling and forecasting daily volatility dynamics through the use of intraday estimated volatility measures. More recently, the sum of intraday high-low price range or realised range was advocated by Christensen and Podolskij (2005) and Martens and van Dijk (2006) . Two other intraday volatility estimators, introduced by Barndor¤ -Nielsen and Shephard (BN-S, 2004a), are the realised power variation, based on summing powers of the absolute intraday returns, and the realised bipower variation, the sum of products of consecutive intraday absolute returns. This paper seeks to complement the literature in several directions. First, the paper investigates the relative merit of the above four intraday volatility measures from two di¤erent viewpoints.
On the one hand, their distributional properties are assessed, for instance by comparing their persistence, and with emphasis on the extent to which they are capable of normalizing standardized returns as postulated by the MDH model. On the other hand, we assess their ability to forecast daily volatility out-of-sample. In order to make our analysis directly comparable with a large body of existing literature, the focus is on predicting one-day-ahead the quadratic variation of the return process. 1 The framework for the forecast comparison is the widespread GARCH class of models, where a time-varying daily volatility process is extracted from daily returns data.
The forecast ranking is therefore based on the extent to which the di¤erent volatility measures enhance the forecasting ability of GARCH models. For completeness, we also consider as GARCH augmentation variable the lagged daily volume computed by summing the number of shares traded over all intraday intervals -the signi…cance of lagged volume in a GARCH equation would provide support for a popular simple MDH version (Luu and Martens, 2002) .
Second, given that microstructure e¤ects a¤ect the competing intraday volatility estimators in di¤erent ways, the paper addresses the question of whether forecast combining is fruitful. For this purpose, a recursive forecast combining approach is adopted that allows for time-varying weights. Third, an important question that has not yet been addressed is whether the importance of updating historical daily volatility models with intraday data depends on market conditions. This paper compares the forecast value of the four intraday volatility measures listed above during bull versus bear market days, and low-versus high-volume days. Finally, the paper contributes to the existing literature by analysing 14 individual stocks traded on the NYSE whereas most extant studies on high-frequency volatility focus on FX data or stock market indices.
The sample spans 7 seven years of trading data over the period from 02/01/97 to 31/12/03.
For each stock, we start by comparing the statistical and distributional properties of the four intraday estimated volatilities (alongside daily squared returns and GARCH volatility) and rank them according to criteria set out by the MDH model. Next, forecasts are generated with a simple GARCH equation and with a GARCH augmented by each of the (lagged) intraday information 1 Although regulators and fund managers might be mostly interested in longer horizons, derivative traders are interested in daily losses. One-day-ahead volatility forecasts are, for instance, relevant for value-at-risk measurement since banks update their estimates of potential loss on a daily basis.
measures, one at a time. A rolling window approach is adopted to generate 500 one-day-ahead out-of-sample forecasts from each model. Since the forecast target is the quadratic volatility of the return process, the di¤erent forecasts are compared with the sum of 5-min squared returns as the true volatility. We use eleven di¤erent criteria which include the mean squared error (MSE) and the average mean absolute percentage error (AMAPE), asymmetric loss functions and the loss function implicit in the R 2 of Mincer-Zarnowitz regressions. The results suggest that a notable increase in forecast accuracy is obtained by augmenting GARCH models with intraday estimated volatilities. Overall across the 14 stocks and the di¤erent forecast accuracy criteria considered, the top performer is the realised power variation, followed closely by the realised range, and with realised bipower variation at the other extreme. Interestingly, we …nd some mismatch between what is considered a good volatility proxy by the MDH model and the forecasting ranking. Although not unanimously for all stocks, there is some evidence to suggest that combining the predictive information of the four intraday volatility measures is worthwhile. The market conditions analysis suggests that exploiting the intraday returns on day t 1 in order to forecast the volatility on day t is most bene…cial if day t 1 is a low volume or bull market days.
The rest of the paper is organized as follows. Section 2 provides a review of the large literature on intraday volatility measuring which is by no means exhaustive. Section 3 presents the variable de…nitions and forecasting framework. Section 4 discusses the results and Section 5 concludes.
Background literature
The GARCH modeling framework introduced by Engle (1982) is still widely used to analyse the dynamics of return variation in all areas of …nance by academics and practitioners alike. A large number of studies, including Akgiary (1989), Franses and van Dijk (1996) and Brooks (1998) examine the out-of sample predictive ability of GARCH models and all …nd that a regression of squared (demeaned or whitened) returns on GARCH forecasts produces a low R 2 statistic which is often less than 10%. However, Andersen and Bollerslev (1998) for FX data and Blair et al. (2001) and Hansen and Lunde (2001) for stock indexes show that daily volatility forecasts from GARCH models, when compared with the sum of intraday squared returns as the 'true' volatility are far more accurate than previously believed. 2 A weakness of GARCH models, though, is that the future variance of returns is cast as a polynomial of past daily squared returns. If on the previous day the return was zero, the lagged squared return will also equal zero ignoring any within-day price ‡uctuations. One way forward is to augment the GARCH with variables that carry predictive power for future volatility. Lamoureux and Lastrapes (1990), Najand and Yung (1991) , and Bessembinder and Seguin (1993) include contemporaneous volume in GARCH models and document an improvement in the in-sample …t.
However, studies by Brooks (1998) and Donaldson and Kamstra (2004) show that augmenting GARCH with lagged volume leads to no improvements in forecast performance. Donaldson and Kamstra (2004) …nd, however, that volume plays the role of a switching variable. If trading volume was low on day t 1 relative to the recent past, then ARCH models are at least as e¤ective as option implied volatilities (VIX) for forecasting the volatility of the S&P100 index at t. Conversely, if volume was high at t 1 relative to the recent past, the best forecast of day t volatility can be obtained by placing more weight on options and less on ARCH.
With the increasing availability of high frequency data the research focus has shifted towards exploiting volatility estimators based on intraday returns. A large number of papers advocate the realised variance for the modeling and prediction of volatility of FX returns (Taylor and from one day to 3 months. The realised volatility models provide more accurate forecasts than the implied volatilities for short (one-day and one-week) horizons and this is attributed to the use of intraday returns not to the use of a long memory speci…cation. At the one-and 3-month horizons, the realised volatility models do not have incremental information that is not already incorporated in the implied volatilities. Using an equity price index and two currencies, Galbraith and Kisinbay (2002) …nd that forecasts from AR models …tted to daily realised variance outperform the forecasts from GARCH for a 1-day horizon whereas at a 30-day horizon the methods become undistinguishable. The results favour the 5-minute among di¤erent sampling frequencies (1, 5, 10 and 30 minutes) considered.
For the S&P100 index, Koopman et al. (2005) compare the one-day-ahead predictive ability of ARFIMA and Unobserved Components models for realised volatility with stochastic volatility (SV) and GARCH models for daily returns augmented with realised and implied volatility measures. Long memory models seem to provide the most accurate forecasts. Engle and Gallo (2006) develop a multiplicative-error model which accommodates several daily volatility indicators (absolute returns, squared high-low range and realised variance) and document that it can forecast quite well the dynamics in the VIX market volatility index one-month ahead.
A second group of empirical studies focus on other recent intraday volatility measures as an alternative or complement to the realised variance. Ghysels et al. (2006) introduce the MIDAS (mixed data sampling) regression approach and deploy it using FX data to compare several daily volatility estimators that involve data sampled at di¤erent frequencies. They …nd that realised power variation outperforms realised volatility and that daily and intra-daily absolute returns outperform, respectively, daily and intra-daily squared returns. Liu and Maheu (2005) …t HARlog and ARFIMA models to realized variance and augment them with realized power and bipower variation measures. They …nd robust improvements in the one-day-ahead forecasts of FX and equity markets when power variation terms are included. Andersen et al. (2006) exploit the properties of the realized bipower variation and realized variance estimators to provide a non-parametric framework for measuring the importance of (discrete) jumps in volatility forecasting. In the context of the DM/$ exchange rate, the SP500 market index and the 30-year U.S Treasury bond yield they document that when the non-parametric continuous sample path and jump variability measures are included individually in the same forecasting model, only the former measure carries any predictive power for the future realised volatilities. This …nding indirectly highlights the important role of jump-inmune volatility estimators in forecasting asset return variation. Martens and van Dijk (2006) use Monte Carlo simulations to highlight the superiority of the realised range versus the realised variance estimator in the presence of plausible levels of bid-ask bounce and infrequent trading. In terms of forecasting the daily volatility of S&P100 index they show that for the popular 5-and 30-minute frequencies the realised range outperforms the realised variance.
Methodology

Volatility measures and estimators
Let the price process belong to the class of semi-martingales with jumps. The dynamics of the logarithmic price in continuous time can be characterized by the stochastic di¤erential equation dp(t) = (t)dt + (t)dW (t) + k(t)dq(t) 0 t T
where (t) denotes the drift term, (t) is the instantaneous or spot stochastic volatility process which is assumed to be stationary and independent of the standard Brownian motion W (t), dq(t)
is a counting process with dq(t) = 1 if a jump occurs at time t and k(t) indicates is the jump size.
The quadratic variation (QV) or notional variance of the return process from time t-1 to t is
where the …rst term (IV t ) is called integrated variance and corresponds to the continuous part of the process (1) and the second term (J t ) re ‡ects the contribution of the discrete jumps. In a recent paper, BN-S (2004a) de…ne the integrated power variation of order p as
which for p = 2 becomes the integrated variance.
Di¤erent estimators of these volatility measures are discussed below. For this purpose, the time dimension is discretized and the daily time interval is divided into M equally spaced subintervals of length . The jth intraday return (on day t) is r t;j = p(t 1 + j ) p(t 1 + (j 1) ); j = 1; :::; M:
The price at the start of the jth intraday interval is computed as the average of the closing and opening prices of intervals j 1 and j; respectively. The jth intraday return is computed as 
and show that it is a consistent estimator of the integrated variation plus the jump component.
More speci…cally, as the intraday sampling frequency goes to in…nity (M ! 1), the RV estimator converges in probability (RV p ! QV ) to the quadratic variation. In this paper r t;j is calculated as in (4) . 3 The properties of the RV estimator, for instance, unbiasedness and e¢ ciency under suitable conditions, have been established by Comte and Renault (1998) The realised range estimator, introduced by Christensen and Podolskij (2005) , is de…ned as
where log(p h t;j ) and log(log p l t;j ) are the high and low prices of the interval and the scaling factor 4 log 2 is a bias-correction for market microstructure e¤ects and equals the second moment of the range of a Brownian motion B t such that, E(s Another estimator introduced by BN-S (2004a), the realised power variation of order p, is
where
, s N (0; 1) which for p = 1 and p = 2 becomes, respectively, the realised absolute variation and realised and 1:5 yield the lowest RMSE. In the paper we focus on the RPV(1:5) estimator.
The RPV estimator could improve the forecasting of daily volatility because the absolute value of returns displays stronger persistence than squared returns (Ding and Granger, 1993) . Also, the absolute value of returns is less sensitive to movements in prices so models based on RPV may provide better predictions during periods with jumps. Further discussion on the properties of the RPV estimator can be found in Ghysels et al. (2006) and Forsberg and Ghysels (2007) .
In a similar fashion, BN-S (2004a) de…ne the realised bipower variation estimator as
where 1 = E(j j) = p 2= p w 0:79788 and s N (0; 1): BN-S (2004a) show that as M ! 1 the RBP estimator converges in probability to the integrated volatility (RBP t p ! IV t ) and so it is also robust to jumps. It follows that RV t RBP t p ! J t where J t is the jump component in (2) .
The asymptotic properties of the aforementioned volatility estimators have been derived as M ! 1: Unfortunately, at ultra-high frequencies, the semi-martingale property of returns breaks down because of the impact of market microstructure factors such as bid-ask bounce (Ross, 1984) , screen …ghting (Zhou, 1996) , discreteness of prices and irregular trading become overwhelming. 
Modeling and forecasting framework
Let the conditional mean and conditional variance of daily returns be captured, respectively, by and ARMA(p; q) and GARCH(r; s) equation
where r t are the daily returns, u 2 t are the squared whitened returns, and h t E(u 2 t j t 1 ) is the conditional mean of u 2 t . The lag orders of the mean and conditional variance equations will be appropriately selected so as to capture all the autocorrelation in r t and volatility clustering, respectively. The Ljung-Box and ARCH LM test statistics at the 5% level will be used for this purpose. The degree of persistence in GARCH volatility is given by
The selected GARCH model for each stock is then augmented as follows
where z t 1 is realised variance (RV), realised range (RR), realised power variation (RPV), bipower variation (BPV) or volume (VOL). For the purpose of generating daily volatility forecasts, the sample is divided into an estimation period (T T 1 ) and a holdout or evaluation period (T 1 ) with T 1 = 500. The selected GARCH model for each stock is estimated over an initial window of size (T 500), denoted [1; t]; and a one-day-ahead ex post forecast for the volatility,^ 2 t+1 ; is generated.
The initial estimation window is rolled forward one day to [2; t + 1] from which the second forecast,
; is generated and so forth until 500 one-day-ahead forecasts are obtained.
As noted above, the object of interest or forecast target is the quadratic variation of the return process so the 'true' volatility proxy used for evaluating the performance of the forecasts is the sum of 5-minute squared returns. Various forecast accuracy measures are considered for this purpose which amount to di¤erent de…nitions of distance but have in common that all are based on statistical functions. The forecast accuracy criteria can be divided into symmetric, whereby positive and negative forecast errors incur identical loss, and asymmetric criteria which penalize positive and negative errors di¤erently.
Since it is not possible to single out one 'best'criterion to evaluate the volatility forecasts, we consider the following set of loss functions taken from the literature:
Mean absolute error
Adjusted mean absolute percentage error
Gaussian maximum likelihood error
#U denotes the number of underpredictions and I U = 1 if L t;k < 0; likewise for #U and I O :
The …rst set of criteria, MSE, MAE, AMAPE, HMSE, HMAE and Theil-U, belong to the family of symmetric loss functions, in the sense that they penalize over-predictions and under-predictions equally. MSE is one of the most popular symmetric criteria. MSE, proposed by Bollerslev et al.
(1994) is the most widely used in the forecast literature. It is based on a quadratic loss function and is particularly good where large forecast errors are disproportionately more serious than smaller errors. MAE is less sensitive to severe mispredictions than MSE whereas AMAPE, proposed by Makridakis (1993) , is an interesting alternative in percentage. The heteroskedasticity-adjusted version of the MSE and MAE criteria introduced by Bollerslev and Ghysels (1996) is also used by Martens (2002) and Koopman et al. (2005) . 5 The Theil-U measure proposed by Theil (1966) is calculated as the ratio of MSE for the model at hand to the MSE of the naive model, here a random-walk type model,^
A number of asymmetric loss functions have been proposed in the volatility literature. This is because volatility is intrinsically asymmetric since it can only take positive values. Our next four criteria are asymmetric loss functions: the two mean mixed error statistics proposed by Brailsford and Fa¤ (1996) , MME(U) and MME(O), the logarithmic loss (LL) introduced by Pagan and Schwert (1990) and the Gaussian maximum likelihood error (GMLE) of Bollerslev et al. (1994) which corresponds to the loss function implied by a Gaussian likelihood. MME(U), LL and GMLE 5 The HMAE can also be referred to as mean absolute percentage error (MAPE) since it can be rewritten as
: Likewise, the HMSE is the mean squared percentage error (MSPE).
penalize under-predictions more heavily than over-predictions whereas MME(O) does the opposite.
For instance, in option pricing it is well established that the higher the volatility the higher the value of the call option so the underprediction of volatility is unattractive for the seller and the overprediction of volatility is unattractive for the buyer. This motivates the MME loss functions.
In addition to the above forecast criteria, we follow Andersen and Bollerslev (1998), ABDL (2003), Corsi et al. (2005) , among others, compute the R 2 from regressions of the 'true'volatility on each of the competing forecasts which corrects for possible forecast bias. 6 The R 2 statistic provides a measure of the informational content of the volatility forecasts.
A motivation for combining the daily volatility forecasts from di¤erent models is that they may capture distinct subtle aspects of the true daily volatility process, and the prominence of such aspects may vary over time. Relatedly, di¤erent volatility estimators based on intraday data su¤er (to di¤erent extents) from biases induced by microstructure noise such as bid-ask bounce, jumps, screen …ghting, and irregular or missing data. Hence, instead of forcing the same choice of intraday volatility estimator over the entire forecasting period, it may pay to combine their forecasts allowing for their relative role (weight) to vary over the forecasting period through a recursive estimation approach. We adopt the same rolling-window (of length 1261 days) approach described in the previous section to generate 500 out-of-sample combined forecasts as follows. First, the combining weights in the t th recursion, 0 (t); ::: 4 (t); are obtained by regressing the 'true'volatility on the in-sample …tted GARCH-RV, GARCH-RR, GARCH-RPV and GARCH-RBP volatilities over the relevant window [t 1 (1260); t 1]. The t th combined forecast is calculated aŝ
t;RBP ; t = 1; :::; 500 where^ 2 t;RV denotes the tth forecast from the GARCH-RV model and so forth.
As pointed out by Poon and Granger (2005) , di¤erent forecasting methods may be capturing the information set di¤erently and which method is superior may depend on market conditions.
The issue of di¤erent market conditions or regime-switching in the context of volatility forecasting 6 The loss function implicit in these regressions is directly inspired by the work of Mincer and Zarnowitz (1969).
has barely been addressed. To the best of our knowledge, the main attempt is by Donaldson and Kamstra (2004) who examine the role of trading volume in forecasting volatility by comparing the accuracy of GARCH and option-implied volatility forecasts in di¤erent volume regimes.
This paper compares the incremental information of intraday volatility measures beyond daily squared returns in: (i) 'bull'versus 'bear'days, and (ii) high-volume versus low-volume days. In order to simplify the exposition, the analysis focuses on three of the (scaled) forecast criteria:
HMSE, AMAPE and LL. Since the goal is to forecast the volatility on day t, the switching variable is a one-day-lagged (t-1) indicator. For instance, the HMSE over the t = 1; :::T 1 forecasting period is now calculated as HM SE
where S t 1 is a sign indicator function for day t 1 which equals 1, signifying a positive direction of the market or 'bull'market day if the moving average of the daily returns over the most recent 5-day period is positive
Accordingly, the forecast accuracy of the baseline and augmented GARCH models is calculated over bull and bear days separately, and we compare the percentage reduction in forecast errors of the (best) augmented GARCH relative to the GARCH in the two regimes.
Second, we investigate the relative bene…ts of the intraday augmentation measures over highversus low-volume regimes as follows:
; where the indicator V t 1 equals 1 if trading volume on day t 1 exceeded its most recent one-week moving average
Two questions are being asked: (a) does the ranking of intraday augmentation measures di¤ers 7 The daily volume (V OL) measure adopted is the total number of shares traded each day computed by summing the volume over all intraday intervals as V OLt = P M j=1 vol jt where vol jt is the number of shares traded over the jth interval. This is the measure of volume used in Lamoureux and Lastrapes (1990) . There are other possible de…nitions of volume, for instance, in Brooks (1998) it is de…ned as the proportion of shares traded each day (i.e. the total daily aggregate market turnover divided by the total number of shares outstanding. over market conditions?, (b) over which market conditions are the bene…ts from augmenting a GARCH model with intraday information more prominent.
Empirical Results
Data and distributional properties
The analysis is based on intraday trading data (execution prices) for 14 stocks traded on the Table 1 illustrates the distributional properties of daily returns. For all stocks, the daily returns follow non-normal distributions particularly in the form of excess kurtosis. 9 .
[ Table 1 around here]
The Ljung-Box (LB) statistic suggests no autocorrelation in daily returns for many stocks but not all -there is evidence of serial dependence in the DELL, GM, IBM PG, ATT and WMT returns. Table 2 reports the summary statistics for trading volume. By using volume as measure of trading activity, stocks can be ranked from more to less active as: MSFT, DELL, GE, IBM, JPM, WMT, AXP, MCD, KO, BA, GM, PG, ATT, WMT and CAT.
[ Table 3 reports summary statistics for daily squared returns and the 5-min estimated volatilities.
[ Table 3 around here]
Volatility is unobserved and hence, there is a wide debate on what is good volatility measure.
Studies by Clark (1973) , Tauchen of their moments has to be interpreted with caution. Relative to the mean, RPV has generally the 1 0 In order to test for lognormality we deploy directly the Kolmogorov-Smirnov test on VOL instead of applying the JB test to log(VOL). In contrast with the JB test that focuses on the skewness and kurtosis only, the KS test compares the cumulative distributions of the input data and the …tted distribution and so it has been shown to be more powerful that the JB test. The KS statistic is computed as KS = max(D + ; D ) with D + = max( lowest standard deviation which suggests that it is the least noisy in the present context followed by RR. The crude squared returns has a ratio StDev/Mean about …ve times larger than RPV.
The ADF test suggests that all volatility variables are stationary. The degree of persistence This exercise allows us to rank the volatility measures based on their ability to capture factors causing non-normality. Table 4 sets out the results.
[ Table 4 around here]
The results are in line with the literature where it has often been found that GARCH (and SV) models do not adequately capture all the leptokurtosis in daily returns. The standardization by GARCH mitigates but does not eliminate all the factors that induce non-normality. 12 RR is the most successful in bringing normality (for all stocks except MSFT) followed by RPV, RBP and RV.
The lognormality of intraday estimated volatilities together with their ability to bring normality of standardized returns provides support for Clark's (1973) assumption that asset returns follow a normal-lognormal mixture in the context of cotton futures.
[ Table 5 around here] Table 5 reports the correlation matrix across volume, the non-parametric intraday volatility measures (RV, RR, RPV, RBP) and the parametric (GARCH) volatility measure. For the latter, the model speci…cation used is as detailed in Table 6 and Appendix Table A. In the MDH theory, volume is taken as an accurate measure of market activity (Clark, 1973) . The MDH theory posits that volume and volatility are correlated and this correlation is due to both volume and volatility being driven by a common unobserved information ‡ow variable. On this basis, the extent of this correlation provides a further ranking for the volatility measures.
The correlation of volume with all the volatility measures is positive in line with the MDH model. The intraday estimated volatilities show higher correlation with volume than GARCH, as one would expect. RR and RPV are the most hightly correlated with volume for all 14 stocks.
The correlation between the intraday measures is high (above 90%) and drops to 50% between the intraday measures and GARCH. The low correlation between GARCH and intraday volatility measures suggests that their information content is quite distinct.
The main …ndings of Tables 1-5 can be summarized as follows: (1) 
Model estimates and in-sample …t ranking
The estimation results over the entire sample for the least traded (CAT) and most traded (MSFT) stocks are presented in Table 6 , and for the remaining stocks in Appendix Table A. [ Table 6 around here]
The daily returns for CAT are not autocorrelated (c.f. For MSFT, the daily returns are not autocorrelated and a GARCH(1,1) su¢ ces.
As expected, the GARCH volatility is highly persistent although there are some di¤erences across stocks. For instance, CAT = 0:991 for the least traded stock and M SF T = 0:952 for the most traded stock. Turning to the augmented GARCH models, for all stocks the coe¢ cient of the augmentation variable ( ) is signi…cant at the 1% level when z t 1 denotes the intraday volatilities.
However, in line with the literature, the results are clearly less favourable when z t 1 is volume:
is only signi…cant for CAT, DELL, KO and MSFT. A uniform result across results is that the inclusion of the regressors diminishes the persistence of the volatility dynamics, markedly so for the intraday information measures but less so for volume. This suggests that the intraday volatility measures are more successful than volume in explaining/accommodating the large persistence in GARCH volatility. The inclusion of the intraday estimated volatility variables (but not volume) in the variance equation turns the ARCH coe¢ cients from signi…cant at the 1% level to either insigni…cant or marginally signi…cant at the 10% level. In principle, this would suggest that the predictive information on future daily volatility contained in the intraday price variables (RV, RR, RPV and RBP) encompasses the information contained in past daily squared returns.
In order to assess in-sample model …t, the log-likelihood (lnL), AIC and SBC values can be compared across models for a given stock since they all refer to the same dependent variable. The lnL of the GARCH models augmented by each of the four intraday volatilities are greater than those of the GARCH. This suggests that intraday volatility measures improve in-sample the GARCH model …tting. Interestingly, this is not the case for the volume-augmented GARCH models. Second, augmented GARCH models are also desirable from the AIC and SBC perspective but, again, the volume-augmented GARCH is an exception. For CAT stock, the dynamics of daily returns seems to be best captured by the GARCH-RPV model as suggested by the lnL (largest) and AIC The dynamics of the most traded stock, MSFT, seems to be best captured by the GARCH-RR with a marked increase in lnL of 58.82 and a fall in AIC of 0.064. However, like for CAT, the least improvement in …t is brought by GARCH-VOL with a relatively small increase in lnL and fall in the AIC of 3.164 and 1e-06, respectively. Furthermore, according to the SBC the baseline GARCH is superior to the GARCH-VOL. The model-…t ranking based on lnL and AIC is GARCH-RR, GARCH-RPV, GARCH-RV, GARCH-RBP, GARCH-VOL and GARCH and the only change in this ranking according to the SBC is in the relative …t of the last two models. The last row of Table 5 shows the model ranking. The ranking for the other stocks, shown in Appendix Table B, suggests that overall the GARCH-RPV provides the best …t in 8 out of 14 stocks, GARCH-RR in 2 stocks, GARCH-RV in 2 stocks and GARCH-RBP in the remaining two. Figure 3 provides a bar-chart summary of the forecast 'horse race'. The bars are the proportion of stocks for which a given model provides the most accurate forecasts.
Out-of-sample forecast ranking
[ Figure 3 around here]
Unanimously across all of the loss functions, the intraday variable that brings the smallest GARCH forecast errors for most stocks is the RPV. For instance, for the HMSE, MME ( The forecast error measures and the R 2 of the Mincer-Zarnowitz regressions are set out in Table   7 . For each stock, the last row reports the reduction in forecast error that the best augmented model brings relative to the GARCH or, in the case of the R 2 statistic, the percentage increase.
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[ Table 7 around here]
For all stocks and loss functions, the inclusion of a lagged intraday volatility measure in the GARCH equation improves notably the forecasts. In particular, for some stocks the R 2 of the best augmented-GARCH more than trebles that of GARCH. For instance, for CAT stock the R 2 of the GARCH forecasts is 13.99 whereas that of the best (GARCH-RPV) forecasts is 43.64. The forecast enhancement of GARCH-RV versus GARCH is in line with the …ndings in Martens (2002) and Koopman et al. (2005) for the S&P500 and S&P100 indexes, respectively, and with Grané 1 3 The forecast analysis is based on 500 one-day-ahead forecasts generated recursively with a rolling window of …xed size 1261. The exceptions are PG and T for which the window size is 1259 and 1260 (in order to generate also 500 forecasts) because the number of daily observations available is 1759 and 1760, respectively, instead of 1761. For the least traded (CAT) stock, the evidence of the forecast race is quite clearcut in favour of RPV as the most fruitful augmentation variable followed by RR. The GARCH-RPV model produces the minimal forecast loss with respect to virtually all forecast criteria (including the R 2 statistic) followed by the GARCH-RV as second best forecasting model in all cases. The only exception are the asymmetric forecast criteria MME(U) and MME(O) for which the minimum loss is achieved by the GARCH-RV but this is closely followed by the GARCH-RPV as second best.
The GARCH-VOL is ranked last and it fares even worse than the baseline GARCH.
For the most traded (MSFT) stock, the results point towards RR as the most fruitful augmentation variable followed by RPV. According to virtually all the forecast criteria, including the R 2 of the Mincer-Zarnowitz regressions, the best performance is associated with the GARCH-RR model and the second best to the GARCH-RPV model. The only exception is the HMSE loss for which the minimum is attained by the GARCH-RPV forecasts (HMSE at 0.1808) but, nevertheless, this is very closely followed by the GARCH-RR with a HMSE of 0.1838.
As shown in Table 7 , interestingly, DELL and MSFT show similar behavior in the sense that virtually according to all forecast accuracy criteria the model that provides the most favorable result is the GARCH augmented with RR. This is, however, at odds with the fact that DELL and MSFT are the two stocks for which the RR measure has most di¢ culty in bringing normality to the standardized returns (c.f. Table 4 ). These results suggest that the issue of whether or not a given intraday volatility measure brings normality in the standardized returns may not necessarily tell us much regarding its forecasting power. Moreover, for the MSFT stock, RR is not lognormally distributed at the 5% level whereas RPV, RBP and RV are. Likewise, for CAT stock, RPV emerges as top forecast performer but RPV does not conform to the lognormal distribution (at any signi…cance level) whereas RV, RR and RPBP do. For IBM, unanimously across all loss functions, RPV is the best which is at odds with the fact that, although RPV brings normality of returns for many stocks, it is unable to do so for IBM (c.f. Table 4 ). Moreover, for IBM the highest persistence is shown by RR (d = 0:403) followed by RPV (d = 0:394). So it seems fair to conclude that there can be a mismatch between the MDH criteria and forecast accuracy criteria -a given volatility measure may not be a top performer in terms of bringing normality in standardized returns, however, it may score relatively well in terms of forecasting. Hence, we cannot rule out that intraday measures calculated at smaller frequencies (e.g. 30 min), which fare relatively worse in terms of bringing normality, could however fare well in terms of forecasting because they are less prone to market microstructure problems. This issue is examined below.
Since for several stocks no single augmented GARCH speci…cation dominates across all loss functions, it is natural to consider the bene…ts of forecast combining. For each stock the last row in Table 7 reports the performance measures associated with the combined GARCH-RV, GARCH-RR, GARCH-RPV and GARCH-RBP forecasts. Those cases where the combined forecast is more favorable than the best individual forecast are signi…ed in italic bold. Appendix Table C illustrates that, although not always number one, the combined forecast is always near the top in performance -the BA KO and PG stocks are the only exceptions to this. Hence, the results suggest that jointly exploiting the information from all four intraday measures may be fruitful and indirectly corroborates that they are a¤ected by market microstructure e¤ects in di¤erent ways. For CAT, DELL, GM and MCD the combined forecast produces the least error for virtually all the loss functions considered. For AXP, GE, IBM and ATT the combined forecast is the most competitive for 5, 6, 7 and 7 loss functions, respectively. BA, KO and PG are the only stocks for which the combined forecasts do not outperform the best individual forecast with any loss function. Table 8 reports the results for the bull versus bear markets. For each stock, the last row (Bene…t %) reports the percentage reduction in the forecast loss of GARCH relative to the best augmented GARCH. Italics are used to signify the regime in which the largest reduction is achieved.
[ Table 8 around here]
The augmented-GARCH model ranking is virtually identical over both regimes and the RPV variable brings the smallest forecast errors in the majority of cases for both regimes -the main exception is the GM stock where RPV or RV are selected in bull markets whereas RBP is selected in bear markets. However, the three forecast error measures tend to be smaller in bear-market than in bull-market days -the only exceptions to this …nding occur for the JPM, MCD and PG stock -which suggests that the daily stock volatility at day t is more di¢ cult to forecast when t 1 is a bull market day as de…ned by the indicator function S t 1 = 0 in (11). In light of this …nding, it is not surprising that the largest bene…ts from exploiting intraday data on day t 1 in order to generate a forecast for day t occur when t 1 represents a bull market day. For instance,
for DELL the percentage reduction in the GARCH forecast errors is 5.59 (HMSE), 5.75 (AMAPE) and 10.30 (LL) over bear markets whereas it increases, respectively, to 37.90, 14.42 and 27.51 over bull markets. The only clear exceptions to this …nding are the KO and MCD stock. Table 9 reports the results for the high-volume versus low-volume days. Again the forecast ranking for the four intraday measures is virtually identical over the two regimes and, in particular, for the vast majority of stocks the RPV augmentation measure provides the smallest forecast errors.
[ Table 9 around here]
The forecast error measures for the di¤erent augmented-GARCH models tend to be somewhat smaller in the high-volume regime suggesting that the volatility on day t appears to be less forecastable (on the basis of information up to day t 1) if there was low-volume trading on day t 1 -only 4 out of 14 stocks (IBM, MCD, MSFT and ATT) are an exception to this …nding. Consistent with the latter, regarding the bene…t (%) from using intraday data, the largest percentage reduction in forecast errors is obtained over the low-volume regime. For instance, for DELL the percentage reduction in the GARCH forecast error by using a GARCH-RPV is 8. 
Summary discussion
Our …ndings corroborate that intraday-estimated volatilities contain incremental information beyond that in daily squared returns for forecasting the future daily volatility of individual equities.
More speci…cally, the daily volatility forecasts from GARCH improve notably by including an intraday volatility measure as additional regressor. RPV is the most fruitful augmentation variable for short-term one-day-ahead forecasts. Considering the 11 forecast loss functions and the 14 stocks, a total of 154 pairwise cases, in 54% of them the GARCH-RPV is the top performer, followed . Situations where the RV was not able to restore returns 1 4 The fact that DELL and MSFT show similar behaviour may relate to the fact that they are growth stocks whereas, IBM (a long established company) is a value stock.
normality have been associated to market microstructure issues such as the presence of jumps (Hansen and Lunde, 2006; Oomen, 2006 ) and the sampling frequency at which the RV measure is calculated (Bandi and Russell, 2004) . However, what our results suggest is that the volatility measure which most clearly brings normality is not necessary the best from a forecast viewpoint.
RR ranks top in terms of recovering normality of daily returns but it does not emerge as the most useful for one-day-ahead forecasting except for DELL and MSFT.
Regarding the question of whether combining the volatility forecasts from all four augmented GARCH models is worthwhile, the forecast combination exercise (with time-varying weights) provides mixed results across the 14 stocks. For four stocks, the combined forecast yields the smallest forecast error with virtually all 11 loss functions considered -CAT, DELL, GM and MSFTand the error reduction that the forecast combination brings with respect to the best augmented GARCH model can be as much as 51%. For instance, the HMSE of the best augmented model is reduced by 45% for the DELL stock, 51% for GM and 44% for MSFT. For four other stocks, the combined forecast is the winner according to over half of the loss functions -AXP, GE, IBM and ATT. These results indirectly corroborate that the intraday volatility measures are a¤ected by microstructure noise in di¤erent ways and so they may complement each other.
Further scrutiny into the forecast ranking over di¤erent market regimes reveals interesting insights. Intraday-estimated volatility measures on day t 1 contain more information on the next day (t) stock volatility if day t 1 was a bull market or low volume day relative to the recent past, namely, these are instances when it is potentially most fruitful to augment a GARCH model with intraday information in order to forecast one-day-ahead.
Conclusions
How to measure and model volatility raises important questions since, unlike prices and volume, volatility is a latent variable not directly observable. A recent literature on daily volatility modeling focuses on exploiting intraday returns. Four estimators proposed recently are the realised volatility, the realised range, the realised power variation and the realised bipower variation. This paper contributes to the literature by comparing these four intraday volatility instruments on the basis both of their distributional properties and their ability to forecast one-day-ahead the quadratic variation of the return process. For completenes, a volume measure of intraday trading activity is also included in the horse race. The GARCH class of models is adopted as platform to compare the forecasting properties (their incremental information) of the intraday estimated volatilities but this should not be taken to suggest that GARCH is the best framework for volatility prediction.
The more theoretically motivated realized volatility is dominated by the realised power and the realised range. The highest degree of persistence is shown in the realized power variation and realized range which, in principle, suggests that they may provide a better signal of future volatility. The realized range fares quite well in the in-sample …t (distributional) analysis regarding the extent by which it brings normality in standardized returns. However, overall across all stocks and loss functions the realised power variation appears to be the most useful estimator for short term forecasts of one day. Nevertheless, the di¤erences in forecast accuracy between the four competing intraday volatility measures are not large and may be neither statistically nor economically signi…cant.
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