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HOLOMORPHIC EXTENSION OF CR FUNCTIONS FROM
QUADRATIC CONES
DEBRAJ CHAKRABARTI AND RASUL SHAFIKOV
Abstract. It is proved that CR functions on a quadratic coneM in Cn, n > 1,
admit one-sided holomorphic extension whenever M does not have two-sided
support, a geometric condition on M which generalizes minimality in the sense
of Tumanov. A biholomorphic classification of quadratic cones in C2 is also
given.
1. Introduction.
One of the central results in the theory of CR functions is Tre´preau’s theorem
[21] on local holomorphic extension of CR functions defined on a smooth real hyper-
surfaceM in Cn to one side of M . Its generalization [22], [2] to the case when M is
of higher codimension is known as wedge-extendability. In both cases simultaneous
extension of all CR functions to an open set in Cn adjacent to M is equivalent to
minimality of M . In the hypersurface case this simply means that M does not con-
tain any germ of complex analytic hypersurface. For more details on this subject
see the recent extensive survey [17] and the references there.
CR functions can be defined on a wider class of objects than smooth CR sub-
manifolds, for example on locally Lipschitz graphs (see e.g., [11]). It is therefore
natural to study the properties of CR functions defined on non-smooth objects, in
particular, a natural question to ask is whether a similar one-sided holomorphic
extension of CR functions holds when the hypersurface M is no longer smooth.
More generally, one can ask whether all functions holomorphic on one side of M
extend holomorphically to the other side near non-smooth points ofM . The answer
is affirmative if M is the graph of a continuous function, as proved in [10]. While
the problem could be very difficult in general, it seems that the situation when M
is a real analytic variety is of particular interest because of the connection with
questions related to boundary regularity and analytic continuation of holomorphic
mappings between domains with real analytic boundary.
In this paper we consider the family of real quadratic cones in Cn, n > 1, and
prove a Tre´preau-type extension result for CR functions. By a (real) quadratic cone
we mean an irreducible real algebraic set M in Cn of pure dimension 2n−1 defined
by
M = {z ∈ Cn : ρ(z) = 0}, (1)
where ρ(z) is a real-valued homogeneous polynomial of degree two in xj and yj,
where zj = xj+ iyj, 1 ≤ j ≤ n, are the coordinates on Cn. These cones are perhaps
the simplest examples of real analytic varieties with singularities, and they form
a natural class of models to study. Let M reg be the smooth part of M . We call
f ∈ L1loc(M) a CR function, if
∫
Mreg f∂ϕ = 0 for every smooth (n, n − 2)−form ϕ
with compact support in Cn. In particular, every continuous function on M , which
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is CR on M reg, is CR on M (see Lemma 3.1 below.) We refer to Sections 2 and 3
for further discussion concerning quadratic cones and CR functions. It turns out
that minimality is no longer a sufficient condition for one-sided extension. Indeed,
consider
M =
{
z = (z1, z2) ∈ C2 : ρ(z) = Re
(
1
2
z21 +
1
3
z22
)
+ |z1|2 − |z2|2 = 0
}
. (2)
Then M is a quadratic cone of dimension three, in fact, M is a smooth minimal
manifold away from the origin, and C2 \M consists of two connected components
Ω± = {z ∈ C2 : ±ρ(z) > 0}. Consider the function
f(z) =
z22
z1
− z
2
1
z2
. (3)
By letting f(0) = 0, it is easy to see that f |M , the restriction of f to M , extends
continuously to the origin, and therefore f |M is a continuous CR function. Like CR
functions on smooth hypersurfaces, f admits the jump representation f = F+−F−,
where F+ =
z22
z1
∈ O (Ω+) and F− = z21z2 ∈ O (Ω−). However, since {z ∈ C2 : z2 = 0}
is contained in Ω+, and {z1 = 0} is contained in Ω−, it follows that f |M does not
extend holomorphically to either side of M .
In the above example the obstruction to holomorphic extension is the presence
of two complex hypersurfaces A+ = {z2 = 0} and A− = {z1 = 0} residing on
different sides of M . We prove that for quadratic cones this is the only obstruction.
To formulate this condition we make the following definition. Given a real analytic
hypersurfaceM , i.e., a real analytic set of pure dimension 2n−1 in Cn, we call ρ(z)
a defining function of M near point p ∈M if ρ is real analytic in a neighbourhood
Ω of p, M ∩ Ω = {z ∈ Ω : ρ(z) = 0}, and there exists a point z ∈M ∩ Ω such that
dρ(z) 6= 0. Clearly, any real analytic hypersurface M admits a defining function at
each of its points.
Let Ω± = {z ∈ Ω : ±ρ(z) > 0}. Then Ω± are non-empty open sets which up
to a sign are independent of the choice of the defining function of M , as proved in
Lemma 2.1 below. We note that in general Ω± may consist of several connected
components.
Definition 1.1. Let M be an irreducible real analytic hypersurface in Cn. Let ρ(z)
be a defining function of M in some neighbourhood Ω of a point p ∈ M . We say
that M admits two-sided support by complex hypersurfaces at p ∈ M if there exist
germs at p of complex analytic hypersurfaces A+ and A− such that A± ⊂ Ω±.
In short we say that M as above has two-sided support at p. As in the smooth
case, we say that a real analytic hypersurface M is minimal at p ∈ M , if there is
no germ of complex analytic hypersurface at p contained in M . Note, in particular,
that any hypersurface M , which is non-minimal at p ∈ M , has two-sided support
at p.
It is well-known (see [15]) that a smooth pseudoconvex hypersurface need not
have a supporting complex hypersurface on the pseudoconcave side, and therefore in
general the existence of such support is irrelevant to holomorphic non-extendability
of domains in Cn. However, in the question of simultaneous analytic continuation
of all holomorphic functions from one side of M to the other side, the existence
of supporting complex hypersurfaces becomes important. Our first result concerns
the extension of holomorphic functions defined on one side of a cone.
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Theorem 1.1. Let M = {ρ = 0} be a quadratic cone in Cn, n > 1, where ρ is the
defining function of M . Given a neighbourhood Ω of 0 in Cn, let Ω+ and Ω− be
the open sets in Cn defined by Ω± = {z ∈ Ω: ± ρ(z) > 0}. Then the following are
equivalent.
(a) M does not have two-sided support at the origin.
(b) There exists a neighbourhood U of the origin such that either all functions
in O(Ω+) or all functions in O(Ω−) extend holomorphically to U .
We note that in the above theorem the singular part of the cone M can have
arbitrary dimension. Quadratic cones provide some understanding of singularities
of arbitrary analytic sets. We believe that Definition 1.1 is also relevant to ex-
tension results for arbitrary real analytic sets. This is the subject of our further
investigation.
Combining Theorem 1.1 with the jump formula for CR functions, we obtain the
following result.
Corollary 1.1. If M does not have two-sided support at the origin, then there
exists a neighbourhood U of the origin such that every CR function on Ω∩M has a
holomorphic extension either to U∩Ω+ or U∩Ω−. In particular, if f is a continuous
function on M ∩ Ω and CR on M reg, then there is a function F , holomorphic in
U ∩ Ω+ or U ∩Ω− and continuous on M reg ∩ U , with F |Mreg∩U = f .
It remains an open question whether for continuous f the equality F = f holds
on the singular part of M ∩U . An answer will depend upon a better understanding
of boundary behavior of the jump formula, for example as in [18].
We also note here that in the non-smooth case the well-known approximation
theorem due to Baouendi and Tre`ves [3], fails in general. The conditions under
which a CR function on a non-smooth hypersurface can be approximated by holo-
morphic polynomials are not known. In fact, for M given by (2) in the example
above, not all CR functions on M can be approximated by polynomials. Indeed,
if this were true, then by the maximum principle, approximation by polynomials
would also hold on the union of all holomorphic discs attached to M near the ori-
gin. Fix some small ǫ > 0 and let Dǫ = A
+ ∩ {|z1| ≤ ǫ}. Then ∂Dǫ is compactly
contained in Ω+. If D˜ǫ is a small perturbation of Dǫ, the set D˜ǫ ∩ Ω− is a disc at-
tached to M whenever its interior is nonempty. We can therefore produce a family
of holomorphic discs attached to M that sweep a small one-sided neighbourhood
of the origin. But this would imply that any CR function can be extended holo-
morphically to one side of M . However, the function in (3) does not admit such
extension.
Tre´preau’s original proof [21] relies on the existence of Bishop disks attached to
a smooth hypersurface. Alternatively one can use the technique of propagation of
holomorphic extendability along CR orbits (see [17]), or Shcherbina’s [19] charac-
terization of polynomial hulls of continuous 2-spheres in C2 (as in [10]). The last
technique yields the analog of Tre´preau’s theorem even for graphs of continuous
functions. However, these methods require the hypersurface either to be smooth
or locally represented as a graph, which is impossible for quadratic cones near the
singular points.
We therefore follow a different route to prove Theorem 1.1. For n = 2, when M
does not have two-sided support, we explicitly construct a family of analytic discs
touching M at the origin and then apply the Kontinuita¨tssatz. A similar technique
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was also used in [4]. The case n > 2 is then reduced to n = 2 by using biholomorphic
invariants of cones, which will be obtained in the proof of Theorem 1.2 below, and
a slicing argument.
In order to construct the discs we obtain a complete classification of quadratic
cones in C2 under biholomorphic equivalence. Such biholomorphic classification of
non-smooth hypersurfaces is of independent interest (see e.g., [5] for classification
of non-smooth Levi-flats.)
Theorem 1.2. Let M be a quadratic cone. Then there is a unique normal form ρ
in the last column of the table below, such that M is biholomorphic to {ρ = 0}. More
precisely, there is a unique type in column 2 of the table determined by the signature
of the hermitian part of ρ given in column 1, and a unique choice of parameters in
the range given in column 3 so that the germ of M at the origin is biholomorphic to
the corresponding germ of {ρ = 0}, where ρ is the defining function in the normal
form in the last column of this row with these parameters.
(π, ν) Type Parameters Defining Function
(2,0) M(2,0) 0 ≤ B ≤ A,A > 1 Re(Az
2
1 +Bz
2
2) + |z1|2 + |z2|2
M1(1,1) 0 ≤ B ≤ A Re(Az21 +Bz22) + |z1|2 − |z2|2
(1,1) M2(1,1)
ReA > 0,
ImA ≥ 0 Re(Az
2
1 +Az
2
2) + Im(z1z2)
M3(1,1) Re(z21) + Im(z1z2)
M4(1,1) A > 0 Re(z21 + iAz1z2) + Im(z1z2)
(1,0) M1(1,0) A ≥ 0 Re(Az21 + z22) + |z1|2
M2(1,0) Re(z1z2) + |z1|2
(0,0) M1(0,0) Re(z21 + z22)
Note: After submitting this article for publication, we came to know of the work
of Ermolaev [13], in which real quadratic forms in Cn are classified by an algebraic
method very different from ours. However, our method yields directly the invariants
required for the proof of Theorem 1.1 for n ≥ 3.
Two-sided support by complex hypersurfaces is a natural generalization of the
notion of non-minimality. The following result is probably well-known, but for the
sake of completeness we will give the proof.
Proposition 1.1. Let M ⊂ Cn be a C1 hypersurface, or more generally, suppose
that M can be represented locally as a Lipschitz graph. Let p ∈ M , and let M
divide a neighbourhood Ω of p in Cn into two components Ω±. Suppose that M
has two-sided support at p, so that there are germs at p of complex hypersurfaces
A± ⊂ Ω±. Then A+ = A− ⊂M .
The paper is organized as follows: in Section 2 we discuss properties of quadratic
cones, in Section 3 we review the material on CR functions and prove Corollary 1.1.
Section 4 contains some preliminary results in Linear Algebra. Theorem 1.2 is
proved in Section 5 and Theorem 1.1 in Section 6. As an application of the proof
of Theorem 1.1 we classify in Section 7 all quadratic cones that have two-sided
support. Finally, Proposition 1.1 is proved in Section 8.
Note on this version: An earlier version of this article was published as [6], and
subsequently an erratum [7] correcting some mistakes was published. This version
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incorporates the corrections from [7], as well as corrections of a few minor typos,
and is posted in ArXiv.
Acknowledgment. The authors would like to thank A. Boivin, X. Gong,
J.-P. Rosay and A. Sukhov for helpful discussions.
2. Quadratic Cones.
2.1. Real analytic hypersurfaces have two sides. We say that M is a real
analytic subset of a domain U ⊂ RN if near each point p ∈ U it is defined as the
zero set of a finite collection of real analytic functions near p. M is called irreducible
if it cannot be represented as a union of two non-empty real analytic sets. A point
p ∈ M is called regular or smooth of dimension d, if near p, M is a d-dimensional
real analytic manifold. Dimension ofM is then defined as the maximum dimension
at regular points. We say that M has pure dimension d if all regular points of M
have dimension d. We will say that M is a real analytic hypersurface in RN if it is
of pure dimension N − 1. Denote by M reg the set of regular points of M . Then
M sng = M \M reg is the set of singular points.
Lemma 2.1. Let M ⊂ RN be an irreducible real analytic hypersurface which is
given in some open set Ω by the defining function ρ (recall from Section 1 that this
means that there is a point x ∈ M ∩ Ω such that dρ(x) 6= 0). Let Ω± = {±ρ > 0}.
Then up to a sign, the sets Ω± are independent of the choice of the defining function
of M .
Proof. Let S = {x ∈ Ω: dρ(x) = 0}∩M . Then S is a real analytic set of dimension
at most N − 2, in particular, S is nowhere dense in M , and M sng ⊂ S. Suppose
ρ˜(x) is another defining function of M , real analytic in Ω, and let S˜ be defined
similarly. Consider
V = {x ∈ Ω : ρ(x) > 0, ρ˜(x) < 0} ∪ {x ∈ Ω : ρ(x) < 0, ρ˜(x) > 0}. (4)
It is enough to prove that either V = Ω or V = ∅. Suppose that V 6= ∅. If V 6= Ω,
then there exists q ∈ (∂V ∩ Ω) \ (S ∪ S˜). Since both ρ and ρ˜ change the sign near
q, we conclude that q is an interior point of V . This shows that V = Ω. 
2.2. Cones: real and hermitian signatures. Let M be a quadratic cone in
RN , i.e., M = {ρ = 0}, where ρ : RN → R is a homogeneous quadratic polynomial,
and M is irreducible of dimension N − 1. Since the Weierstrass pseudo-polynomial
that representsM has degree two, the projection fromM to any N−1 dimensional
linear subspace is always a two-sheeted covering on some open set near the origin. It
follows that a quadratic cone can never be represented as the graph of a continuous
function.
After a linear change of coordinates on RN , and changing ρ to −ρ if required,
we can assume that
ρ(x) =
∑
0<i≤p
x2i −
∑
p<i≤p+q
x2i , (5)
where (p, q) will be called the real signature of M with p ≥ q ≥ 1. ( Note that if
q = 0, M reduces to a point, and if p = q = 1, M is reducible.) The real geometry
of cones with q = 1 and q > 1 show certain differences: if q > 1, the set RN \M
has two components, and M reg is connected. If q = 1, then RN \ M has three
components. If ρ is given by (5), and Ω± are as in Lemma 2.1, the set Ω− consists
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of two components whereas the set Ω+ is connected. Also, M reg is disconnected
and has two components.
We now consider real quadratic cones in complex space. Let ρ(z) be a real-valued
homogeneous polynomial of degree two in Cn, and let M be a quadratic cone given
by (1). We associate with M a pair of non-negative integers (π, ν), where π (resp.
ν) is the number of positive (resp. negative) eigenvalues of the hermitian form
hρ(z, w) =
n∑
i,j=1
∂2ρ
∂zi∂zj
ziwj = z
tHw,
whereAt denotes the transpose of a matrixA. We call (π, ν) the hermitian signature
of M . Since ρ = 0 and −ρ = 0 define the same cone M , we can always assume that
π ≥ ν.
Let tρ(z) = ρ(z)− hρ(z, z). Then for each i, j,
∂2tρ
∂zi∂zj
≡ 0,
i.e., tρ is a real pluriharmonic homogeneous polynomial of degree two in C
n. There
exists a holomorphic homogeneous polynomial sρ of degree two in C
n, such that
tρ(z) = Re(sρ), and therefore,
ρ(z) = Re(ztSz) + ztHz, (6)
where S ∈ Sym(n,C), the space of symmetric complex matrices, and H is an
n× n hermitian matrix. We refer to Re(ztSz) and ztHz as the harmonic and the
hermitian parts of the form ρ respectively.
2.3. Tangent cones. For a set E ⊂ Rn, with 0 ∈ E, the tangent cone T0E to
E at the origin is defined as the set of all limit vectors v ∈ Rn for all sequences
of vectors of the form tjaj , where aj ∈ E, limj→∞ aj = 0, and tj > 0. Clearly,
if E is a smooth manifold near the origin, then T0E coincides with the tangent
plane to E at the origin (hence the notation). In general, T0E is a real cone in
the sense that tv ∈ T0E for v ∈ T0E, and t > 0. We note that if M is a real
quadratic cone in Rn (or Cn), then T0M = M . Indeed, if a ∈ M , then ta ∈ M ,
and therefore, ta ∈ T0M for all t ∈ R. In particular, a ∈ T0M . On the other hand,
if a ∈ T0M , then there exists a sequence of point aj ∈M , aj → 0, and tj > 0 such
that a = limj→∞ tjaj = a. Since tjaj ∈ M , and M is closed, we conclude that
a ∈M .
Lemma 2.2. Let M,M ′ ⊂ Cn be two germs of quadratic cones at 0 which are
biholomorphic. Then we can take the biholomorphism to be a complex linear map.
Proof. Let F be a biholomorphic map from M to M ′. Then by [9, Prop.1, Sec.
8.2], dF0(T0M) = T0M
′, where dF0 is the differential of F at 0. Since M = T0M
and M ′ = T0M ′, we see that M,M ′ are in fact linearly biholomorphic. 
It follows that the real and hermitian signatures are not only linear but in fact
biholomorphic invariants of germs of quadratic cones at the origin.
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3. CR manifolds and functions.
3.1. Definitions and examples. Recall that an (embedded) CR manifold is a
(C1-) smooth manifold in Cn such that the dimension of HpM = TpM ∩ iTpM
is independent of p ∈ M . The (complex) dimension of HpM is then called the
CR dimension of M . In particular, any smooth real hypersurface in Cn is a CR
manifold of CR dimension n− 1.
Let M be a smooth real hypersurface in Cn. Recall that a distribution f on
M is said to be CR if it satisfies the tangential Cauchy-Riemann equations. If
further f ∈ L1loc(M), and M is orientable, this means that for any C∞-smooth
(n, n− 2)-form ϕ with compact support on M one has∫
M
f∂ϕ = 0. (7)
Suppose now that M is an irreducible real analytic hypersurface in some domain
Ω in Cn. Near every p ∈ M reg, M is a CR manifold of CR dimension n − 1.
Furthermore (see e.g [14]), M defines a degree one current on Ω, denoted by [M ],
which acts on a compactly supported test form ϕ of degree 2n− 1 on Ω by
[M ](ϕ) =
∫
Mreg
ϕ. (8)
We write [M ] = [M ]0,1 + [M ]1,0 for the natural splitting of [M ] into a sum of
currents of bidegree (0,1) and (1,0). Let dλ2n−1 denote the (2n − 1)-dimensional
Lebesgue measure on M reg. We say that f ∈ L1loc(M), if for any compact set
K ⊂ Ω, we have ∫
Mreg∩K |f |dλ2n−1 < ∞. Then f [M ], f [M ]0,1 and f [M ]1,0 are
well-defined currents. If M reg =M , then (7) simply means that f is CR whenever
the current f [M ]0,1 is ∂-closed in Ω. This leads to the following
Definition 3.1. Let M be a real analytic hypersurface (possibly with singularities)
in a domain Ω ⊂ Cn, and f ∈ L1loc(M). Then f is called CR if for any C∞-smooth
(n, n− 2)-form ϕ with compact support on Ω,∫
Mreg
f∂ϕ = 0,
or, equivalently, if ∂(f [M ]0,1) = 0.
It is important to note that according to this definition, a function f in L1loc(M),
which is CR on M reg, is not necessarily CR on M , even when M sng is a single
point, see e.g., [16, Example 2.2]. In other words, the singularity of M is not in
general CR-removable for CR functions on M reg. However, if we assume further
conditions regarding the growth of f near M sng, we may conclude that f is CR
on M . The following result is also proved in [16]. Let M = {ρ(z) = 0} be a real
analytic hypersurface, and suppose that σ = M ∩ {dρ = 0} has 2n − 1 measure
zero. Let ρ˜ be a smooth non-negative function vanishing precisely on σ, and let
Mǫ = {z ∈M : ρ˜ > ǫ}. If f ∈ L1loc(M) is CR on M \ σ and satisfies the condition∫
∂Mǫ∩K
|f(z)|dλ2n−2 = o(1), as ǫ→ 0, (9)
for all compacts K in Ω, then f is a CR function (as stated in Definition 3.1). In
fact this result can be extended to the case when ρ is merely smooth. This may be
used to construct examples of CR functions on quadratic cones.
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Lemma 3.1. (a) Let M ⊂ Cn be a real quadratic cone , and let f ∈ L1loc(M) be
CR on M reg. If f is bounded in a neighbourhood of M sng, then f is CR on M .
(b) Suppose further that M sng = {0} and
f(z) = O
(
1
|z|α
)
,
where α < 2n− 2 . Then f is CR on M .
Proof. (a)M sing = {ρ = 0, dρ = 0} is a real linear subspace of Cn of real dimension
at most 2n−2. If dimM sing < 2n−2 and f is bounded, then (9) is clearly satisfied,
and f is CR onM . Suppose now that dimM sing = 2n−2. After a suitable R-linear
change of variables in Cn = R2n we may assume that {dρ = 0} = {x1 = x2 = 0}.
It is easy to see that after an additional change of variables, the defining function
of M admits the form ρ = x21 − Ax22, A ∈ R. Thus M reduces to the union of real
hyperplanes, but this is ruled out by our assumption. This proves the assertion.
(b) We can take ρ˜(z) = |z|2. Since λ2n−2(∂Mǫ) = O(ǫ2n−2), equation (9) holds.

3.2. The jump formula and proof of Corollary 1.1. The jump formula ([1],
[8]) for CR functions generalizes the classical Sohockiˇi-Plemelj formula for functions
of one variable. If Ω is a domain in Cn, with H0,1(Ω) = 0 (e.g., Ω can be taken
to be pseudoconvex), M is a smooth hypersurface in Ω which divides Ω into two
connected components Ω+ and Ω−, and f is a CR function on M , then there exist
functions F+ ∈ O(Ω+) and F− ∈ O(Ω−) such that the following holds:
f = F+ − F−. (10)
The latter equality is understood in an appropriate sense depending on the smooth-
ness of f . In particular, if f ∈ L1loc, then for any point p ∈ M , there exists a
neighbourhood U such that
lim
ǫ→0+
∫
M∩U
|F+(ζ + ǫν(ζ))− F−(ζ − ǫν(ζ))− f(ζ)|dλ2n−1(ζ) = 0, (11)
and ν(ζ) is the unit normal vector to M at ζ ∈M . And if f is a Ho¨lder continuous
function on M of class Cα, 0 < α < 1, then the functions F+ and F− extend to M
as Cα functions.
Tre´preau’s theorem [21] now states that in the situation above, if M is a C2-
smooth minimal hypersurface, then for any point z ∈ M there exists a neighbour-
hood U such that for any CR function f on M either F+ or F− in (10) extends
holomorphically to U . Thus any CR function admits a one-sided holomorphic ex-
tension.
We now consider an analog of the jump formula for real analytic hypersurfaces.
If Ω is a domain in Cn, with H0,1(Ω) = 0, M is a real analytic hypersurface in
Ω, and f a CR function on M then by Dolbeault’s theorem the ∂-closed current
f [M ]0,1 of bidegree (0,1) is ∂-exact. Hence, there exists a current of degree zero,
i.e., a distribution F such that ∂F = f [M ]0,1. Now M divides Ω into two parts
Ω± as in Lemma 2.1 above. (We emphasize again that Ω+ and Ω− need not be
connected.) Since f [M ]0,1 has support on M , we have ∂F = 0 on Ω \M , and it
follows that F± := F |Ω± ∈ O(Ω±). As in [8], a Bochner-Martinelli type integral
formula can be used to deduce the correspondence between the values of F± and f
at smooth points of M . This yields the jump formula (10) for CR functions defined
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on (singular) real analytic hypersurfaces. In this case, (10) holds only on M reg, in
a sense depending on the smoothness of f .
As an immediate consequence of the jump formula, we can deduce Corollary 1.1
from Theorem 1.1. LetM be a quadratic cone in Cn which does not have two-sided
support at the origin, and let f be a CR function in a neighbourhood of 0 in M .
By the jump formula, we write f = F+−F−, with F± ∈ O(Ω±). By Theorem 1.1,
one of the functions F± extends to a neighbourhood U of 0 in Cn. For definiteness
assume that F+ extends to F˜+ ∈ O(U). Then we can take F = F˜+−F−. For the
last statement of Corollary 1.1, note that by Lemma 3.1, the function f is CR on
M , and therefore, as above, F = F˜+ − F− is the desired one-sided extension. The
equality F |Mreg = f follows from [18]. This completes the proof of the corollary.
Combining the jump formula with the results in [10] one may further conclude
that if M is a real analytic hypersurface that can be represented as the graph of
a continuous function over a suitable domain in Cn−1 × R, then all CR functions
on M extend to one side of M , unless M is non-minimal. However, as we saw in
Section 2.2, a quadratic cone can never be represented as a graph of a continuous
function. Therefore, Chirka’s result cannot be used. In fact, the presence of a single
non-smooth point onM leads to new phenomena in the behaviour of CR functions,
as illustrated in the introduction. Thus a different approach is needed to prove
Theorem 1.1.
4. Facts from Linear Algebra.
The following results in Linear Algebra will be used in the subsequent sections.
We denote by Sym(2,R) the space of 2 × 2 real symmetric matrices, by SL(2,R)
(resp. SL(2,C)) the group of 2 × 2 real (resp. complex) matrices of determinant
1, and by SO(1, 1) the group of 2 × 2 real matrices g with det g = 1, such that
gtAg = A, where A = diag(1,−1) is the diagonal matrix with the diagonal entries
1 and −1.
Lemma 4.1. (a) A matrix k preserves the hermitian form Im(z1z2) if and only if
there exists g ∈ SL(2,R) and θ ∈ R such that k = eiθg.
(b) If P ∈ Sym(2,R), P 6= 0, then there exists g ∈ SL(2,R) such that gtPg has
one of the following forms:
(i) ±
√
detP I2, if detP > 0 (here I2 is the 2× 2 identity matrix);
(ii) ±√− detP diag(1,−1), if detP < 0;
(iii) diag(1, 0), if detP = 0.
Proof. (a) Denote
E =
(
0 1
−1 0
)
.
Then Im(z1z2) =
1
2iz
tEz. Therefore, we have, k
t ( 1
2iE
)
k = 12iE, so that taking de-
terminants, |det k|2 = 1. Consequently, we can write k = eiθg, where g ∈ SL(2,C),
θ ∈ R. Then, gtEg = E, or gtE = Eg−1. From this it follows that g ∈ SL(2,R).
This completes the proof of part (a).
(b) There exists g ∈ GL(2,R) such that
gtPg =
{
±I2, if detP > 0
± diag(1,−1), if detP < 0
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If det g > 0, we can write g = δh, where δ ∈ R, and h ∈ SL(2,R). Then
htPh = ± 1δ2 I2. If det g < 0, we can write g = δJh, where δ > 0,
J =
(
0 1
1 0
)
, (12)
and h ∈ SL(2,R). In either case, we have
htPh =
{
±
√
detPI2, if detP > 0
±√− detP diag(1,−1), if detP < 0.
If detP = 0 but P 6= 0, then there is a g ∈ GL(2,R) such that gtPg = diag(1, 0).
We can write g = diag(1, det(g))h, if det g > 0, and g = diag(1, det(g))Jh if
det g < 0, where h ∈ SL(2,R), and J is as in (12). Then htPh = diag(1, 0) or
diag(0, 1). 
Lemma 4.2. Let Q ∈ Sym(2,R), detQ ≤ 0 and the sum of the four entries of Q
is different from 0. Then there is k ∈ SO(1, 1) such that ktQk has at least one zero
entry on the main diagonal.
Proof. Let R+ be the group of positive reals under multiplication. Let σ(τ) =
τ + τ−1, δ(τ) = τ − τ−1, and define
ϕ(τ) =
1
2
(
σ(τ) δ(τ)
δ(τ) σ(τ)
)
.
Then ϕ : R+ → SO(1, 1) is a group isomorphism. Assume that
Q =
(
p q
q r
)
,
and let Q′ = ϕ(τ)tQϕ(τ). Denoting the corresponding elements of Q′ by primed
letters, we compute 
p′ = 14 (σ
2p+ 2σδq + δ2r)
q′ = 14 (σδp+ (σ
2 + δ2)q + σδr)
r′ = 14 (δ
2p+ 2σδq + σ2r).
(13)
We need to show that either p′(τ) = 0 or q′(τ) = 0 has a solution. After simplifi-
cations, we obtain{
(p+ 2q + r)τ2 + 2(p− r)τ2 + (p− 2q + r) = 0
(p+ 2q + r)τ2 − 2(p− r)τ2 + (p− 2q + r) = 0.
The possible solutions are contained in the formula:
τ2 =
±(p− r) ± 2
√
q2 − pr
p+ 2q + r
.
By hypothesis the denominator is non-zero, and it is easy to see that at least one
of the four values of the right hand side is a positive real number. 
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5. Normal form for quadratic cones in C2: Proof of Theorem 1.2.
Recall that by Lemma 2.2, two quadratic cones which are biholomorphically
equivalent are linearly equivalent, and thus cones with different hermitian signatures
(π, ν), π ≥ ν, are not biholomorphic and may be considered separately. The only
possibilities are (π, ν) = (2, 0), (1, 1), (1, 0) and (0, 0).
(pi, ν) = (2, 0). After a complex linear change of coordinates we may assume
that the matrix H in (6) is I2. According to [20, Theorem II] there is a 2×2 unitary
matrix u, such that utSu = diag(A,B), where A,B are the singular values of the
matrix S, i.e., the non-negative square roots of the eigenvalues of S
t
S = SS. (This
is a special case of “Singular Value Decomposition” of matrices.)
Therefore, there exists a linear change of variables such that in the new coordi-
nates the defining equation of M takes the form
ρ(z) = Re(Az21 +Bz
2
2) + |z1|2 + |z2|2. (14)
Permuting z1 and z2 if required, we have 0 ≤ B ≤ A. Also, A > 1, since M must
have dimension 3.
If two cones of type M(2,0) with parameters (A,B) and (A′, B′) are linearly
equivalent, by [20, Theorem II] the diagonal matrices diag(A,B) and diag(A′, B′)
must have the same singular values. Since 0 ≤ B ≤ A and 0 ≤ B′ ≤ A′, this means
that A = A′ and B = B′. This proves the uniqueness of the normal form.
(pi, ν) = (1, 1). Here, after a linear change of variables, we may assume that
the defining equation of M has the form
ρ(z) = Re(ztSz) + Im(z1z2), (15)
where S ∈ Sym(2,C). If detS 6= 0, we may further make a change of variables of
the form z∗ = eiθz, so that detS > 0. (Such a change of variables preserves the
hermitian part Im(z1z2).) Let S = P + iQ, where P = (pij) and Q = (qij) are both
in Sym(2,R). Then, a computation shows that detS = detP − detQ+ i(q11p22 +
p11q22 − 2q12p12). Since detS ≥ 0,
detS = detP − detQ, (16)
and
q11p22 + p11q22 − 2q12p12 = 0. (17)
We consider three cases depending on the sign of detP .
Case 1. Suppose that detP > 0. By Lemma 4.1(b) there exists g ∈ SL(2,R)
such that gtPg = ±
√
detPI2. Since g
tQg ∈ Sym(2,R), there is k ∈ SO(2,R) ⊂
SL(2,R) such that kt(gtQg)k = diag(λ1, λ2). Since gk ∈ SL(2, R), by Lemma 4.1,
the change of variables z = gkz∗ leaves Im(z1z2) invariant, and in the new coordi-
nates we have
ρ(z∗) = Re(z∗tS′z∗) + Im(z∗1z
∗
2), (18)
where S′ = ±
√
detPI2 + i diag(λ1, λ2). It follows from (17) that ±
√
detP (λ1 +
λ2) = 0. Consequently, λ1 = −λ2 =
√− detQ, and therefore, S′ = diag(A,A),
where A =
√
detP + i
√− detQ. Note that A 6= 0, and ReA, ImA ≥ 0. Hence, M
is equivalent to a cone of type M2(1,1).
Case 2. Suppose that detP < 0. Then by Lemma 4.1(b) there exists g ∈
SL(2,R) such that gtPg is the matrix of the form ±√− detP diag(1,−1). Since
detQ = detP − detS ≤ 0, and thanks to (16) and (17) above, it follows that the
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sum of the entries of gtPg cannot be zero, so by Lemma 4.2 there exists a matrix
k ∈ SO(1, 1) such that for Q′ = kt(gtQg)k = (q′ij), where either q′11 or q′22 vanishes.
Since the subgroup SO(1, 1) ⊂ SL(2,R) preserves P ′ = gtPg, it follows from (17)
that either q′11
√− detP = 0, or q′22
√− detP = 0. In either case we deduce that
q′11 = q
′
22 = 0. After the change of variables z = kgz
∗ the defining equation of M
has the form (18), with
S′ =
(
a iµ
iµ −a
)
, (19)
where a = ±√− detP , and µ = ±√− detQ. Since detS = detP − detQ ≥ 0, it
follows that |µ| ≥ |a|. After an additional change of variables{
z∗1 = z1 + iz2
z∗2 = −(iz1 + z2) (20)
in the (z1, z2) coordinates, the equation of M becomes:
Re[a(z1 + iz2)
2 − 2iµ(z1 + iz2)(iz1 + z2)− a(iz1 + z2)2]
+Im((z1 + iz2)(iz1 − z2))
= 2Re[(a+ µ)z21 + (µ− a)z22 ] + |z1|2 − |z2|2 .
(21)
We make a further linear change of variables z1 = ε1z
∗
1 , z2 = ε2z
∗
2 , where the εj are
i or 1. It is clear that the εj can be so chosen that M is given by
Re(Az21 + Bz
2
2) + |z1|2 − |z2|2 = 0 (22)
with A = 2 |a+ µ| , B = 2 |µ− a|. Interchanging z1 and z2 if required, we get
M1(1,1).
Case 3. Now let detP = 0, and let the sum of entries of gtPg be nonzero.
First suppose that detQ < 0. Then there exists g ∈ SL(2,R) such that gtQg =
±√− detQdiag(1,−1). By Lemma 4.2 there exists k ∈ SO(1, 1) such that kt(gtPg)k
becomes (
α′ 0
0 0
)
or
(
0 0
0 γ′
)
.
Note that the non-diagonal entries vanish since detP = 0. From this and (17) we
deduce that P = 0. It follows then that M is equivalent to a cone of the form (with
µ ∈ R)
Re(iµ(z21 − z22)) + Im(z1z2) = 0.
We again make the change of variables (20). In the (z1, z2) coordinates, the cone
is given by
2Re[iµ(z21 − z22)] + |z1|2 − |z2|2 = 0,
which after another linear change of coordinates reduces to form M1(1,1) with A =
B = |µ|.
Now suppose that detQ = 0. If P 6= 0, then there exists a g ∈ SL(2,R) such
that gtPg = diag(1, 0). Let Q′ = gtQg = (q′ij). Then from (17) we conclude that
q′22 = 0. Since detQ
′ = 0, q′12 = 0, and Q
′ = diag(q′11, 0). Thus we may assume
that the defining equation of M has the form
ρ(z) = Re(az21) + Imz1z2 = 0, (23)
where a = 1 + iq′11. Let α be a square root of a. After a change of variables
z1 = αz
∗
1 , z2 =
1
αz
∗
2 , we arrive at M3(1,1). If P = 0, Q 6= 0, a similar argument
HOLOMORPHIC EXTENSION OF CR FUNCTIONS FROM QUADRATIC CONES 13
shows that M can be given by (23) with a 6= 0, and again we get M3(1,1). Finally,
P = Q = 0 corresponds to M1(1,1) with A = B = 0.
Case 4. After reducing the matrix Q to the diagonal form qdiag(1,−1), q ∈ R \
{0}, assume that in the new coordinates the entries of P satisfy p11+p22+2p12 = 0.
It then follows from (17) that
P = p
(
1 −1
−1 1
)
,
where p ∈ R. Thus the equation of the cone becomes
Re((p+ iq)z21 − 2pz1z2 + (p− iq)z22) + Im(z1z2) = 0.
If p = 0, this reduces to the form considered in Case 3, i.e., M1(1,1). If q < 0, we
make the coordinate change z∗ = iz. If now p < 0, we make the additional change
of coordinates z∗1 = z2, z
∗
2 = z1, so that we have p > 0, q > 0. Finally, we make
the coordinate change z∗1 =
√
p(z1− z2), z∗2 = 12√p (z1+ z2), which reduces the cone
to type M4(1,1), with A = 2q.
We now consider uniqueness of the normal forms of hermitian signature (1, 1).
Let M1,M2 be biholomorphic cones with (π, ν) = (1, 1), such that each is given in
one of the normal forms of Theorem 1.2. If the harmonic part of Mj is Re(z
tSjz),
then it is easy to see that rank of the matrices S1 and S2 are equal, in particular,
either (1) for j = 1, 2, detSj 6= 0 or (2) detS1 = 0 = detS2. We consider case (1)
first.
Lemma 5.1. Suppose that the same quadratic cone M is represented in two linear
coordinate systems by:
Re(ztS1z) + Im(z1z2) = 0, (24)
and
Re(ztS2z) + Im(z1z2) = 0, (25)
where each Sj ∈ Sym(2,C) is such that detSj > 0. Then
(i) detS1 = detS2, and
(ii) If Sj = Pj+iQj, Pj , Qj ∈ Sym(2,R), then detP1 = detP2 and detQ1 =
detQ2.
Proof. Let k ∈ GL(2,C) be the matrix defining the change of variables between the
coordinates in which equations (24) and (25) represent the same coneM . Since the
hermitian part is invariant under a linear change of coordinates, by Lemma 4.1(a)
k = eiθg, where g ∈ SL(2,R), and θ ∈ R. Therefore, S2 = e2iθ(gtS1g), so that
detS2 = e
4iθ detS1. By the positivity of detSj we have e
4iθ = 1 and detS2 =
detS1.
We see that ǫ = eiθ is a fourth root of unity. Therefore,
P2 + iQ2 = k
t(P1 + iQ1)k
= ǫ2gt(P1 + iQ1)g
= ±(gtP1g + igtQ1g).
Since the entries of g ∈ SL(2,R) are real, it follows that P2 = ±gtP1g and Q2 =
±gtQ1g, and on taking determinants, we have detP2 = detP1 and detQ2 = detQ1.

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First suppose that both M1 and M2 are of type M2(1,1), and are given by (24)
and (25) respectively, where Sj = diag(Aj , Aj) with ReAj > 0 and ImAj ≥ 0. By
Lemma 5.1, detP1 = (ReA1)
2 = (ReA2)
2 = detP2, and detQ1 = −(ImA1)2 =
−(ImA2)2 = detQ2. Therefore, A1 = A2, and M1 and M2 have the same normal
form.
Now suppose thatM1 is of typeM1(1,1) and given by Re(az21+bz22)+|z1|2−|z2|2 =
0 with 0 < a ≤ b. We make the change of variables
z∗1 =
1
2
(z1 + iz2)
z∗2 =
1
2i
(z1 − iz2),
so that the equation of M1 takes the form (15) with
S =
(
a− b i(a+ b)
i(a+ b) b− a
)
.
Therefore, detS = 4ab > 0. Writing S = P + iQ, we have detP = −(b − a)2 and
detQ = −(a+ b)2. If M2 is of type M2(1,1), then S2 = P2 + iQ2 = diag(A,A) with
detP2 = (ReA)
2 and detQ2 = −(ImA)2. Since ReA > 0, it follows from Lemma 5.1
that M2 is not biholomorphic to M1. Therefore,M2 is also of typeM1(1,1). Assume
that M2 is given by Re(a
′z21 + b
′z22) + |z1|2 − |z2|2 = 0, with 0 ≤ a′ ≤ b′. Then
−(b′ − a′)2 = −(b− a)2 and −(a′ + b′)2 = −(a+ b)2, hence, a′ = a and b′ = b.
For case (2) suppose that Mj , j = 1, 2 are cones of hermitian signature (1,1)
in normal form with harmonic parts Re(ztSjz), where detS1 = 0 = detS2. By
inspection of the table of normal forms, Mj are of type M3(1,1), or of type M1(1,1),
with B = 0. In the latter case we can write the equation of the cone as
Re(aztEz) + Im(z1z2) = 0, (26)
where a = 12A, and
E =
(
1 i
i −1
)
.
Note that no cone of type M1(1,1) is linearly equivalent to the cone M3(1,1). In-
deed, if not, then there would exist g ∈ SL(2,R), θ ∈ R and a ≥ 0 such that
e2iθgt diag(1, 0)g = aE. Let e2iθgt diag(1, 0)g = (pjk), then
p11
p22
is a positive real
number. However, on the right hand side, the ratio of the diagonal entries is -1,
which is a contradiction.
Now we show that if a 6= a′, the cones (26) and
Re(a′ztEz) + Im(z1z2) = 0 (27)
are not linearly equivalent. If they were equivalent, there would exist g ∈ SL(2,R)
and θ ∈ R such that e2iθgt(aE)g = a′E. Assuming without loss of generality that
a 6= 0, we have (with µ = a′a e−2iθ)
gtE = µEg−1.
From this we easily conclude that g is the identity, and therefore, µ = 1, and a = a′.
The uniqueness of cones of typeM4(1,1) follows the same way as for typesM1(1,1)
and M2(1,1), using Lemma 5.1. The uniqueness of normal forms with hermitian
signature (1,1) follows.
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For later use we note the following.
Corollary 5.1. For the cone M = {ρ = 0}, where ρ is as in (15), assume that
detS ≥ 14 , and detP < 0. Then M is of type M1(1,1) with A 6= B and A ≥ 1.
Proof. It was shown in Case 2 above that such cones can be reduced to typeM1(1,1)
with A 6= B. Using the same notation, we have
AB = 4
∣∣µ2 − a2∣∣
= 4 |detS′| ,where S′ is as in equation (19)
= 4 |detS| , by Lemma 5.1(i)
≥ 1.
Thus at least one of A and B must be greater than or equal to 1. Since A ≥ B, it
follows that A ≥ 1. 
(pi, ν) = (1, 0). Such a cone is given by ρ = 0, where ρ(z1, z2) = Re[Az
2
1 +
2Bz1z2 + Cz
2
2 ] + |z1|2. If C 6= 0, then
Az21 + 2Bz1z2 + Cz
2
2 =
(
A− B
2
C
)
z21 + C
(
z2 +
B
C
z1
)2
.
Therefore, if we set w1 = e
iθ1z1 and w2 = e
iθ2
√
C
(
z2 +
B
C z1
)
, we obtain form
M1(1,0) for an appropriate choice of θ1 and θ2. If C = 0 and B 6= 0, we make the
change of variables
z∗1 = z1
z∗2 = 2Bz2 +Az1,
thus reducing the cone to type M2(1,0). If C = B = 0, the defining function is of
the form Re(Az21) + |z1|2. But then dimM < 3 if |A| ≤ 1, and M is reducible if
|A| > 1, which violates the assumption.
We now show that the normal forms are unique. If M is non-minimal, it cannot
be of typeM1(1,0). Suppose that the cone Re(Az21+z22)+ |z1|2 = 0 is biholomorphic
to the cone Re(A′z21 + z
2
2) + |z1|2 = 0. Then the linear biholomorphism between
the two cones must map the hermitian form |z1|2 to itself, and thus must be of the
form
z∗1 = e
iθz1
z∗2 = pz1 + qz2.
It follows that A′ = A.
(pi, ν) = (0, 0). Writing the defining function as Re(q) = 0, where q is a complex
quadratic form, we can diagonalize q by a change of coordinates to obtain q = z21
or q = z21+ z
2
2 , depending on the rank of q. However, Re(z
2
1) = x
2
1− y21 is reducible,
and we are left with type M1(0,0).
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6. Extension from quadratic cones: proof of Theorem 1.1.
If (b) holds, then M does not have two-sided support at 0. Indeed, if not, then
there exist complex analytic hypersurfaces A± = {ϕ± = 0} ⊂ Ω±. After shrinking
Ω if necessary, the function 1/ϕ± is holomorphic in Ω∓ and does not extend to the
origin. This proves (b)⇒(a).
The proof of the other direction consists of two steps. First we will consider the
case n = 2. In the next step, we will consider cones in Cn, n > 2, and reduce it to
the n = 2 case by a slicing argument. In both cases the extension will be derived
from the Kontinuita¨tssatz. We note here that in all cases the constructed family of
analytic discs is not contained in Ω− when Ω− consists of two components.
6.1. (a)⇒(b) for n = 2. After a linear change of coordinates, we may assume
that M = {ρ = 0} is in the normal form of Theorem 1.2. After rescaling the
coordinates, we may further assume that Ω = {z ∈ Cn : |z| < 2}. Let B2 denote
the unit ball in C2.
M(2,0). Suppose M = {Re(Az21 +Bz22) + |z1|2 + |z2|2 = 0}. Consider
Dǫ = {z ∈ B2 : Az21 +Bz22 = ǫ}. (28)
Let (z1, z2) ∈ Dǫ, with ǫ ≥ 0, then
ρ(z1, z2) = ǫ+
1
A
∣∣ǫ−Bz22∣∣+ |z2|2 ≥ 0,
with equality iff z1 = z2 = ǫ = 0. Thus, D0 ∩M = {0} and for ǫ > 0, we have
Dǫ ⊂ Ω+. Thus any F+ ∈ O(Ω+) extends to a neighbourhood of 0.
M1(1,1). We consider several cases:
(1) B ≤ A ≤ 1. In this case, M has two-sided support at 0, since ρ|{z2=0} ≥ 0
and ρ|{z1=0} ≤ 0.
(2) B < 1 ≤ A. In this case we let Dǫ = {(z1, z2) ∈ B2 : z1 = iǫ}. Then
M ∩D0 = {0}, and if ǫ > 0, we have
ρ(iǫ, z2) = Re(Bz
2
2) + ǫ
2(1−A)− |z2|2 < 0,
which shows that Dǫ ⊂ Ω−.
(3) 1 ≤ B ≤ A. If A = B, thenM is clearly non-minimal. Therefore we assume
that B < A.
Dǫ = {z ∈ B2 : Az21 +Bz22 = ǫ}.
Let ǫ ≥ 0, and (z1, z2) ∈ Dǫ. Then, z21 = 1A (ǫ −Bz22), so that
ρ(z1, z2) = ǫ +
1
A
∣∣ǫ−Bz22∣∣− |z1|2 .
Now,
1
A2
∣∣ǫ−Bz22∣∣2 − (ǫ − |z2|2)2 = −(1− 1A2
)
ǫ2 −
(
1− B
2
A2
)
|z2|4
− 2ǫ
[(
1− B
A2
)
x22 +
(
1 +
B
A2
)
y22
]
≤ 0
with strict inequality unless ǫ = z1 = z2 = 0. So D0 ∩ M = {0}, and
Dǫ ⊂ Ω− if ǫ > 0.
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For later use we note the following consequence of the above arguments and
Corollary 5.1.
Corollary 6.1. Let M be a cone defined by {ρ = 0}, where ρ is as in equation (15),
and detS ≥ 14 . Let S = P + iQ, with P,Q real. If detP < 0, then either every
function in O(Ω+) or in O(Ω−) extends to a neighbourhood of the origin.
M2(1,1). Let λ1 be a real number such that
e2iλ1 = −A
A
,
and let λ2 = λ1 + π. Note that λj are not integer multiples of π. Consider the
complex lines Λj = {z ∈ C2 : z2 = eiλjz1} for j = 1, 2. Then
ρ(z1, e
iλj z1) = Re[Az
2
1 +Ae
2iλj z21 ] + Im(z1 · e−iλj z1) = − |z1|2 sinλj .
Since sinλ2 = sin(λ1 + π) = − sinλ1, it follows that Λj lie in two different sets of
Ω±. Therefore, M admits two-sided support.
M1(1,0). We have
ρ(z) = Re(Az21 + z
2
2) + |z1|2 = (1 +A)x21 + (1 −A)y21 + x22 − y22 .
Let Dǫ = {z ∈ B2 : Az21+ z22 = ǫ}. If ǫ > 0, for z ∈ Dǫ, we have ρ(z) = ǫ+ |z1|2 ≥ 0,
with strict inequality unless ǫ = z1 = z2 = 0. Therefore, D0 ∩ M = {0}, and
Dǫ ⊂ Ω+, if ǫ > 0.
M2(1,0),M
1
(0,0). For these types, M is non-minimal.
6.2. (a)⇒(b) for n > 2. We first note that ifM ⊂ Cn, n ≥ 3, is a quadratic cone,
and L is a two dimensional complex linear subspace of Cn such that M ′ = M ∩ L
(viewed as a cone in L) does not have two-sided support, then all functions from
one side of M extend to a neighbourhood of the origin. Therefore, for M , which
does not have two-sided support, it suffices to construct a two dimensional subspace
L ⊂ Cn so that M ∩ L does not have two-sided support. We assume that M is
given by (6) and consider different hermitian signatures (π, ν), π ≥ ν.
pi ≥ 2. Without loss of generality,
ztHz = |z1|2 + |z2|2 +
n∑
j=3
εj |zj|2, εj ∈ {−1, 0, 1}, (29)
and
ztSz = Re(Az21 +Bz
2
2 + az2z3 + bz
2
3 + cz1z3 + s(z)), (30)
where A,B ≥ 0, a, b, c ∈ C, and s(z) does not contain monomials depending on
z1, z2 and z3 only. We consider three possibilities below.
(i) Either A > 1 or B > 1. Let
L = {z ∈ Cn : zj = 0, j = 3, 4, . . . , n} (31)
be the two-dimensional linear subspace of Cn, and let M ′ = M ∩L. Then as in the
caseM(2,0) above, we obtain a sequence of analytic discs {Dǫ}ǫ>0 in L\M ′ ⊂ Cn\M
with the limit disc D0 touching M
′ (and therefore M) at the origin.
(ii) If A,B ≤ 1, and AB < 1, we consider L as in (31). Then the set M ′ =
M ∩L has dimension at most one. Clearly, there exists a sequence of analytic discs
{Dǫ}ǫ≥0 ⊂ L, such that Dǫ ∩M ′ = ∅, for ǫ > 0, and D0 ∩M ′ = {0}.
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(iii) Suppose now A = B = 1, then dimM ′ = 2. In this case we slightly change
the subspace L. Note that the defining function of M cannot depend on z1 and z2
only, since otherwise, dimM < 2n − 1. Assume first that not all εj in (29) equal
zero, say, ε3 6= 0. If in (30), a 6= 0, we consider
L = {z ∈ Cn : z4 = · · · = zn = 0, z3 = αz2} , (32)
with α > 0. Then
M ∩ L = {Re (z21 + (1 + αa+ α2b)z22 + cz1z2)+ |z1|2 + (1 + ε3α2)|z2|2 = 0} .
(33)
We claim that for any choice of a, b and c, there exist α > 0, arbitrarily close to
zero, and a linear change of variables in (z1, z2) in which the equation of M ∩ L
becomes
Re(A′z21 +B
′z22) + |z1|2 + |z2|2 = 0, (34)
and either A′ or B′ is different from 1 (then our result will follow from parts (i)
and (ii) above.) Indeed, since the hermitian part is positive definite, the harmonic
part is always diagonalizable. Therefore, we only need to verify that A′ and B′ are
not both 1. After a linear change of variables, (33) can be written in the form
Re(ztS′z) + |z1|2 + |z2|2 = 0, (35)
where
S′ =
(
1 1/2cα√
1+ε3α2
1/2cα√
1+ε3α2
1+aα+bα2
1+ε3α2
)
.
There exists a unitary transformation u such that utS′u has the diagonal form
diag(A′, B′). To prove that αmay be chosen such that at least one of the coefficients
on the diagonal is not 1, it is enough to show that the determinant of S′ is not
equal to 1 in absolute value. We have
detS′ =
1 + aα+ (b− 1/4c2)α2
1 + ε3α2
. (36)
Since a 6= 0, clearly, | detS′| cannot equal 1 for all α > 0 as α→ 0. Thus we are in
the situation of case (i) or (ii), and the extension to the origin follows.
Similarly, if in (30) c 6= 0, we consider the slice
L = {z ∈ Cn : z4 = · · · = zn = 0, z3 = αz1, α > 0} . (37)
and M ∩ L, in the diagonal form, will not have both coefficients of the harmonic
part equal 1 for a suitable choice of α.
Suppose now that a = c = 0 and b is arbitrary. Then consider the slice L as in
(32) but with α ∈ C \ {0}. We have
M ∩ L = Re (z21 + (1 + bα2)z22)+ |z1|2 + (1 + ε3|α|2)|z2|2. (38)
In this case, the determinant of the corresponding matrix S′ equals 1+bα
2
1+ε3|α|2 , which
is not equal to 1 in absolute value for a suitable choice of α.
The remaining case is when εj = 0 for j = 3, . . . , n. Then the exists zk, k 6= 1, 2,
such that the harmonic part of M contains a monomial involving zk. Without loss
of generality we may assume k = 3, and M is defined by the equation
Re
(
z21 + z
2
2 + az2z3 + bz
2
3 + cz1z3 + s(z)
)
+ |z1|2 + |z2|2 = 0, (39)
where at least one of a, b and c is non-zero. A similar analysis as above shows that
for any choice of a, b and c, there exists a slice L of the form (32) or (37) such that
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M ∩L is a quadratic cone in C2 with positive definite hermitian part such that the
at least one of the coefficients of the harmonic part (when reduced to the diagonal
form) is different from 1. Thus we obtain the holomorphic extension to the origin.
This proves the extension when the hermitian part of M has at least two positive
eigenvalues.
pi = ν = 1.Denote z ∈ Cn as z = (z˜, z′), where z˜ = (z1, z2) ∈ C2, z′ = (z3, . . . , zn) ∈
Cn−2. Any cone M in Cn with (π, ν) = (1, 1) can be written after a change of co-
ordinates as
ρ = Re
(
z˜tSz˜ + 2z1l1(z
′) + 2z2l2(z′) + q(z′)
)
+ Im(z1z2) = 0, (40)
where S ∈ Sym(2,C), l1, l2 are C-linear forms on Cn−2 and q is a complex quadratic
form on Cn−2. We consider the cases q ≡ 0 and q 6≡ 0 separately.
q ≡ 0. We begin by noting the following fact.
Lemma 6.1. Suppose that M is given by (40) with q ≡ 0. Then there exists a
coordinate system in which M is given by
Re(z˜tSz˜ + 2R(z)) + Im(z1z2) = 0, (41)
where S ∈ Sym(2,C), and R is one of the following:
(i) 0,
(ii) z1z3,
(iii) z2z3,
(iv) cz1z3 + z2z3, c ∈ C \ {0},
(v) z1z3 + z2z4.
Proof. If l1 = l2 = 0, we get (i). If l2 = 0 but l1 6= 0, then we can change coordinates
in the z′ variable to ensure that l1 = z3, which gives us (ii). Similarly, if l1 = 0 and
l2 6= 0 then we get (iii). If l1 and l2 are linearly dependent, but neither is 0, we
get (iv). Finally, if l1 and l2 are linearly independent, we can change coordinates
in the last n− 2 variables z′ such that l1 = z3, l2 = z4, which gives us (v). 
We will now consider the various possibilities for R.
(i) R = 0. Then M is given by Re(z˜tSz˜) + Im(z1z2) = 0. This defining function
involves only the variables z1 and z2. Let L be the two dimensional subspace of C
n
given by {zk = 0, k ≥ 3}. Let M ′ = M ∩ L. M ′ can be identified with the cone
in C2 given by Re(ztSz) + Im(z1z2) = 0. Clearly M
′ has two-sided support, iff
M does. The result follows from the discussion at the beginning of this subsection
(subsection 6.2).
(ii) R = z1z3. We let
S =
(
A B
B C
)
. (42)
If C = 0, the cone M contains the complex hypersurface {z1 = 0}, and therefore
is non-minimal. If C 6= 0, we let L be the two dimensional linear subspace of Cn
given by {
z3 = αz1 + βz2
zk = 0, k ≥ 4. (43)
Consider the two dimensional slice M ∩ L, which is given by (43) and
Re(z˜tS∗z˜) + Im(z1z2) = 0,
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where
S∗ =
(
A+ 2α B + β
B + β C
)
.
If Re(C) = 0, we let
α = − 12 (A+ C)
β = −B +
√
|C|2 + 2 .
Then detS∗ = −2. After a change of variables z∗ = ei π4 z, the equation of the cone
in the new coordinates becomes Re(z˜tS˜z˜) + Im(z1z2) = 0, where S˜ = iS∗. Let
S˜ = P + iQ, with P,Q real matrices. Then det S˜ = 2, and P = diag(−iC, iC), so
that detP = −(iC)2 < 0. Therefore, we can apply Corollary 6.1. If Re(C) 6= 0, we
let
α = − 12 (A+ C)
β = −B + i
√
|C|2 + 2 .
Then detS∗ = 2 > 1. If S∗ = P + iQ, where P,Q ∈ Sym(2,R), then P =
diag(−ReC,ReC), and detP = −(ReC)2 < 0. Again, we can apply Corollary 6.1.
(iii) R = z2z3. This is similar to case (ii).
(iv) R = cz1z3 + z2z3, c ∈ C \ {0}. If c ∈ R \ {0}, the linear change of variables
(w1, w2, w
′) = (cz1+ z2, 1cz2, z
′) reduces the situation to case (ii). Observe that the
matrix corresponding to this change of coordinates in the z1, z2 variables belongs
to SL(2,R), and therefore preserves the hermitian part Im(z1z2). (Lemma 4.1(a)).
If c ∈ C \ R, then M is given by
Re(z˜tSz˜ + 2(cz1 + z2)z3) + Im(z1z2) = 0, (44)
where S is as in (42). For α ∈ C\{0}, let Lα ⊂ Cn be the two dimensional subspace
given by {
z3 = αz2
zk = 0, k ≥ 4. (45)
Then M ∩Lα is given by the above equations and the equation Re(z˜t(S +αT )z˜) +
Im(z1z2) = 0, where
T =
(
0 c
c 2
)
.
We set S∗ = S + αT , and let ζ be such that
ζ4 =
detS∗
|detS∗| . (46)
After a change of coordinates z∗ = ζz, the cone is represented by Re(z˜tS˜z˜) +
Im(z1z2) = 0, where S˜ = ζ
2S∗. By the choice of ζ, det S˜ > 0. We now obtain an
asymptotic expression for ζ2 as |α| → ∞:
±ζ2 =
√
AC + 2Aα− (B + cα)2
|AC + 2Aα− (B + cα)2|
= i
α
|α| ·
c
|c| +O
(
1
|α|
)
. (47)
Therefore, as |α| → ∞,
±αζ2 = i |α| c|c| +O(1),
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and
± Re(αζ2) = |α| sin(arg c) +O(1). (48)
Let θ be such that sin(arg c) and sin(θ + arg c− argA) have different signs. (Note
that since c ∈ C \ R, sin(arg c) 6= 0.) Let α = |α| eiθ, where |α| is large and will be
chosen later. Using (47) again,
± Re(Aζ2) = |A| sin(θ + arg c− argA) +O
(
1
|α|
)
. (49)
We now show that |α| can be chosen such that det S˜ > 1 and if S˜ = P + iQ
(with P ,Q real), then detP < 0. A computation shows that
detP = Re(Aζ2)Re(Cζ2) + 2Re(Aζ2)Re(αζ2)− (Re((B + Cα)ζ2))2 . (50)
From (48) and (49) above, we see that there is K > 0 such that for |α| large enough
Re(Aζ2)Re(αζ2) < −K |α| .
Since the first term in the right in (50) is bounded by |A| |C|, it follows that we can
choose |α| so large that detP < 0. Also det S˜ →∞ as |α| → ∞, it follows that we
can also make det S˜ > 14 . The result now follows from Corollary 6.1.
(v) R = z1z3 + z2z4. If A 6= 0 or C 6= 0, the situation can be clearly reduced to
(ii) or (iii). Therefore, the only new situation is when A = C = 0, i.e.,
S =
(
0 B
B 0
)
.
Let L ⊂ Cn be the two dimensional linear subspace defined by
z3 =
1
2z1 +
(−B2 + i) z2
z4 =
(−B2 + i) z1 − 12z2
zk = 0, k ≥ 5.
Then M ∩ L is given by the above equations and
Re(z˜tS∗z˜) + Im(z1z2) = 0,
where
S∗ =
(
1 2i
2i −1
)
.
It follows that detS∗ = 3, and if S∗ = P + iQ, then P = diag(1,−1), so that
detP = −1 < 0. Again, extension follows from Corollary 6.1.
q 6≡ 0. In the z˜ = (z1, z2) variable, we make the change (20), and in the z
′ =
(z3, . . . , zn), we make a linear change of variables so that M is given by
Re
z˜tSz˜ + 2z1l1(z′) + 2z2l2(z′) + k∑
j=3
z2j
+ |z1|2 − |z2|2 ,
where l1 and l2 are complex linear functionals on C
n−2, and 3 ≤ k ≤ n. Now let L
be given by
zk = 0 for k ≥ 4. (51)
Then M ∩ L is given by the equations (51) and
Re(z˜tSz˜ + 2c1z1z3 + 2c2z2z3 + z
2
3) + |z1|2 − |z2|2 = 0,
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where c1, c2 ∈ C. Define {
z∗3 = c1z1 + c2z2 + z3
z∗k = zk, for k 6= 4
.
With respect to the new coordinates (after suppressing the asterisk for convenience),
M ∩ L is given by equations (51) along with
Re(z˜tS′z˜ + z23) + |z1|2 − |z2|2 = 0,
where S′ ∈ Sym(2,C). Assume that
S =
(
A B
B C
)
,
and let Lα ⊂ L be the two dimensional linear subspace of C3 defined by
z2 = αz1, (52)
where α is a complex number such that |α| 6= 1. Then M ∩Lα is given by (51),(52)
and
Re((A+ 2Bα+ Cα2)z21 + z
2
3) + (1− |α|2) |z1|2 = 0.
After rescaling the z1 coordinate, M ∩ Lα is represented by (51), (52), and
Re
(|Eα| z21 + z23)+ |z1|2 = 0, where Eα = A+ 2Bα+ Cα2
1− |α|2 .
Repeating the construction of the family of analytic discs for typeM1(1,0), we prove
that for this cone holomorphic functions on one side have extension to the origin.
pi = 1, ν = 0. We can write M as
Re(Az21 + z1l(z
′) + q(z′)) + |z1|2 = 0,
where z′ ∈ Cn−1, l and q are complex linear and quadratic forms on Cn−1 respec-
tively. Note that if q ≡ 0, we have {z1 = 0} ⊂ M , so that M is non-minimal. We
will therefore assume that q 6= 0.
If l ≡ 0, by a linear change of variables in z′, we can assume that q(z′) =∑kj=2 z2j ,
where 2 ≤ k ≤ n. Taking a slice by L = {zk = 0, k ≥ 3} we see that M ∩ L is of
type M1(1,0), which does not have two-sided support.
If l 6= 0, we can assume that l(z′) = z2 after a change of variables. If ∂q∂z2 6= 0,
then we can again take a slice by L = {zk = 0, k ≥ 3}, and again we see that M ∩L
is of type M1(1,0).
If ∂q∂z2 = 0, we can change variables in the (z3, . . . , zn) variables to diagonalize
q and write q(z′) =
∑k
j=3 z
2
j , where 3 ≤ k ≤ n. We take a slice by L = {zk =
0, k = 2, or k ≥ 4}. Then M ∩ L is a cone of type M(1,0) in the z1z3 plane. This
completes the proof for π = 1, ν = 0.
pi = ν = 0. These cones are clearly non-minimal. Theorem 1.1 is proved.
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7. Classification of quadratic cones with two-sided support.
As a corollary to the proof of Theorem 1.1 we obtain the following complete clas-
sification of real quadratic cones in Cn which admit two-sided support by complex
hypersurfaces.
Proposition 7.1. Let M ⊂ Cn be a real quadratic cone in Cn which admits two-
sided support at 0. Then one of the following holds.
(i) M is biholomorphic to M ′ × Cn−2, where M ′ has the normal form either of
type M1(1,1) with 0 ≤ B ≤ A ≤ 1, or A = B, or one of M2(1,1), M3(1,1), M4(1,1),
M2(1,0), or M1(0,0).
(ii) M is biholomorphic either to
{Re(z21 + · · ·+ z2k) = 0, 2 < k ≤ n}, (53)
or
{Re(z1z2 + z1z3) = 0}. (54)
Proof. (i) If n = 2, this follows immediately from Section 6.1. If n ≥ 3, it is clear
that M = M ′×Cn−2 has two-sided support iff M ′ has two-sided support in C2, so
the result follows in this case as well.
(ii) An examination of the proof in Section 6.2 shows that every cone in three
variables, which is not extendable, is, in fact, non-minimal. Let A = {α = 0} ⊂M
be the germ of an irreducible complex hypersurface at the origin. Then, for the
tangent cones, T0A ⊂ T0M = M , but since A is a complex hypersurface, T0A =
{αµ = 0}, where αµ is the homogeneous polynomial consisting of the nonzero terms
of the least degree in the Taylor expansion of α. It follows that we can take α to be
a homogeneous complex polynomial, and since ρ has degree 2, α has degree 1 or 2.
Therefore, there is a real polynomial ϕ on Cn such that ρ = ϕα+ϕα = Re(ϕα). If
ρ is of degree 2, ϕ has degree 0, and ρ = Re(cα) for some constant c. After a linear
change of variables, we can diagonalize the complex quadratic form cα, and obtain
(53). If degα = degϕ = 1, then ϕ = λ+µ, where λ and µ are complex linear maps
from Cn to C. First suppose that {α, ϕ, µ} is a linearly independent set in the dual
a space of Cn. We can find a system of coordinates (z1, . . . , zn) on C
n such that
z1 = α, z2 = λ and z3 = µ. Therefore, we have ρ = Re(ϕα) = Re((z2 + z3)z1),
which gives (54). If α, λ, µ are linearly dependent, we are reduced to classifying
non-minimal cones in C2. 
8. Two-sided support for smooth hypersurfaces: proof of
Proposition 1.1.
Proposition 1.1 will be deduced from the following lemma, for which we do not
claim any originality. For completeness, we give a proof essentially following [21,
Lem. 3.2].
Lemma 8.1. Let Ω ⊂ Cn be a domain whose boundary can be locally represented
as a Lipschitz graph and let p ∈ ∂Ω. Suppose that there is an open set U ⊂ Cn
containing p and a holomorphic function f ∈ O(Ω ∩ U) which does not extend to
any neighbourhood of p, and let A be a germ at p of complex analytic sets such that
A ⊂ Ω. Then A ⊂ ∂Ω.
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Proof. Since the problem is local, we can assume that the coordinates (z′, zn) ∈
Cn−1 × C have been so chosen that p = 0, and
Ω = {z ∈ Cn, (z′, xn) ∈ U : yn > g(z′, xn)},
where g is a real-valued Lipschitz function defined in a convex neighbourhood U of
0 in Cn−1 × R. It is known [21], [10] that the envelope of holomorphy Ω̂ of Ω is
schlicht and of the form
Ω̂ = {z ∈ Cn, (z′, xn) ∈ U : yn > gˆ(z′, xn)},
where gˆ ≤ g is an upper semi-continuous function. Since the origin is a point of
non-extendability, it follows that gˆ(0, 0) = g(0, 0) = 0.
By a standard abuse of notation, denote by A a particular representative of the
germ A at the origin. Without loss of generality we may assume that A is irre-
ducible. Arguing by contradiction, suppose that there exists w ∈ A\∂Ω arbitrarily
close to the origin. Let Aw be an irreducible complex curve in A connecting w and
the origin. Note that such Aw always exists. Indeed, if dimA = 1, then Aw = A,
so assume that dimA = d ≥ 2. Then near the origin A can be represented as a
branched covering π : A → L over a d-dimensional subspace L ⊂ Cn. Further, in
some neighbourhood V of the origin, π−1(0) = 0. We may assume that w ∈ V .
Let l ⊂ L be the complex line connecting π(w) and the origin. Then one of the
irreducible components of π−1(l) is the desired curve.
Using a Puiseux parametrization we obtain a holomorphic map ϕ from the closed
unit disc ∆ into Cn such that ϕ(∆) is a neighbourhood of 0 in Aw, and ϕ(∆) ⊂
Ω ∩ U ∩ V , where U is a neighbourhood of 0 as in the statement of the lemma,
i.e., some f ∈ O(Ω ∩ U) does not extend to any neighbourhood of 0, and V is
a neighbourhood of the origin such that there is a constant C ≥ 1 such that for
z ∈ V ,
dist(z, ∂Ω) ≥ C−1(yn − g(z′, xn)). (55)
Such V exists since ∂Ω is Lipschitz.
Applying an automorphism of ∆, we can assume that ϕ(0) = 0. Let χ(z) =
− log dist(z, ∂Ω) and χˆ(z) = − log dist(z, ∂Ω̂). Then χˆ is a plurisubharmonic ex-
haustion of Ω̂, and on Ω we have χ ≤ χˆ. For t > 0 and ζ ∈ ∆ define
ψt(ζ) = χˆ(ϕ(ζ) + tien),
where en = (0, . . . , 0, 1) is the n-th standard basis element of C
n. Then ψt is a
subharmonic function for each t. Further, define for k > 0
µk(t) = Lebesgue measure of {ζ ∈ ∆: ψt(ζ) < k}.
To prove our result it is sufficient to show that for all k we have limt→0+ µk(t) = 0.
We claim that for small t,
ψt(0) ≥ log
(
1
t
)
, (56)
and
max
ζ∈∆
(ψt(ζ)) ≤ log C
t
, (57)
where C is as in (55).
For (56) note that since 0 ∈ ∂Ω̂, we have dist(iten, ∂Ω̂) ≤ dist(iten, 0) = t, so
ψt(0) = − log dist(iten, ∂Ω̂) ≥ − log t.
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For (57) observe that there is a nonempty subset T ⊂ ∂∆ such that ϕ(T ) ⊂ ∂Ω
(otherwise by the Kontinuita¨tssatz f would extend to a neighbourhood of 0.) From
(55),
dist(z + iten, ∂Ω) ≥ 1
C
(yn + t− g(z′, xn))
=
1
C
(y − g(z′, xn)) + t
C
In particular, if z ∈ ∂Ω, then dist(z + iten, ∂Ω) ≥ tC . Since ϕ(ζ) ∈ ∂Ω for ζ ∈ T ,
we have for small t,
min
ζ∈∂∆
dist(ϕ(ζ) + iten, ∂Ω) ≥ t
C
.
Therefore,
max
ζ∈∆
(ψt(ζ)) = max
ζ∈∂∆
χˆ(ϕ(ζ) + iten)
≤ max
ζ∈∂∆
χ(ϕ(ζ) + iten)
= − log min
ζ∈∂∆
dist(ϕ(ζ) + iten, ∂Ω)
≤ − log t
C
,
which proves the second claim. Now apply the sub-averaging property to the sub-
harmonic function ψt:
π log
(
1
t
)
≤ πψt(0)
≤
∫
∆
ψt(ζ)dξdη
=
∫
{ψt(ζ)<k}
+
∫
{ψt(ζ)≥k}
≤ kµk(t) + (π − µk(t))max
ζ∈∆
ψt(ζ)
≤ kµk(t) + (π − µk(t)) log
(
C
t
)
=
(
k − log
(
C
t
))
µk(t) + π log
(
C
t
)
.
Therefore, for small t, we have:
µk(t) ≤
π
[
log
(
1
t
)− log Ct ]
k − logC + log t
=
−π logC
k − logC + log t
→ 0 as t→ 0+.

Proof of Proposition 1.1. Let A− be defined in a neighbourhood U of p in Cn by
an equation {z ∈ U : f(z) = 0}. Then 1f ∈ O(Ω+ ∩ U) does not extend to any
neighbourhood of p. Since A+ ⊂ Ω, by Lemma 8.1, A+ ⊂ M . By the same
argument, A− ⊂ M . If A+ 6= A−, then A = A+ ∪ A− is a non-smooth complex
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hypersurface through p, and A ⊂ M . But any complex hypersurface contained in
a hypersurface represented as a graph is smooth (See [12, Lemma 3].) 
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