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Abstract
This thesis develops a new hybrid target detection algorithm called the Physics
Based-Structured InFeasibility Target-detector (PB-SIFT) which incorporates Physics
Based Modeling (PBM) along with a new Structured Infeasibility Projector (SIP)
metric. Traditional matched filters are susceptible to leakage or false alarms due to
bright or saturated pixels that appear target-like to hyperspectral detection algo
rithms but are not truly target. This detector mitigates against such false alarms.
More often than not, detection algorithms are applied to atmospherically com
pensated hyperspectral imagery. Rather than compensate the imagery, we take the
opposite approach by using a physics based model to generate permutations ofwhat
the target might look like as seen by the sensor in radiance space. The development
and status of such a method is presented as applied to the generation of target
spaces. The generated target spaces are designed to fully encompass image tar
get pixels while using a limited number of input model parameters. Evaluation of
such target spaces shows that they can reproduce a HYDICE image target pixel
spectrum to less than 1% RMS error (equivalent reflectance) in the visible and less
iv
than 6% in the near IR. Background spaces are modeled using a linear subspace
(structured) approach characterized by basis vectors found by using the maximum
distance method (MaxD).
The SIP is developed along with a Physics Based Orthogonal Projection Op
erator (PBosp) which produces a 2 dimensional decision space. Results from the
HYDICE FR I data set show that the physics based approach, along with the PB-
SIFT algorithm, can out perform the Spectral Angle Mapper (SAM) and Spectral
Matched Filter (SMF) on both exposed and fully concealed man-made targets found
in hyperspectral imagery. Furthermore, the PB-SIFT algorithm performs as good
(if not better) than the Mixture Tuned Matched Filter (MTMF).
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"Anybody who has been seriously engaged is scien
tific work of any kind realizes that over the entrance
to the gates of the temple of science are written the
words: 'Ye must have faith."
Max Planck
Introduction
1.1 Remote Sensing and Spectroscopy
Remote sensing, for all practical purposes, is the field of study associated with
extracting information about an object without coming into physical contact with
it. A definition such as this can include a multitude of disciplines such as medical
imaging, astronomy, vision, sonar, and earth observation from above via an aircraft
or space satellite. For the most part, remote sensing is often thought of in the latter
context, viewing and analyzing earth from above.
The field of remote sensing is has been evolving for over 50 years. This goes back
to the late 40s and early 50s when some of the first satellite photographs were being
recovered from V-2 launches. During this time the satellite imaging of the earth
1
CHAPTER 1. INTRODUCTION 2
developed hand in hand with the international space program. Following the first
manmade satellite launch of Sputnik 1 on October 4, 1957, photographs and video
images were acquired by U.S. Explorer and Mercury programs and the Soviet Unions
LUNA series. Just 3 years after Sputnik l's debut (April 1960), the U.S. initiated its
spaced-based reconnaissance program acquiring high-resolution photographic images
from space [38].
Today remote sensing is used in a variety of applications such as environmental
mapping, global change research, geological research, wetlands mapping, assessment
of traceability, plant and mineral identification and abundance estimation, target
detection and classification, and crop analysis. What makes the study of these
application areas possible is the fact that materials that make up objects in a scene
(i.e., vehicles, wheat fields, body of water, etc.) can be characterized due to the
fact that they reflect, emit, scatter, and absorb electromagnetic (EM) radiation
differently. One can take advantage of this fact and say that, ideally, each material
therefore has a unique characteristic feature. If we are looking at this interaction in
many regions of the EM spectrum then we go on to further say that each material
has a unique spectral signature. The analysis and interpretation of such spectral
signatures is called spectroscopy.
This material signature is usually propagated through the atmosphere where it
falls incident on an imaging systems sensor. Today, most imaging system sensors
are of a solid state design. This enables one to design a system (in conjunction
with a dispersing element) that can simultaneously capture spatial as well as spec
troscopic information about a piece of real estate below. These systems are called
imaging spectrometers and can be essentially divided into those that use one to ten
or so spectral channels (multispectral) and those with tens to hundreds of spectral
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Figure 1.1: Overview of collection capabilities of a hyperspectral sensor system. Shown
are materials with distinctive spectroscopic characteristics obtained through the many
band or channels the instrument collects [49].
channels (hyperspectral). An example of such a system is shown in Figure 1.1.
The field of imaging spectrometery has been under development since the 1970s
as a means of identifying and mapping earth resources. As a result, hyperspectral
data, in particular, permit the expansion of detection and classification activities
to targets previously unresolved in multispectral images. Examples of such hyper
spectral imaging systems are the Airborne Visible InfraRed Imaging Spectrometer
(AVIRIS) [16] which images in 224 bands and the HYperspectral Digital Imagery
Collection Experiment (HYDICE) [17] which images in 210 bands. Both systems
image the EM spectrum from 400 to 2500nm.
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1.2 Hyperspectral Application Areas
Of the many applications areas in remote sensing, hyperspectral remote sensing
tends to focus on topics in three major categories, (i) anomaly detection, (ii) tar
get recognition and detection, and (iii) background characterization. Anomaly de
tection seeks to find signatures of unusual materials, as compared to background
materials, without a priori knowledge of the target. In contrast, target detection
algorithms use known information about a material of interest and seek to find such
a material(s) in the scene. The a priori information may originate from a spectral
library or be image derived. In target recognition, we not only detect the target (s)
but we assign it a label or name. This method of detection is called classifica
tion. Classification is usually a name given when one is dealing with grouping a
large number of pixels into multiple classes. For target detection, the number of
objects one seeks to find is usually very sparse and man-made in nature. The last
category, background characterization, deals with the characterization of the overall
scene background. Examples of this include, terrain categorization, water quality
assessment, atmospheric compensation, and plume detection and quantification. In
this research, we focus on the development of target detection algorithms that use
hyperspectral data captured with imaging spectrometers.
1.3 Hyperspectral Target Detection: Considerations
There are many issues that can complicate the success or outcome of the above men
tioned algorithms. One such issue is atmospheric compensation. In most cases, one
atmospherically compensates imagery to ground leaving reflectance before applying
a target detection algorithm. This is because a priori information about targets of
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interest is usually measured in reflectance units. In this case the success of the de
tection algorithm is highly dependent on the validity of the compensation algorithm.
The method and type of compensation is a significant part of hyperspectral remote
sensing and is the subject of ongoing research. In this research we will be taking
the approach of developing and applying algorithms on uncompensated imagery.
Rather than "back out"the atmosphere to gain access to the ground reflectance
target spectrum we simply propagate the target through the atmosphere using a
physics based model and generate a probabilistic target space that resembles what
the target might look like as seen by the imaging sensor. That is, a target sensor
reaching radiance space is developed that can be used in a detection scheme.
Another issue that needs to be considered is variability in the data. In general,
materials in hyperspectral data do not exhibit deterministic behavior. Rather, a
single material will exhibit a fair amount of random variability that needs to be ac
counted for in the detection model. The variability can arise from poor atmospheric
compensation, spectrometer instrument error, sensor noise, self shadowing, adja
cency effects and geographic location. Additionally, variability can arise from nat
ural variation in the target or variability due to lack of specific knowledge about
the target. The most popular techniques to characterize this variability involve
either vector algebra (geometry) or statistical descriptors. In the geometric sense
we use endmembers, whereas means and covariances are used as statistical descrip
tors. Examples include probability density (statistical) and (linear) mixing models
(geometric).
Lastly, there is the issue of full versus mixed pixels. Depending on the sensor
ground resolved distance (GRD), pixels will either be 100% filled or partially filled
with a material of interest. Therefore, one needs to account for this effect using an
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appropriate model.
1.4 Research Overview: Work Statement
Most detection models are based on the traditional matched filter and describe the
background variability through use of geometric or stochastic means. This research
explores the development of a geometric algorithm that factors in a physically based
target model to account for target variability while using an additional metric that
aids in rejecting false alarms. This geometric approach is very similar to the sto
chastic Mixture Tuned Matched Filter (MTMF) which uses a spectral matched filter
and an infeasibility metric to reduce false alarms. An overview of the research into
physics based modeling and algorithm development is provided below.
Full literature search and overview of relevant concepts and methods as they
relate to physics based modeling and target detection.
Improved physics based modeling of a target space. This includes investigation
on what parameters to use when generating a target space, how they are used,
and what values are appropriate when using them.
Incorporate improvements to current usage of physics based modeling. This
includes any modifications to the sensor-reaching radiance equation.
Develop a new (hybrid) detector that can utilize results from physics based
modeling.
Develop a geometric equivalent to the infeasibility concept.
Derive the Mixture Tuned Matched Filter (MTMF) algorithm used in ENVI.
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Develop a new geometric detector that is based on the MTMF.
Explore the behavior of 2D detector spaces.
Compare results of new physics based detectors to the Spectral Angle Map
per (SAM) and the Spectral Matched Filter (SMF) in conjunction with at
mospheric compensation algorithms such as ELM, ATREM and FLAASH.
"Facts are the air of scientists. Without them you
can never By. "
Linus Pauling
"The fewer the facts, the stronger the opinion."
Arnold H. Glasow
Background
In this background section we describe many of the approaches used in traditional
target detection. We start off with an explanation of signal detection theory and
how it relates to target detection through development of the hypothesis test. This
leads us to the derivation of the likelihood and generalized likelihood ratio tests.
We then explore methods to characterize background spaces in a stochastic sense
followed by appropriate statistical models. This is a segue into geometrical (end-
members) methods to characterize the background followed by a description of the
linear mixing model. Subsequent sections describe approaches to target detection
(both in a geometric and statistical sense) for fully resolved and mixed pixels.
We then introduce the concept of target spaces and physics based modeling
through description of an illumination invariant technique called the invariant al-
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gorithm. Finally, we introduce hybrid algorithms that take advantage of statistical
and geometric descriptors.
2.1 Signal Detection Theory
Detection theory is a generalized term used to categorize decision making about
whether or not a particular event occurs. For example, in radar one might be
interested in determining the presence or absence of an approaching aircraft, which
may be obscured by background noise. Here we choose between two possible cases
in seeking out the aircraft: (i) the aircraft and noise are present or (ii) noise only
is present. This decision making process can be thought of as a binary hypothesis
testing problem. If the nature of the data is random, with noise as an example, then
a statistical approach is necessary. Here, the binary hypothesis testing problem
turns into a statistical hypothesis testing problem. The typical target detection
chain that creates such binary detection maps can be seen in Figure 2.1.
In general, the simplest detection problem is one that involves a known determin
istic signal and contains background noise that is Gaussian with a known probability
density function (PDF). The problem becomes more difficult as the deterministic
signal becomes random with an unknown distribution and the Gaussian assumptions
become non Gaussian with unknown PDF's. These latter conditions all decrease de
tection performance due to the fact that less is known about the characteristics of
the signal and noise.






Figure 2.1: Typical target detection process showing a detection map for the 3 input
target spectra.
2.1.1 Hypothesis Testing and the Likelihood Ratio (LR)
Lets say we are given an observed pixel spectrum x such that
xT
= [.r(A1),x(A2),---,x(Ap)] (2.1)
for p-spectral bands and we wish to decide if the pixel has an interesting
"target"




where Jio is referred to as the null hypothesis and "Hi as the alternative hypothesis.
For illustrative purposes, we present a univariate example of this binary hypothesis
test. If we assume x is a realization of a multivariate Gaussian random variable,
then we will assume the PDF of x from a single band comes from either N(ji0,a2)
or N(/ii, a2), as shown in Figure 2.2.
ph/1dtpd o n ^r^,r<^>r^TTAT-r^
p(x; %) p(x; X,)
Type II error (or M) Type I error (or FA)
Figure 2.2: Probability density functions for hypothesis testing problem showing errors
and probability of detection Pq .
In the event that we decide Jfi (target present) but -K0 is true (target is actually
absent), we make what is called a Type I error. This is typically termed a false alarm
(FA) by engineers. On the other hand, if we decide !K0 but !Ki is true, we make a
Type II error. The engineering community refers to this type of error as a miss (M)
(cf. Figure 2.2). In general, it is well known that detectors based on the likelihood
ratio (LR) test have certain advantages over analysis of the probability functions
individually [33]. The LR minimizes the risk associated with incorrect decisions as
well as leads to detectors that are optimum for a wide range of performance criteria.






If (x) exceeds a threshold 7, then the alternative hypothesis (target present) is
selected as true. Typically, the quantity C(x) with threshold 7 is referred to as a
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detector or detection statistic, the former of which is a label used by the engineering
community [23].
If the probability density functions in Eq. (2.2) are completely known, then
the test is called a simple hypothesis test. In the event that the PDF's are not
completely known, then we have what is called a composite hypothesis test.
2.1.2 The Neyman-Pearson Approach
It is always of great desire to select the threshold 7, such that one maximizes the
number of correct detections while minimizing the number of target misses and false
alarms. In the event that we have a simple hypothesis test we can choose a threshold
based on either the Neyman-Pearson theorem or the Bayesian approach, which is
based on minimization of the Bayes risk most often seen in classification problems.
In the later, we choose a threshold that leads to minimize both false alarms (FA) and
misses (M). However, in detection applications, where the probability of occurrence
of a target is very small, minimization of the error probability (FA and M) is not
a good criterion of performance, because the probability of error can be minimized
by classifying every pixel as background [33] . A better approach is to maximize the
probability of choosing "K\ when indeed it is true (detection), while not exceeding
a
"fixed"
probability of choosing "K\ when it is false (false alarm). This approach
is called the Neyman-Pearson theorem [23] which simply maximizes the probability
of detection (Pd) given a fixed value a for the probability of false alarms (Pfa)-
Therefore, we decide "K\, for a given PFA a, if
t(x) = P-f^\ > T (2.3)
CHAPTER 2. BACKGROUND 13
When working with remote sensing data typical per-pixel values for a range from
IO"4 to IO"6.
2.1.3 Generalized Likelihood Ratio
In practice, information about the PDF's under the two hypotheses (3f0 and %{)
may not be known. In this case we cannot use the Neyman-Pearson method de
scribed above. Instead, we replace the unknown parameters in Eq. (2.3) with their
maximum likelihood estimates (MLE). This approach is called the generalized like
lihood ratio (GLR) test and produces a family of, what are typically called, adaptive
detectors. These detectors are termed adaptive because the unknown parameters
must be estimated from the actual image data.
2.2 Estimation of Target and Background Spaces
In the previous section we introduced the concept of a likelihood ratio based on
the Neaman-Pearson criteria. If the distributions in the two hypotheses contain
unknown parameters, then the detector was termed
"adaptive"
and called a gener
alized likelihood ratio test. In this case, the unknown parameters must be estimated
from the background or target space. There are many techniques in estimating these
parameters all of which depend on the type of detection model used. If the model
requires means and covariance's then a statistical approach is necessary. However,
if we use a subspace or mixing model, then the matrices in the model are usually
populated with endmembers found using geometric techniques.
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2.2.1 Stochastic Methods
More often than not, we are trying to characterize background (or target) variability
due to effects such as atmospheric conditions, noise, or variability in the material
itself. In the event that the background or target does not vary (i.e., is determinis
tic) then there would be no need for characterization of targets or background via
stochastic methods. This is usually not the case. There are many different ways to
characterize these target and background spaces, some ofwhich are discussed below.
Local (Windowing) and Global Approaches
A straight forward approach to characterizing a target or background is to simply
compute the first and second moments based on the entire space or data set. That
is, the overall mean p, = E\x\, and covariance given by
V = E[(x-p.)(x-p)T}. (2.4)
It is clear that this descriptor becomes less accurate as the overall target or
background "class" becomes less homogenous or multi-modal. Unfortunately, most
real-world image backgrounds are highly non-homogenous or "cluttered". Though
this is the case, many people still use this approach as a first order approximation
or guess as to how the background or target is behaving.
Rather than generate statistics based on the entire image, a reasonable next
step might be to sub-section or spatially window parts of the image. This assumes
there is some spatial structure in what one is trying to estimate as opposed to data
that may only contain spectra without spatial structure (e.g., a spectral database or
library for a single material) . Windowing would be more commonly employed when
estimating a background mean and covariance. The essences of this approach is to
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simply generate a window of a given size, much smaller than the overall image size,
and slide it across the image in a predictable manor. The idea is to reduce the overall
variability by confining our estimate to a local region that is more homogenous than
the entire image.
Classification and Clustering
Thus far we have talked about gathering information about variability using a global
or local spatial technique. We could also classify or cluster the data based on simi
larity of the spectra in the image then compute the appropriate moments from this
result. Classification is more concerned with separating distinct sets of objects (or
observations) and with allocating new objects (observations) to previously defined
groups. Clustering is distinct from classification in that it is a more primitive tech
nique in that no assumptions are made concerning the number of groups or the
group structure.
Classification or discrimination algorithms include measures such as minimum
distance to a class mean (MDM) [46]. Here we simply compute the length between
an unknown pixel under test to the mean of each class. The unknown pixel goes into
the class with the shortest length. Additional examples of classification algorithms
include Gaussian maximum likelihood (GML) [46] and Fisher's linear discriminant
[20].
Clustering algorithms try to find natural groupings of items or variables. They
tend to fall into two categories called hierarchical or non-hierarchial. Within the
hierarchical category we have what are called, for example, linkage methods (single,
complete, and average linkage). Linkage methods are suitable for clustering items, as
well as variables. Non-hierarchical clustering techniques are designed to group items,
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rather than variables, into a collection of k-clusters. The number of clusters may
either be specified in advanced or determined as part of the clustering procedure.
An example of a non-hierarchical clustering algorithm would be the well known
k-means [8] algorithm.
Stochastic Expectation Maximization (SEM)
Clustering is also performed through use of the stochastic expectation maximization
(SEM) algorithm [37]. This is a spectral clustering technique for classifying spectral
data that involves iterative estimation of a Gaussian mixture fit to spectral data.
The SEM uses a statistical model for the scene, where each hyperspectral pixel may
come from a different Gaussian distribution (class) where there is a finite number
of classes. The method fits a Gaussian mixture model (GMM) to the background
clutter data. Pixels in a region are assigned to one of the classes based on estimates
of a posteriori probability of the class, given the sample. The assignment to the
classes is done according to the a posteriori probabilities of the classes given the
pixel value, thus the
"stochastic" in the algorithm name. The statistics of the class
are then computed and the assignments are repeated. This procedure is applied
iteratively until the data are sufficiently characterized by the model. Segmentation
maps can be produced by assigning individual pixels to a class using a maximin a
posteriori (MAP) classifier.
2.2.2 Stochastic Models
Probabilistic Model or Gaussian Mixture Model (GMM)
We can represent the clustered or classified information as a probabilistic density
model. Here, we model each datum as an observation of a random vector having
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one of several (M) possible multivariate Gaussian distributions. That is
M
/(x) = 537ri/(x;Mi,E0 (2-5)
i=i
where each observed spectrum is generated by first selecting a spectrally homoge
neous class i with probability 7Tj, where iXi > 0 and
M
i=l
and then generating a spectrum x according to the conditional probability law
/(x;/x,,Ej) specified by the parameter vectors {*, . It is noted that the com
ponent densities /(x;/Zi,Ej) are usual multivariate normal distributions defined by
/(x)=(2^/2|E|^eXP -Ifx-zifE-Hx-zx) (2.7)
where p is the number of spectral bands and |S| is the determinant of . The para
meter vectors could also be estimated using the stochastic expectation maximization
(SEM) technique outlined in Sec. 2.2.1.
Stochastic Mixing Model (SMM)
If we wish to look at the intermediate mixing of these clusters in a stochastic sense,
then we can use the stochastic mixing model (SMM) [51]. This approach suggests
that the background clutter is comprised of clusters called hard endmembers. Frac
tional mixtures of hard endmembers can form a dispersed continuum of spectral
vectors between the hard endmembers (cf. Figure 2.3). These clusters (both hard
and fractional) are described using a unique multivariate Gaussian probability den
sity. Image pixels belonging to a given class are assumed to be independently drawn
from the density that defines that class.
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To specify a SMM one needs to define the number of hard classes Ch and a
desired fractional resolution Af of the mixed classes to be generated. The hard
classes are assumed to be normal and are described as
N(mC)Sc)forc=l)2)....Ch (2.8)
where m is the mean vector with associated covariance S.
A total of Cm additional mixed classes can then be defined by a set of fractional
vectors
fc = [fc(l),fc(2),...,fc(Ch)}T (2.9)
that satisfy the constraints Y/y=\ fc(i) = 1 with 0 < fc(i) < 1.
It can be shown that a SMM defined with Ch hard classes and a mixture fraction
resolution of Af generates C = L(L + 1) (L + Ch - 2)/(Ch - 1)! feasible classes,
where L = 1+ 1 /Af. Of these C classes, Cm = C Ch represent mixed pixel classes.





Sc = 'tfi(i)Si (2.11)
i=i
To illustrate this approach consider the two class (Ch = 2) problem shown in
Figure 2.3. If we specify a mixing resolution ofAf = 1/6, then we will have a total of
7 clusters. Two of them representing hard classes and five representing mixed pixel
classes. The associated fractional vectors for the 2-band, 2-class example would then
be





Figure 2.3: Illustration of the stochastic mixing model (SMM) concept for a simple 2
class, 2 band case. Drawn are isoprobability contours illustrating clusters associated with








Note that if the number of hard classes is larger and we allow mixtures of more
than 2 hard classes, the number of mixed classes grows rapidly. Thus the authors
suggest that this approach is most appropriate for low contrast targets (i.e., where
simpler approaches fail) and where the clutter can be reduced to a small number of
hard endmember classes.
2.2.3 Geometric Methods
The previous sections are all based on describing the background (or target) spaces
through use of descriptive statistics. An alternative, and equally valid, approach is
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Figure 2.4: Illustration of the convex hull as being the minimal convex set encompassing
the data.
to describe the data with vector geometry which uses the concept of
"endmembers"
which can be thought of as points in the data that represent "pure" materials of
interest. These endmembers attempt to encapsulate the data in what is known as
a convex hull.
In mathematics, the convex hull for an object or set of objects is the minimal
convex set containing the given objects. It is the minimal convex set because the
convex hull is a subset of any convex set which contains the given objects. If S is




where n is an arbitrary natural number, the numbers Wi are non-negative and sum
to 1, and the points xt are in S. This concept is illustrated in Figure 2.4 for points
lying in a plane.
Many of the available algorithm for computing the convex hull only apply to 2
dimensional spaces [11]. Still others have a natural extension to 3 dimensions, such
as the divide-and-conquer algorithm [39]. Since hyperspectral data can contain
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hundreds of dimensions, the application of such algorithms is inappropriate. In the
following section we illustrate some of the more popular methods for estimation of
discrete points (or endmembers) that describe the convex hull.
Pixel Purity Index (PPI)
A simple, but effective, approach is called the pixel purity index (PPI) [6]. Here
pixel vectors are repeatedly projected into random directions. The coordinates of
the direction vectors are generated using a standard normal distribution. Once all
projections on a given random vector are calculated, two extreme projections are
identified (the shortest and the longest one). Each of the two pixels associated
with the two extreme projections receives one extremity score. This process is
repeated many times and a desired number of pixels with the top extremity scores
are identified as the set of endmembers.
One problem with the PPI method is that clusters of pixels that are close to each
other tend to receive large extremity scores. Consequently, identification of those
similar pixels, through cluster analysis, is needed so that only one pixel per cluster
is represented in the final set of endmembers.
Singular Value Decomposition (SVD)
Another approach that generates basis vectors is called the singular value decompo
sition (SVD). Unlike PPI or MaxD (described below) which produce native endmem
bers, the SVD produces orthonormal eigenvectors which form a minimum spanning
set of basis vectors that point in the directions of maximum variability. In the SVD
formulation we define a p x N matrix Y of all image pixels (given as columns) and
consider the singular value decomposition of Y:
CHAPTER 2. BACKGROUND 22
Y = UDVT (2.14)
where Upxp = [uj]j=i,...,P is the matrix of eigenvectors ofYYT and D is the diagonal
matrix of singular values at, such that o\ > a2 > > ov > 0, noting that
the singular values are the square roots of the eigenvalues (A,) from YYT and
YTT (i.e., ex, = y/Xi). One can then use the first r columns of U, that is, B =
[ui, . . . , ur], as the basis vectors. Criteria for choosing the number of basis vectors
r are mostly based on the percent of variability explained by the first r vectors.
Since the SVD is very efficient in capturing the directions (vectors) explaining most
of the variability, a relatively small number of basis vectors tends to explain more
than 99.99% of the overall variability. Unfortunately, it is difficult to decide how
much explained variability is sufficient for the purpose of target detection. A more
detailed explanation of the SVD can be found in Appendix A.
Maximum Distance Method (MaxD)
This section introduces another geometric method that can be used for the selection
of endmembers, given a hyperspectral image. The techniques relies on the fact that
a hyperspectral data set can be well approximated by a convex set made up of linear
combinations of endmembers of a given scene where the weights are all positive and
sum to one. Ideally, the endmembers selected should form the best fitting simplex
around the data in an n-dimensional space. The theoretical basis of this method
is based on the fact that for any given point in a simplex, a point with maximum
distance to the given point must be one of the vertices of the simplex, hence the
name, maximum distance method (MaxD).
This is a relatively new approach to endmember selection originally suggested
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by Lee [31] and further investigated by Schott [48]. The method consists of finding
native (i.e., vectors that are in the original image space) endmember vectors that
best approximate a simplex defining the target/background subspace. The technique
starts with identifying two pixels, one with the largest magnitude vector (denoted
by vj) and one with the smallest magnitude (denoted by v2). Next, all pixel vectors
are projected along vx v2 onto the subspace orthogonal to vj v2 (cf. Figure 2.5).
In this projection, both vx and v2 project on the same point (which we will call v12).
Then, the distance between v12 and the remaining projections are calculated. The
pixel with the maximum distance to vJ2 is the third endmember (denoted by v3).
All projected points are now projected along v12 v3. The resulting endmember is
denoted by v123. The process is repeated until a desired number of endmembers is
identified. If this process is continued until (p + 1) endmembers are identified, all
projected points reduce to one point, and the process can no longer be continued.
That is, we can identify up to (p + 1) endmembers using MaxD, which is not a
limitation in practice when working with hyperspectral images. Additionally, the
MaxD method is very fast computationally and is fully automated.
2.2.4 Geometric Models
Linear Mixing Model (LMM)
One of the more popular geometric models, for sub-pixel target detection, is the lin
ear mixing model (LMM). This model assumes that the pixel of interest is comprised
of a linear combination of unique deterministic spectra which we call endmembers.
The general equation for assuming a linear mixture of endmembers in a pixel is
x = Ma + w (2.15)





Figure 2.5: Illustration of (a) the preservation of vertices of a simplex through projection
of a data set onto the difference in two vertices of a simplex and (b) the concept of
maximum distance determination and sequential projection to find the vertices of a simplex
spanning the data space.
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where x is the spectrum of the mixed pixel, M is a matrix of endmembers, a is a
vector of endmember weights, and w is a vector of residuals to account for noise
and lack of fit. The LMM can be constrained both partially and fully. If we enforce
an additivity constraint such that
N
J>i = l (2.16)
i=l
then we partially constrain the model, where N is the number of endmembers. If
we also enforce the positivity constraint that at > 0, then we have fully constrained
the model. If the endmember spectra are randomly and independently drawn from
multivariate normal distribution, we have the stochastic mixing model (SMM) de
scribed in Sec. 2.2.2. The LMM and its relationship to geometry can be found in
Appendix D.
2.3 Approaches to Target Detection
In a general sense, the key factors that determine the taxonomy of a hyperspectral
detection algorithm are: (i) the type of model used for spectral (target or back
ground) variability, (ii) the composition of the pixel under test (pure or mixed),
and (iii) the model used to describe mixed pixels [34]. Up to this point we have
discussed all of the above mentioned factors except for how they are utilized in
a hyperspectral target detection scheme. In this section, we describe some of the
algorithms used in full and sub-pixel target detection.
CHAPTER 2. BACKGROUND 26
2.3.1 Full-Pixel Target Detection Algorithms
The vernacular "fully resolved" means that the pixel is completely filled by the
material of interest. In detection, this means that the pixel either contains target t
or background b, not both. The only other effects inherent in both cases are factors
such as secondary illumination, shading and sensor noise. Therefore, the model and
hypothesis we assume is
Ky. xe%,Et)
where in the stochastic representation the assumption is that x comes from either
the multivariate distribution N(pt,T,t) or N(fxb, Et,).
Background and Target Statistics Known
If we proceed with a likelihood function, as described previously in Sec. 2.1.1, and










(x) = jJL- exp [0.5(x - /xb)rE6-1(x - pb) - 0.5(x - ptf^\x - pt)} .
(2.18)
The quadratic term (x /x!.)rE~1(xny), for y equal to t or b, is a statistical distance
measure and is referred to as the square of the Mahalanobis distance. If the target
and background covariances are whitened, (i.e., E = <r2I) then the distance measure
becomes a simple Euclidean one. Taking the natural logarithm (a monotonically
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increasing transformation) of both sides of Eq. (2.18) does not change the relation.
Therefore, we have the test statistic (T)
T(x) = lnC(x) = ln (j|) +0.5(x-/x6)TS-1(x-/x6)-0.5(x-/x()TSt-1(x-^).
(2.19)
For every test pixel x, the background and target covariances will usually remain
constant unless they are determined through other means (cf. Sec. 2.2.1). Fur
thermore, the natural logarithm of the ratio of the covariance determinants will be
constant for each pixel under test. This constant does not effect our discriminant
and is usually ignored. In doing so, we have
TQD(x) = 0.5(x - ^)TE6"1(x - iib) - 0.5(x - pt)T^l(x - Mt). (2.20)
This is called a guadratic detector. It simply compares the distances of the observed
spectrum x from the centers of the two target and background classes.
In the event that the target and background classes have the same (or pooled)
covariance, Et = E6 = E, Eq. (2.19) becomes linear in form and reduces to
7W(x) = (tit - /xb)TS^1x. (2.21)
This detector is known as the matched filter and referred to in the statistics com
munity as Fisher's linear discriminant [20]. If we apply the matched filter to mean-
centered data and replace the mean of the target distribution, p,t with a target
vector, t we have
TMFjne(x) = (t - /x6)TS-1(x - fib). (2.22)
Finally we can normalize Eq. (2.22) with the variance adjusted magnitude of
the target so as to produce a scalar quantity with a maximum value of T(x) = 1
CHAPTER 2. BACKGROUND 28
(when the data is the target). This is analogous to an "abundance" of how much
target there is in a pixel and can be expressed as
T (v\ - (?! ~ PbfZ-l(x - nb) (t) 9NJ-MF-norrnKX-) - 77 ,T.lf, T' (1.16)(t-/x6)TE 1(t-tib)
Background Statistics Known, Target Mean Unknown
Now we present the case where the background statistics are known but the infor
mation about the target mean is unknown. Here, we need to alter our detection
statistic because no a priori information about the target class is available. If we
strictly base the test statistic on p,b while assuming E4 = E& = E, then we have
T^(x) = (x-/i6)TE-1(x-/it) (2.24)
which is the statistical distance of the test pixel from the mean of the background
class fj,b. This is known as an anomaly detector [33] and is widely used, along with
its variants, on hyperspectral data to find anomalous targets.
Target Mean Known (Geometric Method)
Lastly, we introduce a well known (full pixel) algorithm that is background inde
pendent. That is, no information about the background is required in the algorithm
only the target needs to be known. The algorithm simply computes angles formed
by a target and image pixels, and is appropriately called the spectral angle mapper
(SAM) [29]. The spectral angle 6 in the SAM algorithm is computed as a variant of
the scalar product in Rn space. If x and t are two nonzero vectors we have
xTt= ||x|| ||t||cos0 (2.25)
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where the spectral angle is computed as
tTx
Tsam(*) = 0 = arccos (2.26)11*11 llxll
where t is the target vector. Though this algorithm is widely used, it finds a defi
ciency in its inability to model a target spectrum under various illumination condi
tions. To first order, the algorithm is invariant to vector magnitude changes because
we are measuring an angle. However, in scenarios where the spectral "color" changes
due to illumination variations (i.e., more downwelled radiance) this approach will
fail. An improved method that address this illumination issue will be discussed in
Sec. 2.4.
2.3.2 Sub-Pixel Target Detection Algorithms
In contrast to a fully resolved target pixel, a sub-pixel target will only fill a portion
of the pixel of interest. The regions in the pixel that are not target are considered
background. Since we have a "mixed" pixel, it would behoove us to use a model
that accounts for this mixture. More often than not, a standard linear mixing model
(and its derivatives) is used for this purpose (cf. Sec. 2.2.4).
The algorithms that are developed for the sub-pixel cases are completely de
pendent on how the target and background spaces are modeled (geometric versus
statistical). For example, if we characterize the background as structured, we use
a geometric sub-space or a linear mixing model. On the other hand, if we treat
the background as being unstructured, then we use a family of algorithms that are
based on statistics. The target space is usually characterized using subspace models,
which will be assumed throughout this section, though we will be investigating other
approaches on modeling target spaces in this research.
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In this sub-section, we will first explore some of the structured (geometric) mod
els followed by an analysis of some statistical unstructured models. All of these
algorithms find their roots in signal processing which falls in the domain of elec
trical engineering and not so much imaging science. Since much of the descriptive
work, including comparative and overview studies, has been published extensively
throughout the literature [32-35], we will only state the algorithms and defer the
details via the appropriate reference.
Structured (Geometric) Background Models
Let us consider an image consisting of N pixels. Each pixel is represented by a p-
dimensional vector Xj, where p is the number of spectral bands and i = 1, 2, . . . , N.
We then assume the following structured linear mixing model (LMM)
Xi = Ta* + Bb{ + et (2.27)
where T is amatrix of target endmembers, B is amatrix of background endmembers,
and a^ and b, are unknown weighting vectors to be estimated in a least-squares sense.
The vector j represents approximation errors or lack of fit. This can be due to noise
in the data or modeling error (or both). Finally, we assume e ~ N(0, a2T), though
this is not typically true when using real data [36] . If we focus our discussion on a
single pixel and omit the subscript i, then the competing hypotheses will be
K0: x = Bb + e
CHA x = Ta + Bb + e
Generating a generalized likelihood ratio (GLR) (cf. Sec. 2.1.3) produces the
following detector or test statistic [36]
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TGM(x)=(^-^) (2.28)VxTPix,
where Z = [T, B] is a matrix consisting of all columns of T and B, and Py (for Y
equal to B or Z) is the matrix of the projection onto the space orthogonal to the
space generated by columns of Y. That is,
PA = I-Y(YTY)^1YT (2.29)
= I-YY+ (2.30)
where I is the identity matrix and Y^ = (Y Y)_1YT is the pseudo-inverse of Y.
It has been shown that Tqlr is a monotonic function of a match subspace detector
(MSD) [42]
TmsdW = XT(P^"Pi)X- (2.31)
xTPix
More specifically,
TGLfi(x) = (TMSD(x) +
If'2
(2.32)
That is, the MSD is equivalent to the GLR and is often referred to as the adaptive
subspace detector (ASD) TASd(x), [34,35]. In statistics, the quantity TMSZ)(x) (and
Tasd{x)) is denoted by F(x) and is known as the F-test [34].
Another widely used sub-pixel detection algorithm that uses the orthogonal pro
jection operator Pg is called the orthogonal subspace projector (OSP) [13] and is
described as
TospW = ^||f (2.33)
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where t is a target vector. With the normalization, this test statistic produces an
estimate of the target abundance similar to Eq. (2.23) except we are now using the
projection operator P^ in place of the covariance E.
We can generate a background independent detector similar to the spectral angle
mapper (SAM) (described in Sec. 2.3.1) by ignoring the background such that B = 0
in Eq. (2.31). That is P^ => I and Pi, =*> P^. This algorithm, called the matched






PT = T(TTT)"1TT (2.35)
and
P^ = I - T(TTT)"1TT (2.36)
with T being a matrix of target endmembers. Equation (2.34) is related to the
SAM algorithm by
TMfwn(x) _. 7~x- (2.37)
1 1SAMyX)
Unstructured (Stochastic) Background Models
We now focus on modeling the background in a stochastic sense. Here, we think of
finding a mean centered target in additive background noise eb ~ N(0, E6). There
fore, the model we assume is
"Kq\ x = eb
.Hi: x = Ta+e6
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where x either comes from N(0, Eb) under :K0 or X(Ta, Eb) under %--.





7V + xTEb x
where Eb is the MLE of the covariance matrix and N is the number of background
pixels. This detector was first developed by Kelly [24] and is sometimes referred to
as the Kelly detector TKeiiy In the event that the target is deterministic (i.e., no





(t^b t)(l + x^Sb x)
Due to filling factors caused by the amount of target in the pixel, the background
covariance in both hypotheses may not be the same. To account for this we can
introduce a variance scaling factor a to our model. This produces
_K0:x = eb
'Ky. x = Ta + cre6
which says under the alternative hypothesis "Hi that x ~ W(Ta, cr2b). Using





TACE{x) = b- ^ ^ (2-40)
xTEb x
Using the same assumption about deterministic targets, Eq. (2.40) reduces to
TACE (x) = ^b "'._, - (2.41)
(tAb t)(x^Eb x)
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If we remove the normalization by the variance scaled target pixel x, we have
the adaptive matched filter (AMF) [41] which is express as
T_4mAx) = (tTSb_r)2. (2-42)
tTE6 t
Both the AMF and ACE detectors are special cases of the GLR detector in Eq.
(2.38).
Another detection algorithm that is analogous to the OSP detector in Eq. (2.33)
is the constrained energy minimization (CEM) [9] algorithm. The CEM method
constructs a linear operator that minimizes the response of the unknown background
signatures while the response of the signatures of interest is constrained to a desired
constant level. This is accomplished by first minimizing the total output energy, E





where x^ is the
ith image pixel and N is the total number of pixels. This is subject
to the unity constraint YTt = 1. The constrained minimization problem is solved




" 7 (YTt - 1) . (2.44)
i=0
The solution is obtained by calculating the variable 7 that minimizes the Lagrange
function h(Y,j). Thus the solution is
Y = ^r- (2.45)
which produces the test statistic
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TgemW =~^ (2-46)
where E is the background covariance. The CEM does not perform well in the
presence of low probability background signatures and is very sensitive to noise [47] .
We can see that the CEM algorithm resembles that of the standard matched filter
(MF) of Eq. (2.23) discussed earlier.
2.4 Target Spaces and Physics Based Modeling (PBM)
Thus far we have introduce a host of models and algorithms used for target detec
tion that may or may not require target information. The underlying assumption
in many of these models is that the data has already been atmospherically com
pensated. Furthermore, many of the (non-anomaly) algorithms assume the target
is deterministic and does not vary. In the event that one wishes to include target
variability, it is usually in the form of variation due to image or sensor noise.
In this section we illustrate a method, based on a physics model, that generates
a sensor reaching target space, with variation due to physical effects, which does not
require image data to be atmospherically compensated.
2.4.1 The Invariant Algorithm: An Application of PBM
Many algorithms attempt to account for atmospheric and illumination effects using
methods to invert to reflectance and then perform the target search in the reflectance
domain. Another approach, first developed by Healey and Slater [14], takes the op
posite approach and attempts to transform a target spectrum into the image domain
in such a fashion that atmospheric and illumination variations are normalized out
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of the detection process.
Even if an aerial sensor platform has spectra that are radiometrically calibrated,
the identification of materials is complicated by spatial and temporal variation in
illumination as well as atmospheric conditions. Atmospheric compensation algo
rithms, sometimes with the aid of ground truth, help in relating surface reflectance
to sensor radiance. However, they typically assume that direct solar radiation is the
dominant contributor to ground-surface illumination [14].
As for target detection itself, algorithms exists that rely only on a single spec
tral vector of the material of interests. These approaches work well as long as the
dimensionality of the sensor data exceeds the dimensionality of the "set" of spectral
radiance vectors that can be obtained for a single material as conditions change [14].
The invariant approach uses a physical model as well as an atmospheric propaga
tion model to vary atmospheric and illumination conditions. From this, a reduced
set of observed spectral radiance vectors is found in conjunction with a maximum
likelihood algorithm to identify materials, invariant of illumination and atmospheric
effects.
2.4.2 An Illumination Variant Example
An example of where traditional, illumination variant, detection algorithms might
fail is when the target appears both in direct (exposed) and indirect (concealed)
sunlight. Figure 2.6 shows a spectrum from the HYDICE sensor of a green cotton
fabric target illuminated by both direct and indirect sunlight.
Here, the vectors are Euclidean normalized as
i-'norm nT u yZ.Ql J
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F3 Exposed
F3 Concealed (Shadow)
Figure 2.6: Normalized HYDICE spectra for panel made of green cotton fabric. The
solid line represents the spectral radiance of the panel in direct sunlight while the dotted
red line shows illumination effects when the panel was in the shade.
where L is the radiance vector. The Euclidean length or magnitude is defined in
terms of the scalar product, ||L|| = (L7^)1/2. It is apparent that the dotted line
contains more blue energy than the solid line. This corresponds to the panel that was
in the shade thus receiving the bulk of its illumination from downwelled radiance.
Here a simple automated algorithm like the spectral angle mapper (SAM) (cf. Sec.
2.3.1), which simply computes angles formed by a target and image pixels, will
perform poorly because of its inability to model the target spectrum under various
illumination conditions.
If we take the target vector t, as measured in direct (exposed) illumination, and
use it in the SAM algorithm to search for the panel in the image where the panel
was measured in the shade (xtJ), we get the results seen in Figure 2.7 where the
spectral angle mapper is expressed as
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Figure 2.7: False alarms (yellow pixels) when finding the F3 spectrum as measured in
direct sunlight in an image where the (same) panel is placed in the shade. The SAM
algorithm was used (in radiance space) with a threshold of 0.26 radians. The white circle





We can see that there are many false alarms (yellow pixels) at the threshold level
shown (0.26 radians) with no correct detects. This clearly shows that the approach
needs to somehow compensate for atmospheric and illumination conditions.
Physics-Based Modelling of Spectra
The invariant approach attempts to account for illumination and atmospheric effects
by generating permutations of how the target spectrum might appear based on a
given illumination condition and atmospheric condition. One way to do this is to
generate a target-radiance model which incorporates the above mentioned parame
ters. Once this is established, the parameters can be varied in such a way so as to
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generate a multitude of possible, physically realizable, target-radiance spectra.
The physics-based governing equation which generates a sensor reaching radiance






Ld(9, </>, A) cos a sin a der d^> + LU(X) (2.49)
where r2(A) is the transmission along the target-sensor path, r(X) is the spectral
reflectance of the matte surface, rx(A) is the transmission along the sun-target path,
ES(X) is the exoatmospheric irradiance, a is the solar zenith angle, Ld is the down
welled radiance, and Lu is the upwelling radiance.
Of all the parameters mentioned in the physical model, only the spectral re
flectance r is directly related to the target. The other parameters tend to modulate
the target signature before it reaches the sensor through absorption and scatter
ing processes. The more prominent atmospheric gases include water vapor (H20),
ozone (CAJ, oxygen (02), methane (CH4), nitrous oxide (N20), carbon monoxide
(CO), and carbon dioxide (C02). To generate the spectral target permutations an
atmospheric propagation model (MODTRAN) is used. This radiative transfer code
is used to characterize the effect of atmosphere and illumination on radiance for
each reflectance vector considered.
In the case of Healy and Slater [14] , their work generated a total of 28 672 unique
conditions, of which 17920 were physically realizable (i.e., the relative humidity did
not exceed 100%). This means that for each reflectance vector r, 17920 estimates
of how the target might appear at the sensor in radiance space were generated.
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Reduction of Dimensionality
Since the idea of the invariant technique is to account for all possible manifestations
of a target-spectrum, one runs the risk of generating significantly large data sets
that then have to be used in some type of detection scheme. These large data sets
could put a burden on the target detection algorithm in terms of computational
feasibility. We therefore look to work in a dimensionally reduced data space.
We wish to generate a target subspace from the original space W1. In doing so,
we first set out to approximate the target-spectra representation using a linear rep
resentation. If the linear representation is valid, we can then make approximations
through use of a potentially smaller (basis) vector set. To do this, a set of ortho-
normal basis vectors is found using the singular value decomposition (SVD)(c/. Sec.
2.2.3) method to solve for the number of basis vectors that minimize a sum-squared
error.
We first wish to establish a linear model that approximates a given radiance
spectrum, Li. The linear approximation Lt is expressed as
N
Li = Y^ (kjirij l<i<C (2.50)
i=i
where we have iV basis vectors and C estimates of radiance produced for a single
reflectance vector (e.g., Healy and Slater generated C = 17920). Assuming there
are p-wavelength centers, the vectors nx, = [mj(Xi),mj(X2), ,mj(Xp)]T, for 1 <
j < N, define a fixed orthonormal basis for the material. The constants a^ are
weighting coefficients.
In matrix form Eq. (2.50) is express as
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Li = Mai = [mi,m2,...,mAr]ai (2.51)
where M is a (p-band xN-basis vector) matrix ofN column vectors mj, m2, . . . , mN
and ^ is an iV element column vector made up of the weights used for the
ith
treatment to estimate the ith radiance vector, Lt. This is our linear mixing model
(LMM) described in Sec. 2.2.4. The weights for a particular radiance vector can be
solved by standard least-squares methods (for p> N). That is
a, = (MTM)~1MTLi. (2.52)
The accuracy of the linear approximation for a single Lj and A^-basis vector set
is defined by the squared error (SE) as
2
N
SEt(N)= Lt -Li = Li-^Oijmj = \\Li -
Ma^2
. (2.53)
Similarly, a total sum squared error (SSE) value can be computed for all instances
of Li by summing up the individual squared errors for a given value of N. That is,
SSE(iV) = ^SEi(i\T). (2.54)
Again the singular value decomposition (SVD) is used to compute the set of
orthonormal basis vectors (i.e., mi,m2, . . . , mjv) that minimizes SSE(JV).






where SSL is the sum-squared radiance.
CHAPTER 2. BACKGROUND 42
i-
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Figure 2.8: Average error as a function of number of basis vectors [14].
To get an estimate of how many basis vectors might be used for a given material,
Healy and Slater generated C 17920 observations for each of 498 materials in
the USGS spectral reflectance database. For each material they generated N basis
vectors ranging from 3 to 12. This range agrees with geometric basis vector selection
studies performed by Bajorski and Ientilucci [2,3]. The average error ET(N) for
each material was found and the maximum for each value of N retained and plotted
against N to estimate the maximum number of dimensions needed to characterize
the radiance space (see Figure 2.8). From this it was determined that a 9 dimensional
space (i.e., 9 basis vectors) could adequately represent each of the 17920 spectral
vectors. Thus reducing the dimensionality of the data set from 210 (number of
bands in the HYDICE sensor) to 9. Additionally, it is noted that each of the 9-
basis vectors sets is different for each material. This result tells us that the "target
spectrum"
can be readily searched for using a smaller 9-dimensional space instead
of the original 210 dimensions.
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Maximum-Likelihood Classification
We can now implement the reduced data in a classification scheme for material
identification. This is done by first considering normalized spectral vectors ~Lnarm
L/||L||, as in Eq. (2.47). Normalization avoids scaling errors due to the magnitude
of the vector. That is, we normalize by the overall brightness. We can then express
a single observation of a material as
Af
Lnorm = ^2 aimJ + e (2.56)
j=i
where the coefficients a,- depend on the condition under which the sample is viewed
and e is our p-dimensional residual error vector. We choose N so that the approxi
mation error is small and model e as being Gaussian, having zero mean with small
covariance values.
The probability of a vector Lnorm occurring given a reflectance spectrum r and
a weighting coefficient vector a can be expressed as
P(Lnorm|r,a) = ] exp(-0.5kT3:-1lL) (2.57)
where E is the covariance matrix of the residual error e. We let k be a vector that
is a specific estimate of the residual error and is expressed as
Af
k = Lnorm - ^2 aJmJ = Ln<yrm - Ma. (2.58)
i=i
We recognize that the information about r in this process is contained in the
basis vectors that make up M while the specifics of the atmospheric and illumination
conditions are contained in the coefficient weighting vector a.
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If E is known (in most cases it is not) then the maximum likelihood values for
the aj coefficients can be obtained by differentiating kTEk with respect to each
coefficient, setting the results to zero, and solving for the aj values.
For example, ifwe assume the case where the elements of the residual error vector
e are independent and identically distributed (i.e., the same variance or i.i.d.), then
the maximum likelihood estimates a are given by
^= Lnorm - Ma (2.59)
where a can be computed as





since the vectors are orthonormal. Using this property Eq. (2.60)
can also be written in familiar form as
a = (MTM)"1MTLorm (2.61)
which solves for the weighting vector in a least-squares senses and takes advantage
of the Moore-Penrose pseudoinverse. This result naturally minimizes the error
||Lnorm-Ma||. (2.62)
In practice, the weighting vector a is solved for each pixel and then used in
Eq. (2.57) to solve for the likelihood of observing the vector Lnarm, assuming the
pixel is generated by imaging a material with a spectral reflectance characterized
by the vector r which is used to generate the basis vectors that make up matrix M.
The result is a probability-like image that can be thresholded and used for target
identification.
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We also recognize that for the case of i.i.d. residuals, the probability function in
Eq. (2.57) is a monotonically decreasing function of the magnitude of the error
\\Lnorm - Ma|| (2.63)
where a is computed using Eq. (2.60) or (2.61). Here, the error term alone can be
thresholded and used for material identification.
Healy and Slater [14] further demonstrate this method of target detection by
comparing it to the spectral angle mapper (SAM) algorithm. Results showed that
the SAM algorithm incurred many false alarms while the invariant algorithm excelled
when a target panel of interest was placed in the shade. However, this approach
to target identification assumes you know the spectral reflectance of each target
material you are looking for. This information is needed in order to create all
the permutations (and eventually a sub-space) of how the target might appear at
the sensor. Furthermore, the presented method only addresses the issues of target
identification for fully resolved target pixels.
2.4.3 Target Space Considerations: Clouds
This section briefly introduces some spectral modeling effects, due to cloud cover,
that could potentially affect the target sub-space modeling process. In an ideal
situation, imagery is captured free of cloud cover. However, in some situations, this
may not be the case. Cloud cover not only reduces the overall magnitude of direct
solar radiation onto the target, but changes its spectral character as well. This can
be seen in Figure 2.9. Here we have an experiment [4] where a spectrometer was
pointed in the direction of the Sun, absent of any clouds (black line). This was
followed by subsequent measurements in which a cloud passed in front of the Sun.
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Figure 2.9: Experiment in which a spectrometer is pointed in the direction of the Sun.
Black line is the normalized radiance in the absence of a cloud while subsequent measure
ments are representative of a cloud passing in front of the Sun.
Intuitively we know that the overall magnitude is decreased but it isn't until we
normalize the spectra that we see changes in spectral character.
As a precursor, the imagery collected in this research was free of clouds. There
fore, this phenomena was not taken into account or modeled. However, it should
be noted that this source of error can play an important role in the target space
generation process, though its impact on target detection has yet to be determined
and maybe the subject of future work.
2.5 Hybrid Approaches
Thus far we have illustrated traditional detectors that were developed based on
either geometric or statistical concepts. In this section we introduce
"'hybrid" detec-
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tion approaches that take advantage of both mathematical concepts. For example,
an algorithm may model the background with first and second order statistics as well
as use a (geometric) projection operator to manipulate the data for additional inter
pretation. We first introduce the Finite Target Matched Filter (FTMF) which leads
us into a derivation of the (stochastic) Mixture Tuned Matched Filter (MTMF).
2.5.1 Finite Target Matched Filter (FTMF)
We have previously illustrated geometric and stochastic algorithms for solving both
fully resolved and sub-pixel detection problems. The real problem of interest is
one that involves sub-pixel targets where we used a standard linear mixing model
approach (LMM) in conjunction with a orthogonal projection operator or estimate of
the background covariance via stochastic means. In using the projection approach,
we rely upon the existence of one or more linear projections of the spectral data in
which the desired target and the suppressed clutter background are well separated
from one another [43]. The more difficult task is to discern targets that are close to
linear mixtures of background endmembers. Using an orthogonal projection method
that suppresses the background (e.g., matched filter) will more than likely suppress
the target, if it is indeed an intimate mixture with the background. Furthmore,
something like amatched filter will produce large outputs, not only for actual targets,
but for any other spectral anomaly that has a significant projection (e.g., a bright
or saturated pixel). What is needed is a more stochastic approach that takes into
account the spectral variability of the target imbedded in the background mixture.
An approach that is more selective at rejecting false alarms than using a traditional
matched filter and is based on the stochastic mixing model (SMM) (cf. Sec. 2.2.2),
is called the finite target matched filter (FTMF) [44,51].
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This algorithm estimates the background mean and covariance from the data
while assuming the target is deterministic with hypothetical variability (covariance)
due to sensor noise. An observed sub-pixel target x (with an abundance a) is mod
eled as a stochastic mixture of the target and background with normal probability
distribution according to
p(x|a)4>r(/i(a),(a)) (2.64)
where we are using the symbol = to mean "defined as". The linear mixtures of
means and covariances are then defined as
H(a) = ant + (l-a)nb (2.65)
E(a) = a2Sf + (1 - a)2S6 (2.66)
where \it is the mean of the target and [ib is the mean of the background.
From this we establish the binary hypothesis
-H0: a = 0, target absent
"Ky. a > 0, target present
We can then establish a generalized likelihood ratio as
max p(x|a)
TftmfW = ^f\ rr- (2.67)p(x|a = 0)
where max0<a<i is the maximum likelihood estimate of the abundance a which is in
the range 0 < a < 1. The decision regions generated from Eq. (2.67) are not hy-
perquadric surfaces typically encountered in Gaussian hypothesis testing problems,
but are instead truncated hypercone-like shapes that have a blunt "vertex" near
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the pure target constituent and open out in the direction of the background [51].
The result is better selectivity, as compared to a traditional matched filter, due to
a nonlinear decision boundary.
2.5.2 (Stochastic) Mixture Tuned Matched Filter (MTMF)
The SMM based FTMF is similar to the popular Mixture Tuned Matched Filter
(MTMF) [5] found in the ENVI software environment [40]. This algorithm oper
ates on MNF transformed data (cf. Appendix B) and uses a standard (stochastic)
Matched Filter (MF) alongwith an added output infeasibility (INF) score. The score
is based on feasibility mixtures between the composite background and the target
spectrum. Likely target candidates have large matched filter values and small infea
sibility scores. The ENVI software then displays a plot of SMF v.s. INF where the
end user manually selects appropriate target pixels based on the criteria previously
described.
As of this writing, there is no known published derivation of the MTMF first
introduced by Boardman [5] , other than an exchange of ideas through private con
versation [7]. In this section we derive the MTMF based on the standard Spectral
Matched Filter (SMF).
We start off by transforming the data into a space where the noise is isotropic
with unit variance. The algorithm that does this is called the maximum noise
fraction (MNF) which is very similar to principal component analysis (PCA). In
PCA, we rely on maximizing the band-to-band total image variance. When using
theMNF transform, we maximize the signal relative to the noise (i.e., signal-to-noise
ratio (SNR)). More information on the MNF transform can be found in Appendix
B.




Figure 2.10: Illustration of spectral matched filter (SMF) parameters in 3 bands of an
MNF space. The background data has covariance A while the target's covariance is the
identity I, since target variability was strictly based on noise in the original space. The
target location relative to the background is exaggerated for illustrative purposes.
In this MNF space we can express the spectral matched filter as
TsA/F(x) = (x-^b)TA-1(t-/i6) (2.
where fxb is the background mean, x is the pixel spectrum of interest, A is the
spectral covariance matrix of the scene (background), t is the target and all the
values are in MNF space where A is a diagonal matrix of eigenvalues (which is equal
to the variance) in the MNF bands (cf. Figure 2.10).
Equation (2.68) is analogous to the previously derived matched filter of Eq.
(2.22), except that now we are operating in a decorrelated space. This form of the
equation is reminiscent of the scalar product found in linear algebra.
We can factor Eq. (2.68) using the square-root decomposition A-1 = A~1/2A~1/2
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which yields
7W(x) = (A"1/2(x - b)f (A"1^ - /i6)) . (2.69)
The SMF in MNF space gives us, in scalar form, how much of the test pixel is
like the target through the projection of the whitened pixel, x onto the whitened
target vector t. A more convenient measure of this would be to normalize the scalar
quantity by the whitened target vector squared. That is,
Wx)
_
(A-V2(X _ ^f (A"i/2(t - ^
(t-^A-'(t-ft) (t-^/A-(t-Mt)
This approach is similar to the scalar projection found in linear algebra except
here we are not explicitly normalizing by the magnitude or Euclidian length. The
reason for this is so that when the pixel of interest is the target, we get an abundance
value of 1 (though a can take on values greater or less than one). This normalized
quantity is analogous to the abundance derived for the matched filter in Eq. (2.23).







Upon analysis of Eq. (2.71), we can see that the data or test pixels(s), x and
target t could also be viewed in a normalized whitened space, w. The transformed
image data, for example, can then be represented as
A-1/2
x-M&
w = brr^- (2-72)
al/2
This normalized space is mean-centered, normalized by the expected standard
deviation in each band (whitened) and further normalized by the square-root of the
whitened target vector squared. Similarly, the target t can be represented as
w* = TTT2 (2-73)
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Thus the abundance in the normalized whitened space can then be expressed as
a = wTwt. (2.74)
As it turns out, the abundance, a is exactly the scalar projection of w onto wt.
By definition, the scalar projection is defined as
wTw* fn -^
Voj = n fr (2A5)||wt||
where ||wt|| is the magnitude of wt. However, using the normalization a in our
previous equations results in ||wt|| = 1. Therefore we have
wTwt
aProj = j = a. (2.76)
To calculate the abundance vector we simply multiply the scalar abundance by
the unit vector, wt. That is
t Wj / T \
a = awt = w wi7-tt = (w wt)wt (2.77)
||w||
as can be seen in Figure 2.11.
Using an MNF transform yields a background covariance of A (i.e., a diagonal
matrix comprised of the eigenvalues (Aj) from the noise-whitened background data).
In going to w-space we are scaling each band by
a'^A-V2. (2.78)
This produces a background covariance Swb of
S- = K"2A-'A A (-"*-/) .
*
= I (2.79)





Figure 2.11: Illustration of SMF in normalized whitened w-space. (a) Shows the pro
jection of a sample pixel w onto the target vector w^ to yield the abundance a. We also
illustrate the orthogonal projection d. Additionally, the background data now has the
covariance of a scaled identity matrix (circular distribution) while the target data covari
ance is a scaled version of the diagonal background data, (b) Illustrates the quantities
associated with the abundance in more detail.
and target covariance Swt of
Stt, = (a-1/2A-1/2)Tl(a-1/2A-1 /A
A"
(2.80)(t-/i6rA-i(t-/i6) a
where I is the variation in the target due to noise E^, which in an MNF space is the
identity matrix (see Appendix B). These covariances are also illustrated in Figure
2.11.
If the abundance, a represents how
"target-like"
a vector is, then the projection
onto the hyper-plane perpendicular to the target should represent how "un-target-
like"
or how much the test vector x is like the background. The operator that
projects the target vector wt onto the subspace orthogonal to the target is express
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as
Pi, = I - w4wj (2.81)
where wtf = (wfwt)~1wfwhich is the pseudo-inverse of wt. Operating on the z"1 w
vector with P^, yields the vector dj which describes the "un-target-like" component
of w. That is
dt = PitWi (2.82)







because the projection matrix P^( is both symmetric and idempotent (i.e., Pt =
(Pi()T
=
(P^J2 (see Appendix D). We can also compute the magnitude of d by us
ing either vector substraction or the Pythagorean theorem. Using vector subtraction
d, = Wj a^ we have
||d, ||vs = (dTd)J/2 = [(w - a)r(w - a)]
1/2
= [wTw - aTa]
1/2
(2.84)
since wTa = aTw = aTa. Lastly, we can compute d in terms of scalars using the
Pythagorean theorem. This yields
Ud.lU^ = (||w||2 -
Ha))2)1/2
= [wrw - ara]
1/2
. (2.85)
Thus far we have projected the test pixel onto the target and established an
abundance term and a corresponding perpendicular difference term in a normalized
whitened space. Based on these two parameters (and a threshold) we determine
whether or not the background pixel of interest is a target or not. We can refine our
decision metric further by analyzing the geometric shape formed between the target
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and background distributions [cf. Figure 2.12(a)]. This shape can be described as
a cone with its width at the base defined by the variability in the background data
and its width at the apex defined by the variability in the target data. Geometric
analysis tells us that the variability in d should be small when the target abundance
is large and relatively larger when the target abundance is small, which reflects
greater variability in the background.
Figure 2.12: (a) Geometric cone formed by target and background data, (b) Rotation
and (c) projection of the target and background data in (a), (d) The projected d vector.
We can use our projection operator to transform the data space so as to make
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the target vector wt perpendicular to the background data [cf. Figure 2.12(b)]. This
means that when we operate on wt, we should get
Pi4wt - (I - wtwj)wt = 0. (2.86)
When we transform the background covariance in whitened space we have
CP-L ^icp1- ) P-1
Sdb = (PifSwb(Pit) = l wt> [ wt> = -=^. (2.87)
a a
Similarly, we can transform the whitened target covariance as
Sdt = (PifSwt(Kt) =




In doing so, the d vector will be parallel to (and projected onto) the transformed
background data [cf. Figure 2.12(c)]. The result is a set of contour lines that are
representative of the magnitude of d [cf. Figure 2.12(d)]. Conceptually, our contour
lines (prior to projection) can be thought of as forming the bounds of a cone outlining
the magnitude of the vector d. We can describe the variation about this cone based
on a linear mixture of the (rotated) target and background standard deviations (or
variances) modulated by the abundance [cf. Figure 2.13(a)]. This linear mixture
can be described as
s = at + (1 - a)b. (2.89)
If we wish to find the variance of this mixture we have
a2(s) = a2(at + (l-a)b)
- a2(at) + a2((l
- a)b) - 2a2(at, (1 - a)b)
= a2a2(t) + (l-a)2a2(b)-2a(l-a)a2(t,b) (2.90)
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(a) (b)
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Figure 2.13: (a) Cone and contour lines defined by s which is a function of a,a(i) and
o(b). (b) Illustration of two samples pixels, wi and W2. with different abundances but the
same magnitudes for the d vectors. However, the infeasibility will be greater for pixel 1
than pixel 2.
where a complete derivation can be found in Appendix C. If we have independent
random variables, then the covariance between t and b is zero. Therefore we have
u2(s) = a2a2(t) + (\-aYaz(b). (2.91)
We can then ratio the magnitude of the vector d with o2(s) to obtain a scalar
metric d, proportional to how many scaled standard deviations a pixel is from the
expected target/bakground mixture. That is
d = -Pc- (2-92)
If we band-normalize d, then we have what is referred to as the infeasibility (INF)
which is described as
d
INFsingle band = _ (2.93)
V
where p is the number of bands included in the MNF space. Figure 2.13(b) shows
the infeasibility concept as hyper-cones about the target vectors. The diagonals of
Sdt and Sdb yield the variance values, a2(t) and a2(b), needed in Eq. (2.91).
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To include the interactions of all the bands in Eq. (2.91), we can re-define a2(s)
as
, - a2 Sdt + (1 - a)2Sdb. (2.94)
We can then proceed with the infeasibility metric as
INF =
d Ss d. (2.95)
P
The MTMF algorithm has been applied to the sub-pixel target detection problem
[5] which showed that it could be used to effectively reduce the number of false
positives by rejecting pixels with high infeasibility values.
It should be pointed out that this is a decision space with 2 inputs, the results
from the spectral matched filter and the infeasibility metric. Therefore, an actual two
dimensional decision criteria based on these parameters would need to be developed.
Lastly, the derivation presented is based on personal conversation [7] only and has
yet to be implemented. Future efforts will check the validity of such a derivation
while simultaneously comparing it to the version found in the ENVI [40] software
environment.
2.6 Background Summary
In this section we introduced the concept of detection from a theoretical point of
view followed by a discussion of methods (structured and unstructured) used to
estimate variability in image backgrounds. We then discussed some of the more
common algorithms used for both full and sub pixel target detection. The section
on the development and usage of target spaces leads us in a new target detection
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direction that incorporates physics modeling. This was the foundation of the il
lumination invariant method. Lastly we discussed algorithms that were different
from traditional detectors in that they either combined geometrical and statistical
information about the imagery or simply used an approach entirely different from
traditional detection techniques.
This research sees potential in exploring the novel method of detection that
incorporates physics based modeling. In doing so, we must additionally develop
detectors or detection schemes that can adapt to such an approach. A modeling and
detection scheme that is based on fundamental physics may prove to be advantageous
and useful to the hyperspectral detection community.
"The important thing in science is not so much to









Previous studies [14] using the Physics Based Modeling (PBM) approach generated
target spaces with thousands of spectra in them. These methods did not take advan
tage of some of the physical process and interactions involved when generating the
space. In Sec. 3.1 we illustrate methods on how to "refine" this space by employing
the use of algorithms and some common a priori knowledge to help predict MOD
TRAN input parameters, given a scene of interest. We then use this target space in
a newly developed detection algorithm called the Physics Based Structured InFea-
sibility Target-detector (PB-SIFT) which incorporates a Physics Based Orthogonal
Subspace Projector (PBosp) and a Structured Infeasibilty Projector (SIP), both of
which are outlined in Sec. 3.2.
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3.1 Improved Modeling of a Target Space
In Sec. 2.4.1 we described a method, based on the physics model of Eq. (2.49), that
generated a sensor-reaching radiance target space, with variation due to physical
effects. Previous studies [14] have generated such target spaces with over 28,000
spectra in them, some 17,000 of which were physically realizable. These target
spaces were extensive because of the large number of MODTRAN input parameters
varied, particularly the gas concentrations. Atmospheric gas parameters such as
Oz, CO, C02, CHA, N20, 02, were varied along with solar zenith angle, aerosol type,
sensor altitude, and water vapor.
Although this method encompasses many of the parameters, the combinatorial
variations between the gasses may not be necessary. This is because some of the con
centrations of these "ideal" gasses should co-vary with each other. By representing
the molecular gas species as a single modification in the generation of a look-up-
table (LUT), a series of MODTRAN runs that represent improbable conditions can
be eliminated from the simulation runs. The following sections describe such an
idea by narrowing the number of input parameters to a handful that can adequately
characterize the atmosphere.
3.1.1 Variation in Visibility (VIS)
Healey and Slater [14] varied 4 aerosol models. That is, rural, urban, maritime,
and desert extinction. The major difference in these models is the particle size
distribution. For most studies, however, one can select an appropriate aerosol model
based on a given data set. A rural extinction model represents aerosols mostly
related to areas not strongly affected by urban or industrial sources. An urban
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extinction is a mixture of 80% rural aerosol with 20% soot-like aerosols and is most
appropriate for high density urban industrial areas. Maritime extinction is mainly
used for cases over water or continents under a prevailing wind from the ocean. It
consists of two components, one from sea spray and another from rural continental
aerosol.
Once the aerosol model is selected, we further vary the aerosol number density
(concentration of number of particles) using the (horizontal) visibility [km] para
meter in MODTRAN. The visibility (VIS) scales the number density of particles of
a certain type that exist in the atmosphere. Since this parameter directly impacts
atmospheric scattering, it will have a major effect on sensor reaching spectra in the
VNIR region (400-1000 nm). It should be noted, however, that at high visibilities
(greater than 30 km) the overall impact (or variation) is reduced.
Since visibility is dependant on weather conditions, a thick haze might be rep
resentative of a 15 km visibility. Similarly, a moderate haze might be a 20 to 30 km
visibility while a clear atmosphere might have a visibility of 40 to 100 km. A more
accurate initial estimate of visibility can be obtained from area surface observations.
These can be obtained from local airports or the National Oceanic and Atmospheric
Administration (NOAA) where records of perceived horizontal visibility and general
surface weather conditions (including variations) are kept. Additionally, an estimate
of visibility can be obtained using an atmospheric compensation algorithm called
FLAASH (described below). Here, the algorithm generates a scene-average visibility
(i.e., aerosol/haze amount) using a dark pixel reflectance ratio method [21,22].
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3.1.2 Variation in Ground Topography
The problem with varying each individual constituent gas parameter (i.e., 03, CO, C02),
for example, is that we are not taking advantage of actual physical interactions
among molecules. Ultimately, by varying the gas parameters, we are after the
amount of molecular absorption. Using the "combinations" method will certainly
generate physically un-realizable spectra, in addition to unnecessary runs. Since a
multitude of dependencies exist within the atmospheric physical process, a more ele
gant solution would be to simply vary the path length from the sensor to the ground.
This variation would control how much molecular absorption there is over the path
length. In general, the sensors altitude (as measured from the ground to the plat
form) is fairly constant and usually known. This altitude is set to the MODTRAN
parameter "HI". We then look down (MODTRAN ANGLE=180) in the direction
of the ground to altitude location "H2" . It is this H2 parameter we vary, which can
be though of as a variation in ground topography. This is explained in more detail
in Sec. 4.1.3.
This noted, there are some gases, on larger scales, that very seasonally. One gas
in particular is carbon dioxide. The mixing ratios from 4 different observatories can
be seen in Figure 3.1. Here we see an overall mixing ratio increase from the early
70's to present day. Additionally, we can see small oscillations that are synonymous
with season fluctuations.
An estimate of sensor elevation (as measured relative to sea level) or altitude
can be obtained by knowing the sensor platform height. Ground topography varia
tion and estimates might be obtain from elevation information about the region of
interest. The significance of this parameter becomes increasingly important as the
topography of the ground becomes more mountainous or undulating. Conversely,
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Figure 3.1: Atmospheric carbon dioxide mixing ratios determined from the continuous
monitoring programs at the 4 NOAA CMDL baseline observatories [18].
the importance is diminished as the terrain becomes more flat.
3.1.3 Water Vapor (WV)
Water vapor is by far the largest contributor to absorption in the atmosphere, as can
be seen in Figure 3.2. This constituent directly impacts atmospheric transmission,
in the form of attenuation of the upwelling radiance, and ultimately affects sensor-
reaching radiance. Water vapor is usually measured as relative humidity (RH), as
a function of altitude, and then converted to a measure of precipitable water in
g/cm2
or centimeters ofwater in a given column. Ideally, one would like to have an
atmospheric water vapor profile above the target of interest. This can be achieved
by launching a radiosonde balloon at the site. This information can then be used as
CHAPTER 3. NEW APPROACH 65
input to MODTRAN so as to generate sensor reaching radiance spectra that reflect
the conditions at the time of image acquisition.
In general, it would behoove us to understand water vapor since it has such a
significant impact on sensor-reaching radiance. In the event that radiosonde data is
not available, we need to formulate a best guess as to what the atmospheric water
content is. If given a specific hyperspectral data set, we can take some of the guess
work out of the process by using physically derived values of integrated column water
vapor obtained through use of estimation algorithms [26,45].
Water Vapor Estimation Algorithms
In cases where measurements of WV are not available or there is a need to validate
the applicability of a given integrated WV measurement to a site of interest, we
can take advantage of in-scene techniques that yield image derived estimates of
total water column vapor. By total we mean the amount of water vapor in the
atmosphere vertically integrated.
The Continuum Interpolated Band Removal (CIBR) [26] algorithm is one such
program that can be used to estimate water vapor. It is based on looking at the 940
nm absorption feature and relating its depth to water vapor on a per pixel basis.
To obtain variability here, one would simply look at the variability in the calculated
water vapor map.
An improvement to the CIBR model is the Atmospheric Pre-corrected Differen
tial Absorption (APDA) [45] algorithm. It combines a partial atmospheric correction
with a differential absorption technique. It works by iteratively correcting for the
atmospheric path radiance term leading to the retrieval of water vapor. Again, this
process yields per pixel values where variability can be interpreted from the water
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Figure 3.2: Absorption spectra of (a) H20, (b) 03, (c) CO, (d) C02, (e) CH4, (f) N20,
and (g) 02 as a function of wavelength [nm). We can see that of all the atmospheric
constituents, H20 is the largest contributor to absorption.
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vapor map. Studies comparing these two methods [15] have shown that they both
did a reasonable job of estimating water vapor column abundance, which allowed
atmospheric compensation to be applied.
Finally, one could use a water vapor map generated as a by-product of a model-
based atmospheric compensation algorithm such as the Atmospheric REMoval (ATREM)
[10] program or the Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes
(FLAASH) [1] algorithm.
ATREM is software developed by the University of Colorado for retrieving scaled
surface reflectance from hyperspectral data using a radiative transfer model. A use
ful by-product from the ATREM software is an image of the column water vapor
which was removed from the hyperspectral data. FLAASH is similar in that it
also is a physics based atmospheric compensation algorithm. Specifically, it is a
MODTRAN-4 based atmospheric compensation software package developed by the
Air Force Research Laboratory (AFRL) and Spectral Sciences, Inc. (SSI). It pro
vides accurate, physics based derivations of apparent surface reflectance through
derivation of atmospheric properties such as surface albedo, surface altitude, water
vapor column, aerosol and cloud optical depths, as well as surface and atmospheric
temperatures from hyperspectral data. The water vapor estimates are calculated
on a per pixel basis using radiance averages from two sets of channels. One set of
channels is an absorption set centered at a water band, and the other is a reference
set taken from the edge of the water band.
Water Vapor and MODTRAN
In MODTRAN, the input parameter that effects the amount of water absorption
is the water vapor column scaling factor. For example, a scalar value of 2.0 simply
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WV Profile for First 10 km of Atmosphere
(Total Integrated WV is Noted in Legend)
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Figure 3.3: MODTRAN atmospheric water vapor profiles for the first 10 km of the
atmosphere.
doubles the default water vapor column, which is set by the atmospheric model.
MODTRAN uses one of six default water column profiles, depending on which at
mospheric model the user selects. The first 10 km of these profiles can be seen in
Figure 3.3 along with (vertically) integrated column amounts.
The water vapor amounts are usually reported in units of [atm cm] or [g/cm2].




22413.83 atm -cm31 mole
8.037E~x (3.1)
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where the first term is molar volume of water at standard temperature and pressure
(STP, 1 mole, 1 atm) and the second term is the molar mass for 1 molecule of water.
The units of [g/cm2] can be also be thought of as an interaction depth or a measure
of the path length that helps in the understanding of absorption. For example, at
any point along a path, the number of interactions is proportional to the density
times the path length. If one were to add up all of these interactions along the
particle's path, we would get a number that is proportional to the total absorption.
Since density (p) has units of [g/cm3] and the path length (/) is in units of [cm],
then the interaction depth (ID) will have units of [g/cm2]. That is
ID = pl (3.2)
Often we see the units [g/cm2] simply expressed as [cm]. Especially when stating
total integrated column water vapor values. This re-expression is made possible
because of the density definition of water at STP. Knowing the interaction depth
and density of water [1 g/cm3], we can calculate the path length as
,
ID [g/cm2] Tr ,1 =
n / 31
= ID cm 3-3
[lg/cm3\ '
which for water, is simply the interaction depth in units of [cm]. For example, as
divers know, a depth of 10 meters in water provides an additional atmosphere (1
atm) of pressure. In other words, 10 meters ofwater will provide the same absorption
as the entire thickness of the atmosphere.
If we know the water profile being used, then we also know the total integrated
column amount for that profile. This total amount would correspond to a water
vapor scale factor of one in MODTRAN. To obtain spectra that correspond to other
integrated water amounts, MODTRAN simply linearly scales the profile total.
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Figure 3.4: Process of obtain MODTRAN water vapor scale factors using results from
physics-based water vapor estimation routines.
Therefore, the process would involve obtaining a water vapor map from an es
timation algorithm, determining the appropriate range of water vapor values (e.g.,
using a histogram) , and then convert the range of values to a range of water vapor
column scale factors to use as input to MODTRAN. This process is illustrated in
Figure 3.4.
3.1.4 Variation in Target Orientation
Past applications of the invariant method varied up to 8 unique zenith angles (not
to be confused with target orientation) [14,50]. In our approach the zenith angle
is known (and fixed) because we assume the user has some a priori knowledge
about when the imagery was collected (i.e., time of day and location). Even if
the spectral character of the target, as seen by the sensor through the atmosphere,
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is modeled correctly in MODTRAN, we still may have issues related to spectral
magnitude. This can manifest itself as a time of day variation, target-to-sensor
angle or orientation variation, or both. In this research we factor in an additional
parameter that allows the user to vary the orientation of the target relative to the
Sun.
This variation in target orientation, or more precisely illumination, is simply a
modulation of the direct solar term to account for projected area effects (cf. Figure
3.5). We implement this as a target rotation angle relative to the zenith angle
determined in MODTRAN, for the time of day. If the rotation is zero, then there
is no adjustment of the direct term. However, a positive or negative rotation angle
implies that we have rotated the target toward or away from the Sun, respectively.
The relation for this modulation of the direct term is
F (X)
ESJnew(X) = " COS <Jnew (3.4)
cos a'
where ES(X) = E'S(X) cos a', anew a' arot and arot is the user specified angle of
rotation. The zenith angle a' comes from the MODTRAN output. It is important to
note here that ES(X) in this notation comes directly from MODTRAN and already
has the zenith angle attenuation applied to it. We differentiate this value from E'S(X)
which is the direct solar term with out any angular effects.
As an example, if the zenith angle was 60 degrees and we specify a rotation angle
of aTOt = 10 degrees, then we have
Es_new(X) = ^~ cos(60 - (-10)) = 0.68S(A) (3.5)
cos 60
which says we have effectively reduced the illumination onto the target by 32%.
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Figure 3.5: Illustration showing the difference between the zenith angle o' and target
orientation angle crnew.
3.1.5 Variation in Downwelled Radiance
In addition to direct solar illumination onto the targets surface we also have solar
photons that originate from scattering in the atmosphere. We refer to this downward
scattering as downwelled radiance, or, in the visible, as skylight. More often than
not, the target is not
"completely"
exposed to the entire hemisphere above, which is
sky. In reality, if the target has any slope or if there are adjacent objects (e.g., a tree
or building) obstructing the sky dome, the downwelled radiance onto the target will
be reduced, as can be seen in Figure 3.6. In general, the altering of the downwelled
term will have a larger impact in the visible than at longer wavelengths, due to the
nature of atmospheric scattering.
The original implementation of the invariant method used a physical sensor
reaching radiance equation that did not directly allow for modulation of the down
welled term. Instead they used a binary constant (A') that accounted for occluding
bodies in the solar to surface path. Reduced downwelled effects occurred simply
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Figure 3.6: Illustration of shape factor concept where target is not completely exposed
to the hemisphere above due to an obscuration such as a tree, for example.
because the zenith angle (which was varied) was large. A more accurate approach
would be to directly modulate the downwelled term by a scale factor ranging from 0
to 1. This scale factor is often referred to as the shape factor, F [46]. A shape factor
of one implies the target is completely exposed to the sky hemisphere. Conversely,
a shape factor of zero means the target is completely occluded from the sky dome.
Values between zero and one imply partial occlusion (e.g., a tree canopy).
3.1.6 Summary of Target Space Modeling
In the previous sections, we set forth on differentiating our method from the orig
inal implementation of the invariant method. This new approach does not require
the user to vary as many atmospheric parameters. We have refined this process
to include variation from a handful of parameters such as visibility (VIS), ground
topography, and water vapor scalar (WV). The trade off is that the user is required
to know some a priori information about the scene. That is, the type of aerosol
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model to use (urban, rural, etc.), the sensor altitude, day of year, latitude, longi
tude, and time of day. Most of these a priori parameters are easy to obtain and
are usually collected at the time of image acquisition. Lastly, we have introduced
two new terms that were not included in the original invariant algorithm. These
include target orientation or projected area effects and shape factor, which is used
to control the amount of downwelled radiance. These last two parameters can be
seen in our new sensor reaching radiance equation which is of the form
LS(X) = -n(X) + FLd(X) r2(X)r(X) + LU(X) (3.6)
where Es_new(X) --^--f cos Gnew ag described in Eq. (3.4) and r is the measured
reflectance of the target.
3.2 PB-SIFT Algorithm
In Sec. 2.5.2 we analyzed and derived the stochastic MTMF. This algorithm is
based on the statistics of the image (covariance) and requires a pre-processed MNF
image, which additionally requires an estimate of the image noise. In this research,
we develop a geometric equivalent that does not require image noise estimates. Our
algorithm captures data variability through use of endmembers or basis vectors
(cf. Sec. 2.2.3). The developed algorithm is called the Physics Based Structured
Infeasibility Target-detector (PB-SIFT) which incorporates a Physics Based OSP
(PBosp) detector and ameasure of how un-target-like a pixel is, called the Structured
Infeasibility Projector (SIP).
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3.2.1 Physics Based OSP Matched Filter (PBosp)
If the target and backgrounds are described using geometric techniques then the
application of a detector based on vector geometry is most appropriate. We first
describe the data simplex with a set of endmembers or basis vectors while using
the pixel model defined in Eq. (2.27). These endmembers are then used as col
umn vectors to populate a background descriptor matrix, B. We can use this
information about the background space to develop a least squares (orthogonal)
projection operator that tells us how unlike the background a pixel appears. This
non-background-like behavior e can be described as
e = P^x (3.7)
where the orthogonal projection operator P^ = I-BBf and B* is the pseudo-inverse
(in a least squares sense) of B defined as B* = (BTB)_1BT. The quantity BB* is
known in matrix theory as the projection matrix and has the properties of being
idempotent and symmetric. We can then take the non-background-like weighting
vector e and project it onto a target spectrum t. This produces the detector
T(x) = tTPx (3.8)
which is a type of geometric matched filter that is the un-normalized Orthogonal
Subspace Projection (OSP) detector [13]. Instead of estimating the background
covariance, we assume the linear mixing model (LMM) x Bb and describe the
background space by populating the matrix B with endmembers and estimating
their fractions b, by projecting the pseudo-inverse of B onto the pixel x. The
orthogonal operator P^ acting on x not only does this
"projection" but gives us the
error e associated with modeling x as a background pixel (i.e, a linear mixture of
backgrounds) where our estimate of x is termed x (cf. Figure 3.7). That is,




Background x = x






Figure 3.7: Illustration of background mixing model as applied to test pixel x. (a) The
test pixel x produces an error vector e of zero because the background model provides a
good fit. Thus the pixel is very background-like making the abundance a zero as well, (b)
The background model is less appropriate for test pixel x. The large error implies the test
pixel is not background-like which can produce a larger projections onto the target vector
producing significant abundances.




= x x = e
We are essentially testing the appropriateness of the background model on pixel
x. If the error is small then the test pixel is background- like because the model
provides a good fit. Thus the pixel is more background and less target which makes
the abundance small as well [cf. Figure 3.7(a)]. On the other hand, if the error
(specifically the orthogonal projection) is large then the background model is less
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appropriate and we say that the test pixel is not background-like and may look like
target [cf. Figure 3.7(b)]. Actual implementation usually requires a threshold or
cut off value for the test statistic in order to judge whether image pixels are target
or not.
We wish to further generalize Eq. (3.8) so as to incorporate more than a single
target vector. The motivation for this is the fact that the product of physics based
modeling produces not one, but hundreds of target-like vectors forming a target
space. We can ultimately reduce this space to a handful of basis vectors but we still
need a detector that can address multiple instances of a target vector.
This is done by simply projecting our e vector onto the target space, T (where T
is a matrix of target vectors ) rather than a single vector, t. We use the projection
operator PT such that our detector now takes on the form
TGosp(x) = ||PTPx|| (3.10)
where we call Tgosp the Generalized OSP detector because we are generalizing to
more than one target vector. Additionally, PT = TTf where Tf is the pseudo-
inverse of T defined as Tf = (TTT)_1TT (Note: this inverse can also be computed
using an SVD). If we let e = P^x then we can write Eq. (3.10) as
Tgosp(x) = (eTPTey/2. (3.11)
If the projection operator is composed of a single vector (i.e., PT => Pt = tV),
then we can relate it to the un-normalized OSP detector as
TGosp.ingle(x) = ||PtPx|| = l-^. (3.12)
In this research, we implement a normalization of Eq. (3.10) based on the average
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target-space spectrum tavg. That is
Tpbosp(x) = "Pp^X|l (3-13)
which produces positive values. The lower range of this detector is zero, which
implies zero target abundance in the test pixel. However, the upper range can take
on values larger than one since we are normalizing by the average target space vector.
In the event that x = tavg, we have TPBosp(x) = 1.
3.2.2 Structured Infeasibility Projector (SIP)
The detector of Eq. (3.8) is a type of matched filter where we are weighting a target
spectrum with an (orthogonal) projection of the test pixel with the background
space. However, large abundances can also be generated by any spectral pixel that
has a significant projection (e.g., a bright or saturated pixel) thus producing false
positives. This type of false positive we call leakage. Figure 3.8 illustrates this
concept where we have two different pixels producing the same abundance vector a
which is defined as
a = at = aTrr (3.14)
Irll
where t is a unit vector and a = tTPgX from Eq. (3.8).
For this reason, we would like to use an additional infeasibility metric that helps
us detect the presence of false positives relative to information about the target and
background spaces.
In Eq. (3.13) we established a measure of how target-like a pixel was, based on
a geometric background description. We now wish to obtain a measure d of how
un-target-like x is using an orthogonal projection onto the subspace perpendicular
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Band 1
(b)
Figure 3.8: Illustration of a possible false positive using a matched filter. In (a) the image
pixel x is close to the target and results in an abundance vector a. In (b), however, it is
questionable as to whether the image pixel is close to the target even though it produces
the same abundance-like value as in (a).
to the target vector (cf. Figure 3.9). That is the target infeasibility is expressed as
TS7P(x) = ||d|| = ||P^x| (3.15)
where P^ = I TT* and T* is the pseudo-inverse of T as previously defined. This
magnitude is synonymous with Euclidian distance. The target signature can come
from a spectral library (assuming reflectance data) or be image derived. In this
research vectors of T originate from a (radiance) target space created using physics
based modeling (PBM). This approach is similar to the one derived in Eq. (2.82)
except here we are working with multiple target vectors from a target space.
We now have a vector d that can be used to aid in the identification of pixels that
have similar orthogonal projections onto the background but different projections
onto the subspace orthogonal to the target space, as can be seen in Figure 3.9(b).
Upon closer analysis of Figure 3.9(b) we notice that there are potentially a family of
pixels (denoted by the dotted line connection the tip of e and x) that can produce
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(a) (b)
Figure 3.9: Illustration of the structured infeasibility concept as hyper-cones. For sim
plicity here, we assume the target space is a single vector (i.e., T => t). (a) The projection
of a pixel x onto the background B produces vector e which is then projected onto target t
to produce an abundance-like vector a. Additionally, we can generate a vector projection
orthogonal to the target termed d. (b) Shows that we can get the same abundance vector
for a "family" of possible pixels, all of which, however, have different d values, which we
can take advantage of in generating a structured infeasibility projector (SIP).
the same orthogonal projection onto the background B, but with different d values.
3.2.3 2-Dimensional Decision Space
The use of Eq. (3.13) and (3.15) produces a two dimensional decision space that
exploits the behavior of an image pixel relative to its target-like and un-target-like
behavior. In this space we seek out pixels that have a large abundance and small
infeasibility [cf. Figure 3.10(a)]. This is exactly the type of decision map the mixture
tuned matched filter produces [40] in which, at this point, user intervention would
be required to select the most probably target pixels.
In our 2 dimensional decision space we additionally recognize the anticipated
behavior ofpotential target pixels. We realize that the mean orthogonal projection of













Figure 3.10: Illustration of 2 dimensional decision map. In (a) the most probable target
pixels are those with large abundances and small infeasibilities (SIP values). In (b) we
show the expected statistical behavior of the SIP values as a function of target abundance.
the test pixel onto the target space (the mean SIP value) will get closer to zero as the
pixel becomes target-like (i.e., larger abundance). This can be seen in Figure 3.10(b)
where, as abundance increases, the mean orthogonal projection vector gets smaller
in length. This is due to the variability of the data as a function of abundance. We
additionally realize that, in general, the background space will have larger variability
than the target space. Because target pixels are associated with large abundances,
the variance forms a skewed cone around the abundance driven mean [cf. Figure
3.10(b)].
Because of the skewness, a linear decision boundary along the SIP axis is im
possible to define. This skewness can be removed by normalizing by the abundance
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driven mean. That is
TsiP.narm(a) = tt , ,. ... (3.16)||a||M( + (l-||a||)AiB
where a is our abundance defined in Eq. (3.13), fj,t is the mean of the magnitudes
of the orthogonally projected target vectors onto the target space and fiB is the
mean of the magnitudes of the orthogonally projected image pixels onto the target
space. One of the problems with this approach is that the range of the abundance
is not 0 to 1. This is because we are normalizing by the average target space vector.
Another potential problem involves the mean of the target space. If the target
space mean is not synonymous with the target pixel(s) mean, the skewness will not
be removed. Overall, the decision boundary should take into account the abundance
driven variability of the SIP values.
3.3 Hyperspectral Image Data
3.3.1 HYDICE FR I Data
The hyperspectral imagery that will be used through out this research is the HY
DICE Forest Radiance I (FR I) data set which contains 210 spectral bands. This
data set consists of a series of flight lines, over many days, where man made panels,
vehicles, and objects were deployed along the ground and in an adjacent forest. The
collection consisted of 3 phases or experiments. In phase I all target panels and
objects were place in an
"open" field where they were fully exposed. In phase II
the same panels and objects were moved to an adjacent tree line where they were
partially concealed due to tree line shadowing. Finally, in phase III all targets and
objects were moved into the adjacent forest so as to be fully concealed or at least
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Figure 3.11: 150 x 250 subset from the larger FR I, phase I, fully exposed data set.
hidden from direct sunlight.
For this research, imagery from the phase I and phase III experiments was used.
Furthermore, only panels that were either fully exposed or fully concealed were
considered in the detection study. Specifically, the flight lines used were termed
run05 (fully exposed) and run25 (fully concealed). For the exposed imagery a 150 x
250 pixel image subsection was used (cf. Figure 3.11). A slightly larger 250 x 300
pixel subsection was extracted for testing from the fully concealed imagery (cf.
Figure 3.12). These image sizes were selected because of run time issues with the
current hardware used in this research. Anything larger produced run times that
were not conducive to algorithmic testing and evaluation. A summary of the FR I
collection parameters for both the fully exposed and concealed flight lines can be
seen in Table 3.1.
3.3.2 FRI Data Preprocessing
The units associated with the HYDICE FR I data are [75 H/m"2sr"Vm"1]- In
order to make the data compatible with the generated target spaces, everything
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Figure 3.12: 250 x 300 subset from the larger FR I, phase III, fully concealed data set.
was converted to micro-flicks (fJ,F). That is, a conversion factor of (100.0/75.0) was
applied to the data to obtain units of [jiW cm~2 sr~l fim~l] or [fiF].
Additionally, not all the spectral bands are used during processing. Bad bands,
due to low signal-to-noise (bands 1-5 and 200-210) and water absorption (bands
104-111 and 139-154) were removed. These removed bands can be seen in Figure
3.13. This left a total of 170 working spectral bands.
3.3.3 FR I Truth Masks and Target of Interest
In order to evaluate the performance of the detection algorithms, pixel truth masks
of the exact locations of each target panel need to be made. The truth masks
for the FR I exposed imagery (run05) were created by a group at MIT's Lincoln
Laboratory and were contained in a processed version of the data known as the
Canonical Data Set. This mask includes the pixel locations of all targets (full and
sub pixel) for the
"run05" flight line, as can be seen in Figure 3.14. The truth
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Table 3.1: Summary of the FR I collection parameters for both the fully exposed and
fully concealed flight lines.
Exposed Imagery Concealed Imagery
Date 8-24-1995 8-29-1995
Time Of Day 9:10 am EDT 2:37 pm EDT
Latitude 39.33469 N -39.33 N
Longitude 76.27811 W ~76.27 W
Sensor Altitude 5146 ft (1.56 km) ~5000 ft
Scene Elevation 50 ft (0.015 km)t 50 ft (0.015 km)t
tAnother obtained value for the scene elevation was 20 ft (0.006 km).
mask for the fully concealed image, however, was not available at the time of this
research. Documentation from the ground truthing report did provide a rough
schematic outlining the relative locations of various target panels. This was used as
an aid in developing a concealed truth mask for the handful of targets used in this
research. This labeled mask can be seen in Figure 3.15.
The target sought after in both the exposed and fully concealed flight lines was
a green cotton fabric labeled F3. This panel represented 30 full and 5 sub pixels
in the exposed image and approximately 18 pixels in the fully concealed image (12
pixels for F3a and 6 pixels for F3b) . For this research, we attempt to identify all 35
exposed F3 pixels and all 18 fully concealed F3 pixels. It was found, however, that
many other targets had a very similar reflectance to that of F3. Most similar was
a green cotton target called F5 (cf. Figure 3.16). Still other materials made of a
green fabric (TI and T2) had similar spectral characteristics to that of F3, though
F5 remained most similar.
For the qualitative analysis of the exposed and concealed imagery in Sec. 4.3.1
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Figure 3.13: Peak normalized radiance spectrum showing regions (in red) where data
was omitted leaving 170 working bands.
T2 TI
Figure 3.14: Sub section (150 x 250) of HYDICE FR I exposed image showing locations
and labeling of target panels. The magenta pixels are associated with full pixels while the
red pixels denote sub pixel targets. The yellow pixels are referred to as
"guard"
pixels
and are not considered target pixels.




Figure 3.15: Sub section (250 x 3000) of HYDICE FR I fully concealed image showing
locations and labeling of target panels. For this research we attempt to find the F3 panel
which is denoted by the red and yellow pixels.
and 4.3.2, we show test statistic values for all pixels. However, for generation ofROC
curves, we mask out target panel test statistic values associated with all but the F3
man-made target. We are interested in the algorithms ability to differentiate the F3
signature from other naturally occurring signatures. Later analysis, that generates
2 dimensional decision spaces, uses truth masks that algorithms false alarm on all
objects.
3.4 Algorithm Comparison and Methods of Assess
ment
In order to quantify the newly developed detector we must compare its performance
to algorithms that are currently used in the community. For this study, we refrain
from using exotic detection algorithms in favor of those that are more "off the
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Figure 3.16: Plot showing ELM'ed derived reflectances for various targets that look
similar to that of panel F3. It can be seen that panel F5 is most similar to F3, though
slightly reduced in magnitude.
shelf'. This should, at the very least, establish a base line for our new algorithms
performance. The algorithms to be compared include the Spectral Angle Mapper
(SAM), Spectral Matched Filter (SMF), and the Mixture Tuned Matched Filter
(MTMF), which is the SMF with an additional infeasibility score. These algorithms
will be compared to our new Physics Based Structured InFeasibility Target-detector
(PB-SIFT), which includes a Physics Based OSP (PBosp) detector and Structured
Infeasibility Projector (SIP).
Algorithm assessment for this research will be performed in both a qualitative
and quantitative manner. Qualitative methods are in the form of black and white
test statistic images. For the PB-SIFT algorithm, analysis is made, in addition
to the previous method, through use of a 2-dimensional scatter plot where various
target pixels are labeled through use of truth masks.
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Finally, quantitative analysis is performed using the familiar Receiver Operating
Characteristic (ROC) curve, which pairs the detection rate against the false alarm
rate. These curves are made possible because of available truth masks.
"No amount of experimentation can ever prove me
right; a single experiment can prove me wrong."
Albert Einstein
Results
In the following chapter we report the results of applying our new methodology to
the generation of target spaces as well as results from applying our new detector
to hyperspectral data. Section 4.1 gives an overview of the target space generation
process as well as how the various input parameters are used. This is followed by an
explanation of how the target and background space endmembers are derived (cf.
Sec. 4.2). In Section 4.3 we show detection results using the PBosp, SMF, and SAM
detectors followed by Sec. 4.4 which shows detection results using the added SIP
metric. This result is then compared the MTMF algorithm. Finally, Sec. 4.5 looks
at the trends exhibited in 2 dimensional decision spaces as well as how saturated or
bright pixels manifest themselves in these spaces.
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4.1 Target Space Generation
In the following sections we introduce the core of this approach to target detection.
That is, the generation of target spaces using physics based modeling. We start off
by discussing how one can utilize MODTRAN, along with some external utilities
and scripts, to generate hundreds of spectra. Unlike previous approaches using this
technique, we require the user to know some common a priori knowledge about the
scene. This information is discussed along with possible choices the user has.
The user also has the task of selecting the most appropriate values for parameters
such as visibility, scene topography, and water vapor scale factor, all of which are
varied and scene dependent. We provide explanation and guidance on how to more
appropriately select these values even when information about the scene maybe
unknown.
After the MODTRAN runs have been completed, we explain the process of as
sembling a look-up-table and factoring in additional terms such as target orientation,
which effectively takes into account projected area effects, and shape factor, which
helps to modulate the downwelled radiance term. These look-up-tables are then
constructed for both our test image data sets.
Finally, an evaluation of such a target space is performed using a traditional
linear mixing model approach. We compare a known image target pixel to that of
linear combinations of target space vectors. The final RMS error assessment is made
after converting this difference to an equivalent reflectance.
CHAPTER 4. RESULTS 92
4.1.1 Creating Target Spectra Using MODTRAN
In this section we briefly state the process of setting up the MODTRAN runs along
with some (user supplied) required information to complete the MODTRAN card
deck.
The approach taken in creating hundreds of MODTRAN runs is one that gener
ates a directory hierarchy based on the parameters varied: visibility, scene topogra
phy (though it is called "elevation", which we will explain below), and water vapor
scalar (cf. Sec. 3.1). That is, a C-shell script is used to create a directory path ap
propriate for a given vis/ele/wv combination. For example, if we wanted to create a
MODTRAN run for vis (or aerosol) = 20km, ele = 0.015km and wv = 0.5 we would
(automatically) create a path that looked like AEROSOL/20. 0/ELEVATION/0. 015/
WATER/0. 5/ALBED0/0.0. We use an ALBEDO of 0.0 in order to obtain the path radi
ance term, Lu otherwise the surface albedo is set to 1.0. Because of this variation
in albedo, we essentially double the number of MODTRAN runs. This is explained
in more detail in Sec. 4.1.4.
Once the directory structure is in place, all theMODTRAN runs are submitted to
a workload management system for compute- intensive jobs called Condor [19]. Con
dor provides a job queueing mechanism, scheduling policy, priority scheme, resource
monitoring, and resource management which makes the hundreds of MODTRAN
runs, and this approach to target detection, possible. Upon completion of the sub
mitted jobs, the tape6 and tape7 files are parsed so as to obtain the various terms
in the sensor-reaching radiance equation [cf. Eq. (3.6)]. These spectral quantities
are then resampled using a user supplied sensor response file. Finally, the resam-
pled quantities are assembled into an ASCII look-up-table (LUT) to be use in post
processing (cf. Sec. 4.1.4).
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Required Information for MODTRAN Runs
In order to generate successful MODTRAN runs, based on the criteria set forth in
Sec. 3.1, we need to know some information about the scene and sensor response
ahead of time. Some of these scene dependant parameters are fixed and some are
varied. The required parameters, along with some known values, are summarized in
Table 4.1.
Table 4.1: Summary of exposed and fully concealed scene parameters, along with known
values, required for a MODTRAN run.
Exposed Image Concealed Image
Atmospheric Model Midlatitude Summer1 Midlatitude Summer1
Aerosol Model Rural Extinction1 Rural
Extinction1'
Sensor Altitude 5146 ft (1.56 km) ~ 5000 ft
Day of the Year 236 241
Latitude 39.33469 N -39.33 N
Longitude 76.27811 W ~76.27 W
Time of Day 9:10 am EDT 2:37 pm EDT
Visibility Varied Varied
Scene Topography or Elevation Varied Varied
WV Scale Factor Varied Varied
tAn estimated parameter based on scene conditions and location.
4.1.2 Non-Varied MODTRAN Parameters
Of the many MODTRAN parameters that are used to create spectral output, we
focus our attention on 10 scene dependant quantities (cf. Table 4.1). In this section
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we discuss the 7 quantities that are not varied during the MODTRAN runs. These
quantities, however, do require the user to estimate their values. We additionally
discuss why the values were selected, the level of difficulty in knowing the value, and
the impact of its uncertainty on detection
Atmospheric Model
In the event that one does not have radiosonde data, an atmospheric model must be
selected. The atmospheric models alter atmospheric profiles for temperature (C),
pressure (mb), relative humidity (%), and molecular gases such as H20, 03, CH4, N20,
and CO. For this research the atmospheric model used for the FR I exposed and
fully concealed collects was mid-latitude summer. This was chosen based on the
day of year (summer) and geographic location (mid-latitude) of the collection site.
In general, this parameter is relatively easy to estimate if information about where
and when the imagery was collected is known. At this time, however, the impact
on detection, when the user selects an inappropriate atmospheric model, is unclear.
This will be the topic of future work.
Aerosol Model
The type of aerosol model used for the MODTRAN runs was that of rural extinction.
The main difference between all the aerosol models is the particle size distributions
(cf. Sec. 3.1.1 for additional information). Based on these, MODTRAN computes
the scattering properties of the atmosphere which drives the absorption due to scat
tering. The models essentially drive the spectral shape of the scattering (and the
resulting absorption). The urban aerosols have particles sizes corresponding to ur
ban soot from factories and vehicles, etc. while the rural aerosols have sizes related
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Figure 4.1: General location of collection site (middle right of image) relative to Balti
more, MD.
to dust-type particles. The maritime aerosols particles are based on particles from
sea spray.
An extinction synonymous with an rural environment was chosen due to the
location of the collection site (see Figure 4.1). From this, we can see that the
collection area was directly east of Baltimore, MD. At at distance of 20 miles from
Baltimore, the collection site should not be strongly influenced by industrial aerosol
sources.
In general, the aerosol parameter can be easy to identify in the event that the
collection is over water (maritime extinction), in the country (rural extinction) or
over a large city (urban extinction). The impact it can have on detection results is
lessened as the atmospheric visibility increases to values over 30 km (cf. Sec. 4.1.3).
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Sensor Altitude
As defined in this research, sensor altitude is measured relative to the ground where
as sensor elevation is with respect to mean sea level. The sensor altitude, as reported
in Tables 3.1 and 4.1, was approximately the same for both the exposed and con
cealed collections. This information was obtained from flight logs generated during
the collection campaign. More often than not, information about flying height is
generally recorded and available. From this we choose not to explicitly vary this
parameter. Additionally, variation in path length is more likely due to changes in
terrain height rather than variation in sensor altitude.
Day of Year (DOY), Latitude, Longitude, Time of Day (TOD)
The day of year parameter, together with latitude, longitude, and time of day,
help determine the position of the Sun in the sky. For this research all the before
mentioned parameters were known at the time of the collection (cf. Tables 3.1).
These parameters are usually recorded during collection time and are easy to obtain.
In the event that this information is not completely known, one can obtain estimates
by looking at shadow lengths and directions in the imagery to possibly obtain time
of day information. Day of year and latitude/longitude information is so generally
available that lack of knowledge of these parameters is not considered an issue.
4.1.3 Varied MODTRAN Parameters
In this section we continue our discussion on the remaining 3 scene dependant para
meters, visibility, scene topography, and water vapor scale factor. As per Sec. 4.1.2
we address what values were used, why they were selected, the level of difficulty in
knowing the values, as well as the impact of its uncertainty on detection. Addi-
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Figure 4.2: Variation in visibility, as seen by the sensor, using a rural extinction model.
The radiance spectra include the target (F3) reflectance and are for a fixed elevation,
water vapor scale factor, and TOD factors for the fully exposed collect. We can see that
scattering dominates below 0.7 /j,m while absorption dominates at wavelengths above 0.7
tionally, these parameters vary and therefore have ranges associated with them. We
further discuss the selection of such ranges in addition to sampling intervals.
Visibility
Visibility has one of the largest impacts on sensor reaching radiance because it is
directly related to scattering (as discussed in Sec. 3.1.1). This makes it a key
parameter to vary. We can see this variation and its impact on the sensor reaching
model of Eq. (3.6) in Figures (4.2 - 4.4). The parameters and values used to
generate these plots are those found in Table 4.1 for the fully exposed imagery. In
addition, the sensor altitude was set to 1.56 km with a water vapor scale factor of
0.5.
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Figure 4.3: Variation in visibility, as seen by the sensor, using a urban extinction model.
The radiance spectra include the target (F3) reflectance and are for a fixed elevation and
water vapor scale factor, and TOD factors for the fully exposed collect.
Figure 4.4: Variation in visibility, as seen by the sensor, using a maritime extinction
model. The radiance spectra include the target (F3) reflectance and are for a fixed eleva
tion and water vapor scale factor, and TOD factors for the fully exposed collect. We see
the same trends as with the rural extinction model except for much more scattering.
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Upon looking at Figure 4.2 using the rural extinction model, we see rather large
radiances in the visible (i.e., more scattering) and lower radiances in the NIR for
the lower visibilities. In general, the lower visibilities (for all aerosol models) means
lower atmospheric transmission and lower signal to the detector. However, lower
visibility also means an overall increase in scattering in the atmosphere. We see
that this effect is more pronounced at the lower blue wavelengths. Here we see that
the amount of flux to the sensor from the VIS region is larger than that from the
NIR. However, this increased flux is not from the target but rather the atmosphere
due to increased scattering. Conversely, we see that as visibility increases we get an
overall increase in atmospheric transmission and less scattering.
The trend using the urban extinction model, as seen in Figure 4.3, is slightly
different. Here we see a stronger absorption component (compared to rural) asso
ciated with more absorbers due to soot and carbonized particles. This produces
a lower and smaller range of radiance values in the visible (ignoring the 5km and
10km cases) but more variance when compared to the rural case.
When the maritime extinction model is used (cf. Figure 4.4) we can see a
significant amount of scattering in the visible. This scattering is mainly due to
water particles from sea spray based on a different particle size distribution than
the rural and urban aerosol types.
For the FR I imagery, the perceived horizontal visibility as measured at a station
in Baltimore, MD, ranged from 12 to 20 km for both the exposed and fully concealed
collections. These estimates were obtained from surface weather observations ob
tained from the National Oceanic and Atmospheric Administration (NOAA). The
actual collection site was approximately 20 miles east of Baltimore. It is believed
that this area had a atmosphere with slightly greater visibility than that which was
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was reported in Baltimore. Furthermore, the surface observations report horizon
tal visibility not vertical visibility, which will be slightly greater. Based on this
information, a range of 16 to 25 km was established.
In selecting the sampling interval about this range, we consider the change in
sensor reaching radiance as a function of visibility. In all the aerosol models of
Figures (4.2 - 4.4), we notice that as the visibility gets larger (particularly above
30 km) the variance in the sensor reaching radiance dramatically decreases. From
these plots we select the sample points 16, 18, 20, and 25 km, where we have chosen
two values below 20 km to capture more of the variability associated with the lower
visibilities.
Ground Topography
Ground topography is related to undulation of the terrain. Scene elevation is the
altitude of the surface relative to sea level. This parameter, together with the sensor
altitude, controls the amount of molecular absorption there is in a column of air from
the ground to the sensor.
For this research a scene elevation estimate of 0.015 km (50 feet) was obtained.
A second estimate of 0.006 km (20 feet), however, was also obtained from a different
source. It is unclear which of the two estimates are correct. Since the values are
relatively close to one another (i.e., the difference is not kilometers) their difference
will not impact detection results. In general, the scene elevation is relatively easy to
obtain since most of the Earth's topography, relative to sea level, has been mapped.
For the FR I test imagery, the sensors altitude was known to be approximately
5146 feet (1.56 km) (see Tables 3.1 and 4.1). To obtain the sensor reaching radiance
based on this geometry in MODTRAN, we set the altitude of the sensor (HI) to 1.56
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Figure 4.5: Variation in the ground topography parameter as configured in MODTRAN.
The sensor height is 1.56 km. We have additionally factored in variation due to scene
elevation of 50 feet.
km (looking down ANGLE=180 deg) and set the final altitude (H2) to the scene
elevation, which was known to be approximately 0.015 km (see Tables 3.1 and 4.1).
This can be seen graphically in Figure 4.5. If we wish to introduce variation, we
simply change the height of parameter H2. For this research we chose H2 values of
0.015, 0.03, and 0.045 km, while setting HI to 1.575 km. From Figure 4.5 we can see
that these values introduce a variation about the ground height of approximately
50 feet. This range in variation was selected because of the variation in estimating
the scene elevation. There was no ground variation (i.e, factoring in major hills or
mountains) because it was known at the time of collect that the ground below being
imaged was fairly flat.
At a visibility of 20 km the variation in ground topography (with a sensor height
of 1.56 km) is relatively small, as can be seen in Figure 4.6. Here we have fixed the
visibility to 20 km while using an extinction model for rural aerosols. We then fix
the sensors height to 1.56 km and vary the final height (H2). Though we see changes
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Figure 4.6: Variation in sensor reaching radiance as the ground topography parameter
is altered (H2). For this plot we fixed the visibility to be 20 km, used a rural extinction
model, and set the sensor height to 1.56 km.
through out the entire spectrum, the largest change occurs in the amount of water
absorption around 940 /im and 1140/xm.
Though this variation, for the sensor/scene geometry used in this research, is
relatively small, we have presented amethod on how to vary the amount of molecular
absorption there is in a column of air from the ground to the sensor. The impact of
this variation increases with terrain variation and decreased visibility.
WV Scale Factor
As explained in Sec. 3.1.3, water vapor is by far the largest contributor to absorption
in the atmosphere. The basis for this type of absorption in our physicalmodels comes
from one of the 6 default MODTRAN atmospheric water vapor profiles, which are
atmospheric model dependant (cf. Figure 3.3).




Figure 4.7: Plot showing variation in sensor reaching radiance as a function of water
vapor scale factor. Atmospheric model used was that of mid-latitude summer with a
visibility of 30 km.
As mentioned in Sec. 3.1.3 the method in which the column water vapor is
varied is through use of a water vapor column scaling factor. The sensor-reaching
effects of modulating the column water vapor can be seen in Figure 4.7. For this
plot, the sensor height (HI) was set to 1.56 km with the final height (H2) set to
0.015 km. We then varied the water vapor scale factor from 0.2 to 1.2, using the
mid-latitude summer model atmosphere with a visibility of 30 km. In this plot we
notice a significant increase in absorption near the water bands (i.e., 940 nm and
1140 nm) as the WV scale factor is increased.
Ideally, one would like to have a radiosonde profile at the collection site taken at
the time of image acquisition. Since radiosonde data was not available, we chose to
estimate the integrated column water vapor through use of physically based algo
rithms. The water vapor retrieval algorithms CIBR and APDA (cf. Sec. 3.1.3) were
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Figure 4.8: Estimation of per pixel total column water vapor using the FLAASH algo
rithm.
not available at the time of this research. However, as mentioned in Sec. 3.1.3, a by
product of physically based atmospheric compensations algorithms is an integrated
column water vapor map. For this research, water vapor maps were obtained from
the FLAASH algorithm using a mid-latitude summer model atmosphere and similar
scene geometry (i.e., TOD, DOY, sensor height, etc.) as used in this research. The
FLAASH water vapor map used can be seen in Figure 4.8.
In order to estimate the range of water vapor values, a histogram of the FLAASH
WV map was created in units of [g/cm2], as can be seen in Figure 4.9. From this
we can see that most of the water vapor values fall between 1.5 and 2.0 [g/cm2],
with some of the values being as large as 2.3 [g/cm2]. Based on this, the mean value
is approximately 1.8 [g/cm2]. Therefore, we would like a MODTRAN WV scale
factor that produces integrated values in this range with a mean integrated value of
approximately 1.8 [g/cm2], though this is a little large, since the histogram is not
truly Gaussian. A more realistic value might be around 1.75 [g/cm2].
To see the effect WV scale factor has on our given geometry (i.e., a sensor height
of 1.56 km), a set of MODTRAN runs was established where the WV scale factor
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Figure 4.9: Histogram of water vapor map produced by the FLAASH algorithm.
was varied and total vertical column water vapor amount extracted. MODTRAN
reports both the line_of_sight path (measured from the sensor to the ground) as
well as the vertical_path_to_space (measured from the ground to space along the
solar illumination path) integrated water vapor values. The latter of these two
(verticaLpath_to_space) is what we call total column water vapor and is used to
compare against FLAASH derived values.
The results of these runs can be seen in Figure 4.10. As expected, the integrated
water vapor value varies linearly with scale factor. That is, for this mid-latitude
summer atmospheric profile we have the relation
WVscalaT = 0.34(TCWVmls) + ( 0). (4.1)
Therefore, in order to obtain the MODTRAN scale factor, we only need to know
the total integrated water vapor amount for the atmospheric WV profile. From this,
we can linearly scale to the total water vapor amount to obtain the scale factor.
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Figure 4.10: Plot showing the linear dependence of water vapor scale factor to total
integrated water vapor.
Using this model we can estimate the water vapor scalar for an integrated column
value of 1.75 [g/cm2]. This produces a scalar of 0.6. We can also estimate the
extreme scalar values for the range which were found to be 0.5 and 0.7. To encompass
the full histogram, those WV values in the tails, we extend this range slightly to
0.4 to 0.8. As for sampling in this range we simply sample in an interval of tenths
producing the set of values 0.4, 0.5, 0.6, 0.7, 0.8.
4.1.4 Generating a Target Space
Once we have completed our MODTRAN runs we can begin to parse the look up
table (LUT) to obtain the terms in Eq. (3.6). The look up table does not contain
each variable in Eq. (3.6) but rather groups the terms according to the following,
Ls = (Ldrct-refl + Ld)r + Lu (4.2)
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where LdTCtre^ is the signal from the sun-to-ground-to-sensor. That is,
Ldrctj-efi E's cos a Tyr2r + Ldr2r. (4.3)
The downwelled term Ld is calculated as the difference between Lgnd and Ldrct_refi
where we express Lgnd as
Lgnd = {LdTCt.refl + Ld)r. (4.4)
To obtain the upwelled or path radiance Lu, the surface albedo in MODTRAN is
set to zero so as to eliminate the direct and downwelled terms. This is computed
as an additional run during the MODTRAN creation stage. The final output of all
the MODTRAN runs is a formatted ASCII file containing the results of the above
calculations. The remaining varied parameters are implemented as a post process
operation and are described in the next section.
Not included in the above model is radiance due to adjacency effects. These are
photons that originate from reflected radiance of the surrounding area, out of the
field of view, and are scattered by the atmosphere into the field of view. Since this is
similar to a path scattering term, it can cause image blurring, to a lesser extent, and
reduce the overall contrast of the image. To explore this effect, a possible average
background albedo could be incorporated as a means to calculate path radiance due
to adjacency effects. This will be the subject of future research.
Varying Target Orientation and Shape Factor: Fully Exposed Imagery
Once the MODTRAN runs are completed we can implement variations in target
orientation angle as well as shape factor values as a post process operation. It is at
this stage that we additionally implement spectral resampling, units conversation,
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and determination of bad bands, and ultimately band elimination, due to low signal-
to-noise and atmospheric water absorption.
For the fully exposed imagery it was known that the targets were placed on
relatively flat ground. Therefore, the expected angle of the targets, relative to Sun,
should not vary much (i.e., rotation angle should be zero). However, a slight change
in illumination (10%) was introduced which produced a rotation angle range of3
degrees for the given time of day (i.e., zenith was 60 degrees). Therefore, the angles
implemented in generating the target space were -3, 0, and +3 degrees. Intermediate
angles (i.e., 1 and 2 degrees) were not used because such small rotation angles (and
therefore small percentage change in illumination) would not add any additional
benefit to the target space in addition to making the target space un-necessarily
large. The true impact this sampling has on detection performance is the subject of
future work.
In general, the user can either base the targets rotation angle range on knowing
something about the terrain and thus how the targets are angled to the Sun, or base
the angle range on a desired percentage of illumination gained or lost.
It should be noted that the selection method is a function of the time of day
and therefore the zenith angle. For example, if we had a rotation angle of 5 degrees
and the zenith angle was 60 degrees, we would expect a 16% decrease in direct
illumination onto the target. If, however, the zenith angle was 10 degrees (i.e.,
different time of day), we would expect a 2% decrease in direct illumination for the
same rotation angle.
The shape factor value used for the fully exposed imagery was 0.8. That is,
we reduced the downwelled contribution onto the target by 20%. This value was
selected based on knowing the layout of the imaged site. As can be seen in Figure
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3.11, all of the panels were adjacent to a nearby forested region thus reducing their
exposure to the hemisphere above. Based on this, an estimate of approximately 20%
was used. For this research, no range was implemented in lieu of future work which
will elucidate the impact this downwelled term has on detection results.
Varying Target Orientation and Shape Factor: Fully Concealed Imagery
For the fully concealed imagery, we would like to reduce the direct solar term to
almost zero. In a rotation sense, this would have the same effect as rotating the
target such that it was 90 degrees from the Sun. Since the zenith angle was known
to be 36 degrees, a rotation angle of -54 degrees [cf. Eq. (3.4)] would produce a
direct term contribution of zero. More than likely, however, there is some amount
of direct illumination (propagating through the tree canopy, etc.) on the target.
Therefore, we reduce the direct term by approximately 90% rather than 100%. In
doing so, we select a rotation angle of -49 degrees which reduces the direct term
approximately 90%. We chose not to vary this term since most of the variation is
related to the amount of downwelled radiance onto the target not the amount of
direct solar radiance.
As previously mentioned, there is more uncertainty in the shape factor term than
the direct term. This is due to the fact that we only know the targets are concealed,
however, we don't know the level of concealment. Therefore, we seek a range of
shape factor values that can potentially encompass this level of concealment. The
shape factor values chosen based on the concealed image (cf. Figure 3.12) and
photographs of the targets under concealment, were 0.3, 0.4, and 0.5. We chose 3
values simply to keep the target spaces for the exposed and concealed data sets the
same size. The actual impact variation in this parameter has on detection, will be
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investigated in future work.
4.1.5 Summary of Target Space Generation and Calibration Is
sues
In the previous sections we explicitly outlined the process of creating hundreds of
spectra utilizing the atmospheric propagation code, MODTRAN. Additionally, we
listed the various parameters required by the user in order to create such spectra.
This was followed by sections that differentiated parameters in terms that were fixed
(but selected by the user) and ones that were varied over a range. These varied
parameters included visibility, ground topography, water vapor scale factor, target
orientation (or effective reduction in direct solar radiance), and shape factor. A
summary of the varied parameters and their ranges can be seen in Table 4.2. These
combinations produced a total of4-3-5-3-l = 180 target space vectors for the
exposed imagery as well as 4 3 5 1 3 = 180 vectors for the fully concealed imagery.
We can see that compared to previous studies [14], the target spaces created in this
research are very small. Future work will analyze how growing target spaces (to
include more target variability) impacts target detection.
In addition to differentiating fixed from varied parameters, we also explained why
the parameter was varied, what value was used, the level of difficulty in knowing
the parameter, why the selected range was chosen along with the sampling with
in that range. Common to all these parameters is that they are scene dependent.
Though we have taken some of the guess work out of the process, there still remains
the quantitative impact some of these variables have on detection results, though
in some sections we have explain what our intuition would lead us to believe. This
topic will be addressed in future research.
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Table 4.2: Summary of varied parameters for both the fully exposed and concealed
images.
Exposed Image Concealed Image
Visibility [km] 16. 18, 20. 25 16. 18. 20. 25
GND Topography (H2)* [km] 0.015. 0.030. 0.045 0.015. 0.030. 0.045
WV Scale Factor 0.4. 0.5. 0.6. 0.7. 0.8 0.4. 0.5. 0.6. 0.7. 0.8
Target Orientation* [deg] -3. 0. 3 -49
Change in Target Illumination* -9.2A. 0. 8.8% -89%
Shape Factor O.S 0.3, 0.4. 0.5
*See Sec. 4.1.3 for details on geometry parameters.
* Relative to the target normal.
After generating MODTRAN spectra and implementing the post processing
steps (i.e, inclusion of target orientation, shape factor, etc.), we can finally gen
erate a target space. Using Eq. (3.6) and the values found in Tables 4.1 and 4.2,
along with a measured reflectance of the target, we generated the target spaces
shown in Figure 4.11. In both Figure 4.11(a) and (b), we have over plotted an ac
tual image pixel of the F3 target panel. We can see that both target spaces (exposed
and concealed) encompass the image derived target pixel rather well. The exception
is in SWIR region for the fully concealed case, which we will address below.
Calibration Issues
In Figure 4.11, we notice there are some slight discrepancies in the fit between our
model and the image derived target pixel. This lack of fit is more pronounced in the
SWIR for the fully concealed target space. Upon initial investigation, this difference
was believed to be related to a calibration error associated with pre-1997 HYDICE
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Figure 4.11: (a) Illustrates a 180 vector target space generated for the fully exposed
imagery while (b) shows a 180 vector target space for the fully concealed imagery. Over
plotted in both target spaces is an actual image derived F3 target pixel.
imagery. Data of this vintage had a discrepancy due to an error in the absolute
calibration of the in-flight calibration bulb and was found to be most pronounced
in the 1.7 to 2.5 fim region. The solution involved developing a set of correction
coefficients that related 1995 to 1997 FCU radiance data.
It was known at the time of this research that the exposed imagery (run05)
already had this correction factor applied. However, upon a second iteration, or
review, of the results presented in this research, it was determined that the correction
factor was not applied to the fully concealed imagery (run25). In Figure 4.12(a) we
see the results of applying such a correction curve to the F3 pixel in the concealed
imagery. The correction curve appears as a red line roughly centered around one.
Though there are some noticeable changes around 0.464 and 1.04 ptm, we can see
that the scale factor has not increased our radiance values in the SWIR to a level
predicted by the model. As an example of this scaling, we show two values at a
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Figure 4.12: (a) Plot showing absolute calibration correction factor (red line) and the
result ofmultiplying such a correction factor to an F3 pixel in the fully concealed imagery.
(b) Shows the same target space in Figure 4.11(b) except with the calibrated F3 pixel over
plotted onto the fully concealed target space.
wavelength of 1.75874 \im. We can see that with such small radiance values, the
increase is negligible. This leads us to believe that the discrepancy in the SWIR
is unrelated to the above mentioned calibration error and needs to be investigated.
Still, we go ahead and apply the correction factor to the data knowing that this
source of error needs to be addressed in future studies. The fully concealed target
space with the calibrated F3 pixel over plotted can be seen in Figure 4.12(b). Here
we see a slightly better fit to our target space in both the 0.464 and 1.04 ptm regions
but negligible improvement in the 1.6 to 1.7 \im region.
4.1.6 Target Space Evaluation
One of the goals of this research is to demonstrate that target detection on un
compensated radiance imagery is a possibility. Typically, target detection is per-
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formed on compensated imagery where atmospheric compensation algorithms state
their perform and/or ability to obtain accurate ground leaving reflectance, in re
flectance units. A similar approach can be used here by first modeling a given
radiance image pixel t^ as a linear combination of target space vectors. That is we
assume a linear mixing model of the form
tpiX = Tspca + e (4.5)
where Tspc is a matrix of target space spectra, a is a vector of weights, and e is the
residual error or model lack of fit. It is this error we wish to minimize. The least
squares solution of a that minimizes the error e = \tpiX Tspca| is of the form
a = T\pctpix (4.6)
where, using a singular value decomposition approach, T\ = VA_1UT. The diag
onal matrix
A-1 is made up of j singular values, Wj such that
A-1
= [diag(l/u. .,)].
A plot of the image target pixel (in radiance space) and target pixel estimate, for
both the exposed and concealed scenes can be seen in Figure 4.13. The estimation
fits the actual image pixel well. We can further quantify this fit by computing the
difference between the vectors. Additionally, we can convert this quantity from
radiance to reflectance by normalizing by the radiance that would be produced
had we had a unit reflector (i.e., r=l). That is, we use Eq. (2.49) again setting
r=l. Since there are 180 target space vectors, we choose the single vector that was
generated using our best guess of the atmosphere (cf. Sec. 4.1). The results of this
subtraction and normalization can be seen in Figure 4.14 for both the exposed and
concealed imagery.
Finally, we can compute an RMS error as a function of wavelength. This is
similar to a cumulative RMS error where the last value in the sum would be the
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Figure 4.13: Estimation of target image pixel using physically derived target vectors for
the (a) exposed and (b) fully concealed data sets.
(a) (b)
Figure 4.14: Plotting the reflectance normalized difference between the target image
pixel and target pixel estimate using physics based modeling for both the (a) exposed and
(b) concealed data sets.
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Figure 4.15: Cumulative RMS error as a function of wavelength for both the (a) exposed
and (b) concealed data sets. The last value in these plots is the total RMS error.









where N is the total number of bands, tPix Tspc oc, and tT=i is the radiance
spectrum when the target has a reflectance of one. This result can be seen in Figure
4.15 where we can see the error in the visible for both the exposed and concealed data
sets is below 0.5%. The cumulative error increases as we get to longer wavelengths
due to the increased lack of fit between the model and pixel.
4.2 Target and Background Endmembers
In this section we discuss the process of obtaining a geometric description of the
target space and background imagery through use of vector algebra. In all cases,
we seek out endmembers using the geometric method called the Maximum Distance
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Figure 4.16: Plot showing 7 endmembers extract from the target spaces generated for
the (a) fully exposed and (b) fully concealed image data sets.
method (MaxD), as discussed in Sec. 2.2.3. We then discuss a method that helps
mitigate against target pixels from becoming potential background endmembers.
4.2.1 Target Endmembers
Endmembers were generated from the physically generated target spaces using
MaxD. For the target spaces generated, a total of 7 endmembers were obtained,
based on both the fully exposed and concealed data sets (cf. Figure 4.16). We
selected 7 endmembers based on previous studies [3] where it was determined that
utilizing approximately 7 endmembers with around 14-17 background endmembers
produced the best detection rates when applied to FR I imagery.
4.2.2 Background Endmembers
When describing an image background using the concept of vector algebra, one runs
the risk of selecting a desired image target as an endmembers. If this happens,
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then the target signature will be grouped with the background description and will
ultimately get suppressed in the detection stage, where we look to suppress the
background only. Depending on the overall target-to-background contrast, this may
not be that uncommon. In a high contrast situation, where the target pixel(s) stand
out from the background, in a geometric sense, it is highly likely that the targets
will be selected as endmembers. Since most endmember finding methods locate
the minimum convex set using a geometric convex hull approach, the target pixels
are sure to be located at one of the vertices of such a hull. On the other hand,
if the target has a very low contrast, relative to the background, then it probably
won't get selected as a candidate endmember. However, in this situation, if the
target/background contrast is too low, then we won't have any chance of finding the
target in the first place since it may end up looking like background.
Augmenting the Background Space
To circumvent this dilemma, we seek background endmembers using an augmen
tation approach [31]. In this approach, we simply augment the background data
vectors with the physics derived target space vectors. The idea is that we are trying
to mask or shield the actual target image pixels with the physically derived ones. If
the shielding process is successful, then the endmember finding routine will locate
the physically derived vectors before it finds the actual target image pixel. Since we
know which vectors went into the augmentation, we can check for them and remove
them accordingly after the endmember selection process. This is a very promising
solution to the problem of inadvertently finding target endmembers and is made
possible simply because we are using a physically derived target space. Issues re
lated to this technique have not been fully explored in this research because of time
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constraints and keeping to relevant subject matter. This is certainly the topic of
future research and will be explored heavily.
To further aid in this process, by reducing processing time and maximizing vari
ance as it relates to information content, we can implement our endmember finding
routine on augmented data in a dimensionally reduced space. That is, we can apply
a principal components or noise adjusted principal components transform to the
data. For this research, a PC transform was applied to the augmented data before
the endmember routine was applied.
Using the MaxD algorithm, 15 background endmembers for both the exposed
and fully concealed data sets were found. This number of endmembers was chosen
based on previous studies [3] that showed that a background description using ap
proximately 14 to 17 endmembers produced the best detection rates when applied
to the FR I data set. For the exposed imagery, one of the target panels (F2) was
found to be an endmember. Since MaxD looks for extrema in the data set, and
target F2 was much brighter than any other target, it was not surprising that this
panel was found. However, this can be a problem if F2 was to be the desired target.
This issue, and possible solution, is further discussed in the paragraph below. For
the concealed image none of the hidden panels were found to be endmembers. This
also is not surprising since the panels were concealed and the imagery was much
"busier" than the exposed image. In the exposed imagery the targets were in the
open and are more likely to make up vertices of the convex hull.
It was found that the
"masking"
process did not always work in shielding the
target pixels. This could be due, in part, to calibration and noise issues, which
were not factored into the target spaces. It was also observed, however, that when
computing endmembers in a reduced space, we were less likely to find the actual
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target pixels than had we run the endmember finding routine on the original data
set (in radiance space). It should be noted, however, that there were cases in which
the target pixel was still found to be an endmember. It is believed that this would
not be an issue if we truly captured the target inside the convex hull of Figure 4.11.
This issue of masking or shielding the image target pixels with physics based target
spaces will be investigated in future work.
4.3 Detection Results For PBosp, SMF, SAM
In this section, we present the results of applying the PBosp detector to the Forest
Radiance I, exposed and concealed imagery. As a means of comparison, we addi
tionally apply the (stochastic) Spectral Matched Filter (SMF) and Spectral Angle
Mapper (SAM) to the data sets as well. The results are broken up into two cate
gories pertaining to the exposed and fully concealed imagery. Within each of these
categories, we present the raw 2-dimensional test statistic images, in pairs, such that
the first image is the original test statistic, byte scaled and the second is a version
with a threshold applied. This layout of the image pairs, as well as order of appear
ance, is illustrated in Table 4.3. At the end of each section, we present the results
of generating ROC curves based on both the exposed and fully concealed data sets.
4.3.1 FR I Exposed Imagery Results
The first data set explored was from the FR I exposed collection. Each algorithm
was applied to this data and and results were obtained both qualitatively and quan
titatively. In order to more readily interpret visual results, we include the exposed
target mask of Figure 3.14 again here in Figure 4.17.
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Table 4.3: Summary of test statistic images for both exposed and concealed data sets
Test Static Image Result Test Statistic Threshold Image Result
SAM SAM w/ threshold
SMF SMF w/ threshold
PBosp Using bvt PBosp Using bvt w/ threshold
PBosp Using Mean'1 PBosp Using Mean' w/ threshold
^Using 7 basis vectors for T
fUsing single mean target space vector for T => t
F2 \F3/ F4 F5
Figure 4.17: Target labeled FR I exposed image. The targets are in columns, above and
below each label.
SAM - Exposed
The first algorithm to be applied was the spectral anglemapper (cf. Sec. 2.3.1.) This
algorithm was applied to ground-leaving reflectance imagery where the Empirical
Line Method (ELM) was used to perform atmospheric compensation. We selected
reflectance imagery (over radiance imagery) because this is how the algorithm is
typically applied. However, it should be noted that this "research
grade"
reflectance
CHAPTER 4. RESULTS 122
imagery is not what the analysis typically has available. Therefore, we should expect
an upper performance bound as well as overly optimistic results for the SAM and
SMF algorithms. The target spectral reflectance (F3) was obtained from a field
spectrometer and resampled to the 170 bands used throughout this research.
The test statistic image produced by this detector can be seen in Figure 4.18. For
the SAM algorithm, the expected output is an angle measure in radians, where the
smaller the angle the closer the test pixel in question is to the measured reflectance
spectrum. This map of byte scaled angles can be seen in Figure 4.18(a) where small
angles are seen as dark pixels. We can see that there are many dark pixels on targets
F3, F5, and T2. Some of the other targets, like F12 and TI, seem to have slightly
larger angles but not nearly as large as the forested region or background grass.
Though the byte scaled test statistic image is useful to visually assess, it does
not tell us anything about the top "scores", or in the case of SAM, the top smallest
angles. We proceed in this direction by only displaying the top 20 (smallest) angles.
This was achieved by establishing a threshold value of 0.157 radians (8 degrees).
The resultant image can be seen in Figure 4.18(b). From this, we can see that the
top 20 scores are associated with targets F3 and F5. This comes as no surprise since
previous studies (cf. Sec. 3.3) showed that targets F3 and F5 were very similar in
spectral character.
SMF - Exposed
We then applied ENVI's build-in Spectral Matched Filter (SMF) algorithm the
the exposed image. This algorithm was also applied to ground leaving reflectance
imagery (compensated using the ELM algorithm). Again, with the thought that
this is how the user would typically apply this algorithm to hyperspectral data.
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Figure 4.18: Results after applying the SAM algorithm to the FR I exposed data set.
The raw test statistic image (a) (map of angles) can be seen next to a version with a
threshold applied (b). For the SAM algorithm low values (dark pixels) are equivalent to
the most probable detects.
The test statistic results for this algorithm can be seen in Figure 4.19. Unlike
the SAM algorithm, the SMF produces large values when the test pixel in question
is similar to the target reflectance spectrum. Additionally, this detector is stochastic
in nature and utilizes a covariance estimated from the entire image. The results can
be seen in Figure 4.19(a) where we have slightly different results, in the ranking of
targets, than the SAM algorithm. Here we still see that the most probably detects
are from the F3 and F5 panels, but we also see that the remaining panels didn't
score as high as when the SAM algorithm was applied. Additionally, we notice that
the background has been uniformly suppressed. When we proceed to examine the
top 20 detects [cf. Figure 4.19(b)], we see that the detections are still related to
targets F3 and F5. This image was achieved by using a threshold value of 0.054.
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(a) (b)
Figure 4.19: Results after applying the SMF algorithm to the FR I exposed data set.
The raw test statistic image (a) can be seen next to a version with a threshold applied (b).
For the SMF algorithm high values (bright pixels) are equivalent to the most probable
detects.
PBosp - Exposed
The last detector applied to the FR I exposed imagery was the Physics Based Or
thogonal Subspace Projection (PBosp) algorithm. This geometric detector was ap
plied to, not reflectance, but sensor-reaching radiance imagery. We start by applying
the detector using 7 basis vectors found using the MaxD algorithm. Again, we select
7 based on previous studies that showed approximately 7 target space basis vectors
produced maximal results when applied to FR I imagery [3].
The PBosp algorithm, like the SMF, also produces large values that can be
associated with highly probable targets. The resultant test statistic image can be
seen in Figure 4.20(a). Here we see that the detector has picked up on targets F3,
F5, Fll, TI and T2. Again this is not that surprising knowing that the spectral
character of these panels is very similar. It does, however, perform poorer than the
SAM and SMF algorithms which were applied to research grade reflectance imagery.
We can further examine the top 20 detects in order to obtain a visual ranking, as
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Figure 4.20: Results after applying the PBosp algorithm, using 7 basis vectors, to the
FR I exposed data set. The raw test statistic image (a) can be seen next to a version
with a threshold applied (b). For the PBosp algorithm high values or abundances (bright
pixels) are equivalent to the most probable detects.
can be seen in Figure 4.20(b). This image was achieved by using a threshold of
0.65. This threshold value, unlike that of SAM and the SMF, is loosely related to
target abundance. Here, we notice that most of the detects are indeed associated
with target F3 but there are still false detections from targets F5, Fll and one pixel
from target T2.
The reason for this may be linked to the size or breadth of the target space. Since
these panels all have similar spectral character, they can easily manifest themselves
in a target space that is built on "combinations" of how one of the signatures (F3)
is to appear at the sensor, though this has not been quantitatively evaluated. The
question still remains as to how varied can the target space be before we encounter
"crosstalk" issues, as it relates to false alarming on similar targets to that of F3.
The target space built in this research was a direct reflection of the scene and
atmospheric conditions at the time of collection and should be of
"optimal"
size.
The exact reason for this potential crosstalk is the topic of on-going work.
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Figure 4.21: Results after applying the PBosp algorithm, using the mean target space
vector, to the FR I exposed data set. The raw test statistic image (a) can be seen next to
a version with a threshold applied (b). For the PSosp algorithm high values or abundances
(bright pixels) are equivalent to the most probable detects.
To test the theory of the target space being all to encompassing, the PBosp
detector was applied to exposed imagery using only the mean target space vector.
This result can be seen in Figure 4.21 where we see improvement over using 7 basis
vectors. The test statistic image of Figure 4.21(a) shows the largest amount of
background suppression, when compared to SAM, SMF, and the PBosp detector
using 7 basis vectors. We also see that high abundances are still coming from
targets F5, TI and T2 with abundances related to Fll greatly reduced. When we
threshold this image (using a value of 0.51) to view the top 20 abundances, we can
see that targets Fll and TI have been suppressed while targets F3 and F5 remain.
This result is comparable to that found using SAM and SMF on the research grade
reflectance imagery.
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ROC Curves - Exposed
Quantitative results were obtained using Receiver Operating Characteristic (ROC)
curves. These curves were based on the FR I exposed truth mask discussed in Sec.
3.3.3. That is, the mask used, shields or covers up the other man-made targets in
the scene. The Detection Rate (DR) for the exposed scene ROC curves is based
on trying to identify all 35 full and sub pixel F3 targets (where DR=1 when all 35
targets have been found). The False Alarm Rate (FAR) is related to how many false
alarms we incur while trying to find target pixels. For the exposed image, the total
number of image pixels was 37,500 such that FAR=1 when we have 37, 500\37, 500.
The curve itself is generated by ordering all 37,500 detection values. We then,
starting with the largest detection value, check to see if the value is related to a
target or background pixel while keeping tract of detects and incurred false alarms.
In an ideal case, the first 35 detection values (for target F3) would be related to the
image target.
The performance of each detector can be seen in Figure 4.22. In Figure 4.22(a),
we have "zoomed in" on the linear FAR scale such that the maximum value is 1 10~2
which, for this data set, is equivalent to false alarming on 370 pixels out of 37,500.
The ROC curves show that SAM and PBospdw (using 7 basis vectors) finds about
60% of the target pixels with out any false alarms, while the SMF detector finds
about 85% of the targets, also with out any false alarms. The PBospmiean (using
the mean target space vector), however, locates almost 95% of the target pixels
with out any false alarms. After this point the curves are fairly flat which means
the detectors are incurring FA's while not finding many more targets.
According to the visual images discussed earlier, the SMF detector seemed to
perform the best, at least when looking at the top 20 detection values. The ROC
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curve of Figure 4.22, however, tells a different story because we are now factoring in
all target pixels. In actuality, after the first 20 detection values, the SMF starts to
false alarm on more background than the PBospmiean detector does, as the ROC
curve illustrates.
Perhaps a more intuitive look at the behavior of the detectors is to plot the ROC
curves on a log scale, as can be seen in Figure 4.22(b). This type of plot enables us
to view the behavior of the entire ROC curve on a compact scale. Since we only have
37,500 image pixels, the lowest FAR we can obtain is 1\37, 500 or approximately
2- 10~5. The plot shows similar trends to its linear equivalent except now we can also
see where the first false alarm occurs for each detector. For example, as mentioned
before, the SMF found about 85% of the target pixels with zero FA's. From the log
ROC plot we can see that the first FA occurs around 1.5- 10-4. For the PBosp_mean
detector we see the first FA does not occur until 2.5 10~2. This means it found 33
target pixels with no FA's but then did not find the 34 for another 937 test statistic
values. To find the last target pixel, the algorithm had to go through over half the
image pixels (result not shown).
Detection: ATREM and FLAASH with SAM and SMF - Exposed
The previous results using the SAM and SMF algorithms, as applied to ELM com
pensated imagery, assumed one had access to calibration panels in the scene of
interest. In a real world situation, however, this is rarely the case. In this event,
one might resort to radiation transfer models to perform atmospheric compensation.
The FLAASH and ATREM algorithms are two such models that were analyzed, in
conjunction with the SAM and SMF algorithms, as to their impact on detection.
That is, the FLAASH and ATREM algorithms were both applied to the FRI im-
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Figure 4.22: ROC curves for the SAM, SMF, PBosp algorithms, as applied to the FR
I exposed data set. The SAM and SMF algorithms used ELM data. Shown are results
plotted using (a) linear and (b) log scales. For the log scale in (b), the curves start
from the left when the detector encounters the first false alarm (FA). That is, since there
is no "zero", the curves appear (or start) when the detector encounters a FA. For the
PBosp-mean case, the first FA is encountered around 2.5 IO-2.
agery producing an estimate of ground leaving reflectance. These cubes were then
used with both the SAM and SMF detection algorithms. It should be noted that
the cubes were not processed (in house) as part of this research but rather obtained
from MIT's Lincoln Laboratory, where processing was performed.
Results using ATREM compensated imagery can be seen in Figure 4.23. Here,
we have re-plotted the PBosp results from Figure 4.22 for comparison purposes. We
can see that the performance of both the SAM and SMF algorithms has decreased.
This is not surprising. The radiation transfer models usually don't compensate as
well as the ideal-piecewise ELM approach using known calibration panels. The SAM
algorithm now performs similar to the PBosp_bv case while the SMF shows a much
sharper decrease in overall performance.
Another data set, compensated using the FLAASH algorithm, was also analyzed
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Figure 4.23: ROC curves for the SAM, SMF, PBosp algorithms, as applied to the FR I
exposed data set. The SAM and SMF algorithms used ATREM data. Shown are results
plotted using (a) linear and (b) log scales. For the log scale in (b), the curves start from
the left when the detector encounters the first false alarm (FA).
in terms of its impact on detection. These results can be seen in Figure 4.24. Again,
we have re-plotted the PBosp results from Figure 4.22 for comparison purposes.
Here, we see that the SAM algorithm exhibits a similar decrease in performance
to that using ATREM. However, we see an over all increase in performance when
using the SMF algorithm, which is a much difference result than that found in Figure
4.23. In general, we would have expected some level of decreased performance, as
was shown with the SAM algorithm. What is questionable is the fact that, using the
SMF algorithm, we saw a dramatic decrease in performance when using ATREM but
an increase in performance using FLAASH. Since these atmospheric compensation
algorithms are fairly similar, we would expect similar trends. Therefore, the results
using FLAASH maybe in question and should be reevaluated.
Overall, we can see that the results using the SAM and SMF algorithms are
clearly atmospheric compensation dependant. More specifically, we see that the
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Figure 4.24: ROC curves for the SAM, SMF, PBosp algorithms, as applied to the FR I
exposed data set. The SAM and SMF algorithms used FLAASH data. Shown are results
plotted using (a) linear and (b) log scales. For the log scale in (b), the curves start from
the left when the detector encounters the first false alarm (FA). That is, since there is no
"zero", the curves appear (or start) when the detector encounters a FA.
SMF does fairly well, with the exception of the result using ATREM data. This
might not be a surprise considering the statistical nature of the test scene. That
is, the SMF uses a covariance for its normalization. Therefore, it expects data that
adhere to Gaussian statistics. Most scenes do not exhibit normal behavior, however,
the exposed test scene used in this research is fairly homogenous and uniform. That
is, it does not exhibit large spatial/spectral variation, such as that found in an urban
setting. To explore the true behavior of the SMF detector, and its assumptions, one
should test the algorithm on larger varying urban-type data.
4.3.2 FR I Concealed Imagery Results
To rigorously test the performance of the SAM, SMF, and PBosp algorithms, we
utilized the FR I fully concealed data set where the same targets as in the previous
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Figure 4.25: Target labeled sub section (250 x 300 pixels) of the larger FR I concealed
image.
section were placed in full concealment by moving them to an adjacent forested
area. The SAM and SMF algorithms were tested on data that was compensated
using ELM, where known calibration panels were used. Unlike the previous section,
here, we did not evaluate the SAM and SMF algorithms using the ATREM and
FLAASH compensation algorithms due to unavailability of the data.
The term "fully
concealed"implies, at the very least, the targets did not have
any direct solar irradiance on them. In order to more readily interpret visual results,
we include the concealed target mask of Figure 3.15 again here in Figure 4.25.
SAM - Concealed
The first detector to be applied to the concealed imagery was the SAM algorithm.
Again, the detector was applied to ground leaving reflectance imagery which was
compensated using the Empirical Line Method (ELM). The target we wish to find
is the cotton panel designated F3. In the truth image of Figure 4.25 we see multiple
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target designations for the F3 panel. These different designations refer to the panels
size. All targets with the suffix "a" are 3 x 3 meters in size while those with the
suffix
"b"
are 2 x 2 meters in size.
The byte scaled test statistic image produced by the SAM algorithm can be seen
in Figure 4.26(a) where dark pixels represent smaller angles. This result is similar to
when SAM was applied to the exposed imagery in that the forested region produces
overall larger angles than than the grass region. Since the targets are so small and
hard to see in this image, we go ahead and set a threshold of 0.2 radians (11 degrees)
to view the top 100 test statistic values. This result can be seen in Figure 4.26(b).
When comparing the thresholded result to the concealed truth image, we notice
that there are no detections related to any of the target panels, even after 100 false
alarms. The reason for this is that the target signature has significantly changed due
to spectral illumination effects and computing a simple angle between two vectors
is not enough to locate the signature in the image.
Though, to first order, the SAM algorithm is "invariant" to magnitude or bright
ness changes, the spectral change in illumination is enough to offset this algorithm.
Since the panel is in the shade (i.e., no direct solar illumination on it), the flux
upon it should be more from the sky dome (downwelled radiance) than the direct
Sun (not considering adjacency effects). This is the concept of the invariant method
and was discussed in detail in Sec. 2.4.1.
SMF - Concealed
The next detector applied to the concealed imagery was ENVI's SMF algorithm. It
was also applied to the ground leaving reflectance imagery, compensated with ELM.
The results of this algorithm can be seen in Figure 4.27(a) where high values (bright
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Figure 4.26: Results after applying the SAM algorithm to the FR I concealed data set.
The raw test statistic image (a) (map of angles) can be seen next to a version with a
threshold applied (b). For the SAM algorithm low values (dark pixels) are equivalent to
the most probable detects.
pixels) are equivalent to the most probable detects. We can see that the SMF, unlike
the SAM algorithm, has uniformly suppressed the background. In addition, there
are bright pixels in regions where potential targets are located.
We can evaluate this more by looking at the top 12 test statistic values. The
image locations for these can be seen in Figure 4.27(b). To produce this image a
threshold value of 0.0255 was applied. This image clearly shows the target panel
F3a as well as F3b and F5. The SMF false alarmed on a pixel that is located in
between targets F3a and F3b. This result is much better than that produced using
the SAM algorithm.
Unlike the SAM algorithm, SMF computes an image wide covariance estimate
when generating the test statistic [cf. Eq. (2.68)]. The algorithm is similar to the
statistical distance except that it compares the distance a test pixel is from the
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Figure 4.27: Results after applying the SMF algorithm to the FR I concealed data set.
The raw test statistic image (a) can be seen next to a version with a threshold applied (b) .
For the SMF algorithm high values (bright pixels) are equivalent to the most probable
detects.
background mean to the distance the target spectrum is from the same background
mean, all normalized by the image wide covariance. The impact the covariance has
on the detection is beyond the scope of this research but will be investigated in
future work.
PBosp - Concealed
The last detector applied to the FR I concealed imagery was the PBosp algorithm.
Once again, we applied the detector to sensor-reaching radiance imagery. As in the
exposed image case, we model the target space with 7 basis vectors, computed using
the MaxD algorithm. The results of applying the PBosp algorithm, using 7 basis
vectors can be seen in Figure 4.28.
The test statistsic (or abundance-like character) image of Figure 4.28(a) shows
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more variation in the suppressed background than was seen using the SMF. This
maybe due to the number of endmembers along with where they were selected in the
image. In a previous study of background selection methods [3], the authors used
an FR I image that consisted of a fairly homogenous region of grass. The concealed
image used in this research has both grass as well as a busier region of forest and
shadow-like regions. The effect of basis vector selection on this data, should also be
analyzed and could be the subject of future work.
The test statistic map of Figure 4.28(a), like that of the SMF, shows bright
pixels, associated with detects, in regions where there are known targets. If we look
at the top 12 detection values, using a threshold of 0.43, we see a similar result to
that produced by the SMF. This can be seen in Figure 4.28(b). Using this level of
threshold produces detects related to targets F3a, F3b, F5 as well as F14 and a false
alarm located between panels F14 and F3. We have essentially found all 5 target
panel with a false alarm. This is not surprising since we stated in Sec. 3.3.3 that
the panels were all very similar. It should be noted that this method of assessment,
viewing the top TV-test statistic values, is qualitative in nature. It says nothing
about false alarms incurred when looking for all the target pixels, which is the focus
of the ROC curve.
In order to stay consistent with the exposed imagery test cases, we applied the
PBosp detector to the concealed imagery using only the mean vector from the target
space. This result is shown in Figure 4.29. Looking at the test statistic image of
Figure 4.29(a), we can see that the overall background (both trees and grass) is
darker or appears to be more suppressed than when the SAM or SMF detectors
were used. This may also be due to the fact that using the mean target space vector
in the detector has made the target pixels more likely to stand out. This also tells us





Figure 4.28: Results after applying the PBosp algorithm, using 7 basis vectors, to the
FR I concealed data set. The raw test statistic image (a) can be seen next to a version
with a threshold applied (b). For the PBosp algorithm high values or abundances (bright
pixels) are equivalent to the most probable detects.
that the target space is not as close (i.e, more separation) to the background as in
the case when we used 7 basis vectors. This overall trend in using the mean vector
versus 7 basis vectors is similar to what was found when evaluating the exposed
imagery case.
If we proceed to threshold this image looking at only the top 12 test statistic
values (or abundances), we get the result of Figure 4.29(b). To obtain this image a
threshold value of 0.391 was applied. The results are similar to that obtained using
7 basis vectors except the false alarm has been removed. Again, we have identified
all 5 target panels with the bulk of the detection values being related to target panel
F3.
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Figure 4.29: Results after applying the PBosp algorithm, using the mean target space
vector, to the FR I concealed data set. The raw test statistic image (a) can be seen next to
a version with a threshold applied (b) . For the PSosp algorithm high values or abundances
(bright pixels) are equivalent to the most probable detects.
ROC Curves - Concealed
Quantitative results for the fully concealed imagery was generated using ROC curves.
These curves were based on the truth masks discussed in Sec. 3.3.3. That is the
truth mask used, covers up or masks out the other man-made objects in the scene.
The detection rate for the concealed imagery is based on trying to identify all 18 F3
target pixels (12 pixels for F3a and 6 pixels for F3b). In creating the truth mask for
this image, there was no attempt made at trying to separate full from sub pixels.
The masks simply encompassed the most probably pixels (through visual analysis)
as they related to a particular target of interest. The total number of pixels for this
image was 75,000 which produces a minimum FAR of 1\75, 000 or approximately
1 10"5. This is not much lower than was found when using the exposed imagery.
The performance of each detector can be seen in Figure 4.30. In Figure 4.30(a)
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we have the same linear scale used when the exposed imagery was evaluated. Unlike
results obtained in the exposed case, all the detectors (except for SAM) false alarm
rather quickly, after finding about 20% of the target pixels. The PBosp detector
using 7 basis vectors found about 40% of the targets (with a few FA's) while the
SMF found about 60% of the targets, with approximately the same number of FA's.
On the other hand, the PBosp detector using the mean target space vector found
aoubt 70% of the targets with a small number of FA's. The SAM algorithm shows up
as a line at the bottom of the graph because, in this range, it did not find any target
pixels. This shows that the PBosp detector, using the mean target space vector,
generally outperformed all the detectors. The SMF also performed reasonably well
and found the 17th target pixel before the PBosp detector did, using the mean
vector.
The same analysis can be performed by looking at Figure 4.30(b) where we have
plotted the results on a log scale. Here we see that the SAM algorithm does not find
a target pixel until after 15,000 test statistic values. We also see that the SMF finds
the last 2 target pixels before any other algorithm, including the PBosp, using the
mean vector. However, in general, the PBosp, using the mean vector, found most
of the target pixels in the concealed image incurring the fewest FA's.
One last comment is on the operational aspect of each algorithm. To apply
the SAM and SMF algorithms, as we have seen, we usually work in a reflectance
domain where target spectra come from a spectral library, for example. In a real
time operational situation, this compensation step can become burdensome and
impractical. However, the PBosp approach, using radiance target spaces, can work
in this situation since the compensation step is not necessary.
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Figure 4.30: ROC curves for the SAM, SMF, PBosp algorithms, as applied to the FR I
concealed data set. Shown are results plotted using (a) linear and (b) log scales.
4.4 Comparison of PB-SIFT and MTMF
In this section we take the PBosp detector and combine it with our Structured In
feasibility Projector (SIP) to generate 2 dimensional decision spaces. Together, this
algorithm is called the Physics Based-Structured InFeasibility Target-detector (PB-
SIFT). All the results, as they relate to the PBosp detector, have been previously
presented. Therefore, this section starts off by looking at the results of the infea
sibility projections. We compare this approach to ENVI's Mixture Tuned Matched
Filter (MTMF) [5] which incorporates the Spectral Matched Filter (SMF) previously
discussed and an infeasibility metric, which we will simply term INF, for analysis
purposes. Both algorithms generate 2 dimensional decision spaces where results are
compared on a visual basis.
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4.4.1 Noise Estimate and MNF Transform
In order to obtain the INF images in ENVI, one needs to run the MTMF algorithm.
The MTMF requires the input image be MNF transformed. However, the MNF
procedure requires an image noise estimate. In an ideal case, a sensor noise frame
(cube) would be available to the user to use as input to the algorithm. However,
for this research no external HYDICE noise data was available. In this event, an
estimate can be made from any homogenous region in the image. The assumption
is, as long as all pixels contain the same underlying value (due to the reflectance of
the material) then a pixel shift of the area should expose a difference in the pixels
that is related to noise and not true signal. Though this method is not completely
accurate, it does allow for a rough estimate of the sensor noise.
For the exposed imagery, a noise estimate was obtained using a 16 x 14 pixel
calibration panel located in the scene. A possible drawback with using this panel
is the number of pixels on it (i.e., a sample size of 224) and the fact that the
panel is transparent (i.e., not homogenous). The non-opaqueness of the calibration
panel leads to variation in the pixels mainly due to the varying grass structure
underneath. Therefore, a second estimate was obtained from a homogenous water
region in a flight line that was captured on a different day. This area can be seen in
Figure 4.31. Here the sample size is fairly large (i.e., over 1000 pixels) and the area
is homogenous. However, it was captured on a different day (and altitude) than
the imagery tested in this research. Assuming the sensor noise variation did not
change much from day to day, there is still a potential issue of integration time due
to different altitudes. That is, the exposed image was captured at 5,000 feet with
an integration time of 5 ms while the
"water" image was captured at 20,000 feet
with an integration time of 15 ms. Previous studies [25], comparing two different
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Figure 4.31: HYDICE image used to obtain sensor noise estimate. A 1000 sample region
over water, located in the lower left of the image, was used to as input to ENVI's MNF
procedure.
integration times both with low signal levels, showed that the HYDICE instrument
was fixed noise limited. That is, at these signal levels, the instrument noise level is
not signal dependent.
In short, both noise sources were used with the MTMF algorithm and produced
similar infeasibility images. Therefore, we proceed in this section by illustrating
results (for both the exposed and concealed data sets) based on noise obtained from
the "water" image. The noise correlation matrix obtained from this region can be
seen in Figure 4.32 along with an eigenvalue plot of the first 10 MNF bands, as
applied to the ELM'ed exposed imagery. A similar plot was found when the MNF
transform was applied to exposed data compensated with ATREM and FLAASH.
Lastly, this trend in variances was also seen when the MNF transform was applied
to the concealed ELM'ed imagery. Therefore, from the distribution of eigenvalues,
the first 8 MNF bands were selected for MTMF processing.
In summary, we outline the overall process for obtaining the INF images, includ
ing estimation of sensor noise and MNF transformation, using the "water
image"
.
This outline is as follows:
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Figure 4.32: (a) Shows the 2 dimensional correlation matrix of the noise statistics file
associated with the water region while (b) illustrates the sharp fall off in variance associated
with the first 10 MNF bands, as applied to the ELM'ed exposed imagery.
1 . Perform (temporary) MNF transform on reflectance image used for noise esti
mate. Select homogenous region over water (or calibration panel, as previously
explained). Obtain noise statistics file.
2. Perform MNF transform on reflectance image used in target detection analysis.
Use noise statistics file from previous water region image.
3. Obtain reflectance spectrum of target. Resample. Transform spectrum us
ing same MNF rotation as that used on reflectance image containing targets.
Convert to an ENVI spectral library file.
4. Analyze the eigenvalue plot to determine how many MNF bands to keep.
5. Run MTMF with inputs from MNF (band reduce) image (containing targets)
and converted reflectance spectrum (which was converted to MNF space).
6. Export individual INF image file using "create new
file"
option in ENVI.
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4.4.2 Infeasibility (INF) Images
In this section we visually analyze the infeasibility images that are used in con
junction with the MTMF and PB-SIFT algorithms for both the exposed and fully
concealed data sets.
For the exposed imagery, the MTMF algorithm is applied to reflectance imagery
(ELM, ATREM, and FLAASH) that has been Maximum Noise Fraction (MNF)
transformed. We show results where all theMNF bands are kept as well as only using
the first 8 bands. The PB-SIFT algorithm is applied to sensor-reaching radiance
data, where all bands were used. Here, we illustrate results from using the mean
target space vector.
For the concealed imagery, theMTMF algorithm is applied to ELM'ed reflectance
imagery only. This is because of the unavailability of the data, previously mentioned.
Here, we show results where all the MNF bands were used in addition to only using
the first eight. Similarly, the PB-SIFT algorithm (using the mean target space
vector) is applied to the radiance cube, where all bands were used in the analysis.
For each result, exposed and concealed, we show the raw byte scaled version of
the INF or SIP result followed by a version that has a threshold applied, illustrating
the top scores.
I IMF - Exposed
The first INF image obtained, was that from ENVI's MTMF using the exposed
data set compensated with ELM. As a starting point, all MNF bands were kept
in the analysis. This result can be seen in Figure 4.33. In general, this algorithm
produces brighter pixels when infeasibility values are large. We can see the byte
scaled INF map in Figure 4.33(a). A version of this where only the top 1500 scores
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Figure 4.33: Infeasibility results from ENVI's MTMF algorithm as applied to the FR I
exposed data set compensated with ELM. Here, we have keep all MNF bands. The raw
test statistic image (a) can be seen next to a version (b) with a threshold applied, showing
the first 1500 scores. For the INF algorithm high values (bright pixels) are equivalent to
large infeasibility values.
are displayed can be seen in Figure 4.33(b). To generate this image a threshold of
16.1 was applied.
At first glance, this result seems counter intuitive since the algorithm has marked
all the targets with large infeasibility scores. Clearly, the target F3 is not infeasi-
ble since it is what we are looking for. In the ENVI software, this INF result is
computed at the same time as the SMF. We have already shown that the SMF com
ponent of the MTMF worked very well in finding the F3 targets in reflectance space.
Even though we are now operating in MNF space, we should still obtain the same
"detection"
results, as long as we keep all the MNF bands. This is possible because
the reflectance spectrum is simply transformed using the transformation that was
applied to the original data. The only difference is that the INF metric requires a
noise covariance estimate which may be the source of ambiguity.
From looking at Figure 4.33, we also notice artifacts or horizontal stratifications.
This is most likely due to sensor artifacts. To remedy this situation, we used the
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Figure 4.34: Infeasibility results from ENVI's MTMF algorithm as applied to the FR I
exposed data set compensated with ELM. Here, we used the first 8 MNF bands. The raw
test statistic image (a) can be seen next to a version (b) with a threshold applied, showing
the first 1500 scores. For the INF algorithm high values (bright pixels) are equivalent to
large infeasibility values.
MTMF algorithm as it was intended. That is, we analyze the eigenvalue plot and de
termine a reasonable number ofMNF bands to use in the analysis, as was previously
discussed. The results of using the ELM imagery and the first 8 MNF bands can be
seen in Figure 4.34. We immediately notice that most of the banding or streaking
has been removed. However, we still see a number of target pixels (including F3)
with large infeasibility scores.
To complete our analysis on the exposed data set, we extracted the INF images
from the MTMF algorithm as it was applied to ATREM and FLAASH compensated
imagery. We also kept the first 8 MNF bands so as to mitigate some of the streaking
artifacts. These results can be seen in Figures 4.35 and 4.36. These results look
extremely similar to the result obtained using ELM. We already know, from previous
analysis, that there are differences in detection results using different detectors on
data that was compensated differently. However, here we do not see a difference
in this
"combination"
of testing. This can only tell us that variations in the INF
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Figure 4.35: Infeasibility results from ENVI's MTMF algorithm as applied to the FR I
exposed data set compensated with ATREM. Here, we used the first 8 MNF bands. The
raw test statistic image (a) can be seen next to a version (b) with a threshold applied,
showing the first 1500 scores. For the INF algorithm high values (bright pixels) are
equivalent to large infeasibility values.
images are more than likely due to noise estimation errors.
Perhaps both estimates of noise (i.e., calibration panel and water image) are
more incorrect than previously thought. The rectification of this problem would
entail a closer look at the impact noise estimation has on the INF images. Due
to the lack of data, this will have to be the subject of future work. Therefore, we
proceed with the noise estimates previously obtained and draw careful conclusions
knowing this fact.
We then applied the SIP algorithm to sensor-reaching (fully exposed) radiance
data, where the orthogonal projection operator was described using the mean target
space vector. The results of this can be seen in Figure 4.37. This infeasibility map
[cf. Figure 4.37(a)] looks completely different to the one generated using the INF
algorithm. We first notice that targets F3 and F5 have noticeably low infeasibility
values (dark pixels). This is good since we are looking for them, (at least F3), and
do not want them to be considered infeasible. It is also noticed that target F2 has a
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Figure 4.36: Infeasibility results from ENVI's MTMF algorithm as applied to the FR I
exposed data set compensated with FLAASH. Here, we used the first 8 MNF bands. The
raw test statistic image (a) can be seen next to a version (b) with a threshold applied,
showing the first 1500 scores. For the INF algorithm high values (bright pixels) are
equivalent to large infeasibility values.
rather large infeasibility score (bright pixel in the infeasibility map). From the visual
imagery of Figure 3.11, we notice that F2 is significantly brighter than anything else
in the scene. These results are encouraging and will further separate targets from
anomalous and/or potentially bright pixels in our 2 dimension decision space, to be
described in the next section.
A version of the byte scaled infeasibility map with a threshold (0.45) applied,
can be seen in Figure 4.37(b), which displays the top 1500 infeasibility scores. From
this we noticeably see that targets F2 and F4 are considered infeasible along with
targets Fll, F14, TI and T2. Many regions in the forest are considered infeasible
as well. These results are very encouraging and show that un-target-like behavior
can be readily exploited.
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Figure 4.37: Infeasibility results from applying the SIP algorithm to the FR I exposed
radiance data set. The raw test statistic image (a) can be seen next to a version with a
threshold applied (b). For the SIP algorithm high values (bright pixels) are equivalent to
large infeasibility values.
INF - Concealed
A similar evaluation, to that of the exposed imagery, was performed on the fully
concealed test data set. When the INF algorithm is applied to data that has been
compensated using ELM, keeping all MNF bands, we get the result seen in Figure
4.38. The infeasibility map of Figure 4.38(a) shows a large score for a point in
the forested area believed to be target panel T2 (bright pixel in lower middle of
image). Another region in the forested area that shows a large INF score is believe
to be related to target panel F14 (not as bright a pixel to the bottom left edge
of the image). We also see a third significant INF score associated with a bright,
unknown, object in the bottom center of the image. The rest of the background
seems to generally have the same INF score overall.
A version of this with a threshold of 20.1 applied can be scene in Figure 4.38(b).
Again there is the stratifications due to the MNF transform and sensor artifacting.
Since the fully concealed forested scene is so
"busy"
, it is difficult to tell what other
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(a) (b)
Figure 4.38: Infeasibility results from ENVI's MTMF algorithm as applied to the FR I
concealed data set compensated with ELM. Here, we have keep all MNF bands. The raw
test statistic image (a) can be seen next to a version (b) with a threshold applied, showing
the first 1500 scores. For the INF algorithm high values (bright pixels) are equivalent to
large infeasibility values.
target panels, if any, have been mark as infeasible.
To mitigate against noise variations in the later MNF bands, the INF algorithms
was again applied to the ELM compensated imagery using only the first 8 MNF
bands. This result can be seen in Figure 4.39. Again, we immediately notice the
disappearance of streaking in the imagery. We also notice that from Figure 4.39(a)
that some of the pixels marked as highly infeasible, look similar to those previously
seen in Figure 4.38(a). The actual ranking of these infeasibility scores is difficult to
assess in this representation and will be explored in subsequent sections where more
quantitative analysis, using 2 dimensional scatter plots, is performed.
Finally, the SIP algorithm was applied to the sensor-reaching (fully concealed)
radiance imagery where the results are shown in Figure 4.40. The infeasibility map
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(a) (b)
Figure 4.39: Infeasibility results from ENVI's MTMF algorithm as applied to the FR I
concealed data set compensated with ELM. Here, we used the first 8 MNF bands. The raw
test statistic image (a) can be seen next to a version (b) with a threshold applied, showing
the first 1500 scores. For the INF algorithm high values (bright pixels) are equivalent to
large infeasibility values.
of Figure 4.40(a) shows an overall increase in contrast compared to when the INF
algorithm was applied. This will be explored more in the next section. From the
infeasibility map, we also get a large score, similar to the INF algorithm, associated
with a bright, unknown, object in the bottom center of the image. Other significant
infeasibility scores are difficult to locate due to the
"busy"
nature of the scene.
We can get a closer look at the top 1500 scores by applying a threshold of 0.523,
as can be seen in Figure 4.40(b). The first thing that is noticed is the lack of
MNF/sensor artifacting. Most of the large infeasibility scores are associated with
the forested background, with the exception of the unknown, bright object in the
grass field.
In summary, the infeasibility images generated using the SIP algorithm, as ap-
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(a) (b)
Figure 4.40: Infeasibility results from applying the SIP algorithm to the FR I concealed
data set. The raw test statistic image (a) can be seen next to a version with a threshold
applied (b). For the SIP algorithm high values (bright pixels) are equivalent to large
infeasibility values.
plied to exposed and fully concealed imagery, show promising results. For the ex
posed imagery, the SIP algorithm identified appropriate pixels as being infeasible
while simultaneously scoring those that were target with low infeasibility values.
The same can be said for the fully concealed results, though it was not entirely
obvious how all the target pixels scored.
The infeasibility scores generated using the MTMF INF algorithm on the ex
posed data produced counter intuitive results. Target panels were scored with high
infeasibility values. This trend was still evident, though to a lesser extent, when a
handful ofMNF bands were kept in order to circumvent the appearance of streaking
due to sensor artifacts. It is unclear, at this time, as to why this is happening. From
the above analysis, estimation in sensor noise maybe the culprit.
The infeasibility scores generated using the MTMF INF algorithm, as applied to
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the concealed imagery looked reasonable, though it was difficult to tell if all of them
were associated with target panels. The application of fewer MNF bands reduced
sensor artifacts, as expected.
4.4.3 2 Dimensional Decision Spaces
This next section puts together the results from the infeasibility algorithms and
detection algorithms and displays them as a 2 dimensional decision spaces. We
compare results from ENVI's MTMF with the PB-SIFT algorithm, for both the
exposed and fully concealed data sets. For the PB-SIFT algorithm, we show results
using 3 different permutations of the target space. The first result involves using
the entire target space or all 180 target space vectors in the projection operators.
The second result uses only the 7 basis vectors found with MaxD, while the third
result populates the projection operators with the target space mean vector.
PB-SIFT and MTMF - Exposed
The application of using a detector with an added infeasibility metric, as applied to
the FR I exposed imagery in radiance space, is summarized in the 2 dimensional plots
of Figure 4.41. Figure 4.41(a) shows the result of using the PB-SIFT algorithm where
the projection operators are described using all the target space vectors. We first
notice that the target pixels have reasonably large separation from the background
distribution (in gray). This is similar to results using just the PBosp detector. We
can see that the background (in all figures) has a low abundance while the target
pixels have abundances ranging from 0.2 to almost 1.0. If we were to threshold this
space on the y-axis (PBosp) only, say at an abundance of 0.2, which is just above
the background, we would take on a number of false alarms related to panels F5, Fll,
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TI, and T2. However, we can mitigate some of these false alarms by considering the
infeasibility scores from the SIP. Looking at the SIP axis we see that the background
has a range of infeasibility values associated with it, with some of them being more
feasible than actual F3 target pixels (i.e, shorter distance to the target space). More
importantly is the spread in distances among the various panels. We see that panel
Fll has almost the same projection as F3 onto the PBosp axis but much different
projection onto the SIP axis. Separation along the SIP axis must exist in order to
increase detects using the PBosp detector. Looking at this plot clearly shows that
we can not use the SIP metric alone in detection, for the target pixels would be lost
in the background. This is true of all the plots in Figure 4.41.
When populating the projection operators with 7 basis vectors we see an im
provement in the decision space, as can be seen in Figure 4.41(b). The improvement
is by way of the PBosp detector and not so much the SIP metric. However, it
can be seen for the first time that one might be able to separate target F3 from
F5, though further evaluation would need to be performed for confirmation. This
potential separation would not be possible using the PBosp detector alone.
When the mean target space vector is used, as in Figure 4.41(c) we see a signif
icant separation among panels and background. The improvement is seen in both
the PBosp detector as well as the SIP operator. Looking at the PBosp axis we see
more separation between targets F3/F5 and the background, though now we can't
separate F3 from F5. Furthermore, there is a greater separation between F3/F5 and
the rest of the panels. However, using PBosp alone will still result in false alarms
due to panels TI, T2, and maybe Fll and F5 (though we could just consider F5
the same
"target"
as F3). Therefore we turn to the SIP axis. Here we see over
all improved separation between vector distances, though the separation between
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F3 and F5 has now decreased. The Fll pixels have increased their distance from
the F3 target pixels. We additionally see an overall increase in the spread of the
background distribution.
If the ideal decision boundary was established, we could probably obtain all the
F3 and F5 target pixels (if we treated F3 and F5 as being the same target) no matter
how many target space vectors we used in the projection operators. This is because
the separation between the target group (F3/F5) and the background/other panels,
is about the same in all three cases presented.
We now turn our attention to the MTMF algorithm, as implemented using ENVI
software. This algorithm combines the SMF and INF algorithms previously men
tioned. This algorithm was run on MNF transformed reflectance imagery that orig
inated from using compensation algorithms such as ELM, ATREM, and FLAASH.
These 2 dimensional decision spaces can be seen in Figure 4.42. We start by looking
at the decision space created using ELM compensated imagery. For comparison
purposes, we generate a decision space keeping all (170) MNF bands, as can be seen
in Figure 4.42(a). Initially, the results from the SMF (y-axis) are in-line with those
we found previously (cf. Sec. 4.3). That is, there is reasonable separation of the
target pixels F3 and the background. In addition, the remaining target panels are
fairly separated from the background as well. However, the infeasibility scores for
the target pixels F3/F5 seem much too large. That is, the INF metric has marked
most of the target pixels more infeasible than the background, which seems counter
intuitive. The actual cause of this is still unknown but is more than likely due to
noise estimation issues, as previously discussed. A decision space, such as the one
in Figure 4.42(a), would make it very difficult to generate an automated decision
boundary that separates target pixels from backgrounds and other panels. However,
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Figure 4.41: Two dimensional decision spaces created using the PB-SIFT algorithm, as
applied to the FR I exposed data set. (a) Shows the result of using PB-SIFT, using the
entire target space, (b) shows the result of using PB-SIFT, using 7 basis vectors, and (c)
shows the result of using PB-SIFT, using the mean target space vector.
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a user could manually select this region with moderate success by identifying about
a third of the F3 pixels with out any false alarms.
The MTMF was then applied to (exposed) MNF transformed data where only
the (eight) most relevant variance bands were kept, which is how the algorithm
is typically used. Applying this to the ELM compensated imagery results in the
decision space of Figure 4.42(b). Here, we see a much larger separation between all
target signatures and background. Furthermore, we see a distinct separation among
the targets themselves, particularly between F3/F5 and the rest of the target panels.
As was seen in Figure 4.41(b), we now notice some separability between targets F3
and F5. However, we still notice that the targets F3/F5 have large infeasibility
scores, relative to the background. Though this is not as pronounced as was seen in
Figure 4.42(a), it still leads us to believe that poor sensor noise estimation is causing
this phenomenon. In general, fewer number of MNF bands improved the decision
space.
Similarly, the MTMF was applied to MNF transformed, FR I exposed data that
was compensated using ATREM and FLAASH. These results can be seen in Figures
4.41(c) and 4.41(d). Again, only the first eight MNF bands were used in the analysis.
Figure 4.41(c) shows a general improvement in the SMF algorithm as compared to
the ROC curve of Figure 4.23. That is, the SMF performed poorly on the raw
reflectance imagery. However, when moving to a reduce MNF space, we see that
the SMF can now isolate about one third of the F3 pixels with out any false alarms,
which was previously not evident.
The decision spaces produced by using ATREM and FLAASH compensated
imagery are about the same, though the ATREM result is slightly better. However,
neither is as good as the decision space obtained with ELM compensated imagery,
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as expected.
PB-SIFT and MTMF - Concealed
In a similar manor to that of the exposed data set, the PB-SIFT algorithm was
applied to the FR I fully concealed imagery. These decision spaces can be seen
in Figure 4.43. Once again, three variations of the target space are explored. One
variation using all the target space vectors to describe the projection operators, while
the other two consist of using 7 basis vectors and the mean target space vector.
The results of using all the target space vectors for the projection operators can
be seen in Figure 4.43(a). In this result the abundance of the background is very
high and essentially masks out the target pixels making them nearly impossible to
detect, even with the added SIP metric. This is a clear reason why not to use all the
target space vectors in the projection operator. There is simply too much overlap
with the background.
When using the 7 endmembers previously discussed, we get the 2 dimensional
decision space of Figure 4.43(b). The abundance of the target pixels has stayed the
same while the overall abundance of the background has diminished significantly. If
we were to use the PBosp detector alone, while incrementally lowering the threshold,
we would incur false alarms on F14, T2, and then background. Using the SIP metric
here with the PBosp detector would reduce false alarms significantly, since all the
targets have a similar (small) projections onto the target space.
The overall separation from the background is further increased if we use the
mean target space vector, as can be seen in Figure 4.43(c). All the the panels, with
the exception of F14, are clustered together with small SIP values. In all PB-SIFT
cases, the use of the PBosp detector would certainly result in false alarming on F14.
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Figure 4.42: Two dimensional decision spaces created using the MTMF algorithm, as
applied to the FR I exposed data set. (a) Shows the result using ELM data with all (170)
MNF kept while (b) only keeps the first eight. Decision spaces are also shown using (c)
ATREM and (d) FLAASH compensated imagery.
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However, the utilization of the SIP metric makes it very easy to mitigate this high
abundance, high infeasibility, panel.
Finally, we apply ENVI's MTMF to the FR I fully concealed imagery. Unlike
the previous analysis, we only tested the algorithm on ELM compensated imagery,
which can be seen in Figure 4.44. For comparison, the MTMF was applied to MNF
transformed imagery where all the MNF bands were kept [cf. Figure 4.44(a)]. This
is a more intuitive result than was seen, previously, using the exposed imagery.
That is, we notice that the the targets stick out above the background distribution
and have relatively low infeasibility scores. In this image we could threshold using
the SMF alone and get better results than using PBosp. The SMF would obtain
about 50% of the target pixels before the first false alarm while the PBosp detector
(using any number of target space vectors) would false alarm after the first target
pixel. However, because the background is so tightly clustered "under" the targets
(i.e., much of the background has a similar infeasibility score), the utilization of
the infeasibility provides no added benefit, for this specific image case. It is seen,
however, that the INF metric has assigned larger infeasibility scores to panel F14,
which is in-line with the results observed using the SIP metric.
Finally, the MTMF was applied to (ELM'ed) MNF imagery where only the
firsts eight bands were kept. This result can be seen ing Figure 4.44(b). Unlike
the previous case, all the target panels are buried in the background space. This
result seems surprising since previously operating in a reduce space increase general
performance. In this case, there is no way to separate targets from background. One
possible explanation for this is that the targets have a very low signal to noise, such
that when we truncate in the MNF space, we also are truncating valuable target
information that would be normally regarded as variation due to noise.



























































Figure 4.43: Two dimensional decision spaces created using the PB-SIFT algorithm, as
applied to the FR I concealed data set. (a) Shows the result of using PB-SIFT, using the
entire target space, (b) shows the result of using PB-SIFT, using 7 basis vectors, and (c)
shows the result of using PB-SIFT, using the mean target space vector.
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Figure 4.44: Two dimensional decision spaces created using the MTMF algorithm, as
applied to the FR I concealed data set. (a) Shows the result using ELM data with all
(170) MNF kept while (b) only keeps the first eight.
4.4.4 Improved Performance Varying Threshold of SIP
This section looks at the impact a simple threshold in the SIP value can have on
overall detector performance. We apply the SAM and SMF detectors on ELM
compensated imagery while the PBosp algorithm is applied to radiance data, as
before. This time, however, we use a truth mask that allows us to false alarm on
everything in the scene, including the other man-made targets. This ROC curve
result is shown in Figure 4.45(a). These curves are similar in nature to those seen in
Figure 4.22(a) with the exception that there is now more confusion or false alarms
from the other panels.
The idea for improvement is to compute new ROC curves for various SIP thresh
olds. This was done using results from the "PBosp case of Figure 4.41(b) where
we applied the PBosp detector to imagery using 7 target space vectors. From Figure
4.41(b), we can clearly see that a simple linear threshold will remove false alarms
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from almost all the other man-made panels, in addition to mitigating most of the
background. This application of a shifting SIP threshold can be seen in Figure
4.45(b). We have now increased the performance of this detector such that it out
performs almost all our previous results, as applied to the exposed imagery. Even
with a simple linear threshold, this is an encouraging result.
Using this type of threshold, there exist cases where target pixel SIP scores are
actually larger than the given SIP threshold. In this case, the targets are inten
tionally misclassified as background. Two cases of this can be seen in the ROC
curve of Figure 4.45(b) as (nearly) vertical lines close to the detection rate axis.
Furthermore, we notice that these curves do not have a detection rate approaching
one. This is because, in the detection rate calculation, we now have to exclude those
targets pixels with SIP values greater than the given threshold while still dividing
by the original total number of targets. This produces a maximum detection value
less than one. A summary of the thresholds used can be seen in Table 4.4 along
with detection and false alarm rates.
We can analyze this table in a number of ways. If we wish to find all 35 F3
targets using the PBosp detector alone, we will false alarm on 73% of the pixels.
However, when we introduce the SIP threshold, still seeking all 35 pixels, we now
only false alarm on 43% of the pixels. Furthermore, in using a SIP threshold, we
can see a trade off in detection versus false alarms. That is, we can reduce our false
alarms to zero, however, at a price of finding a maximum of 60% of the targets. This
is because the remaining 40% of targets have SIP values greater than the applied
threshold and are classified as background. The only way to obtain zero false alarms
using the PBosp detector alone (i.e., no added SIP metric), is to capture a maximum
of 23% of the targets (8 out of 35 panels) [cf. Figure 4.41(b)], a much lower number
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Table 4.4: Summary of SIP thresholds as applied to a 2D decision space generated from
the FRI exposed imagery. Table contains number of pixels with equivalent -rates in
parenthesis.
Total Target Pixels False Alarms Threshold
35 (1.00) 27580 (0.73) 37500 (1.00)
35 (1.00) 26301 (0.70) 10000 (0.26)
35 (1.00) 25219 (0.67) 8000 (0.21)
35 (1.00) 24344 (0.64) 7000 (0.18)
35 (1.00) 15984 (0.43) 5500 (0.14)
25 (0.71) 16 (4.2e-04) 3700 (0.10)
21 (0.60) 0 (0.0) 3190 (0.08)
than was achieved using the SIP metric.
Finally, we apply the this same analysis to the FR I concealed imagery. Again,
we generate ROC curves using a truth mask that allows us to false alarm on every
thing in the scene, including the other target panels. This result can be seen in
Figure 4.46(a) where the SAM result is, again, at the bottom of the plot. These
results are comparable to those scene in Figure 4.30(a) with the exception of a scale
change in the FA axis. By shifting the SIP value in Figure 4.43(b), we can almost
find every F3 target panel with zero false alarms. This dramatically improved result
for the PB-osp can be seen in Figure 4.46(b). A summary of the thresholds used
can be seen in Table 4.5 along with detection and false alarms rates.
We can perform a similar analysis of Table 4.5 to that obtained when using the
exposed imagery. Ifwe wish to find all 18 F3 targets using the PBosp detector alone,
we will false alarm on 6% of the pixels (or 4758 image pixels). However, when we
introduce the SIP threshold, still seeking all 18 pixels, we now only false alarm on




Figure 4.45: ROC curve improvement using various SIP thresholds, as applied to the
FR I exposed imagery. The SAM and SMF algorithms were applied to ELM compensated
imagery, (a) Shows ROC curves using a truth mask that allows for FA's on other man-
made panels while (b) shows an increased ROC performance for the PBosp.bv case.
7 pixels, which is about 0.009% of the total image pixels. Additionally, using the
PBosp_bv detector alone, we can achieve a zero false alarm level with a penalty of
capturing a maximum of 22% of the targets pixels (4 out of 18 targets). However,
with the added SIP metric, the same zero false alarm level can be achieve with a
reduced penalty of capturing a maximum of 39% of the targets (7 out of 18 targets).
That is, we found an additional 3 targets using the SIP metric.
In summary, this section introduced how a simple linear SIP threshold can dra
matically improve results for the PB-SIFT algorithm. However, this same analysis
could not be performed using the MTMF because of the infeasibility scoring of tar
get pixels. That is, in most cases a varying INF threshold did not provide much
benefit in the detection scheme. These MTMF decision spaces need to be created
with known sensor noise sources before any definitive conclusions can be drawn.
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Table 4.5: Summary of SIP thresholds as applied to a 2D decision space generated from
the FRI concealed imagery. Table contains number of pixels with equivalent -rates in
parenthesis.
Total Target Pixels False Alarms Threshold
18 (1.00) 4758 (0.063) 75000 (1.00)
18 (1.00) 910 (0.012) 5000 (0.066)
18 (1.00) 202 (0.003) 4500 (0.060)
18 (1.00) 7 (9.3e-05) 1730 (0.023)
7 (0.39) 0 (0.00) 1250 (0.167)
4.5 Pixel Behavior in 2D Decision Space
In this last section we first examine the (expected) trend exhibited in the 2 dimen
sional decision spaces. That is, we implement an image wide linear mixing scheme
that shows what the behavior of the PBosp/SIP values are as a function of target-
pixel abundance. This is followed by the potential impact a bright or saturated pixel
can have on the detection process. More specifically, we introduce saturated pixels
in the imagery while examining their behavior in the 2 dimensional decision space.
We then illustrate how one can mitigate against such phenomena.
4.5.1 Target Pixel Behavior
The previous section illustrated the advantage of combining a detector with an added
infeasibility metric. Specifically, we showed that the PBosp detector combined with
the SIP operator, produces 2 dimension decision spaces that enable the user to
identify areas where the most probably targets will occur. It is seen in almost all
the plots of Figure 4.41, that the ideal decision boundary in the SIP axis should
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Figure 4.46: ROC curve improvement using various SIP thresholds, as applied to the FR
I concealed imagery. The SAM and SMF algorithms were applied to ELM compensated
imagery, (a) Shows ROC curves using a truth mask that allows for FA's on other man-
made panels while (b) shows an increased ROC performance for the PBosp_bv case.
not be a linear one. Additionally, we see that the general trend of target abundance
versus infeasibility seems to be similar in all the plots. For this behavior analysis, the
FR I exposed data was used. Additionally, the projection operator was described
using the mean target space vector.
The concept of the expected behavior of target pixels in this space was explained
in Sec. 3.2.3. In this section we go ahead and test the theory of what the expected
trend in the target pixels should be. That is, we look at the SIP mean distance and
variance, as a function of pixel abundance.
To test this behavior, we simply use a linear mixing model that adds a known
percentage of target to every pixel in the image. We then run the detection using
this
"mixed" background data. This is then repeated for various target percentages.
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The mixing approached used was of the form
zt = at + {l-a)xi fori = 0,1,..., N (4.8)
where z, is the newly mixed background pixel, a is the fractional amount of target,
t is an actual target pixel from the image, x; is an image pixel, and N is the total
number of pixels in the image.
The target, t came from a fully resolved F3 pixel found in the exposed data set.
Fractional values tested included 0%, 20%, 40% and 70%. The results of this target-
mixed background can be seen in Figure 4.47. As a base-line the 0% fill factor was
generated. This can be seen as a cluster of black pixels near the bottom of the graph.
This result is exactly the same as what was observed in Figure 4.41(c). When using
a fill factor of 20% (magenta pixels) the overall abundance expectedly increases.
Additionally, the variance of the distribution decreases. This is because we are
slowly "taking out" background variability from the pixels. The mean projected
distance also decreases, as expected. This is because the overall cloud of data is
converging to the target pixel, t, which has a specific (short) distance to the target
space. As we add more target to each background pixel, 40% (red pixels) and
70% (blue pixels), we see the general trend in reduced mean-distance and variance
continue. This process continued until the distribution converged to a single point
with no variance and a projected mean equal to that of the target pixel t's projected
distance to the target space.
This confirms our intuition about the behavior of the SIP operator in the 2
dimensional decision space. We have already shown that each component of the PB-
SIFT algorithm can out perform the SAM, SMF, and MTMF algorithms, though we
would should analyze the noise issue associated with MTMF algorithm more closely.
This result was obtained without taking into account the expected behavior of the
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Figure 4.47: Results from testing the expected behavior of the Structured Infeasibility
Projector (SIP). We can see that as the target abundance in a background pixel increases,
the overall variance and mean projected distance decreases.
decision space. Creating a decision boundary while taking advantage of this new
knowledge can only increase performance beyond an already promising approach to
detection.
4.5.2 Saturated Pixel Behavior
The PBosp detector used in this research is a type of matched filter which makes it
susceptible to leakage or false alarms due to bright or saturated pixels. This type
of pixel appears target-like to the detection algorithm but is truly not target. To
illustrate this phenomena, a hand full of background pixels from the FR I concealed
imagery was used to simulate bright or saturated pixels.
This was accomplish by first locating three background grass pixels in the FR I
concealed image of Figure 3.15. These three pixels were then given radiance values
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of 8000, 12000, and 13000. The 'saturated' radiance values were only applied to
bands 1 and 2 and were derived by examining the maximum radiance values that
normally occurred in these bands. Typically, maximum values ranged from 8000
to 9000 micro-flicks in these earlier bands. The detection algorithms (PBosp and
SIP metric) were applied to the data set which resulted in the generation of the 2
dimensional decision space shown in Figure 4.48. Here, we used the mean target
space vector in the detection process to produce a result similar to that of Figure
4.43(c), with the exception of the implanted saturated pixels.
It is clear that the PBosp detector would false alarms on these pixels had it
been used alone, for they are above the background and exhibit large target-like (or
abundance) behavior. However, utilizing the SIP metric, we can mitigate against
such false alarms by keeping our un-target-like SIP threshold reasonably low. In this
case, the saturated pixels are fairly non-target-like and therefore would be excluded
in the overall detection process, even when a
'loosely'
set SIP threshold was applied.












Figure 4.48: Two dimensional decision space created using the PB-SIFT algorithm, as
applied to the FR I concealed data set. This example illustrates the impact saturated
pixels have on the detection process.






The research presented in this thesis explored new methods of improving target
detection using the concept of physics based modeling. The work builds upon an
original body of work related to detection using illumination invariant subspaces. In
this research, we, not only reproduced the original work, but refined the process of
creating target subspaces. We then developed a detector that could adapt to such
target spaces, called the Physics Based Orthogonal Subspace Projection (PBosp)
algorithm. This detector produced a quantity synonymous with the abundance of
target signature in a test pixel. In addition, we extended this detection process to
incorporate an added infeasibility measure. This idea was born from the concept of
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the Mixture Tuned Matched Filter (MTMF), which is stochastic in nature. After
deriving this algorithm, a geometric equivalent (in the sense that we create 2D deci
sion spaces) was developed. This algorithm is called the Physics Based Structured
InFeasibility-detector (PB-SIFT), and uses a newly developed projection operator
called the Structured Infeasibility Projector (SIP), which produces an infeasibility
measure similar to that found in the MTMF. The expected behavior of the SIP
metric was explored, as a function of abundance, so as to help in the generation of
2 dimensional decision boundaries. This method of detection was tested using the
Forest Radiance I hyperspectral data set using targets that were fully exposed to the
sky and ones that were fully concealed in a forested area. These results were then
compared to other detection algorithms, namely the Spectral Angle Mapper (SAM)
and Spectral Matched Filter (SMF). It was determined, through ROC curve and
visual analysis, that all three algorithms (PBosp, SIP and PB-SIFT), based on the
imagery used in this research, out performed SAM, SMF and MTMF. One caveat
is the noise issue related to the MTMF, which may have hindered results normally
obtained using this algorithm.
5.2 Specific Research Conclusions
The new approach in this research first consisted of improving a previous imple
mentation of a physics based approach to target detection called the illumination
invariant method. Here thousands of spectra were created, using MODTRAN, in a
method that did not take advantage of some of the physical process and interactions
involved when generating target spaces, which is what physics based modeling pro
duces. This research demonstrated how one can use MODTRAN to create spectra
to populate such target spaces by only requiring the user to know some common a
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priori knowledge about the scene, such as atmospheric model, scene elevation, time
of day, etc. The user is also required to know (or estimate) varying parameters such
as visibility, sensor elevation, and water vapor scale factor. Since the optimal range
and values of these parameters could be challenging to estimate, a framework has
been established that shows the user how to select the most appropriate range and
values for such parameters. This includes the use of external estimation algorithms
such as those used to estimate column water vapor. The reasoning for such selections
is also explained in addition to what to do when one does not have information on
a particular parameter. These parameters, and their ranges, were used to generate
sensor-reaching radiance spectra which were stored in look-up-tables.
The governing sensor-reaching equation from the original implementation of the
invariant method was modified to include additional parameters such as target ori
entation (to account for projected area effects) and shape factor to modulate the
amount of downwelled radiance. After implementing such post process operations,
target spaces that were 180 vectors in size were created for the Forest Radiance I
hyperspectral data set. Two such target spaces were created, one for a 170 band
hyperspectral image containing targets in an open field and one for targets that were
fully concealed in an adjacent forested area. These target spaces were then evaluated
using a simple linear mixing model and showed that they can reproduce a HYDICE
image target pixel spectrum to less than 1% RMS error (equivalent reflectance) in
the visible and less than 6% in the near IR.
Target spaces were then represented with endmembers using the Maximum Dis
tance method (MaxD). Background endmembers (also computed using MaxD) were
computed based on a background/target space augmented data set. The concept
here was to augment the background with the target space in hopes of shielding the
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actual image target pixel, so it does not become a background endmember. This was
performed based on multiple image targets. The target spaces did not always shield
the image target pixel and half the time, depending on the number of endmembers
one selected, the target pixel would become an endmember. This will be the subject
of ongoing work.
Detection algorithms were then applied to hyperspectral FR I data utilizing the
physics based target spaces and geometrically described background spaces. The
algorithms tested included SAM, SMF and PBosp. The SAM (geometric in de
sign) and SMF (stochastic in design) algorithms were applied to ground leaving re
flectance imagery that was atmospherically compensated using the ELM, ATREM,
and FLAASH algorithms. The PBosp algorithm was applied to radiance data uti
lizing physics based target spaces.
Results on the FR I exposed and fully concealed imagery showed that the PBosp
detector, using the mean target space vector, out performed both SAM and SMF,
(using ELM, ATREM and FLAASH) as well as the PBosp, using 7 basis vectors.
One notable difference was that the SAM algorithm performed exceptionally poor
when tested using the fully concealed imagery. However, the 7 basis vector case
performed as well, or better than the SAM and SMF algorithms when reflectance
imagery compensated with ATREM or FLAASH was used. In general, the ATREM
and FLAASH results are more in-line with typical detection applications.
We then tested and evaluated ENVI's infeasibility (INF) metric (in conjunction
with ELM, ATREM, and FLAASH compensation algorithms) and compared it to
the newly developed Structured Infeasibility Projector (SIP). The comparison of
infeasibility images, as applied to the exposed and fully concealed data sets, showed
that the SIP algorithm, used as an infeasibility measure, looked very promising.
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The SIP algorithm identified appropriate pixels as being infeasible while simultane
ously scoring those that were target with low infeasibility values. The infeasibility
scores generated using the MTMF INF algorithm produced counter intuitive results,
when applied to the exposed imagery. This may have been caused by the noise es
timation process. Additionally, the INF algorithm produced results that contained
"streaking"
originating from the MNF transform and ultimately sensor noise. This
streaking artifact was removed when eight MNF bands were used in the INF process.
Results from the SIP algorithm did not contain any of these artifacts.
Both the PBosp and the SIP algorithms were then combined to form the Physics
Based Structured InFeasibility-detector (PB-SIFT). This detector was compared to
ENVI's stochastic MTMF which incorporates the previously described SMF and INF
algorithms. Two dimensional decision spaces were created based on truth masks of
the imagery. Results showed the the PB-SIFT algorithm, using the mean target
space vector, generated decision spaces that were as separable (if not more so) than
those created using the MTMF approach. This same conclusion was drawn for the
fully concealed imagery as well. In general the only thing the PB-SIFT algorithm
requires is a basis vector description of at least the background as input. One can
also provide it with a basis vector description of the target space as well. The MTMF
requires the user to provide it with an MNF transformed image which requires an
image noise estimate.
We then analyzed increased performance of the PB-SIFT algorithm by applying
a varying SIP threshold. These results showed that a simple linear SIP threshold can
dramatically improved detector performance. This analysis was not performed on
the MTMF output due to the counter intuitive nature of the decision spaces. That
is, visual inspection showed that applying a varying INF threshold would produce
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little added benefit to detection results. This was apparent for both the exposed
and concealed imagery, which used ELM, ATREM, and FLAASH compensation
algorithms. This trend was also observed when all MNF bands, as well as the first
eight, were kept. It is believed that the source of this artifact has its roots in the
noise estimation process. This is the topic of on going investigations.
Finally, the general behavior of the SIP metric was evaluated. This was accom
plished by applying the detector to background data that was mixed with a target
signature in a specified amount. Using a linear mixing approach, image pixels were
mixed with a certain fraction of target signature. These pixels were then used as
background data in the detection process. Various mixing fractions showed that the
trend of the background data tends to form an (infeasibility) cone. As a function of
target abundance in a given pixel, the background variance was shown to decreases
to zero while the mean of the projected distances converged to the mean distance
associated with the distance from the target space to the image target.
5.3 Recommendations and Future Work
5.3.1 Physical Modeling and Target Spaces
This research explored the entire chain involved in typical target detection. While
most algorithms work on ground leaving reflectance imagery, this research generates
target spaces so as to work in a sensor-reaching radiance space. Since this process is
relatively unexplored, there is the potential for improvement and continued investi
gation.
One of the more interesting areas to further investigate is the whole concept of
physics based modeling and target space generation. This research has established
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the processing chain in developing these spaces in addition to providing some in
tuitive and concrete advice on how to select parameter values and ranges. What
has not been tested is the quantitative impact a change in one parameter has on
detection results. This is in-line with a sensitivity study of the various parameters
used in the MODTRAN runs as well as the post processing terms such as target
orientation and shape factor. In addition, the target space needs to include sensor
noise and calibration errors. These parameters also need to be evaluated in terms
of their impact on detection.
Another refinement to the target space creation process is to make the target
spaces more probabilistic. Currently we get a set of spectra from MODTRAN
that reflect changes in the atmosphere, based on user defined input parameters
and values. In the detection process, we found that using the mean target space
vector sometimes produced the best results. However, is this due to the the mean
spectrum really being the closest possible spectrum to the target pixel or the fact
that we have simply reduced the number of vectors used in the detection process?
That mean target space vector may reflect a good approximation to the actual pixel
but certainly this is not the ideal probabilistic space. We intuitively know that the
extreme values for visibility, sensor elevation, and WV scale factor, for example,
will produce a spectrum that is less likely to be like the target pixel, however, we
currently do not have a scheme in place to take advantage of such knowledge. All
the input parameters have "equal
weighting"
. If we could change this weighting
factor to be Gaussian, for example, then the output spaces would have a mean and
variance that would more accurately reflect the importance of the input parameters
used in the target space generation process.
One of the key factors in using vector geometry to describe a background data set
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is to make sure the target in question does not become a background endmember.
In the event that happens, then one will never find the target of interest because it
is now part of the background description. This area was studied extensively in this
research. The conclusion was that the masking idea presented did not necessarily
prevent target pixels from becoming endmembers. Perhaps a new approach is needed
that takes advantage of information we have about the target, which is in the form
of target spaces. The cause of this may also be related to noise and calibration issues
discussed previously. This area definitely needs further investigation.
Another suggestion would be to make the entire process presented in this re
search more "operational". That is, perhaps the process could be used in a near
real time environment. If look-up-tables were constructed ahead of time, then col
lected radiance data could be entered directly into the algorithm for near real time
processing. If the target spaces or look-up-tables are designed for the un-calibrated
sensor data, then the need for sensor calibration is eliminated, thus leading to an
increase in processing time. The logistics of such a process would need to be further
investigated.
5.3.2 Detection
This research has developed a detection scheme that utilized physics based modeling
as its input. We illustrated that the detection process worked and showed promise.
However, the analysis of the final algorithm (PB-SIFT) was based on a more quali
tative approach than a quantitative one. Based on the SIP behavior testing studies,
a 2 dimensional decision criteria needs to be established. This could be in the form
of a linear or non-linear boundary within the space. This decision boundary needs
to be investigated as to its appropriateness and performance.
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Another idea that may potentially work in the decision space is to not draw
decision boundaries, but rather cluster the data. Since the data tend to fall in groups
perhaps we could treat this space as a simple 2 dimensional classification problem.
This is an entire field of study and could be investigation as to its appropriateness
and potential performance.
During this research we developed the PB-SIFT algorithm to resemble that of
ENVI's MTMF. We also presented a derivation of the latter algorithm, the MTMF.
Future efforts should validate this derivation by coding it and testing it against the
original implementation of ENVI's MTMF.
The concept and performance of the PB-SIFT algorithm should be tested against
other detectors, both geometric and stochastic, some of which have been presented
in the background section of this research. Additionally, larger data sets should be
used so as to obtain possible false alarm rates on the order of 10~6 to 10_r. This
would require images to have IO6 to 107 pixels in them.
Lastly, the concept of the SIP algorithm could probably be used as an added
infeasibility metric to any geometric type detector. This could be look at and
evaluated, since the metric doesn't necessarily require a target space, or matrix






The Singular Value Decomposition (SVD) is a widely used technique to decompose
a matrix into several component matrices, exposing many of the useful and interest
ing properties of the original matrix. The decomposition of a matrix is often called
a factorization. Ideally, the matrix is decomposed into a set of factors (often or
thogonal or independent) that are optimal based on some criterion. For example, a
criterion might be the reconstruction of the decomposed matrix. The decomposition
of a matrix is also useful when the matrix is not of full rank. That is, the rows or
columns of the matrix are linearly dependent. Theoretically, one can use Gaussian
elimination to reduce the matrix to row echelon form and then count the number of
nonzero rows to determine the rank. However, this approach is not practical when
working in finite precision arithmetic. A similar case presents itself when using LU
181
APPENDIX A. SINGULAR VALUE DECOMPOSITION 182
decomposition where L is in lower triangular form with l's on the diagonal and U
is in upper triangular form. Ideally, a rank-deficient matrix may be decomposed
into a smaller number of factors than the original matrix and still preserve all of
the information in the matrix. The SVD, in general, represents an expansion of the
original data in a coordinate system where the covariance matrix is diagonal.
Using the SVD, one can determine the dimension of the matrix range or more-
often called the rank. The rank of a matrix is equal to the number of linear in
dependent rows or columns. This is often referred to as a minimum spanning set
or simply a basis. The SVD can also quantify the sensitivity of a linear system to
numerical error or obtain a matrix inverse. Additionally, it provides solutions to
least-squares problems and handles situations when matrices are either singular or
numerically very close to singular.
The singular value decomposition provides a method for decomposing a rectan
gular, rather than a square, matrix. We can decompose a matrix that is not square
nor symmetric by first considering a matrix A that is of dimension m x n where
m > n. This assumption is made for convenience only; all the results will also hold
if m < n. As it turns out, the vectors in the the expansion of A are the eigenvectors
of the square matrices
AAT
and ATA. The former is a outer product and results
in a matrix that is spanned by the row space of A. The latter is a inner product
and results in a matrix that is spanned by the column space (i.e., the range) of A.
The singular values, a are the nonzero square roots of the eigenvalues (A) from
AAT
and ATA (i.e., a = \/~X). The eigenvectors of
AAT
are called the "left" singu
lar vectors (U) while the eigenvectors of ATA are the
"right"
singular vectors (V).
By retaining the nonzero eigenvalues k = min(m, n), a singular value decomposition
(SVD) can be constructed. That is
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A = UAVT (A.l)
where U is an m x m orthogonal matrix (UTU = I), V is an n x n orthogonal
matrix (VTV = I), and A is an m x n matrix whose off-diagonal entries are all O's
and whose diagonal elements satisfy
o\ > o-2 > > <?n > 0. (A.2)
It can be shown that the rank of A equals the number of nonzero singular values
and that the magnitudes of the nonzero singular values provide a measure of how
close A is to a matrix of lower rank. That is, if A is nearly rank deficient (singular),
then the singular values will be small. In general, the SVD represents an expansion
of the original data A in a coordinate system where the covariance matrix S^ is
diagonal.
Remember, this is called the singular value decomposition because the factoriza
tion finds values or eigenvalues or characteristic roots (all the same) that make the
the following characteristic eguation true or singular. That is
|A AI| = 0. (A.3)
Using the determinant this way helps solve the linear system of equations thus
generating an nth degree polynomial in the variable A. This polynomial, that yields
n-roots, is called the characteristic polynomial.
Equation (A.3) actually comes from the more generalized eigenvalue equation
which has the form
Ax = Ax (A.4)
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which, when written in matrix form, is expressed as
AX = XA. (A.5)
This implies
Ax - Ax = 0 (A.6)
or
(A - AI)x = 0. (A.7)
The theory of simultaneous equations tells us that for this equation to be true
it is necessary to have either x = 0or|A AI| = 0.
Maximum Noise Fraction (MNF)
B.l Maximum Noise Fraction (MNF)
As a starting point principal component analysis (PCA) does not always produce
components of decreasing image quality. This is because the PC approach relies
on maximizing the band-to-band total image variance. It does not have the ability
to separate signal and noise components, for example. A better metric of eval
uation would be to maximize the signal relative to the noise (i.e., signal-to-noise
ratio (SNR)). This would, in turn, order the data in terms of image quality not
image variance. The approach that performs this is called the maximum noise frac
tion (MNF) [12]. This algorithm establishes a noise fraction based on the ratio of
the noise variance to the total variance for a particular band. It then generates a
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linear transform such that the fraction is maximized. An important characteris
tic of the MNF transformation, which is not shared by the PC transformation, is
the invariability to linear scaling. This is because we are maximizing a ratio (i.e.,
signal-to-noise) not a (potentially scaled) variance.
B.2 Noise Adjusted Principal Components (NAPC)
An alternate and equivalent approach to the MNF transform is the noise adjusted
principal component transform (NAPC) [30]. The MNF transform can be thought of
as a transformation of the original data set to a space in which the covariance of the
noise data is diagonal or uncorrelated, followed by a standard principal component
transform. That is, the noise is arranged such that it is the same in every band.
This is called noise whitening. A principal component transform on this data would
then order the transformed data results in terms of relevant signal information.
In developing the theory, we assume that the signal and noise components in the
data are uncorrelated. In doing so, we can write
= 5 + _v (B.l)
Ss = E - Sw (B.2)
where is the covariance of the image data set, Ss is the signal covariance, and





4^" " 1 (B-3)
e- 2jNei
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where ef is a vector that maximizes the ratio. We also need the bands to be
uncorrelated so that
efej = 0, ij (B.4)
Let E be the eigenvector matrix (computed from the noise covariance matrix) that
digitalizes or decorrelates, /y such that
EtSatE = A,v (B.5)
where AN is a matrix containing eigenvalues on the diagonal. Additionally, the
orthonormal vectors E have the property ETE = I. Thus far, we have de-correlated
the noise component. We now wish to find an operator that will produce bands with
the same noise in each band. This is called whitening the data. This can be done
by normalizing E by the standard deviation (or the square-root of the eigenvalues
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We now introduce a set of vectors z such that
z^ = F^e,- (B.9)
which is re-expressed as
Fzi = ei (B.10)
This can be substituted back into our SNR relation of Eq. (B.3) which yields






We still wish to select z; vectors that maximize (SNR +1) subject to the con
straint zfzi = 0. The principal component of FTS F will do this. That is, the z, are
the principal components of FTS F and the eigenvalues of the transformed matrix
are equal to (SNR +1).
B.2.1 Implementation
The implementation on the data set is then a three step process, a standard princi
pal component (PC) transform, a noise whitening, and then another standard PC
transform on the noise whitened data. Assuming matrix A is the image data, we
have
Pi = ErA (B.12)
where E is the eigenvector matrix computed from the noise covariance, S^r- Since
it is assumed that the covariance of A has signal and noise components that are
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uncorrelated, we have
SPl = ETEsE + ErEwE
= SPls + APlW. (B.13)
We then whiten Px with F EA^,1/2 which is express as
P2 = FTPi - (EAW1/2)TP!. (B.14)
This produces a covariance in the whitened space given by
Sp2 = F EPlsF-)-F Epj/vF
= Sp2s + Iw. (B.15)
where we take advantage of the result from Eq. (B.8).
Finally, we apply a standard principal components transform to the noise whitened
data with eigenvector matrix W which is computed from the covariance Sp2 . This
transformation, when applied to the data at this point, is express as
P3 = WTP2. (B.16)
The covariance of P3 is then
Sp3 = WTSp2SW +W^W
= Ap3s + IN (B.17)
since the orthonormal vectors W have the property WrW = I. This last transfor
mation produces a diagonal covariance matrix where the noise is isotropic with unit
variance.
Iii;.
Sum of Variances in a Linear Mixture
If we assume we have a mixing model of the form
s = at + (l-a)b (C.l)
where a is a weighting scalar and t and b are random variables, then the variance




where E[ ] is the expected value. This expression can be factored as
a2(s) = E[(at+(l-a)b)2]-E[at + (l-a)b]2. (C.3)
To simplify the notation, we let (5 = (1 a). Then we have
a2(s) = E[(at + Pb)2] - E[at + Pb]2 (CA)
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which reduces to




+ 2a(3tb + 32b2] - (E[at] + E\Bbtf
= E[a2t2] + 2E[a[3tb] + E[82b2] - {(E[ai\ + E[0b])(E[at] + E\Bb})}
- E[a2t2] + 2E[aptb] + E[f32b2] - ^E[at]2 + 2E[at]E[[3b] + E[[3b]2}
= E[a2t2] + 2E[a(3tb] + E[j32b2] - E[at]2 - 2E[at]E\3b] - E[(3b]2
= E[a2t2] - E[at]2 + E[B2b2] - E[[3b]2 + 2E[af3tb] - 2E[at]E[0b]
- a2(E[t2] - E[t]2) + B2(E[b2] - E[b]2) + 2a3{E[tb] - E[t]E[b])
= a2a2(t)+f32a2(b) + 2ada2(t,b) (C.5)
using the expectation definitions of variance and covariance. Upon substitution of
(3 = (1 a) we have
a2(s) = a2a2(t) + (l-a)2o~2(b) + 2a(l-a)a2(t,b). (C.6)
In the event we have independent random variables, then the covariance between t
and b is zero. Therefore we have




Geometry and the Linear Mixing
Model (LMM)
The general equation for assuming a linear mixture of endmembers in a pixel is
x = Ma + w (D.l)
where x is the spectrum of the mixed pixel, M is a matrix of endmembers, a is a
vector of endmember weights, and w is a vector of residuals accounting for noise
and lack of fit. We wish to "unmix" the pixel of interest based on some number of
endmembers. In order to do this we need to solve for the unknown weights, a. The
solution can thus be viewed as a linear estimation problem. If a is an estimate of a,
then
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x = Ma + w (D.2)
is an estimate of x. The estimate of a can be found (in a least squares sense) by
MTx = MTMa (D.3)
a = (M^r^x (D.4)
where the quantity
(MTM)~1MT is referred to as the pseudo-inverse of M, which
we will call MA
Rewriting Eq. (D.2) using the result from Eq. (D.4) we have
x = M(MTM)"1MTx = MMx. (D.5)
The quantityMM* produces, what is called inmatrix theory, a projection matrix,
which we will denote by P. This matrix projects any vector x onto the column space
of M. The projection matrix has two basic properties:
(i) It is idempotent: P2 = P
(ii) It is symmetric: P = PT
We can prove properties (i) and (ii) algebraically,














Therefore, P = PT = P2. We can rewrite Eq. (D.5) using our new projection
matrix notation. That is,
r
^x = Px
The error associated with the estimate of x is
e = x-x. (D.7)
Similarly, we can rewrite Eq. (D.7) in terms of our projection operator, P.
e = x-Px = (I-P)x = (I-MM,)x (D.8)
where we let P1 = (I MM1"), which could be viewed as an orthogonal projection
operator (which is also idempotent and symmetric). Finally, we have
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e = P-Lx (D.9)
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