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Unifying description of the damping regimes of a stochastic particle in a periodic
potential
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We analyze the classical problem of the stochastic dynamics of a particle confined in a periodic
potential, through the so called Il’in and Khasminskii model, with a novel semi-analytical approach.
Our approach gives access to the transient and the asymptotic dynamics in all damping regimes,
which are difficult to investigate in the usual Brownian model. We show that the crossover from
the overdamped to the underdamped regime is associated with the loss of a typical time scale
and of a typical length scale, as signaled by the divergence of the probability distribution of a
certain dynamical event. In the underdamped regime, normal diffusion coexists with a non-Gaussian
displacement probability distribution for a long transient, as recently observed in a variety of different
systems. We rationalize the microscopic physical processes leading to the non-Gaussian behavior,
as well as the timescale to recover the Gaussian statistics. The theoretical results are supported by
numerical calculations, and are compared to those obtained for the Brownian model.
I. INTRODUCTION
The theoretical description of the stochastic motion
of a particle confined in a periodic potential is a stan-
dard problem in statistical physics, which is relevant to
a variety of different context, including superionic con-
ductors [1], colloids in light fields [2, 3], market evolu-
tion models [4], supercooled liquids [5–7], diffusion of
atoms in optical lattices [8, 9], diffusion of molecules at
liquid/solid interfaces [10], transport in electronics [11],
research strategies in biology [12]. In the absence of cor-
relations, the central limit theorem assures that at long
times the probability distribution P (r, t) that a particle
move of a distance r in a time t approaches a Gaussian,
P (r, t) =
1
(4πDt)d/2
exp
(
− r
2
2dDt
)
,
where d is the spatial dimensionality and D the diffu-
sion constant. This implies that the mean square dis-
placement (MSD) asymptotically grows linearly in time,
〈r2(t)〉 = 2dDt, a features known as Fickian diffusion. In
this line of research, the main problem is the determina-
tion of the diffusion constant as a function of the model
parameters which specify the confining potential, and the
features of the interaction of the diffusing particle with
the heat bath. Recently, there has also been great inter-
est in the determination of the temporal evolution of the
distribution P (r, t), that appears to have universal fea-
tures. Specifically, a number of different systems exhibit
a long transient during which the displacement distribu-
tion is not Gaussian, but the dynamics is Fickian with the
mean square displacement growing linearly in time [13], a
feature termed as Brownian non-Gaussian dynamics. In-
deed, a Brownian non-Gaussian dynamics is observed, for
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instance, in dense colloidal suspensions [5, 14–16], granu-
lar materials [17–22], supercooled liquids and structural
glasses [7, 21, 23, 24], gels [25], plasmas [26], biological
cells [27–33], networks or active suspensions [32, 34, 35],
turbulent flow [36] and finance [37].
The stochastic motion of a particle confined in a one-
dimensional periodic potential V (x) is a problem char-
acterized by three time scales. One timescale, ω−1b , orig-
inates from the curvature of the potential on the top
of the barrier, ω2b = −∂
2V
∂x2 |top, and is related to the
time the particle needs to cross the barrier. The other
two timescales characterize the interaction with the heat
bath, and measure the time the particle needs to ther-
malize, ttherm, and the typical time interval in between
two collisions with the heat bath, tc. For instance, if
the interaction with the heat bath is due to the colli-
sions of a tracer particle with bath molecules, then on
increasing the density of the bath the collisional timescale
decreases [38]. The ratio between the thermalization
timescale and timescale fixed by the potential defines the
damping regime of the dynamics, which is overdamped if
tthermωb ≪ 1, and underdamped if tthermωb ≫ 1.
Traditionally, the stochastic motion of a particle con-
fined in a potential is investigated assuming the colli-
sions with the heat bath particles to occur continuously
in time, tc = 0. This leads to a Langevin description of
the dynamics, mx¨ = −dV (x)/dx−γmx˙+ξ(t), where ξ(t)
is a Gaussian with noise, 〈ξ(s)ξ(t)〉 = 2Tγmδ(t−s). Solu-
tions of this equation, and of the associated Fokker-Plank
equation, are only available in the overdamped and in the
underdamped regime of the dynamics, where they are
obtained through different approximations. Specifically,
one considers that in the overdamped limit the tracer
position is a slow and diffusing variable, while in the un-
derdamped limit the energy has these features [39]. More
recently it has been shown that the two limits can be ac-
cessed through a singular perturbation expansion [40],
that is performed using as a small parameter γ−1 in the
2overdamped limit, and γ in the underdamped limit. The
use of different approximations to investigate the differ-
ent regimes of the dynamics makes impossible to address
the feature of the dynamics as one move from one regime
to the other. Similarly, to obtain the precise shape of
P (r, t) at all the times, including on the tails, would re-
quire the exact solution of the Fokker-Planck equation,
for the given potential and initial condition, which is in
general not known.
In this paper, we investigate the diffusion and the evo-
lution of the displacement probability distribution of a
stochastic model describing the motion of a tracer parti-
cle in a potential, which is different but closely related to
the usual Brownian motion model. Specifically, we focus
on the Il’in Khasminskii (IK) model [41], in which instan-
taneous interaction with the heat bath occurs at a con-
stant rate t−1c . The interaction randomizes the particle’s
velocity according to the Maxwell distribution so that tc
also fixes the thermalization timescale. In between two
interactions with the heat bath, the tracer particle moves
in the potential according to Newton’s law. We develop a
theoretical framework to investigate the dynamics of this
model in all damping regimes. Specifically, this theoreti-
cal framework is based on the notion of ‘flights’, that has
no analogous in the BM dynamics. A ‘flight’ is defined as
the smooth and deterministic trajectories of a particle in
between two successive interactions with the heat bath.
We define flights that connect different potential wells as
‘external flights’, and the other as ‘internal flights’, as
illustrated in Fig. 1. This framework allows us to ad-
dress, for the first time, what features of the dynamics
change as the system transient from the overdamped to
the underdamped regime. We will show that, in the over-
damped limit, ωbtc ≪ 1, the diffusion coefficient is set by
the internal flights, while in the underdamped regime,
ωbtc ≫ 1, it is set by the external flights. The crossover
between the overdamped and the underdamped regimes
comes with a singularity of the probability density of a
particular class of flights. Physically, this divergence im-
plies that on moving from the overdamped to the under-
damped regime the dynamics loses a characteristic length
scale and a characteristic energy scale.
The introduced theoretical framework does also allow
for a detailed investigation of the Brownian non-Gaussian
feature of the dynamics. This is of particular interest as
there are not simple analytically solvable models where
the Brownian non-Gaussian dynamics emerges from the
solution of a physically motivated equation of motion.
Indeed, current statistical models exhibiting such a dy-
namics are formulated at a coarse-grained level. For in-
stance, the superstatistical approach elegantly recovers
a Brownian non-Gaussian dynamics assuming the ex-
istence of an exponential distribution of diffusion con-
stants, whose physical origin is however difficult to ra-
tionalize [13, 43, 44]. Alternatively, a Brownian non-
Gaussian dynamics can be recovered assuming the diffu-
sion coefficient to be itself a diffusing variable [27, 45, 46],
as one might expect to occur for particles moving in
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FIG. 1. Schematic representation of the dynamics of Il’in
Khasminskii (IK). Each arc represents the deterministic tra-
jectory in between two successive collisions with the heat
bath. External flights (red) connect different potential wells,
while internal flights (blue) connects two successive external
flights. The curvatures of the potential at the top and at the
bottom of the barrier are respectively ω2b = −
∂2V
∂x2
|x=L/2 and
ω20 =
∂2V
∂x2
|x=0. Adapted from [42].
evolving environments. Here we show that the Brownian
non-Gaussian dynamics emerges as the dynamics is nat-
urally described as the superposition of two stochastic
processes, corresponding to the ‘internal’ flights within
a well, and to the ‘external’ flights connecting differ-
ent wells. In the underdamped regime, both ‘external’
and ‘internal’ flights affect the displacement distribution
function, which leads to a heterogeneous dynamics with
Brownian non-Gaussian features. We investigate the ap-
proach to the regime of normal diffusion considering the
time evolution of the non Gaussian parameter (ngp) of
the displacement probability distribution, which we find
to scale as ngp ∝ Γ−1t−1, where the proportionality con-
stant is related to the ngp of the single flight length distri-
bution, and Γ−1 is the inverse rate of escape of a particle
from the well.
In the following, we first define the model we have in-
vestigated, and then describe in Section III the theoret-
ical approach we have developed, illustrating how this
allows for the estimation of the diffusivity. In particu-
lar, in this section we provide a schematic description of
the characteristic flights of the IK model along a typi-
cal trajectory and discuss the relevant couplings between
the shape of the potential and the other parameters of
the model in the two dynamical regimes. Section IV de-
scribes the feature of the transition from the overdamped
to the underdamped dynamics in the IK model, while
the Brownian non-Gaussian features of the IK and of
BM models, and the timescales associated to the recov-
ery of the normal diffusion, are discussed in Sec. V. A
brief summary and some remarks conclude the paper.
3II. MODELS
We consider two models describing the dynamics of a
thermal particle confined in a one-dimensional potential,
the Brownian Motion model and the Il’in Khasminskii
one. While the theoretical framework we will discuss is
easily generalized to generic potentials, we focus on a
periodic potential of period L, that in the range −L/2 <
x 6 L/2 is defined as:
V (x) =
1
2
mω20x
2 − mω
2
0
L2
x4. (1)
We use as independent parameters the height of the po-
tential barrier ∆U and the period L. The frequencies
related to the curvatures at the bottom and at the top of
the potential well are ω20 =
16∆U
mL2 and ω
2
b = 2ω
2
0 , respec-
tively.
In the BM model, the diffusive properties of a parti-
cle confined in a one-dimensional periodic potential have
been investigated in the Langevin formalisms [39, 40],
in which the equation of motion includes the interaction
with a thermal bath at temperature T and with an envi-
ronment which damps the motion with a viscous friction
of coefficient γ. The interaction with the thermal bath is
continuous and the damping timescale is set by γ−1. The
overdamped and the underdamped regimes correspond,
respectively, to the limits γ−1ωb ≪ 1 and γ−1ωb ≫ 1.
In this paper, we will describe previous results concern-
ing the diffusive properties of this model, and discuss new
findings as concern the evolution of the displacement dis-
tribution.
In the original investigation of the IK model [41] a
test particle of mass m, confined in a potential, elas-
tically interacts with a heat bath particle of mass M .
The time interval between two successive interactions
is distributed like P (∆t) = e−
∆t
tc /tc. The case of col-
lision events equispaced in time has also been treated
elsewhere [48]. The interaction with the heat bath, in
equilibrium at temperature T , is instantaneous and ran-
domizes the velocity. In between collisions the system
moves deterministically according to Newton’s equation.
Being M the mass of the test particle and m the mass
of the bath particle, the reduced masses can be defined
as µ1 =
M−m
M+m and µ2 =
2M
M+m . Then, if x and p are the
position and the momentum of the test particle in 1-dim,
F (x) = −∂V (x)∂x is the force on the test particle due to the
potential and u(x, p, t) is the probability distribution of
finding the particle is position x with momentum p, the
integro-differential equation that Il’in and Kashminskii
found for u is:
∂u(x, p, t)
∂t
= − p
M
∂u(x, p, t)
∂x
− F (x)∂u(x, p, t)
∂p
− 1
tc
∫ ∞
−∞
dp′P (p′)
[
u(x, p, t)− u(x, p− µ2p
′
µ1
, t)
]
. (2)
In this paper we consider the special the case of “strong
collision”, that is M = m, for which the integro-
differential equation for u reads:
∂u(x, p, t)
∂t
= − p
m
∂u(x, p, t)
∂x
− F (x)∂u(x, p, t)
∂p
− 1
tc
u(x, p, t) +
1
tc
√
2πmT
e−
p2
2mT u(x, t), (3)
where u(x, t) is the marginal distribution of the position
of the particle. Eq. 2 cannot be solved in general. Al-
though it is not formally derived from a projection pro-
cedure like the Fokker Planck, it reduces to the Fokker
Planck in the limit of high collision rate and massive
tracer. As a matter of fact it is more general, including
physical cases where the rare and strong fluctautions pre-
vent the diffusion limit from being attained, like in a real
gas at low pressure. We stress that while in the Brownian
Motion case, where M ≫ m, the time correlation is due
to the inertia of the test particle, in the case M = m the
time correlation tc should be thought of as the time of the
mean free path of the molecules, that can be related to
the inverse of the pressure of the gas [39]. Subsequent
works [47, 48] solved the IK dynamics for a free parti-
cle and for a particle confined in a harmonic potential,
following a path integral approach, showing remarkable
deviations from the BrownianMotion in the casem =M .
We have recently investigated the diffusive properties of
the IK model [42] in a periodic potential, introducing a
novel physically motivated approach that allows to ob-
tain exact results without solving Eq. 3. We will shortly
review these previous results in Section III, providing
more details which are instrumental to the study of the
Brownian non-Gaussian dynamics.
The analytical solutions of the dynamics of both the
BM and the IK model are validated against numerical
simulations. In particular, the simulations of the IK
model are carried out using an explicit Euler-Maruyama
scheme to integrate the equation of motion in between
two interactions with the heat bath. When a particle in-
teracts with the heat bath, its velocity is resampled from
the Boltzmann distribution P (v) = e−
mv2
2T /
√
2πT/m.
This distribution represents the invariant distribution of
the dynamics and is preserved along the piecewise deter-
ministic trajectory. In the underdamped regime, these
simulations are speed-up through the use of analytical
results [42] for the time needed by a particle moving de-
terministically to traverse a well, or to perform one os-
cillation inside a well.
III. DIFFUSION CONSTANT
A. Overview
We have recently investigated [42] the diffusion coeffi-
cient of the IK model, and compared it to that of the BM,
in both the overdamped and the underdamped limit. The
main result is that the diffusivities of the two models co-
incide in the overdamped regime, while they are qualita-
4tively different in the underdamped regime. Specifically,
in the overdamped limit, we have found
DIKover = e
−∆UT ω0ωb
2π
tcL
2, (4)
which is exactly the diffusion coefficient of a BM in a
periodic potential, with tc = γ
−1 [49]. Conversely, in
the underdamped limit the diffusion coefficient of the IK
model is
DIKunder ∝
∆U
m
tce
−∆UT , (5)
where the proportionality constant is weakly affected by
the potential, and by the temperature. This is different
from the diffusivity [40, 42] of the BM, which is given by
DBMunder ∝ Tγ−1e−
∆U
T . (6)
In particular, the energy scale controlling the diffusivity
of the IK model in the underdamped limit is the barrier
height, ∆U , while that controlling the diffusivity of the
BM is the temperature.
In the following, we shortly review the theoretical ap-
proach we have introduced to determine the diffusion
coefficient, both to provide novel physical insights into
the crossover from the overdamped to the underdamped
regime, as well as to establish the formalism we will use
to investigate the Brownian non-Gaussian features of the
dynamics.
B. Theoretical approach
Instead of searching for the full solution of the dynam-
ics starting from Eq. 3, we follow a different approach
that leads to approximate expressions in the limiting
damping regimes and provides some physical insight in
the crossover region as well. We determine the statistical
features of the IK model in a periodic potential decom-
posing its dynamics into the superposition of two stochas-
tic processes. One stochastic process describes the mo-
tion within a given potential well, while the other process
describes the transition between different wells. We de-
fine as flight the trajectory of a particle in between two
consecutive interactions with the heat bath, and consider
at a coarse-graining level a particle trajectory as an alter-
nate sequence of external and of internal flights, as shown
in Fig. 1. The i-th external flight, with length ∆x∩i , is
a barrier crossing flight, i.e. the trajectory between the
coordinates of two successive collisions happening in dif-
ferent wells. The i-th effective internal flight, with length
∆x∪i , is the trajectory connecting the ending point of the
i-th external flight and the starting point of the (i + 1)-
th external flight. While an external flight involves one
single interaction with the heat bath in a given poten-
tial well, an effective internal flight might involve many
interactions within the same potential well, and might,
therefore, consist of many flights. To simplify the nota-
tion, in the following we will refer to the effective internal
flights as internal flights. The displacement of a particle
at time t, when the particle has performed N(t) ≃ t/tc
flights, can be decomposed in a contribution from the
internal flights and in a contribution from the external
flights. The decomposition is carried out considering that
the number of external flights is P∩N , where P∩ is the
probability that a thermalized particle performs a bar-
rier crossing flight so that RN =
∑NP∩
i (∆x
∩
i + ∆x
∪
i ).
Consequently, the diffusion constant is
D = lim
t→∞
1
2Ntc



NP∩∑
j=1
∆x∩j


2
+

NP∩∑
j=1
∆x∪j


2

 =
= D∩ +D∪, (7)
where the cross product term vanishes for symmetry rea-
sons.
The evaluation of the diffusion coefficient through
Eq. 7 involves that of the sums of variables that are, in
principle, correlated. In particular, in the overdamped
limit flights are short, and a barrier crossing flight will
end very close to the maximum of the energy barrier sep-
arating two wells. Therefore, this flight is most probably
followed by flights bringing back the particle in the start-
ing well, rather than by flights driving the particle in the
arrival well. This makes most of the NP∩ barrier cross-
ings terms in Eq. 7 correlated. These correlations can be
formally taken into account investigating the fraction Pd
of crossings flights that are followed by decorrelation in
the arrival well, without any further recrossing. Consid-
ering that the contribution of correlated barrier crossing
flights to the diffusivity vanishes, the diffusion coefficient
can be expressed as
D =
1
2tc
PdP∩
[〈(∆x∩)2〉+ 〈(∆x∪)2〉] = D∩ +D∪, (8)
where 〈·〉 indicates the average over uncorrelated flights.
The diffusion coefficient can be estimated evaluating the
different terms that appear in Eq. 8, which is valid for
every tc. We describe below how this estimation can be
carried out, adding a subscript tc → 0 or tc → ∞ to
the different evaluated quantities to indicate respectively
their overdamped and underdamped limits.
C. Barrier crossing probability, P∩
The probability that a flight crosses an energy barrier
can be calculated, without loss of generality, as the prob-
ability that the coordinate of the starting point of the
flight is |xs| < L/2, while the coordinate of the arrival
point is |xe| > L/2. To evaluate this probability, we con-
sider that a flight is characterized by three independent
variables, which could be xs, xe and the time of flight
∆t, or equivalently xs, xe and the energy E. Note that
particles able to perform a barrier crossing flight must
have an energy larger than the barrier height ∆U , i.e. a
5positive excess energy ǫ = E − ∆U . Using as variables
(xs, xe, E), the barrier crossing probability results
P∩ = 〈θ(|xe| − L/2)〉f =
= 2
∫ L/2
−L/2
dxs
∫ ∞
xs
dxe
∫ ∞
0
dEf(xs, xe, E)θ(xe − L
2
) =
= 2
∫ L/2
−L/2
dxs
∫ ∞
L/2
dxe
∫ ∞
0
dEf(xs, xe, E). (9)
Here
f =
1
Z(T )v(xs, E)v(xe, E)
e−
tE(xs→xe)
tc
tc
e−
E
T√
2πmT
(10)
is the probability that the particle interacts with the heat
bath when in position xs, that through this interaction it
acquires a total energy E, and that its flight time equals
the time tE needed to travel from xs to xe with total
energy E, which is given by
tE(xs → xe) =
∫ xe
xs
dz
v(z, E)
. (11)
Z =
∫ L/2
−L/2 e
−V (u)T du is a temperature dependent normal-
ization constant. In Eq. 10 v(xs, E) and v(xe, E) are the
velocities of the particle in the initial and in the final
position, respectively. Eq. 10 is the equilibrium measure
over the flights and is valid for every tc. Fig. 2a shows
that the theoretical prediction for P∩ of Eq. 9 compares
well with the numerical results, where P∩ is evaluated as
the number of barrier crossing flights over the total num-
ber of flights. The tc dependence of the barrier crossing
probability is rationalized considering the properties of
the flights in the overdamped and in the underdamped
limit. We will show in Sec. III E that in the overdamped
limit P∩ = (ω0/π)tc exp(−∆U/T ), and in Sec. III F that
in the underdamped limit P∩ ∝ exp(−∆U/T ).
D. Correlation between barrier crossing flights, Pd
Subsequent barrier crossing flights are expected to be
anticorrelated, in the overdamped limit. In this limit, in
fact, flights are short so that barrier crossing flights will
both start and end close to the top of an energy barrier.
One thus expect the occurrence of many barrier cross-
ing flights before the traces diffuses into the arrival well.
The fraction Pd of crossings flights that are followed by
decorrelation in the arrival well, without any further re-
crossing, is numerically estimated measuring the fraction
f(t)/(N(t)P∩) of barrier crossing flights having the same
direction of their predecessor. These consecutive exter-
nal flights are uncorrelated, as correlated flights have op-
posite directions as being related to a recrossing event.
Since the probability that two uncorrelated consecutive
barrier crossing events have the same direction is 1/2, we
conclude that Pd = 2f(t)/(N(t)P∩). Numerical results
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c
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U e
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FIG. 2. Panel a illustrates the tcωb dependence of the prob-
ability P∩ that a flight crosses an energy barrier, normalized
with the Arrhenius factor. P∩ is the long time limit of the
ratioM(t)/N(t), where N(t) is the total number of flights un-
til time t, and M(t) is the number of barrier crossing flights
until time t. The full line represents Eq. 9, the dashed line
the asymptotic value for ∆T/U = 0.21. Panel b shows the
fraction of uncorrelated barrier crossing flights, Pd, described
in the text. The full line is an empirical fitting formula based
on the predicted behavior in the tc → 0,∞ limits. Figure
from [42].
for Pd are shown in Fig. 2b. In the underdamped limit
barrier crossing flights are long, and thus uncorrelated
so that Pd = 1. In the overdamped limit, instead, we
find Pd ≃ 2ωbtc as discussed in Sec. III E. The full line
of Fig. 2b is an empirical fitting formula reproducing the
asymptotic behaviors.
E. Overdamped limit
1. Overdamped external flights, 〈(∆x∩)2〉tc→0
In the overdamped limit all flights are small, and do
not involve large changes in the potential energy. In par-
ticular, the short barrier crossing flights experience an
approximately flat potential, and will thus resemble free
flights. We first show numerically that this is the case,
investigating the contribution of the external flights to
the MSD,
gext = fǫ(xs, xe)(xe − xs)2θ(xe − L/2), (12)
where ǫ = E − ∆U ≪ ∆U is fixed. This is plotted
in Fig. 3a for ∆U = 1/4 and L = 2, as a function of
xs < L/2 and xe > L/2. The length of the flights is
l = (xe−1)+(1−xs). The figure clarifies that the only not
negligible contribution to the diffusion coefficient comes
from short flights, and that this contribution is maximal
along the hypotenuse of an isosceles right triangle. Ac-
cordingly, the flights mostly contributing to the diffusion
have different starting points but a constant length, as
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1.
1.001
1.002
1.003
2
4
6
0.995 0.996 0.997 0.998 0.999 1
10-3
10-2
10-1
length
time
(a) (b)
xs
×10−8
x
e
xs
∆t = 2tc
xe − xs = 2tc
√
2ǫ/m
FIG. 3. a) Contour plot of the contribution to the mean square displacement of the external flights, in the overdamped limit.
Data are obtained at fixed excess energy ǫ, and are shown as a function of xs < L/2 = 1, the starting point of the external
flight and of xe > L/2 = 1, the endpoint of the flight. L/2 is the coordinate of the top of the potential barrier. Maxima are
located along a straight line at 45 deg, that identifies flights of constant length at the turn of the barrier. b) Flight duration ∆t
and flight length xe− xs, as a function of xs, of the external flights mostly contributing to the mean square displacement, at a
fixed excess energy ǫ. ∆t and xe−xs become constant as xs approaches L/2. For both panels, L = 2, ∆U = 1/4, T/∆U = 0.1,
tc = 10
−2 and ǫ = 10−3.
expected for the flights of a free particle with fixed en-
ergy and fixed flight duration. The direct measure of the
length l = xe − xs and of the duration ∆t of the barrier
crossing flights confirms that these behave as free flights
when xs is close to the top of the barrier, as illustrated in
Fig. 3b. The squared flight length is l2 = v2s∆t
2, with ve-
locity vs =
√
2ǫ/m, and the flight duration is ∆t = 2tc.
Thus, in the overdamped regime the external flight have
a well defined energy scale.
Formally, 〈(∆x∩)2〉tc→0 is evaluated as the average of
the squared length of the flights crossing the top of the
potential barrier over the equilibrium measure, Eq. 10,
assuming the flights to be free. Using the variables
(xs, vs,∆t) to describe a flight, we find
〈(xs − xe)2〉 ≃
(∫ 0
−∞
dxs
∫ ∞
0
dvs
∫ ∞
0
d∆t
e−mv
2
s/2T√
2πT/m
e−∆t/tc
tc
v2s∆t
2θ(xs + vs∆t)
)
×
(∫ 0
−∞
dxs
∫ ∞
0
dvs
∫ ∞
0
d∆t
e−mv
2
s/2T√
2πT/m
e−∆t/tc
tc
θ(xs + vs∆t)
)−1
=
=
12t3cTm
1/2
√
2/π
tcm3/2
√
2/π
=
12T t2c
m
. (13)
We stress that this result is valid for low tc, where the
free particle approximation l2 = v2s∆t
2 can be used. The
term θ(xs+vs∆t) in Eq. 13 assures that we are averaging
over free flights that cross the energy barrier. Without
this term Eq. 13 yields the averaged squared length of
all the free flights, which is 2T t2c/m. This result is in
agreement with the numerical calculation of the integral
of Eq. 12 in the overdamped limit.
To evaluate the diffusion coefficient, we also need to
calculate the barrier crossing probability P∩, Eq. 9. In
the overdamped and low temperature limit this can be
evaluated using the following approximations: Z(T ) ≃
√
2πT/m
ω0
, V (x) ≃ ∆U − mω2b(L/2−x)22 , and vx(ǫ) ≃√
2ǫ/m+ ω2b (L/2− x)2. As a result, we determine P∩ ≃
π−1e−
∆U
T ω0tc, that correctly describes the overdamped
limit of Fig. 2a.
The last quantity needed to evaluate D∩tc→∞ is the
barrier crossing probability Pd. From dimensional argu-
ments it can be argued that Pd should be proportional
to ωbtc, and from the simulations the constant turns out
to be 2. This value of the constant makes the escape
rate of the IK model equal to that of the BM, in the low
temperature limit [39, 42].
7Combining these results we finally estimate from Eq. 8
D∩tc→0 =
1
2tc
e−
∆U
T ω0tc
π
2ωbtc12T t
2
c = e
−∆UT ω0ωb
π
12T t3c
m
.
(14)
In the last equation the relevant characteristics of the
potential are encoded in the curvatures at the bottom
of the well potential ω20 and at the top of the barrier
ω2b . In terms of the variables ∆U and L
2, the diffusion
coefficient can be expressed as
D∩tc→0 ∝
∆U
L2
T t3ce
−∆UT , (15)
where for the considered potential the constant of pro-
portionality is 16/(
√
2π).
2. Overdamped internal flights 〈(∆x∪)2〉tc→0
The features of the internal flights are easily deter-
mined considering that each internal flight connects two
barrier–crossing flights, as in Fig. 1, that are extremely
short. Hence, if an internal flight connects two successive
external flights having the same direction, then its length
is that of the period of the potential, while if connects
successive external flights with opposite directions, then
its length is negligible. If the connected external flights
are uncorrelated, these two scenarios are equally likely,
so that we estimate 〈(∆x∪)2〉tc→0 ≃ L2/2. Thus, the
diffusion coefficient of the internal flights results
D∪tc→0 = e
−∆UT ω0ωb
2π
tcL
2. (16)
In terms of ∆U and L, we obtain the following scaling:
D∪tc→0 ∝ ∆Utce−
∆U
T , (17)
where for the considered potential the constant of pro-
portionality is 192/π.
3. Overdamped diffusion coefficient
In the overdamped limit, ωbtc ≪ 1, the contribu-
tion D∩tc→0 to the diffusion coefficient of external flights,
Eq. 15, results negligible with respect to that of the in-
ternal flights, D∪tc→0. Thus, the overall diffusion coeffi-
cient is Dtc→0 ≃ D∪tc→0, and it is given by Eq. 16. Note
that Eq. 16 is exactly the diffusion coefficient of a BM
in a periodic potential, with tc = γ
−1 [49]. Thus, in the
overdamped limit, the diffusivities of the two models are
equal. We will show in Sec. VA that in this limit the
two dynamics have also the same MSD, as well as an al-
most identical displacement probability distribution, at
all times.
F. Underdamped limit
In this section, we consider the internal and the exter-
nal flights in the underdamped limit and determine how
their diffusion constants scales with ∆U and L, empha-
sizing their weak dependence on the temperature and on
the shape of the potential. The overall diffusion coeffi-
cient results dominated by the external flights, that we
will, therefore, be discussed in greater detail.
1. Underdamped external flights
In the underdamped limit, a particle able to escape an
energy barrier is expected to traverse many wells. Un-
der the assumption that the external flights are uncor-
related and that they start from the equilibrium distri-
bution, which we will discuss in Appendix A, the diffu-
sion constant can be estimated as the average over the
equilibrium distribution of the squared length of the bar-
rier crossing flights D∩tc→∞ =
1
tc
〈v2(ǫ)∆t2θ(xe − L/2)〉f .
Here v is the average velocity of the flying particle, one
can evaluate as v(ǫ) = L/tb(ǫ), where tb(ǫ) is the time a
particle with excess energy ǫ needs to traverse a well,
tb(ǫ) =
∫ L/2
−L/2
dx√
2
m (∆U + ǫ− V (x))
=
L√
2∆U/m
τ(ζǫ),
(18)
where τ(ζǫ) =
∫ 1/2
−1/2
dy√
1+ζǫ−8y2+16y4
and ζǫ = ǫ/∆U .
Using as independent variables for a flight its starting
position xs, the initial velocity vs, and the flight duration,
∆t, we find
D∩tc→∞ =
e−∆U/T
tc
√
2πTZ(T )
∫ ∞
0
e−
ǫ
T
(
L
tb(ǫ)
)2
d
ǫ
m
×
∫ L/2
−L/2
dxs
vs(ǫ)
[∫ ∞
tE(xs→L/2)
∆t2e−∆t/tc
tc
d(∆t)
]
,(19)
where tE(xs → L/2) is the time a particle with en-
ergy E = ∆U + ǫ needs to travel from xs to the top
of the energy barrier, Eq. 11. It is easy to check that
the above integral is dominated by values of ǫ where
tE(xs → L/2) ≪ tc. As a consequence, we can set
tE(xs → L/2) = 0, obtaining
D∩tc→∞ =
2L2tce
−∆UT√
2πTZ(T )
∫ ∞
0
e−
ǫ
T
tb(ǫ)
dǫ, (20)
which at low temperature becomes:
D∩tc→∞ =
∆U
m
tce
−∆UT
(
16
ζT
∫ ∞
0
e−ζǫ/ζT
τ(ζǫ)
dζǫ
)
, (21)
where ζT = T/∆U . Eq. 20 is valid at all temperatures.
Note that in the last expressions the precise functional
form of the potential only affects the diffusivity through
8τǫ. In the low temperature limit the term in parenthesis
in Eq. 21 results only weakly temperature dependent, so
that the relevant energy scale controlling the diffusion
is ∆U . This is at odds with what happens in the BM,
where in the underdamped limit the diffusivity scales as
D ∝ Tγ−1e−∆UT , so that the relevant energy scales is the
temperature [40, 42].
A better physical understanding of the underlying
physical process is obtained recasting the diffusivity as
D∩tc→∞ = Γtc→∞〈λ2〉tc→∞, where Γtc→∞ is the escape
rate from a well, and 〈λ2〉tc→∞ the average square length
of a barrier crossing flight. The rate of escape is evalu-
ated as Γtc→∞ = limt→∞Mtc→∞(t)/2t = P∩,tc→∞/2tc
where M(t) is the number of barrier crossings in both
directions in a time interval t. Using (xs, vs, t) as inde-
pendent variables of the flight, after integrating over the
time the barrier crossing probability results
P∩,tc→∞ =
2e−∆U/T√
2πT/mZ(T )
∫ ∞
0
e−ǫ/T tb(ǫ)d
ǫ
m
(22)
so that the transition rate is
Γtc→∞ =
e−
∆U
T
tc
(
4
ζT
∫ ∞
0
e
− ζǫζT τ(ζǫ)dζǫ
)
. (23)
We note that the quantity in round brackets is only
weakly dependent on T and ∆U .
The average squared length can be estimated in two
ways. On the one side, given our previous result for
D∩tc→∞ and for Γtc→∞, we have
〈λ2〉tc→∞ =
D∩tc→∞
Γtc→∞
=
= 4t2c
∆U
m
(∫∞
0
e
−
ζǫ
ζT
τ(ζǫ)
dζǫ
)(∫∞
0
e
− ζǫζT τ(ζǫ)dζǫ
)−1
.(24)
On the other side, we can also estimate 〈λ2〉tc→∞ as the
second moment of the distribution of the length of the ex-
ternal flights, P (F )(l). This distribution can be obtained
integrating δ
(
l − t Ltb(ǫ)
)
over the equilibrium measure of
the flights. We obtain
P
(F )
T,tc→∞(l) ≃
∫ L/2
−L/2 dxs
∫∞
tE(xs→L/2) dt
∫∞
0 d
ǫ
m
2e−
∆U
T√
2πT/mZ(T )tc
e
− ǫ
T
− t
tc√
2
m (∆U+ǫ−V (xs))
δ
(
l − t Ltb(ǫ)
)
=(∫∞
0
e−
ǫ
T e−
l tb(ǫ)
Ltc t2b(ǫ)dǫ
) (
Ltc
∫∞
0
e−
ǫ
T tb(ǫ)dǫ
)−1
(25)
where the relation δ(g(t)) =
∑
i
δ(t−ti)
|g′(ti)| has been used,
and we approximated tE(xs → L/2) = 0 as in the
derivation of Eq. 21. The numerical study of this dis-
tribution reveals two symmetrical branches, close to ex-
ponential. It is easy to see that the estimate 〈λ2〉tc→∞ =∫∞
0 P
(F )
T,tc
(l)l2dl, coincides with the result of Eq. 24.
This analysis reveals that in the underdamped regime
the diffusion happens through flights of average squared
length 〈λ2〉tc→∞ ∝ t2c∆U , occurring at a rate Γtc→∞ ∝
e−∆U/T/tc. Remarkably, the flight length and the flight
rate do not depend on L, and the proportionality con-
stants only weakly depends on the shape of the potential
and on temperature.
2. Underdamped internal flights
The diffusion coefficient of the internal flights is
given, in the underdamped limit, by D∪tc→∞ =
1
2tc
Pd,tc→∞P∩,tc→∞〈(∆x∪)2〉tc→∞. We have already de-
termined Pd,tc→∞ and P∩,tc→∞. Specifically, Pd,tc→∞ =
1 as all the barrier crossing are uncorrelated, while
P∩,tc→∞ is given by Eq. 22. Thus, to determine the
diffusion coefficient we need to calculate 〈(∆x∪)2〉tc→∞.
In the underdamped regime, a particle performing a bar-
rier crossing flight traverses many wells while traveling
with an effective velocity v(ǫ), as discussed in the previ-
ous sessions, so that 〈(∆x∩)2〉tc→∞ ∼ t2c . Since, by def-
inition, 〈(∆x∪)2〉tc→∞ ≤ L2, we have 〈(∆x∩)2〉tc→∞ ≫
〈(∆x∪)2〉tc→∞, so that in the underdamped regime the
contribution of the internal flights to the diffusion coef-
ficient is negligible, and Dtc→∞ = D
∩
tc→∞ + D
∪
tc→∞ ≃
D∩tc→∞. In Appendix A we show the result of the nu-
merical evaluation of 〈(∆x∪)2〉(tc) on the whole tc range,
determine a lower bound of this quantity for tc →∞ and
discuss the thermalization process of a particle after an
external flight.
IV. THE OVERDAMPED TO UNDERDAMPED
CROSSOVER
Traditionally in the BM, the overdamped and under-
damped case are approached with different equations, be-
ing the slow and diffusing variable the position in the
first case and the energy in the second [39]. More re-
cently it has been shown that the two limits can be ac-
cessed through a singular perturbation expansion [40],
performed using as a small parameter γ or 1/γ re-
spectively in the underdamped and overdamped limit.
In both cases, the investigation of the features of the
crossover between these two regimes is not accessible.
Conversely, in the IK model, we have used a theoreti-
cal framework where the two component stochastic pro-
cesses are by construction on the same footing, providing
us with the convenient tool to investigate the crossover
between the two dynamical regimes, which is what we do
in the present section.
In particular, we will show that the transition be-
tween these two regimes is accompanied by a well-defined
mathematical singularity that acts as a clear watershed.
Specifically, the singularity characterizes the equilibrium
probability measure, Eq. 10, of the flights, that start from
a position xs, acquire a total energy E = ∆U , and end
on the top of the barrier, xe = L/2. We illustrate in
Fig. 4 one of these critical flights in the phase portrait
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FIG. 4. Phase portrait for a particle in the potential of Eq. 1,
with ∆U = 1/4 and L = 2. Lines correspond to E/∆U =
0.2, 0.4, . . . , 2. The black bold line indicates the separatrix,
E/∆U = 1. The function f has a singularity corresponding
to the flights on the separatrix that terminate on the top of the
potential barrier, xe = 1. The figure illustrates the evolution
of a particle of energy E/∆U = 0.4 undergoing a collision in
xs = 0.431 following which it jumps on the separatrix and
reaches xe = 1 in a time ∆t→∞.
of the deterministic component of the dynamics, a New-
tonian dynamics in the potential Eq. 1 not interrupted
by collisions with the heat bath. The figure clarifies that
the flights characterized by the singularity are are those
at the edge between internal and external flights.
Without loss of generality, we describe this singularity
focusing on the motion of a tracer with mass m = 1 in a
well with L = 2 and ∆U = 1/4. We consider the average
squared length of the flights that reach the top of an
energy barrier, whose probability distribution is given by
g(xs, vs) = f(xs, vs, t(xs, vs))(1 − xs)2. (26)
This probability distribution allows identifying the flights
mostly contributing to the diffusion coefficient as a func-
tion of tc, i.e. as the system moves from the overdamped
to the underdamped regime. Note that the duration
t(xs, vs) of the flights we are considering equals the time
a particle in position xs with velocity vs needs to reach
the top of the barrier. Fig. 5 shows the contour plot in of
g(xs, vs) for increasing value of tc. First notice that the
contour plots are bounded by the parabola
vs,min(xs) =
√
2
m
(∆U − V (xs)), (27)
that equals the velocity of a particle in position xs with
total energy E = 12mv
2
s,min(xs) + V (xs) = ∆U . This
parabola is the separatrix represented as a thick line in
the phase space portrait, Fig. 4.
Fig. 5 illustrates contour plot of g for tcωb =
0.15, 0.28, 0.8, 1.2, from a to d. Thus, in moving from
panel a to panel d we are moving from the overdamped
to the underdamped regime. In the overdamped regime,
g has a narrow maximum due to flights starting in the
proximity of the top of the barrier. The maximum iden-
tifies a typical length scale and a typical energy scale for
the flights contributing the most to the diffusion. This is
consistent with the results of Sec. III E, where we have
shown that these characteristic length and energy scales
are those of the free flights. In this regime, the width
of the maximum along the xs direction, as well as its
distance from the top of the barrier, decreases like tc,
while the width of the maximum along the vs direction
does not depend on tc but only on the temperature. As
tc increases, we observe the maximum to widen, which
means that flights starting from different positions xs
inside the well contribute similarly to the mean square
displacement. Moving towards the underdamped limit,
the maximum spreads over a range of starting positions
comparable to the well amplitude. These results signify
that away from the overdamped limit the dynamics stop
being characterized by flights with a typical length and
with a typical energy scale. Formally, the transition from
the overdamped limit can be investigated considering the
limit of the function g(xs, vs) for ǫ→ 0+, i.e. approach-
ing the vs,min parabola from above. One finds this limit
to be zero for ωbtc < 1, and to diverge for ωbtc > 1. In
other words g evaluated on the parabola vs,min vanishes
for ωbtc < 1, and diverges if ωbtc > 1.
Fig. 6 illustrates the ωbtc dependence of the duration,
the starting point, and the starting velocity of the flight
maximizing g. In the overdamped regime, these quan-
tities correspond to those of a free flight (dashed lines)
as expected: the flight duration scales as 2tc, and the
velocity and the starting position are consistent with the
particle kinetic energy being T/2. At ωbtc = 0.28, cor-
responding to Fig. 5b, the free flight description starts
to break down, and at ωbtc = 1 the maximum disap-
pears, being replaced by a divergence. As a summary,
the graphical investigation of Figs. 5 and 6 suggests that
the transition between the overdamped to underdamped
regime happens through the loss of the overdamped en-
ergy and length scales, which leads to a discontinuity in
ωbtc = 1 of the function g(xs, vs) when evaluated on the
flights along the parabola vs,min.
We now show that this interpretation is related to
a logarithmic divergence of the equilibrium measure f ,
Eq. 10, on the critical flights. Specifically, we focus on
flights on the separatrix that end in a generic position
xe < 1, and then consider the limit xe → 1− to investi-
gate the flights that arrive on the top of the barrier. For
these flights, the ratio e−tE(xs→xe)/tc/v(xe, E) appearing
in the equilibrium measure becomes a ratio between van-
ishing quantities, as the time tE needed by a particle to
reach the top of the barrier diverges, and the particle
velocity on top of the barrier vanishes being E = ∆U .
While the investigation of the singular behavior can be
carried out considering the actual potential, since the
flights we are considering are heading to the top of the
barrier and spending a large time in its proximity, it is
convenient to approximate the potential close to its max-
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FIG. 5. Contour plot of gxe=1(xs, vs) for increasing values
of ωbtc. In the overdamped regime, ωbtc < 1, gxe=1(xs, vs)
has a well defined maximum and vanishes on approaching the
E = ∆U parabola. The maximum becomes broader as tc
grows, as flights from a larger range of starting positions give
a relevant contribution to g. At the transition between the
overdamped and the underdamped regime, ωbtc = 1, the max-
imum disappears as g diverges logarithmically on approaching
the E = ∆U parabola. This behavior persists in the under-
damped regime. The disappearance of the maximum of g
indicates that the system loses a typical energy scale and a
typical length scale on moving from the overdamped to the
underdamped regime. The figure refers to ∆U = 1/4, L = 2,
T/∆U = 0.21 and xe = 1.
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FIG. 6. Starting position, starting velocity and time of flight
of the maximum of g, illustrated in Fig.5, as a function of ωbtc.
These quantities (solid lines) depart from the free flights over-
damped picture prediction (dashed lines) on approaching the
crossover from the overdamped to the underdamped regime,
ωbtc = 1, where the maximum of g is replaced by a divergence.
The energy scale of the overdamped flights is T/2.
imum with a parabola: V (x) ≃ ∆U−mω2b2 (1−x)2. There-
fore the following discussion is essentially independent of
the precise form of the potential, and only depends on
ωb. In the parabolic approximation, we evaluate
e−tE(xs→xe)/tc
v(xe, E)
=
1
ωb
+
1
(1− xs)
1
ωbtc
+ (1− xe)
1
ωbtc
−1
,
(28)
which in the xe → 1− limit equals
lim
xe→1−
e−tE(xs→xe)/tc
vxe
=


0, ωbtc < 1
tc/(1− xs), ωbtc = 1
∞, ωbtc > 1
(29)
To summarize, in the overdamped regime, tcωb < 1,
the probability that a flight reaches the top of a bar-
rier is dominated by the flights that start at a dis-
tance l = 2tc
√
T/m from the top, that have an energy
∆U + T/2 and that reach the top in a time 2tc. Con-
versely, in the underdamped regime, tcωb > 1, flights
starting from everywhere inside the well have a compa-
rable probability to reach the top of the barrier, and this
probability diverges in the ǫ→ 0+ limit. It is also possi-
ble to interpret l as the spatial resolution around the top
of the potential barrier needed in the overdamped regime
to discern between an Il’in Kashminskii trajectory, that
appears smooth at shorter lengthscale, and a BM trajec-
tory, that is self-similar. For tc above the singularity, the
smoothness of the trajectory is always already evident
on a finite lengthscale of the order of the period of the
potential.
It is worth remarking that, while 1/ωb is also the
timescale separating the overdamped and the under-
damped regime in the BM, the singular behavior de-
scribed here has no analogous in the BM.
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V. BROWNIAN NON-GAUSSIAN DYNAMICS
We now show that both the BM and the IK model in a
periodic potential give rise to a Brownian non-Gaussian
dynamics. That is, in both models, there is a long tran-
sient during which the displacement distribution, we will
refer to as the van Hove distribution, is not Gaussian,
while its variance, the mean square displacement, grows
linearly in time. Our goal is to understand what are the
timescales governing the relaxation of the dynamics to-
wards its asymptotic scaling form. To investigate how
long does it take for the Van Hove to acquire its asymp-
totic Gaussian shape, we investigate the time evolution
of the excess kurtosis of the Van Hove distribution with
respect to that of a Gaussian, for both the IK and BM
processes.
The Brownian non-Gaussian dynamics is particularly
relevant in the underdamped regime of both dynamics
due to the coexistence of particles that have not yet left
their original well, and of particles that have performed
long barrier crossing flights. In this regime, the MSD(∆t)
can be considered as the average of the squared displace-
ment until time ∆t over two random variables distribu-
tions. One is the number of external flights n(∆t), until
time ∆t, and the other is the total displacement due to
n(∆t) barrier crossing flights. If the flights can be consid-
ered independent, the variance of the displacement after
n(∆t) flights is proportional to n(∆t), whose probability
distribution is Pn(∆t) =
e−∆t/tc
Γ(n+1)
(
∆t
tc
)n
and whose aver-
age, in turn, is proportional to ∆t. Therefore the process
will be Fickian (MSD∝ ∆t). Instead, the process could
be non Gaussian on an intermediate time, depending on
the excess kurtosis of the single barrier crossing length
distribution and on the number of flights, n(∆t).
A. Overview
Figure 7 is an overview of the main features of the dy-
namics of the IK and BM models, in the overdamped
regime, near the crossover and in the underdamped
regime. In the next sections, we will deal in greater detail
with the underdamped regime. The data have been ob-
tained numerically averaging the dynamics over 2 ·104 to
2 · 105 particles, whose initial position is the equilibrium
one.
The first column illustrates the evolution of the MSD,
of the Van Hove distribution and of the ngp in the over-
damped regime, with ω0τ = 0.05, where τ = tc for the
IK dynamics, and τ = γ−1 for the BM. In panels a, b,
d and e the BM curve is not shown since it is essentially
overlapped to the IK one. In the overdamped regime,
the two dynamics have an indistinguishable MSD, as in
Fig. 7a. At time t ∼ τ , the interaction with the heat bath
affects the particle motion, that becomes diffusive within
the well. At later times one observes a plateau due to the
potential induced slow down of the dynamics, after which
the dynamics enters its asymptotic diffusive regime, with
a diffusion constant given by Eq. 16. Panel d illustrates
the Van Hove distribution of the two dynamics, which
are also essentially identical, at different times, as in the
legend. At short times, the Van Hove distribution is a
Gaussian function reflecting the imposed initial Gaussian
distribution of the velocities. When particle migrates to
adjacent wells, the Van Hove distribution develops two
wings. The timescale of this process is the inverse rate of
uncorrelated barrier crossing flights, Γτ . Thus, the quan-
tity controlling the evolution of the distribution is the
number of uncorrelated barrier crossing flights per parti-
cle, that is Γτ∆t, we annotate close to the corresponding
Van Hove. On a longer time scale, the distribution con-
verges to a Gaussian. Consistently, the ngp illustrated
in Fig. 7g grows at short times, and then decays, in a
way numerically compatible with a power law with an
exponent around −0.83 for both the IK and the BM.
The middle column of Fig. 7 illustrates the MSD, the
Van Hove distribution and the ngp, in the crossover re-
gion, with ω0τ = 1. The MSD displays a ballistic regime,
followed by a plateau due to the confining potential. Un-
like in both the over and under damped regime the time
of the beginning of the plateau coincides with the end of
the ballistic regime due to the interaction with the heat
bath. At longer times, the system reaches the asymptotic
diffusive regime. The Van Hove distribution of panel e
is seen to evolve from a Gaussian to a Gaussian distri-
bution, modulated by the periodicity of the potential, as
time advances. Correspondingly, the ngp first rises from
zero, and then decay to zero. The long-time decay of the
ngp is compatible with a power law with an exponent
around −0.87 for both the IK and the BM. As is in the
overdamped regime, also in the crossover regime the IK
and BM dynamics are extremely similar, but the ngp of
the IK model is slightly larger than that of the BM.
In the underdamped limit, Fig. 7c, both particles not
having enough energy to overcome the barrier and os-
cillating within the well, and particles that overcome
the barrier, contribute to the MSD. At a time shorter
than the oscillation period all particles contribute bal-
listically to the MSD, that scales as T t2. At a longer
time, the MSD becomes dominated by the particles that
have enough energy to overcome the barrier and therefore
scales as T t2f , where f < 1 is the fraction of particles
with total energy E > ∆U . Finally, on the time scale of
interaction with the heat bath, the MSD enters the dif-
fusive regime. In this regime, the IK and the BM models
have a different diffusivity, given respectively by Eq. 21,
and in Ref. [40]. Since in the underdamped regime parti-
cles generally travel long distances when escaping a well,
it is convenient to coarse-grain over the wells the Van
Hove, and to rescale it by its variance. Precisely, in
panel f we rescale the x-axis by
√
2Dτ∆t, where Dτ is
the diffusion coefficient for the considered value of τ , as
at the considered values of ∆t, Γτ∆t & 10
−1, the MSD
has already reached its asymptotic diffusive behavior as
shown in panel c, inset. For Γτ∆t < 1 the Van Hove
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FIG. 7. MSD, Van Hove distribution and ngp in overdamped regime (ωbτ = 0.05), at the crossover (ωbτ = 1) and in the
underdamped regime (ωbτ = 100), where τ = tc in the IK model and τ = γ
−1 in the BM. In panels a, b, d and e the BM
curve is not shown since it is essentially overlapped to the IK one. ∆t/τ is the number of collisions until time ∆t and Γτ∆t is
roughly the number of uncorrelated external flights until time ∆t. For ωbτ < 1, ΓIK ≃ ΓBM. In panel f, we have coarse grained
the Van Hove distribution of the two models over the wells, and we have normalized them using their diffusion constants. In
panels g and h, dashed lines are guides for the eye of slope -1. In panel i, the solid line represents Eq. 38, and the dashed line
Eq. 42. Parameters L = 2, ∆U = 1/4 and T/∆U = 0.21.
distribution has a high peak in zero surrounded by two
exponential tails, as a consequence of the coexistence of
many particles that are still in their original well, and of
few particles that have performed barrier crossing flights.
As time advances, the amplitude of the peak decreases,
while that of the exponential tails increases. Correspond-
ingly, the ngp also decreases, in a way compatible with a
power law of exponent −1 for both the IK and the BM,
as in panel i. However, in the underdamped regime, the
convergence of the Van Hove towards a Gaussian occurs
on a timescale which is not accessible in the simulations.
B. Short-Intermediate time ngp
We now introduce an analytical approach to describe
the time dependence of the non Gaussian parameter in
the underdamped limit, first for the IK model, and then
for the BM, starting from a model for the time evolu-
tion of the Van Hove. For both processes, the Van Hove
distribution is a Gaussian at both short and long times,
while it acquires a different shape at intermediate times.
Here we consider a model valid up to this intermediate
timescale, while in Sec. VC we will consider the long time
behavior.
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1. Van Hove of the IK model
At short times the Van Hove distribution P (∆x,∆t)
has contributions from the particles that have not es-
caped their original well, from particles that have per-
formed one or more barrier crossing flights, and from the
particles that are performing a barrier crossing flights.
Here we assume that, after performing a barrier crossing
flights, a particle thermalizes in the arrival well, which
tantamount to neglecting the contribution to the Van
Hove distribution of the particles that have performed
more than a barrier crossing flight. This approximation is
only approximately correct, as discussed in Appendix A,
and we will therefore also suggest how this approximation
could be relaxed. In this approximation, after a coarse-
grain over the wells, the contribution of the particles that
have not escaped appears as a δ. The contribution to the
Van Hove distribution from the particles that have per-
formed and that are performing a barrier crossing flights
at time ∆t, is obtained from the displacement distribu-
tion of the particles that leave the initial well with an
excess energy ǫ at time r, and collide again at time s,
integrating over ǫ. For ∆x > 0 (the distribution is sym-
metric) the Van Hove distribution can be written as:
Pǫ(∆x,∆t) = δ(∆x)e
−ΓIK∆t +
∫ ∆t
0
drΓIKe
−ΓIKr
(∫ ∆t
r
ds
e−
s−r
tc
tc
δ(∆x− veff (s− r)) +
∫ ∞
∆t
ds
e−
s−r
tc
tc
δ(∆x − veff (∆t− r))
)
(30)
where veff (ǫ) = L/tb(ǫ) and tb(ǫ) is defined in Eq. 18. By expliciting the two δ constraints we find
Pǫ(∆x,∆t) = δ(∆x)e
−ΓIK∆t +
e
− ∆xveff tc
veff tc
(
1− e−ΓIK
(
∆t− ∆xveff
)
θ
(
∆t− ∆x
veff
))
+
+ e−ΓIK∆t
ΓIKtc
1− ΓIKtc
e
−∆x(1−ΓIKtc)veff tc
veff tc
(1− ΓIKtc), (31)
where the first contribution represents the particles not
yet escaped, the second represents the escaped particles
and the third represents the escaping particles. Eq. 31
can be rearranged as
Pǫ(∆x,∆t) = δ(∆x)e
−ΓIK∆t +

e− ∆xveff tc
veff tc
− e−ΓIK∆t e
−∆x(1−ΓIKtc)
veff tc
)
veff tc
(1− ΓIKtc)

 θ(∆t− ∆x
veff
)
. (32)
Since we work at low temperature, we can neglect
ΓIKtc ∼ e−∆UT with respect to 1. Physically, this also
implies that we are neglecting the amount of escaping
particles with respect to the amount of those that have
been already escaped, as the average time of flight tc is
much shorter than the timescale of residence in a well:
Γ−1IK ∼ tce
∆U
T ≫ tc. Considering both positive and nega-
tive ∆x and averaging over the excess energy distribution
P (ǫ) = e−ǫ/T tb(ǫ)/
∫∞
0 e
−ǫ/T tb(ǫ)dǫ, yields
P (∆x,∆t) = e−2ΓIK∆tδ(∆x)+(1−e−2ΓIK∆t)P (F )(∆x,∆t)
(33)
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where
P (F )(∆x,∆t) = N(∆t)
〈
e
− |∆x|veff tc
2veff tc
θ
(
∆t− |∆x|
veff
)〉
ǫ
=
= N(∆t)
∫ ∞
0
e−
ǫ
T −
|∆x| tb(ǫ)
Ltc t2b(ǫ)θ
(
∆t− |∆x| tb(ǫ)
L
)
dǫ.
(34)
is the distribution of the distance traveled by the particles
that have left their original well in a time ∆t, and N is
a normalization factor.
The distribution of the flight lengths P (F )(∆x), Eq. 25,
is thus recovered from Eq. 34 by neglecting the θ func-
tion. Physically, this is the approximation of instanta-
neous flights, that leads to a continuous time random
walk (CTRW) description of the dynamics. This approx-
imation is reasonable, as for instance the single flight dis-
tribution, Eq. 25, decays roughly exponentially at large
∆x, alike the Van Hove distribution of Fig. 7f. In this
approximation, the Van Hove distribution is described
as the sum of a delta function in the origin and of an
exponential like distribution P (F )(∆x),
PIK(∆x,∆t) = e
−2ΓIK∆tδ(∆x)+(1−e−2ΓIK∆t)P (F )(∆x),
(35)
or, for ΓIK∆t≪ 1,
PIK(∆x,∆t) = (1− 2ΓIK∆t)δ(∆x) + 2ΓIK∆tP (F )(∆x).
(36)
In Sec. VC we will show that this functional form for the
Van Hove distribution is derived at short times within
a CTRW formalism where an exponential distribution
of the length of the single flight, P (F )(∆x), is assumed.
Note that, in this instantaneous flight approximation, the
only time dependence of the Van Hove distribution is in
the relative weight of its two terms.
When the instantaneous flight approximation is re-
laxed, the Van Hove distribution has an additional time
dependence due to that of P (F )(∆x,∆t). In particular,
the actual distribution of the distance of the flying parti-
cles differ from the distribution of the flight length away
from the origin, for |∆x| & L∆ttb(〈ǫ〉) where 〈ǫ〉 ∼ T . For
this values of ∆x, P (F )(∆x,∆t) has a faster than expo-
nential decay, while P (F )(∆x) has a roughly exponential
decay. This has some consequences. In particular, with
respect to the ngp of P (F )(∆x), that of P (F )(∆x,∆t) is
dominated by smaller values of ∆x, and its estimation
is, therefore, less affected by the finite statistics. In ad-
dition, while the ngp of P (F )(∆x) is constant, that of
P (F )(∆x,∆t) slowly grows in time, approaching that of
P (F )(∆x).
Fig. 8 shows that the predicted displacement distribu-
tion, Eq. 34 (dashed line), does not compare well with
the measured one, which is obtained subtracting from
the Van Hove the delta peak in zero. This has to be ex-
pected, as we have derived Eq. 32 assuming the particles
that perform a flight to thermalize in the arrival well,
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FIG. 8. For the IK model, we show numerical results for the
normalized probability distribution P (F )(∆x,∆t) at different
times, as obtained from the Van Hove distribution by remov-
ing the δ-peak in the origin. The dashed line represents the
theoretical prediction for P (F )(∆x,∆t) of Eq. 34, while the
full line is the rescaled distribution (1/α)P (F )(α∆x,∆t) with
α = 1.3.
while in Appendix A we will show that at least 30% of
them do not thermalize, but rather performs two or more
barrier crossing flights in sequence. While it has already
been shown that this circumstance does not significantly
affect the diffusion constant [42], Fig. 8 reveals that it
does affect the shape of the displacement distribution at
short times. If a particle performs more than a flight
in a time ∆t, then the particles will perform flights of
short duration, and thus with a small length ∆x. This
implies that the estimated Van Hove overestimates the
number of particles with small displacements, and un-
derestimate that with large displacements. Numerically,
we observe that the actual Van Hove can be simply de-
scribed through a rescaling of the distribution by a factor
α = 1.3, as the function (1/α)P (F )(α∆x,∆t) (full line)
correctly describes the data, as illustrated in Fig. 8.
The above rescaling of Eq. 34 does not effect the non
Gaussian parameter
ngp(∆t) =
〈∆x4〉
3〈∆x2〉2 − 1, (37)
which results
ngp(∆t) =
kIK(∆t) + 1
1− e−2ΓIK∆t − 1. (38)
Neglecting the small dependence on ∆t, and considering
that kIK ≃ 1.5, the parameter is found to decrease in
time as in Fig. 7i (solid line). At short times, ΓIK∆t≪ 1
we find
ngp(∆t) =
kIK + 1
2ΓIK∆t
, (39)
which shows that the ngp decays as ∆t−1.
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FIG. 9. Normalized probability distributions P (F )(∆x), as
obtained normalizing the Van Hove after removing the δ in
the origin, at different times. The excellent collapse of the
distributions confirms that in considered temporal range the
Van Hove distribution is dominated by the escaped particles.
The two parameters fit Eq. 40 is in very good agreement with
data.
2. Van Hove distribution of the BM model
In the BM the ratio between the timescale of a bar-
rier crossing event, γ−1, and the average residence time,
Γ−1BM =
T
∆Uγ e
∆U
T , is ∆UT e
−∆UT . This ratio, although larger
than the corresponding one for the IK, e−
∆U
T , still van-
ishes in the low temperature limit. This suggests that
while at very short times the tails of the Van Hove dis-
tribution are dominated by the escaping particles (not
shown), later on, when the ngp decays as ∆t−1 as in
Fig. 7i, the contribution of escaping particles to the Van
Hove distribution could be negligible. If this is so, in
this time regime also in the BM the Van Hove is the sum
of the displacement distribution of the trapped particles,
that at a coarse-grained level is represented by δ(∆x),
and of the displacement distribution of the particles that
have performed a flight, whose relative weights change
as time advances. To check this assumption, we show in
Fig. 9 that the Van Hove at different times, deprived of
the δ peak and normalized, which should equal the time
independent single flight distribution, do indeed collapse
on a master curve. This curve, not known analytically
due to the absence of a solution of the associated FPE,
turns out to be well described by a stretched-exponential
functional form,
P
(F )
BM (∆x) =
e−A|∆x|
B
2A−1/BΓ(1 + 1B )
, (40)
with best fit parameters A = 0.473 ± 0.02 and B =
0.582±0.008, as illustrated in Fig. 9. Thus, in the consid-
ered instantaneous flight approximation, whose validity
is limited as for the IK model, the time evolution of the
Van Hove distribution is
PBM(∆x,∆t) = e
−2ΓBM∆tδ(∆x)+(1−e−2ΓBM∆t)P (F )BM (∆x).
(41)
In analogy with Eq. 38 we find:
ngp(∆t) =
kBM(∆t) + 1
1− e−2ΓBM∆t − 1. (42)
If we fix kBM = 4.595, as numerically evaluated from
Eq. 40 for the given values of the parameters A and B,
Eq. 42 is represented by the dashed line in Fig. 7i.
3. Short times Van Hove comparison
At short time, ∆t/τ < 1, the IK and the BM dynamics
have the same mean square displacement, as in Fig. 7c.
However, they do have a different Van Hove distribution.
To compare the two dynamics, we consider the ratio be-
tween the ngp of the two models. If k(IK,BM) is the ngp
of P
(F )
(IK,BM)(∆x), Eqs. 38 and 42 at short times yield
ngpIK
ngpBM
=
kIK + 1
kBM + 1
ΓBM
ΓIK
.
The temperature dependence of this quantity is mainly
determined by the ratio of the rates IK and BM, as given
in Eq. 23 and in [39] respectively, since the temperature
dependence of kIK and kBM at low temperature is quite
weak. For instance, at T/∆U = 0.21 ΓBM(T )ΓIK(T ) ≃ 6.36,
while kBM ≃ 4.6 and kIK ≃ 1.51, so that ngpIKngpBM ≃ 2.85 >
1. This implies that the IK follows the BM in the decrease
of the ngp as from Fig. 7i.
C. Long times ngp and CTRW
At long times, Γ∆t ≫ 1, particles have performed
many flights, and the Van Hove distribution converges
towards its asymptotic Gaussian shape. While the as-
sociated timescale is not accessible in simulations in the
underdamped limit, yet it is possible to make analytical
progress as concern the time evolution of the ngp. Here
we show that this is the case first considering the IK
model, where the time dependence of the ngp, in both
the short and the long time limit, can be derived analyt-
ically within a continuous time random walk treatment,
and then generalizing the result to the BM.
In the IK model we can assume the waiting time distri-
bution, which is the distribution of the residence time in
a well, to be ψ(tw) =
1
τesc
e−
tw
τesc , where τesc = 1/2ΓIK is
the timescale of escape from the well, regardless of the es-
caping direction. The single flight distribution, according
to the considerations of the previous sections, is assumed
to be φ(L) = 12Lc e
− |L|Lc [9]. The Montroll-Weiss equation
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for the Fourier transform in the space and Laplace in the
time of the displacement distribution is:
P (k, s) =
1− ψ˜(s)
s
1
1− ψ˜(s)φˆ(k)
, (43)
where ψ˜(s) = 1τescs is the Laplace transform of ψ(tw)
and φˆ(k) = 11+k2L2c
is the Fourier transform of φ(L). The
Laplace inversion of Eq. 43 gives:
Pˆ (k,∆t) = e
− ∆tτesc
k2L2c
1+k2L2c . (44)
The second and fourth moment are obtained by deriva-
tion:
〈∆x2(∆t)〉 = −∂2kPˆ (k,∆t)|k=0 =
2L2c
τesc
∆t (45)
〈∆x4(∆t)〉 = ∂4kPˆ (k,∆t)|k=0 =
4L4c(3∆t+ 6τesc)
τ2esc
∆t.
(46)
Thus, the non Gaussian parameter results
ngpIK =
〈∆x4(∆t)〉
3〈∆x2(∆t)〉2 − 1 =
2τesc
∆t
=
∆t−1
ΓIK
. (47)
This is the same result of Eq. 39 when kIK = 1, which
is the ngp of the exponential. This is not surprising, as
Eq. 39 can be derived directly from Eq. 36, that is the
short time limit of Eq. 44. Indeed, expanding Eq. 44 to
the lowest order for ∆t≪ τesc and inverting back to the
position space, one finds
P (∆x,∆t) ≃ δ(∆x)
(
1− ∆t
τesc
)
+
∆t
τesc
1
2Lc
e−
|∆x|
Lc , (48)
which is equivalent to Eq. 36 when ΓIK∆t ≪ 1 and for
not too far tails. Moreover, the above derivation of Eq. 47
is valid at all times, and in particular for asymptotically
large times.
More generally, for large times, irrespectively of the dy-
namics, the displacement distribution can be seen as the
sum of independent identically distributed single flights.
Therefore the only relevant factors are the shape of the
single flight displacement distribution through its ngp
and the rate of escape. By exploiting the additivity of
the second and fourth cumulants, equally for the BM and
the IK model one obtains:
ngp = kIK,BM/ΓIK,BM∆t, (49)
where kIK,BM is the ngp of the single flight displacement.
Therefore the ngp ratio results:
ngpIK
ngpBM
=
kIK(∆x1)
kBM(∆x1)
ΓBM
ΓIK
. (50)
VI. DISCUSSION
The Brownian model describes the stochastic motion
of a particle in the limit in which the interaction with
the heat bath occurs continuously in time. In the pres-
ence of a confining potential, that introduces an addi-
tional timescale related to its curvature, ω−1b , the asso-
ciated Langevin and Fokker-Plank equations result diffi-
cult to solve for generic values of the damping parameter,
γ. Indeed, the overdamped, γ ≫ ω−1b , and the under-
damped γ ≪ ω−1b solutions are obtained by performing
different approximations [39, 40], which are difficult to
link so as to gain insights into the physical processes
occurring when the system moves from one regime to
the other. To better understand the physics of diffu-
sive processes at the crossover between the overdamped
and the underdamped regimes, here we have investigated
the Il’in Khasminskii model for the diffusion of a parti-
cle within a potential. This model is introduced con-
sidering that the motion of a particle or the evolution
of another dynamical variable describing a physical sys-
tem, that eventually diffuses, is never Brownian at all
the timescales. Indeed, particles are expected to inter-
act with the heat bath with a finite rate, e.g. the rate
of collisions with surrounding molecules 1/tc, not con-
tinuously in time. In this respect, the model is quite
similar to a random walk. We have developed a theoret-
ical framework to investigate the dynamics of IK model
for a particle confined in a periodic potential, assuming
the bath particles and the tracer to have the same mass,
which implies that tc also plays the role of the thermal-
ization timescale, which in the Brownian model is the
inverse viscosity γ−1. We have shown that the dynamics
is conveniently described as resulting from the superpo-
sition of two related stochastic processes, one describing
the motion within the potential wells, the other the tran-
sition between different wells. These processes dominate
the diffusion in the overdamped and in the underdamped
regimes, respectively [42].
Our approach treats on the same footing the different
damping regimes, at variance with the theoretical ap-
proaches developed to investigate the Brownian dynam-
ics, and thus put us in the unique position of investi-
gating physics processes associated to the crossover from
the overdamped to the underdamped regime. In this re-
spect, we have shown that in the overdamped regime the
dynamics is characterized by a typical time scale and by
a typical length scale, which are those of the free flights,
that are lost in the underdamped regime. In particular,
the crossover between these two regimes is associated to
a singularity in the probability of observing a particle to
perform a flight ending on top of the barrier separating
two wells. The search of a similar behaviour in other con-
texts is of interest within the general theory of threshold
phenomena, where the relevant physics is played on a
separatrix. The case of neuronal activity [50] could be
an example.
Our approach also allows investigating the time evolu-
17
tion in the overdamped regime, where the system exhibits
a Brownian non-Gaussian dynamics whereby a diffusive
mean square displacement coexists with a non-Gaussian
displacement probability distribution, for a long tran-
sient. The Brownian non-Gaussian dynamics, which is
shared by a variety of different systems, is currently ex-
plained through coarse-grained models assuming the co-
existence of particles with different diffusivities [13, 43,
44], or time-dependent diffusivities [27, 45, 46]. Here we
have shown that it is possible to rationalize this dynamics
without making any assumption on the diffusivity of the
particles. Specifically, we have clarified that the Brown-
ian non-Gaussian emerges when the displacement prob-
ability distribution is affected by the two stochastic pro-
cesses we have decomposed the dynamics into. Indeed,
we find that at short times the displacement distribution
is dominated by the stochastic processes describing the
motion within the potential wells, while at longer times
it is dominated by the stochastic process describing the
transition between different wells. As a consequence, the
associated non-Gaussian parameter displays a maximum
and decays at long times with a time scale fixed by the
escape rate of a particle from a well.
As a final remark, we would like to comment on the
relation between the results we have found for the IK
model, and those expected for the BM, for which it is
more difficult to make analytical progress. To this end,
we recall that the diffusion of a particle in a poten-
tial is characterized by three timescales, which are the
timescale ω−1b set by the potential, the thermalization
timescale ttherma, and the inverse rate of interaction with
the heat bath tc. These three timescales allow compar-
ing the low-temperature dynamics of the two models as
a function of two non-dimensional ratios, such as tcωb
and tthermaωb. For the IK model, we have considered
ttherma = tc, so that we have effectively investigated the
diagonal of Fig. 10. In general, since the thermalization is
due to the collisions with the heat bath, tc < ttherma. The
BM dynamics is a limiting one for which tc = 0. Thus,
the BM describes the x-axis of the diagram illustrated
in Fig. 10. However, it is reasonable to expect the BM
results to hold as long as tc is much smaller than the ther-
malization timescale. We have actually found differences
in the low-temperature time evolution of the displace-
ment distribution of the IK model and of the BM (x-axis)
only in the deep underdamped regime, and thus specu-
late that the two models exhibit an analogous behavior
in the whole shaded area of Fig. 10. In the underdamped
regime, the two models have a different dependence of
the escape rate and of the diffusion constant on temper-
ature, which implies that on decreasing the temperature
their difference increases. However, we remark that these
differences only increase in the underdamped regime, as
the two dynamics are identical in the overdamped regime.
In particular, we showed analytically in Eq. 29 that the
crossover value of tc does not depend on temperature.
Thus, the two dynamics match at the crossover between
the overdamped and the underdamped regime for all tem-
FIG. 10. Schematic comparison between the BM and the IK
models, in the tcωb–tthermaωb phase diagram, where ttherma is
the thermalization timescale, tc is the inverse rate of interac-
tion with the heat bath, and ω−1b is the timescale set by the
confining potential. In the Brownian model, the interaction
with the heat bath occurs continuously in time, and tc = 0.
More generally, one expects the BM description of the dynam-
ics to approximately hold as long as tc ≪ ttherma. Our nu-
merical results show that at low temperature the particle dis-
placement distributions of the BM and of the IK model with
tc = ttherma only differ in the highly underdamped regime. We
thus speculate that the two models behaves similarly in the
shaded area of the diagram. Importantly, the displacement
distribution function of the two models is indistinguishable in
the crossover region at all times. Thus, as for the IK model,
also for the BM we expect the crossover between the over-
damped and the underdamped dynamics to be associated to
the disappearance of a typical length scale and of a typical
energy scale.
peratures. This has an important consequence. Indeed,
while in the BM it is possible to define a thermal length in
the overdamped regime, starting with the Smoluchowski
equation, it is difficult to formally identify typical scales
at the crossover. Nevertheless, our results suggest that in
the BM the crossover between the overdamped and the
underdamped regime is associated with a disappearing
length scale and to a disappearing time scale, as for the
IK model.
In the future, it would be interesting to extend our for-
malism, we have developed for tc = ttherma as in Fig. 10,
to the generic case tc < ttherma. This would provide, by
taking the limit tc → 0, a novel theoretical approach to
investigate the features of the BM dynamics.
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Appendix A: Lower bound for 〈(∆x∪)2〉tc→∞
In this Appendix we evaluate a lower bound for the
mean square displacement of the internal flights in the
underdamped limit, 〈(∆x∪)2〉tc→∞, and discuss the ther-
malization process of a particle in the well where it un-
dergoes a collision.
The average square distance between xe and xs is given
by 〈(∆x∪)2〉tc→∞ =
∫ L/2
−L/2 dxedxsPe(xe)Ps(xs|xe)(xs −
xe)
2, where Ps(xs|xe) is the conditional probability that
a particle enters a well landing in position xe, and leaves
the well through a flight starting from position xs. Con-
sidering that the particle travels from xe to xs by forming
a sequence of k ≥ 1 flights, one has
〈(∆x∪)2〉tc→∞ =∫ L/2
−L/2 dxedxs(xs − xe)2Pe(xe)
∑∞
k=1 pkP
(k)
s (xs|xe) .(A1)
where P
(k)
s (xs|xe) is the conditional probability that a
particle entered in position xe, leaves the well through
a flight starting in position xs, after interacting k times
with the heat bath.
Since in the underdamped limit barrier crossing flights
are much longer than the potential period L, the prob-
ability distribution that a flight ends in an interval
xe, xe+dxe is proportional to the time the particle needs
to traverse that interval, dxe/v(xe). Accordingly,
Pe(xe) =
1
h(T )
∫ ∞
0
e−
ǫ
T tb(ǫ)√
2
m (∆U + ǫ− V (xe))
d
ǫ
m
(A2)
where h(T ) =
∫∞
0
e−
ǫ
T t2b(ǫ)dǫ. This probability distribu-
tion has two peaks, located at the extreme of the wells,
as there the velocity of the particle is smaller.
The conditional probability P
(k)
s (xs|xe) appearing in
Eq. A1 is difficult to calculate. As k increases the distri-
bution evolves from P
(1)
s (xs|xe) = δ(xs−xe) to P (th)s (xs),
which is the probability that a particle in thermal equi-
librium performs a barrier crossing flight starting from
position xs,
P (th)s (xs) ∝ e−
V (xs)
T
[
1− erf
(√
∆U − V (xs)
T
)]
.
(A3)
After how many collisions k we can assume P
(k)
s (xs|xe) ≃
P
(th)
s (xs)? We numerically estimate the number of colli-
sions needed for P (k)(xs|xe) to converge to P (th)s (xs) in
Fig. 11, where the distribution of the total number of
collisions in a well is shown. An initial spike over the
exponential distribution of a thermalized particle is ev-
ident, indicating an enhanced probability of escape for
k ≤ 5. For k = 1 〈(∆x∪)2〉k=1 = 0 and for k ≥ 6 we
can consider the particle thermalized. We now consider
that the probability that a particle exists the well before
thermalizing, and thus contributing to the square dis-
placement an amount 〈(∆x∪)2〉k > 〈(∆x∪)2〉∞, amounts
to roughly 10%. Therefore, neglecting the correlations
between xs and xe for all k, that is using 〈(∆x∪)2〉k→∞
for all k > 0, gives us a lower bound for 〈(∆x∪)2〉tc→∞:∑
k=2
∫ L/2
−L/2 dxedxs(xs − xe)2Pe(xe)pkP
(k)
s (xs|xe) ≃
= (1− p1)
∫ L/2
−L/2 dxsdxePe(xe)p
(th)
s (xs)(xs − xe)2 =
= (1− p1)〈Λ2〉tc→∞ =
= (1− p1)
(
Le(T ) + L
(th)(T )
)
. (A4)
Here Le(T ) =
∫ L/2
−L/2 Pe(xe)x
2
edxe is the squared width
of the distribution of the position of the first interaction
in the well and L(th)(T ) =
∫ L/2
−L/2 p
(th)
s (xs, T )x
2
sdxs is the
squared width of the distribution of the position of the
last interaction in the well before escaping. Both these
terms are proportional to L2, so that
〈(∆x∪)2〉tc→∞ ≃ p1·0+(1−p1(T ))〈Λ2〉tc→∞ ∝ (1−p1)L2.
(A5)
Here p1 is the probability that the particle exits from
the well after a single interaction with the heat bath in
position xs = xe. In the underdamped limit, this is the
probability that after interacting with the heat bath the
particles acquires an energy E > ∆U ,
p1 =
〈(
1− erf
(√
∆U−V (xe)
T
))〉
Pe
=
= 1h(T )
∫∞
0
d ǫm
∫ L/2
−L/2 dxe
e−
ǫ
T tb(ǫ)√
2
m (∆U+ǫ−V (xe))
×(
1− erf
(√
∆U−V (xe)
T
))
. (A6)
At T/∆U = 0.21, we found p1 ≃ 0.3. In principle it is
easy to write analogously the expression of pk (or also
of P
(k)
s (xs|xe)) for k > 1, that is, however, a 2k-dim
integral, so that for k > 2 the actual calculation becomes
immediately prohibitive. Using the above result we find
D∪tc→∞ =
P∩,tc→∞
2tc
〈(∆x∪)2〉tc→∞ ∝
e−
∆U
T
tc
L2. (A7)
The constant in front of Eq. A7 has a complicated ex-
pression we do not report here.
To check our approximation, we investigate in Fig. 12
the squared flight length of the internal flights as a
function of tcωb. In the underdamped limit, we see
〈(∆x∪)2〉tc→∞ to approach a constant, which is only
weakly temperature dependent, that is compatible with
the lower bound we have estimated (full line).
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FIG. 11. Distribution of the number of collisions a particle
performs in a given potential well before escaping. The peak
form for small k values is associated to the particles that exit
from a well before thermalizing into it. Thermalization is
seen to occur after k ≃ 6 collisions. Parameters: ∆U = 1/4,
L = 2, T/∆U = 0.21 and ωbtc = 13.
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FIG. 12. Dependence of the average squared length of the
internal flights on ωbtc. For particles that perform k = 1
collisions in the arrival well before escaping, ∆x∪ = 0. The
full line is a lower bound determined under the assumption
that a particle thermalizes after performing k > 1 collisions.
The ωbtc → 0 limit is L
2/2. See Appendix A. Parameters:
∆U = 1/4, L = 2.
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