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ABSTRACT 
The itinerary planning problem for Hong Kong is first tackled by Low et. al. 
[19] in 1996. They develop an expert system called ANESTA. The system is an 
information centre as well as a tour advisor. However, the emphasis in the design of 
ANESTA is placed on the knowledge engineering and user interface. Li this research, 
we address the limitations of ANESTA, and develop and evaluate new heuristics to 
solve the itinerary planning problem. 
The itinerary planning problem consists of two sub-problems: the 
transportation arrangement problem and the site planning problem. The transportation 
arrangement deals with finding the desirable path connecting two tour sites. The site 
planning problem involves the selection of suitable tour sites and the assignment of 
the sites to the appropriate time slots. Jn solving both problems, we need to consider 
the preference of the tourists, and the constraints of the tour sites and transportation 
modes. 
The transportation arrangement is often regarded as the shortest path problem. 
Many algorithms have been proposed to solve this problem. However, these general 
algorithms can only solve small networks. For a large and complicated transportation 
network, the computation time is considerable. Thus heuristic is used instead. 
Through the reduction of the search space using the knowledge about the 
transportation network, the problem can be solved with considerably less computation 
efforts. Li our research, the concept of zoning is used to reduce the search space and a 
heuristic path-searching algorithm is applied. The computational study shows that our 
i 
algorithm performs better than another heuristic in the literature in terms of solution 
quality and time requirement. 
The site planning problem is solved by a new heuristic. The proposed 
heuristic considers many temporal constraints and spatial constraints of the tour sites, 
and the preference requirements of the tourists in constructing the itinerary plan. 
Experiments show that the proposed heuristic can produce better itineraries than 
existing algorithms reported in the literature. 
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Many tourists visiting an unfamiliar place often join a package offered by local 
travel agencies. These local travel agencies arrange accommodation, meals, sites to 
visit, etc. However, these "one-for-all" packages are inflexible and may not fit the 
needs of individual tourists. 
Licreasing number of tourists prefer to plan their own travelling program. 
From our communication with Hong Kong Tourist Association, the percentage of 
tourists visiting Hong Kong individually increased from 28% in 1986 to 35% in 1996. 
To support their decisions, we develop a tool facilitating the planning of travelling 
schedule. According to Crouch [4], there is a need for the development of computer 
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systems in the tourism industry. In Low et. al. [19], an expert system prototype for the 
tourism industry, called ANESTA, is proposed for Hong Kong. This expert system 
serves as an automated tourists information centre as well as a tour schedule advisor. 
It captures the preference or specifications of the tourists, combines with the expert 
knowledge, and gives advice on tour schedules. Thus the tourists have the flexibility 
in arranging their schedules. 
As documented in Low et. al. [19], the emphasis in the design of ANESTA is 
placed on knowledge engineering and user interface. Only primitive heuristics are 
used in their implementation. Li this research, we emphasise the formulation of 
planning heuristics, and the evaluation of these heuristics. To be specific, we deal with 
the following two problems related to planning of travelling schedules. 
1. transportation arrangement 
2. site planning 
In this research, we examine, develop, and evaluate heuristics. Our 
experiments indicate that our heuristics can be incorporated into a system for solving 
realistic travelling problems. 
‘ I 
1.2 Transportation Arrangement Problem 
The tour sites and transportation means together form a transportation 
network. When travelling from one tour site to another, the tourists need to know 
2 
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which transportation to take, the travelling time and cost. This is referred to as the 
transportation arrangement problem in this research. From the viewpoint of the 
operations research literature, this may be referred to as the shortest path problem. 
There are many analytical algorithms proposed in the literature for this type of 
problem [3,7,9,12,14,23,28,30]. However, these general algorithms can only solve 
problems involving small networks [6,17,18]. For large and highly connected 
transportation networks, the computation time can be considerable. 
One way to cut down the computation time is to employ heuristic-based 
algorithms instead of general algorithms such as the A* algorithm. Examples can be 
found in [6,8,17,18]. Liu and Tay in [17,18] use heuristics to solve real world 
problems. They first divide the whole network into several sub-networks. This is 
achieved by making use of the knowledge regarding the network. A modified shortest 
path algorithm is then applied on these sub-networks to solve the problem. Li Low et. 
al. [19], they use the concept of zoning to break the network into sub-networks. 
To follow up Low et. al. [19], we devise two methods to do zoning. The first 
one is called grid-type zoning and the other one is called density-type zoning. After 
dividing the network, two types of transportation methods are introduced. They are 
inter-zone transportation and intra-zone transportation. Mer-zone transportation finds 
‘ I 
the path connecting zones while intra-zone transportation only considers the path 
within the zone. A new heuristic, making use of the two types of transportation 
methods mentioned, is introduced. The heuristic finds the desirable path according to 
the requirements specified by the tourists. 
3 
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1.3 Site Planning Problem 
The site planning problem schedules a tour which involves the following sub-
problems. 
1. selecting the sites from the database according to the tourist preference and 
constraints, and 
2. deciding the appropriate time and the durations of the sites. 
Very few research deals with the site planning problem for this setting. 
Recently Low et. al. [19] has proposed a heuristic for this problem. The limitation of 
ANESTA is that a generated itinerary often contains too many free time slots, ]n this 
research, we develop new heuristic to generate the itinerary to reduce the free time 
slots. The reduction of free time slot allows more site visits. The algorithm is a two-
phase heuristic. Li the first phase, it selects sites according to the preference of the 
tourist and generates an initial plan while satisfying the time constraints of the sites. 
The sites are then connected using the transportation arrangement heuristic described 
in previous section. Li the second phase, it rearranges the initial plan and minimises 
the free time slot. 
I 
1.4 Organisation of the Thesis 
Chapter 2 is the literature survey. It investigates existing methods for solving 
the transportation arrangement problem and site planning problem. 
4 
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Chapter 3 focuses on the transportation arrangement problem. The problem is 
defined and the heuristic is described. The computation results of the heuristic is also 
reported. A comparison with some existing algorithms is also provided. 
Chapter 4 discusses the site planning problem. The heuristic arranges the sites 
according to the tourist preference. It integrates the heuristic described in Chapter 3 to 
connect two sites in the itinerary. A comparison between the heuristic adopted by 
ANESTA and the new heuristic is conducted. 
bi Chapter 5, a conclusion is provided. It briefly describes the itinerary 
planning problem and the solution heuristics. It summarises the experimental results 






Many computer applications have been developed to deal with problems in the 
tourism industry. Appendix A gives a comprehensive account of existing approaches, 
hi this research, we try to solve the transportation arrangement problem and the site 
planning problem. This chapter only reviews early research studies relevant to these 
two problems. 
The transportation arrangement problem is often solved as the shortest path 
problem in the operations research literature. Both general algorithms and heuristic 
approaches are reviewed in the next section. The third section discusses the heuristics 
6 
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for the site planning problem. Many important issues are discussed here, for example, 
how to deal with the preference of the user, and the time window constraints, ]n the 
last section, a brief summary of this chapter is provided. 
2.2 Transportation Arrangement 
Jn the operations research literature, the transportation arrangement problem is 
often treated as the shortest path problem. The problem is defined as finding the 
shortest path connecting two nodes in a network [3,12,14,17,18]. The real 
transportation network can be represented by a network graph. The network graph 
consists of nodes and links. The nodes represent the transportation terminals or 
places. The links represent the path connecting two nodes. Usually, the links are 
associated with values which are the distance or travelling time required between the 
connected node pairs. 
There is a large volume of the literature dealing with the shortest path 
problem. For a detailed review of the algorithms, readers may refer to [7]. Goczyla 
and Cielatkowski [8] conclude that well-known graph-theory algorithms cannot be 
directly applied to the real world transportation network. For a huge and complex 
network, general algorithms such as the A* algorithm take considerable computation 
time to obtain optimal solutions. Therefore, heuristic-based algorithms should be 
used to deal with realistic size problems. As many heuristic-based algorithms are 
based on the modification of the A* algorithm, the A* algorithm is first reviewed in 
this chapter. 
7 
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2.2.1 A* algorithm 
The A* algorithm is the hybrid of best-first search and branch-and-bound 
algorithm [9]. The functioning of the A* algorithm requires the calculation of a 
heuristic estimate. If the heuristic estimate is a lower bound of the actual value, then 
the A* algorithm gives optimal solutions. The heuristic estimate usually is the direct 
distance from the current node to the destination node. The heuristic estimate is 
combined with the historical cost to provide the total path cost, as shown in the 
following equation: 
Total Path Cost = Past Cost (travellingfrom the origin to the current node) 
+ Estimated Cost (travelling from the current node to 
destination) 
Figure 2.1 shows an example of the calculation of the total path cost. 
c ^ ^ C k ^ 
r^j ^ 0 f}!r!in?.^.if.. ^ .^!.W.9:{?. Q 
origin current node ‘ destination 
Past Cost = ci + C2 
Total Path Cost = Past Cost + heuristic estimate 
‘ I ‘ 
Figure 2.1 Calculation of Total Path Cost 
The following pseudo-code describes the A* algorithm. 
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1. Start with the OPEN list containing only the initial node (or the origin in this case). Set 
the CLOSED list to empty. Set the Past Cost of the initial node to zero. Calculate the 
Estimate Cost for that node. 
2. Select the node with the smallest Total Path Cost in the OPEN list. Call this node 
SELECTED. Remove the SELECTED nodefrom the OPEN list and put it in the CLOSED 
list. 
3. Ifthe SELECTED node is the goal (or the destination), report the path and exit. 
4. Generate all successors ofthe SELECTED node, calculate the Total Path Costfor each 
successors. 
5. For each successor not already in the OPEN or CLOSED lists, assign the Total Path Cost 
computed. Put all successors in the OPEN list and make the SELECTED node as their 
parent. 
6. For each successor already in the OPEN or CLOSED lists, update the Total Path Cost if 
it is smaller than the previous one. Assign the SELECTED node as their parent. 
7. Go back to Step 2. 
The A* algorithm traverses the network by opening all the nodes directly 
connected to the current node. In a highly connected network, it is necessary to 
examine a large number of nodes before reaching the destination node. The efficiency 
of the A* algorithm for a large, highly connected network is often poor, though it can 
give optimal solutions. 
2.2.2 A*V algorithm 
The A*V algorithm is proposed by Dhawan et. aL [6] to find the path to travel 
from one place to another within a network of railway stations and airports. They 
report that the original A* algorithm is not very efficient. They use the A* algorithm 
as the basis, and incorporate the concept of virtual network consisting of multiple 
9 
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fully connected Context Sensitive Virtual Layer (CSVL) to perform route finding. 
They refer to this modified A* approach as the A* virtual (A*V) algorithm. 
Under this algorithm, the railway-air transportation network can be 
decomposed into several CSVLs. This is done with the knowledge on the topology of 
the transportation network. The virtual network is formed such that there is the base-
layer and a number of CSVLs. The base-layer is the original transportation network 
and the CSVLs are sub-networks. For each CSVL, there will be nodes, which are 
called the gateways. The gateways are connected to other CSVLs' gateways. Figure 
2.2 illustrates the virtual network. 
^ - X ^ ^ ^ ^ ^ ^ 
^ - .y^ \ ： Gateway node 
2 ： ： ^ ； ^ ； ^ ^ ^ ^ ： ： ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
Figure 2.2 The virtual network 
The following is the pseudo-code of the A*V algorithm. 
I 
1. Put the initial node in the OPEN list. Set the CLOSED list to empty. Calculate the Total 
Path Cost as the A * algorithm does. 
2. Select the node with the lowest Total Path Cost from the OPEN list. Remove the selected 
node and put it in the CLOSED list. 
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3. Ifthe selected node is the goal node (or the destination), exit and return the path. 
4. Generate all successors of the selected node, compute the Total Path Cost for each 
successor. 
5. If the selected node is a gateway node then select relevant CSVL and compute the Total 
Path Cost for each gateway node associated with the selected node. 
6. For each node (in step 4 and 5) not already in the OPEN or CLOSED lists, assign the 
Total Path Cost computed. Put all nodes in the OPEN list and use the selected node as 
their parent. 
7. For each nodes already in the OPEN or CLOSED lists, compare the Total Path Costjust 
computed with its previous value. Ifthe new value is smaller, assign it to the node and 
put the node in the OPEN list. Assign the selected node as the parent. 
8. Go back to Step 2. 
The authors establish that the A*V algorithm is more efficient than the A* 
algorithm. Even in the worst case its efficiency is equivalent to the A* algorithm. 
The system is installed at the New-Delhi station and is used at the inquiry counters. 
2.2.3 Knowledge-based approach 
Liu and Tay [18] investigate several general algorithms in the literature and 
find out that the A* algorithm performs the best for the road network problems. 
However, for practical systems, it is not very efficient. They suggest to use the 
knowledge about the road network to help the A* algorithm perform route finding for 
drivers. This knowledge-based approach dramatically reduces the time and space 
required in computation. 
Two key concepts about the road network are introduced for the knowledge 
representation. They are listed as follows: 
11 
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1. There are different road types, namely, minor roads, major roads, and 
expressways. 
2. The major roads and expressways naturally partition the whole network 
into many small areas or sub-networks. 
The whole road network is now divided into two layers. The first layer is 
formed only by the major roads. The second layer contains many sub-networks. 
These sub-networks are connected by the major roads and consist of the minor roads 





- i - ^ - ^ ^ major roads 
‘ minor roads 
Figure 2.3 Partitioning of the road network 
The route finding algorithm works as follows: 
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1. Identify the corresponding sub-networks for the origin and destination respectively. Link 
them with the major road network layer. 
2. Find out the shortest path (using the major roads only) connecting the two sub-networks. 
3. For the origin sub-network, use the A * algorithm to obtain the shortest path leading from 
the origin to the specified major road path. 
4. For the destination sub-network, use the A * algorithm to obtain the shortest path leading 
from the destination to the specified major road path. 
5. Concatenate the three shortest paths to give the result route. 
A prototype system, called KB-RFinder, has been implemented for route 
finding in Singapore. This approach makes use of the knowledge of the road network 
to avoid some unnecessary searches. The authors also show that it wil l also produce 
human oriented solutions as human drivers normally prefer to travel on major roads. 
2.2.4 ANESTA's approach 
The main idea of the ANESTA's approach in transportation arrangement is 
similar to the route finding approach. The nodes in the transportation network are 
transportation terminals as well as tour sites. The transportation network is huge in 
size as it considers all the available public transportation modes. Low et. al [19] use 
the concept of zoning to reduce the search space, and the computation time. 
The authors divide Hong Kong into six logical zones. They use two types of 
transportation arrangements. The first type is called inter-zone transportation and the 
other is called intra-zone transportation, hiter-zone transportation determines the path 
travelling from one zone to another. Mra-zone transportation only considers the 
travelling problem within the zone. The computation time is greatly reduced as the 
13 
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search space involved is reduced significantly. The idea of intra-zone transportation 
and inter-zone transportation is illustrated in figure 2.4 and figure 2.5. 
1^^"^^""""7T1 
'^  ^ '#5¾¾¾^¾¾' ‘ y'''' *^ 'I both origm and destination are within the 
*〕j.^*-H-'t^^^<^t^^'.tjt)^ ‘ 、‘ ！ 
*~h.... : “ . . ^¾- '< . '\ .;i same zone, the search space is limited by the 
, f ^ ^ ‘.. : “ , zone boundary. While considering only the 
；淨，顯 ^ ^》奋,*:’丨 possible paths within the zone, the search space 
'"^" ' •^ "^ " *"'^^ **、 "^^  …‘、 is reduced. 
Figure 2.4 Intra-zone transportation 
| T " ^ ^ f " ^ 
m •••、.、J^^|ij^^ .^^¾;,^ If the origin and destination are not in the same 
SSi^MiBIHnJmff^>. zone, the heuristic needs to solve two intra-
F ? ^ ~ l * W ^ “ ' L ‘ :〉 j 
『够》:”":'"v 工 ‘ : ^ ^ - * ^ * zone transportation arrangement and one inter-
h . “ i . 5>ridgiiigst:tfimJ ••-••--.:0 zone transportation arrangement. The intra-
t . :K: i t t^aS%Lj| lzone . 
zone transportation heuristic determines the 
path connecting the origin to the bridging 
station of the zone. This is also done for the 
destination node. The inter-zone transportation 
heuristic considers only the transportation 
network connecting bridging stations. 
Figure 2.5 Inter-zone transpiration 
I 
2.3 Site Planning 
An itinerary planning algorithm must select the suitable sites for the visitors or 
tourists to visit, arrange the selected sites in a desirable manner, and then find the best 
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path connecting the sites. Jn the last section, we reviewed heuristics for finding the 
best path connecting sites. The remaining tasks are to select the sites and to arrange 
the selected sites in a desirable manner while satisfying certain constraints such as 
those related to a tour site and a tourist. The site constraints include the opening 
hours, the location, the accessibility, etc. The tourist constraints include his/her own 
preference, budget, physical limitations, etc. To obtain a good itinerary plan, the 
algorithm should consider the above two sets of constraints in selecting the 
appropriate tour sites and arranging the them. Below are some systems developed for 
the above purpose. 
2.3.1 CICERO's approach 
Maio and Rizzi [20] develop CICERO to assist a tourist in planning hisAier 
itinerary for a visit to a museum. This is a computer system used in the Ducal Palace 
in Urbino, Italy. The system captures the visitor preference and derives a set of 
constraints. Then the system uses a heuristic path-planning algorithm to find the 
suitable itinerary. 
The environmental knowledge of the museum is represented in a hierarchical 
manner. There are several levels of abstraction. These include abstraction by 
classification, aggregation or generalisation which make a hierarchy of layers. Also, 
» 
there are some meta-layers within one abstract layer. The representation of the Ducal 
Palace is shown in figure 2.6. 
15 




^ v apartment layer 
room type 
. j ^ V room layer 
periods , ‘ 
\ authors 
> s y m b o l i c layer 
Figure 2.6 Hierarchical representation of the Ducal Palace 
The path planning algorithm used in CICERO considers the following 
constraints: 
1. maximum total duration ofthe itinerary, 
2. visiting hours for the different sections ofthe museum, 
3. landmarks (works ofarts/facilities) and apartments which must be included 
in the path, and 
4. categories oflandmarks that must be included in the path. 
The heuristic path-planning algorithm starts searching for the path from the 
museum layer and descends towards the landmark layer in a hierarchical manner. The 
algorithm first devises an abstract plan in the upper level in which the computation is 
not so overwhelming. Then the plan is refined into detailed sub-plans. 
16 
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⑷ C Z i : : > ~ ~ c z : : > — — C Z i r > 
(b) ,.-c^  )\ /Cz_z^x / d r>.. * "• • « • • * • .' *• • m - ^ m - ^ • 
(c) , c z : > ^ Z Z > . � / C Z Z > . . 
^ S « ^ ^ ® " ^ ^ ^ ^ » K ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ " ^ " ^ ^ S ^ r > 
Figure 2.7 The heuristic path-planning algorithm 
Figure 2.7 shows a schematic of the algorithm. For (a), it first sets up an 
initial plan in the upper level and then finds the entry and exit points in (b). Finally it 
finds the optimal sub-plan for the lower level and concatenates the paths in (c). The 
system uses an interactive interface so that a visitor can choose according to hisAier 
preference in visiting the museum. The advantages of the algorithms used by 
CICERO are that it makes use of the hierarchical knowledge representation and that 
reduces the planning time. 
2.3.2 ANESTA's approach 
The tours are scheduled on a session-by-session basis. There are three 
sessions in one day and sessions are separated by the time slots for meals. Tour sites 
that satisfy the following constraints are incorporated in the schedule: 
• I 
1. time slot is consistent, 
2. fitness level is satisfied, 
3. financial condition is satisfied, and 
4. activities preference matches the specification ofthe tourist. 
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Figure 2.8 shows the different stages in the planning process. The algorithm 
first arranges the sites that the tourists prefer the most. U there are free time slots in 
the tour, it randomly selects sites that satisfy the above four constraints. Once the site 
is assigned, the system arranges the transportation plan and meals for the tourist. 
Other tour sites are scheduled in a similar fashion. If there are still free time slots, 
they will be absorbed by neighbouring sites. 
The time slots for lunch and dinner is reserved 
_ / . \ . 
• i q I I • 
Start point Lunch Dinner End point 
Preferred ^ s i t e 丄 工 二 = 
• « • I I I ] 
t \ / 
Arrange transportation from one place to another 
• • ! • • I • \ w m I • • • • 
Arrange other tour sites and transportation 
n ^ ^ ^ H H H H ^ H H ^ H ^ H 
Absorb fragmented free time slots into tour sites when possible 
• I 
Figure 2.8 The planning process in ANESTA 
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2.4 Summary 
We must consider two problems in the tourist itinerary planning. The first 
problem is to find a transportation plan for travelling from one tour site to another. 
The other problem is to develop an itinerary plan based on the tourist preference. As 
discussed in Low et. aL [19], there are very few approaches dealing with the itinerary 
planning problem. Li this chapter, we reviewed several systems and algorithms 






This chapter discusses a new heuristic for solving the transportation 
arrangement problem. The transportation arrangement problem may be solved as the 
shortest path problem. Zoning is used to reduce the computation time needed to find 
the best path. However, it cannot guarantee that the solutions are optimal. The new 
heuristic uses the concept of zoning to reduce the search space, fllustrative examples 
are also provided. Experiments are conducted to compare the new heuristic with the 
A* algorithm and the A*V algorithm mentioned in chapter 2. A brief summary is 
given at the end of this chapter. 
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3.2 Problem Description 
The itinerary planning problem is divided in two sub-problems. The first one 
is the transportation arrangement problem. The solution to this problem is the path 
connecting two sites. This problem may be treated as the shortest path problem. The 
second problem is the site planning problem which is discussed in the jiext chapter. 
3.2.1 Shortest path problem 
The shortest path problem is a classical problem in the operations research 
literature. The simplest version of the problem can be found in [12]: 
"Consider an undirected and connected network with two special nodes called 
the origin and destination. Associated with each of the links is a nonnegative 
distance. The objective is to find the shortest path (the path with the minimum 
total distance)from the origin to the destination.“ 
Li this research, the transportation network is treated as an undirected and connected 
network. The nodes are the tour sites, and the links represent the transportation 
connection between two nodes. The transportation network is huge and highly 
connected. 
3.2.2 Existing solution algorithms 
Many algorithms are used to solve the shortest path problem. Since the 
problem is complicated, many algorithms can only solve problems involving small 
and simple networks. For example, general algorithms such as the A* algorithm takes 
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considerable computation time to find optimal solutions to the problem [6,17,18]. 
Listead of using these general algorithms, we develop a heuristic-based algorithm for 
realistic problems. 
3.2.3 Preference consideration 
We also need to consider the tourist preference in the transportation 
arrangement problem. There are several factors to consider in determining the best 
path connecting two nodes in the transportation network. They are travelling cost, 
travelling time, and the number of switches required in a path. These factors are 
conflicting in some cases. For example, choosing a faster transportation means may 
result in a higher travelling cost. Switching is also an important factor. It is very 
inconvenient for the tourists to use a travelling plan requiring too many switches. Li 
constructing the heuristic, reducing the number of switches is the most important 
factor. Then the heuristic leaves the option for the tourists to specify their own 
preference for the two other factors, travelling cheaper or faster. 
3.3 Zoning 
For a complex transportation network, we need some ways to cut down the 
search space. Low et. al. [19] propose the zoning method by major transportation 
modes to reduce the computation time. The idea in zoning is to partition the whole 
transportation network into several zones. Li this research, we introduce two new 
methods in partitioning the whole transportation network. They are grid-type zoning 
and density-type zoning. 
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3.3.1 Grid-type zoning 
This is a simple method to obtain zoning. We partition the whole area into 
m * n rectangles of equal size. This is done by setting up vertical and horizontal grid 
lines on the map. A zone is bounded by grid lines. Each tour site belongs to one and 
only one zone. The size of each zone depends on m and n. Figure 3.1 shows the idea 
of grid-type zoning. 
=^…….；…"I…”丨……“ 
Figure 3.1 Grid-type zoning 
3.3.2 Density-type zoning 
Density-type zoning limits the number of tour sites within a zone. This zoning 
scheme first finds some location centres in the area (for example, 4 centres). These 
zone centres should be distributed evenly in the whole area. To each centre, we 
assign a specified number of tour sites that are closest to the centre. A zone is then 
formed by the chosen centre and sites that are assigned to it. The shape of the zone 
will be irregular as shown in Figure 3.2 
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X / X 
^ Z f ~ ^ 
X \ X 
Figure 3.2 Density-type zoning 
3.4 Solution Methodology 
The whole transportation network is divided into zones. Two types of 
transportation methods are involved. They are intra-zone transportation and inter-
zone transportation. The new heuristic applies these two transportation concepts to 
find the desirable path. The primary objective is to reduce the number of switches 
required in a travelling plan. 
3.4.1 Data representation in the system 
A tour site is an object. Figure 3.3 shows part of tour site data. 
Tour Site Object 
|Site JD |l，2，4’ll，18 •" . . . | 
Suggested duration 个 
Location / 
； / 
Transportation list ‘ 
Figure 3.3 The transportation list in tour site data 
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The transportation list contains the H) number of each transportation mode. The list 
contains all the transportation modes that can access a particular tour site. 
A transportation mode is also an object. Figure 3.4 shows part of 
transportation data. The tour site list contains the JD number of each site. The list 
contains all tour sites that can be accessed by the transportation. 
Transportation Object 




Tour site list ' 
Figure 3.4 The site list in transportation data 
As mentioned above, a tourists has the flexibility in choosing either travelling 
faster or cheaper. He/she can specify the value of A in the following evaluation 
function. 
f(x,y) = Ax + (l-A)y, 
where x is the travelling time component and y is the travelling cost component 
I 
The value of A is binary, i.e. 0 or 1. If the tourist wants to travel faster, he/she can set 
the value of A to 1. Li the case of Hong Kong, the travelling time is probably more 
important. 
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3.4.2 Heuristic algorithm 
The heuristic algorithm finds the desirable path connecting the origin and 
destination pair. The pseudo-code of the heuristic algorithm is listed as follows. 
Step 1 Set up the evaluation function f(x,y) according to the tourist's 
preference. 
Step 2 Checkfor any direct link between the origin and destination sites. 
Construct all the possible paths and report the best one according 
to f(x,y). Retum the best one ifexists. 
Step 3 Check for any common sites between the origin site and the 
destination site. The common sites are the sites that can be directly 
accessed by both tour sites. Retum the best path according to 
f(x,y)-
Step 4 For the origin site, check all the other sites that can be directly 
accessed. Do it again for the destination site. We lookfor a 4-node 
path connecting the origin site to the destination site. According to 
f(x,y), determine the best path. Retum the best path ifexists. 
Step 5 Find a 3-node path again. This time we consider the common site, 
which can be accessed by both ofthe origin site and the destination 
• I 
site, that are not within the zones of the origin site or the 
destination site. Retum the best path according tof(x,y). 
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Step 6 Remove all the zoning scheme and repeat the procedures in Step 4 
only. Retum the path ifexists, otherwise retumfail. 
The first step is to capture the preference of the tourist in a function that 
determines the values on the links in the transportation network. When the travelling 
time is more important, the algorithm sets the value of A to 1. 
In Step 2，the heuristic checks if there is direct connection between the origin 
and destination nodes or not. This can be done by checking the transportation lists of 
the origin and destination sites. If there is a direct connection, the tourist can travel 
without any switch. If there exists more than one direct connection, the heuristic wil l 
select the best one according to the evaluation function. The idea is shown in figure 
3.5. Note that in this step, we do not consider zoning. 
Transportation list of origin 
o • |l，3，5，7，9 ••••" I 
I ' / 1 
D • |2，4，7，8，9…… I 
Transportation list of destination 
t 
Figure 3.5 Find the direct connection between the 0-D pair 
If there is no direct linkage between the origin and destination pair (0-D pair), 
we need to find the best path involving three nodes. The third node, or the common 
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site, is the site that can be directly accessed by both of the origin and destination sites. 
Li step 3, we have two transportation lists from the 0 -D pair. We can get a site list 
from each member in the transportation list. The site lists are concatenated together. 
There will be two concatenated site lists, one from the origin site and the other one 
from destination site. The common sites are picked out here, and the idea is shown in 
figure 3.6. 
Transportation list of 
origin 
0 了 ^^^"Xs,^ ^Concatenating the site lists 
I [23 ,38 ,45,60 
c 6? Z 
i 3 ,9 , 60,78 
I z 
1 v ^ Concatenating the site lists 
D • Transportation list of 
destination 
Figure 3.6 Find the common site between the 0-D pair 
Zoning is applied here and there are two cases for inter-zone transportation, and intra-
zone transportation. Figure 3.7 and figure 3.8 show the idea of the two types of 
transportation arrangement. 
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r , Don't consider common sites that 
I o I Z are not in the same zone 
l _ . . _ 2 _ l 
Zone Boundary 
|o I / 
‘ I o 
o I I ^ - Destination Site 
/ 丨 〇I 
• . s.t 」— I 'x^ 
Origin Site 「 ^ x _ Consider only 
I 0 0 I these common . I I .‘ I j sites 
^ \ Non-common sites 
Figure 3.7 Mra-zone transportation of Step 3 
. _ Don't consider those 
I j / out-of-bound common 
I Q I sites 
I ‘ ‘ I 
|o c丨丨o I 
[ _ _ j ‘ 0 I I 0 
0 又!•__」I 0 I \ 
/ \ io Q 丨 \— Destination Site 
Origin Site 4 ^ ) ^ ^ ^ " 
The common sites to be considered 
Figure 3.8 Liter-zone transportation of Step 3 
Li figure 3.7, we only have intra-zone transportation. And we have one intra-zone 
transportation and one inter-zone transportation in figure 3.8. Two possible cases are 
shown in figure 3.9. 
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|Case 1| Selected common site 
Origin Site ] y ^ \ ~ ~ ~ 0 
\ X \ \ 
• \ \ \——DestinationSke 
^ v \ ‘ 
titra-zone transportation , / , _, ‘. 
^ Inter-zone transportation 
Case2 
/ Selected common site 
Origin Site ~^ / ^ 0 
\ l A \ 
Q j \ \——Destination Site 
Inter-zone transportation Mm-zone transportation 
Figure 3.9 Two cases of 3-node path 
If Step 3 fails, the heuristic finds a 4-node path connecting the 0 -D pair. 
Figure 3.10 shows the idea of Step 4. From the two concatenated site lists, the 
heuristic finds the direct connection between these two lists. 
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? 
r — — 一 — • — — 一 一 — — 一 — 一 — • 一 — 一 — — — — — — 一 — 
) 0 ^ 
0 眷 ^ ^ 〇 〇 ^ t ~ ^ _ D 
^ r 
> o 〇 i 
声 : -\J 
Direct accessible sites Direct accessible sites 
of the origin site of the destination site 
Figure 3.10 Find the direct connection between the two site lists 
As mentioned above, there wil l be two cases for the two types of zone transportation. 
Figures 3.11 and 3.12 show the concept. 
Sites can be accessed r , ^ — — D o n ' t consider sites that are 
directly from the origin | 。 | not in the same zone 
site and within the same 丨 2 _ i 
zone ~ " ^ Zone Boundary 
1 。 j o - 厂 
I I I I o 
0 I o I I 0 丨 \ Destination Site 
, . s . t e 」 ‘ ‘ ' " X ^ 
Origin Site \ Sites can be accessed from the 
destination site and within the 
same zone 
Figure 3.11 Litra-zone transportation of Step 4 
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Don't consider those out-of-bound sites 
, - - / X _ 
° 。丨 丨 I 
I I o I 
1 1 I 
I i 
jO c I 
o 1 - - - < 「〇-_] \ 
/ \ io Q 丨 \ Destination Site 
Origin Site 4 ^ ^ ^ ^ ^ / " " “ ^ . 
The sites to be considered 
Figure 3.12 Liter-zone transportation of Step 4 
There are two intra-zone transportation and one inter-zone transportation involved in 
Step 4. It is shown in figure 3.13. 
titer-zone transportation 
j 1 ^ Destination Site 
Origin Site 1 X ^ ^ ^ 、 ^ ^ ^ ^ 
k^S^^^^^^^z^ 
bitra-zone transportation 
Figure 3.13 The 4-node path in Step 4 
} 
If Step 4 fails, the heuristic finds the 3-node path but with the common sites 
outside the zone(s). Figure 3.14 and 3.15 illustrate the cases for intra-zone 
transportation and inter-zone transportation. 
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「 , Consider only the sites that are 
I o 1 ^ not in the same zone 
l _ _ _ _ 2 _ l 
Zone Boundary 
Origin Site — \ 〇 ^ 
^0 ^ ^ 、 Destination Site 
Figure 3.14 Intra-zone transportation of Step 5 
Consider those out-of-bound sites 
, - - y \ _ 
I o o ' I 
I 0 | 丨 I 
1 I ’ o I 
L — 一 _I 
I ‘ 
|0 I 
I o I 
I——了丨 I 1 \ 
o \ I o I \ 
/ \ lO Q 丨 \ Destination Site 
Origin Site 4 ^ K ^ ^ ^ ^ " 
Don't consider these sites 
Figure 3.15 Liter-zone transportation of Step 5 
I f all the above steps fail, the heuristic removes the zoning scheme and tries to 
find the path using the same procedure in Step 4. If this fails again, the heuristic 
retums fail. This is the case when the path involving more than 4 nodes. 
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3.5 Illustrative Examples 
t i this section, several examples are provided to give a more concrete idea of 
the heuristic. For the result path, we use numbers in boldface to represent the sites 
and use numbers in italic to represent the transportation modes. 
3.5.1 Example 1 一 Direct Connection 
]n this example, we want to find the path connecting the two nodes with Site 
ID 610 and 975. The following site information is provided. 
SiteED ^ “ 
Zone JD 3 
Location (54.55, 18.93) 
Accessible Transport 229, 599, 703, 762, 908’ 917, 924 
Sitero ^ 
Zone JD 10 
Location (44.67，64.58) 
Accessible Transport 339, 345, 370, 494, 621’ 727, 830, 924’ 945 
We use travelling time as the only selection criterion in Step 1. t i Step 2，we 
check for any direct connection between the origin and destination sites. From the 
transportation lists provided, there exists only one common transportation with H) 
924. Then the best path returned is 339 - 924 - 975. From the transportation 
information provided, we can calculate the travelling time and travelling cost needed. 
t 
The information of transportation 924 is provided as follows: 
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Transportation DD 924 
Cost 28.4 
Accessible Sites 35，241，509,610,670，794，869，975 
Average Speed 0.85 unit / min 
The travelling time needed is approximately 55 minutes and the travelling cost is 
$28.4. 
3.5.2 Example 2 - Three-node Path 
The information of the origin and destination is listed as follows: 
SiteH) 447 
Zone TD 10 
Location (37.18,67.81) 
Accessible Transport 235, 254, 459, 992 
Site JD 605 
Zone YD 6 
Location (36.04，44.45) 
Accessible Transport 92，151, 460’ 501’ 958 
From the transportation list, we can obtain the concatenated site list for the origin 
node: 
Transport 235: 157，309,447，842,890，916 
Transport 254: 246，312，447，477，702，835，893 
Transport 459: 13,321,447，462，537,692,705,726，746，831，877, 
973 
Transport 992: 74，77,186,365,396,411,429,447，451，470，499, 
645,822 
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The concatenated site list will be: 
13, 74，77，157，186，246,309，312,321, 365, 396,411,429,447，451,462，470，477, 
499，537,645，692，702，705，726，746,822,831,835,842，877，890，893,916,973 
Similarly we can obtain the concatenated site list for the destination node: 
Transport 92: 131，168,172，551，605，680，706, 819, 851 
Transport 151: 146, 281，285，302，498，605，621，794，995 
Transport 460: 22，134，165，208,236,332，414,417，462,465，471， 
605，822,913 
Transport 501.. 260,489，589，605，662，705，776，883，910，938，941 
Transport 958: 31，188，605，607，828 
The concatenated site list for the destination is: 
22，31，131，134，146,165，168,172,188，208，236，260，281，285,302，332，414，417, 
462,465，471，489，498,551，589，605, 607，621，662，680，705，706，776，794, 819, 
822, 828，851，883, 910, 913，938，941，995 
From the above two concatenated site lists, we can find the common nodes in 
these two lists and the result is the common site list. The common site list of the 
example is: 
462, 705, 822 
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Then zoning is applied and we find out that only site 462 satisfies the requirement. 
Thus the three-node path 447 - 459 - 462 - 460 - 605 is established and the travelling 
time and travelling cost of the transportation 459 and 460 are calculated. The total 
travelling time is 40.86 minutes and the total travel cost is $27.9. If more than one 
common sites satisfy the zoning requirement, say 705 for this example. Then the 
three-node path 447 - 459 - 705 — 501 - 605 is also established. The two possible 
paths are compared and the better one in terms of f(x,y) is reported. 
3.5.3 Example 3 一 Four-node Path 
The following is the information of the origin and destination nodes. 
SiteDD 8 ^ 
Zone ED 2 
Location (30.24, 17.94) 
Accessible Transport 23’ 71, 180，573, 996 
SiteK) m 
Zone n) 3 
Location (67.65，17.97) 
Accessible Transport 105, 206’ 876, 975 
After getting the concatenated site lists, we do not find any common site. 
Thus we need to construct a four-node path. From the two concatenated site lists, we 
use zoning to filter out the sites which are not in the same zones as the origin and 
I 
destination sites. The two resulted lists are: 
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For origin site: 672，800 
For destination site: 398 
Then we need to calculate and compare the path connecting site 672 to 398 
and from site 800 to 398. ]n this case, it is inter-zone transportation. .And it is found 
that there is no direct path connecting 800 to 398. Thus only one path is possible. 
The final four node path wil l be 852 — 996 - 672 - 639 - 398 - 975 - 798. And the 
total travelling time needed is 87.67 minutes and the total travelling cost is $35.3. 
3.6 Computation Results 
Experiments are carried out to test several solution algorithms. The first part 
of the experiments is to compare the computation time needed to find the best path 
with zoning and without zoning. The second one wil l investigate the difference 
between grid-type zoning and density-type zoning schemes. The third one compares 
the new heuristic, the A* algorithm and the A*V algorithm. In this test, we exclude 
the depth-first search used by Low et. aL [19] because the A* algorithm and the A*V 
algorithm perform better than the depth-first search. Al l the experiments are run on a 
PC 80486 DX2-50 system with 8M RAM. 
• I 
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3.6.1. Zoning vs. No-zoning 
We randomly generate 1000 sites in 100 unit * 100 unit area. These sites are 
randomly distributed in the area. We have 1000 transportation modes randomly 
assigned to the sites. Only grid-type zoning scheme is applied, bi this experiment, we 
have run 10 sets of data. For each set of data, the heuristic is applied to find 100 pairs 
of origins and destinations. Table 3.1 shows the results. 
Table 3.1 Computation result for different zoning scheme 
No. of grids Travelling Time Travelling Time Computation Computation 
compared with No Time (s) Time saved 
Zoning (in %) (in %) 
Average Std. Dev. Average Std. Dev. 
1 (No Zoning) 77.646 4.030 - 79.263 27.213 -
2 77.624 3.978 -0.02% 55.899 8.843 29.48% 
4 79.715 4.436 2.66% 37.168 4.321 53.11% 
5 81.846 4.284 5.41% 32.117 3.736 59.48% 
8 82.602 4.142 6.38% 23.724 2.535 70.07% 
10 84.127 3.762 8.35% 20.942 2.107 73.58% 
16 83.039 3.755 6.95% 16.188 1.622 79.58% 
20 84.769 4.015 9.17% 14.668 1.987 81.49% 
25 84.651 3.825 9.02% 13.285 1.876 83.24% 
32 84.738 4.319 9.13% 12.784 1.288 83.87% 
40 85.597 3.816 10.24% 12.328 1.628 84.45% 
50 88.921 4.188 14.55% 12.504 1.700 84.22% 
64 84.946 2.983 9.40% 13.543 1.189 82.91% 
80 84.564 3.855 8.91% 15.719 2.907 80.17% 
100 92.321 4.497 18.90% 18.784 3.146 76.30% 
1000 78.687 3.816 1.34% 55.590 7.709 29.87% 
I 
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Computation Tlme vs. No. of Zones 
Computation tims (s) 
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Figure 3.16 Computation time vs. No. of zones 
From figure 3.16, we observe that the computation time needed decreases as 
the number of zones increases. However, up to a certain level, this effect levels off 
and computation time increases again when there are too many zones (-55s when 
1000 zones). The maximum savings in computation time is more than 80% with only 
about 10% increase in travelling time needed. From this result, we conclude that 
zoning can reduce the computation time at a slight expense of solution quality. 
3.6.2 Grid-type zoning vs. Density-type zoning 
Li order to investigate the difference between grid-type zoning and density-
type zoning, we generate another 10 sets of data with clustered distribution of tour 
sites in the area. The tour sites are clustered so that more tour sites locate on the four 
I 
comers of the area. Table 3.2 shows the result in computation time needed. 
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Table 3.2 Comparison between grid-type zoning and densitv-tvpe zoning 
Zoning Scheme Computation Time (s) Time Saved (in %) 
Average Std. Dev. 
1X 1 (No zoning) 73.182 9.122 --
2 x 2 58.138 4.759 20.56% 
4 x 4 36.269 1.726 50.44% 
5 x 5 22.037 2.394 69.89% 
8 x 8 15.977 1.803 78.17% 
10x 10 12.918 1.182 82:35% 
Density-16 14.401 1.164 80.32% 
Density-25 12.221 J ^ 83.30% 
From Table 3.2, we observe that under clustered distribution of tour sites, the density 
approach wil l perform better from the viewpoint of computation time needed. 
. . . . . p p ^ ^ . . . 
C I D I I I C l l 3 
Figure 3.17 Problem with grid-type zoning 
Figure 3.17 shows the limitation of grid-type zoning. Many zones do not 
contain any tour sites and the performance of the heuristic is adversely affected. 
However, from the result, we can see that density-type zoning can help solve this 
problem. Because it tries to distribute equal numbers of tour sites to each zone. 
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3.6.3 Comparison between the new heuristic and the other algorithms 
t i this experiment, we compare the computation time needed and the solution 
quality of our new heuristic, the A*V algorithm and the A* algorithm. Ten data sets 
are used in this experiment. The first five sets are random distribution of tour sites 
and the other five sets are clustered distribution of tour sites. The computation time 
needed to find the 100 0 -D pairs in each set of data is recorded. Table 3.3 summaries 
the results. 
Table 3.3 Computation time of the three algorithms 
Data set Our heuristic (s) A*V algorithm (s) A* algorithm (s) 
1 16.64 151.81 883.59 
2 16.32 164.01 869.58 
3 14.45 170.71 891.71 
4 15.93 157.21 887.65 
5 16.54 179.76 893.92 
6 35.21 223.58 882.16 
7 37.08 230.51 961.25 
8 35.04 271.46 900.61 
9 35.70 231.21 926.15 
1 0 36.20 259.39 929.17 
Average 25.91 . 203.96 902.58 
Std. Dev. m ^ 44.29 27.87 
From the results, we observe that the A* algorithm is the worst in this 
experiment. As stated before, the A* algorithm is not suitable for large transportation 
networks. The expansion in number of paths for the A* algorithm is huge and thus it 
performs the worst in this experiment. Table 3.4 compares the solution quality. Li 
general, our heuristic performs better than the A*V algorithm. 
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Table 3.4 The result of travelling time of the three algorithms 
Data set Our heuristic A*V algorithm (min) A* algorithm (min) 
(min) 
1 78.12 90.08 73.32 
2 87.70 90.48 78.52 
3 80.03 91.37 69.13 
4 82.08 98.48 75.72 
5 83.81 95.66 73.31 
6 71.54 83.14 67.59 
7 69.63 80.99 64.66 
8 66.40 79.56 62.39 
9 75.71 87.49 70.71 
1 0 77.00 89.73 72.74 
Average 77.20 88.70 70.81 
Std. Dev. ^ ^ • 4.96 
The A* algorithm finds the optimal solution in the experiment and it is used as 
the reference. Our heuristic results in a decrease in the solution quality of 9.02% 
while the A*V algorithm gets a decrease in solution quality of 25.26%. The A*V 
algorithm performs the worst in this experiment. This may be due to the fact that the 
fixed gateway in each CSVL lead to a longer path. The heuristic solution is a bound 
which may be used to eliminate undesirable paths in the A* algorithm and hence 
improve the efficiency of the A* algorithm. 
3.7 Summary 
. , i i this chapter, we investigate the problem of transportation arrangement. This 
problem is to find the path connecting two tour sites. Shortest path algorithms are 
often used to solve this kind of problem. However, they are not very efficient when 
43 
Chapter 3 TRANSPORTATION ARRANGEMENT 
the transportation network is large. Heuristic algorithms are suggested in the 
literature. 
The new heuristic uses the concept of zoning to cut down the search space. 
Two methods of zoning are suggested. Grid-type zoning is easy to implement but it is 
very sensitive to the geographical distribution of the tour sites. Density-type zoning is 
devised to overcome this problem. The new heuristic can significantly reduce 
computation time, however, cannot guarantee the optimality of solutions. 
Three factors are considered in constructing the heuristic: the travelling cost, 
the travelling time and the number of switching transportation. In our heuristic, the 
highest priority is to reduce the number of switching transportation. And it allows the 
tourists to choose between the other two important factors. The new heuristic is 
compared with the other two algorithms, the A* and A*V algorithms. The result 






This chapter investigates the site planning problem. This problem deals with 
the selection and arrangement of suitable tour sites for the tourists. There are many 
constraints, which are related to the tourists and the tour sites. The current approach of 
ANESTA is examined. We find that ANESTA has several limitations. This chapter 
introduces a new heuristic which overcomes the problems with ANESTA's approach. 
In the next section, the characteristics of the problem are described. The heuristic 
algorithm is shown in section three. An illustrative example is provided in the fourth 
section. We wil l also compare the itinerary plan generated by ANESTA and the new 
heuristic in the fifth section. The last section briefly summaries this chapter. 
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4.2 Problem Description 
The tasks in itinerary planning include selecting suitable sites for the tourists, 
arranging them in an orderly fashion, and connecting the sites by transportation 
modes. The transportation arrangement problem is examined in the last chapter. We 
discuss the site planning problem in this section. 
4.2.1 Preference constraint 
The tourists have their own preference regarding which sites they want to 
include in their travel plans, bi ANESTA, the tour sites are described with the 
following attributes. 
1. Sightseeing and culture, 
2. Accommodation, 
3. Dining, 
4. Entertainment, and 
5. Shopping. 
The heuristic needs to capture the preference of the tourists before selecting the 
suitable activities. 
4.2.2 Accessibility constraint 
Each tour site is accessible through certain transportation modes. Thus the 
connectivity between two sites is a constraint in the selection of the sites. It is very 
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important to arrange suitable transportation plans for the tourists who are unfamiliar 
with the place. 
4.2.3 Time constraint 
The time constraint deals with the opening hours of the tour sites. Most of the 
tour sites have particular opening hours. Some may only open in the moming while 
some may have a longer opening duration. Thus it is not acceptable for the tourists 
waiting for a long time for the sites to open. Also, the plan is unacceptable when the 
tourists have only a few minutes to visit a site. 
4.2.4 Problems with the ANESTA's approach 
Very few research deals with the site planning problem. The work from Maio 
& Rizzi [20] and Low et. al. [19] has been reviewed previously. Both use heuristic 
approaches to solve the problem. Li this research, we develop a new heuristic 
algorithm to overcome the problems with ANESTA. 
There are several limitations with ANESTA. The first problem is that the 
heuristic generates a lot of free time slots. This is because the heuristic uses the 
approach that puts the selected site in the largest free time slot. This breaks the whole 
itinerary into fragments and leaves a lot of free time slots. The method to handle the 
» 
free time slots is through absorption. The heuristic absorbs the free time slots into the 
visiting duration of the activities. Figure 4.1 is an example. 
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^ „ , . Free time slot 
Before absorption ^ 
r " ^ - i ^ ^ M � � : i I 
：Activity l ! 丁 「 ; 了 二 莒 i Activity2 
m ^ ^ ^ - j - 4 . ; r i I 
After absorption j 
Figure 4.1 Absorption of free time slot 
In figure 4.1, we observe that both activities 1 and 2 have longer visiting hours after 
the absorption of free time slots. The absorption method does not really solve the 
problem and is not desirable to force the tourists to visit a site longer. 
The second problem is that the whole itinerary requires too much travelling. 
Li selecting the sites for the tourists, the heuristic does not consider the geographical 
location of the tour site. As a result the tourists may travel a long way to another sites. 
Figure 4.2 illustrates the situation. 
• > 
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Case 1 Case 2 
4 一 叫 
Figure 4.2 Two possible ways of connecting sites 
Li case 1，the itinerary generated has a longer travelling distance than in case 2. This 
will normally lead to a longer travelling time, and therefore, is not a good travel plan. 
The heuristic selects the preferred tour sites and puts them in the available 
time slots. Then the transportation arrangement is applied to connect two sites. 
However, this approach may lead to the third problem. The heuristic selects the tour 
sites without considering the connectivity between them, bi some cases, this may 
produce a solution with many switches in connecting the sites. This is very 
inconvenient for the tourists and again leads to a longer travelling time. 
4.3 Solution Methodology 
‘ The heuristic first captures the preference of the tourists. Then use it to set the 
priorities of the sites. A site is more likely to be included in the itinerary i f its priority 
is higher than the others. Before a site is put into the itinerary, it needs to satisfy a 
series of constraints. The first phase of the algorithm generates an itinerary which 
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satisfies the preference of the tourists and other constraints. The second phase tries to 
rearrange the whole itinerary so that the number of switches of transportation is 
reduced. 
4.3.1 Preference handling 
Similar to ANESTA, we use five attributes to describe the tour sites. They 
are: 
1. Sightseeing and culture, 
2. Accommodation, 
3. Dining, 
4. Entertainment, and 
5. Shopping. 
The range of the values is from 0 to 10. They are set by the experts in the tourism 
industry [19]. These values reflect overall ranking of the tour sites. For example, the 
shopping arcade wil l have a higher score in the shopping attribute while it may get a 0 
score in the attribute of accommodation. 
I 
In our heuristic, the tourists can specify their preference regarding the tour 
sites in terms of the following evaluation function: 
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Preference Value of a site = M * 500 + Pi * Ai + P2 * A2 + P3 * A3 
where Pi is the value of preference regarding the sightseeing and culture attribute, 
P2 is the value of preference regarding the entertainment attribute, 
P3 is the value of preference regarding the shopping attribute, 
Ai is the attribute value of sightseeing and culture, 
A2 is the attribute value of entertainment, 
A3 is the attribute value of shopping, 
M =1 means the site that the itinerary must have. 
The values Pi, P2, P3, and M are specified by the tourists. The values for Pi, P2, P3, 
range from 0 to 10. The value of M is binary. Setting this value to 1 for a site 
indicates that the itinerary plan must include the site. The values Ai , A2, A3 are the 
original attribute values assigned by the experts [19]. By using the above function, the 
preference of the tourists is captured. The tour sites are prioritised according to their 
preference values (PV). 
4.3.2 Time window constraints 
The heuristic approach uses a 3-session approach similar to ANESTA. The 
itinerary is built upon a session-by-session basis. For each session, there wil l be a 
t 
session starting time and a session ending time. For each tour site, there wil l be an 
opening time and a closing time. The opening hours is bounded by the opening time 
and the closing time. Figure 4.3 shows the opening hours of a tour site. 
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/ — Starting time Closing time 
of the tour site of the tour site ^ ^ 
^ Opening hours ^ 
Figure 4.3 The opening hours of a tour site 
Also, there is a suggested duration for each tour site. This is the visiting 
duration suggested by the experts. It varies from 30 minutes to several hours and is 
bounded by the opening hours of a tour site. Figure 4.4 shows a suggested duration 
for a site. The suggested duration is within the bounds of the opening hours. 
/ — Starting time Closing time 
of the tour site of the tour site ^ ^ 
^ M 1 
— ！ — 
Suggested Duration 
Figure 4.4 The suggested duration of a tour site 
I 
The temporal constraints are very important in selecting the sites. The 
following notation listed in Table 4.1 is used. 
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Table 4.1 A list of terminology to express the temporal constraints 
O.T. the opening time of a tour site 
C.T. the closing time of a tour site 
S.S.T. the starting time of a session 
S.E.T. the ending time of a session • 
Current the current time 
T.T. the travelling time needed 
S.D. the suggested duration of a tour site 
> chronologically later 
< chronologically earlier 
There are seven temporal constraints. They are described in the following. 
(A) O.T. < S.E.T. 
The opening time of the tour site must be earlier than the ending time of a session. 
Figure 4.5 shows the graphical representation of this constraint. 
j ^ Opening Time of the tour site 
Opening Hours of the tour site 
\ S e s s i o n Ending Time ^ 
—Session Starting Time 
Figure 4.11 Temporal Constraint (G) 
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(B) C.T. > S.S.T. 
The closing time of a tour site must be chronologically later than the session starting 
time. Figure 4.6 shows the constraint graphically. 
厂 Closing Time of the tour site 
Opening Hours of the tour site 
\ S e s s i o n Ending Time ^ 
—Session Starting Time 
Figure 4.6 Temporal Constraint (B) 
{C) Current + S.D. < S.E.T. 
The current time plus the suggested duration should not exceed the limit of the ending 
time of a session. It is shown in figure 4.7. 
/ — Suggested Duration 
丨 丄 
Current Time y ^ Session Ending Time ^ 
Figure 4.7 Temporal Constraint (C) 
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(D) Current + S.D. < C.T. 
The current time plus the suggested duration should not exceed the closing time of a 
tour site. Figure 4.8 illustrates the constraint. 
y — Suggested Duration 
i / 
* H l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l f ^ 
I I I I I I I I I I I IMI I I I I I I I I I I I I I I I I I I IMI I I IMI I I IMI I I I I I 
i Closing Time of tour site 
Current Time _ _ / * 
Figure 4.8 Temporal Constraint (D) 
(E) Current + T.T. > O.T. 
This constraint is to prevent the case for waiting for the opening of a tour site. Figure 
4.9 describes the situation. 
Closing Time of tour site - ^ 
^ ^ " ^ Current Time + Traveling Time 
Figure 4.11 Temporal Constraint (G) 
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(F) Current + T.T. + S.D. < S.E.T. 
This constraint is similar to constraint (C) but it considers the travelling time. This 
constraint is illustrated in figure 4.10. 
^ — Suggested Duration 
Current Time + * j 
Traveling Time _ ^ / Session Ending T i m e 」 
Figure 4.10 Temporal Constraint (F) 
(G) Current + T.T. + S.D. < C.T. 
This constraint is similar to constraint (D) but it considers the travelling time. This is 
shown in figure 4.11. 
y — Suggested Duration 
1 Closing Time of tour site ^ 
Current Time + 
Traveling Time y ^ 
Figure 4.11 Temporal Constraint (G) 
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4.3.3 Connectivity constraint 
Li arranging the transportation to connect two sites, the heuristic used is 
described in chapter 3. The transportation heuristic will at most find a four-node path. 
This is also a criterion for selecting sites. When selecting a site, the planning heuristic 
requires that the path connecting the previous and the selected site not exceed the limit 
of a four-node path. If the transportation arrangement heuristic retums fail in finding 
such a path, the site is regarded as 'disconnected' with the previous one. The site 
planning heuristic fmds another site and sees if it is 'connected' to the previous site. 
This helps reduce the number of switches involved in a path. 
4.3.4 Fitness constraint 
A fitness constraint is attached to a site which indicates the requirement of the 
physical fitness on the tourists. The fitness level, according to ANESTA, is classified 
into four categories: disabled, below average, normal and energetic. We use the 
values 1，2，3，and 4 to represent them respectively. If the site is suitable for all fitness 
levels, it wil l have a value of 1. The criterion for the fitness constraint is: 
The fitness level of a tourists must be greater than or equal to the value of the 
fitness level ofa site. 
I 
If a site fulfils the above criterion, it is a potential candidate to be included in the 
itinerary plan. 
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4.3.5 Travelling distance constraint 
This constraint is related to the geographical location of a site and an 
accommodation of a tourist. After the accommodation of the tourist is specified, the 
heuristic sets up a circular boundary and makes the accommodation the centre of the 
circular zone. Figure 4.12 illustrates the idea. 
For session 1 and session 3, do not 
consider the sites outside the circular 
boundary — i 
whole area \ 
/ — 、 \ 
I X i , t 
', t \ » 
\ Accommodation / 
、 . — . . . , , . . . . • 
Figure 4.12 The circular boundary 
The heuristic divides the whole day into three sessions and arranges sites on a 
session-by-session basis. In session 1 and session 3, it only considers sites within the 
circular boundary. The radius of the circular boundary is set by calculating the 
average on the sum of the direct distances between the accommodation to each of the 
other tour sites. This method can reduce the search space for the heuristic. 
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This constraint can also produce a better itinerary. Consider the itinerary plans 
in figure 4.13. 
Case A: Case B: 
、-、 
^ • ^ 、 \ 0<i o ^ 2 
r% X 
0 i \ \ ~ - 〇 
乂 ^ - O A 3 l \ A3 
\ . , ‘. \ Accommodation 
^ Accommodation 
Figure 4.13 Two possible itinerary plans 
Assumes that there are only 3 sites and that the temporal constraint limits that A3 can 
only be in the third session. The dotted line represents the circular boundary. In case 
A, the total travelling distance is shorter than in case B. From the viewpoint of the 
tourists, it is better to have shorter total travelling time. Moreover, in some case, it is 
possible to squeeze in an extra site visit because of the time saved. Since the heuristic 
in ANESTA randomly picks up a site and places it in the itinerary, it may create the 
problem shown in case B. The travelling distance constraint wil l generate a better 
itinerary because the spatial consideration is taken into account. 
» 
4.3.6 Heuristic algorithm 
The heuristic algorithm is a two-phase heuristic. h\ the first phase, it generates 
an itinerary that satisfies all the constraints mentioned above. Li second phase, the 
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heuristic rearranges the sites obtained in phase one so that the total number of 
switches is further reduced. The pseudo-code of the heuristic algorithm including the 
first and second phase is listed as follows: 
Step 1 Capture the preference of the tourists regarding the sites and 
calculate the Preference Value for each site according to the 
evaluation function. 
Step 2 Set the current site the accommodation. Set the session number at 1. 
Step 3a If the session number does not equal to 1, arrange the meals 
according to thefollowing criteria: 
(a) the dining site should be within the same zone with the current 
site, 
(b) directly connected to the current site, 
(c) temporal constraints (A) to (G)for the meal time slots. 
Step 3b arrange the transportation. 
Step 4a From the current site, select the next one with the highest preference 
value and satisfies the following constraints. Call the site 
SELECTED. 
(a) temporal constraints (A) to (G), 
(b) connectivity constraint, 
I 
(c) fitness level constraint, 
(d) travelling distance constraint, and 
(e) not visited before. 
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Step4b Arrange the transportation connecting the current site to the 
SELECTED one. Update the current time. Set SELECTED the 
current site. 
Step 5 Repeat Step 3 and Step 4for the remaining sessions 
Step 6 Arrange the transportation connecting the last site and the 
accommodation. 
Step 7 Repeat Step 2 to Step 6for the remaining number ofdays. 
Step 8 Rearrange all the sites so as to reduce the total number of switches 
required. 
Step 9 Return the itinerary plan. 
Recall that the itinerary planning is to select the suitable sites according to the 
tourist preference and then arrange the transportation. The heuristic sequentially adds 
each site to the current itinerary. The selection of the next site is done according to 
the Preference Values (PV) of the site. The heuristic searches for the site that has the 
highest PV and is not visited before, then uses the transportation arrangement 
heuristic to calculate the travelling time needed. Then the heuristic checks for any 
violation of the constraints. 
r< 
If all the constraints are satisfied, the site is incorporated into the itinerary, 
including the connecting transportation. Otherwise, it searches for another site that 
has a lower PV than the unqualified one. The steps are repeated until the whole 
itinerary is generated. 
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In the second phase (Step 8 of the algorithm), the primary concern is to reduce 
the number of switches in the itinerary generated in the first phase. Figure 4.14 shows 
the concept. 
A2 A2 
Q A4 0 ^ ^ ^ ^ 4 
/ V • 。 A 
A1 A3 A1 ^3 
Before phase 2 After phase 2 
Figure 4.14 Rearranging sites in phase 2 
The number of the links represents the number of transportation modes 
required to connect the two sites. Assume that the Preference Value (PV) is in the 
order of Al>A2>A3>A4 and the time windows of the sites are very wide. The 
arrangement in phase one is only determined by the PVs. Suppose that there exist 
direct connections between A1 to A3 and A2 to A4. The heuristic in second phase 
rearranges the sequence of the site visits and reduces the number of transportation 
modes needed. If the first phase is said to be preference-oriented, the second phase is 
said to be connection-oriented. The heuristic of second phase is similar to the first 
phase, i.e. it considers all the temporal constraints, connectivity constraint, fitness 
level constraint etc. 
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In phase 2，the heuristic considers all the selected sites currently in the initial 
itinerary obtained from phase 1. First it finds all the possible tour sites that can satisfy 
the temporal constraints. Then for these potential candidates, it finds the desirable 
paths connecting from the current site to each of them. By comparing all the paths, 
the heuristic chooses the path with the minimum number of transportation switches. 
The tour site is selected and added to the itinerary. The steps are repeated for the 
other sessions of the itinerary. The selection of tour sites for meals are similar to Step 
3 of the heuristic. 
4.3.7 Flexibility consideration 
In order to provide more flexibility to the tourists in planning their itineraries, 
the algorithm allows several parameters be set by the tourists. For example, some 
tourists prefer having quick lunches. Then they can set the time slot for lunch to zero, 
h this case, no dining places will satisfy the temporal constraints and therefore, no 
dining places are added to the itinerary. 
Li other cases, the tourists may want to visit a particular tour site at a particular 
time. This can be done by allowing the tourist to modify the existing time window 
associated with the tour site. There are three possible cases: 
• » 
1. Not-earlier-than or must-after condition (see figure 4.15) 
2. No-later-than or must-before condition (see figure 4.16) 
3. Must-between condition (see figure 4.17) 
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厂 Opening Time Closing Time 
/ 飞 
Original Time Window ： 
丨\ 
、~" Not-earlier-than / 
Must-after this time . 
Adjusted Time Window 
Adjusted Opening Time _ / Closing Time / 
unchanged ~ 
Figure 4.15 Not-earlier-than/Must-after condition 
: O p e n i n g Time Closing Time 飞 
Original Time Window ： 
f \ 
No-later-than / Must-before / 
this time _ < / 
Adjusted Time Window 
Opening Time / Adjusted / 
unchanged _ I Closing Time ~ " 
Figure 4.16 No-later-thanMust-before condition 
t 
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j - Opening Time Closing Time 飞 
Original Time Window ： '： 
i X Z | 
Must-within this time 
period 
Adjusted Time Window 
• ,. , ^ ^. / : Adjusted / : 
Adjusted Opening T i m e 」 c i o s i n g T i m e 」 
Figure 4.17 Must-within condition 
These three cases do not violate the original time window constraints 
associated with the tour site. Also, it is assumed that the new time window is larger 
than the suggested duration of the tour site. 
]n additions, the tourists can adjust the suggested duration. They can specify 
to visit a site for a longer or shorter duration by modifying the parameter of the 
suggested duration for the site. The adjustment is made i f the new suggested duration 
does not violate the time window constraint. 
The tourists may adjust all the parameters at the same time. The adjustment is 
done accordingly given that the basic time window constraint is not violated. That is, 
the new time window must be larger than the suggested duration and the original time 
window must be larger than the new time window. 
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4.4 An Illustrative Example 
We provide an example to illustrate the heuristic in this section. The one day 
itinerary is divided into 3 sessions and the times for meals are indicated in figure 4.18. 
Lunch Time (12:00 -14:00) Dinner Time (18:30 - 20:30) 
Session 1 Session 2 Session 3 
8:00 12:30 19:00 23:00 
Figure 4.18 The time slots of the itinerary 
Assume that we have only 8 sites available and the Preference Values (PV) of 
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Table 4.2 The information of the sites and the accommodation 
Activity Preference Value (PV) Opening Hours Location 
A l [0 10:00 - 22:00 (27.5,55.0)~ 
A2 9 8:30 - 22:00 (55.0,67.5) 
A3 8 8:00 - 17:00 (40.0,45.0) 
A4 7 8:30 - 19:00 (52.5,55.0) 
A5 6 14:00 - 22:00 (60.0，30.0) 
A6 5 18:00-22:00 (42.5, 15.0) 
A7 4 8:00 - 14:00 (85.0,37.5) 
A8 3 9:00 - 20:00 (47.5,82.5) 
D1 - 10:00 - 20:00 (17.5,40.0) 
D2 - 10:00 - 20:00 (37.5,55.0) 
D3 - 10:00 - 20:00 (67.5,52.5) 
Accommodation - - (30.0，30.0) 
The location of the accommodation and the sites are shown in figure 4.19. The 
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\ A8 丨 ； 
： Xi ； 
Circular Boundary ： 
•…=X……丨 :A2……………….： 
V ^ ~ ^ ;x i 
/ ^ ^ ¾ ^ : ^ — 
/•...••_..D1•••._••••1•••..A3X 1 \ 1 A7 
/ o ： i \ I X 
i x i X I 
i / i•…-A5 i 
\ / X： J \ 
Accommodation \ ^ ^ A6 ： 乂 
^ = 
Figure 4.19 The location map 
The heuristic picks the site with the highest PV and finds the connection. And 
then it checks i f there is any violation of the constraints. Li this case, A1 is the first 
one to be examined. Table 4.3 shows the results. 
Table 4.3 The result of examining site A1 
Constraint Description 
“ W i t h i n circular bound? Yes 
Connectivity? Direct connection with travelling time 30 minutes 
Temporal constraints? Violate the temporal constraint (E) as the current 
time plus the travelling time is earlier than the 
opening time of A1. 
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As site A1 is not qualified, the next potential candidate is A2 (according to the 
PV). However, site A2 is outside the circular boundary and is not considered at this 
time. Site A3 is added to the itinerary as it does not violate any constraints. The 
travelling time is found, the suggested duration is added, and the current time is 
adjusted. Figure 4.20 shows the current status of the itinerary. 
「transportation 
Lunch Time (12:00 -14:00) Dinner Time (18:30 - 20:30) 
A3 
m ^ ^ ^ ^ I 1 1 
8:00 ^ 12:30 19:00 23:00 
\ 10:00 
Figure 4.20 The itinerary after adding one site visit 
The heuristic selects the next site. Site A1 is considered again as the PV is the 
highest among others. No constraint is violated and A1 is incorporated in the itinerary 
too. The travelling time needed is 35 minutes and the suggested duration for site A1 
is 90 minutes. The updated itinerary is shown in figure 4.21. 
p transportation 
Lunch Time (12:00 -14:00) Dinner Time (18:30 - 20:30) 
A3 ” A1 
s A ^ — i ^ ^ — I I 1 
8:00 / 12:30 19:00 23:00 
12:05 / 
Figure 4.21 The updated itinerary 
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After site A1 is added to the itinerary, the time slot of session 1 is nearly filled 
up and no activity can be put in this session anymore. Moreover, the ending time for 
site A1 is inside the starting time for the lunch. The heuristic now finds the place for 
the lunch. There are three available places for the lunch, D1, D2, and D3. The 
locations are shown in the location map. As stated in the heuristic, the meal is 
arranged so that the dining place is directly connected to the current site and within 
the same zone. The dining sites D1 and D3 are not in the same zone as site A1, so 
they are not selected. Dining site D2 is within the same zone as site A1 and is directly 
connected to it. The travelling time and the suggested duration for D2 wil l be added 
to the itinerary then. The updated itinerary after lunch is shown in figure 4.22. 
「transportation 
Lunch Time (12:00 - 14:00) Dinner Time (18:30 - 20:30) 
A3 A1 ~ " m " " " ^ 
« ^ ^ ^ M f e — ^ I I 
8 : 0 0 / 个 1 9 : 0 0 2 3 : 0 0 
12:05 / 13:30 
Figure 4.22 The updated itinerary after lunch 
The starting time for session 2 is updated as 13:30 and the travelling distance 
constraint is removed. That is, the circular boundary is not applied in session 2. Site 
I 
A2 has the highest PV and no constraints are violated. Site A4 is the next site that is 
added to the itinerary after site A2. And the resulting itinerary is shown in figure 4.23. 
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� t r a n s p o r t a t i o n 
Lunch Time (12:00 - 14:00) Dinner Time (18:30 - 20:30) 
、 ’A3 A1 D2 A2 A4 D3 A5 … 
^ ^ — M S — — ^ ^ ^ » M ^ ^ ^ ^ ^ « — » i ^ M ^ ^ ™ » ^ ^ ^ » ^ 
8:00 10:00 12:05 13:30 16:15 19:00 20:30 22:15 
8:30 10:35 12:30 14:15 17:00 19:15 21:00 23:00 
Figure 4.23 The whole itinerary after phase 1 -
t i phase 2，the heuristic rearranges the sites currently in the itinerary so as to 
further reduce the total number of switches. Now in this example, it is found that site 
A4 is directly connected to the accommodation. And site A3 is connected to the 
accommodation with a 3-node path. The heuristic rearranges the sites to reduce the 
number of switches. The adjusted itinerary is shown in figure 4.24. 
「transportation 
Lunch Time (12:00 - 14:00) Dinner Time (18:30 - 20:30) 
i A4 A3 D2 A1 A2 D3 A5 
^ ^ ^ ^ ^ M ^ ^ — e 8 — » i A ^ ^ ^ ^ M » ^ » ^ ^ M ^ ^ ^ ^ ^ ^ » ^ ^ ^ « i * ^ ^ ^ ^ ^ ^ ^ ^ 
8:00 10:15 12:15 13:45 16:00 18:45 20:30 22:15 
8:15 10:45 12:45 14:30 16:45 19:15 21:00 23:00 
Figure 4.24 The whole itinerary after phase 2 
‘ t 
The path of the two itineraries are shown in figure 4.25 and figure 4.26. The 
number on the links represent the number of transportation modes required. 
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Accommodation \ ^ ^ A6 / 
^ 
Figure 4.25 The itinerary map after phase 1 
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、/ ： 7 
Accommodation \ ^ ^ A6 乂 
\ ^ ^ ^ _ _ ^ ^ 
Figure 4.26 The itinerary map after phase 2 
The results are summarised in table 4.4. We observe that the number of 
transportation needed is reduced after phase two. The total travelling distance 
increases but the number of activities remains unchanged, ln this example, the 
adjusted itinerary is better than the original one. 
Table 4.4 Comparison between two itineraries 
,1 • I 
After first phase After second phase 
Number of Transportation 14 12 
Total Travelling Distance 147.21 units 173.40 units 
(assume direct connection) 
Number of activities 7 7 
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4.5 Computation Results 
M this part, experiments are carried out to examine the heuristic. The first part 
investigates the effect on the solution quality when the second phase heuristic is 
applied. The second part examines the effect of the travelling distance constraint. 
The third part is a comparison with ANESTA. 
4.5.1 Comparison of the solution quality with and without the second phase 
heuristic 
We use 20 data sets in this experiment. For each data set, there are 10 tourists 
with 1-day itinerary, 10 tourists with 3-day itinerary and 10 tourists with 7-day 
itinerary. The data sets are having the same parameter as in chapter 3. Tables 4.5, 
4.6’ and 4.7 show the results on 1-day, 3-day and 7-day itineraries respectively. 
Table 4.5 Computation results of l-day itinerary 
Phase 1 only Phase 1 + Phase 2 
Average Std. Dev. Average Std. Dev. 
1. Average computation time (sec.) 9.62 7.82 13.65 9.28 
2. Average no. of sites visited 7.40 0.70 7.00 0.47 
3. Average total travel time (min.) 232.13 22.81 223.62 30.97 
4. Average total number of 13.60 2.50 12.9 1.60 
transportation mode 
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Table 4.6 Computation results of 3-dav itinerary 
Phase 1 only Phase 1 + Phase 2 
Average Std. Dev. Average Std. Dev. 
1. Average computation time (sec.) 44.78 43.69 69.39 37.25 
2. Average no. ofsites visited 21.00 1.83 18.6 2.01 
3. Average total travel time (min.) 730.46 46.49 698.36 63.24 
4. Average total number of 38.60 5.10 32.5 4.77 
transportation mode 
Table 4.7 Computation results of 7-dav itinerary 
Phase 1 only Phase 1 + Phase 2 
Average Std. Dev. Average Std. Dev. 
1. Average computation time (sec.) 8946 3 2 ^ 183.50 48.34 
2. Average no. ofsites visited 48.70 2.31 46.50 2.37 
3. Average total travel time (min.) 1662.83 108.48 1539.67 90.94 
4. Average total number of 87.20 4.80 74.30 2.83 
transportation mode 
We observe that the average total number of transportation mode is reduced if 
the second phase heuristic is applied. Also the average total travelling time for all 
three cases is reduced too. For the 1-day itinerary, the reduction in the average 
number of transportation mode is less than those 3-day itinerary and 7-day itinerary. 
This is because more sites are available to check for the possibility for the exchange. 
However, we also observe that the average total number of tour sites visited is 
reduced. This is possible as we only prefer the direct connection. Thus some of the 
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remaining sites cannot be fit into the itinerary as they violate the time window 
constraints. Phase 2 helps reduce the number of transportation switches, and should 
be included in the solution methodology. 
4.5.2 Investigation on the effect with the circular boundary 
We examine the effect on the solution quality with and without the circular 
boundary. Tests are run on the same data set used in section 4.5.1. Al l two phases are 
carried out. The only difference is the inclusion and exclusion of the circular 
boundary. Table 4.8 to Table 4.10 show the results. 
Table 4.8 Computation results of 1-dav itinerary (with and without circular boundary) 
with circular without circular 
boundary boundary 
Average Std. Dev. Average Std. Dev. 
1. Average computation time (sec.) 13.65 9.28 17.62 11.62 
2. Average no. ofsites visited 7.00 0.47 5.80 1.23 
3. Average total travel time (min.) 223.62 30.97 243.16 58.24 
4. Average total number of 12.90 1.60 10.00 2.11 
transportation mode 
Table 4.9 Computation results of 3-dav itinerary (with and without circular boundary) 
with circular without circular 
boundary boundary 
Average Std. Dev. Average Std. Dev. 
T ~ A v e r a g e computation time (sec.) 69.39 37.25 “ 9 2 . 6 1 46.65~~ 
2. Average no. ofsites visited 18.60 2.01 18.40 1.58 
3. Average total travel time (min.) 698.36 63.24 739.66 78.64 
4. Average total number of 32.50 4.77 32.00 4.50 
transportation mode 
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Table 4.10 Computation results of 7-dav itinerary (with and without circular boundary) 
with circular without circular 
boundary boundary 
Average Std. Dev. Average Std. Dev. 
1. Average computation time (sec.) 183.50 48.34 185.67 36.21 
2. Average no. ofsites visited 46.50 2.37 45.20 3.05 
3. Average total travel time (min.) 1539.67 90.94 1683.92 123.99 
4. Average total number of 74.30 2.83 74.00 4.99 
transportation mode 
The average computation time needed after applying the circular boundary is 
less than the case with no circular boundary. This is because the circular boundary 
can reduce the number of tour sites being examined by the heuristic. We also observe 
that the average total travelling time required without the circular boundary is larger. 
Without the circular boundary, the heuristic may assign tour sites which have longer 
travelling distance in the session 1 and session 3. This leads to a plan with a longer 
total travelling distance and travelling time. From the results, it is reasonable to use 
the circular boundary to obtain better solution quality. 
4.5.3 Comparison with ANESTA 
In this section, we wil l use examples to show the difference between the new 
heuristic and the approach of ANESTA. 
f 
(A) Example 1 
A tourist only specifies the accommodation and does not specify his/her 
preference. The resulting itinerary is shown in figure 4.27 and the itinerary details are 
shown in Table 4.11. 
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Figure 4.27 The itineraries generated by ANESTA and the new heuristic of example 1 
78 
Chapter 4 SlTE PLANNING 
Table 4.11 Itinerary details of example 1 
By A N E S T A By new heuristic 
(after absorption of free time slots) 
Starting Point New World Harbour View Hotel Starting Point New World Harbour View Hotel 
08:00-08:35 FreeTime 08:00-08:30 Travelling 
08:35-09:10 Travelling 08:30-09:30 WongTaiSinTemple 
09:10-17:50 Ocean Park (include Lunch) 09:30-10:10 Travelling 
17:50-18:30 Travelling 10:10-14:10 Ocean Park (include Lunch) 
18:30-20:30 East Lake Sea Food Restaurant 14:10-15:40 Travelling 
(Dinner) 
20:30-20:45 Travelling 15:40-17:40 Peng Chau Island 
20:45-21:45 Fotomax Photofinishing Service 17:40-18:40 Travelling 
21:45-21:55 Travelling 18:40-20:20 Great Shanghai Restaurant 
(Dinner) 
Ending Point New World Harbour View Hotel 20:20-21:00 Travelling 
21:00-22:30 Victoria Peak 
22:30-22:50 Travelling 
Ending Point New World Harbour View Hotel 
Total no. of site visits 3 Total no. of site visits 5 
Total travelling time 100 mins. Total travelling time 280 mins. 
After the absorption of free time slots, the resulting itinerary by ANESTA has 
a very long visit duration in Ocean Park (more than 8 hours). Comparing with 
ANESTA, the new heuristic provides more site visits and less free time slots. Figure 
4.28 shows the itineraries on the map. 
I 
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Figure 4.28 The itineraries of example 1 
The black rectangle represents the accommodation place. The dotted lines 
represents the itinerary generated by ANESTA and the black line represents the 
itinerary generated by the new heuristic. We observe that the travelling path is longer 
for the new heuristic, and so the travelling time is longer, t i this example, the 
itinerary generated by the new heuristic is better than the one by ANESTA in terms of 
number of sites scheduled. Also, the undesirable feature of the absorption in 
ANESTA is avoided. 
(B) Example 2 
t 
Lti this example, Yuen Yuen tistitute is the place that the tourist must visit and 
the accommodation is The Peninsula. Other criteria are not specified. Figure 4.29 
and Table 4.12 shows the details of the itineraries. 
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Figure 4.29 The itineraries generated by ANESTA and the new heuristic of example 2 
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Table 4.12 Itinerary details of example 2 
By A N E S T A By new heuristic 
(after absorption of free time slots) 
Starting Point The Peninsula Starting Point The Peninsula 
08:00-08:35 FreeTime 08:00-08:35 Travelling 
08:35-09:10 Travelling 08:35-10:05 Aw Boon Haw Gardens 
09:10-14:00 Ocean Park (include Lunch) 10:05-10:40 Travelling 
14:00-15:20 Travelling 10:40-11:40 Space Museum 
15:20-17:35 Yuen Yuen Institute 11:40-12:40 Travelling 
17:35-18:30 Travelling 12:40-14:40 Yuen Yuen Institute (Lunch) 
18:30-20:30 East Lake Sea Food Restaurant 14:40-15:40 Travelling 
(Dinner) 
20:30-20:55 Travelling 15:40-17:10 Ten Thousand Buddhas 
Monastery 
20:55-22:30 Ladies' Market 17:10-17:50 Travelling 
22:30-23:00 Travelling 17:50-18:50 Jusco 
Ending Point The Peninsula 18:50-19:10 Travelling 
19:10-20:40 Tai Fung Lau Peking Restaurant 
20:40-21:00 Travelling 
21:00-22:30 Cultural Centre 
22:30-22:40 Travelling 
Ending Point The Peninsula 
Total no. ofs i te visits 4 Total no. of site visits 7 
Total travelling time 225 mins. Total travelling time 280 mins. 
Although ANESTA does not have many free time slots, the new heuristic 
performs better by scheduling more site visits. Figure 4.30 shows the itineraries on 
the map. 
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Figure 4.30 The itineraries of example 2 
(C) Example 3 
The accommodation is Kowloon Panda Hotel. Ocean Park is the only 
specified tour site. Figure 4.31 and Table 4.13 shows the results. The plans are 
shown on a map given in Figure 4.32. Again, the new heuristic is able to schedule 
more site visits. 
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Figure 4.31 The itineraries generated by ANESTA and the new heuristic of example 3 
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Table 4.13 Itinerary details of example 3 
By A N E S T A By new heuristic 
(after absorption of free time slots) 
Starting Point Kowloon Panda Starting Point Kowloon Panda 
08:00-09:10 Travelling 08:00-08:45 Travelling 
09:10-17:50 Ocean Park (include Lunch) 08:45-09:45 Lei Cheng Uk Han Tomb 
17:50-18:30 Travelling 09:45-10:15 Travelling 
18:30-20:30 East Lake Sea Food Restaurant 10:15-11:45 Museum of Art 
(Dinner) 
20:30-21:20 Travelling 11:45-12:05 Travelling 
Ending Point Kowloon Panda 12:05-13:05 Shanghai Garden Restaurant 
13:05-13:50 Travelling 
13:50-17:50 Ocean Park 
17:50-18:55 Travelling 
18:55-20:55 Repulse Bay (include Dinner) 
20:55-22:25 Travelling 
Ending Point Kowloon Panda 
Total no. of site visits 2 Total no. of site visits 5 
Total travelling time 160 mins. Total travelling time 295 mins, 
Figure 4.32 shows the itineraries on the map. 
I 
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Figure 4.32 The itineraries of example 3 
From the three examples, we observe that the absorption method to reduce the 
free time slots is not a good approach. This leads to an undesirable long visiting 
duration. Also, the new heuristic can assign more site visits than ANESTA. 
Therefore, we conclude that the new heuristic performs better than ANESTA. 
4.6 Summary 
bi this chapter, we investigate the site planning problem. This problem 
involves the selection of suitable site visits and arranges them in suitable time slots. » 
This problem is complicated because there are many constraints. 
There are seven temporal constraints needed to be satisfied before the sites are 
selected. Besides these temporal constraints, there are other constraints that are very 
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important. They consider the connectivity of the tour site, the location of the tour site 
and the physical fitness of the tour sites. 
The new approach is a two-phase heuristic, hi the first phase, the heuristic 
constructs an initial itinerary which is preference oriented. The number of switches is 
reduced in the second phase. From the experimental results, the travelling distance 
constraint can reduce the computation time. Also, the new heuristic performs better 




We address the itinerary planning problem in this research. This problem is 
first tackled in ANESTA by Low et. aL [19] for Hong Kong. However, there are 
several limitations in ANESTA. This research attempts to develop a new solution 
methodology to address the limitations. 
The itinerary problem is divided into two smaller problems: the transportation 
arrangement problem and the site planning problem. The transportation arrangement 
• I 
problem may be regarded as the shortest path problem. Many general algorithms are 
devised to solve the shortest path problem, however, they can only solve small 
problems. Heuristic-based algorithms are used to solve large problems. Many 
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heuristic approaches cut down the search space using the knowledge about the 
network. 
Ln our approach, we use the concept of zoning. Two types of zoning schemes: 
grid-type zoning and density-type zoning, are compared in this research. Grid-zoning 
is easy to implement but is sensitive to the distribution of the tour sites. Density-type 
zoning is devised to overcome this problem. After applying zoning, a heuristic path-
searching algorithm is used. The heuristic used in finding the desirable path 
connecting two tour sites aims at reducing the transportation switching. Also, the 
heuristic has the flexibility for the tourist to choose either travelling faster or travelling 
cheaper. From the computation results, more than 80% of computation time is saved 
after applying zoning. The heuristic is compared with the A* algorithm and the A*V 
algorithm. We find that our new heuristic performs better than the A*V algorithm. 
The solution quality of out heuristic is acceptable when comparing to the A* 
algorithm. 
The site planning problem involves the selection and arrangement of tour sites 
in the itinerary. The selection of tour sites considers the preference of the tourists and 
also the constraints of the tour sites. The preference is collected through interacting 
with the tourists. Site constraints are the temporal constraints, the connectivity 
constraint, the physical fitness constraint and the travelling distance constraint. 
The problem with ANESTA is that the itinerary generated contains many free 
time slots. The method of handling the free time slots in ANESTA is through 
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absorption. However, this method may lead to an undesirable long visiting duration. 
Also, the itinerary generated has only very few number of site visits. 
To address the problem, we develop a new heuristic. Li our heuristic, we 
consider the tourist preference and site constraints. Our new heuristic is compared 
with ANESTA. From the computation results and examples, we find that our 




COMPUTER APPLICATIONS RELATED TO THE TOURISM INDUSTRY 
The following table summarizes relevant literature applying computer application 
systems to the tourism industry. . 
Table A. 1 Summarv on relevant literature on computer applications in the tourism industrv 
Author Article Intent Methodology Findings 
Alonzo[ l ] Definition / Discussion Computer-literate 
Prescription planners can use 
computers to access the 
travel information. 
Angus [2] Definition / Discussion A electronic database 
Prescription software called the 
CityGuide providing 
information for several 
cities in USA. 
Crouch [4] Definition / Discussion Discuss the need for 
Prescription Expert System in the 
tourism industry and 
provides 6 specific 
applications. 
Curry and Theory Building Model Computer models are 
Moutinho [5] development used to assist in tourism 





Table A. 1 Summarv on relevant literature on computer applications in the tourism industrv (cont'd� 
Author Article Intent Methodology Findings 
Dhawan et. aL [6] Theory Building System An expert system is 
and theory testing Development built for the route 
suggestion in the rail-air 
network. The algorithm 
used is a modified A* 
approach to find the 
best path. 
Goodall [10] Theory Building System An expert / information 
Development system is used to maps 
out itineraries through 
the railroad network in 
Australia. 
Haskin [11] Definition / Discussion A multimedia system 
Prescription for exploring Hawaii. 
Kerr [13] Theory Testing Case study of A central reservation 
Ontario's system is used to 
Ministry of provide travel 
Culture, information and allow 
Tourism and to make hotel 
Recreation reservations. 
Kilbane [15] Definition / Discussion Tourists can access 
Prescription useful information 
about accommodations, 





Table A. 1 Summarv on relevant literature on computer applications in the tourism industrv (cont'd� 
Author Article Intent Methodology Findings 
Leinfuss [16] Definition / Discussion Technology enhancing 
Prescription the tourism industry can 
be seen from several 
examples. 
Liu et. al. [17] Theory Building System A prototype of route 
and Theory Testing Development finding system is built. 




in order to reduce the 
time in finding the 
shortest route in a road 
network in Singapore. 
Liu and Tay [18] Theory Building System A knowledge-base 
and Theory Testing Development system is developed for 
route finding in 
Singapore. 
Low et. al. [19] Description System An expert system called 
Development ANESTA providing 
information and 
itinerary planning for 




Table A. 1 Summarv on relevant literature on computer applications in the tourism industrv (cont'd� 
Author Article Intent Methodology Findings 
McCrindell [21 ] Theory Building System A pilot Travel Expert 
Development System is designed and 
underway in the 
Canadian federal 
government to help 
travelers prepare travel 
requests and claims in a 
more convenient and 
simplified way. 
Oppermann [22] Theory Testing Analysis of A model oftravel 
travel pattem itineraries is proposed 
of 1000 to cope with complex 
international international travel 
tourists pattem. 
Raghuram and Theory Building System An interactive computer 
Shobana [24] and Theory Testing development system developed for 
itinerary planning. The 
system has been tested 
with full Indian Airlines 
schedules and show 
good results. 
Ram and A1- Theory Building System Automated route 
Awadhi [25] development selection system finds 
for the city of out shortest route and 
Kuwait present navigational 
instructions to the user. 
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Table A. 1 Summarv on relevant literature on computer applications in the tourism industrv (cont'd� 
Author Article Intent Methodology Findings 
Rita and Moutinho Theory Building In-depth Develop a Tourism 
[26] and Testing interviews Expert System model 
called TOUREX which 
assist the national 
tourism association in 
allocating promotion 
budget to international 
travel markets 
Rita and Moutinho Theory Testing In-depth Found ways to enhance 
[27] interviews of the allocation of 
sample of promotion budget sums 
European to international travel 
National markets and improves 
Tourist Office the performance of 
TOUREX 
Walker [29] Definition / Discussion A system called 
Prescription Destination Paris is 
used to promote a city 
through the global 
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