Abstract-The notion of a 1-vertex transfer matrix for multidimensional codes is introduced. It is shown that the capacity of such codes, or the topological entropy, can be expressed as the limit of the logarithm of spectral radii of 1-vertex transfer matrices. Storage and computations using the 1-vertex transfer matrix are much smaller than storage and computations needed for the standard transfer matrix. The method is applied to estimate the first 15 digits of the entropy of the 2-D (0; 1) run length limited channel. A large-scale computation of eigenvalues for the (0; 1) run length limited channel in 2-D and 3-D have been carried out. This was done in order to be able to compare the computational cost of the new method with the standard transfer matrix and have rigorous bounds to compare the estimates with. This in turn leads to improvements on the best previous lower and upper bounds for these channels.
I. INTRODUCTION

I
N classical information theory, the emphasis was on 1-D channels. This is the natural channel type when one is considering sequential information transfer and information storage on effectively 1-D media, such as a magnetic tape. However, in modern information technology, higher dimensional channels are becoming more and more important. The simplest example is of course information storage on a surface, as on a CD or a DVD. Future devices seem likely to move on to 3-D storage media as well.
Just as for the classical 1-D channels one still wishes to construct codes to protect data from errors and to find the channel capacity given by the code. In higher dimensions, computing the exact capacity becomes much more difficult and even for very simple codes we do not know the exact value. The typical example is the run-length limited channel. Consider a 2-D square grid where each point can be assigned a value of either or with the restriction that two points which differ by one in exactly one coordinate cannot both be . This channel has been studied in information theory [1] , combinatorics [2] , and physics [3] . S. Friedland is with the Department of Mathematics, Statistics and Computer Science, University of Illinois at Chicago, Chicago, IL 60607-7045 USA (e-mail: friedlan@uic.edu).
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Communicated by E. In statistical physics, this has been studied in terms of lattices gases, primarily through nonrigorous methods and simulation. However, a sequence of authors [1] , [2] , [4] - [6] have developed methods for establishing rigorous upper and lower bounds by using transfer matrices. The drawback with these methods is that the cost of achieving a given precision is exponential in terms of the precision. It is possible to use symmetries [7] to speed up the computation but typically the cost remains exponential, with improved constants. Hence, it would be desirable to be able to establish good estimates for the capacity of a code before deciding whether to invest the time needed to bound its capacity rigorously. In this paper, we present a method for obtaining such estimates. The method uses a so-called -vertex transfer matrix which adds one vertex at a time to the graph, rather than whole rows as in the standard method. We prove that under certain conditions on the code the largest eigenvalue of this matrix converges to the channel capacity. The drawback is that we do not get easily computable bounds for the capacity, but as a practical example will demonstrate that one can get estimates which agrees with the rigorous bounds at a fraction of the computational cost. Hence, this method can be used as a tool for quickly testing many different candidate codes in order to identify promising coding schemes, for which one can later establish rigorous bounds as well.
In order to help evaluate the accuracy of our new method, we have also improved the known bounds for the capacity of the 2-D and 3-D run-length limited channels, or hard core-lattice gases as they are known in the physics literature.
A. Mathematical Preliminaries
Many channels and models from statistical physics can be described in terms of restricted colorings of an underlying graph, often a lattice such as , or more generally in terms of weighted graph homomorphisms [7] - [9] .
We now explain the main ideas and results of our paper for the 2-D grid , where the coloring conditions are symmetric and isotropic. . Then, is the transfer matrix, which defines the allowable colorings of the infinite strip . An important and useful observation is that is a symmetric matrix. Let be the spectral radius of . It is well known that the sequence is subadditive in . Hence, the following limit exists, and it is called the topological entropy of with respect to , e.g., [5] , [10] , [11] (I.1)
Furthermore, one has the following known upper and lower bounds (see e.g., [2] and [10] ):
In many theoretical derivations, e.g., [12] is the transfer matrix corresponding to the coloring of winded up on a slanted torus, given by , where the points and are identified for each ; see Thus, is an approximation of , and it can be computed much faster, and with much less memory than and . The only drawback for computing the values of is that we do not have very sharp inequalities of the type (I.2) or (I.3). One of the reasons is that is not a symmetric matrix and can have nonreal eigenvalues. We do have the following inequalities:
which imply (I.6).
The undirected graph , which can be viewed as a symmetric digraph on two vertices (I. 8) corresponds to the checkerboard constraint used in [6] and hard core lattice gas model in statistical mechanics. (Usually is replaced by .) We will use the -vertex transfer matrix to give a heuristic estimate of the entropy of the 2-D hard core up to 15 digits. Using the upper and lower bounds (I.2) and (I.3), we show that the 15 digits estimates agree with the correct values of the . Previously, the value of was known to ten digits [1] .
B. Overview
We now briefly survey the contents of the paper. In Section II, we give the full details of the 2-D isotropic symmetric case discussed above. In Section III, we discuss the computational results for the 2-D checkerboard constraint/hard core lattice gas. In Section IV, we discuss the characteristic polynomial and the eigenvalues of for the hard core model. In Section V, we discuss a 2-D -vertex transfer matrix for nonisotropic and nonsymmetric coloring of . We show that is an estimate of the 2-D capacity, or entropy, if the coloring of has a friendly color. In Section VI, we show that the results for 2-D apply also to the 3-D -vertex matrix. In the last section, we show that -vertex model can also be used to estimate the monomer-dimer model in any dimension . Hence, . The above arguments show the lower inequality in (I.7).
II. THE 2-D ISOTROPIC SYMMETRIC CASE
Combine the upper bound in (I.3) and the lower bound in (I.7) to obtain (II.4) Hence,
. Combine this inequality with (II.3) to deduce (I.6).
III. THE 2-D RUN LENGTH LIMITED CHANNEL
We will now apply the above results to the following simple symmetric digraph on two vertices:
Identify the white color with state and the black color with state , which is usually identified with state . Then, consists of all colorings of the lattice in black and white colors such that no two white colors are adjacent. In terms of codes this corresponds to the checkerboard constraint used in, e.g., [1] and the simplest hard core model in statistical mechanics.
The adjacency matrix is . It is well known that the 1-D entropy corresponding to is the logarithm of the golden ratio . Hence, sometimes is referred as the golden ratio graph.
A. Computational Results
The topological entropy of the hard core model is known within the precision of ten digits [1] . As in the physics We have computed eigenvalues for the standard transfer matrix, the periodic transfer matrix, and finally, for the -vertex transfer matrix. Let us examine the results. The above ansatz for gives the value of with a precision of 15 digits, which coincides with the exact values given by (III.2) and (III.3). More precisely, the heuristic upper bound is slightly better than (III.3), and the heuristic lower bound given by is slightly worse than (III.2).
B. Computational Costs
We now compare the computational resources needed in order to compute the eigenvalues for the -vertex transfer matrix and the standard transfer matrix for cycles. The computations were done in 31 digits precision; both were done on the same machine, and used Perron iteration for computing the maximum eigenvalue. The standard and periodic transfer matrices were compressed using the method of [7] thereby reducing the amount of RAM needed considerably. For the -vertex transfer matrix the computation took 48 CPU hours, used 0.5-GB RAM for the matrix, and also needed two vectors for the Perron iteration, each using 4-GB RAM. For the standard transfer matrix, the computation took 988 CPU hours, the automorphisms compressed transfer matrix used 203-GB RAM and also needed two vectors, each using 20-MB RAM.
We see that in order to reach a high-precision estimate of the asymptotic capacity the -vertex transfer matrix used less memory and less CPU time. The resources needed for the largest -vertex transfer matrix used here is today available on many larger workstations, while those needed for the largest periodic transfer matrix still require a larger cluster. This means that the -vertex transfer matrix can first be used on a smaller inexpensive machine in order to find interesting examples of codes so that the more costly large computer will only be used when an interesting candidate has been found. Note that for general , , we do not have lower bounds that converge to . In fact, there are examples that the computation of is undecidable, e.g., [10] and [11] . One has good lower bounds, similar to (I.2), if is undirected for or . Note that the isotropic case discussed in Section II is given by the condition that is an undirected graph . In that case . We now discuss the -vertex transfer matrix for a given . In this case, we also have two transfer matrices , which are matrices. For simplicity of the exposition, we discuss only . Theorem 2.1 implies that the above equality holds if is an undirected graph. We now give another condition for equality (IV.5).
IV. THE GENERAL 2-D CASE
A color is called a friendly color, if for all . The existence of a friendly color means that and are strongly connected graphs. Note that for the hard core model color is friendly.
Theorem 4.1:
Let , be two digraphs with a friendly color. Then, for each (IV.6) Hence, (IV.5) holds.
Proof: As in the proof of Theorem 2.1, we deduce that
Observe next that is the number of all such that for . Let . Extend to by letting for , where is a friendly color of . Then, each such is induced by satisfying the above additional conditions. Hence
The arguments of the proof of Theorem 2.1 yield the inequality (IV.6). Combine this inequality with inequality (IV.4) and the characterization of in (IV.3) to deduce (IV.5).
V. THE 3-D CASE
Let , be a digraph, which is a disjoint union of strongly connected graphs, for . Denote . Let , be the standard basis in . For , the coloring is called -allowable if , whenever , for and . Denote by all -allowable colorings of . Recall that the sequence is a subadditive sequence in one variable, where the other variables are fixed. Hence, the -entropy induced by is given by, e.g., [10] , [11] (V.1) for all . Let . Denote . As in the 2-D case, one can define the transfer matrices which are matrices. For simplicity of the exposition, we discuss only if the coloring of , such that the coloring of , given by and , respectively, is -allowable. Hence Therefore, (V.7) holds. Use (V.5) and (V.2) to deduce (V.6).
We now discuss briefly the isotropic symmetric case, i.e., is an undirected graph with no isolated vertices. Then, the transfer matrix is equal to . Denote by the transfer matrix corresponding to all periodic colorings, which are -allowable colorings of . Note that is a principal submatrix of . Recall the following improvement of (V.2) [5] , [10] , [11] (V.9) for all . Let be the -vertex transfer matrix corresponding to . A given -allowable coloring on , which is periodic on each for each , induces a coloring . This coloring corresponds to the coloring that satisfies the conditions (V.8), where . Hence, we have an analogue of (V.7) (V.10) Use (V.9), (V.5), and (V.2) to deduce (V.11)
VI. THE 3-D RUN LENGTH LIMITED CHANNEL
The capacity of the 3-D channel corresponding to the isotropic symmetric case of with the same digraph as in Section III is the 3-D run length limited channel. This channel was considered in [6] where the transfer matrix methods previously used for the 2-D case was extended to find the bounds This case has also been studied in the physics literature (see, e.g., [13] ) in the form of a 3-D lattice gas, where colorings are weighted according to their number of 's. Mathematical results on the structure of the set of colorings have shown [14] , [15] that many of the ordinary Monte Carlo algorithms used to study this model numerically have slow mixing properties and that there are interesting long range correlations in the positions of the 's. 
A. Computational Results
We first used the standard transfer matrix method in combination with the compression method of [7] to compute the largest eigenvalue for both the periodic and aperiodic graphs needed to bound the capacity for this channel. In order to verify our program, we recomputed the eigenvalues from [6] and the results agreed. In Table IV , we show the eigenvalues not previously computed. Using these eigenvalues as in [1] and [5] , we find the following bounds for the exponentiated capacity:
We have here determined one more decimal in the value of , and limited the next decimal to only two possible values. The largest eigenvalues for the -vertex transfer are given in Table V . As we can see, the eigenvalues give a reasonably good approximation of the capacity. Even for a small case like , the first three decimals agree with the bounds in (VI.1). For the largest case, the eigenvalue is in the interval given in (VI.1), but here we do not have an error bound. At first sight, the values given by the -vertex transfer matrix look less impressive for this case, but in fact the best bounds before the current paper only gave . Hence, even the case for the -vertex transfer matrix gave an estimate with improved accuracy.
B. Computational Costs
The most striking feature for the 3-D case is the difference in computational resources needed for the two approaches.
The computation of the eigenvalues for used 3700-GB RAM and ran for 10.6 hours on 512 4-core CPUs on a linux cluster, giving a total of about 21 700 CPU hours. The program was a Fortan 90 program using OpenMP and MPI for communication. Before compression, the matrix had side 1 682 382.
For the -vertex transfer, matrix constraints, in programming time and computer access, made us settle for a single machine implementation of the method in Mathematica which was run on a desktop Macintosh with 2-GB RAM. For , , the computation used 52 CPU hours. The matrix has side 339 000 but since it has only two nonzero positions in each row the amount of RAM used was negligible.
VII. THE MONOMER-DIMER MODEL
The classical monomer-dimer model on consists of tiling with monomers and dimers in the direction for . This tiling can be coded in colors; see [5] and [11] . That is, color corresponds to a monomer, and colors and correspond to a dimer in the direction . So is given by the following conditions on for .
• All vertices form a complete directed graph on vertices.
• for all .
• . Denote by the monomer-dimer entropy, e.g., [5] and [11] . Let . Define the -vertex transfer matrix as in the previous sections for . We claim that (VII.1)
In this case, color is not friendly. It is shown in [5] that to compute the -dimer entropy , it is enough to consider the tiling of the box of with monomers and dimers that fit inside the box. In this case, we can extend the tiling to the tiling of by adding an additional layer of monomers. The arguments of the previous section yield the equality (VII.1).
