Received analyses based on stochastic frontier modeling with panel data have relied primarily on results from traditional linear fixed and random effects models. This paper examines extensions of these models that circumvent two important shortcomings of the existing fixed and random effects approaches. The conventional panel data stochastic frontier estimators both assume that technical or cost inefficiency is time invariant. In a lengthy panel, this is likely to be a particularly strong assumption. Second, as conventionally formulated, the fixed and random effects estimators force any time invariant cross unit heterogeneity into the same term that is being used to capture the inefficiency. Thus, measures of inefficiency in these models may be picking up heterogeneity in addition to or even instead of technical or cost inefficiency. In this paper, a true fixed effects model is extended to the stochastic frontier model using results that specifically employ the nonlinear specification. The random effects model is reformulated as a special case of the random parameters model that retains the fundamental structure of the stochastic frontier model. The techniques are illustrated through two applications, a large panel from the U.S. banking industry and a cross country comparison of the efficiency of health care delivery.
Introduction
The literature on stochastic frontier estimation of technical and cost (in)efficiency is voluminous and growing rapidly. [See Kumbhakar and Lovell (2000) for a recent survey.] An increasing number of these studies are based on large, high quality panel data sets. Most of these have used long standing extensions of the stochastic frontier model to fixed effects and random effects specifications. [See Schmidt and Sickles (1984) and Pitt and Lee (1981) , respectively, for the canonical references and Kumbhakar and Lovell (2000) for a detailed survey.] These extensions, which have stood as the standard approaches are patterned on familiar counterparts for the linear regression model. This paper presents modifications of these models that overcome two shared shortcomings. Both models assume that the technical (or cost) inefficiency is time invariant. This is likely to be a questionable assumption in a long panel. Our application to the banking industry, which is changing rapidly, spans five years. Second, the treatment of the 'effect' in these models as the inefficiency per se neglects the possibility of other unmeasured heterogeneity that is unrelated to inefficiency. To the extent that any such heterogeneity is present, it will show up blended with, or at worst, as if it were the inefficiency that the analyst seeks to measure. This consideration was motivated by a study of health care delivery ] based on a world panel of aggregate data from 140 countries in which the cross unit latent heterogeneity would almost certainly be large or even dominant. Both issues have surfaced before. We will note below several proposals to incorporate time variation in the inefficiency component of the model. Kumbhakar and Lovell (2000, p. 115) , citing Heshmati and Kumbhakar (1994) and Kumbhakar and Heshmati (1995) note that a problem with some approaches discussed below is that time invariant aspects of inefficiency will be treated as if they were heterogeneity. This is precisely the opposite of the point made above, and highlights utility of reconsidering the issue.
The paper proceeds as follows: Section 2 will present the general formulations of the fixed and random effects models and lay out the proposed modifications. The general forms of both of these treatments are taken from existing literatures, though our extensions to the stochastic frontier model are new. Section 3 presents an analysis of the fixed effects estimator. There are two considerations here.
The first is computational. The fixed effects estimator is widely viewed as impractical in a large panel because of the large number of parameters. In fact, using an established but apparently not widely known result, fixed effects in large panels are quite practical. We will demonstrate in a panel data set with 500 banks as observations. The second question is the incidental parameters problem. [See Neyman and Scott (1948) and Lancaster (2000) .] This is a syndrome of issues that is generally viewed as a persistent bias of the fixed effects estimator in short panels. Existing results that form the basis of this view are all based on discrete choice models and, it turns out, are not useful for understanding the behavior of the fixed effects stochastic frontier model. Section 4 presents results for a random effects estimator. This is a straightforward extension of the hierarchical, or random parameters model. Once again, this is a model that has seen use elsewhere, but has not been applied in the stochastic frontier literature. The application to the banking industry is continued to illustrate. Its relationship to the existing results is shown as well.
Some conclusions and directions for further work are suggested in Section 5.
Effects Models for Stochastic Frontiers
The stochastic frontier model is written ( , ) it it i it it y f v Su = + − x z = β′x it + µ′z i + v it -Su it , i = 1,...,N; t = 1,..., T, (2.1) where the sign of the last term, S, depends on whether the frontier describes production (+1) or cost (-1).
The assumption of fixed T is purely for convenience; in application, T may vary by group with no change in any results. We do assume throughout that asymptotics are only with respect to N; T (or T i ) is viewed as fixed. The function f(•) denotes the theoretical production or cost function. The firm and time specific idiosyncratic term which locates the firms own stochastic frontier is v it , which can be either positive or negative. The second component, u it represents technical or cost inefficiency, and must be positive. The base case stochastic frontier model as originally proposed by Aigner, Lovell and Schmidt (1977) adds the distributional assumptions to create an empirical model. The "composed error" is the sum of a symmetric, normally distributed variable (the idiosyncrasy) and the absolute value of a normally distributed variable The time varying part, β′x it , contains the terms in the production or cost function which are functions of input quantities or outputs and input prices, and possibly functions of a time trend to account for technical change. The time invariant component, µ′z i , represents heterogeneity not related to the production structure, but which captures any firm or unit specific effects. Cultural differences or different forms of government in the health care application mentioned in the introduction might be examples. This second term may or may not be correlated with the overall levels of the inputs.
Estimation of the technology parameters is usually of secondary interest. Rather, interest centers on measures of firm efficiency or inefficiency. The efficiency of firm i at time t is Exp(y it *)/Exp(y it ) = Exp(-u it ). It is often more convenient or useful to analyze the inefficiency, 1-Exp(u it ).
Within the framework of the normal-half normal stochastic frontier model, Jondrow, Lovell, Materov, and Schmidt's (1982) (JLMS) conditional estimator of u it
φ(a it ) = the standard normal density evaluated at a it Φ(a it ) = the standard normal CDF (integral from -∞ to a it ) evaluated at a it S = +1 for a production model, -1 for a cost frontier.
Counterparts for the normal-exponential and normal-gamma model appear in Aigner et al. (1977) and Greene (1990) , respectively. With the parameter estimates in hand, it is possible to estimate the composed error,
by "plugging in" the observed data for a given firm in year t and the estimated parameters, then u can be estimated using the sample data in (2.6).
ˆi t Save for the explicit recognition of the unit specific heterogeneity, µ′z i , the foregoing does not embody any of the formalities of the received panel data treatments. Kumbhakar and Lovell (2000) and Kim and Schmidt (2000) present convenient summaries of these. Kim and Schmidt suggest a semiparametric treatment of inefficiency in this model by recasting it as a fixed effects formulation,
where α i = α -Su i . Any latent heterogeneity is either absent or contained in the production function (or absorbed in α i , a point to which we shall return later). Without a distributional assumption, but allowing for the possibility of correlation between α i and x it , the model can be analyzed as a fixed effects linear regression as suggested by Schmidt and Sickles (1984) . The slope parameters can be consistently estimated by the within groups (dummy variables) least squares estimator. The unit specific constants are estimated by the mean within group deviation of y it from b′x it . Observations are then compared not to an absolute yardstick of zero, but to each other. Schmidt et al., proposed the relative inefficiency estimator u i * = max(a i ) -a i for the production frontier or u i * = a i -min(a i ) for a cost frontier. (2.8) Kim and Schmidt (2000) provide a discussion of this approach, primarily directed at interval estimation and methods of inference. For the present, we focus on point estimation of the inefficiencies themselves.
[For interval estimation, see Horrace and Schmidt (2000) and Kim and Schmidt (2000) .] Cornwell, Schmidt and Sickles (1990) and Kumbhakar (1990) addressed the issue of time invariance noted above.
Their proposal, was to replace the constant α i in (2.7) with a quadratic, α i0 + α i1 t + α i2 t 2 . Lee and Schmidt (1993) proposed a similar modification, α it = α i θ t . Each of these allows an impact of technical change as well, though it will remain difficult to disentangle any time variation in efficiency from technical change. We will return to these formulations in the discussion below.
The fixed effects approach is distribution free, which is a desirable characteristic. However, this robustness is obtained at the cost of losing the underlying identity of u i . Efficiency estimation in this model is only with respect to the 'best' firm in the sample. The random effects approach, in contrast, maintains the original distributional assumption 9) where v it and the time invariant u i satisfy the original stochastic specification of the model. Maximum likelihood estimation of the model is described by Pitt and Lee (1981) . The corresponding expression for estimating u it is obtained by replacing a it with a i = ST i ε λ/σ where σ 2 = σ v 2 + Tσ u 2 . Once again, the time invariance issue has attracted attention. Lee and Schmidt (1993) suggested that the inefficiency be parameterized using u it = δ(t)u i where δ(t) = Σ t δ t d t and d t is a dummy variable for period t. (One of the coefficients is normalized at 1.0.) Other formulations with similar structures were suggested by Kumbhakar (1990) 
-1 and by Battese and Coelli (1995) 
In the framework of the effects models above, the fixed and random effects approaches each have virtues and shortcomings. The fixed effects estimator is distribution free, requiring only the statement of the conditional mean. However, it achieves this level of generality at the cost of obscuring the individual identity of the estimated inefficiency. The 'effects' can only be estimated relative to the 'best.' Time invariant effects in the model are also treated ambiguously in this framework. The random effects model has a tighter parameterization which allows direct individual specific estimates of the inefficiency term in the model. However, the random effects model rests on a strong assumption that the effects are uncorrelated with the variables included in the model. This is often an unreasonable assumption, and it more likely than usual to be so in the stochastic frontier model, particularly when any of the production variables relate to capital or its cost.
The preceding notwithstanding, both models specified share two common shortcomings. First, each assumes that the inefficiency is time invariant. If the time series is long, this is likely to be problematic. The literature contains several attempts to relax this assumption. The models of Lee and Schmidt (1993) and Kumbhakar (1990) are examples. Each of these relaxes the assumption of time invariant inefficiency, but retains a rigid structure. In general, there is no reason to expect the firm specific deviations to be time invariant or, as in the models above, all to obey the same trajectory. A second problem is equally likely to induce biases in the estimation of u it . If there is any latent cross firm heterogeneity in the data that is not related to inefficiency, it is forced into the firm specific term u i or β(t)u i . This is a potentially large distortion, as we find in the application below.
In the sections to follow, we will reformulate the stochastic frontier specifically to explore these aspects. Section 3 will treat the stochastic frontier model in a 'true' (our term) fixed effects formulation,
where α i is the group specific constant. This form retains the distributional assumptions of the stochastic frontier model, allows for freely time varying inefficiency, and allows the heterogeneity term to be correlated with the included variables. Within groups least squares estimation of this model still produces consistent estimates of β, but loses the important information in the model about u it . We consider maximum likelihood estimation instead. An alternative specification discussed in Section 4 is a 'true' random effects form,
which is a stochastic frontier model with a random (across firms) constant term. Once again, this retains the essential characteristics of the stochastic frontier model while relaxing the two problematic assumptions discussed earlier. This model also has a predecessor in the received literature. the model of Kumbhakar and Hjalmarsson (1993) is essentially that in (2.10), however, their interpretation and estimation method differ substantially from that suggested below. Each of our formulations reinterprets the time invariant term as firm specific heterogeneity, rather than as the inefficiency. If, in fact, the inefficiency for any firm is time invariant, or nearly so, the models will accommodate that without assuming it.
Fixed Effects Models
Superficially, the fixed effects model is a trivial extension of the basic stochastic frontier model.
In principle, one can simply replace the overall constant term with a complete set of firm dummy variable, and estimate it by the now conventional means. Given that many applications have been based on quite moderate sample sizes -for examples the three examined by Kim and Schmidt have N = 171, 10 and 22 respectively -it is surprising that this approach has not been used much heretofore. 1 Though perhaps near the capacity limit for most programs, even Kim and Schmidt's largest sample is well within reach of most contemporary software. However, three issues remain. First, this form of the model is not a simple reparameterization, it is a substantive reinterpretation of the model components and produces surprisingly different results. Second, at some point, the proliferation of parameters in the fixed effects model will exceed the limits of any available software. For example, our second application is based on a sample of 500 banks taken from a larger sample of 5,000. Third, irrespective of the physical problem of computation, estimators of the stochastic frontier model with fixed effects may be persistently biased by dint of the incidental parameters problem when T is small, as it is in most applications (five in both of ours). Existing evidence on how serious the biases are in fixed effects models comes only from studies of probit and logit binary choice models, and is thus not useful here. In this section, we will reconsider the computation issue, then use the health care application to illustrate the impact on estimates of u it of using the linear regression approach instead of the true fixed effects estimator. Finally, a Monte Carlo study based on the banking data will be used to study the incidental parameters problem.
Computation of the Fixed Effects Estimator
The fixed effects stochastic frontier model is defined by the density,
where S = +1 for a production frontier and -1 for a cost frontier. In a few cases such as the Poisson and binary logit models, it is possible to condition the possibly large number of constants out of the likelihood function, and base estimation of β and any ancillary parameters such as σ on a conditional likelihood.
But, in most cases, including the stochastic frontier, this is not possible. All parameters including the constant terms must be estimated simultaneously. One approach that has been suggested involves iterating two steps between the main parameters, here [β,λ,σ] , and the constant terms, α, since estimation of each conditioned on the other is a straightforward problem.
2 Though it appears not to be widely known, as discussed below, in most cases, it is actually possible to estimate simultaneously the full parameter vector even in extremely large models for which there is no conditional likelihood which is free of the nuisance parameters.
Received treatments, with the exception of Polachek and Yoon (1996) Yoon (1994, 1996) is the only received likelihood based application of the fixed effects stochastic frontier model in (3.1). They estimated a labor supply model with for N = 834 individuals and T = 17 periods. They constructed the likelihood function from the exponential distribution rather than the half normal. 3 The large N rendered direct estimation "impractical." Their alternative approach was a two step method patterned after Heckman and MaCurdy's (1981) ˆi a
Maximization of the full log likelihood function can, in fact, be done by 'brute force,' even in the presence of possibly thousands of nuisance parameters. The strategy, which appears not to be well known, uses some results from matrix algebra suggested in Prentice and Gloeckler (1978) [who attribute it to Rao (1973) ], Chamberlain (1980, p. 227) , Sueyoshi (1993) and . 
(3.7)
[These functions and derivatives are detailed in various sources, including Aigner, Lovell and Schmidt (1977) .]
Denote the results at the kth iteration with subscript 'k.' Newton's method for computation of the parameters will use the iteration
By partitioning the inverse and taking advantage of the sparse nature of the Hessian, this can be reduced to a computation that involves only K×1 vectors and K×K matrices;
(3.10)
The estimator of the asymptotic covariance matrix for the slope parameters in the MLE is
For the separate constant terms,
These can easily be computed with existing software and computations that are linear in N and K.
Neither update vector requires storage or inversion of a (K+N)×(K+N) matrix; each is a function of sums of scalars and K×1 vectors of first derivatives and mixed second derivatives. Storage requirements for α and ∆ α are linear in N, not quadratic. Even for panels of tens of thousands of units, this is well within the capacity of the current vintage of even modest desktop computers. 6 We have employed this technique to compute the fixed effects estimator for our applications which involve N equal to 140 for the health care study and 500 for the banking industry data (and in other models, such as the tobit, with over 10,000
individual effects). Note that the preceding method could easily be extended to Cornwell, Schmidt and Sickles' (1990) quadratic specification for α it = α 0i + α 1i t + α 2i t 2 or to Lee and Schmidt's (1993) product form, α it = α i θ t . In the first case, the algebraic result can be extended by replacing the scalar α i with a 3×1
vector, α i , the vector g αi with a 3×1 gradient g αi , the vector h γi with a K×3 matrix of cross derivatives, and the scalar h ii with a 3×3 matrix. The Lee and Schmidt formulation simply adds T parameters to γ. Even with these extensions, the computations are manageable.
Application
The data set used in the first application is a panel observed [Numerous other variables in the data set are not used. See .] The log of COMP is modeled as the output of an aggregate production process for producing health care.
The aggregate frontier production function is then Sueyoshi (1993) after deriving these results expressed some surprise that they had not been incorporated in any It is difficult to conclude that these are simply two estimates of the same quantities which differ because of sampling variation. Consider, once again, the assumptions underlying the two approaches.
For the Schmidt and Sickles estimator, the underlying model holds:
and in addition, (a) v it and x it are uncorrelated (b) u i and [x it ,v it ] need not be uncorrelated, (c) no specific distribution is assumed for v it or u i , (d) u i is time invariant with constant mean and variance, The 'true' fixed effects model assumes that
and (a) [x it ,u i ,v it ] are all mutually uncorrelated, (b) v it and u it have normal and half normal distributions, respectively, (c) u it is not necessarily time invariant. The relationship between the two sets of assumptions is not a simple reparameterization. It is a difference in interpretation of the time invariant component in the model, as noted in Section 2. In the second formulation, α i contains cross unit heterogeneity. The inefficiency is already contained in u it , which is allowed to vary through time. It does not follow that (3.15) is the less restrictive of the two, however since (3.14) relaxes the distributional assumption and allows the idiosyncratic term, v it to be correlated with x it . In general, it is not obvious which is likely to be the more appropriate approach or which restrictions should be less palatable. But, commercial software. As of this writing, it appears that LIMDEP [Econometric Software, (2003) ] is still the only package that has done so.
this particular data set should contain a greater than average amount of latent heterogeneity, which should weigh in favor of the true fixed effects model. That is, for these data, it is arguable that the measured "inefficiency" is picking up latent cross country variation that is not necessarily related to inefficiency at all. (Again, see the discussion in Kumbhakar and Lovell (2000, p. 115 ) and references cited, where this issue is raised. What is clear at this point is that latent time invariant effects do dramatically affect the results. Whether they should represent latent effects of inefficiency or they are heterogeneity is an important, but unresolved question. This and our next application suggest that the answer, as might be expected, varies from setting to setting. 
The Incidental Parameters Problem
If β, σ and λ were known, then, the maximum likelihood estimator for α i would be based on only the T observations for group i, so Asy.Var[a i ] is O[1/T] and, since T is fixed, a i is inconsistent. The estimators of β, λ and σ will be functions of a i so they are inconsistent as well. There may also be a small sample bias. Andersen (1973) and Hsiao (1996) showed analytically that in a binary logit model with a single dummy variable regressor and a panel in which T = 2, the small sample bias in the MLE of β is +100%. Abrevaya (1997) showed that Hsiao's result extends to more general binomial logit models as C it = total cost of transformation of financial and physical resources into loans and investments = the sum of the five cost items described below; = price of interest-bearing deposits in total transaction accounts = interest expense on interest-bearing categories of total transaction accounts; W 5it = price of interest-bearing deposits in total nontransaction accounts = interest expense on total deposits minus interest expense on money market deposit accounts divided by the dollar value of interest-bearing deposits in total nontransaction accounts; t = trend variable, t = 1,2,3,4,5 for years 1996, 1997, 1998, 1999, 2000. We will fit a Cobb-Douglas cost function. To impose linear homogeneity in the input prices, the variables employed are Actual data are employed, as described below, to obtain a realistic configuration of the right hand side of the estimated equation. The first step in the analysis is to fit a Cobb-Douglas fixed effects stochastic frontier cost function 7 The data were gathered and assembled by Mike Tsionas, whose assistance is gratefully acknowledged. A full description of the data and the methodology underlying their construction appears in Kumbhakar and Tsionas (2002) . Table 2 are taken as the true values for the structural parameters in the model. A set of 'true' values for u it is generated for each firm, and reused in every replication. These 'inefficiencies' are maintained as part of the data for each firm for the replications. The firm specific values are produced using u it * = |U it *| where U it * is a random draw from the normal distribution with mean zero and standard deviation s u = 0.43931.
8 Figure 3 below shows a kernel density estimate (KDE) which describes the sample distribution of the 'true' values of u it *. Thus, for each firm, the fixed data consist of the raw data w jit , y mit and t, the firm specific constant term, a i , the inefficiencies, u it *, and the structural cost data, c it *, produced using By this device, the underlying data to which we will fit the Cobb-Douglas fixed effects model actually are generated by an underlying mechanism that exactly satisfies the assumptions of the fixed effects stochastic frontier model and, in addition, is based on a realistic configuration of the right hand side variables. 9 Each replication, r, is produced by generating a set of disturbances, v it (r), t = 1,...,5, i = 1,...,500. The estimation was replicated R = 100 times to produce the sampling distributions reported below.
Results of this part of the study are summarized in Table 2 . The summary statistics for the model parameters are computed for the 100 values of the percentage error of the estimated parameter from the assumed true value. That specific true value is given in the second to rightmost column of is estimated with virtually no bias; the average error of only 0.48% is far smaller than the estimated sampling variation of the estimator itself (roughly ± 7%). Overall, the deviations of the regression parameters are surprisingly small given the small T. Moreover, in several cases, the bias appears be toward zero, not away from it, as in the more familiar cases.
In view of the well established theoretical results, it may seem contradictory that in this setting, the fixed effects estimator should perform so well. In , it was found that the tobit estimator produces the same effect. The force of the incidental parameters problem in these models with 9 Monte Carlo studies are justifiably criticized for their specificity to the underlying data assumed. It is hoped that by the construction used here which is based on a 'live' data set, we can, at least to some degree, overcome that objection. The statistics for the estimator of σ in our model suggests little bias. The estimator of λ appears to absorb the force of the inconsistency. Since λ is a crucial parameter in the computation of the inefficiency estimates, this leads us to expect at least some biases in these as well. In order to construct the description in Figure 4 , we computed the sampling error in the computation of the inefficiency for each of the 2500 observations in each replication, du it (r) = estimated u it (r)-true u it (r). The value was not scaled, as these are already measured as percentages (changes in log cost). The mean of these deviations is computed for each of the 100 replications, then Figure 4 shows the sample distribution of the 100 means. On average, the estimated model overestimates the 'true' values by only about 0.05. Since the overall mean is about 0.60, this is an overestimation error of about 9%.
As an additional assessment, we considered whether the estimator in the cross section variant of this same model performs appreciably better than the fixed effects estimator. To examine this possibility, we repeated the entire analysis, but this time with a correctly specified cross section model. That is, the 'true' data on c it were computed with the single overall constant estimated with a cross section variant of the model, and estimation was likewise based on the familiar normal-half normal model with no regard to the panel nature of the data set. (Since the data are artificially generated, this model is correctly estimated in this fashion.) The consistency of the parameter estimators is established by standard results for maximum likelihood estimators, so there is no need to examine them. 10 The results for E[u|ε] are more complex, however. Figure 5 is the counterpart to 4 for the fixed effects model. As expected, the cross section estimator shows little or no bias -it is correctly computed based on a consistent estimator in a large sample, so any bias would be due to the nonlinearity of the estimating function. 
Figure 5 Average Estimation Errors for Cost Inefficiencies from Cross Section Stochastic Frontier Model
The final column of results in Table 2 gives the within groups, linear regression estimates for the Schmidt and Sickles estimator. The coefficient estimates are similar, as might be expected. Figures 6 and 7 present kernel density estimates for the stochastic frontier and regression based estimates, respectively, using the actual data, not the simulation. In contrast to the previous estimates, these bear some similarity.
The means and standard deviations for the two sets of estimates are 0.298 (0.150) and 0.261 (0.119), respectively. In this instance, the differences, such as they are, seem more likely to be due to the assumption of time invariance of the inefficiency estimates and less to cross bank heterogeneity. The similarity of these broad descriptive statistics, however, masks a complete underlying disagreement between the two sets of estimates. Figure 8 shows the lack of relationship between the estimates. (The same regression based estimate is used for all five years for each bank.) The simple correlation between the two sets of estimates (using the group means for the stochastic frontier results) is only 0.052. We conclude, once again, that in spite of superficial appearances, the relationship between these two sets of estimates is truly unclear. 
Figure 6 Stochastic Frontier Inefficiency Estimates

Random Effects Models
The simplest form of the 'random effects' model in the recent literature parallels the linear regression model,
where, at the outset, only the means 0 and µ and constant variances, σ v 2 and σ u 2 of v it and u i are specified, and it is assumed that both are uncorrelated with See, for example, Greene (1997) .] In this case, the preferred estimator is maximum likelihood rather than least squares. [See, as well, Kumbhakar and Lovell (2000) for some of the technical details.] The JLMS estimator of u i is obtained by a simple modification based on the group mean residual; a it is (2.5) is replaced with a i = 2 2 / , where
As in the fixed effects specifications, a number of treatments have suggested ways to relax the assumption of time invariant inefficiency in this model. For example, Lee and Schmidt (1993) suggested
The model is fit by feasible (two step) GLS or by instrumental variables. In either case, the recommended estimator of u it is based on a comparison of each firm with the 'best' in the sample. In each of the formulations, however, the stochastic component is time invariant. The timewise evolution in these cases is an ad hoc structure that is assumed to be common across firms. Each of these is less restrictive than the unadorned random effects model, but it is unclear how much latitude is actually achieved in this fashion.
Consider, instead, a 'true' random effects specification (our term again),
where w i is a time invariant, firm specific random term meant, as before, to capture cross firm heterogeneity. The difference between this formulation and the fixed effects model is the additional assumption that w i and all other terms in the model are uncorrelated. As stated, this model is largely the same as that of Kumbhakar and Hjalmarsson (1993) , who suggested the random effects form
They suggest that w i be interpreted as 'producer heterogeneity due perhaps to omitted time invariant inputs' and ψ it represent technical inefficiency. Thus, this model is a precursor to our proposal here.
Their proposed estimator has two steps: within groups (LSDV) OLS or feasible (two step) GLS to estimate β followed by maximum likelihood estimation of the variances of v it and ψ it . Kumbhakar and Lovell observe "The virtue of this approach is that it avoids imposing distributional assumptions until the second step. The problem with this approach is that any time-invariant component of technical inefficiency is captured by the fixed effects, rather than by the one sided error component, where it
belongs. This issue is discussed by Heshmati and Kumbhakar (1994) and Kumbhakar and Heshmati (1995) ." (Page 115.) Of course, this is the core of the issue in this paper. Whether those time invariant effects really belong in the inefficiency is debatable. In our first application, it certainly seems not. Once again, this is a methodological issue that deserves closer scrutiny.
As noted, Kumbhakar and Hjalmarsson (1993) used least squares to fit the model in (4.3)-(4.4).
We now consider maximum likelihood estimation instead. Before proceeding, we note at the outset that that the preceding observations include an aversion to specific distributional assumptions. The method about to be described allows a variety of distributional assumptions -indeed, it is straightforward with the technique to choose from a cornucopia of distributions. At the end of this section we will also consider a semiparametric approach that essentially replicates by maximum likelihood the suggestion of Kumbhakar and Hjalmarsson. We have found in general, that the major influence on the results is rarely if ever the distributional assumptions; variations at this level produce only marginal changes in the estimates. The primary determinant of the outcomes is the underlying formulation of the model and its theoretical underpinnings. As we have already seen (and will see below), these are crucial.
In order to construct an estimator for the model in (4.3)-(4.4), we recast it as a random parameters model;
[See Tsionas (2002) for a Bayesian analysis of random parameters stochastic frontier models.] As it stands, the model appears to have three part disturbance, which immediately raises questions of identification. To construct the likelihood, function, we use the following approach:
where the remaining parts are as defined earlier. Conditioned on w i , the T observations for firm i are independent, so the joint density for the T observations is
The unconditional joint density is obtained by integrating the heterogeneity out of the density,
The log likelihood, Σ i logL i , is then maximized with respect to α, β, σ, λ, and any additional parameters that appear in the distribution of w i that will now appear in the maximand. The integral will in any conceivable case be intractable. However, by writing it in the equivalent form,
we propose to compute the log likelihood by simulation. Averaging the function in (4.9) over sufficient draws from the distribution of w i will produce a sufficiently accurate estimate of the integral in 4.8 to allow estimation of the parameters. [See Gourieroux and Monfort (1996) .] The simulated log likelihood is logL S (β,λ,σ,θ) =
where we have used θ for the parameters in the distribution of w i and w ir is the rth simulated draw for observation i. [See Greene (2001 , 2003 Table 3 presents parameter estimates for the basic stochastic frontier model, Pitt and Lee's random effects model, and the random constant term model above. (The fourth set of estimates for the finite mixture model are discussed below.) As before, the primary parameter estimates are similar. But, again, these superficial similarities mask large differences in the estimated inefficiencies. The random effects based estimates essentially replicate those obtained with the regression based fixed effects model.
11 Note that for the basic, random constants form suggested here, if normality is assumed for w i , then the integral in (4.8) could also be approximated quite accurately by Gauss-Hermite Quadrature. We have not chosen this method in order to avoid forcing the normal distribution on the problem (though we do assume normality) and because the extension of (4.8) to a full randomly distributed parameter vector is quite minor when handled by simulation, but impossible to manage by quadrature. 12 Simulation of random variables is typically done by the inverse probability transform, beginning with a primitive draw from the standard continuous uniform [0,1] distribution. In order to speed up the simulations, we have used Halton sequences of primitive draws, rather than pseudorandom numbers. For integrating over a single dimension, using Halton sequences rather than pseudorandom draws speeds up the process by a factor of as much as 10. That is, 100 Halton draws is as effective as 1,000 pseudorandom draws. See Bhat (1999) , and Greene (2003) for discussion.
Both models produce estimates that resemble those from the true fixed effects model discussed earlier.
The latter estimates are similar to estimates obtained in other studies with these banking data, such as Kumbhakar and Tsionas (2002) and Berger and Mester (1997) . However, as can be seen in Figure 11 , the correlation between these two sets of random effects is quite loose. Figure 9 below shows a kernel density estimate for the inefficiency estimates from the Pitt and Lee random effects model. As in the fixed effects cases, it seems unlikely that these two models are estimating the same quantity. Figure 11 is the counterpart to Figure 8 for the random effects models.
From the loose scatter, it appears that the assumption of time invariant inefficiency has substantially affected these results. Also, the extremely small range of the Pitt and Lee estimates seems improbable compared to all the other estimates obtained so far and below. The mean of 0.233 is similar, but the standard deviation is only 0.006, and the minimum and maximum are 0.220 and 0.265, respectively. The variation is quite unlike all the other estimates obtained here. 
Figure 11 Inefficiency Estimates from Random Effects Models
Kumbhakar and Lovell suggested that the distributional assumption with respect to w i in this model might not be attractive. We have specified a normal distribution, though changing this to some other distribution presents a virtually identical estimation problem. (It changes a single operation in the entire process, the transformation of the primitive Halton draw to something other than the standard normal variable. However, one might prefer not to impose a particular distributional assumption on the model. The 'finite mixture' [See McLachlan and Peel (2000) ] or latent class model is a semiparametric alternative. We suppose that w i is drawn from a distribution with discrete support, with J mass points.
Alternatively, that the observation is drawn from one of J populations each with its own constant term in the model. (The obvious question at this point is why the variation should be restricted to the constant term. In fact, we would apply it to the entire model, but for the present, we use this modeling device to introduce heterogeneity into the model rather than to place the model, itself, into a latent class structure.)
In the preceding, we have assumed α i is drawn from a continuous distribution with mean α and standard deviation σ w . We propose to approximate this with a discrete distribution with probabilities π 1 ,...,π J which sum to one, and mass points α 1 ,...,α J . The construction of the likelihood function would be as follows:
The unconditional joint density is obtained by averaging the heterogeneity out of the density, (2001) and Mclachlan and Peel (2000) .] In order to impose the constraints that they sum to one and are all positive, we use a multinomial logit parameterization for the probabilities,
Maximization of this likelihood function can be done with conventional gradient methods -it is smooth and continuous in all parameters. A fairly common problem (albeit not encountered here) in finite mixture problems however is multiple optima. Using different starting values and seeking the maximum maximorum is the usual strategy. In addition, the EM algorithm is a particularly useful device in this setting. [See Dempster, Laird and Rubin (1977) and McLachlan and Peel (2000) .] Applying the EM method here is simple and has an attractive intuition. It consists of iteration between the two steps: Figure 13 . Random Parameters and Latent Class Inefficiency Estimates A final observation, the latent class and random parameters estimates are strikingly similar. Figures 14 and 15 show that the resemblance carries through to the fixed effects estimates as well. It is clear that within the structure of (4.2), all three estimators give essentially the same answer. (Correlations all exceed 0.90 and the correlation of the two random effects estimates is 0.987. This would suggest that in fact, the heterogeneity in the data, to the extent that it is present at all, is not correlated with the included variables. The usual approach to testing that proposition is Hausman's specification test in the context of the linear regression model. [See Greene (2003, pp. 301-302) .] For the banking data, the chisquared statistic, with 10 degrees of freedom is only 7.47 which is far from significant. We would conclude from this that in general, a fixed and random effects approach would not give different answers; or that there is no latent heterogeneity that is correlated with the included variables. The counterpart for the health care delivery data examined earlier is a Hausman statistic of 174.66 with two degrees of freedom. This is obviously highly significant, suggesting that there is latent heterogeneity, or that the random effects approach is inappropriate. 
Conclusions
There are numerous directions in which the models described above can be expanded. Some of these are explored in . The latent class and random parameters models are particularly versatile and have great potential to enhance the frontier model. The fixed effects model may, at least in some cases, be the preferable model. We have not examined in detail moving the fixed effects to the inefficiency distribution, itself, such as in the mean of the truncated normal distribution. [See Habib and Ljungqvist (2002) .] There does not appear to be a technological obstacle to doing so.
These results do raise some questions about fixed and random effects analysis in the stochastic frontier setting. In the first application, we found that the treatment, or at least the interpretation of heterogeneity in a data set brings a major change in the results of estimation. Clearly it is not obvious on inspection how one should interpret the time invariant effects in a data set. We do find that how this issue is handled has a large influence on the findings that will result. At least for the application considered here, the fixed effects regression based estimates of the inefficiencies were considerably distorted compared to the stochastic frontier.
The second application suggests two implications. First, it appears from this and from our other application to the tobit model, that the conventional wisdom about the incidental parameters based on two binary choice models is essentially irrelevant to these two models. In both cases, we find evidence that suggests the accepted pessimism about the fixed effects estimator is greatly overstated.
We find that the regression and likelihood based treatments of inefficiency bring striking differences in the results. In this second application, those differences might be undetected if one focused, as is often the case, on summary, descriptive statistics. The summaries in Table 4 do not reveal the substantial differences in the underlying estimates. What remains for future research, is to discern what is the nature and source of these differences. Figure 16 below. Bauer, Berger and Humphrey (1993) likewise find consistent similarity between fixed and random effects estimators based on regression, but notable differences between these and estimates produced using Pitt and Lee's approach. Several others are cited as well; all find appealing internal consistency. We have found the same consistency in our fixed and random effects estimates, as can be seen in the upper left graph in the figure below. What differs here, however, is the absolute divergence between the results produced by the 'true' fixed and random effects models and the time invariant approaches that these other authors have documented. Figure 16 below underscores the point. Once again, it suggests that the issue that merits much greater scrutiny is not whether use of a fixed effects or random effects is a determinant of the results, but the extent to which the specification platform on which the model is placed is driving the results. The two off diagonal scatters below strongly suggest that the different estimation platforms considered here are producing very different results. 
