Superconducting metamaterials are a promising resource for quantum information science. In the context of circuit QED, they provide a means to engineer on-chip, novel dispersion relations and a band structure that could ultimately be utilized for generating complex entangled states of quantum circuitry, for quantum reservoir engineering, and as an element for quantum simulation architectures.
Superconducting metamaterials are a promising resource for quantum information science. In the context of circuit QED, they provide a means to engineer on-chip, novel dispersion relations and a band structure that could ultimately be utilized for generating complex entangled states of quantum circuitry, for quantum reservoir engineering, and as an element for quantum simulation architectures. Here we report on the development and measurement at millikelvin temperatures of a particular type of circuit metamaterial resonator composed of planar superconducting lumped-element reactances in the form of a discrete left-handed transmission line (LHTL). We discuss the details of the design, fabrication, and circuit properties of this system. As well, we provide an extensive characterization of the dense mode spectrum in these metamaterial resonators, which we conducted using both microwave transmission measurements and laser scanning microscopy (LSM). Results are observed to be in good quantitative agreement with numerical simulations and also an analytical model based upon current-voltage relationships for a discrete transmission line. In particular, we demonstrate that the metamaterial mode frequencies, spatial profiles of current and charge densities, and damping due to external loading can be readily modeled and understood, making this system a promising tool for future use in quantum circuit applications and for studies of complex quantum systems.
I. INTRODUCTION
Engineered quantum systems present a unique opportunity to study many-body phenomena in a controlled way through analog quantum simulation [1] . An intriguing direction in this area involves the strong coupling of atoms -artificial or natural -to a quasi-continuum of modes, as is the case with quantum impurity models or the investigation of scattering in strongly interacting systems [2] . One promising route for implementing such a dense spectrum of modes is based on superconducting thin-film metamaterials.
In the microwave regime, the field of circuit QED (cQED) involves one or more artificial nonlinear fewlevel systems (qubits) that are coupled to linear resonant modes, often formed from standing waves on a finite-length microwave transmission line [3] or a threedimensional waveguide cavity [4] . This platform permits the attractive feature of reaching strong coupling between the qubit and the photonic modes in the resonator due to both the large transition dipole of the qubit and the small mode volume of the resonator. This coupling is typically used for the readout of superconducting qubits in quantum information processing schemes [5] , the generation of entanglement between multiple qubits [6] , or a variety of explorations of quantum optics in the microwave regime [7] .
Several recent efforts have addressed the generation of multi-mode spectra in cQED systems. By using long (∼ 1 m), superconducting thin-film resonators, the high harmonics (n ∼ 75) can be sufficiently closely spaced to allow for simultaneous multi-mode coupling with a superconducting qubit [8] . Another approach involves the fabrication of arrays of coupled transmission-line resonators for photonic quantum simulation [9, 10] . Superconducting thin-film cQED arrays with multiple resonances have also been investigated for a multi-mode quantum memory [11, 12] . In addition, microwave frequency combs have been generated by pumping the superconducting nonlinearity in a thin-film resonator [13] .
An alternative route for producing a dense spectrum addresses the mode structure of the cavity itself. This includes the engineering of photonic bandgap materials operating at frequencies close to the bandgap [14] or the use of left-handed waveguides. The latter are distinguished by the group velocity, and hence the Poynting vector, directed opposite to the phase velocity, which in 1D is equivalent to a decreasing dispersion relation ω(k) for increasing magnitude of the wavenumber |k|. These lefthanded waveguides are motivated by higher-dimensional left-handed metamaterials where this behavior can be seen as a negative index of refraction, hence permitting unusual optical properties, including superlensing [15] and cloaking [16] . As far as is currently known, left-handed optical properties are not present in naturally occurring materials, thus they must be created artificially with metamaterials. This concept entails the use of structural elements that are larger than fundamental atoms, but in general smaller, and arranged in a denser lattice, than the wavelength of the radiation of interest, thus resulting in an effective optical medium. Here, we follow this approach in one dimension, with the extension that we explore the system up to the limit of Bragg reflection, where the wavelength approaches the lattice constant.
One-dimensional metamaterials based on lumped circuit elements have been developed previously [17, 18] for a variety of applications of microwave devices with left-handed properties. This includes the implementation of room-temperature metamaterial resonators and antennas based on zeroth-order resonances [19] and novel directional couplers [20] . In order to address the effects of resistive losses in the lumped elements, there have been efforts to develop metamaterial resonators from high-temperature superconducting films [21] . In addition, other types of superconducting metamaterials have incorporated Josephson elements into the metamaterial array [22] [23] [24] . Superconducting metamaterials have been proposed previously as analog quantum systems for simulating the spin-boson model [25, 26] and the investigation of quantum effects in the circuit analog of Hawking radiation [27] . Other applications include the enhancement, inhibition, and coherent control of light-matter interactions [28, 29] , the generation of multi-particle entanglement [25] , quantum-limited amplification of microwave signals [30] [31] [32] , and coherent wavelength conversion [33] .
Here we present a characterization of the mode structure in superconducting metamaterial resonators in a cQED architecture through low-temperature measurements of transmission spectra, imaging of microwave fields with a Laser Scanning Microscope (LSM), as well as numerical simulations. In Sec. II we discuss the general structure of 1D metamaterial transmission lines and resonators. We describe the fabrication and microwave characterization of our superconducting metamaterial resonators in Sec. III. In Sec. IV we present our investigation of the mode structure through LSM imaging of the microwave fields, which we analyze in detail in Sec. V. We present numerical simulations of our metamaterial design in Sec. VI. In Sec. VII we present an analysis of losses in superconducting metamaterial resonators. Section VIII contains our conclusions and possible future directions for experiments with superconducting metamaterial resonators.
II. 1D METAMATERIAL TRANSMISSION LINES
The basic properties of 1D left-handed transmission lines (LHTL) have been treated previously by several others [17, 20, 25, 34, 35] , thus, we will only review these briefly. The simplest circuit model for a LHTL consists of a chain of capacitors C L and inductors L L in a similar manner to the discrete implementation of a conventional right-handed transmission line that would be described by the telegrapher's equation [36] . However, the LHTL has the positions of the inductors and capacitors swapped with respect to the right-handed line so that the capacitors are arranged in series with an inductor to ground between each pair of capacitors [ Fig. 1(a) ]. This rearrangement has a profound effect on the transmission and dispersion properties of the transmission line.
The dispersion relation for such an LHTL is given by
where k is the wavevector in the LHTL and ∆x is the unit cell length [25] . This expression is plotted in Fig. 1 (c) and the curve clearly exhibits a falling dispersive behavior, characteristic of a left-handed medium. At the largest wavenumbers in the limit of k∆x → π, or one wavelength for every two unit cells, corresponding to the lowest frequencies of the system, the band becomes flat approaching the edge of the Brillouin zone. The corresponding frequency, cutoff frequency below which the structure does not support propagating waves. As the wavenumber is decreased the frequency diverges, which is clearly unphysical as this implies that the group velocity diverges in the limit of k → 0.
Such behavior would not occur in any practical transmission line due to the stray reactances in the constituent elements for an LHTL, as described in Refs. [20, 37, 38] . Each capacitor C L will have a stray series inductance L R giving it a self-resonance frequency ω C = 1/ √ L R C L . Similarly, each inductor L L will have a stray shunt capacitance C R resulting in another self-resonance frequency Figure 1(b) shows a schematic of a composite LHTL including these stray reactances. As first described in Ref. [37] , a Bloch-Floquet analysis can be applied to such a composite LHTL to obtain the dispersion relation between wavenumber k and frequency ω. We include our own derivation in Appendix A and obtain the following expression [20, 38] :
(2) Figure 1 (c) includes a plot of ω(k) obtained by inverting Eq. (2). Similar to the corresponding curve from Eq. (1), the band becomes flat as k∆x → π at ω IR /2π, which was chosen to be 5 GHz for this plot. However, for small k∆x the curve does not diverge and instead turns over and intersects k∆x = 0 at the lower of the two stray self-resonance frequencies, min(ω C , ω L ). Nonetheless, the curve still has a left-handed nature over the entire range of k∆x. At the upper frequency end of the plot, it is clear that there is a second band corresponding to another solution of Eq. (2). This upper band begins at the higher of the two self-resonance frequencies, max(ω C , ω L ), and increases with k, characteristic of right-handed dispersion.
Between ω C and ω L there is a gap where there are no solutions to Eq. (2) and thus no wave propagation along the transmission line. For this plot, estimates of likely self-resonance values in physically realizable structures were used: ω C /2π = 40 GHz, ω L /2π = 50 GHz. For the remainder of the discussion we will focus on the lefthanded branch, as the devices we have studied put the high-frequency gap and the right-handed branch well beyond the frequency range that we are able to access in our measurements. However, we note that with future devices we may be able to enhance the stray reactances in order to lower the frequency of the gap and bring the right-handed branch into our measurement range.
For an ideal LHTL with no stray reactances, the characteristic wave impedance Z 0 is given by the same relation as for a right-handed transmission line: L L /C L [20, 25] . However, when one accounts for L R and C R , the impedance becomes
as described in Refs. [20, 38] . This expression approaches the ideal LHTL value for ω → 0 and increases for increasing ω (when ω C > ω L ). However, even when ω is half of the gap frequency, Z 0 from Eq. (3) has only changed by ∼ 10%. In order to generate resonances with the transmission line, one can impose either open-ended or short-circuited boundary conditions at two positions along the length of the line. We have chosen to focus on the case with open-ended boundary conditions, using input and output coupling capacitors C c at either end. As with a conventional right-handed transmission line, the system will exhibit standing-wave resonances given by the standard relation k n l = nπ for integer n, where l is the length of the transmission line between the two ends. With a discrete LHTL including stray reactances with N unit cells, the standing-wave condition becomes k n ∆x = nπ/N for n = 0 : N − 1 [19] . Thus, if we disregard the zerothorder mode (n = 0) [19] , there will be N − 1 modes for frequencies between ω IR and min(ω C , ω L ). Due to the shape of the dispersion relation given by Eq. (2), the lower frequency and higher n modes will be closely spaced in frequency with the mode spacing increasing as one moves towards higher frequency and lower n. This behavior is illustrated in the plot of Fig. 2 (b), which shows ω n (k n ) points for each of the N − 1 left-handed modes computed for a circuit with the same parameters as that considered in Fig. 1 .
III. FABRICATION AND CHARACTERIZATION OF METAMATERIAL RESONATORS
In order to implement metamaterial resonators that are compatible with the integration of superconducting transmon qubits [39] that can be tuned through resonance with the various modes in the dense region of the metamaterial spectrum just above ω IR , we aim for ω IR /2π ∼ 4 − 7 GHz. If we target a characteristic impedance near 50 Ω, this requires C L = 250 fF and L L = 0.625 nH. These parameter values can be achieved with superconducting thin-film structures consisting of interdigitated capacitors and meander-line inductors with a single-layer fabrication process that can easily be extended to incorporate superconducting qubits in future devices. Based on numerical simulations of these structures with Sonnet [40] , we expect the stray reactances L R and C R to result in self-resonant frequencies ω C /2π and ω L /2π of 40 GHz or higher, well beyond the frequency range of our measurements. Thus, we expect our metamaterial resonators to exhibit a left-handed dispersion over the entire range of our measurements. While some of our initial devices have been fabricated from Al thin films on Si [41] , we have fabricated the metamaterial resonators described in this work using 90-nm thick Nb films on Si. The higher T c of the Nb (∼ 9 K) makes the structures compatible with the typical operating temperature of our microwave imaging technique, which will be described in Sec. IV. The features are defined using photolithography with a standard liftoff process following the Nb sputter deposition.
The ] to conventional coplanar waveguide (CPW) traces carrying the output/input signals to/from launcher pads at the opposite corners of the chip. We estimate the C c values for these structures to be 30 fF based on HFSS Q3D simulations [42] .
Because of the spatial extent of the meander-line inductors, we have chosen to stagger the placement of the inductors so that alternating inductors connect to the ground plane either upwards or downwards from the path of the transmission line [ Fig. 3(a) ]. Besides allowing the inductors to fit in the available space, this configuration also avoids the asymmetry in the grounding that would occur if all of the inductors extended to ground on only one side of the transmission line. However, as we will show later, the tradeoff of using the staggered inductor arrangement results in a distortion of the dispersion relation from that described by Eq. (2) for the lowest frequency modes.
For initial measurements of the mode spectrum, we cooled the device on an adiabatic demagnetization refrigerator (ADR) with a base temperature of 65 mK. The device was shielded from stray magnetic fields with a cryogenic µ-metal can and microwave signals were delivered to the metamaterial through a coaxial line with 74 dB of cold attenuation; the output signal was amplified with a cryogenic HEMT plus a room-temperature low-noise microwave amplifier. We used a vector network analyzer to measure the microwave transmission S 21 (f ). A separately measured baseline transmission curve with no sample present was used to normalize the S 21 (f ) spectra. Figure 4 contains a plot of our measured S 21 (f ) spectra for one of our devices at two different temperatures: 65 mK and 3 K. Below 4.2 GHz, the transmission is below -40 dB, characteristic of the IR cutoff expected for a LHTL. For frequencies above this cutoff, we observe densely spaced narrow resonances that become increasingly far apart with broader linewidths at higher frequencies. The frequency placement of the resonances will be discussed in Sec. V and the coupling-limited linewidths will be analyzed in Sec. VII. When the sample temperature is raised to 3 K, approaching the operating temperature range for the LSM imaging, the resonances are still present, although shifted slightly lower in frequency due to the increased kinetic inductance, with reduced quality factors because of the presence of thermal quasiparticles. 
IV. LSM IMAGING OF MODE STRUCTURE
Low-temperature Laser Scanning Microscopy (LSM) has been used previously to image a wide variety of superconducting structures under rf excitation [43, 44] . The various modes of LSM operation have been described in detail in Refs. [45, 46] . The basic principle of operation of the LSM is based on the local deposition of laser energy onto a superconducting sample followed by the measurement of some global response of the sample, for example S 21 , to the perturbation at that particular location. By raster scanning the laser probe over the surface of the sample while modulating the beam intensity, an image of the photoresponse P R(x, y, f ) can be produced using a lock-in technique by correlating the output signal with the location of the laser spot.
For the metamaterial imaging reported here, the chip was mounted inside a vacuum volume of a cryostat with optical access and the temperature of the chip was measured to be about 5 K during the imaging. The laser probe was produced by a diode laser with wavelength 640 nm that was focused to a spot of about 12 µm diameter with a power of ∼ 10 µW at the sample, resulting in an increase of local temperature at this location. The laser intensity was modulated at 100 kHz while the laser-induced modulation of the microwave transmission |∆S 21 (f )| was measured with cryogenic coaxial cables carrying microwave signals to and from the sample. The output signal was amplified by 60 dB, rectified with a crystal diode, then lock-in detected at the modulation frequency to generate the photoresponse signal. The maximum frequency accessible on our LSM is 20 GHz, similar to the measurement electronics for the experiments on our ADR. In Fig. 5(d) , the density plot of P R(x, y 0 , f ), where y 0 indicates the location of the linescan, again shows the sharp features at the resonant frequencies, but also exhibits fine structure along the scan direction. Thus, it is clear that the LSM imaging of the device can be used to investigate resonances in the metamaterial and their corresponding standing-wave patterns.
We then performed 2D scans of P R(x, y, f ) while exciting one of the metamaterial modes. In Fig. 6 (b) we present such a 2D scan for the n = 40 mode at 3.34 GHz, which is the next-to-lowest resonant frequency in the device. The LSM image exhibits a clear standing wave pattern with two antinodes along the length of the transmission line. We have performed numerical electromagnetic simulations of our metamaterial layout using Sonnet, as will be described in detail in Sec. VI. in the metamaterial, also excited on the n = 40 mode.
With the application of LSM imaging to superconducting structures, the interaction of the laser spot with the superconductor can produce a bolometric response, with both inductive and resistive components, due to local heating of the superconductor by the locally absorbed laser power. In addition, there can be a non-thermal response due to the generation of nonequilibrium quasiparticles in the superconductor from the deposited pair-breaking laser energy. All three types of photoresponse signals are proportional to the square of the local microwave current density in the superconductor, J M W (x, y) [47] . In our LSM imaging experiments on the LHTLs, we observe a significant photoresponse in regions where we expect large microwave currents, in particular, in the vicinity of the inductors near the current antinodes in the standing wave patterns. The frequency dependence of the photoresponse on our LHTLs ] is most consistent with the nonthermal LSM response mechanism [44] . However, we observe an even larger photoresponse in regions where we expect large microwave voltages, around the capacitors near the standing-wave antinodes for the charge density. This appears to be caused by an enhancement in the loss in the capacitors due to photo-induced carriers in the Si substrate in between the fingers of the interdigitated capacitors. This mechanism results in the largest pho-toresponse in regions with large microwave electric fields. We are not aware of prior LSM imaging experiments of superconducting interdigitated capacitors on Si. Thus, the nature of our sample layout and substrate material provide us with a photoresponse image of both the microwave current and charge density distributions in our LHTLs.
In the LSM image of Fig. 6 (b) for the capacitors in the LHTL near an antinode, we observe that the photoresponse is highest at the edges of the capacitor where the inductors are connected. This effect can be attributed to the enhanced reflectivity of the laser signal from the regions covered with Nb compared with the bare Si regions beyond the capacitor edge. When the laser spot straddles the edge of the capacitor and the bare Si beyond, the excess absorbed energy in the Si enhances the photoresponse signal.
We have repeated the LSM imaging for all of the modes in our LHTL below 20 GHz. We present an array of many of these in Fig. 7 . The various features in these images will be discussed in the next section.
V. ANALYSIS OF LSM IMAGES
From the LSM images of the metamaterial resonator ( Fig. 7) , we observe a stepwise change in the number of antinodes in the standing-wave profile between neighboring modes. To understand these images, we will analyze them separately for low and high mode numbers. For the higher frequency modes, n ≤ 21, it is clear that the wavenumber is decreasing with increasing frequency, consistent with the left-handed dispersion relation from Eq. (2). However, for the lower frequency modes, from n = 41 to 21, the images show a standing-wave pattern with an increasing number of antinodes for increasing mode frequency, a typical behavior of right-handed media. A plot of the mode frequency vs. the number of antinodes is shown in Fig. 8 . For a given number of antinodes we see two standing-wave profiles with different frequencies, one at the low-frequency part of the band, and one at high frequency. These partner modes can be observed at least up to almost 20 GHz. We can understand this behavior as an undersampling effect due to both the discrete lumped-element nature of our metamaterial transmission line and due to the LSM measurement itself. To demonstrate this, we consider a simplified model of an ideal 10-cell metamaterial resonator with no stray reactances, sketched in Fig. 9(a) . For now, we focus on the microwave currents in the inductors, but the same analysis also applies to the voltage across the capacitors. Our open-ended boundary conditions imply current standing-wave patterns of the form sin (k n x), with k n = nπ/L. However, the LSM photoresponse is proportional to the square of the local current density, so in Fig. 9 (b, c) we plot the square of this continuous waveform. The figure contains the continuous waveforms for a low-frequency mode and its partner high-frequency mode N − p and p, which are clearly different. However, the current-square values at the unit cell locations, indicated by red dots in the figure, appear the same. This undersampling effect is consistent with the LSM images and the plot of ω n vs. the number of antinodes in Fig. 8 if we extend the example circuit in Fig. 9 to 42 cells. Besides a comparison with the LSM images, we can also use this approach to understand more details about the nature of the mode patterns in the metamaterial resonators. If we again consider the ideal 10-unit cell device, but plot the local current vs. position rather than the square of the current, we can again compare the continuous waveform for the standing-wave current along with the corresponding discrete values at each of the unit cells ( Fig. 10 ). This analysis indicates that the lowfrequency modes, with mode number n > N/2, should have currents that alternate in sign between adjacent unit cells. As the LSM is only sensitive to the square of the local current density, we are unable to resolve these relative phases.
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(I/I max This undersampling effect is also the origin for a beating pattern that is particularly prominent for modes near N/2. Figure 11 (a) shows the LSM image for mode n = 23, which exhibits such a beating pattern, along with a linecut t of the square root of the photoresponse along the center of the image in Fig. 11(b) . Appendix E details the calculation of current and voltage values at the circuit nodes for an ideal LHTL resonator. Although non-ideal lumped element effects may be important, especially at short wavelengths, for now we assume that the currents and voltages are constant within each unit cell. The calculated voltage across the capacitors from Eq (E3), shown in Fig. 11 (c), displays reasonable agreement with the measurement.
VI. NUMERICAL SIMULATIONS OF METAMATERIALS
We have simulated the microwave properties of our metamaterial structures using the Sonnet electromagnetic field solver [41] . We computed the S 21 transmission spectrum, as well as the current density and charge density distributions, near the metamaterial resonance frequencies. In Fig. 12 (a) we compare the simulated |S 21 (f )| from Sonnet with our measured spectrum that was presented earlier in larly at the lowest frequency modes. Both the Sonnet and experimental spectra exhibit the highest density of modes around 6 GHz, in contrast to the prediction from Eq. (2) that the mode density should be highest just above ω IR where the band for the ideal circuit is flat. We also observe good agreement between the resonance frequencies from the simulated spectrum, theoretical dispersion relation from Eq. (2), and the experimentally measured values from both the ADR and LSM over much of the frequency range of our measurements (Fig. 13 ). However, there are discrepancies between these various methods for the modes near the low-frequency end of the spectrum. Modes just above ω IR correspond to the highest wavenumber and thus the fastest spatial oscillations, where the wavelength is approaching twice the unit cell size. Thus, deviations from ideal lumped-element behavior will be most prominent in this regime. One such deviation arises from our choice of layout. Due to the constraints of our microwave chip holder, we chose a metamaterial design with staggered inductors, where inductors on the odd-numbered unit cells terminate on one side of the ground plane, while those on the even-numbered cells connect to the other side. This permitted us to fit more unit cells along the length of our metamaterial resonator without having the inductors of neighboring cells interfering with each other. However, this arrangement for the inductors allows for the possibility of non-lumped element behavior impacting the frequencies of the high wavenumber modes. To explore this further, we have implemented a metamaterial layout in Sonnet with the same L L and C L values as in our other devices, but with all of the inductors on one side of the transmission line. This requires that the simulated structure is 10% longer than our measured metamaterial resonators. From the simulations of the metamaterial with non-staggered inductors, we observe that the mode frequencies are consistent with the prediction from Eq. (2), even up to the highest wavenumber mode (Fig. 13 ). Further details of the inductor staggering characterization are discussed in detail in Appendix G.
Besides the frequency shifts arising from the staggered inductors, another factor that impacts the frequencies of the high wavenumber modes is the quality of the microwave grounding of the chip. This is evident in Fig. 13 , where the mode frequencies high −n of the resonances measured on the LSM, where it was especially challenging to maintain a good microwave ground across the chip while permitting the LSM imaging process, are even further shifted from the dispersion relation of Eq. (2) compared to the ADR measurements and the Sonnet values. We have simulated the effects of degraded ground connections for the metamaterial using Sonnet and observed that this indeed results in downward shifts of the resonance frequencies for the modes with the highest wavenumber. Appendix F contains a more detailed discussion of the effects of ground quality on the mode spectrum.
In addition to studying the effects of different inductor layouts and imperfect grounding, we can also use Sonnet to explore the spectrum of our metamaterial resonators for frequencies beyond the range of our experimental hard- ware. In Fig. 12(b) , we extend the Sonnet simulation of our metamaterial up to 46 GHz, where it is clear the mode spacing continues to increase and the linewidths become progressively larger. In addition, beyond the n = 0 mode, we observe a gap of roughly 4 GHz in the simulated spectrum. This is consistent with the theoretical prediction from Eq. (2) for a metamaterial with different self-resonance frequencies for the inductor and capacitor elements [20] . We have run separate simulations in Sonnet of an individual inductor and capacitor from our metamaterial design and obtained self-resonance frequencies of ∼ 50 GHz for the capacitor and ∼ 60 GHz for the inductor, close to the location of the gap in the simulated LHTL resonator spectrum of 40-44 GHz. The simulation of individual capacitors and inductors may not capture the actual grounding environment or loading effects that arise when the elements are built into a metamaterial, thus leading to differences in the simulated self-resonance frequencies. Nonetheless, the simulations give qualitative agreement between the capacitor and inductor self-resonances and the gap in the metamaterial spectrum. If we take the self-resonance frequencies from the gap frequencies, they correspond to stray reactances of L R = 59.5 pH and C R = 21.8 fF. For the Sonnet simulations of the alternate metamaterial layout with non-staggered inductors discussed earlier, we observe in Fig. 13 that the high-frequency, low−n modes are shifted to somewhat lower frequencies than those of the layout for our measured device, consistent with a reduction in the inductor self-resonance frequency due to the different geometry.
We note that the simulation of the transmission spectra for our metamaterial design is rather time consuming. We use a mesh size of 1 µm to capture the smallest feature size in our layout for the interdigitated capacitors and meander-line inductors. These relatively small fea-ture sizes, combined with the large spatial extent of our metamaterial resonator, pose a significant challenge for a numerical field solver. Using a small-scale computing cluster with 10 slave machines, each with 16 cores and 64 GB of memory, a simulation of a complete spectrum, as in Fig. 12 , takes approximately 3.5 weeks. However, once the spectrum computation is completed, we are able to run simulations of the current density and charge density distributions at particular frequencies, with scans at all 42 modes requiring about 2 days to complete. We present examples of such distributions in other sections of the manuscript, including Sec. IV and Appendix E.
VII. COUPLING AND INTERNAL LOSSES
The quality factor of the metamaterial resonances can be determined by standard fits to the trajectory of S 21 (f ) in the complex plane, in the same way as with a resonator formed from either a conventional transmission line or lumped elements [48, 49] . For a dip-style reflection measurement of a resonator coupled to a feedline where the baseline level self-calibrates full transmission, the fitting process allows for a simultaneous extraction of both internal losses Q −1 i and losses due to coupling to dissipation in external circuitry Q −1 c . However, for peak-style transmission resonances, as with the metamaterial measurements presented here, one requires a separate baseline calibration in order to separate the values of Q i and Q c from the fit. Such baseline measurements inevitably introduce an extra source of variation since they must be performed on a separate cooldown with a different device that may have slight differences in the bonding and packaging.
Following a separate baseline measurement on our ADR, we obtain the normalized spectrum for our metamaterial resonator in Fig. 4 . We then fit each resonance and extract Q c and Q i , allowing us to plot the internal and external losses as a function of mode number n in Fig. 14. It is clear that most of the modes are strongly overcoupled, with Q −1 c Q −1 i , consistent with the majority of the resonance peaks in the spectrum of Fig. 4 reaching close to full transmission. The error bars are determined by an estimate of the uncertainty in the baseline transmission level from variations in |S 21 | for cooldowns of multiple non-metamaterial devices exhibiting broadband full transmission with the same wiring as on our metamaterial measurements. We take this variation to be ±2 dB, taking care to ensure that the normalized |S 21 | never exceeds unity.
From Fig. 14, the Q −1 i values for most of the modes are of the order of 10 −5 , consistent with dielectric loss in the interdigitated capacitors that make up the metamaterial [50, 51] . However, a few of the lowest frequency, highest n modes have an order of magnitude higher internal loss, which may be related to the short wavelengths for these modes or non-lumped element effects due to the staggering of the inductors for this particular metamaterial layout.
The although the highest n mode deviates from this trend, perhaps for the same reasons as the Q −1 i behavior of the high-n modes described above. For a conventional, distributed transmission-line resonator, formed from perhaps a coplanar waveguide, the mode-number dependence of the coupling loss is quite different: Q −1 c ∝ n [52] . In Appendix D, we derive expressions for Q c for resonators formed from discrete lumped-element transmission lines, with both right-handed (which we have not seen treated previously in the literature) and left-handed dispersion relations. For the simplest case of an ideal LHTL resonator, we obtain
In Fig. 15 , we plot Q −1 c (n) from Eq. (4), along with values from a numerical simulation of an ideal lumped- 4) for lower values of n, but begin to deviate significantly for higher n modes starting around n ∼ 30. From fits to extract Q c from the resonances in our Sonnet simulations, the Q −1 c values for the nonstaggered inductor configuration follow the dependence of Eq. (4) rather closely. However, the values from the Sonnet simulations of the same staggered-inductor layout as with our experimental device also follow the trend of excess coupling loss for the highest n modes. This effect is likely a consequence of the short wavelengths for these high-n modes, which are strongly influenced by the layout of the inductors, as well as the integrity of the ground plane across the chip (Appendix F).
VIII. CONCLUSIONS
In conclusion, we demonstrate superconducting thinfilm metamaterial resonators that produce dense mode spectra with left-handed dispersion in a frequency range that is compatible with cQED architectures. We perform LSM imaging of the microwave field distributions on one of these devices and compare this with both analytical modeling of the circuit as well as numerical simulations that allow us to predict the spectrum of new metamaterial designs. While our current minimum mode spacing is 147 MHz, this could be reduced by increasing the number of unit cells N or by intentionally reducing the self-resonance of the capacitive or inductive elements, perhaps by using a high kinetic inductance film for the capacitor fingers or by designing intentional capacitive shunts on the inductors. Metamaterial resonators with substantial nonlinearity and frequency tunability could also be developed by incorporating Josephson elements in place of the linear inductors in our present design.
Our circuit layout allows for straightforward extensions to future devices incorporating superconducting qubits that couple to the metamaterial resonances. This would potentially open up a new regime for analog quantum simulation with the spectrum of photonic modes tailored by the circuit parameters making up the metamaterial. In addition to superconducting qubits, our metamaterial design is also compatible with coupling to nanomechanical devices [53] , quantum dot qubits [54, 55] , or even qubits based on hyperfine transitions in trapped ions or Rydberg atoms in hybrid superconducting/atomic systems [56] .
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By defining the admittance Y = iωC R + 1/iωL L and impedance Z = iωL R + 1/iωC L , we can reduce these to two expressions
Assuming a plane wave solution for propagation through the transmission line, the voltage and current for cell m can be written as
where ∆x is the unit cell length, and V + 0 (V − 0 ) and I + 0 (I − 0 ) are the amplitudes of the forward (reverse) propagating voltage and current, respectively. Combining Eqs. (A7)-(A8) with Eqs. (A5)-(A6), we obtain This relationship between k∆x and ZY leads to the dispersion relation for the transmission line
matching Eq. (2) in the main text. For the case of a purely right-handed line (i.e., 1/C L =0 and 1/L L =0), using standard trigonometric relationships combined with Eq. (A10), inverting Eq. (A11) yields the dispersion relation for a right-handed line:
On the other hand, if the line is purely left-handed (i.e., L R =0, C R =0), the admittance becomes 1/iωL L and the impedance becomes 1/iωC L . Again, inverting Eq. (A11) with these conditions leads to the left-handed dispersion relation for an ideal LHTL
(A13)
Appendix B: Impedance of general terminated discrete transmission line
In order to treat a resonator formed from a discrete transmission line, we need to continue our analysis from Appendix A to derive the impedance for a discrete transmission line with a general terminating load. Before treating the addition of the termination, we revisit Eqs. (A7) and (A8) and substitute into Eqs. (A1)-(A4) to obtain
Following these expressions, we define the characteristic impedance of the line to be Z 0 = Z/2i sin (k∆x/2) and we can express the current in cell m in terms of Z 0 :
Next, we consider a finite length discrete transmission line with N unit cells and the last cell on the right being terminated by a load impedance Z l , which forms an extra cell. To simplify the calculation, we choose the cell of the terminating load to be m = 0. Introducing the reflection coefficient Γ = V − 0 /V + 0 , the voltage and current at cell m can then be expressed in terms of Γ as
The impedance at m = 0 can be found as
At cell m = 0, we require that Z m = Z l . Thus, we have
which, it is important to note, is not equal to one if Z l → ∞, in contrast to a continuous transmission line.
With the reflection coefficient calculated, we can then calculate the impedance seen from the opposite end of the transmission line. Applying the convention of increasing cell number from left to right and our choice of m = 0 for the terminating cell on the right end of the line, the first cell on the left is m = −N . Thus, based on Eqs. (B4)-(B5), we can write the voltage and current for the input cell at the left end as v −N =V + 0 e ikN ∆x + ΓV + 0 e −ikN ∆x (B8)
leading to the following expression for the impedance at the input cell
This is a general result for a lossless discrete transmission line. For example, it is straightforward to compute the input impedance for a loaded LHTL for a given mode number by applying the appropriate dispersion relation from Appendix A to Eq. (B10).
Appendix C: Derivation of S21(ω) for general discrete transmission line resonator
In order to derive a general expression for S 21 (ω) through a discrete transmission line resonator, we take the terminating load to be determined by the output coupling capacitor C c and a resistive load R 0 such that the impedance of the terminating cell at m = 0 is Z l = R 0 + 1/iωC c . We then add an input drive with . 17 . Circuit diagram for a S21 measurement setup for an N -cell metamaterial transmission line resonator. We assume symmetric coupling so that the source impedance at the input end Zs and the load impedance at the terminated end Z l are equal. The total impedance of the LHTL resonator looking from the left end is Z−N given by Eq. (B10) and is marked in red dashed box.
source impedance R 0 and input coupling capacitance C c , such that Z s = Z l (Fig. 17) . For simplicity and to match our experimental configuration, we assume symmetric coupling. However, our analysis could easily be extended to the case of asymmetric coupling. For a source voltage V g and voltage V 2 across the output load R 0 , the transmission S 21 is given by 2V 2 /V g . Initially we consider the voltage at the first cell of the transmission line v −N and express this in
Next we consider the voltage across Z l at the output end, which is (Z l /R 0 )V 2 . This voltage should correspond to V + 0 (1 + Γ) and V + 0 can be obtained from Eq.(B8). Thus, V 2 is given by
Finally, S 21 can then be written as
S 21 can then be computed from Eq. (C3) by substituting Eq. (B10) for Z −N and Eq. (B7) for Γ. Note that the frequency dependence of S 21 is determined by the dispersion relation k(ω) that one chooses. In Fig. 18 , we plot S 21 (ω) computed from Eq. (C3) for the n = 23 mode of a LHRH resonator with the parameters given in the caption. A numerical simulation of a circuit with these same parameters in AWR Microwave Office yields quite good agreement.
Appendix D: Coupling quality factor for discrete transmission line resonators
We can use the expressions derived in the previous Appendices to investigate the coupling loss for a discrete transmission line resonator. For a resonator formed from a continuous transmission line with characteristic impedance Z 0 equal to the load impedance, when ω n C c Z 0 1, the coupling loss is given by [57] 1
where we have made use of the fact that such a transmission line will have a linear dispersion, resulting in harmonic resonances ω n = nω 0 . In contrast, we have used AWR Microwave Office to simulate a discrete transmission line resonator and extracted Q c for all of the resonance modes. As plotted in Fig. 19 , there are dramatic differences in the variation of 1/Q c with n for all but the lowest n modes. One approach to extract Q c for each mode of a discrete transmission line resonator is to use Eq. (C3) for S 21 (ω) and fit Lorentzians to each resonance peak to determine the linewidth. Alternatively, it would be useful to derive a closed-form expression for Q c for more efficient evaluation of circuits. This can be done by considering the equivalent LC resonant circuit for each mode of a discrete transmission line resonator then mapping this onto the expression for Q c for the simple LC circuit. We do this below -first for an RHTL resonator, then for a resonator based on an LHTL.
For a basic LC circuit with symmetric input and output coupling capacitors C c to load and source resistors R 0 and resonance frequency ω LC 0 , when ω LC 0 C c R 0 1, then Q c is given by [50, 52] 
whereC is the capacitance of the LC circuit. For a discrete RHTL or LHTL resonator, if we replace ω LC with ω n for mode n and determineC corresponding to mode n, we can then use this expression to compute Q c . For an ideal RHTL, we first compute the total electric field energy stored in the RHTL resonator
When C c is small, we can take the limit Z L = (1/iω n C c + R 0 ) → ∞, so that Γ → e −ik∆x , then using Eqs. (B4) and (B7), the voltage at each unit cell m is
Next, we substitute Eq. (D4) into Eq. (D3) and equate the result to the total electric field energy stored in the equivalent LC circuit for a voltage V in across the capacitor
In order to relate V + 0 with V in , we recognize that the voltage at the input cell m = −N must be V in . Then, using Eqs. (B7)-(B8), we can write
Thus, we extract the appropriateC for mode n of an RHTL resonator, which we labelC RHT L
Combining this result with Eq. (D1) and the RHTL dispersion relation from Eq. (A12), we obtain
In Fig. 20 we use the analytic expression for Q RHT L c from Eq. (D8) with the 1/Q c values vs. n for an RHTL resonator from the AWR Microwave Office circuit simulation presented earlier in Fig. 19 , as well as linewidth fits extracted from the resonance peaks using Eq. (C3) for S 21 (ω). There is excellent agreement between all three approaches. For completeness, the inductance of the LC oscillator corresponding to mode n of an RHTL resonator is determined by 1/ LC = ω n , leading tõ
(D9)
We apply a similar approach to compute the coupling loss for an LHTL resonator, but with Eq. (A13) for the appropriate dispersion relation, resulting in
In order to computeC LHT L , we recognize that all of the capacitors C L are in series in the LHTL, while the cell voltage v m is defined relative to ground. Thus, the voltage across the capacitor in cell m is v m−1 -v m and the electric field energy stored in the LHTL resonator is using Eq. (D4) for v m . Thus, the effective capacitance of the equivalent LC circuit for an LHTL resonator is
Substituting this result forC LHT L in Eq. (D10) leads to
which, when inverted, reduces to Eq. (4) for Z 0 = R 0 . As with the RHTL resonator analysis, we use Eq. (D13) to compare the coupling loss for an LHTL resonator computed with this analytic expression with that obtained from an AWR Microwave Office circuit simulation and linewidth fits extracted from the full expression for S 21 (ω) from Eq. (C3). Again, the agreement between the three approaches is quite good. Also for completeness, the inductance of the equivalent LC oscillator for mode n of an LHTL resonator can be found as before to bẽ
Our analysis thus far in this Appendix has assumed ideal RHTL or LHTL resonators with no stray reactance. For a realistic circuit that does include such parasitic effects, these stray reactances can indeed be accounted for, but the expressions become rather unwieldy. To test the effects of neglecting the stray reactances in this analysis, in Fig. 22 we compare the coupling loss vs. n for an ideal LHTL resonator computed from Eq. (D13) with coupling loss values obtained from the complete circuit agrees reasonably well with the realistic LHRH resonator for mode numbers beyond ∼ 10. Only the lowest n (highest frequency) modes have any significant deviation. Thus, the simple analytic expression from Eq. (D13) can be used for estimating coupling losses for LHTL resonators for all but the highest frequency modes, where a numerical extraction of linewidths using Eq. (C3) should be used instead.
Appendix E: Spatial variations in charge and current distributions in LHTL resonators
As discussed in Sec. IV, when we image our metamaterial resonator while exciting the various modes, we observe both the microwave current and charge density distributions and these are consistent with Sonnet simulations (Fig. 6) . In contrast to standing waves on a continuous transmission line resonator, where the antinodes in the current will always match the nodes in the voltage and vice versa, for our images of the n = 40 mode for our metamaterial resonator, we observe the current density and charge density distributions to be spatially in phase. In this Appendix, we show that this behavior is expected for a discrete transmission line resonator when exciting a high-n mode; while for a low-n mode, the two distributions are spatially out of phase, as with a conventional continuous resonator. We begin by revisiting the treat- 
As discussed in Appendix D, the voltage across each capacitor of the LHTL is: v C L m = v m−1 − v m and the current flowing through each inductor is i L L m = i m−1 − i m . Thus, on resonance for mode n, the voltage across the capacitor and current through the inductor for cell m are
In order to compare with our Sonnet simulations of the charge density, which is related to the voltage across the capacitors, and the current density, dominated by the current through the inductors, we take the magnitude of Eqs. (E3)-(E4). If we start by examining the low-n limit, for mode n = 1, we obtain
From Eqs. (E5) and (E6), it is clear that the voltage and current standing wave patterns are spatially out of phase, as one would expect for a continuous transmission line resonator. However, if we examine the large-n limit, for mode n = N − 1, we obtain
thus, the voltage and current standing wave patterns are now in phase spatially. This behavior is also reflected in our Sonnet simulations. In Fig. 23 , we compare the standing wave patterns for mode n = 3 and 39, computed from the magnitude of Eqs. (E3)-(E4) with the corresponding Sonnet simulations of the charge density and current density. In addition to the Sonnet simulations and Eqs. (E7)-(E8), we can also observe this behavior in the relative positions of the standing-wave antinodes in the LSM images, as mentioned earlier for Fig. 6 . In Fig 24, we present high-resolution LSM images using a smaller laser spot size (5 µm) of the middle 11 cells of the metamaterial resonator for modes n = 40 and 9. For each image, we include plots of linecuts across the inductors at the top and bottom as well as the center of the capacitors. 
this high-frequency excitation, the antinodes and nodes no longer line up between the capacitor and inductor linescans.
We can follow a similar analysis for a discrete RHTL resonator. Again, starting from Eqs. (E1)-(E2), we can derive similar expressions for mode n for the current through the inductor m, i L R m (n), and voltage across the capacitor m, v C R m (n). For the n = 1 mode, we obtain
Thus, the voltage antinodes will line up with the current nodes and vice versa, as one would observe with a continuous transmission line resonator. Next, we can examine the opposite limit, where for n = N − 1, we have
As with the LHTL resonator for high n, the voltage and current standing-wave patterns are spatially in phase. Of course, for the RHTL resonator, this occurs for the highest frequency modes, while for the LHTL resonator, it is the lowest frequency modes. 
Appendix F: Effects of imperfect grounding
In our experimental setup for measuring S 21 (f ), the Nb ground plane of the chip was connected to the copper ground plane of our sample holder through a series of short aluminum wire bonds around the perimeter of the chip. In addition, there were multiple jumper wirebonds across the LHTL and the CPW segments on either end to ensure that the different sections of ground plane were as close to a uniform equipotential as possible. However, as is well known with superconducting thin-film microwave circuits [58] , the non-zero self inductance of the wirebonds can lead to imperfect grounding over the entire area of the device. Here, we attempt to simulate the effects of such imperfect grounding conditions using Sonnet to study how this affects the spectrum and coupling quality factor of the metamaterial resonances.
The typical grounding setup in Sonnet involves defining a grounding box and attaching the metal layer boundaries of the device to the sides of the grounding box. The grounding box and the device are normally both rectangular to fit together exactly so that the simulated metal layer is perfectly grounded. In addition to the ideal grounding scenario described above, which we refer to as "grounded", we consider three other levels of ground connection quality where we extend the ground box so that it has a 200 − µm gap around the perimeter of the chip. We then add different numbers (12, 3, and 0) of 6 × 200 µm metal strips to join the edges of the chip to the ground box. We note that these simulated connec-tions are smaller than our actual wirebonds, which have a diameter of 32 µm and a typical length of ∼ 500 µm in order to enhance the effects of reduced ground connection quality.
In Fig. 25 , we plot the results of these Sonnet simulations of a 42-cell LHTL resonator for the various grounding configurations where we compare the frequency of the resulting modes as well as the coupling loss for each mode from n = 24 − 41. We observe that the mode frequencies are only influenced significantly for the highest ∼ 5 mode numbers (and hence lowest frequencies); while the coupling loss of only the highest ∼ 10 modes is impacted by the ground quality. We do not plot modes n < 24 (that is, higher frequency modes) here since there were no discernible differences for the different grounding configurations. Generally, for the highest n and lowest frequency modes, the worse the grounding quality, the lower the frequency of the mode and the higher the coupling loss. These simulations provide a qualitative explanation for most of the differences in our measured mode frequencies and coupling losses and the Sonnet simulations with ideal grounding and the calculated theoretical values based on the circuit parameters, as presented earlier. We note that in the case of the microwave transmission measured during the LSM imaging, the downward frequency shifts of the highest n and lowest frequency modes were even larger than in our ADR measurements. In order to allow the LSM laser spot to access all of the portions of the metamaterial, no jumper wirebonds were used across the metamaterial or CPW segments, which likely degraded the ground integrity. The reduced mode frequencies are consistent with the Sonnet simulations performed here. Appendix G: Effects of staggered inductor layout
As described in Sec. III, we chose to use a staggered layout for the inductors in our metamaterial resonators, as shown in the device images of Fig. 3 . In this Appendix, we use Sonnet simulations to examine the effects of the inductor layout configuration on the resonator spectrum. We compare the simulated spectrum for our measured device with that for a similar metamaterial resonator, but with a non-staggered layout with all of the inductors on one side of the metamaterial. For this non-staggered layout, we maintained the same capacitor parameters for the finger width, length, spacing, and number of pairs; the meander-line inductor linewidth and number of turns were also matched to our original layout. However, in order to avoid adjacent inductors from overlapping, the interdigitated capacitor spines were widened so that the unit cell size increased by 6 µm. Thus, the total length of the non-staggered metamaterial resonator must increase by 252 µm beyond that of our measured device.
In Fig. 26 we compare the simulated S 21 (f ) spectra for the original staggered and non-staggered inductor configurations. Although both spectra follow the overall pattern expected for an LHRH resonator, as presented earlier, there are clear differences between the spectra for the two inductor layouts. In the case of the non-staggered inductor configuration, the infrared cut-off frequency is about 2 GHz higher than that for the staggered inductor layout used in our experiments. In addition, the modes just above ω IR /2π have the highest density, as expected from the theoretical treatment of the LHTL and LHRH resonator spectra from Sec. II. This is in contrast to the staggered inductor spectrum, where the modes reach their highest density for a frequency about 2 GHz above ω IR /2π. This discrepancy between the spectra for the two inductor configurations can also be seen in Fig. 13 , where the mode frequencies of the non-staggered inductor configuration follow the theoretical dispersion relation closely, while the lowest frequency and highest n modes of the staggered inductor configuration fall below the theoretical curve. Based on the Sonnet simulations, we conclude that the distribution of the currents through the staggered inductors for the shortest wavelength modes cause deviations from ideal lumped-element behavior, leading to reduced resonance frequencies.
Besides the differences near the infrared cutoff, the spectra for the two inductor configurations also deviate at high frequencies. The gap beyond mode n = 1 occurs about 12 GHz lower in frequency for the non-staggered inductor configuration compared to the staggered layout. Thus, although the simulations of the non-staggered configuration lead to closer agreement with the theoretical dispersion relation for medium-and high-n modes, the arrangement with all of the inductors on one side of the metamaterial leads to excess stray reactances L R and C R , resulting in the decreased gap at high frequency.
In addition to differences in the mode frequencies, we can also use the Sonnet simulations to study the effect of the inductor configuration on the coupling loss. As shown in Fig. 15 where we plot 1/Q c vs. n for the experimental measurements, AWR circuit simulations of an ideal LHTL resonator, and Sonnet simulations for both inductor configurations, the Sonnet simulation for non-staggered inductors is reasonably close to the theoretical dependence derived in Appendix D. In contrast, the staggered inductor simulation from Sonnet shows excess coupling loss for modes beyond n ∼ 30, consistent with our experimentally measured values. Again, this is consistent with deviations from ideal lumped-element behavior for the short wavelength, high-n modes, which impact the coupling loss dynamics as well as the mode frequencies.
