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Anna Beliakova Krzysztof K. Putyra Stephan M. Wehrli
Abstract
Motivated by topology, we develop a general theory of traces and shadows for
an endobicategory, which is a pair: bicategory C and endobifunctor Σ: C C.
For a graded linear bicategory and a fixed invertible parameter q, we quantize this
theory by using the endofunctor Σq such that Σqα := q
− degαΣα for any 2-morphism
α and coincides with Σ otherwise.
Applying the quantized trace to the bicategory of Chen–Khovanov bimodules
we get a new triply graded link homology theory called quantum annular link ho-
mology. If q = 1 we reproduce Asaeda–Przytycki–Sikora (APS) homology for links
in a thickened annulus. We prove that our homology carries an action of Uq(sl2),
which intertwines the action of cobordisms. In particular, the quantum annular
homology of an n–cable admits an action of the braid group, which commutes with
the quantum group action and factors through the Jones skein relation. This pro-
duces a nontrivial invariant for surfaces knotted in four dimensions. Moreover,
a direct computation for torus links shows that the rank of quantum annular ho-
mology groups does depend on the quantum parameter q.
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1 Introduction
Background and Overview
Trace are an important source of topological invariants. Given a category C, a trace
is a collection of functions tx defined on the endomorphism spaces C(x, x), indexed by
objects x ∈ C, such that for any pair of composable morphisms x g y f x in C
the relation
tx(g ◦ f) = ty(f ◦ g)
holds. When C is the category of vector spaces, then the above relation determines
the trace uniquely (up to a scalar) as the sum of the diagonal entries of a matrix repre-
senting the endomorphism. The well-known Reshetikhin-Turaev package of link invari-
ants is obtained by applying traces to linear endomorphisms associated with tangles. In
this context, the cyclicity relation is interpreted topologically as passing to the annular
closure of a tangle.
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Every category admits the universal trace, defined as
Tr(C) :=
∐
x∈Ob(C)
C(x, x)
/
g ◦ f ∼ f ◦ g (1.1)
where f and g run through all pairs of composable morphisms. Any trace on C factorizes
through Tr(C). If C is an additive category, then it receives the Chern character map
from the Grothendieck group K0(C), and hence can be considered as an alternative
decategorification functor [BGHL14, BHLZ14]. Another important feature of the trace
is its functoriality.
Let us consider the category Tan of tangles, objects of which are points on the x-axis
in R2 and morphisms are tangles in R2 × I. Any functor F : Tan A induces a map
Tr(F ) : Tr(Tan) Tr(A),
which is a universal annular link invariant associated with A. In the Reshetikhin–Turaev
case, A is a category of representations of a quantum group.
For quantum sl2 the Reshetikhin–Turaev construction was categorified by Chen and
Khovanov in [CK14]. For this purpose Tan was extended to a bicategory Tan with
2–morphisms given by tangle cobordisms. Chen and Khovanov defined a projective bi-
functor
F˜CK : Tan Com
b
/h
(gBirep)
valued in the homotopy category of graded sweet bimodules1 Birep. Here, ‘projective’
means that the bifunctor is defined on 2–morphisms only up to a sign.
In this paper, we develop a theory of traces in endobicategories and apply it to the
Chen–Khovanov construction to obtain a new triply graded quantum annular link homol-
ogy theory. The sign issue will be resolved in a second paper [BHPW18] by redefining our
and Chen–Khovanov’s constructions using gl2–foams. We will use it in [BHPW] to show
that all known definitions of the colored Khovanov homology coincide in the quantum
annular setting when the quantization parameter is not a root of unity.
Traces in Endobicategories
Let us first present our categorical results. There are two ways to define traces on a bi-
category: applying (1.1) to morphism categories results in the vertical trace, and a more
general horizontal trace was defined in [BHLZ14]. Let us visualize this construction for
the bicategory Cob, the objects of which are points on a line, 1–morphisms are flat tan-
gles in R × I, and 2–morphisms are cobordisms in (R × I) × I. The horizontal trace of
a cobordism between two different (2, 2)–tangles is shown in Figure 1, where 1–morphisms
are depicted horizontally. Roughly speaking, the horizontal trace is obtained by imposing
the cyclicity relation on the horizontal composition of 1–morphisms in a way compatible
with 2-morphisms (see Section 3 for more details).
An analogue of a trace function for a bicategory is called shadow, and was defined
by Ponto and Shulman [PS13]. In this paper, inspired by topology, we further gener-
alize the notions of the universal trace of a category, as well as vertical and horizontal
traces of a bicategory. Recall that a surface bundle M over a circle with monodromy
1 Following [Kh02] we say that a bimodule is sweet if it is finitely generated and projective when
considered as a left and as a right module separately.
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Figure 1: A horizontal trace of a cobordism with corners.
φ is constructed from a thickened surface F × I by gluing F × {0} to F × {1} along
the diffeomorphism φ:
M := F × I
/
(p, 1) ∼ (φ(p), 0) . (1.2)
To mimic this construction on a more abstract level, we consider a pair: a category C
and an endofunctor Σ: C C. Then a Σ–twisted trace of C is defined as
Tr(C,Σ) :=
∐
x∈Ob(C)
C(x,Σx)
/
Σf ◦ g ∼ g ◦ f (1.3)
where f and g run through all pairs of composable morphisms Σx
g
y f x in C. This
construction is functorial with respect to (C,Σ) and universal. We recover the usual
trace of C when Σ is the identity functor.
Let Tan be the category of isotopy classes of tangles in R2 × I. The rotation of
the plane induces an endofunctor Σ on Tan, for which Tr(Tan,Σ) recovers links in the
thickened Mo¨bius band.
We observe that any natural transformation of the endofunctor on an endocategory
induces a new trace function. For example, fixing a framed (1, 1)–tangle τ we can define
a natural transformation of the identity functor of Tan by sending a collection of n
points to the n–cabling τn, viewed as a morphism in Tan. It is a natural transformation
because of the equality τm ◦ T = T ◦ τn, which holds for any (m,n)–tangle T . The same
euqality also implies that the map sending an (n, n)–tangle T to the annular closure of the
composition T ◦ τn is well-defined trace function on Tan. In particular, one can compose
any (n, n)–tangle with a full twist before closing. Hence, traces on endocategories of
tangles encode information not only about a simple annular closure T̂ of any (n, n)-tangle
T , but also on all satellites of T̂ .
Triangulated categories are treated separately. They admit triangulated traces, which
are additive with respect to homomorphisms of distinguished triangles, see (2.14). We
show that twisted triangulated traces on the homotopy endocategory of bounded com-
plexes Comb/h(C) are Lefschetz traces, which are unique extensions of twisted traces
on C. In particular, there is an isomorphism between the universal triangulated trace
Tr△(Comb/h(C),Σ) and Tr(C,Σ).
Twisted traces admit a quantization when C is pregraded.2 For that fix an invertible
parameter q and consider the endofunctor Σq that coincides with Σ on objects, but
Σqf := q
−|f |Σf for a homogeneous morphism f of degree |f |. This results in the quantum
universal trace
Trq(C,Σ) := Tr(C,Σq) =
∐
x∈Ob(C)
C(x,Σx)
/
Σf ◦ g − q|f |g ◦ f .
2 A category is pregraded if its sets of morphisms are graded modules.
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Further, we recall and generalize of quantize traces that appear commonly in algebraic
and topological contexts, including the Hattori–Stallings trace, the Lefschetz number,
traces in pivotal categories, and various closures of tangles.
We also investigate the quantum analogue of the Hochschild–Mitchell homology for
endocategories and prove the quantum version of the K–theoretic equivalence, gener-
alizing that of Keller [Ke98]. Roughly speaking, it states that the homotopy class of
the chain map (between quantum Hochschild–Mitchell chain complexes) induced by a bi-
module M depends only on the image of M in the Grothendieck group, see Proposition
4.9. This very powerful tool is used later to find the quantum Hochschild homology of
Chen–Khovanov algebras.
To categorify the constructions described above, we define the notions of a Σ–twisted
preshadow and a Σ–twisted horizontal trace for a bicategory C and its endobifunctor
Σ, generalizing those introduced in [PS13] and [BHLZ14]. The pair (C,Σ) is called
an endobicategory. We prove that any twisted preshadow factors through the twisted
horizontal trace under the mild assumption that C has left duals. Hence, for bicategories
with duals the horizontal trace hTr(C,Σ) is a universal preshadow.
When C is pregraded, a deformation of Σ, defined by setting Σqf := q
−|f |Σf for any
homogeneous 2-morphism f of degree |f |, leads to a theory of quantum preshadows and
a quantum horizontal trace.
The horizontal trace can be viewed as a categorification of the trace of an endocategory
in the following sense. Let Π: nCat (n−1)Cat be the decategorification functor,
which forgets the n–morphisms and identifies isomorphic (n−1)–morphisms. Then there
is a natural bijection of sets Π(hTr(C,Σ)) ≈ Tr(ΠC,ΠΣ) for any small endobicategory
(C,Σ) with both left and right duals (see Section 3.5).
Applying the construction (1.3) to morphism categories in C results in the vertical
trace vTr(C,Σ). There is a functor from the vertical to the horizontal trace of an en-
dobicategory, which is full and faithful, but not necessarily surjective on objects. Quite
often a preshadow can be restricted to a collection of traces on morphisms sets of the ver-
tical trace, for instance the shadow computing coinvariants in bimodules restricts to
the Hattori–Stallings trace (see Section 3.8.2).
Of particular interest to us are preshadows on bicategories of complexes. We extend
every preshadow on (C,Σ) to a preshadow on Comb/h(C,Σ), which—by the analogy to
traces—we call the Lefschetz preshadow. These satisfy a higher analogue of additivity
with respect to distringuished triangles (see Proposition 3.17 for a precise statement).
Again we provide many examples of preshadows on endobicategories. Among them
are twisted spaces of coinvariants, quantum Hochschild homology, and component-wise
Hochschild homology of a complex of bimodules (which is an example of a Lefschetz
preshadow mentioned above). Furthermore, we compute explicitly twisted horizontal
traces of Tan(F ), the bicategory of oriented tangles in a thickened surface F and oriented
tangle cobordisms (see Appendix A.2 for a precise definition).
Theorem A. Let M be a surface bundle with fiber F and monodromy φ ∈ Diff (F ).
There is an equivalence of categories
hTr(Tan(F ), φ∗) ≃ Links(M) (1.4)
where φ∗(S) := (φ× id× id)(S) for a cobordism S ⊂ F × I × I.
HereLinks(M) stands for the category of oriented links inM and oriented link cobordisms
in M × I. In this paper we are interested in the case of when M is a solid torus,
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seen as a thickened annulus A × I or as a thickened Mo¨bius band M ×˜ I. We write
shortly Links(A) and Links(M) respectively for the categories of links. Both arise by
considering tangles in a thickened plane with φ being the identity map or rotation by 180
degrees. Elements of Links(A) are called annular links.
An analogous result holds for Cob, the bicategory of flat tangles embedded in a stripe
R × I, and for its famous quotient by local relations listed in Theorem 5.1, known as
the Bar-Natan bicategory BN. Since a real line admits only two diffeomorphisms up to
isotopy, the identification space in this case is either an annulus A or as a Mo¨bius band
M. Hence, the horizontal traces of BN with the corresponding endofunctors recover
the Bar-Natan categories BN(A) and BN(M). The identification BN(A) ∼= hTr(BN)
is also proven in [QR15].
Notice that 2-morphisms in Tan(F ) are graded by the Euler characteristic, so that
Links(M) can be quantized. Namely, we get the category
Linksq(M) := hTrq(kTan(F ), φ∗)
where k is a fixed ring containing the value q, and kTan(F ) is the linear extension of
Tan(F ), which 2–morphisms are formal linear combinations of cobordisms with coeffi-
cients from k. This category it admits the following graphical description. Represent
the image of F × {0} in M as a cooriented membrane, with the coorientation induced
from the orientation of I. The objects of Linksq(M) are oriented links in M that inter-
sect the membrane transversely, whereas morphisms are link cobordisms up to isotopies,
where an isotopy moving a cobordism of Euler characteristic d through the membrane
scales the cobordism by q±d:
= q = q−1
Because the local relations defining BN are homogeneous, we construct analogously
the quantum annular Bar-Natan category as the additive closure of the quantum hori-
zontal trace
BNq(A) := hTr
⊕
q (BN). (1.5)
In important feature of BNq(A) is that a torus wrapped once along the annulus evaluates
to q + q−1 instead of 2, see (6.5).
Link Homologies via Traces
Our next goal is to construct new functorial invariants of links in a solid torus and in
a Mo¨bius band. The first annular link homology theory was constructed by Asaeda,
Przytycki, and Sikora [APS04], and it can be rephrased as applying the APS TQFT
functor
FA : BN(A) Mod(k)
to the formal Khovanov bracket [BN05]. Grigsby, Licata, and Wehrli observed in [GLW15]
that the annular link homology admits an action of sl2 commuting with the maps induced
by annular cobordisms. This motivates the search of a quantized annular homology, on
which the quantum sl2 acts.
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Our aim is to use BNq(A) to deform the APS construction. Even though it is im-
mediate that a torus evaluates in BNq(A) to q + q
−1 when it intersects the membrane
in a circle, this does not extend naively to a TQFT functor. Instead, we use the whole
algebraic machinery developed in the first part of the paper to construct such a TQFT,
especially Theorem A, the universality of the horizontal trace, and the Lefschetz pre-
shadow on the homotopy bicategory of Chen-Khovanov bimodules, induced by the quan-
tum Hochschild homology.
For this purpose, let us examine the homology of tangles constructed by Chen and
Khovanov. In [CK14] they defined a family of diagrammatic algebras An, commonly
called arc algebras, associated a graded (Am, An)–bimodule with each flat (m,n)–tangle,
and constructed a bimodule map for any cobordism of flat (m,n)–tangles. This gives
the bifunctor
FCK : BN gBirep
valued in the bicategory of sweet graded bimodules. A precomposition with the formal
Khovanov bracket J−K results in
F˜CK : Tan Com
b
/h
(gBirep),
which assigns to an (m,n)-tangle T a chain complex CCK(T ) of graded (A
m, An)–bimodules,
the homotopy class of which is an isotopy invariant of T .
The algebra An categorifies the n–th tensor power of the fundamental representation
V1 of Uq(sl2). It was first introduced by Braden [Bra02] using generators and relations to
describe the category of perverse sheaves on Grassmannians. The arc algebras and their
representations were independently studied by Brundan and Stroppel [BS11, BS10].
We can now use our previous results to extend any given preshadow on gBirep to
the homotopy category of complexes, and then pull it back along F˜CK to obtain a pre-
shadow on Tan. Since all involved bicategories have duals, such a preshadow factors
through hTrq(Tan) defining an annular link homology theory.
An immediate choice of a preshadow on gBirep is the Hochschild homology HH• of
Chen–Khovanov bimodules. However, we can also utilize the grading and use the quantum
Hochschild homology qHH•, a one parameter deformation of HH• that factors through
the quantum horizontal trace of gBirep. This results in the following commuting diagram
Tan Comb/h(BN) Com
b
/h
(gBirep)
hTrq(Tan) Com
b
/h
(hTrq(BN)) Com
b
/h
(Uq(sl2))
J−K
J−̂K∗
F˜CK
FAq
(̂−) (̂−) qHHH (1.6)
where the horizontal maps are functors and the vertical one are preshadows. The notation
qHHH means that we apply qHH• to each bimodule in the Chen–Khovanov complex
separately.
To identify the bottom right corner of this diagram we apply the K–theoretic invari-
ance to arc algebras. We deduce that the Chern character map K0(A
n) qHH•(A
n)
is actually an isomorphism. Hence, the higher Hochschild homology of An vanishes and
qHH0(A
n) ∼= V ⊗n1 . This relates hTr
⊕
q (Birep) = BNq(A) with the graded representation
category gRep(Uq(sl2)). Finally, to construct our TQFT functor
FAq : BNq(A) gRep(Uq(sl2))
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we use the naturality of the Chern character map to identify BNq(A) with (the graded
extension of) the Temperley–Lieb category TL and FAq with the faithful functor from
TL to gRep(Uq(sl2)).
This produces a well-defined homology for annular links. To any annular closure L of
an (n, n)-tangle T it assigns a chain complex
CKhAq(L) := qHHH•(A
n, CCK(T )) = qHHH0(A
n, CCK(T )) (1.7)
and to any annular cobordism an induced chain map. In addition to the homological and
quantum grading, CKhAq(L) admits a third grading, called the annular grading, which
comes from the weigh decomposition of the Chen–Khovanov invariant.
The chain maps induced by annular cobordisms are defined only up to multiplication
by ±q±1: the sign comes from the fact that F˜CK is merely a projective functor, and
the overall power of q is not well-defined, because it depends on the presentation of
an annular cobordism as a horizontal closure of a surface with corners. We call this
behavior ‘q–projective’.
Theorem B. The quantum annular homology KhAq(L) is a triply graded invariant of
an annular link L, which is q–projectively functorial with respect to annular link cobor-
disms. Moreover, it admits an action of the quantum group Uq(sl2) that commutes with
the differential and the maps induced by annular link cobordisms intertwine this action.
It was conjectured by Auroux, Grigsby, and the third author in [AGW15] that the ASP
homology of the braid closure coincides with the Hochschild homology of the Chen–
Khovanov complex associated to that braid. They checked this conjecture in the next-
to-top annular grading.
Observe that the quantum annular homology arises as the second page of the spec-
tral sequence associated to qCH•(A
n, CCK(T )), the bicomplex computing the quantum
Hochschild complex for a complex of bimodules. Using the vanishing of the higher quan-
tum Hochschild homology groups for arc algebras, we can actually show that this spectral
sequence collapses at the second page. Hence we have the following.
Theorem C. Let T̂ be the annular closure of an (n, n)–tangle T. Then there is an iso-
morphism
KhAq(T̂ )
∼= qHH•(A
n;CCK(T )), (1.8)
natural with respect to chain maps associated to tangle cobordisms. The annular grading
in KhA(T̂ ) corresponds to the weight decomposition of CCK(T ).
When q = 1, Theorem C proves Conjecture 1.1 from [AGW15] and motivates us to
call our new link invariant the quantum annular link homology.
We also show by explicit computation that the rank of the quantum annular link
homology for (2, n) torus links does depend on the quantum parameter q. Hence, the
quantized theory is richer than APS annular link homology (which is the case q = 1).
There are many papers devoted to fixing the sign issue to get a strictly functorial
Khovanov homology [Vo15, Bla10, CMW09, Ca07]. In our next paper [BHPW18] we
will reconstruct the Chen–Khovanov invariant using Blanchet foams to obtain a strictly
functorial quantum annular link homology theory with an intertwining Uq(gl2)-action.
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Applications and Generalizations
Let us first argue why the quantum annular link homology is actually more sensible to
4D topology than APS.
A link cobordism W : L L induces a (projective) map W∗ : Kh(L) Kh(L) on
Khovanov homology of L. The trace class of this endomorphism is an invariant of the
annular closure Ŵ of W and is characterised by its Lefschetz trace
Λ(W∗) =
∑
i,j
(−1)iqj trW i,j∗ ,
where W i,j∗ is the component of W∗ in homological grading i and quantum grading j,
and tr is the Hattori–Stallings trace (which is the usual linear trace when we work over
a field). We prove the following result.
Theorem D. Let Ŵ ⊂ S1 × R3 be a closed surface obtained as an annular closure of
a link cobordism W : L L with L ⊂ R3. Then KhAq(Ŵ ) = Λ(W∗) is the graded
Lefschetz trace of W∗ : Kh(L) Kh(L), the endomorphism of the Khovanov homology
of L. In particular, KhAq(S
1 × L) coincides with the Jones polynomial J(L).
Note that the APS invariant is trivial for closed surfaces. Therefore, our invariant is
a nontrivial deformation.
Next, we establish a nontrivial braid group action on the quantum annular homology
of cablings of a framed long knot. Consider a framed annular knot K ⊂ A× I. It defines
an embedding νK : A × I A × I with the tubular neighborhood of K as its image,
and hence induces a functor K∗ : Tan Links(A) mapping oriented points B ⊂ R
2
to a collection of circles KB : = νK(S
1 × B), and an oriented tangle T ⊂ R2 × I to
the oriented cobordism KT := νK(S
1 × T ) between these circles. Applying the quantum
annular homology produces a map of homology
KhAq(K
T ) : KhAq(K
B) KhAq(K
B′)
for any oriented tangle T ∈ Tan(B,B′), defined up to an overall power of q (we work in
characteristic 2 here to avoid the sign issue). This gives rise to a q–projectively functorial
action of Tan, i.e.
KhAq(K
T ′T ) = qkKhAq(K
T ′) ◦KhAq(K
T ),
for any composable tangles T , T ′, and some k ∈ Z. The action was first observed in
[GLW15] in the non-quantized setting. We compute this action and show that it factors
through the Jones skein relation.
Theorem E. Let K be a framed annular link, considered as an object in Linksq. There
is a functorial action of Tan on the quantum annular homology of oriented cablings of
K, that takes a tangle T to the chain map KhAq(K
T ), and which intertwines the action
of Uq(sl2). It factors through the Jones skein relation
q2KhAq(K )− q
−2KhAq(K ) = (q − q
−1)KhAq(K ) (7.5)
if K intersects the membrane in one point.
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The condition on the characteristic of the ring of scalars can be dropped once a strictly
functorial version of Chen–Khovanov is used. This will be address in our next paper
[BHPW18].
Let us now discuss few modifications and generalizations of Theorem B. Recall that
we have identified links in a thickened Mo¨bius band with twisted closures of tangles.
Therefore, one may hope to get a parallel quantization of the APS homology for links
with diagrams on a Mo¨bius band. Indeed, such a construction is described in Section 7.3.
The basic algebraic ingredient is the twisted quantum Hochschild homology, defined for
a pair of a graded algebra A and its automorphism. Here, we consider the automorphism
of arc algebras induced by the horizontal flip of diagrams. Again, setting q = 1 recovers
the original APS homology.
We have already observed that any preshadow applied to CCK(T ) produces an annular
link invariant. In particular, we can precompose an (n, n)–tangle T with and n–cabling
of a framed (1, 1)–tangle, such as a sequence of full twists. Geometrically, these theories
correspond to different embeddings of the annulus into R3. In the other generalization
we again fix a (1, 1)–tangle T and we assign the quantum annular homology of either
T̂ or its mirror image with an essential circle in an annulus. We then use the duality
between the homology of a link and its mirror image to define the differential in the chain
complex.
In a follow up [BHPW] we will define a quantum homology for colored annular links. A
very surprising feature of this construction is that the Cooper–Krushkal infinite complex
categorifying the n-th Jones–Wenzl idempotent becomes finite in the annular closure for
a generic value of q, and it does coincide with the annular n-colored Khovanov complex.
Strategy for the Proof of Theorem B
To construct our new homology theory we follow the general recipe for Khovanov homol-
ogy as described in [BN05]. There, a link L in a thickened surface F is assigned a formal
complex JLK in the Bar-Natan skein category BN(F ), whose objects are non-intersecting
curves in F and morphisms are cobordisms in F × I. To construct actual homology one
then applies to JLK a certain TQFT functor FF : BN(F ) Mod(k), where k is a fixed
ring of scalars. The main body of this paper is devoted to the construction of such a func-
tor when F = A. The theory of preshadows and horizontal traces on endobicategories is
needed to guarantee the existence of the TQFT functor FAq in (1.6).
Let us first explain why the two bottom arrows in (1.6) are dashed. Strictly speaking,
a quantum preshadow on Comb/h(BN) factorizes through hTrq(Com
b
/h
(BN)) rather than
Comb/h(hTrq(BN)). Lemma 3.16 resolves this problem by showing that we actually can
apply qHH• to each bimodule separately, rather than to the complex of bimodules, and
deal with flat tangles rather than formal complexes of them. Hence, the pullback shadow
(FCK)
∗qHH0 defined on BN factors through BNq(A), inducing a linear functor
FAq : BNq(A) Mod(k).
To identify the target of this functor with Rep(Uq(sl2)) we need to find an isomorphism
V ⊗n1
∼= qHH0(A
n) (1.9)
where An is the bimodule associated by FCK with the trivial (n, n)–tangle, and qHH0(A
n)
is the module assigned to n parallel essential circles in A.
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When q = 1, the existence of the isomorphism (1.9) follows from the invariance result
for Hochschild homology due to Keller [Ke98]: if A is a finite dimensional algebra, E ⊂ A
is a separable subalgebra such that A = E ⊕ rad(A), each simple A–module is one-
dimensional, and A has finite global dimension, then HH•(E) ∼= HH•(A). It was proven
by Brundan and Stroppel that arc algebras have finite global dimension when k is a field
[BS11], and other conditions hold after setting E = An0 , the degree zero part of A
n.
The latter consists of idempotents, and hence is isomorphic to k2
n
. This provides the
isomorphism (1.9) for q = 1.
The 0th quantum Hochschild homology of An can be computed by hands, which is
all one needs to understand the construction of our invariant. However, computation of
higher Hochschild homology is needed to identify the invariant with the total Hochschild
homology of Chen–Khovanov bimodules, as conjectured in [AGW15]. For that we reprove
the Keller’s result for quantum and—more generally—for twisted Hochschild homology
of an algebra A by identifying the latter with quantum Hochschild–Mitchell homology
of the category of finite dimensional representations of A, twisted by an appropriate
endofunctor. The advantage of replacing algebras and bimodules with representation
categories and functors is that the latter provides a more flexible framework, in which
the action of bimodules on homology, and so the K–theoretic invariance, is easier to
understand, see Section 4.3.
Further we observe that the canonical embedding of vTrq(BN) into hTrq(BN) is
an equivalence of categories. This implies that every cobordism in hTrq(BN) is a linear
combination of those of the form S1×T , where T is a Temperley-Lieb diagram. Therefore,
the isomorphism (1.9) determines FAq completely, leading to a commuting diagram of
functors
TL BBNq(A)
gRep(Uq(sl2))
≃
FTL FAq
(1.10)
where the horizontal functor sends a flat tangle T from TL to the annular cobordism
S1 × T , and FTL is the Reshetikhin–Turaev realization of the Temperley–Lieb diagrams
as Uq(sl2) intertwiners between tensor powers of V1, the fundamental representation of
the quantum group. The category BBNq(A) is a quotient of BNq(A) by a certain local
relation defined in [Boe08].
It follows from that our annular quantum TQFTs functor FAq , when restricted to
BBNq(A), is faithful. Once the relation between FAq and FTL is established, we can
directly see that setting q = 1 recovers the APS TQFT functor.
Outline
The paper is organized as follows. In Section 2 we develop the theory of traces in en-
docategories. We discuss fundamental properties of the universal twisted trace, such
as the universal property, functoriality, and connection to the additive Grothendieck
group. The special cases of triangulated and graded endocategories are treated sepa-
rately. The section ends with a number of examples.
Section 3 is devoted to the construction of categorical traces in endobicategories. We
first introduce the notion a (pre)shadow and construct the twisted horizontal trace. Its
universal property and functoriality are shown in Sections 3.2 and 3.3. Then we discuss
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the connection with the vertical trace and prove that the horizontal trace is a categorifi-
cation of the universtal trace of an endocategory. Triangulated and quantum preshadows
are discussed further. Again, all examples are gathered at the end of the section. Theo-
rem A is proven in Section 3.8.7.
After the theory of categorified traces is established we take a closer look at Hochschild
homology and its quantization in Section 4. We show that it is a preshadow on the cat-
egory of small linear categories and prove its K–theoretic invariance.
With Section 5 we move to the topological part of the paper. Here we review link
homology theories used in this paper: the formal bracket of Bar-Natan, the Asaeda–
Przytycki–Sikora homology for links in a thickened annulus and in a thickened Mo¨bius
band, and the Chen–Khovanov homology for tangles.
We quantize the APS homology in Section 5. Theorems B and C are proven in Section
6.3, whereas 6.4 presents a computation of the invariant for torus links.
Section 7 contains further applications and generalizations: an extension to annular
link cobordisms, the action of oriented tangles on cablings, quantization of the APS
homology for links in a thickened Mo¨bius band, and two generalizations of the annular
homology.
Finally, we gathered in Appendix basic definitions and results concerning links and
tangles, representations of Uq(sl2), and elements of the (bi)category theory.
Basic conventions and notation
Throughout the paper k is a fixed unital commutative ring or field such as Z, Zp, or C,
and and linearity means linearity over k. An algebra means a k–algebra that is projective
over k and likewise for modules and bimodules.
Graded means always Z–graded. We denote by {d} the upwards degree shift, i.e.
M{d}i =Mi−d for a graded module M =
⊕
dMd.
A differential in a complex has homological degree +1 increases the homological de-
gree. Thus we follow the cohomological notation and put indices as superscripts. The only
exception is the Hochschild homology. The homological degree shift [d] moves a complex
downwards, i.e. C[d]i = Cd+i.
Ordinary categories are typed with calligraphc letters (C, Vect , etc.), whereas bold
letters are reserved for bicategories (C, Rep, etc.). We usually use small latin letters for
objects (x, y, etc.) and for morphisms (f , g, etc.), whereas 2–morphisms are named by
greek letters (α, β, etc.), with the exception of canonical isomorphisms in bicategories,
for which gothic letters are used (a, l, m, etc.). Capital letters are mostly reserved for
functors.
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2 Generalized traces
We start with a discussion on twisted traces in general categories. Section 2.2 deals
with traces on homotopy categories of complexes, whereas 2.3 describes how twisted
traces can be deformed in case of graded categories. The section ends with a list of
examples, the most important of which are the twisted Hattori–Stallings trace (2.4.6)
and the annular closure of a tangle (2.4.8). For a brief list of constructions on categories
see Appendix A.3.
2.1 Twisted traces
Choose a category Cwith an endofunctor Σ: C C. The following definition extends
the usual notion of a symmetric trace.
Definition 2.1. A collection t = {tx}x∈C of functions tx : C(x,Σx) S valued in a set
S is a Σ–twisted trace or a trace on Cwith a monodromy Σ if ty(Σf ◦ g) = tx(g ◦ f) for
every pair of morphisms Σx
g
y
f
x.
We shall sometimes refer to traces defined above as right traces, whereas a left trace
is defined dually as a collection of morphisms from C(Σx, x); the trace condition takes
the form ty(f ◦ Σg) = tx(g ◦ f). The two definitions are clearly equivalent when Σ
is invertible. The naming convention is motivated by traces in pivotal categories, see
Example 2.4.7.
Lemma 2.2. A trace t with monodromy Σ is Σ–invariant, i.e. tΣx(Σf) = tx(f) for any
f ∈ C(x,Σx).
Proof. Take y = Σx and g = idΣx in the trace relation.
We often write t : (C,Σ) S for a twisted trace on C, despite that it is not defined
for all morphisms. Further natural conditions on the components of twisted traces are
imposed if (C,Σ) has an additional structure. For instance, when both Cand Σ are linear,
then S is assumed to be a module over the ring of coefficients k and each component
tx : C(x,Σx) S to be a linear homomorphism.
From the point of view of Category Theory, a twisted trace is a dinatural transforma-
tion from C(−,Σ(−)) to the constant bifunctor ∆S that assigns S to any pair of objects
and idS to any pair of morphisms. It follows that there exists a universal Σ-twisted trace
trΣ : (C,Σ) Tr(C,Σ) when C is small: the coend of C(−,Σ(−)) [ML98, Chapter
IX.6]. Explicitly,
Tr(C,Σ) :=
∐
x∈Ob(C)
C(x,Σx)
/
Σf ◦ g ∼ g ◦ f (2.1)
or, when C is k–linear,
Tr(C,Σ) :=
⊕
x∈Ob(C)
C(x,Σx)
/
spank{Σf ◦ g − g ◦ f}
(2.2)
where f and g run through all pairs of morphisms Σx g y f x in C. Each component
of trΣ takes a morphism f ∈ C(x,Σx) to its equivalence class trΣ(f) ∈ Tr(C,Σ), called
the trace class of f . The universality means that every twisted trace t : (C,Σ) S
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factorizes uniquely through trΣ, i.e. there is a unique (linear) function u : Tr(C,Σ) S
such that the following triangle
C(x,Σx) S
Tr(C,Σ)
tx
trΣx ∃!u
(2.3)
commutes for each object x ∈ C. Explicitly, u(trΣ(f)) = tx(f) for f ∈ C(x,Σx).
We shall often refer to Tr(C,Σ) as the Σ-twisted trace of C, keeping in mind the com-
ponents trΣx . Moreover, following the standard convention, we omit Σ from the notation
if it is the identity functor, writing simply Tr(C).
The trace Tr(C,Σ) can be seen as a coend parametrized by Σ. Therefore, by the
Parameter Theorem for coends [ML98, cp. Theorem IX.7.2], a natural transformation of
endofunctors induces a map between traces. In fact, such a map exists in a more general
situation when C can vary as well. First let us create the appropriate framework.
Definition 2.3. An endocategory is a pair (C,Σ) consisting of a category C and a func-
tor Σ: C C. Functors between endocategories (C,Σ) and (C′,Σ′) are pairs (F, ω)
consisting of a functor F : C C′ and a natural transformation ω : FΣ Σ′F . It is
finally understood that a natural transformation η : (F, ω) (F ′, ω′) between two such
functors intertwines ω with ω′.
The above describes EndoCat, the 2-category of endocategories. The condition for
a natural transformation η can be rephrased by saying that the square
FΣx F ′Σx
Σ′Fx Σ′F ′x
ηΣx
ωx ω′x
Σ′ηx
(2.4)
commutes for every x ∈ C. In the following we argue that isomorphism classes of functors
between endocategories induce maps between traces.
Choose a functor (F, ω) : (C,Σ) (C′,Σ′) and a trace t : (C′,Σ′) S. We check
directly that F ∗tx(f) := tFx(ωx◦Ff) defines a Σ–twisted trace on C; we call it the pullback
of t along F.
Proposition 2.4. Choose a trace t : (C′,Σ′) S. Then (GF )∗t = F ∗(G∗t) for a pair
of functors (F, ω) : (C,Σ) (C′,Σ′) and (G, ω) : (C′,Σ′) (C′′,Σ′′). Morevoer,
F ∗t = F ′∗t if (F, ω) and (F ′, ω′) are isomorphic functors.
Proof. The first equality follows from a direct computation
F ∗(G∗t)x(f) = (G
∗t)Fx(ωx ◦ Ff) = tGFx(ω
′
Fx ◦Gωx ◦GFf) = (GF )
∗tx(f), (2.5)
while for the second statement we use (2.4) to compute
Σ′ηx ◦ ωx ◦ Ff ◦ η
−1
x = ω
′
x ◦ ηΣx ◦ Ff ◦ η
−1
x = ω
′
x ◦ F
′f (2.6)
where η : (F, ω) (F ′, ω′) is a natural isomorphism.
Corollary 2.5. A trace t on (C,Σ) can be twisted by a natural transformation η : Σ Σ
to (η∗t)x := tx(ηx ◦ f).
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Proof. The trace η∗t is a pullback of t along the functor of endocategories (Id, η).
Let EndoCat61 be the truncation of EndoCat to a category obtained by forgetting
natural transformation and identifying isomorphic functors. Proposition 2.4, when com-
bined with the universal property of Tr, implies functoriality of the universal trace.
Corollary 2.6. There is a functor Tr: EndoCat61 Set that sends an endocategory
(C,Σ) to its universal trace Tr(C,Σ) and a functor (F, ω) : (C,Σ) (C′,Σ′) to the map
Tr(F, ω) : Tr(C,Σ) Tr(C′,Σ′) that takes trΣ(f) into trΣ
′
(ω ◦ Ff).
Recall that the split Grothendieck group K0(C) of an additive category is generated
by isomorphism classes [x] of objects of Cmodulo the relation [x⊕ y] = [x] + [y]. There
is a natural additive map h : K0(C) Tr(C) called the Chern character [BHLZ14]
that takes [x] to the trace class of idx. This map is no longer well-defined for twisted
traces—identity morphisms does not represent trace classes in Tr(C,Σ). However, the
map can be ‘twisted’ in certain cases.
Theorem 2.7. Let (C,Σ) be an additive endocategory and η : Id Σ a natural trans-
formation of functors. Then there is a natural homomorphism of abelian groups
hη : Ksp0 (C) Tr(C,Σ), [x]∼= tr
Σ(ηx), (2.7)
called the twisted Chern character.
Proof. By Corollary 2.6 there is a map of traces η∗ : Tr(C) Tr(C,Σ), which takes
the trace class tr(f) of f ∈ C(x, x) into trΣ(ηx ◦ f). Compose it with the usual Chern
character to obtain hη.
Being defined for not necessarily additive categories is a big advantage of traces when
compared to the Grothendieck group. In fact, Tr(C,Σ) can be often computed by con-
sidering only a certain subset of objects, which may not be preserved by Σ. For a precise
statement, define the trace of C restricted to B ⊂ Ob(C) as the quotient
Tr(C|B,Σ) :=
⊕
x∈B
C(x,Σx)
/
spank{Σf ◦ g − g ◦ f}
(2.8)
where f and g run through all pairs of morphisms Σx
g
y
f
x in C with x, y ∈ B
(but Σx may not belong to B). There is a natural homomorphism
Tr(C|B,Σ) Tr(C,Σ). (2.9)
We say that B generates additively C if every object of C is a direct summand of an object
of the form b1 ⊕ · · · ⊕ br with bi ∈ B. For example, Ob(C) generates additively both
the additive closure C⊕ and the idempotent completion Kar(C) of C (see Section A.3).
Both categories come with natural endofunctors induced by Σ, for which we use the same
symbol.
Proposition 2.8. Suppose that C is generated additively by B. Then (2.9) is an iso-
morphism. In particular, the inclusions of endocategories
(C,Σ) (C⊕,Σ), x (x) (2.10)
(C,Σ) (Kar(C),Σ), x idx . (2.11)
induce natural isomorphisms of the universal traces.
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This is a generalization of [BHLZ14, Sections 3.4, 3.5] and a special case of Proposi-
tion 4.2. We leave the proof as an easy exercise.
Remark 2.9. Although we discuss here only right traces, all the results can be easily
translated to left traces. In particular, an endocategory (C,Σ) admits the universal left
trace Trℓ(C,Σ). Unless stated otherwise, the universal trace always means the right
trace.
2.2 Triangulated traces
Let Tbe a triangulated category and Σ its triangulated endofunctor, meaning that there
is a natural isomorphism αx : Σ(X [1])
∼= (ΣX)[1] and for each distinguished triangle
X f Y
g
Z h X [1] (2.12)
the triangle
ΣX Σf ΣY Σg ΣZ αX◦Σh ΣX [1] (2.13)
is also distinguished. We say that a trace t on (T,Σ) is triangulated if it is additive with
respect to homomorphisms of distinguished triangles, i.e.
t(b) = t(a) + f(c) (2.14)
for any commutative diagram
ΣX
X
ΣY
Y
ΣZ
Z
ΣX [1]
X [1]
Σf
f
Σg
g
αX◦Σh
h
a b c a[1] (2.15)
with distinguished triangles as rows.
Lemma 2.10. Assume that t is a triangulated trace on (T,Σ). Then t(f [1]) = −t(f)
for any f ∈ T(x,Σx).
Proof. Apply the additivity of t to the diagram (2.15) with X 0 X [1] − id X [1]
as the top triangle and (a, b, c) = (f, 0, f [1]).
Likewise for usual traces, triangulated traces are stable under pullbacks along trian-
gulated functors, and there is the universal triangulated trace Tr△(T,Σ), through which
all triangulated Σ-twisted traces on T factor.
A particular example of a triangulated category is Comb/h(C), the homotopy category
of bounded formal complexes over C, i.e. sequences of objects and morphisms
. . . C i d
i
C i+1 d
i+1
C i+2 . . .
with di+1 ◦di = 0 and C i = 0 except finitely many indices. The degree shift functor shifts
the complex leftwards and negates its differential, whereas the distinguished triangles are
of the form
C•
f•
D• in
•
cone•(f)
pr•
C[1]•,
where cone•(f) stands for the mapping cone of f, see Section A.3 for the details. It is
implicitly assumed that C is additive (if not, take its additive closure).
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Definition 2.11. A Lefschetz trace Λt on Comb/h(C) induced by a trace t on C is defined
by the formula
Λtx(f
•) :=
∑
i
(−1)itx(f
i). (2.16)
It is immediate that a Lefschetz trace satisfies the Σ-twisted trace relation if it is
induced by a Σ-twisted trace. A little longer computation shows that it is triangulated.
In fact, as explained below, all triangulated traces on Comb/h(C) are Lefschetz traces. In
what follows we consider C as a subcategory of Comb/h(C) by understanding an object
X as the complex (0 X 0) with X at homological degree 0.
Proposition 2.12. Every triangulated Σ-twisted trace on Comb/h(C) is a Lefschetz trace,
induced by its restriction to C. In particular, Tr(C,Σ) ∼= Tr△(Comb/h(C),Σ).
Proof. Observe that a bounded complex C• is a mapping cone of a map between smaller
complexes: (0 Cmin 0), supported in homological degree min = min{i : C i 6= 0},
and C>min = (0 Cmin+1 Cmin+2 . . . ). The first statement follows thus
from the induction on the length of a complex together with additivity of triangulated
traces (2.14). In particular, the universal triangulated Σ-twisted trace on Comb/h(C)
is the Lefschetz trace induced by the universal Σ-twisted trace on C, which implies
the second statement.
2.3 Deformation of twisted traces
A linear category C is graded if it admits an autoequivalence {1} : C C, called
the degree shift. The Grothendieck group Ksp0 (C) of a graded category has a natural
structure of a Z[q±1]–module by setting q · [x] := [x{1}]. Motivated by Theorem 2.7 we
want to introduce a similar relation on the trace. There are two ways to do it: by defining
the action of q explicitly or by deforming the trace relation. In what follows we explore
both approaches.
A graded endocategory is a quadruple (C,Σ, {1}, α) consisting of a category C, end-
ofunctors Σ and {1}, where the latter is an equivalence, and a natural isomorphism
α : Σ(−){1}
∼= Σ(−{1}). The equivalence {1} is called the degree shift functor. We use
it to equip the universal trace Tr(C,Σ) with an action of Z[q±1] by setting
q · trΣ(f) := trΣ(αx ◦ f{1}) (2.17)
for any f ∈ C(x,Σx). The following is an immediate consequence of this definition.
Corollary 2.13. Let (C,Σ, {1}, α) be a graded additive endocategory and η : Id Σ
a natural transformation satisfying ηx{1} = αx ◦ ηx{1}. Then the twisted Chern character
hη : Ksp0 (C) Tr(C,Σ) is Z[q
±1]–linear.
We shall now introduce the action differently by deforming the trace relation. For
that recall the notion of a pregraded category : it is a category C, morphism sets of which
are graded k–modules
C(x, y) =
⊕
d∈Z
C(x, y)d, (2.18)
and the degree is additive with respect to the composition. Naturally, we say that (C,Σ)
is a pregraded category when Σ preserves the grading, i.e. Σ(C(x, y)d) ⊂ C(Σx,Σy)d for
all objects x and y.
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A pregraded endocategory (C,Σ) can be transformed into a graded one (Cgr,Σgr)
by introducing a formal degree shift and taking degree zero morphisms only. Thence,
objects of Cgr are symbols x{d} with x ∈ Ob(C) and d ∈ Z, morphisms sets are
Cgr(x{a}, y{b}) := C(x, y)a−b, and the degree shift functor increases the number in
brackets by one. The endofunctor Σgr takes x{a} to (Σx){a}.
Dually, a graded endocategory (C,Σ) can be extended to a pregraded (Cpre,Σpre) by
forgetting the degree shift functor, while introducing morphisms of nonzero degrees by
setting Cpre(x, y)d := C(x{d}, y) and extending the composition with the formula(
z
g
y{d′}
)
◦
(
y f x{d}
)
:=
(
z
g
y{d′}
f{d′}
x{d+ d′}
)
(2.19)
To define Σpre we use the natural isomorphism α:
Σprex := Σx for x ∈ Ob(Cpre) = Ob(C)
Σpref := Σf ◦ αdx for f ∈ C
pre(x, y)d = C(x{d}, y)
The two construction described above are clearly inverse to each other.
Definition 2.14. Choose a k[q±1]–module S. A quantum trace on a pregraded endo-
category (C,Σ) is a linear trace t : (C,Σ) S satisfying the deformed trace condition
ty(Σf ◦ g) = q
|f |tx(g ◦f) for every pair of homogeneous morphisms Σx
g y f x, where
we write |f | for the degree of f .
Write Cq for the category C with coefficients extended to k[q
±1]. There exists a uni-
versal Σ–twisted quantum trace
Trq(C,Σ) :=
⊕
x∈Ob(C)
Cq(x,Σx)
/
spank[q±1]{Σf ◦ g − q
|f |g ◦ f} (2.20)
with the obvious components trΣq : C(x,Σx) Trq(C,Σ), through which every quantum
trace on (C,Σ) factorizes. It is a graded k[q±1]–module, because the defining relation is
homogeneous. One can see it as a one parameter deformation of Tr(C,Σ). As before, we
shall write Trq(C) when Σ is the identity functor.
Quantum traces arise from a deformation of the endofunctor Σ. Indeed, a quantum
trace on (C,Σ) is precisely a trace on (Cq,Σq) as defined in the previous section, where
Σqf := q
−|f |Σf for a homogeneous morphism f . In particular,
Trq(C,Σ) ∼= Tr(Cq,Σq) (2.21)
so that all the properties of traces can be easily translated to the quantum setting.
Proposition 2.15. A functor of pregraded endocategories (F, ω) : (C,Σ) (C′,Σ′)
induces a map of universal quantum traces Trq(F, ω) : Trq(C,Σ) Trq(C
′,Σ′), which
takes trΣq (f) into tr
Σ′
q (ω ◦ Ff).
Write as before Trq(C|B,Σ) for the quantum trace restricted to B ⊂ Ob(C). We say
that C is generated additively by B in the graded sense if it is generated additively by
B˜ := {x{d} | x ∈ B, d ∈ Z}. The following is a special case of Proposition 4.2.
Proposition 2.16. The map Trq(C|B,Σ) Trq(C,Σ) is an isomorphism if C is
generated additively by B in a graded sense. In particular, Trq(C,Σ) ∼= Trq(C
⊕,Σ) and
Trq(C,Σ) ∼= Trq(Kar(C),Σ).
18
Because Σ preserves the degree of morphisms, the universal quantum traces if a graded
module. Its degree d component
Trdq(C,Σ) :=
⊕
x∈Ob(C)
Cq(x,Σx)
d
/
spank[q±1]{Σf ◦ g − q
|f |g ◦ f} (2.22)
is annihilated by (1− qd), which follows immediately from Lemma 2.2.
Traces on graded endocategories and quantum traces on pregraded endocategories are
closely related to each other.
Proposition 2.17. Let (C,Σ) be a pregraded extension of a graded endocategory (C0,Σ0).
Then Tr(C0,Σ0) and Tr0q(C,Σ) are isomorphic k[q
±1]–modules.
Proof. As the notation suggest, C0(x,Σ0x) are precisely the degree zero morphisms in
C(x,Σx). Therefore, there is an obvious surjective map i : Tr(C0,Σ0) Tr0q(C,Σ).
We check first that it intertwines the action of k[q±1]. For that let ιx ∈ C(x, x{1})
1
correspond to idx{1} ∈ C
0(x{1}, x{1}) and notice the equality f{1} = ιΣx ◦ f ◦ ι
−1
x for
any morphism f : x Σx. Hence,
trq(αx ◦ f{1}) = trq(αx ◦ ιΣx ◦ f ◦ ι
−1
x ) = q · trq(Σι
−1
x ◦ αx ◦ ιΣx ◦ f) = q · trq(f)
in Tr0q(C,Σ). To show that i is injective, and hence an isomorphism, take any morphisms
f ∈ C(x, y)d and g ∈ C(y,Σx)−d, and recall how Σ and the composition of morphisms
of nonzero degree is defined in C:
g ◦ f := g ◦ f{−d}
Σf ◦ g := Σ0f ◦ αd ◦ g{d}
where the left and right sides use the composition in C and C0 respectively. Therefore,
tr(Σ0f ◦ αd ◦ g{d}) = tr
(
αd ◦ (g ◦ f{−d}){d}
)
= qd tr(g ◦ f{−d})
in Tr(C0,Σ0), revealing that the quantum trace relation in Tr0q(C,Σ) is a consequence of
the module structure on Tr(C0,Σ0). In particular, the kernel of i is trivial.
Remark 2.18. Triangulated traces also admit deformations as long as the triangulated
category, on which they are defined, has an additional grading compatible with the tri-
angulated structure. An example is the homotopy category Com/h(C) of a pregraded
category C, objects of which are formal complexes with a graded differential, and formal
chain maps have graded components.
2.4 Examples
In what follows we provide a number of (twisted) traces that appear in algebraic or
topological contexts. Of particular interest to us are the Hattori–Stallings trace (together
with its twisted version) and annular closures of tangles.
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2.4.1 The trace of a linear map
Let Vect be the category of finite dimensional vector spaces over a field F. It is a classical
result from Linear Algebra that there is a unique collection of maps trV : End(V ) F
satisfying the trace relation and such that trV (id) = dim V . Explicitly,
tr(f) :=
∑
i
fii ∈ F (2.23)
where (fij) is a matrix representation of f in some basis of V . This is the universal trace:
Vect is generated additively by B = {F}, so that Tr(Vect) ∼= Tr(Vect |{F}) = F.
2.4.2 The graded trace
In case of Z–graded vector spaces the above trace admits a deformation
trq(f) :=
∑
n
qn tr(f |Vn) ∈ F[q
±1], (2.24)
where Vn ⊂ V is the subspace generated by homogeneous vectors of degree n. It satisfies
the quantum trace relation:
q|f | trq(g ◦ f) =
∑
n∈Z
qn+|f | tr(g ◦ f |Vn) =
∑
n∈Z
qn+|f | tr(f ◦ g|Wn+|f |) = trq(f ◦ g) (2.25)
for any pair of homogeneous maps V g W f V . Again, Trq(gVect) ∼= F[q
±1] as
B = {F} generates the category additively in a graded sense.
2.4.3 The Lefschetz number
Recall that the Lefschetz number Λ(f •) of an endomorphism f • of a chain complex of
vector spaces is the alternating sum
Λ(f •) :=
∑
i
(−1)i tr(f i). (2.26)
It is straightforward to check that Λ satisfies the trace relation. Even more, Lefschetz
numbers of homotopic maps are equal, so that Λ descends to a trace on Comb/h(F),
the homotopy category of complexes. It is the universal triangulated trace as stated in
Proposition 2.12. When complexes of graded vector spaces are considered, one constructs
the graded Lefschetz number by replacing tr with trq in (2.26).
2.4.4 The spectrum of a linear map
The spectrum of an endomorphism f : V V of a vector space is the set of nonzero
eigenvalues. It is an example of a non-linear trace on Vect . Indeed,
(f ◦ g)(x) = λx ⇒ (g ◦ f)(g(x)) = λg(x)
and g(x) 6= 0 if λ 6= 0. Scaling a homomorphism scales elements of its spectrum accord-
ingly, but the spectum of f + g cannot be expressed in general in terms of eigenvalues of
f and g.
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2.4.5 Hattori–Stallings trace
Let Rep(A) be the category of finitely generated projective right modules over a ring A.
The Hattori–Stallings trace [Ha65, Sta65] is a homomorphism tHSP : EndA(P ) A/[A,A]
defined as the composition
EndA(P )
∼= P ⊗
A
P ∗ ǫP A/[A,A], (2.27)
where P ∗ = HomA(P,A) is the left A–module dual to P and A/[A,A] is the quotient
of k–modules with [A,A] generated by differences ab − ba for all a, b ∈ A. The left
isomorphism takes an endomorphism f to (f ⊗ id)(coev(1)) and the right map is given as
ǫP (x⊗ α) := α(x).
3 In particular, ǫP ◦ (g ⊗ id) = ǫQ ◦ (id⊗g
∗) for any g ∈ HomA(Q,P ),
which guarantees that the trace relation is satisfied. When P is free of finite rank,
tHSP (f) =
∑
i fii for f ∈ EndA(P ) represented by the matrix (fij).
Projective modules are direct summands of free modules. Hence, Rep(A) is generated
additively by A, seen as a right A–module, and the universal trace
Tr(Rep(A)) ∼= Tr(RepA|{A}) = A/[A,A] (2.28)
coincides with the Hattori–Stallings trace.
2.4.6 Twisted traces
Choose an (A,A)–bimoduleM that is finitely generated and projective as a right module,
so that (−)⊗AM is an endofunctor of Rep(A). We construct a twisted Hattori–Stallings
trace trM as the composition
HomA(P, P ⊗
A
M) cP P ⊗
A
M ⊗
A
P ∗ ǫP M
/
[A,M ] =: coInv(M), (2.29)
where the k–module [A,M ] is generated by differences am−ma with a ∈ A and m ∈M ,
cP (f) = (f ⊗ id)(coev(1)), and ǫP (x ⊗ m ⊗ α) := α(x)m. The quotient coInv(M) is
called the space of coinvariants in M. Again, the trace condition is satisfied because
ǫP ◦ (g ⊗ id⊗ id) = ǫQ ◦ (id⊗ id⊗g
∗) for any g ∈ HomA(Q,P ).
The twisted Hattori–Stallings trace is the universal trace on (Rep(A),M). Indeed,
Tr(Rep(A),M) ∼= Tr(Rep(A)|{A},M) ∼= coInv(M) (2.30)
by Proposition 2.8, where the right isomorphism arises from the identifications of EndA(A)
and HomA(A,M) with A and M respectively, each evaluating a function at 1 ∈ A.
Given an algebra endomorphism ϕ ∈ EndAlg(A) one constructs a twisted trace on
Rep(A) as follows. For a right module V define its ϕ–twisting Vϕ := V ⊗A ϕA, where ϕA
is obtained from A by redefining the action as a ·x := ϕ(a)x. In case ϕ is invertible, there
is an isomorphism Vϕ ∼= Vϕ−1 that takes v ⊗ a to vϕ
−1(a), where Vϕ−1 is obtained from
V simply by twisting the action of A. If so, a homomorphism f : W Vϕ is precisely
a k–linear map f : W V satisfying f(wϕ(a)) = f(w)a. This leads to a twisted
Hattori–Stallings trace
trϕ : Rep(A) A
/
[A,A]ϕ
, (2.31)
3 Notice the difference between ǫ and the evaluation map ev : P ∗ ⊗ P A, the latter being a ho-
momorphism of (A,A)–bimodules.
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where [A,A]ϕ = spank{ϕ(a)b − ba | a, b ∈ A}. Notice that tr
ϕ(f) =
∑
i fii for any
endomorphism f of a free A–module of finite rank. This is the same formula as in
the untwisted case, but computed in a different quotient of A.
Choose an invertible scalar q ∈ k. If A =
⊕
d∈ZAd is a graded algebra and M
a graded bimodule, then the twisted Hattori–Stallings trace can be deformed to take
values in the quantum space of coinvariants of M
coInvq(M) := M/[A,M ]q, (2.32)
where [A,M ]q = spank{am− q
dma | a ∈ Ad, m ∈M}. The details are left to the reader.
2.4.7 Traces in a pivotal category
A pivotal category is a monoidal category C with left duals and a natural isomorphism
δx : x
∗∗x for any x ∈ C. Particular examples are
• the category Vect of finite dimensional vector spaces together with δ = δvect
the standard isomorphism, and
• the representation category Rep(H) of a Hopf algebra H with a pivot, a group-
like element u ∈ H satisfying S2(h) = uhu−1; the isomorphism δV is given by
the formula δV (x) = u · δ
vect(x).
It is common to represent Cdiagrammatically: products of objects as sequences of points
labeled by the factors, and morphisms as graphs with coupons, read from bottom to top
and understood as follows:
x ∗x
≡
x⊗ ∗x
I
ev
∗x x
≡
I
∗x⊗ x
coev
x
y
f ≡
x
y
f
The relations between evaluation and coevaluation translates into straightening zig-zags
= =
so that isotopic diagrams represent the same morphism. The left and right pivotal traces
tℓ(f) and tr(f) of an endomorphism f ∈ C(x, x) are defined as the compositions
tℓ(f) :=
f
δx
∗x
∗∗x
x
x
tr(f) :=
f
δ−1x
∗x
∗∗x
x
x
(2.33)
They satisfy left and right version of the trace relation (see the discussion below Defini-
tion 2.1)
tℓ(f ◦ g
δ) = tℓ(g ◦ f) tr(f
δ ◦ g) = tr(g ◦ f) (2.34)
with (−)δ := δ ◦ ∗∗(−) ◦ δ−1. The two traces coincide when C is spherical, but in general
they are different. See [BBG18] for more details.
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When C= Rep(H) is the representation category of a pivotal Hopf algebra, one can
compute the universal right trace
Tr(Rep(H), δ) ∼= H
/
spank{S
2(y)x− xy | x, y ∈ H} (2.35)
using the same methods as before. The resemblence with the twisted trace from Sec-
tion 2.4.6 is not a coincidence: there is a natural isomorphism of functors on Rep(H)
η : (−)δ (−)u, ηV (x) = xu
−1, (2.36)
where u acts on H by conjugation. Indeed, ηV (xh) = (xu
−1)(uhu−1) = ηV (x) · h. Analo-
gous statments hold for the left trace.
2.4.8 The annular closure of a tangle
Let q : R2 × I R2 × S1 be the quotient map that identifies (x, y, 0) with (x, y, 1) for
any (x, y) ∈ R2. If the tangle T ⊂ R2 × I has the same endpoints on both boundary
planes, then q(T ) is a link in R2×S1. It is called the annular closure of T, because it can
visualized at the level of tangle diagrams by connecting the endpoints inside an annulus,
see Figure 2. We consider it as a link T̂ in R3 by using the standard embedding of
R
2 × S1 ∼= D2 × S1 into the 3-space.
(̂−)
Figure 2: The annular closure of a tangle.
The annular closure described above is a trace function on Tan(R2) valued in Links(R3).
Indeed, the links T̂ ′T and T̂ T ′ are isotopic by rotation.
2.4.9 Satellite links as traces of tangles
Embeddings of R2×S1 into R3 are parametrized by framed knots—the tubular neighbor-
hood of a knot is homeomorphic to R2 × S1, but it is the framing that fixes the isotopy
class of the homeomorphism. Let h : R2 × S1 R3 be the embedding corresponding to
a framed knot K. The image h(L) of a link L ⊂ R2 × S1 is called a satellite link with
companion K.
Write K as an annular closure of a framed (1, 1)–tangle J . The tangle J describes
a tangled embedding of R2 × I into itself. Let JB be the image under this embedding of
the trivial tangle B × I, where B is any set of points on R2. Then JB′T and TJB are
isotopic for any tangle T with B and B′ as its bottom and top boundary, where the isotopy
slides T along J . In other words, J• is a natural transformation of the identity functor
on Tan(R2). Using Proposition 2.4 we construct a new trace function (̂−)
J
on Tan(R2).
It takes a tangle T with same top and bottom boundary to T̂ J := h(T̂ ), a satellite knot
with compagnion K (see Figure 3).
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T
(̂−)
J
T
Figure 3: The closure of a (3, 3)–tangle along a framed trefoil knot.
2.4.10 Links in surface bundles
Choose a surface F with a diffeomorphism φ ∈ Diff (F ). The mapping torus
M := F × I
/
(p, 1) ∼ (φ(p), 0) (2.37)
is called the surface bundle with fiber F and monodromy φ. The annular closure of
tangles can be generalized to a procedure producing links in M .
Given a tangle T ⊂ F × I with input φ(B) and output B we construct its closure
T̂ := π(T ) in M , where π : F × I M is the quotient map. This operation satisfies
the left trace relation with respect to the endofunctor φ∗ on Tan(F ) that takes a tangle
T ⊂ F × I into (φ × id)(T ). In another words, closing tangles describes a twisted trace
(̂−) : (Tan(F ), φ∗) Links(M).
Theorem 2.19. The closure (̂−) is the universal left trace on (Tan(F ), φ∗).
Proof. Links(M) is a quotient set of Tr(Tan(F ), φ∗), because each link in M is a closure
of a certain tangle. Suppose that closures T̂ and T̂ ′ are isotopic in M . The isotopy
can be expressed as a sequence of isotopies supported in small 3–balls, so that we may
assume that it fixes some fiber F ′ ⊂ M . Then the cuts T̂ and T̂ ′ along F ′ are isotopic
in F × I and the trace relation implies that the images of T and T ′ in Trℓ(Tan(F ), φ∗)
coincide.
2.4.11 Kauffman Bracket Skein Module
The Kauffman Bracket Skein Module S(M) of an oriented 3–manifold M is a Z[A±1]–
module generated by isotopy classes of framed tangles in M (we require the isotopies to
fix ∂M if nonempty) modulo the local relations
= A + A−1 (2.38)
= −A2 −A−2 (2.39)
where the diagrams represent pieces of tangles picked by some small ball, outside of which
the tangles coincide. In particular, the circle in the second relation bounds a disk. When
F is a surface, then S(F × I) is a category and any φ ∈ Diff (F ) induces an endofunctor
φ∗ as in the previous example. The proof of Theorem 2.19 can be easily modified to
show that the universal left trace Trℓ(S(F × I), φ∗) computes S(M), the skein module of
the surface bundle M with fiber F and monodromy φ.
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3 Traces of bicategories
In this section we categorify twisted traces. We begin with the definition of a preshadow
and the construction of the (twisted) horizontal trace of an endobicategory. The universal
property and functoriality of the latter are shown in Sections 3.2 and 3.3 respectively,
whereas Sections 3.4 and 3.5 discuss two ways to obtain traces from shadows: by re-
stricting to the vertical trace or by decategorifying. These are followed by a material
on Lefschetz preshadows and a quantization of this framework. Examples are listed at
the end of the section.
3.1 Categorified traces
Choose a bicategoryC together with a strong bifunctor Σ: C C. These come together
with natural 2-isomorphisms, the coherence isomorphisms
a : h ◦ (g ◦ f)
∼=
(h ◦ g) ◦ f, m : Σg ◦ Σf
∼=
Σ(g ◦ f),
l : idy ◦f
∼=
f, i : idΣx
∼=
Σ(idx),
r : f ◦ idx
∼=
f,
which are often omitted for clarity, see Appendix A.4.
Definition 3.1. A Σ–twisted preshadow or a preshadow with monodromy Σ on C valued
in a category T is a collection of functors 〈〈−〉〉x : C(Σx, x) T, one per object x ∈ C,
and natural morphisms θg,f : 〈〈f ◦Σg〉〉y 〈〈g◦f〉〉x in T, one for each pair of 1–morphisms
x
g
y f Σx, such that the following diagrams commute
〈〈f ◦ Σ(h ◦ g)〉〉y 〈〈(h ◦ g) ◦ f〉〉x
θ
〈〈(f ◦ Σh) ◦ Σg〉〉y
〈〈g ◦ (f ◦ Σh)〉〉z 〈〈(g ◦ f) ◦ Σh〉〉z
〈〈h ◦ (g ◦ f)〉〉x
〈〈a∗(1 ◦m−1)〉〉
θ
〈〈a〉〉
θ
〈〈a〉〉
(3.1)
〈〈k ◦ idΣx〉〉x 〈〈k ◦ Σ(idx)〉〉x 〈〈idx ◦ k〉〉x
〈〈k〉〉x
〈〈1 ◦i〉〉 θ
〈〈r〉〉 〈〈l〉〉
(3.2)
for all x h z
g
y f Σx and x k Σx. A preshadow is a shadow if each θg,f is
an isomorphism. It is symmetric when θf,g ◦ θg,f = id.
Remark 3.2. The naturality of θ means that θg′,f ′ ◦ 〈〈α ◦ Σβ〉〉y = 〈〈β ◦ α〉〉x ◦ θg,f for any
2-morphisms α : f f ′ and β : g g′.
We often write 〈〈−〉〉 : (C,Σ) T for a twisted preshadow on C, despite that it is
not a bifunctor. It is understood that when morphism categories C(x, y) are linear, then
so are both T and the functors 〈〈−〉〉x.
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Twisted shadows are categorified versions of traces in the sense, that the equality
t(f ◦ Σg) = t(g ◦ f) defining a (left) twisted trace is replaced by a choice of a natural
isomorphism 〈〈f ◦Σg〉〉 ∼= 〈〈g ◦ f〉〉. When C are Σ are strict, then the diagrams (3.1) and
(3.2) simplify to θh◦g,f = θh,g◦fθg,f◦Σh and θid,k = idk.
The definition of a preshadow coincides with the one of a categorified trace from
[HPT15] when Σ = Id and C has only one object, i.e. it is a monoidal category. In
comparison to [PS13] we do not require θf,g ◦ θg,f = id.
In what follows we construct a twisted preshadow for every bicategory—a generaliza-
tion of the horizontal trace [BHLZ14]. The next section is devoted to show its functoriality
as well as universality.
Definition 3.3. The Σ-twisted horizontal trace of a bicategoryC is the category hTr(C,Σ),
objects of which are 1–morphisms f ∈ C(Σx, x), morphisms from f ∈ C(Σx, x) to
g ∈ C(Σy, y) are equivalence classes [p, α] of squares
Σx x
Σy y
f
Σp p
g
α (3.3)
modulo the relation
Σx x
Σy y
f
p
g
Σp′Σp
α
Στ ∼
Σx x
Σy y
f
Σp′
g
p′p
α τ (3.4)
with [idx, 1f ] the identity on f , and the composition
[q, β] ◦ [p, α] := [q ◦ p, (β ◦ 1Σp) ∗ (1q ◦α)] (3.5)
can be visualized as stacking squares one on top of the other:
Σy y
Σz z
g
Σq q
h
β ◦
Σx x
Σy y
f
Σp p
g
α :=
Σx x
Σy y
Σz z
f
Σp p
g
Σq q
h
α
β
(3.6)
Unitarity and associativity follows from (3.4) with an appropriate composition of associ-
ators and unitors as τ .
Proposition 3.4. The horizontal trace is the target of a preshadow 〈〈−〉〉
h
on (C,Σ) with
components 〈〈−〉〉
h
x : C(Σx, x) hTr(C,Σ) the obvious functors and θ
h
g,f := [g, a]. It is
a shadow when C has right duals.
Proof. Commutation of both (3.1) and (3.2) is proven by a direct computation, which is
left to the reader. When C has right duals, consider a morphism represented by
Σx y x
Σy Σx y
f g
Σg∗ g∗
Σg f
idy idΣx
coev
ev
(3.7)
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where the triangles are filled with the coevaluation and evaluation 2-morphisms, and
the middle parallelogram with a suitable composition of unitors. It is a two-sided inverse
of θhg,f due to the relations (A.17) between ev and coev .
The idea underlying the definition of the horizontal trace is to represent 1-endomor-
phisms by boundary circles of a cylinder, the interior of which carries a 2-morphism.
Indeed, such a cylinder can be obtained by gluing the vertical boundaries of the square
(3.3) together, but keeping the seam line, see Figure 4. The seam is cooriented and
Σp p
f
g
α
−→ α
f
g
pΣp
Figure 4: Visualization of the horizontal trace.
a 2-morphism can “slide” through it, in which case it is acted upon by Σ as described
by (3.4). The morphism θh is represented in this picture by the cylinder obtained from
the identity on g ◦ f by applying a half-twist to its top boundary circle, see Figure 5.
g
f
g f
idg
id
Σ id
twist the top circle
by π clockwise
f
Σg
g f
idg
Σg Σ id
Figure 5: Visualization of the cyclicity morphism in hTr.
The symmetric horizontal trace (i.e. for Σ = Id) is also called the annularization
functor [MW10]. Its generalization to any surface is known as factorization homology
[BZBJ15].
3.2 The universal property of the horizontal trace
Let 〈〈−〉〉 : (C,Σ) T and 〈〈−〉〉′ : (C,Σ) T′ be two preshadows. We say that
〈〈−〉〉′ factorizes through 〈〈−〉〉 if there exist a functor T : T T′ and a collection of
natural isomorphisms ηx : T ◦ 〈〈−〉〉x 〈〈−〉〉x
′ such that ηx ◦ T (θg,f) = θ
′
g,f ◦ ηy for any
x
g
y f Σx. Factorizations (T, η) and (T ′, η′) are equivalent if there exists a natural
isomorphism ǫ : T T ′ such that ηx = η
′
x ∗ (ǫ ◦ 1〈〈−〉〉), i.e.
C(Σx, x)
T
T′
〈〈−〉〉
x
〈〈−〉〉
x
′
TT ′
ǫη′
= C(Σx, x)
T
T′
〈〈−〉〉
x
〈〈−〉〉
x
′
T
η
(3.8)
The following result states that the horizontal trace twisted by Σ is the universal Σ–
twisted preshadow.
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Theorem 3.5. If C has left duals, then every preshadow on (C,Σ) factorizes through
hTr(C,Σ) uniquely up to an equivalence.
Proof. Given a preshadow 〈〈−〉〉 : (C,Σ) Twe construct a functor T : hTr(C,Σ) T
by taking f : Σx x to 〈〈f〉〉x and a morphism [p, α] : f g to the composition
〈〈f〉〉x
〈〈coev ◦1〉〉
x 〈〈∗p ◦ p ◦ f〉〉x
〈〈1 ◦α〉〉
y 〈〈∗p ◦ g ◦ Σp〉〉x
θp,∗p◦g 〈〈p ◦ ∗p ◦ g〉〉y
〈〈ev◦1〉〉
y 〈〈g〉〉y,
(3.9)
where associators and unitors are omitted for clarity. Notice that 〈〈−〉〉 = T ◦ 〈〈−〉〉
h
and θg,f = T (θ
h
g,f). For uniqueness, suppose that (T
′, η) : 〈〈−〉〉
h
〈〈−〉〉 is another
factorization of a morphism of shadows with each ηx an isomorphism. Then η is a natural
isomorphism of functors η : T ′ T , because 〈〈f〉〉
h
= f and Tf = 〈〈f〉〉; naturality follows
from (3.9) and the observation that a similar sequence determines T ′([p, α]).
Corollary 3.6. Suppose C has both left and right duals. Then any preshadow on C is
a shadow.
Proof. It follows from Theorem 3.5 that a preshadow (〈〈−〉〉, θ) factorizes through the hor-
izontal trace. In particular, θ is an image of θh, which is an isomorphism by Proposi-
tion 3.4.
3.3 Functoriality
To discuss functoriality of hTr we begin with constructing a suitable 3-category of endo-
bicategories.
A morphism of endobicategories (F, ω) : (C,Σ) (C′,Σ′) consists of a strong bi-
functor F : C C′, so that the coherence 2-morphisms mF : Fg ◦ Ff F(g ◦ f) and
iF : idFx F(idx) are invertible, and a weak natural transformation ω : Σ
′F FΣ.
The latter comes with a collection of 2-morphisms
Σ′Fx FΣx
Σ′Fy FΣy
ωx
Σ′Ff FΣf
ωy
ωf
(3.10)
parametrized with 1-morphisms f ∈ C(x, y). The 2-morphisms ωf are not required to be
invertible. If they are, we say that (F, ω) is strong.
Suppose that (F, ω) and (F′, ω′) are morphisms between the same endobicategories.
A natural transformation (η, n) : (F, ω) (F′, ω′) consists of a strong natural transfor-
mation of bifunctors η : F F′ and a natural 2-morphism nx : ηΣx ◦ ωx ω
′
x ◦ Σ
′ηx
that—in addition to the usual coherence conditions—fits into the commutative hexagon
F′Σf ◦ ηΣx ◦ ωx ω
′
y ◦ Σ
′(ηy ◦ Ff)
F′Σf ◦ ω′x ◦ Σηx ω
′
y ◦ Σ
′F′f ◦ Σ′ηx
ηΣy ◦ FΣf ◦ ωx ηΣy ◦ ωy ◦ Σ
′Ff
1 ◦nx
ω′
f
◦1
1 ◦Σ′ηf
ηΣf ◦1
1 ◦ωf
ny◦1
(3.11)
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for any 1-morphism f ∈ C(x, y), where canonical isomorphisms are omitted.
Finally, we require that a modification Γ: η η′ of natural transformations (η, n)
and (η′, n′) satisfies (1 ◦ΣΓx) ∗ nx = n
′
x ∗ (ΓΣ′x ◦ 1) in addition to the usual coherence
condition.
Definition 3.7. We write EndoBicat for the 3-category of endobicategories, morphisms,
natural transformations and modifications, as described above. Its restriction to endobi-
categories with left duals is denoted by EndoBicat∗.
Preshadows can be pulled back along morphisms of endobicategories. Indeed, given
a preshadow 〈〈−〉〉 on (C′,Σ′) and a morphism (F, ω) : (C,Σ) (C′,Σ′) we define a its
pullback (F∗〈〈−〉〉,F∗θ) on (C,Σ) as follows:
F∗〈〈f〉〉x := 〈〈Ff ◦ ωx〉〉Fx
F∗〈〈α〉〉x := 〈〈Fα ◦ 1〉〉Fx
with the cyclicity morphism (F∗θ)g,f the composition
F∗〈〈f ◦ Σg〉〉y = 〈〈F(f ◦ Σg) ◦ ωy〉〉Fy
〈〈m−1
F
◦1〉〉
〈〈Ff ◦ FΣg ◦ ωy〉〉Fy
〈〈1 ◦ωg〉〉 〈〈Ff ◦ ωx ◦ Σ
′Fg〉〉Fy
θ 〈〈Fg ◦ Ff ◦ ωx〉〉Fx
〈〈m
F
◦1〉〉
〈〈F(g ◦ f) ◦ ωx〉〉Fx = F
∗〈〈g ◦ f〉〉x.
Notice that the second arrow is invertible when (F, ω) is a strong morphism.
Proposition 3.8. The datum (F∗〈〈−〉〉,F∗θ) is a preshadow on (C,Σ). It is a shadow
when (F, ω) is a strong morphism and (〈〈−〉〉, θ) is a shadow.
Proof. Left as an exercise.
Let 〈〈−〉〉, 〈〈−〉〉′ : (C,Σ) Tbe two preshadows. A collection of natural transforma-
tions ηx : 〈〈−〉〉x 〈〈−〉〉x
′ is a morphism of preshadows if it is coherent with the cyclicity
morphisms: θ′g,f ◦ ηy = ηx ◦ θg,f . There is a morphism of pullback shadows associated to
any natural transformation of morphisms of endobicategories
(C,Σ) (C′,Σ′)
(F,ω)
(F′,ω′)
(η,n) (3.12)
Indeed, there is a morphism in hTr(C′,Σ′)
Σ′Fx FΣx Fx
Σ′F′x F′Σx F′x
ωx Ff
Σ′ηx ηΣx ηx
ω′x F
′f
nx
η−1
f (3.13)
which, assuming that C′ has left duals, descend to a morphism (η, n)f in T between
F∗〈〈f〉〉 and F′∗〈〈f〉〉 for any shadow 〈〈−〉〉 on (C′,Σ′).
Lemma 3.9. The collection (η, n)∗ is a morphism of shadows from F
∗〈〈−〉〉 to F′∗〈〈−〉〉.
Morphisms induced by isomorphic transformations are equal.
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Proof. The naturality and compatibility with cyclicity morphisms can be checked in
hTr(C′,Σ′). They follow directly from the coherence conditions of ηf and nx. The details
are left as an exercise.
Everything together implies functoriality of the horizontal trace. Let EndoBicat∗,62
be the restriction of EndoBicat∗ to a 2-category, obtained by forgetting modifications
and identifying isomorphic natural transformations.
Theorem 3.10 (Functoriality of the horizontal trace). The horizontal trace hTr extends
to a strict 2-functor hTr: EndoBicat∗,62 Cat, which assigns to a morphism of endo-
bicategories (F, ω) : (C,Σ) (C′,Σ′) the functor hTr(F, ω) : hTr(C,Σ) hTr(C′,Σ′)
that takes an object f : Σx x into Ff ◦ωx and a morphism [p, α] to the class of the di-
agram
Σ′Fx FΣx Fx
Σ′Fy FΣy Fy
ωx Ff
Σ′Fp FΣp Fp
ωy Fg
ωp Fα
(3.14)
and a natural transformation (η, n) is sent to the natural transformation hTr(η, n) with
components (3.13).
Proof. Apply Theorem 3.5 to the pullback along (F, ω) of the universal preshadow on
(C′,Σ′) to construct hTr(F, ω). The coherence condition for a natural transformation
guarantees that hTr(η, n) is a morphism of shadows.
Corollary 3.11. Let (F, ω) : (C,Σ) (C′,Σ′) be a local equivalence, i.e. ω is invertible
and F restricts to equivalences of morphism categories C(x, y) ≈ C′(Fx,Fy) for all
objects x, y ∈ C. Then hTr(F, ω) is full and faithful.
Proof. By replacing C′ with the image of F we may assume that the bifunctor is a biequiv-
alence. Then hTr(F, ω) is an equivalence of categories by Theorem 3.10 and Lemma 3.9,
hence, full and faithful.
3.4 A connection with the vertical trace
Assume now that Σ fixes objects, i.e. Σx = x for any object x ∈ C. Then Σ can
be restricted to each morphism category C(x, y). Replacing each of them by its trace
Tr(C(x, y),Σ) results in the vertical trace vTr(C,Σ): a category with the same objects
as C, morphisms twisted trace classes of 2-morphisms α : f Σf , and composition
induced by the horizontal composition of 2-morphisms. The composition in vTr(C,Σ)
is both unital and associative, because the trace class of a morphism is invariant under
conjugation.
There is a natural functor vTr(C,Σ) hTr(C,Σ), defined by expanding objects to
identity morphisms. Explicitly,
x (x idx x) and
 x
y
fΣf
σ
 x x
y y
idx
Σf f
idy
σ
It is clearly full and faithful, but not necessarily surjective on objects.
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When C has left duals, then the above functor can be used to restrict a preshadow
〈〈−〉〉 : (C,Σ) T to a trace t〈〈−〉〉 : (C(x, y),Σ) T(〈〈idx〉〉, 〈〈idy〉〉) using the formula
t〈〈−〉〉(p α Σp) := 〈〈[p, α]〉〉, (3.15)
where we identify 〈〈−〉〉 with the corresponding functor on hTr(C,Σ). The following is
an immediate consequence of this construction.
Proposition 3.12. The restriction to C(x, y) of the universal Σ–twisted preshadow is
the universal Σ–twisted trace.
3.5 Decategorification
An n–category C can be truncated to an (n− 1)–category by forgetting its highest level
morphisms and identifying isomorphic (n − 1)–morphisms. Thence, we have a functor
Π: nCat (n−1)Cat. Clearly, this construction applies to endo-n-categories as well.
We are mostly interested in the case n = 1, 2.
Applying Π to a shadow 〈〈−〉〉 : C T results in a (left) trace Π〈〈−〉〉 : ΠC ΠT.
Conversely, any left trace on ΠC can be lifted to a shadow if C is small.4
Lemma 3.13. Choose a small endobicategory (C,Σ) and a (left) trace tr : (ΠC,ΠΣ) S
for some set S. There exists a shadow T : (C,Σ) S, such that ΠS= S and ΠT = tr.
Proof. In what follows we write dom(α) := f and cod(α) := f ′ for the domain and
codomain of a 2–morphism α : f f ′. Let S˜ be the category with Ob(S˜) = S and
morphisms S˜(s, t) the finite sequences (αn, . . . , α1) of 2–morphisms αi ∈ C(Σxi, xi) sat-
isfying tr(dom(αi+1)) = tr(cod(αi)) for i = 1, . . . , n − 1, such that s = tr(dom(α1)) and
t = tr(cod(αn)). Composition of morphisms is defined as concatenation of sequences.
The category S is a quotient of S˜ by the relations
(. . . , β, α, . . . ) ∼ (. . . , β ∗ α, . . . ) whenever β ∗ α exists, and (3.16)
(. . . , 1, . . . ) ∼ (. . . , . . . ). (3.17)
They allow us to reduce a given sequence of 2–morphism to a sequence of noncomposable
morphisms, none of which is the identity. An easy application of the Bergman Diamond
Lemma [Be78] shows that this reduced sequence is unique. In particular,
(βm, . . . , β1) ◦ (α1, . . . , αn) ∼ () (3.18)
implies m = n and each βi ◦ αi = 1 if both sequences are reduced. Hence, each αi
is a 2–isomorphism in C if (α1, . . . , αn) is an isomorphism in S, which implies that
tr(dom(αi)) = tr(cod(αi)) and
dom(αn, . . . , α1) = tr(dom(α1)) = tr(cod(αn)) = cod(αn, . . . , α1). (3.19)
Therefore, Sdoes not have isomorphisms between different objects, and ΠS= S. The de-
sired shadow T : (C,Σ) S is defined as T (f) := tr(f) and T (α) := (α).
The above result allows us to formally prove that the horizontal trace is a categorifi-
cation of the universal trace of a category. Despite proving it only for small bicategories,
we believe that with a slight modification of our argument the result can be generalized
to locally small bicategories.
4 A bicategory is small if its 2-morphisms (and so objects as well as 1-morphisms) form a set.
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Theorem 3.14. There is a natural bijection Π(hTr(C,Σ)) ≈ Trℓ(ΠC,ΠΣ) for each small
endobicategory (C,Σ) with left and right duals.
Proof. Because C has right duals, hTr(C,Σ) is a shadow and we can apply Π to get
a trace Π(hTr(C,Σ)). We must show that it is the universal left trace, i.e. that every left
trace t : (ΠC,ΠΣ) S factorizes through it. For that use Lemma 3.13 to find a shadow
T : (C,Σ) S that lifts t. According to Theorem 3.5, T factorizes through hTr(C,Σ),
and applying Π results in a desired factorization of t.
Thence, the horizontal trace is a categorification of the universal left trace. Right
traces are categorified by a dual version of shadows, defined on morphism categories
C(x,Σx). The convention for the twisting of hTr used in this paper is justified by
the relation of hTr with the vertical trace discussed in Section 3.4.
3.6 Categorified Lefschetz traces
Let Comb/h(C) be a bicategory obtained from a locally additive bicategory C by replacing
each morphism category C(x, y) with the corresponding homotopy category of bounded
complexes Comb/h(C(x, y)). It is locally triangulated, i.e. the functors f ◦ (−) and (−) ◦ f
preserve distinguished triangles and commute with homological degree shifts. Having
chosen an endobifunctor Σ on C we extend it naturally over Comb/h(C).
Definition 3.15. A preshadow 〈〈−〉〉 : (Comb/h(C),Σ) T is triangulated if T is a tri-
angulated category and the components 〈〈−〉〉x are triangulated functors.
A twisted preshadow 〈〈−〉〉 : (C,Σ) T can be extended to a twisted triangulated
preshadow 〈〈〈−〉〉〉 : Comb/h(C)(Σx, x) Com
b
/h
(T), which we call the Lefschetz preshadow
induced by 〈〈−〉〉. For each object x ∈ C the functor 〈〈〈−〉〉〉x is constructed by applying
〈〈−〉〉x component-wise:
〈〈〈f •〉〉〉x =
(
. . . 〈〈f i〉〉x
〈〈d〉〉
x 〈〈f i+1〉〉x
〈〈d〉〉
x 〈〈f i+2〉〉x . . .
)
(3.20)
and likewise for 2-morphisms. Notice that 〈〈〈g• ◦ f •〉〉〉
i
x =
⊕
p+q=i〈〈g
p ◦ f q〉〉x for a pair of
1-morphisms x
g•
y
f•
Σx. We check below that the sums
Θig•,f• :=
∑
p+q=i
(−1)pqθgp,fq (3.21)
are components of a formal chain map Θg•,f• : 〈〈〈f
• ◦Σg•〉〉〉x 〈〈〈g
• ◦f •〉〉〉y. It is invertible
if (〈〈−〉〉, θ) is a shadow.
Lemma 3.16. The datum (〈〈〈−〉〉〉,Θ) is a triangulated preshadow on Comb/h(C). It is
a shadow if so is 〈〈−〉〉.
Proof. The functors 〈〈〈−〉〉〉x are additive and, as such, they preserve mapping cones. Hence,
they are triangulated. To check that Θg•,f• is a chain map, we compute
dig•◦f• ◦Θ
i
g•,f• =
∑
p+q=i
(−1)pq〈〈dpg• ◦ id+(−1)
p id ◦dqf•〉〉 ◦ θgp,fq
=
∑
p+q=i
(−1)pq
(
θgp+1,fq ◦ 〈〈id ◦d
p
Σg•〉〉+ (−1)
pθgp,fq+1 ◦ 〈〈d
q
f• ◦ id〉〉
)
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=
∑
p+q=i+1
(−1)pqθgp,fq ◦ 〈〈(−1)
q id ◦dpΣg• + d
q
f• ◦ id〉〉 = Θ
i+1
g•,f• ◦ d
i
f•◦Σg•
and the naturality follows from the naturality of θ:
Θig•1 ,f•1 ◦ 〈〈〈α
• ◦ Σβ•〉〉〉
i
=
∑
p+q=i
(−1)pqθgp1 ,f
q
1
◦ 〈〈αp ◦ Σβq〉〉
=
∑
p+q=i
(−1)pq〈〈βq ◦ αp〉〉 ◦ θgp0 ,f
q
0
= 〈〈〈β• ◦ α•〉〉〉
i
◦Θig•0 ,f•0
for any 2-morphisms α• : f •0 f
•
1 and β
• : g•0 g
•
1. Finally, commutativity of (3.1)
and (3.2) can be easily checked component-wise.
Recall that a triangulated trace is additive with respect to (twisted) endomorphisms
of distinguished triangles. An analoguous statement holds for Lefschetz preshadows.
Proposition 3.17. Let C have left duals and choose a commuting diagram in Comb/h(C)
p• ◦ f • r• ◦ f • s• ◦ f • (p• ◦ f •)[1]
g• ◦ Σp• g• ◦ Σr• g• ◦ Σs• (g• ◦ Σp•)[1]
α◦id
id ◦Σα
β◦id
id ◦Σβ
γ◦id
id ◦Σγ
π ρ σ π[1] (3.22)
where f • ∈ Comb/h(C)(Σx, x), g
• ∈ Comb/h(C)(Σy, y), and p
• α r• β s•
γ
p•[1] is
a distinguished triangle in Comb/h(C)(x, y). Then 〈〈〈[r, ρ]〉〉〉 = 〈〈〈[p, π]〉〉〉+ 〈〈〈[s, σ]〉〉〉.
Proof. The 1-morphism s• is homotopy equivalent to the mapping cone of α : p• r•.
In particular, σn : (s• ◦ f •)n (g• ◦ Σs•)n consists of components
σp,p : p
j+1 ◦ f i gi
′
◦ Σpj
′+1 σr,p : r
j ◦ f i gi
′
◦ Σpj
′+1
σp,r : p
j+1 ◦ f i gi
′
◦ Σrj
′
σr,r : r
j ◦ f i gi
′
◦ Σrj
′ (3.23)
for i+ j = i′+ j′ = n. A simple diagram chasing shows that σp,p and σr,r are chain maps
homotopic to π[1] and ρ respectively. We can thus take σ•p,p = π[1]
• and σ•r,r = ρ
•.
Recall that the left dual to (C•, d) is given by the complex
. . . ∗C−i−1
∗d−i ∗C−i
∗d−i+1 ∗C−i+1 . . . (3.24)
with ∗C−i in homological degree i. The evaluation and coevaluation maps do not vanish
only in homological degree zero, where they are given by the obvious maps
A
∑
coev
Ci
⊕
i
∗C i ⊗ C i = (∗C• ⊗ C•)0 (3.25)
and
(C• ⊗ ∗C•)0 =
⊕
i
C i ⊗ ∗C i
∑
ev
Ci A. (3.26)
In particular, sj = pj+1 ⊕ rj leads to the decomposition
(∗s)−j ◦ sj = (∗pj+1 ◦ pi+j)⊕ (∗rj ◦ rj)⊕ (∗pj+1 ◦ rj)⊕ (∗rj ◦ pj+1). (3.27)
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The coevaluation takes values only in the first two terms, which are also the only compo-
nents on which the evaluation does not vanish. Hence, the only components of 〈〈〈[s, σ]〉〉〉
that contribute are
〈〈f i〉〉
〈〈coev◦1〉〉
〈〈∗pj+1 ◦ pj+1 ◦ f i〉〉
〈〈1 ◦σp,p〉〉 〈〈∗pj+1 ◦ giΣ ◦ pj+1〉〉
(−1)(i+j)jθ
〈〈pj+1 ◦ ∗pj+1 ◦ gi〉〉
〈〈ev◦1〉〉
〈〈gi〉〉,
(3.28)
and those with pj+1 replaced by rj. Because σ•p,p = π[1]
• and σ•r,r = ρ
•, the compositions
(3.28) (resp. those with rj instead of pj+1) coincide with the components of 〈〈〈[p[1], π[1]]〉〉〉
(resp. 〈〈〈[r, ρ]〉〉〉). Hence, 〈〈〈[s, σ]〉〉〉 = 〈〈〈[r, ρ]〉〉〉+ 〈〈〈[p[1], π[1]]〉〉〉 = 〈〈〈[r, ρ]〉〉〉 − 〈〈〈[p, π]〉〉〉.
Corollary 3.18. Assume that C has left duals and Σ fixes objects of C. Then the Lef-
schetz preshadow 〈〈〈−〉〉〉 on Comb/h(C) induced by 〈〈−〉〉 restricts to the Lefschetz trace on
Comb/h(C(x, y)) induced by t
〈〈−〉〉, the trace defined as in (3.15).
Proof. The restricted trace is triangulated due to Proposition 3.17 applied to the case
f = idx and g = idy. Hence, the thesis follows from Proposition 2.12.
3.7 Deformation of categorified traces
A bicategory C is locally pregraded if each morphism category C(x, y) is pregraded,
the horizontal composition preserves the degree of 2-morphisms, and the canonical 2-
isomorphisms a, l, and r are homogeneous of degree 0. As usual, we write |α| for the degree
of a homogeneous 2-morphism α. We say that C is locally graded if each morphism
category C(x, y) comes with a translation functor {1} that is an equivalence, such that
for any pair of composable 1-morphism x f y
g
z the horizontal compositions g◦f{1},
g{1}◦f , and (g◦f){1} are naturally isomorphic. Likewise for categories, both frameworks
are equivalent: a locally pregraded bicategory can be formally extended to a locally graded
one, and vice versa. In what follows we choose the pregraded framework.
Let (C,Σ) be a locally pregraded endobicategory. This means that C is locally pre-
graded and Σ is graded, i.e. it preserves the degree of 2-morphisms and the structural
2-isomorphisms m and i are homogeneous in degree 0.
Definition 3.19. A Σ–twisted quantum preshadow on C valued in a pregraded k[q±1]–
linear category T is a collection of graded functors 〈〈−〉〉x : C(Σx, x) T together with
graded morphisms θg,f : 〈〈f ◦ Σg〉〉y 〈〈g ◦ f〉〉x in T, one for each pair of 1–morphisms
x
g
y f Σx, which are natural in the graded sense, i.e.
θg′,f ′ ◦ 〈〈α ◦ Σβ〉〉 = q
|β|〈〈β ◦ α〉〉 ◦ θg,f (3.29)
for homogeneous 2-morphisms α : f f ′ and β : g g′, and such that the defining
diagrams for preshadows (3.1) and (3.2) commute. We say that (〈〈−〉〉, θ) is a quantum
shadow if each θf,g is invertible.
Likewise in the case of traces, quantum preshadows arise by extending coefficients of
C to k[q±1] and deforming Σ into Σq by redefining it on homogeneous 2-morphisms as
Σq(α) := q
−|α|Σ(α). (3.30)
Quantum preshadows on (C,Σ) are then precisely preshadows on (C,Σq). It follows that
there is a deformed twisted horizontal trace hTrq(C,Σ), the quantum Σ–twisted horizontal
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trace of C, obtained by deforming the defining relation into
Σx x
Σy y
f
p
g
Σp′Σp
α
Στ ∼ q|τ |
Σx x
Σy y
f
Σp′
g
p′p
α τ (3.31)
where α and τ are homogeneous. When C is locally graded, then, in an analogy to traces
of categories, the k[q±1]–linear structure on hTrq(C,Σ) satisfies q · [p, α] := [p{1}, α{1}].
Diagrammatically,
q ·
Σx x
Σy y
f
Σp p
g
α :=
Σx x
Σy y
f
Σp{1} p{1}
g
α{1}
(3.32)
The following is a direct generalization from the undeformed framework. In particu-
lar, every Σ–twisted quantum preshadow factorizes through hTrq(C,Σ) uniquely up to
an equivalence.
Proposition 3.20. Assume that C has left duals. Then hTrq(C,Σ) with 〈〈−〉〉
h
x the ob-
vious functors is the universal Σ–twisted quantum preshadow. It is a quantum shadow if
C has right duals.
Locally pregraded endobicategories form a 3-category if we require all bifunctor to pre-
serve degrees of 2-morphisms and all structural 2-morphisms (such as ωf in the definition
of a morphism or ηf and nx in the definition of a natural transformation) to be graded.
A pullback of a twisted quantum preshadow along a morphism of locally pregraded endo-
bicategories is again a twisted quantum preshadow, and natural transformations of such
morphisms induce morphisms of preshadows. The following is an immediate consequence
of that and the universality of hTrq.
Theorem 3.21 (Functoriality of the quantum horizontal trace). The quantum horizontal
trace hTrq extends to a strict 2-functor from the 2-category of locally pregraded endobi-
categories with duals to pregraded categories.
We omit the explicit construction of the 2-functor, because it is a verbatim copy of
the one from Theorem 3.10.
3.8 Examples
3.8.1 The twisted trace
Choose a pair of functors C F D G C. The pair (G, id) is a morphism of endocate-
gories, from (C, FG) to (D, GF ), and as such it induces a map between their universal
traces
Tr(G, id) : Tr(C, FG) Tr(D, GF ), tr(f) tr(Gf).
To show naturality, choose natural transformations η : F F ′ and µ : G G′. They
determine morphisms of endocategories
(Id, µ ◦ Fη) : (C, FG) (C, F ′G′)
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(Id, η ◦Gµ) : (D, GF ) (D, G′F ′)
and hence maps on traces. Using µ ◦ Fη = F ′η ◦ µ we check directly that
(Tr(G′, Id) ◦ Tr(Id, µ ◦ Fη))(tr(f)) = tr(G′F ′η ◦G′µ ◦G′f) =
tr(G′(µ ◦ f) ◦ η) = tr(η ◦G(µ ◦ f)) = (Tr(Id, η ◦Gµ) ◦ Tr(G, id))(tr(f)).
Because tr(FGf) = tr(f) by Lemma 2.2, the above upgrades Tr(−) to a symmetric
shadow on Cat, the 2-category of small categories. The same argument shows that
Trq(−) is a quantum shadow on gCat, the 2-category of small graded categories, with
the cyclicity map satisfying tr(FGf) = tr(FGf ◦ id) = q|f | tr(f) for a homogeneous f .
Although not every functor has a left dual (left dualizable functors are exactly those
with a left adjoint), Tr(−) factors through hTr(Cat) (resp. Trq(−) factors through
hTrq(gCat)). Indeed, a representant (F, ω) of a morphism in the horizontal trace is
precisely a morphism of endocategories, and it can be checked directly that Tr(F, ω)
(resp. Trq(F, ω)) depends only on the image of (F, ω) in the horizontal trace; see also
Theorem 4.5.
3.8.2 The space of coinvariants
Write Bimod for the bicategory of k–algebras, bimodules, and bimodule maps; the hor-
izontal composition of bimodules N ∈ Bimod(A,B) and N ′ ∈ Bimod(B,C) is defined
as their tensor product: N ′ ◦ N := N ⊗B N
′. It admits a symmetric shadow that as-
signs to an (A,A)–bimodule M the space of coinvariants coInv(M) := M/[A,M ] and
the cyclicity morphism of which is the standard twist: θN ′,N([n
′ ⊗ n]) = [n ⊗ n′], where
N ∈ Bimod(A,B) and N ′ ∈ Bimod(B,A).
Likewise, the quantum space of coinvariants coInvq(−) defined in (2.32) determines
a shadow on gBimod, the locally graded bicategory of graded algebras, graded bimod-
ules, and graded bimodule maps. The cyclicity morphism is a noninvolutive deformation
of the standard twist: θN ′,N([n
′⊗ n]) = q|n
′|[n⊗ n′] for homogeneous n′ ∈ N ′ and n ∈ N .
Let gRep be the restriction of gBimod to those bimodules that are finitely generated
and projective as right modules. It can be realized as a sub-2-category of gCat by
interpreting an algebraA as its representation category gRep(A), and an (A,B)–bimodule
N as the functor (−)⊗AN . Therefore, it admits a preshadow as described in the previous
example, which factorizes through hTrq(gRep). Explicitly, it assigns to
A A
B B
M
P P
M ′
f (3.33)
the linear map [m] trPq (p f(m⊗ p)), where tr
P
q is the quantum deformation
of the twisted Hattori–Stallings trace from Section 2.4.5. We claim that this shadow
coincides with the one restricted from Bimod. Indeed, given N ∈ gRep(A,B) and
N ′ ∈ gRep(B,A) with homogeneous n ∈ N and n′ ∈ N ′, the cyclicity map takes
the class of [n′ ⊗ n] to
trN
′
q (n
′ ⊗ n⊗ idN ′) = ǫq,N ′(n
′ ⊗ n⊗ coevN ′(1)) =
= q|n
′|[n⊗ (idN ′ ⊗evN ′)(coevN ′(1)⊗ n
′)] = q|n
′|[n⊗ n′] = θN ′,N([n
′ ⊗ n]).
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3.8.3 Twisted coinvariants
Let B˜imod be an extension of Bimod, objects of which are pairs (A,ϕ) consisting of
an algebra A and its automorphism ϕ, and whose 1- and 2-morphisms are bimodules
and bimodule maps respectively with no restriction imposed. It can be upgraded to
an endobicategory via an endobifunctor Σ that affects only 1-morphisms:
ΣN := ϕNψ
∼= Aϕ ⊗
A
N ⊗
B
ψB
for N ∈ B˜imod(A,ϕ;B,ψ), where Aϕ is the (A,A)–bimodule A with the right action
x · a := xϕ(a), and likewise for ψB. For any object (A,ϕ) there is an isomorphism of
bimodules A ∼= ϕAϕ that takes a to ϕ(a). Hence, Σ(N ⊗B N
′) ∼= ΣN ⊗AΣN
′ as desired.
Twisted spaces of coinvariants from Section 2.4.6 constitute a shadow on B˜imod with
the cyclicity map
coInvψ(ΣN ′ ⊗
A
N) = coInv(ψBψ ⊗
B
N ′ ⊗
A
ϕA ⊗
A
N) ∼=
coInv(ϕA ⊗
A
N ⊗
B
N ′) = coInvϕ(N ⊗
B
N ′) (3.34)
for N ∈ B˜imod(A,ϕ;B,ψ) and N ′ ∈ B˜imod(B,ψ;A,ϕ). Recalling that ΣN ′ and N ′
coincide as k–modules, we find out that (3.34) is the twist [n′ ⊗ n] [n⊗ n′].
Let R˜ep ⊂ B˜imod be the restriction to bimodules that are finitely generated and pro-
jective as right modules. Such an (A,B)–bimodule N has a left dual ∗N := HomB(N,B),
the (B,A)–bimodule of right B–linear functions on N .5 Thus the above shadow can be
restricted to a trace on vTr(R˜ep(A,ϕ;B,ψ),Σ) that takes f ∈ Hom(N,ΣN) to the com-
position
coInvϕ(A) coev coInvϕ(N ⊗
B
∗N) f⊗id coInvψ(ΣN ⊗
B
∗N)
θ coInvψ(∗N ⊗
A
N) ev coInvψ(B),
(3.35)
which, when evaluated at [a] ∈ coInvϕ(A), recovers the ψ–twisted Hattori–Stallings trace
of fa(n) := f(an).
3.8.4 Hochschild homology
Let M be an (A,A)–bimodule and write R•(A) for the bar resolution of A [Lo, 1.1.11].
The Hochschild homology of A with coefficients in M or, shortly, the Hochschild homology
of M is the homology of the chain complex CH•(A,M) := coInv(M ⊗AR•(A)), to which
we refer as the Hochschild complex. Explicitly, CHn(A,M) =M⊗A
⊗n and the Hochschild
differential is the alternating sum
∂(m⊗ a1 ⊗ · · · ⊗ an) = ma1 ⊗ a2⊗ · · · ⊗ an
+
n−1∑
i=1
(−1)im⊗ a1⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an
+(−1)nanm⊗ a1⊗ · · · ⊗ an−1.
(3.36)
5 Notice that ∗N is projective as a left module, but not necessarily as a right one. Hence, in general,
it is not a 1-morphism in R˜ep.
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In particular, HH0(A,M) ∼= coInv(M) is the ordinary space of coinvariants.
Hochschild homology is not directly a shadow on Bimod: for that one has to extend it
to derived categories of bimodules and use the derived tensor product as the composition.
It is not necessary in the case of Rep, because an (A,A)–bimodule of the form N ⊗B N
′
has two projective resolutions
P•(N,N
′) := R•(A) ⊗
A
(N ⊗
B
N ′) (3.37)
and
R•(N,N
′) := Tot(R•(A) ⊗
A
N ⊗
B
R•(B) ⊗
B
N ′), (3.38)
which, by the uniqueness of the resolution, are homotopy equivalent. Therefore, there is
a sequence of homotopy equivalences
CH•(B,N
′ ⊗
A
N) ≃ coInv(R•(N
′, N)) ∼= coInv(R•(N,N
′)) ≃ CH•(A,N ⊗
B
N ′), (3.39)
where the middle map is the standard twist [b⊗n′⊗a⊗n] [a⊗n⊗ b⊗n′], in which a
stands for a tensor product of elements of A, and likewise for b. Doing this twice results
in a map chain homotopic to the identity, so that CH• is a symmetric shadow on Rep.
Let ϕ ∈ Aut(A). The ϕ–twisted Hochschild complex CH ϕ• (A,M) of an (A,A)–bimo-
dule M is obtained by replacing M with ϕM (or, equivalently, coInv with coInv
ϕ):
CH ϕ• (A,M) := coInv(ϕM ⊗
A
R•(A)).
It coincides with CH•(A,M) except that the last term in the differential is replaced with
(−1)nϕ(an)m⊗ a1 ⊗ · · · ⊗ an−1. (3.40)
Hochschild chains can be visualized by oriented circles divided into segments, one labeled
with m ∈ M and the others with a0, . . . , an. Each of the terms of the differential merges
two segments multiplying their labels:
m
a0
a1
7−→
ma0
a1
− m a0a1 +
a1m
a0
In the twisted case add a mark on the circle between segments labeled m and an. To
merge these two segments, one has to move the mark over an, acting upon it with ϕ:
m
a0
a1
m
a0
ϕ(a1) ϕ(a1)m
a0
Defined a priori for the untwisted case, the cyclicity map (3.39) can be easily extended
to the twisted homology following (3.34):
CH ψ• (B,ΣN
′ ⊗
A
N) = CH•(B, ψBψ ⊗
B
N ′ ⊗
A
ϕN) ≃
CH•(A, ϕN ⊗
B
ψBψ ⊗
B
N ′) ∼= CH•(A, ϕN ⊗
B
N ′) = CH ϕ• (A,N ⊗
B
N ′),
which upgrades the twisted homology to a symmetric shadow on R˜ep.
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3.8.5 Quantum Hochschild homology
Fix an invertible elements q ∈ k. We define the quantum Hochschild complex of a graded
(A,A)–bimodule M by replacing coInv(M) with its deformation:
qCH•(A,M) := coInvq(M ⊗
A
R•(A)). (3.41)
It has the same chain groups as CH•(A,M) with coefficients extended to k
′, but the last
term of the differential is replaced with
(−1)nq−|an|anm⊗ a1 ⊗ · · · ⊗ an−1. (3.42)
The quantum Hochschild homology of M, denoted by qHH•(A,M), is the homology of
this complex.
The quantum Hochschild complex is a nonsymmetric shadow on gRep. Indeed, re-
placing the middle isomorphism in (3.39) with [b⊗ n′ ⊗ a⊗ n] q|b⊗n
′|[a⊗ n⊗ b⊗ n′]
results in a homotopy equivalence
θN ′,N : qCH•(B,N
′ ⊗
A
N) ≃ qCH•(A,N ⊗
B
N ′) (3.43)
that is no longer involutive: θN,N ′ ◦ θN ′,N scales a chain of degree d by q
d. The twisted
Hochschild homology can be deformed likewise, leading to the twisted quantum Hochschild
complex qCH ϕ• (A,M) of a graded (A,A)–bimodule M and its homology qHH
ϕ
• (A,M).
The details are left to the reader.
3.8.6 The functor HHH
The construction of Hochschild homology extends naturally to complexes of bimodules,
by letting CH•(A,C
•) := coInv(C•⊗AR•(A)) for a complex of (A,A)–bimodules. It can
be checked that it is a triangulated shadow on Comb/h(Rep).
Instead of computing the total Hochschild homology of the complex C• one can apply
HH• component-wise. This leads to a Lefschetz shadow HHH on Com
b
/h
(Rep) that
replaces C• with
. . . HH•(A,C
i) HH•(A,C
i+1) HH•(A,C
i+2) . . . (3.44)
It is the second page of the spectral sequence associated to coInv(C•⊗AR•(A)) seen as
a bicomplex. This functor appears quite often in categorification of link invariants, when
links are considered as closures of braids.
Naturally, when dealing with complexes of graded bimodules, one can replace HH•
with qHH• to obtain qHHH, which is a quantum shadow. According to Corollary 3.18, it
restricts to a quantum trace on Comb/h(gRep)(A,B) for any graded algebras A and B. It
takes a particularly simple form when A = B = k, because then qHH0(k) = k and higher
homology vanishes.
Corollary 3.22. Let C• ∈ Comb/h(gRep(k, k)) be a bounded complex and f
• ∈ End(C•)
its graded endomorphism. The endomorphism of qHH (k) ∼= k induced by (C•, f •) is
the multiplication by Λq(f
•) =
∑
i,j(−1)
iqj tr(f i,j), where i and j are the homological and
internal gradings in C• respectively, and tr is the Hattori–Stallings trace on Rep(k).
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3.8.7 Cobordisms of links in surface bundles
It is generally a hard problem to identify the horizontal trace hTr(C,Σ) for a given
bicategory C, but the answer is very natural for Tan(F ), the bicategory of points in
a surface F, tangles in F ×I, and tangle cobordisms in F ×I×I. Recall that the quotient
space
M := F × I
/
(p, 1) ∼ (ϕ(p), 0), (3.45)
where ϕ is a diffeomorphism of F, is a manifold called the surface bundle with fiber F and
monodromy ϕ.
Theorem A. Let M be a surface bundle with fiber F and monodromy φ ∈ Diff (F ).
There is an equivalence of categories
hTr(Tan(F ), φ∗) ≃ Links(M) (3.46)
where φ∗(S) := (φ× id× id)(S) for a cobordism S ⊂ F × I × I.
Proof. Let π : F × I M be the quotient map and consider the fiber F0 := π(F ×{0})
along which M can be cut open to F × I. Objects of hTr(Tan(F ), φ∗) can be identified
with links in M transverse to F0, while morphisms are represented by link cobordisms in
M×I transverse to the 3-dimensional membrane F0×I. The cobordism can be deformed
by an ambient isotopy that fixes the membrane, and the trace relation allows us to isotope
the embedding of the membrane (although F0 × {i} is fixed for i = 0, 1).
There is an obvious functor hTr(Tan(F ), φ∗) Links(M) that forgets the mem-
brane. By the transversality argument it is essentially surjective on objects (each link
is isotopic to a link transverse to F0) and full on morphisms (each surface between links
transverse to F0 can be isotoped to be transverse to the standard membrane F0 × I). It
remains to show that if two surfaces S, S ′ ⊂ F × I × I represent isotopic cobordisms Ŝ
and Ŝ ′ in M × I, then their images in hTr(Tan(F ), φ∗) coincide.
Assume there is an isotopy ϕt of M × I taking Ŝ to Ŝ
′ with support6 supp(ϕ) disjoint
fromM×∂I and a membrane F ′×I for some fiber F ′ ⊂ M . It is enough to consider only
such isotopies, because every two isotopic surfaces in M × I are connected by a sequence
of them. If F ′ = F0, then S and S
′ are already isotopic in F × I × I and we are done.
Otherwise, let p ∈ S1 be the point over which F ′ lives and consider a bump function
β : I S1 with β(0) = β(1) = 1 and β(t) = p for t ∈ [ǫ, 1 − ǫ] for some ǫ > 0 such
that supp(ϕ) ⊂ M × [ǫ, 1 − ǫ], see Fig. 6. The preimage in M × I of the graph of β
is a membrane isotopic to F0 × I; it can be visualized as pushing the interior of F0 × I
onto F ′ × I. Because the new membrane is disjoint from the support of ϕ, the cuts of Ŝ
and Ŝ ′ along it are isotopic. This proves the faithfulness, because the cuts represent in
hTr(Tan(F ), φ∗) the same morphisms as the surfaces S and S
′.
Each orientation preserving diffeomorphism φ of R2 is isotopic to identity, so that
hTr(Tan, φ∗) is equivalent to the category of links in a solid torus. Because tangles in
a thickened plane R2 × I can be represented by diagrams on the stripe {0} ×R× I, is it
worth to consider those diffeomorphisms that preserve the line {0} × R. There are two
of them:
• the identity, in which case the stripe is closed to an annulus A, and
• the rotation by 180 degrees, for which the image of the stripe is a Mo¨bius band M.
6 A support of an isotopy is the closure of the set of points that are not stationary under the isotopy.
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F0 F
′
Figure 6: A visualization of the isotopy pushing F0 × I onto F
′ × I. Each point of
the cylinder represents a fiber of the F–bundle M × I S1× I. The thick straight line
is the standard membrane F0× I, whereas the curve is its isotopic deformation. The flat
part of the curve corresponds to the piece of the deformed membrane contained in F ′×I.
The solid torus is a trivial line bundle over A and a twisted one over M respectively.
Hence, given an invariant of tangles computed from their diagrams, there are two ways
to get invariants of links in a solid torus.
Corollary 3.23. There are equivalences of categories
hTr(Tan) ≃ Links(S1 × R2) ≃ hTr(Tan, ρ∗),
where ρ ∈ Diff (R2) is the half–rotation. Thence, a bifunctor I : Tan C induces
invariants of links in a solid torus
hTr(I) : Links(R2 × S1) hTr(C), and
hTr(I, ρ∗) : Links(R
2 × S1) hTr(C,Σ),
where Σ is an endofunctor of C satisfying Σ◦I ∼= I◦ρ∗. In particular, 〈〈hTr(I)〉〉 is a link
invariant for any symmetric preshadow 〈〈−〉〉 on C.
4 Quantum Hochschild homology
Here we develop a machinery to show that higher quantum Hochschild homology of Chen–
Khovanov algebras vanish, which is used to proof the conjecture of Auroux, Grigsby, and
Wehrli. In particular, we prove the invariance of quantum Hochschild homology under
K–theoretic equivalences. This section can be skipped by a reader interested only in
the construction of the quantum link homology. Hereafter we fix an invertible q ∈ k.
4.1 Twisted Hochschild–Mitchell homology
Choose a small pregraded endocategory (C,Σ). The (twisted) quantum Hochschild–
Mitchell complex of (C,Σ) is the chain complex qCH•(C,Σ) with components
qCHn(C,Σ) :=
⊕
x0,...,xn∈Ob(C)
C(x0,Σxn)⊗ C(x1, x0)⊗ · · · ⊗ C(xn, xn−1) (4.1)
and differential the alternating sum ∂n =
∑n
i=0(−1)
idin, where
din(f0 ⊗ . . .⊗ fn) :=
{
f0 ⊗ . . .⊗ (fi ◦ fi+1)⊗ . . .⊗ fn if i < n,
q−|fn|(Σfn ◦ f0)⊗ f1 ⊗ . . .⊗ fn−1 if i = n.
(4.2)
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Its homology is called the (twisted) quantum Hochschild–Mitchell homology of (C,Σ) and
denoted by qHH•(C,Σ). We also use the symbols CH• and HH• when q = 1, drop-
ping the adjective ‘quantum’. In particular, HH•(C, Id) recovers the usual Hochschild–
Mitchell homology of a category [Mit72]. Furthermore, HH0(C,Σ) and qHH0(C,Σ) are
precisely the universal Σ–twisted trace of C and its quantum deformation.
Expressing the differential as an alternating sum makes it evident that the Hochschild–
Mitchell complex arises from a presimplicial module [Lo, 1.0]. Despite not working in
this framework, we will often use the following characterisation of chain homotopies.
Lemma 4.1. Choose a collection {hkn : qCHn(C,Σ) qCHn+1(C
′,Σ′)}06k6n of linear
maps, satisfying
din+1 ◦ h
k
n =

hk−1n−1 ◦ d
i
n for i < k,
dkn+1 ◦ h
k
n for i = k + 1,
hkn−1 ◦ d
i−1
n for i > k + 1.
(4.3)
Then the alternating sums hn :=
∑n
k=0(−1)
khkn are components of a chain homotopy from
fn := d
0
n+1 ◦ h
0
n to gn := d
n+1
n+1 ◦ h
n
n.
Given a morphism of endocategories (F, ω) : (C,Σ) (C′,Σ′) define a chain map
(F, ω)∗ : qCH•(C,Σ) qCH•(C
′,Σ′) by the formula
(F, ω)∗(f0 ⊗ . . .⊗ fn) := (ω ◦ Ff0)⊗ Ff1 ⊗ . . .⊗ Ffn, (4.4)
where ω is used to fix the codomain of Ff0. It is straightfoward to check that the as-
signment (F, ω) (F, ω)∗ is functorial and it can be shown that (F, ω)∗ and (F
′, ω′)∗
are chain homotopic if the morphisms are naturally isomorphic (this also follows from
the results of the following section).
For a set of objects B ⊂ Ob(C) define a subcomplex qCH•(C|B,Σ) ⊂ qCH•(C,Σ)
by assuming that all xi in (4.1) are from B. Recall that B generates additively C
in a graded sense if each object of C admits a homogeneous isomorphism, possibly of
nonzero degree, to a direct summand of some x1 ⊕ · · · ⊕ xr with xi ∈ B.
Proposition 4.2. The inclusion I : qCH•(C|B,Σ) qCH•(C,Σ) is a homotopy
equivalence if B generates additively C in a graded sense. In particular, there are homo-
topy equivalences
qCH•(C,Σ)
≃ qCH•(C
⊕,Σ), and
qCH•(C,Σ)
≃ qCH•(Kar(C),Σ)
induced by the canonical inclusions.
Proof. We proof the statement in two steps. First assume each object x ∈ C admits
a decomposition x = x1 ⊕ · · · ⊕ xr with xi ∈ B, together with inclusions ιi : xi x and
projections πi : x xi, both homogeneous of degree 0. Pick the trivial decomposition
if x is already in B. This leads to a chain map P : qCH•(C,Σ) qCH•(C|B,Σ)
Pn(f0 ⊗ · · · ⊗ fn) :=
∑
i0,...,in
(Σπin ◦ f0 ◦ ιi0)⊗ (πi0 ◦ f1 ◦ ιi1)⊗ · · · ⊗ (πin−1 ◦ fn ◦ ιin),
which satisfies P ◦ I = id. To show that I ◦ P ≃ id, consider the family of maps
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hkn(f0 ⊗ · · · ⊗ fn) :=
∑
i0,...,ik
(f0 ◦ ιi0)⊗ (πi0 ◦ f1 ◦ ιi1)⊗ · · ·
⊗ (πik−1 ◦ fk ◦ ιik)⊗ πik ⊗ fk+1 ⊗ · · · ⊗ fn
and apply Lemma 4.1. Indeed, one checks directly that d0n+1◦h
0
n = id, d
n
n+1◦h
n
n = In◦Pn,
and the conditions (4.3) are satisfied.
Hence, by extending B, we can assume that for each object x ∈ C there is b(x) ∈ B
together with homogeneous morphisms ιx : x b(x) and πx : b(x) x, such that
πx ◦ ιx = idx. Consider now the chain map P : qCH•(C,Σ) qCH•(C|B,Σ)
Pn(f0 ⊗ · · · ⊗ fn) := q
|ιxn |(Σιxn ◦ f0 ◦ πx0)⊗ (ιx0 ◦ f1 ◦ πx1)⊗ · · · ⊗ (ιxn−1 ◦ fn ◦ πxn)
where xi = dom(fi). Again, P ◦I = id, whereas the other composition is chain homotopic
to the identity by Lemma 4.1 applied to the collection of linear maps
hkn(f0 ⊗ · · · ⊗ fn) := (f0 ◦ πx0)⊗ (ιx0 ◦ f1 ◦ πx1)⊗ · · ·
⊗ (ιxi−1 ◦ fi ◦ πxi)⊗ ιxi ⊗ fi+1 ⊗ · · · ⊗ fn.
Indeed, πx ◦ ιx = idx implies that d
0
n+1 ◦h
0
n = id, and d
n+1
n+1 ◦h
n
n = In ◦Pn is immediate.
A graded (A,A)–bimodule M can be understood as an endofunctor (−)⊗AM on
gRep(A) if it is finitely generated and projective as a right module. This leads to the iden-
tification of the quantum Hochschild–Mitchell homology of the representation category
of A with the quantum Hochschild homology of the algebra.
Corollary 4.3. Choose a graded algebra A and a graded (A,A)–bimodule M that is
finitely generated and projective as a right module. Then the chain complexes qCH•(A,M)
and qCH•(gRep(A),M) are homotopy equivalent.
Proof. The category gRep(A) is generated additively by B = {A} in a graded sense,
where A is seen as a right A–module. Therefore,
qCH•(gRep(A),M) ≃ qCH•(gRep(A)|{A},M)
∼= qCH•(A,M),
where the second isomorphism identifies f ∈ EndA(A) with f(1) ∈ A and g ∈ HomA(A,M)
with g(1) ∈M .
Remark 4.4. Considering Rep(A) as a trivially graded category, the above result can be
rephrased to say that CH•(Rep(A),M) is homotopy equivalent to CH•(A,M).
4.2 Twisted Hochschild–Mitchell complex is a preshadow
Let k-gCat be the 2-category of pregraded linear categories. It is locally pregraded
with a natural transformation η being homogeneous of degree d if each component ηx
is homogeneous of degree d. Objects of hTrq(k-gCat) are precisely pregraded endo-
categories. Recall that a morphism in the horizontal trace from (C,Σ) to (C′,Σ′) is
represented by a pair (F, ω) consisting of a functor F : C C′ and a natural transfor-
mation ω : FΣ Σ′F . Hence, (F, ω) is actually a functor of endocategories. It is then
natural to ask, whether the chain map (F, ω)∗ : qCH•(C,Σ) qCH•(C
′,Σ′) depends
only on the image of the functor in the horizontal trace.
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Theorem 4.5. The quantum Hochschild–Mitchell complex descends to a functor
qCH: hTrq(k-gCat) Com
b
/h
(k).
In particular, it is a quantum preshadow on k-gCat.
Proof. Consider the following two diagrams in k-gCat
C C
C′ C′
Σ
G
Σ′
FG
σ
ν q|ν|
C C
C′ C′
Σ
F
Σ′
FG
σ ν
Composing the 2–morphisms results in morphisms (G, (ν ◦ 1) ∗ σ) and (F, q|ν|σ ∗ (1 ◦ν))
of endocategories. We check directly that the family of maps
hkn(f0 ⊗ . . .⊗ fn) := q
|ν|(σxn ◦Gf0)⊗Gf1 ⊗ . . .⊗Gfk ⊗ νxk ⊗ Ffk+1 ⊗ . . .⊗ Ffn
where xi = dom(fi), defines a chain homotopy between the induced chain maps. Indeed,
d0n+1 ◦h
0
n = q
|ν|(F, σ ∗ (1 ◦ν))n by the naturality of ν, whereas d
n+1
n+1 ◦h
n
n = (G, (ν ◦1)∗σ)n
is straightforward.
Corollary 4.6. If (F, ω) and (F ′, ω′) are isomorphic functors, then (F, ω)∗ = (F
′, ω′)∗.
Proof. Suppose η : (F, ω) (F ′, ω′) is an isomorphism. Then
C C
C′ C′
Σ
F ′ F ′
Σ′
ω′ =
C
C′
C
C′
Σ
Σ′
FF ′
η
F ′F
η−1ω =
C C
C′ C′
Σ
F F
Σ′
ω
in hTrq(k-gCat), where the second equality follows from the horizontal trace relation.
It follows from Theorem 4.5 that the quantum Hochschild–Mitchell homology is a pre-
shadow on k-gCat, which generalizes Example 3.8.1. In the view of Corollary 4.3 it
induces a preshadow on gRep with a priori a different cyclicity map.
Proposition 4.7. The homotopy equivalences qCH•(gRep(A),M) ≃ qCH•(A,M) con-
stitutes an isomorphism of preshadows.
Proof. We have to check that the square
qCH•(B,N
′⊗AN) qCH•(A,N ⊗B N
′)
qCH•(gRep(B), N
′⊗AN) qCH•(gRep(A), N ⊗B N
′)
θN′,N
I P
N ′∗
commutes up to a chain homotopy for bimodulesN ∈ gRep(A,B) andN ′ ∈ gRep(B,A),
where I and P are mutually inverse homotopy equivalences. Due to the naturality of both
θN ′,N and N
′
∗ we can assume that N
′ is free as a right A–module with a graded basis
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{n′1, . . . , n
′
s}. Then the left action of B determines an algebra map B Mats(A) that
assigns to b ∈ B the matrix (aij(b))16i,j6s determined uniquely by the formula
bn′i =
∑
j
n′jaij(b). (4.5)
One checks that aij(b
′b) =
∑
k akj(b
′)aik(b) for any b, b
′ ∈ B. Likewise, n′k ⊗ n ⊗ idN ′ is
represented, as a right A–linear map, by the matrix (δjkn ⊗ n
′
j)16i,j6s. It follows from
the proof of Proposition 4.2 that the composition P ◦N ′∗ ◦ I is the chain map
(n′i0 ⊗ n)⊗ br ⊗ · · · ⊗ b1
s∑
i1,...,ir=1
q|n
′
ir
|(n⊗ n′ir)⊗ air−1,ir(br)⊗ · · · ⊗ ai0,i1(b1). (4.6)
To compute θN ′,N , we need to lift the identity on N
′⊗AN to a pair of graded chain maps
pBA : R•(B) ⊗
B
N ′ ⊗
A
R•(A) ⊗
A
N R•(B) ⊗
B
N ′ ⊗
A
N :sBA.
By the uniqueness of a lift, pBA and sBA are mutually inverse homotopy equivalences.
The map pBA is defined as the standard projection on Rr(B)⊗B N
′⊗AR0(A)⊗AN =
Rr(B)⊗N N
′ ⊗ N and vanishes otherwise. The chain map sBA replaces each bℓ, one-by-
one, with entries of the matrix aij(bℓ):
sBA(br ⊗ · · · ⊗ b1 ⊗ (n
′
i0
⊗ n)) :=
r∑
ℓ=0
s∑
i1,...,iℓ=1
br ⊗ · · · ⊗ bℓ+1 ⊗ n
′
iℓ
⊗ aiℓ−1,iℓ(bℓ)⊗ · · · ⊗ ai0,i1(b1)⊗ n. (4.7)
The equality (4.5) makes sBA commute with the differential.
Up to the isomorphisms coInvq(M ⊗AR•(A))
∼= coInvq(R•(A)⊗AM) we can express
θN ′,N as the composition p
AB ◦ τ ◦ sBA, where τ it the graded twist from 3.8.5. Because
|aij(bk)| = |bk| and p
AB vanishes unless none of bk appears, the composition coincides
with (4.6).
4.3 K–theoretic invariance
We say that a sequence of linear functors
(F ′, ω′) ι (F, ω) π (F ′′, ω′′) (4.8)
semisplits if 0 F ′x ιx Fx πx F ′′x 0 splits for every object x. Clearly, a split ex-
act sequence semisplits, but not otherwise. Moreover, the sequence 4.8 remains semisplit
when each of the three functors is pre- or post-composed with another functor, because
linear functors preserve direct sums.
Let gEndoCat⊕ be the bicategory of small graded additive endocategories. We con-
struct its semisplit Grothendieck category Kss0 (gEndoCat
⊕) by replacing functor cate-
gories with Z[q±1]–modules generated by isomorphism classes [F, ω] of functors modulo
the relations [F{1}, ω{1}] = q[F, ω] and [F, ω] = [F ′, ω′] + [F ′′, ω′′] for every semisplit
exact sequence (4.8). The composition is well-defined by the discussion above. A func-
tor (F, ω) : (C,Σ) (C′,Σ′) is a K–theoretic equivalence if it is an isomorphism in
Kss0 (gEndoCat
⊕). In other words, there is a functor (F ′, ω′) : (C′,Σ′) (C,Σ),
called the K–theoretic inverse of (F, ω), such that the compositions (F ′, ω′) ◦ (F, ω) and
(F, ω) ◦ (F ′, ω′) coincide in the corresponding Grothendieck groups with the images of
the identity functors.
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Theorem 4.8 (K–theoretic invariance). The homotopy class of the chain map (F, ω)∗
assigned to a functor of linear graded endocategories (F, ω) : (C,Σ) (C′,Σ′) depends
only on [F, ω] ∈ Kss0 (gEndoCat
⊕). In particular, (F, ω)∗ is a homotopy equivalence if
the functor is a K–theoretic equivalence.
Proof. The relation (F{1}, ω{1})∗ = q(F, ω)∗ follows from the proof of Proposition 4.2.
Thence, we have to show that (F, ω)∗ = (F
′, ω′)∗ + (F
′′, ω′′)∗ for a semisplit sequence
of functors (4.8). For that fix an isomorphism ϕx : Fx ∼= F
′x ⊕ F ′′x for each x ∈ C
that results from a splitting of the sequence 0 F ′x Fx F ′′x 0. Then
every morphism g ∈ C(Fx, Fy) can be identified with a 2× 2 matrix (gij). In particular,
the proof of Proposition 4.2 implies that η∗ is chain homotopic to
f0 ⊗ . . .⊗ fn
∑
i0,...,in
(ω ◦ Ff0)i0,in ⊗ (Ff1)i1,i0 ⊗ . . .⊗ (Ffn)in,in−1 . (4.9)
A simple diagram chasing reveals that for any f ∈ C(x, y) the matrix of Ff is upper trian-
gular with F ′f and F ′′f on the diagonal, and likewise for ωx. Therefore, the only nontrivial
summands in (4.9) are the two with i0 = · · · = in, which are precisely (F
′, ω′)∗(f0⊗. . .⊗fn)
and (F ′′, ω′′)∗(f0 ⊗ . . .⊗ fn).
4.4 An application to Hochschild homology of algebras
Let A be a graded algebra and ϕ ∈ Aut(A) a graded automorphism. Following 2.4.6
construct the bimodule ϕA by redefining the left action as a · x := ϕ(a)x. The bimodules
Aϕ and ϕAϕ are constructed likewise. The automorphism ϕ can be seen as an isomorphism
of bimodules A
∼=
ϕAϕ ∼= ϕA⊗AAϕ. Tensoring with ϕA is an endofunctor on gMod(A)
denoted in 2.4.6 by (−)ϕ. A module V coincides with Vϕ, except that the action of A is
twisted: v · a = vϕ−1(a).
Let B and ψ ∈ Aut(B) be another graded algebra together with a graded automor-
phism. Following 3.8.3 we put ΣM := Aϕ⊗AM ⊗B ψB for a graded (A,B)–bimodule M .
It coincides with M , except that ϕ and ψ are used to twist both actions. Suppose there
is a bimodule homomorphism ω : M ΣM . Then there is a B–linear map
Vϕ ⊗
A
M id⊗ω Vϕ ⊗
A
ϕMψ
∼= (V ⊗
A
M)ψ
for any right A–module V, where the second map is the isomorphism ϕAϕ ∼= A. Hence,
(M,ω) determines a functor of endocategories.
Let gBimod0(A,ϕ;B,ψ) be the category with objects graded pairs (M,ωM) as above
and morphisms between (M,ωM) and (N, ωN) graded bimodule maps f : M N that
intertwine the structure, i.e. ωN ◦f = f ◦ωM . One checks directly that ωM(ker f) ⊂ ker f
and ωN(im f) ⊂ im f , so that gBimod0(A,ϕ;B, φ) has kernels and cokernels. Thence,
it is an abelian category. Restricting bimodules to those that are finitely generated and
projective as left modules picks the subcategory gRep0(A,ϕ;B,ψ). It is additive, but
not abelian. Note that the categories are slightly different from morphism categories of˜gBimod and ˜gRep from Section 3.8.3.
Following the usual convention we shall write G0(A,ϕ;B,ψ) and K0(A,ϕ;B,ψ) for
the (exact) Grothendieck groups7 of gBimod0(A,ϕ;B,ψ) and gRep0(A,ϕ;B,ψ) respec-
tively. The inclusion of categories induces a linear map K0(A,ϕ;B,ψ) G0(A,ϕ;B,ψ),
7 That is the isomorphism class of a bimodule [M ] is identified with [M ′] + [M ′′] whenever there is
an exact sequence 0 M ′ M M ′′ 0.
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which is neither surjective nor injective in general. Because not all exact sequence in
gRep0(A,ϕ;B,ψ) splits, K0(A,ϕ;B,ψ) is usually a proper quotient of the split Grothen-
dieck group.
The tensor product (M ⊗BM
′, ω⊗B ω
′) of bimodules (M,ω) ∈ gRep0(A,ϕ;B,ψ)
and (M ′, ω′) ∈ gRep0(B,ψ;C, ρ), belongs to gRep0(A,ϕ;C, ρ). Hence, the categories
gRep0(A,ϕ;B,ψ) constitute a bicategory. Moreover, tensoring with (M,ω) is exact. In-
deed, exact sequences in gRep0(B,ϕ;C, ρ) split when considered as sequence of left mod-
ules, which is enough to prove the exactness of (M,ω)⊗B (−), whereas the exactness of
(−)⊗A (M,ω) follows fromM being projective as a left module. Hence, the Grothendieck
groups K0(A,ϕ;B,ψ) form a category as well. Following [Ke98] we say that (M,ω) is
a K–theoretic equivalence if [M,ω] is invertible in this category. The following is an im-
mediate translation of Theorem 4.8.
Proposition 4.9 (Algebraic K–theoretic invariance). The homotopy class of the chain
map (M,ω)∗ : qCH
ψ
• (B) qCH
ϕ
• (A) induced by (M,ω) ∈ gRep0(A,ϕ;B,ψ) depends
only on [M,ω] ∈ K0(A,ϕ;B,ψ). In particular, (M,ω)∗ is a homotopy equivalence if
(M,ω) is a K–theoretic equivalence.
Choose now a positively graded algebra A =
⊕
d∈NAd. The degree zero subalgebra
A0 ⊂ A is preserved by any graded automorphism ϕ ∈ Aut(A). Hence, the inclusion and
projection induce chain maps qCH ϕ0• (A0) qCH
ϕ
• (A) and qCH
ϕ
• (A) qCH
ϕ0
• (A0)
respectively, where ϕ0 ∈ Aut(A0) is the restriction of ϕ. One of the compositions is
clearly the identity map, but not the other.
These chain maps may not be homotopy equivalences. For instance, it is known that
the algebra of dual numbers k[x]/(x2), where deg x = 2, has unbounded Hochschild ho-
mology, whereas the homology of k is one-dimensional. The situation changes drastically
when A has finite global dimension: the inclusion A0 A induces an isomorphism on
Hochschild homology under some other technical conditions [Ke98]. Here we reprove this
result for the twisted homology.
Theorem 4.10. Let k be a field and A =
⊕
d∈NAd a positively graded k–algebra of finite
dimension. If each simple A–module is one dimensional and A has finite global dimen-
sion, then the inclusion A0 ⊂ A induces a homotopy equivalence qCH
ϕ0
• (A0) qCH
ϕ
• (A)
for any graded automorphism ϕ ∈ Aut(A).
Proof. The chain map qCH ϕ0• (A0) qCH
ϕ
• (A) is induced by (A,ϕ), seen as an ob-
ject of gRep0(A,ϕ;A0, ϕ0). Likewise, the other chain map is induced by (A0, ϕ0) ∈
gRep0(A0, ϕ0;A,ϕ), where the right action of A on A0 is given by the projection. A quick
computation shows that (A0, ϕ0)⊗A (A,ϕ)
∼= (A0, ϕ0) in gRep0(A0, ϕ0;A0, ϕ0). Hence,
the composition qCH ϕ0• (A0) qCH
ϕ
• (A) qCH
ϕ0
• (A0) is homotopic to the identity.
In the view of Proposition 4.9 it is now enough to show that (A,ϕ) and (A,ϕ)⊗A0 (A0, ϕ0)
coincide in K0(A,ϕ;A,ϕ).
We check first that the bimodules have the same image in G0(A,ϕ;A,ϕ). Indeed,
A>d/A>d ∼= (A>d ⊗
A0
A0)/A>d ⊗
A0
A0),
which shows that the graded associate of the bimodules coincide, and so their composition
series (which are finite due to A being of finite dimension). It remains to show that every
(A,A)–bimodule of finite length can be represented in K0(A,ϕ;A,ϕ).
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We first notice that Ae := A⊗Aop has finite global dimension: each simple Ae–module
is of the form L′⊗L∗ for certain simple A–modules L′ and L, and as such it has a uniformly
bounded projective resolution. Thence, every (A,A)–bimodule M of finite length has
a finite projective resolution P •(M). Because Aϕ and ϕA are projective as left and right
modules, Σ is exact and preserves projective bimodules. Hence, P i(ΣM) := Σ(P i(M)) is
a projective resolution of ΣM . Lifting ω to a chain map P •(ω) between these complexes,
we construct a resolution of (M,ω) in gRep0(A,ϕ;A,ϕ). The assignment
[M,ω]
∑
i
(−1)i[P i(M), P i(ω)] (4.10)
is then a two-sided inverse of K0(A,ϕ;A,ϕ) G0(A,ϕ;A,ϕ). Hence, the bimodules
(A,ϕ) and (A,ϕ)⊗A0 (A0, ϕ0) coincide in K0(A,ϕ;A,ϕ) as desired.
5 Khovanov Homology
With this section we move from the algebraic to the topological part of the paper. It
starts with a brief description of the formal bracket, a very generic approach to Khovanov-
type homology due to Bar-Natan [BN05], which is followed by a list of TQFT functors
producing link homologies used in this paper. The main purpose of this section is to fix
notation and conventions. In particular, the reader should be aware that our convention
for the quantum grading makes Chen–Khovanov algebras negatively graded.
5.1 The formal bracket
Let us start with a brief reminder of the formal Khovanov bracket following [BN05]. In
this section F stands for a surface, possibly with boundary.
Choose a diagram D ⊂ F of an oriented tangle T ⊂ F × R and let n stand for
the number of crossings in D. To compute the formal Khovanov bracket of T one begins
with creating the n-dimensional cube of resolutions I(D) of D defined as follows:
• each vertex ξ of I(D) is decorated with the resolution Dξ of D, i.e. the collection
of circles and proper intervals in F obtained from D by forgetting the orientation
and replacing each i–th crossing by its horizontal or vertical smoothing for
ξi = 0 and ξi = 1 respectively, and
• each edge is decorated by a cobordism with a unique saddle point over the smoothing
being changed and directed from the resolution with less vertical smoothings to
the one with more of them.
We can view I(D) as a commutative cubical diagram in Cob(F ), the category with
objects (non-oriented) flat tangles in F and morphisms the isotopy classes of surfaces in
F × I. The degree of a surface S ⊂ F × I is given by the formula
deg S := χ(S)−
#B
4
(5.1)
where B is the set of corners and χ(S) the Euler characteristic of S. Alternatively, deg S
counts the critical points of the natural height function h : S I with signs: a point of
index µ contributes (−1)µ towards deg. Thence, to ensure that each morphism in I(D)
has degree 0, we introduce formal degree shifts8 and place at each vertex ξ the shifted
resolution Dξ{|ξ|} for |ξ| := ξ1 + · · ·+ ξn.
8 Formally, objects in Cob(F ) are now symbols T {i} formed by a flat tangle T ⊂ F and i ∈ Z.
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Let Cob(F )⊕ be the additive closure of Cob(F ). The formal Khovanov bracket JDK of
the tangle diagram D is the complex in Cob(F )⊕ obtained from the cube by distributing
signs over some edges to make every square anticommute, then taking direct sums along
diagonal sections of the cube, and finally applying suitable degree shifts:
JDKi := ⊕
|ξ|=i+n−
Dξ{i+ n+ − n−} (5.2)
where n± stand for the amount of positive or negative crossings in D.
Theorem 5.1 (cf. [BN05]). The homotopy type of the complex JDK is a tangle invariant
after imposing on Cob(F )⊕ the following local relations9
(S ) = 0 (T ) = 2
(4Tu) + = +
introduced first by Bar-Natan [BN05].
Let , , , and be tangle diagrams that coincide everywhere except a small disk,
in which they look as indicated by the pictures. It follows from the construction that
the formal brackets of the first two diagrams are mapping cones of chain maps between
the formal complexes of the other two diagrams.
Proposition 5.2 (cp. [Kh99, BN05]). Let , , , be four link diagrams as above,
where we choose any orientation for , and write e = n−( )− n−( ). Then there are
isomorphisms of formal complexes
J K ∼=cone(J K{1}[−1] J K{3e+ 2}[−1− e]), and (5.3)
J K ∼=cone(J K{3e− 2}[−e] J K{−1}),
J K
J K
(5.4)
where the chain maps are induced by saddle cobordisms.
The isomorphisms (5.3) and (5.4) were first observed in [Kh99, Section 4.2] for knots
in R3 and then by Bar-Natan in the framework of the formal bracket [BN05, Lemma 4.4].
They lead to distinguished triangles in the homotopy category of Cob(F )⊕, which can be
seen as categorified versions of the Kauffman skein relation.
To retrieve homology groups from JDK one has to replace Cob(F )⊕ with an abelian
category. This is done by applying to the above construction a graded TQFT functor that
preserves the relations S, T, and 4Tu. Most known functors of this type factorize through
the universal Bar-Natan skein category B˜N(F ) [BN05], the additive linear category gen-
erated by circles and proper intervals in F as objects, and formal linear combinations of
cobordisms in F × I decorated by dots (each dot decreases the degree of a cobordism by
2) as morphisms, subject to the local relations
(S ) = 0, (D) b = 1,
9 Locality means that each picture represents a part of a cobordism inside a ball in F × I.
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(N ) =
b
+
b
− bb .
The last relation is commonly referred as the neck cutting relation and it allows to reduce
any surface to a linear combination of surfaces of genus zero. Both T and 4Tu follows,
and a contractible circle can be replaced with a pair of shifted copies of an empty set. In
particular, the empty set generates B˜N(F ) when F is either R2 or S2.
Proposition 5.3 (Delooping, cf. [BN07]). There is a pair of mutually inverse isomor-
phisms in B˜N(F )
∅{−1}
∅{+1}
⊕
−
b
b
+ b
b
(5.5)
for every circle bounding a disk in F .
The TQFT functors we consider in this paper factor through certain quotients of
B˜N(F ). Consider the following two relations:
(TD) b b = 0
(B) γ
b
= 0 if [γ] 6= 0 in π1(F × I).
The first one asserts that two dots annihilate a cobordism when placed on the same
connected component. Together with the neck cutting relation it implies further that
a cobordism is annihilated when a dot is placed on its component of positive genus.
The second relation prohibits a component of a cobordism to carry a dot if the component
contains a closed curve that is nontrivial in π1(F × I). In particular, a component of
a cobordism cannot carry a dot if its boundary curves are not contractible in F .
We write BN(F ) when only TD is imposed and BBN(F ) when both. BN(F ) is
commonly called the Bar-Natan skein category and it was first defined in [BN05]. The case
of the annulus was extensively studied by Russell [Rus09]. The relation B was introduced
by Boerner [Boe08] for any surface F and we call BBN(F ) the Boerner–Bar-Natan skein
category.
Functoriality
The construction of the formal bracket JT K is functorial up to signs: given a cobordism
S between tangle diagrams T and T ′ there is a chain map JSK : JT K JT ′K defined up
to the factor ±1, such that JSS ′K = ±JSK ◦ JS ′K. Hence, the same type of functoriality
holds for any TQFT functor F: Cob(F ) A satisfying the relations S, T, and 4Tu.
The chain map JSK is computed from a movie presentation of S, a sequence of generic
sections St = S ∩ (F ×{t}) called movie clips, such that the part S|[t,t′] of S between two
consecutive clips St and St′ is either one of the Reidemeister moves, a saddle cobordism,
a cap, or a cup [CS98]. There is a well-defined chain map for each of the parts andJSK is defined as the composition of these pieces. A cobordism S admits many movie
presentations and it is proven that up to sign JSK does not depend on the presentation
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chosen [BN05]. Unfortunately, direct computation shows that the sign of JSK does depend
on the presentation [Jac04].
There are a few approaches to attack the sign issue. In case F = R2 one can use the Lee
deformation of the Khovanov homology [Le05] to define canonical generators, which are
preserved by JSK up to sign [Ras05]. We can then redefine JSK so that the generators are
actually preserved. This approach was used in [GLW15] to fix signs in certain cases.
A different idea is to replace Cob(F ) with another category. This was done successfully
for F = R2 by Clark, Morrison and Walker using cobordisms with seams and coefficients
in the ring of Gaussian integers Z[i] [CMW09], then by Blanchet using nodal foams [Bla10]
and by Vogel using mixed cobordisms : locally oriented cobordisms with certain disorien-
tation curves [Vo15]. The first strictly functorial construction for (2m, 2n)–tangles is due
to Caprau [Ca07], and is defined over Gaussian integers. It assigns to a tangle a direct
summand of the corresponding invariant due to Chen and Khovanov, which is used in
this paper. In a forthcoming paper [BHPW18] we address the functoriality of the Chen–
Khovanov invariant by rephrasing it in terms of gl2 foams and constructing an explicit
isomorphism between the new and the original invariant. Finally, the functoriality of
the bracket for links in thickened surfaces has been fixed in a recent work of Queffelec
and Wedrich [QW18], who constructed certain foam categories that extend the nodal
foams introduced by Blanchet.
5.2 Khovanov homology for links in R3
Let R be a commutative algebra and A a Frobenius algebra over R of rank 2. This
datum determines a TQFT functor with F(∅) := R and F( ) := A, and it produces
an invariant chain complex for link diagrams on a plane [Kh06]. For instance, Khovanov’s
functor FKh : Cob(R
2) Mod(k) is defined this way by taking R := k and equipping
A := Rw+ ⊕ Rw− with the structure maps
m : A⊗ A A

w+ ⊗ w+ w+,
w± ⊗ w∓ w−,
w− ⊗ w− 0,
(5.6)
∆: A A⊗A
{
w+ w+ ⊗ w− + w− ⊗ w+,
w− w− ⊗ w−,
(5.7)
η : k A
{
1 w+, (5.8)
ǫ : A k
{
w+ 0,
w− 1.
(5.9)
The functor is graded if we set degw± := ±1. We shall write Kh(D) for the homology of
CKh(D) := FKhJDK, where D is a diagram of a link L; it is called the Khovanov homology
of the link L.
Khovanov’s functor factorizes through BN(R2), where a dot is understood as multi-
plication by w−. In particular, both generators are images of 1 ∈ k under cup cobordisms
FKh
( )
: 1 w+ FKh
(
b
)
: 1 w− (5.10)
which motivates the following graphical description of FKh. Given a collection of curves
Γ ⊂ R2 we identify FKh(Γ) with the module generated freely by all diagrams obtained
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from Γ by decorating some curves with dots and imposing the relation that two dots on
a single curve annihilate the diagram.10 For example,
FKh
( )
:=
spank
{
,
b
,
b
b
b , . . .
}/
b
b = 0
The generators w+ and w− of the algebra A are represented by the circle without and
with a dot respectively. To redefine FKh on a cobordism S we use the following rules:
• if S creates a circle, then FKh(S) modifies a diagram by inserting the new circle
with no dot on it,
• if S contracts a circle, then FKh(S) removes the circle from a diagram if it was
decorated by a dot, or takes the diagram to 0 otherwise, and
• we use the following local surgery formulas to define FKh(S) if S is a merge or a split
(5.11)
b + b (5.12)
where the blue thick arcs visualize the saddle of S.
Notice that a merge of two curves is zero, when each curve carries a dot, as the surgery
(5.11) produces a curve with two dots. Likewise, a split of a curve with a dot results in
one diagram, as one of the two terms at the right hand side of (5.12) vanishes.
5.3 Annular link homology
There are two types of closed curves in the annulus: trivial curves bounding disks in A,
and essential curves, parallel to the core of A. The value of an annular TQFT functor
F: BN(A) Mod(k) on trivial curves is determined by Bar-Natan’s relations, but not
the value on essential curves.
The first construction of an annular TQFT functor is due to Asaeda, Przytycki, and
Sikora [APS04]. The APS functor FA : BN(A) Mod(k) assigns to a trivial and
an essential curve the free modules
W := spank{w+, w−}, V := spank{v+, v−}, (5.13)
respectively, with the degree defined on generators as
degw± = ±1, deg v± = 0. (5.14)
This degree is denoted by j′ in [GLW15] and differs from the one used in [Rob13]. In
addition, the modules admit the annular grading, denoted adeg and defined as
adegw± = 0, adeg v± = ±1. (5.15)
One can define FA by comparing it to FKh. Indeed, V and W are isomorphic as ungraded
modules, but (5.14) induces a filtration on FKh and the functor FA can be constructed as
the graded associate [Rob13]. For completeness we write down the maps corresponding
to the elementary saddle moves. A merge is assigned one of the maps
10 Clearly, those diagrams in which each circle carries at most one dot form a free basis for FKh(Γ).
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W ⊗W W
w+ ⊗ w+ w+
w± ⊗ w∓ w−
w− ⊗ w− 0
V ⊗W V
v± ⊗ w+ v±
v± ⊗ w− 0
V ⊗ V W
v± ⊗ v± 0
v± ⊗ v∓ w−
depending on the curves involved, whereas for splits we choose one of
W W ⊗W
w− w− ⊗ w−
w+ w+ ⊗ w− + w− ⊗ w+
V V ⊗W
v± v± ⊗ w−
W V ⊗ V
w− 0
w+ v+ ⊗ v− + v− ⊗ v+
The value of FA on caps and cups is unchanged.
The graphical description of FKh can be extended to the annular case. Trivial curves
can again carry dots, but the essential ones cannot, because the merge cobordism takes
v± ⊗ w− to zero. Therefore, we shall visualize the two generators of V by choosing
an orientation of the essential curve, anticlockwise for v+ and clockwise for v−:
v+ v− (5.16)
We use the usual surgery formulas for merging a trivial curve to an essential one or
splitting it off, keeping in mind that an essential curve cannot carry dots:
b (5.17)
Two essential curves can be merged together only if they have opposite orientations, in
which case we decorate the resulting trivial curve with a dot, and otherwise we have zero:
b 0 (5.18)
Finally, a surgery from a trivial curve to two essential ones is assigned the map
+ (5.19)
which can be viewed as performing the surgery on the trivial curve considered with both
orientations at the same time.
Action of sl2
It has been recently observed in [GLW15] that the annular link homology admits an action
of sl2 if we considerW as a trivial representation and V is identified with the fundamental
one V1 = spank{v+, v−} or its dual V
∗
1 = spank{v
∗
+, v
∗
−}, depending on the nestedness of
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the associated essential curve, i.e. V1 and V
∗
1 are assigned alternatively. The following
tables describe the action of sl2.
The action on V1 The action on V
∗
1
Ev+ = 0 Ev− = v+ Ev
∗
− = 0 Ev
∗
+ = −v
∗
−
Fv+ = v− Fv− = 0 Fv
∗
− = −v
∗
+ Fv
∗
+ = 0
(5.20)
There is an obvious isomorphism of sl2–modules V1 ∼= V
∗
1 , which identifies v± with ±v
∗
∓.
However, the action on the annular chain complex is defined using instead the linear
isomorphism V ∼= V ∗1 that sends v± to v
∗
∓, so that the action depends on the position of
V in the tensor product. For instance, two essential curves are assigned V ⊗V ∼= V ∗1 ⊗V1
with sl2 acting in the following way:
E(v+ ⊗ v+) = 0 F (v+ ⊗ v+) = v− ⊗ v+ − v+ ⊗ v−
E(v+ ⊗ v−) = −v+ ⊗ v+ F (v+ ⊗ v−) = v− ⊗ v−
E(v− ⊗ v+) = v+ ⊗ v+ F (v− ⊗ v+) = −v− ⊗ v−
E(v− ⊗ v−) = v+ ⊗ v− − v− ⊗ v+ F (v− ⊗ v−) = 0
It follows that the maps V ⊗ V W and W V ⊗ V intertwine the action and
the annular TQFT functor is upgraded to FA : BN(A) gRep(sl2). In particular, sl2
acts on the triply graded annular homology.
Remark. The action admits the following graphical description: each clockwise oriented
curve in a diagram w contributes to Ew a diagram obtained from w by reversing the curve,
and scaling it by (−1) if it is separated from the outer boundary by an odd number of
curves. Likewise for F we reverse orientations of anticlockwise oriented curves.
5.4 Homology for links in a thickened Mo¨bius band
Beyond links in a thickened annulus, we also consider links in the twisted line bundle over
the Mo¨bius band (“twisted” means that the monodromy along the orientation reversing
curve is −id, so that the bundle is an orientable 3-manifold). Let us recall the construction
of the APS functor in this case.
A Mo¨bius band M admits three types of curves: trivial curves bounding disks, sep-
arating curves cutting an annulus out of M, and nonseparating ones. The APS functor
FM : BN(M) Mod(k) assigns to them the following free modules
W := spank{w+, w−}, V := spank{v+, v−}, and U := spank{u+, u−}, (5.21)
with the degree function vanishing on both V and U , and degw± = ±1 as usual. There
are more types of saddle cobordisms in M× I than in A× I, and FM vanishes on those
without trivial circles in the boundary. Otherwise, it is defined as in the annular case for
merges and splits (where both V and U can play the role of the “annular” V ) and one of
the maps
W V
w+ v+ + v−
w− 0
V W
v± w−
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for a saddle cobordism between a trivial circle and a separating one. We can represent
the latter graphically as
+ (5.22)
and
, b (5.23)
We shall write CKhM(D) := FMJDK for the chain complex for a link diagram D
on M, and KhM(D) for its homology. A resolution of D can have at most one non-
separating curve—such a curve cuts the band into an annulus. In particular, U only
appears in CKhM(D) when D meets any cross section of M in an odd number points. If
so, CKhM(D) ∼= CKhM(D) ⊗ U , where we write CKhM(D) for the chain complex of D
computed with k assigned to non-separating curves instead of U .
5.5 Chen–Khovanov homology for tangles
Tangle diagrams in a thickened stripe R×I form a category. Thence, the formal Khovanov
bracket of a tangle is a chain complex built over the bicategory Cob = Cob(R × I)
of points on a line, flat tangles in a stripe R × I, and surfaces in (R × I) × I. This
bicategory is graded with the degree of a surface S defined in (5.1). To preserve this
richer structure, the homology for tangles is constructed by Chen and Khovanov [CK14]
using a 2–functor FCK : Cob gBirep valued in the bicategory of graded bimodules
that are sweet, i.e. finitely generated and projective as left and as right modules, but not
necessarily as bimodules. In fact, FCK factors through the Bar-Natan skein bicategory
BN = BN(R × I). We begin with describing the modules assigned to tangles, then
the algebras assigned to points, and finally reconstructing the bimodule structure.
Cup diagrams with platforms
A crossingless matching between 2n points in a line is a collection of n disjoint arcs
attached to the points. We shall draw the arcs in the lower half-plane R× R− and refer
to them as a cup diagram. Following [CK14] we generalize cup diagrams to allow semi-
infinite arcs, each attached to one point only and going left or right towards infinity. This
can be visualized by drawing two vertical platforms going out of the horizontal line, one
to the left and one to the right of all the points, and attaching semi-infinite arcs to them.
In particular, odd number of points are allowed. We shall call the points on the line
termini to distinguish them from the endpoints on the platforms. Figure 7 presents all
cup diagrams with three termini.
Let GMn be the set of such diagrams with n termini. We define the weight of a diagram
a ∈ GMn as wt(a) := r − ℓ, where r and ℓ count respectively the arcs terminating on
the right and on the left platform. In what follows we shall write GMn(λ) ⊂ GMn for
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Figure 7: The generalized cup diagrams with three termini.
the subset of diagrams of weight λ. Notice that GMn(λ) is empty unless λ has the same
parity as n.
Dually we define the set GMn of cap diagrams with platforms with arcs drawn in
the upper half-plane. The reflection along the horizontal line induces a bijection of sets
GMn(λ) ∋ a a! ∈ GMn(λ) (5.24)
for every n and λ.
An extension of FKh
A pair of cup diagrams a ∈ GMm(λ) and b ∈ GMn(λ) can be used to produce a planar
closure b!Ta of any flat tangle T ∈ Cob(m,n). The closure is constructed by gluing a
to the bottom of T and b! to the top, then turning the platforms towards themselves
and identifying the endpoints of the arcs from inside out. In case m 6= n there will be
unmatched endpoints, the same number at each side, because a and b have equal weights.
We connect them with half-circles, see Figure 8.
Figure 8: The construction of a planar closure of a (1, 3)–tangle.
The functor FKh : Cob(R
2) Mod(k) is extended to collections of curves with plat-
forms by assigning to such a collection a module generated by all possible decorations of
the curves with dots as before, but with more restrictions:
1) a diagram vanishes when it contains a curve intersecting any of the platforms twice,
2) a dot annihilates a diagram when placed on a curve that intersects a platform, and
3) as before, two dots on one curve annihilate the diagram.
A diagram is nonadmissible if one of the above situations happens, see Figure 9. Surgeries
(5.11) and (5.12) on nonadmissible diagrams produce nonadmissible ones, so that FKh(S)
is well-defined for any surface S, see also [CK14]. The Chen–Khovanov functor assigns
to a flat tangle T ∈ Cob(m,n) the module
FCK(T ) :=
⊕
λ
FCK(T ;λ), with FCK(T ;λ) :=
⊕
a∈GMm(λ)
b∈GMn(λ)
FKh(b
!Ta), (5.25)
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and to a cobordism S between flat tangles T0 and T1 the linear map
FCK(S) :=
⊕
λ
FCK(S;λ), with FCK(S;λ) :=
⊕
a∈GMm(λ)
b∈GMn(λ)
FKh(b
!Sa), (5.26)
where b!Sa stands for the surface (b! × I) ∪ S ∪ (a× I).
b
Figure 9: Examples of generators of FCK
( )
. The first two diagrams are nonadmissi-
ble, because they contain either a turnback or a dot on an open arc.
Remark. The closures of in Figure 9 are drawn without identifying the platforms
of cup diagrams. Not only makes this smaller diagrams, but also easier to describe
the module structure on FCK(T ) once the Chen–Khovanov algebras are introduced.
Example 5.4. Consider the saddle cobordism S := : between the iden-
tity (2, 2)–tangle and the tangle consisting of a cap followed by a cup. The module
FCK( ) has seven generators, on which FCK(S) takes the following values:
0
b b
b
b
0 b
b
+ b
For example, the top right component of FCK(S) is a merge when the platforms are
identified:
:
Example 5.5. Consider now the cobordism S := : going in the other
direction. The module FCK( ) has eight generators, on which FCK(S) is defined as
below:
b
b
, 0
b
, b
b b
, b 0
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The two arcs in the top right corner are mapped to zero, because the corresponding
closure of S in this case is a split with each circle in its output touching a platform:
: b + b = 0. (5.27)
Arc algebras and diagrammatic bimodules
Let c ∈ GMn be a generalized cup diagram and write Sc for the cobordism from c⊔ c
! to
2n vertical lines obtained by a sequence of n surgeries, one per arc in c, see Figure 10.
The collection of such cobordisms defines linear maps
µT ′,T : FCK(T )⊗ FCK(T
′) FCK(T
′T ), (5.28)
one per a pair of tangles T ∈ Cob(m,n) and T ′ ∈ Cob(n, k). Explicitly, µT ′,T (x⊗y) = 0
for x ∈ FCK(b
!Ta) and y ∈ FCK(d
!T ′c) unless b = c, in which case µT ′,T = FKh(d
!T !ScTa).
Figure 10: A sequence of surgeries replacing a disjoint union of a cup diagram and its
vertical flip with vertical lines.
The Chen–Khovanov algebra An is the module assigned to the tangle formed by n
vertical lines, with x · y := µ(x⊗ y). It admits a weight decomposition
An =
⊕
λ
An(λ), (5.29)
which is related to that from [CK14] by setting An−k,k = An(n− 2k). There is a unique
primitive idempotent ec ∈ A
n for each closure c ∈ GMn given by the diagram c!c with no
dots. The idempotents are mutually orthogonal, and their sum is a unit in An.
Example 5.6. The algebra A2 has generators in weights −2, 0, and 2. Both A2(−2) and
A2(2) are one dimensional, whereas A2(0) has five generators:
b
(5.30)
of which the first two are idempotents and the other square to zero. Furthermore,
· =
b
and · = 0. (5.31)
The product in An can be described explicitly using generalized surgeries as in [BS11].
Because we do not identify platforms when drawing diagrams, each diagram has four
platforms drawn vertically. The product x · y, when nonzero, can be then computed
graphically by placing y on x, connecting the platforms in between, and following the two
steps below.
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Step I: surgeries at platforms. Replace two opposite arcs touching one of the platforms
with a vertical line and decorate with a dot each closed loop created that way:
b
(5.32)
Step II: surgeries on half-circles. When no arc at inner platforms is left, perform surgeries
on the remaining arcs using the usual surgery formulas (5.11) and (5.12), except that
a merge of two open arcs is zero and a diagram with a dot on an open arc vanishes (in
particular, the first term in the result of the second surgery may vanish):
b + b 0. (5.33)
The merge of two arcs vanishes in the second step, because the two arcs have endpoints on
the outer platforms and they belong to the same circle when the platforms are identified
(compare with (5.27)).
It follows from the construction that the maps µT ′,T are natural with respect to
tangle cobordisms. Furthermore, (5.26) can be extended to dotted surfaces, because FCK
is defined by FKh, in which case FCK(S) = 0 if any component of S carries two dots.
Thence, the following result holds, see also [CK14].
Proposition 5.7. FCK(T ) is a sweet (A
n, Am)–bimodule for any flat tangle (m,n)–tangle
T , where the actions of the algebras are given by µ. Moreover, (5.28) descend to natural
isomorphisms of bimodules
FCK(T ) ⊗
An
FCK(T
′)
∼= FCK(T
′T ), (5.34)
so that there is a strong bifunctor FCK : BN Birep.
11
Throughout the paper we call FCK(T ) a diagrammatic bimodule. They are called
geometric in [CK14]. Each FCK(T ) has a two sided dual FCK(T
!), where T ! is the vertical
flip of T . It is also known that each weight component FCK(T ;λ) is indecomposable when
T contains no loops [BS10, Theorem 4.14], and otherwise FCK(T ;λ) ∼= FCK(T˜ ;λ) ⊗ k
2ℓ,
where T˜ is the tangle T with ℓ loops removed. Therefore, the category of diagrammatic
bimodules has duals and is closed under direct summands.
Grading
The grading onAn is defined in [CK14] by shifting by n the grading induced by the functor
FKh. This does not work well for bimodules assigned to tangles, though. For instance, re-
garding a cup diagram c ∈ GMn as a flat (0, n)–tangle, there is an isomorphism of graded
bimodules FCK(c)⊗ FCK(c
!) ∼= ecA
nec, but ecA
nec is graded differently from FCK(c
!c).
In [BS11, BS10] a grading is computed differently. It agrees with that from [CK14] for
arc algebras, and it is coherent with tensor products of tangle bimodules. On the other
11Recall that M ◦N := N ⊗M in Birep.
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hand, it depends on a Morse decomposition of a tangle, although it is well understood
how the degree changes under planar isotopies, see [BS10, Lemma 2.4]. This motivates
the following definition.
Let T be a flat tangle with ℓ loops and c arcs connecting bottom endpoints. Given
a diagram x ∈ FCK(T ) orient all its curves counterclockwise. The platforms and boundary
lines of T split some curves of x into vertical lines, caps, and cups. Let a be the number
of cups and caps with clockwise orientation. Then the degree of x is given by the formula,
deg x := ℓ + c− a− 2d, (5.35)
where d is the number of dots. For example,
deg
 b
 = −4, and deg

 = 1, (5.36)
where the arcs with clockwise orientation are thickened. A quick look on the surgery
formulas (5.11) and (5.12) reveals that for any tangle cobordism S the map FCK(S)
is homogeneous of degree deg S. Furthermore, µT ′,T : FCK(T ) ⊗ FCK(T
′) FCK(T
′T )
preserves the degree, see [BS10, Theorem 3.5 (iii)], so that (5.34) is an isomorphism of
graded bimodules. However, FCK(T
!) is dual to FCK(T ) only up to a degree shift.
Chain complex and homology
Assume now that T is an oriented tangle with m points at the bottom and n at the top.
The Chen–Khovanov complex CCK(T ) := FCKJT K is a chain complex of graded sweet
(Am, An)–bimodules, obtained from the formal bracket by applying the bifunctor FCK
component-wise. We refer to the homologyKh•(T ) := H•(CCK(T )) as the Chen–Khovanov
homology. It is a triply graded theory: beyond the homological and quantum grading
Kh•(T ) admits a weight decomposition.
Decategorification
Let V be the fundamental representation of Uq(sl2). It is known that flat tangles can be
intrepreted as intertwiners between tensor powers of V , see Appendix A.1. More precisely,
there is a linear Temperly–Lieb category TL, the morphisms of which are generated by
flat tangles, and a functor FTL : TL Rep(Uq(sl2)) that takes a collection of n points
to V ⊗n, whereas a cap and a cup to the evaluation and coevalution map (A.6) respectively.
The Chen–Khovanov construction categorifies this functor.
Theorem 5.8 (cf. [CK14]). There are isomorphisms γn : K0(A
n)⊗Z[q±1] k
∼= V ⊗n, such
that γn ◦ [FCK(T )] ◦ γ
−1
m = FTL(T ) for any flat (m,n)–tangle T.
Let us briefly recall from [CK14] how γn is constructed. The groupK0(A
n) is generated
freely by indecomposable projectives Pa := eaA
n, one projective for each generalized cup
diagram a ∈ GMn. On the other hand, cup diagrams are flat tangle. The isomorphism
γn is defined by γn([Pa]) := FTL(a)(v
⊗ℓ
− ⊗v
⊗r
+ ), where ℓ and r count points of a on the left
and right platform respectively.
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6 Quantization of the annular link homology
This section discusses the construction and properties of the quantum annular link ho-
mology. We start with redefining the action of sl2 in a way that motivates the search for
the quantization. Section 6.2 contains a detailed construction of the quantum annular
TQFT, which is then applied to (a quantization of) the formal bracket to obtain the new
invariant.
6.1 The action of sl2 revisited
The action of sl2 on the annular link homology can be understood already at the level of
the skein category. Consider now an operation that takes a flat tangle T into the surface
S
1 × T ⊂ A × I. A closed loop in T corresponds to a toroidal component of the sur-
face, which is evaluated to 2 in BN(A) due to the neck cutting relation. Hence, there is
a well-defined functor S1× (−) : TL|q=1 BN(A), where TL|q=1 is the Temperly–Lieb
category specialized at q = 1, see Appendix A.1. In fact, it takes values in BBN(A),
the quotient of BN(A) by the Boerner’s relation that forces a dot to annihilate a con-
nected surface with an essential circle in its boundary.
Remark. Because BBN(A) is both graded and additive, from now on we make two
modification to TL: we introduce a formal degree shift despite all morphisms in TL
having degree 0, and formal direct sums, so that TL becomes a graded additive category.
The functor FTL extends naturally to a faithful functor FTL : TL gRep(Uq(sl2)) and
S1 × (−) is still well-defined when q = 1.
Proposition 6.1. The functor S1 × (−) : TL|q=1 BBN(A) is an equivalence of
categories.
Proof. By the Delooping Lemma, each object in BBN(A) is isomorphic to a collection
of essential curves with shifted degree, whereas the neck cutting relation implies that
morphisms between such collections are generated by incompressible surfaces, i.e. annuli
[AF07]. These are graded morphisms only when the degree shifts of the collection of
curves at the bottom and top agree. Hence, the functor S1 × (−) is full and essentially
surjective. Faithfulness follows, because the annuli are linearly independent in BBN(A),
see [Rus09].
Specializing q = 1 makes FTL valued in gRep(sl2). We check directly that the triangle
of functors
TL|q=1 BBN(A)
gRep(sl2)
S1×(−)
FTL FA
(6.1)
commutes. This equips the annular TQFT with an action of sl2 that coincides with
the one from [GLW15].
6.2 Deformation of the annular skein category
Our goal is to quantize the annular skein category, so that Proposition 6.1 holds for all val-
ues of q. We achieve this by identifying BN(A) with the additive closure of the horizontal
trace of the bicategory BN (taking the additive closure is necessary, because hTr(BN)
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is only linear), then deforming the trace relation. Because the horizontal traces are com-
pared with Bar-Natan skein categories, it is understood that they are made graded by
introducing formal degree shifts.
Proposition 6.2. There is an equivalences of categories hTr⊕(BN) ≃ BN(A).
Proof. The proof follows the same argument as the one of Theorem A.
The bicategory BN is locally pregraded and each cobordism S is a homogeneous
morphism of degree
deg S = χ(S)−
#B
4
− 2d, (6.2)
where B is the set of corners of S and d the number of dots. Thence, we can deform
BN(A) by taking quantum horizontal traces. Namely, we define the quantum Bar–Natan
skein category of the annulus as the additive closure of the quantum horizontal trace
BNq(A) := hTr
⊕
q (BN). (6.3)
This category admits the following graphical description. The identified boundaries of
(R×I)×I form a membrane in the resulting solid torus, and the orientation of the core of
A equips the membrane with a coorientation. Isotopic cobordisms are identified whenever
the isotopy fixes the membrane. Otherwise, we scale the target cobordism according to
the following rules:
= q = q−1
= q b = q−2 b
(6.4)
where, in each equality, the tangles draw on the membrane by the cobordism have
the same formal shift. For instance, a torus wrapped once around the annulus evalu-
ates to q + q−1:
=
b
+
b
= q−1
b
+ q
b
. (6.5)
It follows also that (1 − q2) annihilates a surface S that has a connected component
with both an essential boundary and a dot. Indeed, moving the dot along the essential
boundary curve does not change the isotopy class of S, yet it requires to pass the dot
through a membrane. Therefore, from now on we impose the Boerner relation, writing
BBNq(A) :=
BNq(A)
/
B =
hTr⊕q (BN)
/
B (6.6)
for the quotient category. According to (6.5), the Cartesian product with a circle is
a well-defined functor
S
1 × (−) : TL BBNq(A) (6.7)
for any value of q. The rest of this section is devoted to prove the following statement.
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Theorem 6.3. There is a commuting diagram
TL BBNq(A)
gRep(Uq(sl2))
S1×(−)
FTL FAq
(6.8)
with the horizontal functor an equivalence of categories.
We first show the surjectivity of S1 × (−). Hereafter we write µ = {1} × R ⊂ S1 × R
for the seam, the arc formed by identifying the boundaries of R× I.
Lemma 6.4. The canonical embedding i : vTr⊕q (BN) hTr
⊕
q (BN) is an equivalence
of categories.
Proof. The functor i is full and faithful, see Section 3.4. Therefore, we need only to show
that every object of hTr⊕q (BN) = BNq(A) is isomorphic to one from the image of i.
Let Γ be a collection of curves in A. If α ⊂ Γ is an embedded arc such that ∂α = µ∩α,
then we shall say that Γ is retractible if there is an embedded disk D ⊂ A with interior
disjoint from Γ, and which boundary is formed by α and the subarc of µ that lies between
the two endpoints of α, see Figure 11.
Assume first that Γ has no retractible arcs, so that it is a collection of essential and
trivial circles. Essential circles are in the image of i, and the trivial ones can be removed
using the delooping isomorphism from Proposition 5.3.
It remains to show that collections of curves with no retractible arcs generate BNq(A).
For that pick a retractible arc α in Γ with a corresponding disk D and apply an isotopy
that pushes α across D, taking it off µ. This procedure reduces the geometric intersection
number of Γ with µ by 2. Hence, applying this step several times, we end up with Γ′ that
contains no retractible arcs, hence from the image of i.
µ
Γ
Figure 11: An example of a positive (to the left) and a negative (to the right) retractible
arc, each with the retracting disk. The top arc is not retractible, but it will be after
the positive arc is retracted.
Corollary 6.5. The functor S1×(−) : TL BBNq(A) is full and essentially surjective.
Proof. In the view of (6.6) and Lemma 6.4 we only need to show that every cobordism in
BBNq(A) is a linear combination of those of the form S
1×T, where T is a Temperly–Lieb
diagram. We achieve that by using the Bar-Natan and the trace relations.
Using the neck-cutting relation we reduce first a surface S to a linear sum of surfaces
Si of genus 0. Because all closed components evaluate to scalars, we may assume each
Si has a boundary component, which is an essential curve in A intersecting the seam
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once. Hence, Si is an annulus that intersects the membrane in an arc and, perhaps,
in a collection of circles. The latter can be removed at the cost of some power of q
with the left relations in (6.4). The resulting surface is isotopic to S1 × T, where T is
the intersection of Si with the membrane. Furthermore, the Boerner relation prohibits
the surface from carrying dots.
To show faithfulness of S1 × (−), so that BBNq(A) does not collapse, we construct
the functor FAq : BBNq(A) Mod(k) using the diagram
hTrq(BN) hTrq(gBirep)
BNq(A) Mod(k)
hTrq(FCK)
qHH0
FAq
(6.9)
where hTrq(FCK) is the functor induced by the Chen–Khovanov TQFT. Here gBirep is
the bimodule bicategory restricted to sweet bimodules, i.e. those that are finitely gen-
erated and projective as both left and right modules. This bicategory has duals, so
that the shadow qHH0 factorizes through the horizontal trace by Theorem 3.5, providing
the right vertical map. Explicitly,
FAq(T̂ ) := qHH 0(A
n,FCK(T )) (6.10)
for a flat (n, n)–tangle T . Equivalently, FAq can be constructed by pulling back qHH0
to BN along FCK and factorizing it through the horizontal trace. The following justifies
taking only the 0th Hochschild homology.
Proposition 6.6. Suppose k is flat over Z[q±1]. Then the inclusion An0 ⊂ A
n induces
an isomorphism of quantum Hochschild homology. In particular, the Chern character
h : K0(A
n)⊗Z[q±1] k qHH0(A
n) is an isomorphism and qHHi(A
n) = 0 for i > 0.
Proof. It is enough to check the case k = Z[q±1]. Consider quantum Hochschild homology
as abelian groups and let R be any ring. The Universal Coefficient Theorem provides
a commuting diagram
0 Tor(qHHi−1(A
n
0 ), R) qHHi(A
n
0 ⊗R) qHHi(A
n
0 )⊗R 0
0 Tor(qHHi−1(A
n), R) qHHi(A
n ⊗R) qHHi(A
n)⊗R 0
∼=
αi βi γi
with exact rows, where the vertical homomorphisms are induced by the inclusion of
algebras. Theorem 4.10 implies that βi is an isomorphism if R = Zp for prime p, because
the global dimension of An⊗Zp is finite [BS11] and simple modules are one-dimensional.
Thus γ0 is an isomorphism, because the left groups vanish when i = 0. Hence, it is
an isomorphism for R = Z, and so must be α1. Using 5-Lemma we can now prove by
induction that βi is an isomorphism for R = Z and any i, which shows the first claim.
The second claim follows from a direct computation. The algebra An0
∼= k2
n
is gen-
erated by 2n orthogonal idempotents, so that qHH0(A
n
0 )
∼= k2
n ∼= K0(A
n)⊗Z[q±1] k and
higher homology vanishes.
Corollary 6.7. We have qHHi(A
n,FCK(T )) = 0 for a flat (n, n)–tangle T and i > 0.
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Proof. In the view of Lemma 6.4 every flat (n, n)–tangle T is isomorphic in BNq(A) to
the disjoint union of the identity tangle on m points and ℓ trivial loops for some m, ℓ > 0.
Hence, qHHi(A
n,FCK(T )) ∼= qHHi(A
m)⊗W⊗ℓ, where W = spank{w+, w−} is the module
assigned by FCK to a circle. The thesis follows from Proposition 6.6.
We are now ready to show the main result of this section.
Proof of Theorem 6.3. The naturality of the Chern character provides a commuting square
K0(A
n) K0(A
m)
qHH0(A
n) qHH0(A
m)
[FCK(T )]
h h
FCK(T )∗
(6.11)
in which both compositions take the class [P ] of a projective to the quantum Hattoring–
Stallings trace of the identity morphism on P ⊗An FCK(T ), see 3.8.2. The vertical arrows
are isomorphisms by Proposition 6.6 and the top horizontal map can be identified with
FTL(T ) due to Theorem 5.8. Finally, the bottom horizontal map coincides with FAq ,
because it is the result of applying the pullback shadow (FCK)
∗qHH0 to the morphism in
vTrq(BN) ⊂ hTrq(BN) represented by the square [T, I × T ].
6.3 Quantum annular homology
We use the deformed skein category together with the functor FAq to produce a quanti-
zation of the annular link homology. The construction follows the usual pattern.
1) Choose an annular link diagram D that is transverse to the seam µ ⊂ A. In
particular, all crossings are assumed to be away from µ.
2) Construct the formal bracket JDKq in Comb/h(BBNq(A)) as explained in Section 5.1,
where we use the subscript q to emphasize that the resolutions of D are taken in
the quantized skein category
3) Apply the functor FAq component-wise to JDKq to get the quantum annular chain
complex CKhAq(D) := FAqJDKq.
The quantum annular homology KhAq(L) of an annular link L is defined as the homology
of CKhAq(D). It is a triply graded k–module with a homological grading, a quantum
grading coming from the grading on FCK, and an annular grading arising from the sl2
weight decomposition. In what follows we prove that it is well-defined and examine
functoriality with respect to annular link cobordisms. We begin with a detailed look
on the quantized formal bracket. In what follows, we say that a functor or a shadow is
projective or q-projective if it is defined on 2-morphisms up to scaling by ±1 or ±q±k for
some k ∈ Z respectively.
Proposition 6.8. The quantized formal bracket J−Kq : Links(A) Comb/h(BNq(A)) is
a q–projective functor. In other words, the homotopy class of the formal chain complexJDKq is an invariant of annular links and an annular link cobordism W : L L′ induces
a formal chain map JW Kq : JDKq JD′Kq, defined up to an overall sign and power of q,
where D and D′ are diagrams of L and L′ respectively.
Proof. Let kTan be the linear extension of the tangle bicategory, 2-morphisms of which
are finite sums of tangle cobordisms with coefficients in k. Motivated by Theorem A
we define Linksq(A) := hTrq(kTan). It is a deformed linear extension of the category
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of annular links, in which an annular link cobordism gets scaled by a power of q when
isotoped through the membrane. Clearly, the formal bracket on Tan extends to kTan.
The universal shadow (̂−) : BN BNq(A), defined as the annular closure of flat tan-
gles, induces a Lefschetz shadow on Comb/h(BN), see Lemma 3.16. Its pullback to kTan
along J−K is thence a projective shadow. The universality of the horizontal trace gives
then a projective functor J−K′q : Linksq(A) Comb/h(BNq(A)). One can easily check
that JW K′q = JW Kq for a fixed presentation of a link cobordism W, and it remains to check
how dropping the membrane affects the bracket. For that choose isotopic link cobordisms
W and W ′ that are related by a trace move. Regarded as morphisms in Linksq, they
satisfy a relation W = qkW ′ for some k. Hence, JW Kq = JW K′q = ±qkJW ′K′q = ±qkJW ′Kq,
which ends the proof.
Theorem B. The quantum annular homology KhAq(L) is a triply graded invariant of
an annular link L, which is q–projectively functorial with respect to annular link cobor-
disms. Moreover, it admits an action of the quantum group Uq(sl2) that commutes with
the differential and the maps induced by annular link cobordisms intertwine this action.
Proof. It follows from Proposition 6.8 that the functor CKhAq(−) := FAqJ−Kq is q–
projective functor and the action of Uq(sl2) follows from Theorem 6.3.
It was conjectured in [AGW15] that the Hochschild homology of Chen–Khovanov
complexes recovers the annular chain complexes, with a proof for the algebras A1,n−1,
the next–to–highest weight subalgebra of An. The conjecture follows from Theorem 6.3
and the computation of Hochschild homology in Corollary 6.7.
Theorem C. Let T̂ be the annular closure of an (n, n)–tangle T. Then there is an iso-
morphism
KhAq(T̂ )
∼= qHH•(A
n, CCK(T )), (6.12)
natural with respect to chain maps associated to tangle cobordisms. The annular grading
in KhA(T̂ ) corresponds to the weight decomposition of CCK(T ).
Proof. The right hand side of (6.12) is the total homology of the bicomplex
coInvq(C
•
CK(T ) ⊗
An
R•(A
n)),
where R•(A
n) is the bar resolution of An. Consider the associated spectral sequence Er
that starts with the Hochschild differential. The first page E1ij = qHHj(A
n, C iCK(T )) has
vanishing rows except the one with j = 0 due to Corollary 6.7. Hence, the sequence
collapses at the second page with E2i0 = Kh
i
Aq
(T̂ ) and E2ij = 0 for r 6= 0, which ends
the proof.
j
i
1
0
−1
0 1 2 3 4
Z2
Z3
b
b
b
b
b
Z
b
b
b
b
b
b
b
8E2ij = HHi(Kh
j
CK( ))
There is another spectral sequence {8Er} associated to coInvq(C
•
CK(T )⊗An R•(A
n)),
where the Chen–Khovanov differential is computed first. Its second page
8Erij = qHHi(A
n,KhjCK(T )) (6.13)
is already an invariant of the annular link T̂ . Contrary to
the previous case, this sequence may not collapse imme-
diately. The second page for T = has three non-trivial
entries and there is a non-trivial differential that kills
two generators, see the diagram to the left for the case
k = Z and q = 1. It is the third page that agrees with the annular homology of T̂ , which
is the homology of (W V ⊗2) with W in homological degree −1.
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6.4 Homology for (2, n) torus links
Consider the subcategory E2 ⊂ BBNq(A) generated by objects intersecting the seam µ
in exactly two points. Note that every such object is of the form ΓI ∪ ΓN , where ΓN is
a (possibly empty) union of trivial circles not intersecting µ, and ΓI is either a trivial
circle intersecting µ in two points, or a pair of essential circles, each intersecting µ in
a single point.
In what follows we shall write W or WI for the module assigned to a trivial circle
depending on whether it is disjoint from µ or not. W is freely generated by w+ and
w−, the images of 1 ∈ k under the maps induced by a cup cobordism disjoint from
the membrane M= µ×I, without and with a dot respectively. To pick generators forWI
consider a cup cobordism that intersects M in a single arc α and define w+, w
−
− and w
+
−
as the images of 1 ∈ k under the maps induced by the cobordism respectively without
any dot, a dot on the negative side of M, and a dot on the positive side of M. All three
generate WI , but they are not linearly independent: w
−
− = q
2w+−.
We can represent elements of the modules graphically as in Section 5.3: the generators
of V are visualized by orienting the essential circles, and those of W and WI are given as
the trivial circle without or with a dot. The relation in WI between w
−
− and w
+
− can be
then written diagrammatically as
b = q
2 b (6.14)
Here we choose the counter-clockwise orientation of the core of the annulus, so that
the seam µ is cooriented upwards. Because the intertwners (A.6) are not symmetric,
the essential circles must be ordered. We choose the left–to–right ordering read from
the seam.
Capping off a trivial circle touching the seam vanishes on w+ and takes w
±
− to q
∓1,
as the result is a sphere without or with a dot respectively, but intersecting the mem-
brane, and isotoping it off the membrane using (6.4) introduces a power of q. It is now
straightforward to compute the saddle cobordisms in E2 using the comparison with FTL.
A merge of two essential circles followed by capping off the trivial circle is the evaluation
map, which implies the following surgery rules :
b q
b
(6.15)
The other saddle cobordism is even easier to find out. For degree reasons it must vanish
if the trivial circle carries a dot, and otherwise it is the coevaluation map:
+ q−1 (6.16)
Fix n > 0 and let T2,n denote the annular (2, n) torus link: the annular closure of the
braid σ−n, where σ is the positive generator of the 2–strand braid group.
67
Proposition 6.9. The quantum annular Khovanov homology of the annular (2, n) torus
link is given by
Khi,j
Aq
(T2,n) =

V2 if i = 0 and j = −n,
V0/(q
2 + (−1)i) if − n+ 1 6 i 6 −1 and j = 2i− n,
K(q2 − (−1)i) if − n 6 i 6 −2 and j = 2i− n + 2,
V0 if i = −n and j = −3n,
0 else,
(6.17)
where V2 := (V ⊗V )/spank{v+⊗v−+q
−1v−⊗v+} is the simple representation of Uq(sl2)
of dimension 3, and K(a) := {v ∈ V0 | av = 0} for any a ∈ k.
Here i and j represent respectively the homological and the quantum degree as defined
in (5.14). The latter is denoted by j′ in [GLW15].
Proof. Let D ⊂ A be a standard diagram for T2,n such that cutting D along µ results in
a diagram for σ−n. Then each resolution of D belongs to E2. We introduce the notations
uq, lq : WI WI for the maps that put a dot on the positive and negative side of the circle
respectively, and wq : WI V ⊗ V for the split map. Explicitly,
uq(w+) = w
+
−, uq(w−) = 0, (6.18)
lq(w+) = w
−
− = q
2w+−, lq(w−) = 0, (6.19)
wq(w+) = v+ ⊗ v− + q
−1v− ⊗ v+, wq(w
±
−) = 0. (6.20)
Let {m} denote the grading shift functor which raises the j–degree by m. Arguing as
in [Kh99, Proposition 26], one can show that CKhAq(D) is quasi-isomorphic to the chain
complex
0 WI{−3n+ 1}
∂−n WI{−3n + 3}
∂−n+1 . . .
∂−3 WI{−n− 3}
∂−2 WI{−n− 1}
∂−1 V1 ⊗ V
∗
1 {−n} 0
where ∂−1 = wq and ∂
i = uq − (−1)
ilq for −n ≤ i ≤ −2. One can write the above
complex more explicitly by writing each WI as a direct sum
WI = spank{w+, w−} = V0{+1} ⊕ V0{−1},
and by noting that the map uq − (−1)
ilq is given by
uq − (−1)
ilq =
(
0 0
0 1− (−1)iq2
)
with respect to this direct sum decomposition. It then follows that the above complex is
isomorphic to a direct sum of complexes(
0 V0
wq V1 ⊗ V1 0
)
{−n}(
0 V0
1+(−1)iq2
V0 0
)
{2i− n} for − n+ 1 ≤ i ≤ −1(
0 V0 0
)
{−3n}
where, in each of these complexes, the bidegree of the rightmost nonzero term is supported
on the diagonal j = 2i− n. The proposition now follows by passing to homology.
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❍
❍
❍
❍
❍
❍
j
i
−5 −4 −3 −2 −1 0
−5 V2
−7 V †0 V
†
0
−9 V ‡0 V
‡
0
−11 V †0 V
†
0
−13 V ‡0 V
‡
0
−15 V0
Table 1: The quantum annular homology for the torus knot T2,5. The representations
marked by a dagger (†) only occur if q2 = 1, and the ones marked by a double dagger (‡)
only occur if q2 = −1. The unmarked representations are always there.
If k is a field and q2 6= ±1, then q2 + (−1)i is invertible. It follows from the above
proof that in such a case
Kh i,j
Aq
(D) =

V2 if (i, j) = (0,−n),
V0 if (i, j) = (−n,−3n),
0 else.
(6.21)
On the other hand, the quantum homology contains additional copies of V0 if q
2 = ±1,
see Table 1. This illustrates that quantum annular homology is in general richer than
the non-quantized theory, which corresponds to the case q = 1.
7 Applications and generalizations
Here we discuss functorial properties of the quantum annular link homology, as well as
generalizations, such as the quantized APS homology for links in a thickened Mo¨bius or
the twisted annular homology (which provides a way to describe homology of satellite
knots).
7.1 Invariants for annular link cobordisms
It follows from Theorem B that the quantum annular homology assigns a chain map to
annular link cobordisms. Let us now recall how this map is computed.
Let L and L′ by annular closures of an (m,m)–tangle T and an (n, n)–tangle T ′
respectively. A link cobordism W : L L′ intersects the membrane in an (n,m)–tangle
P , so that it can be represented by a tangle cobordism W˜ : PT T ′P . Applying
the Chen–Khovanov functor results in a square
Am Am
An An
CCK(T )
CCK(P ) CCK(P )
CCK (T
′)
W˜∗ (7.1)
The quantum annular complex is computed by replacing each component of the Chen–
Khovanov complex with its Hochschild homology. This is an example of a Lefschetz
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shadow discussed in Section 3.6. Hence, the component of the chain map W∗ at homo-
logical degree i and quantum degree j is given by summing up the compositions
qHH0(A
m, C i,jCK(T ))
coev∗ qHH0(A
m, C i,jCK(T ) ⊗
Am
C i
′,j
CK(P ) ⊗
An
C i
′,j
CK(P )
∗)
W˜∗ qHH0(A
m, C i
′,j
CK(P ) ⊗
An
C i,jCK(T
′) ⊗
An
C i
′,j
CK(P )
∗)
(−1)i
′(i+i′)θ
qHH0(A
n, C i,jCK(T
′) ⊗
An
C i
′,j
CK(P )
∗ ⊗
Am
C i
′,j
CK(P ))
ev∗ qHH0(A
n, C i,jCK(T
′))
(7.2)
over all indices i′. Notice that the third map takes the class of x⊗ y ⊗ α to the class of
(−1)i
′(i+i′)qqdeg(x)y ⊗ α⊗ x.
Proposition 7.1. Let the cobordism W : L L trace the rotation of L along the an-
nulus. The induced map KhAq(W ) scales x ∈ KhAq(L) by q
qdeg(x).
Proof. Write L as the annular closure of T . Then W is represented by the identity
cobordism from TT to itself, and the only components (7.2) that contribute are those
with i = i′. In particular, the second map scales the argument by qj, but does not change
the sign.
It follows that quantum annular homology detects twists: the chain map W∗ in
the above proposition is not scaled identity. Even more, if a resolution Tζ of T is a col-
lection of n vertical lines, the restriction of the twist to Tζ is q
d, where d is the degree
shift of Tζ in the complex. Indeed, the component of the twist is represented by
An An
An An
FCK(Tζ){d}
FCK(Tζ){d} FCK(Tζ){d}
FCK(Tζ){d}
id (7.3)
whereas the identity map has FCK(Tζ) with no degree shifts as vertical maps.
Because KhAq is defined using a Lefschetz shadow, we can use Corollary 3.22 to com-
pute the invariant for closed surfaces.
Theorem D. Let Ŵ ⊂ S1 × R3 be a closed surface obtained as an annular closure of
a link cobordism W : L L with L ⊂ R3. Then KhAq(Ŵ ) = Λ(W∗) is the graded
Lefschetz trace of W∗ : Kh(L) Kh(L), the endomorphism of the Khovanov homology
of L. In particular, KhAq(S
1 × L) coincides with the Jones polynomial J(L).
Proof. The first statement is an immediate consequence of Corollary 3.22. Applying it to
W = L× I results in computing the graded Euler characteristic of Kh(L), the Khovanov
homology of L.
The APS homology does not distinguish closed surfaces. Hence, KhAq is a nontrivial
deformation of the annular sl2–homology.
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7.2 An action of tangles on cablings
The action of the braid group on the annular homology of a cabling of a framed annular
knot K was studied in [GLW15]. In what follows we compute the action of the entire
category of oriented tangles on the quantum annular homology of cablings of K. We
work in this section in characteristic 2, so that the Chen–Khovanov functor is strictly
functorial.
To a framed knot K ⊂ A×I we can associate an embedding νK : A×I A×I with
the tubular neighborhood as its image. It determines a functor K∗ : Tan Links(A)
such that
• a collection of oriented points B ⊂ R2 is taken to KB := νK(S
1 × B), an oriented
cabling of K, and
• an oriented tangle T ⊂ R2×I is mapped to the oriented cobordismKT := νK(S
1×T )
between the cablings.
Applying the quantum annular homology produces a map of homology
KhAq(K
T ) : KhAq(K
B) KhAq(K
B′)
for any oriented tangle T ∈ Tan(B,B′), defined up to an overall power of q. These give
a projectively functorial action of Tan, i.e.
KhAq(K
T ′T ) = qk
(
KhAq(K
T ′) ◦KhAq(K
T )
)
for composable tangles T , T ′, and some k ∈ Z.
This action has an interpretation in the framework of horizontal traces when K is
the annular closure of a framed (1, 1)–tangle τ. Denote by ντ : R
2 × I R2 × I
the associated parametrization of the tubular neighborhood of τ and choose a tangle
T with collections of points B and B′ as its bottom and top boundary respectively. Then
the cobordism KT intersects the membrane in T and is represented by the square
B B
B′ B′
τB
T T
τB
′
τT
(7.4)
where τB := ντ (B × I) and τ(B
′) := ντ (B
′ × I) are cablings of τ , and τT := µτ (T × I)
traces the isotopy that slides T along τ . We use this to prove that the action satisfies
the Jones relation.
Theorem E. Let K be a framed annular link, considered as an object in Linksq(A).
There is a functorial action of Tan on the quantum annular homology of oriented cablings
of K, that takes a tangle T to the chain map KhAq(K
T ), and which intertwines the action
of Uq(sl2). It factors through the Jones skein relation
q2KhAq(K )− q
−2KhAq(K ) = (q − q
−1)KhAq(K ) (7.5)
if K intersects the membrane in one point.
Proof. Functoriality has been discussed before and compatibility with the action of Uq(sl2)
follows from the construction—the action of Tan is already defined at the level of the quan-
tized formal bracket. It remains to show that the Jones relation holds. We prove it for
the formal bracket.
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Let K be the annular closure of a (1, 1)–tangle, represented by a tangle diagram τ .
Given a finite sequence ǫ = (ǫ1, . . . , ǫk) with ǫi ∈ {−1,+1} we write τ
ǫ for the oriented
k–cabling of τ, in which each i-th cable is oriented parallel to τ when ǫi = +1 and opposite
to τ otherwise. We write τk when each ǫi = 1. Up to degree shifts, the formal bracket
depends only on k. Explicitly,
Jτ ǫK = JτkK [w(τ)
2
(k2 − ‖ǫ‖2)
]{
3w(τ)
2
(k2 − ‖ǫ‖2)
}
, (7.6)
where we write w(T ) = n+(T )− n−(T ) for the writhe of T and ‖ǫ‖ :=
∑
ǫi. Notice that
‖ǫ‖ ≡ k mod 2, so that both numbers are integers. To derive this formula it is enough
to compare degree shifts of a single resolution, which is left as an exercise.
It follows from functoriality of the action and (7.6) that the Jones relation has to be
checked only for the first three tangles shown below:
· · · · · ·
0 i i+1 k
· · · · · ·
0 i i+1 k
· · · · · ·
0 i i+1 k
· · · · · ·
0 i i+1 k
T+ T− T0 Th
We use the forth one to express the formal brackets of T+ and T− as mapping cones
following Proposition 5.2, obtaining distinguished triangles
JT0K[−1]{1} JThK[−1]{2} JT+K JT0K{1}
JThK{−2} JT0K{−1} JT−K JThK[1]{−2}
sd in pr
sd in pr
in which the left morphisms are saddle cobordisms in BN. Consider now the diagram
JT0K[−1]⊗ JτkK JThK[−1]⊗ JτkK JT+K⊗ JτkK JT0K⊗ JτkK
JτkK⊗ JT0K[−1] JτkK⊗ JThK[−1] JτkK⊗ JT+K JτkK⊗ JT0Ksd in pr
sd in pr
JτT0 K[−1] JτTh K[−1] JτT+ K JτT0 K (7.7)
where the quantum degree shifts are dropped for clarity. The left and right vertical maps
are identities, whereas those in the middle are induced by a sequence of Reidemeister
moves. The left square commutes up to a formal chain homotopy H by the functoriality
of J−K. In particular, JτT0K and JτThK together with H induce a chain map
α =
(JτT0K 0
−H JτThK[−1]
)
: JτkK⊗ cone(sd) cone(sd)⊗ JτkK
that would make the other squares in (7.7) commute when placed as the third vertical
map. Hence, it is enough to show that α and JτT+K are chain homotopic.
It is shown in [BN05, Section 8] that every degree 0 automorphism of JT K is homotopic
to ± id if T is obtained from a crossingless tangle by twisting its endpoints. Therefore,
there exists at most one homotopy equivalence JT K ≃ JT ′K when T and T ′ are two such
tangles (as we work over Z2). In particular, there are unique homotopy equivalences
u
wv T∗
· · ·
· · ·
}
~ ≃
u
wv T∗
· · ·
· · ·
}
~ and
u
wv T∗
· · ·
· · ·
}
~ ≃
u
wv T∗
· · ·
· · ·
}
~
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where T∗ is any of the four tangles T+, T−, T0, or Th. On the other hand, each map JτT∗K
is a composition of the above equivalences, and so is the chain map α. Hence, α andJτT+K agree up to a chain homotopy, which makes the middle and right squares in (7.7)
commute in the homotopy category.
The quantum annular bracket is a quantum Lefschetz shadow on Comb/h(BN). Hence,
taking the degree shifts into acount, we have from Proposition 3.17 that
JKT+Kq = qJKT0Kq − q2JKThKq.
Likewise, using the other distinguished triangle we obtain
JKT−Kq = q−2JKThKq − q−1JKT0Kq.
These two equalities imply the Jones skein relation.
The commutativity of (7.7) can be also checked directly, as there are explicit formulas
for all the chain maps, see [BN05]. Although it requires more work, with this approach
one can prove Theorem E for the homology with integral coefficients, once a strictly
functorial version of the construction due to Chen and Khovanov is used. This approach
is used in a following paper. Alternatively, one can fix the signs explicitly as it was done
successfully in [GLW15].
One can forget the membrane and work with true annular links, instead ofLinksq(A).
Although the map KhAq(K
T ) is a priori defined only up to an overall power of q, making
the relation (7.5) problematic, our definition of the map uses a special presentation of
the cobordism: as the isotopy sliding T along τ , the opening of K. For this particular
presentation the power of q is well-defined, so that the Jones relation holds. However,
one must be careful when starting to isotope the cobordism.
7.3 Quantum homology of links in a thickened Mo¨bius band
Let ρ ∈ Diff (R × I) be the flip along the interval, i.e. ρ(x, t) = (−x, t). It induces
an endobifunctor ρ∗ on BN. Identifying (x, 1) with (−x, 0) produces a Mo¨bius band M,
and, by the argument from the proof of Theorem 2.19, hTr⊕(BN, ρ∗) and BN(M) are
equivalent categories. In an analogy to the case of annulus we define
BNq(M) := hTr
⊕
q (BN(R× I), ρ∗) (7.8)
The reflection ρ induces also an automorphism of An, which we denote with the same
symbol. The following result is immediate from the definition of FCK.
Lemma 7.2. Given an (m,n)–tangle T write T flip for its reflection along the vertical
axis. Then
ρFCK(T )ρ ∼= FCK(T
flip) (7.9)
as (Am, An)–bimodules.
Thence, we can define a TQFT functor FMq : BNq(M) gMod(k) with the help of
the pullback shadow (FCK)
∗qHH ρ0 . The argument from Proposition 6.6 applied to qHH
ρ
implies that
qHH ρ>0(A
n) = 0 and qHH ρ0 (A
n) ∼= coInvρ(An0 ), (7.10)
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where the latter is generated by idempotents corresponding to symmetric cup diagrams
(i.e. those fixed by ρ). In particular, if we write cn for the collection of n parallel separating
curves, each wrapping M twice, and γ for the nonseparating curve, then
FMq(cn)
∼= qHH
ρ
0 (A
2n) ∼= An0
∼= V ⊗n and FMq(γ ∪ cn) = 0 (7.11)
where An0
∼= qHH
ρ
0 (A
2n) takes an idempotent e ∈ An0 to e ⊗ ρ(e) ∈ A
2n
0 . In particu-
lar, we are interested only in the subcategory BNevq (M) generated by those collections
that do not contain γ. These collections are characterized by the following property:
if µ ⊂ M cuts the band into a square, then each object from BNevq (M) intersects µ in
an even number of points. The argument from Lemma 6.4 adapted to this case shows
that vTr⊕q (BN
ev, ρ∗) hTr
⊕
q (BN
eb, ρ∗) = BN
ev
q (M) is an equivalence of categories.
The following result is straightforward.
Lemma 7.3. Let γ ⊂M be a nonseparating curve. Then there is a commutative diagram
of functors
BNq2(A) BN
ev
q (M)
Mod(k)
Φ
FAq FMq
(7.12)
where Φ: BNq2(A) BNq(M) is induced by the diffeomorphism A ≈ M− γ.
Proof. The functor Φ, seen as hTr⊕q2(BN) hTr
⊕
q (BN, ρ∗), adds n vertical lines next to
an (n, n)–tangle and sends a morphism [T,W ] to [T ∪T flip ,W ∪(I×T flip)]. The difference
in powers of q appears, because going once through a membrane in hTr⊕q2(BN)
∼= BNq2(A)
corresponds to going twice through the membrane in hTr⊕q (BN, ρ∗)
∼= BNq(M).
Each cobordism in vTr⊕q (BN
ev, ρ∗) can be decomposed into a composition of cobor-
disms from the image of Φ and projective planes with a disk removed, each with a non-
trivial curve in M as its boundary. These can be seen in turn as the saddle cobordisms
between a trivial and a nontrivial curve, with the trivial curve capped off. They corre-
spond under the quotient map (R× I)× I M ×˜ I to surfaces × I and × I, and
we denote them by S and S respectively.
Lemma 7.4. FMq(S ) : V k evaluates v+ and v− to q and 1 respectively, whereas
FMq(S ) : k V takes 1 to v+ + q
−1v−.
Proof. The module V := qHH ρ0 (A
2) assigned by FMq to a nontrivial curve has canonical
generators
b0 := and b1 := (7.13)
which corresponds under (7.11) to v++q
−1v− and v− respectively. The thesis now follows
from direct computations. Indeed, the map FMq(S ) is given by the sequence
Z[q±1] = qHH ρ0 (Z) qHH
ρ
0 (Z,FCK( ) ⊗
A2
∗FCK( ))
θ qHH ρ0 (A
2, ∗FCK( )⊗ FCK( )) qHH
ρ
0 (A
2)
which takes 1 ∈ k into b0. Dually, S is assigned the sequence
qHH ρ0 (A
2) qHH ρ0 (A
2,FCK( )⊗
∗FCK( ))
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θ qHH ρ0 (Z,
∗FCK( ) ⊗
A2
FCK( )) qHH
ρ
0 (Z) = Z[q
±1],
which takes b0 and b1 to q + q
−1 and 1 respectively.
The above is enough to compute FMq on all morphisms inBNq(M). A comparison with
the formulas from Section 5.4 shows that FMq is a deformation of the APS construction.
Theorem 7.5. Let T̂ be the closure in M of a (2n, 2n)–tangle T . Then there is an iso-
morphism
KhM(T̂ ) ∼= HH
ρ
• (A
2n, CCK(T )) (7.14)
natural with respect to the chain maps associated to link cobordisms.
7.4 Annular twistors
A family of homotopy equivalences CCK(τ
ǫ′)⊗An CCK(T ) ≃ CCK(T )⊗Am CCK(τ
ǫ) was
used in Section 7.2 to construct the action of oriented tangles, where T is placed vertically
on the membrane. However, one can also place T horizontal and understand the homotopy
equivalences as components of a natural endotransformation τ∗ of the identity functor
on Comb/h(DB), where DB := FCK(BN) is the bicategory of diagrammatic bimodules.
Therefore, the pair (Id, τ∗) is a functor from the endocategory (Com
b
/h
(DB), Id) to itself,
and we can obtain a new homology theory by pulling back the shadow (FCK)
∗qHH0. This
motivates the following definition.
Definition 7.6. An annular twistor is a family M := {Mǫ} of chain complexes of
(An, An)–bimodules, parametrized by finite sequences ǫ = (ǫ1, . . . , ǫn) with ǫi ∈ {−1,+1},
together with natural chain maps
φT : Mǫ ⊗
Am
CCK(T ) CCK(T ) ⊗
An
Mǫ′, (7.15)
one per oriented (m,n)–tangle T with orientation of input and output encoded by ǫ and
ǫ′ respectively.
Although not stated this way, the chain map (7.15) is a homotopy equivalence. Up to
degree shifts, its inverses can be built from φT ! together with evaluation and coevalution
maps.
Let L be the annular closure of an (n, n)–tangle T with orientation of endpoints
encoded by a sequence ǫ. It follow from Proposition 3.8 that
KhAq(L,M) := qHH•(A
n,Mǫ ⊗
An
CCK(T ))
does not depends on the choice of T . We call it the annular homology twisted by M .
When Mǫ = CCK(τ
ǫ) is the twistor described above, KhAq(L,M) is the quantum annular
homology of the satellite of L with companion T̂ .
7.5 Generalized annular homology
There is another generalization of the annular homology, which is very close to twisting.
In this section we work in characteristic two, so that the Chen–Khovanov construction is
strictly functorial.
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Let us fix a (1, 1)–tangle T and denote by T ! its mirror image. Write VT := CKhAq(T̂ )
and V ∗T := CKhAq(T̂
!) for the quantized annular chain complexes of the annular closures
of T and T !. They form a dual pair, with evaluation and coevalution maps induced by
cobordisms T × and T × in (A×I)×I respectively, see Appendix A.4 and Figure 12
for a picture of the evaluation cobordism.
We generalize FAq : BNq(A) gRep(Uq(sl2)) by assigning to essential circles al-
ternatively VT and V
∗
T . An annulus with essential boundary is then assigned one of
the evaluation of coevaluation maps, and merging a trivial circle to an essential one is
determined by the cobordisms merging an unknot to T̂ or T̂ ′. It follows from the functo-
riality that this produces a well-defined TQFT functor FT
Aq
: BN(A) Comb/h(Uq(sl2)),
valued in the homotopy category of representations of Uq(sl2).
Definition 7.7. Let T be a (1, 1)–tangle and choose an annular link L with diagram D.
The T–annular homology KhT
Aq
(L) of L is the homology of the chain complex FT
Aq
JDK.
It is tempting to express the above construction using annular twistors. Indeed, one
can define Mǫ, where ǫ has length n, as the alternating tensor product VT ⊗V
∗
T ⊗VT ⊗ . . .
of n factors. The duality between VT and V
∗
T can be used to construct a chain map
νT : Mǫ ⊗
Am
CCK(T ) CCK(T ) ⊗
An
Mǫ′
for every (m,n)–tangle T . However, it is not natural. For instance, seeing T = as
a composition of a cup and a cap, the composition
M0⊗CCK( )⊗
A2
CCK( )
ν
CCK( )⊗
A2
M2 ⊗
A2
CCK( )
ν
CCK( )⊗
A2
CCK( )⊗M0
is the multiplication by the quantum dimension of VT ⊗ V
∗
T , the Jones polynomial of
T̂#T̂ ′. On the other hand, CCK( ) = k{−1} ⊕ k{+1}, suggesting that ν = id. This
seams to be the only issue, because for the decomposition of a zigzag
the induced map is a homotopy equivalence due to the relation between the evaluation
and coevaluation morphisms.
A Background survey
The material presented here is widely known, and the main goal of this section is to fix
the notation. Bicategories are treated in the excellent paper [Be67], whereas [Lei98] is
a brief list of basic definitions. The reader is also referred to [EGNO09], because many
results about monoidal categories immediately translates to bicategories.
A.1 Representations of Uq(sl2)
As usual we fix a commutative unital ring k together with an invertible element q. By
definition, Uq(sl2) is the unital associative k–algebra with generators E, F , K, K
−1 and
relations
KE = q2EK, KK−1 = 1 = K−1K,
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KF = q−2FK, K −K−1 = (q − q−1)(EF − FE).
It is a Hopf algebra with the comultiplication ∆: Uq(sl2) Uq(sl2)⊗Uq(sl2), the counit
ǫ : Uq(sl2) k, and the antipode S : Uq(sl2) Uq(sl2) defined by
∆(E) = E ⊗K + 1⊗ E, ǫ(E) = 0, S(E) = −EK−1, (A.1)
∆(F ) = F ⊗ 1 +K−1 ⊗ F, ǫ(F ) = 0, S(F ) = −KF, (A.2)
∆(K±1) = K±1 ⊗K±1, ǫ(K±1) = 1, S(K±1) = K∓1. (A.3)
Using this Hopf algebra structure, we can regard the category of finite-dimensional rep-
resentations of Uq(sl2) as a monoidal category with duals. The unit in this monoidal
category is given by the trivial representation V0 = k, on which Uq(sl2) acts by multipli-
cation by ǫ(X) for any X ∈ Uq(sl2).
We write V1 := spank{v1, v−1} and V
∗
1 := spank{v
∗
1, v
∗
−1} for the fundamental repre-
sentation and its dual. We identify both with the rank two module V := spank{v+, v−}
using the isomorphisms{
v1 v+
v−1 v−
and
{
v∗1 v−
v∗−1 q
−1v+
. (A.4)
This equips V with two actions of Uq(sl2) that differ by signs:
The action on V ∼= V1 The action on V ∼= V
∗
1
Ev+ = 0 Ev− = v+ Ev+ = 0 Ev− = −v+
Fv+ = v− Fv− = 0 Fv+ = −v− Fv− = 0
Kv+ = qv+ Kv− = q
−1v− Kv+ = qv+ Kv− = q
−1v−
(A.5)
The duality between V1 and V
∗
1 comes with the evaluation and coevaluation maps
ev : V ⊗ V k coev : k V ⊗ V
v+ ⊗ v+ 0 v+ ⊗ v− q 1 v+ ⊗ v− + q
−1v− ⊗ v+
v− ⊗ v− 0 v− ⊗ v+ 1
(A.6)
that intertwine the action Uq(sl2) if V ⊗ V is identified with either V1 ⊗ V
∗
1 or V
∗
1 ⊗ V1.
The full subcategory of Uq(sl2) generated by tensor powers of V admits a graphical
representation. Let TL be the Temperly–Lieb category, the linear category with objects
finite collections of points on a real line and morphisms generated by flat loopless tan-
gles, i.e. collection of disjoint intervals in R × I with endpoints on the boundary lines.
Composition is defined by stacking pictures one onto another and trading each closed
component for q + q−1. For example,
◦ = (q + q−1) (A.7)
There is a functor FTL : TL Rep(Uq(sl2)) that assigns V
⊗n to a collection of n points,
whereas caps and cups are sent to the evaluation and evaluation homomorphisms. It is
known that FTL is faithful [Th99].
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A.2 Knots and tangles
Let M be an oriented smooth 3–manifold. A proper 1–submanifold T ⊂ M is called
a tangle. We call it a link if it has no boundary, and a knot if in addition it has one
component. All tangles and links in this paper are assumed to be oriented unless stated
otherwise. An isotopy of tangles T and T ′ is a smooth map Φ: M × I M such that
each Φt := Φ(−, t) is a diffeomorphism fixed at the boundary, Φ0 = id, and Φ1(T ) = T
′.
If T and T ′ are oriented, then we require that the orientation is preserved by Φ1.
Denote by −T the tangle T with reversed orientation of all its components. A tangle
cobordism from a tangle T0 to T1 is an oriented surface S ⊂ M × I with boundary
∂S = −T0 × {0} ∪ T1 × {1} ∪ (−∂T0 × I). We shall consider cobordisms only up to
an isotopy, in which case they form a category: composition is given by gluing cobordisms,
and the identity morphism on a tangle T is represented by the cylinder T × I ⊂ M × I.
When M = F × I is a thickened surface, then isotopy classes of oriented tangles in M
form a category, with the product induced by stacking, M ∪M ∼= M , and tangles with
tangle cobordisms form a 2–category.
Notation. We shall write Links(M) for the set of isotopy classes of oriented links in M ,
and Links(M) for the category of oriented links in M and cobordisms between them.
Isotopy classes of oriented tangles in a thickened surface F × I form a category Tan(F )
with the composition induced by stacking, and similarly cobordisms between tangles in
F × I form a 2–category Tan(F ). We write simply Tan and Tan when F = R× I.
AssumeM is a line bundle over a surface F and consider the projection
M F onto the zero section. It maps a generic tangle T to an immersed
collection of intervals and circles T˜ ⊂ F with only finitely many multiple
points, each a transverse intersection of two arcs. A diagram of T is
constructed from T˜ by breaking one of the arcs at each double point
as follows. When F is oriented, then fibers of M admit a canonical
orientation and we break the lower arc at each double point of T˜ (see an example above
for F = R× I). In case F is nonorientable, choose a minimal collection of curves γ that
cuts F into an orientable surface. Then there is a normal field over F − γ and we can
construct the diagram as before. Then Reidemeister moves and planar isotopies relate
diagrams between isotopic tangles if a crossing is switched when moved through γ:
γ = γ
This follows, because the normal field is reversed at points of γ.
A.3 Constructions on categories
Below we review definitions of certain constructions on categories that appear throughout
the paper.
Additive closure
We say that a linear category is additive if it has finite direct sums. Each category
C admits the additive closure C⊕, the smallest additive category containing C. It is
constructed by introducing formal direct sums:
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• an object of C⊕ is a finite sequence (x1, . . . , xr) with xi ∈ Ob(C), possibly empty,
• a morphism from (x1, . . . , xr) to (y1, . . . , ys) is a matrix (fij) of morphisms fij ∈
C(xi, yj), and
• composition is defined by the matrix multiplication rule.
There is an inclusion C C⊕, which takes an object x to the 1-element sequence (x).
It is an equivalence of categories if C is already additive.
Idempotent completion
An endomorphism p ∈ C(x, x) satisfying p ◦ p = p is an idempotent. We say that p splits
if it decomposes p = s ◦ r such that r ◦ s is an identity morphism. In such a case r is
an epimorphism and its codomain is called the image of p.
A category is idempotent complete if all its idempotents split. Each category Cadmits
its idempotent completion Kar(C), also called also the Karoubi envelope of C, which is
the smallest idempotent complete category containing C. It is constructed by taking all
idempotents of C as objects, and defining morphisms from e to e′ as those morphisms f
from C that e′ ◦ f ◦ e is well-defined and equal to f . The identity morphism on e is given
by the idempotent itself.
Formal complexes and homotopy category
A formal complexes over a category C is a sequence of objects and morphisms from C
(C•, d) =
(
. . . C i d
i
C i+1 d
i+1
C i+2 . . .
)
(A.8)
satisfying di+1di = 0 at each place. The morphisms di are called the differential. We say
that (C•, d) is bounded if C i = 0 except finitely many indices.
A formal chain map from (C•, d) to (D•, d) is a collection of morphisms f i : C i Di
fitting into a commuting ladder
C i C i+1 C i+2
Di Di+1 Di+2
d d
f i f i+1 f i+2
d d
. . . . . .
. . . . . .
(A.9)
Finally, a formal chain homotopy from f • to g•, both chain maps from (C•, dC) to
(D•, dD), is a collection of morphisms h
i : C i Di−1 satisfying di−1D ◦ h
i + hi+1 ◦ diC =
gi − f i. In such case we say that f • and g• are homotopic, which we write f ∼ g.
Formal complexes (reps. bounded formal complexes) and chain maps modulo chain
homotopies constitute the homotopy category of complexes Com/h(C) (resp. Com
b
/h
(C)).
Isomorphism in these categories are called homotopy equivalences and we usually write
C• ≃ D• for complexes that are homotopically equivalent.
The categories Com/h(C) and Com
b
/h
(C) are triangulated [GM, Wei95], which means
that they come with a homological degree shift functor and a collection of distinguish
triangles satisfying certain axioms. The degree shift functor is usually denoted by [1] and
it shifts a complex leftwards, negating the differential at the same time:
C[1]i := C i+1, d[1]i := −di+1. (A.10)
Distinguished triangles are of the form
C•
f•
D• in
•
cone•(f)
pr•
C[1]•, (A.11)
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where cone•(f) stands for the mapping cone of f, the formal complex
conei(f •) := C i+1 ⊕Di, di =
(
−di+1C 0
f i diD
)
. (A.12)
The morphisms in i : Di conei(f •) and pr i : conei(f •) C[1]i = C i+1 are the inclu-
sion and projection respectively.
A.4 Bicategories
A bicategory C is a ‘higher level’ analogue of a category. It consists of
• a class of objects Ob(C),
• a category C(x, y) for each pair of objects (x, y), whose objects and morphisms
are called 1– and 2–morphisms respectively and represented by single and double
arrows,
• a unit idx ∈ C(x, x) for each object x,
• a functor ◦ : C(y, z)×C(x, y) C(x, z) for each triple of objects (x, y, z), and
• natural isomorphisms
a : f ◦ (g ◦ h)
∼=
(f ◦ g) ◦ h l : idy ◦f
∼=
f r : f ◦ idx
∼=
f (A.13)
called associators and unitors, which satisfy the pentagon and triangle axioms
[Be67].
A bicategory is called strict or a 2–category if the natural isomorphisms are identities.
We call C a locally small bicategory when each category C(x, y) is small, and C is small
when also Ob(C) is a set.
Associators and unitors are often omitted for clarity. According to the MacLane’s
Coherence Theorem [ML98, Chapter VII.2] there is only one way how to insert these
isomorphisms back when necessary.
Notation.
x y
f
g
α
In this paper we denote categories with calligraphic letters C, D, etc., whereas
bold letters C, D, etc. are reserved for bicategories. Identity morphisms are written as
idx, and identity 2–morphisms as 1f . If C is a bicategory, then the compo-
sition in C(x, y) is denoted by ∗ and called vertical, whereas ◦ is the hor-
izontal composition. These come from the common convention to draw
1–morphisms horizontally and 2–morphisms vertically, see the diagram to
the right of a 2–morphism α : f g.
Choose bicategories C and D. A bifunctor F : C D consists of a function of
objects Ob(C) Ob(D) and a collection of functors C(x, y) D(Fx,Fy), together
with natural 1–morphisms
m : F(g) ◦ F(f) F(g ◦ f) i : idFx F(idx) (A.14)
satisfying certain coherence axioms. They are called morphisms of bicategories in [Be67],
whereas the word homomorphism is reserved for the case when m and i are invertible. In
such case we say that F is a strong bifunctor.
Choose bifunctors F,G : C D. A natural transformation η : F G is a col-
lection of 1–morphisms ηx : F(x) G(x), one per object x ∈ C, and 2–morphisms
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ηf : G(f) ◦ ηx ηy ◦ F(f), one per 1–morphisms f ∈ C(x, y), such that
F(x) G(x)
F(y) G(y)
ηx
G(f)
ηy
F(f)F(g) ηf
F(α)
=
F(x) G(x)
F(y) G(y)
ηx
F(g)
ηy
G(f)G(g)
ηg
G(α)
(A.15)
for every 2–morphism α : f g. Moreover, ηf must be coherent with all the other
canonical 2–isomorphisms (associators, unitors, the structure 2–isomorphisms of F and
G), see [Lei98]. We say that η is strong if each ηf is invertible.
Finally, let η, ν : F G be two natural transformations. A modification Γ: η ν
is a collection of 1–morphisms Γx : ηx νx, such that νf ∗ (1Gf ◦Γx) = (Γy ◦ 1Ff) ∗ ηf
for every 1–morphism f : x y.
Duals
A bicategory C has left duals if each f ∈ C(x, y) admits ∗f ∈ C(y, x) together with
coevaluation and evaluation 2–morphisms
idy
coev ∗f ◦ f f ◦ ∗f
ev
idx (A.16)
fitting into commuting triangles
f f ◦ ∗f ◦ f
f
1f ◦ coev
1f
ev ◦1f
∗f ∗f ◦ f ◦ ∗f
∗f
coev ◦1∗f
1∗f
1∗f ◦ ev (A.17)
where for clarity associators and unitors are omitted. The morphism ∗f is called the left
dual to f . We define the right dual f ∗ of f by reversing the order of the horizontal
composition in (A.16) and (A.17). If a dual 1–morphism exists, then it is unique up to
an isomorphism. In particular, dual pairs are preserved by strong bifunctors.
Examples
Small categories, functors, and natural transformations form a strong bicategory Cat.
A left (resp. right) dual to a functor F is its left (resp. right) adjoint. Hence, not all
1–morphisms in Cat are dualizable.
Tangles in a thickened surface F×I constitute a bicategory Tan(F ), which objects are
finite collections of points in F , 1–morphisms are tangles with endpoints on F×∂I, and 2–
morphisms are tangle cobordisms. This bicategory has both left and right duals. Indeed,
the mirror image T ! of a tangle T , obtained by flipping F × I, is both the left and right
dual of T . The evaluation 2-morphism is obtained by revolving T in four dimensions along
the input surface F×{0}, i.e. it is the image of the map (p, t, s) (p, t cos(sπ), t sin(sπ))
with (p, t) ∈ T and s ∈ I, suitably normalized (see Fig. 12). The coevaluation is defined
dually by a rotation along the output surface F × {1}.
Rings, bimodules, and bimodule maps form a bicategory Bimod, with horizontal
composition given by the tensor product: N ◦M := M ⊗B N for an (A,B)–bimodule M
and a (B,C)–bimodule N . This formula comes from interpreting an (A,B)–bimodule M
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TT
T
Figure 12: The evaluation cobordism TT ! 13 for a tangle T ∈ Tan(1, 3).
as a functor (−)⊗AM : Mod(A) Mod(B) between the categories of right modules.
This bicategory does not have duals. Indeed, an (A,B)–bimodule M has a left (resp.
right) dual if and only if it is finitely generated and projective as a right B–module (resp.
left A–module). If so, the left and right dual modules are given as the modules of right
B–linear and left A–linear morphisms respectively:
∗M := HomB(M,B) M
∗ := HomA(M,A)
For this reason we usually restrict either to Rep (bimodules with left duals) or Birep
(bimodules with both left and right duals).
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