Abstract. Let u ζ (g) denote the "small quantum group" associated to the simple complex Lie algebra g, with parameter q specialized to a primitive ℓ-th root of unity ζ in the field k. Generalizing a result of Cline, Parshall and Scott, we show that if M is a finite-dimensional u ζ (g)-module admitting a compatible torus action, then the injectivity of M as a module for u ζ (g) can be detected by the restriction of M to certain "root subalgebras" of u ζ (g). If char(k) = p > 0, then this injectivity criterion also holds for the higher Frobenius-Lusztig kernels U ζ (Gr) of the quantized enveloping algebra U ζ (g). Now suppose that M lifts to a U ζ (g)-module. Using a new rank variety type result for the support varieties of u ζ (g), we prove that the injectivity of M for u ζ (g) can be detected by the restriction of M to a single root subalgebra.
Introduction
Let k be an algebraically closed field of characteristic p > 0, and let G be the semisimple, simplyconnected algebraic group over k with root system Φ. Fix a maximal torus T ⊂ G, defined and split over the prime field F p , such that Φ is the root system of T in G. For α ∈ Φ, let U α be the corresponding one-dimensional root subgroup in G. Set U = U α : α ∈ Φ − , the unipotent radical of the Borel subgroup B = T U ⊂ G. Let F : G → G denote the Frobenius morphism, and for H a closed F -stable subgroup of G, let H r denote the (scheme-theoretic) kernel of the r-th iterate F r of the Frobenius morphism F | H : H → H.
In their paper [9] , Cline, Parshall and Scott showed that a finite-dimensional T G r -module M is injective if and only if its restriction M | Uα,r is injective for each root α ∈ Φ. They proved this criterion by reducing to the case of a finite-dimensional T B r -module M , and then arguing by induction on the dimension of M . The induction argument was combinatorial in nature, and relied on a well-chosen ordering for the positive roots in Φ. Later, Friedlander and Parshall [17, 18] deduced a geometric proof of the injectivity criterion in the special case r = 1 by studying the support variety V G 1 (M ), a conical subvariety of the affine space N of nilpotent elements in g := Lie(G). Their breakthrough was to provide a rank variety type interpretation for V G 1 (M ). In particular, they determined that M | U α,1 is injective if and only if the corresponding root vector f α ∈ g is not an element of V U 1 (M ). Since V U 1 (M ) is naturally a T -space (by the assumption of the T -action on M ), and since any T -stable subvariety of u must contain a root vector, this proved the criterion. Now let k be an algebraically closed field of characteristic p = 2, and let ℓ be an odd positive integer. If Φ has type G 2 , then assume also that p = 3 and that ℓ is coprime to 3. Let U ζ (g) be the quantized enveloping algebra (Lusztig form) associated to g, with parameter q specialized to a primitive ℓ-th root of unity ζ ∈ k. Let u ζ (g) be the "small quantum group," the Hopf algebraic kernel of the quantum Frobenius morphism F ζ : U ζ (g) → hy(G). In this paper we generalize the results of [9] and [17, 18] to deduce criteria for detecting the injectivity of modules over u ζ (g) that admit compatible actions by the quantum torus U 0 ζ ⊂ U ζ (g). Our first main result (Theorem 3.1.1) is that a finite-dimensional rational U 0 ζ u ζ (g)-module M is injective if and only if the restriction M | u ζ (fα) is injective for each root subalgebra u ζ (f α ) ⊂ u ζ (g) (α ∈ Φ). If p > 0, then the injectivity 2000 Mathematics Subject Classification. Primary 17B37; Secondary 20G10. This paper previously titled Injectivity criteria and support varieties for the small quantum group. of a module M for the higher Frobenius-Lusztig kernels U ζ (G r ) of U ζ (g) can also be detected by the restriction of M to the higher Frobenius-Lusztig kernels U ζ (U α,r ) of the root subalgebras. The problem of identifying sublagebras of a given Hopf algebra that detect injectivity in the above manner is a topic of historical and current interest [31, 19, 9, 32] .
Next, we study cohomological support varieties for u ζ (g) and its Borel subalgebras u ζ (b) and u ζ (b + ). It is known (in characteristic zero) by results of Ginzburg and Kumar [20] and (in positive characteristics) by results of the author [13] that the u ζ (g)-support variety V u ζ (g) (M ) of a u ζ (g)-module M identifies naturally with a conical subvariety of the nullcone N ⊂ g, and that the u ζ (b)-support variety V u ζ (b) (M ) identifies naturally with a conical subvariety of u := Lie(U ). The structure of V u ζ (g) (M ) is known, for example, if M = H 0 ζ (λ) is an induced module, by work of Ostrik [29] and of Bendel, Nakano, Parshall and Pillen [6] , and if M = L ζ (λ) is a simple module, by work of the author, Nakano and Parshall [14] . Beyond these special cases few explicit calculations are known. A primary obstruction to computing V u ζ (g) (M ) for arbitrary M is the lack of a theory of rank varieties for u ζ (g)-modules, or, more generally, a theory of rank varieties for arbitrary finite-dimensional Hopf algebras. Some partial progress in this direction has been made; see, for example, [7, 30, 32] .
In this paper we contribute to the development of a theory of rank varieties for the Borel subalebra u ζ (b) by proving a partial generalization of Friedlander and Parshall's result on the support varieties of p-unipotent restricted Lie algebras. Specifically, in Section 4 we show that the restriction M | u ζ (fα) is injective if and only if the root vector f α ∈ g is not contained in V u ζ (b) (M ). This enables us in Section 5.1 to provide a second, geometric proof of the r = 0 version of Theorem 3.1.1. Finally, in Section 5.2 we consider the case when M is a U ζ (g)-module. Then V u ζ (g) (M ) is naturally a G-stable subvariety of the nullcone N . In this case, we use the structure of nilpotent orbits in N to deduce that M is injective for u ζ (g) if and only if the restriction M | u ζ (fα h ) is injective for the root subalgebra corresponding to the highest long root α h ∈ Φ + .
It is our hope that partial rank variety results in Section 4 could be extended to support varieties for the entire small quantum grouop u ζ (g). We also hope that rank variety results might help answer the question of naturality between support varieties over u ζ (g) and u ζ (b), that is, given a finite-dimensional u ζ (g)-module M , whether the intersection V u ζ (g) (M ) ∩ u is equal to the support variety V u ζ (b) (M ). This is an issue which is easily settled in the affirmative for Frobenius kernels of algebraic groups using rank varieties, but which remains open for small quantum groups.
1. Preliminaries 1.1. Quantized enveloping algebras. Let Φ be a finite, indecomposable root system. Fix a set of simple roots Π ⊂ Φ, and let Φ + , Φ − be the corresponding sets of positive and negative roots in Φ. Let ZΦ denote the root lattice of Φ, X the weight lattice of Φ, and X + ⊂ X the subset of dominant weights. Write X p r ℓ = {λ ∈ X + : (λ, β ∨ ) < p r ℓ ∀ β ∈ Π} for the set of p r ℓ-restricted dominant weights. Let W denote the Weyl group of Φ. It is generated by the simple reflections {s β : β ∈ Π}. The root system Φ spans a real vector space E, possessing a positive definite, W -invariant inner product (·, ·), normalized so that (α, α) = 2 if α ∈ Φ is a short root.
Let k be a field of characteristic p = 2 (and p = 3 if Φ has type G 2 ). Let q be an indeterminate over k. Then the quantized enveloping algebra U q = U q (g) is the k(q)-algebra defined by generators E α , F α , K α , K −1 α : α ∈ Π and relations as in [22, Chapter 4] . Multiplication in U q induces vector space isomorphisms
. The algebra U q is a Hopf algebra, with Hopf algebra structure maps defined in [22, §4.8] . The algebras U + q U 0 q and U − q U 0 q are Hopf subalgebras of U q , but U + q and U − q are not.
Let ℓ ∈ N be an odd positive integer, with ℓ coprime to 3 if Φ has type G 2 . Fix a primitive ℓ-th root of unity ζ ∈ k. Set A = k[q, q −1 ]. Then k is naturally an A-module under the specialization q → ζ. For n ∈ N, the divided powers E
are defined in [22, §8.6] . Let U A be the Asubalgebra of U q generated by
By abuse of notation, we denote the generators E α , F α , K α , K −1 α ∈ U q as well as their images in U ζ by the same symbols. The algebra U ζ inherits a triangular decomposition from U q .
Fix a choice of reduced expression
, and set γ i = w i (β i ). Then {γ 1 , . . . , γ N } is a convex ordering of the positive roots in Φ + , that is, if γ i + γ j = γ l with i < j, then i < l < j. Now for α ∈ Π, let T α denote Lusztig's automorphism of U q , as defined in [22, Chapter 8] . Since the T α satisfy the braid group relations for W , there exists for each w ∈ W a well-defined automorphism
forms a PBW-type basis for U + q (resp. U − q ). Replacing the root vectors by their divided powers, we obtain A-bases
for the algebras U The following lemma, describing "commutation" relations between the root vectors in U q , generalizes an observation of Levendorskii and Soibelman [25] . Lemma 1.1.1. Let S ⊂ A = k[q, q −1 ] be the multiplicatively closed set generated by
{1}
if Φ has type ADE,
if Φ has type BCF ,
if Φ has type G 2 .
Set A = S −1 A, and let 1 ≤ i < j ≤ N . Then in U q we have
with a s = 0 unless i < s < j.
Proof. Parts (a) and (b) are equivalent: apply the algebra automorphism ω defined below in §1.2. When g has rank two, part (a) can be verified by direct calculation, using, for example, the QuaGroup package of the computer program GAP (cf. also [26] ). From the rank two case the result is deduced for arbitrary g by the arguments in the proof of [11, Theorem 9.3(iv) ].
Remarks 1.1.2.
(1) Versions of Lemma 1.1.1 appear in the literature [12, 11] with our choice for the ring A replaced by Q[q, q −1 ]. Direct calculation in types B 2 and G 2 shows that such a formulation is incorrect and that the extra denominators are necessary whenever Φ has two root lengths. Since the generators of S do not map to zero under the specialization q → ζ, we get that relations of Lemma 1.1.1 also hold for U ζ .
(2) According to [33, Theorem 2.4] , any permutation of the ordering of the root vectors in (1.1.1) also yields an A-basis for U + q , and similarly for (1.1.2) and U − q .
1.2.
Frobenius-Lusztig kernels. The elements {E α , F α , K α : α ∈ Π} of U ζ generate a finitedimensional Hopf subalgebra of U ζ , called the small quantum group and denoted by u ζ = u ζ (g). It is a normal Hopf subalgebra of U ζ , and the Hopf algebraic quotient U ζ //u ζ is isomorphic to hy(G), the hyperalgebra of the semisimple, simply-connected algebraic group G over k with root system Φ. The quotient map F ζ : U ζ → hy(G) was constructed by Lusztig [26, §8.10-8.16] , and is called the quantum Frobenius morphism. For this reason, the algebra u ζ is also called the Frobenius-Lusztig kernel of U ζ (g). The subalgebra u 0 ζ := u ζ (g) ∩ U 0 ζ is isomorphic to the group ring k(Z ℓ ) rank(g) . Since we assumed ζ to be a primitive ℓ-th root of unity in the field k of characteristic p, we must have p ∤ ℓ. Then u 0 ζ is a semisimple algebra. Fix r ∈ N, and suppose p > 0. Define U ζ (G r ) to be the Hopf-subalgebra of U ζ generated by
Then U ζ (G r ) is a finite-dimensional subalgebra of U ζ , and F ζ (U ζ (G r )) = hy(G r ), the hyperalgebra of the r-th Frobenius kernel of G. We call U ζ (G r ) the r-th Frobenius-Lusztig kernel of U ζ , and collectively we refer to the U ζ (G r ) with r ≥ 1 as the higher Frobenius-Lusztig kernels of U ζ . If r = 0, then U ζ (G r ) reduces to u ζ , the small quantum group. The higher Frobenius-Lusztig kernels of U ζ are defined only if p = char(k) > 0. Indeed, if char(k) = 0, then the algebra generated by the set (1.2.1) is all of U ζ . Since most of the results presented in this paper are characteristic-independent, we have adopted the position of stating results whenever possible for the higher Frobenius-Lusztig kernels U ζ (G r ) of U ζ , with the understanding that the reader should take r = 0 whenever p = 0. We will be concerned with certain distinguished subalgebras of U ζ corresponding to the subgroup schemes U r , B r , and
Then, for example, the algebra U ζ (U r ) admits a basis consisting of all monomials (1.1.2) with 0 ≤ a i < p r ℓ. If r = 0, then write u ζ (b), u ζ (u), and U 0 ζ u ζ (g) for U ζ (B r ), U ζ (U r ), and U ζ (T G r ), respectively. We will also be concerned with certain subalgebras of U ζ (U r ) generated by root vectors. For each α ∈ Φ + , define U ζ (U α,r ) to be the subalgebra of U ζ (U r ) generated by the elements
Then U ζ (U α,r ) admits a basis consisting of all divided powers F (n) α with 0 ≤ n < p r ℓ. As an algebra, U ζ (U α,r ) is isomorphic to the truncated polynomial ring
reduces to the subalgebra u ζ (f α ) of u ζ generated by F α . Finally, for each 1 ≤ m ≤ N , define U ζ (U r,m ) to be the subspace of U ζ (U r ) spanned by the monomial basis vectors (1.1.2) with 0 ≤ a i < p r ℓ and a i = 0 for i > m. It follows from Lemma 1.
There exists an involutory k(q)-algebra automorphism ω of U q defined by
For each γ ∈ Φ + , ω(E γ ) = ±q a F γ for some a ∈ Z (depending on γ) [22, 8.14(9) ]. The automorphism ω descends to an automorphism of U ζ and of its Frobenius-Lusztig kernels. Now define "positive" versions of the distinguished subalgebras of U ζ by setting
, and so on. If r = 0, then denote U ζ (U + α,r ) by u ζ (e α ). Collectively, we denote the collection of all (positive and negative) root subalgebras by writing U ζ (U α,r ), α ∈ Φ (i.e., by not distinguishing between α being a positive or an arbitrary root).
1.3.
Hopf algebra actions on cohomology. Let H be a Hopf algebra with comultiplication ∆ and antipode S. Given h ∈ H, write ∆(h) = h (1) ⊗ h (2) (Sweedler notation). Later we may omit the summation symbol, and just write ∆(h) = h (1) ⊗ h (2) . The left and right adjoint actions of H on itself are defined for h, u ∈ H by Ad ℓ (h)(u) = h (1) wS(h (2) ) and Ad r (h)(u) = S(h (1) )uh (2) . 
Now let
This definition makes sense because V was assumed to be an H-module. 
. This is, however, the wrong approach to take when defining an action of H on H • (A, V ), because it is not clear in general that the usual diagonal action of H on Hom k (B • (A, V ) stabilizes the subspace of A-homomorphisms, nor that it commutes with the differential of the complex C • (A, V ).
For future reference it will be useful to note:
[13, Corollary 3.14] The small quantum group u ζ (g) is stable under the right adjoint action of U ζ on itself. The Borel subalgebra u ζ (b) (resp. u ζ (b + )) is stable under the right adjoint action of U ζ (B) (resp. U ζ (B + )) on itself.
Representation theory
2.1. Ordinary representation theory. Denote the algebra U ζ (U r,m ) defined in §1.2 by A m . Using Lemma 1.1.1, one can show that for any A m -module M , the space of invariants M Am is non-zero. This implies that, up to isomorphism, there exists a unique irreducible (left or right) A m -module, namely, the trivial module k. The space of invariants (A m ) Am for the (left or right) regular action of A m on itself is one-dimensional, spanned by the vector
(The notation in (2.1.1) is meant to remind the reader of the two-sided integral in the finitedimensional Hopf algebra hy(U r ).) Then the regular module A m is indecomposable, hence it is the (left and right) projective cover for the trivial module k. Trivially, the dual of every irreducible left (resp. right) A m -module is an irreducible right (resp. left) A m -module, so the (left or right) regular module A m is also injective [10, Theorem 58.6] . Then the regular module A m is also the (left and right) injective envelope of the trivial module k. From this discussion we conclude:
Lemma 2.1.1. Retain the notation of the previous paragraph. Lemma 2.1.2. Let M be a finite-dimensional U ζ (B r )-module. The following are equivalent:
Proof. Statements (1) and (4) are equivalent because U ζ (B r ) is a finite-dimensional Hopf algebra, cf. [24] and [10, §61-62] . Statements (2) and (3) are equivalent by the m = N case of Lemma 2.1.1. The implication (4) ⇒ (3) follows from the fact that U ζ (B r ) is free as a left module over U ζ (U r ). Now suppose that M is projective for U ζ (U r ), and let W be an arbitrary U ζ (B r )-module. Considering the weight space decomposition of Hom
Since Hom U ζ (Ur) (M, −) is an exact functor, then so must be each Hom U ζ (Br) (M ⊗ λ, −). In particular, Hom U ζ (Br) (M, −) must be exact. This proves the implication (3) ⇒ (4).
Remark 2.1.3. A complete description of the indecomposable injective (equivalently, projective) U ζ (B r )-modules is provided as follows. Write the identity 1 ∈ U ζ (T r ) as a sum of primitive orthogonal idempotents: 1 = λ∈X p r ℓ e λ . In the notation of [4,
e λ is injective and projective as a module for
α∈Φ + α, and one-dimensional head of weight λ. Then, as a U ζ (B r )-module, U ζ (U r )e λ is the projective cover of λ and the injective hull of λ − 2(p r ℓ − 1)ρ. Replacing B r and U r by B + r and U + r , one obtains a similar description for the indecomposable injective U ζ (B + r )-modules. 2.2. Rational representation theory. We presuppose that the reader is familiar with the rational (i.e., integrable) representation theory of quantized enveloping algebras, as developed in the work of Andersen, Polo and Wen [2, 3, 4] . Recall that a U 0 ζ -module M is rational if and only if it admits a weight space decomposition of the form
is rational if and only if it is rational as a U 0 ζ -module. By definition, all U ζ (N )-modules are rational. We summarize below certain results on the rational representation theory of the Frobenius-Lusztig kernels that will be needed later in §3.2.
Write A m = U ζ (U r,m ), and write T A m for the algebra 
As a module for A m , Y λ,m ∼ = (A m ) * . In particular, Y λ,m is a free rank-one A m -module, with basis consisting of a λ-weight vector for U 0 ζ . Proof. The induction functor takes injective modules to injective modules, and by Frobenius reciprocity, Y λ,m has simple socle λ. This proves that the Y λ,m are the indecomposable injective modules for T A m . The last statement follows from Lemmas 2.2.1 and 2.1.1.
Taking m = N in Lemma 2.2.2, we obtain a description of the indecomposable rationally injective
, with the left action induced by the right multiplication of U ζ (U + r ) on itself. Lemma 2.2.2 and its corresponding version for U ζ (T B + r ) now imply the following two lemmas:
(1) In the category of rational U ζ (T B r )-modules, Z r (λ) is the projective cover of λ and the injective hull of λ − 2(p r ℓ − 1)ρ. (2) In the category of rational U ζ (T B + r )-modules, Z ′ r (λ) is the projective cover of λ−2(p r ℓ−1)ρ and the injective hull of λ.
Recall that, given a Hopf algebra H and left H-modules V and W , the space Hom k (V, W ) is made into a left H-module by the diagonal action
In particular, the dual space
Proof. The module Z r (λ) * has highest weight 2(
Being the dual of an injective U ζ (B r )-module, Z r (λ) * is projective for U ζ (B r ). It follows that Z r (λ) * is isomorphic to the the projective cover of 2(p r ℓ− 1)ρ− λ), hence that the map ϕ must be surjective. Since the domain and range of ϕ are each of the same finite dimension (p r ℓ) N , N = |Φ + |, the map ϕ must be an isomorphism of U ζ (G r )-modules. Similarly,
We would like to characterize the rationally injective (resp. projective) U ζ (T N )-modules in terms of their restriction to U ζ (N ). For this we utilize the Hopf algebra structure of U ζ (T N ). Lemma 2.2.5. Let N ∈ {B r , G r }. Any rationally projective U ζ (T N )-module is rationally injective.
Proof. The proof is similar to the corresponding result for algebraic groups [23, I.3.18], but some care must be taken owing to the non-cocommutativity of the Hopf algebra H := U ζ (T N ). In this proof only, we assume that all U ζ (T N )-modules are rational.
Let V be a finite-dimensional H-module, and let P be a projective H-module. Then the tensor product P ⊗ V is also projective, because for any H-module W , we have Hom H (P ⊗ V, W ) ∼ = Hom H (P, W ⊗ V * ) by [4, Proposition 1.18]. Now, a short exact sequence 0 → V 1 → V 2 → V 3 → 0 of finite-dimensional H-modules gives rise to the short exact sequence of H-modules
Each term is projective, so the short exact sequence splits, and the induced map on fixed points [4, Proposition 2.9] ). Now let 0 → V → W be an arbitrary exact sequence of (rational) H-modules. Using Zorn's Lemma and the local finiteness of W , it follows that the natural map Hom H (W, P ) → Hom H (V, P ) is surjective, hence that P is an injective H-module.
The next result is similar to Lemma 2.1.2.
Lemma 2.2.6. Let N ∈ {B r , G r }, and let M be a finite-dimensional U ζ (T N )-module. Then the following statements are equivalent:
Proof. Statements (2) and (3) are equivalent because U ζ (N ) is a finite-dimensional Hopf algebra, while the implication (4) ⇒ (1) is just Lemma 2.2.5. The proof of the implication (3) ⇒ (4) is essentially the same as the corresponding implication in Lemma 2.1.2, replacing U ζ (U r ) by U ζ (N ), U ζ (B r ) by U ζ (T N ), U ζ (T r ) by U 0 ζ , and replacing the index set in (2.1.2) by p r ℓ · X. Finally, the implication (1) ⇒ (2) follows by an argument similar to that used to prove [3, Lemma 4.1(iii)]; the details are left to the reader.
Having established the above characterization of rationally injective (resp. projective) modules for the algebras U ζ (T B r ) and U ζ (T G r ), the last two results of this section follow just as in the classical situation for algebraic groups, cf. [23, §II.11.1-11.4]. We leave the details to the reader. r (λ), λ ∈ X. 2.3. Spectral sequences. In Section 5.2 we will study a certain spectral sequence (2.3.2), which is usually constructed as the spectral sequence associated to the composite of two functors, cf. [20, §3] . Since the arguments in Section 5.2 will require a product structure on (2.3.2) that is not apparent from the Grothendieck construction, as well as knowledge of the edge maps, we present here a construction of (2.3.2) that makes these features more apparent. Our construction mirrors [17, Proposition 1.1].
Let V be a rational U ζ -module. There exists a Lyndon-Hochschild-Serre spectral sequence 
, which on the ′ E 2 -and ′ E ∞ -pages is just the cup product for rational cohomology. The edge map
of (2.3.1) is just the restriction map.
In particular, E r (k) is a spectral sequence of algebras, and E r (V ) is a module over E r (k).
The triviality of k[G] (1) as a module for u ζ (b) implies that
by the exactness of ind
Thus, the spectral sequence E r (k[G] (1) ⊗ V ) can be written as:
Written in this form, the products E r (V ) ⊗ E r (W ) → E r (V ⊗ W ) are induced by the cup products for u ζ (g) and u ζ (b), and the edge map
3. Injectivity criterion for modules with compatible torus action 3.1. The main result of this section is the following theorem:
One direction of the theorem is clear: The algebra U ζ (G r ) is flat (in fact, free) as a right module over each root subalgebra U ζ (U α,r ) (apply the triangular decomposition for U ζ , and the explicit description of the PBW bases for U + ζ and U − ζ ). Then the injectivity of M for U ζ (G r ) implies the injectivity of M for each U ζ (U α,r ) by [5, Lemma I.4.3] . This direction of the theorem does not require a compatible U 0 ζ -structure on M . To prove the other direction of the theorem, in Section 3.2 we reduce the problem to the case of a rational U ζ (T G r )-module that is injective over the Borel subalgebras U ζ (B r ) and U ζ (B + r ). Then in Section 3.3 we prove that such a module is injective for U ζ (B r ) (resp. U ζ (B + r )) if and only if its restriction to each root subalgebra is injective. Our overall strategy is the same as that in [9] for the classical algebraic group situation, but extra care must be taken, especially in Section 3.3, owing to the non-cocommutativity of the Hopf algebras under consideration and the complicated relations between root vectors in U ζ .
3.2.
Reduction to Borel subalgebras. 
3.3. Injectivity for Borel subalgebras. Since we can twist the structure map of any U ζ (B + r )-module M by the automorphism ω to make it a U ζ (B r )-module, to complete the proof of Theorem 3.1.1 it now suffices to prove the following theorem: Theorem 3.3.1. Let M be a rational U ζ (T B r )-module. Then M is injective for U ζ (B r ) if and only if M is injective for each root subalgebra U ζ (U α,r ), α ∈ Φ + .
We will actually show that M is injective for U ζ (U r ), but this is equivalent to injectivity for U ζ (B r ) by Lemma 2.1.2. The proof is by induction, using the algebras A m := U ζ (U r,m ) (1 ≤ m ≤ N ) defined in Section 1.2. The key to the induction argument is the fact that the convex ordering {γ 1 , . . . , γ N } on Φ + defined in Section 1.1 is compatible with a sequence of total orderings m on the vector space RΦ. Proof. The proof goes by induction on m. To start, choose 0 to be any total ordering on RΦ such that γ < 0 0 for all γ ∈ Φ + . Now let m ≥ 0, and assume by way of induction that there exists a total ordering m on RΦ satisfying the conditions of the lemma. Let Φ + m (resp. Φ − m ) denote the positive (resp. negative) system of roots determined by m . Then γ m+1 ∈ Φ − m . We claim that γ m+1 is simple with respect to the ordering m . Indeed, suppose γ m+1 = α 1 + α 2 for some α 1 , α 2 ∈ Φ − m . There are three cases to consider:
(1) α 1 = γ i ∈ Φ − m , α 2 = γ j ∈ Φ − m , with (m + 1) < i < j ≤ N . Then γ m+1 = γ i + γ j , an impossibility because {γ 1 , . . . , γ N } is a convex ordering of Φ + , and (m + 1) / ∈ [i, j].
Then −γ m+1 = γ i + γ j , an impossibility because the sum of two roots in Φ + is never a root in Φ − . So γ m+1 is simple with respect to the ordering m . Now, the Weyl group W acts transitively on the collection of positive systems in Φ, and to each positive system S of roots in Φ, we can associate a total ordering on RΦ such that the positive roots in Φ with respect to are precisely those in S (e.g., enumerate a set of simple roots in S, hence an ordered basis for RΦ, and then take to be the standard lexicographic ordering on RΦ with respect to that basis). Let m+1 be a total ordering on RΦ with associated positive system Φ + m+1 := s γ m+1 (Φ + m ). Since γ m+1 is simple with respect to m , it follows that Φ + m+1 ∩Φ + = {γ 1 , . . . , γ m , γ m+1 }. Then m+1 satisfies the conditions of the lemma. This completes the induction step, and the proof of the lemma.
Proof of Theorem 3.3.1. Let M be an injective U ζ (U r )-module. Then, since for each α ∈ Φ + the algebra U ζ (U r ) is free as a right module over U ζ (U α,r ), the restriction M | U ζ (Uα,r) is injective for each positive root α ∈ Φ + by [5, Lemma I. 4.3] . (This direction of the theorem does not require the action of U 0 ζ .) Now let M be a finite-dimensional rational U ζ (T B r )-module for which the restricted modules M | U ζ (Uα,r) are all injective (equivalently, free). We prove, for each 1 ≤ m ≤ N , that M is free over A m = U ζ (U r,m ). Taking m = N then yields the desired result.
By assumption, M is free as a module over A 1 = U ζ (U γ 1 ,r ), so let m ≥ 1 and assume by induction that M is free as a module over A m . We show that M is free over A m+1 . By Lemma 2. Now write w = µ∈X w µ , the decomposition of w as a finite sum of U 0 ζ -weight vectors. Since m+1 w = 0, there exists µ ∈ X with m+1 w µ = 0. It follows that M ′ := A m+1 .w µ is free as a module for A m+1 . By Lemma 2.2.2, M ′ is injective in the category of rational T A m+1 -modules, so we can decompose M as a direct sum
4. Support varieties for Borel subalgebras 4.1. Let H be a Hopf algebra, and let M be a left H-module. Set H(H, k) = H 2• (H, k), the subring of the cohomology ring H
• (H, k) generated by elements of even degree. Then H(H, k) is a commutative ring under the cup product [27, Corollary 4.3] . Suppose that H(H, k) is finitely-generated as an algebra. Then V H (k) := MaxSpec (H(H, k) ), the maximal ideal spectrum of H(H, k), is an affine variety. Define J H (M ) to be the annihilator for the cup product action of H(H, k) on Ext We now turn our attention to studying cohomological support varieties for the Borel subalgebras u ζ (b) and u ζ (b + ) of the small quantum group u ζ (g). The automorphism ω of U ζ restricts to an
, so any results we prove for u ζ (b + ) can be immediately translated into results for u ζ (b). Thus, in order to simplify some calculations, in this section we choose to work exclusively with the positive Borel subalgebra u ζ (b + ).
In what follows we make the following assumptions: 
4.2.
Cohomology products. Let Λ and Λ ′ be algebras over k. Let V and W be left Λ-modules, and let V ′ and W ′ be left Λ ′ -modules. Set Ω = Λ ⊗ Λ ′ . Recall that the wedge product is a family of k-bilinear maps
It is defined as follows: Take projective resolutions X → V and X ′ → V ′ by Λ-and Λ ′ -modules, respectively. Then, for each n, m ∈ N, X n ⊗ X ′ m is projective for Ω, and by the Künneth Theorem,
Suppose Λ ε → k and Λ ′ ε → k are augmented algebras over k, and that V = V ′ = k. Then we could take X = B(Λ) and X ′ = B(Λ ′ ), the left bar resolutions for Λ and Λ ′ , respectively. Since B(Λ) ⊗ B(Λ ′ ) and B(Ω) = B(Λ ⊗ Λ ′ ) are both Ω-projective resolutions of k ∼ = k ⊗ k, there exists an Ω-module chain map ϕ : B(Ω) → B(Λ) ⊗ B(Λ ′ ), unique up to homotopy, lifting the identity k → k. An explicit choice for ϕ is given by the following formula (cf. [8, XI.7] ):
Now let H be a Hopf algebra with comultiplication ∆ : H → H ⊗ H, and let V and W be left H-modules. Then the cup product
is the composite of the wedge product ∨ : Ext
and using the fact that (ε ⊗ 1)
Suppose A ⊆ H is a left coideal subalgebra, that is, A is a subalgebra of H and ∆(A) ⊆ H ⊗ A. Then, given an A-module W , we have the composite
We call this the cup product action of H
. By abuse of notation we also denote it by the symbol ∪. Then ∪ admits a description at the level of chain complexes by exactly the same formula as (4.2.3), interpreting the h i now as elements of A. By [27, Theorem VIII.
, where res H A (ζ) denotes the image of ζ under the cohomological restriction map H
• (H, k) → H • (A, k), and where
denotes the Yoneda composition of extensions. Of course, the Yoneda product (4.2.6) depends only on the ring structure of A (and the A-module structure of W ), so the cup product action of
is independent of the particular comultiplication map for H.
4.3.
Left coideal subalgebras in U + q . Let w ∈ W , and suppose that the reduced expression for w 0 chosen in §1.1 begins with a reduced expression for w, that is, w 0 = ww ′ with ℓ(w 0 ) = ℓ(w) + ℓ(w ′ ). Here ℓ : W → N denotes the usual length function on W . Set m = ℓ(w). Then the algebra U + q [w] defined in [22, §8.24 ] is the subalgebra of U + q generated by the root vectors E γ 1 , E γ 2 , . . . , E γm . Heckenberger and Schneider [21] have shown that every right coideal subalgebra in
(Right coideals are defined by the condition ∆(A) ⊆ A ⊗ H.) To each w ∈ W we can also associate a left coideal subalgebra of U q (B + ), namely, the algebra
Proof. Suppose that the reduced expression for w 0 chosen in §1.1 begins with a reduced expression for w. Set m = ℓ(w).
is the subalgebra of U + q generated by the root vectors
to prove the lemma it suffices to show that
This last claim follows from [1, Proposition C.5(2)].
Corollary 4.3.2. Let w 0 = s β 1 · · · s β N be an arbitrary reduced expression for w 0 ∈ W , and let {γ 1 , . . . , γ N } be the corresponding convex ordreing of Φ + . Let E γm ∈ U + q be the positive root vector of weight γ m as defined in §1.1. Then ∆(E γm ) ∈ V m ⊗ W m , where V m ⊂ U q (B + ) is the subalgebra generated by U 0 q ∪ {E γ 1 , . . . , E γm }, and W m ⊂ U + q is the subalgebra generated by {E γm , . . . , E γ N }. Proof. Set w = s β 1 · · · s βm , w ′ = s β 1 · · · s β m−1 , and w ′′ = s βm · · · s β N , so that w 0 = w ′ w ′′ . Now use the fact that
is a right coideal subalgebra of U q (B + ), and
is a left coideal subalgebra of U + q . Let τ be the anti-automorphism of U q defined by τ (E α ) = E α , τ (F α ) = F α , and τ (K α ) = K −1 α , α ∈ Π. We can twist the Hopf algebra structure maps (∆, S, ε) for U q by τ to obtain a new set of Hopf algebra structure maps
for U q . Considering this new Hopf algebra structure on U q , we get:
is a right coideal subalgebra for the twisted Hopf algebra structure ( τ ∆, τ S, τ ε) on U q (B + ). 
is the subalgebra generated by U 0 q ∪ {E γm , . . . , E γ N }, and W ′ m ⊂ U + q is the subalgebra generated by {E γ 1 , . . . , E γm }. 4.4. The Lyndon-Hochschild-Serre spectral sequence. Let A be an augmented algebra, and let B be a normal subalgebra of A. Write B ε for the augmentation ideal of B, and set K = AB ε , the two-sided ideal in A generated by B ε . Then A//B = A/K. Assume that A is flat as a right B-module. Then for any A-module V , there exists a unique natural action of A on the cohomology groups H
• (B, V ) extending the action of A on the space of invariants V B . Moreover, there exists a spectral sequence satisfying
This is the Lyndon-Hochschild-Serre (LHS) spectral sequence associated to the algebra extension 0 → B → A → A//B → 0 and the A-module V . Depending on the existence of additional structure on A and B, the LHS spectral sequence can be constructed in several equivalent ways, cf. [5, Chapter VIII] . We are interested in a construction due to Hochschild and Serre, described in [5, Chapter IV] . For this construction we make the additional assumption that A is projective as a right B-module. The main points of the construction are summarized below.
. Write δ for the differential on C. Define a decreasing filtration F on C by setting F 0 C n = C n , F n+1 C n = 0, and for 0 < p ≤ n,
. . , a n ]) = 0 if any of a n−p+1 , . . . , a n is in K} .
(In [5] , this filtration is denoted by F * .) Then F makes C a filtered differential graded module, and (4.4.1) is the associated spectral sequence. The identification
is made as follows:
, the cohomology class of ϕ ∈ Hom B (B n−p (B), V ), where ϕ is defined by
That ϕ is a well-defined cocycle follows from the fact that f represents a relative cocycle in E p,n−p 0 . That η defines an isomorphism follows from [5, Theorem III.1.5 and Lemma IV.3.1].
Remark 4.4.1. Suppose A is a Hopf algebra, and that B is a Hopf subalgebra of A. Then the LHS spectral sequence E r (k) is naturally a spectral sequence of algebras, with products induced by a natural algebra structure on C(A, k), and E r (V ) is naturally a module over E r (k), with module structure induced by a natural C(A, k)-action on C(A, V ); see [5, Theorem IV.3.6] . The filtration F defined here is not compatible with these algebra and module structures, and this is part of the reason for the technical calculations we must conduct in Section 4.5 (the other reason for the calculations being that we are not dealing with Hopf algebras in Section 4.5). Still, the filtration F defined here seems to be the most useful for the purposes of our induction argument. 4.5. Injectivity for root subalgebras. Let {x α : α ∈ Φ + } ⊂ u + * be the dual basis corresponding to the root vector basis {e α : α ∈ Φ + } for u + . Then H(u ζ (b + ), k) ∼ = S(u + * ) is the polynomial algebra on the degree two generators x α , α ∈ Φ + . Before we state the main result of this section, we collect some information on the polynomial generators for H(u ζ (b + ), k). 
w , where we write T −1 w : B(u ζ (g)) → B(u ζ (g)) to denote the evident chain map induced by
Restricting back to u ζ (b + ), we now see that we can choose a cocycle representative f ∈ C 2 (u ζ (b + ), k) for x α with support in the subspace of B 2 (u ζ (b + )) spanned by all vectors of the form [x 1 , x 2 ] with x 1 , x 2 ∈ u 0 ζ u ζ (e α ) = T w (u 0 ζ u ζ (e β )). Proposition 4.5.1. Let V be a finite-dimensional u ζ (b + )-module. Let α ∈ Φ + , and suppose that V is injective (equivalently, projective) for the root subalgebra u ζ (e α ). Then under the cup product action of
ζ , it suffices to show that the left cup product action (equivalently, the right Yoneda product action) of x α on H
• (u ζ (u + ), V ) is nilpotent. The proof now breaks down into two cases: Case 1. α is a simple root. Assume that the reduced expression for w 0 chosen in §1.1 begins with the simple reflection s α , so that E γ 1 = E α . (Replacing one reduced expression for w 0 by another results in a graded B + -automorphism of the ring H(u ζ (b + ), k) ∼ = S(u + * ). Any such automorphism must map x α to a non-zero scalar multiple of itself, so there is no harm in making the above assumption on w 0 .) Since V is injective for u ζ (e α ), H
•
is finite-dimensional. In particular, the cup product action of
Now fix 1 ≤ m < N . Let A be the subalgebra of u ζ (b + ) generated by E γ 1 , E γ 2 , . . . , E γ m+1 , and let B be the subalgebra of u ζ (b + ) generated by {E γ 1 , . . . , E γm }. The algebras A and B are left coideal subalgebras for the twisted Hopf algebra structure on u ζ (b + ) by Corollary 4.3.4, and B is normal in A by Lemma 1.1.1. We prove by induction on m that the cup product action of x α on H
• (A, V ) is nilpotent, the case m = 1 already having been established. The main tool for the induction argument is the LHS spectral sequence
The algebra A is free as a right B-module by the description of the PBW-basis for u ζ (u + ), so we can use the construction of (4.5.1) presented in §4. 4 . Fix a cocycle representative f ∈ Hom u ζ (b + ) (B 2 (u ζ (b + )), k) for x α as in §4.5.1. Let f ×r denote the r-fold cup product f ∪ f ∪ · · · ∪ f . To show that the cup product action of x α on H
• (A, V ) is nilpotent, it suffices to show that for an arbitrary cocycle g ∈ C n (A, V ), the iterated cup product (f ×r ) ∪ g ∈ C n+2r (A, V ) is a coboundary in C(A, V ) for all r sufficiently large. To prove that the cocycle (f ×r ) ∪ g is a coboundary, we show that its image in the E 1 -page of (4.5.1) is zero.
Let
must be identically zero whenever one of 
Now, replacing g if necessary by (f ×s ) ∪ g for some s ∈ N, we may assume that (f ×r ) ∪ g has nonzero image in F p C(A, V )/F p+1 C(A, V ) for all r ≥ 1. Then for all r ≥ 1, the image of the cocycle (f ×r )∪g in the E 1 -page of (4.5.1) is the map η([(f ×r )∪g]) ∈ Hom A//B (B p (A//B), H n+2r−p (B, V )). For fixed x 1 , . . . , x p ∈ A//B, representative cocycles for . . , x p ∈ A//B. This proves that, for all r sufficiently large, the image of (f ×r ) ∪ g in E p,n+2r−p 1 is zero, hence that (f ×r ) ∪ g is a cocycle in C n+2r (A, V ).
Case 2: α is not a simple root. Write Φ + = {γ 1 , . . . , γ N } with γ i = w i (β i ) as in §1.1, and suppose that α = γ m , 1 < m < N . Set w = w m . Let A ′ be the subalgebra of u ζ (u + ) generated by the root vectors {E γm , . . . , E γ N }. Then A := T −1 w (A ′ ) is the subalgebra of u ζ (u + ) generated by the set S = E βm = T wm (E γ N ) . Make V into an A-module by defining a.v = T w (a)v for all a ∈ A and v ∈ V . Write w V for V thus considered as an A-module. Then w V is projective as a module for u ζ (e βm ), the root subalgebra corresponding to the simple root β m .
The variety V is one-dimensional, and its image in V u ζ (b + ) (M ) is either zero or the line spanned by the root vector e α . If e α / ∈ V u ζ (b + ) (M ), then V = {0}. By a standard argument (cf. [18, Proposition 1.5]), this implies that M is projective over the Hopf algebra u ζ (b + α ). 
, k) are isomorphisms, we obtain by symmetry that the injectivity of V for u ζ (b) implies that V u ζ (g) (M ) ⊂ u + . Since u ∩ u + = {0}, the injectivity of M for u ζ (b) and u ζ (b + ) implies that V u ζ (g) (M ) = {0}, hence that M is injective for u ζ (g).
We have thus geometrically reduced the problem of Theorem 3.1.1 to the statement of Theorem 3.3.1. Now, since M is a rational U 0 ζ -module, the support variety V u ζ (b) (M ) is a T -stable subvariety of u. Similarly, V u ζ (b + ) (M ) is a T -stable subvariety of u + . By Theorem 4.6.3 and Corollary 4.6.4, neither support variety contains any root vectors. But any non-zero T -stable subvariety of u (resp. u + ) must contain a root vector. We conclude that V u ζ (b) (M ) = {0} = V u ζ (b + ) (M ), hence that the injectivity of M for each root subalgebra u ζ (e α ), u ζ (f α ), α ∈ Φ + , implies the injectivity of M for u ζ (b) and u ζ (b + ). 
the space Ext
• u ζ (g) (M, N ) is a finitely-generated H
• (u ζ (g), k)-module under the cup product, cf. [6] or [13, Theorem 4.24] .) By Theorem 5.2.1, this implies that V u ζ (b) (M ) = {0}. Now, since M is a U ζ (B)-module, V u ζ (b) (M ) is a non-zero closed B-stable subvariety of u. In particular, V u ζ (b) (M ) is a T -stable closed subvariety of u, so it must contain a root vector f α ∈ u, for some α ∈ Φ + . If β ∈ Φ + and α + β ∈ Φ + , then f α+β ∈ U β · f α , the U β -orbit closure of f α . Since V u ζ (b) (M ) is closed, it follows that f α h ∈ V u ζ (b) (M ), hence that M is not injective for u ζ (f α h ) by Corollary 4.6.4.
