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Abstract
The concern of this article is a semiclassical Weyl calculus on an infinite dimensional Hilbert
space H . If (i,H,B) is a Wiener triplet associated to H , the quantum state space will be the
space of L2 functions on B with respect to a Gaussian measure with h/2 variance, where h is the
semiclassical parameter. We prove the boundedness of our pseudodifferential operators (PDO) in the
spirit of Caldero´n-Vaillancourt with an explicit bound, a Beals type characterization, and metaplectic
covariance. An application to a model of quantum electrodynamics (QED) is added in the last
section (section 7), for fixed spin 1/2 particles interacting with the quantized electromagnetic field
(photons). We prove that some observable time evolutions, the spin evolutions, the magnetic and
electric evolutions when subtracting their free evolutions, are PDO in our class.
Keywords: Pseudodifferential operators, semiclassical analysis, infinite dimensional analysis, Caldero´n-
Vaillancourt bounds, Beals characterization, covariance, metaplectic group, spins interaction, quantum
electrodynamics, photon number, Bogoliubov transforms.
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1 Introduction.
Pseudodifferential operators theory, starting from 1965, has been adapted to Weyl quantization by
Ho¨rmander [17] and Unterberger [28]. It is one of the main tools in analysis of PDE and spectral
theory. See for instance Ho¨rmander [17], Lerner [22], Taylor [27] and Zworski [29].
In the works [1], [2] and [3], an adaptation to infinite dimensional Hilbert spaces is proposed, with
applications in quantum electrodynamics (QED) in [3].
The goal of this article is to propose an adaptation of this infinite dimensional Weyl calculus to a new
class of symbols. The phase space is H2, where H is a separable Hilbert space. The new class of symbols
used here, denoted by S(H2, Q), is defined in [18] using a given positive quadratic form Q on H2, in
spirit of Ho¨rmander [17] or Unterberger [28] works. In this way we obtain improvements with respect to
[1] and [2], about calculus covariance and about applications to QED.
First we prove estimates of the L2 norm of bounded operators associated with functions F in S(H2, Q) in
terms of a Fredhlom determinant. When the dimension is finite it makes more precise a classical result of
Caldero´n Vaillancourt [11] in the framework of Ho¨rmander [17] Weyl calculus. Our bounds are dimension
free and depend only in an explicit way of the quadratic form Q. Moreover a Beals type characterization
of PDO (see [5], [6], [7], [8]) is proved with as a consequence result about operators composition.
Another improvement with respect to [1] is that our class of symbols is coordinates free and in Section 4
we discuss the covariance by the reduced symplectic group (see Shale [25] and B. Lascar [21]) at symbols
level and by the metaplectic transforms (named also Bogoliubov transforms) at operators one. See B.
Lascar [21] for L2 framework or F. Hiroshima, I. Sasaki, H. Spohn, A. Suzuki [16] and Bruneau Derezinski
[10] for the abstract Fock one.
The operators discussed here may be applied in QED theory if one looks at interaction between the
quantized filed and N fixed particles with 1/2 spin in presence of a constant magnetic field. As seen in
Section 7, particles spin, components of electric and magnetic fields at each point x ∈ R3 and photon
number may be viewed through Weyl calculus. Such results were obtained in [3] with an additional
assumption on the infrared cut-off, no longer required here, but symbols used in [3] may have their
supports confined in balls, which is not allowed here in view of the analytic properties of our symbols.
We define first the class of symbols.
Definition 1.1. ([18]). Let H be a real separable Hilbert, Q a positive quadratic form on H2 and
S(H2, Q) the class of functions f ∈ C∞(H2) such that there exists C(f) > 0 satisfying for any integer
m ≥ 0,
|(dmf)(x)(U1, . . . , Um)| ≤ C(f)Q(U1)1/2 . . .Q(Um)1/2. (1)
If E is a Banach space we denote by S(H2, Q,E) the analogous space of symbols taking values in E. The
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smallest constant satisfying (1) is denoted by ‖f‖Q. If dimH is finite, the class Sp(H2, Q) of functions
f ∈ Cp(H2) satisfying (1) for all m ≤ p is also used and the best constant C(f) is denoted by ‖f‖p,Q.
In what follows, Q will be,
QA(x) =< Ax, x >, (2)
with A ∈ L(H2), A = A∗, A nonnegative trace class in H2. We note that nonnegative quadratic form Q
can also be considered in the above definition.
Let us observe that the elements of S(H2, Q) are analytic functions. Let us recall that a class of operators
with analytic symbols is introduced in [9]. The Weyl operators associated with symbols of S(H2, Q) will
be bounded operators in an L2 space obtained by a below classic result of Gross and Kuo.
Theorem 1.2. (Gross [15], Kuo [20]). For any real separable Hilbert space there exists a Banach space
B containing H, non unique, with a continuous injection i : H →֒ B with a dense range and satisfying
B′ →֒ H ′ = H →֒ B, and for any h > 0, there exists a probability measure µB,h on the Borel σ−algebra
of B satisfying, ∫
B
ei<a,x>dµB,h(x) = e
−h2 |a|
2
, a ∈ B′, (3)
where < a, x > is the dual product in B′, B, and where |a| is the H norm.
One may find in standard references the exact properties on the space B; a triplet (i,H,B) is said
a Wiener space. The L2 space of our Weyl operators will be L2(B, µB,h/2). Since h stands for the
semiclassical parameter, the variance is then h/2. This space is isomorphic to the Fock space Fs(HC)
(see [26], Theorem I.11, [19], Theorem 4.1) through the Segal isomorphism.
As in [1] we start by associating with F ∈ S(H2, QA) a quadratic form on a dense subspace of L2(B, µB,h/2),
namely the stochastic extensions of polynomial functions on H (see Section 2). This quadratic form is
named Qweylh (F ) and it depends on h > 0. Such a process extends to functions which are not in S(H
2, QA)
such as continuous linear forms on the phase space H2; in finite dimension d, on weaker conditions one
associates with symbols, operators from S(Rd) into S ′(Rd), but in order not to enter in duality we had
rather speak of quadratic forms.
Thereafter in Section 3, we prove that the quadratic form Qweylh (F ) is related to a bounded operator in
L2(B, µB,h/2) whose norm is estimated in term of QA. We need Definition 1.3.
Definition 1.3. Let E be an Hilbert space, q a scalar product on E, T ∈ L(E), T ∗ = −T for q, being trace
class for q. Set |T |q the unique operator in L(E), selfadjoint for q and positive, satisfying |T |2q = −T 2.
For z ∈ C, we set,
D(E, q, z, T ) = det(I + z|T |q), (4)
where det is the Fredholm determinant. Finally we denote by ‖T ‖E,q the q(X,X)1/2 norm of T .
In this work, the configuration space will be a real separable Hilbert space H . The natural norm in H
or in H2 will be denoted by | · | and the scalar product of a and b by a · b. We consider A ∈ L(H2),
A = A∗, nonnegative trace class. The QED applications lead us to assume that QA is only nonnegative.
Then we define in H2 a quadratic form QA by (2) and a second scalar product by qA(X,Y ) = (AX) · Y .
Now we shall define a Hilbert space BA, with a scalar product and an operator as in Definition 1.3 for
the expression of the norm in the first main theorem.
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Proposition 1.4. Let H be an Hilbert space, A ∈ L(H2), selfadjoint, nonnegative and trace class in H2,
and let qA(X,Y ) = (AX) ·Y and QA(X) = (AX) ·X. Let BA be the completed Hilbert space of H2/KerA
for Q
1/2
A and F : (x, ξ) 7→ (−ξ, x). Then FA, defined in H2/KerA, extends to a trace class operator in
BA, skew symmetric for qA; this extension is still denoted by FA.
This proposition will be proved in Section 3.2. The operatorFA is the fundamental matrix. In Ho¨rmander
[17], the trace |FA|qA is denoted by 2Tr+(A). Moreover, in the finite dimensional case, the dual form of
QA with respect to the symplectic form is,
QσA(X) = sup
Y
|((FX) · Y |2
QA(Y )
= (A−1FX) · (FX),
and so the uncertainty principle QA ≤ QσA of Ho¨rmander reads as ‖FA‖H2,qA ≤ 1.
We are now able to state,
Theorem 1.5. Let H be a real separable Hilbert space, A a symmetric nonnegative trace class operator in
H2. Let BA be the completion of H
2/KerA for Q
1/2
A . For F ∈ S(H2, QA), let Qweylh (F ) be the quadratic
form of Definition 2.4. Then, there exists a bounded operator in L2(B, µB,h/2) denoted by Op
weyl
h (F )
satisfying for all f and g in the domain of Qweylh (F ),
Qweylh (F )(f, g) =< Op
weyl
h (F )f, g > . (5)
Moreover, with the notations of Definition 1.3 and Proposition 1.4,
‖Opweylh (F )‖ ≤ ‖F‖QAD(BA, qA, 81πhmax(1, ‖FA‖BA,qA) , (FA))1/2. (6)
When the dimension of H is finite, and denoted by d, we need only a finite number of derivatives. In
this case, B = H and L2(H,µH,h/2) is isomorphic to L
2(H,λ), where λ is the Lebesgue measure, and
our operators are the usual semiclassical PDO. In this case, the estimate (6) may be replaced by,
‖Opweylh (F )‖ ≤ ‖F‖4d,QAD
(
H2/KerA , qA , 81πhmax(1, ‖FA‖H2,qA) , (FA)
)1/2
. (7)
We now turn to a Beals type characterization result. Beals type theorem consists in proving the existence
of an isomorphism between families of functions (Fh) and families of bounded operators (Ah) via the maps
Fh 7→ Opweylh (Fh).
For V = (a, b) ∈ H2, we denote by LhV the operator LhV = Opweylh (F ) with F (x, ξ) = −b · x + a · ξ (it
is proved in (22) below that LhV has a meaning). For A bounded in L
2(B, µB,h/2) and V1, . . . ,Vm in
H2, the iterated commutator ad(LhV1) . . . ad(LhVm)A is well defined as a quadratic form on the space
of stochastic extensions of polynomial functions. When A = Ah = Op
weyl
h (F ) with F ∈ S(H2, Q),
ad(LhV1) . . . ad(LhVm)Op
weyl
h (F ) = (h/i)
mOpweylh (d
mF ( · )(V1, . . . Vm))
and this commutator is in view of Theorem 1.5 a bounded operator in L2(B, µB,h/2) satisfying,
‖ad(LhV1) . . . ad(LhVm)Opweylh (F )‖
≤ hm‖F‖QA D(BA, qA, 81πhmax(1, ‖FA‖BA,qA) , (FA))1/2
m∏
j=1
QA(Vj)
and when dimH = d < +∞ one may replace in the above right hand side ‖ · ‖QA by ‖ · ‖m+4d,QA . So we
introduce,
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Definition 1.6. Let L(Q) be the set of operators (Ah) bounded in L2(B, µB,h/2) such that there exists
C > 0 satisfying for all V1, . . . , Vm in H
2,
‖ad(LhV1) . . . ad(LhVm)Ah‖ ≤ C hm
m∏
j=1
Q(Vj)
1/2. (8)
The best above constant C will be denoted by ‖A‖L(Q). Moreover, for any integer p, let Lp(Q) such that
(8) holds true for any m ≤ p and let ‖A‖Lp(Q) be the best constant such that (8) holds for any m ≤ p.
With this convention,
‖Opweylh (Fh)‖L(QA) ≤ ‖F‖QA D(BA, qA, 81πhmax(1, ‖FA‖BA,qA) , (FA))1/2 (9)
and when dim H = d < +∞, for any integer m,
‖Opweylh (Fh)‖Lm(QA) ≤ ‖F‖m+4d,QA D
(
H2/KerA , qA , 81πhmax(1, ‖FA‖H2,qA) , (FA)
)1/2
. (10)
Beals Theorem idea is to prove a converse property with an estimate of the norm.
Theorem 1.7. Set a real Hilbert space H. Let A ∈ L(H2) be symmetric and nonnegative and set QA
the quadratic form (2). Let (Ah) be a family in L(QA). Then there exists (Fh) in S(H2, QA) such that
Ah = Op
weyl
h (Fh) and satisfying,
‖Fh‖QA ≤ ‖Ah‖L(QA) D(BA, qA,Khmax(1, ‖FA‖BA,qA) , (FA))1/2, (11)
for some K > 0 universal constant.
When the dimension of H is finite, and denoted by d, the estimation (11) may be replaced by:
‖Fh‖m,QA ≤ ‖Ah‖Lm+4d(QA) D(H2/KerA , qA , Khmax(1, ‖FA‖H2,qA) , (FA))1/2, (12)
See Section 5.2.
Now we consider the composition of operators.
Theorem 1.8. Let H a real Hilbert space, A ∈ L(H2) symmetric, nonnegative and QA the quadratic
form (2) and let (Fh), (Gh) two families of symbols in S(H
2, QA). Then there exists (Kh) in S(H
2, 4QA)
satisfying
Opweylh (Fh) ◦Opweylh (Gh) = Opweylh (Kh) (13)
and
‖Kh‖4QA ≤ ‖Fh‖QA ‖Gh‖QA D(BA, qA, 81πhmax(1, ‖FA‖BA,qA) , (FA)) (14)
. . .D(BA, 4qA,Khmax(1, 4‖FA‖BA,4qA) , 4(FA))1/2,
where K is a universal constant.
When the dimension ofH is finite and denoted by d, the estimation (14) may be replaced by the following,
if m ≥ 8d,
‖Kh‖m−8d,4QA ≤ ‖Fh‖m,QA ‖Gh‖m,QAD
(
H2/KerA , qA , 81πhmax(1, ‖FA‖H2,qA) , (FA)
)
(15)
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. . . D
(
H2/KerA , 4qA , Khmax(1, 4‖FA‖H2,4qA) , (4FA)
)1/2
,
It is possible, although not done here, to write a full asymptotic expansion (in term of power of h) for
the symbol of the composition of two observables.
The interaction between the quantized electromagnetic field and a finite system of fixed spin 1/2 particles
will use Weyl operators related to the previous class S(H2, Q); the configuration space H will be H =
{f ∈ L2(R3,R3) | k · f(k) = 0, k a.e.}. Photons in vacuum are modelized by an Hamiltonian Hph in a
Hilbert space Hph; the particles system is modelized by a finite dimensional Hilbert space Hsp. The full
Hamiltonian is a selfadjoint operator H(h) in Hph ⊗Hsp (see Section 7.2).
Let A be an observable, i.e., a selfadjoint operator bounded or not in Hph ⊗Hsp. One may define
Ah(t) = e
i thH(h)Ahe
−i thH(h), Afreeh (t) = e
i th (Hph⊗I)Ahe
−i th (Hph⊗I). (16)
The operator ei
t
h (Hph⊗I) is a metaplectic operator related to some symplectic map in H2; this symplectic
map χt belongs to the group studied by B. Lascar [21].
The general framework of Section 7 is that the full evolution of the usual observables may be described
as a perturbation of the free evolution and the perturbation at time t is defined with an operator with a
symbol belonging to S(H2, Qt) where Qt is a nonnegative time dependent quadratic form defined on the
phase space H2 in (106).
For instance, if Ah is one of the Bj(x) (1 ≤ j ≤ 3) being the component of the quantized magnetic field
at a point x ∈ R3, we prove that (Theorem 7.2),
Bj(x, t, h) = B
free
j (x, t, h) + hOp
weyl
h (B
res
j (x, t, ·, h)),
where (q, p) 7→ Bresj (x, t, q, p, h) is a map from S(H2, 4Qt) taking values in L(Hsp). The same holds true
for the electric field and the spin observables. The photon number evolution is defined in Theorem 7.3.
2 The Weyl calculus.
Let us start with the finite dimension case. To any function F , say F ∈ S(H2, Q), we associate an
operator Opweylh (F ). We have, for any functions f and g defined on H , for example C
∞ with compact
support, using the Gaussian measure instead of the Lebesgue measure in order to prepare the infinite
dimension case,
< Opweylh (F )f, g >=
∫
H2
F (Z)Hgaussh (f, g)(Z)dµH2,h/2(Z), (17)
where Hgaussh (f, g) is the Wigner function which is directly defined below in infinite dimension.
2.1 Wigner function.
We first introduce Weyl translations associated to X in the phase space H2. In finite dimension, these
Weyl translations are defined for example in [12].
For any a ∈ B′ ⊂ H , the function B ∋ x → a(x) belongs to L2(B, µB,h/2) with a norm being
√
h/2|a|
(where |a| is the norm of a in H), so the map which associates to a ∈ B′ this L2 function has by density
an extension from H into L2(B, µB,h/2) denoted by a 7→ ℓa.
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For each X = (a, b) ∈ H2, the operator Vh(X) (Weyl translation of X) is unitary in L2(B, µB,h/2), it is
defined by,
(Vh(X)f)(u) = e
1
h ℓa+ib(u)−
1
2h |a|
2− i2ha·bf(u− a), f ∈ L2(B, µB,h/2) (18)
and it may be viewed as an operator in the Fock space Fs(HC) through the Segal isomorphism.
Definition 2.1. For f and g in L2(B, µB,h/2) or in Fs(HC), we define the Wigner function Hgaussh (f, g)
on H2 by,
Hgaussh (f, g)(Z) = e
|Z|2
h < Vh(−2Z)f, gˇ >, Z ∈ H2, (19)
where gˇ(u) = g(−u).
Since Vh(−2Z) is unitary, one has,
|Hgaussh (f, g)(Z)| ≤ e
1
h |Z|
2‖f‖L2(B,µB,h/2) ‖g‖L2(B,µB,h/2). (20)
The Wigner function is also equivalently defined by,
Hgaussh (f, g)(z, ζ) = e
|ζ|2
h
∫
B
e−2
i
h ℓζ(t)f(z + t)g(z − t)dµB,h/2(t), Z = (z, ζ) ∈ H2.
2.2 Stochastic extensions.
When dimH = ∞, the integral (17) is meaningless since F and Hgaussh (f, g) are defined only on H2
whereas one has to integrate (for the Gaussian measure) on B2.
However, for some F , it is possible to construct a convenient extension F˜ on B2. This has been achieved
by L. Gross in [15] who gave to F˜ the name of stochastic extension. This construction is recalled in [1]
in the context of extension in Lp (whereas it is rather a convergence in measure in [15]). We remind here
the main features.
If E is a n dimensional subspace of H , we set π˜E : B → E the map defined by,
π˜E(x) =
n∑
j=1
ℓuj (x)uj a.e. in B, (21)
where uj, 1 ≤ j ≤ n, is an orthonormal basis of E. The map π˜E is independent of the choice of the basis.
Definition 2.2. Let (i,H,B) be a Wiener space, set p ∈ [1,∞) and h > 0. We say that a Borel
function F on H2 has a stochastic extension F˜ in Lp(B, µB,h) if for any increasing sequence (En) of
finite dimension subspaces of H2 with dense union, the functions F ◦π˜En are in Lp(B, µB,h) and if F ◦π˜En
converges to F˜ in Lp(B, µB,h).
The fact that a function F on an Hilbert space H has or not a stochastic extension in the above sense
is independent of the chosen space B. In this sense, the choice of B is irrelevant. Indeed, let (En) be
an increasing sequence of subspaces of H and set for m < n, πmn : En → Em the orthogonal projection.
When f is a Borel function we set,
Imn(f) =
∫
En
|f(x)− f(πmn(x)|pdµEn,h(x),
7
and our definition concerning stochastic extensions means that Imn(f) → 0 when m = inf(m,n) → ∞.
For p = 1, if (i1, H,B1) and (i2, H,B2) are Wiener spaces and if f has a stochastic extension in L
1 for
the variance h then the two stochastic extensions of f have in B1 and B2 the same integrals.
Many classes of functions have stochastic extensions, see examples in [1]. We shall see that the symbol
F and the Wigner function has stochastic extensions for different reasons. We begin with the symbol F ,
being in S(H2, QA).
Theorem 2.3. (See [18], Proposition 3.10) Set h > 0 and p ∈ [1,+∞). Let A ∈ L(H2) be a nonnegative
selfadjoint and trace class operator in H2. Then, any f ∈ S(H2, QA) has a stochastic extension f˜ in
Lp(B, µB,h), which is bounded almost everywhere by ||f ||Q.
In addition, if (uj) is an orthonormal basis of H constituted with eigenvectors of A and if the corresponding
eigenvalues are the λj, if E is a finite dimension subspace of H, one has,
||f ◦ π˜E − f˜(x)||Lp(B,µB,h) ≤ C(p)h1/2‖f‖QA
∑
j≥0
λj |πE(uj)− uj |α(p)
1/α(p) ,
where
C(p) = K(p)
(
∞∑
0
λj
)(1/2)−(1/p)
, α(p) = p, for p ≥ 2,
C(p) = 1, α(p) = 2, for p ≤ 2
and where K(p) = 21/2π−1/2p
(
Γ
(
p+1
2
))1/p
.
Note that if f, g ∈ L2(B, µB,h/2) then their Wigner function has in general no stochastic extension in
L2(B2, µB2,h/2).
However, any polynomial function has a stochastic extension in Lp(B2, µB2,h/2). This is proved in
Proposition 3.17 in [18]. This point motivates the following.
2.3 Weyl quadratic form.
Definition 2.4. Let F be a Borel function on H2 with a stochastic extension F˜ belonging to L2(B2, µB2,h/2).
For f and g polynomial functions, we set,
Qweylh (F )(f, g) =
∫
B2
F˜ (Z)H˜gaussh (f, g)(Z)dµB2,h/2(Z), (22)
where H˜gaussh (f, g) is the stochastic extension of the Wigner function H
gauss
h (f, g) in L
2(B2, µB2,h/2).
We remind that the Wigner function of two polynomial functions is also a polynomial function. Con-
sequently, this Wigner function has also a stochastic extension F˜ in L2(B2, µB2,h/2). More generally,
we may define Qweylh (F )(f, g) as soon as (f, g) is such that H
gauss
h (f, g) has a stochastic extension in
L2(B2, µB2,h/2).
In view of Theorem 2.3, if F belongs to S(H2, QA) then F has a stochastic extension F˜ in L
2(B2, µB2,h)
which is bounded. Consequently, if f and g are two polynomials functions then,
|Qweylh (F )(f, g)| ≤ ‖F‖∞C(f, g), C(f, g) = ‖H˜gaussh (f, g)‖L1(B2,µB2,h/2). (23)
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If F is a continuous linear form on H2 then F also has a stochastic extension in L2(B2, µB2,h) and
Qweylh (F ) is well defined.
2.4 Wick symbol.
For any X = (a, b) ∈ H2, the coherent state Ψ(a,b),h is defined as,
ΨX,h(u) = e
1
h ℓ(a+ib)(u)−
1
2h |a|
2− i2ha·b, X = (a, b) ∈ H2, a.e. u ∈ B. (24)
Proposition 2.5. For X and Y in H2, one has
Hgaussh (ΨX,h,ΨX,h)(Z) = e
− |X|
2
h +
2
hX·Z . (25)
Proof.
In view of ΨX,h = Vh(X)Ψ0,h and ΨˇX,h = Ψ−X,h,
Vh(X)Vh(Y ) = e
i
2hσ(X,Y )Vh(X + Y ).
Thus, for any X and Z in H2, one sees,
ΨX+Z,h = e
i
2hσ(X,Z)Vh(Z)ΨX,h. (26)
Besides,
< ΨXh,ΨY h >= e
− 14h (|X−Y |
2)+ i2hσ(X,Y ). (27)
One then deduces (25).

As a consequence, if X and Y are in H2 then the Wigner function Hgaussh (ΨX,h,ΨX,h) admits a stochastic
extension
H˜gaussh (ΨX,h,ΨX,h)(Z) = e
− |X|
2
h +
2
h ℓX (Z). (28)
For any F in S(H2, QA) and each X,Y in H
2, Qweylh (F )(ΨX,h,ΨX,h) is defined and so is the Wick symbol
of Qweylh (F ) defined by,
σwickh (Q
weyl
h (F ))(X) = Q
weyl
h (F )(ΨX,h,ΨX,h), X ∈ H2. (29)
The Wick symbol is related to F via the heat operator, as in finite dimension. Set F ∈ S(H2, QA) and
X ∈ H2. Also set, τX(F ) : Y 7→ F (X + Y ). Then τX(F ) ∈ S(H2, QA) and let τ˜XF be its stochastic
extension in L1(B2, µB2,h/2). The heat operator is defined by,
(Hh/2F )(X) =
∫
B2
τ˜XF (Y )dµB2,h/2(Y ). (30)
For E ⊂ H2 with dimE < +∞, one may define,
(HE,h/2F )(X) =
∫
E
F (X + Y )dµE,h/2(Y ). (31)
If F ∈ S(H2, QA) then these two functions are in S(H2, QA). It is proved in [1] (Theorem 7.1) that, if
F ∈ S(H2, QA),
σwickh (Q
weyl
h (F ))(X) = (Hh/2F )(X). (32)
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We note that this point is also a consequence of Proposition 2.5 and of (28). Indeed, using translation
change of variables for Gaussian measures (see for example Proposition 4.2 in [1]), one has
Qweylh (F )(ΨXh,ΨXh) =
∫
B2
F˜ (Z)e−
|X|2
h +
2
h ℓX(Z)dµB2,h/2(Z) =
∫
B2
τ˜XF (Y )dµB2,h/2(Y ) = (Hh/2F )(X).
3 Extensions and norm estimates.
3.1 The finite dimension case.
We first recall a classical result. A proof is available in Ho¨rmander [17] (Theorem 21.5.3).
Theorem 3.1. Set E a real Hilbert space of finite dimension 2d, with a symplectic 2−form σ. Let
F ∈ L(E) be such that σ(X,Y ) =< X,FY >, for all X and Y in E. Let A ∈ L(E) being selfadjoint and
nonnegative. Then,
(AFAX) · Y = −(AX) · (FAY ), X, Y ∈ E. (33)
Moreover, there exists a symplectic basis (Uj), (Vj) of E (j = 1, . . . , d) and there exists an integer p ≤ d
satisfying,
i) We have (AX) · Y = 0, if X 6= Y , for X and Y belonging to the basis.
ii) We have AVj = 0, for j ≤ p.
iii) We have for j > p,
< AUj , Uj >=< AVj , Vj >= λj , (34)
where the (λj)
2 are the non vanishing eigenvalues of −(FA)2, which are nonnegative. If j ≤ p then one
has (FA)2Uj = (FA)2Vj = 0. If j > p then (FA)2Uj = −(λj)2Uj and (FA)2Vj = −(λj)2Vj.
Theorem 3.2. Let H be a real Hilbert space of finite dimension d, and A ∈ L(H2), A∗ = A, A trace
class and nonnegative. Let us set qA(X,Y ) = (AX) ·Y and QA(X) = qA(X,X). Let F be defined on H2
by F(x, ξ) = (−ξ, x). Then, for any F ∈ S4d(H2, QA),
‖Opweylh (F )‖ ≤ ‖F‖4d,QAD
(
H2/KerA , qA , 81πhmax(1, ‖FA‖H2,qA) , (FA)
)1/2
. (35)
Proof of Theorem 3.2.
Let H be a real Hilbert space with finite dimension d and let E = H2, (ej) an orthonormal basis of
H . We set uj = (ej , 0) and vk = (0, ek). Let (Uj , Vk) and p be given by Theorem 3.1. There exist a
symplectic map χ such that χ(uj) = Uj and χ(vk) = Vk. In view of Theorem 18.5.9 in [17], there is a
metaplectic transform Uχ, unitary in L
2(E, µE,h/2) satisfying,
U⋆χOp
weyl
h (F )Uχ = Op
weyl
h (F ◦ χ). (36)
For any F ∈ S4d(H2, QA), one has
‖Opweylh (F )‖ = ‖U⋆χOpweylh (F )Uχ‖ = ‖Opweylh (F ◦ χ)‖. (37)
The symbol F ◦ χ belongs to S4d(H2, QA ◦ χ). Let (x, ξ), x = (x′, x′′), ξ = (ξ′, ξ′′), x′, ξ′ ∈ Rp,
x′′, ξ′′ ∈ Rd−p be the coordinates chosen according to Theorem 3.1. Writing G = F ◦ χ, G is a function
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of (x′, ξ′, x′′, ξ′′). By definition, the fact that F ◦ χ belongs to S4d(H2, QA ◦ χ) may be written as, with
obvious notations, for all multi-indices (α′, α′′, β′, β′′) with a length ≤ 4d,
|∂α′x′ ∂α
′′
x′′ ∂
β′
ξ′ ∂
β′′
ξ′′ G(x
′, ξ′, x′′, ξ′′)| ≤ ‖F◦χ‖4d,QA◦χ
∏
j
QA(U
′
j)
(1/2)α′jQA(U
′′
j )
(1/2)α′′j QA(V
′
j )
(1/2)β′jQA(V
′′
j )
(1/2)β′′j .
Since AVj = 0 for j ≤ p, the above right hand side is vanishing if one of the β′j 6= 0. Consequently, G is
independent of ξ′ and may be denoted by G(x′, x′′, ξ′′). Since the Uj and Vj , j > p satisfy (34), then this
function satisfies, when |α′′|+ |β′′| ≤ 4d,
|∂α′′x′′ ∂β
′′
ξ′′ G(x
′, x′′, ξ′′)| ≤ ‖F‖4d,QA
∏
j
λ
(1/2)(α′′j +β
′′
j )
j ,
where the (λj)
2 are the non vanishing eigenvalues of −(FA)2. In particular this estimate is true for any
(α′′, β′′) with α′′j ≤ 2 and β′′j ≤ 2 for all j. For any x′, according to Theorem 1.4 in [1] applied to the
map (x′′, ξ′′) 7→ G(x′, x′′, ξ′′) with the sequence εj =
√
λj , one has
‖Opweylh (F ◦ χ)‖ ≤ ‖F‖4d,QA
d∏
j=p+1
(1 + 81πhSλj),
with S = supj max(1, λj). One then deduces that,
‖Opweylh (F )‖ ≤ ‖F‖4d,QA
d∏
j=p+1
(1 + 81πhSλj).
Since the λj are the non vanishing eigenvalues of the operator |FA|qA (see Definition 1.3) each computed
twice then,
D
(
H2/KerA , qA , 81πhmax(1, ‖FA‖H2,qA) , (FA)
)1/2
=
d∏
j=p+1
(1 + 81πhSλj).

3.2 The infinite dimension case.
The above Proposition 1.4 is a consequence of the next result. When B is an Hilbert space, let us denote
by ‖ · ‖L2(B) (resp. ‖ · ‖L1(B) ) the Hilbert Schmidt norm (resp. the trace class norm ) of bounded
operators in B.
Proposition 3.3. Let A be a selfadjoint nonnegative trace class operator in H2 and define BA as the
completed space of H2/kerA with respect to the Q
1/2
A . Then
i) For any T ∈ L(H2) , TA1/2 is defined in H2/kerA and has an Hilbert Schmidt extension in BA
satisfying,
‖TA1/2‖2L2(BA) = TrH2(ATT ⋆). (38)
ii) Let E be a finite dimension subspace of H. Define the orthogonal projection PE : H
2/kerA→ E2/kerA
(with respect to qA). Also define the orthogonal projection πE : H
2 → E2 (with respect to the usual scalar
product of H2). Then, the operator πEFAPE maps H2/kerA into itself and it is a skew symmetric
operator (for the scalar product qA).
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iii) The two operators FA and πEFAPE have trace class skew symmetric extensions in BA, for the scalar
product qA.
iv) Let (En) be an increasing sequence of finite dimensional subspaces of H with a dense union in H.
Then,
lim
n→∞
‖FπEnAPEn −FA‖L1(BA,qA) = 0. (39)
(‖ · ‖L1(BA,qA) being the trace class operators in BA norm).
Proof.
i) Let (uj) an Hilbert basis of H
2/kerA being eigenvectors of A and λj the corresponding eigenval-
ues. Then (vj) = (uj/
√
λj) is an Hilbert basis of BA. For any operator T ∈ L(H2), the sequence
‖TA1/2vj‖2BA =< T ⋆ATuj, uj > is summable since A is of trace class. Thus, TA1/2 well defined on
H2/kerA extends to an Hilbert Schmidt operator in BA and
‖TA1/2‖2L2(BA) =
∑
j
‖TA1/2vj‖2BA =
∑
j
‖Tuj‖2BA =
∑
j
‖A1/2Tuj‖2 = Tr(T ⋆AT ) = TrH2(ATT ⋆).
ii) For any X and Y in H2,
(AπEFAPEX) · Y = −(APEX) · (FπEAY ) = −(AX) · (PEFπEAY ) = −(AX) · (FπEAY )
= (PEπEFAX) · (AY ) = (πEFAX) · (APEY ) = −(AX) · (πEFAPEY ).
(One uses above that PE is selfadjoint for qA, A and πE are selfadjoint for ·, F skew symmetric for ·, F
commutes with PE and πE , and PEπE = πE).
iii) The fact that FA is skew symmetric for qA is standard. Applying i) with T = F and T = I one
proves that FA1/2 and A1/2 have Hilbert Schmidt extensions in BA. The same argument shows that
πEFA has a trace class extension in BA. Besides, PE extends to a bounded operator in BA with unit
norm. Thus iii) is proved.
iv) One applies i) with T = FπEn −F . According to Theorem 6.3 of Gohberg-Krein [14] applied in H2,
lim
n→∞
TrH2 (A[FπEn −F ][FπEn −F ]⋆) = 0.
Thus,
lim
n→∞
‖FπEnA1/2 −FA1/2‖L2(BA) = 0. (40)
Applying again Theorem 6.3 of [14] but with BA, one also has
lim
n→∞
‖A1/2PEn −A1/2‖L2(BA) = 0. (41)
Combining (40) and (41), one indeed obtains (39).

The proof of Theorem 1.5 uses the four Propositions 3.4-3.7 below.
Proposition 3.4. (Ramer) For any finite dimensional E ⊂ B′ ⊂ H, let E⊥ be the orthogonal complement
of E in H and set,
E˜⊥ = {x ∈ B, ∀u ∈ E, u(x) = 0}. (42)
Then (i, E⊥, E˜⊥) is a Wiener space and the corresponding Gaussian measure µE˜⊥,t with variance t > 0
may be identified to the tensor product measure µE,t ⊗ µE˜⊥,t.
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For each function F ∈ S(H2, Q) and for any finite dimensional E ⊂ B′2, we set (with the notations of
Proposition 3.4),
(HE⊥,tF )(X) =
∫
E˜⊥
F˜ (X + Y )dµE˜⊥,t(Y ), X ∈ H2, (43)
where F˜ is a stochastic extension of F (its existence is given by Theorem 2.3). The function HE⊥,tF
belongs to S(H2, Q).
The following Proposition recalls known results in finite dimension but it takes a different form when
using Gaussian measures. Replacing F by Hh/2F in the formula defining the Weyl calculus allows to
take the anti-Wick operator with symbol F . Let us recall the definition of the anti-Wick operator. If H
is a finite dimension space, if f is a function in L2(H,µH,h/2), we denote here by H
2 ∋ X 7→ TX,hf the
Segal Bargmann transform of f being defined on H2 by,
(TX,hf) = e
|X|2/4h
∫
H
f(t)ΨX,h(t)dµH,h/2(t),
where ΨX,h denotes the coherent state defined in Section 2. Then, one associates an anti-Wick operator
with any bounded function Φ on H2 by,
< OpAWh (Φ)f, g >=
∫
H2
Φ(X)TX,hfTX,hgdµH2,h(X).
It is known that, ∫
H2
|TX,hf |2dµH2,h(X) = ||f ||2.
It is also known that the Weyl symbol of OpAWh (Φ) is Hh/2Φ. If S is a finite dimensional subspace of H ,
replacing F by HS,h/2F , amounts to define an operator, called hybrid operator in [1], being similar to an
anti-Wick operator in the variables S. Let H be a finite dimensional space (d = dimH), for X ∈ H2 the
Weyl symbol of the orthogonal projection on ΨXh is
FX(Z) = 2
de−
1
h |X−Z|
2
, (44)
which is meaningless in infinite dimension, contrarily to the Wick symbol which is e−
1
2h |X−Z|
2
.
Proposition 3.5. Let H be a finite dimensional Hilbert space written as H = E ⊕ S where E and S
are two orthogonal subspaces. Denote by (X ′, X ′′) the coordinates in H2 according to the decomposition
H2 = E2 ⊕ S2. For each X ′′ ∈ S2, let ΨX′′,h denotes the corresponding coherent state defined in Section
2 replacing H by S. This coherent state belongs to L2(S, µS,h/2). For any polynomial function f and
each X ′′ in S2, set
(TX′′,hf)(t
′) = e|X
′′|2/4h
∫
S
f(t′, t′′)ΨX′′,h(t′′)dµS,h/2(t
′′). (45)
For any G ∈ S(E2, Q), Qweyl,Eh (G) denotes the Weyl quadratic associated with G and with H replaced by
E. Then, for all Φ ∈ S(H2, Q) and for any polynomial functions f, g, we have the following identity,
Qweylh (HS,h/2Φ)(f, g) =
∫
S2
Qweyl,Eh (Φ(·, X ′′))(TX′′,hf, TX′′,hg)dµS2,h(X ′′). (46)
Proof.
According to Proposition 4.5 of [1] one has for any functions Φ and G on H2,∫
H2
(HS,h/2Φ)(X)G(X)dµH2,h/2(X) =
∫
H2
Φ(X ′, X ′′)(MS,h/2G)(X
′, X ′′)dµE2,h/2(X
′)dµS2,h(X
′′),
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where we set,
(MS,h/2G)(X
′, X ′′) =
∫
S2
G
(
X ′,
X ′′
2
+ Y ′′
)
dµS2,h/4(Y
′′).
One applies this identity with G(X) = Hgaussh (f, g)(X). One obtains,
Qweylh (HS,h/2Φ)(f, g) =
∫
H2
Φ(X ′, X ′′)(MS,h/2H
gauss
h (f, g))(X
′, X ′′)dµE2,h/2(X
′)dµS2,h(X
′′).
If the subspace S is finite dimensional,
(MS,h/2H
gauss
h (f, g))(X
′, X ′′) = e
1
2h |X
′′|2
∫
S2
Hgaussh (f, g)(X
′, Y ′′)FX′′ (Y
′′)dµS2,h/2(Y
′′),
with FX′′(Y
′′) = 2de−
1
h |X
′′−Y ′′|2 . Since FX′′(Y
′′) is the Weyl symbol of the orthogonal projection in
L2(S, µS,h/2) on CΨX′′,h, one deduces that,
(MS,h/2H
gauss
h (f, g))(X
′, X ′′) = Hgauss,Eh (TX′′,hf, TX′′,hg)(X
′),
where Hgauss,Eh is the Wigner function for two functions defined on E. The proof of the Proposition 3.5
then follows.

Proposition 3.6. Let S be a subspace of H2 being either finite dimensional or which is the orthogonal
of a finite dimensional subspace included in B′2. Let π : H2 → S denotes the corresponding orthogonal
projection. Then, for F ∈ S(H2, QA) one has,
‖HS,tF − F‖QA ≤
√
t‖F‖QATr(AπS)1/2. (47)
Proof.
Let (uj) be an Hilbert basis of H
2 constituted with eigenvectors of A and let λj be the corresponding
eigenvalues. Using Definition (31) when S is finite dimensional or (43) when the orthogonal complement
of S is included in B′. In both cases, one has
HS,tF (X)− F (X) =
∫
S˜
(F˜ (X + Y )− F (X))dµS˜,t(Y ),
where S˜ = S if S is finite dimensional and where S˜ is defined in (36) in the other case.
Since F belongs to S(H2, QA) and possibly using its stochastic extension, one has for any X ∈ H2 and
Y ∈ S˜,
|F˜ (X + Y )− F (X)| ≤ ‖F‖QQ˜(Y )1/2,
where Q˜ = Q if S is finite dimensional and in the other case, Q˜ is the stochastic extension of Q which
exists from [1] and satisfies
Q˜(Y ) =
∑
j
λjℓuj (Y )
2.
Consequently, using Cauchy-Schwarz inequality,
sup
X∈H2
|HS,tF (X)− F (X)| ≤ ‖F‖Q
[∫
S˜
Q˜(Y )dµS˜,t(Y )
]1/2
.
Besides, ∫
S˜
Q˜(Y )dµS˜,t(Y ) = t
∑
j
λj |πSuj|2 = tTr(AπS).
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One proceeds similarly for the derivatives of F and one then deduces Proposition 3.6.

We call polynomial function on B, any linear combination of functions written as x 7→ (x · a1) . . . (x · am)
with aj ∈ B′.
Proposition 3.7. Fix F ∈ S(H2, QA). For any finite dimensional E with E ⊂ B′ ⊂ H there exists a
bounded operator TE(F ) in L
2(B, µB,h/2) satisfying for any polynomials functions f and g on B,
Qweylh (H(E⊥)2,h/2F )(f, g) =< TE(F )f, g > . (48)
Moreover, the following estimate holds,
‖TE(F )‖ ≤ ‖F‖Q D(E2, qA|E2 , 81πhmax(1, ‖πEFAiE‖E2,qA|E2 ), πEFAiE)1/2. (49)
Proof.
Since f and g are polynomials functions, these two functions are are linear combinations of functions
x 7→ (x·a1) . . . (x·am) with aj in B′. There is a finite dimension subspace S being orthogonal to E and such
that, for all j, aj belongs to E⊕S. One sets B1 = E, B2 = S and setB3 = {x ∈ B | u(x) = 0, ∀u ∈ E⊕S}.
One has B = B1⊕B2⊕B3. The variables X in B2 may be written as X = (X ′, X ′′, X ′′′) with X ′ ∈ B21 ,
X ′′ ∈ B22 , X ′′′ ∈ B23 . Using Definition 2.4, Proposition 3.4 and H(E⊥)2,h/2 = HS2,h/2HB23 ,h/2 and noticing
that Hgaussh (f, g) is a cylindrical function of basis (E ⊕ S)2, one has,
Qweylh (H(E⊥)2,h/2F )(f, g) =∫
B2
(˜HS2,h/2HB23 ,h/2F (X
′, X ′′, X ′′′) H˜gaussh (f, g)(X
′, X ′′)dµB2,h/2(X
′, X ′′, X ′′′).
Since E and S are finite dimensional subspaces, the stochastic extension is concerned only with the
variables X ′′. In view of the heat operator semigroup property, one deduces∫
H˜B23 ,h/2F (X
′, X ′′, X ′′′)dµB23 ,h/2(X
′′′) =
∫
F˜ (X ′, X ′′, X ′′′)dµB23 ,h(X
′′′).
This function is denoted by (AvE⊕S,hF )(X
′, X ′′) and it belongs to S(H2, Q). Consequently,
Qweylh (H(E⊥)2,h/2F )(f, g) =
∫
(E⊕S)2
(HS,h/2AvE⊕S,hF )(X) H˜
gauss
h (f, g)(X)dµ(E⊕S)2,h/2(X).
Applying Proposition 3.5 with H = E ⊕ S and Φ = AvE⊕S,hF , one has
Qweylh (H(E⊥)2,h/2F )(f, g) =
∫
S2
Qweyl,Eh (AvE⊕S,hF )(·, X ′′))(TX′′,hf, TX′′,hg)dµS2,h(X ′′).
Applying Theorem 3.2 with the space E and the quadratic form QA,E being the restriction of QA to E
2
together with the function G(X ′) = (AvE⊕S,hF )(X
′, X ′′) satisfying ‖G‖QA,E ≤ ‖F‖QA , one obtains
|Qweylh (H(E⊥)2,h/2F )(f, g)| ≤ ‖F‖QA D(E2, 81πhS(A,E), QA,E)1/2 . . .
. . .
∫
S2
‖TX′′,hf‖L2(E,µE,h/2) ‖TX′′,hg‖L2(E,µE,h/2) dµS2,h(X ′′),
where S(A,E) = sup(1, ||πEFAiE ||E2,qA|E2 ). The Segal Bargmann transform being unitary, one has for
any f polynomial function f ,∫
S2
‖TX′′,hf‖2L2(E,µE,h/2) dµS2,h(X ′′) = ‖f‖2.
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Thus, there exists an operator TE(F ) being bounded in L
2(B, µB,h/2) and satisfying (48) and (49). The
proof of Proposition 3.7 is complete.

Proof of Theorem 1.5.
Let (En) be an increasing sequence of finite dimensional subspaces with dense union in H .
Step 1. One applies Proposition 3.7 with E = En. Thus, one obtains a sequence of operators TEnF
satisfying (48) and (49). One notices that, for any finite dimension subspace E of H and for allz ∈ C,
D(E2, qA|E2 , z, πEFAiE) = D(BA, qA, z, πEFAPE)
and
‖πEFAiE‖E2,qA|E2 = ‖πEFAPE‖BA,qA .
From Proposition 3.3,
lim
n→∞
‖πEnFAPEn −FA‖L1(BA,qA) = 0,
implying,
lim
n→∞
‖πEnFAPEn‖E2n,qA|E2n = ‖FA‖BA,qA .
In view of continuity properties concerning the Fredholm determinant and setting,
Dn = D(E
2
n, qA|E2n , 81πhmax(1, ‖πEnFAiEn‖E2n,qA|E2n ), πEnFAiEn),
one has
lim
n→∞
Dn = D(BA, qA, 81πhmax(1, ‖FA‖BA,qA) FA).
Step 2. Let us prove here that TEn(F ) is a Cauchy sequence. Set m,n with m < n and define Sm,n as
the orthogonal supplement of Em in En. One then has,
H(E⊥m)2,h/2 = H(E⊥n )2,h/2HSmn,h/2.
Consequently,
TEm(F ) = TEn(HSmn,h/2F ).
From Proposition 3.7 and Proposition 3.6, one sees
‖TEn(F )− TEm(F )‖ ≤ ‖(I −HSmn,h/2)F‖QDn ≤ (h/2)1/2Dn‖F‖QTr(AπSmn)1/2.
The sequence Dn is bounded according to Step 1 and the trace in the right hand side tends to zero
when m → ∞ in view of Theorem 6.3 in [14]. This implies that TEn(F ) is a Cauchy sequence in
L(L2(B, µB,h/2)).
Step 3. From step 2, it is known that limn→∞ TEn(F ) = T exists and belongs to L(L2(B, µB,h/2)). This
limit T is denoted by Opweylh (F ). We now derive identity (5) for any polynomial functions f and g. To
this end, n goes to ∞ in equality (48). The right hand side tends to < Tf, g >=< Opweylh (F )f, g >.
From (23), for f and g being (stochastic extensions of) polynomials functions,
|Qweylh (F −H(E⊥n )2,h/2F )(f, g)| ≤ ‖F˜ −H(E⊥n )2,h/2F˜‖∞C(f, g),
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where C(f, g) is defined in (23). In the above right hand side, the norm is the L∞ norm on B2. From
Proposition 3.6, one has
‖F˜ −H(E⊥n )2,h/2F˜‖∞ ≤ ‖F −H(E⊥n )2,h/2F‖Q ≤ ‖F‖Q(h/2)1/2Tr(Aπ(E⊥n )2)1/2.
The trace term in the above right hand side tends to zero as n goes to ∞ using Theorem 6.3 in [14].
Consequently, the left hand side of (48) tends to Qweylh (F )(f, g) and the identity (5) is proved.

4 Reduced metaplectic group covariance.
4.1 Introduction.
The symplectic form on H2 is defined by,
σ((x, ξ), (y, η)) = y · ξ − x · η. (50)
A linear mapping keeping invariant the symplectic form is symplectic. In Shale [25] (in the Fock spaces
framework) or in B. Lascar [21] (with the L2 setting), one associates unitary operators Uχ in Fs(HC) or in
L2(B, µB,h/2) with suitable symplectic maps χ in H
2. This extends metaplectic transforms to the infinite
dimension case. These operators are also called Bogoliubov transforms. Let us begin with recalling the
definition of the suitable symplectic maps.
Definition 4.1. We denote by Sp2(H
2) (resp. Sp1(H
2)) the group of symplectic maps satisfying that
[χ,F ] is an Hilbert-Schmidt operator, (resp. a trace class operator) where F(x, ξ) = (−ξ, x).
The fact that χ is symplectic can be written as tχFχ = F . Then, a symplectic map χ belongs to Sp2(H2)
(resp. Sp1(H
2) ) if and only if I −t χχ is an Hilbert Schmidt operator (resp. trace class operator). The
following Theorem is a standard result of Shale [25].
Theorem 4.2. For any χ in Sp2(H) there exists an unitary operator Uχ in L
2(B, µB,h/2) satisfying for
any X ∈ H2,
U⋆χVh(X)Uχ = Vh(χ
−1(X)), (51)
where Weyl translations Vh(X) are defined in (18). For any χ1 and χ2 in Sp2(H), one has
Uχ1 ◦ Uχ2 = C(χ1, χ2)Uχ1χ2 , (52)
where C(χ1, χ2) is a constant of module 1.
An explicit form of the Uχ can be found in [10] in the Fock space framework and in [21] in L
2 space
setting.
4.2 Beals property covariance.
When F is a real linear form on H2 one may define (see Definition 2.4) a quadratic form Qweylh (F )
on the space of polynomial functions stochastic extensions. It is the quadratic form corresponding to
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the selfadjoint unbounded operator denoted by Opweylh (F ) with domain containing polynomial functions
stochastic extensions. In the Fock space framework, this operator is usually called Segal field.
From Proposition 8.10 of [1], if F (x, ξ) = a · x + b · ξ with (a, b) ∈ H2 then Opweylh (F ) is the following
selfadjoint operator defined on a suitable domain,
Opweylh (F )f(u) = ℓa+ib(u)f(u) +
h
i
b · ∂f
∂u
. (53)
Thus, the operators Vh(X) in Section 2 and the operator Lh(X) in Definition 1.6 are related by,
Vh(X) = e
− ihLh(X), X ∈ H2. (54)
From Theorem 4.2, one deduces that, if F is a continuous linear form on H2,
U⋆χOp
weyl
h (F )Uχ = Op
weyl
h (F ◦ χ). (55)
In particular, for any V ∈ H2
U⋆χLh(V )Uχ = Lh(χ
−1(V )). (56)
Proposition 4.3. Let χ ∈ Sp2(H2) and Uχ be the unitary map in Theorem 4.2. Then, the map A 7→
U⋆χAUχ is an isometry from the space ∈ L(Q) (see Definition 1.6) onto the space Lp(Q ◦ χ).
Proof.
Assume p = 1. Let (Ah) ∈ L1(Q). For all V ∈ H2, one has in view of (56),
ad(LhV )(U
⋆
χAhUχ) = U
⋆
χ
[
(Uχ(LhV )U
⋆
χ), Ah
]
Uχ
= U⋆χ
[
Lh(χ(V )), Ah
]
Uχ
and using (Ah) ∈ L1(Q) and since Uχ is unitary, one gets that,
‖ad(LhV )(U⋆χAhUχ)‖ ≤ ‖Ah‖L1(Q)Q(χ(V ))1/2.
Consequently, U⋆χAhUχ indeed belongs to L1(Q ◦ χ). One proceeds similarly for the space Lp(Q).

4.3 Weyl calculus covariance.
For each F ∈ S(H2, QA) and any χ ∈ Sp2(H2), the function F ◦ χ ∈ S(H2, QA ◦ χ). In particular, these
functions F and F ◦χ have stochastic extensions. Thus, one may consider the Weyl operators associated
to F and F ◦ χ.
Theorem 4.4. Set χ ∈ Sp1(H2), F ∈ S(H2, QA) where A is a nonnegative selfadjoint trace class
operator in H2. Then,
U⋆χOp
weyl
h (F )Uχ = Op
weyl
h (F ◦ χ), (57)
where Uχ is the unitary operator in Theorem 4.2.
Proposition 2.3 in [21] with slight modifications reads as,
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Theorem 4.5. Each χ ∈ Sp2(H), (resp. Sp1(H)) can be uniquely written as χ = χ1χ2χ3 where,
i) The map χ1 ∈ L(H2) is unitary and symplectic.
ii) The map χ2 ∈ L(H2) is written as (x, ξ) 7→ (x, ξ + Sx) where S ∈ L(H) is a symmetric and Hilbert-
Schmidt (resp. trace class) operator.
iii) The map χ3 ∈ L(H2) is written as (x, ξ) 7→ (Tx, T−1ξ) where T ∈ GL(H) is symmetric positive
invertible operator satisfying T − I is an Hilbert-Schmidt (resp. trace class) operator.
Proof.
Set V = {0} × H ⊂ H2, χ ∈ Sp2(H). Then χ(V ) is a closed subspace of H2 on which the symplectic
form σ vanishes identically. Let (uj) be an Hilbert basis of χ(V ) (endowed with the usual scalar product
in H2) and let (ej) be an Hilbert basis of H . There exists ϕ1 orthogonal and symplectic in H
2, satisfying
ϕ1(0, ej) = uj. Thus, ϕ = ϕ
−1
1 χ maps V into V . One then may write,
ϕ =
(
A 0
C D
)
.
One knows that a symplectic map is unitary if and only if it commutes with F . Consequently, ϕ
belongs to Sp2(H) (resp. Sp1(H)). Thus, A is invertible, D =
t A−1, A −D and C are Hilbert-Schmidt
operators. Using polar decomposition one writes A = US with U orthogonal and S symmetric, positive
and invertible. One has D = US−1. Therefore, S−S−1 is an Hilbert Schmidt (resp. trace class) operator
implying that S − I Hilbert Schmidt (resp. trace class). Consequently,
ϕ = ψ1χ2χ3, ψ1 =
(
U 0
0 U
)
, ψ2 =
(
I 0
T I
)
, ψ3 =
(
S 0
0 S−1
)
,
where T = U−1CS−1. One has χ = χ1χ2χ3 with χ1 = ϕ1ψ1 which is symplectic and unitary. Since ψ2
is symplectic, then T is an Hilbert Schmidt (resp. trace class) operators. Therefore, χ2 and χ3 have the
required properties.

Metaplectic transforms explicit forms.
We recall here, without proof the explicit form of Uχ given by B. Lascar [21] in each case i), ii) and iii)
above (Theorem 4.5).
Case of χ1. The Bargmann transform (also named FBI transform) of f is the function Thf defined on
H2 by,
f 7→ (Thf)(X) = < f,ΨXh >
< Ψ0h,ΨXh >
, X ∈ H2. (58)
We know from [1] that the map X 7→ (Thf)(X) defined on H2 has a stochastic extension denoted by
T˜hf in L
2(B2, µB2,h). In addition, the map f 7→ T˜hf is a partial isometry from L2(B, µB,h/2) into
L2(B2, µB,h). For any unitary and symplectic χ ∈ L(H2) one associates as in [21] an operator Uχ defined
by,
Uχf = T˜
⋆
h ((T˜hf) ◦ χ). (59)
The above right hand side is the stochastic extension of the map defined on H2 by X 7→ (Thf)(χ(X)).
Case of χ2. Let (uj) be an Hilbert basis of H constituted with eigenvectors of S and let λj be the
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corresponding eigenvalues. We set,
ϕS(x) =
∑
j
λj(ℓuj (x)
2 − h
2
). (60)
The above series defines an element of L2(B, µB,h/2). Indeed, it is known that for all u ∈ H , the element
u⊗u in Fs(HC) corresponds through the Segal isomorphism to the element ℓu(x)2−(h/2) in L2(B, µB,h/2)
([19][26]). The series
∑
λjuj ⊗ uj thus defines an element in Fs(HC) corresponding to ϕS through this
isomorphism. The metaplectic transform related to χ2, Uχ2 , is defined in [21] by,
Uχ2f(x) = e
i
2hϕS(x)f(x). (61)
For χ3, we don’t follow [21] but we start with two results concerning change of variables in integrals on
Wiener spaces. They will be used again in the proof of Theorem 4.4.
Proposition 4.6. Let (i,H,B) be a Wiener space. Set µB,h the Gaussian measure on B with variance
h. Set ϕ ∈ GL(B) and let νh be the Borelian measure on B defined by,
νh(E) = µB,h(ϕ
−1(E)) with E ⊂ B, E a Borel set.
If ϕ restricted to H satisfies ϕt ◦ ϕ = I +K where K ∈ L(H) is selfadjoint and Hilbert Schmidt then νh
is absolutely continuous with respect to µB,h. Set Dh(x) the density of νh with respect to µB,h. Then,
this function Dh belongs to L
1(B, µB,h) and one has, for every Φ ∈ L1(B, µB,h),∫
B
Φ(x)Dh(x)dµB,h(x) =
∫
B
Φ(ϕ(x))dµB,h(x). (62)
In addition, if (uj) is an Hilbert basis of H made of eigenvectors of K and if the νj are the related
eigenvalues, then one has,
Dh(x) =
∏
(νj + 1)
−1/2 exp
[
νjℓuj (x)
2/(h(νj + 1))
]
. (63)
Proof.
For any measurable and bounded Φ one has,∫
B
Φ(x)dνh(x) =
∫
B
Φ(ϕ(x))dµB,h(x).
Thus, for any a ∈ B′, ∫
B
e−i<a,x>dνh(x) =
∫
B
e−i<a,ϕ(x)>dµB,h(x).
From Theorem 1.2, ∫
B
e−i<a,x>dνh(x) =
∫
B
e−i<
tϕa,x>dµB,h(x) = e
−h2 |
tϕa|2 .
The dual quadratic form Q(a) = |tϕa|2 is written as Q(a) = (a +Ka) · a where K = ϕtϕ− I. We have
assumed that K is a Hilbert Schmidt operator. From a result of Segal and Feldman (a statement can be
found in Ramer [23], Section 3 or in Theorem 1.23 of [26]), we know that νh is absolutely continuous with
respect to µB,h. If Dh(x) denotes the corresponding density, one indeed has (62). Equality (63) also is a
statement of Ramer [23] (Section 3).

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Proposition 4.7. i) Let T ∈ GL(H) be a symmetric positive invertible operator such that T − I is
an Hilbert-Schmidt operator. Then, there exists an Hilbert space BT containing H such that the triplet
(i,H,BT ) is a Wiener space, and the map T ∈ L(H) has, by density, an extension as an element of
GL(BT ).
ii) Let ψ be one of the symplectic map χ2 or χ3 in Theorem 4.5. There exists an Hilbert space Bψ
containing H2 such that the triplet (i,H2, Bψ) is a Wiener space, and such that the map ψ ∈ L(H2) has
an extension as an element of GL(Bψ).
Proof.
i) Let H0 = KerT − I, H1 = H⊥0 its orthogonal in H and B1 the completion of H1 for the norm
|(T − I)x|. By [20] (Exercise 17, page 59), we know that (i1, H1, B1) is a Wiener space, and therefore, if
BT = H0⊗B1, with the norm sum of those of the two components, then (i,H,BT ) is a Wiener space. If
x = x′ + x′′ ∈ H , with x′ ∈ H0 and x′′ ∈ H1, we have |Tx|BT ≤ max(1, ‖T ‖)|x|BT , and therefore T has
an extension in L(BT ). Since T−1 satisfies the same hypotheses, ( T−1− I is Hilbert Schmidt), and since
KerT−1 − I = KerT − I, T−1 has also an extension in L(BT ), and the extension of T−1 is the inverse
of the extension of T .
ii) Let ψ(x, ξ) = (x, ξ + Sx) where S ∈ L(H) is a symmetric and Hilbert-Schmidt operator. One has
H2 = kerS ⊕ (kerS)⊥ ⊕H . Let B1 and B3 be Hilbert spaces such that (i1, kerS,B1) and (i3, H,B3) are
Wiener spaces. Moreover let B2 be the completion of (kerS)
⊥ with respect to the norm |Sx|. Since S is
Hilbert Schmidt (i2, (kerS)
⊥, B2) is a Wiener space. One sets Bψ = B1⊕B2⊕B3 with its natural norm.
Then (i,H2, Bψ) is a Wiener triplet. For (x, ξ) = (x1, x2, ξ) in H
2 one has
|χ2(x, ξ)|Bψ = |x1|B1 + |Sx2|+ |ξ + Sx2|B3 ≤ |x1|B1 + |Sx2|+ |ξ|B3 + C|Sx2|,
where C > 0 is such that |ξ|B3 ≤ C|ξ|. Clearly, |χ2(x, ξ)|Bχ2 ≤ (1 + C)|(x, ξ)|Bχ2 and there exists an
extension of χ2 in L(Bχ2 ). We conclude as above that this extension is invertible. For ψ = χ3 one may
proceed in the same way.

Case of χ3. Suppose that B1 and B2 are Banach spaces such that (i1, H,B1) and (i2, H,B2) are Wiener
spaces. The L2(Bj , µBj ,h/2) are isomorphic. Therefore, we are allowed to choose a convenient Banach
space B adapted to χ3. If χ3(x, ξ) = (Tx, T
−1ξ), where T ∈ GL(H) is symmetric positive invertible
operator such that T − I is Hilbert-Schmidt. We use the space BT in the point i) of Proposition 4.7.
Applying Proposition 4.6 with BT , with the extension T˜ of T , with the variance h/2, and setting,
(Uχ3f)(x) = f(T˜ x)Dh(T˜ x)
−1/2, (64)
one defines a unitary map in L2(BT , µBT ,h/2) which can be carried to L
2(B, µB,h/2).
Proof of Theorem 4.4.
It is sufficient to prove (57) for each kind of generator χ1, χ2 and χ3 of Theorem 4.5. The form of
Uχ obtained above for the three generators shows that Uχ commutes with the parity operator f 7→ fˇ .
Therefore, for any f, g ∈ L2(B, µB,h/2) and X ∈ H2 one has
Hgaussh (Uχf, Uχg)(X) = e
(|X|2−|χ−1(X)|2)/hHgaussh (f, g)(χ
−1(X)). (65)
Therefore the proof of (57) is only a problem of change of variables in an integral.
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Proof of (57) for χ1.
Let f and g be two polynomials functions. One has,
< U⋆χ1Op
weyl
h (F )Uχ1f, g >=
∫
B2
F˜ (X)H˜gaussh (Uχ1f, Uχ1g)(X)dµB2,h/2(X).
It follows from (65) that Hgaussh (Uχ1f, Uχ1g)(X) has a stochastic extension and since χ1 is unitary,
Hgaussh (Uχ1f, Uχ1g)(X) = H
gauss
h (f, g)(χ
−1
1 (X)).
Consequently, the left hand side is a polynomial function which has therefore a stochastic extension.
Since F is in S(H2, QA), it also has a stochastic extension. Let Φ(X) = F (X)H
gauss
h (f, g)(χ
−1
1 (X)), and
Φ˜ its stochastic extension in L1(B2, µB2,h/2). Let Φ˜χ be the extension of Φ◦χ (which exists for the same
reason). We shall prove that if χ is unitary,∫
B2
Φ˜χ(X)dµB2,h/2(X) =
∫
B2
Φ˜(X)dµB2,h/2(X).
In fact, if (En) is an increasing sequence of finite dimensional subspaces with dense union in H
2 one has,∫
B2
(Φ ◦ χ)(π˜En(X))dµB2,h(X) =
∫
En
(Φ ◦ χ)(x)dµEn,h(X)
=
∫
χEn
Φ(x)dµχEn,h(X) =
∫
B2
Φ(π˜χEn(X))dµB2,h(X).
Letting n→∞ one concludes easily using Lebesgue theorem. Thus, if f and g are polynomials functions,
< U⋆χ1Op
weyl
h (F )Uχ1f, g >=< Op
weyl
h (F ◦ χ1)f, g > .
For general f and g, the equality is obtained by density. Consequently, (57) is proved for χ = χ1.
Before the proof of (57) for χ2 and χ3, we need the additional two propositions.
Proposition 4.8. Let (i,H,B) be a Wiener space, T a trace class selfadjoint operator in H and let the
λj be the eigenvalues of T . If pλj < 1 for all j, then the function F defined on H by F (X) = e
(TX)·X/h
has a stochastic extension to Lp(B, µB,h/2).
Proof.
Let (uj) be an Hilbert basis of H consisting of eigenvectors of T , let p
′ with p < p′ and p′ supλj < 1
and let q′ = pp′/(p′ − p). It is known that ϕ(X) = (TX) · X has a stochastic extension stochastic in
Lq
′
(B, µB,h/2), which is given by,
ϕ˜(X) =
∑
λjℓuj (x)
2.
It follows that, for each increasing sequence (En) of finite dimensional subspaces of H with dense union,
the sequence ϕ ◦ π˜En is a Cauchy sequence in Lq
′
(B, µB,h/2). Let us also prove that the sequence
e(1/h)ϕ◦π˜En is bounded in Lp
′
(B, µB,h/2). Indeed,∫
B
e(p
′/h)ϕ◦π˜En(X)dµB,h/2(X) = det(I − p′πEnTπEn)−1/2.
Since p′ supλj < 1, the integral is well defined and bounded when n → ∞. Since the sequence ϕ ◦ π˜En
is a Cauchy sequence in Lq
′
(B, µB,h/2) and since the sequence e
(1/h)ϕ◦π˜En is bounded in Lp
′
(B, µB,h/2),
then the Ho¨lder inequality proves that the sequence e(1/h)ϕ◦π˜En is a Cauchy sequence in Lp(B, µB,h/2),
which proves the proposition.

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Proposition 4.9. Let f and g be polynomial functions, let ψ be one of the maps χ2 or χ3 in Theorem
4.5. Let Bψ be the Hilbert space obtained in Proposition 4.7 and we also call ψ the density extension
of ψ. Set Uψ the metaplectic transform in Theorem 4.2. Then, the Wigner function H
gauss
h (Uψf, Uψg)
defined on H2 has a stochastic extension in some Lp(Bψ , µBψ,h/2). This stochastic extension equals to,
H˜gaussh (Uψf, Uψg)(X) = Dh(X)H˜
gauss
h (f, g)(ψ
−1(X)), (66)
where Dh(X) is the Radon Nikodym density of Proposition 4.6.
Proof.
One uses equality (65). Since the function F1(X) = H
gauss
h (f, g)(χ
−1
j (X)) is polynomial then it has a
stochastic extension, for j = 2 and j = 3. We may write
F2(X) = e
(|X|2−|χ−1j (X)|
2)/h = e(TX)·X/h,
with T = I −t χ−1j χ−1j . When j = 2, (see Theorem 4.5),
χ2 =
(
I 0
S I
)
, T =
(−S2 S
S 0
)
,
under the assumptions of Theorem 4.5. If χ2 ∈ Sp1(H2) then T is trace class. Let (vj) be an Hilbert
basis of H consisting of eigenvectors of S and let (µj) be the corresponding eigenvalues. The eigenvalues
of T are,
λ±j =
1
2
[
− µ2j ±
√
µ4j + 4µ
2
j
]
.
Let ρ = sup |µj |. If p satisfies, 1 ≤ p < 12
[
1 +
√
1 + 4ρ2
]
then, for any j, one has pλ±j < 1. According to
Proposition 4.8, F2 has a stochastic extension in L
p(Bχ2 , µBχ2 ,h/2). Let (U
±
j ) be an Hilbert basis of H
2
consisting of eigenvectors of T , corresponding to the eigenvalues λ±j . Then the stochastic extension of F2
is,
F˜2(X) = exp
∑
j
∑
σ=±
λ±j ℓUσj (X)
2
 .
One applies Proposition 4.6 with B1 = Bχ2 defined in Proposition 4.7 and with ϕ the density extension
of χ2 to B1 according to Proposition 4.7. One sees that K = χ
t
2χ2 − I (in Proposition 4.6) and T =
I −t χ−12 χ−12 are related bt T = K(K + I)−1. Each of the eigenvalues λ±j of T is related to one of the
eigenvalues νk ofK by λ
±
j = νk/(1+νk), with the same eigenvectors. Besides, one has (1−λ+j )(1−λ−j ) = 1.
For each k there exists k′ such that (1 + νk)(1 + νk′) = 1. Consequently, the stochastic extension F˜2 is
the function Dh of Proposition 4.7, which achieves the proof for χ2. Similar considerations are valid for
χ3.

Proof of (57) for χ2 and χ3.
Let f and g be polynomial functions, and χ be either χ2, or χ3. The quadratic form Q
weyl
h (Uχf, Uχg)
may be defined with the integral form of Definition 2.4 under the only condition that the Wigner function
Hgaussh (Uχf, Uχg) has a stochastic extension. Besides, for this stochastic extension, one may replaceB
2 by
any other Banach space B˜ such that (i,H2, B˜) is a Wiener space. One then can use Proposition 4.7 and the
space Bχ obtained there in order to construct this extension. From Proposition 4.9, H
gauss
h (Uχjf, Uχjg)
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has a stochastic extension in some Lp(Bχ, µBχ,h/2) and from (66) one has for j = 2, 3, for f and g
polynomial functions,
< U⋆χjOp
weyl
h (F )Uχjf, g >=
∫
Bχj
F˜ (X)Dh(X)H˜
gauss
h (f, g)(χ
−1
j (X))dµBχj ,h/2(X).
We apply Proposition 4.6 with,
Φ(X) = F˜ (X)H˜gaussh (f, g)(χ
−1
j (X)).
Proposition 4.6 thus shows that,
< U⋆χjOp
weyl
h (F )Uχjf, g >=
∫
Bχj
(˜F ◦ χ)(X)H˜gaussh (f, g)(X)dµBχj ,h/2(X),
then, for polynomial functions, one deduces,
< U⋆χjOp
weyl
h (F )Uχjf, g >=< Op
weyl
h (F ◦ χ)f, g > .
Finally (57) then follows by density for f, g ∈ L2(B, µB,h/2).

5 Beals characterization.
5.1 Wick bisymbol.
With families of operators one usually associates various symbols. Even in finite dimension it does not
seem possible to deduce the Weyl symbol from the Wick one by an integral relation. However this may
be achieved from Wick bisymbol.
Let B be a bounded operator on L2(BµB,h/2), let X ∈ H2 and let ΨXh be the coherent state defined in
(24). The Wick bisymbol is defined by,
Sh(B)(X,Y ) =
< BΨXh,ΨY h >
< ΨXh,ΨY h >
X, Y ∈ H2. (67)
The function Sh(B)(X,Y ) is holomorphic in x+ iξ, antiholomorphic in y + iη and its restriction to the
diagonal is the Wick symbol σwickh (B).
Proposition 5.1. Let ddiag(ShB)(X,Y ) be the derivative of H
2 ∋ V → (ShB)(X + V, Y + V ). Suppose
that (Bh) is a family in Lm(QA) (see Definition 1.6) and V1, . . . ,Vm ∈ H2. Then,
|dmdiag(ShBh)(X,Y )(V1, . . . , Vm)| ≤ ‖Bh‖Lm(QA) e
1
4h (|X−Y |
2)
m∏
j=1
QA(Vj)
1/2. (68)
Proof.
For X ∈ H2, let Vh(X) be the Weyl translation (see Section 2.1). From (26),
< BΨX+Z,h,ΨY+Z,h >= e
i
2hσ(X−Y,Z) < Vh(Z)
⋆BVh(Z)ΨX,h,ΨY,h > .
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In particular,
< ΨX+Z,h,ΨY+Z,h >= e
i
2hσ(X−Y,Z) < ΨX,h,ΨY,h > .
Consequently,
(ShB)(X + Z, Y + Z) = (Sh(Vh(Z)
⋆BVh(Z)))(X,Y ).
Let LhZ be the operator defined above Definition 1.6. From (54), one has,
d
dt
Vh(tZ)
⋆BhVh(tZ)
∣∣∣
t=0
= (i/h)[LhZ,Bh].
Consequently,
(ddiagShB)(X,Y )(Z) = (i/h)Sh([LhZ,B])(X,Y ).
From (27) and (67), one has for any B bounded,
|(ShB)(X,Y )| ≤ ‖B‖e 14h |X−Y |
2
.
Using Definition 1.6 and iterating, one deduces (68).

5.2 The finite dimensional situation.
Proposition 5.2. Let H be a finite dimensional Hilbert space, dimH = d < ∞. Let (ej)1≤j≤d be an
Hilbert basis of H and set m ≥ 0. Then, for any family (Ah) in Lm+4d(QA) there exists a function Fh
in S(H2, QA) satisfying,
Opweylh (Fh) = Ah, (69)
Hh/2Fh = σ
wick
h (Ah), (70)
and for h < 1,
‖Fh‖m,QA ≤ ‖Ah‖Lm+4d(QA)
∏
j≤d
(1 + hKS2λj), (71)
where K is some universal constant and,
λj = max(Q(ej, 0), Q(0, ej)), S = max(1, supλj). (72)
The standard proof of Beals Theorem in finite dimension corresponds to the step 1 below with I =
{1, . . . , d}. However, in the analogue of (71), one would obtain a constant going surely to infinity with
d, whereas the below two steps proof allows to get (71) where, for some cases, the above product can
remain bounded as d goes to infinity.
Proof.
Step 1. For I ⊂ {1, . . . , d}, let E(I) be the subspace of H spanned by the ej with j ∈ I. Then, for any
I ⊂ {1, . . . , d}, one may construct a function GI,h satisfying,
HE(I),h/2GI,h = σ
wick
h (Ah). (73)
The function GI,h is first defined as a distribution by the following relations,
GI,h(X) =
∫
E(I)4
Eh(X,SI , TI)Kh(SI , TI)dλ(SI , TI), (74)
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where λ is the Lebesgue measure and where,
Eh(X,SI , TI) = (Sh(Ah))
(
X + SI +
TI
2
, X + SI − TI
2
)
(75)
and
Kh(SI , TI) = 2
|I|(2πh)−2|I|e−
1
h |SI |
2− 14h |TI |
2− ihσ(SI ,TI). (76)
In order to prove (73) at the distribution level, one may see,
HE(I),h/2GI,h(X) =
∫
E(I)4
HSIh/2Eh(X,SI , TI) Kh(SI , TI)dλ(SI , TI) (77)
=
∫
E(I)4
Eh(X,SI , TI) H
SI
h/2Kh(SI , TI)dλ(SI , TI),
where HSIh/2 is the heat operator in the variable SI . An explicit computation shows that,
HSIh/2Kh(SI , TI) = (2πh)
−2|I| exp
[
1
2h
(
S +
T
2
)
·
(
S − T
2
)
− 1
2h
(∣∣∣∣S + T2
∣∣∣∣2 + ∣∣∣∣S − T2
∣∣∣∣2
)]
.
Here and contrarily to the notations used elsewhere in this work, S ·T = (s+ iσ) ·(t− iτ) if S = (s, σ) and
T = (t, τ). Since Sh(Ah) is holomorphic with respect to the first variable (when identifying H
2 with the
complexified of H), antiholomorphic with respect to the second one, then the mean value formula proves
that the integral (81) is equal to Eh(X, 0, 0), i.e, equals to σ
wick
h (Ah)(X). Estimates of Proposition 5.1
and formula (76) show that one has a convergence difficulty with the variable TI and that the integral
(74) is meaningful only as a distribution. Integrating by part as in[2], one shows that,
GI,h(X) =
∫
E(I)4
Kh(SI , TI) LIEh(X,SI , TI)dλ(SI , TI), (78)
where setting S = (s, σ), T = (t, τ),
LI =
∏
j∈I
(
1 +
t2j
h
)−1(
1 +
τ2j
h
)−1 ∑
M2(I)
aαβ(SI/
√
h)h(|α|+|β|)/2∂αs ∂
β
σ , (79)
where M2(I) is the subset of multi-indices (α, β) satisfying αj = βj = 0 if j /∈ I and αj ≤ 2, βj ≤ 2
for any j ∈ I. One may find the values of the coefficients aαβ in [2]. After these transformations, (74)
is a convergent integral, and this proves that the distribution GI,h defined in (74) is a continuous and
bounded function. From Proposition 5.1 one has,
|∂αs ∂βσEh(X,SI , TI)| ≤ ‖Ah‖L|α|+|β|(QA) e
1
4h |TI |
2 ∏
j∈I
QA(ej , 0)
αj/2QA(0, ej)
βj/2. (80)
Following [2], one has,∫
E(I)4
|Kh(SI , TI)|e 14h |TI |
2 ∏
j∈I
(
1 +
t2j
h
)−1(
1 +
τ2j
h
)−1
|aαβ(SI/
√
h)|dλ(SI , TI) ≤ K |I|, (81)
where K is a universal constant.
Taking I = {1, ..., d}, we have a proof of the classical Beals theorem in finite dimension, but the estima-
tions of |GI,h| obtained in this way are in fact too rough when d goes to infinity; a much more precise
result is obtained in step 2.
26
Step 2. Let Dj be the subspace spanned by the (ej , 0) and (0, ej) and let HDj ,h/2 be the corresponding
heat operator. For any finite I ⊂ N, set
TI,h =
∏
j∈I
(I −HDj ,h/2),
and for any d ∈ N,
Fh =
∑
I⊂{1,...,d}
TI,hGI,h, (82)
where GI,h is initially defined in (74) and more precisely given in (78).
Let us check (70). One has if I ⊂ {1, . . . , d}, Hh/2 = HE(I),h/2HE({1,...,d}\I),h/2 and by (73) and (82),
Hh/2Fh =
∑
I⊂{1,...,d}
HE({1,...,d}\I),h/2TI,hσ
wick
h (Ah).
All these operators are commuting. One directly checks,∑
I⊂{1,...,d}
HE({1,...,d}\I),h/2TI,h = I.
Thus, one obtains (70). Let us now check estimate (71).
One has for I ⊂ {1, . . . d},
TI,hGI,h(X) =
∫
E(I)4
Kh(SI , TI) LITI,hEh(X,SI , TI)dλ(SI , TI), (83)
where TI,h acts on the variable X and where Eh and Kh defined in (75) and (76). One proceeds like in
[1], Lemma 5.4. We can write I −HDj ,h/2 in three different ways,
I −HDj ,h/2 = Aj = h1/2(Bj∂xj + Cj∂ξj ) = hEj∆j ,
where Aj , Bj , Cj and Ej are bounded operators in Cb(H
2) with a norm bounded by some universal
constant K2. In view of (75), one may differentiate Eh(X,SI , TI) with respect to XI or to SI . One writes
for any all (α, β) ∈ M2(I),
TI,h∂
α
x ∂
β
ξ =
∏
j∈I
Uj∂
αj
xj ∂
βj
ξj
,
where
Uj =

Aj if αj + βj ≥ 2
h1/2(Bj∂xj + Cj∂ξj ) if αj + βj = 1
hEj∆j if αj + βj = 0
.
Consequently, for any multi-indices (α, β) ∈M2(I),
h(|α|+|β|)/2|TI,h∂αx ∂βξ Eh(X,SI , TI)| ≤ K |I|3
∑
(γ,δ)∈M′2(I)
h(|γ|+|δ|)/2|∂γx∂δξEh(X,SI , TI)|, (84)
where M′2(I) = {(γ, δ) ∈M2(I) | γj + δj ≥ 2, ∀j}. j. Thus, in view of (83), (84), (79) and (81),
|TI,hGI,h(X)| ≤ K |I|4
∑
(γ,δ)∈M′2(I)
h(|γ|+|δ|)/2‖Ah‖L|γ|+|δ|(QA)
∏
j∈I
QA(ej , 0)
γj/2QA(0, ej)
δj/2.
If (γ, δ) ∈M′2(I), one has |γ|+ |δ| ≤ 4|I| ≤ 4d and 2 ≤ γj + δj ≤ 4, ∀j ∈ I. Consequently, if λj and S are
defined by (72), QA(ej , 0)
γj/2QA(0, ej)
δj/2 ≤ λjS. Since |M2(I)| = 9|I|, one has with another universal
constant K5, if h < 1,
|TI,hGI,h(X)| ≤ ‖Ah‖L4d(QA)
∏
j∈I
(K5hSλj).
27
Summing over all subsets I ⊂ {1, . . . , d}. One obtains,
|Fh(X)| ≤ ‖Ah‖L4d(QA)
∏
j≤d
(1 + hKS2λj).
Proceeding similarly for the derivatives, one deduces (71). Finally, in view of (32) and (70) the operators
Opweylh (Fh) and Ah having the same Wick symbol are actually equal, which proves (69).

Theorem 5.3. Let H be a real Hilbert space with finite dimension d, A ∈ L(H2), A∗ = A, A ≥ 0, and
QA be the quadratic form (2). Let m ≥ 0 and (Ah) a family of operators in Lm+4d(QA). Then, there
exists (Fh) belonging to Sm(H
2, QA) satisfying, Ah = Op
weyl
h (Fh) and,
‖Fh‖m,QA ≤ ‖Ah‖Lm+4d(QA) D(H2/KerA , qA , Khmax(1, ‖FA‖H2,qA) , (FA))1/2, (85)
with some universal constant K > 0.
Proof of Theorem 5.3.
Let H be a finite dimensional Hilbert space, d = dimH , and A a linear map in H2 being nonnegative
and symmetric. Let (ej) be an orthonormal basis of H , let uj = (ej , 0) and vj = (0, ej). Let p ≤ d and
(Uj), (Vj), j ∈ {1, . . . , d}), a symplectic basis of H2 satisfying properties in Theorem 3.1. There exists a
symplectic map χ such that χ(uj) = Uj , χ(vj) = Vj . Let Uχ be the metaplectic operator in L
2(H,µH,h/2)
of Theorem 18.5.9 in [17] satisfying (36). From Proposition 4.3, if the familly (Ah) ∈ Lm+4d(Q) then the
family Dh = U
⋆
χAhUχ belongs to Lm+4d(Q ◦ χ). If p is the integer of Theorem 3.1, one has for j ≤ p,
‖[Lh(vj), Dh]‖ ≤ h‖Dh‖m+4d,Q◦χQ ◦ χ(vj)1/2 = h‖Dh‖m+4d,Q◦χQ(Vj)1/2 = 0.
Consequently, Dh commutes with Lh(vj) which is from (53) a multiplication by the coordinate xj . Set
x = (x′, x′′) with x′ = (x1, . . . , xp) and x
′′ = (xp+1, . . . xd). For any x
′ ∈ Rp, there exists Dh(x′) in
L2(Rd−p, µRd−p,h/2) satisfying,
(Dhf)(x
′, x′′) =
(
Dh(x
′)f(x′, ·)
)
(x′′).
From Proposition 5.2 applied with Rd−p and with Dh(x
′) together with the quadratic form Q˜ being
the restriction of Q ◦ χ to R2(d−p), there is a function on R2(d−p) such that Dh(x′) = Opweylh (Kh(x′)).
Moreover,
‖Kh(x′)‖m,Q◦χ|
R
2(d−p)
≤ ‖Dh‖Lm+4d(QA◦χ)
∏
p<j≤d
(1 + hKS2λj),
where K is a universal constant, and the λj are defined as in (72). Set,
Gh(X
′, X ′′) = Gh(x
′, ξ′, x′′, ξ′′) = Kh(x
′)(x′′, ξ′′).
This function is independant of ξ′. We have Opweylh (Gh) = Dh. In addition,
‖Gh‖m,QA◦χ ≤ ‖Dh‖Lm+4n(QA◦χ)
∏
p<j≤n
(1 + hKS2λj).
From (72) applied to QA ◦ χ, one has
λj = max(Q ◦ χ(ej , 0), Q ◦ χ(0, ej)) = max(Q(Uj), Q(Vj)).
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In view of Theorem 3.1, if j > p, one has QA(Uj) = QA(Vj) = λj where the (λj)
2 are the non vanishing
eigenvalues of −(FA)2. Consequently,∏
p<j≤d
(1 + hKS2λj) = D(H
2/KerA , qA , Khmax(1, ‖FA‖H2,qA) , (FA)).
In view of Proposition 4.3,
‖Dh‖Lm+4d(QA◦χ) = ‖Ah‖Lm+4d(QA).
The function Fh = Gh ◦ χ−1 is in Sm(H2, QA) and its norm verifies (85). Since Opweylh (Gh) = Dh and
since Dh = U
⋆
χAhUχ, it comes from (36) that OP
weyl
h (Fh) = Ah, which proves Theorem 5.3.

5.3 The infinite dimensional case.
Let (Ah) be a family of L(QA). Let (ej) be an Hilbert basis of H such that ej ∈ B′ for every j and let
En be the subspace generated by the ej, j ≤ n. The variable X ∈ H2 may be written as (X ′, X ′′), with
X ′ ∈ E2n, X ′′ ∈ (E⊥n )2. Let E˜⊥n be the space of x ∈ B such that u(x) = 0 for all u ∈ En.
Step 1. By proposition 3.4, (i, E⊥n , E˜
⊥
n ) is a Wiener space. For any X
′′ ∈ (E⊥n )2 one may define a coherent
state with H replaced by E⊥n , ΨX′′,h belonging to L
2(E˜⊥n , µE˜⊥n ,h/2
). Let Ah,En,X′′ the map defined by,
< Ah,En,X′′f, g >=< Ah(f ⊗ΨX′′,h, g ⊗ΨX′′,h > .
The operator Ah,En,X′′ is bounded in L
2(En, µEn,h/2). Let QA,En = QA|E2n , let us prove that,
‖Ah,En,X′′‖L(QA,En ) ≤ ‖Ah‖L(QA). (86)
If V ∈ E2n, if f and g are polynomial functions, one has,
< [L(V ), Ah,En,X′′ ]f, g >=< [L(V ), Ah](f ⊗ΨX′′,h) , g ⊗ΨX′′,h) > .
As ΨX′′,h is of norm 1, one has for any X
′′ ∈ (E⊥n )2,
‖[L(V ), Ah,En,X′′ ]‖ ≤ ‖[L(V ), Ah]‖.
Considering in the same way the iterated commutators, one proves (86). From Theorem 5.3 there exists
Fh,En,X′′(X
′) on E2n such that Op
weyl,En
h (Fh,En,X′′(X
′)) = Ah,En,X′′ . From Theorem 5.3, one also has,
‖Fh,En,X′′‖QA,En ≤ ‖Ah,En,X′′‖L(QA,En ) D1/2n ,
with Dn = D(E
2
n/KerAn , qA , Khmax(1, ‖FAn‖E2,qA) , (FAn)), where An = πEnAiEn . Setting
Fn,h(X
′, X ′′) = Fh,En,X′′(X
′), one has HE2n,h/2Fh,En,X′′(X
′) = σwick,Enh (Ah,En,X′′)(X
′), so that,
HE2n,h/2Fn,h = σ
wick
h (Ah). (87)
We also have,
‖Fn,h‖∞ ≤ ‖Ah‖L(Q)Dn. (88)
For each V1, . . . , Vp ∈ H2, the symbol (h/i)p(dpFn,h)(·)(V1, . . . , Vp) is associated in the same way to
the family of operators ad(LhV1) . . . ad(LhVp)Ah. This relation between commutators and differentials is
common to the Wick and Weyl symbols. Therefore, applying (88) to this operator, we have,
hp‖(dpFn,h)(·)(V1, . . . , Vp)‖∞ ≤ Dn‖ad(LhV1) . . . ad(LhVp)Ah‖L(Q).
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Thus, by Definitions 1.6 and 1.3,
‖Fn,h‖Q ≤ ‖Ah‖L(Q)Dn. (89)
Step 2. One may prove as in Theorem 1.5,
lim
n→∞
Dn = D(BA, qA,Khmax(1, ‖FA‖BA,qA) , (FA)). (90)
Let us prove that (Fn,h) is a Cauchy sequence in Cb(H
2). If m < n, let Sm,n be the orthogonal sup-
plement of Em in En. Using (87) and HE2n,h/2 = HS2m,n,h/2HE2m,h/2 one deduces that HE2m,h/2(Fm,h −
HS2m,n,h/2Fn,h) = 0. Since HE2m,h/2 is injective, one has Fm,h = HS2mn,h/2Fn,h. Applying Proposition 3.6
one sees,
lim
m→∞,m<n
‖Fm,h−Fn,h‖∞ = lim
m→∞,m<n
‖(HS2m,n,h/2−I)Fn,h‖∞ ≤ limm→∞,m<n(h/2)
1/2‖Fn,h‖Q Tr(AπS2m,n)1/2.
By (89) and (90), (Fnh) is bounded in S(H
2, Q), and the last trace tends to 0 by Theorem 6.3 of Gohberg
Krein [14]. Therefore, Fn,h has a limit, denoted by Fh, in Cb(H
2). As in the first step, we may apply the
same arguments with Beals commutators of Ah and to differentials of Fh. Therefore Fh ∈ S(H2, Q) and
estimate (11) still holds true.
Step 3. Let us prove that OPweylh (Fh) = Ah. Using the partial heat operator defined in (31) and (43),
we see that, Hh/2 = H(E2n)⊥,h/2HE2n,h/2, and (87) proves
Hh/2Fnh = H(E2n)⊥,h/2σ
wick
h (Ah). (91)
For the left hand side, we have,
lim
n→∞
‖Hh/2(Fnh − Fh)‖∞ ≤ lim
n→∞
‖Fnh − Fh‖∞ = 0.
For the right hand side of (91), we remark, by Proposition 5.1, that σwickh (Ah) is in S(H
2, Q), and that,
by Proposition 3.6,
‖(H(E2n)⊥,h/2 − I)σwickh (Ah)‖∞ ≤ (h/2)1/2‖σwickh (Ah)‖QATr(Aπ(E2n)⊥)1/2.
The last trace goes to 0 in view of [14] (Theorem 6.3). Therefore, when n goes to infinity in (91), we
obtain Hh/2Fh = σ
wick
h (Ah). Since Fh ∈ S(H2, Q), we can define the Weyl operator Opweylh (Fh). By
(32), and by the previous equality, its Wick symbol is the same as the Wick symbol of Ah. Therefore
Opweylh (Fh) = Ah. Theorem 1.7 is thus proved.

6 Operators composition.
If (Ah) and (Bh) are two families in L(Q) one sees, for any vectors V1, . . . , Vm ∈ H2,
‖ad(LhV1) . . . ad(LhVm)(Ah ◦Bh)‖ ≤ 2mhm‖Ah‖L(Q) ‖Bh‖L(Q)
m∏
j=1
QA(Vj)
1/2, h ∈ (0, 1].
This may be read as,
‖(Ah ◦Bh)‖L(4Q) ≤ ‖Ah‖L(Q) ‖Bh‖L(Q). (92)
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Proof of Theorem 1.8.
Let (Fh) and (Gh) two families in S(H
2, QA). From (9), the families of operators Ah = Op
weyl
h (Fh) and
Bh = Op
weyl
h (Gh) are in L(Q). By (92) and by Theorem 1.7, there exists a family (Kh) in S(H2, 4Q)
satisfying (13) and (14). The proof of (15) is similar.

7 Applications in field theory.
7.1 Hilbert spaces.
In order to describe the free evolution of photons, without interaction, one uses a configuration Hilbert
space consisting of maps f ∈ L2(R3,R3) satisfying k · f(k) = 0 almost everywhere. The Hilbert space
Hph describing the quantized field, with no interaction, at a given time is the symmetrized Fock space
Fs(HC) associated with the above Hilbert space H . Thus, it also may be considered as an L2 space,
namely, L2(B, µB,h/2), where (i,H,B) is a Wiener space. The space H
2 is named phase space.
The Hilbert space describing the states of N non interacting fixed particles with 1/2 spin at a given time
is Hsp = (C2)⊗N .
For the whole system (the quantized field and the N particles in a constant magnetic field β), the Hilbert
space is the tensor product Hph ⊗Hsp.
7.2 Operators.
The Hamiltonian H(h) of the system is a selfadjoint operator in Hph ⊗Hsp which may be written as,
H(h) = Hph ⊗ I + hHint, (93)
where Hph is the photons Hamiltonian (operator in Hph). In the framework of Fock space it is defined
as Hph = hdΓ(M) where M : HC → HC is the multiplication by ω(k) = |k| and where dΓ associates
with operators in HC, selfadjoint unbounded operators in the Fock space Fs(HC) (see Reed-Simon [24],
Section X). By the isomorphism between the Fock space Fs(HC) and L2(B, µB,h/2), this also defines a
selfadjoint unbounded operator in L2(B, µB,h/2). With this operator, one may associate a Wick symbol
which is the following quadratic form defined on a dense subspace of H2,
Hph(q, p) =
1
2
∫
R3
|k|
[
|q(k)|2 + |p(k)|2
]
dk.
The interaction operator Hint is obtained through three operators Bj(x) j = 1, . . . , 3, x ∈ R3 which are
the components of the magnetic field. These operators are Weyl operators related to symbols which are
linear continuous forms on H2 written as,
Bj(x, q, p) = (q, p) ·Bjx, (94)
where Bjx belongs to H
2 and written as, when identifying H2 with the complexified HC,
Bjx(k) =
iχ(|k|)|k| 12
(2π)
3
2
e−i(k·x)
k ∧ ej
|k| , k ∈ R
3\{0}, (95)
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where χ ∈ S(R).
The operators Ej(x) are also associated, in a similar way, with a linear form on H
2 written as,
Ej(x, q, p) = (q, p) · JBjx, (96)
where J : H2 → H2 is the helicity operator defined by,
J(q, p)(k) =
(
k ∧ q(k)
|k| ,
k ∧ p(k)
|k|
)
, k ∈ R3 \ {0}. (97)
Let σj , j = 1, 2, 3, be the Pauli matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (98)
For λ ≤ N and m ≤ 3, we denote by σ[λ]m the operator in Hsp defined by,
σ[λ]m = I ⊗ · · ·σm · · · ⊗ I, (99)
where σm is located at λ
th position. Let β = (β1, β2, β3) be the external constant magnetic field. Let xλ,
λ = 1, . . . , N , be the position in R3 where are localized the fixed 1/2 spin particles. Then, the interaction
Hamiltonian is written as,
Hint =
N∑
λ=1
3∑
m=1
(βm +Bm(xλ))⊗ σ[λ]m . (100)
This operator Hint is initially defined on the space of stochastic extensions of polynomials functions with
values in Hsp.
Let us prove that it has a selfadjoint extension with the same domain as the free operator H0 = Hph⊗ I.
It is standard. It is known that if ϕ ∈ D(H1/2ph ) and any V ∈ H2 satisfying V (k)/
√
|k| ∈ H2, one has
with the notations above Definition 1.6,
‖Lh(V )ϕ|| ≤ C(|V/
√
|k||‖H1/2ph ϕ‖ + C|V |‖ϕ‖.
See [4] Lemma I.6. Consequently, for any ε > 0, there exists Cε > 0 (depending on V and h) satisfying,
‖Lh(V )ϕ‖ ≤ ε‖Hphϕ‖ + Cε‖ϕ‖, ϕ ∈ D(Hph).
Since the operators Bj(xλ) have this form, using that Bj,xλ defined in (95) belongs to H
2 after division
by |k|1/2, one has for φ ∈ D(H0) and ε > 0,
‖Hintφ‖ ≤ ε‖H0φ‖+ Cε‖φ‖.
Consequently, by Kato-Rellich Theorem, the operator H(h) defined in (93) and (100) has an extension as
a selfadjoint operator with domain D(H(h)) = D(H0) = D(Hph) ⊗Hsp. For any x ∈ R3, the operators
Bj(x) and Ej(x) j = 1, . . . , 3 are bounded from D(H(h)) to Hph ⊗Hsp.
7.3 Quadratic form on H2.
We define, for any t ∈ R, a quadratic form Qt on the phase spaceH2. This form involves the free evolution
of the magnetic field. In the Fock framework (see Reed-Simon Vol.II) one writes Hph = hdΓ(M), where
32
M is the multiplication by ω(k) = |k|, and consequently, ei thHph = Γ(χt) where χt is the multiplication
by eit|k| in HC. If one prefers not identifying H
2 with HC then χt is both unitary and symplectic in H
2
and is defined by,
χt(q, p) = (qt, pt),

qt(k) = cos(tω(k))q(k) + sin(tω(k))p(k)
pt(k) = − sin(tω(k))q(k) + cos(tω(k))p(k)
. (101)
Any operator of the form Uχ = Γ(χ) with χ : HC → HC being both C−linear and unitary, is written as
in (59). In other words, ei
t
hHph is a metaplectic operator (or a Bogoliubov transform) corresponding to
the unitary and symplectic map χt.
If F is a linear form on H2 one has as in (55), for any t ∈ R,
ei
t
hHphOpweylh (F )e
−i thHph = Opweylh (F ◦ χt). (102)
For any x ∈ R3 and t ∈ R, the operator describing the free evolution of the field, without interaction, is
Bfreej (x, t) = e
i thHphBj(x)e
−i thHph . (103)
From (101), (102) and (103), this operator is through the Weyl calculus associated with a symbol which
is a continuous linear form on H2 written as,
Bfreej (x, t, q, p) = (q, p) · Bjxt, (104)
where Bjxt is an element of H
2 ≃ HC given by,
Bjxt(k) =
iχ(|k|)|k| 12
(2π)
3
2
ei(t|k|−k·x)
k ∧ ej
|k| , k ∈ R
3\{0}. (105)
For t ∈ R, one may define a nonnegative quadratic form Qt on H2 by,
Qt(q, p) = 3N |t|
3∑
m=1
N∑
λ=1
∫ t
0
|Bfreem (xλ, s, q, p)|2ds. (106)
7.4 Statement of the results.
At first, we consider the operator,
U redh (t) =
[
ei
t
hHph ⊗ I
]
e−i
t
hH(h). (107)
It is proved in [3] that U redh (t) is associated through the Weyl calculus with a function U(t, ·, h) in the
class studied in [1], but to this end, one assumes that χ vanishes in a neighborhood of 0. Our goal is here
to drop this condition and to prove that U redh (t) is associated with a function U(t, ·, h) in S(H2, Qt).
Theorem 7.1. For any t ∈ R, the family U redh (t), h ∈ (0, 1] defined in (107) belongs to the class L(Qt)
(see Definition 1.6) with the quadratic form defined in (106), taking values in L(Hsp). Moreover,
‖U redh (t)‖L(Qt,L(Hsp)) = 1. (108)
There exists a function U(t, ·, h) in S(H2, Qt,L(Hsp)) satisfying,
U redh (t) = Op
weyl
h (U(t, ·, h). (109)
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Moreover, with the notations of Theorem 1.7,
‖U(t, ·, h)‖Qt ≤ D(BAt , qAt ,Khmax(1, ‖FAt‖BAt ,qAt ) , (FAt))1/2, (110)
where At satisfies Qt(X) = (AtX) ·X for all X in H2 and K is a universal constant. Let us observe that
At is a trace class operator.
We shall describe the time evolution of some observables, still in the framework of interaction between
N fixed spin 1/2 particles and the quantized field. These observables will be the three components of
the particles spin, the three components of the electric and magnetic fields at each point x ∈ R3. The
operators Em(x) being the components of the electric field are defined in Section 7.2. One sets, for λ ≤ N ,
S
[λ]
j (t, h) = e
i thH(h)(I ⊗ σ[λ]j )e−i
t
hH(h) (111)
and for x ∈ R3,
Bj(x, t, h) = e
i thH(h)(Bj(x) ⊗ I)e−i thH(h), (112)
Ej(x, t, h) = e
i thH(h)(Ej(x) ⊗ I)e−i thH(h). (113)
We will also use the free evolution of these observables (without interaction), i.e., Bfreej (x, t, h) defined
in (16) or in (103) and of Efreej (x, t, h) for the electric field.
The following theorem describes the full evolution of the fields and spin operators.
Theorem 7.2. For t ∈ R, x ∈ R3, λ ≤ N , 1 ≤ j ≤ 3, h ∈ (0, 1], the families of operators S[λ]j (t, h),
Bj(x, t, h)−Bfreej (x, t, h), Ej(x, t, h)−Efreej (x, t, h), belong to L(4Qt) (see Definition 1.6) with Qt being
the quadratic form defined in (106), with values in L(Hsp) . Their norms are satisfying,
‖S[λ]j (t, h)‖L(4Qt,L(Hsp)) = 1, (114)
‖Bj(x, t, h)− Bfreej (x, t, h)‖L(4Qt,L(Hsp)) ≤ hQt(FBjxt)1/2, (115)
‖Ej(x, t, h)− Efreej (x, t, h)‖L(4Qt,L(Hsp)) ≤ hQt(FJBjxt)1/2. (116)
For each x ∈ R3 and any t ∈ R, for every λ ≤ N and j ≤ 3, there exist functions S[λ]j (t, ·, h),
Bresj (x, t, ·, h), Eresj (x, t, ·, h) belonging to S(H2, 4Qt,L(Hsp)) satisfying,
S
[λ]
j (t, h) = Op
weyl
h (S
[λ]
j (t, ·, h)), (117)
Bj(x, t, h) = B
free
j (x, t, h) + hOp
weyl
h (B
res
j (x, t, ·, h)), (118)
Ej(x, t, h) = E
free
j (x, t, h) + hOp
weyl
h (E
res
j (x, t, ·, h)). (119)
Let N be the photon number operator defined in Fock spaces framework by N = dΓ(I) (see Reed-Simon
[24]). The operator N can also be view as an unbounded selfadjoint operator in L2(B, µB,h/2). The Wick
symbol of this operator is,
N(q, p) =
1
2h
(|q|2 + |p|2).
The next result is concerned by the photon number evolution, namely,
N(t, h) = ei
t
hH(h)(N ⊗ I)e−i thH(h). (120)
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Theorem 7.3. One has,
d
dt
N(t, h) =
N∑
λ=1
3∑
m=1
Xmλ(t) ◦ S[λ]m (t, h), (121)
where S
[λ]
m (t, h) is defined in (111) and where, with the notations of Definition 1.6,
Xmλ(t) = −Lh(χtBm,xλ)⊗ I + Ymλ(t), (122)
where Ymλ(t) ∈ S(H2, 4Qt,L(Hsp)) and satisfies,
‖Ymλ(t)‖L(4Qt,L(Hsp)) ≤ hQt(χtBm,xλ)1/2. (123)
There exists a family of functions Rm,λ,h,t belonging to S(4Qt,L(Hsp)) satisfying,
Ymλ(t) = hOp
weyl
h (Rm,λ,h,t). (124)
7.5 Proofs.
Proof of Theorem 7.1.
For V ∈ H2, let Lh(V ) be the operator introduced above Definition 1.6 and set L˜h(V ) = Lh(V )⊗ I. One
denotes by Hint the operator defined in (100) and by H
free
int (t) the corresponding free evolution operator
defined in (16). One notes that,
Hfreeint (t) =
N∑
λ=1
3∑
j=1
(βj +B
free
j (aλ, t)⊗ σ[λ]j . (125)
Differentiating (107), one observes that for any f ∈ D(H(h)),
d
dt
U redh (t)f = −iHfreeint (t)U redh (t)f.
Similarly to [3], one deduces that, for any V ∈ H2,
adL˜h(V )U
red
h (t) = i
−1
∫ t
0
Uh(t, s)[L˜h(V ), H
free
int (s)]Uh(s, 0)ds,
where we set Uh(t, s) = U
red
h (t)(U
red
h (s))
⋆. Indeed, both hand sides are solutions to the same differential
system, namely,
X ′(t) = −iHfreeint (t)X(t)− i[L˜h(V ), Hfreeint (t)]U redh (t),
with the same initial data X(0) = 0. Iterating, one proves, for any V1, . . . ,Vm in H
2,
adL˜h(V1) . . . adL˜h(Vm)U
red
h (t) = (−i)m
∑
ϕ∈Sm
∫
∆m(t)
U(t, sn)[L˜h(Vϕ(m)), H
free
int (sm)] . . . (126)
. . . U(sn, sm−1)[L˜h(Vϕ(m−1)), H
free
int (sn−1)] . . . U(s2, s1)[L˜h(Vϕ(1)), H
free
int (s1)]U(s1, 0)ds1 . . . dsm,
where Sm is the set of permutations ϕ of {1, . . . ,m} and where, for t > 0,
∆m(t) = {(s1, . . . , sm) ∈ Rn, 0 < s1 < · · · < sm < t}.
In view of (104), (105) and (125), one has for any V ∈ H2 and t ∈ R,
‖[L˜h(V ), Hfreeint (t)]‖ ≤ hNt(V ), Nt(V ) =
3∑
j=1
N∑
λ=1
|V ·Bj,aλ,t|, (127)
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where Bj,x,t is defined in (105). Since U(t, s) is unitary, from (126) and (127), one deduces
‖adL˜h(V1) . . . adL˜h(Vm)U redh (t)‖ ≤ hm
∑
ϕ∈Sm
∫
∆m(t)
Ns1(Vϕ(1)) . . . Nsm(Vϕ(m))ds1 . . . dsm
= hm
m∏
j=1
∫ t
0
Ns(Vj)ds ≤ hm
m∏
j=1
Qt(Vj)
1/2.
One then obtains the statement (108) of Theorem 7.1 and the second statement follows using Theorem
1.7.

Proof of Theorem 7.2.
The operator I ⊗ σ[λ]j commutes with Hph ⊗ I. Thus,
S
[λ]
j (t, h) = U
red
h (t)
⋆(I ⊗ σ[λ]j )U redh (t).
The point (114) is then obtained from Theorem 7.1 and inequality (92). For the magnetic field, one has
Bj(x, t, h) = U
red
h (t)
⋆(Bfreej (x, t)⊗ I)U redh (t), and consequently, since U redh (t) is a unitary map,
Bj(x, t, h)−Bfreej (x, t) ⊗ I = U redh (t))⋆ ◦ [Bfreej (x, t), U redh (t)].
With Definition 1.6 notations, one has Bfreej (x, t) = LhF , Bjxt where Bjxt belonging to H2 is written
in (105) when identifying H2 with HC. Since the family U
red
h (t) belongs to L(Qt,L(Hsp)), with norm 1,
the commutator [Bfreej (x, t), U
red
h (t)] is in this space and
‖[Bfreej (x, t), U redh (t)]‖L(Qt,L(Hsp)) ≤ hQt(FBjxt)1/2.
The statement (115) is obtained in view of estimate (92). For the electric field, the proof is the same.
The other statements follow from Theorem 1.7.

Proof of Theorem 7.3.
From (120) one sees,
N ′(t, h) =
i
h
e
it
hH(h)[H(h), N ⊗ I]e− ithH(h).
In the Fock spaces setting, N = dΓ(I) and Hph = hdΓ(M). Since the operators I and M commutes, we
have [Hph, N ] = 0. From (93) and (100),
N ′(t, h) = ie
it
hH(h)[Hint, N ⊗ I]e− ithH(h) =
N∑
λ=1
3∑
m=1
Xmλ(t) ◦ S[λ]m (t, h),
where S
[λ]
m (t, h) is defined in (111) and with
Xmλ(t) = ie
it
hH(h)([Bm(xλ), N ]⊗ I)e− ithH(h).
In view of (107),
Xmλ(t) = iU
red
h (t)
⋆
(
ei
t
hHph [Bm(xλ), N ]e
−i thHph ⊗ I
)
U redh (t).
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Using [24] (Theorem X.41) and [13] in the Fock space setting,
[Bm(xλ), N ] = iLhBm,xλ .
From the metaplectic covariance result (56), one gets,
ei
t
hHph(LhBm,xλ)e
−i thHph = Lh(χtBm,xλ).
Consequently,
Xmλ(t) = −U redh (t)⋆(Lh(χtBm,xλ)⊗ I)U redh (t).
Since U redh (t) is a unitary map, one deduces
Xmλ(t) = −Lh(χtBm,xλ)⊗ I + Ymλ(t), Ymλ(t) = −U redh (t)⋆ ◦ [Lh(χtBm,xλ)⊗ I, U redh (t)].
Knowing that U redh (t) belongs to L(Qt,L(Hsp)), with norm 1, the commutator in the above right hand
side is the same class and one sees that,
‖[Lh(χtBm,xλ)⊗ I, U redh (t)]‖L(Qt,L(Hsp)) ≤ hQt(χtBm,xλ)1/2.
From (92), the family Ymλ(t) belongs to L(4Qt,L(Hsp)) and
‖Ymλ(t)‖L(4Qt,L(Hsp)) ≤ hQt(χtBm,xλ)1/2.
The last statement in Theorem 7.3 comes from Theorem 1.7.

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