Abstract. For each n ∈ N, let Qn be a uniform rooted quadrangulation, endowed with an appropriate measure, of size n conditioned to have r(n) vertices in its root block. We prove that for a suitable function r(n), after rescaling graph distance by
Introduction
The scaling limit of large random planar maps has been a focal point of probability research in the recent decade. Le Gall [17] and Miermont [21] independently established that the Brownian map is the scaling limit of several important families of planar maps; Bettinelli, Jacob & Miermont [10] and Abraham [1] , respectively, proved that general and bipartite planar maps with a fixed number of edges converge to the Brownian map after rescaling; Addario-Berry & Albenque [3] and Addario-Berry & Wen [4] , respectively, showed that simple quadrangulations and 2-connected quadrangulations also rescale to the same limit object.
Curien & Le Gall [13] defined an infinite-volume version of the Brownian map, called the Brownian plane. It shares numerous similarities with the Brownian map, but additionally possesses the scaling invariance property.
In this paper, we show a convergence towards a pointed non-compact metric measure space S, obtained by identifying a random point of the Brownian map and the distinguished point of the Brownian plane; see Appendix A for details. This random geometry structure provides a probabilistic model of the so-called minimal neck baby universe in 2-dimensional quantum gravity; see Jain & Mathur [15] . Motivated by this notion, we call S the Brownian plane with minimal neck baby universe (minbus in the literature). We show that S is the limit of rescaled random quadrangulations conditioned on having an exceptionally large root block.
The result relies upon both the convergence of uniform quadrangulations towards the Brownian plane [13] , and the convergence of uniform 2-connected quadrangulations to the Brownian map [4] . The main steps of the proof are as follows. First, we show that the sizes of submaps pendant to the root block have an asymptotically stable distribution. Second, we deduce asymptotics for occupancy in a random allocation model with a varying ballsto-boxes ratio. Third, we establish a bound for the number of pendant submaps of the root block, which allows us to apply the occupancy bounds to uniformly control the sizes of pendant submaps. This entails us to show that the pendant submaps act as uniformly asymptotically negligible "decorations" which do not affect the scaling limit. Given a finite set G, the notation G ∈ u G means that G is chosen uniformly at random from G. We denote by d → and p → convergence in distribution and in probability, respectively. Convergence and asymptotics statements are for n → ∞, unless stated otherwise. When we say that a sequence (E n : n ∈ N) of events occurs with high probability, we mean that P (E n ) → 1. Write N = {1, 2, . . .} and N ≥0 = {0, 1, . . .}. Finally, write GH(P) short for Gromov-Hausdorff(-Prokhorov).
1.2.
Convergence in the Local GHP Topology. For the current subsection, a reference to Section A.1 for the definition of S may be helpful, though the intuition of S presented above should be sufficient for the comprehension of the following contents.
Since S contains the Brownian plane as a subspace, S is non-compact and the usual GH(P) topology is not suitable. We thus need the notion of local GHP topology, described below. See [3, 11, 17, 20, 21] for details on the GH(P) topology, [13, Section 1.2] and [11, Section 8.1] for the pointed and local GH topologies, and [5, Section 2.3] for the local GHP topology. We call a metric space (V, d) a length space if, for any x, y ∈ V , d(x, y) equals the infimum of the lengths of continuous curves connecting x and y; see [11, Chapter 2] . We call a metric space (V, d) boundedly compact if all closed balls of finite radius are compact. A pointed metric measure space is a quadruple (V, d, o, ν), where (V, d) is a metric space, o ∈ V is called the distinguished point, and ν is a Borel measure on (V, d). Given a pointed metric measure space V = (V, d, o, ν), for any r ≥ 0, let B r = B r (V) = {w ∈ V : d(w, o) ≤ r}, and write B r (V) = B r , d, o, ν Br ; we continue to use d to denote the metric restricted to a subspace. Informally, a sequence of pointed boundedly compact measure length spaces (V n : n ∈ N) converges to V in the local GHP topology if for any r ≥ 0, B r (V n ) converges to B r (V) in the pointed GHP topology.
A rooted graph (G, e) is not a length space, but we may approximate it by a pointed boundedly compact length space where the balls centred at the tail 2 of e in (G, e) and at the distinguished point in the approximating space are within GHP distance 1. More precisely, we view each edge of G as an isometric copy of the unit interval [0, 1]. When we say that graphs converge in the pointed or local GHP topology, that is for their approximating spaces. Abusing notation, we continue to write G for the resulting length space, and let d G be the intrinsic metric.
Let µ G = v∈v(G) δ v be the counting measure on v(G).
Theorem 1.1. Let r : N → N be such that r(n) > (ln n) 25 for all n and r(n) = o(n) as n → ∞. Then for Q n ∈ u Q n,r(n) , writing k n = 40·r(n) 21
, we have
in distribution for the local Gromov-Hausdorff-Prokhorov topology.
The assumption r(n) > (ln n) 25 is necessary due to (5.3) but it is not optimal, while the assumption r(n) = o(n) allows us to obtain a non-compact metric space in the limit.
By assigning 0 mass to components of R + (Q n ) − v(R(Q n )), we obtain a similar result.
The proof of Theorem 1.2 is similar to but simpler than that of Theorem 1.1, so we only provide a proof outline for Theorem 1.1.
In the remainder of the paper, let r : N → N be such that r(n) > (ln n) 25 for all n and
1.3. Proof Outline for Theorem 1.1. Write P for the pointed measured Brownian plane and m ∞ for the pointed measured Brownian map, both endowed with uniform measures; see the appendix for precise definitions. In this subsection, for all n ∈ N, let Q n ∈ u Q n,r(n) . It is easily seen that R n := R(Q n ) is a uniform 2-connected quadrangulation with r(n) vertices. Then by [4, Theorem 1.1],
To establish an analogous convergence result for R + n , we show that components of R + n − v(R n ) are uniformly asymptotically negligible. This is accomplished in two main steps. First, Proposition 3.2 and Corollary 5.2 prove that each component is small in size. Then, using the quartic relation between size and diameter, Corollary 5.4 shows that the diameters of these components have order o(r(n) 1/4 ) with high probability, proving their negligibility in terms of metric structure. Secondly, Lemmas 6.3 and 6.4 show that these components do not concentrate on a small region, proving their negligibility in terms of measure structure. Then it follows that
for the pointed GHP topology, as shown in Proposition 6.2.
On the other hand, we prove that L n := L(Q n ) has Ω n (ln n) 2 vertices with high probability, shown in Proposition 3.1 and Corollary 5.1. Note that conditioned on its size, L n is a uniform quadrangulation. Then it follows from [13, Theorem 2] that
for the local GHP topology. The convergence in [13] is stated for the local GH topology, but a slight extension in fact yields the above formulation, as shown in Proposition B.1. By (1.1) and (1.2) we easily obtain the joint convergence
for the local GHP topology, where m ∞ and P are independent, as explained in Lemma 7.2. Finally, we view Q n as a space obtained by gluing R + n to L n at the point ρ Qn , and analogously view S as m ∞ glued to P. Lemma 7.1 shows that local GHP convergence is preserved by such a gluing operation. Theorem 1.1 then follows easily from (1.3).
1.4. Organization of the Paper. We associate quadrangulations to a balls-in-boxes model and describe an asymptotically stable distribution for sizes of pendant submaps in Section 2, followed by deriving occupancy in a random allocation model in Section 3. In Section 4, we deduce a bound for the number of pendant submaps of the root block, with size and diameter bounds for the submaps derived in Section 5. Then we establish (1.1) in Section 6, and complete the proofs of the theorems in Section 7. In Appendix A, we present definitions for the Brownian plane, with and without minbus (i.e. the Brownian map attachment). Finally, in Appendix B, we extend the convergence result of [13] to the local GHP topology, following an overview of the scaled Brownian map.
1.5. Acknowledgement. I thank Louigi Addario-Berry for suggesting this problem and for advice on improving the proofs. I also thank the referees for careful proofreading and for helpful, minor comments.
Asymptotically Stable Distribution
Fix n, r, N ∈ N with 1 ≤ N ≤ n − r, and let
where F(Q) denotes the set of faces enclosed by the facial 2-cycles in the pre-root-block of Q. Now, fix Q ∈ Q n,r,N . Recall that (P i (Q) : 1 ≤ i ≤ N ) lists the non-singleton submaps lying in F(Q). When Q is random, we are able to recast the behaviour of (|v(P i (Q))| : 1 ≤ i ≤ N ) as a balls-in-boxes allocation problem with unlabelled balls (corresponding to the vertices of the submaps) and labelled boxes (corresponding to the faces enclosed by the facial 2-cycles). With this allocation viewpoint, this section shows that the sizes of these submaps follow an asymptotically stable distribution. 
the allocation associated with Q. Conversely, for a given allocation (y i : 1 ≤ i ≤ N ) ∈ B n−r,N , there are multiple rooted quadrangulations Q ′ ∈ Q n,r,N such that |v(P i (Q ′ ))| − 1 = y i for each 1 ≤ i ≤ N . We call these the quadrangulations associated with (y i : 1 ≤ i ≤ N ) ∈ B n−r,N . The number of such quadrangulations Q ′ is given in Lemma 2.2.
Furthermore, we use that there exists ψ : N → R with ψ(x) → 0 as x → ∞ and with ψ(x) > −1 for all x ∈ N such that for all integer k ≥ 2,
see [4, Proposition 3.1] or [7] . (There are
rooted maps with k edges, so by Tutte's bijection and Euler's formula there are
rooted quadrangulations with k faces, or with k + 2 vertices, as k → ∞.) Now, for all k ∈ N, let
is a probability distribution, we may associate it with a random variable ξ such that
Fix n, r, N ∈ N with 1 ≤ N ≤ n − r and r > 1, and let (y i :
For any y = (y i : 1 ≤ i ≤ N ) ∈ B n−r,N , let Λ y n,r,N be the number of quadrangulations Q in Q n,r,N associated with y such that Y i (Q) = y i for 1 ≤ i ≤ N . We start by deriving a formula for Λ y n,r,N in Lemma 2.2 before proving Proposition 2.1. For cleanness of presentation, we do not consider the case r = 1 where the root block is an edge. Recall that R r is the set of rooted 2-connected quadrangulations of r vertices.
Lemma 2.2. Fix n, r, N ∈ N with 1 ≤ N ≤ n − r and r > 1. Then for y = (y i :
To build a quadrangulation Q ∈ Q n,r,N associated with the allocation y = (y i : 1 ≤ i ≤ N ) ∈ B n−r,N , proceed as follows.
(1) Let R ∈ R r . Endow each edge of R with an orientation so that the tail precedes the head in breadth-first order. List the resulting oriented edges as (e i : 1 ≤ i ≤ |e(R)|) in the increasing order of ≺ R . Let e 0 be a copy of e 1 lying to the left of e 1 , using which we can locate the root edge among multiple edges; see [ 
. Furthermore, given any Q ∈ Q n,r,N associated with y, we have
, for some normalizing constant Z > 0. Finally, recalling the definition
The proposition follows immediately by comparing these two probabilities.
Random Allocation with Varying Balls-to-Boxes Ratio
Recall from Section 1.3 that r : N → N is a function with r(n) > (ln n) 25 for all n and r(n) = o(n). In the remainder of the paper, for each n ∈ N write m(n) = n − r(n), and let N : N → N be such that 1 ≤ N (n) ≤ m(n). N (n) corresponds to the number of facial 2-cycles in the pre-root-block of a random quadrangulation with n vertices. Also recall from Section 2 that for k ∈ N, P (ξ = k) = p(k) where p(k) is given in (2.4), and
. . are independent copies of ξ. This section aims to describe the law of (ξ i :
As discussed at the start of last section, this is a random allocation problem, with m(n) unlabelled balls and N (n) labelled boxes in total, viewing ξ i as the number of balls in the i:th box. There are many established results for balls-in-boxes models where the number of balls is proportional to the number of boxes; see the survey by Janson [16] . However, here we need to allow the balls-to-boxes ratio m(n) N (n) to tend to infinity, so a variant of the established work is needed. We accomplish this in Propositions 3.1 and 3.2, extending the result of [16, Theorem 19 .34]. These bounds can be applied to a uniform quadrangulation in Q n,r(n),N (n) , by using Proposition 2.1. Some analysis in this section is related to a so-called one-jump principle for random walks; see, for example, [6, Section
Before proving Propositions 3.1 and 3.2, we state an immediate application to quadrangulations, below. Recall the definitions of Q n,r,k from (2.1) and Y i (·) from (2.2).
The first two equalities follow immediately from Propositions 2.1, 3.1, and 3.2. For the last assertion, simply note that for Q n ∈ u Q n,r(n),N (n) ,
Corollary 3.3 gives size-bounds for the largest and second largest submaps pendant to the root block of a uniform quadrangulation in Q n,r(n),N (n) . In the next section, we deduce a bound on the number of facial 2-cycles in the pre-root-block of a uniform quadrangulation in Q n,r(n) , which entails us to apply the bounds of Corollary 3.3 to the latter setting. Now we turn to establishing Propositions 3.1 and 3.2, starting with two lemmas related to sums of asymptotically stable distributions.
For
Proof. Since (ξ k i : i ∈ N) are iid, for x > 0 and s > 0, by Chernorff inequality,
where E e sξ k (2.4) yields that there exists c > 0, not depending on k, such that for all t ≥ 1, P (ξ = t) ≤ ct −5/2 . It is easily seen that, if st ≤ 1, we have e st − 1 − st ≤ s 2 t 2 , and so . For 1 ≤ i ≤ N , let
..,i−1,i+1,...,N ξ j . So the events E 1 , . . . , E N are disjoint. It follows by symmetry and independence that P (S N = m) ≥ N P (E N ), which is lower bounded by
So with c = inf
, and for ℓ ≥
. Altogether,
Since ξ is in the domain of attraction of a Proof of Proposition 3.1. First, fix k ∈ N, and recall that
, by symmetry and independence it is easily seen that
Then by Lemma 3.5, there exists δ = δ(λ) > 0 such that for all n large enough we have
, so Bayes formula now gives
It thus remains to consider the case N (n) ≥ (ln n) 2 :
Proof of Proposition 3.2. By symmetry and independence,
. Furthermore, since ξ is in the domain of attraction of a 3 2 -stable random variable, we have P ξ > r(n) 5/6 = O r(n)
. Together with Lemma 3.5,
The Number of Facial 2-Cycles in the Pre-Root-Block
This section shows that for Q n ∈ u Q n,r with appropriate r, we have |F(Q n )| < 3r with high probability, recalling that |F(Q n )| is the number of facial 2-cycles in the pre-rootblock of Q n . Together with the assumptions that r(n) > (ln n) 25 and r(n) = o(n), this verifies that the conditions in Corollary 3.3 hold with high probability, paving the way to proving condensation phenomena for Q n in Section 5. Recall that ν = E [ξ]. For sufficiently large integers r and n with (n − r)λ ≥ 2νr, given Q n ∈ u Q n,r , we have
We start by deriving a lemma about |Q n,r,k |, recalling the definition of Q n,r,k from (2.1).
Lemma 4.2. Fix n, r, k ∈ N with 1 < r < n and 2r − 4 ≤ k ≤ n − r. Then
Proof. First, let M (z) be the generating function of rooted quadrangulations with z marking the number of faces (i.e. the number of vertices minus two). That is, M (z) = 
for ℓ ∈ N, and we take |Q 2 | = 1 since we view a single edge as a quadrangulation. Thus,
and so w := ∞ ℓ=1
, recalling the distribution of ξ from (2.4). Together with (2.3), it follows that and ξ 1 , . . . , ξ k are iid. Moreover, by summing over sequences of (y 1 , . . . , y k ) ∈ B n−r,k with
Combining these equalities, we obtain |Q n,r,k | = |R r | 2r−4+k k
k 12 n−r .
Finally, note that for a ∈ N, (2r−4)δ . It follows that, for Q n ∈ u Q n,r , P (|F(Q n )| ≥ 3r) ≤ 3r≤k≤n−r |Qn,r,k| |Q n,r,2r−4 | ≤ 9 5δ 4 9 r n 5/2 .
Condensation in Quadrangulation Conditioned on Root Block Size
In this section, we show that for Q n ∈ u Q n,r(n) , with high probability, there is condensation in Q n (see [2] for an overview of condensation in random maps), and the root block R(Q n ) does not separate two large submaps; see Corollaries 5.1 and 5.2. The corollaries are immediate consequences of Proposition 4.1, (3.1), and (3.2) . Their proofs are similar, so we only present the latter one.
Recall from (2.2) that (Y i (Q n ) + 1 : 1 ≤ i ≤ |F(Q n )|) are the sizes of submaps pendant to R(Q n ), and write them as
Proof. Fix Q n ∈ u Q n,r(n) . We have
Recalling that r(n) > (ln n) 25 for all n and r(n) = o(n), Proposition 4.1 yields that
Next, for Q n ∈ u Q n,r(n) , we derive a tail bound for the maximal diameter of non-largest submap pendant to the root block. The derivation relies on [12, Proposition 4]. [12] ). Fix n ∈ N and let Q n ∈ u Q n . There exist positive constants x 0 , c 1 , and c 2 such that for all x ≥ x 0 , P diam (Q n ) > xn 1/4 ≤ c 1 e −c 2 x .
Combining Corollary 5.2 and Proposition 5.3, we obtain the following corollary easily. Given Q ∈ Q, recall that (P i (Q) : 1 ≤ i ≤ |F(Q)|) is the sequence of submaps pendant to R(Q). Write them in the decreasing order of size as (P (i) (Q) : 1 ≤ i ≤ |F(Q)|).
. By Proposition 5.3, there exist positive constants x 0 , c 1 , and c 2 such that for all x ≥ x 0 , and for all 1 ≤ i ≤ n − r(n),
Now, fix x > 0. We have
By Corollary 5.2, P Y (2) (Q n ) > r(n) 5/6 = o(1). Next, by a union bound, it follows that
For sufficiently large n and for 1 ≤ k ≤ r(n) 5/6 , we have xr(n) 1/4 k −1/4 ≥ xr(n) 1/24 ≥ x 0 , then (5.1) yields that, for 1 ≤ i ≤ n − r(n),
2) then leads to
By the assumption that r(n) > (ln n) 25 , we have
completing the proof.
Uniformly Asymptotically Negligible Attachments
Fix Q n ∈ u Q n . Recall from Section 1.
In what follows, Propositions 6.1 and 6.2 show that R + (Q n ) and R(Q n ) have the same scaling limit, when respectively endowed with the measures in Theorem 1.2 and 1.1. With the measure of Theorem 1.2, no mass is assigned to the components of R + (Q n ) − v(R(Q n )), so the convergence in Proposition 6.1 is easier to establish than that in Proposition 6.2.
Recall the definition of pointed metric measure space from Section 1.2. The pointed GHP distance between pointed metric measure spaces V = (V, d, v, µ) and
where the infimum is taken over all metric space (Z, δ) and isometries φ, φ ′ from (V, d) and (W, d ′ ) to (Z, δ), and δ H , δ P denote Hausdorff and Prokhorov distances.
Given a graph G, we often write d G for the graph distance on any induced subgraph of G, and for the intrinsic metric in its approximating boundedly compact length space.
Recall that k n = 40·r(n) 21
for n ∈ N.
O n for the set of components of R + (Q n ) − v(R(Q n )). Since R n and R + n are equipped with the same measure, it follows from the definition of d
Proposition 6.2. Given Q n ∈ u Q n,r(n) , for the pointed GHP topology,
We devote the rest of this section to proving Proposition 6.2. We proceed in the following two steps to show that given Q n ∈ u Q n,r(n) , with high probability there are no w ∈ v(R(Q n )) to which an overly large mass of pendant submaps attach. First, in Lemma 6.3 we prove a tail bound for the maximum degree in a uniform rooted 2-connected quadrangulation. Secondly, we prove that with high probability no edge of R(Q n ) is subdivided many times in Q n , as shown in Lemma 6.4.
Given a graph G, for u ∈ v(G), write deg G (u) for the degree of u in G. Recall that R r denotes the set of rooted 2-connected quadrangulations with r vertices. Lemma 6.3. Fix x ∈ N. For any ε > 1/2 there exists B > 0 such that for all r ∈ N, given R r ∈ u R r , P max u∈v(Rr) deg Rr (u) = x ≤ Bε x r 5/3 .
Proof. This straightforward proof is a slight modification of the proof for [4, Lemma 7.2]. First, for any ε > 1/2 there exists c > 0 such that for all n ∈ N, given Q n ∈ u Q n ,
see [9, Theorem 2.1 (a)]. Now, fix r ∈ N and write n = ⌊15r/7⌋. Let R r ∈ u R r and Q n ∈ u Q n . Next, let R ′ (Q n ) be the largest block of Q n , rooted at its ≺ Qn -minimal edge; if there are multiple blocks of size |v(R ′ (Q n ))|, then among these blocks we choose R ′ (Q n ) to be the one whose root edge is ≺ Qn -minimal. Given that |v(R ′ (Q n ))| = r, R ′ (Q n ) has the same law as R r . So
Note that n = ⌊15r/7⌋. By [4, Proposition 4.3] , there thus exists c ′ > 0 such that P (|v(R ′ (Q n ))| = r) ≥ c ′ r −2/3 . Together with (6.2), it follows that for all n ∈ N, P max
Fix Q n ∈ Q n,r(n) for now. List the edges of R(Q n ) as e 1 , . . . , e 2r(n)−4 in ≺ Qn -order. Create an extra copy e 0 of e 1 as in the decomposition described in the proof of Lemma 2.2. For i = 0, . . . , 2r(n) − 4, write ℓ i (Q n ) for the number of copies of e i in Q n minus one, that is, ℓ i (Q n ) is the number of facial 2-cycles resulting from the split of e i .
Proof. For n ∈ N let Q n ∈ u Q n,r(n) . Note that j+b−1 is increasing in j, it follows that for integer j ≤ k,
. Moreover, it follows from Proposition 4.1 that P (|F(Q n )| ≥ 3r(n)) = O (4/9) r(n) n 5/2 . Recalling that r(n) > (ln n) 25 , it follows that
Finally, by a union bound,
The next two facts provide deterministic bounds on the pointed GHP distance. Versions of these facts which apply to the non-pointed GHP distance appear in [4, Facts 6.3 and 6.4], and we omit their proofs. . Let W ⊂ V be finite with o ∈ W so that there exists ε > 0 with V = {u ∈ V : d(u, W ) ≤ ε}. Let {P w : w ∈ W } be such that w∈W P w = V , that µ(P w ∩ P w ′ ) = 0 for w = w ′ , and that P w ⊂ {u ∈ V : d(u, w) ≤ ε} for all w ∈ W . Define a measure ν on W by setting ν(w) = µ(P w ) for any w ∈ W , and let
The final ingredient for proving Proposition 6.2 is an asymptotic bound on the Prokhorov distance between the uniform measure on the vertices of a graph and a certain exchangeable perturbation of this measure. This is a reprise of [4, Lemma 5.3, Corollaries 6.1 and 6.2]. We start by introducing notations.
In the sequel, for n = (n 1 , . . . , n n ) ∈ R n and p > 0, write |n| p = ( n i=1 n p i ) 1/p . Now, fix n ∈ N, and let n = (n 1 , . . . , n n ) be a vector of non-negative real numbers with |n| 1 > 0. Fix a rooted graph G ∈ G n , and list the vertices as v 1 , . . . , v n in the < G -order. Then define a measure on v(G) by setting, for V ⊂ v(G), µ n G (V ) = {i:v i ∈V } n i . In words, we view n i as the total mass of pendant submaps attached to v i , and µ n G as the measure assigning each vertex v i a mass of n i . Recall that µ G = v∈v(G) δ v is the counting measure.
3
Lemma 6.7. For r ∈ N, let n = (n 1 , . . . , n r ) be an exchangeable random vector of nonnegative real numbers, and let R r ∈ u R r . If |n| 1 → ∞ and
Proof. Fix r ∈ N, and write R = R r , for readability. List the vertices of R as v 1 , . . . , v r in the < R -order. It suffices to show that, for any V ⊂ v(R) and for any t > 0, [19, 3 Notice the different notations from [4] , where the measures are defined with renormalization.
Theorem 2.5]),
Proof of Proposition 6.2. Fix Q n ∈ u Q n,r(n) . Write d n for the distance on any induced submap of Q n , let R + n = R + (Q n ) and R n = R(Q n ). Root R n at the ≺ Qn -minimal edge, and write the resulting rooted map as R n . Then list the vertices of R n as v 1 , . . . , v r(n) in the < Rn -order, noting that |v(R n )| = r(n). Let O n be the set of components of
It follows from Fact 6.
. By Corollary 5.4 and by the fact that k n = Θ(r(n) 1/4 ),
Furthermore, we claim that
with 1 − o(1) probability; this claim is proven in the end of this proof. Note that |n| 1 = v∈v(Rn ) |C v | > r(n), and that r(n) → ∞ with n. Then (6.5) leads to
= o(1) with 1 − o(1) probability. This verifies the assumptions of Lemma 6.7. It follows from Lemma 6.7 that
Note that R n and R n have the same metric structure but with different measures, and that |v(R + n )| = |n| 1 . Then by Fact 6.5,
As noted in Section 1. 
with 1 − o(1) probability. Moreover, it follows from Lemma 6.3 that P max v∈v(Rn ) deg Rn (v) ≥ 3 ln r(n) = O e −3 ln r(n) r(n) 5/3 = O(r(n) −1 ). Finally, by Lemma 6.4, max 0≤i≤2r(n)−4 ℓ i (Q n ) ≤ 5 ln r(n) with 1 − o(1) probability. Together with the previous bounds, max
with 1 − o(1) probability, establishing (6.5).
Proofs of the Main Theorems
Given pointed metric measure spaces X = (X, d, x, µ) and Y = (Y, d ′ , y, µ ′ ), let Z = (X \ {x}) ∪ Y , and define a distance δ on Z by setting, for p, q ∈ Z,
Then define a measure ν on the Borel sets of (Z, δ) by setting δ, y, ν) . In words, Z(X, Y) is the pointed metric measure space obtained from X and Y by identifying the distinguished points of X and Y.
Recall that given a pointed metric measure space
. By assumption, the right hand side tends to 0.
As discussed in Section 1.2, all graphs are endowed with edge lengths and viewed as length spaces. Recall that k n = 40·r(n) 21
, and the following notations from Sections 1.1 and 1.3: given Q ∈ Q n , L = P (1) (Q) is the largest submap pendant to R(Q),
The following lemma relies on Proposition B.1.
for the local GHP topology, where m ∞ and P are independent.
Proof. By Proposition 6.2, R + (Q n ) d → m ∞ for the pointed GHP topology, and it is easily seen that the convergence also holds for the local GHP topology. Moreover, we show in Proposition B.1 that L(Q n ) d → P for the local GHP topology. Finally, the independence between m ∞ and P follows from the conditional independence of R + (Q n ) \ {ρ Qn } and P (1) (Q n ) given their sizes.
Proof of Theorem 1.1. It follows from Lemma 7.2 and the Skorokhod representation theorem that there exists a probability space where
surely. Lemma 7.1 then yields that in this space we have Z R + (Q n ), L(Q n ) → Z (m ∞ , P) almost surely, which implies convergence in distribution. It is easily seen that
In the above, (µ R + (Qn) − δ ρ Qn ) can be replaced by µ R + (Qn) without affecting the convergence in distribution since |v(R + (Q n ))| → ∞. Finally, from the definitions of S and P given in Appendix A, and the definition of m ∞ in Appendix B, we have Z (m ∞ , P) d = S. Briefly: the equivalence of metric structure is clear, and the measure of S, defined as
, is equal to the measure of Z (m ∞ , P), since the point in m ∞ which is glued to the distinguished point of P has measure 0 almost surely. Theorem 1.2 follows from Proposition 6.1 in the same way as Theorem 1.1 follows from Proposition 6.2, so we omit the proof.
Appendix A. The Brownian Plane, with and without Minbus
In the remaining paper, for s, t ∈ R, we write s ∧ t = min{s, t} and s ∨ t = max{s, t}.
A.1. The Brownian Plane with Minbus. The Brownian plane with minbus, S, is the quotient space obtained from gluing the root of the Brownian plane to a random point of the Brownian map. We present a construction of S in this subsection, partly because it explicitly describes the infinite measure of S. Next, let R = (R t ) t≥0 and R ′ = (R ′ t ) t≥0 be two independent 3-dimensional Bessel processes started from 0, independent of e. Define R = (R t ) t∈R by setting
and define a process Z = (Z t ) t∈R such that, conditioned on R, Z is the centred Gaussian process with covariance
Let X = (X t ) t∈R be a concatenation ofē and R by setting
For any s, t ∈ R, define
Now, we define a random pseudo-metric d X on R 2 by setting, for any s, t ∈ R, d X (s, t) = X s + X t − 2 inf r∈ st X r . Write s ∼ X t if d X (s, t) = 0, and let T = R/ ∼ X . Informally, we may view T as obtained from gluing the root of Aldous' CRT at the root of infinite Brownian tree. It is easily seen that Write p : R → T for the canonical projection, then we extend the definition of D • to T × T by setting, for any a,
with the infimum taken over all choices of k ∈ N and of the finite sequence a 0 = a, a 1 , . . . , a k = b ∈ T . It follows that D is a pseudo-metric on T . Write S = T /{D = 0}, and let ρ ∈ S be the equivalence class of p(0). Let π be the canonical projection from T to S, and we continue to use D to denote the push-forward of D by π × π to S. Finally, write Leb I for the Lebesgue measure over interval I ⊂ R, and let µ = (π • p) * Leb R . The pointed measured Brownian plane with minbus is the pointed metric measure space S := (S, D, ρ, µ).
A.2. The Brownian Plane. We quickly go over the definition of the Brownian plane from [13] , referring the reader to that work for a full exposition.
Let R and R ′ be two independent 3-dimensional Bessel processes started from 0, and define R as in (A.1). Define a random pseudo-metric d R on R 2 by setting, for any s, t ∈ R, Write P = T /{D ∞ = 0}. Let p ∞ : R → T ∞ and π ∞ : T ∞ → P be the canonical projections. Let ρ ∞ ∈ P be the equivalence class of p ∞ (0). Finally, let µ ∞ = (π ∞ • p ∞ ) * Leb R . Then write P = (P, D ∞ , ρ ∞ , µ ∞ ) for the pointed measured Brownian plane.
Appendix B. Convergence to the Brownian Plane for the Local GHP Topology
In this section, we establish the convergence towards the Brownian plane in the GHP topology, extending the result of [13] for the GH topology. B.1. Scaled Brownian Map. We elaborate a bit on the definition of the scaled Brownian map [13] , to make this article more self-contained, but follow the notation of that paper.
Fix λ > 0 in this subsection, and let e λ = (e λ t ) t∈[0,λ 4 ] be a Brownian excursion of lifetime λ 4 . Write T (λ) for the scaled Brownian CRT indexed by e λ , and let p (λ) : [0, λ 4 ] → T (λ) be the canonical projection, sending x ∈ [0, λ 4 ] to its equivalence class in T (λ) . Conditionally given e λ , let Z λ = (Z λ t ) 0≤t≤λ 4 be the centred Gaussian process with covariance
, where the infimum is over all choices of p ∈ N and of the finite sequence a 0 = a, a 1 , . . . , a p = b in T (λ) . It follows that D * λ is a pseudo-metric on T (λ) . Write Y λ = T (λ) /{D * λ = 0}, and let ρ λ ∈ Y λ be the equivalence class in Y λ of p (λ) (0). Let π λ be the canonical projection from T (λ) to Y λ , and we continue to use D * λ to denote the push-forward of
[13, Proposition 4] defines an event on which, λ·m ∞ and P have the same local metric structure. In Proposition B.1 below, we show that on this event, λ · m ∞ and P also have the same local structure with their endowed measures. The purpose of the current subsection is to describe this event.
Fix A > 1, α > 0 and λ > (2α) 1/4 . Let e λ be a copy of Brownian excursion of lifetime λ 4 , and let R = (R, R ′ ) be copies of independent 3-dimensional Bessel processes. Next, let Z and Z λ be centred Gaussian processes with covariances, respectively, given in (A.2) and (B.1). Furthermore, for every x ≥ 0, let γ ∞ (x) = sup{t ≥ 0 : R t = x}. Now define
As in the proof of [13, Proposition 4] , on E λ we have
be the intersection of E λ with the following events: 9 · µ Q , where u is the tail of the root edge e. Proposition B.1. Let (k n ∈ R + : n ∈ N) be such that k n → ∞ and k n = o(n 1/4 ). Then for Q n ∈ u Q n , k −1 n · Q n d → P for the local GHP topology.
Recall that given a pointed metric measure space V = (V, d, o, ν), writing B r = B r (V), B r (V) = (B r , d, o), and B r (V) = B r , d, o, ν Br , where ν Br denotes the measure ν restricted to B r . It suffices to show that, given Q n ∈ u Q n , for any r ≥ 0,
for the pointed GHP topology. We will show the convergence for r = 1, for ease of notation, and the argument for r = 1 follows similarly.
Proof of Proposition B.1. This proof is a slight extension of that for [13, Theorem 1.2]. Fix ε > 0. It follows immediately from [13, Proposition 3] and the proof of [13, Proposition 4] that there exist A > 1, α > 0, and λ 0 > (2α) 1/4 such that for all λ ≥ λ 0 , we can construct copies of e λ , R, R ′ , Z λ , Z, λ·m ∞ , and P on a common probability space in such a way that, with probability at least 1 − ε, the event F λ = F A,α,λ (e λ , R, R ′ , Z λ , Z) holds. As shown in [13, Proposition 4] , on the event F λ , it holds that B 1 (λ · m ∞ ) = B 1 (P).
On the other hand, by [13, Proposition 9] , there exists α 0 = α 0 (ε) > 0 such that, for every sufficiently large integers m and n with n > m, we can construct Q n ∈ u Q n and Q m ∈ u Q m on a common probability space in such a way that the equality B α 0 m 1/4 (Q n ) = B α 0 m 1/4 (Q m ) holds with probability at least 1 − ε.
Without loss of generality, we assume that α 0 < 1 2λ 0 and k n ≤ α 0 ⌊n 1/4 ⌋ for all n ∈ N.
Write λ = α −1 0 8 9 1/4 , and note that λ > λ 0 . For n ∈ N, let m n = ⌈α −1 0 k n ⌉ 4 . Since m n tends to infinity with n, it follows that for large enough n, we may couple Q n and Q mn such that the equality B 1 (k −1 n · Q n ) = B 1 (k −1 n · Q mn ) holds with probability at least 1 − ε. Since ν Qn and ν Qm n both are counting measures, it follows from the previous equality that, with probability at least 1 − ε, ν Qn B 1 (k
In the remainder of the proof, let T = λ 4 . For every x ∈ [0, e λ T /2 ], set γ λ (x) = sup t ≤ T /2 : e λ t = x and η λ (x) = inf t ≥ T /2 : e λ t = x . By [13, Lemma 5] , on the event F λ , if D * λ (ρ λ , p (λ) (t)) ≤ 1 then t ∈ [0, γ λ (A)) ∪ (η λ (A), T ]. From the proof of [13, Proposition 4], we also know that γ λ (A) < α and T − η λ (A) < α. Recalling the definition of F λ from Section B.2, it follows that on F λ , we simultaneously have e λ t = R t , Z λ t = Z t , ∀t ∈ [0, γ λ (A)], and e λ t = R ′ T −t , Z λ t = Z t−T , ∀t ∈ [η λ (A), T ]. This implies that on [13, 21] , the convergence is only stated for the GH topology, but the proof in fact yields the above formulation. This is also stated explicitly in [3, Theorem 4.1].) So, for the pointed GHP topology,
Finally, it follows that we may simultaneously couple Q n , Q mn , λ · m ∞ , and P so that with probability at least 1 − 2ε we have both B 1 (k −1 n · Q n ) = B 1 (k −1 n · Q mn ) and B 1 (λ · m ∞ ) = B 1 (P). Write K ⋆ for the set of isometry-equivalence classes of pointed compact metric measure spaces. In a space where such a coupling holds, for any bounded continuous function F : K ⋆ → R, we have E F (B 1 (k −1 n · Q n )) − F (B 1 (P)) ≤ E F (B 1 (k −1 n · Q n )) − F (B 1 (k −1 n · Q mn )) + E F (B 1 (k −1 n · Q mn )) − F (B 1 (λ · m ∞ )) + |E [F (B 1 (λ · m ∞ )) − F (B 1 (P))]|. Writing F = sup x∈K ⋆ F (x), the first and the third terms on the right of the inequality are each less than 2ε F . The second term tends to 0 with n, by (B.3). Therefore, lim sup n→∞ E F (B 1 (k −1 n · Q n )) − E [F (B 1 (P))] < 4ε F . Since ε was arbitrary, it follows that E F (B 1 (k −1 n · Q n )) → E [F (B 1 (P))], so
→ B 1 (P) for the pointed GHP topology by the Portmanteau theorem. As noted above, the case r = 1 of (B.2) follows by a similar argument.
