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Abstract— Solving optimal power flow (OPF) problems for
large distribution networks incurs high computational complex-
ity. We consider a large multi-phase distribution network of tree
topology with a deep penetration of active devices. We divide
the network into collaborating areas featuring subtree topology
and subareas featuring subsubtree topology. We design a multi-
level implementation of the primal-dual gradient algorithm to
solve the voltage regulation OPF problems while preserving
nodal voltage information and topological information within
areas and subareas. Numerical results on a 4,521-node system
verify that the proposed algorithm can significantly improve the
computational speed without compromising any optimality.
I. INTRODUCTION
As the renewable energy generation and smart electricity
devices deepen their penetration in power systems, the modem
distribution networks are becoming increasingly active. This
trend not only suggests that we could exploit more flexibility in
dispatchable devices to improve the overall system operation,
but also brings challenges to architecting faster and more
efficient distribution network operation paradigms that can
take advantage of these active devices. Optimal power flow
(OPF) is a powerful tool that can simultaneously determine
the best operating points for all the dispatchable devices in the
system under the constraints of operational limits by solving
an optimization problem.
The computational complexity of solving OPF, however,
grows considerably when the size of the system increases.
For example, the gradient algorithm for solving a voltage
regulation problem (e.g., Eqs. (2)) requires computational
complexity that is proportional to N2, N being the node
number of the network. This means that, solving OPF for a
4,000-node system may take approximately 1,600 times longer
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than solving the same problem for a 100-node system. Other
algorithms could experience similar scalability issues when
used for large networks. This could lead to a slow response to
fast-changing future distribution networks, especially in large
systems.
To address this issue, various distributed algorithms have
been developed to solve OPF in a more computationally
efficient manner. The authors of [2]–[5] use a central con-
troller that is in charge of gathering, processing, and sending
network-related information to coordinate distributed devices.
The work in [6]–[10] does not need a central controller but
require communication and computation capability among all
neighbors. Also, a recent comprehensive survey on distributed
optimization and control algorithms for electric power systems
[11] contains more references.
Another promising line of work to enhance OPF solving
efficiency proposes to divide a big network into smaller
ones and thus solve smaller parts of the OPF problems in
collaboration instead of the original large ones [12]–[15]. The
application of such a multi-area solution method in distribution
networks, however, has been limited. Recent related works
include [16], [17]. This work will continue to explore this
method with novel algorithm that improves the computational
efficiency without compromising optimality, which will be
validated numerically on large systems.
In this work, we focus on a distribution network featuring
tree topology, which is known to have fractal properties: any
node within a tree together with all its children nodes makes
a subtree that also features tree topology and thus inherits
the same properties from the original tree; such properties are
then passed on to subsubtrees within subtrees, and so on. This
observation motivates us to develop a framework to exploit
such a fractal pattern to improve the efficiency of solving OPF
in large distribution networks.
Following our previous work [1], this work continues to
explore the fractal properties of distribution networks featur-
ing tree topology, reveals the corresponding patterns in the
sensitivity matrices between voltage magnitudes and nodal
power injections in a multi-phases system, and proposes a
multi-level solution method to solve optimal voltage regulation
problems. By design, the proposed algorithm can significantly
improve the efficiency of solving large, convex OPF problems
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without losing optimality. Such highly efficient design is
crucial for tracking the optimal operating setpoints in real time
and for fast recovery from a blackout for large distribution
systems with a large number of control nodes. We illustrate the
numerical performance of the proposed multi-level algorithms
on the primary side of a large distribution system based on the
IEEE 8,500-node test feeder and the EPRI CKT7 test feeder.
The results show identical convergence dynamics to the same
optimal point from centralized algorithm, bi-level implemen-
tation, and tri-level implementation, but notably computational
speed improvement by using multi-level algorithms.
The rest of this paper is organized as follows. Section II
models the distribution system, formulates an optimal voltage
regulation problem, and introduces the primal-dual gradient
algorithm for solving this OPF problem. Section III divides
the large distribution system into subtrees and subsubtrees
and proposes an equivalent multi-level implementation of the
gradient algorithm. Section IV illustrates the numerical per-
formance of the proposed algorithm, and Section V concludes
this paper.
II. SYSTEM MODEL AND OPF SOLVING
A. Network Modeling
We consider a radial multi-phase distribution system de-
noted by G “ tN Y t0u, Eu with the set N collecting all n
buses excluding the substation bus 0, which is modeled as a
slack bus, and the set E collecting their connecting lines. We
denote by Ei the set of lines describing the unique path from
the substation to bus i. Denote by i :“ ?´1 the unit imaginary
number. Let a, b, c denote the three phases, and Φi denote the
set of phase(s) of bus i P N . Obviously, Φi Ď Φ0 “ ta, b, cu
of the substation bus 0 for all i P N . Define a subset N φ Ď N
collecting buses that have phase φ. Denote by pφi , q
φ
i , V
φ
i and
vφi the real power injection, the reactive power injection, the
complex voltage phasor, and the squared voltage magnitude,
respectively, of phase φ P Φi at bus i P N . We make the
following assumptions for a linearized power flow model.
Assumption 1 The line losses are small and ignored, the
magnitudes of the three-phase voltages are approximately
equal, and the phase differences among the three-phase volt-
ages are close to 2pi{3, i.e., V ai
V bi
« V biV ci «
V ci
V ai
« ei2pi{3.
Denote by zζξ the impedance of line pζ, ξq P E . zζξ is
a complex number for a single-phase line, a 2 ˆ 2 complex
matrix for a two-phase line, or a 3ˆ 3 complex matrix for a
three-phase line. Denote by:
Zϕφij “
ÿ
pζ,ξqPEiXEj
zϕφζξ P C
the summarized impedance (if ϕ “ φ) or the summarized
mutual impedance (if ϕ ‰ φ) of the unique common path of
buses i and bus j leading back to bus 0, and Z
ϕφ
ij its conjugate.
For example, in Fig. 1, the common path of bus 10 and bus 27
leading back to bus 0 is line (1,2) and line (2,4). Define:
v :“ rrvφ1 sJφPΦ1 , . . . , rvφnsJφPΦN sJ P RN
p :“ rrpφ1 sJφPΦ1 , . . . , rpφnsJφPΦN sJ P RN
q :“ rrqφ1 sJφPΦ1 , . . . , rqφnsJφPΦN sJ P RN
the vectors of the squared voltage magnitudes, the real
power injection, and the reactive power injection, with N “ř
iPN |Φi| adding up all phases at all buses. Here, |Φi| is the
cardinality of set Φi. To construct a convex and computation-
ally trackable OPF problem, we use the following linearized
power flow equation [18], [19] based on Assumption 1:
v “ Rp`Xq ` v˜, (1)
with a constant vector v˜ P RN and sensitivity matrices R,X P
RNˆN respectively comprising the elements of:
Bpφj v
ϕ
i “ 2Re
 
Z
ϕφ
ij ¨ ωϕ´φ
(
and
Bqφj v
ϕ
i “ ´2Im
 
Z
ϕφ
ij ¨ ωϕ´φ
(
.
Here, ω “ e´i2pi{3, a, b, c “ 0, 1, 2 when calculating ϕ ´ φ,
and Ret¨u and Imt¨u are the real and imaginary parts of a
complex number, respectively.
B. Problem Formulation and Gradient Algorithm
To determine the optimal power setpoints of dispatchable
devices while strictly constraining voltages to within specified
bounds, we formulate a voltage regulation OPF problem for
the multi-phase distribution system as follows:
min
p,q
ÿ
iPN
ÿ
φPΦi
Cφi ppφi , qφi q, (2a)
s.t. v ď vpp, qq ď v, (2b)
ppφi , qφi q P Yφi ,φ P Φi,@i P N , (2c)
where Cφi is a jointly strongly convex function in both p
φ
i and
qφi for phase φ P Φ of bus i, Yφi is its convex and compact
feasible set, vpp, qq represents Eq. (1), and v “ tvφi uφPΦiiPN and
v “ tvφi uφPΦiiPN are the voltage bounds vectors. Associate dual
variables µ “ tµφ
i
uφPΦiiPN and µ “ tµφi uφPΦiiPN with the left and
right sides of the constraints (2b), respectively, and we write
the regularized Lagrangian of (2) as:
Lpp, q;µ,µq “
ÿ
iPN
ÿ
φPΦi
Cφi ppφi , qφi q ` µJpv ´ vpp, qqq
` µJpvpp, qq ´ vq ´ η
2
}µ}22, (3)
where a regularization term ´η2 }µ}22 with a small η ą 0 is
added to improve convergence properties. A minor bounded
discrepancy between the regularized Lagrangian and the orig-
inal Lagrangian is introduced because of the regularization
term [20].
We implement the primal-dual gradient algorithm for solv-
ing the unique saddle point of (3) with a stepsize  as:
pφi pt` 1q “
”
pφi ptq ´ 
´
Bpφi C
φ
i ppφi ptq, qφi ptqq `ÿ
jPN
ÿ
ϕPΦj
Bpφi v
ϕ
j
`
µϕj ptq ´ µϕj ptq
˘¯ı
Yφi
, (4a)
qφi pt` 1q “
”
qφi ptq ´ 
´
Bqφi C
φ
i ppφi ptq, qφi ptqq `ÿ
jPN
ÿ
ϕPΦj
Bqφi v
ϕ
j
`
µϕj ptq ´ µϕj ptq
˘¯ı
Yφi
, (4b)
µφ
i
pt` 1q “ rµφ
i
ptq ` pvφi ´ vφi ptq ´ ηµφi ptqqs`, (4c)
µφi pt` 1q “ rµφi ptq ` pvφi ptq ´ vφi ´ ηµφi ptqqs`, (4d)
vpt` 1q “ Rppt` 1q `Xqpt` 1q ` v˜, (4e)
where (4a)–(4d) are for all φ P Φi and all i P N . Proof of
(4) converging asymptotically to its unique saddle point of
Lagrangian (3) given a small enough stepsize  can be found
in numerous references (e.g., [1], [21]) and is omitted here.
C. Feedback from Nonlinear Power Flow
What has been presented so far is based on the linearized
power flow equation (1) assuming a lossless and balanced
three-phase system. As will be shown in Section III, such
linearized model is crucial to obtain an important structure in
the sensitivity matrices, allowing us to design a hierarchical
algorithm. However, unrealistic assumptions like this will in-
evitably cause modeling errors in practice. For example, when
we obtain an optimal solution pp˚, q˚q and the corresponding
v˚ through dynamics (4), and implement the setpoints in real
world featuring nonlinear power flow, the resultant voltage
magnitudes may be different than v˚, putting the actual system
at risk of voltage violation.
To compensate for the linearization errors and to avoid volt-
age violation in practice, a model-based feedback approach can
be used by replacing Eq. (4e) with its nonlinear counterpart
so that the decision variables are updated based on voltages
from nonlinear power flow model. We refer the detailed
performance characterization to [1]. This feedback approach
is also applied in the numerical examples in Section IV, where
nonlinear power flow is calculated each iteration.
III. MULTI-LEVEL OPF ALGORITHM
A. Motivation
Implementing Eqs. (4) for multiple iterations until conver-
gence calls for a great amount of computation, especially
for large distribution networks. Particularly, the computational
complexity forÿ
jPN
ÿ
ϕPΦj
Bpφi v
ϕ
j
`
µϕj ptq ´ µϕj ptq
˘¯ı
Yφi
(5a)
ÿ
jPN
ÿ
ϕPΦj
Bqφi v
ϕ
j
`
µϕj ptq ´ µϕj ptq
˘¯ı
Yφi
(5b)
in Eqs. (4a)–(4b) for all φ P Φi and all i P N increases
quadratically as the size of the network N increases. More-
over, certain areas within a distribution network may want to
preserve local nodal and topological information for security
or privacy reasons.
For these reasons, we redesign the implementation of
Eqs. (4) for radial distribution networks to significantly in-
crease the computational efficiency and preserve privacy for
Fig. 1: Illustration of the subtree- and subsubtree-featuring
structure based on IEEE 37-bus test feeder. Areas 1–3
(N1–N3) have subtree topology with their respective root
buses n01 “ 17, n02 “ 6, and n03 “ 21. Area 4 is the
remaining area with unclustered nodes (N0). The circled
subareas in Areas 3 are two subsubtrees (N31 and N32 ).
areas with needs to protect nodal or topological informa-
tion. Specifically, when we divide the large system geo-
graphically/administratively into areas featuring subtrees, we
can take advantage of the network structure as well as the
linearization model (1) to simplify the calculation of the
computationally heavy coupling parts without compromising
any performance based on the collaboration of divided ar-
eas. In this way, the computational efficiency is significantly
improved while the nodal and topological information within
areas are preserved from outside of the area. Next, we apply
similar techniques to each area (subtree) to further boost the
computational efficiency and preserve privacy within subareas
(subsubtrees).
B. Multi-Level Clustering
Based on the pattern of the sensitivity matrix related to the
tree/subtree structure in the distribution network, we group
all nodes of distribution network N into two categories: K
nonoverlapping subtrees indexed by k P K :“ t1, . . . ,Ku
with Nk P N collecting all nodes within subtree k, and a set
N0 collecting all the other “unclustered” nodes in N . Here,
we have YkPKNk Y N0 “ N and Nj X Nk “ H,@j ‰ k.
Denote the root node of subtree Nk by n0k.
Notice that a subtree inherits all the properties from the
original tree; therefore, we can divide one subtree into “sub-
subtrees” for reasons that will become clear soon. We di-
vide area Nk into non-overlapping subsubtrees indexed by
km P Kk :“ tk1, k2, . . .u and their corresponding bus sets
denoted by Nkm together with Nk0 collecting the remaining
unclustered buses.
C. Design Intuition
First, we formally define subtrees within a tree topology.
Definition 1 A subtree of a tree consists of a node in the tree,
all this node’s descendants, and the connecting lines among
them.
Because the sensitivity matrices R and X are built based on
Zij “ řpζ,ξqPEiXEj zϕφζξ that depends on the common path of
bus i and j to the substation, i.e., Ei X Ej , and because two
non-overlapping subtrees hold the same common path EiXEj
for any of their respective buses i and bus j, we conclude that:
Bpφj v
ϕ
i “ Bpφ
n0
h
vϕ
n0k
“ 2Re Zϕφn0kn0h ¨ ωϕ´φ( (6a)
Bqφj v
ϕ
i “ Bqφ
n0
h
vϕ
n0k
“ ´2Im Zϕφn0kn0h ¨ ωϕ´φ( (6b)
hold for any i P Nk and any j P Nh, where Nk and
Nh respectively denote the sets collecting buses of two non-
overlapping subtrees indexed by k,h P K with their respective
root buses indexed by n0k and n
0
h, with set K collecting all
subtree indexes. See Fig. 2 for an illustration, where the white
dashed line is the common path of any node in Area 1 and any
node in Area 3—marked by blue triangles—to the substation.
Because subtrees inherit all features from the original tree, we
can apply similar results to them.
D. Methods
1) Bi-Level Implementation: Based on such intuition, we
can equivalently rewrite the last term of (4a) for clustered
node i P Nk with phase φ P Φi as the following three parts:ÿ
jPN
ÿ
ϕPΦj
Bpφi v
ϕ
j
`
µϕj ptq ´ µϕj ptq
˘¯ı
Yφi
“ (7a)
2Re
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNk
Z
ϕφ
ji
`
µϕj ptq ´ µϕj ptq
˘)` (7b)
2Re
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
n0hPNϕ
hPK,h‰k
Z
ϕφ
n0hn
0
k
ÿ
jPNϕXNh
`
µϕj ptq ´ µϕj ptq
˘)` (7c)
2Re
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXN0
Z
ϕφ
jn0k
`
µϕj ptq ´ µϕj ptq
˘¯)
, (7d)
where (7b), (7c), and (7d), are the components of (7a) from
nodes within subtree Nk, nodes within all other subtrees
Nh,h ‰ k, and nodes not in any subtree N0, respectively.
Computation-wise, (7b) and (7d) are same as before; however,
(7c) significantly simplifies the original computation by re-
ducing a large number of repetitive computations by applying
the result in (6a), and (7d) captures the influence from buses
outside any divided subtree area (e.g., Area 5 in Fig. 2) whose
buses are collected in set N0 for completeness.
The last term in (4b) can be processed similarly as:ÿ
jPN
ÿ
ϕPΦj
Bqφi v
ϕ
j
`
µϕj ptq ´ µϕj ptq
˘¯ı
Yφi
“ (8a)
´2Im
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNk
Z
ϕφ
ji
`
µϕj ptq ´ µϕj ptq
˘)
(8b)
´2Im
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
n0hPNϕ
hPK,h‰k
Z
ϕφ
n0hn
0
k
ÿ
jPNϕXNh
`
µϕj ptq ´ µϕj ptq
˘)
(8c)
´2Im
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXN0
Z
ϕφ
jn0k
`
µϕj ptq ´ µϕj ptq
˘¯)
. (8d)
2) Tri-Level Implementation: Consider (7b) and notice that
it has a form similar to the original coupling term. Hence, the
computational complexity of Op|Nk|2q for (7b) can be high for
large |Nk|. Fortunately, we can apply similar tricks to divide
area Nk into subsubtrees indexed by km P Kk “ tk1, k2, . . .u
and their corresponding buses sets denoted by Nkm together
with Nk0 collecting the remaining buses. We then equivalently
rewrite (7b) for i P Nkm Ă Nk,m P Kk, k P K as:
2Re
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNk
Z
ϕφ
ji
`
µϕj ptq ´ µϕj ptq
˘) “ (9a)
2Re
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNkm
Z
ϕφ
ji
`
µϕj ptq ´ µϕj ptq
˘)` (9b)
2Re
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
n0k
m1PN
ϕ
k1mPKk,m1‰m
Z
ϕφ
n0k
m1
n0km
ÿ
jPNϕXNk
m1
`
µϕj ptq ´ µϕj ptq
˘)` (9c)
2Re
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNk0
Z
ϕφ
jn0km
`
µϕj ptq ´ µϕj ptq
˘¯)
, (9d)
where n0km denotes the root bus of subsubtree km. Now
(9c) further simplifies the computation for (7b) similarly as
(7c) does for (4a). Note that the nodal information within
subsubtrees is aggregated without being exposed.
Then Eq. (7b) for i P Nkm Ă Nk,m P Kk, k P K can be
similarly calculated as:
´2Im
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNk
Z
ϕφ
ji
`
µϕj ptq ´ µϕj ptq
˘) “ (10a)
´2Im
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNkm
Z
ϕφ
ji
`
µϕj ptq ´ µϕj ptq
˘)
(10b)
´2Im
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
n0k
m1PN
ϕ
k1mPKk,m1‰m
Z
ϕφ
n0k
m1
n0km
ÿ
jPNϕXNk
m1
`
µϕj ptq ´ µϕj ptq
˘)
(10c)
´2Im
! ÿ
ϕPΦ0
ωϕ´φ
ÿ
jPNϕXNk0
Z
ϕφ
jn0km
`
µϕj ptq ´ µϕj ptq
˘¯)
. (10d)
Eqs. (7)–(10) provide a more efficient way to carry out the
most computationally heavy terms in Eqs. (4a)–(4b). While the
proposed method has reduced the computational complexity,
its convergence dynamics and equilibrium point stay the same
because the new method is mathematically equivalent to the
original primal-dual gradient algorithm. Such design gives us
“free” acceleration without losing performance, even if it is not
implemented in a parallel manner among areas and subareas,
as will be shown in Section IV. Furthermore, considering
the fractal properties of tree/subtree—i.e., subtrees have tree
structures and thus can be further divided into subsubtrees
where everything still holds—we can theoretically apply such
layering structure as deep as we wish, if it is needed and if
the network allows.
E. Privacy Preservation
In the original primal-dual gradient algorithm (4), a central
controller needs to know the dual variables for all buses and
the topology of the entire network to compute the coupling
One-Level
Algorithm
Device # 1043
Time (s) 11,588.72
Bi-Level
Algorithm
Areas Area 1 Area 2 Area 3 Area 4 Total
Device # 357 222 310 154 1043
Time (s) 1,050.16 501.21 834.90 256.81 2,717.25
Tri-Level
Algorithm
Subareas 11 12 13 10 21 22 23 20 31 32 33 30 40 Total
Device # 49 74 23 211 70 39 17 96 68 66 68 108 154 1043
Time (s) 713.08 337.04 490.51 261.07 1,890.40
TABLE I: Detailed clustering information and computational time of all areas and subareas over 3,000 iterations for the
centralized algorithm, the bi-level algorithm, and the tri-level algorithm.
parts (5); therefore, every bus must share its nodal voltage or
local dual variables with the central controller every iteration,
together with its topological information. Meanwhile, when
computing (5) through Eqs. (7)–(8), all nodal and topological
information can be preserved within each area, and only
aggregated area information needs to be shared with the
central controller. For example, for all buses within area
k, they only need to share their aggregated dual variablesř
jPNϕXNk
`
µϕj ptq´µϕj ptq
˘)
for all phases ϕ and the topolog-
ical information related to its root buses n0k to outside of area
k. For buses within subareas, detailed information of subareas
is similarly preserved within.
Fig. 2: Areas and subareas (within dashed lines) of the
4,521-node network used in Section IV. Areas 1–3 have
subtree topology, and all the subareas feature subsubtree
topology.
IV. NUMERICAL RESULTS
A. Simulation Setup
We construct a three-phase, unbalanced, 11,000-node test
feeder by connecting an IEEE 8,500-node test feeder and
an EPRI Ckt7 test feeder at the substation. We simplify the
network by lumping the loads on the secondary side into
corresponding distribution transformers, resulting in a 4,521-
node network (N “ 4, 521) with a total of 1,043 controllable
devices. We group all the controllable nodes into four subtree
areas, and we divide Areas 1–3 further into subareas featuring
subsubtrees and remaining buses; see Fig. 2 and Table I for
the details.
For each controllable device at bus i of phase φ, we
consider minimizing the cost of its deviation from its initial
(the most preferred) level ppφi p0q, qφi p0qq, i.e., Cφi ppφi , qφi q “
ppφi ´pφi p0qq2`pqφi ´qφi p0qq2. We set voltage bounds uniformly
to 0.95 p.u. and 1.05 p.u. as the hard constraints. We set the
same stepsizes for all three implementations as 3.5ˆ10´4 for
the primal updates and 3.5 ˆ 10´3 for the dual updates. We
disabled all voltage regulators so that they do not assist OPF
with voltage regulation. As a result, a largely undervoltage
scenario is observed, as plotted with blue dots in Fig. 4. We
implement the primal-dual gradient algorithm to solve for the
unique saddle point of the regularized Lagrangian (3) based on
the centralized implementation, the bi-level implementation,
and the tri-level implementation. OpenDSS is used to generate
the nonlinear power flow at each iteration to replace the linear
power flow in Eqs. (4).
The simulation runs with Python 3.6 on Windows 10
Enterprise Version on a laptop with Intel Core i7-7600U CPU
@ 2.80GHz 2.90GHz, 8.00GB RAM.
B. Simulation Results
1) Dynamic Performance: As shown in Fig. 3, when set
with the identical initial conditions and stepsizes, the central-
ized implementation, i.e., the straightforward implementation
of Eqs. (4), the bi-level and the tri-level implementations
of Eqs. (4) share exactly the same convergence dynamics
and the minimum cost value at convergence, illustrating the
mathematical equivalence among the three implementation.
2) Speed Improvement: Because of the computational com-
plexity reduction achieved by our design, however, each itera-
tion costs less time in the bi-level or the tri-level implementa-
tion than the centralized one. We record the time used to run
3,000 iterations for the three implementations in TABLE I.
As shown, the time used for the centralized algorithm is 4.26
times of the time for the bi-level algorithm, which is 44%
more than the time used for the tri-lvel algorithm. Note that
Area 4 serving as a control group has a similar computational
time for bi-level and tri-level algorithms because we do not
divide it into subareas.
Such computational complexity reduction without compro-
mising optimality gives us “free” speed improvement. More-
over, the multi-level structure also allows for more parallel
and autonomous implementation among areas and subareas
and potentially further speeds up the convergence.
Fig. 3: The centrelized algorithm (one-level algorithm), the bi-level algorithm, and the tri-level algorithms, when set to the
same initialization and stepsize, exhibit identical convergence dynamics over 3,000 iterations to the same minimum cost.
This is expected because the three implementations are mathematically identical.
Fig. 4: The largely undervoltage system has been im-
proved after OPF.
3) Voltage Regulation: As a result, we see that the voltage
profiles are regulated to within the prescribed upper and lower
bounds after the OPF is solved. Note that quite a few nodes
have their voltage on the lower bound 0.95 p.u. This is because
intuitively the most optimal solutions should satisfy the hard
voltage constraints by incurring the minimal power setpoint
deviation from the initial values for devices.
V. CONCLUSION
By exploring the fractal properties of power distribution
networks of tree topology, as well as the structure of the
impedance matrix, this paper extends our previous bi-level
distributed OPF solver based on the primal-dual gradient
algorithm to multi-level implementation. Privacy, including
nodal voltages and network topology, has been preserved
within areas and subareas. Numerical results on a 4,521-node
large multi-phase distribution network show significant com-
putational speed improvement of such an extension without
compromising optimality.
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