I. Introduction
Linear programming is comparatively a recent mathematical concept. A study of multi-objective linear programming problem (MOLPP) is introduced in [1] which suggests an approach to set up multi-objective function (MOF) under the limitation so that the optimum value of individual problem was greater than zero. Using mean and median the MOF was studied by solving multi-objective programming problem [2] . The multiobjective linear fractional programming problem (MOLFPP) was solved by the technique developed by Chandra Sen. The industrial production planning, financial and corporate planning, healthcare and hospital planning are important fields which use linear fraction maximum problems. So it has attracted considerable research and interest. There are several methods to solve these problems discussed in [3] where linear fractional programming is transformed to an equivalent linear program. Sing conducted a useful study about the optimality condition in fractional programming [4] . In [5] , Sulaiman and Othman studied optimal transformation technique to solve MOLFPP. In [6] , Hamad Amin studied MOLPP using Arithmetic average. The study in [7] suggested a new technique to transform MOLPP to the single objective linear programming problem by using harmonic mean for values of functions.
In this paper I have defined a MOLFPP and suggested a new geometric average technique to optimize the objective function where a single objective function is developed from multi-objective functions. The result is compared with that of optimization using new arithmetic average technique. The results are also compared with those of optimization which are obtained by using arithmetic mean and geometric mean. This new geometric average technique gives better result than all those results.
II. Problem Formulation
The main objective of this study is to solve multi-objective linear fractional programming problems. Before going to this problem, I would like to discuss some common definitions which will be used to understand the target of this paper.
1.1 Common Definitions:
Linear Programming:
Linear Programming deals with the optimization of a function of variables known as objective function, subject to set of linear equalities/inequalities known as constraints. The objective function may be profit, loss, cost, production capacity or any other measure of effectiveness which is to be obtained in the best possible or optimal manner. G.B. Dantzig in 1947 proposed the simplex algorithm as an efficient method to solve a linear programming problem [8] . Multi-objective function that are the ratio of two linear objective functions are said to be MOLFPP, defined as, 
Flow Chart for new Arithmetic and Geometric average technique:
The flow chart, shown in Fig. 1.1 , describes how the objective functions are optimized. Table I c B c j Basis 
IV. Test Calculations
For third objective function from equation (1.8) 
Thus max Z5 = -3/2 with x1=1, x2=0 The values obtained from the objective functions are summarized in Table VI . The solutions of the MOLFPP solved by different approaches are summarized in Table XII which shows that we get the improved value of the objective function using new statistical average method proposed in this paper. So the proposed technique is justified here. 
V. Conclusion
In this paper, a MOLFPP has been solved using different methods such as Chandra Sen"s approach and proposed statistical average method, and the results are compared in Table XII . In statistical average method, we proposed geometric and arithmetic average approach. We also proposed a new statistical average approach to solve the problem. It is observed that statistical average method results better optimization than Chandra Sen"s approach of the MOLFPP. The proposed new statistical average method optimizes the problem better than that of statistical average method. We also found that geometric average technique is suited for optimizing MOLFPP better that that of arithmetic average technique.
