Abstract-The paper considers interference in a wireless communication network, caused by users that share the same propagation medium. Under the assumption that the interfering users are spatially Poisson distributed, and under a power-law propagation loss function, it has been shown in the past that the interference instantaneous amplitude at the receiver is α-stable distributed. Past work has not considered the second-order statistics of the interference, and has relied on the assumption that interference samples are independent. In this paper, we provide analytic expressions for the interference second-order statistics and show that, depending on the properties of the users' holding times, the interference can be correlated. We provide conditions under which the interference becomes m-dependent, φ-mixing or long-range dependent. Finally, we present some implications of our theoretical findings on signal detection.
I. INTRODUCTION

I
N WIRELESS communication networks, signal reception is often corrupted by interference from other sources, or users, that share the same propagation medium. Knowledge of the statistics of interference is important in achieving optimum signal detection and estimation.
Existing models for interference can be divided into two groups: empirical models and statistical-physical models. Empirical models, e.g. the hyperbolic distribution and the Kdistribution [1] , fit a mathematical model to the practically measured data, regardless of their physical generation mechanism. On the other hand, statistical-physical models are grounded upon the physical noise generation process. Such models include the Class A noise, proposed by Middleton [2] , and the α-stable model initially proposed by Furutsu and Ishida [3] , and later advanced by Giordano [4] , Sousa [5] , Nikias [6] , Ilow [7] et al. A common feature in these interference models is the rate of decay of their density function, which is much slower than that of the Gaussian. Such noise is often referred to as impulsive noise.
Impulsive noise has been observed in several indoor (cf. [8] , [9] ) and outdoor [2] , [10] wireless communication environments. In [11] , measurements of interference in mobile communication channel suggest that in some frequency ranges, impulsive noise dominates over thermal noise. Impulsive noise attains large values (outliers) more frequently than Gaussian noise. Such noise behavior has significant consequences in optimum receiver design [6] , [12] . Moreover, as optimum signal detection relies on complete knowledge of the noise instantaneous and second-order statistics [13] , it is important to study the spatial and/or temporal dependence structure of the noise as well as its instantaneous statistics. In the last decade, many efforts have been devoted in this direction (see for example [14] , [15] , [16] , [17] ). In [15] , the authors consider a physical statistical noise model originated from antenna observations that are spatially dependent. It is shown [15] that the resulted interference can be characterized by a correlated multivariate Class A noise model. For mathematical simplicity, the temporal dependence structure has been traditionally modeled by moving average (MA) [18] , or Markov models [19] . However, it is not clear whether these models have assumed a temporal dependence structure that is consistent with the physical generation mechanism of the noise. Thus, use of these models in receiver design may lead to schemes that function poorly in practice.
In this paper, we consider statistical-physical modeling for co-channel interference. In particular, we are interested in the temporal dependence structure of the interference. We adopt and extend the statistical-physical model investigated in [5] , [6] , [7] . The model considers a receiver, surrounded by interfering sources. The receiver picks up the superposition of all the pulses that originate from the interferers, after they have experienced power loss that is a power-law function of the distance traveled. We assume a communication network with basic waveform period T (time slot). We here focus on the interference sampled at rate 1/T . As assumed in [5] , [6] , [7] , at any time slot, the set of interferers forms a Poisson field in space. Assuming that from slot to slot these sets of interferers correspond to independent point processes, it was shown in [5] , [6] , [7] that the sampled interference constitutes an independent identically distributed (i.i.d.) α-stable process. However, the independence assumption is often violated in a practical system. To see why this would be the case, consider an interferer who starts interfering at some slot n, and remains active for a random number of slots. That interferer will still be active at time slots n + i, i ∈ N + , with certain probability, and will be one of the interferers at n + i, i ∈ N + . A direct consequence of this is that, location-wise, the interferers at time slots n and n + i are not independent of each other. Independence can only be valid if the interferer remains active for at most one time slot.
In this paper, we assume that the interferer's holding time, or session life, is a random variable with some known distribution. We obtain the first-and second-order characteristic function of the sampled interference and show that, under certain assumptions, the interference becomes jointly α-stable. In the latter case, we give conditions for the interference to be mdependent, φ-mixing or long-range dependent. In particular, if the session life is heavy-tail distributed, the interference constitutes a long-range dependent process in a generalized sense (defined in Sec.II-C). It should be noted that, in this paper, we only consider modeling of co-channel interference, which does not include thermal noise which is also present in a practical communication systems.
This paper is organized as follows. Section II provides the relevant mathematical background. Section III details the interference model. The statistics of the interference are derived in Section IV, while the dependence structure of the interference is studied in Section V. Numerical simulations are presented in Section VI. Section VII discusses some implications of long-range dependence in signal detection. Finally, Section VIII contains some concluding remarks.
II. MATHEMATICAL BACKGROUND
A. Heavy-tail Distributions and α-Stable Distributions
A random variable X is regularly-varying with index α, if
Here, L(x) is slowly varying function, i.e., for all positive x, lim τ →∞ L(τ x)/L(τ ) = 1 (typically such slowly varying functions are constant functions or ratios of two polynomials with identical degree). The variable X is said to be heavy-tailed with infinite variance if it is regularly varying with index 0 < α < 2.
In those cases, the variance of X is infinite (if α < 1 the mean and moments of order greater than or equal to α are infinite).
A particular class of heavy-tail distributions with infinite variance is the α-stable distribution. The α-stable distribution is a generalization of the Gaussian distribution. It is often classified as non-Gaussian, although it reduces to the Gaussian case when α = 2 (to be defined). The difference between α-stable and Gaussian densities is that the tails of the former are heavier than those of the latter. Due to lack of closed form expression for their probability density functions, α-stable distributions are more conveniently characterized by their characteristic functions.
A , such that the characteristic function, Φ(w) = E exp{jw T X} is given by [20] :
The parameter α is the characteristic exponent. In the case when d = 1, S 1 consists of two points {−1} and {1}, and the spectral measure Γ is concentrated on them. Correspondingly, the distribution becomes a univariate α-stable distribution, and for α = 1, its characteristic function equals:
where σ is the scale parameter, β is the skewness parameter, and µ is the location parameter. In short, such a univariate α-stable random variable will be denoted by X ∼ S α (σ, β, µ).
If β = 0, the distribution is symmetric about µ, and is termed symmetric α-stable, or simply SαS.
B. Codifference
α-stable distributions are known for their lack of moments of order greater than or equal to α. In particular, for α < 2, the second-order statistics do not exist. In such case, the role of covariance is played by the covariation or the codifference [20] .
The codifference of two jointly SαS, 0 < α ≤ 2, random variables x 1 and x 2 equals:
where σ x is the scale parameter of the SαS variable x.
A quantity that is closely related to the codifference R x(t+τ ),x(t) is [20] :
This quantity is referred to as generalized codifference [21] . It reduces to the codifference for the case of jointly SαS processes, i.e. R x(t+τ ),x(t) = −I(1, −1; τ ).
I(ρ 1 , ρ 2 ; τ ) is defined for any stationary heavy-tailed random process.
C. Long-Range Dependence
A second-order process x(t) is called a (wide-sense) stationary with long memory, or long-range dependence, if its autocorrelation function, ρ(τ ), is finite and satisfies [22] :
for some positive constant c and β ∈ (0, 1). From (6), it can be seen that a long-memory process is characterized by an autocorrelation that decays hyperbolically, as the lag τ increases. This is in contrast with the exponential decay corresponding to short memory processes, e.g. auto-regressive moving average(ARMA) processes.
The following generalization of the concept of long memory process can be useful for processes which lack autocorrelation. Definition 1: [21] , [23] Let x(t) be a stationary process. We say that x(t) is a long-memory process in a generalized sense, if I(1, −1; τ ), as defined in (4), satisfies
where c is some real positive constant and 0 < β < 1.
III. THE INTERFERENCE MODEL
In the sequel, we present the interference model, which is an extension to the model described in [5] , [6] , [7] .
Consider a wireless communication scenario without power control, where a receiver receives the signal of interest in the presence of other interfering signals. For the sake of simplicity, we will assume that the users, which are the potential interferers, and the receiver are all on the same plane and concentrated in a disk R b of radius b. The modeling is performed first for a finite b, and at the final step, the limit for b → ∞ is taken. The three-dimensional scenario is a straightforward extension of the two-dimensional one. The receiver is placed at the origin of the coordinate system, and the users are distributed within the disk according to a two dimensional Poisson point process.
Let us define the term emerging interferers at time interval m, to describe the interfering sources whose contribution arrives for the first time at the receiver in the beginning of time interval m. The interferers that emerged at any time interval are located according to a Poisson point process in the space (Poisson field) with density λ. It is of course reasonable to assume that the interferers that emerged at two different time slots are independent, or more precisely, correspond two independent Poisson point processes.
One issue that the model of [5] , [6] , [7] does not take into account is that, at time n, in addition to interferers that emerge at n, there could be interferers that emerged at some slot m < n, and still stay active at n. It is understood that the latter group would exist if the holding times of the users were longer than one time slot T . The combination of these two groups would make the interferers at slots m and n dependent (location-wise). We will assume that a user, once started transmission, continuously emits pulses for a duration of L time slots, where L is a random variable with known distribution.
At time n, the signal transmitted from the i-th interfering user, i.e., p i (t) propagates through the transmission medium and the receiver filters, and as a result gets attenuated and distorted. For simplicity, we assume that distortion and attenuation can be separated. Let us first consider only the filtering effect. For short time intervals, the propagation channel and the receiver can be represented by a time-invariant filter with impulse response h(t). Due to filtering only, the contribution of the i-th interfering source at the receiver is of the form x i (t) = p i (t) * h(t), where the asterisk denotes convolution. In wireless communications, the power attenuation increases logarithmically with the distance r i between the transmitter and 1 λ may be a function of time and the locations of the unit area/volume, which forms a non-homogeneous Poisson point process. A non-homogeneous Poisson process can be mapped to a homogeneous one through transformations, cf. [5] , [7] . In this paper, we only consider the homogeneous case, i.e. λ is a constant.
the receiver (cf. [2] ). The power loss function can be expressed in terms of signal amplitude loss function a(r i ), i.e.,
where γ is the path loss exponent; γ is a function of the antenna height and the signal propagation environment. It may vary from slightly less than 2, for hallways within buildings, to larger than 5, in dense urban environments and hard partitioned office buildings ( [11] ). Thus, the total signal at the receiver is:
where s(t) is the signal of interest, and N denotes the set of interferers at time t. Note that the transmitting power of user i has been implicitly incorporated into x i (t).
The receiver consists of a signal demodulator followed by the detector. A correlation demodulator decomposes the received signal into an K-dimensional vector. The signal is expanded into a series of orthonormal basis functions {g
It holds
where X i,k (n) and S k (n) are, respectively, the result of the correlations of x i (t) and s(t) with the basis functions g k (·), and Y k (n) represents interference. The X i,k (n)'s are assumed to be spatially independent (e.g.,
We shall focus on the statistics of Y k (·) for a particular dimension k. For notational convenience, we drop the subscript k, thus denoting Y k (n) and X i,k (n) by Y (n) and X i (n) respectively. At time n, Y (n) is the sum of a random number of i.i.d. random variables, which are contributions of active interferers.
IV. STATISTICAL ANALYSIS OF THE RESULTED INTERFERENCE
A. Instantaneous Statistics
Now let us consider the instantaneous interference at time n. In order to calculate the instantaneous statistics, the number and locations of the active interferers at any given time interval need to be specified.
Proposition 1: Assume that the mean of the interferers' session life is finite, denoted by µ, and the density of the emerging interferers at each time slot is λ. As the sampling time n tends to infinity, the active interferers becomes Poisson distributed in the space, with asymptotic density λµ.
Proof: See Appendix A.
For convenience, we will set the time origin for the system considered to be −∞ from now on. Therefore, at any time n, the set of active interferers form a Poisson field in the space with density λµ. Now we can use related results in [5] , [7] , where, by imposing the condition that X i (n) is symmetrically distributed, it is shown the resulted interference is SαS distributed (cf. Eqs. (13)- (15) in [5] ). Hence, we can conclude the following Theorem.
Theorem 1: The instantaneous interference, observed at any given time interval at the receiver, is SαS distributed with characteristic exponent α = 4/γ, and scale parameter
were Ψ(x) is the common characteristic function of
B. Joint Statistics
We next study the joint statistics of interference samples obtained at different time slots m and n. We assume n − m = τ > 0.
Let us denote the interference at m and n by Y (m) and Y (n) respectively. It holds:
where N m and N n represent the set of interferers that are active at time m and n, respectively. The following proposition provides the joint characteristic function of Y (m) and Y (n),
Let the session life L have finite mean and we denote byF L (k) its survival distribution function. Then, the joint characteristic function of Y (m) and
where
Here, Ψ(x) is the characteristic function of X i (·), and
C. Remarks on Proposition 2
1) Set ω 2 = 0, we obtain the first order characteristic function of the interference process, i.e.,
Recognizing that ∞ l=1F L (l) = µ, which is the mean of the session life, we get a result consistent with Theorem 1.
2) In the special caseF
we have H 2 (τ ) = 0 for τ = 1, 2..., and
Equation (25) implies that the interference samples obtained at different time slots are independent and jointly α-stable distributed. Indeed, this is consistent with the findings in [5] and [7] . 3) If H 2 (τ ) tends to zero as τ tends to infinity, and H 1 (τ ) approaches the mean of session life, µ. The joint characteristic function may be simplified as
(26) implies that when the distance between two samples becomes asymptotically large, they are becoming independently α-stable distributed (see also Sec.V-B). 4) The loss function in (8) is a far field approximation. As r approaches zero, the power of the signal becomes infinite. Hence, it is conventional to use a truncated form
for some constant r 0 > 0. However, such truncation leads to an intractable analytical solution. In many cases, for typical values of r 0 , (8) may serve as a good approximation [5] .
D. Special Cases -Jointly α-Stable Interference
It is interesting to note that, although the sampled interference is marginally α-stable, in general, it is not jointly α-stable. The latter can be verified by checking the characteristic function of (16) for general distributed X i (m). However, for some special cases of X i (m), the interference does become jointly α−stable. We next consider two such cases.
1) X i (m) does not vary with m.
Such a case would arise if the i−th interferer remained at some constant level, B i , throughout its session life. This may be a reasonable assumption for such interferers as discharging particles, or automobile ignition. Let B i be uniformly distributed between [−1/2, 1/2]. As before, let us also assume that the i-th interferer emerges at Γ i , and its session life is L i . The contribution from this interferer can be written as
where m is integer number, and 1 [·] is the indicator function. Then, it can be shown (see Appendix C) that
where α, H 1 (τ ), H 2 (τ ) are defined as (17), (19), (20), and
where Ψ B (x) denotes the characteristic function of B i . Equation (29) implies that the interference is jointly α-
In wireless communications, particularly in spread spectrum networks, most of the interference is due to cochannel users who are transmitting data sequences during their session life. A more realistic model would be to assume that the symbols are either 1 or -1 with equal probability, and independent from slot to slot. In that case, the contribution from interferer i is
where B(m) is i.i.d. Bernoulli distributed for different m, taking 1 or -1 with equal probability of 1/2. Then, it can be shown that (see Appendix D)
where α, H 1 (τ ), H 2 (τ ) are defined as before, and
Again, (32) implies that the interference at m and n are jointly α-stable.
V. DEPENDENCE STRUCTURE OF CO-CHANNEL INTERFERENCE Eq. (16) implies that the dependence structure of the cochannel interference is determined by the session life distribution P [L ≥ k], k = 1, 2.... In this section, we shall give conditions under which the resulted interference is m-dependent, φ-mixing and long-range dependent respectively. For convenience, we will focus on the case of Bernoulli distributed X i (m) (see Eq.(32)) for which the interference is jointly α-stable distributed, although it is not difficult to verify that the results presented also hold for generally distributed X i (m), provided that {X i (m)} ∞ m=−∞ has finite second-order statistics for all i such that (21) is well defined.
A. m-dependent
A stationary random sequence {Y (i), i = 1, 2, ...} is said to be m-dependent if there is a nonnegative integer m such that the sequences {Y (i), i = 1, ..., a} and {Y (i), i = b, ..., ∞} are statistically independent for all integers b > a ≥ 1 satisfying b−a > m. For the interference model on hand, it is straightforward to show that if the maximum possible value of the session life of users is m − 1, the interference becomes m-dependent. It lies in the fact that if P [L ≥ m] = 0, the interferers at time instances separated more than m are independent, so is the interference.
B. φ-mixing
A more general dependence structure of importance is φ-mixing. φ-mixing defines for a stationary sequence of random variables say {Y (i), i = 1, ..., ∞} satisfying the following:
}, the σ-algebra generated by the indicated random variables. Then
, we say that the process is symmetrically φ-mixing. Intuitively, in a φ-mixing process, the distant future is virtually independent of the past and the present. If Y (i) is φ-mixing, then e jY (i)
is also φ-mixing ( [24] , p.182). The following provides the necessary condition for the interference to be φ-mixing.
Proposition 3: A necessary condition for {Y (i), i = 1, ..., ∞} to be φ-mixing is:
where H 2 (τ ) was defined in (20) .
From (32), the left side of (35) is
and the result follows. Note that for most distributions, H 2 (τ ) tends to zero as τ → ∞, so that the condition is automatically satisfied.
In
Under this condition, samples of the φ-mixing noise (or their nonlinear transformations) comply with the standard central limit theorem (CLT). Such a property is useful when asymptotic convergence problem is considered. For example, in [25] , to apply the asymptotic relative efficiency as a criterion for signal detection, (37) is imposed upon the φ-mixing noise considered. Now, by (36), a necessary condition of (37) is given by
which can be satisfied by most distributions, e.g. the exponential family.
C. Long-range dependent
In this section, we study the asymptotic dependence structure of the interference when the session life is heavy-tail distributed. In this case, condition (38) is not met. However, as we shall see, it forms another interesting class of dependence structures.
The motivation behind considering heavy-tail distributed session life is that such a distribution can well characterize many current and future communication systems. For example, in spread spectrum packet radio networks, multiple access terminals utilize the same frequency channel. The signals received at the receiver consist of superposition of the signals from all the users in the network. Assuming that multi-user detection and power-control are not implemented, the interference from other users, or otherwise referred to as self-interference, can be characterized by our interference model. As more and more wireless users are equipped with internet-enabled cell phones, their resource-request holding times (session life) are distributed with much fatter tail than that of voice only network users (cf. [26] ). The session life distributions in future wireless systems are expected to be similar to the ones in current wireline networks, for which extensive statistical analysis of high-definition network traffic measurement has shown that the holding times of data network users are heavy-tailed distributed [23] , [27] . In particular, they can be modelled by Pareto distributions [23] , [27] .
For a discrete-time communication system, we here assume that the session life is Zipf distributed (a discrete version of the Pareto distribution). A random variable X has a Zipf distribution [28] if
(39) where k 0 is an integer denoting the location parameter, σ > 0 denotes the scale parameter, and α > 0, is the tail index. In this paper, for simplicity, we set σ = k 0 = 1, and α > 1, which implies that E{X} = ζ(α), where ζ(·) is the Riemann Zeta function. We shall denote the tail index of the session life by α L to avoid confusion with the α defined in (17) .
Since the interference is marginally heavy-tail distributed, conventional tools such as covariance that measures the dependence structure are not applicable. Instead, we use the codifference (see Eq. (4)) to explore the dependence structure.
Proposition 4: If the session life of the interferers are Zipf distributed, with tail index 1 < α L < 2, and X i (m) are i.i.d. Bernoulli random variables taking possible values 1 and -1 with equal probability 1/2, then, the resulted interference is longrange dependent in the generalized sense, i.e.,
where τ : time lag between time intervals; α L : tail index of the session life distribution; σ :
as defined in (33).
Proof: See Appendix E.
VI. NUMERICAL SIMULATION RESULTS
In this section, we simulate a wireless network link with Poisson distributed interferers and Bernoulli distributed X i (m)'s, as described in Sec.IV-D. Our goal is to show that the simulated interference is consistent with our theoretical findings, i.e., jointly α-stable distributed with long-range dependence in the generalized sense when users' holding time is heavy-tail distributed.
The wireless communication network link was subjected to interferers which are spatially Poisson distributed over a plane with density λ = 2/π. The path loss was power-law with γ = 4. Once the interferers become active, they stay in the active state for random time durations, which in our simulations are Zipf [28] distributed with k 0 = σ = 1 and α L = 1. 4 . X i (m) was taken to be i.i.d. Bernoulli distributed, taking values ±1 with equal probabilities. Then, according to (33), σ = π, and the instantaneous interference is SαS distributed with scale parameter σµ
1/α
, where µ is the mean of the session life. Note that µ = ζ(1.4) 3. 1 .
One segment of the simulated interference process is shown in Fig. 1(a) (for comparison purposes, we also simulate another trace with γ = 2.2 corresponding to α = 1.82, as shown in Fig. 1(b) . Both traces have been normalized with respect to their empirical standard deviation). As expected, it exhibits strong impulsiveness (impulsiveness becomes weaker as γ decreases, as evidenced by Fig. 1(b) ). We employ the method of sample fractiles ([6] Chap. 5.3) to estimate the various parameters for the first trace ( Fig. 1(a) ). Assuming the data is α-stable distributed, we find thatα = 1.0044, and scale parameter σ = 9.34, which are very close to their theoretical value 4 γ = 1 and 3.1π, respectively. A more rigorous statistic method to test whether the experimented data is indeed SαS distributed is the QQ-plot, which compares the quantiles of experimented data to those of the ideally SαS distributed (α = 1) data. Should the experimental data be indeed SαS distributed, the QQ-plot would be linear. We synthesized ideally SαS distributed noise with the same parameters (α and σ) and plotted the quantiles plot versus that of the interference (length of 5000 points) in Fig. 2 . The figure clearly demonstrates that the instantaneous interference can be modeled well by the SαS distribution.
As shown in Sec.V-C, when the session life is heavy-tail distributed, the interference exhibits long-range dependence in the generalized sense. We estimated the codifference of the interference y k according to [29] :
where K is the data length and s is some small multiplicative constant. 40 Monte Carlo simulations were run for the parameters described above. Each run was based on 5, 000 points and s = 0.1. In Fig.3(a) , we overlap the estimated codifferences in a log-log scale. The linear trend is clearly seen in the graph. In Fig.3(b) , we also plotted the mean (solid line) and the standard deviation (dotted line) of the estimated codifference. A least squares line was fitted to each simulation run, and the mean slope of the fitted lines is found to be −0.3829. Note that according to Proposition 4, the theoretical value is −0. 4 . The estimated value is in good agreement with the theory, indicating that the interference is long-range dependent in the generalized sense.
VII. IMPLICATIONS OF IMPULSIVE AND LRD
INTERFERENCE
The dependence structure of the interference should be taken into account in signal detection and estimation. In particular, applying signal detection algorithms optimized for i.i.d noise to scenarios where noise is highly correlated, can yield unexpected degradation of receiver performance. This point is highlighted in the following example. We consider the problem of binary signal detection in non-i.i.d noise, but for detection, we overlook the noise dependence structure and treat it as if it were white. The consequence of ignoring the dependence is studied via the bit-error-rate (BER).
Let us assume that the transmitter is sending binary signals, s 0 = 0 or s 1 = 1 with equal probability and the transmission is corrupted by the noise n. For deciding between the two hypotheses, let us adopt the Cauchy receiver developed in [30] . It has been shown in [30] that the Cauchy receiver performs robustly in the presence of i.i.d. noise modeled as α-stable for a wide range of α, despite the fact that Cauchy noise only constitutes a special case of α-stable noise (α = 1). Given the observation {x(k), k = 1, 2, ...}, the test statistic is:
where γ is the dispersion of the interference (γ = σ α ). If Λ(k) > 1, we decide that s 1 (·) has been transmitted at time k, otherwise, we decide in favor of s 0 (·).
Two different noise processes are simulated based on the proposed model, both having identical marginal distributions. In the first case, we set the session life to be Zipf distributed with α L = 1.5, which should lead to a long-range dependent interference. In the second case we set the session life to be equal to 1, which should result in an i.i.d. interference. Other parameters are selected such that the dispersion of the interference are the same for the two situations. Denoting the density of the interferers in first scenario by λ 1 , and in second scenario by λ 2 , we note that λ 2 = λ 1 µ, where µ is the mean the Zipf distribution.
We performed 40 Monte-Carlo simulations, with data length of 5000 each, corresponding to various values of λ. For 40 Monte-Carlo simulations, the corresponding mean BER along with the standard deviation (normalized by the mean BER) are shown in Figs.4(a) and (b) respectively. Diamond-marked lines represent the LRD case; star-marked lines are for the i.i.d. case. We observe that although the mean BER are close to each other in the two cases, there is a large discrepancy between the standard deviation of the BER. The standard deviation of the BER in the LRD case is significantly larger than in the i.i.d case. This observation implies that the highly correlated interference can degrade the performance of Cauchy receiver. This is of particular importance in practice, where finite data length is available, and where, instability of the receiver may lead to erroneous performance.
Figs. 5(a)(b) illustrate the case when α L =1.2, vis-à-vis the i.i.d. case. λ's are chosen such that the mean BERs are similar to the previous example. It is interesting to see that, in this case, as smaller α L implies stronger dependence, the discrepancy between the BER standard deviations further increases.
A heuristic explanation for this phenomenon lies in the observation that LRD time series exhibit strong low frequency component. There exist long periods where the maximal level tends to stay high, and also there exist long periods where the sequence stays in low levels [22] . Therefore, in a short segment of the series, one often observes cycles and trends, although the process is stationary. Thus, for signal detection in LRD interference based on finite data length, the probability of error oscillates in a wider range than in an i.i.d noise environment.
It would be of interest to study analytically the dependence of the BER statistics on the noise LRD index (α L − 1, see Eq. (40)). This will be subject of future investigation.
VIII. CONCLUSIONS
In this paper, we investigated the statistics of the interference resulted from a Poisson field of interferers. Key assumptions were that individual interferers have certain random session life, whose distribution is a priori known, and the signal propagation attenuation is power-law. We obtained the instantaneous and second order distributions of the interference. We showed that although the interference process is marginally SαS, it is in general not jointly α-stable distributed, except in some special cases, such as the interferers sending BPSK signals, or constant amplitude signals. We provided conditions under which the interference becomes m-dependent, φ-mixing or long-range dependent.
The dependence structure of the interference must be taken into account to attain optimum signal detection. Some preliminary results shown in this paper indicate that, the performance of traditional detectors may deteriorate significantly un-der long-range dependent noise. Signal detection in the presence of impulsive and long-range dependent noise is still an open problem and is currently under investigation.
APPENDIX A PROOF OF PROPOSITION 1
Proof: Let C(n) denote the number of active interferers at the n-th time interval. It holds
where Γ k is the time when the sources emerged, and L k 's correspond to their session life (in multiples of T ). 1 [.] is the indicator function. LetF L (·) be the survival function of the session life, i.e.,
Since the number of new interferers at each time interval is a Poisson random variable, C(n) is Poisson distributed with parameter λ n k=0F L (n − k + 1). Letting n tend to ∞, or alternatively, taking the time origin to be −∞, the corresponding counting quantity C(n) asymptotically is λµ, where
At any given time interval, by noting that a combined Poisson point process is still Poisson, the active interferers are spatially Poisson distributed in the space.
APPENDIX B PROOF OF PROPOSITION 2
Proof: The joint characteristic function of the total interference at time m and n is:
N m represents the set of interferers which are active at time m. According to their emerging time, this set can be further partitioned as:
where the set N m,t contains the interferers that are active at m and emerged at time slot t. We should note here that the interferers emerged after time m will not contribute to the interference received at m. Thus the summations of the form i∈Nm can be replaced by the double summation m t=−∞ i∈Nm,t . By assumption, the interferers in N m,t , t = 1, 2... are independent of each other for different t. The same independence conclusion applies to interferers in N n,t , t = 1, 2.... Thus, the joint characteristic function becomes:
where the definitions of I 1 (t) and I 2 (t) can be easily deduced by (48).
We divide the calculation I 1 (t) and I 2 (t) into cases for t < m, t = m, m < t < n and t = n respectively. I) t < m For interferers started at time t < m, they can be classified into 3 groups according to their active/inactive states in m and n:
1) inactive at both m and n, i.e. their session life are shorter than m − t + 1. Let K t denote this set of interferers; 2) active at m but not n (m−t+1 ≤ session life < n−t+1) (denoted by K t ); 3) active at both m and n ( session life ≥ n−t+1). (denoted by K t .) We then have, N m,t = K t K t and N n,t = {K t }. Therefore, for t < m,
To compute (50), the sum is first taken for all sources restricted in a disk centered at the receiver, R b , which has a radius of b. Assuming there are total k sources that started emission at time t, due to the Poisson assumption their locations are independent and uniform distributed on the disk R b . Let us use k t , k t and k t to denote the number of elements in sets set K t , K t and K t respectively. From Eq. (50), we get:
where Ψ(ω 1 ) and Ψ m,n (ω 1 , ω 2 ) are the first and second order characteristic function of X i (n).
Since the survival function of the session life isF L (·), the probability that an interferer that emerged at time t will remain active until n is
The probability that an interferer that emerged at t will survive until m but will die out at n is
while the probability that an interferer will be inactive at m is
If there are k interferers beginning their emission at t, the probability that l of them are active until time n, and p of them are active at m but not n is
where l + p ≤ k.
Combining (55) and (51) we get
Ψ(a(r)ω 1 )f r (r)dr. Then, from(56) we get: 
The logarithm of (50) equals:
Proceeding in the manner of [5] , the second term in (58) can be simplified as
Denoting
we finally get:
and
Equations (61) (62) (63) define the contributions from interferers which emerged before time m.
II) t = m
Interferers that emerged at time m need to be treated differently, since they always contribute to the interference at m, while not necessarily at n. Nevertheless, these interferers can be grouped as either active or inactive at n. Hence, for t = m, we have
where N n,m represents the interferers started at m, but died out before n. We will use k n,m andk n,m to enumerate N n,m and N n,m respectively. For t = m, we get
For any interferer starting at time m, it remains active until n with probability P m1 =F L (n − m + 1), while it ends emission before n with probability P m2 = 1 − P m1 . Following similar reasoning as before, we may proceed to calculate (65) as
where σ as defined in (60). III) m < t < n So far, we are done with the computation for interferers emerged at or before time m. Next, we are continuing with calculation of the second product term in equation (49). These interferers emerged after time m, contributing interference only at time n. Since interferers emerged between m and n may die out before n, we need to consider them separately from the interferers emerged at n.
Reasoning as before, for m < t < n,
where σ as defined before in (60). Note that
where τ = n − m. IV) t = n Finally, following similar steps, we can show that, for t = n, 
Since,
plugging (71) into (16), we obtain (29) . Next, we show that Y (m) and Y (n) are jointly α-stable. To see this, noting that Y (m) and Y (n) are symmetrically α-stable, we only need to show that the linear combination
is symmetrically α-stable for any real number a 1 , a 2 (Theorem 2. 1.5 [20] ). The log-characteristic function of the random variable a 1 Y (n) + a 2 Y (m) equals:
which indeed is symmetrically α-stable.
APPENDIX D PROOF OF EQ.(32)-BERNOULLI CASE
The characteristic function of a Bernoulli random variable, which takes 1 or -1 with equal probability 1/2, is cos ω. Hence,
In the equation above, we have used the fact that
Therefore, we have
where α = 4/γ and σ is defined as in (60), which can be calculated as:
The above integral exists as long as 0 < α < 2 [31] . Using the integral identity
we have
Now, (32) is readily verified.
APPENDIX E PROOF OF PROPOSITION 4
Proof: The codifference of the interference separated by τ can be calculated as
Plugging (39), we get
Note that
Since the upper bound (80) and lower bound (81) converge as τ → ∞, we conclude that
where σ is as given as in (33). Note that, for α ∈ (0, 2), 2 − 
