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on progressively type-II censored competing risks data from a general class of distributions are
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During the analysis of reliability data, engineering, economet-
ric, biological or medical studies, units might fail because of
one of numerous causes. These causes compete in order to fail
the units. This is called in the statistical literature ‘‘competingrisks’’. For example, Boag [1], based on a study of breast
cancer patients, the causes of death were recorded as cancer
or other. Another example, Hoel [2], based on a laboratory
experiment in which 6 weeks old mice were exposed to dose
of radiation, the causes of death were known as Thymic
Lymphoma, Reticulum Cell Sarcoma, or other. The data for
these competing risks model consist of the lifetime of the failed
unit and an indicator variable denoting the cause of failure.
The causes of failure may be independent or dependent. In
most situations, however, the analysis of competing risks data
assumes independent causes of failure.
Censoring is very common in life tests. Reducing the total
test time and associated cost are the major reasons for censor-
ing. It usually applies when the distribution of exact lifetimes
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lifetimes are known only to exceed certain values under a life
test. Type-I and type-II are the most two common censoring
schemes (CSs), see for example, [3–5]. Progressive type-II cen-
soring is considered a generalization of type-II censoring. It al-
lows the experimenter to remove units from a life test at
various stages during the experiment, see [6].
Some authors discussed the competing risks model under
progressive type-II censoring using different lifetime distribu-
tions. Among others, see [7–9].
Statistical prediction is the problem of inferring the values
of unknown observables (future observations), or functions
of such observables, from current available (informative)
observations. It has many applications in the ﬁelds of quality
control, reliability, engineering, medical sciences, business
and other areas as well. For example, the experimenters or
manufacturers would like to have bounds for the life of their
products so that their warranty limits could be plausibly set
and customers purchasing manufactured products would like
to know the bounds for the life of the product to be purchased.
A predictor could be a point or interval predictor.
The notion of predicting progressively censored failure times
has been introduced by several authors, among others, are [10–16].
The novelty of the article is to obtain Bayesian prediction
bounds for future order statistics from a general class of distri-
butions, based on progressively type-II censored sample under
competing risks model. The results are then applied to the half-
logistic population.
The rest of the article is organized as follows: In Section 2,
competing risks model under progressive type-II censoring is
described. Section 3 presents Bayesian one-sample prediction
of future observables. The half-logistic distribution (HLD) is
considered in Section 4. In Section 5, numerical computations
and simulations are given. Concluding remarks are ﬁnally pre-
sented in Section 6.
2. Model description and progressive type-II censoring
2.1. Basic assumptions for competing risks model
1. Suppose that the lifetimes of n units to be tested are inde-
pendent and identically distributed.
2. Suppose that there are only two independent causes of
failure.
3. For j ¼ 1; 2; T ij denotes the lifetime of unit i when it fails
because of cause j.
4. Suppose, for i ¼ 1; . . . ; n; T i1 and T i2 are two independent
and identically distributed random variables (RVs) and
T i ¼ minfT i1; T i2g.
5. The indicator variable, ai, denotes the cause of failure of
unit i.
6. IðÞ is an indicator function of the event ðÞ.
Let, for j ¼ 1; 2, the cumulative distribution function
(CDF) FjðtÞ of a RV Tij be of the form
FjðtÞ  Fjðt; bjÞ ¼
1 exp½ujðtÞ; 1 6 b1 6 t 6 b2 61;
0; otherwise;

ð2:1Þ
where bj is a positive parameter and ujðtÞ  ujðt; bjÞ
¼  ln½1 FjðtÞ is a non-negative, continuous, monotoneincreasing and differentiable function of t such that
ujðtÞ ! 0; as t ! bþ1 and ujðtÞ ! 1; as t ! b2 ; j ¼ 1; 2. In
particular, any CDF with positive domain (suitable for life
testing) is a special case of (2.1). For example, the Weibull,
exponential, Rayleigh, compound Weibull (Burr type XII),
compound exponential (Lomax), compound Rayleigh, Pareto,
beta, Gompertz and compound Gompertz distributions are all
special cases of (2.1), see [17–19].
The CDF of Ti is given by
FðtÞ  Fðt; bÞ ¼ 1
Y2
j¼1
½1 FjðtÞ ¼ 1 exp½uðtÞ; ð2:2Þ
where
uðtÞ  uðt; bÞ ¼
X2
j¼1
ujðtÞ; b ¼ ðb1; b2Þ: ð2:3Þ
The vector of unknown parameters b belongs to some param-
eter space.
The probability density function (PDF) fðtÞ, corresponding
to CDF (2.2), is given by
fðtÞ  fðt; bÞ ¼ u0ðtÞ exp½uðtÞ; ð2:4Þ
where the prime denotes derivative with respect to t,
throughout.
2.2. Progressive type-II censoring
The progressively censored competing risks experiment can be
described as follows:
1. The experimenter places n units on the experiment.
2. Suppose mð< nÞ and R1; . . . ;Rm are ﬁxed before the
experiment.
3. When the ith failure unit occurs at ti:m:n;Ri surviving units
are randomly removed from the experiment, i ¼ 1; 2; . . . ;m.
4. The experiment terminates when the mth failure occurs at
which Rm ¼ n m
Pm1
i¼1 Ri surviving units are all
removed from the experiment.
5. The remaining n m units are progressively type-II cen-
sored during the experiment.
6. The data from progressively type-II censored sample under
competing risks model are as follows: ðt1:m:n; a1;R1Þ
< . . . < ðtm:m:n; am;RmÞ where a1; . . . ; am denote the m causes
of failure and R1; . . . ;Rm denote the number of units
removed from the experiment at failure times
t1:m:n; . . . ; tm:m:n.
It may be noticed that progressive type-II CS reduces to
traditional type-II CS by setting Ri ¼ 0; i ¼ 1; . . . ;m 1 and
Rm ¼ nm.
Based on Eq. (2.1) and the progressively type-II censored
sample, the likelihood function is then given by the following,
see for example [7–9],
Lðb; tÞ /
Ym
i¼1
Y2
j¼1
ðhjðtiÞÞIðai¼jÞ
Y2
l¼1
ð1 FlðtiÞÞ
 !Riþ124
3
5
/
Y2
j¼1
Ymj
r¼1
u0jðtrjÞ exp 
Xm
i¼1
ðRi þ 1ÞuðtiÞ
" #
; ð2:5Þ
192 E.K. AL-Hussaini et al.where hjðtiÞ is the hazard rate function (HRF) under cause j,
t ¼ ðt1; . . . ; tmÞ; mj ¼
Pm
i¼1Iðai ¼ jÞ is the number of failures
due to cause j; j ¼ 1; 2, and
IðAi ¼ jÞ ¼
1; Ai ¼ j;
0; otherwise;

and Ai is a discrete RV with realization ai.3. Bayesian one-sample prediction
Suppose that ðt1:m:n; a1;R1Þ; . . . ; ðtm:m:n; am;RmÞ is the progres-
sively type-II censored sample of size m obtained from a
sample of size n with progressive CS ðR1; . . . ;RmÞ. Our object
is to predict the remaining order statistics fYp:Rsg;
p ¼ 1; . . . ;Rs; s ¼ 1; . . . ;m. It may be noticed that Yp:Rs repre-
sents the pth order statistic outside of Rs surviving units that
have been removed at the sth observed failure. This is known
as the one-sample prediction scheme.
For given values of the two parameters b1 and b2, the con-
ditional density function of Yp:Rs , is given by the following, see
for example [12],
hðyp:Rs jbÞ ¼ p
Rs
p
  ½Fðyp:RsÞ  FðtsÞp1½1 Fðyp:RsÞRspfðyp:RsÞ
½1 FðtsÞRs
;
ð3:1Þ
where yp:Rs > ts .
Substitution of Eqs. (2.2) and (2.4) in (3.1) then yields
hðyp:Rs jbÞ ¼ aHp ðRsÞ
Xp1
q¼0
CqðpÞ u0ðyp:RsÞ exp½Dqðyp:RsÞ; ð3:2Þ
where
Dqðyp:RsÞ ¼ nqðRs; pÞ½uðyp:RsÞ  uðtsÞ;
aHp ðRsÞ ¼ p
Rs
p
 
;
CqðpÞ ¼ ð1Þq
p 1
q
 
;
nqðRs; pÞ ¼ Rs  pþ qþ 1:
That is, the future observables are Yp:Rs ; p ¼ 1; . . . ;Rs;
s ¼ 1; . . . ;m.
Assume that the prior belief of the experimenter is that B1
and B2 are two independent RVs and have gamma and expo-
nential distributions, respectively. Therefore, the joint prior
density of B1 and B2 can now be written as
pðb1; b2Þ ¼ p1ðb1Þ p2ðb2Þ; ð3:3Þ
where
p1ðb1Þ ¼
aa12
Cða1Þ b
a11
1 exp½a2b1; b1 > 0; ða1;a2 > 0Þ; ð3:4Þ
p2ðb2Þ ¼ a3 exp½a3b2; b2 > 0; ða3 > 0Þ; ð3:5Þ
where b1 and b2 are two realizations for the two RVs B1 and
B2, respectively.
Using Eqs. (3.4) and (3.5), (3.3) becomes
pðb1; b2Þ ¼
aa12
Cða1Þ a3 b
a11
1 exp½ða2b1 þ a3b2Þ;
b1; b2 > 0; ða1; a2; a3 > 0Þ: ð3:6ÞThe posterior density function of b1 and b2 is given, from Eqs.
(2.5) and (3.6), by
pðb1; b2jtÞ ¼ w1 l exp½d; b1; b2 > 0; ð3:7Þ
where
l ¼ ba111
Y2
j¼1
Ymj
r¼1
u0jðtrjÞ;
d ¼ a2b1 þ a3b2 þ
Xm
i¼1
ðRi þ 1Þ uðtiÞ;
w ¼
Z 1
0
Z 1
0
l exp½ddb1 db2:
From (3.2) and (3.7), the Bayesian predictive density func-
tion of Yp:Rs ; p ¼ 1; . . . ;Rs; s ¼ 1; . . . ;m, is given by
fHðyp:Rs jtÞ ¼
aHp ðRsÞ
w
Xp1
q¼0
CqðpÞ gqðyp:RsÞ; ð3:8Þ
where
gqðyp:RsÞ ¼
Z 1
0
Z 1
0
l u0ðyp:RsÞ exp½ðdþDqðyp:RsÞÞdb1 db2:
The Bayesian prediction bounds for Yp:Rs ; p ¼ 1; . . . ;Rs;
s ¼ 1; . . . ;m, are obtained by evaluating P½Yp:Rs > vjt, for gi-
ven values of v. Eq. (3.8) then yields
P½Yp:Rs > vjt ¼
aHp ðRsÞ
w
SðvÞ; ð3:9Þ
where v > ts; s ¼ 1; . . . ;m, and
SðvÞ ¼
Xp1
q¼0
CqðpÞ
nqðRs; pÞ
Z 1
0
Z 1
0
l exp½ðdþDqðvÞÞdb1 db2:
ð3:10Þ
It then follows that
P½Yp:Rs > vjt ¼
SðvÞ
SðtsÞ ; ð3:11Þ
where SðvÞ is given by (3.10) and
SðtsÞ ¼
Xp1
q¼0
CqðpÞ
nqðRs; pÞ
Z 1
0
Z 1
0
l exp½ddb1 db2: ð3:12Þ
A two-sided 100s% prediction interval for Yp:Rs ; p ¼ 1; . . . ;
Rs; s ¼ 1; . . . ;m, has lower and upper bounds, LB and UB,
given by
1þ s
2
¼ P½Yp:Rs > LBjt ¼
SðLBÞ
SðtsÞ ;
1 s
2
¼ P½Yp:Rs > UBjt ¼
SðUBÞ
SðtsÞ ;
which are equivalent to solving the two equations
SðLBÞ  1þ s
2
 
SðtsÞ ¼ 0;
SðUBÞ  1 s
2
 
SðtsÞ ¼ 0;
where SðvÞ and SðtsÞ are given, respectively, by (3.10) and
(3.12).
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Figure 2 The HRFs of HLD at b1 ¼ 0:5 and b2 ¼ 0:7 with their
HRF under competing risks model.
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bounds for future order statistics under progressively type-II
censored competing risks data from HLD.
4. Half-logistic distribution
The logistic growth function was ﬁrst suggested by Verhulst
[20,21]. The CDF of a logistic RV Z with scale parameter h
is given by
FZðzÞ ¼ ð1þ exp½hzÞ1; 1 < z < 1; ðh > 0Þ:
It can be seen that if T ¼ jZj, and bj  h then T has a HLD,
the CDF for which is
FTjðtÞ ¼
1 exp½bjt
1þ exp½bjt
; t > 0; ðbj > 0Þ; ð4:1Þ
and its PDF is given by
fTjðtÞ ¼
2bj exp½bjt
ð1þ exp½bjtÞ2
; ð4:2Þ
which is monotone decreasing on [0, 1).
It may be noticed that Eq. (4.1) is obtained from (2.1) by
putting
ujðtÞ ¼ ln
1þ exp½bjt
2
 
: ð4:3Þ
Therefore, the PDF under competing risks model that cor-
responds to (2.4) takes the form
fðtÞ ¼
X2
j¼1
bj
1þ exp½bjt
" # Y2
j¼1
2
1þ exp½bjt
" #
: ð4:4Þ
The PDFs of Eqs. (4.2) and (4.4) are plotted in Fig. 1,
while the HRFs are plotted in Fig. 2. It can be noticed from
these two ﬁgures that the PDFs are all decreasing functions
with mode at 0, while the HRFs are increasing-constant
functions.
Based on Eq. (4.4), the Bayesian prediction bounds for
Yp:Rs are given by (3.11).f1
f2
f
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Figure 1 The PDFs of HLD at b1 ¼ 0:5 and b2 ¼ 0:7 with their
PDF under competing risks model.5. Simulation study and illustrative example
5.1. Simulation procedure
In this subsection, a Monte Carlo simulation study is carried
out in order to calculate Bayesian prediction bounds for
Yp:Rs ; p ¼ 1; . . . ;Rs; s ¼ 1; . . . ;m.
We generate 500 progressively type-II censored samples of
sizes m (m ¼ 18, 24 with n ¼ 30) from HLD with CDF (4.1),
according to the algorithm given in [22], considering the fol-
lowing three different progressive CSs:
 Scheme 1:
Riþj ¼ 1; i ¼ 1; 2; . . . ; nm
3
; j ¼ 0; 4m n
6
;
4m n
3
;
Riþj ¼ 0; otherwise:
For example if n ¼ 30 and m ¼ 18, then CS1 means that we re-
move one survival unit after the ﬁrst, middle and last four
units.
 Scheme 2:
R1 ¼ Rm2 ¼ Rm ¼
nm
3
;
Ri ¼ 0; otherwise:
For example if n ¼ 30 and m ¼ 18, then CS2 means that we re-
move four survival units after the ﬁrst, ninth and eighteenth
failures.
 Scheme 3:
Rm ¼ nm;
Ri ¼ 0; otherwise:
For example if n ¼ 30 and m ¼ 18, then CS3 means that we re-
move 30  18 = 12 survival units after the eighteenth failure.
It may be observed that CS3 is equivalent to traditional
type-II censoring.
The values of m have been taken to represent 60% and 80%
of the sample size through the simulation study.
The prior parameters a1 ¼ 0:650; a2 ¼ 1:300, and
a3 ¼ 1:427 are considered to generate population parameter
values b1 ¼ 0:5 and b2 ¼ 0:7 using (3.4) and (3.5). Table 1 dis-
plays the simulated average lower and upper bounds (ALBs,
194 E.K. AL-Hussaini et al.AUBs), the average interval lengths (AILs) and the coverage
probabilities (COVPs), for s ¼ 95% of Yp:Rs ; p ¼ 1; . . . ;Rs;
s ¼ 1; . . . ;m, over 500 simulated samples.
5.2. Illustrative example
In this subsection, we illustrate the prediction procedure for
data obtained from HLD with CDF (4.1). The prior parameter
values a1 ¼ 0:650; a2 ¼ 1:300, and a3 ¼ 1:427 have been usedTable 2 Progressively type-II censored sample. Prior parameter valu
values: b1 ¼ 0:5 and b2 ¼ 0:7, R ¼ ð1; 0; 1; 0; 1; 0; 0; 2; 1; 0; 0; 2Þ.
i Ti1 Ti2
1 2.0844 0.9202
2 0.0348 1.8332
3 1.4483 2.1049
4 0.5608 0.3715
5 0.7304 3.0737
6 2.3534 2.2371
7 2.6413 0.3063
8 3.9882 1.0828
9 1.7151 3.8326
10 5.9688 0.8662
11 8.8135 3.0545
12 2.9024 0.6242
13 0.3933 4.1733
14 9.3757 0.5404
15 3.8934 2.3058
16 0.5381 1.1128
17 1.4565 0.6303
18 0.7376 0.9376
19 3.0879 1.8674
20 1.5515 1.1101
Table 1 The ALBs, AUBs, AILs and COVPs of 95% predic
a2 ¼ 1:300; a3 ¼ 1:427. Population parameter values: b1 ¼ 0:5 and b
n m CS1 CS2
s;Rs; p ALB AUB AIL COVP s;Rs; p AL
30 18 1, 1, 1 0.0953 4.5336 4.4383 93.0 1, 4, 1 0.06
2, 1, 1 0.1561 4.5904 4.4343 97.2 1, 4, 2 0.16
3, 1, 1 0.2195 4.5960 4.3765 94.8 1, 4, 3 0.38
4, 1, 1 0.2781 4.5555 4.2774 95.0 1, 4, 4 0.79
8, 1, 1 0.5652 4.7810 4.2157 97.4 9, 4, 1 0.64
9, 1, 1 0.6595 4.9029 4.2334 96.6 9, 4, 2 0.70
10, 1, 1 0.7401 4.8976 4.1575 96.2 9, 4, 3 0.90
11, 1, 1 0.8241 4.8683 4.0442 96.2 9, 4, 4 1.23
15, 1, 1 1.3801 5.3665 3.9864 94.6 18, 4, 1 1.96
16, 1, 1 1.5489 5.4382 3.8893 95.4 18, 4, 2 1.87
17, 1, 1 1.8265 5.6349 3.8085 95.4 18, 4, 3 2.12
18, 1, 1 2.3915 6.1491 3.7576 96.0 18, 4, 4 2.30
30 24 1, 1, 1 0.0959 4.3599 4.2640 94.2 1, 2, 1 0.07
2, 1, 1 0.1522 4.3441 4.1919 95.8 1, 2, 2 0.31
12, 1, 1 0.8301 4.8378 4.0078 94.4 12, 2, 1 0.83
13, 1, 1 0.9406 4.9596 4.0190 94.8 12, 2, 2 0.95
23, 1, 1 2.4465 6.0750 3.6285 95.6 24, 2, 1 2.73
24, 1, 1 2.9077 6.4252 3.5175 95.2 24, 2, 2 2.62to generate population parameter values b1 ¼ 0:5 and
b2 ¼ 0:7 using (3.4) and (3.5). We generate two random
samples of sizes n ¼ 20 from CDF (4.1) and then apply step
4, given in Subsection 2.1, to them in order to obtain a random
sample of size n ¼ 20 under competing risks model. Apply pro-
gressive type-II censoring to this sample, considering the CS
R ¼ ð1; 0; 1; 0; 1; 0; 0; 2; 1; 0; 0; 2Þ, to obtain a progressively
type-II censored sample of size m ¼ 12. Table 2 shows, in
the 2-nd column, the original random sample of size 20 gener-es: a1 ¼ 0:650; a2 ¼ 1:300 and a3 ¼ 1:427. Population parameter
Ti ðTi;m;n;RiÞ Yp:Rs
0.9202 ð0:0348; 1Þ 0.9202
0.0348 ð0:3063; 0Þ –
1.4483 ð0:3715; 1Þ 1.4483
0.3715 ð0:3933; 0Þ –
0.7304 ð0:5381; 1Þ 0.7304
2.2371 ð0:5404; 0Þ –
0.3063 ð0:6242; 0Þ –
1.0828 ð0:6303; 2Þ 2.2371 , 1.0828
1.7151 ð0:7376; 1Þ 1.7151
0.8662 ð0:8662; 0Þ –
3.0545 ð1:1101; 0Þ –
0.6242 ð1:8674; 2Þ 3.0545, 2.3058
0.3933
0.5404
2.3058
0.5381
0.6303
0.7376
1.8674
1.1101
tion intervals for Yp:Rs . Prior parameter values: a1 ¼ 0:650,
2 ¼ 0:7.
CS3
B AUB AIL COVP s;Rs; p ALB AUB AIL COVP
24 1.4477 1.3853 64.6 18, 12, 1 1.2686 1.6743 0.4057 28.8
70 2.3410 2.1740 77.4 18, 12, 2 1.2444 1.7324 0.4881 31.6
50 3.6128 3.2277 72.6 18, 12, 3 1.3434 2.1806 0.8373 52.6
26 6.1222 5.3296 62.0 18, 12, 4 1.3616 2.3600 0.9984 50.8
77 1.9130 1.2653 65.0 18, 12, 5 1.4379 2.6461 1.2082 59.0
20 2.7240 2.0220 79.6 18, 12, 6 1.4998 2.9144 1.4146 56.4
09 3.9445 3.0436 72.4 18, 12, 7 1.5825 3.2287 1.6462 57.4
21 6.2523 5.0202 64.2 18, 12, 8 1.6805 3.6163 1.9358 59.4
72 3.0196 1.0524 61.4 18, 12, 9 1.8252 4.1366 2.3114 52.8
84 3.7198 1.8414 82.2 18, 12, 10 1.9422 4.7079 2.7657 48.0
13 4.8213 2.7000 76.2 18, 12, 11 2.1708 5.7078 3.5371 43.2
91 7.0974 4.7883 68.2 18, 12, 12 2.5439 7.9689 5.4251 29.6
42 2.4596 2.3854 85.6 24, 6, 1 1.9741 2.6579 0.6838 50.4
74 5.0719 4.7545 83.8 24, 6, 2 2.0223 3.1202 1.0979 64.0
06 3.0737 2.2431 86.0 24, 6, 3 2.2112 3.7616 1.5504 71.4
32 5.6096 4.6564 86.6 24, 6, 4 2.2458 4.3280 2.0823 71.0
25 4.5630 1.8305 83.6 24, 6, 5 2.4192 5.3145 2.8953 62.4
18 6.3503 3.7285 86.8 24, 6, 6 2.7335 7.4749 4.7414 49.8
Table 3 The 95% prediction intervals for the values of Yp:Rs
that given in Table 2.
s Rs p LB UB
1 1 1 0.0718 4.1180
3 1 1 0.4043 4.3156
5 1 1 0.5693 4.4198
8 2 1 0.6455 2.7358
8 2 2 0.8251 5.2001
9 1 1 0.7668 4.5500
12 2 1 1.8791 3.7147
12 2 2 1.7368 6.0877
Bayesian prediction intervals of order statistics based on type-II censored competing risks 195ated from CDF (4.1), with b1 ¼ 0:5, due to the ﬁrst cause of
failure, while that due to the second cause of failure
ðb2 ¼ 0:7Þ is presented in the 3-rd column. The values of these
two samples are then compared and the minimum values are
recorded in the 4th column. The values of progressively type-
II censored sample of size 12 are presented in the 5th column,
while the failure times of the units that have been removed dur-
ing the test, which we intend to obtain prediction intervals for
them, are presented in the 6th column. For example, (1.8674,
2) at the end of the 5th column means that we removed two
units after the twelfths observed failure 1.8674. The two re-
moved observed failures are 3.0545 and 2.3058 as shown at
the end of the 6th column. Based on the generated progres-
sively type-II censored sample under competing risks model gi-
ven in Table 2, Table 3 presents 95% prediction intervals for
Yp:Rs . For example, when s ¼ 8; Rs ¼ 2; p ¼ 1, and p ¼ 2 we
have obtained 95% prediction intervals for the two failure
times of the two units that have been removed after the 8th
failure. The lower and upper bounds of 95% prediction inter-
val are (0.6455,2.7358) for p ¼ 1 and (0.8251, 5.2001) for
p ¼ 2.
6. Concluding remarks
In this article, we have considered prediction results for HLD
based on progressively type-II censored data under competing
risks model. From Table 1, we notice that:
1. With respect to CS1 and CS2, for ﬁxed m, better values
have been obtained, through small values of the AILs as
s increases.
2. With respect to CS2 and CS3, the AILs increase by increas-
ing p.
3. Better values for the COVPs (near the nominal values 95%)
have been obtained in CS1.
4. In the three considered CSs, better values, through the
AILs and COVPs, have been obtaine by increasing m.
5. In general, CS1 gives better results than the other two
schemes.
6. Numerical computations show that the above results do not
change by changing the values of the prior parameters.
7. If the hyperparameters are unknown, ‘‘simple empirical
Bayes estimators’’ may be obtained by using ‘‘past sam-
ples’’, see [23]. Alternatively, one could use hierarchical
Bayes approach in which a suitable prior for the vector of
hyperparameters is used, see [24].Acknowledgments
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