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Abstract: Traﬃc streams, sources as well as aggregated traﬃc ﬂows, of-
ten exhibit long-range-dependent (LRD) properties. This paper presents the
theoretical foundations to justify that the behavior of traﬃc in a high-speed
computer network can be modeled from a self-similar perspective by limiting
its scope of analysis to the network layer, since the most relevant properties of
self-similar processes are consistent for use in the formulation of traﬃc models
when performing this speciﬁc task.
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1 Introduction
Still rooted in the genesis of the design of present day high speed computer networks is
the trend to scalable development with a base prepared for the primary support of processing
applications which, although requiring a reliable transport service, are not demanding in terms
of other quality of service (QoS) parameters such as delay, ﬂow rate, latency, and loss rate. It
is a reality that is subordinated to ﬁnancial justiﬁcations, unable to reﬂect both the behavior
and the operation of present day network environments, most of them characterized not only by
their scalability and support of services and added value applications with high band width and
availability requirements, but also by their convergence, complementarity, and interoperability.
On the other hand, sustained development in the ﬁelds of optical, nanometric, and quantum
technologies with greater emphasis has allowed the evolution of computer networks, providing
them with the capacity needed to satisfy simultaneously the requirements of diverse traﬃc,
creating the scenario inherent to the appearance of new services and applications for which
this characteristic is essential; we are in the presence of services that involve real time traﬃc and
which, because of their nature, have highly demanding needs to and from the available bandwidth.
Therefore, the new high speed networks must be capable of providing a service that not only
ensures the availability of the resources, but is also provided under quality conditions that are well
deﬁned, parameterizable, adaptable, and dynamic in their assignment, because the requirements
of present day real time applications and services cannot be satisﬁed using the high-level protocols
if the carrier networks do not oﬀer the necessary guaranties. It is crucial, therefore, to make
quantitative analyses that evaluate the service quality oﬀered by the new technologies, leaving
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aside the unsubstantial bases, arguments, and assumptions. The main problem that appears at
the time of making a rigorous evaluation of the performance of a communications network is that
of modeling the input traﬃc to the network. In fact, to many authors, traﬃc modeling is the
most critical problem related to the evaluation of the performance of communications networks,
because the success of the analyses depends directly on how representative of reality are the traﬃc
models used. Historically, traﬃc modeling had its origin in conventional telephony systems and
has been based almost exclusively on assumptions of independence between the times of arrival of
successive grids and exponential durations in the use of the resources. Concretely, the acceptance
of both assumptions implies a restriction toward the stochastic processes so that they obey a
universe of Poisson or Markov processes. In that respect, the usefulness of their use by network
designers as well as by systems analysts for planning capacities and predicting performance is not
questioned [1]. However, in a wide range of real world cases it has been veriﬁed that the results
predicted from the analysis of tails diﬀer signiﬁcantly from the actual observed performance,
and this marked discrepancy has its origin in the fact that traﬃc processes often present LRD
on many or all the temporal scales, while Poisson or Markov models, which have no memory or
show short-range dependence (SRD), present traﬃc ﬂow over much shorter time scales. As a
result, there is a tendency to produce highly optimistic forecasts of performance due to the use
of distributions with ﬁnite variance for characterizing the periods with the presence and absence
of burst packets. In view of the above arguments, the following working hypothesis is proposed:
“It is completely feasible to restrict the evolution of a statistically self-similar process to a well
deﬁned application setting without altering its nature and its more important properties, in that
way highlighting the validity of its postulates and giving greater plausibility to its physical inter-
pretation.”
In this context, the plausibility refers to the action of conferring an admissible character, therefore
worthy of consideration, to one or several parameters that are components of an analytical model,
whose interpretations do not constitute only a mathematical idealization. This paper presents a
detailed discussion of the theoretical bases that justify the fact that the behavior of a high speed
computer network traﬃc in the presence of long-range dependence can be modeled from a self-
similar perspective limiting its analysis setting to the network layer level, stressing that all the
most relevant properties of the self-similar processes are consistent for use in the formulation of
traﬃc models when this distinction is made, since the need for its concept is justiﬁed to describe
the traﬃc that is registered in the settings of present day computer networks.
2 Bibliographic Discussion
Since Kleinrock’s publication [2], later expanded in [3], which establishes the mathematical
theory that governs networks with packet switching, the existence of temporal dependence in the
performance of the diﬀerent types of data traﬃc ﬂows has become an exciting ﬁeld of research
with countless discoveries, with the huge impact and inﬂuence that they have on the performance
of tail systems standing out among them. The latter fact accounts for both the current existence
and coexistence of a wide variety of input traﬃc models that show structures with rather complex
correlations, which are applied to cases in which the models of the communications systems
that are being studied allow adequate analytic handling. In any case, these models, basically
Markovian, neglect the temporal correlations starting from a given temporal separation, even if
the latter can be increased arbitrarily at the expense of complicating the models with additional
parameters. Since 1993 an increasing number of published studies have documented that the
data traﬃc pattern is well modeled by self-similar processes in a wide range of real world and
network situations [1], with their top reference point and foundational work in the research of
Leland, Willinger, Taqqu, and Wilson [4], presented originally at ACM SIGCOMM ’93, and
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then amended and extended in [5]. In spite of the existence of some previous papers that provide
informal descriptions of this performance, such as [6]- [8], and to an exception from Mandelbrot
himself [9], no one had submitted the idea of self-similarity applied to the analysis of data
traﬃc in itself, and that paper shattered the illusion that a simple tail analysis, based on the
assumption that the traﬃc follows a Poisson distribution can model adequately all the network
traﬃc [1], showing that traﬃc in Ethernet has a self-similar or fractal nature and therefore
requires new modeling and analysis statements. In this respect, the methodology followed by the
authors involves a massive compilation of traﬃc samples from 1898 through 1992, from diﬀerent
Ethernet LANs of the research and engineering center of Bellcore in Morristown, USA [5], which
resulted in a detailed temporal high resolution collection totaling more than 100 million packets
with 10 s precision, grouped in four sets of measures available in [10], and in the application of
a rigorous and exhaustive statistical analysis based on the modeling of the traﬃc sources using
hyperbolic tail distributions, in particular Pareto’s, comparing the results with the behavior
of the traﬃc ﬂow of the real traces, and in the observation of the estimated value of Hurst’s
parameter (H) for each of the four sets of traﬃc samples, expressed for processing as a series of
ordered pairs of data composed of the time of arrival and the size of the Ethernet packet, as well
as for each level of temporal traﬃc aggregation considered.
A complete analysis of both the statement and the methodology followed by the authors is found
in [11] and [12], and their proofs in [13]. Speciﬁcally, this research shows that:
 It is possible to model Ethernet traﬃc producing results similar to those of real Ethernet
traﬃc using few parameters (parsimony), and with the fundamental added value of being
physically plausible.
 Ethernet LAN traﬃc can be modeled through the superposition of many sources that vary
between a state of burst transmission and one of inactivity, using for their characterizations
inﬁnite variance distributions. In particular it is proved using a Pareto distribution.
 Ethernet traﬃc is statistically self-similar regardless of the place and time at which it is
checked.
 The degree of self-similarity measured in terms of Hurst’s parameter (H) is a function of
the use factor of Ethernet and can be used to get the magnitude of the traﬃc bursts.
 Traditional traﬃc models are unable to capture the property of self-similarity.
These results and their deep implications, as can be noted from the preceding paragraphs, pro-
duced a host of researchers seeking to observe that same behavior associated with the largest
variety of communications and applications scenarios.
What follows is an exhaustive literature review of research results in relation to their ﬁeld of
application, that approaches the treatment of systems communications systems and applications
from a self-similar perspective. It should be noted that the idea is not only to show the appli-
cation of this view, but also to present results that dissent from it. The self-similar or fractal
behavior of traﬃc in WAN networks is shown in [14]- [16], pointing out the failure of Poisson
models to represent the strong correlations that exist at diﬀerent temporal scales. Evidence and
conclusions on this behavior in traﬃc due to the WWW are provided in [17]- [19], considering
interconnection scenarios as well as traﬃc patterns in browsers. On the other hand, [20] and [21]
point out the fractal nature of the data ﬂow of the protocols that compose the signaling sys-
tem 7 in common channel signaling networks [22], showing that the traditional methods are not
adequate to interpret their behavior, and the duration of the calls are better characterized if
hyperbolic tail distributions are used. In another setting, [9] and [23]- [25] show that the LRD
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is a characteristic inherent to VBR video traﬃc that does not have any relation with the type
of codec or the number of special eﬀects that contain the recorded scenes. Speciﬁcally, the VBR
video traﬃc ﬂow transmitted through B-ISDN, ATM, and Internet networks are studied, show-
ing that the behavior of the distribution’s tail that represents the marginal band width can be
described exactly if hyperbolic tail distributions (like Pareto) are used; that the self-correlation
function of the video sequences decays hyperbolically (this is equivalent to long-range depen-
dence) and it can be modeled using self-similar processes, and ﬁnally, that the use of models
that only capture the SRD is inappropriate for characterizing this kind of traﬃc because it over-
estimates the performance, leading to insuﬃcient resource assignments, which ﬁnally derives in
poor perceptions by the users of the networks when diﬃculties appear to achieve the service
quality expected by them. In the ﬁeld of wireless communications, in [26] it is shown that traﬃc
in CDPD networks has an LRD behavior. Using the R/S and Variance-Time methods, it es-
timates values for Hurst’s parameters of H = 0:8 and H = 0:9, respectively, thus disregarding
the use of predictive models based on Poisson arrival processes. In [27] an investigation is made
of the impact of mobility on the added traﬃc in wireless networks in the city of Bristol, UK,
and of whether the applications of voice and data together produce self-similar traﬃc. It is
concluded that the added traﬃc generated by the mobile users that use voice and data services
together show a self-similar LRD behavior that has no relation with the rate of penetration of
the services. They warn on the drastic changes that wireless multimedia service implementa-
tions must undergo in terms of the traﬃc proﬁles used in their models to be able to capture
that characteristic. From another perspective, in [28] it is shown that traﬃc in wireless networks
with ad hoc topology is self-similar and forecastable as a consequence of the fact that subjacent
temporal self-similar series are, in essence, predictable. The required data are captured using
a wireless test network with ad hoc topology. The analysis of traﬃc and the design of wireless
IP networks describing TCP traﬃc as dominant in present day Internet is approached in [29],
indicating that its statistical nature shows the same behavior over all the temporal scales. It
also presents an analysis of traﬃc traces which shows the statistically self-similar nature of the
traﬃc due to WWW and to the VBR video over these types of networks. In [30] develops a
new model for traﬃc in wireless networks that has its origin in the alternating fractal renewal
processes (AFRP) proposed as traﬃc models in [14], and in the wide band network traﬃc model
using the extended alternating fractal renewal processes (EAFRP) proposed in [31]. With the
incorporation of a limiting rate for alternation between the two states, called extended limiting
rate, the Rate-Limited EAFRP model is formulated, which assumes an advance with respect to
the wireline models used traditionally for model traﬃc in wireless networks, since it takes care of
its two main deﬁciencies: omission of the eﬀects of the LRD temporal correlations, and inability
to make reliable performance forecasts due to the high dependence on short-range processes.
In [32] there is an extensive discussion of the problem of modeling the data traﬃc that ﬂows
from and to the wireless networks with respect to the Internet, taking care of large scale wireless
communication structures. Based on the methodology presented in [33] and tested extensively
in [34], [35], it is concluded that the circulation of traﬃc ﬂows cannot be treated using Poisson
models, and that their behavior is statistically self-similar. In [36] two solutions are proposed
to create an interconnecting bridge between WiMAX and WiFi links. The former is based on
maintaining a certain level of QoS from one end to the other regardless of the wireless technology
used, while the latter is aimed at the reduction of the complexity in its physical implementation
at the expense of not providing any QoS guaranty. In both cases the performance of the system is
compared with computer simulations that consider real time traﬃc with long-range dependence
that is manifested trough a polynomial type decay of the self-correlation function. To model
the traﬃc generated by the many terminals within the WLAN, recourse is made to the On/Oﬀ
methodology presented in [14], supporting its foundations on [37]. Finally, in the same context,
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but in another ﬁeld of application, [38] deals with the use of fractal geometry in the antenna
design process, while in [39] a general synthesis methodology is proposed that covers the eﬃcient
design of fractal antennas and their WiMAX applications. In the ﬁeld of optical networks, [40]
deals extensively with the use of self-similar traﬃc models, in particular that proposed in [15], as
the only way to represent reality faithfully and to evaluate the performance of Ethernet passive
optical networks. In [41] a new protocol is proposed for labeled switching in optical networks
with optical burst switching (OBS), with time/space labeling that allows to keep the signaling
always joined with the addressing functions. The results obtained are based on simulations under
the premise of accepting the self-similarity of the traﬃc in the networks with wavelength division
multiplexing. Finally, [42] reports on the implications of reducing the self-similarity of IP traﬃc
by the OBS assembly algorithms. In spite of what all the above arguments imply in terms of
putting in evidence the merits and advantages of the use of parsimonious models and which also
provide a plausible physical interpretation to its parameters, the question arises on the degree of
prevalence of these self-similar traﬃc patterns and on which are the conditions for the analysis of
performance to depend critically on considering self-similarity. In this sense it is valid to inquire
not only about the origin of the data that have been analyzed with respect to the synthetic traces
generated, but also on what is the context or the setting in which these comparisons have been
made, and where are the results aimed at. It is no less true that in the light of all the research
presented, it seems even irrelevant to think of a traditional analysis of tails to represent data
traﬃc ﬂow in present day high speed networks. But this is neither categorical nor restrictive;
this methodology cannot be disregarded ﬂatly, and neither is its proper to think that the former
is the uniﬁed solution by simply arguing it ubiquitousness in all the temporal scales, because
this, analyzed from a higher perspective, and even though the presence of the correlation in the
traﬃc is not under discussion, brings about the question of whether the correlation structure
alone is suﬃcient to characterize traﬃc over self-similar processes. The context described in this
way is very extensive, and therefore the results must be limited.
There are several reports that put in evidence the lack of consensus on the application ﬁeld of
self-similar models and of the impact of LRD on the performance of communications systems, and
even though their number is much more limited than that of those whose results support exactly
the opposite, their conclusions must be analyzed carefully because they bring forth, in essence,
a critical and fundamental matter in common: “since the traditional tail models are unable to
put in evidence the self-similarity characteristic, its validity for predicting performance would be
supported if it is shown that self-similarity does not have a measurable impact on performance,”
and even more so if it is shown that the models based on self-similar stochastic processes fail
when considering the impact of important characteristic parameters in each particular network
case. Precisely based on this last point, [43] presents a detailed analysis of a fault detected in
self-similar models by considering that they are incapable of reﬂecting the impact of the range
of temporal scales of interest for evaluating the performance and the prediction of problems,
and those ﬁrst order statistics such as the marginal distribution of the process. Based on traces
generated by a JPEG encoder of an NTSC television channel and the traces of [6] it is reported
that:
 There is a correlation horizon such that the rate of loss does not aﬀect performance beyond
it.
 The correlation level considered for evaluating performance depends not only on the struc-
ture of the source traﬃc correlation, but also on the temporal scales belonging to the system
that is being studied.
 The scale factor considered has a considerably greater impact on the rate of loss than
Hurst’s parameter or the size of the buﬀers.
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 Increasing the size of the buﬀers helps reduce the rate of loss if we are dealing with SRD
traﬃc. On LRD traﬃc it does not have a considerable impact.
The in-depth analysis of this work shows that the impact of the LRD is dealt with over the
contribution of the single server model in relation to the size of the input buﬀer, using for that
purpose a model of ﬂuid [44], [45], that presents a hyperbolic drop down to a given cut coeﬃcient
from which it drops to zero. Based on the results from many simulation experiments using video
traces as well as Ethernet traces for diﬀerent values of Hurst’s parameter, cut coeﬃcients and
buﬀer sizes, and a wide range of marginal distributions, the authors discovered the existence
of a critical cut coeﬃcient that they call “correlation horizon,” such that the rate of loss is not
aﬀected if the cut coeﬃcient is increased above it. Therefore, the correlation horizon separates
the relevant from the irrelevant correlation coeﬃcients with respect to the rate of loss. Finally, in
their conclusions the authors argue that because of the existence of a ﬁnite cut horizon (which in
the case of the ﬁnite buﬀers is a function of their size), any model that captures the correlation
structure up to that horizon will be valid to represent the system. On the contrary, if the
correlation horizon is inﬁnite, i.e., the system’s time scale cannot be determined clearly, then self-
similar models must be used. Based on the above point, [46] states that in the case of considering
a ﬁnite buﬀer, the eﬀects of the LRD are detectable only if it makes the occupation periods
become suﬃciently long, since the behavior of their tail is aﬀected largely by the characteristics
of the traﬃc that arrives during those periods. In that respect, this appraisal is based on [47],
where through the deﬁnition of the concept of “relevant temporal scale” as the typical duration
at which all the arrivals at a tail interact and aﬀect collectively their behavior, it is deduced that
for the large buﬀers the size of the tail can be large, so many arrivals interact in the tail and
cause the long-range correlation to cause more losses than those predicted by the models that
are not capable of considering it or do not consider it. However, in the case of small buﬀers,
where few arrivals interact, the eﬀect of the LRD is imperceptible. Therefore, the standpoint on
the appraisal of the eﬀects of the LRD in terms of its impact on the occupied periods is depicted
by the authors through the concept of “reset eﬀect,” which involves that as the buﬀer in question
is emptied, the system forgets everything. In this way, in the case of VBR video servers, since
they are sensitive to the delay and to the loss of meshes, the intensity of the traﬃc ﬂow will
not be very large, giving rise to short periods of occupation and a very pronounced reset eﬀect
in the regions of practical operation, an eﬀect that will also be reinforced in the case of ﬁnite
buﬀers, due to the truncating eﬀect of these types of buﬀers. The latter is due to the fact that
an occupied period in which there is overﬂow is shorter than the corresponding one in an inﬁnite
buﬀer model, or similarly, there can be several periods occupied in the ﬁnite buﬀer version before
the corresponding occupation period ends in the inﬁnite buﬀer version. Then, through the use
of Markov models, the authors ﬁnally report that when the SRD is strong and parameter H is
moderate, the LRD has no impact on the occupation of the buﬀer, and therefore their models
give rise to good estimations, and in the case in which the SRD shows a slightly pronounced
behavior and parameter H has a high value, the truncating eﬀect is suﬃciently strong for their
models to estimate well the rate of loss, even though it is admitted that for a high traﬃc intensity
and a large buﬀer size the estimation of the mean size of the tail is bad. In [48], a research having
characteristics similar to those of the previous one, the concept of critical temporal scale (CTS)
is introduced as follows. Given the size of the buﬀer and the marginal distribution of mesh sizes,
the CTS of a VBR video source is deﬁned as the number of mesh correlations that contribute
eﬀectively to the rate of loss of cells. Using models of the video traces of [9], the authors state
that for Markovian models as well as with LRD, the CTS is ﬁnite and decreases with the size
of the buﬀer. Consequently, and under the assumption that the size of the buﬀer required to
multiplex a large number of VBR video source is typically small due to the restrictions that
correspond to real time applications, it is concluded that for buﬀer sizing scenarios in ATM
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networks it is not necessary to capture the correlations with the LRD of a video source even if
the traﬃc shows this behavior markedly, because for all practical cases the SRD has a dominant
impact. The following can be argued with respect to this last conclusion and to the research in
general:
 The result is based on an analysis that relies completely on marginal Gaussian distributions,
and even though it can be explained from the perspective of keeping an adequate analytic
treatment, it is not suﬃcient for validating absolute generalizations of the “in all cases”
type nor to attenuate the fact of working with distributions independent of the behavior
of others.
 The behavior of the models if hyperbolic tail distributions are used or if they are tested
with distributions without margins is not reported.
An extended version of this research is [49], where not only these two considerations are taken
up, but attention is also given to the relevance of the SRD and the LRD in real time VBR video
traﬃc in wide band networks (particularly ATM) and in the integrated Internet services, and
through a theoretical and simulations approach, the authors tackle the problem of determining
admissible ranges for the probability of cell loss and its relation with the size of the buﬀers in
terms of the maximum delay. It should be noted that this research takes place within the context
of validating the use of Markovian models and SRD for video applications, and for that purpose
the authors show basically that:
 The long-range correlations have no impact on the probability of cell loss.
 An adequately implemented Markov model that captures the relevant range of correlation
provides good predictions of performance.
 The capture of the LRD by itself can lead to an underestimation of the necessary resources
in the network.
 The CTS explains the strong relation existing between the probability of cell loss in ATM
and the SRD at the expense of the LRD. That is, for the applications of interest, the CTS
is small and more sensitive to the short-range than to the long-range traﬃc correlations.
 Analytically simple Markovian models are feasible and have the capacity to harmonize
marginal distributions and correlations over a given critical temporal scale.
As a last example of the already mentioned lack of consensus in the ﬁeld of video traﬃc, [61]
presents a model of a VBR traﬃc source that uses ﬁnite states Markov chains, and states that
although the original model presented in [26] is good in terms of its parsimony, it does not lend
itself adequately to analytic studies. Summarizing, six reports have been presented so far with
a common denominator: dissenting on the blind applicability of the self-similar model and its
implications in performance, considering as examples systems that involve video traﬃc, mainly of
the VBR type. But as expected, this is not the only ﬁeld in which discrepancies appear, and more
acutely and in direct relation with the working hypothesis stated there is a number of reports
that question the validity of the use of Hurst’s parameter as a single descriptor to characterize
the LRD of a self-similar stochastic process. But before dealing with this topic a last group of
reports are mentioned that have a critical position toward self-similar models in areas other than
video traﬃc. In the ﬁeld of wireless networks and their associated technologies, [51] studies the
behavior of the self-similarity characteristic of traﬃc when it goes from a wired to a wireless
network through a gateway, concluding that the device can change the traﬃc’s degree of self-
similarity as a direct consequence of the reassembly and repacking operations on the self-similar
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input traﬃc, even reaching its annulment. In [52] the above behavior is reaﬃrmed considering the
study of the inﬂuence of the MAC mechanism of IEEE 802.3e on LRD traﬃc when it goes through
one or several links, suggesting that the traﬃc transported through a WLAN interface undergoes
deep structural changes in its statistical model, and showing that the fractional Gaussian traﬃc
model is inadequate to describe its behavior. Finally, in the ﬁeld of OBS networks, [53] reports
the development of an algorithm for the assembly of bursts that has the purpose of reducing
the degree of self-similarity of IP traﬃc. It is admitted that this is a characteristic inherent to
WWW traﬃc, but its presence causes an important disadvantage in terms of the performance
of the tails, so it must be reduced in favor of a random SRD traﬃc. The ﬁrst paragraph of this
page mentions the existence of some research that questions the use of Hurst’s parameter as a
single indicator to capture the self-similarity characteristic of a stochastic process that boasts
of being such, in addition to stressing the importance that this fact has to prove the stated
work hypothesis. In this respect, and recalling its statement, it is speciﬁed that the idea is not
to validate exhaustively the self-similarity parameter or Hurst’s parameter, but only to obtain
an indicator of the presence of the characteristic in representative traﬃc series. Consider the
following deﬁnition: The valuated real process X(t) ; t 2 R is self-similar with H > 0 if for all
a > 0 the ﬁnite-dimensional distributions of X(at) ; t 2 R are identical to the ﬁnite-dimensional
distributions aH X(t); t 2 R, i.e.,
fX(at); t 2 Rg =d faHX(t); t 2 Rg 8a > 0 (2.1)
where =d means equality for all the ﬁnite-dimensional distributions [54], [55].
The property deﬁned by (1), is usually known as the scaling property, and a direct consequence of
its deﬁnition is that a self-similar process preserves its distribution, and thereby its statistics, since
it is subjected to a temporal scaling. Also, from the same standpoint parameter H, or Hurst’s, is
known as the self-similarity parameter for the stochastic process X(t) to which it is associated.
The ﬁrst report that recognized and approached the need to have additional parameters to
characterize the variability of the traﬃc is [26], where although it is accepted that H is necessary
for that purpose, it is not suﬃcient. Through a detailed statistical analysis of VBR video samples,
the authors conclude that the self-correlation of the VBR video sequences decays hyperbolically,
equivalent to the LRD. But since the LRD is related to the frequency of the components of the
process and not to the distribution of the bandwidth requirements, if the marginal distribution
is compressed because the coeﬃcient of variability (coeﬃcient between the mean bandwidth and
the standard deviation) tends to zero when the number of multiplexed input sources that give
rise to the traﬃc tend to inﬁnity, the traﬃc, as the number of sources increases, is conﬁned within
narrow statistical limits, and although within these frontiers the behavior continues to be long
range (result conﬁrmed through H = 0:7), in the range in which the standard deviation is much
less than the product of the mean of the bandwidth distribution and the number of multiplexed
input sources, the traﬃc does not depend on H. Therefore, H is necessary to characterize the
variability, but it is not suﬃcient. So an adequate characterization of video traﬃc must consider
at least the following four parameters: the mean of the bandwidth distribution, the number
of multiplexed input sources, the standard deviation, and the coeﬃcient of variability derived
from them. The authors make it clear, ﬁnally, that these results are valid only if they follow
the central limit theorem [56], i.e., when the standard deviation is ﬁnite. Although the above
result may seem to be expected because the parsimony can lead to imprecision in both the
interpretations and the results, it is not so in relation to the eﬀect produced by assuming that
if the detailed behavior of the components of a given stochastic process, P1, that shows some
degree of self-similarity H1 is not known, then a biunivocal correspondence between H1 and P1
is clearly established. In other words, processes that show clearly diﬀerentiated behaviors are
possible, but their correlation structures must be characterized by the same H parameter. In this
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respect, [57] approaches this problem considering the asymptotic behavior of an unlimited buﬀer
of a multiplexor under diﬀerent self-similar input traﬃc models, in particular, Cox’s inﬁnite
server models, or M=G=1 [58], and fractional Gaussian noise models [59], [60]. In this way
the authors report getting two completely diﬀerent behaviors for the buﬀer’s probability tail,
namely that while with the former the drop is mostly hyperbolic, with the latter it presents a
Wiebull asymptotic behavior [61], simply showing that Hurst’s parameter is insuﬃcient as a single
descriptor to characterize the LRD in input traﬃc models [62], [63]. In [64] it is also shown how
synthetic traces that have identical self-similarity parameters and means diﬀer signiﬁcantly from
one another. Finally, in [65] the insuﬃciency of Hurst’s parameter by itself as a precise descriptor
of the long-range dependence of the traﬃc in an Ethernet network is reported. In this research
it is shown convincingly, through an analysis of tails applied to a series of representative data of
the traces of the real traﬃc registered in the Ethernet network of the Department of Computer
Science of the University of California at Los Angeles, CA, USA, that Hurst’s parameter does
not provide a precise prediction of the performance of the tails for a given LRD traﬃc, and that
its behavior is not monotonic with respect to the presence or absence of bursts if the original
series is disaggregated into smaller ones, which also implies that H does not serve to characterize
the relative importance of groups within a whole. It is clearly seen that both results are opposed
to the conventionalism of [6] since H cannot be used to size the traﬃc bursts in Ethernet.
Questions on where, when, and under what set of circumstances the use of self-similar processes
in modeling communications systems and related applications is completely valid, as well as the
uncertainty on the existence of a scenario that brings together criteria and its inﬂuence on the
basic characteristics of the processes remain unanswered. However, they seem to have an answer
derived from the analysis of the research of Ryu and Lowen, [66], [67], on the use of fractal point
processes (FPP) for modeling and analyzing self-similar traﬃc in networks [68]. Concretely,
this research proposes to make a distinction between self-similarity at the application level and
self-similarity at the network level for the purpose of the design and administration of wideband
networks in terms of a correct provision of the QoS required by the applications, and their best
results are the proofs that self-similarity of VBR traﬃc can frequently be ignored in the face
of the sizing of the buﬀers in ATM, and that self-similar traﬃc at the applications level can be
managed eﬀectively in the context of the admission control for assigning resources with service
quality guarantees, because it is independent of the network conditions under which it is sent.
3 Conclusions
A detailed discussion has been presented of the theoretical bases that support the position of
considering that high speed computer network traﬃc shows self-similar behavior and long-range
dependence. With respect to the above, and considering the arguments in favor and against
this position, it is believed that traﬃc in present day computer network settings is of a statis-
tically self-similar nature and presents a pronounced long range dependence (LRD). Accepting
the above singularities as inherent to the traﬃc ﬂow of present day high speed network settings,
it is proposed that their behaviors are amenable to being modeled by limiting their applicability
to the network layer level, estimating that the most relevant properties of self-similar stochastic
processes are consistent to be used in the formulation of traﬃc models when that distinction is
made, since the concepts of self-similarity and long-range dependence are justiﬁed by the need to
describe faithfully the real traﬃc processes in present day computer network settings. To depict
the concepts with which this research deals, the following work hypothesis is proposed:
“It is completely feasible to restrict the evolution of a statistically self-similar process to a well
deﬁned application setting without altering its nature and its more important properties, in that
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way highlighting the validity of its postulates and giving greater plausibility to its physical inter-
pretation.”
Considering all the arguments given above, it is stated that it is theoretically feasible to prove it,
since all its arguments are correctly founded and supported, and only their proof at the analytic
and experimental levels remains as a future task.
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