We study the screening of a bounded body Γ against the effect of a wind of charged particles, by means of a shield produced by a magnetic field which becomes infinite on the border of Γ. The charged wind is modeled by a Vlasov-Poisson plasma, the bounded body by a torus, and the external magnetic field is taken close to the border of Γ.
Introduction and main results
It is well known that a magnetic field can be a shield against the effect of solar wind and cosmic rays. The most famous effect happens in the earth, in which its magnetic field pushes the cosmic rays towards the poles, causing the aurora borealis. Analogously, one can pose the problem of how to protect a spaceship flying to Mars from the solar wind. Indeed a prolonged exposure to the solar wind can be dangerous for the health of the crew of the spaceship.
It is easy to show that, in the motion of a point charged particle, surfaces with a magnetic field singular enough represent an impenetrable wall producing the so-called magnetic shield, as it can be seen in the proof of estimate (2.20) . In the present paper we will discuss whether a similar effect could happen for a charged plasma described by the Vlasov-Poisson equation, which evolves in presence of an external magnetic field singular on the border of some regions. Actually the problem is not obvious, since in the continuum case a fluid particle could in principle be pushed against the wall by the other particles, especially if the total mass of the plasma is infinite. We will show rigorously that in many cases this phenomenon cannot happen. The construction of such a model of magnetic shield depends mainly on three different things: the geometry of the region that we want to screen by a magnetic field and the spatial as well as velocity distribution of the plasma. In the sequel we discuss some emblematic important cases. In other situations we are not able to obtain a proof of the existence of the shield effect, and we do not know if this is due to a technical lack or to physical reasons.
The solar wind is composed by different species of particles, i.e. electrons, protons, and other positive heavy ions, therefore we initially discuss the time evolution of a plasma with many species with different sign charges, moving under the influence of the auto-induced electric field and a fixed external magnetic field. Then we study a non-trivial generalization of the initial data when only one species is present.
Let Γ be a smooth region of the space and n the total number of the species. For any i = 1, 2, ..., n let f i (x, v, t) represent the distribution function of charged particles at the point of the phase space (x, v) at time t and let σ i (which can be positive or negative) be the charge per unit mass of the i-th species. We describe the time evolution of this system via the n Vlasov-Poisson equations:
x − y |x − y| 3 ρ i (y, t) dy
x ∈ R 3 \ Γ, v ∈ R 3 , i = 1 . . . n (1.1) where ρ i are the spatial densities of the species, E is the electric field and B(x) is an external magnetic field that is singular on the boundary ∂Γ. The model described by these equations neglects the relativistic effects and this approximation is reasonable, being the velocities of the main part of the solar wind of the order 4 · 10 2 Km/sec, while the velocity of light is of the order 3 · 10 5 Km/sec. System (1.1) shows that f i are time-invariant along the solutions of the so called characteristics equations:
where we have used the simplified notation (X i (t), V i (t)) = (X i (t, t ′ , x, v), V i (t, t ′ , x, v)) (1.3)
to represent a characteristic at time t passing at time t ′ < t through the point (x, v). Hence we have
Moreover this dynamical system preserves the measure of the phase space (Liouville's theorem).
We start the investigation when Γ is a bounded region (which represents the spaceship). For concreteness we assume Γ to be a torus, but the study can be extended without difficulty to other smooth regions. We have chosen a torus and not, e.g., a sphere because we want to put on the border a magnetic field well defined everywhere (and for a sphere it is not defined at the poles), fact that imposes some constraints on the topology of Γ.
Let x = (x 1 , x 2 , x 3 ) ∈ R 3 , then x ∈ Γ if
for any r ∈ [0, r 0 ] with R > r 0 > 0.
In toroidal coordinates the equations are
(1.5)
We will describe the region R 3 \ Γ with toroidal coordinates when r 0 < r < (R + r 0 )/2 (near the external border of the torus), with a smooth switch to cartesian coordinates elsewhere. We choose the external magnetic field B(x) of the form
where a(r) is a decreasing smooth function for r 0 < r ≤ r 0 + R−r 0 4 , divergent for r → r + 0 and vanishing otherwise, andê θ is the unit vector tangent to the border of the torus in the direction of increasing θ (and fixed α).
From (1.5) one obtains     ê r = cos α cos θĉ 1 + cos α sin θĉ 2 + sin αĉ 3 e θ = − sin θĉ 1 + cos θĉ 2 e α = − sin α cos θĉ 1 − sin α sin θĉ 2 + cos αĉ 3
whereê α is the unit vector defined analogously toê θ (and so orthogonal tô e θ ),ê r =ê θ ∧ê α , andĉ 1 ,ĉ 2 ,ĉ 3 are the units vectors of the Cartesian axes x 1 , x 2 , x 3 . From (1.5) we have (for the curl in toroidal coordinates see for instance [1] )
We make for convenience the explicit choice
We note that other choices of the magnetic field are possible, as for example one directed alongê θ and singular on the border of the torus. We have considered the form (1.8) which gives more difficulties in the analysis, while other choices can be studied following the same lines of the present treatise. In any case, it will be clear in what follows that the magnetic field has to be chosen with a suitably strong divergence on the boundary of Γ.
A remark, that will play an important role in the sequel, is the fact the magnetic force V (t) ∧ B(X(t)) does not change the modulus of the velocity, since
We denote by Λ i the spatial support of f i,0 (x, v) for any i = 1, . . . , n. Moreover ∂Γ represents the border of the torus and Γ c = R 3 \ Γ. One of the main results of the present paper is the following theorem, which is valid for charge densities σ i of any sign (both positive and negative). 
where g is a bounded, continuous, not increasing function such that, for |x| ≥ 1,
being λ, C 0 and C positive constants. Then ∀(x, v) there exists a solution to equations (1.2) 
Moreover there exist positive constants C ′ and λ ′ such that
This solution is unique in the class of those satisfying (1.13) .
The proof will be discussed in the next section. We remark that the assumption on the super-gaussian decay of the velocities (1.11) is related to the fact that the magnetic lines are not straight lines, which is a consequence of the boundedness of Γ. When studying unbounded regions (see Section 3) we are able to consider data having a gaussian decay in the velocities.
The spatial decay (1.12) implies that the total masses are bounded:
(1.14)
We would like to study cases in which some species has infinite mass, in order to put in evidence whether or not the results are dependent on the boundedness of M i . Unfortunately, we are able to do this investigation only if the charges of all the species have the same sign (all positive or all negative). In the proof we will discuss why.
The following theorem holds:
Theorem 2. Let us fix an arbitrary positive time T. Assume that all
also satisfy the following hypotheses:
This solution is unique in the class of those satisfying (1.17) .
The proof will be discussed in the next section. We remark that the lower bound on α in (1.15) is due to technical reasons, i.e. to control the tail of the velocities distribution in the iterative method of subsection 2.4, while the upper bound is due to allow for infinite mass. The border case α = 3 should be considered apart, since some estimates change slightly (as (2.11)), but it is simpler than α < 3 and will not be investigated explicitly.
The Vlasov-Poisson equation has been widely studied in several papers. The problem of existence and uniqueness of the solution in R 3 , for L 1 data, is completely solved since many years (see [17, 23, 25, 29] and a nice review of many such results in [15] ). For the one species case it has been studied also the case of spatial density not belonging to L 1 to outline that the results do not depend on the finite total mass. In particular it has been first investigated a system with simplified bounded interaction [2] and more recently for coulomb interaction (or coulomb like interaction) in [4, 5, 7, 8, 9] . Other papers related to these problems, with many different optics, are [10, 11, 12, 13, 14, 16, 18, 19, 20, 21, 22, 24, 26, 27, 28] to quote some of them. In particular in some papers the confinement of the plasma by a singular magnetic field is discussed [3, 4, 5, 6, 8] . In [3] and [6] we have discussed the confinement in an infinite cylinder and in a torus of a plasma with bounded total mass and velocities, in [4, 5] the confinement in an infinite cylinder of a plasma always with bounded velocities but now with infinite mass, while [8] deals with the confinement in an infinite cylinder of a plasma with infinite mass and unbounded velocities. In the present paper we discuss the opposite problem, that is how to forbid the entrance of an external plasma inside a fixed region by means of a singular magnetic field. Thus, we conjugate the problems of confinement and infinite mass in the whole of R 3 while, in the preceding articles [4, 5] and [8] , we dealt separately with confined plasmas in a cylinder (an almost one-dimensional system) or free plasmas in the space. For this reason we will borrow some of the techniques already used in both cases, adapting them to the actual problem and repeating some of them to make the present paper self-contained. On the other side, we discuss in more detail some aspects that we have not yet investigated. The novelties with respect to the preceding literature consist in the following aspects. First, in Theorem 1 we study a system with different charge sign species. The analysis is done only in case of finite total mass, since we are not able to deal with infinite masses, by the lack of some properties of the local energy (2.9). Secondly, in Theorem 2 we deal with a one species infinite mass plasma with a curved obstacle, whose geometry leads to some difficulties, in particular in the proof of the estimate of the electric field, which is given in Proposition 2. The plan of the paper is the following: in Section 2 we prove Theorem 1 and Theorem 2, Section 3 is devoted to some generalizations, and in the Appendix we put some technical proofs.
Proofs

Some comments on the Theorems
In Theorem 1 the n species have charges of different sign, and this difficulty imposes to study initial data with finite total mass, while in Theorem 2 the n species have charges of the same sign, and this simplification permits to extend the hypothesis to considering initial data with infinite mass. Moreover in this second case the fact that the species are n or only one does not differ substantially, and we will investigate explicitly the case of a single species. In both cases the strategy of the proof relies on the introduction of a truncated dynamics, denoted as partial dynamics, in which we assume the initial data f i,0 having compact support in the velocities, that is initially |v| ≤ N . We investigate this case and then we allow N → ∞.
We premise a remark about the case considered in Theorem 1. We put
The total energy of the plasma is
where the first integral is the kinetic energy and the second one the potential energy. The total energy is finite (because of the finite total mass) and it is a constant of the motion. We want to recall the well known fact that
and hence the potential energy is positive, in spite of the fact that the spatial density ρ is not definite in sign. We put
Since ρ(x, t) = divE(x, t), we have dx dy ρ(x, t) ρ(y, t)
The first integral vanishes, as it can be seen performing the integral over a ball of radius R, and taking the limit R → ∞. Indeed, for the Gauss theorem it is
where the right-hand integral is taken over the surface of the ball. If ρ ∈ L 1 , |E| goes to zero as 1 |x| 2 for large |x|, and Φ as 1 |x| . The surface grows as R 2 , hence the integral goes to zero. Consequently eq. (2.1) becomes
and hence both potential and kinetic energy are bounded and positive during the motion. This consideration allows to treat the case contemplated in Theorem 1 (species with charges of different sign) along the same lines of Theorem 2. This last theorem allows for infinite mass, which is difficult in the case of Theorem 1, since we are not able to prove Proposition 1 (strongly based on the positivity of the potential), which is the key tool to control infinite mass. Therefore in the sequel we study explicitly Theorem 2, because it is the more complicated case. During the proof we will see that the proof of Theorem 1 will follow from that of Theorem 2, since we can bound the absolute value of the electric field acting on a characteristic by the sum of the absolute values of the electric fields produced by the different species; moreover in several points (as (A.18), (A.21), (A.40), and the omitted proof of Lemma 3) we need to bound the kinetic energy of the plasma, which in case of Theorem 1 is simply bounded by a constant, for what seen before.
Partial dynamics and local energy in case of Theorem 2
For what said before we consider hereafter the case of species with charges of the same sign. Moreover the number of species will be assumed to be one, since all the main bounds proved in the sequel, as for example the fundamental bound of the electric field (2.14), are not affected by the number of species (growing linearly in the number of species n, which is finite). Hence from now on we will drop the index of species i = 1, . . . , n. Beside system (1.2) we introduce a modified differential system, called partial dynamics, in which the initial density has compact support in the velocities. More precisely, for any positive integer N, we consider the following equations:
where
with χ (·) the characteristic function of the set (·).
For a single species, the existence of the solution to (2.3) in case the spatial density satisfies ρ(x, 0) ≤ C|x| −α , with α in a suitable range to include infinite mass, follows from what already done in [4] and [5] .
In what follows some positive constants will appear, generally denoted by C (changing from line to line). All of them will depend exclusively on the initial data and an arbitrarily fixed, once for ever, time T , but not on N , while any dependence on N in the estimates will be clearly stressed.
We introduce the local energy, which is a fundamental tool to deal with the infinite charge of the plasma. For any vector µ ∈ R 3 and any R > 1 we define the function:
with ϕ a smooth function such that:
We define the local energy as:
(2.9)
It depends on the property of f N whether or not W N is bounded. For the moment, we stress that the local energy takes into account the complete interaction with the rest of the plasma out of the sphere of center µ and radius 2R. We set
By the definition of local energy, it is easy to prove, see for instance [9] , that Lemma 1. In the hypotheses of Theorem 2, ∀R > 0 it holds
Let us introduce the following functions, for any t ∈ [0, T ] : 13) where C > 1 is a positive constant chosen suitably large for further technical reasons, and b(N ) is the ball in R 3 of center 0 and radius N.
The main result we can prove on the local energy is stated in the following Proposition, whose proof is contained in [9] and not repeated here.
Proposition 1. In the hypotheses of Theorem 2, for any t ∈ [0, T ] it holds
Q N (R N (t), t) ≤ CQ N (R N (t), 0).
Preliminary results
As said before, we refer here to a single species, since the same reasoning in the following can be repeated for each of the n species.
We want to remove the cut-off N on the velocities, by showing that the velocity of any characteristic can be bounded over the time interval [0, T ], independently of N. A naive approach would be to look for a bound on the electric field valid for any time. Unfortunately we are not able to do this, but only to bound the time average of the electric field acting on a characteristic, as we will show in Propositions 2 and 3, and this will be enough to achieve the result. Such estimates are improvements with respect to the analogous ones obtained in [6] . A fundamental tool in the proof of Theorem 2 is the achievement of the following estimate on the time integral of the electric field, along the same lines of [9] . Proposition 2. In the hypothesis of Theorem 1 (for α > 3) and Theorem 2 (for α ≤ 3) respectively, we have
and γ = We give the proof in the more complicated case 8 3 < α < 3, the other cases being simpler. The exponent γ above is necessary in order to deal with the exponential tail (1.17) of the velocities distribution.
The proof of Proposition 2 is a direct consequence of the following:
there exists a positive number ∆, depending on N, such that:
We observe that Proposition 3 is sufficient to achieve the proof of Proposition 2, which can be done by dividing the interval [0, T ] in n subintervals [t i−1 , t i ], i = 1, ..., n, with t 0 = 0, t n = T, such that ∆/2 ≤ t i−1 − t i ≤ ∆, and using Proposition 3 on each of them. We postpone the proof of Proposition 3 to the Appendix.
As a consequence of Proposition 2, the following holds: Proof. To prove (2.17) we observe that the external Lorentz force does not affect the modulus of the particle velocities, being
This fact, by Proposition 2 and the choice of the initial data such that |v| ≤ N, implies
Hence, since γ + 1 < 2, by taking the sup t∈[0,T ] we obtain the thesis. Now we prove (2.18). Putting
by using the invariance of the density along the characteristics we have
We notice that, putting
from (2.22), Proposition 2 and (2.17) it follows, for some positive constant C
Hence, we decompose the integral as follows (writing for conciseness x, v in place of x(x,v, t), v(x,v, t)),
Since the inequality holds for any t ∈ [0, T ], it holds also at the time in which V N reaches its maximal value over [0, t] , that is
Hence from (2.25) it follows
To obtain (2.19) we simply combine (2.17) with Lemma 1 and Proposition 1.
We prove (2.20) by an argument analogous to the one used in [6] . We consider the time evolution of a single characteristic of the plasma in toroidal coordinates (see (A.2)), in particular the second equation of that system, 27) which, after multiplying by (R + r cos α), becomes (following the notation in (A.3)),
Integrating in time (2.28), for the left hand side we have 29) while for the right hand side we get
2θ(R + r cos α)(ṙ cos α − rα sin α) ds
As a by-product we have the impenetrability of the region Γ for the partial dynamics, since (2.29) diverges to ∞ for r → r + 0 (border of the torus), while (2.30) stays finite. We have indeed, by the bound on the maximum velocity (2.17), and by the a priori estimate on the electric field (2.31) (together with (2.19)), a(r(t)) ≤ a(r(0)) + CN + CN 2 .
Since a(r(0)) depends only on the initial conditions, and it is finite by the assumption given in Theorem 1 and 2 (that the distance between Λ i and Γ is greater than d 0 > 0), then by (1.8) and the choice of the function a(r) (1.9) we obtain (2.20).
Before going into the proof of Theorem 2 we give some technical estimates, whose proofs can be found in [9] .
Lemma 2. For any µ ∈ R and for any couple of positive numbers R < R ′ we have:
Lemma 3. For any µ ∈ R 3 and R > 0 it holds
Lemma 4. Let R N (t) be defined in (2.13) . Then for any µ ∈ R 3 it holds
2.4 Convergence of the partial dynamics as N → ∞ and proof of Theorem 2
We now start the proof of Theorem 2. We recall that Λ is the spatial support of f 0 and b(N ) is the ball in R 3 of center 0 and radius N. We fix a couple (x, v) ∈ Λ × b(N ), and we consider X N (t) and X N +1 (t), that is the time evolved characteristics, both starting from this initial condition, in the different dynamics relative to the initial distributions f N 0 and f
We set
Our goal is to prove the following estimate
with c a positive exponent. Once we get this estimate, the proof of the Theorem is accomplished. Indeed, (2.36) implies that the sequences X N (t) and V N (t) are Cauchy sequences, uniformly on [0, T ]. Therefore, for any fixed (x, v) they converge to limit functions which we call X(t) and V (t).
The proof of property (1.17), and the facts that the solution is unique and satisfies system (1.2), follow directly from what already done in Section 3 of [9] .
Proof of estimate (2.36).
We have
and
To estimate the first term G 1 we have to prove a quasi-Lipschitz property for E N . We consider the difference |E N (x, t)−E N (y, t)| at two generic points x and y, (which will be in our particular case X N (t) and X N +1 (t)) and set:
By Proposition 4 and Corollary 1 we have
By the range of the parameter α ∈ ( 8 3 , 3) it is 7−α 3 < 3γ, so that we get
Let us now estimate the term G ′′ 1 . We put ζ = x+y 2 and consider the sets:
(2.44)
We have:
By (2.18) and the definition of ζ we have
Let us pass to the integral over the set S 2 . By the Lagrange theorem applied to each component i = 1, 2, 3, of E N (x, t) − E N (y, t), there exists ξ z such that ξ z = κx + (1 − κ)y and κ ∈ [0, 1] (depending on z), for which and combining the results for the three components
(2.48) For the last integral over S 3 , again by the Lagrange theorem, we have for some ξ z = κx + (1 − κ)y and κ ∈ [0, 1],
Notice that, since z ∈ S 3 and |x − y| < 1 by definition of G ′′ 1 , it is |ξ z − z| ≥ |ζ − z| − |x − y|,
then we have 
We now concentrate on the term G 2 . PuttingX = X N +1 (t), we have:
By estimate (2.18) we get
(2.58) Now we estimate the term G ′′ 2 . By the invariance of f N (t) along the characteristics, making a change of variables, we decompose the integral as follows:
where we put, for i = N, N + 1,
We notice that it is G ′′ 2 (X, t) ≤ I 1 + I 2 + I 3 (2.60) where
We start by estimating I 1 . By the Lagrange theorem
we get
which, by (2.65), implies
Now we consider the sets
Then it isS N (t) ⊂ i=1,2,3 A i and
We estimate the integral over A 1 as we did in (2.47), the one over A 2 by means of Lemma 3 and the last one by means of Lemma 4, yielding
Lemma 2 implies that and by (2.19) in Corollary 1 we get
We estimate now the term I 2 . By the definition of f i 0 , for i = N, N + 1, and by (1.15) it follows
We evaluate the integral over S N +1 (t) by considering the sets
by (2.17) it is |w| ≤ CN, so that we have
(2.73)
For the integral over the set B 2 , we observe that
The last integral can be shown to be bounded by a constant, by using Lemma 4. Hence we can conclude that 
Finally, we estimate the term I 3 . If (y, w) ∈ S N (t), then
so that
Hence, by putting
(2.78) Going back to (2.60), by (2.70), (2.76) and (2.78) we have
so that, by (2.55), (2.58) and (2.79), we get
Hence, going back to the estimate (2.54) of the term G 1 we have that
We need now a property, which is easily seen to hold by convexity, that is, for any s ∈ (0, 1) and a ∈ (0, 1) it holds: s(| log s| + 1) ≤ s| log a| + a.
Hence, for δ N (t) < 1, we have, for any a < 1,
Therefore, in case δ N (t) < 1, we choose a = e −λN q , yielding
In case that δ N (t) ≥ 1 we come back to (2.81) (valid for any δ N (t)) and we insert the bound δ N (t) ≤ CN , obtaining
which can be included in (2.82).
Finally we estimate the term G 3 . We have
By applying the Lagrange theorem we have
where r ξ is the r-coordinate (in toroidal coordinates) of a point ξ N (t) of the segment joining X N (t) and X N +1 (t). Due to the bound (2.20), it has to be
This, together with the bounds (2.17) and (2.20), imply
At this point, going back to (2.37), taking the supremum over the set {(x, v) ∈ Λ × b(N )}, by (2.82) and (2.85) we arrive at:
where in (2.54) we have taken into account the bound (2.17), which gives |δ N (t)| ≤ CN. On the other side, by using the same method to estimate the quantity η N (t), we get, analogously
we get from the last eqn.
Hence, summing up (2.86) and (2.88), we have: 
We insert in the integrals the same inequality for σ N (t 1 ) and σ N (t 2 ) and iterate in time, up to k iterations. By direct inspection, using in the last step the estimate sup t∈[0,T ] σ N (t) ≤ CN, we arrive at
In the double sum of (2.92) we have all combinations of j double time integrations of e − λ 2 N q , yielding the factor N 2νj t 2j and the contribution 2j in the factorial at denominator, and of (i − j) single time integrations of e − λ 2 N q , yielding the factor N ν(i−j) t i−j and the contribution (i − j) in the factorial at denominator; the last single sum in (2.92) has the same structure, coming from terms of the iteration which avoid integration of e − λ 2 N q . Note that in absence of the middle term (single time integration) in the right hand side of (2.91) we would obtain
as in the case of [9] . By putting
We start by estimating S ′′ k . Recalling that i j < 2 i we get
The use of the Stirling formula a n n n ≤ n! ≤ b n n n for some constants a, b > 0 yields:
from which it follows, again by the Stirling formula,
For the term S ′ k , putting j + k = ℓ, we get
By choosing k = N ζ with ζ > 2ν, we have, for sufficiently large N ,
Going back to (2.93), by (2.96) and (2.98) we have seen that
Hence, by the choice q > 45 7 − 9 7 α and 3γ + q 2 < ν < q we have proven estimate (2.36).
Generalizations
Theorems 1 and 2 can be proven also with a weaker hypothesis on the initial data, that is substituting conditions (1.12) and (1.16) with the following
being α in the respective intervals of Theorems 1 and 2. This assumption has already been done in [9] and it can be satisfied when the spatial density ρ(x, 0) has a suitable decay at infinity (as in (1.12) and (1.16)), but also whenever ρ(x, 0) is constant, or has an oscillatory character, provided it has suitable support properties. Hence hypothesis (3.1) allows for spatial densities which possibly do not belong to any L p space. Moreover the initial data, both in positions and velocities, are not necessarily intended to have spherical symmetry, provided that they satisfy the hypothesis of Theorems 1 and 2.
We want to emphasize that when the magnetic lines are straight lines (condition that imposes an unbounded region Γ), the previous results can be improved. In this article we have considered a region Γ as a torus, and we had to deal with curved magnetic lines. This fact complicated very much the problem. Actually a particle of velocity v that remains close to the border of Γ feels not only the electric force and the magnetic force (which does not increase its velocity), but also a centrifugal force (proportional to |v| 2 ) much greater than the electric force, which affects considerably the dynamics. In case the magnetic lines are straight lines this last force is absent and we can obtain stronger results. In particular we can extend the initial data to include a gaussian (Maxwell-Boltzmann) decay in the initial velocities. A region Γ for which this analysis can be performed is for example an unbounded cylinder,
where the magnetic field can be chosen as in [8] ,
or a half-space Γ = {x ∈ R 3 : x 1 > 0}, with a magnetic field of the form
and a suitable τ > 0.
where we denote by (E r , E θ , E α ) the components of the electric field in toroidal coordinates. The components of the velocity in such coordinates are v r =ṙ,
and eq.s (A.2) show that the magnetic field does not change the component v α during the motion. We consider two characteristics, solutions of (A.2),
We give some preliminary Lemmas, proved in the following, in which we assume that the trajectories remain in the region r 0 < r < R+r 0
2 . This assumption is not essential, it is done only to avoid the singularity of the toroidal coordinates for r = R. Actually for r ≥ R+r 0 2
we could use cartesian coordinates, since the magnetic field is bounded, and the analysis follows well known results as [25] , [29] .
The following holds:
Let us put v ⊥ = v 2 r + v 2 θ , denoting the corresponding quantity for the two characteristics as
where ξ > 0 will be chosen later.
, and assume that
Then, there exists t 0 ∈ [t ′ , t ′ + ∆] such that
We resume now the proof of Proposition 3, in close analogy to what done in [9] . We will use in the sequel cartesian coordinates for volume elements and integrand functions, and toroidal coordinates for the parametrization of the region of integration.
We fix any t ∈ [0, T ] such that t+∆ ≤ T. For any s ∈ [t, t+∆] we consider the time evolution of two characteristics (X(s), V (s)) and (Y (s), W (s)), both solutions to system (2.3), corresponding to the characteristics (A.4) and (A.5) respectively. More precisely, we set (X(s), V (s)) := (X(s, t, x, v), V (s, t, x, v)), X(t) = x, V (t) = v (Y (s), W (s)) := (Y (s, t, y, w), W (s, t, y, w)), Y (t) = y, W (t) = w.
Analogously we put
Then, by the invariance of f along the motion and the Liouville theorem we have,
We make a decomposition of the phase space (y, w) ∈ R 3 ×R 3 in the following way:
where η and ξ are the positive parameters introduced in (A.1) and in Lemma 6 respectively, to be suitably chosen in the following.
where for any s ∈ [t, t + ∆]
Let us start by the first integral. By the change of variables (Y (s), W (s)) = (ȳ,w), and Lemma 5 we get
(A.17)
Now we give a bound on the spatial density ρ(ȳ, s). Setting
we have:
where K(y, s) = dw|w| 2 f (y, w, s). Minimizing in a we obtain
Now we estimate I 3 (X(s)). We cover T 1 ∩S 3 by means of the sets A h,k and B h,k , with k = 0, 1, 2, ..., m and h = 1, 2, ..., m ′ , defined in the following way:
where:
with β > 0 chosen later. Hence we have .27) and
Hence, recalling that we are in S 3 , it is
By adapting Lemma 5 and Lemma 6 to this context it can be seen that ∀ (y, w) ∈ A h,k it holds:
Thus, putting
we have
The choice of the parameters α k and l h,k made in (A.25) implies that
where K is the function introduced in (A.18). Taking 
(A.46) The following bounds are fulfilled: |ṙ| = |v r | ≤ V, |v θ | ≤ V, |E α | ≤ CV (recalling Proposition 4). For the termα = 1 r v α , since it is r > r 0 (we are outside the torus) we have |α| ≤ CV. Therefore
and we get, for any t ∈ [t ′ , t ′ + ∆],
by the bound on α ∈ ( 8 3 , 3), and being V sufficiently large. The second statement can be proved in a similar manner:
for V sufficiently large.
Proof of Lemma 6
The definition of B and eq. (1.10) imply that 
(A.50)
In this case again the contradiction proves the thesis.
Proof of Lemma 7
Defining Ω(t) = with λ(t ′ ) = r 1 (t ′ )α 1 (t ′ ) − r 2 (t ′ )α 2 (t ′ ), let t 0 ∈ [t ′ , t ′ + ∆] be the time at which |Ω(t)| has the minimum value. Let us introduce also the function Ω(t) = Ω(t 0 ) +Ω(t 0 )(t − t 0 ).
By the choice of the magnetic field, it does not act on the α-component (in toroidal coordinates) of the velocity, hence by (A.45) it is d 2 dt 2 Ω(t) −Ω(t) = −α 1 (t)ṙ 1 (t) −
[v 1,θ (t)] 2 sin α 1 (t) R + r 1 (t) cos α 1 (t) + E α (X(t), t) + α 2 (t)ṙ 2 (t) + [v 2,θ (t)] 2 sin α 2 (t) R + r 2 (t) cos α 2 (t) − E α (Y (t), t), Ω(t 0 ) =Ω(t 0 ),Ω(t 0 ) =Ω(t 0 ), (A.51) introducing the notation E α (X(t), t) for the α-component of the electric field acting on the characteristic 1, and E α (Y (t), t) for the α-component of the electric field acting on the characteristic 2. Then we obtain Ω(t) =Ω(t) + and we notice that that Ω(t 0 )·Ω(t 0 )(t−t 0 ) ≥ 0. In fact, if t 0 ∈ (t ′ , t ′ +∆) theṅ Ω(t 0 ) = 0 while if t 0 = t ′ or t 0 = t ′ + ∆ the product Ω(t 0 ) ·Ω(t 0 )(t − t 0 ) ≥ 0. Hence |Ω(t)| 2 ≥ |Ω(t 0 )| 2 |t − t 0 | 2 .
By Lemma 5 (adapted to this context with a factor h ≥ 1), since t 0 ∈ [t ′ , t ′ + ∆] it is
and by (A.52) we get
Finally, we achieve Lemma 7 by the following bound which can be explained as follows: the left hand side of (A.54) is the separation along the α-coordinate (length of arc, if it is identically r 1 ≡ r 2 ), and in the worst case (r 1 ≡ r 2 ), since we are looking at small lengths, the double of the chord is greater than the length of the corresponding arc, for angles smaller than π.
