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Abstract
Image Processing problems are notoriously difficult. To name a few of these difficulties, they
are usually ill-posed, involve a huge number of unknowns (from one to several per pixel!), and
images cannot be considered as the linear superposition of a few physical sources as they contain
many different scales and non-linearities. However, if one considers instead of images as a whole
small blocks (or patches) inside the pictures, many of these hurdles vanish and problems become
much easier to solve, at the cost of increasing again the dimensionality of the data to process.
Following the seminal NL-means algorithm in 2005-2006, methods that consider only the vi-
sual correlation between patches and ignore their spatial relationship are called non-local methods.
While powerful, it is an arduous task to define non-local methods without using heuristic formu-
lations or complex mathematical frameworks. On the other hand, another powerful property has
brought global image processing algorithms one step further: it is the sparsity of images in well
chosen representation basis. However, this property is difficult to embed naturally in non-local
methods, yielding algorithms that are usually inefficient or circonvoluted.
In this thesis, we explore alternative approaches to non-locality, with the goals of i) developing
universal approaches that can handle local and non-local constraints and ii) leveraging the qualities
of both non-locality and sparsity. For the first point, we will see that embedding the patches of an
image into a graph-based framework can yield a simple algorithm that can switch from local to non-
local diffusion, which we will apply to the problem of large area image inpainting. For the second
point, we will first study a fast patch preselection process that is able to group patches according to
their visual content. This preselection operator will then serve as input to a social sparsity enforcing
operator that will create sparse groups of jointly sparse patches, thus exploiting all the redundancies
present in the data, in a simple mathematical framework.
Finally, we will study the problem of reconstructing plausible patches from a few binarized
measurements. We will show that this task can be achieved in the case of popular binarized image
keypoints descriptors, thus demonstrating a potential privacy issue in mobile visual recognition ap-
plications, but also opening a promising way to the design and the construction of a new generation
of smart cameras.
Keywords: Image processing, Inverse problems, Non-local algorithms, Social sparsity, Local bi-
nary descriptors, Privacy
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Résumé
Malgré la banalisation croissante des images numériques, leur traitement et leur exploitation
restent des problèmes compliqués. Ils impliquent généralement de une à quelques inconnues par
pixel (soit plusieurs millions avec les dispositifs actuels !) dégradés par l’application d’opéra-
teurs non-inversibles et non-linéaires. De plus, même une image simple contient plusieurs textures
d’échelles et de caractéristiques différentes. Toutefois, si l’on considère une image comme l’assem-
blage de petits blocs de pixels (ou patches), beaucoup de ces difficultés disparaissent au prix d’une
augmentation de la dimensionnalité des données à manipuler.
Depuis l’introduction de l’algorithme des moyennes non-locales vers 2005-2006, les méthodes
qui exploitent les corrélations visuelles entre les patches d’une image et ignorent leurs relations
spatiales sont désignées sous le vocable de méthodes non-locales. Bien que conceptuellement puis-
santes, ces méthodes sont difficiles à formuler sans recourir à des heuristiques ou à des équations
mathématiques alambiquées. Parallèlement, l’introduction d’un autre concept a permis aux mé-
thodes locales de réaliser un bond en performance : il s’agit de la représentation parcimonieuse des
images dans des bases bien choisies. Toutefois, ce concept est délicat à appliquer aux approches
non-locales, conduisant le plus souvent à des algorithmes numériquement peu efficaces.
Dans cette thèse, nous explorons des approches non-locales alternatives, afin de primo déve-
lopper des algorithmes universels capables d’embrasser simultanément contraintes locales et non-
locales et secundo allier les qualités des approches non-locales et parcimonieuses. Pour le premier
point, nous verrons que considérer les données à traiter comme les nœuds d’un graphe conduit à
un algorithme simple de diffusion locale et non-locale que nous appliquerons à la restauration de
larges zones dans une image. Pour le second point, nous étudierons une méthode rapide de tri des
patches par leur contenu visuel qui alimentera un processus de création de groupes parcimonieux
de patches parcimonieux. Ce double niveau de parcimonie, ou parcimonie sociale, nous permettra
d’exploiter toute l’information visuelle contenue dans les patches.
Enfin, nous étudierons le problème de la reconstruction de patches à partir de quelques mesures
binaires. Nous montrerons qu’il est possible, pour une certaine famille de descripteurs, de recréer
correctement le contenu visuel à leur origine. Si ce résultat révèle une faiblesse dans la protection
de la vie privée des utilisateurs d’applications mobiles de reconnaissance visuelle, il permet aussi
d’envisager la création d’une nouvelle génération de caméras réellement intelligentes.
Mots-clés : Traitement d’images, Problèmes inverses, Algorithmes non-locaux, Parcimonie so-
ciale, Descripteurs binaires locaux, Vie privée
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Introduction 1
1.1 Motivations
Blocks taken inside images, or patches, are at the very heart of many Image Processing ap-
plications. Examples include compression standards such as JPEG decompose images into small
blocks of pixels, movie compression algorithms add a step of block motion estimation to this,
and block matching is still a competitive approach to motion estimation and structure-from-motion
tasks. Patches are indeed handy because they allow us to assume local properties of images that
have little chance to be true when looking at the big picture: locally, colors are almost constant,
textures almost periodic, or 3D transforms become affine. Hence, considering only small image
parts does greatly help to simplify and justify the assumptions about the nature of the said data.
Furthermore, images have an important property: their content is highly redundant, and for
small enough blocks the chances are that similar patches can be found all over the entire image
or group of video frames to process and even inside other non-related images. This is of course
even stronger with movies, and we experience it almost daily since this redundancy is leveraged by
highly effective compression schemes such as those described in the H.264 standard and that allow
for the transmission of small sized video files over wireless networks such as 3G mobile phone
networks.
This phenomenon is emphasized by the current trend in the imaging sensor industry, which is
packing more and more pixels into the same light-sensitive area. For example, in 1999 the Nikon
Corporation released to market a digital camera, the Nikon D1, embedding 2.7 Millions of Pixels
(MP) on a sensor of 23.7-by-15.6 mm. Its 2012 distant sibling, the D3200 model, still has a sensor of
the exact same physical size but filled with 24.2 MP. This higher density of photosensitive elements
leads to a better sampling (in the Shannon-Nyquist sense) of the captured scenes, but many of the
additional pixels are actually used to capture slowly-varying quantities such as the color of the sky,
hence bringing ever more redundancy into the acquired data.
1
2 Chapter 1. Introduction
Besides redundancy, there is another important property of image patches that can be (and is
more and more often) exploited: it is their sparsity. In some well chosen basis, patches from natural
images will have sparse representations, i.e., few non-zero coefficients are required to correctly
describe their content. This fact is now widely accepted for basis like the harmonic functions (DCT)
or wavelets and has been successfully applied to various problems such as image denoising [1],
MRI reconstruction or people detection [2]. In the case of Image Processing problems, the sparsity
property is usually enforced on the image as a whole, with the significant exception of compression.
If you think however of an image depicting a group of people, then intuitively the decomposition
in a DCT basis of small patches is going to be much more sparse (e.g. due to periodic patterns on
clothes or the bricks of a wall) than the coefficients computed on the entire image (superposition of
several textures separated by sharp edges).
In this thesis, our main goal is to explore the use of patches as the principal primitives of inter-
est. By exploiting their redundancy and imposing different forms of sparsity, we will revisit some
classical Image Processing problems with a patch-centric viewpoint in a mathematical framework
that allows leveraging of both local patch-wise and global constraints. Finally, we will take our re-
flection even further by considering a case where only some binarized measures, and not pixel data,
is available. We will demonstrate that, under certain conditions and with the proper regularized
inverse problem approach, it is actually feasible to reconstruct plausible image patches from these
few measurements, which not only has practical implications but should also help the community
in assessing how much information is actually contained inside these binary descriptors.
1.2 The rise of non-locality
Before we describe in more detail in chapter 2 the seminal non-local means (NL-means) algo-
rithm [3], we briefly introduce here the intuition behind non-local image processing. Patch-based
methods were introduced first for texture synthesis, because they allow to bypass the important
difficulty of accurately and realistically modeling image textures. They were then adapted to the
problem of filling-in image regions (also called inpainting) because they don’t require a prior correct
identification of the different textures.
1.2.1 The problem of textures
Surprisingly, the intrinsic redundancy in the image data was ignored by a large part of the
researchers involved in Image Processing (except of course for the compression) for a long time
period. People focused instead on the development of global mathematical models of images that
became more and more complex over the years, possibly involving layers of hidden dependancies
or additional functional spaces. This complexity race comes from the fact that these works faced
a major difficulty, which is creating and applying a mathematical model for image textures. They
are indeed very hard to consider in theoretical models: empirically, a texture is made of elementary
elements (or texton) that are reproduced almost identically, following an almost regular pattern and
at approximately the same scale.
The task of correctly handling all these almost true properties inside mathematical equations
is made even harder by the implicit scale selection that the human brain applies, picking up or
discarding frequencies depending on the task at hand. If we have a look at the scene depicted in
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Fig. 1.1, we can identify three main phenomenons with different spatial scales:
– the gravel on the grounds makes a first, high frequency, texture;
– the sake barrels make a coarse scale texture of almost identical patterns since the drawing
on the side of each barrel varies. Furthermore, the different groups of barrels can also be
considered as a coarser scale texture themselves;
– the fence is also an intermediate texture with a privileged direction of oscillation.
It is indeed an arduous task to find a unique mathematical framework (be it a filter bank, an as-
sociation of functional spaces...) to consider all these image areas at once. Consequently, texture
synthesis algorithms using such approaches were hardly successful beyond stationary stochastic
textures with very few geometric structures.
Figure 1.1: In this image, a viewer can identify at least three textures of very different scales: the gravels on
the ground, the fence and the sake barrels. It is however a typical real image, not an image that was specifically
created for this purpose. Hence, Image Processing algorithms need the ability to adapt themselves to such varied
image content.
1.2.2 Prior patch-based methods
This situation gradually changed around the year 2000 with the appearance of the so-called ex-
ample based algorithms, that demonstrated that a single image could contain enough information to
address the problems of super-resolution [4], texture synthesis [5] and even large region inpainting
[6]. We briefly describe here these early works because they can help in intuitively understanding
the power of non-locality.
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When applied to texture synthesis [5, 6], the main idea of example-based methods is to bypass
the difficult mathematical modeling of textures by considering the reference image content as an
example source. Instead of learning or training a local appearance model, the appearance of the
reference is duplicated by literaly copy-and-paste operations: smaller blocks (examples) are cho-
sen inside the reference data, then copied and merged in the area where the new texture should
be synthesized under the constraint of avoiding the introduction of visual discrepancies. For the
super-resolution task [4] 1, Freeman’s approach consists in a first training step where the correspon-
dences between the blurred low resolution patches and their sharp high resolution counterparts are
learned. Then, a global optimization process is applied in order to produce a zoomed image that is
plausible. This global step is required because several high resolution patches can yield the same
low resolution patch. Hence, one needs a way to find the correct one among these, i.e., , the one
that will not introduce further discrepancies when considering the whole image at once.
From this short description, it is easy to understand why these method are coined « example
based » : instead of explicitly modeling a complex mathematical process (usually a texture or its
degradation through an imaging system), they rely on learning examples either from the input image
itself or from a prior training step. The complex problem then becomes simpler as expressed as a
problem over the examples.
Starting with NL-means, an algorithm is said to be non-local when the considered primitives
are patches, and examples of patches are searched in the entire input data, without considerations
of spatial relationship. The so called non-local algorithms will exploit the same ideas as example-
based methods: exploring the whole image in order to detect redundant patches (the examples) that
will be processed jointly, thus preserving the textures (because of their redundancy) while ignoring
the noise (that is itself too random to be captured as a redundancy).
Relations to Machine Learning. As a side note, please note that example-based algorithms usu-
ally do not belong to the Machine Learning world. While the input examples could be considered
at first glance as members of a training set, there is no patch or image model being trained here. An
objective function on the whole image is optimized instead, using only the input examples or some
smaller parts therein. In the works presented above, only the super-resolution algorithm of Freeman
relies on some Machine Learning background. It is however bounded to the low resolution - high
resolution correspondence process and to the global image formation smoothness. Hence, there is
no implicit or explicit texture content model training: everything is contained in the appearance of
the input examples.
1.3 Contributions of the thesis
In this thesis, we explore the possibilities offered by the patch-based approach for the processing
of digital images and movies. Our goal is to move the non-local algorithms from a heuristic to a
mathematical framework in order to allow their generalization to various image processing tasks.
Our main contributions are:
– a variational approach to non-local inpainting that can unify the previous diffusion based and
example based methods;
1. Or more accurately, the image zooming problem.
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– a fast and intuitive algorithm for similar patch queries, thus allowing real non-local algo-
rithms. We further apply this speed up method to a super-resolution problem where patch
queries happen in an image sequence;
– using the proposed patch retrieval algorithm as a clustering tool, we propose an efficient
jointly sparse non-local denoising algorithm that avoids learning patch dictionaries before-
hand and that can be applied indifferently to image and video data;
– considering then single patches, we demonstrate that plausible patches can be reconstructed
from a family of binary descriptors that are becoming more and more popular in Computer
Vision applications. This result can have many further implications, from the design of smart
cameras recording quantized descriptors to the development of better patch descriptors.
1.4 Thesis structure
This thesis is organized as follows: chapter 2 introduces non-locality as an example-based
approach by studying the seminal NL-means algorithm [3] and showing how example-based ap-
proaches can be embedded in a variational framework through the example of inpainting. Then,
chapter 3 presents the strategies that were proposed to reduce the computational burden of the naive
non-local algorithms. By identifying the desirable properties of such a strategy and the weaknesses
of the previous ones, we naturally arrive at the proposal of two algorithms for fast non-local patch
queries: the first one based on spectral hashing, which is the most efficient and versatile, and the
second one which is best fitted for hardwares with limited capacity. In chapter 4, we start by intro-
ducing the notion of non-local sparsity through the example of the pioneering BM3D algorithm [7].
Then, we propose a simple jointly sparse non-local denoising algorithm that does not require any
additional dictionary training by interpreting the output of the spectral hashing as patch clusters.
Finally, chapter 5 moves away from non-local relationship to consider single patches instead.
We address the question of how much visual information some binarized patch descriptors contain
by reconstructing patches from them. We formulate this problem as an inverse problem in both the
binarized and non-binarized cases and propose iterative algorithms to solve them.
We conclude in chapter 6 with a summary of our contributions and proposals of future work
and investigations.
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In this chapter, we present the genuine Non-Local means (NL-means) algorithm. This algo-
rithm is important not only for the quality of its results but also because of its elegant and simple
formulation. Hence, it is a good entry point to non-local image processing and the intuitions behind
it.
While NL-means was presented as an exemplar-based method, we review several subsequent
variational interpretations that were proposed after its introduction. Finally, we build on one of
these variational frameworks to design a non-local image inpainting algorithm expressed as an
inverse problem.
2.1 Non-Local means
2.1.1 The intuition behind non-local denoising
Denoising as averaging. Let us start with a simple example. We suppose that we want to estimate
the value of some constant phenomenon (a pressure, a temperature. . . ). We have taken n indepen-
dent measures {xi}ni=1 that are corrupted by some additive random noise. How can we obtain a good
estimate of the underlying value ? A simple answer can be found in any introductory Probability
textbook: since the noise is random, the empirical mean M(x) defined by
M(x) =
1
n
n∑
i=1
xi (2.1)
is a good estimator of the true value, and the variance of the noisy measurement is reduced by a
factor
√
n. Directly translated to images by assuming that connected pixels were likely to represent
the same object, this simple method has led to local averaging schemes, that effectively remove
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some noise but at the cost of introducing some undesirable blur on textures and at the edges of
objects (Fig. 2.1).
Why is it that this simple denoising approach is so destructive regarding the image content ? It is
because the images do not meet previously made fundamental assumptions: all the pixels acquired
do not represent the same physical phenomenon (color, amount of light) in the observed scene.
Hence, blindly averaging pixels just because they are spatially close leads to mixing unrelated
colors or light intensities and eventually introduces blur.
Beyond averaging: complexity. In order to tackle this problem, one might be tempted to use
some anisotropic diffusion, (by opposition to the isotropic diffusion taking place in the case of
spatial averaging), that is, the diffusion process is not allowed to jump above object boundaries
anymore. A famous example of this approach is the Rudin-Osher-Fatemi functional [8] that aims
at minimizing the Total Variation (TV) of an image, i.e., the sum of the magnitude of its gradient.
However, this approach ignores fine textures, hence also yielding undesirable artifacts (Fig. 2.1).
Again one can tackle this new problem by designing algorithms that separate the image structure
and texture parts [9, 10], then the image structure, texture and noisy parts [11], in a more and more
complicated process.
This everlasting process comes from a simple fact: it is mathematically very difficult to define
what a texture is. As pointed out in the introduction (see chapter 1), even putting in words a correct
and accurate statement of what a texture is is a challenging task. Hence, separating an image into its
structural, textural and noisy components is an arduous task, thus justifying the need for alternative
approaches.
Redundancy and simplicity. Let us suppose that we want to come back to a simple denoising-by-
averaging procedure. To avoid the introduction of unwanted blur, we need to avoid mixing together
pixels that are unrelated, that is pixels that belong to different textures or have different colors. Since
we want to avoid the chicken-and-egg problem of segmenting the image into objects and textures
first, we will build a simple pixel descriptor by considering not only the pixel value but also a small
square around it in order to capture the particular texture element it belongs to. This small square
is called a patch.
As we saw at the beginning of this section that n measures yield an improvement of
√
n in
the quality of the mean estimator, we need to gather as many examples of our texture element as
possible. One can remark that the image content is usually highly redundant (especially at the patch
level) and there may be several occurrences of an object, thus we explore the entire image in order
to maximize our chances of finding similar patches.
Finally, we need a criterion to tell us that the currently explored patch depicts the same texture
element as the one to denoise. A simple and classical visual similarity measure is to take the
squared error between two patches. This squared error can be divided by a decay parameter to take
into account different levels of noise, and filtered by a decreasing exponential to obtain a similarity
score between 0 (completely unrelated patches) and 1 (perfectly identical patches). Then, given
these similarity weights, we can replace the uniform averaging of Eq. (2.1) by a weighted mean, or
more accurately by a center of mass in order to preserve the range of the values.
This is exactly the intuition behind the NL-means algorithm, that we are going to describe
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(a) Original image (b) Noisy image
(c) Isotropic diffusion (d) Anisotropic diffusion
Figure 2.1: Top row: original image and with Gaussian additive noise. Bottom row: denoising with isotropic
diffusion or heat flow (left) and with anisotropic diffusion (right). The isotropic diffusion has removed some noise, at
the cost of having a blurred output. The anisotropic diffusion (obtained by minimization of the Rudin-Osher-Fatemi
functional) is less destructive but creates flat areas that damage the textures and the shadings (on the skin and the
hair for example).
formally now.
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2.1.2 Mathematical formulation of NL-means
From now on, we suppose that we are given an image I defined on a domain Ω ⊂ R2, usually
a rectangle, and with values in R (for grayscale images) or R3 (for color images). We write x, y ∈
Ω × Ω two pixel locations. We define a patch extraction operator R that returns the pixels inside a
squared
√
d× √d neighbourhood around x and stacks them in a vector using lexicographic ordering:
R : x 7→ R(x) = (I(x1) . . . I(xd))T ∈ Rd. (2.2)
The lexicographic ordering process is illustrated in Fig. 2.2.
Figure 2.2: Patch vectorization by lexicographic ordering. The original patch is on the left. Each colored circle
denotes an original pixel value.
Given two patches, we define the distance between them either as the usual squared Euclidean
distance:
d(R(x),R(y)) = ‖R(x) − R(y)‖22 =
d∑
i=1
(R(x)i − R(y)i)2 , (2.3)
or as the Euclidean distance after multiplying the patches by a 2D Gaussian window Ga of width a:
‖R(x) − R(y)‖22,a =
d∑
i=1
(
(R(x)i − R(y)i) ×Gai
)2
(2.4)
Given the distance between two patches, on can compute their visual similarity, normalized into
the interval [0, 1] (ranging from no similarity to identical) by a simple exponential filtering:
w(x, y) = e−
d(x,y)
h2 = e−
‖R(x)−R(y)‖22
h2 . (2.5)
The parameter h controls the decay of the exponential function: for small h, only very similar
patches will have a significant similarity score and the filter will be very selective. On the other
hand, a large h will attribute a more uniform importance to all the patches of the input image,
yielding a stronger denoising but also blurring more aggressively the image structures.
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Finally, the denoised pixel value is obtained by computing the weighted average over an area
centered on x and with radius ρ, that can extend to the whole image:
NL(x) =
1
Z(x)
∑
y:‖x−y‖≤ρ
w(x, y)I(y). (2.6)
The term Z(x) is the sum of all the contributions of the pixels from the circle of radius ρ centered
on x:
Z(x) =
∑
y:‖x−y‖≤ρ
w(x, y). (2.7)
It acts as a normalization factor that enforces the stability of the dynamic range of the image: the
value NL(x) can be interpreted as the center of mass of the values of the pixels in the circular
domain centered on x, with the weights given by Eq. (2.5).
Remark 1. In their seminal paper [3], Buades et al. do not define a patch extraction operator R
but use the Gaussian Ga instead. Indeed, it suffices to define the spatial extent of a patch, and in
practice implementations will actually cut the image at a given number of times of the variance.
However, having an explicit notion of finite patch is interesting in several ways: for consistency
with subsequent non-local algorithms, to emphasize the exemplar-based nature of NL-means, and
to make the high dimensionality of the space of patches more obvious.
2.1.3 Original interpretation of NL-means
While the authors of NL-means did claim that they found their inspiration in exemplar-based
texture synthesis algorithms such as [5], they have readily given a mathematical interpretation of
NL-means as a generalization of the neighbourhood filters introduced by Yaroslavsky [12] and
popularized by Lee and his sigma filter [13].
For a given pixel location x, the output of a neighbourhood filter is computed as:
YNFh,ρ(x) =
1
Z(x)
∑
y:‖y−x‖≤ρ
I(y) exp
(
−|I(x) − I(y)|
2
h2
)
, (2.8)
where the neighbourhood of the pixel x is again given by a circle of radius ρ. As before with NL-
means, Z(x) is a normalization constant that ensures the stability of the dynamic range of the image.
The links between Yaroslavsky’s filters and popular filters are clear given Eq. (2.8):
– Lee’s sigma filter is an instance of Eq. (2.8) but with an additional preselection threshold, in
order to take into account in the integral only the pixels whose value is close (up to a fraction
of the noise variance) to the value of x;
– the bilateral filter [14] retains the term in Eq. (2.8), but modulates it with a similarly shaped
term that depends on the distance between the pixels, and not on their value;
– NL-means extends it by considering patches instead of pixel values.
Remark 2. Note that by commodity most NL-means implementations compute the similarity
weights in a learning window (or search window) smaller than the entire image, as Eq. (2.8) also
suggests. In that sense, they can be considered as semi-non-local, while full non-locality is achieved
when the radius ρ is big enough to extend the neighbourhood to the whole image. Although we have
introduced this learning neighbourhood centered on x, the filter defined in Eq. (2.6) is still non-local
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in the sense that the spatial distance between the pixels x and y does not play any role in the compu-
tation of the output value NL(x). Originally, using learning window smaller than the entire image
allowed to control the computation times. We will also show in chapter 4 that smaller learning
windows yield better performance, which is kind of paradoxal for a non-local algorithm.
Bayesian interpretation. In order to analyze NL-means and extend this non-local approach to
various imaging problems, different authors have re-interpreted this algorithm in several mathemat-
ical frameworks. The first authors to propose a substantially different interpretation of NL-means
were Kervrann et al.in [15]. In this work, they introduced ideas that were proposed at the same time
by the more famous BM3D algorithm [16], namely similar patch grouping, iterative application of
the filter and joint denoising, but using a Bayesian estimation framework. BM3D and these three
properties are described in more detail in chapter 4. For now, it suffices to emphasize the differences
with NL-means:
– inside the learning window, only the patches that are very similar to the patch of interest are
retained, and the other ones are discarded;
– the observed noisy patches are considered as members of a dictionary from which optimal
clean patches can be inferred at the cost of an important approximation to make the compu-
tations tractable (the dictionary members should be clean patches without noise instead of
noisy ones);
– by applying iteratively the denoising procedure, this approximation becomes more and more
legitimate since the noise is progressively annihilated.
2.2 Non-local inverse problems
2.2.1 Introducing inverse problems in imaging
In its original formulation, NL-means works only as a clean patch estimator from noisy obser-
vations. In order to generalize it to more image processing tasks, one needs a way to introduce some
operators that will represent the transformations that are applied to an image during its acquisition
process, such as the convolution by a blur kernel, a downsampling or a Fourier transform (in the
case of Fourier imaging).
Of course, this requirement appeared well before the introduction of NL-means, and several
solutions were proposed. Among these, regularized inverse problems are a convenient way to sep-
arate a task between finding a good estimate that correctly explains the observations (including the
knowledge of the physical measurement process) and some a priori constraints that describe the
qualities that a good solution should fulfill (the regularizer). While many imaging problems are
actually ill-posed, the search for a solution is often not a completely blind search. Prior knowledge
is usually available about the shape of a good solution. This prior allows us to pick the best one
among the candidates that successfully explain the observation.
In its generic form, an inverse problem approach consists in recovering about an object of in-
terest from some observations or measurements. In the case of Image Processing, the observations
will often be one or several images. Furthermore, since information is lost in the image acquisition
process (via aliasing, blur, 3D-to-2D projection. . . ), imaging problems are usually ill-posed in the
sense of Hadamard. To overcome this difficulty, a classical choice is to add a regularization con-
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straint that will stabilize the solution and embed additional a priori domain knowledge about the
shape and the properties of a good solution to the problem at hand.
Such a regularized inverse problem can be cast as finding a solution xopt of the following mini-
mization program:
xopt = arg min
x
f (x, y) + λg(x), (2.9)
where y is the observed signal or image. The term f (x, y) binds the current solution to the obser-
vation: if x is very unlikely to produce the observation y, its value will be high. It incorporates
our prior knowledge on the physical model of creation of the observations y. The second term g(x)
is the regularization constraint and will penalize solutions x that do not have the desired shape. If
one (or both) of the functions f and g has some nice mathematical properties such as being convex,
smooth, or Lipschitz-differentiable, then it is very likely that a converging optimization scheme
solving Eq. (2.9) will exist [17]. Furthermore, via the use of proximal operations [18], practical
implementations of the chosen scheme are usually easy to write and computationally efficient.
The first term f (x, y) is called the data term because it will measure the spread between the
current estimate x and the observation y. In a Bayesian framework, it will naturally be linked with
the likelihood of a tentative solution given the observation. Calling A a linear degradation operator,
classical choices for f (x, y) include:
– f (x, y) = ‖Ax− y‖22, i.e., the squared error between the tentative solution x (after applying the
operator A) and the observation y. This data term corresponds to an observation y that was
contaminated by some white noise;
– f (x, y) = ‖Ax− y‖1, i.e., the `1-norm of the error. This data term is robust to pointwise strong
noise values, such as defects in the pixel grid (meaning there is no observation), and more
generally to phenomena that create large but spatially sparse errors.
Naturally, many different data terms were proposed in the literature in order to deal with specific
noise distributions: see [19] for an example of different data terms applied to the same task with the
same prior and [20, 21] for examples of non-white noise handling.
The second term is the prior that will stabilize the optimization process in the presence of
noise, and that will help propagating information into the image parts where the data term lacks
information. In Bayesian frameworks, it is linked to the probability that a given solution exists
under the prior model. Classical priors include:
– g(x) = ‖∇x‖22, also called the Tikhonov regularization. Penalizing the gradient of x allows
to avoid oscillating solutions, which are often undesirable (ringing artifacts, Gibbs effect,
etc.). Since the squared norm of the gradient is penalized, it produces smooth solutions
without discontinuities. One can prove that it corresponds to a Partial Derivative Equation
(PDE) whose solution is the heat flow, i.e., isotropic diffusion, which explains why it tends to
produce blurry outputs;
– g(x) = ‖∇x‖1, also known as the Total Variation [8]. Unlike the Tikhonov regularization, it
corresponds to anisotropic diffusion and will respect large object boundaries, at the cost of
producing solutions that may be too flat or piecewise constant. Note that it is also popular
because fast and stable minimization algorithms are available, see [19, 22, 23];
– g(x) = ‖Wx‖1, where W is a wavelet analysis operator. This prior promotes the sparsity of x
on a wavelet basis.
These priors tend to favor non-oscillating solutions which is usually the desired behavior. Of course,
different applications such as texture extraction can require the opposite: see for example [24] and
[11] for priors that are defined on Sobolev spaces.
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Since inverse problems are a convenient approach in Image Processing, non-local inverse prob-
lems were proposed to interpret and extend the original NL-means patch-wise estimation algorithm.
2.2.2 Variational interpretations of NL-means
Working on the extension of NL-means to the super-resolution task 1, Protter et al. proposed
in [25] a variational formulation, classically made of two terms:
EProtter(x) =
λ
2
‖x − y‖22 +
1
4
∑
u∈x
∑
v∈y
w(u, v)‖Rx(u) − Rx(v)‖22, (2.10)
where x is the unknown image to estimate, y is the observed noisy image, and Rx(u) extracts a
patch centered on u in the image x. The weights w(u, v) are learned by applying to Eq. (2.5) on the
observed image y.
The first part of Eq. (2.10) is simply a data term that binds the estimate to look like the input
image, and the second part imposes that the patch similarities in the estimate x have the same shape
as in the input image y. As Kervrann et al., they rely on a Bayesian framework to interpret the
energy function defined by Eq. (2.10). The data term is indeed the log-likelihood of an image
x given an observation y contaminated with white noise. The second term is a penalty on badly
shaped estimates x. Therefore it is a prior on the resulting image and it is interpreted as minus the
log of the probability of x to exist.
This formulation as an inverse problem is interesting because it allows the introduction in the
equations of some additional blurring and downsampling operators which are physically involved
in the super-resolution process. However, the definition of the weights w(u, v) as priors is not
satisfying, because in practice it is computationally too costly to update these weights and only
very small learning windows are used to avoid the creation of very large matrices. Hence, we have
proposed in [26] to move the non-local weights to the data term, and to use a generic prior such as
the Total Variation (TV) [8] instead. The functional to minimize reads then:
ENL−TV (x) =
∑
u
∑
v
w(u, v) (x(u) − y(v))2 + 2λTV(x), (2.11)
where w(u, v) is computed with the patches of the input image y. The data term is now a non-
local reweighted squared error instead of the usual square error. While this may not look like a
big difference, in this case the non-local constraint is used to enforce that the patch relationship in
the output of the optimization process is the same as in the input image. Thus, it is now exact to
not update the weights w(u, v) and there is no approximation as before. For fixed weights w(u, v),
one can compute the gradient of this non-local data term and a solution to the proximal mapping
[17, 18] of TV can be obtained with the efficient FISTA algorithm of [23]. The whole functional
can thus be minimized using a Forward-Backward scheme [17].
2.2.3 Non-local inverse problems on graphs
How to represent non-local interactions ? When trying to embed the non-local inter-patches
interactions in an usual variational framework, the difficulty of correctly representing these high
1. The super-resolution problem consists of creating an high resolution estimate from a sequence of low resolution
frames. For example, it can be applied to obtain an high quality still image from a short movie.
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dimensional phenomenon arises quickly. Indeed, patches are already high dimensional vectors.
For example, a 7-by-7 pixels patch (a typical value according to Buades in [3]) is already a vector
of R49. Also, even when limiting the search window to 21-by-21 pixels, this already makes 441
weights to store for only one pixel.
Keeping only the best contributors inside the search window is tempting. However, this leads to
a variable number of meaningful neighbouring patches per pixel. Finally, the real question is which
kind of representation is best adapted to high dimensional, irregularly sampled data points? Explor-
ing the literature, one can see that graphs are a popular tool in this case. Furthermore, they have
been extensively studied in semi-supervised Machine Learning [27]. The main interest of graphs
in this case is their ability to handle data of arbitrary dimension and sampling. Indeed, building a
graph only requires to be able to compute the distances between a data point and its closest neigh-
bours. The exact form of the underlying function or the exact number of these neighbours does not
come into play.
Differential calculus on graphs. Formally, a weighted graph G = (V, E,w) is made of a finite set
of vertices V = {v1, . . . vN} linked by edges taken in E ⊂ V × V with associated weights computed
using a similarity function wG : V × V → R+. The vertices correspond to the actual data points.
Two vertices u and v are connected by an edge e = (u, v) if wG(u, v) > 0, and we write u ∼ v. If
the weights have the additional property of symmetry w(u, v) = w(v, u), then the graph is said to
be undirected and u ∼ v is equivalent to v ∼ u. Otherwise, the graph is said to be directed and the
order of the vertices forming an edge matters.
Let us write Φ a function defined on the set of vertices V with values in Rd. We recall here the
definitions of various differential calculus operators from [28].
Given an undirected weighted graph (G,V,w), one can define the directional derivative of the
i-th component Φi at the vertex v in the direction given by the edge (u, v) by:
∂uΦi(v) =
√
w(u, v) (Φi(v) − Φi(u)) . (2.12)
Therefore, the directional derivative is a function defined on the set of edges (it depends on the
couple (u, v)), and not on the vertices. The weighted gradient operator of Φi at a given vertex v is
then defined as the vector of all the directional derivatives measured with the vertex v for origin:
∇wΦi(v) = [∂uΦi(v) : u ∼ v]T . (2.13)
The norm of the gradient defines the local variation of Φi at v, and measures the regularity of Φi
with respect to the graph connections. It is computed in the usual way:
|∇wΦi(v)| =
√∑
u∼v
(Φi(u) − Φi(v))2. (2.14)
Since we have defined a gradient operator, it will be possible to define gradient descent schemes to
solve various inverse problems defined on graphs.
The divergence operator is defined qualitatively as minus the adjoint of the edge derivative. Let
Ψ be a function defined on the edges. By definition, Ψ is then a vector field whose adjoint was
computed by Elmoataz et al. [28] and is given by (d∗Ψ)(v) =
∑
u∼v
√
w(u, v) (Ψ(u, v) − Ψ(v, u)) in
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the case of an undirected graph. Applying this result to the edge derivative, we obtain the divergence
of Φi:
div(∇wΦi)(v) =
∑
v∼u
√
w(u, v)
( √
w(u, v) (Φ(u) − Φ(v)) − √w(u, v) (Φ(v) − Φ(u))) (2.15)
= 2
∑
u∼v
w(u, v) (Φi(v) − Φi(u)) . (2.16)
Finally, applying the standard relation (div∇) = ∆, we can compute the Laplacian of Φi:
∆Φi(v) =
∑
u∼v
w(u, v)(Φi(v) − Φi(u)). (2.17)
Note that if the graph is computed from spatial 4-connectivity relationship with uniform weights
equal to 1/4, then these definitions match the usual discretization of the differential operators. As
an addendum, one can also remark that the availability of a divergence operator is very interesting
because it allows one to adapt modern fast minimization algorithms such as Chambolle’s dual ap-
proach for TV denoising [22] on graph-defined functions (see for example [29] and [30]) although
we use here a more classical gradient descent for simplicity.
Back to imaging: non-local graphs. As stated in the introduction to this section, our goal is
to use a graph in order to model the relationship between the patches extracted from an image.
Similarly to NL-means, each pixel is first represented by a patch, which is a vector in Rd. Then, the
nearest neighbours of a patch centered on a pixel x are given by the patches of the image that are the
most similar to itself. There is an immediate one-to-one mapping between image pixels and graph
vertices: for each pixel x, there is a vertex u whose coordinates in the non-local space are given by
the patch R(x). The nearest neighbours of R(x) correspond to vertices v that should be connected
to u by an edge in the graph. The weight of each edge is obtained by computing the similarity
function w(x, y) := w(u, v) defined in Eq. (2.5). This weight is positive and tends to 0 when patches
are highly dissimilar. Hence, it can be used without modifications to compute the graph weights
(w = wG). The construction of the non-local graph is illustrated in Fig. 2.3
Remark 3. Since the graphs obtained via the process here encode the non-local relationship be-
tween the patches of an image, we will designate them in the sequel with the term non-local graph.
Since the symmetry property w(u, v) = w(v, u) holds, G is an undirected graph. Consequently,
one can immediately turn the NL-means algorithm into an equivalent variational problem on a
graph, as remarked in [31]. In this work, Jacobi iterations are then computed in order to solve
inverse problems of the form:
Epi
(
Φi,Φ
0
i , λ
)
=
1
p
∑
v∈V
|∇wΦi(v)|p + λ2 ‖Φi − Φ
0
i ‖22, (2.18)
where the parameter p is strictly positive. Note that the case p = 2 corresponds to the Tikhonov
regularization (on the graph-defined function of course) and p = 1 is analogous to the Total Varia-
tion.
Remark 4. The differential operators on graphs introduced in this chapter were defined on sym-
metric graphs only. Hence, the non-local graphs should be built accordingly. In order to enforce
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w(x,y) w(u, v)
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u
v
Figure 2.3: Construction of a non-local graph. Each pixel, e.g., x and y, is mapped to a vertex, e.g., u and v.
The patches centered on the different pixels are the coordinates of u and v in a high dimensional appearance space.
The visual similarity between the patches w(x, y) is used as the weight of the undirected edge joining u and v. If we
limit the connectivity of the graph to the k nearest neighbours of a patch with moderate values of k (typically less
than 50 or 100), then the patches form disconnected clusters in the graph.
this property, while building the graph, each time a vertex v is added as a neighbour of u, then u is
also added to the list of the neighbours of v. Hence, one cannot control the number of neighbours
of a given vertex in the final graph.
While Elmoataz et al. proposed in [31] a general diffusion framework, two alternative solvers
were proposed afterwards tailored to the non-local Total Variation on graphs (case p = 1 in Eq.
(2.18)) in [32] and [29]. These works both report results for different Image Processing problems,
including deconvolution and inpainting. The size of the areas to be inpainted is however kept small
in both cases. While [32] seems to have a slight advantage in the visual quality of the output and can
be adapted to more problems (such as structure + texture decomposition), [29] adapts Chambolle’s
dual approach to TV minimization for a faster and more robust minimization scheme.
In order to assess the interest of non-local TV minimization, we have proceeded to a simple
experiment. We have built a non-local graph, implemented the Jacobi iterations from [31] and ran
them in the two cases p = 1 and p = 2 in Eq. (2.18). The denoising results can be seen in Figure 2.4.
The results are almost identical, and textures were preserved in both cases. Hence, non-local TV
does not seem to bring any major improvement, at the cost of breaking the differentiability of the
regularizer.
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Interpretation of the TV model on non-local graphs As shown by our experiments, there is
very little difference between the application of a smooth non-local manifold model (Tikhonov
regularization) or a piecewise smooth non-local manifold model (TV constraint). Our interpretation
of this observation is that the patches form very tight clusters inside the graph, thus making the
concept of anisotropic diffusion irrelevant.
The patches that correspond to the same texture element will aggregate in a very compact sub-
volume of the non-local space. Hence, there is no real transition (either smooth or modeled by a
surface in the non-local space) between the patches corresponding to two different texture elements:
they form almost disjoint clusters and one patch does only see for nearest neighbours some patches
that correspond to the same texture.
An extreme case of this phenomenon can be obtained with a chessboard image, where there
are only two disjoint cycles in the graph. Hence, the actual norm used to penalize the oriented
gradient is not important, because two patches are either very similar (and consequently produce a
very low gradient for any choice of p) or so far from each other that the edge connecting them has
a negligible weight.
(a) Non-local TV (b) Non-local heat flow
Figure 2.4: Non-local graph-based denoising: TV vs. Tikhonov. Apart from some local contrast change, both
results are almost identical. In particular, both cases correctly preserved the textures.
2.3 Application of non-local graphs to image inpainting
In this section, we will study an extension of [31] to the problem of image inpainting, that
we originally proposed in [33]. We will start by briefly describing the inpainting problem and
the various attempts at solving it, that can be roughly divided in two groups: exemplar-based or
diffusion-based. Since graphs can model any kind of inter-data relationship, depending only on the
way connections are made, our initial intuition was that they are good candidates to derive both
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local and non-local regularization frameworks. Then, we detail the Jacobi iterations used to solve
the inverse problem in this case. Finally, we comment on some results on both synthetic and real
images with an emphasis on large area inpainting, which is currently the most challenging task
since relatively simple algorithms can correctly reconstruct images with numerous missing random
pixels.
2.3.1 Introduction to the image inpainting problem
Image inpainting, also known as image completion, is the problem of finding missing parts of
an image using only the available content and some regularization constraints. The disoccluded
areas should cause few, if any, visual artifacts, which makes inpainting a difficult image processing
problem involving knowledge about image models and regularization techniques. While it has been
a long time problem for painting restoration, it has gained in importance with the growth of the
digital photography market, since it allows users to remove disturbing elements from their pictures
or repair damages such as visible dust on the sensor of the camera or scratches in an old digitized
photograph.
Traditional approaches to inpainting try to find a good continuation of the surroundings of the
holes, effectively propagating lines inside. Hence, these techniques are also known as geometry-
driven algorithms. Isophote propagation is obtained by solving partial differential equations such as
the heat flow of the Navier-Stokes equation as in [34]. Since this tend to produce blurred estimates,
edge-preserving techniques such as Total Variation minimization [35] or curvature motion [36] were
used as an alternative. However, these models still lack a support for texture information and are
consequently unable to reproduce it. Geometry-based methods can thus hardly be applied to large
area inpainting without noticeable visual disturbance.
Since textures, and especially structured ones like brick walls, are hard to model due to their
high yet constrained variability, people working in the texture synthesis field successfully applied al-
ternative exemplar-based techniques, which tackle the lack an explicit mathematical texture model.
Starting with the work of Efros and Leung [37], exemplar-based techniques take as input a source
image containing the desired texture. Then, random parts of the source are extracted and used to
fill the larger target picture, with a special treatment to avoid visual discontinuities between neigh-
bouring overlapping patches (see [5, 38] for instance). These techniques were quickly applied to
texture inpainting [39]. They are however sensitive to the order in which gaps are filled, which
can create disturbing subjective contours. Hence, the authors of [6] defined careful heuristics for
choosing which pixels to process first, and managed to successfully inpaint large areas. This type
of approach can even be extended to the case of video inpainting [40].
Few attempts were made however to conciliate geometry-driven and exemplar-based techniques
in an unified framework. Simultaneous geometry and texture inpainting algorithms that have so far
been proposed, such as the work in [41], separate inpainting in two distinct steps dedicated to ge-
ometry diffusion and texture synthesis respectively. This approach requires first the decomposition
of the image into a geometric part, or sketch, and a textural part, which is still an arduous task [9].
Specifically, the texture function spaces used contain only very regular oscillating patterns, which
is seldom the case for real life textures such as the aforementioned bricks.
While the work in [42] is also based on the non-local approach, the constraints it provides
(based on the estimation of texture probability density functions) cannot be adapted to handle both
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geometric and textural inpainting in a single framework.
2.3.2 An inverse problem approach to non-local inpainting
As proposed in the prequel, we will leverage the non-local graph diffusion from [31] to the case
of inpainting. We begin by introducing the objective function to minimize. From our experiments
(see for example Fig. 2.4), we conclude that it is not useful to adopt a TV penalized algorithm and
we stick with the graph-based heat flow.
We build a non-local graph of all the available image data using an image self-similarity mea-
sure. Qualitatively, vertices originating inside the hole will exhibit different connections than others
because of their visual dissimilarity, and hence will cause a non-local singularity on the underlying
non-local appearance-based manifold. We simply apply an iteration of heat flow on this non-local
graph to reduce this singularity and smooth the manifold. Then, patches are back-projected onto
the image domain to obtain a novel image where the information inside the hole is now closer to the
reference image content. This procedure is iterated several times after updating the graph connec-
tivity to diffuse the non-local information into the gaps. Note that unlike [29] we do not update the
graph by solving an optimization subproblem but instead by looking for the most similar patches,
as during the graph creation.
Remark 5. This interpretation of non-local processing as a smoothing action on an appearance
manifold was explored independently by Peyré in [43]. However, Peyré relied in this work on
explicit parameterizations of the appearance manifold, and limited his study to image with simple
local shapes (e.g., cartoon images or fingerprint images where small patch can be assumed to
contain at most one straight edge defined with two parameters). Hence, he he limited his study
mostly to special categories of images. Instead, we use an implicit parameterization of the manifold
obtain from image patches, which is closer to both the non-local intuition and the way graphs are
used in semi-supervised Machine Learning. Note that we will se in chapters 3 and 5 that i) the
patches of real images have a low dimensionality and ii) most of the information inside a patch is
about a local edge orientation. Hence, it is probably possible to extend Peyré’s approach to more
realistic cases.
Problem statement. Let I be an image defined on a domain Ω ⊂ R2. R(x) and R(y) are square
patches of area d centered on pixels x and y respectively, and also denote the corresponding vectors
obtained by stacking the values inside the patch in lexicographic order 1. We want to infer missing
information in a subdomain ω ⊂ Ω in a plausible way. Note that we did not make any assumptions
about the shape or topology of ω, which is of arbitrary shape and can contain holes or several
disconnected parts.
There is a natural one-to-one correspondence between each patch, its central image pixel and a
vertex of the non-local graph (Fig. 2.3). To distinguish between the image space and the non-local
manifold, we call Φ : Ω→ Rd the embedding of the image data in Rd Φ transforms the image into a
d-dimensional space by replacing each pixel he
√
d× √d patch R(x) centered on it. Hence, we will
write indifferently Φ(x) or R(x) for the patch centered on x. It has a reverse operation Φ−1 which
is the back-projection of the patches: the pixels in a patch are sent back to their original locations
1. For color images, we stack the RGB or LAB values the same way, hence multiplying the patch size by 3.
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in the image; all the pixels are projected and not only the central one (see Fig. 2.5). Since patches
corresponding to neighbouring pixels in the image do overlap, we merge the corresponding patches
by averaging after the back-projection step. This allows to enforce some spatial regularity in the
output image.
Figure 2.5: Back-projection of the patches into the image. We back-project all the pixels of a patch to their
original locations., as illustrated by the red and green squares. When patches overlap, their values are averaged
to obtain the final image value. The vertices corresponding to the green and red patches may be connected in the
non-local graph. This hypothetical situation is represented by the dashed line joining them.
In this embedding Φ, the distance between two points is obtained by the usual patch similarity
measure:
w(x, y) = w(y, x) = exp
−‖Φ(x) − Φ(y)‖22h
 , (2.19)
where ‖ · ‖2
2
is the sum of squared differences between the two patches:
‖Φ(x) − Φ(y)‖22 =
 d∑
i=1
(Φi(x) − Φi(y))2
 . (2.20)
and is identical to the standard non-local weight between two patches. The function w defined in
Eq. (2.19) is symmetric positive, hence, we cam use it to build an undirected graph.
The parameter h in Eq. (2.19) acts here as a selectivity parameter instead of a pure denoising
parameter as in Eq. (2.5). Large values of h will gather dissimilar looking patches, while smaller
values will be more selective. This parameter thus provides a way to infer the missing data despite
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the presence of noise, which may not be desirable since it leads to blurry estimates. Finally, note
that w does not take into account the positions of x and y in the image, and hence is non-local.
We build a non-local graph G as described above to obtain the final version of the embedding
Φ : V → Rd that we want to regularize. Φ is d-dimensional: there is one dimension per component
of a patch. The vertices coming from ω disrupt the non-local smoothness of Φ measured using G,
since the corresponding image patches differ from the patches of Ω\ω. The non-local inpainting
formulation can be restated to enforce the smoothness of Φ, given the immutable data outside ω:
Φˆi ∈ arg min
Φ:V→Rd
1
2
d∑
i=1
∑
v∈V
|∇wΦi(v)|2 + Λ2
d∑
i=1
‖Φi − Φ0i ‖22, (2.21)
with Λ a scalar field defined on the set of vertices.
The first term |∇wΦi(v)|2 ensures that we are not introducing too many visual innovations by
controlling the smoothness of Φ: if we were to inpaint the holes using random patches or patches
that have no close counterpart in the image, then large gradients would be created. The data term
can be used to enforce some proximity with the initial image, typically along the borders of the hole.
In the absence of noise, we will set Λ(v) to infinity for vertices outside the holes to be inpainted
(thus yielding immutable image content) and 0 inside to allow the full replacement of their content.
This little trick allows us to avoid explicitly introducing a masking operator inside the functional.
2.3.3 Inpainting algorithm
Eq. (2.21) can then be solved component-wise using an iterative procedure of gradient descent
after defining differential calculus operators on a graph. In the sequel, we denote iteration indices by
superscripts, and the initial condition (given by the input image) is written Φ0i for each component i.
Solving Eq. (2.21) is equivalent to minimizing the energy:
Ewi
(
Φi,Φ
0
i ,Λ
)
=
1
2
∑
v∈V
|∇wΦi(v)|2 + Λ2 ‖Φi − Φ
0
i ‖22, (2.22)
for each component i ∈ [1, d]. Since Ewi is convex, we obtain a global minimum by solving the
system of equations:
∂Ewi (Φi,Φ0i ,Λ)
∂Φi
= 0, ∀v ∈ V. (2.23)
Differentiating Eq. (2.23) yields:
∆Φi(v) + Llambda(Φi(v) − Φ0i (v) = 0, ∀v ∈ V, (2.24)
which is the graph equivalent of the heat flow. One can then derive easily the Gauss-Jacobi iterations
solving this problem:  Φ
(0)
i = Φ
0
i
Φt+1i (v) =
ΛΦ0i (v)+
∑
u∼v 2w(u,v)Φti(u)
Λ+
∑
u∼v 2w(u,v)
.
(2.25)
Note that the update step does normalize the output value by the sum of the weights that arrive at
a given vertex v. This plays the same role as the normalization constant called Z(x) in NL-means
and defined in Eq. (2.7). This implicit normalization is welcome: an alternative solution such as
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pre-dividing the weights arriving at a given vertex by Z(x) would have broken the symmetry of the
weights and removed the undirected property of the graph.
This leads to the following iterative algorithm, where the superscript depicts the index of the
current iteration (recall that superscripts depict the iteration index, with 0 for the initial condition):
Initialization initialize Φ0 with the patches computed from the input image I;
Main loop at step t:
1. construct the non-local graph Gtnl and the current embedding Φt from the image It. For
the first iteration (t = 0) the connections of the patches that are inside the inpainting
area are initialized with their spatial neighbours ;
2. compute the regularized embedding Φˆt with respect to Gtnl by applying Eq. (2.25);
3. back project the patches according to Φˆt to form the image Iˆt+1;
4. compute the updated solution It+1 as I0 in Ω\ω (outside the hole) and Iˆt+1 inside ω;
5. go back to 1 until done.
Note that, by replacing the non-local weights of Gnl by fixed values depending on pixel locations,
we fall back to a geometry-based diffusion process. Furthermore, although the solver is applied
component-wise, the weights used in the diffusion of each component Φi are the same (given by
the similarity between patches). Hence, we are actually diffusing patches and not individual pixel
values.
Implementation details. The update iterations described in Eq. (2.25) are straightforward to im-
plement. The back-projection step at the end of each iteration leads to overlapping patches. In this
case, we simply average the corresponding values weighted by the position of the current pixel in
each of the overlapping patch. The weight of each contribution is given by the Gaussian Gσ that
defines the spatial extension of a patch.
Using a full non-local graph requires to compute and store the weights between all the patches
of an image. To overcome this computational burden, we did not build the full non-local graph, but
instead a k-nearest neighbour version of it, i.e. a vertex can have at most k neighbours that are the
nearest according to the function w. In all the experiments, k is kept small (between 1 and 10), and
the neighbours are searched in a restricted (yet large) area to avoid the exploration of the full image.
This restriction is discussed in the following section.
The choice of the parameter h is of interest. From the definition of the weights in Eq. (2.5), it
is clear that smaller values of h are of better choice since higher selectivity produces less averaging
between patches. In the limit, h equals to 0 corresponds to copying only identical patches. Hence,
this case can be approximated in the implementation by looking for the nearest neighbour of a given
patch, and assigning to it a weight of 1 (see also [42] for a similar argument).
All operations are done pixel or patch-wise. Furthermore, a practical advantage of using Jacobi
iterations (instead of Gauss-Seidel for example) is that the results of the iteration Φt+1 is stored in a
different array of the input Φt. Hence, it is immediate and trivial to derive a parallel implementation
of the iterations in Eq. (2.25) in order to reduce the computation time.
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2.3.4 Inpainting results
2.3.5 Validation
First, we validate that a perfect non-local graph contains enough information for the inpainting.
In this experiment (Fig. 2.6), we build the graph before removing some image parts and let the
non-local diffusion iterate. As can be seen, an isotropic diffusion defined on a non-local graph can
correctly inpaint textures. This experiment again emphasizes that anisotropic non-local diffusion is
not required to obtain correct results.
(a) Input image with holes (b) Reconstruction detail
Figure 2.6: Example reconstruction assuming perfect knowledge of the non-local graph. Left: input image
(with holes). Right: reconstruction detail after inpainting using non-local heat flow. The graph was built from the
original (non corrupted) image. Note that the missing texture can be correctly inferred for any shape and size of
the target area. Hence, knowing a correct non-local graph allows to inpaint with texture.
2.3.6 Real images
In all the following experiments we chose h = 0 and k (the number of nearest neighbours)
between 1 and 10, and proceeded with 10 to 50 iterations of the proposed algorithm. Note that
the nearest neighbour of a given patch is always defined. In the worst case, if a patch is very
singular, it will not be updated at once. Instead, it will stay black for several iterations and will
start evolving when the surrounding patches will also get closer to the remaining of the image.
Fig. 2.7 depicts the evolution of the solution for different number of iterations. One can see there
how the appearance information is propagated from the boundaries to the inside of the hole, without
any imposed heuristic as in [6]. We did not use any additional information, such as a confidence
map [6], to improve the results, since our primary goal is to explore the effects of the non-local
diffusion.
The patch size needs to be chosen large enough so that a patch can contain an entire example
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Figure 2.7: Iterative nature of our diffusion process (original image on the left). This sequence shows the current
estimate at different stages. Note how the texture information is progressively diffused, while spatial TV-flow would
have produced a flat area. Original image from http://www.flickr.com courtesy of Trekking Lemon.
of the texture to reproduce. In our experiments, we fixed the diameter of the patches to values
between 5 and 25 pixels. There is however a trade-off to be found here: bigger patches will allow
the repeating of larger texture patterns, but will be averaged (in the non-local space) to produce a
flatter estimate. Hence, images containing high frequency textures should be inpainted using small
patches. This does from the fact that we back-project complete patches and not only the central
pixel. For example, in the case of the bungee jumper image (Fig. 2.8) we took patches of 5-by-
5 pixels, while in Fig. 2.10 we used small patches in order to reproduce the grain texture of the
image. Conversely, the statue image in Fig. 2.9 required wider (25-by-25 pixels) patches in order
to correctly reproduce the vegetation: there is little blur caused by the averaging here, and these
patches are wide enough to capture meaningful foliage elements.
The example in Fig. 2.9 shows that our algorithm can propagate some structured texture into
large holes when the mean value of the hole’s surrounding are very different from the semi-local
image content, which is where the nearest-neighbour search during the graph building phase takes
place. If the initial solution or the vicinity of the hole contain unrelated texture, but whose first
and second order moments are close to several textures in the image, then the algorithm can be
misguided and output a solution that is a kind of average of these different source areas. This
explains why our algorithms sometimes produces visually smooth but physically impossible or
unexpected results. In Fig. 2.8, the bungee knot was replaced by a texture taken from the shoes and
legs because of its initial colour and shape. This behaviour is more disturbing in Fig. 2.11, where
the dark dominant colour mislead the non-local nearest-neighbour search. Consequently, the fence
pattern, which is darker than the other textures, was used to fill almost the entire designated area and
smoothly mixed to its surroundings. In a real graphics software, such an image should be inpainted
using one step for each different texture (ground, fence, sake bottles) to circumvent this problem.
Note that in Fig. 2.11, the use of the color information did not help: the results were better on
the grayscale version of the image, with less confusion between the different areas (compare with
Fig. 2.12 for the grey version). Finally, Fig. 2.13 shows additional examples where the distances
between the different areas (measured in the L∗a∗b∗ space) were greater, thus yielding better results.
2.3.7 Is full non-locality always desirable?
Since building the non-local graph is computationally expensive, we restricted the search of a
non-local neighbour in a smaller vicinity around the hole. Using principal component analysis and
kd-tree sorting, it is possible to speed-up the whole process. However, our first experiments did not
26 Chapter 2. Exemplar-based non-locality
Figure 2.8: Bungee jumper image. The inpainting mask is the same as [34]. Note that some texture has been
inpainted on the water. The pink band is not a real mistake: the algorithm chose to repeat a pattern from the legs
and the shoes that was close to its initial guess.
Figure 2.9: Statue image (user designated area in red). Note that the algorithm successfully reproduced complex
foliage texture.
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Figure 2.10: Examples of our algorithm. Left: original image. Right: inpainted image. Red lines depict the
user-selected target region. Note how the grain texture is preserved, while TV-flow would have produced a flat area.
Original image from http://www.flickr.com courtesy of Sansuiso.
show any improvement. Preliminary investigation showed that many hole pixels were mislead by
the dominant colour and chose the same neighbour, producing a flat image.
2.4 Conclusion
Introducing non-locality. In this chapter, we have introduced the so-called non-local approach
through the description of the inspirational NL-means algorithm. This algorithm was used as the
basis for a substantial amount of derivative work, that aims to be more efficient or more general (with
respect to the addressed Image Processing problem) at the cost of more complexity. In particular,
we have seen that the non-local approach can be translated into various standard mathematical
frameworks, thus allowing to augment regular solvers with patch-based tools.
Among these various frameworks, graph-based diffusion seemed especially interesting because
it can handle both local and non-local approaches indifferently: diffusion processes exploit it the
graph structure but ignore totally how the graph is obtained. Since patches can be considered
as discrete samples from a manifold living in a high dimensional space, graphs are particularly
convenient: patches interactions are by essence discrete.
Non-local inpainting. We have studied the application of this graph-based variational framework
to tackle the problem of texture inpainting. In contrast with previous methods, this algorithm can
handle naturally both geometric-based and exemplar-based approaches for inpainting, which de-
rives from the use of graphs to implement the underlying diffusion processes. Hence, graphs seem
a natural tool to extend the non-local methods to more complex problems than denoising, simply
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Figure 2.11: Example of failure. Since initial colours were dark, the darker texture was extended and smoothly
mixed to the surrounding areas.
by re-using previously existing diffusion-based methods.
However, computational constraints limit in practice this approach: building the graph is oth-
erwise too much consuming and can yield an adjacency matrix which is too big to be handled in
memory (and not sparse enough to be efficiently traversed). Furthermore, as pointed out in the ex-
periments, several extensions seem to be desirable to visually improve the results, but they cannot fit
in the proposed framework. This includes patches of variable size in order to locally adapt the size
of the patches with the size of the synthesized texture, and building a patch scale-space to derive a
coarse-to-fine filling-in algorithm. Finally, an important limitation of the proposed algorithm lies in
the back-projection of the patches: when patches overlap, their back projection induces some un-
desirable blur. Hence, a functional approach with the ability to join local and non-local constraints
seems highly desirable.
Alternative: a low rank approach. From our experiments, one can see that non-local diffusion
on graphs is a viable approach to inpaint random missing points, both theoretically (via the links to
a manifold smoothing interpretation) and in practice. Furthermore, we have shown that under good
circumstances (few neighbours in the graph, no textures with a very fine scale) our algorithm was
able to recover large holes inside an image, but at the cost of a slightly blurry result. Hence, it is
still not as efficient as the “block copy-and-paste” family of algorithms [5, 6] that remain the state
of the art [44] with respect to the visual performance.
A promising alternative that is currently emerging seems to be to consider the matrix formed
by gathering all the patches from an image as a low rank matrix. This is quite natural, since our
assumption of smooth non-local manifold can also be rephrased as claiming that there are few
independent patches, while most of them are linear combinations of the basis patches. This is
backed by the study of the Principal Component Analysis (PCA) of the patches (see chapter 3) and
by the success of the non-local dictionary algorithms (which are studied in chapter 4). Recently, a
successful method to inpaint a single texture was proposed in [45], while we have independently
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Figure 2.12: Examples of our algorithm. Left: original image. Right: inpainted image. Red lines depict
the user-selected target region. Our algorithm successfully recovered texture information of three different types
simultaneously. Note that, without any additional information such as a confidence map, the proposed method did
accurately restore the wooden barrier while also recovering painted barrels.
developed a more general non-local low-rank inverse problem also suited to inpainting. However,
our results were mitigated and we did not manage either to fully reproduce the results from [45].
Since it is still a work in progress, an analysis of this approach was postponed to the concluding
chapter of this thesis.
Upcoming chapters. The approaches described in this chapter are somewhat limited. While they
exploit local patch redundancy, they are not completely non-local in the sense that patch compar-
isons are always limited in the vicinity of the pixel of interest, thus yielding semi-non-local imple-
mentations. Furthermore, the powerful intuition of sparsity of the signals of interest in some well
chosen representation frames was not exploited at all, thus allowing the building of a completely
different family of non-local algorithms. We will see in the next chapter how the patch comparisons
can be made fast enough to become fully non-local via the use of dedicated acceleration structures.
This will be useful in chapter 4, where sparse representations of patches will be obtained from
non-local samples.
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Figure 2.13: Examples of color results. Original images are shown in the left column. Red lines depict the
user-selected region. On the top row the inpainted result should be as close as possible to the original image, since
there is no object to remove in the designated areas. Note however that the reconstructed mean value on the wall
creates a small subjective contour due to the adjacent spotlight. This default should be removed in a future version
of this work. Original pictures from http://www.flickr.com courtesy of Sansuiso (top), Trekking Lemon (middle) and
Too Much UV (bottom).
Intermezzo: fast non-locality 3
Much of the elegance of the genuine non-local means algorithm [46] lies in its simplicity, which
makes it straightforward to implement. Naive implementations however are computationally de-
manding. Using patches of size P pixels and learning windows of L pixels, the overall complexity
of the naive algorithm is N × L × P to process an image of N pixels. This reproach was particularly
accurate at the time of the original disclosure of the algorithm: the intrinsically parallel nature of
NL-means 1 could not be exploited since multi-core and multi-CPU workstations were still expen-
sive and not yet generalized as they are nowadays. Consequently, the publication of the algorithm
was immediately followed by the development of several fast variants.
In this chapter, we review several of these fast methods and classify them into two main groups:
approximate algorithms (where the acceleration is achieved by early termination or implementation
tricks) and pre-selection based algorithms that aim at reducing the number of the non-local com-
parisons when denoising a given pixel. Then, we present two novel approaches that allow for fast
and convenient exploration of non-local neighborhoods based on dimensionality reduction and fea-
ture space partitioning. These methods have the practical advantage over the previously proposed
methods of relying on data structures that are easy to maintain. Hence, the proposed approaches
will have a practical advantage: we will be able to easily insert or remove patches while preserving
the quality of the pre-selection process. Hence, our methods will be more suitable to the processing
of movies and for sliding-window based denoising procedures.
1. Significantly, a GPGPU implementation of NL-means has been available inside the NVIDIA CUDA SDK since
its inclusion of image processing examples.
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3.1 Fast non-local algorithms
3.1.1 Fast implementations
Parallel variants. Fully aware of the computational complexity of his algorithm, Antoni Buades,
the original author of NL-means, proposed two fast variants [3] [47]: one using a multiscale and
another using a blockwise approach, although they have not become very popular. In the multiscale
setup, the standard NL-means algorithm is applied on a downscaled version of the input image. The
result is then used to denoise the original fine scale image without resorting to non-local compar-
isons.
The blockwise algorithm is identical to the genuine NL-means up to two points: weighted aver-
ages of patches are used instead of pixel averages in Eq. (2.6), and a final overlapping patch merging
step is added at the end. Since a given pixel can belong to several patches, this approach allows to
have a loose sampling of the blocks, hence limiting the number of costly non-local explorations.
Note that the chosen patches should overlap to avoid the introduction of spurious discontinuities in
the result. The fusion step is implemented as a simple averaging, which caused the blur artifacts in
the inpainting task from the section 2.3.2 of chapter 2. Consequently, this simple fusion strategy
was criticized in subsequent work, e.g., [48] and notably in BM3D [7] (see chapter 4) because of
this blur after the back-projection of the patches.
Propagating information. 1
Surprisingly, there exists an even simpler acceleration strategy that was never published, to the
best of our knowledge. We designate it under the name of copy-paste NL-means. It proceeds as
follows: during the exploration of the non-local neighborhood of a given pixel, the algorithms keeps
track of the locations where the patch-based Euclidean distance was smaller than a chosen (small)
threshold. Since these pixels share an identical neighborhood (up to a small amount of noise) with
the pixel of interest, one can infer that they will share the same denoised value. Hence, the output of
the non-local averaging process is assigned not only to the pixel at hand but also to the pixels in this
list, that are then tagged as visited. When a pixel belongs to several such near-identical neighbor
lists, the different values are averaged together to avoid shock effects.
The speed-up comes from the fact that pixels tagged as “visited” are ignored by the non-local
learning procedure. Hence, the greedy exploration loop is executed on a small subset of pixels:
in our experiments on movie denoising, up to 70% of the pixels in a single frame were actually
denoised by the copy-paste procedure instead of the non-local means (Fig. 3.1).
Fast numerical algorithms. Another tempting acceleration strategy is to keep the overall struc-
ture of the non-local means algorithm but to make the computations faster. This approach was ex-
plored in [49], where Wang and his co-authors leverage several techniques to speed up the patch Eu-
clidean distance estimation. Sticking with the notations of the previous chapter, we write R a patch
extraction operator and R(x) ∈ Rd the (vectorized) patch extracted around the pixel x = (x1, x2) of
the image. A pixel (x1 + i, x2 + j) belongs to the patch R(x) if and only if the 2D translation t = (i, j)
1. Although it remains unpublished at the time of writing, this speed-up strategy was presented to the author of this
thesis for the first time by A. Buades circa 2006.
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(a) T = 1
(b) T = 2
Figure 3.1: Applying copy-paste NL-means to a movie (neighbourhoods are defined over space-time windows).
From left to right, this figure shows the original noisy frame, the denoising result and the copy-paste mask. In
the mask image, black pixels correspond to pixels that are processed by NL-means while white pixels are those
obtained by pasting operations (without exploration of their neighbourhood). The top row presents the first frame
of the movie, which explains why all the pixels are processed by NL-means. The bottom row shows the second
frame, and one can see that more than half of the pixels were already computed by propagating the results from the
previous frame.
belongs to the ball of R2 of radius a (the diameter of a patch) and that we write B2a. Given two
patches, Wang and co-authors point out that:
‖R(x) − R(y)‖22 =
∑
(i, j)∈B2a
(I(x1 + i, x2 + j) − I(y1 + i, y2 + j))2 (3.1)
=
∑
t∈B2a
(
I2(x + t)) + I2(y + t)
)
− 2
∑
t∈B2a
I(x + t) · I(y + t), (3.2)
= S a(x) + S a(y) − 2
∑
t∈B2a
I(x + t) · I(y + t), (3.3)
where S a(x) =
∑
(i, j)∈B2a I
2(x1 + i, x2 + j). The terms S a(x) and S a(y) can be computed efficiently in
constant time using a summed square image defined as:
S S I(x1, x2) =
∑
y1<x1,y2<x2
I2(y1, y2).
This is a squared analog to an integral image [50] commonly used in Computer Vision, see for
example [51, 52] and that can be computed in a single pass. The last term in Eq. (3.3) can be
interpreted as a convolution between two patches. Hence, it can be evaluated as a multiplication in
the Fourier domain, which is also efficient thanks to the use of the Fast Fourier Transform (FFT).
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All this contributes to an highly efficient implementation without any noticeable differences from
the original algorithm.
3.1.2 Preselection: fast outlier rejection
The computational bottleneck of the original NL-means lies in the non-local neighborhood ex-
ploration: for each pixel, one has to loop over a (possibly large) learning window, extract patches
and compute Euclidean distances, which is expensive. However, many pixels visited during this
learning stage will have a negligible contribution to the denoised output because they are not vi-
sually related to the patch of interest. Consider for example the case of Fig. 3.2. When the query
patch is chosen in the gray area, the weights on the black and white image parts are small but non-
zero. Hence, their accumulation will degrade the clean pixel value estimation, and a semi-nonlocal
algorithm would yield better results since it would take into account less outliers! Another solution
is to find a preselection criterion that will detect and reject these outliers, which will both improve
the denoising quality and save computational time by avoiding the estimation of the Euclidian norm
with the outliers.
Hence, subsequent effort has been put in trying to detect and reject the patches that are “too
different” from a given patch of interest. This can be achieved by two different strategies: either by
using features that are efficiently computed on-the-fly and that approximate roughly the Euclidean
distance, thus leading to a fast decision between retaining or rejecting a candidate patch; or by
adding a pre-processing stage that will group together visually similar patches.
(a) Noisy image (b) Non-local weights (flat) (c) Non-local weights (line)
Figure 3.2: The image on the left is the noisy input image. The next two images show the non-local weights for
two different patches (indicated by a red square), where white is the maximum weight. Note that although lower
weights are assigned to pixels that do not belong to the same image structure as the query, these values are not null.
Many outliers are going to interfere with the denoising of the chosen patch since their small contributions will be
summed. Hence, better results can be obtained either by limiting the learning neighbourhood (which will decrease
the number of these outliers but yields a semi-nonlocal algorithm) or by setting a strict preselection threshold that
will reject these outliers.
Preselection via efficient comparisons. A first and immediate preselection criterion that comes
to mind is to compare two patches if, and only if, their mean values are not too different. Indeed,
computing the mean of all the patches of an image can be implemented efficiently either using
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integral images (see above) or by a separable convolution with a 2D box filter. Hence, this was
among the first pre-selection techniques applied, for example by Mahmoudi and Sapiro [53], Coupé
et al. [54] or Kervrann et al. [15].
To add more selectivity to the preselection, these authors completed the mean with additional
criteria: Mahmoudi and Sapiro [53] measured the angle between the average gradient orientation of
the patches, while Coupé [54] and Kervrann [15] added the variance of the patches. The variance
can be estimated efficiently from integral images and sum of square images. On the other hand,
the gradient orientation is not very robust to noise and is obviously poorly defined in flat areas.
Consequently, some minimum and maximum gradient magnitude thresholds are set that activate or
deactivate this criterion, which raises questions about its practical interest.
Since it is non-trivial to find correct pre-filtering criteria in the original patch space, Orchard
et al. introduced in [55] the idea of transforming the patches to a more suitable space. In a first
step, they formed a matrix from the patches of the original image, by extracting each patch then
reshaping it as a column vector Then, they obtained a new basis by taking the Singular Value
Decomposition (SVD) of this patch matrix, and computed both the preselection threshold and the
patch-wise distances in this new space. This is indeed equivalent to computing the original patch
distances since the SVD is an orthonormal transform and thus preserves distances. Since SVD is
closely related to Principal Component Analysis (PCA), they could obtain good approximations
of the patch similarities without using all the resulting components, thus yielding an additional
speedup.
Preselection via clustering. Another family of algorithms makes the choice of explicitly cluster-
ing the input noisy patches according to their appearance and replaces the learning window explo-
ration by nearest neighbours queries (in the sense of the visually most similar). The learning step
is rephrased as finding in a patch database the most similar points to the patch of interest. When
implemented carefully, this approach can lead to fast fully non-local algorithms.
This idea was introduced for non-local denoising by Brox et al. [56] who proceeded to recursive
k-means clustering of the input patches with k = 2. At each step of the learning process, the input
patches are divided in two groups, and this operation is repeated on each of the resulting groups
until either their radius is small or they contain few patches (less than 30 in the original article).
The center and radius of each group are stored in the nodes of a cluster tree, along with the indices
of the enclosed patches for the leaves of the tree. Hence, getting the patches at a small distance
of an input query (or the 30 closest neighbors if the recursive clustering stopped early) becomes a
binary tree lookup, which is a constant time operation. In order to avoid the introduction of shock
artifacts for patches that are close to the border of a cluster, the authors have used groups with a
slight overlap. This removes the need to explore the tree further than a single leave and speeds up
the patch retrieval process.
Note that an independent study conducted at the same time [57] also concluded that k-means
cluster trees were suitable for similar patch retrieval, but found vantage point trees [58] even more
advantageous. The purpose of this study however was the search in large image databases, hence
some performance constraints differed slightly from the denoising problem at hand.
Another very popular structure for fast Approximate Nearest Neighbors (ANN) queries is the
kd-trees introduced by Bentley in [59]. With respect to binary space partitioning structures such
as quadtrees and octrees, kd-trees typically choose some data-dependant separating hyperplanes at
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each node in order to split the data along its most elongated direction. This direction is either chosen
among the original space axis (as in the original kd-tree proposal [59]), but it can also be chosen
after transforming the data by a PCA, yielding more efficient partitions [60].
The performance of kd-trees however degrades rapidly when the dimensionality of the data is
greater than a relatively small number [57] 1 which is too small for a typical image patch size: an
8×8 patch already has 64 components. Hence, the authors of [61] introduced the so-called Gaussian
kd-trees to deal with this curse of dimensionality in two ways: during the construction of the tree,
Gaussian subsampling and importance sampling are used in order to create a simpler structure with
less nodes by exploiting the fact that only the input data points will be used during the subsequent
denoising stage. The fast tree structure is completed by a dimensionality reduction operation using
the PCA of the data and by a fast GPU implementation, yielding a fast running method (typically
less than 1 minute per megapixel after PCA reduction according to the authors).
In a related work [62], Manzenera used regular kd-trees combined with local jets instead of
PCA to perform the dimensionality reduction step. For a given pixel, a local jet is a feature vector
formed by the concatenation of the Gaussian derivatives (up to the order 2) of the image, i.e., the
result of the convolution between the image and the corresponding derivative of a 2D Gaussian
function. This yields a more efficient dimensionality reduction than PCA that stays compatible
with kd-trees. As a side note, the local jets used in place of the patches (thus replacing image
content by a differential descriptor) can be interpreted as a far non-quantized ancestor of the Local
Binary Descriptors presented in chapter 5.
3.1.3 Full non-locality, preselection and image quality
Experimentally, it is often remarked that better results are obtained through semi-non-locality,
i.e., limiting the size of the learning window. Hence, this limited spatial range seems to be more than
an implementation artifact. For the original NL-means, it seems clear that the limited range avoids
the accumulation of many small weights coming from unrelated patches: except for pure texture
images, the occurrence of similar patches diminishes with the distance, since objects usually have
a finite spatial extent. When the search window is very large, it leads to a non negligible sum
of very small weights that lower the importance of the relevant patches through the normalization
factor Z(x) in the denoising formula of NL-means (see Eq. (2.6) in chapter 2). An example of this
phenomenon is shown in Fig. 3.3.
Surprisingly, this is also true for preselection based algorithms. For example in [56], the authors
first divide the image into overlapping blocks (with a very large overlap of 50%). Each block is
then processed independently with its own preselection tree, and the results are fused by spatial
averaging.
For a given learning window size, the influence of the preselection is important. This was
pointed out first in [53] with experiments on images mixing texts and natural scenes: the preselec-
tion process avoids mixing patches from these two unrelated image areas, yielding a sharper, more
readable text in the output. On the other hand, this can lead to undesirable block artifacts, that
can be removed using either a smoother clean patch estimator [63] or through a proper strategy of
overlapping patch fusion [16, 48].
1. Between 5 and 9 depending on the size of the data and the criticality of the retrieval speed.
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(a) Noisy input 256 × 256 pixels (b) 7 × 7 windows (c) 65 × 65 windows
Figure 3.3: Applying NL-means on an image with fine texture. The patch size was set to 5 × 5 pixels. The only
difference between the two applications of NL-means is the size of the learning windows: very local in the first case
(7 × 7 pixels in the first case versus 65 × 65 in the second). Note that mechanically, just by extending the learning
window (i.e., by making NL-means more non-local!) we have introduced a lot of blur on the finest textures.
3.2 Patch Spectral Hashing
3.2.1 What makes for a good patch clustering function ?
From the prior work described in section 3.1, we can deduce two important properties that a
non-local algorithm should respect to be both fast and effective:
– it should be block oriented: using blocks allows for a sparser sampling of the input image,
yielding less computational needs. Furthermore, more aggressive denoising methods can be
used because the necessary block fusion step that follows will smooth out most of the ringing
or shock artifacts;
– it should use some kind of clustering as a preselection process. The clustering algorithm
should be robust to noise, because it can be trained either from the noisy image or from
a database of clean examples. It should thus correctly capture the slower variations of the
patches, since higher frequencies are more disturbed by the noise. It should however remain
efficient for ANN queries in high dimensions: even after dimensionality reduction patches
are typically described by 10 to 20 components.
The question of which block-oriented denoising process to use will be treated in chapter 4. For
now, we focus on the choice of the preselection algorithm. Since we also want to target video
applications of non-local denoising, we add the following constraints:
– it should be fast to train or compute in order to be updated with minor penalties in case of
scene changes. For example, the environment observed by a moving camera is subject to
frequent changes in textures, luminosity. . . ;
– for a given clustering function, the underlying accelerating structure should be easy to update:
even when the scene properties are stable, we want to easily remove some outdated patches
(for example that belong to an outdated frame of the movie) and also easily insert new patches
from an upcoming frame;
– it should scale nicely with the number of patches: although digital movies are usually of a
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much lower resolution than still images 1 the use of a temporal window during the denoising
process multiplies the number of patches to consider.
While their purpose is fast ANN retrieval, kd-trees and their derivatives were designed under
the hypothesis that the time used for their training was not a constraint. Hence, the building time
can get long, depending on the size and the dimensionality of the data. Using several smaller trees
in parallel could be a solution to this problem, at the risk of introducing visual incoherences in
the output. This is anyway made impractical by the easy update requirement: since the shape of
a kd-tree depends on the specific training dataset, deleting the nodes corresponding to outdated
patches should be implemented through complex tree rotation operations and would probably lead
to unbalanced (and hence less efficient) trees. Consequently, it would be easier to to actually train
a new tree than to update a previous one. For the same reasons, cluster-trees and k-means do not
appear as good candidates.
3.2.2 Multidimensional hashing
Fortunately, the problem of Approximate Nearest Neighbour (ANN) in high dimension has been
widely studied in the Computer Science literature and alternative solutions have come up. Among
them, hash tables were specifically developed to ensure an efficient access to some possibly sparse
data and are widely implemented for 1-dimensional data 2.
A hash tables consists of a set of buckets (hence indexed in 1D) that contain the sorted data. In
order to access a data point, a hash function is applied to the key describing the query, outputting a
number which is the index of the corresponding bucket. Given this index, accessing the data point
is simply a lookup in the bucket structure. Hence, if we forget about the hash function for now, hash
tables grant a constant time access to their inner content.
While the exact implementation of the bucket structure may vary, the problem of designing a
good hash table is primarily to choose a good hash function. An ideal hash function is
– deterministic: the same input should obviously yield the same bucket index for the retrieval
to be correct;
– specific: most of the time, a given code should correspond to only one input point, otherwise
there is a collision between two data points which will slow down the queries;
– fast to evaluate: in the converse case, the hash function will annihilate the gains from using a
hash table since it is called each time there is an insertion/deletion or an access to the table.
Regarding Vision and Graphics applications, hashing-based approaches were mostly studied
with 3D data because they are of important practical use for tasks like collision detection or 3D
functions lookups, see for example [64] and the references therein.
However, since designing a good hash function for high dimensional data is an arduous task,
hashing-based approaches were seldom used beyond 3D applications until the introduction of Lo-
cally Sensitive Hashing (LSH) for visual search tasks in [65, 66]. Given a data point x ∈ Rn,
the main idea of LSH is to produce a binary code y ∈ {−1, 1}m by choosing randomly m couples
1. A Full HD frame contains slightly more than 2 millions of pixels, while a typical DSLR outputs images between
10 and 30 MP at the time of writing.
2. Most utility libraries and popular programming languages such as Python implement dictionary structures with
string keys via hash tables.
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(ai, bi)mi=1 in R
n × Sn−1 and computing the i-th component of y as
yi = LS H(x)i = sign 〈x − ai, bi〉, (3.4)
where 〈., .〉 is the usual dot product in Rn and Sn−1 is the unit sphere of Rn. Qualitatively, the i-th
component of the code is the position (above or below) of the query point x with respect to the
hyperplane of normal bi going through ai. The final code y is formed by the concatenation of its
components yi 1. This random projection scheme has the main quality to produce hash results that
are close to each other if the inout data points are already close neighbours in the original space: in
this sense, LSH preserves the locality information.
While LSH has some nice properties and theoretically ensures a correct hash function in the
limit, in practice it leads to suboptimal partitions of the space with respect to the distribution of the
data [67]: intuitively, the randomness in the code creation process can lead to trivial projections of
the dataset, hence introducing hyperplanes that do not separate the points in two groups that are
roughly of the same size. Hence, more complex variants have been proposed, where some biases
and pre-defined spatial cells are applied in order to have better practical behavior, but with the risk
of over-fitting to the input assumptions about the distribution of the data, see for example [68].
3.2.3 Spectral Hashing
On the other hand, Weiss et al.proposed a deterministic algorithm to ally the original simplicity
of the LSH and data-adaptive partitioning functions. In [69], they leverage the following variational
approach for the optimal code computation problem.
Initial problem. Given N points {xi}Ni=1 of Rn, one can measure their visual similarity based on
their Euclidean distance as
Wi j = W(xi, x j) = exp
(
−‖xi − x j‖22/2
)
, (3.5)
where  is a sensitivity parameter. Finding a good set of codewords {yi : yi j = ±1}Ni=1 to describe
the points {xi}Ni=1 can be cast as a constrained minimization problem. The optimal code indeed
preserves the locality between images (or patches). This property can be cast as a minimization
problem, where the distance between two codewords is penalized by the visual similarity between
the corresponding images:
{y∗i } = arg min
∑
i, j
Wi j‖yi − y j‖2, (3.6)
under the additional constraints that half the bits are activated over the training dataset and that the
bits are uncorrelated: ∑
i
yi = 0 (activation), (3.7)
1
n
∑
i
yiy
T
i = Id (uncorrelation). (3.8)
1. Practical implementations of LSH replace of course the negative value −1 by 0 in order to have compact binary
codes that can be handled by computers as bit sets
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Spectral relaxation. Unfortunately, this problem is also shown to be NP-hard in [69] because of
the discrete nature of the unknowns y. Hence, the authors propose to consider a relaxed version
instead, where the codewords belong to Rn instead of being binary vectors. Similarly to what we
have done in chapter 2 when building a non-local patch graph, the matrix of weights W can be
considered as the adjacency matrix of a graph defined over the set of vertices {xi}Ni=1. The diagonal
matrix D then arises naturally as the corresponding degree matrix:
Di j =

∑
k Wik if i = j,
0 otherwise.
(3.9)
Also introducing the code matrix Y whose i-th row is made of the codeword yi, one can drop the
constraint Yi j ∈ {−1, 1} to yield the simpler problem:
min trace
(
YT (D −W)Y
)
, (3.10)
s.t.
YT 1 = 0 (activation),YT Y = Id (uncorrelation). (3.11)
This last problem is a classical Spectral Graph Clustering problem, and as such it has been exten-
sively studied. Its solutions are known to be the eigenvectors of the graph Laplacian D−W. Hence,
a binary code of length m could be generated by thresholding the m first eigenvectors with minimal
eigenvalue (after excluding the trivial eigenvector 1 with eigenvalue 0 that corresponds to the mean
of the training set).
Generalization. There is still an important question left: how well does this result generalize to
out-of-sample data points? To compute this generalization, the authors of [69] make the general as-
sumption that the data points are drawn from some separable probability function P(x) =
∏
i pi(xi).
Using expectation operations, the final relaxed version of the code generation problem then writes:
min
∫
‖y(x1) − y(x2)‖22W(x1, x2)P(x1)P(x2)dx1dx2, (3.12)
s.t.

∫
y(x)P(x)dx = 0,∫
y(x)y(x)T P(x)dx = Id.
(3.13)
This is another classical problem linked to learning on manifolds and Laplace-Beltrami op-
erators [70, 71]. The solutions to this last problem are now the eigenfunctions of the weighted
Laplacian Lp, that can be computed for simple probability distributions on x.
Specifically, in the one dimensional case and for a uniform distribution of x in [a, b], the eigen-
functions Φk(x) and eigenvalues λk are given by:
Φk(x) = sin
(
pi
2
+
kpi
b − a x
)
, (3.14)
λk = 1 − e− 
2
2 | kpib−a |2 , (3.15)
and n-dimensional eigenfunctions are obtained by an outer product formulation: Φk(x) =∏n
i=1 Φ
n
i (xi), with eigenvalue Λk =
∏n
i=1 λi. The final codes of length m are obtained by computing
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first all the single-dimensional functions Φi(x), then building the set of the n-dimensional inde-
pendent eigenfunctions Φ(x), and keeping the functions with the m smallest eigenvalues. These
eigenfunctions are then applied to a query point x and the sign of each of these projections are
concatenated to form the codeword.
Note that enforcing the constraint that the code basis eigenfunctions are independent means in
practice that each final eigenfunction Φk separates the data along one and only one axis. Functions
that split the data along two or more axes can be computed as the product of several of these single-
dimensional functions. Hence, it would be redundant to include them, as the corresponding signs
are already computed.
3.2.4 Spectral Hashing with patches
The Spectral Hashing algorithm was designed for image similarity-based tasks, hence extend-
ing it to patches is straightforward. The visual similarity formula in Eq. (3.5) is actually identical
(up to the substitution of a constant kernel instead of the Gaussian one) to the weights used by
the NL-means algorithm defined in Eq. 2.5. In order to meet the conditions used to obtain the
eigenfunctions in Eq. (3.14), namely uniform distribution of the components and uncorrelation, we
first compute a Principal Component Analysis (PCA) of the training patches. While PCA compo-
nents are not strictly speaking independent and the more complex Independent Component Analysis
(ICA) should be used instead, the Spectral Hashing algorithm is claimed by its authors to be robust
against this deviation, which is confirmed by our own experiments. This remark also holds for
deviations from the uniform distribution: the spectral hashing proved to be robust to the actual
distribution of the data.
The PCA decomposition from the learning stage is saved in memory for the later projection of
new points onto the set of retained eigenfunctions. These points can come either from the input im-
age (in order to denoise an image from its own self-similarities) or from independent and unrelated
pictures (in the case of denoising a movie after learning the PCA from the first frames, or if one
wants to use a specific patch space as in [4]).
Finally, to stick with the idea of patch preselection, we consider that all the patches that corre-
spond to a given codeword are identical up to the chosen precision given by the number of bits used
for a codewords. This is the only parameter of the method. Hence, this simplifies the hash table
structure in two ways:
1. we do not need to handle collisions inside a bucket. By definition, all the patches that project
with the same code are considered as noisy samples of an identical underlying clean patch,
hence they are added to a list for later processing;
2. when querying the neighbors of a given patch, we directly return the list of patches inside the
corresponding bucket, i.e., points that are at null Hamming distance from the query.
Note that this last assumption allows us to avoid slower and more complex queries that consider
points at Hamming distances of 1 or 2. These complex queries are useless in our case due to the
inherent semantic information stored in the bits of a Spectral Hashing code: the first bits of a code
come from the most meaningful principal components. Hence, querying identical patches at some
non zero Hamming distance (for example equal to 1) does not make sense if we change the sign of a
more meaningful bit: it leads to mixing principal components instead. On the other hand, changing
the sign of less meaningful bits is far less efficient than just truncating the codes at the desired
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precision. Hence, the preselection threshold of previous works is replaced here by the number of
bits used to build the codes.
The Spectral Hashing was recently extended by its authors in [72]. However, the goal of this ex-
tension is to have the non-zero Hamming distances that are more correlated to the actual Euclidean
distance when it grows, i.e., improving the performance of the Spectral Hashing for regimes where
the similarity parameter  in Eq. (3.5) is not small anymore. The code construction mechanics re-
main the same, and it consists mostly in adding bits to the original codes that correspond to the
outer-product-shaped modes ignored previously. Since we are only concerned with queries for the
nearest neighbors, i.e., Hamming distance equal to 0, this extension does not bring any improvement
for the application at hand.
Algorithm 1: Patch Spectral Hashing
1: Take {xi}Ni=1 training patches in Rn, fix a length of m bits for the codewords.
2: Compute the PCA of {xi}Ni=1.
3: Find the min/max bounds of the data after PCA [ai, bi] (i = 1, . . . , n)
4: Form the modes and eigenvalues using Eq. (3.14) and Eq. (3.15).
5: Retain the m eigenfunctions with the greatest eigenvalues and that are not obtained by an
outer-product.
3.3 Experiments
3.3.1 Patches and PCA
Patch PCA is at the heart of the spectral hashing algorithm. Hence, we need to check that there
is no bias introduced by the set of patches used during the training phase.
Intuitively, the possible content of patches has a small dimensionality, especially when patches
get smaller. This assumption is backed by several facts. First, there is the success of patch
dictionary-based methods (see chapter 4) and image synthesis by a dead leaves model, that would
be otherwise intractable. Second, if we look at the content of patches that are not too big, all we
can see is a flat area, an edge or a corner. Hence, at this scale, image content gets very simple (see
also remark 5 in chapter 2).
To confirm this intuition, we proceeded with a very simple experiment. We chose three very
different images shown in Fig. 3.4: the classical Lena image, a photograph of some Japanese tatami
with very fine textures of different orientations and a picture of a seat blanket with a strong ge-
ometric pattern. Then, we computed the principal components for each image and discarded the
first one, that corresponds to the eigenvalue 0 (which is the mean patch of each image). The first 8
components are shown Fig. 3.5. The results are strikingly identical, except for the 8th component.
For the first 7 ones, the components are either the same or with the inverted polarization (black
becomes white and vice versa). The principal components of the tatami image also tend to be more
aligned with the image axis, but this phenomenon is not very pronounced and can be explained by
the original orientation of the textures covering almost the entire image. Furthermore, the chosen
patches used to compute the illustration were taken quite large (15 × 15 pixels) in order to empha-
size the point, and this allowed more capture of texture. You can also remark that in spite of the
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(a) Lena (b) Tatami
(c) Seat
Figure 3.4: Test images for the PCA experiment.
strongly geometric nature of its texture, the seat blanket picture produces PCA components that are
also very close to the Lena image, while their visual content is clearly different.
If we analyze the shape of the components, the first is similar to computing the Gaussian mean
of the patches, then we can find horizontal and vertical edge detectors and corner detectors, which
constitute the basic semantic elements of local image content. As a side note, one can also remark
the visual proximity of these principal components with the construction of the 2D Haar wavelets.
Note that an alternative experiment with the same conclusion and applied to the problem of
parameterless patch matching can be found in [73].
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(a) Lena principal components
(b) Tatami principal components
(c) Seat principal components
Figure 3.5: Eight first principal components (after removing the component with eigenvalue 0) of three images
(Lena and two strongly textured pictures) for patches of size 15×15 pixels. Although both images are very different,
and in spite of the large size of the patches (that allows to capture more texture), one has to wait until the 8th
component to see a difference. The seven first ones are identical up to a polarization change and are very close to
the first Haar wavelets, capturing essentially edges and corners.
3.3.2 How many bits for correct patch retrieval?
The only parameter of the spectral hashing method (apart from the patch size which is deter-
mined by the application and the input images) is the length of the codewords. In order to find
an optimum value, we have measured the precision of the hash function in the noise-free then in
the noisy case for different code sizes. For each image, the accuracy of the spectral hashing was
measured by computing the average Mean Squared Error (MSE) of the patches in each bucket after
training the hash function on this image.
Some results in the noise-free case can be seen in Fig. 3.6, They confirm the good prevision
results obtained by the authors of the original paper. For small codewords (8 bits), the Tatami
image seems to yield worse results than the other images. This comes from the fact that it contains
several different textures (two fine textures with orthogonal directions, and one coarser texture)
than the other two images which are more homogeneous. Hence, it requires more bits in order to
be correctly segmented.
We reproduced the same experience by adding additive Gaussian white noise to the images be-
fore training the hash function. The results in this case can be seen in Fig. 3.7. While the magnitude
of the error is larger for small codewords, it decreases quickly, which shows the robustness of the
method to the corruption of the training set by additive random noise. Note that the Tatami im-
age does not stand as an outlier anymore: the addition of noise has introduced a created variety of
textures in the Lena picture. Hence, it does require more bits to be correctly segmented.
Finally, an important parameter to maintain the computational efficiency of the nonlocal filtering
step that will be applied after the spectral hashing preselection is the number of patches per non-
empty bucket of the table. As illustrated in Fig. 3.8, the population size of each bucket remains
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Figure 3.6: Average Mean Squared Error (MSE) per bucket of the hash table in the noise-free case. Codewords
of 12 bits or more yield very tight patch clusters.
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Figure 3.7: Average Mean Squared Error (MSE) per bucket of the hash table in presence of additive Gaussian
white noise. The lower bound for the code size is now larger, around 16 bits per codeword. However, one needs to
be careful and check if there was an overfitting of the hash function with the noisy patches.
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low, and the comparison between the noisy and noise-free cases advocates for the use of codewords
between 8 and 16 bits long.
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Figure 3.8: Average population of a bucket of the spectral hash table (in log scale to account for the different
size of the two test images). Without noise, long codewords yield buckets that have very few elements: this means
that we are in presence of overfitting to the training set. When the patches are corrupted by some white noise, the
actual bucket population are only slightly changed for small codewords (less than 16 bits). Hence, spectral hashing
is a good candidate for noisy patches clustering.
3.3.3 An accidental image segmentation tool
In order to easily identify the cases of overfitting of the spectral hash function on the patches
used for training, we visually inspected the segmentation output induced by the hash function.
Each bucket was considered as a region and assigned a random color. Since the buckets contain
patches without any spatial information, this corresponds to an appearance-based nonlocal image
segmentation process. As can be observed in Fig. 3.9 and Fig. 3.10(c), 8 bits already yield satisfying
segmentations of different images. Furthermore, in the presence of noise, the hash function becomes
quickly too selective and also learns the appearance of the noise (see Fig. 3.10). Hence, codewords
of 8 bits seem to be a reasonable choice for denoising applications.
3.4 Example application: non-local super-resolution
Super-Resolution (SR) is the task of creating an high resolution image from a low resolution
input sequence. It has many purposes, such as producing high quality stills from a video sequence or
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(a) 4 bits (b) 8 bits
(c) 16 bits
Figure 3.9: Visual illustration of patch clusters in the noise free case for patches of 9 × 9 pixels. Random colors
were assigned to each non-empty bucket. When the codewords are too small (4 bits), the mean value of a patch
becomes the most important clustering criterion and the hair gets mixed with the background. On the other hand,
when the codewords are too long (16 bits), the segmentation result becomes sensitive to the digitization noise of the
picture and is unstable in shaded areas and on the hat.
upscaling a movie to an higher resolution. The main intuition to SR methods is to exploit subpixel
motions between the frames of the input sequence to infer the missing data on the target high
resolution grid.
To overcome the difficulties of fine image registration, several methods have been proposed
exploiting the non-local intuition, i.e., any datapoint can contribute to the final result if it is relevant.
These algorithms, however, limit in practice the search region for relevant points in order to lower
the corresponding computational cost. Furthermore, they define the non-local relations in the high
resolution space, where the true images are unknown.
In the rest of this chapter, we introduce the use of spectral hashing to efficiently compute fully
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(a) 8 bits (b) 12 bits
(c) Reference: 8 bits, noise free
Figure 3.10: Visual illustration of the buckets trained with the Tatami image in the presence of noise for patches
of 9×9 pixels. When the codewords are too long (12 bits), there is no more structure to be found in the segmentation
result that looks like noise. There was some overfitting of the hash function to the noise in this case. The 8 bits
segmentation output shows the most important structures of the image. This picture is best viewed large on screen.
non-local neighbours. We also restate the super-resolution functional using fixed weights in the low
resolution space, allowing us to use resolution schemes that avoid many artifacts.
While early work involved the fusion of several image spectra, this approach was later replaced
by an inverse problem formulation, which is less sensitive to noise and does naturally handle arbi-
trary motions. In this context, SR can be stated as the following minimization problem, where the
Low Resolution (LR) image sequence (IkLR)
n−1
k=0 is obtained by applying a blur B, a downsampling D
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and geometric warping Wk to the unknown High Resolution (HR) image IHR:
IHR = argmin
IHR
n−1∑
k=0
ρ
(
IkLR,WkDBIHR
)
+ 2λκ (IHR) , (3.16)
The function ρ(·, ·) measures the error between the k-th frame in the sequence and the current so-
lution after applying the registration, blurring and downsampling operators, while κ(·) penalizes
solutions that are too far away from the chosen prior.
Standard choices are the `2-norm for the error term ρ(·), and the Tikhonov regularization:
κ(IHR) = ‖∇IHR‖2, for the prior. Eq. (3.16) can then be solved using various frameworks: gra-
dient descent, Iterated Back-Projection (IBP) [74], maximum likelihood estimation [75], etc. (see
for example [76] for a review of SR algorithms).
Although they lead to well known resolution schemes, these choices have inherent drawbacks.
The `2 norm is not robust to misalignements between the images. Also, the Tikhonov regularization
is known to produce over-smoothed results by penalizing abrupt changes in the gradient of the so-
lution, actually blurring the boundaries of the objects. Hence, subsequent works [77, 78]considered
using the more robust `1-norm and the Total Variation (TV) regularization to produce sharper out-
puts. However, these methods still rely on the accuracy of the motion estimation step.
Related work. To bypass the limitations of motion estimation methods, recent works have taken
advantage of example-based regularization, successfully introduced by [4] for the SR of a single
image. This algorithm however required the training of a Markov random field on a huge database,
limiting its practical interest.
Since a movie contains many redundancies, a subsequent work [25] followed the same intuition
as the NL-means image denoising algorithm [79] and exploited self-similarities anywhere in the
image sequence. The pixels are described by patches, which are simply all the values comprised in
a small square neighborhood. If two patches are very similar, then the corresponding central pixels
are very likely to represent the same phenomenon and should be exploited together even when they
are spatially far from each other. Hence, the algorithm in [25] uses non-local averaging when fusing
together the LR frames interpolated to the final resolution. However, the authors limit the search of
self similarities to a small learning window around each pixel to limit the computational overhead.
In [80], the authors adapt the non-local approach to the IBP algorithm, again considering non-
locality as a post-processing constraint on the upscaled images, and within the limits of a search
window.
We propose instead to enforce the non-local constraints on the low resolution images. This
has two main advantages. First, the weights are fixed by the input LR sequence, which allows the
computation of the exact gradient of the non-local error term. Second, since there are less LR pixels,
this makes less weights to compute. Furthermore, we propose to use the spectral hashing introduced
above to sort all the input LR patches in a single hash table, hence leveraging fully non-local SR at
a moderate computational cost.
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3.4.1 Variational TV non-local super-resolution
We consider that the immutable, and hence reliable, non-local information is contained in the
LR frames. Consequently, we do not proceed with a standard SR process followed by an NL-
means-like enhancement step, but compute instead a non-local error on the LR frames. Hence, our
SR functional to be minimized is:
IHR = arg min
IHR
N−1∑
k=0
∑
x
∑
y
w∗k(x, y)(I
k
LR(x) − (DBIHR)(y))2
 + 2λTV(IHR), (3.17)
where x, y are pixels i the low-resolution image domain. Unlike previous work, the data term
includes only pixels that belong to the original, low-resolution image domain. Consequently, no
prior interpolation or upsampling of the input sequence is required. We also assume that there is
no additional temporal interpolation, i.e., we are given the index of the frame of the input sequence
that should be upsampled. This reference frame is depicted by the superscript (∗) in Eq. 3.17, while
the subscript k designates the current LR frame. Consequently, the patch similarity weight w∗k(x, y)
is obtained from the patch centered on Ik(x) and the one centered on I∗(y):
w∗k(x, y) =
1
Zk(x) exp
(
−‖R(Ik(x)) − R(I∗(∗(y))‖
2
h2
)
, , (3.18)
where R stands as before for the patch extraction operator. It corresponds to the classical non-local
weight, except that the two patches may come from different images.
Qualitatively, Eq. (3.17) gathers in its data term the non-local error with respect to the low
resolution frames: the errors between the hallucinated HR image and the LR frames are computed
for all the possible positions and are weighted by the reference non-local weights w∗k computed from
the LR sequence. Finally, for each (vectorized) LR frame, the weights can be gathered in a single
matrix WNLk for a more elegant formulation using matrix vector multiplication.
Note that unlike traditional SR algorithms, the weights w∗k(x, y) can be interpreted as a proba-
bilistic motion, or as a multi-valued optical flow. This does qualitatively explain the efficiency of
non-local super-resolution: it integrates over the possible destinations of a pixel and does not get
trapped by motion estimation errors. Again, the parameter h is a selectivity parameter: for small
values of h, a candidate patch x needs to be very similar to the reference patch y to have a significant
contribution.
Inspired by [25, 77], we solve Eq. (3.17) in two steps iteratively:
1. we first look for an HR blurred estimate ZHR = BIHR using non-local back-projection;
2. we compute IHR by TV deblurring of ZHR.
The TV deblurring subproblem is solved using the Monotonous FISTA (MFISTA) algorithm de-
scribed in [81].
Our specific form of the SR objective function in Eq. (3.17) calls for several comments:
– since the weight matrices WNLk are fixed throughout the minimization process, it is possible
to define the gradient of the non-local error. Hence, we can use a procedure similar to the
FISTA algorithm [81] to iteratively solve the two steps non-local error minimization - TV
minimization. This minimization process has the advantages of faster convergence and a
tighter control of the solution;
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– the normalization of each line of the matrix WNLk leads to a straightforward interpretation of
non-local SR as a standard SR process with a probabilistic motion estimation instead of the
usual univocal motion model: each line WNLk (i, ·) is indeed the motion probability density of
the pixel i with respect to the k-th image;
– finally, note that it is possible to separate the constant from the similarity score in Eq. (3.18).
The matrix WNLk can then be written as the product of a diagonal matrix (storing the constants
1
Zk(x) ) by a similarity matrix).
3.4.2 Non-local super-resolution algorithm
Putting the spectral hashing and the proposed non-local variational problem together, we obtain
the following SR algorithm:
Initialization:
1. Form all the patches from the LR sequence, and compute their PCA.
2. Compute the desired number of eigenfunctions of the similarity matrix.
3. Sort all the input patches in a table, using the retained eigenfunctions to obtain binary
codes.
Super-Resolution:
1. Select the frame to upsample; form an initial estimate by interpolation.
2. Apply the degradation model (blur and downsampling) to the current solution.
3. For each point in the downsampled solution, compute the non-local error using the
corresponding patch in the selected frame and its non-local neighbors retrieved by SH.
4. Back-project the non-local error and deblur the updated solution with MFISTA.
Note that, since the hash table contains patches from the whole input sequence, our algorithm
is fully non-local: we do not limit the search of relevant patches to a space-time search window.
Furthermore, unlike bilateral regularization, there is no additional attenuation factor due to the space
or time distance between the patch to update and its neighbors.
3.4.3 Experiments
Implementation details. The proposed algorithm was implemented in C++ and tested with a
standard laptop. Although a Matlab implementation of spectral hashing is available online 1, we
used our own C++ re-implemention in order to work with the OpenCV library.
In the nearest neighbor search, we did not use all the patches returned by a query, but only those
with a similarity score above 0.9. The parameter h is fixed depending on the noise level of the input
sequence. For clean movies without noise, we used a small value of 0.08, and values between 0.5
and 1 for noisy inputs. In all our experiments, we have chosen patches of size 5-by-5 pixels.
The initialization of the algorithm is very fast: computing the PCA of a whole LR sequence is
the longest part and takes only a few seconds on a laptop for the patch size considered. Then, we
1. http://www.cs.huji.ac.il/ yweiss/SpectralHashing/
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used a straightforward implementation of the algorithm described in Sec. 3.4.2 that did not take
advantage of any acceleration and processed the pixels sequentially. Note however that the opera-
tions for each pixel are independent: this parallelism can be exploited to design faster multithreaded
implementations.
3.4.4 Super-resolution results
We have tested the proposed algorithm on several sequences and reference data available on
the internet 1. Fig. 3.11 shows the interest of our functional: having fixed weights on the LR input
avoids the apparition of the high frequency bright artifacts around the mouth. On the other hand,
since we have numerous non-local neighbors from the whole sequence, this is counter-balanced by
a more pronounced visual blur with respect to [25].
Figure 3.11: Comparison with related work. Left: original image. Middle: result of Generalized Non-Local
Means [25] for a zoom factor of 3 along each dimension. Right: our result. Our minimization scheme avoided the
artifacts around the mouth.
Fig. 3.12 illustrates the application of our algorithm to other noise-free sequences.
Finally, since accurate and near real-time optical flow algorithms are becoming available [78,
82], one may wonder why we should still persevere with non-local SR. If there is only one reason,
it should be to deal with noisy sequences. In the presence of noise, the precision of optical flow
diminishes quickly. Non-local algorithms, on the other hand, are able to integrate information all
along the sequence without explicitly needing any motion estimation, and are designed to naturally
deal with independent random noise. This is demonstrated in Fig. 3.13, using either wider patches
or relaxed similarity conditions.
3.5 An alternative to spectral hashing: using space-partioning trees
In the last section of this chapter, we present an alternative to the spectral hashing. While
spectral hashing has many qualities and was our final choice, hardware constraints can interfere
1. From http://users.soe.ucsc.edu/~milanfar/software/sr-datasets.html and http://www.cs.
technion.ac.il/~matanpr/Research.html.
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Figure 3.12: Results in the noise free case. In both experiments, we used a zoom factor of 3 along each dimension
and patches of size 5-by-5 pixels.
with the usage of a hash table, and most notably the lack of memory pointers on the target hardware.
In this case, a less efficient algorithm can be used as a replacement for the spectral hashing.
In this early version of our work, we considered using fixed space-partitioning functions instead
of the data dependent hash function. While we abandoned it because it did not scale well with the
dimensionality of the patches, we present it here because it can still have some interest for small
patches (sizes up to 9 × 9 pixels) and for hardwares such as GPUs where random access structures
penalize the overall performance.
The main ideas were:
1. to reduce the dimensionality of the patches by projecting the patches onto a PCA basis. Since
the PCA is an orthonormal transform, the distances were also computed from PCA coeffi-
cients, hence diminishing the overall computational burden and allowing to discard the orig-
inal patch values;
2. to use fixed space partitioning hierarchical trees to sort the patches. This is similar to the
cluster trees mentioned previously from [56] 1, but without the k-means clustering stage.
Ignoring the k-means clustering permits a simpler tree building procedure, at the cost of
having an unbalanced tree and many empty internal nodes. This is however tempered by the
possibility of easier implementation on GPUs, as demonstrated for octrees (in dimension 3)
in [83] and [84].
Furthermore, this simplified tree implementation also yields a linear data layout in the memory,
which is a key factor in exploiting the hardware fast cache memory pipe-lines and contributes to the
overall speed of the implementation.
The algorithm proceeds with the following steps, that should be obvious from the above discus-
sion introducing the Patch Spectral Hashing:
1. Note that Brox’s approach was developed independently from our work simultaneously to the method described
here. However, our approach was submitted to publication until this thesis.
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Figure 3.13: Noisy example. The input sequence was corrupted with a Gaussian noise of variance 0.05 (the
images were rescaled between 0 and 1). In the first case (middle image), we took wider patches (of size 7-by-7
pixels) to make the patch comparison process more robust, which also removed some details with the noise. In
the second experiment (right image), we considered a lower threshold to declare a reference patch meaningful,
preserving more details.
Learning: the first step is to build a space where non-local queries become local and fast. Classi-
cally, it is made of:
1. dimensionality reduction by PCA;
2. embedding of the input patches in an acceleration structure (described below);
Denoising: the sorted patches are denoised using radius-search queries, where the radius corre-
sponds to the preselection threshold. For each patch:
1. its non-local neighbors list is initialized with the patches in the same cell of the tree;
2. the list is expanded with the patches in the neighboring cells to account for query patches
that are located near the border of adjacent cells;
3. perform the averaging from this list.
A schematic overview of this algorithm is shown in Fig. 3.14.
3.5.1 Building and querying the patch tree
Building a fixed space partition. In order to design an efficient (and computationally friendly)
data structure to embed the patches after PCA, we chose to extend the idea of quadtrees [85] [86]
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Figure 3.14: Accerating NL-means with binary space partitioning trees
and octrees to spaces of arbitrary dimension d. An initial node contains the complete space and
patches are inserted sequentially. During the insertion, when a node contains enough patches and is
considered full, it splits into 2d child cells that are axis aligned and subdivides the original volume
into cells of equal volume. The subdivision process is repeated if needed until the leaves do nnot
have more elements than a predetermined maximal size.
This process is illustrated in Fig. 3.15 in the case d = 2. Since a cell is divided into 22 = 4 child
nodes, the tree corresponding to this special case is called a quadtree, and the case d = 3 yields to
23 = 8 children per internal node and the corresponding trees are called octrees.
Since the number of children of a node grows exponentially with the dimension d of the space,
these structures clearly lead to an extra memory consumption (including many empty inner nodes)
in high dimensions, and in practice the case d > 3 is almost never met (kd-trees are used instead).
However, there are several advantages in using them especially when the implementation platform
does not have a pointer notion allowing random access to memory places:
– the child nodes can be allocated in contiguous memory because their number is constant, thus
allowing the use of linear arrays in the implementations;
– the total number of possibly allocated nodes can be computed from the maximum depth of
the tree;
– since the space partition is fixed 1 it is possible to compute a priori the path from the root
of the tree to the leaf containing a given point. This path is constant regardless of the inner
nodes that were already allocated: the traversal procedure only needs to stop following it
1. While their coordinates are known a priori, the inner nodes are of course allocated only if needed in order to limit
the number of nodes to explore in a query.
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Figure 3.15: Quadtree example. In this case, a node was split when it contained more than 2 data points.
Dashed lines depict cell separations (or equivalently internal nodes) that have not been allocated because there are
not enough points in the lower-left quadrant. The path to the red point however can be computed independently of
what nodes were created or not: the full path is computed, then one simply stops the tree traversal when a leaf is
reached.
when a leaf is reached (see also Fig. 3.15).
Fast queries. The two first properties (locality in memory and pre-determined maximal partition)
were exploited for example in [87] for GPU implementations of various physical simulation algo-
rithms. Furthermore, the third property was pointed out by Frisken and Perry [88] who derived
simple formula for tree traversal situations, including finding the leaf enclosing a given point.
These formula leverage an IEEE-compliant floating-point format implementation which is
widespread in the industry 1 and exploit the fact that a child cell os obtained by halving its par-
ent along each dimension. Let us consider the simpler one dimensional case and a tree of maximum
depth equal to 3 used to sort numbers between 0 and 1 in Fig. 3.16. In this case, the root has the
level ROOT_LEVEL = 3 and a leaf has a level 1 or 0 (corresponding to the smallest possible
cells). Then, a locational code LC(x) is computed as:
LC(x) = binary(bx · 2ROOT_LEVELc), (3.19)
where binary(x) stands for taking the binary representation of the integer x. Note that the conversion
from a real number to an integer in Eq. (3.19) is fast if the floating-point representation follows the
IEEE standard [89]. The binary representation of LC(x) is interpreted as a branching pattern to
follow from the root of the tree to reach the corresponding leaf, and the leftmost bit corresponding
to the root is always 0.
Let us take two examples from Fig. 3.16. First, with x1 = 0.15, we have:
LC(x1) = binary(b0.15 · 23c = binary(1) = 001,
1. When in doubt, this representation can be enforced on demand by current C/C++ compilers such as GCC.
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i.e., we need to branch first left, then right. Then, with x2 = 0.55, we compute:
LC(x2) = binary(b0.55 · 23c = binary(4) = 010.
Hence, we need to branch right, then left, but since we are already on a leaf the traversal stops.
These formulas are computed and implemented independently for each dimension, in a direct
extension of [88] that was limited to the 2D case. Hence, the produced codes are not interleaved
and we have one locational code per dimension (up to 7 in our experiments).
0 0.5 10.25
0.15 0.55
Figure 3.16: Illustration of binary code computations on the real line. The green dot corresponds to the point
x1 in the text, and the red dot to x2. The branching pattern from the root to the points can be computed using simply
the knowledge of the maximum tree depth. Please refer to the text for more details.
Fighting the curse of dimensionality. By design, each time a node is split in the tree, the enclosed
volume in the feature space is divided in 2d subvolumes, a number that can quickly become huge.
To fix the ideas with actual numbers, we have tested the proposed algorithm for a feature space
dimension d equal to 2, 3 and 7. In the latter case, the number of siblings of a node is equal to
27 = 128. As a consequence, the feature space becomes highly fragmented when d grows, and a
query point is more and more likely to stand near the border of its cell.
This phenomenon creates a kind of curse of dimensionality [90] [91] for the queries in the patch
tree: for a given search radius, the number of nodes that could be expired in the worst case grows
exponentially. In order to avoid visiting all the potential neighbors, we adopt the following strategy:
– we fix a maximum search radius ρ. This is the same as the minimal radius of a bounding
volume in the feature space, since this is our obvious preselection parameter;
– for each dimension of the feature space, we compute the sign si of the difference xi − ci,
where x ∈ Rd is the query point and c ∈ Rd is the center of the leaf containing x;
– for each dimension, we form a new query point defined as:
yi = (x1, · · · , xi + siρ, xi+1, · · · , xd)T ;
– we query the corresponding cells via their locational codes, as described above.
This simple trick allows us to divide by 2 the number of neighbors to be explored.
3.6 Conclusion
In this chapter, we have explored several ways to make the non-local exploration fast, thus en-
abling real non-local algorithms instead of semi-non-local ones. This comes via the use of several
patch preselection strategies that avoid comparing non-related patches. Furthermore, we have pro-
posed two novel preselection algorithms via clustering in the principal components space of the
patches. The first and most efficient one is an adaptation of the spectral hashing that was proposed
in the context of content-based image retrieval. The second one does not scale very well with the
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patch dimensionality. It is based on fixed binary space partitions, and can be advantageous if the
target implementation platform is limited (especially in terms of random memory access, such as
GPUs).
In the next chapter, we will leverage the fast non-local query algorithms presented here to build
a novel non-local denoising algorithm by a sparsifying transformation of the noisy data.
Leveraging non-local
sparsity 4
We have seen in chapter 2 through the example of NL-means and its derivatives that the redun-
dancy inside an image could be exploited in order to yield efficient yet simple algorithms. How-
ever, this simplicity is obtained by considering only simple combinations of the input data, such
as weighted averaging and iterative diffusion processes. Hence, these algorithms do not exploit
another powerful property that empowers many Image and Signal Processing algorithms: sparsity.
The past 20 years have seen a powerful trend in leveraging sparsity constraints for various Sig-
nal, Image, and Information Processing problems, including very different tasks such as denoising
or classifier training. How dos it come that this family of constraints has become so popular? The
sparsity of a phenomenon in a suitably chosen basis is indeed a very appealing and generic prop-
erty to enforce, because it is verified by most of the signals of interest including of course images.
Qualitatively, its interpretation is that for a given class of signals there usually exists at least one
overcomplete dictionary in which any instance of this class will have a spare representation, i.e., it
is represented by few meaningful coefficients while the remaining ones are zero (sparse signals)
or quickly negligible (compressible signals). One can think for example to a song signal: while
any frequency could theoretically be present in the measured signal, in practice only frequencies
corresponding to notes and to the tones of the instruments will be present.
Sparsity is obviously leveraged by image compression: e.g., JPEG compressed files are obtained
from retaining the most important coefficients of the Discrete Cosine Transform (DCT) of each
block of 8 × 8 or 16 × 16 pixels inside the original image 1, but it was explicitly introduced as
a Signal Processing tool by Donoho et al. in several steps (most notably [92, 93]). Significant
subsequent works have shown that it can be used for image restoration too, and more generally for
inverse problems in imaging.
In this chapter, we will build upon the patch spectral hashing introduced in the previous chapter
1. The final JPEG file is obtained after some subsequent and non-trivial quantization and coding operations. The
heart of the process is that fewer coefficients than the original complete set are needed for a faithful compressed image.
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to form groups of visually related patches, that we will denoise jointly by a sparsity-promoting
operation. The procedure that we propose exploits the very high similarity between the patches
grouped together in a bucket of the spectral hash table, and thus avoids the need for an explicit
dictionary learning or sparse coding stage. Furthermore, we will see that group norms can be
used to enforce social and structured sparsity, i.e., each output patch is sparse and these sparse
representations do not vary much inside a given group. The minimization of these mixed norms
is obtained by a thresholding operation, yielding a simpler resolution scheme than the previously
proposed iterative ones.
4.1 Non-local sparsity
We have previously introduced in chapter 3 a few algorithms that accelerate NL-means via a
prior clustering of the patches. Given a cluster of similar patches, a natural way of leveraging a
non-local sparsity property is to find patch estimates that:
– correctly represent a smoothed (denoised) version of the input data;
– are sparse in the chosen representation frame.
These constraints were popularized by the BM3D algorithm, that we will describe next and
that is still considered one of the top-ranking denoising method several years after its introduction.
Unlike NL-means, BM3D is algorithmically complex, and very few derivative works outside the
original team were subsequently proposed. The idea of designing algorithms enforcing non-local
sparsity constraints became on the other hand popular, and we will review different mathematical
approaches that were applied for this purpose.
4.1.1 Introducing non-local sparsity: BM3D
Block Matching 3D (BM3D) is built around the two ideas of i) grouping together similar patches
and ii) finding a suitable set of jointly sparse representations for a group of patches. While BM3D
was presented initially as a two-stage method, we present first the inner denoising process that we
will call BM3D-core in order to avoid introducing some unnecessary complexity. We then show
with BM3D-full how this building block is employed inside the global two-tier scheme.
BM3D-core. In its core part, BM3D builds groups of patches by visual similarity, denoises these
patches by enforcing their sparsity in some transform domain, along with the overall sparsity of the
group, and back-projects the resulting patches into an output image. We will study these three steps
successively.
The input image is first divided into overlapping patches, as with NL-means and the other non-
local algorithms. The sampling of the patches is explicitly taken loose in order to have fewer patches
to process.
The search for visually similar patches is directly inspired by algorithms from the video com-
pression field. Successful video compression algorithms (such as the ones defined in the MPEG
standards) do not encode explicitly all the frames, but instead compress a subset of reference frames
and use motion estimation to propagate this result. Given a patch (or block) in a reference frame, its
temporal trajectory is computed by looking for the most similar block in the subsequent frames. In
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order to be fast, this motion estimation usually relies on so-called Block Matching algorithms that
exploit different tricks such as using a Sum of Absolute Differences (SAD) instead of the classical
Euclidean (squared) norm, or diamond-shaped search patterns to maximize the chance of finding a
suitable temporal neighbor at the beginning of the search (see [94] for a review of block matching
methods and [95] for a popular diamond search algorithm). BM3D-core uses a block matching
procedure to gather all the patches that are similar enough to a given input patch inside a search
window, the only difference being that the search is not interrupted as soon as one neighbour is
found (as is the case for motion estimation).
An example of a patch stack can be observed in Fig 4.1. It clearly shows the 3 dimensions
of BM3D. The first two dimensions serve as the frame of reference inside a given patch, with the
slight abuse that a patch can be transparently replaced by its transform: domain transforms such as
the DCT, the Hadamard transform or a wavelet transform map 2D signals to 2D sets of coefficients.
Constraints that are applied in this 2D frame aim at creating patches with sparse representations.
The third axis goes along the stack of patches. The constraint that will be enforced along this axis
aims at finding and preserving the common structure of the patches in the stack.
Figure 4.1: Example of a patch stack. Each patch has a 2D frame of reference, while a third dimension is used
to navigate in the stack.
The second stage of BM3D-core is the joint denoising of similar patches by a sparsifying pro-
cess, called collaborative filtering in BM3D publications. Each group of patches is interpreted as a
stack where a given patch is a 2D slice. Each 2D slice then undergoes a transformation to a domain
where image blocks are known to be sparse, usually a DCT 1. A subsequent transform is applied
vertically along each column of coefficients considered as an 1D vector, and a clean sparse 1D vec-
tor is computed using either Hard Thresholding (HT, see section 4.2.2 below) or Wiener filtering 2.
These operations aim at enforcing the joint sparsity of the group with respect to the current trans-
form coefficients and perform the actual denoising. This chain of transforms is depicted by the 3D
1. The authors also mention the Walsh-Hadamard, Haar and bi-orthogonal wavelet transforms.
2. While the sparsifying nature of Wiener filtering seems unclear, it is nonetheless used here in this role by the authors
of BM3D. It is true, however, that it will remove some high frequency components due to the noise.
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(actually a 2D + 1) in the name BM3D. Finally, the 3D transformation is inverted to produce a stack
of clean patches (see Fig. 4.2 for an more visual overview).
Note that this 3D transform process does not explicitly enforce some stack or group sparsity
measure. Qualitatively, it proceeds by computing an underlying clean mean patch. This mean patch
is sparse because of the application of the hard thresholding operation. The variations from this
mean to the original blocks of the stack are sparse (again, thanks to the HT step) or correspond to
some least squares criterion (when using Wiener filtering as the third transform).
In the last stage of BM3D-core, clean patches are back-projected to their original location in
the image. Since the blocks overlap, one needs to find a criterion to merge the different estimates
for a given pixel. In BM3D, this is done by giving a weight to each estimate which is inversely
proportional to the variance of its original stack: when the denoising is successful, the variance of
the 3D stack is likely to be low, yielding more confidence in the estimated value. The final denoised
value at each pixel is obtained through a weighed average of all the reprojected values.
Reference image Noisy image
Block 
Matching 
(BM)
Collaborative 
filtering 
(3D)
Denoised image
Figure 4.2: Overview of the BM3D-core process. The reference image is used for the block matching only. It can
be equal to the noisy image, but this is not mandatory. The 3D collaborative filtering is usually a sparsity-promoting
operation (typically the Hard Thresholding) after applying a 2D domain transform to each slice of a patch stack
followed by a domain transform along each column of the stack. For example, the 2D transform could be a DCT
to identify the important spatial frequencies of each patch, and the last 1D transform a Haar wavelet transform to
analyze the variations of these frequencies inside the stack.
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BM3D-full. Since patch similarities computed from the noisy image are not always very reliable,
it makes sense to have a two-tier process:
1. an intermediate clean image is produced from the input noisy data only. A more aggressive
denoising process (such as hard thresholding) can be used during this stage;
2. the final image is estimated by denoising the input noisy image with similarities computed
on the intermediate denoising product.
Hence, a standard implementation of BM3D comprises two successive applications of BM3D-core:
1. computation of an intermediate image using a 2D DCT followed by a 1D Haar wavelet trans-
form as the 3D transform, and hard thresholding as the sparsifying operation;
2. production of the final estimate by using the intermediate product to compute the patch stacks.
The 3D transform is still a 2D DCT + 1D Haar wavelet transform, but the final denoising
process is an implementation of Wiener filtering.
With respect to the scheme presented in Fig. 4.2, the findl BM3D denoising procedure is to apply
the block BM3D-core twice: the first time with the reference image equal to the noisy image, and
the second time with the output of the first denoising process as reference image.
Remark 6. This two-tier denoising procedure has also been found to be effective for NL-means
in [15]. Hence, a fair comparison between NL-means and BM3D should include also a two-tier
NL-means or be limited to one application of BM3D-core.
Extensions of BM3D. The genuine BM3D described above was extended in several ways. Some
of them are straightforward, such as applying BM3D to movies by extending the similarity search
domain to include neighboring frames in the input stream. Among the most interesting ones, we
can pick:
– the Shape Adaptive (SA-PCA, SA-DCT) variants [96] [97]. In these algorithms, the size of
the patches is not fixed. A polynomial approximation is used instead and a patch can grow as
long as the approximation error is low. Hence, this patch extraction procedure can integrate
information on a large spatial neighborhood in flat areas. Note that a similar idea for NL-
means was proposed by Kervrann and Boulanger in [98], and a Shape Adaptive NL-means
was also proposed recently in [99];
– BM4D [100] and V-BM4D [101] extend the BM3D principles to stacks of volumetric data
(BM4D) and stacks of spatiotemporal cubes (V-BM4D) instead of 2D image slices.
The case of V-BM4D is interesting. Unlike other non-local movie denoising such as [102] it
uses spatiotemporal blocks instead of 2D patches, although spatiotemporal blocks are said to be
less efficient than purely spatial patches in the related non-local literature. V-BM4D does not use
raw spatiotemporal data however, which may explain this difference of appreciation. Namely, the
blocks of V-BM4D are obtained by following the temporal trajectory of each patch in the first
frame of the given time window to process. Hence, it relies partially on motion estimation, but this
dependancy is likely to produce more relevant spatiotemporal blocks than the original noisy data.
This assumption is backed up by the results of V-BM4D [101], but also by a prior paper on high
quality video denoising by Liu and Freeman [103] who integrated information along optical flow
trajectories, and moderates the claims from [102] 1.
1. In particular, the title of this paper, which reads Denoising image sequences does not require motion estimation
seems a bit exaggerated in light of subsequent work.
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4.1.2 Is BM3D the ideal non-local denoising method?
From its description in the previous section, it is clear that BM3D and its derivatives are tech-
nically sound, building on now well established ideas (non-locality and sparsity). However, and
in spite of being a top-performing algorithm, BM3D did not generate the same trend of derivative
works as NL-means.
Like most non-local algorithms, BM3D is semi-nonlocal: in order to stay fast, block matching
is performed in smaller search windows. Beyond block matching, implementing BM3D can be
tricky and there are several caveats:
– the choice of the transforms (DCT, wavelets, Walsh-Hadamard transform in 1 or 2D) requires
that, in practice, the blocks and the stacks have a size that is a power of 2 for efficient imple-
mentations. While this can be easily enforced for 2D patches, this is an important drawback
for the stacks: it is easy to have 2 patches in a stack, it becomes difficult to have 8, and if
ones really wants to have 16 or 32 patches in a stack for better denoising then a stack will
very likely include some outliers because of the noise;
– the method involves many parameters to tune, and their value inside an execution of BM3D-
core will obviously vary depending on the fact that it is applied on a noisy image or on a
noisy image accompanied by the intermediate result;
– more subtle, parameters of the algorithm also include the choice of the transforms to use. In
order to obtain the best results, the transforms used inside BM3D-core also vary depending
on the fact that it is applied on the noisy image or on pairs of noisy and intermediate) images.
Hence, a good instance of BM3D (in the sense of good denoising performance) must include
implementations of various transforms, yielding an increased complexity.
The interested reader will find in [104] a complete study of BM3D with respect to its parameters.
Finally, the complex step of collaborative filtering hides the fact that some kind of group sparsity
is enforced by the algorithm, although the authors insist on this point in their communications
(see for example in [105]). Therefore, it seems legitimate to further study how this group sparsity
property could be enforced in a more straightforward and intuitive way.
Remark 7. Independently of BM3D, the same ideas of i) finding a good representation for a set of
similar patches (though not sparse) and ii) iterating twice the grouping process, were developed by
Kervrann et al. in [15] under the name of Bayesian non-local means filter. In this work, the stacks
of patches are considered as spatially-varying dictionaries from which optimal estimators (under a
white noise assumption) are derived for each patch involved in the group.
4.1.3 Non-local sparsity through dictionary training
Non-local sparse coding. To tackle the drawbacks of BM3D (including a more straightforward
algorithmic formulation), subsequent researchers did propose non-local algorithms relying explic-
itly on sparsity. An important step was the introduction of algorithms based on patch dictionaries
learned from a database of images. The main motivation behind this family of methods is that the
dictionaries will capture only the meaningful variations of the appearance of the patches. Hence,
even if trained on noisy data, they will more likely retain the lower frequencies and non-random
parts of the patches and reject the noise. Requiring that the patches have a sparse decomposition
on the dictionary then prevents from introducing further blur in the output, because it forces the
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reconstruction algorithm to select a linear combination of only a few significant atoms from the
dictionary, instead of equally spreading the error over many of them.
Adopting the same approach as BM3D, i.e., stacking similar patchs then computing sparse
estimates, the problem of non-local denoising is then to find a process that, for a given group of
patches, will have the following properties:
(Property 1) it should enforce the sparsity of each group member by discarding small coefficients
that are due to the noise;
(Property 2) it should exploit at the same time the common structure of the patches inside a given
group to obtain a better estimate, effectively taking advantage of the preselection process.
In this regard, the K-SVD based algorithm in [106] can be considered as an important step
in effectively inspiring several other non-local algorithms. Note however that it only relies on
the exploitation of Property 1. In a first step of sparse coding, a sparse approximation of the
current image patches on an overcomplete dictionary is obtained using standard techniques such as
Orthogonal Matching Pursuit [107]. During this stage, a data term enforces the proximity between
the image obtained from the estimated patches and the input image. In a second step, the patches
are kept fixed and the dictionary is updated using the K-SVD algorithm [108] in order to find a
new dictionary that produces sparser representations of the patches. This process is iterated several
times, and the output image is obtained by merging the final patch estimates. The initial dictionary
is obtained by training on a dataset of high quality images or from the noisy input image.
This algorithm is not compared to BM3D in the original paper. On the negative side, it is
slower (because of the K-SVD part and the iterative process) and it can get trapped in local minima.
The constraints applied to the patches are nonetheless made more obvious. This work was further
extended in [109] to color images by imposing an additional constraint that aims at preserving the
relative importance of the different color channels (red, green and blue): a naive application of the
grayscale algorithm outputs grayish images by averaging the residual errors among the three colors.
Non-local simultaneous sparse coding. This K-SVD based algorithm served as a basis for the
non-local sparse models of Mairal et al. [110], who attempt to also leverage the Property 2 above,
i.e., exploiting some common structures shared by the patches within a stack. In order to improve
the quality of the results, they proposed to replace the sparse coding part by a Learned Simultaneous
Sparse Coding (LSSC) stage [111] . The goal is still to find patches that have a sparse representation
on the chosen dictionary (and that fit with the data term), with the additional constraint that visually
similar patches should also have a close decomposition in the dictionary. Hence, a first step of
block matching is introduced in the algorithm in order to group together related patches, as in
BM3D. However, by limiting this search to a smaller spatial neighbourhood and retaining up to 64
patches per stack, this yields again a kind of semi-nonlocal constraint. The simultaneous sparse
coding brings in this case a performance increase (measured with the Peak Signal-to-Noise Ratio)
of almost 1 dB compared to the sole sparse coding constraint, which makes the proposed algorithm
perform slightly better than BM3D and the K-SVD based method from [106].
Note that the simultaneous sparse coding constraint resembles the smooth underlying appear-
ance manifold assumption [112, 113] that we have already met in chapter 2 for non-local inpainting.
It means that when traveling from a patch to one of its neighbours in the stack, there should not be
any abrupt change in their manifold-based coordinates.
Another improvement of the LSSC-based algorithm [110] over [106] and [110] is the use of an
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online dictionary learning algorithm developed by the authors in a previous paper [114] that is more
efficient than the K-SVD: it can be trained on larger training sets. This yields a more representative
generic patch dictionary which helps in improving the results and in generalizing the method to
simultaneous denoising and demosaicking.
Finally, Dong et al.[115] sought to improve the efficiency of the simultaneous sparse coding
step by adding an explicit patch clustering operation in the minimization process. The objective
function is then composed of a classical squared `2 data term, plus two additional `1 regularization
terms: one to enforce the sparsity of the patch decompositions and another to measure the distances
between the center of a cluster (expressed in the dictionary) and the dictionary-based coordinates
of the patches assigned to the cluster at hand.
It is not clear whether this last `1 penalization term is relevant or not: it will promote sparse
disparities between the center of a cluster and the patches assigned to it. Random noise how-
ever does not create this kind of error pattern, and since the chosen clustering algorithm is the k
Nearest Neighbours (kNN) a correct clustering stage will produce cluster centers that minimize the
Euclidean distance to the corresponding group members, and not the `1 distance. The resulting
complex functional is minimized by a reweighted `1 scheme, and the complete algorithm also in-
volves a step of clustering by kNN to adapt the clusters to the data being processed. This algorithm
brings some minor improvements over BM3D in terms of PSNR, and is sometimes better, some-
times worse than BM3D in terms of the structured similarity metric SSIM [116] which captures
better the errors introduced in the geometric content of the images.
Note that a prior paper [117] introduced the same idea of explicitly clustering the patches and
computing a best dictionary per cluster. However, the authors of this paper did run the clustering
subroutine only at the first iteration of their algorithm, which may not yield the best possible clusters
for the current image estimate. Furthermore, since they used Gaussian kernel regression to compute
the reconstruction frame their results suffered from artifacts in flat uniform areas, where they are
the most disturbing.
4.1.4 Motivations for a novel non-local sparse algorithm
As we have seen in this section, several successful sparse non-local image restoration algorithms
were proposed. Although they do not always reference it, they are closer to BM3D than to NL-
means and build on similar principles:
– patches can be grouped together if they are very similar, and considered in this case as in-
dependent realizations of an underlying process. The exploration loop of NL-means is un-
necessary, and actually may even be undesirable under certain conditions for the reasons
encoutenered before (see chapter 3);
– denoised patches can be obtained by a sparse approximation in some well chosen basis, such
as DCT or Haar-wavelet decomposition;
– the patches of a given group should be considered altogether in order to obtain more relevant
sparse representations and to avoid artifacts.
However, these algorithms include practical inconveniences, such as being only partially non-
local, unintentionally hiding the sparsity constraint behind the complexity, mixing prior learning
and data adaptive dictionaries, or including iterative optimization subroutines. In the following
sections, we propose a new non-local denoising functional designed to be fully non-local and to
remain efficient even when processing a sequence of frames coming from a movie. The resolution
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scheme will rely on the spectral hashing introduced in the previous chapter to adaptively cluster the
input data without requiring an explicit dictionary learning step and without adapting this dictionary
during the denoising process.
Furthermore, we propose to change the norm used to enforce the simultaneous sparsity con-
straint for a more suitable one. Indeed, one of the main difficulties that previous works have silently
or explicitly tried to address is the fact that there are 3 dimensions involved in the non-local sparsity:
– sparse patches: as small images, it is quite intuitive that each patch should have a sparse
representation in some dictionary, since this property is already exploited successfully on full
size images. This corresponds to individual coefficients sparsity;
– as low-dimensional signals, the coefficients of each patch in some well chosen dictionary
should be jointly sparse. Note that we also exploit this low-dimensionality property in the
dimensionality reduction step of the patch spectral hashing. This corresponds to promoting
some group sparsity property, since a patch yields a group of coefficients;
– since we have non-local groups of patches assumed to be different realizations of the same
phenomenon, the relations between the patches of a given cluster should be taken into account
to improve the result. This corresponds to the social sparsity introduced by Kowalski in
[118] 1 and [119], i.e., group sparsity computed by considering stacks of patches.
Because of these 3 dimensions, the choice of a triple mixed-norm (see Definition 3) seemed a
natural choice to handle the patches and their relationship, instead of the hidden dependancies of
the 2+1D transforms of BM3D or of the simultaneous joint sparse coding that adds an optimization
subproblem in the solver.
4.2 Choosing a sparsity inducing penalization
In this section, we formally introduce the notion of sparsity in a mathematical framework. As
seen before, there are different types of sparsity that can be enforced, from individual coefficients to
neighborhood structures. Hence, we will start with the simplest one (individual coefficients sparsity
and single norms) and gradually increase the complexity.
4.2.1 Mathematical background
We suppose that we observe a signal y ∈ RL of length L. This signal was formed from an
original signal x corrupted by some additive noise n. Furthermore, x can be decomposed in some
dictionary Φ ∈ RL×N and we note α ∈ RN its decomposition:
y = x + n = Φα + n.
Then, we consider the task of recovering x from y under the constraint that α is sparse. In the case
of white noise, this can be cast as an inverse problem:
xˆ = Φ arg min
α∈RN
1
2‖y −Φα‖22 + λF(α), (4.1)
where F(α) is some sparsity-promoting convex but possibly non-smooth constraint on α and λ is a
constant balancing the importance of each term.
1. This special type of sparsity is introduced by Kowalski in this paper, but without explicitly naming it. The expres-
sion of social sparsity comes from later papers from the same author.
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Let us also recall the definition of a proximate operator introduced by Moreau in [18]:
Definition 1 (Proximity operator). Let F : RN → RN be a lower semi-continuous convex function.
The proximity operator (or equivalently the proximal mapping) of F, written proxλF : R
N → RN , is
defined as:
proxλF(z) = arg min
α∈RN
λF(α) + 12‖α − z‖2. (4.2)
Then, if one knows a solution or an explicit formulation to the proximity operator, the Iterative
Shrinkage/Thresholding Algorithm (ISTA) described in Alg. 2 solves the problem (4.1) [17, 120].
Note that ISTA is related to the broad family of the forward-backward minimization algorithms
[17]: it combines at each iteration a forward term (the inner gradient descent step) followed by a
backward term (the proximity operator).
Algorithm 2: Iterative Shrinkage/Thresholding Algorithm (ISTA).
1: Take α0 ∈ RN , γ = ‖ΦΦ∗‖.
2: for k = 1 to n do
3: αk = prox λ
γ F
(
αk−1 + 1γΦ
∗(y −Φαk−1)
)
;
4: end for
5: return xˆ = Φαn.
Remarks. A well known example of a proximal operator is the soft-thresholding obtained in the
case F(α) = ‖α‖1. The interested reader is referred to [17] for more examples of proximity operators
and proximal algorithms. While ISTA can converge slowly (but is still widely used thanks to its
simplicity), faster variants such as as FISTA [23] have recently been proposed. Finally, note that in
the case where Φ is orthonormal 1 (for example in the case of the DCT or wavelet transform), then
ΦΦ∗ = Id, yielding γ = 1 and ISTA reduces to the single iteration
xˆ = Φ proxλF
(
Φ∗(y)
)
.
Soft and generalized thresholding. Given x = (x1, . . . , xN)T ∈ RN , the soft thresholding operator
is defined by:
Sλ(xi) = sign(xi) ·max (|xi| − λ, 0) := sign(xi) (|xi| − λ)+ , (4.3)
where λ is the designated threshold.
Assuming that |xi| , 0 (otherwise the result is obviously 0), the soft thresholding in Eq. (4.3) of
threshold τi can also be cast in the form of a generalized thresholding defined as follows:
Sλ(xi) = sign(xi) (|xi| − λ)+ (4.4)
=
xi
|xi| (|xi| − λ)
+ (4.5)
= xi
(
1 − λ|xi|
)+
(4.6)
Sgνi(xi) = xi (1 − νi(xi))+ . (4.7)
1. This result does actually hold more generally for tight frames, but we will consider only orthonormal transforms
in this chapter.
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The coefficient νi(xi) is a shrinkage coefficient that can vary from coefficient to coefficient. Hence,
the standard soft thresholding operator corresponds to a shrinkage coefficient λ/|xi|. While the soft
thresholding is usually expressed in the form of Eq (4.3), the generalized thresholding variant can be
preferable in the sequel in order to provide a unified and simple way to express the various proximal
mappings.
4.2.2 Sparsity of coefficients: the lasso
We consider first the case where we only want to promote a sparse solution, without any struc-
ture or dependancies between the coefficients. Strictly speaking, the real sparsity measure is the `0
pseudo-norm that counts the number of non-zero coefficients of a given vector x = (x1 . . . xn):
‖x‖0 := ]{i : |xi| > 0}, (4.8)
The sparse optimization problem in Eq (4.1) then writes:
xˆ = Φ arg min
α∈RN
1
2‖y −Φα‖22 + λ‖α‖0.
However, the associated minimization problem is known to be NP-hard and hence is intractable
in general. In practice, this pseudo-norm can be used by fixing the maximum number K of non-zero
components, and the associated proximity operator enforcing this constraint is the Hard Threshold-
ing operatorHK which is computed by keeping the K coefficients of greatest amplitude and setting
the remaining ones to 0. Note that in this case the ISTA algorithm is known as IHT for Iterative
Hard Thresholding. Finally, recall from Sec. 4.1.1 that hard thresholding is the sparsifying trans-
form used in BM3D and its derivatives.
In order to bypass the problems of the `0 pseudo-norm, it is now classical to use the `1 norm
instead, because it is a convex relaxation of the `0 one. This can be easily seen in 2D (see Fig. 4.3).
The `1 norm was implicitly introduced as a sparsity-promoting constraint for image restoration tasks
by Donoho et al. in a 1992 paper [92] entitled Maximum Entropy and the Nearly Black Object and
dedicated to spectroscopic images restoration. It was then re-introduced in the context of sparse
representations in overcomplete dictionaries in another later paper by Chen, Donoho and Saunders
[93] and by Tibshirani [121] for sparse regression. The `1 norm has the nice property to promote
sparse solutions because of the pointed shape of its unit ball: it is very likely to be tangential to the
hyperplane corresponding to a set of constraints in only one point near an axis (Fig. 4.3). Hence,
the solution of finding a point that respects these constraints while having the smallest `1 norm has
many chances to be sparse.
The corresponding sparse optimization problem reads:
xˆ = Φ arg min
α∈RN
1
2‖y −Φα‖22 + λ‖α‖1.
This problem is now a classical one known under various names, such as Basis Pursuit DeNoising
(BPDN) [93] in the context of representations in dictionaries or Least Absolute Shrinkage and
Selection Operator (LASSO) [121] in sparse regression and feature selection.
It can be solved using ISTA, in which case one needs the proximity operator of the `1 norm
which is known to be given coefficient-wise by:
proxλ‖.‖1(αi) = sign(αi) · (|αi| − λ)+ , (4.9)
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i.e., it is the soft thresholding operator introduced in Eq (4.3) and that was already known in image
restoration [1].
(a) Constrained `2 minimization (b) Constrained `1 minimization
Figure 4.3: Constrained optimization with `2 and `1 penalties. The red line depicts the problem constraints.
Then, one looks for an optimum on this line with minimum `2 or `1 norm by scaling the corresponding unit ball
(depicted in blue in the pictures). From this simple 2D example, one can intuitively understand why the `1-norm,
unlike the `2-norm, promotes the sparsity of the solution: unless they are parallel to its sides, the constraints (red
line) will intersect the diamond shape at one of its tips, thus putting some components of the solution to 0. The `2
constrained problem does not suffer from the parallelism problem, but it can produce non-sparse solutions.
4.2.3 Sparsity of groups of coefficients: mixed norms and group lassos
The lasso problem introduced previously promotes coefficient-wise sparse solutions, but does
not consider the possible inter-coefficients dependancies that can arise in many cases. For example,
if α is computed via a multi-scale analysis of x, one can wish to group together the coefficients
corresponding to the same sub-band and process them independently of the other bands. In order
to introduce these dependancies, we suppose now that they can be divided into non-overlapping
groups. Hence, a coefficient becomes indexed by a pair (g,m) (instead f a single index i) where g
indexes the groups and m indexes each member inside a group. Note that the groups need not have
the same size and null elements can be added if this property is required in practice.
To measure the norm of a vector of coefficients with respect to the given structure, we need to
introduce a two-level mixed norm:
Definition 2 (Two-level mixed norm). Let x ∈ RN = RG×M be a point indexed by the pair (g,m) ∈ N2.
The `p,q mixed-norm of x ∈ RN is defined by:
‖x‖p,q =
 G∑
g=1
 M∑
m=1
|xg,m|p

q/p
1/q
. (4.10)
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The sparse estimation problem in Eq (4.1) becomes:
xˆ = Φ arg min
α∈RN
1
2‖y −Φα‖22 + λ‖α‖qp,q.
Different types of solutions will arise from different choices for p and q.
Remark 8. In order to ease the understanding of the notations that can get confusing for two or
three level mixed norms, one can remark that the order used in the `p,q,r norm corresponds to the
norms applied respectively (and from left o right) to the individual coefficients, then the groups of
coefficients, the hierarchy of the groups, etc. Note that coefficients however are indexed with the
higher hierarchical level first: in xp,q,r, the subscript r corresponds to the position of x in its groups,
followed by its group index q and finally its cluster p.
The group lasso. A classical choice is to take (p, q) = (2, 1) corresponding to the `2,1 norm. This
choice is known under the names of Group-lasso (G-LASSO) [122, 123] or joint sparsity [124]. It
has been applied in various fields such as Machine Learning (for joint feature selection, see [122]),
Image Processing [125, 126] and more generally in Signal Processing [123, 124].
The corresponding proximity operator is a group version of the generalized thresholding [123]
where the shrinkage factor νg,m(α) depends on each group:
νg,m(α) =
λ
‖αg,.‖2 ,
where ‖αg,.‖2 is the `2-norm of the group of index g. This yields the following coefficient-wise
expression for the proximity operator:
proxλ‖.‖2,1(αg,m) = αg,m
(
1 − λ‖αg,.‖2
)+
. (4.11)
The qualitative interpretation of Eq (4.11) is straightforward: for each group, the shrinkage coeffi-
cient is constant and depends on the group only. If the norm of the group is smaller than λ, then the
whole group is discarded, otherwise all the non-zero coefficients are kept and shrunk. Hence, the
group lasso constraint corresponds to « turning either on or off » each group of coefficients.
The elitist lasso. The opposite choice (p, q) = (1, 2) yields a very different type of result. It
corresponds to the `1,2 norm, i.e., the `2 norm of the `1 norm of each group. To understand why it is
called E-LASSO for Elitist lasso (in audio signal processing [123]) or Exclusive lasso (in Machine
Learning [127]), one needs to have a look at the corresponding problem and proximity operator.
The sparse estimation problem reads in this case:
xˆ = Φ arg min
α∈RN
1
2‖y −Φα‖22 + λ
G∑
g=1
 M∑
m=1
|αg,m|2

1/2
= Φ arg min
α∈RN
1
2‖y −Φα‖22 + λ
G∑
g=1
‖αg,.‖1.
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Hence, it penalizes the `1-norm of each group while giving an equal importance to each group 1
groups. G-LASSO instead penalizes the `1 norm of a vector computed from the `2 norm of each
group. Hence, the `1 norm of G-LASSO (applied on the groups as a whole) yields a sparse set of
non-zero groups, and for each of these non-zero groups all the coefficients are equally shrunk.
To compute the proximity operator of E-LASSO, we need to introduce an intermediate sequence
z ∈ RN where each group zg,. is formed by the amplitudes of the corresponding group αg,. [128]:
zg,m = |αg,m| ∀(g,m).
Then, for each group zg,. we sort its members in descending order, obtaining a new group zˇg,.:
zˇg,1 > zˇg,2 > . . . > zˇg,M ∀g.
Finally, we write Mg the index of the member of zˇg,. defined byzˇg,Mg > λ
∑Mg
m=1(zˇg,m − zˇg,Mg)
zˇg,Mg+1 6 λ
∑Mg+1
m=1 (zˇg,m − zˇg,Mg)
. (4.12)
Qualitatively, Mg is linked to the non-uniformity of the amplitudes of the coefficients: it corresponds
to the index of the largest meaningful member of zˇg,. and points to the last element in the limit case
where they are all equal. Finally, define the quantity ‖ zˇg,1:Mg‖1 as the sum of the Mg coefficients of
a group with the greatest modulus:
Mg∑
m=1
| zˇg,m|. (4.13)
The proximity operator of E-LASSO is again a generalized thresholding operation. The corre-
sponding shrinkage factor νg,m is given by:
νg,m =
λ
1 + Mgλ
∑Mg
m′=1 |zˇg,m′ |
|αg,m| =
λ
1 + Mgλ
‖ zˇg,1:Mg‖1
|αg,m| . (4.14)
This calls two remarks. First, the shrinkage is not inversely proportional to the the energy of the
group anymore, but inversely proportional to the cumulative norm of it greatest coefficients instead.
Second, the shrinkage is not fixed for a given group anymore, by it varies between coefficients of a
same group.
The proximal operator of the `1,2 mixed norm is finally given by:
proxλ‖.‖1,2(αg,m) = αg,m
(
1 − λ
1 + Mgλ
‖ zˇg,1:Mg‖1
|αg,m|
)+
. (4.15)
Eq (4.15) is easier to interpret if it is written in the classical soft-thresholding form:
proxλ‖.‖1,2(αg,m) = sign(αg,m)
(
|αg,m| − λ1 + Mgλ‖ zˇg,1:Mg‖1
)+
.
If a coefficient αg,m has an amplitude which is only a fraction of the cumulative norm of the most
meaningful coefficients in its group, it is discarded.
Hence, E-LASSO selects the members that are the most influential inside a group and sets
the others to 0, which explains why it is called the Elitist lasso. Again, we emphasize that this
behaviour is very different from G-LASSO that selects the best groups and discards the others:
E-LASSO selects the meaningful coefficients of each group instead.
1. Recall that the `2 norm (applied by E-LASSO on the groups as a whole) is related to a least squares problem.
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4.2.4 Social sparsity: three-level mixed norms and one last elitist lasso
In the previous section, we considered groups of coefficients. We now add the last tier by
considering that we can have clusters of groups. Hence, a coefficient is now indexed by a triplet
(c, g,m) where c stands for cluster, and again g for group and m for member.
The norm of a candidate solution is computed with respect to this structure by using a three-level
mixed norm, defined as:
Definition 3 (Three-level mixed norm). Let x ∈ RN = RC×G×M be a point indexed by the triplet
(c, g,m) ∈ N3. The `p,q,r mixed-norm of x ∈ RN is defined by:
‖x‖p,q,r =

C∑
c=1
 G∑
g=1
 M∑
m=1
|xc,g,m|p

q/p
r/q
1/r
. (4.16)
PE-LASSO. Among the possible choices for the `p,q,r mixed norm we will consider only the
triplet (p, q, r) = (2, 1, 2). Intuitively, at the patch level this norm behaves as an elitist lasso (`1,2
norm) and corresponds exactly to E-LASSO when there is no cluster structure. Hence, it favors
sparse patches, which is a property that we are seeking to enforce. Then, it adds a layer of struc-
tured sparsity by computing the `2 norm of the cluster. This leads to an additional phenomenon
of selecting the columns in the patch stack that have an important contribution to the norm of the
cluster, while discarding the others. This last selection process extracts the common structure of the
groups in a stack despite the presence of noise.
The sparse estimation problem reads:
xˆ = Φ arg min
α∈RN
1
2‖y −Φα‖22 + λ‖αc,g,m‖22,1,2
= Φ arg min
α∈RN
1
2‖y −Φα‖22 + λ
C∑
c=1
 G∑
g=1
 M∑
m=1
|αc,g,m|2

1/2
2/1
.
Hence, in the absence of clusters (C = 1) it corresponds exactly to the elitist lasso problem.
The construction of the proximity operator for the `2,1,2 mixed norm is parallel to the case of
the `1,2-norm, with only one noticeable difference: the intermediate groups zc,g,m are now obtained
on a per-cluster basis as:
zc,g,m =
 G∑
g=1
|αg,m|2

1/2
= ‖αc,.,m‖1.
Then, zˇc,.,. is again obtained by sorting the members {zˇc,.,m}Mm=1 in descending order and an index
Mc is computed according to Eq (4.12). The proximity operator is then similarly given by [119]:
proxλ‖.‖2,1,2(αc,g,m) = αc,g,m
(
1 − λ
1 + Mcλ
‖ zˇc,.,1:Mg‖1
|αc,g,m|
)+
. (4.17)
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Hence, it is the same as E-LASSO with one exception: instead of considering the distribution of
the amplitudes of the coefficients of a group, it is the contribution of one coefficient to the cluster
energy that matters.
The horizon of the `2,1,2 norm when assessing the importance of a coefficient extends to the
whole cluster instead of one group. This property enforces some similarity between the groups
of a given cluster: if one coefficient αc,g,m has an important amplitude but that is not confirmed
by the other groups of the cluster, then it will be shrunk strongly. This norm does not select the
most meaningful coefficients, but the coefficients that are persistently the most meaningful inside
the cluster. Hence, it is called Persistent Elitist lasso (PE-LASSO) in [119].
Remark 9. If some overlap between the clusters is allowed, then they correspond to the neighbor-
hood systems of [119]. In this case the notations are slightly more complex since the summation
over the index c has to be replaced by a summation over some kind of neighborhood relationship
such as
∑
g′∈N(g) where N(g) defines the set of neighbors of the group g. However, in the sequel we
will only handle non-overlapping clusters: a group will belong to one and only one cluster, which
allows us this simplification in the equations.
4.2.5 Conclusion: choosing PE-LASSO
In what follows, we will consider stacks of patches as in BM3D. After a suitable transform
(DCT. . . ) each patch corresponds to a set of coefficients, hence a group will naturally correspond to
each patch. Furthermore, the existence of a stack of similar, nearly-identical patches pleads for the
exploitation of the additional cluster structure. Hence, the use of the three level mixed norm `2,1,2
appears as the natural constraint to promote the output of sparse patches and exploiting at the same
time their redundancy.
Recall that qualitatively the behavior of the corresponding PE-LASSO estimator is to pick the
coefficients that have a meaningful contribution throughout the whole cluster and strongly shrink the
others. Hence, this estimator will exploit the redundancies inside a stack of patches in order to repair
individual coefficients that would appear as outliers because they are too different from one patch
to the remaining others, be it too strong or too weak. This seems to be the correct way to promote
sparse representations while at the same time exploiting the stack structure. A G-LASSO variant
instead would shut down entire patches with respect to the norm of the stack. Such a situation is
however very unlikely to happen because of the prior preselection of the patches.
Consequently, we propose to replace the 3D transform of BM3D by a PE-LASSO thresholding.
4.3 A novel sparse non-local denoising algorithm
4.3.1 The DANSE algorithm
From the studies of fast non-local patch retrieval in chapter 3 and of sparse non-locality at
the beginning of the current chapter, we have obtained the recipe for a fast and efficient non-local
denoising algorithm:
1. a fast preselection process is needed to sort the patches with respect to their appearance and
to build group of identical patches (see Fig 4.4);
4.3. A novel sparse non-local denoising algorithm 75
2. a sparsity-promoting optimization process should be applied to each group of patches in order
to obtain sparse patches that also exhibit a shared sparse structure;
3. an image estimate is then formed by back-projecting the resulting patches.
These steps are essentially the same as in BM3D. Furthermore, this process can be applied twice:
the first time to obtain a rough, strongly denoised intermediate product, and the second time by
using the intermediate result as descriptor for the patches, thus producing slightly different groups
and hopefully a final result with less artifacts.
From chapter 3, it seems logical to retain the spectral hashing as clustering method, and from
what precedes the `2,1,2 mixed norm is a good candidate as a sparsity promoting constraint. Conse-
quently, we propose the following Denoising Algorithm via Non-local Spectral hashing and Elitist
lasso (DANSE):
1. learn a patch hash function for a given patch size and a number of bits;
2. extract the noisy patches from the input image and sort them in a table using the previously
computed hash function;
3. apply a domain transform T (typically a DCT or a wavelet decomposition) on the patches;
4. compute the result of the PE-LASSO estimator by considering clusters of patches with a
Hamming diameter of 0;
5. invert the domain transform by applying its inverse T −1;
6. back-project the resulting patches.
The steps 2–6 can be repeated by using the intermediate result as patch coordinates for the projection
in the hash table.
Note that many variants can be derived from this core procedure, for example:
– the patch hash function can be computed beforehand using a database of clean images repre-
senting the typical context of the application, or from a generic image database;
– the learning patches (for the hash function) and the noisy ones need not be the same. This can
eventually lead to iterative schemes where the noisy inputs are used to create an intermediate
estimate. Then, either a refined hash function is estimated from this intermediate result, and
the final image is obtained by applying this novel function to the inout data, or the same initial
hash function is used on the intermediate patch values (as in BM3D);
– video denoising schemes can be produced by accumulating the patches from the frame of a
sliding time widow in the hash table. When a frame exits the current window, its patches are
simply removed from the hash table.
This last example shows the utility of using a hash table: it is quite easy to insert or remove patches
inside the hash table, while other structures would lead to speed or memory hiccups.
Interpretation. Unlike BM3D, the proposed DANSE algorithm can be cast as a convex opti-
mization problem. Writing R the patch extraction operator, the DANSE algorithm can be stated
as a minimization problem on a set of unknown patches θ, whose solution is then back-projected
to the spatial domain in order to form the final denoised image. In this case, the operator R can
be expressed as a matrix that transforms an input image. It proceeds at the same time with the
patch extraction and windowing operations, and its inverse is equal to RT if the windows obey the
Princen-Bradley condition (see below). We call this minimization problem danse-core by analogy
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Patch groups
Figure 4.4: Overview of the group creation process based on spectral hashing (chapter 3). As in BM3D, the
training image can be equal to the noisy one, be an intermediate denoising product or even a completely unrelated
image (like in sparse coding based algorithms).
the the previous bm3d-core:
xˆ = RT arg min
θ∈RN×n,θ=Rx
‖θ − Ry‖22 + λ
 C∑
c=1
G∑
g=1
 M∑
m=1
|T (θ)c,g,m|2

1/2
2/2
, (4.18)
or in a more compact form
xˆ = RT arg min
θ∈RN×n,θ=Rx
(
‖θ − Ry‖22 + λ‖T (θ)‖22,1,2
)
. (4.19)
If we suppose that the images have an infinite spatial support, we can choose an apodization
window based patch extractor. Instead of extracting one patch per pixel, the patches are separated
by the half size of the windows along each dimension. Each patch is then multiplied by a window
respecting the Princen-Bradley condition, which writes (for rectangular windows w of size H ×W):
w2i, j + w
2
i+H, j + w
2
i, j+W + w
2
i+H, j+W = 1.
Hence, the patches can be multiplied by the same weights during the extraction and the back-
projection steps.
4.3.2 Experiments
Implementation. The proposed algorithm was implemented in C++ with the OpenCV library.
The hash functions involved in the spectral hashing step were computed beforehand in a separate
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step in order to save some computation time. Note that they could have been computed online (from
the noisy data), as we have seen in chapter 3 that it did not vary much under noise. Finally, note that
although the Peak SNR measures did show some minor improvements, we preferred to report here
mean structured similarity scores (SSIM, see [116]): the SNR is slightly biased towards blurred
estimates and does not report actual image quality improvements when applied to textured images.
On the other hand, SSIM measures the consistency of the local image content (textures, edges...)
between the reference image and the candidate one. In order to report a single number, we averaged
the SSIM measurements over the whole images, and it ranges from 0 (poor quality) to 1 (exactly
the same content).
All the experiments were conducted by adding a Gaussian white noise of standard deviation
0.2 1 to the input images. In our tests, the DCT led to the best results. Hence, all the results
presented below were obtained by choosing the DCT as the 2D domain transform. Depending on
the image size (that is directly related to the total number of patches), the computational time varied
from immediate to a few seconds on a 2010 laptop. Most of the computation time is actually spent
in the forward and reverse DCT routines.
Non-iterative image denoising experiments. Our first experiment consisted of denoising images
with a spectral hasher trained on the same input images, which we call self-denoising. Fig. 4.5
shows the SSIM curve for various patch sizes and codeword lengths in the case of the classical
Lena image expressed as a function of the hyperparameter λ. The curves are very flat, which
demonstrates that the proposed algorithm is robust to the exact setting of λ, provided it stays in the
numerical range [0.1, 0.8]. Furthermore, for a fixed patch size, the performance is not improved by
using codewords of 12 bits instead of 8. Hence, this conforms the experiments from the previous
chapter: 8 bits are sufficient to correctly cluster patches even under strong noise. Note that we also
confirm that a good patch size is around 8 × 8 pixels, which is close to the optimal size found for
NL-means (patches of 7 × 7 pixels according to [3]). Fig. 4.6 illustrates the denoising of an image
given a hasher learned from its noisy patches. You can note that the visual impression correlates
well with the MSSIM metric: the texture of the image is well preserved by our algorithm.
Another important lesson from the previous chapter was also that the hash function computed
by the patch spectral hashing procedure was very generic. This is confirmed by the results from
Fig. 4.7. In this experiment, we have fixed the patch size (8 × 8 pixels) and the number of bits (8),
and we have denoised the classical Cameraman image with hash functions trained from different
images: Lena, Barbara, and the Seat picture from Fig. 3.4 (chapter 3). The three SSIM curves are
almost perfectly superimposed: hence, the clustering functions obtained from various images are
almost identical. Furthermore, the Seat image seems to provide the best spectral hashing function
(observe the red curve in Fig. 4.7), although the Cameraman and the Seat images are clearly not
related to each other (Fig. 4.8).
Finally, to confirm the influence (or actually the lack of influence) of the length of the codewords
after 8 bits, we have fixed the hasher training image and varied the codeword size. Some typical
results are displayed in Fig. 4.9 where the hash function was trained with the Lena picture and
applied to denoise Barbara. The curves corresponding to the SSIM metric for 8 and 12 bits are
almost perfectly superimposed, and there is no great interest in moving to 12 bits. As a side note,
one can note that the peak MSSIM score in this case is fairly low (around 0.6) compared to the
1. The dynamic range of the input images was set to [0, 1].
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Figure 4.5: Mean SSIM scores obtained after the denoising of Lena in the case of Gaussian white noise of
standard deviation 0.2.
(a) Noisy input (b) DANSE output
Figure 4.6: Visual illustration of the proposed DANSE algorithm qualities. Note that the structure of the original
image was well preserved by our method.
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Figure 4.7: SSIM curves for a fixed patch size and codeword length, but using spectral hash functions trained on
different images. Note that the three curves are almost merged into a single one, although the three training images
are very different. This confirms that local image content tends to be highly generic.
other experiments. Our interpretation of this fact is that the Barbara image contains a lot of specific
texture (crossing stripes). On the other hand, Lena contains few textures (except for the feather of
the hat). Hence, Lena is probably not a good training image to obtain a generic patch spectral hash
function: it does not contain enough diversity of local image content.
Image denoising: 2 iterations. Like BM3D, our DANSE algorithm can be applied in a two-tier
fashion, by computing an intermediate denoising result that is used to refine the patch grouping
phase in a second iteration. In all our experiments, this brought only a minor enhancement in the
demising quality metric: the MSSIM gain was always around 0.05. Hence, we did not find it useful
to report more results using this iterative scheme.
4.4 Conclusion
In this chapter, we have developed an interpretation of non-local processing as a block-oriented
sparsity-promoting process. Following the successful approach of BM3D and subsequent devel-
opment such as simultaneous sparse coding (LSSC), we have considered stacks of nearly-identical
patches. Interpreting these stacks as clusters and the patches as groups of coefficients, we could
derive a mathematically sound and simple formulation of this problem using a three level mixed
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(a) Cameraman (b) Lena
(c) Barbara (d) Seat
Figure 4.8: The images used for the experiments in Fig. 4.7.
norm that takes into account the structural similarities inside the noisy data. Furthermore, this
novel formulation comes with a proximal solver that consists in practice in point-wise thresholding
operations. Furthermore, a solution is computed easily and without additional iterative procedures,
and the proposed DANSE algorithm remains quite intuitive.
In order to create these stacks of visually similar patches, we have taken advantage of the spec-
tral hashing algorithm presented in the the previous chapter. The clusters are formed by the result
of nearest neighbor queries in this sectorial hash table with a Hamming radius of 0, i.e., one bucket
in the table is equivalent to one cluster, and there is no need to further optimize a dictionary during
the denoising process. Consequently, the number of bits used to generate the locational codes is
determined by the amount of noise and the size of the patches, but our experiments showed that
the fine tuning of this parameter was not necessary. Finally, thanks to the simplicity of handling
the patches in the table, we are able to process an important amount of data in a fully and truly
non-local way, that also avoids the iterative procedures that were proposed before in the non-local
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Figure 4.9: SSIM metrics measured after denoising Barbara with a hash function trained from Lena for different
lengths of codewords.
sparse coding literature.
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From Bits to Images:
Inversion of Local Binary
Descriptors 5
In this chapter, we will consider a radically different problem than in the previous chapters, but
we will still continue to work with image patches. The atypical question that we will consider is
the following: given some feature vectors used in Pattern Recognition to describe patches, can we
invert them and recreate the original image content, or at least a plausible version?
We will show that, in the case of the very recent Local Binary Descriptors such as BRIEF [129]
and FREAK [130] that are getting increasingly popular because of their efficiency in mobile com-
puting, the answer is yes. Inverting feature descriptors is a very uncommon task: their merits are
usually assessed in practical setups. However, this field is progressively emerging both under the
pressure of user privacy protection [131] and because of the need for a deeper understanding of the
internal behavior of these descriptors in order to properly analyze failure cases (and especially false
positives) [132].
We will present several variational approaches that allow to invert this family of descriptors,
whether they are binarized or not. These algorithms were disclosed for the first time in a confer-
ence presentation [133] (for the preliminary results on non-quantized descriptors) and in a preprint
available online ([134], submitted). The description of the inversion algorithms is augmented with
some arguments on how to deal with the ambiguities that arise during the reconstruction process.
Apart from a unified view of this work so far, we also derive here a theorem inspired by [135] that
represents a first step towards a full demonstration of why these descriptors are actually successful.
5.1 Introduction
Local Binary Descriptors are becoming more and more popular for image matching tasks, es-
pecially when going mobile. While they are extensively studied in this context, their ability to
carry enough information in order to infer the original image is seldom addressed. In this work,
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we leverage an inverse problem approach to show that it is possible to directly reconstruct the im-
age content from Local Binary Descriptors. This process relies on very broad assumptions besides
the knowledge of the pattern of the descriptor at hand. This generalizes previous results that re-
quired either a prior learning database or non-binarized features. Furthermore, our reconstruction
scheme reveals differences in the way different Local Binary Descriptors capture and encode image
information. Hence, the potential applications of our work are multiple, ranging from privacy is-
sues caused by eavesdropping image keypoints streamed by mobile devices to the design of better
descriptors through the visualization and the analysis of their geometric content.
How much, and what type of information is encoded in a keypoint descriptor ? Surprisingly, the
answer to this question has seldom been addressed directly. Instead, the performance of keypoint
descriptors is studied extensively through several image-based benchmarks following the semi-
nal work of Mikolajczyk and Schmid [136] using Computer Vision and Pattern Recognition task-
oriented metrics. These stress tests aim at measuring the stability of a given descriptor under ge-
ometric and radiometric changes, which is a key to success in matching templates and real world
observations. While precision/recall scores are of primary interest when building object recogni-
tion systems, they do not tell much about the intrinsic quality and quantity of information that are
embedded in the descriptor. Indeed, these benchmarks are informative about the context in which
a descriptor performs well or poorly, but not why. As a consequence, descriptors were mostly
developed empirically by benchmarking new ideas against some image matching datasets.
Furthermore, there is a growing trend towards the use of image recognition technologies from
mobile handheld devices such as the smartphones combining high quality imaging parts and a
powerful computing platform. Application examples include image search and landmark recogni-
tion [137] or augmented media and advertisement [138]. To reduce the amount of data exchanged
between the mobile and the online knowledge database, it is tempting to use the terminal to extract
image features and send only these features over the network. This data is obviously sensitive since
it encodes what the user is viewing. Hence it is legitimate to wonder if its interception could lead
to a privacy breach.
5.1.1 Related work
Recently, an inspirational paper [131] showed that ubiquitous interest points such as SIFT [139]
and SURF [140] suffice to reconstruct plausible source images. This method is based on an image
patch database indexed by their SIFT descriptors and then proceeds by successive queries, replacing
each input descriptor by the corresponding patch retrieved in the learning set. Although it produces
good image reconstruction results, it actually tells us little about the information embedded in the
descriptor: retrieving an image patch from a query descriptor leverages the matching capabilities of
SIFT which are now well established by numerous benchmarks and were actually key for its wide
adoption.
During the writing of this thesis, another paper on this topic was made publicly available [132].
The goal of these authors is to invert the Histogram of Oriented Gradients (HOG) descriptors [141]
that are now ubiquitous for the Object Detection task (see for example the submissions to the PAS-
CAL Visual Object Classes challenge 1). Briefly, the HOG descriptors can be seen as an extension
of the SIFT descriptor, obtained by concatenating the histograms of gradient directions from sev-
1. http://pascallin.ecs.soton.ac.uk/challenges/VOC/
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eral subwindows inside the tentative object bounding box, thus removing the need for a keypoint
detector (but still at the cost of training the subsequent classifier to accurately reject the negative
examples). While they propose and compare 4 different inversion algorithms (including Linear Dis-
criminant Analysis [142] and sparse coding on patch dictionaries), each of them depends at some
point on a learning database via the prior training of a function matching HOG descriptors and
image patches.
In this work, we instead propose two algorithms that aim at reconstructing image patches from
local descriptors without any external information and with very little additional constraints. We
consider descriptors made of local image intensity differences, which are increasingly popular in
the Computer Vision community, for they are not very demanding in computational power and
hence well suited for embedded applications. The first algorithm that we describe works on real-
valued difference descriptors, and addresses the reconstruction process as a regularized deconvolu-
tion problem. The second algorithm leverages some recent results from 1-bit Compressive Sensing
(CS) [143] to reconstruct image parts from binarized difference descriptors, and hence is of great
practical interest because these descriptors are usually available as bitstrings rather than as real-
valued vectors. Hence, we show that an inverse problem approach suffices to invert a local image
patch descriptor provided that the descriptor is a local difference operator, thus avoiding the need to
build an external database beforehand.
Notations
In this chapter, we make extensive use of the following notations. Matrices and vectors are
denoted by bold letters or symbols (e.g., Φ, x) while light letters are associated to scalar values
(e.g., scalar functions, vector components or dimensions). The scalar product between two N-
length vectors x and y is written 〈x, y〉 = ∑Ni=1 xiyi, while their Hadamard product x  y is such that
(x  y)i = xiyi for 1 ≤ i ≤ N. Since we work only with real matrices, the adjoint of a matrix A is
A∗ = AT . The vector of ones is written 1 = (1, · · · , 1)T and the identity matrix is denoted Id.
Most of the time, we will “vectorize” 2-D images, i.e., an image or a patch image x of dimension
N1×N2 is represented as a N-dimensional vector x ∈ RN with N = N1N2. This allows us to represent
any linear operation on x as a simple matrix-vector multiplication. One important linear operator is
the 2-D wavelet analysis operator W with WT the corresponding synthesis operator. For x, y ∈ RN ,
Wx is then a vector of wavelet coefficients and WT y a patch with the same size as x.
We denote by ‖x‖p = (∑i |xi|p)1/p with p ≥ 1 the `p-norm of x ∈ RN , reserving the notation ‖ · ‖
for p = 2 and with ‖x‖∞ = maxi |xi|. The `0 “norm” of x is ‖x‖0 = #{i : xi , 0}. Correspondingly,
for 1 ≤ p ≤ +∞, a `p-ball of radius λ is the set Bp(λ) = {x ∈ RN : ‖x‖p ≤ λ}.
We use also the following functions. We denote by (x)+ the non-negativity thresholding func-
tion, which is defined componentwise as (λ)+ = (λ + |λ|)/2, and (x)− = −(−x)+. The sign function
sign λ is equal to 1 if λ > 0 and −1 otherwise.
In the context of convex optimization, we denote by Γ0(RN) the class of proper, convex and
lower-semicontinuous functions of the finite dimensional vector space RN to (−∞,+∞] [144]. The
indicator function ıS ∈ Γ0(RN) of a set S maps ıS(x) to 0 if x ∈ S and to +∞ otherwise. For any
F ∈ Γ0(RN) and z ∈ RN , the Fenchel-Legendre conjugate function F∗ is
F∗(z) = max
x∈RN
〈z, x〉 − F(x), (5.1)
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while, for any λ > 0, its proximal operator reads
proxλF z = arg min
x∈RN
λF(x) + 12‖x − z‖2. (5.2)
For F = ıS for some convex set S ⊂ RN , the proximal operator of proxλF simply reduces to the
orthogonal projection operator on S denoted by projS.
5.2 Local Binary Descriptors
We are interested in reconstructing image patches from binary descriptors obtained by quanti-
zation of local image differences, such as BRIEF [145] or FREAK [130]. Hence, we will refer to
these descriptors as Local Binary Descriptors (LBDs) in the text. In a standard Computer Vision
and Pattern Recognition application, such as object recognition or image retrieval, an interest point
detector such as Harris corners [146], SIFT [139] or FAST [147] is first applied on the images to lo-
cate interest points. The regions surrounding these keypoints are then described by a feature vector,
thus replacing the raw light intensity values by more meaningful information such as histograms of
gradient orientation or Haar-like analysis coefficients. In the case of LBDs, the feature vectors are
made of local binarized differences computed according to the generic process described below.
5.2.1 Generic Local Binary Descriptor model
A LBD of length M describing a given image patch of
√
N × √N = N pixels can be computed
by iterating M times the following three-step process:
1. compute the Gaussian average of the patch at two locations xi and x′i with variance σi and σ
′
i
respectively;
2. form the difference between these two measurements;
3. binarize the result by retaining only its sign.
Reshaping the input patch as a column vector p ∈ RN , the first two steps in the above procedure
can be merged into the application of a single linear operator L:
L : RN → RM
p 7→ (〈Gqi,σi , p〉 − 〈Gq′i ,σ′i , p〉)16i6M , (5.3)
where Gq,σ ∈ RN denotes a (vectorized) two-dimensional Gaussian of width σ centered in q ∈ R2
(Fig. 5.1, top) with ‖Gq,σ‖1 = 1. As illustrated in Fig. 5.1-bottom, since L is a linear operator, it
can be represented by a matrix L ∈ RM×N multiplying p and whose each row Li is given by
Li = Gqi,σi −Gq′i ,σ′i , 1 ≤ i ≤ M. (5.4)
We will take advantage of this decomposition interpretation to avoid explicitly writing L later on.
The final binary descriptor is obtained by the composition of this sensing matrix with a
component-wise quantization operator B defined by B(x)i = sign xi, so that, given a patch p, the
corresponding LBD reads:
p¯ := B(Lp) ∈ {−1,+1}M. (5.5)
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L2
Gq1,σ1
Gq￿1,σ￿1
Gq￿2,σ￿2
Gq2,σ2
Figure 5.1: Example of a local descriptor for an 8 × 8 pixels patch and the corresponding sensing matrix. Only
two measurements of the descriptor are depicted; each one is produced by subtracting the Gaussian mean in the
lower (red) area from the corresponding upper (green) one. All the integrals are normalized by their area to have
values in [0, 1]. Below this, the corresponding vectors.
Note that we have chosen this definition of B to be consistent with the notations of [135]. Imple-
mentations of LBDs will of course use the binary space {0, 1}M instead, since it fits naturally with
the digital representation found in computers.
From the description of LBDs, it is clear that they involve only simple arithmetic operations.
Furthermore, the distance between two LBDs is measured using the Hamming distance, which is
a simple bitwise exclusive-or (XOR) instruction [130, 145]. Hence, computation and matching of
LBDs can be implemented efficiently, sometimes even using hardware instructions (XOR), allowing
their use on mobile platforms where computational power and electric consumption are strong
limiting constraints. Since they also provide good matching performances, LBDs are getting more
and more popular over SIFT and SURF: combined with FAST for the keypoint detection, they
provide a fast and efficient feature extraction and matching pipe-line, producing compact descriptors
that can be streamed over networks.
Typically, a 32-by-32 pixels image patch (1024 bytes in 8 bit grayscale format) can be reduced
to a vector of only 256 measurements [145] coded with 256 bits. A typical floating-point descriptor
such as SIFT or SURF would require instead 64 float values, i.e., 256 bytes for the same patch,
eight times the LBD size, and the distances would be measured with the `2-norm using slower
floating-point instructions.
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5.2.2 LBDs, LBPs, and other integral descriptors
Unlike [131], we use LBDs in this work instead of SIFT descriptors. As we will see in sec-
tion 5.3, it is actually the knowledge of the spatial measurement pattern used by an LBD that allows
us to properly define the matrix of the operator L in (5.3) as a convolution matrix. SIFT, HOG and
SURF use histograms of gradient orientation instead, thus losing the precise localization informa-
tion through an integration step. Hence, it seems very unlikely that our approach could be extended
to these descriptors. On the other hand, it is possible to reproduce most of the algorithm described
in [131] by replacing SIFT with a correctly chosen LBD to index the reference patch database, but
this would bring only minor novelty.
Note also that we have coined the descriptors used here as LBDs, which are not the same as the
Local Binary Patterns (LBPs) popularized by [148] for face detection. Although both LBDs and
LBPs produce bit string descriptors, LBPs are obtained after binarization of image direction his-
tograms. As such, LBPs are integral descriptors and suffer from the same lack of spatial awareness
as SIFT and SURF.
5.2.3 The BRIEF and FREAK descriptors
Given two LBDs, the differences reside in the pattern used to select the size and the location of
the measurement pairs (Gqi,σi ,Gq′i ,σ′i )Mi=1. The authors of the pioneering BRIEF [145] chose small
Gaussians of fixed width to bring some robustness against image noise, and tested different spatial
layouts. Among these, two random patterns outperformed the others: the first one corresponds to a
normal distribution of the measurement points centered in the image patch, and the second one to a
uniform distribution.
Working on improving BRIEF, the authors of ORB [149] introduced a measurement selection
process based on their matching performance and retained pairs with the highest selectivity. On
the other hand, BRISK [150] introduced a concentric pattern to distribute the measurements inside
the patch but retained only the innermost points for the descriptor, keeping the peripheral ones to
estimate the orientation of the keypoint.
Eventually, the FREAK descriptor was proposed in [130] to leverage the advantages of both
approaches: the learning procedure introduced with ORB and the concentric measurement layout
of BRISK. The pattern was modified to resemble the retinal sampling pattern and can be seen
in Figure 5.2. Note that it allows for a wider overlap between the measurements than the BRISK
pattern: Fig. 5.3 shows some rows of the sensing matrixL in the original 2D geometry. All the rings
were allowed to contribute in the training phase. Consequently, the FREAK descriptor implicitly
captures the image details at a coarser scale when going away from the center of the patch.
5.3 Reconstruction as an inverse problem
In this work, our goal is to demonstrate that the knowledge of the particular measurement lay-
out of an LBD is sufficient to infer the original image patch without any external information, using
only an inverse problem approach. Typically, a 32 × 32 pixels patch (1024 values which are typi-
cally encoded on at least 1024 bytes of 8 bits) will be represented by a descriptor with 512 binary
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Figure 5.2: The retinal pattern used by FREAK. The further a point is from the center, the wider the averaging
area. Hence, FREAK captures the image variations at a coarser scale on the border of the patch than in the center.
(a) L1 (b) L2 (c) L3 (d) L4
(e) L509 (f) L510 (g) L511 (h) L512
Figure 5.3: The first and last frame vectors for a FREAK descriptor of 512 measurements (2-D representations).
The white square depicts the positive lobe and the dark square the negative one. Each approximated Gaussian is
normalized to be of unit `1-norm.
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components, i.e., 512 bits. Hence, the reconstruction task is ill-posed: even without binarization of
the features, there are half less measurements than unknowns.
Assuming (to simplify the implementation of the equations and avoid the use of fixed-point
arithmetic) that a non-binarized feature vector is represented with floating-point values (4 bytes per
component), the binarization will then divide by an additional factor of 32 the amount of available
information! Classically, to make this problem tractable we introduce a regularization constraint
that should be highly generic since we do not know a priori the type of image that we need to
reconstruct. Thus, the sparsity of the reconstructed patch in some wavelet frame appeared as a
natural choice: it only requires that a patch should have few nonzero coefficients when analyzed in
this wavelet frame, which is quite general.
5.3.1 Real-valued descriptor reconstruction with convex optimization
Ignoring first the quantization operator by replacing B by the identity function, we choose the
`1-norm to penalize the error in the data term and the `1-norm of the wavelet coefficients as a
sparsity promoting regularizer. The `1-norm is more robust than the usual `2-norm to the actual
value of the error and it is more connected with its sign. Hence, it is hopefully a better choice when
dealing with binarized descriptors. The problem of reconstructing an image patch pˆ ∈ RN given an
observed binary descriptor p¯ ∈ RM then reads:
pˆ = arg min
x∈RN
λ‖Lx − p¯‖1 + ‖Wx‖1 + ıS(x), (5.6)
which is a sparse `1 deconvolution problem [151]. In Eq. (5.6), ‖Lx − p¯‖1 is the data term that ties
the solution to the observation p¯, ‖Wx‖1 is the regularizer that constrains the patch candidate x to
have a sparse representation, and ıS(.) is the indicator function of the validity domain of x that we
will make explicit later.
While the objective function in Eq. (5.6) is convex, it is not differentiable since the `1-norm has
singular points on the axes of RN . Hence, we chose the primal-dual algorithm presented in [19]
to solve this minimization problem. Instead of using derivatives of the objective which may not
exist, it relies on proximal calculus and proceeds by alternate minimizations on the primal and dual
unknowns.
The generic version of this algorithm aims at solving minimization problems of the form:
xˆ = arg min
x∈RN
F(Kx) + G(x), (5.7)
where x ∈ RN is the primal variable, K ∈ RD×N is a linear operator, and F ∈ Γ0(RD) and G ∈ Γ0(RN)
are convex (possibly non-smooth) functions. The algorithm proceeds by restating (5.7) as a primal-
dual saddle-point problem on both the primal x and its dual variable u:
min
x
max
u
〈Kx,u〉 + G(x) − F∗(u). (5.8)
For the problem at hand, we start by decoupling the data term and the sparsity constraint in
Eq. (5.6) by introducing the auxiliary unknowns y, z ∈ RN such that:
pˆ = arg min
y,z∈RN
λ‖Ly − p¯‖1 + ‖Wz‖1 + ıS(y) + ı{0}(y − z). (5.9)
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The term ı{0}(y − z) guarantees that the optimization occurs on the bisector plane y = z. Then,
defining K =
(L 0
0 W
) ∈ R(M+N)×2N , we can perform our optimization (5.6) in the product space
x = (yT , zT )T ∈ R2N [152][153]. In this case, (5.6) can be written as (5.7) by setting F(Kx) =
F1(Ly) + F2(Wz), where:
F1(·) = λ‖ · − p¯‖1, (5.10)
F2(·) = ‖ · ‖1, (5.11)
G
( y
z
)
= ıS(y) + ı{0}(y − z). (5.12)
Introducing r ∈ RM and s ∈ RN the dual counterparts of y and z respectively, and taking the
Fenchel-Legendre transform of F yields the desired primal-dual formulation of (5.6):
min
y,z
max
r,s
〈Ly, r〉 + 〈Wz, s〉 + G( yz ) − F∗1(r) − F∗2(s). (5.13)
An explicit formulation of F∗1(r) can be obtained by noting that, for ϕ(r) = ϕ
′(r − u), ϕ∗(r) =
ϕ′∗(r) + 〈r,u〉, and that the conjugate of the `1-norm is ıB∞(1) [144]. F∗2 is derived in [19], eventually
yielding:
F∗1(r) = ıB∞(λ)(r) + 〈r, p¯〉, (5.14)
F∗2(s) = ıB∞(1)(s). (5.15)
The algorithm presented in [19] requires explicit solutions for the proximal mappings of F∗1, F
∗
2
and G. The first two are easily computed pointwise [19, 144] as:
(proxσF∗1 r)i = sign(ri − σp¯i) ·min(λ, |ri − σ p¯i|), (5.16)
(proxσF∗2 s)i = sign(si) ·min(1, |si|). (5.17)
The function G is formed by the indicator of the set S and the indicator of the bisector plane
{( yz ) ∈ R2N : y = z}. An easy computation provides [153]:
proxσG
( y
z
)
=
projS 12 (y + z)
projS 12 (y + z)
 . (5.18)
Thus, its proximal mapping does not depend on any parameter.
Let us now precisely define our validity domain S. It is chosen in order to remove ambiguities
in the definition of the program (5.6) that could lead to a non-uniqueness of the solution. They are
due to the differential nature of L, i.e., the descriptor of any constant patch is zero. This involves
both that p¯ does not include any information about the average of the initial patch p, and the average
of x in (5.6) cannot be determined by the optimization.
This problem is removed by defining S as the intersection of two convex sets S1 and S2. The
first set S1 arbitrarily constrains the minimization domain to stay in the set of patches whose pixel
dynamic lies in [0, hpix], i.e., S1 = {x ∈ RN : 0 ≤ xi ≤ hpix}. In our experiments, we simply consider
pixels with real values in [0, 1] and consequently fix hpix = 1. The second domain S2 is associated
to the space of patches whose pixel mean is equal to 0.5, i.e., S2 = {x ∈ RN : 1N
∑
i xi = 0.5}.
This gives us a first set S1 whose proximal mapping projS1 is a simple clipping of the values
in [0, 1], while S2 is an hyperplane in RN whose corresponding proximal mapping projS2 is the
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projection onto the simplex ofRN of vectors with mean 0.5. This projection can be solved efficiently
using [154]. While the desired constraint set S is the intersection of S1 and S2, we approximate the
projection on S by projS ' projS1 ◦ projS2 . The correct treatment of projS would normally require
to iteratively combine projS1 and projS2 (e.g., running Generalized Forward-Backward splitting
[152] until convergence). In our experiments, this approximation did not lead to differences in the
estimated patches.
Alg. 3 summarizes the different steps involved in the resolution scheme. It requires a bound Γ
on the operator norm K ∈ R(M+N)×2N , i.e., on ‖K‖ = maxx: ‖x‖=1 ‖Kx‖. This is obtained by observing
that ‖W‖2 = 1 with a proper rescaling due to energy conservation constraints, leaving:
‖K‖2 = ‖(L 00 W )‖2 6 ‖L‖2 + 1, (5.19)
where ‖L‖ can be efficiently estimated without any spectral decomposition ofL by using the power
method [151].
While (5.13) may seem unnecessarily complicated at first because it involves both a minimiza-
tion and a maximization subproblem, the resolution scheme is actually very efficient: it is a first-
order method that involves mostly pointwise normalization and thresholding operations.
Algorithm 3: Primal-dual `1 sparse patch reconstruction.
1: Take Γ > ‖K‖2, choose τ, σ, θ such that Γ2στ 6 1, θ ∈ [0, 1] and n the number of iterations
2: Initialize: x(0), x˜(0) ← 0, and r(0), s(0) ← 0
3: for i = 0 to n − 1 do
4: r(i+1) ← proxσF∗1 (r(i) + σLx˜(i))
5: s(i+1) ← proxσF∗2 (s(i) + σWx˜(i))
6: x(i+1) ← projS(x(i) − τ2LT r(i+1) − τ2WT s(i+1))
7: x˜(i+1) ← x(i+1) + θ (x(i+1) − x(i))
8: end for
9: return pˆ← x(n).
5.3.2 Iterative binary descriptor reconstruction
To our surprise, when implementing and testing Alg. 3 it turned out that it was able to recon-
struct not only real-valued descriptors but also binarized ones, i.e., it still worked without modifi-
cations for some p¯ ∈ {−1, 1}M instead of RM. This is probably due to the choice of the `1-norm
in the data term, which tends to attach more importance to the sign of the error than to its actual
value. However, the behavior of our solver in the binarized descriptor case was unstable and it
consistently failed to reconstruct some image patches, yielding a null solution. Hence, we chose to
leverage some recent results from 1-bit Compressive Sensing [135] to work out a dedicated binary
reconstruction scheme.
Keeping the same inverse-problem approach, we substantially modified the functional of (5.6)
in two ways:
1. the data term was changed to enforce bitwise consistency between the LBD computed from
the reconstructed patch and the input binary descriptor;
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2. to apply the same Binary Iterative Hard Thresholding (BIHT) algorithm as [135], we take
as sparsity measure the `0-norm of the wavelet coefficients instead of the relaxed version
obtained with the `1-norm.
We are interested by the solution of this new Lasso-type program [121]:
pˆ = arg min
x∈RN
J(x) s.t. ‖Wx‖0 6 k and x ∈ S, (5.20)
where the constraints enforces both the validity and the k-sparsity of x in the wavelet domain.
Inspired by [135], we set our data term as
J(x) = ‖[ p¯ B(Lx)]−‖1. (5.21)
Qualitatively, J measures the LBD consistency of x with p, with J(x) = 0 iff B(Lx) = p¯. Each
component of the Hadamard product in the definition of J is either positive (both signs are the
same) or negative. Since the negative function sets to 0 the consistent components, the `1-norm
finally adds the contribution of each inconsistent entry. Note that at the time of writing we do not
know a solution for the proximal mapping associated to this data termJ , which explains our choice
for BIHT over the primal-dual solver used in the previous section.
Similarly to the way Iterative Hard Thresholding aims at solving an `0-Lasso problem [155],
BIHT finds one solution of (5.20) by repeating the three following steps until convergence:
1. computing a step of gradient descent of the data term;
2. enforcing sparsity by projecting the intermediate estimate to the set of patches with at most
K non-zero coefficients;
3. enforcing the mean-value constraint on the result.
This last operation was already studied in the previous section for the real-valued case: it is the
projection onto the set S. The `0-norm constraint is applied by Hard Thresholding and amounts to
keeping the K biggest coefficients of the wavelet transform of the estimate and discarding the others.
We write this operationHK . Finally, unlike in the primal-dual algorithm, the gradient descent of the
data term has to be computed. The result of Lemma 5 in [135] applies in our case and a subgradient
of the data term in (5.20) is:
∂J(x) 3 12LT
(B(Lx) − p¯), (5.22)
i.e., the back-projection of the binary error.
Putting everything together, we obtain Alg. 4 that is the adaptation of BIHT to the reconstruc-
tion of image patches from their LBD representation. Again, this algorithm is made of simple
elementary steps. The parameter τ = 1/M guarantees that the current solution x(i) and the gradient
step τ2LT
(
p¯− B(Lx(i))) have comparable amplitudes [135]. Since M is determined from the LBD
size, only the patch sparsity level K in the wavelet basis must be tuned (see section 5.4.1). In our
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experiments, however, the algorithm was not very sensitive to the value of K.
Algorithm 4: BIHT patch reconstruction.
1: Take τ = 1/M, choose K the number of non-zero coefficients and n the number of iterations
2: Initialize: x(0) ← 0 and a0 ← 0.
3: for i = 0 to n − 1 do
4: a(i+1) ← x(i) + τ2LT ( p¯− sign(Lx(i)))
5: b(i+1) ← HK(Wa(i+1))
6: x(i+1) ← projS
(
WT b(i+1)
)
7: end for
8: return pˆ← x(n).
5.3.3 Extension: how to deal with ambiguities in the reconstruction?
As we have seen before, the differential nature of the operators L yields an ambiguity in the
reconstructions: the result can be a priori known only up to an additive constant. Writing 1 =
(1, . . . , 1)T ∈ RN a constant patch equal to 1 everywhere, two patches p and p + µ1 are equivalent
for the operatorL. In the implementation used in the experiments below, we have partially resolved
it by using generic assumptions about the dynamic range of the images and by looking for solutions
that have a unit norm, as in the original BIHT algorithm [135]. In this section, we propose to
investigate more accurate ways to solve these ambiguities at the possible cost of retaining small bits
of additional information during the LBD extraction such as the mean value of the original image
patch.
Given an image patch p and its binary descriptor p¯, we propose to study the following set of
three constraints:
Positivity: the pixel values are lower bounded. Without loss of generality, this lower bound can be
taken equal to 0:
pi > 0 ∀i ; (5.23)
Mean: the mean value of p is equal to some value α. Note that the positivity constraint imposes
that α is strictly positive, otherwise the patch is constant (and equal to 0):
〈p, 1
N
1〉 = α > 0 ; (5.24)
Range: the `1-norm of the filtered patch is equal to some value β. Again, the positivity constraint
imposes that β is strictly positive:
‖Lp‖1 = β > 0. (5.25)
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Imposing a dynamic. Let us suppose first that we know the value β, for example because it was
measured before binarization. Then, one can compute:
β = ‖Lp‖1
= 〈 p¯,Lp〉
= min
µ∈R 〈 p¯,L(p− µ1)〉
= min
µ∈R 〈p− µ1,L
T p¯〉
β 6
(
min
µ∈R ‖p− µ1‖∞
)
· ‖LT p¯‖1 (by Hölder’s inequality).
The minimization subproblem has for obvious solution µ? = (maxi pi − mini pi)/2. Writing this
quantity as d∞p , we finally get to:
d∞p >
β
‖LT p¯‖1 . (5.26)
If we set (5.26) to the equality, then we have a way to fix the range of the reconstructed patch
instead of the arbitrary [0, 1] interval, provided the norm of the feature vector before binarization
was measured.
Imposing a mean value. If we know that the mean value of the original patch is α, then the
positivity constraint trivially imposes that ‖p‖∞ 6 Nα. Using the same notation as before, this
implies that:
d∞p 6 N
α
2
. (5.27)
Hence, knowing the mean of the patch imposes an upper bound to the dynamic range.
Finally, note that combining Eq. (5.26) and (5.27) yields:
α >
2β
‖LT p¯‖1 , (5.28)
which can be a way to check the correctness of a solution.
5.4 Results and discussion
5.4.1 Implementation details
For the reconstruction tests presented in this Section, we re-implemented two of the differ-
ent LBDs: BRIEF and FREAK. For BRIEF, we chose a uniform distribution for the location of
the Gaussian measurements, whose support was fixed to 3 × 3 pixels, following the original pa-
per [145]. For FREAK, we did not take into account the orientation of the image patches (see [130],
section 4.4) but we also implemented two variants:
– EX-FREAK, for EXhaustive-Freak, computes all the possible pairs from the retinal pattern;
– RA-FREAK, for RAndomized-FREAK, randomly selects its pairs from the retinal pattern.
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All the operators were implemented in C++ with the OpenCV library 1 and used the same
codebase for fair comparisons, varying only in the measurement pair selection. The code used to
generate the examples in this paper is available online and can be retrieved from the page http:
//lts2www.epfl.ch/software/.
The sensing operator was implemented in the following way:
– the forward operatorL is obtained through the use of integral images for a faster computation
of the Gaussian weighted integrals 〈Gqi,σi ,Gq′i ,σ′i 〉. This approximation has become standard
in feature descriptor implementations since it allows a huge acceleration of the computations,
see for example [140];
– the backward operator LT is the combination of the frame vectors of the considered LBD,
weighted by the input vector of coefficients. Hence, we avoid explicitly forming LT by
computing on the fly the image representation of each vector Li of (5.4).
In the previous sections, we have proposed two algorithms that aimed at reconstructing an image
patch from the corresponding local descriptor. In order to assess their relevance and the quality of
the reconstructions we have applied them on whole images according to the following protocol:
1. an image is divided into patches of size
√
N × √N pixels, with an horizontal and vertical
offset of Noff pixels between each patch;
2. each patch is reconstructed independently from its LBD representation using the additional
constraint that its mean should be 0.5, i.e., the mean of the input dynamic range;
3. reconstructed patches are back-projected to their original image position. Wherever patches
overlap, the final result is simply the average of the reconstructions.
Hence, the experiments introduce an additional parameter which is the offset between the selected
patches.
Note that in contrast with [131] our methods do not require the use of a seamless patch blending
algorithm. Simple averaging does not introduce artifacts. Also, we do not require the knowledge
of the scale and orientation of the keypoint to reconstruct: we assume it is a patch of fixed size
aligned with the image axes. This is in line with the 1-bit feature detection and extraction pipeline:
the genuine FAST detector does not consider scale and orientation, and the BRIEF descriptor is
not rotation or scale-invariant. Later descriptors such as FREAK were trained in an affine-invariant
context; hence by considering only fixed width and orientation our algorithm is suboptimal.
We used patches of 32 × 32 pixels, LBDs of 512 measurements and ran Alg. 3 and Alg. 4
for 1000 and 200 iterations respectively. In Alg. 3, the trade-off parameter λ was set to 0.1. We
tried different values for the sparsity K in Alg. 4 (retaining between 10% and 40% of the wavelet
coefficients) but the results did not vary in a meaningful way. Thus we fixed K throughout all the
experiments to keep the 40% greater coefficients of Wp, choosing the Haar wavelet as analysis
operator.
The original Lena, Barbara and Kata images can be seen in Fig. 5.4.1.
5.4.2 Reconstruction results
At first glance, the reconstruction results for non-overlapping patches visible in Fig. 5.5 seem
very weird and have sometimes very little in common with the original image. However, if we
1. Freely available at http://opencv.org
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(a) Lena (b) Barbara (c) Kata
Figure 5.4: Original images and their designated names in the text.
overlay the original edges on top of the reconstructed images, one can see that each estimated patch
contains a correct version of the original gradient direction. This shows that all the LBDs that we
have experimented with capture the local gradient and that this information is enough for Alg. 4 to
infer the original value. Even curved lines and cluttered area are encoded by the binary descriptors:
see the shoulder of Lena and the feathers of her hat (Fig. 5.5). While there is a significant difference
between the reconstruction from BRIEF and FREAK, the variants RA-FREAK and EX-FREAK
lead to results which are almost identical with the original FREAK.
Keeping the patch size constant at 32 × 32 pixels, some results for various offsets between the
patches can be seen in Fig. 5.6. An increased number of overlapping patches dramatically improves
the quality of the reconstruction using FREAK. This can be understood easily by considering the
peculiar shape of the reconstruction without overlap: each estimated patch contains the correct
gradient information at its center only. By introducing more overlap between the patches these
small parts of contour sum up to recreate the original objects.
Instead of computing patches at fixed positions and offsets, an experiment more relevant with
respect to privacy concerns consists in reconstructing only the patches associated with an interest
point detector. For the results shown in Fig. 5.7, we have first applied the FAST feature detector of
OpenCV with its default parameters and discarded the remaining part of the image, hence the black
areas, and used real-valued descriptors. Fig. 5.7 shows the results of the same experiment with
binary descriptors. Since FAST keypoints tend to aggregate near angular points and corners, this
leads to a relatively dense reconstruction. In each of the three images, the original content can be
clearly recognized and a large part of the background clutter has been removed. Thus, one can add
as a side note that FAST keypoints are a good indicator of image content saliency. The results in
Fig. 5.8 and Fig. 5.12 extend to binary descriptors an important privacy issue that was raised before
by [131] for SIFT: if one can intercept keypoint data sent over a network (e.g., to an image search
engine), then it is possible to find out what the legitimate user was seeing.
Reconstruction results from BRIEF and FREAK are strikingly different (Fig. 5.5). While
BRIEF leads to large, blurred edge estimates that almost entirely occupy the original patch, FREAK
produces small accurate edges almost confined in the center of the patch. This allows us to point
at a fundamental difference between BRIEF and FREAK. While the former does randomly sample
a rough estimate of the dominant gradient in the neighborhood, the latter concentrates its finest
measurements and allows more bits (Fig. 5.10) to the innermost part. Thus, the inversion of BRIEF
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(a) BRIEF (b) FREAK
(c) RA-FREAK (d) EX-FREAK
Figure 5.5: Reconstruction of Lena from binary LBDs using Alg. 4. There is no overlap between the patches
used in the experiment, thus giving a blockwise aspect. We have overlaid some edges from the original image.
In each case, the orientation selected for the output patch is consistent with the original main gradient direction.
Note also the difference between BRIEF (random measurements spread over an image patch) and FREAK and its
derivatives (fine measurements with higher density near the center of the patch): the former gives large blurred
edges covering the whole patch, while the latter affect the dominant gradient direction to the central pixel, leaving
the periphery almost untouched.
leads to a fuzzy blurred edge dividing two areas since the information is spread spatially over the
whole patch, while the reconstruction of FREAK produces a small but accurate edge surrounded
by a large low-resolution area. This is confirmed by the experiments shown in Fig. 5.9. One can
especially remark the eyes of Lena and Barbara and the crossed pattern of the table blanket from
Barbara which exhibit fine details using FREAK that are missing with BRIEF. In the Kata image,
one can almost recognize the face of the characters with FREAK, while the fingers holding the
sword are clearly distinguishable.
Figure 5.10 compares the measurement strategies of BRIEF and FREAK for 512 measurements.
The top row displays the sum of the absolute values of the weights applied to a pixel when comput-
ing the descriptor, i.e.,
∑M
i=1 |(Gqi,σi) j|+ |(Gq′i ,σ′i ) j| in (5.3) for the N pixels 1 ≤ j ≤ N. We clearly see
that BRIEF measures patch intensity almost uniformly over its domain, while FREAK focuses its
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(a) Noff = 32 pixels (b) Noff = 16 pixels (c) Noff = 8 pixels (d) Noff = 1 pixel
Figure 5.6: Reconstruction of Lena from binary FREAKs. The size of the patches is kept fixed at 32 × 32
pixels, while their spacing is gradually reduced. We start with an offset of 32 pixels, i.e., no overlap, until a dense
reconstruction. In the limit when each pixel is reconstructed from its neighborhood the individual edge bits chain
up and one can clearly distinguish the original image contours, like after the application of a Laplacian filter.
Figure 5.7: Reconstruction of floating-point (non binarized) BRIEFs centered on FAST keypoints.
patch observation on the patch domain center. Yet, when plotting in how many LBD measurements
a pixel contributed (Fig. 5.10, bottom row) one can see that FREAK also uses peripheral pixels.
Since both the weight and occurrence patterns are similar with BRIEF, it means that this LBD is
democratic and gives all the pixels a similar importance.
5.4.3 Quality and stability of the reconstruction
Because of the very peculiar structure of the LBD operators, establishing strong mathematical
properties on these matrices is a very arduous task, especially in the 1-bit case. As a consequence,
finding indubitable theoretical grounds to the success of our BIHT reconstruction algorithm still
remains to be investigated. Intuitively, one can however remark that the conditions used to ensure
the existence of a reconstruction in Compressive Sensing, like the famous Restrictive Isometry
Property (RIP), are only sufficient conditions and are by no means necessary conditions. Since
LBDs were designed to accurately describe some image content, they are probably more efficient
than random sensing matrices. Hence, they can capture more information from an input patch with
very few measurements and with a more brutal quantization at the cost of a loss in genericity: they
are specialized sensors tuned to image keypoints.
An important parameter with respect to the expected quality of the reconstructions is of course
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Figure 5.8: Reconstruction of LBDs centered on FAST keypoints only. Top row: using BRIEF. Bottom row: using
FREAK. Since the detected points are usually very clustered there is a dense overlap between patches, yielding a
visually plausible reconstruction. The original image content has been correctly recovered by Alg. 4 from binary
descriptors, and eavesdropping the communications of a mobile camera (e.g., embedded in a smartphone) could
reveal private data.
Figure 5.9: Details of the reconstructions from Fig. 5.8. Top row: using BRIEF as LBD. Bottom row: using
FREAK. The reconstructed patches were selected by the application of the FAST detector with identical parameters.
While BRIEF is successful at capturing large gradient orientations, hence giving pleasant results when the image
is seen from a distance, FREAK captures more accurate orientations in the center of the patches. Thus finer details
are recovered: notice for example the eyes in the pictures of Lena and Barbara, the textures from Barbara or the
face and the fingers in the kata image. For this Figure, some additional contrast enhancement post-processing was
applied to emphasize the point.
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(a) BRIEF, weighted val-
ues
(b) BRIEF, occurrence
count
(c) BRIEF, measures
(d) FREAK, weighted
values
(e) FREAK, occurrence
count
(f) FREAK, measures
Figure 5.10: Comparison of the spatial weights in BRIEF and FREAK basis functions. From left to right: sum of
the weights of each pixel when computing a descriptor, number of times a pixel contributes to the descriptor, spatial
support of the sensing Gaussians. Brighter means higher importance (higher weight in the first column, more
occurrences in the second one). One can see that BRIEF considers pixels almost equally all over the patch, while
FREAK gives a very high weight to the centre. This shows that FREAK uses peripheral values, but with a much
lower ponderation. BRIEF is clearly more democratic since the weight pattern is similar to the occurrence pattern.
Hence, the FREAK descriptors uses more bits to encode the central geometry, while BRIEF gathers information
from all over the patch.
the length M of the LBDs. Since we lack a reliable quality metric to assess the reconstructions, we
have proceeded to visual comparisons between the original image contours and the reconstructed
gradient directions on a synthetic image. As can be seen in Fig. 5.11, dominant orientations are
reconstructed correctly until M = 128 measures. Smaller sizes yield blocky estimated patches
where it is hard to infer any edge direction.
5.5 Binary stable descriptors
5.5.1 Scrambling for secrecy
In this section, we establish a theorem that provides some bounds on the distances between
different LBDs when they differ by a random projection. This result will be useful to design more
secretive descriptors, and it could also yield a new way of generating future LBDs.
Let us assume explicitly that the image patch p ∈ RN is K sparse or compressible in a basis Ψ,
i.e., p = Ψα and either K = ‖α‖0  N or ‖α‖1/‖α‖2 ≤
√
K. We write its non-binarized feature
vector d = Lp ∈ RM. Given two patches p1 and p2, we further assume that L preserves their
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(a) BRIEF, M = 128 (b) FREAK, M = 128
Figure 5.11: Zero-overlap reconstruction of a synthetic image using LBDs of 128 measurements instead of 512
a sin the other experiments (and 256 in most image matching softwares). Note that in spite of the huge information
loss (compression ratio of 256:1 for each patch) the directions of the edges are correctly estimated.
(a) Original image (b) FAST + Floating-point BRIEF
(c) FAST + binarized BRIEF (d) FAST + binarized FREAK
Figure 5.12: Reconstruction of book covers. The bottom part of each image shows in inset a close-up view of
two book titles. This experiment confirms the difference between BRIEF and FREAK: while the former extracts
salient shapes such as the auroch and the butterfly, the latter is more successful at reconstructing the text. Note that
FREAK allows the reading of 3 titles out of 4, hence demonstrating the potential existing privacy breach in case of
mobile communications eavesdropping.
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Figure 5.13: Comparison with [131]. From left to right: image reconstructed with the method of [131], our
binary reconstruction algorithm using FAST+BRIEF (middle) and FAST+FREAK (right). We used patches of 32×32
pixels in our algorithm. The contrast of the FREAK results was enhanced for readability, but this Figure is best
viewed online in electronic version.
locality (in the sense of the Locality-Sensitive Hashing of Andoni et al.[66]): if ‖p1 − p2‖ is small
(resp. big), then ‖d1 − d2‖ is also small (resp. big).
Let Φ ∈ RD×M be a randomly generated matrix. In the previous sections, we have shown
that the observation of the binary descriptor B(d) = B(Lp) could lead to the reconstruction of the
original patch p, which is a potential privacy breach. Hence, we propose to build a scrambled (or
secret) binary descriptor d¯s by the simple operation:
d¯s = B(Φd) = B(ΦLp) (5.29)
Note that conversely to some random projection schemes, e.g., used in dimensionality reduction, we
do not impose any requirement on the dimension M relative to D, i.e., it could be larger or smaller
than D.
Hence, if we can prove that the random projectionΦ preserves the distance between the original
descriptors, then we can possibly improve the protection of the user’s privacy by generating a matrix
Φ and applying it to all the descriptors. As long as this random matrix is kept secret, it will prevent
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the inversion of the descriptors: our algorithms require the knowledge of the measurements inside
a patch, and the alternative works need to be trained on the exact descriptor. The remainder of this
section is dedicated to proving this intuitive scheme and analyzing its implications.
5.5.2 Binary Stable Descriptors
Let us now define the normalized Hamming distance between two binary strings a, b that both
belong to BD = {−1,+1}D as
dH(a, b) := 1D
D∑
i=1
ai ⊕ bi ∈ [0, 1],
where a ⊕ b is the « exclusive or » (XOR) operation between a and b. For r, s ∈ S M−1 (the unit
sphere of RM), we define also the angular distance between these two vectors as
dS (r, s) := 1pi arccos〈r, s〉 ∈ [0, 1].
Assuming Ψ = Id for simplicity, we have the following theorem:
Theorem 1. Let  > 0, η ∈ (0, 1) and take
D > 2
2
(
2K log( 37N
√
M
K ) + log(
2
η )
)
. (5.30)
Let us generate a random Gaussian matrix Φ ∼ ND×M(0, 1). Then, for any two K-sparse patches
p1 and p2 with descriptors d1 = Lp1 and d2 = Lp2 and scrambled descriptors d¯s1, d¯s2 obtained by
Eq. (5.29), we have
dS (d1, d2) −  6 dH(d¯s1, d¯s2) 6 dS (d1, d2) + , (5.31)
with a probability higher than 1 − η.
Interpretation. We start by discussing the interpretation of the theorem 1. Its proof is postponed
to the end of this section.
First, one can remark that the property in theorem 1 is not strictly equivalent to the BSE
property [135] since the signal is not assumed sparse in the domain where the angle dS is computed,
i.e., L , Id and d1 and d2 are not sparse. Moreover, since we do not impose strict conditions on L,
in particular it is not an orthonormal basis, we cannot simply reformulate the problem by showing
thatΦL is a random Gaussian matrix (which is not a priori the case). However, this theorem shows
our previous claim: binarizing a randomized descriptor L does not break its locality with the extra
asset of enforcing its secrecy (if the random matrix Φ is kept secret).
Solving Eq. (5.30) for , one obtains that  = O(
√
K
D log(
N
√
M
K )) [135]. Therefore, if D is
sufficiently large and if L is sufficiently local angularly, i.e., if dS (d1, d2) follows the distance be-
tween p1 and p2, then B(ΦL·) will be local too in BD since a small  will preserve it according to
Eq. (5.31).
Interestingly, even if the randomization by Φ is performed after the descriptor computation by
L, the requirement imposed on the dimension D of the binary descriptor ds depends mainly on
the image sparsity K. In particular, the linear descriptor dimension M induces only a minor log M
penalty in (5.30). Furthermore, this sketches a possible scheme for the design of future LBDs:
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1. choose a transform Ψ where image patches around keypoints are sparse, which should be
feasible since keypoints occur at very special locations in images (corners, blobs...);
2. design a linear transform L that creates the correct ordering on the patches (for example
by training like FREAK). This is somewhat similar to the kernel trick in Machine Learning
where features are transformed to a space where they obey a correct metric;
3. randomly select the projections to keep.
Proof of Theorem 1. For any creation process providing d1 and d2 in RD, Lemma 3 in [135] tells
us that, for Φ ∈ ND×M(0, 1), for ′ > 0 and 0 ≤ δ ≤ 1, we have
(5.32)
where B∗δ(u) := Bδ(u) ∩ S M−1.
We consider now that d1 and d2 are taken in a δ-covering set Qδ ⊂ Σ∗K(L), where Σ∗K(L) is
defined by
Σ∗K(L) := {d = Lx : ‖x‖0 ≤ K, ‖d‖ = 1} ⊂ RM,
i.e., it is the subset of the unit ball that is the image of a K-sparse point x by the operator L. By
definition of a δ-covering, for any u ∈ Σ∗K(L) there is a v ∈ Qδ such that ‖u− v‖ ≤ δ. We can always
decide to normalize Σ∗K(L) to unit vectors since the probabilistic relation above does not depend on
the descriptor length.
We know from [135] that |Qδ| ≤
(
N
K
)
( 3δ )
K . Indeed, for one specific slice of Σ∗K(L) where we
fix the K-length support of the vectors x, this slice is the intersection of S M−1 with a subspace of
dimension K, i.e., the slice is a (K−1)-sphere δ-covered with no more than ( 3δ )K points. Since there
are
(
N
K
)
available such slices, the cardinality of Qδ follows.
Therefore, by applying a union bound to all d1, d2 taken in Qδ, and noting that there are no
more than |Qδ|2 such pairs, we have jointly
Pr
{
∀u ∈ B∗δ(d1),∀v ∈ B∗δ(d2), |dH(u¯s, v¯s) − dS (d1, d2)| 6 ′ +
√
pi
2
Mδ
}
> 1 − 2(3eN
Kδ
)2Ke−2
′D,
(5.33)
using
(
N
K
)
≤ ( eNK )K .
Moreover, by definition of the covering, for any r, s ∈ RM, there exist two vectors d1 and d2 in
Qδ with r ∈ B∗δ(d1) and s ∈ B∗δ(d2) such that
|dH (B(Φr),B(Φs)) − dS (d1, d2)| 6 ′ +
√
pi
2
Mδ (5.34)
with a probability exceeding 1 − 2 ( 3eNKδ )2Ke−2
′2D.
Note that r ∈ B∗δ(d1) implies that pidS (r, d1) 6 2 arcsin(δ/2) 6 piδ/2, and dS (d1, d2) can be
similarly bounded. Thus, dS (r, s) > dS (d1, d2) − δ and dS (r, s) 6 dS (d1, d2) + δ. Using this
observation, we find that
|dH (B(Φr),B(Φs)) − dS (r, s)| 6 ′ +
(
1 +
√
pi
2
M
)
δ (5.35)
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with the same probability.
Let us define the probability of failure as 2 ( 3eNKδ )
2K e−2′2D = η, where 0 < η < 1, and set
′ = (1+
√
pi
2 D) δ and 2
′ = . Solving for D, we finally get that |dH(B(Φr),B(Φs))−dS (d1, d2)| 6 
with a probability bigger than 1 − η if:
D > 2
2
(
2K log( 3eNK ) + 2K log(
2+
√
2piD
 ) + log(
2
η )
)
.
Since M > 1, we have that 2 +
√
2piM ≤ (2 + √2pi)√M.
Since (2 +
√
2pi) ≈ 36.75 < 37, we can make further simplifications and the previous relation is
obviously satisfied if
D > 2
2
(
2K log( 37N
√
M
K ) + log(
2
η )
)
,
which concludes. Note that the bound is not tight because of the last rounding. 
5.6 Conclusion and future work
In this chapter, we have presented two algorithms that can successfully reconstruct small image
parts from a subset of local differences without requiring external data or prior training. Both algo-
rithms leverage an inverse problem approach to tackle this task and use as regularization constraint
the sparsity of the reconstructed image patches in some wavelet frame. They rely however on dif-
ferent frameworks to solve the corresponding problem, but are the only reconstruction algorithms
proposed so far that do not rely on any kind of prior learning.
The first method relies on proximal calculus to minimize a convex non-smooth objective func-
tion, adopting a deconvolution-like approach. While this functional was not specifically designed
for 1-bit LBDs, it has proved to be robust enough to provide some 1-bit reconstructions, but it does
lack stability in this case. On the other hand, the second method was built from the ground up to
handle 1-bit LBDs, and thus provides stable results. The reconstruction process is guided by a hard
sparsity constraint in the wavelet domain.
There are several levels on which to exploit and interpret our results. First, they can have an
important industrial impact. Since it is possible to easily invert LBDs without additional informa-
tion, mobile application developers cannot simply move from SIFT to LBDs in order to avoid the
privacy issues raised by [131]. Hence, they need to add an additional encryption tier to their feature
point transmission process if the conveyed data is either sensitive or private.
Second, the differences in the reconstruction from different LBDs can help researchers to design
their own LBDs. For example, our experiments have pointed out that BRIEF encodes information
at a coarser scale than SIFT, and maybe both descriptors could be combined in some way to create
a scale-aware descriptor taking advantage of both patterns. Hence, our work can be used as a tool
to study and compare binary descriptors providing different information than standard matching
benchmarks. Furthermore, the fact that real-value differences yield comparable results as binarized
descriptors legitimates a posteriori the performance of LBDs in matching benchmarks: they encode
most of the originally available information.
While it is always interesting to have alternative algorithms for a given task, we think that the
most important part from [132] is not the proposed reconstruction methods. It is instead the object
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classification experiment where they asked Amazon Mechanical Turk users to classify the recon-
struction results according to the Pascal VOC classes. It turned out that the human classification
lead to the same false positives as the automated classification. Hence, all the possible information
from the HOG descriptors was already exploited by the Machine Learning algorithms. While this
is not directly related to the current thesis, it does illustrate how feature inversion algorithms can be
used to help understanding and developing patch descriptors.
Finally, our framework for 1-bit contour reconstruction could be combined with the previously
proposed Gradient Camera concept [156], leading to the development of a 1-bit Compressive Sens-
ing Gradient Camera. This disruptive device would ally the qualities of both worlds with an ex-
tended dynamic range and low power consumption. Exploiting the retinal pattern of FREAK and
our reconstruction framework could also yield neuromorphic cameras mimicking the human visual
system that could be useful for medical and physiological studies.
Interestingly, in a previous work dedicated to the understanding of human vision [157], Oliva
and Torralba did point out low frequency / high frequency patterns from image blobs that are similar
to the difference observed here between BRIEF and FREAK reconstructions. Hence, our recon-
struction algorithms could be exploited not only for pure Computer Vision and Pattern Recognition
needs but also in the analysis of early vision processes, including investigations on the origin of the
retinal pattern (that served as a basis for FREAK).
Of course, the reconstruction algorithms still need to be improved before reaching an appli-
cation level where smart cameras sending keypoints would replace smartphones taking pictures.
Among the possible improvements, we believe that an interesting extension would be to make our
framework scale-sensitive. While some feature point detectors provide a scale space location of
the detected feature, we discarded the scale coordinate and used patches of fixed width instead.
This does not depreciate our experiments with FAST points because we used an implementation
that is not scale aware, but reconstructions of better quality can probably be achieved by mixing
smooth coarse scale patches with finer details. Additionally, this work did not investigate the issues
linked to the geometric transformation invariance enabled by most descriptors. Our model can be
interpreted in terms of reconstruction of canonical image patches that correspond to a reference
orientation and scale. As far as we have seen, this omission did not create artifacts in our results.
This absence by itself is worth of investigating.
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Conclusions 6
6.1 Summary of the thesis
In this thesis, we have seen that patches are powerful primitives in Image Processing. More pre-
cisely, our work shows that they can be embedded in different variational frameworks, thus yielding
algorithms that do not suffer from the heuristic limitations of the example-based methods. The
study of the space of patches is of interest. By exploiting the low dimensionality of the patches
we were able to propose a fast non-local denoising algorithm that is fully non-local and clearly
exploits the joint sparsity properties of the patches without needing to optimize some overcomplete
dictionary. Finally, we have also shown that Local Binary Descriptors are indeed powerful descrip-
tion tools: they contain enough information to reconstruct the original image data, which allows
the comparison of existing descriptors in new ways and could hopefully lead to the development of
better descriptors.
6.2 Future work
6.2.1 Decoupling locality and non-locality
One of the major difficulties in extending non-locality to various general Image Processing
problems is to find a correct yet tractable way to mix the non-local and the spatial (either local
or global) constraints on the resulting image. Hence, most of the non-local algorithms that claim
to have solved, for example, some non-local deconvolution or demosaicking problem are actually
solving alternatively a standard deconvolution problem followed by a non-local smoothing step.
This is actually tied to how the non-local constraints are expressed, which is hard to insert into
more general frameworks.
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An appealing and somewhat promising way to express the non-local constraints instead seems
to lie in leveraging some low rank property concerning the appearance of the image. Recall that
the underlying assumption of non-locality is that many image patches are redundant. Indeed, this
can be restated as claiming that most of the patches are linear combinations of a few seed ones,
and is backed up by the low dimensionality of the PCA of image patches. Mathematically, this last
formulation can be translated as requiring that the matrix formed by all the patches of an image
has a low rank. This low rank constraint is easy to embed into a standard variational framework
(such as the ones described in [17]) because there exists a proxy for it, the nuclear norm, whose
corresponding proximity operator is easy to compute, since it is simply a soft thresholding operation
on the singular values of the matrix.
This low rank constraint was successfully exploited for several purposes, such as image align-
ment [158], camera calibration [159] and inpainting [45]. However, in this series of work, the image
is assumed to correspond to only one texture, which is an important limitation in practice. We have
tried instead to minimize the following functional:
JLow-Rank(x) =
1
2
‖Ax − y‖ + λ‖Rx‖∗ + µ‖G(R′x)‖1,2 + ν‖x‖TV, (6.1)
where A is any linear operator, y is the observation, Rx and R′x are two patch matrices (where the
patches may have different size in Rx and R′x), G(Rx) is a patch grouping operator (that creates
groups of spatially connected patches), ‖.‖∗ depicts the nuclear norm and ‖.‖TV the Total Variation.
Since this functional involves a smooth data term plus convex terms of known proximity operator,
it can be solved using a first order algorithm such as the generalized forward.-backward splitting
from [152].
In Eq. (6.1), the constraints are decoupled:
– a classical data term involving a linear operator of any kind;
– a non-local constraint through the nuclear norm of the patch matrix;
– a local appearance regularity constraint via the norm of spatially connected patches;
– a global coherence model with the Total Variation.
The size of the patches between the local and non-local constraint can vary. While our results were
clearly promising, we still have a reconstruction artifact that could not be corrected. See Fig. 6.1
for an example of inpainting: while our algorithm managed to infer a plausible missing texture, the
mean value in the inpainted area is obviously wrong.
6.2.2 Towards real smart cameras
The possibility to reconstruct patches from binarized descriptor is an exciting outcome of our
work. Since LBDs are explicitly designed to be low power and easy to embed into limited hardware,
our reconstruction framework can be leveraged to build new cameras embedding computational
hardware that would be really smart by computing and sending keypoints along with descriptors,
instead of the current smartphones that are only phones equipped with cameras (and sending stan-
dard image data).
The communication of keypoints instead of images can lower the bandwidth used for the com-
munications and provide at the same time information that is useful to the other cameras in a net-
work. For example, different cameras could share their keypoints to compute their relative position
and perform a distributed calibration of the network.
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(a) Original image (b) Inpainting result
Figure 6.1: Inpainting using a non-local low rank model. The designated inpainting area was a large rectangle
in the middle of the image. While our algorithm did successfully reconstruct some texture, it clearly estimated a
wrong mean value.
Of course, this requires the improvement of the visual quality of the reconstructed patches. An
important quality gain could come from the addition of a merge step via Poisson editing [160] in
order to seamlessly blend the edge information from different descriptors (with possibly different
scales) and to propagate the information into regions where no keypoint was detected.
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