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This paper provides a method of constructing multivariate distributions where 
both univariate marginals and a correlation matrix are given. An extension to 
multivariate marginals and a given intercorrelation matrix is also obtained. This 
method yields a family of distributions which are totally linear regressive and may 
be useful to generate exact samples for testing statistical models, to study structural 
models where the covariance structure is given, and to justify a statistical distance 
with mixed variables. 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
The problem of constructing cdfs with given univariate marginals has 
aroused considerable interest. Johnson and Kotz [ll ] and Cambanis [4] 
generalize the FGM family, while Cuadras and Augt [a], Tiit [23,24], 
Marshall and Olkin [12], and others present families and methods of 
construction. Tiit’s papers provide a solution to the additional problem 
that the correlation matrix is given. 
The contributions to the construction of cdfs with given multivariate 
marginals are less frequent [S, 21, 223. The purpose of this paper is to 
obtain a method of constructing probability distributions where both 
multivariate marginals and the intercorrelation matrix are given. The 
motivation arises from the problem of constructing distances with mixed 
variables, pith applications to regression and discriminant analysis [6,7]. 
This method has properties which may be of some interest. It provides 
a family which can be expressed algebraically by using only marginal 
distributions and correlation matrices, the regressions are linear and the 
distribution for independent variables is included. This family also attains 
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the upper Frichet bound as a limit when the marginak are equal univariate 
distributions and the correlation matrix tends to a matrix containing ones 
in all entries. 
The linear regression relationship among variables is assumed in many 
multivariate models, so that linear regression is a desirable property [9]. 
This method may also be used to simulate data for testing multivariate 
models, e.g., structural models where covariance structure is given but the 
probability distribution is different from the multivariate normal [25]. 
2. NOTATION, ASSUMPTIONS, AND THE BIVARIATE CASE 
Let X N F(x), x E UP, Y N G(y), y E R” be random vectors. Let ff(F, G) 
denote the Frechet class of multivariate distributions with marginals F, G. 
In the following we only consider second-order standardized random 
variables X’ = (Xi, . . . . X,), Y’ = (Y,, . . . . Y,), 
E(X)=O, E(Y) = 0, diagE(X.X’)=Z,,,, diag E(Y . Y’) = Z,. 
(1) 
Note that condition (1) is not restrictive and the results obtained apply 
if a covariance matrix is used instead of a correlation matrix, provided that 
an affine transformation is performed on the variables. 
Let RI1 = E(X . X’), R,, = E(Y . Y’), RI2 = E(X . Y’) be the correlation 
matrices. The aim of this paper is to construct elements of 5(F, G) where 
R,, is given. We denote this class by IF(F, G; R,,). 
Let 5(F1, . . . . F,,, ; R,l ) be the class of cdfs with univariate marginals 
F,, . . . . F, and correlation matrix R,, . This class is included in IF(F,, . . . . F,). 
The notation IF(F,, Fk; pik) is used when we have two univariate marginals. 
DEFINITION. A cdf HE ff(F, G; R,*) is a totally linear regression dis- 
tribution if 
(i) The regression curve of Y on X, 
y = m(x) = E(Y/X = x), yEW,XEUV, 
is linear. 
(ii) All bivariate regressions are linear. 
A similar definition applies for HE IF(F, , . . . . F,,, ; R,, ). 
We also consider the convex set 
A,)‘IAi>O,O< t &<l 
i=l 
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the notation 
~,;..~=rnin{x~, . . . . x,}, 
and a bivariate family IL(F,, Fk; pik) c lF(F,, Fk; pik). 
Let X, - F, , X2 - F2 be univariate random variables. For F, , F2, and p 
such that O<p<p+, where p + is the maximum Hoeffding correlation,’ we 
define the class lL(F,, F,; p) of distributions H,(x,, x2) such that 
H&I, 4 = ~F,(xii) + (1 -P) F,(x,) J(-‘cd 
whenever 
4-d = CFAxd - ~F,(xdll(l -PI 
is a cdf. 
Notice that L(F,, F2; p) c [F(F,, F2; p) and the condition for J(xz) is 
necessary, otherwise HP would not be a cdf (see Theorem 1 and Note 3 for 
details). For p = 0 we have H,(x,, x2) = F,(x,) FJxJ, the distribution for 
independent variables. In addition, if F, = F, = F then p+ = 1 and for this 
value we have 
H,(x,, x2) = F(xG) = min{l;(x,h WQ)}, 
the upper Frechet bound. 
The conditional distribution of X2 given X, = x,, where (X,, X2) - H,, 
is given by 
F(x,lx,)= CFA~-PF~~)I +~&.x~~, 
where 6 is the indicator function. The regression curve is 
E(X,/X, =x1) = px,. 
Therefore the bivariate regression is linear. 
3. ONE MARGINAL Is UNIVARIATE 
Here Y is a random variable with univariate cdf G. Instead of RI2 we 
now denote by p = (pl, . . . . p,)’ a vector of correlation coefficients and write 
R = R,, . Let F,, . . . . F,,, be the marginal cdfs of F. 
THEOREM 1. Zf the equation RA = p holds for A’ = (Al, . . . . A,,,) E V,,, and 
G(Y)- f2 Aif’, A,+, *=I Ii (2) 
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is a cdf, where A,,, + , = 1 - CyzI li, then there exists a cdf H(x,, . . . . x,, y) 
such that HE lF(F, G; p). 
Proof: The proof is by construction. Let Y- Fm+ I be a random 
variable, independent of X = (X,, . . . . X,) N F. Define 
f’ci)(x, 7 ...y Xm, Y) = J’(x, 3 ...> Xl; > ...) Xm), 
where xi, = min{xi, y}, and 
F,m+ &I, ...y xm, Y) = f’(x,, . . . . x,) Fm+ I(Y). 
Consider the mixture 
??lfl 
Htx 11 . . . . Xm, Y) = 1 AiI;(i)tX1 > ...T Xm, Y). (3) 
i=l 
The marginal distributions are H(x,, . . . . x,, co) = F(x,, . . . . x,) and, from 
(2), Hta, . . . . 00, Y) = G(Y). 
Taking expectations with respect to H, 
E(X,Y)=/xjydH=milli[xjydFi,,= -f &jxikjdF 
i= 1 i= 1 
=,$, lipii=pj, j= 1, . . . . m. 
Hence HE [F(F, G; p). 1 
Note 1. il,, . . . . I, are the regression coefficients in the ordinary multiple 
linear regression, i.e., Y= A, X, + . . . + 2,x,,, is the best linear prediction 
of Y, given X. The square multiple correlation coefficient is pi .x = I’R1= 
A’p<l. Since A’p<1,+ ... +I,, we observe that A# V, is possible. 
However, the condition 1~ V, is necessary in order to construct the 
mixture (3). 
Note 2. The conditional distribution of Y given X, = x,, . . . . X, = x, is 
KY/X,, . . . . Xm)= f ~i6(.“rX,)+~,+,F,+I(y). 
i=l 
Hence the regression surface 
E( Y/X, = X1) . ..) Xm=xm)= 2 &Xi 
i= 1 
is linear. 
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In particular, suppose that F, G have absolutely continuous marginal 
distributions with respect to the Lebesgue measure. Let f, g be the respec- 
tive density functions and denote by fi, . . . . f, the density functions for 
F i, . . . . F,. Let pi be the Lebesgue measure concentrated on {y = x,}, 
i=l > *.., m, and $“+I the Lebesgue measure on IV’+ ‘. The density function 
for HE IF(F, G; p) with respect to the measure 
is given by 
4x 1, se.9 x,, Y) = f Af(x1, .*a, %J 6+x,} 
i= 1 
where 6 is the indicator function and f, + i is the density for (2). 
Note 3. Equation (2) always gives a cdf as long as the marginals 
satisfy F, = . . . = F,,, = G. If the marginals F,, . . . . F,,, are different but 
a mixture of them, 
(4) 
of F 
G is 
G= f ,uiFi, 
i=l 
where pi > 1,, i = 1, . . . . m, and C pi= 1, then (2) also gives a cdf. 
For m = n = 1, as X, Y satisfy (l), then p(X, Y) = 1. The condition 
F2(y) 2 0 is not enough to guarantee that 
F,(Y) = [G(Y) - W.Y)I/(~ - 1) 
is a cdf. However, as J, < A +, where I + is the maximum Hoeffding correla- 
tion, the possible value for A decreases as F diverges from G. Therefore F2 
could be a cdf in many cases, provided that X and Y have the same 
support (see an example below). Analogously, if F, = ... = F,,, # G, it is 
plausible that (2) also yields a cdf. 
COROLLARY 1. Assume that RI=p holds for llzl = (InIl, . . . . [A,()’ such 
that 111 E V,. If Xi has a symmetric distribution, i= 1, . . . . m, and 
F,= . . . = F,,,, then there exists H(x,, . . . . x,, y) E IF(F, G; p). 
Proof: It is obtained from the previous proof of the theorem by 
employing the following modification. If for some i = 1, . . . . m, li < 0, then 
replace & by l&l and FCi, by the cdf of (X,, . . . . X,, -Xi). 1 
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As an illustration, let F, be the cdf of Student’s central t with r > 2 
degrees of freedom standardized to variance one, i.e., the pdf is 
p,(x) = [(r - 2)7c] P(1’2) ‘[;(;,;?I [l+x*/(r-2)]-(‘+w* 
with respect to the Lebesgue measure. For 2 < r d s it is easy to prove the 
inequalities 
where 
s-2 “‘T(s/2)r[(r+1)/2] r-2 (r+‘V2 s+l (s+1)/2 = ( > - f(r/2)fC(s+ 1)/2] (X) r-2 (s-2) 
and 
p’(r,s)=f: F;‘(u)F;‘(u)du 
is the maximum Hoeffding correlation. (Note that we have strict 
inequalities for r < s, as p + (r, s) is symmetric in r, s but p(r, s) is not). 
Therefore p,(x) 3 p(r, s) p,(x), - 00 <x < co; hence 
[F,(x) - ~Fs(x)ll(l -P) 
provides a cdf for any p such that 0 < p < p(r, s). The negative correlation 
case can also be considered in this example (Corollary 1). 
4. A MULTIVARIATE DISTRIBUTION WITH GIVEN MARGINALS 
Tiit [24] obtains elements HE ff(F,, . . . . F,,,; R) whenever R is a suitable 
linear combination of correlation matrices for certain distributions with 
marginals F,, . . . . F, constructed using independence and Frechet bounds. 
Nelsen [14] studies the discrete bivariate case. An alternative approach, 
which only coincides with these results in the bivariate case with equal 
marginals, is given here. 
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THEOREM 2. Let F,, . . . . F,,, be univariate cdfs and R = (pC) an m x m 
non-singular correlation matrix. Denote 
P(i)=(Pli+l7 ...v Pii+l)’ 
and suppose that 
l(i) = Rc)‘P~~) E vi, i= 1, . . . . m - 1. 
Zj- F, = ... = F,,, (see Note 5 below) then there exists H(x,, . . . . x,) E 
‘W,, . . . . F,,, ; R) such that all bivariate regressions are linear. 
ProoJ From a sequential application of Theorem 1, we can construct 
HI2 E [F(F,, F,; R,,,), H,,, E [F(H,,, F3; p&, and so on, until obtaining 
HE [F(H, . ...,- r, F,,,; pCmj). The result follows because F,, . . . . F,,- 1 are the 
marginals of H, m _ , . 
We now prove that all bivariate regressions are linear. We have 
H,, E O_(F, , F2 ; P,~) and assume that the bivariate marginals of H, ,k 
verify Hike [L(Fi;i, Fk; pik), i= I, . . . . k - 1. Let us construct H, . ..k+. E 
~(H,...k>Fk+1;P(k)), i.e., 
H l...k+l tx 1, ***, xk, xk+,)= i &Hl...k(x,, . . . . X;+lr . . . . xk) 
i=l 
Fk*+,(Xk+, I=[ Fk+l(Xk+l)- i liFi(Xk+l lk+l i=l 
is a cdf. The new bivariate marginals are 
Hik+l(Xi,Xk+l)=~1Hli(Xk+l,Xi)+ ... +Aif’i(X,+,)+ .” 
+ AkHi/c(Xi, xk+ I) + Ak+ IFi f’,?+ l(xk+ 1). 
Substituting HIi, . . . . Hik in Hik+ , we obtain 
Hi/c+ l(Xir xk+ I )=BFi(X,+,)+(l-B)Fi(Xi)Fk+I(Xk+l), 
where fi=Arpir+ ... +&pik=p&+r; hence Hik+,~k(Fj, Fk+l;pik+,) 
and the proof follows by induction. 1 
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Note 4. Explicit expressions for H can be obtained for every m. For 
m = 2 we obtain the bivariate family [L(F,, F2; pl*). For m = 3 we obtain 
H(x,,x2,~3)=(~,+~2){~lzF1(~123)+(1-~12) 
x CF,(x,) -F,(x,) + F,(x,) f’Axdl> 
+ &L-P,,FI(x,) F,(x,) + (1 - PIZ) F,b,) f’2W J’&dl, 
where A,, A2 depend on R, A3=1-;1i-A2, and F,=F,=F,. 
The condition ACij = R;)‘pcij~ Vi, i= 1, . . . . m - 1, can be relaxed when 
only some correlations are given. For example, suppose m = 3 and only pL2 
is given. Then we would construct 
H(x,,x,,x,)=~,H,,(x,,x,)+~,H,,(x,,x,) 
+ H,,(x,, xz)CF&d - hFI(xJ - ~,l;;h)l, 
where H,, E lL(F,, F2; p12) and only the condition I, + 1, < 1 is needed. 
Suppose now that only p12, p13 are given. Then solely the restrictions 
1, + II, < 1 and I, + A,p,, = pi3 are necessary for this construction. Other 
cases can similarly be studied. 
Note 5. The equal marginals condition could be unnecessary as long as 
Eq. (2) provides a cdf whenever it is used in the above construction. The 
expressions for H are then rather messy. However, the condition 
F,= . . . = F, is not restrictive to obtain bivariate linear regression. For 
every r # s, the bivariate distributions for unequal marginals have the 
expressions 
Hrs(Xr, 4) = f Bil;,(XrG) + 1 YgFi(xr) f”(xsb 
i=l i,i 
where x pi = p,,. Hence the conditional distributions are given by 
and the regressions are also linear. 
If R = Z,,, we have H(x,, . . . . x,) = F,(x,) . . . F,,,(x,), the distribution 
corresponding to independent variables. If F, = . . . = F,,, and each pii tends 
to 1 then the limit of H(xl, . . . . x,) is min{F,(x,), . . . . F,(x,)}, the upper 
Frechet bound. 
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Note 6. Consider the case m = 2 and use 8 instead of plz. Suppose that 
F,, F2 are absolutely continuous cdfs. If F1 = F2 = F we obtain H(x,, x2) = 
BF(x,) + (1 - 0) F(x,) F(xz) and Eq. (4) reduces to 
which is, in some sense, similar to the Cuadras-Augt family [S, 16, 203. 
The uniform representation or copula for H is 
C,(U, 0) = e min{u, u} + (1 - (3) uu, o<u, u-c 1, 
the weighted arithmetic mean of the upper Frechet bound copula and 
the product copula. The Cuadras-Augt family is obtained considering a 
weighted geometric mean 
C,(u, u) = [min{u, v}]’ (uu)lPe, 
and this copula also sets positive mass on the line u = u. Despite this 
singular part, applications for these copulas have been found, for example, 
to generate exact samples for testing statistical models [25] and to provide 
survival copulas for the Marshall-Olkin bivariate exponential distribution 
[13, 151. 
5. DISTRIBUTIONS WITH GIVEN DEPENDENCE STRUCTURE 
In this section we refer, in turn, to different methods of constructing mul- 
tivariate distributions where the dependence structure is given by a 
parametric matrix measuring the association. Let 0 = (0,) be an m x m 
association matrix, where every bivariate distribution Fii attains the lower 
Frechet bound, the independence case, or the upper Frtchet bound 
according as eii= - 1, 0, or 1. Then, for arbitrary marginals, the class 
W, , . . . . F,,,; 0) is defined in an analogous way. Different classes have been 
obtained in relation with the most common measures of association. 
a. Pearson’s correlation coefficient. If 0 is a correlation matrix, the 
most frequently applied method of construction uses convex linear com- 
binations of the Frechet bounds and the distribution corresponding to 
independent variables [ 141, as well as more complicated derivations of this 
method. See [24, 261 and the previous section results. 
b. Spearman’s rho. Suppose that 0 is a Spearman rank correlation 
matrix. Iman and Conover [lo] provide a method of transforming a ran- 
dom vector X to Y in such a way that the Spearman correlation matrix of 
Y is as close as possible to a given 0, while preserving the marginal 
distributions of X. 
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c. Kendall’s tau. Consider the class [F(F,, . . . . F,,,; T), where T is a 
Kendall rank correlation matrix. An element of this class is the multivariate 
Cuadras-AugC family [8], which depends on a dependence matrix 
0 = (e,), where the relation rii= 0,/(2 - le,l) between 8, and Kendall’s 
tau holds for this family. Kendall’s tau is a natural association coefficient 
for this and other related families [15, 161. 
In practice, both [24, 26, lo] give approximate procedures of construc- 
tion, as the given 0 is only approximately attained, while [S] and 
Theorem 2 obtain exact but more restrictive solutions. 
6. BOTH MARGINAL DISTRIBUTIONS ARE MULTIVARIATE 
Let X = (Xi, . . . . XJ-F, Y=(Y1,..., Y,) N G be second-order random 
vectors satisfying (1) and denote x = (x1, . . . . x,), y = (y,, . . . . y,). It is well 
known that if C(u, u) is a bivariate copula C(F(x), G(y)) do not provide a 
cdf with marginals F and G for m, n > 1. Theorem 3 gives a method of 
construction. 
Let us denote yJ: = min( y, , . . . . yj- r, yi+ i , . . . . y, }, j = 1, . . . . n. We define, 
for every i = 1, . . . . m, j = 1, . . . . n, the cdf 
if y,- < 0, 
otherwise, 
where F, , . . . . F,,, are the marginal cdfs for F. 
THEOREM 3. If the equation 
R,,A = R,, 
holds for A = (A”‘, . . . . A’“)), where 1”) = (Ii”, . . . . 2;))’ E V,, j= 1, 
is a cdf, where 
(5) 
n, and 
(6) 
then there exists H(x, y) such that HE ff(F, G; R,,). 
In addition, if F E lF(F,, . . . . F,,,; R,,) and G E [F(G1, . . . . G,; R,,) are 
constructed following Theorem 2, then H is a totally linear regression 
distribution. 
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ProojI For every i = 1, . . . . m, j = 1, . . . . n, we define the cdf 
Fi”( x, y ) = 
0 if y,: < 0, 
F(x 13 ...9 xi 7 ...? xm) i otherwise, 
where xi = min{xj, yj/n). We consider the cdf defined by the mixture 
H(x, y) =; ,$ i A;“Fi”(x, y) + uF(x) J(y). (7) 
~-1 i=l 
The marginal distributions are H(x, cc)= F(x) and, from (6), 
NW, Y) = G(Y). 
Taking expectations with respect to Fp’ we obtain 
lq xi Y,) = 
0 if j#q, 
nrik if j = q, 
where rik = corr(xi, X,). From (5) we conclude that 
EH(Xi Yj) = h k$, Ajj’nrik = pij, 
where pii = corr(X,, Yj), i= 1, .,., m, j== 1, . . . . n. Hence HE [F(F, G; R,,). 
To prove that H is a totally linear regression, let us denote, for 
i = 1, . . . . m, j = 1, . . . . n, 
x!i) = (0, . . . . 0, nxi, 0, . . . . 0), 
where nxi is in the jth coordinate. The conditional distribution of Y given 
X = x is given by 
F(y/x) =k ,$ f A;j) 6 (y.x;j)} + G(Y)-! ,g f ~!“l;;~j)(y), (8) 
J-1 i=l J-1 i=l 
where y 2 xi” stands for y, 2 0, . . . . vj 2 nx,, . . . . y, 2 0. Taking the expecta- 
tion, we obtain 
m(x) =A i f @Jx{j)= nfx = RZIRfilx, 
nj=l i=l 
which is precisely the multidimensional linear regression of Y on X. 
After some calculations we obtain the bivariate marginals 
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Since R,, A = R,,, 
The conditional distribution is given by 
Hence E( Yj/Xi = xi) = piixi. 1 
Note 7. Theorem 1 can be considered as a particular case of 
Theorem 3. Nevertheless, note a small difference in the construction and 
properties of H. The independence is included, as R,, = 0 implies a = 1, 
but, unlike Theorem 1, the upper Frechet bound is not attained. 
Note 8. Instead of (6) we may use 
J(Y)=~[G(YI-~$, Ej{itl ~?‘F.li,(Y)}]~ 
wherecli>O,j=l,..., n, a,+ . ..+a.=l,and 
Then Theorem 3 holds changing n for aj wherever necessary. Suitable 01;s 
could be chosen in order to assure that (6) yields a cdf. 
Note 9. The equal marginals condition has been taken into account to 
obtain the bivariate marginals in Theorem 3. For unequal marginals we 
obtain 
Fjj(Xi, yj) = 1 [/ii”Hil(X. y./n) + 1’ J . f . + gq$(xj) + n 
. . . + tl~‘Hi~(Xiy yj/n)] 
Substituting H, (see Note 5) in this expression we obtain 
GIVEN MULTIVARIATE MARGINALS 63 
Thus the conditional distribution of Yj given Xi = xi is 
F(Yjlxi)=~Pijs {.v,v,>nxi} + 1 YpqFqb(Yj/n) + Gj(Vj). 
P.4 
Therefore the regression is linear even for unequal marginals. 
7. SOME APPLICATIONS 
Let us consider the class B, of m-variate distributions in which all 
bivariate distributions can be linearized by separate transformation of each 
variable, i.e., there exist transformations of the variables that make all 
bivariate regressions linear. 
COROLLARY 2. Let F,,..., F,,, be continuous univariate cdfs. There exists 
HE [F(F,, . . . . F,) such that HE B,. 
Proof: Let Ur, . . . . U, be uniform (0, 1) T.v., G, , . . . . G, the correspond- 
ing cdfs and consider CE IF(G,, . . . . G, ; C), where Z is a suitable covariance 
matrix. Since C is a copula H(x,, . . . . x,) = C(F,(x,), . . . . F,,Jx,))E 
W, , . . . . E;,). The proof follows because the regression between Vi = F,(Xi) 
and Uj = Fj(Xj), where X, N Fi and Xj N Fj, is linear for every i, 
j= 1, . . . . m. 1 
The transformation to uniform distribution is not the only one, and, if 
linearization transformation exist, they should be found by optimal scaling 
methods. This linearization property is interesting to find consistent 
estimates of the parameters in structural models, which consequently do 
not need multivariate normality or linear regression [9]. Corollary 2 shows 
that it is possible to find a linearizable regression multivariate distribution, 
whatever the marginal distributions. 
Another application is concerned with some statistical problems with 
mixed variables from a geometric point of view. Let X be a random vector 
and S= {P(x, 411 a statistical model, consisting of density functions with 
respect to a measure il, parametrized by a n-dimensional parameter 
4 E @ c [w”. We assume that S is geometrically regular [ 11. By means of the 
Fisher information matrix 
we can construct a geodesic distance between the points #I) and #(2) of the 
manifold @, called the Rao distance [3, 18, 191, which has been widely 
used in statistical inference [l, 21. 
683/42/l-5 
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It is also possible to define a square distance between two observations 
xi and x2 of X by means of 
d2(x,, x2)=@1 -zJG& -z,L (9) 
where zk = (a/@) log p(x,, b), k = 1,2. Distance (9) has applications in 
statistical inference and multivariate analysis [ 6, 171. 
Suppose now that W = (Xi, X,) is a mixed random vector, where Xi has 
a density function pi(xi, di) with respect to a measure Ai, i = 1,2, and there 
exists a density p(w, bi, d2) with respect to a suitable measure p, with 
marginals pi(xi, CJ~~), i = 1, 2. Setting 
a 
which is interpreted as a column vector, let us define for every i, j = 1, 2 the 
matrix 
G, = E(Z,, . Z;,,, 
where the expectation is taken with respect to p(w, 4i, &). It is clear that 
Gii is the Fisher information matrix for pi(xi, tii), i= 1,2. Let us consider 
the matrix 
where Gi2 = G;, depends on d1 and d2. G is the matrix of a covariant sym- 
metric tensor of the second order for all (4,, b2). Therefore G may be used 
to define a geodesic distance induced in the parametric space @i x a2, 
between the points (4,) ti2)(‘) and (#i, &)(2), as well as a distance between 
two mixed observations wi and w2 by means of an easy generalization of 
(9). This second distance has been used in discriminant analysis [6]. When 
both X, and X, have absolutely continuous distribution with respect to the 
Lebesgue measure, there exists a density p(w, di, &) provided that Gi2 
satisfies some restrictions. 
COROLLARY 3. Suppose that (10) gives a transformation from Xi to Zi 
which is one-to-one and satisfies the conditions of the change of variables for 
multiple integrals. For every fixed (dl, &) and a given matrix G12 (satisfying 
the restrictive conditions of Theorem 3) there exists a density p(w, dl, d2), 
with respect to a suitable measure p, with marginals pi(xi, di), i = 1,2, such 
that G,, = E(Z,, . Z;,). 
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Proof. For i= 1, 2 and omitting the parameters, let us write (10) as 
zi= z,(x,), the inverse transformation xi= xi(zi) and the Jacobian of xi 
with respect to zi, 
J.= axi 
4) az, . 
The density of zi is 
qj(Zi) = Pi(Xj(Zi)) I Jil. 
According to Theorem 3 there exists a density q(zl, z,), with respect to a 
suitable measure p (see Note 2), having density marginals qi(zi), i= 1,2, 
such that G,* = E(Z,Z;), the expectation taken with respect to q(z,, z2). 
Let us define the density 
~4x1, XZ)=CT(ZI(XI)~ zzh)) lJ,l-’ IJzl -l, 
with respect to p’, the image measure of p. Then 
s P@I, xd dx, = I qh, Z&Q)) IJII -’ IJA -’ IJ,I dz, 
= qzMxz)) IJA -I = PEA 
and similarly for x1. 
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