This paper demonstrates the use of proper actions and quotient measures in representations of non~central distributions of maximal invariants.
Introduction
Consider a statistical model with sample space X, parameter set 0 and a + P a; a e 0 as the parametrization of the unknown probability measures on X. For a subset 0 0 of 0 we have a statistical testing problem of testing the hypothesis H o: distribution is often given in terms of a correction factor, which is simply the density of t(P a)' a e 0, with respect to a t(P a)' a e 0 0• In the description of the correction factor, group actions will often playa fundamental role. This is especially the case in multivariate statistical analysis.
See, e. g., James [10] and the revi ew paper [12] by Mu i rhead.
The introduction of a group action leads one to the study of a maximal invariant function. For example, an estimator can be a maximal invariant function; or, if a statistical testing problem is invariant under a group action, all invariant test statistics have a unique factorization through a maximal invariant function. For this reason some literature concentrates on the problem of finding the distribution of a maximal invariant function from a general point of view, J. Bondar [4] , U. Koehn [11] , Wijsman [15] and [16] .
Let G be a group acting on X and let P be a probability measure on X.
Let X/G denote the space of orbits and n: X-+ X/G the orbi t projecti on.
The main problem of interest is to represent (find) n(P). Any representation of X/G and n is usually called a maximal invariant function. Often one wants to find a particular maximal invariant function t: X-+Y where Y has some extra structure (e.g. Y might be a nice subset of~n), such that t(P) can be represented by a density with respect to a measure on Y (e.g. a restriction of a Lebesgue measure). As we shall demonstrate later many gen~r~l . r~s.u).'t.s.~bou't.~i.~'t.ri~u't.i on~..of.m~xiJ\1:a11n~ari~~ts:ar-es i.J\1~le con~~q~~n-c~õ f the theory of proper actions and quotient measures, which ar~defined directly on the abstract space X/G. Since this theory seems to be unfamiliar to statisticians, we shall by extracting parts of Bourbaki ([5] , [6] , [7] and [8] ) outline some of the background. See also Tjur [14] .
The decomposition of a measure
A Radon measure on a locally compact Hausdorff space X is a positive linear form~:K(X) -+R, where K(X) is the vector-space of continuous real valued functions on X with compact support. The integration theory is the extension of~to a larger class of functions called the~integrable functions. The relation to the abstract measure theory and integration theory on the a-ring generated by the compact sets in X is obtained through Riesz·s representation theorem. When X is small, that is, has a denumerable basis for the topology, the difference between the two approaches is only formal.
Let M(X) denote the space of (Radon) measures on X equipped with the weak topology. For u € M(X) we denote the support of u by suppt«}. The integral of a p-integrable function f is denoted by !xf(x)dp(x) or !Xfdp.
For f e K(X) we have in addition the expression p(f). The definition of measurability with respect to p of a mapping from X into a topological space T can be found in Bourbaki [6] ; in the cases where T has a denumerable basis for the topology the definition of measurability with respect to p is the classical ones that is the inverse image of a Borel-set in T is p-measurable. Otherwise the condition is stronger than the classical one.
Let now v be a measure onY and let (p) Y be a family of measures y ye: (1) for every k c K(X) the real valued function y-+py<k) ; Y e Y is v-integrable.
In this case we are able to define a measure A called the mixture of the fami ly (Py)Y c Y wi th respect to v by the defi niti on (2) A(k) = !ypy(k)dv(y) ; k e K(X).
The measure A is also denoted by !ypydv(y). To ensure the extension of (2) to A-integrable functions one must assume that the mapping (3) y -+ M(X) y-+p y is measurable with respect to v and that all spaces are a-compact. In this case the relation (2) is extended in the following way: Let f be a A-integrable functions then for v-almost all s e Y we have that f is py-integrable and the v-almost everywhere defined realvalued function y -+ !xf(x)dpy(X) on Y is v-integrable with the integral ( 4) Let now t: X-+ V be A-measurab 1e.
If furthermore for v-almost all y e: V we have that (5) then we call the r « lly e: V,v) a decomposition of A with respect to t.
Construction of measures with densities can be considered as a special case of mixtures: Suppose for a moment that Y= X and let p be a non-negative locally v-integrable function on X. (This means that kp is v-integrable for every ke:K(X).) Then the condition (I) is fulfilled for the family (p(x) e:) X' where e is the one poi nt measure for x e: X. The mi xture of x x e: X this family with respect to v is denoted pv and (2) becomes
It is furthermore seen that (3) is measureable and that «p(x)e:) X' v) is a decomposition of pv w.r.t.
x x e the identity mapping on X. Strictly speaking it is not necessary for our purpose to define mixtures and decompositions as generally as above. The following definition will be enough:
For every k e: K(X) the function y-+lly(k) ; Yc V is an element in K(V).
Since (11) does not depend on v we are able to define the mixture of (lly)y e V with respect to every v e: M(V) and obtain a continuous mapping When all spaces are a-compact then the extension of (2) to the A-integrable functions is ensured. To define a decomposition we can furthermore suppose that t is continuous and (5) is valid for all y e Y.
Again this more restrictive version of (5) does not contain v and it will ensure'that (6) ··oecomeslnJecllVe:lleslraclTpolnlout·tnat ···t(X}·············fSnotfngenera1de·ffnea since t does not in general transform the measure A.
Nevertheless, if t does transform A= I ylJydv(y) (that is, for every k e K(Y), k 0 t i s A-integrable) then we have t(A) (k)
which shows that t(A) = fv, where f(y) = lJy(X) for v-almos t all s e Y. If all measures are probability measures we have t(A) = v and (lJy)ye: y is a version of the conditional distribution given t.
Suppose that we have a decomposition ((lJy)ye: y' v) of A. If P = PA (that is, P has density p w.r.t. A) then although t does not transform A, it is easy to represent t(P) as t(P) = qv , where It is seen from the above considerations that the problem of describing th~non-central distribution is reduced or rather changed to the problem of existence and characterization of a decomposition of the measure A.
In the case where X and Yare Riemannian manifolds, t is a (surjectively) regular transformation, and A is the geometric measure AX on X, then such a decomposition «lly}ye: Y1Ay) with respect to t exists and is charac- 
The quotient measure
The relevant references for this section are Bourbaki [5] and [8] . For a comprehensive treatment see Andersson [1] .
Let G be a a-compact locally compact Hausdorff group and suppose that G acts properlyonX. The action of ge:G on xe:X isdenoted bygx. Proper action means that the action is continuous and that the mapping with SUPP(B u) = n-1 (u) . u e X/G. For k e K(X) the real valued function k on X/G defined by k(u) = Bu(k) becomes an element in K(X/G) (see condition (11) ) and the mapping 
K(X) -+-K(X/G)
k-+-k becomes positive. linear. and onto. This defines an injective "linear" mapping (12) 
M(X/G) -+-M(X) where \.I#(k) =\.I(f) and k e: K(X). It can be shown that the image is defined
by the condition that A is in the image if 9 (13) where 6 G is the modular function of the group G. The condition (13) means that A is relatively invariant with multiplier 6 G -1; if G is unimodular then (13) implies that A is invariant.
Later we shall need the following property of the mapping (12) (15) and (9) , ze:X.
Thus (15) shows that «Bu)u e: X/G' AlB) is a decomposition of A with respect to II.
4. The application of the quotient measure to the distribution of a maximal invariant.
Let G act properly on X and let P be a probability with density p with respect to A, where A satisfies (13) the following facts to obtain a representation of n(P). Since X/G is a-compact it is also paracompact and it follows from Proposition 7 in §2, 4 0 in Bourbaki [5] , that for every continuous multiplier x there exists a continuous positive function n on X with the property (17) n(gx) = x(g)n(x), x e: X, 9 e:G.
Letn be a continuous positive function on X which satisfies (17) with x = xl~G' Then the measure A = (1/nlll satisfies (13) and P= npx , Therefore n(P) = qA!B, where now (16) becomes (18) where ex = 6 G B becomes a left Haar-measure on G. For two probability measures PI and P z on X with densities PI and P2 with respect to 11 we then can define the function p on X/G by The proper action assumption is nice to work with since we have the following almost trivial result, which together with the remarks below can be considered as a very useful extension of theorem 2 in [15] .
Remark 2: The class i ca1 (trans i ti ve) acti on of the group of n x n nonsingular matrices on the set of n x n positive definite matrices is proper.
One only has to show that the inverse image of a bounded set by the mapping (8) is bounded. 
Characterization of the quotient measure by invariance
Suppose that G is a closed subgroup of a locally compact group K and that the proper action of G on X is a restriction of a continuous action of K on X.
Furthermore let H be a closed subgroup of K (H is then a locally compact group in the induced topology) with the properties that for every g eG and he H there exists a 9'e Gsuch that where Aut'G) is the group of automorphisms of G. If the decomposition of k e K into k= hg is uni que then K is a semi di rect product of Hand G. For every he H we have the mapping x-+ nthx) from X into X/G, which is seen to be G-invariant because of (20). Then h e H uniquely defines n: X/G-+X/G, and it is easily seen that we have a continuous action of H on X/G given by
The continuity follows from the facts that the diagram (hT)(n(x)) = fGf(h-19 x) d8(9) = fGf(<Ph 1(g)h-1X)d8 (9) =(mod <Ph) fG f(9h-1X)d8(9) = (mod <Ph) f (n(h-1x)) = (mod <Ph) hf (n( x)) .
Thus one has (23) (hT) = (mod <Ph) hf, h s H, f e K(X).
From (23) and (12) 
Proof
One only has to show that qn is an invarant function on the G-invariant set SUPp(ll') under the action of G. This follows from that qhogp# = g-l(qhgp#) = A G (9)g-1(qh P #) = A G (9)g-1(hp#) = hp# = qh P#, 9 e G, he: H.
An application of proposition 2 is given in Anderson and Jensen [3] .
Thus one has especi ally that u e M( X/G) is re1ati vely i nvariant under the 
