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SUBSTITUTIONAL SUBSHIFTS AND GROWTH OF GROUPS
VOLODYMYR NEKRASHEVYCH
Abstract. We show how to use symbolic dynamics of Schreier graphs to
embed the Grigorchuk group into a simple torsion group of intermediate growth
and to construct uncountably many growth types of simple torsion groups.
1. Introduction
The paper is a continuation of [Nek18], where first examples of simple groups of
intermediate growth were constructed. It has two main goals: illustrating flexibility
of the techniques introduced in [Nek18] and [Nek19], and describing a different ap-
proach for defining and studying groups introduced there. We use explicit symbolic
substitutional systems and Schreier graphs rather than generate groups by homeo-
morphisms of the Cantor set. The difference is mostly formal (as there are standard
ways of transforming one type of definitions into the other) but one approach may
be more convenient in some situations than the other.
As the first illustration, we show how to embed the first Grigorchuk group [Gri80]
into a simple torsion group of intermediate growth. A procedure of constructing a
finitely generated simple group from an expansive minimal action on a Cantor set is
derscribed in [Nek19]. The standard action of the Grigorchuk group on the Cantor
set is equicontinuous (hence not expansive) which is related to the fact that the
Grigorchuk group is residually finite. However, we can easily transform an action
into an expansive one by “exploding” points. This is, for example, the way how
equicontinuous action of Z on the circle by irrational rotation is transformed into
an expansive Denjoy system, see [Nie28, Den32]. One can perform the same trick
with the Grigorchuk group and get a simple finitely generated group containing the
Grigorchuk group and sharing with it many finiteness properties.
We describe this construction in a symbolic way by describing how to construct
the Schreier graphs of the new group by substitutions. In fact, the Schreier graphs
of the virtually simple group containing the Grigorchuk group will coincide with
the graphs of the action of the Grigorchuk group on the Cantor set, except that one
of the generators will be split into three elements with disjoint supports, so that
the edges labeled by one of the generators of the Grigorchuk group will be labeled
by one of three different labels.
We give a direct proof that the new group is virtually simple just by studying
the Schreier graphs. The fact that the group is torsion and of intermediate growth
will follow from the results of [Nek18].
L. Bartholdi and A. Erschler have proved in [BE14] that every group of lo-
cally sub-exponential growth can be embedded into a 2-generated group of sub-
exponential growth. It would be interesting to know if every such group can be
embedded into a simple group of intermediate growth.
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Our second result is showing that there are uncountably many pairwise different
growth types among finitely generated simple groups. We construct a family of
groups Gα generated by 6 elements such that each group in the family has a simple
subgroup of index 16, and there are uncountably many growth types of of groups in
the family. The idea of the proof is similar to the analogous result of R. Grigorchuk
in [Gri85] for the class of finitely generated groups. But it has to use a different
approach to defining groups, since the approach in [Gri85] is based on defining
group actions on rooted trees, which necessarily leads to residually finite groups.
Our result is the first explicit example of uncountably many growth types of
simple groups. It was shown in [MOW19] that there are uncountably many pairwise
non-quasi-isometric finitely generated groups that are simple (among many other
properties). Examples of infinite sets of pairwise non-quasi-isometric simple finitely
presented groups are constructed in [CR10, SWZ19].
2. Groups defined by Schreier graphs
2.1. Graphs of actions. Let S be a finite set. An S-labeled graph Γ is given
by the set of vertices V , the set of edges (arrows) E, the source and range maps
s, r : E −→ V , and a labeling map λ : E −→ S. The graph is perfectly labeled if for
every v ∈ V and every h ∈ S there exists a unique e1 ∈ E such that s(e1) = v and
λ(e1) = h, and a unique e2 ∈ E such that r(e2) = v and λ(e2) = h.
A morphism between two graphs Γ1 = (V1, E1, s, r, λ) and Γ2 = (V2, E2, s, r, λ)
is a pair of maps φ : V1 −→ V2, φ : E1 −→ E2 such that s(φ(e)) = φ(s(e)),
r(φ(e)) = φ(r(e)), and λ(φ(e)) = λ(e) for every e ∈ E1. The morphism is an
isomorphism if the maps φ : V1 −→ V2 and φ : E1 −→ E2 are bijections. A
morphism is a covering if it is surjective and for every v ∈ V1 the map φ induces a
bijection from s−1(v) to s−1(φ(v)) and from r−1(v) to r−1(φ(v)).
Note that if Γ1 and Γ2 are perfectly labeled and connected, then every morphism
between them is a covering. Moreover, for any two perfectly labeled connected
graphs Γ1 and Γ2 and every pair of vertices vi ∈ Γi there exists at most one
morphism φ : Γ1 −→ Γ2 such that φ(v1) = v2.
If Γ is perfectly labeled, then every h ∈ S defines a permutation V −→ V by
the condition h(v) = r(e), where e is the unique edge such that s(e) = v and
λ(e) = h. The group generated by these permutations is called the group defined
by Γ. We usually identify the elements of S with the corresponding permutations
of V . Conversely, for every group generated by a finite set S of permutations of a
set V we can define the corresponding graph of the action with the set of vertices
V , set of edges E = S × V , and maps s(s, v) = v, r(s, v) = s(v), λ(s, v) = s.
All our actions are from the left.
For a graph Γ the combinatorial distance between two vertices v1, v2 is the
smallest number of edges in a sequence e1, e2, . . . , en such that v1 ∈ {s(e1), r(e1)},
v2 ∈ {s(en), r(en)}, and {s(ei), r(ei)} ∩ {s(ei+1), r(ei+1} 6= ∅. In other words, it is
the length of the shortest path connecting v1 to v2 if we disregard the orientation
of the edges.
A rooted graph is a graph with a marked vertex called the root. A morphism of
two rooted graphs is a morphism mapping the root to the root. We have already
mentioned that two rooted perfectly labeled graphs have at most one morphism
between them.
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Let GS be the set of rooted perfectly S-labeled connected graphs. Denote by
Bv(R) the ball of radius R with center in v. Introduce a metric on GS by defining
the distance between two rooted graphs (Γ1, v1), (Γ2, v2) to be 2
−R, where R is
the largest radius such that the rooted graphs (Bv1(R), v1) and (Bv2(R), v2) are
isomorphic (as rooted labeled oriented graphs). This metric induces a natural
topology on GS . An equivalent definition of GS is as the Chabauty space of all
subgroups of the free group FS generated by S. Namely, a rooted perfectly S-labeled
graph (Γ, v) is in a bijective correspondence with the subgroup of FS consisting
of products s1s2 · · · sn ∈ FS such that the corresponding product s1s2 . . . sn of
permutations of V fixes v. (The graph (Γ, v) is reconstructed as the Schreier graph
of the cosets modulo the subgroup.) The topology on GS is then the same as the
topology on the space of subgroups of FS induced from the direct product topology
on the set 2FS of subsets of FS .
Suppose that G is the group defined by a perfectly S-labeled connected graph Γ.
If ∆ is another connected perfectly S-labeled graph such that there is a morphism
φ : Γ −→ ∆, then the action of G on Γ pushes forward by φ to an action on ∆.
In particular, the group generated by ∆ is a quotient of the group generated by Γ
(and the corresponding epimorphism is induced by the tautological map on S).
The hull of a perfectly labeled graph Γ is the closure of the set {(Γ, v) : v ∈ V }
in the space GS , where V is the set of vertices of Γ. It is easy to see that if a graph
∆ is an element of the hull of a graph Γ, then the group defined by ∆ is a quotient
of the group defined by Γ (also with the epimorphism induced by the tautological
map on S). In particular, if Γ1 and Γ2 have the same hulls, then they define the
same groups.
Another easy observation, which we will often use, is that if g ∈ G is an element
of length n (with respect to the generating set S) of the group defined by Γ, then the
image g(v) of a vertex v ∈ Γ belongs to Bv(n) and depends only on the isomorphism
class of the rooted graph (Bv(n), v). Namely, if g = h1h2 . . . hn, then g(v) is the
end of the unique path of edges en, en−1, . . . , e1 starting in v in which the edge ei
is labeled by hi. Here we assume that each edge e comes in two incarnations: in its
original orientation labeled by h ∈ S, and in the opposite orientation e−1 labeled
by h−1 (with s(e−1) = r(e), r(e−1) = s(e)).
2.2. Linear graphs. Most of graphs defining group in our paper will be of a very
special form.
We say that a sequence w = (An)n∈Z of non-empty subsets of S is admissible if
An ∩ An+1 = ∅ for every n ∈ Z. We imagine such a sequence as a graph with the
set of vertices Z in which for every n there are |An| edges connecting n to n + 1
labeled by the elements of An. We also add loops at n labeled by the elements of
S \ (An ∪ An−1). Then the graph Γw associated with the sequence w is perfectly
S-labeled. Note that all the edges are not directed in our case. (More precisely, we
assume that h = h−1 for every h ∈ S, so that each edge e is equal to its inverse.)
Suppose that w is an admissible sequence. Then the action of an element h ∈ S
on the set of vertices Z of Γw is given by
h(n) =


n+ 1 if h ∈ An,
n− 1 if h ∈ An−1,
n otherwise.
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Denote by Gw the group defined by the corresponding perfectly labeled graph, i.e.,
the group of permutations of Z generated by the permutations defined by the above
formula. It is a subgroup of the wobbling group on Z, see [JM13].
We assume that Γw is a rooted graph with the root 0 ∈ Z. The hull of Γw can
be described as the set of rooted graphs Γu for all sequences u belonging to the
subshift generated by w and the sequence w−1 written in the opposite direction,
i.e., to the set of all sequences u such that every finite subword of u is a subword
of w.or of w−1. Equivalently, it is the closure of the union of the orbits of w and
w−1 under the shift. If the sets of finite subwords of w and of w⊤ are equal, then
the hull is equal to the subshift generated by w. (This will be the case in all of our
examples.)
Example 2.1. Take S = {a, b}, and let w = (. . . {a}{b}{a}{b} . . .). Then Gw is
the infinite dihedral group. The subshift generated by w has two elements.
Example 2.2. Consider S = {a, b, c} and the Markov chain w = ({sn})n∈Z, where
si is chosen at random with probability 1/2 from the two possibilities in S \ {si−1}.
Then Gw is isomorphic with probability 1 to the free product C2 ∗ C2 ∗ C2, since
every element of the free product will appear as a subword of w with probability
1. In other words, with probability 1 the subshift generated by w is the set of all
sequences in the Markov chain.
On the other hand, the group Gw is amenable for a wide class of sequences w.
Definition 2.3. A sequence (an)n∈Z is repetitive if for every finite segment (ai, ai+1, . . . , ai+n)
there exists a constant Cn such that for every k ∈ Z there exists j ∈ Z such that
|j − k| < Cn and (ai, ai+1, . . . , ai+n) = (aj , aj+1, . . . , aj+n). We say that it is
linearly repetitive if there exists a constant L such that Cn ≤ Ln for all n ≥ 1.
A subshift (i.e., a closed shift-invariant subset of the space of sequences) is called
minimal if the orbit of every its element is dense. It is a classical fact that a sequence
is repetitive if and only if it generates a minimal subshift.
We say that a subshift Sw is linearly repetitive, if w is linearly repetitive. It is
easy to check that this does not depend on the choice of a particular sequence w
generating the subshift.
The following is a direct corollary of the main result of [JM13].
Theorem 2.4. If w = (An)n∈Z ∈
(
2S
)Z
is a repetitive admissible sequence, then
Gw is amenable.
A segment or a subword of a sequence (An) is any finite sequence (Ai, Ai+1, . . . , Ai+n).
A one-sided sequence is sequence of the form (A0, A1, . . .) or (. . . , A−1, A0). When
we talk about segments we usually interpret them as graphs.
For a set W of finite or infinite (one-sided or two-sided) admissible sequences,
we define the subshift generated by W as the set of all sequences (An)n∈Z such that
every finite segment (Ai, Ai+1, . . . , Ai+k) is a segment of an element of W .
2.3. Substitutions. We will construct admissible sequences over alphabet S using
the following notion of a substitution.
We start with a set X0 of initial segments, a set C of segments called connectors,
and define inductively the nth generation segments equal to x = xǫ11 e1x
ǫ2
2 e2 . . . ek−1x
ǫk
k ,
where xi belong to the set Xn−1 of segments of the (n − 1)st generation, ei ∈ C,
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and ǫi is either nothing or −1, denoting the operation of writing a sequence in the
opposite direction. The number k and the elements xi, ei, ǫi depend on x.
Our recurrent rules (which we will call substitutions) may be stationary, i.e.,
each set Xn is identified with the same set X , and the rules of creating the next
generation of segments from the segments of the previous one do not depend on n.
We use connectors only for convenience. One can instead replace the set Xn of
segments of nth generation byXn∪C (or byXn∪XnC). Then the next generation of
segments is obtained just by concatenation of segments of the previous generation.
Example 2.5. Let S = {a, b, c, d}. The single initial segment will be {a}. The
sets Xn will consist of a single segment In, and the rules are
In+1 =


In{b, c}In if n ≡ 1 (mod 3),
In{b, d}In if n ≡ 2 (mod 3),
In{c, d}In if n ≡ 3 (mod 3).
This rule is not stationary, but if we keep only the sets X0, X3, X6, . . ., then the
rule will be a stationary substitution.
Example 2.6. Take S = {ai, bi, ci, di : i = 0, 1, 2, 3}, the initial segments I0,
I1 consisting of single vertices, connectors e0 = {a0, b0, c0}, e1 = {a1, b2, c1}, e2 =
{a2, b2, c2}, and e3k+i for k > 0 equal to {bi, ci} for k ≡ 0 (mod 3), {bi, di} for
k ≡ 1 (mod 3), {ci, di} for k ≡ 2 (mod 3). Define the segments In for n ≥ 2 by
the substitution
In = I
−1
n−2en−2I
−1
n−1.
The group defined by these Schreier graphs in the group of intermediate growth
analyzed in [Nek18, Section 8].
The following two propositions are classical (see, for example [BR10, Proposi-
tion 1.4.6]).
Proposition 2.7. Let C be a finite set of segments, and let Xn be a sequence of fi-
nite sets of segments such that each segment x ∈ Xn+1 is of the form x1e1x2e2 . . . emx−1xmx ,
for xi ∈ Xn and ei ∈ C. Suppose that for every n there exists m such that every
segment z ∈ Xm contains every segment x ∈ Xn. Then the subshift S defined by
the set
⋃
nXn is minimal.
Proof. By definition, for every n every element of S is of the form . . . e−1x0e1x1e2 . . .
for some sequences xi ∈ Xn and ei ∈ C. If I is any segment of an element of S, then,
by definition of S, it is a subsegment of a segment x ∈ Xn for some n. Let m ≥ n
be such that every segment y ∈ Xm contains x. Then the distance between any
two consecutive copies of x in every w ∈ S will be less than twice the maximum of
length of elements of Xm plus the maximum of lengths of elements of C. It follows
that every w ∈ S is repetitive. 
Proposition 2.8. Let Xn be a sequence of finite sets of segments and let S be the
subshift generated by their union.
Suppose that the following conditions are satisfied
(1) Every element x = Xn+1 is a concatenation x1x2 . . . xm of elements of Xn.
(2) There exists k such that if x1x2, for x1, x2 ∈ Xn, is a segment of an element
of S, then x1x2 is a segment of an element of Xn+k.
(3) The numbers m, |Xn| in condition (1) are uniformly bounded.
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Then the subshift generated by the union of the sets Xn is linearly repetitive.
Proof. After replacing the sequence Xn by Xnk, we may assume that k = 1. Note
that then every segment x ∈ Xn is a sub-segment of every element of Xn+1. Let
Ln be the maximal length of an element of Xn. Then the length of every element
of Xn+1 is at least |Xn|Ln and at most mLn. It follows that the ratio of lengths of
any two elements of Xn+1 ∪Xn belongs to an interval (C−1, C) for some constant
C > 1.
Let v be a segment of an element of the sushift S generated by the union of the
sets Xn. Let n be the smallest number such that v is a subsegment of a segment
x1x2 for x1, x2 ∈ Xn such that x1x2 is a segment of an element of S. Then the
length of v is not greater than 2Ln. On the other hand, the length of v can not
be smaller than the length of the shortest element of Xn−1. It follows that the
ratio of the lengths of v and any element of Xn belongs to an interval (C
−1
1 , C1)
for a constant C1 > 1 not depending on v and n. Then the second condition of the
proposition implies that the gaps between isomorphic copies of v in an element of
S have length bounded above by C2|v|. 
2.4. Groups of intermediate growth. If G is a group generated by a finite set
S, then the associated growth function is the number γG(n) = γG,S(n) of elements
of G that can be written as products s1s2 . . . sk for si ∈ S ∪ S−1 and k ≥ n.
The growth rate is the equivalence class of γG,S(n) with respect to the equivalence
relation identifying two non-decreasing functions f1, f2 if there exists a constant
C > 1 such that
f1(n) ≤ f2(Cn), and f2(n) ≤ f1(Cn)
for all n ≥ 1. The growth rate does not depend on the choice of the generating set.
Theorem 2.9. Let S ⊂ (2S)Z be a linearly repetitive infinite subshift consisting
of admissible sequences and containing three sequences (Bn)n∈Z, (Cn)n∈Z, (Dn)n∈Z
such that Bn = B−n = Cn = C−n = Dn = D−n for all n ≥ 1 and B0 = {c, d}, C0 =
{b, d}, D0 = {b, c} for some b, c, d ∈ S.
Then GS is a infinite torsion group and its growth function γ(R) is bounded from
above by exp(C1n/ exp(C2
√
log n)) for some constants C1, C2.
Proof. The proof is the same as the proof of [Nek18, Theorem 6.6], where only
linear repetitivity and the structure of the graphs (Bn)n∈Z, (Cn)n∈Z and (Dn)n∈Z
and their smallest common covering graph Ξ are used. 
Example 2.10. The group defined in Example 2.5 is of intermediate growth,
since the corresponding graphs are linearly repetitive by Proposition 2.8, and the
corresponding subshift contains I−1∞ {b, c}I∞, I−1∞ {d, b}I∞, and I−1∞ {c, d}I∞, where
I∞ = {a}{b, c}{a}{d, b}{a}{b, c}{a} . . . is the inductive limit of the segments In
with respect to the embeddings of In to the suffix of In+1.
Example 2.11. The same arguments show that the group defined in Example 2.6
is also of intermediate growth.
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3. Embedding Grigorchuk group into a simple group
The (first) Grigorchuk group G is the group generated by the transformations of
{0, 1}∞ generated by the following recurrently defined permutations a, b, c, d
a(0w) = 1w, a(1w) = 0w,
b(0w) = 0a(w), b(1w) = 1c(w),
c(0w) = 0a(w), b(1w) = 1d(w),
d(0w) = 0w, d(1w) = 1b(w).
The following recurrent description of the orbital graphs of the action of G on
{0, 1}∞ is well known, see [BG00]. The precise description of the space of orbital
graphs is from [Vor12].
Proposition 3.1. Let S be the subshift defined by following segments:
I1 = {a}, In+1 = InenIn,
where en =


{b, c} for n ≡ 1 (mod 3),
{d, b} for n ≡ 2 (mod 3),
{c, d} for n ≡ 3 (mod 3).
Then the group defined by S is isomor-
phic to the Grigorchuk group G (for the same generators a, b, c, d).
There is a surjective equivariant continuous map Φ : S −→ {0, 1}∞, which is
one-to-one except for the set of graphs isomorphic (as non-rooted graphs) to one
of the three graphs I−1∞ enI∞, where I∞ is the direct limit of the segments In with
respect to the embedding of In into the left half of In+1. The map Φ maps all three
rooted graphs I−1∞ enI∞ to 111 . . ., so that Φ is three-to-one on the exceptional set.
The orbital graph of 111 . . . is one-ended chain described by the sequence I∞.
We see that Example 2.5 defined the orbital graphs of the Grigorchuk group.
We refer the readers to [Vor12] for the proof of the proposition. Here we will only
describe the map Φ by labeling the vertices of In. Define I1 as the graph 1
a
0.
Define then
In+1 = In1en(In0)
−1,
where In1 and In0 are obtained from In by appending to the end of the names of
their vertices symbols 1 and 0, respectively. As usual, I−1 denotes reverting the
orientation of a segment I.
The new vertex-labeled graphs In are isomorphic to the graphs In from the
proposition. (Note that In in the proposition are symmetric.)
It is checked by induction that the left endpoint of In is 11 . . . 1︸ ︷︷ ︸
n times
, its right endpoint
is 11 . . .1︸ ︷︷ ︸
n− 1 times
0, and if v and u are two edges of In connected by an edge labeled by
a generator s, then s(vw) = uw for all w ∈ {0, 1}∞. The map Φ is then the limit
of the described labeling.
The Grigorchuk group also acts on the set {0, 1}∗ of finite words (using the same
definition as for the infinite sequences). The action preserves the structure of a
rooted tree on {0, 1}∗ (where a vertex v is connected to vx for every x ∈ {0, 1}).
This implies that the Grigorchuk group is residually finite.
Dynamically, the fact that the Grigorchuk group is residually finite corresponds
to the fact that its action on {0, 1}∞ is equicontinuous. On the other hand, ex-
pansive actions can be used to construct simple groups, see [Nek19]. A standard
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trick to force expansivity is “exploding” points of an orbit. For example, this is
the way expansive Denjoy homeomorphisms of the Cantor set are obtained from
equicontinuous actions by irrational rotations on the circle, see [Nie28, Den32].
We can perform the same trick with the Grigorchuk group. For example, we can
split the point 000 . . . in two by separating the sequences with an odd and an even
numbers of leading symbols 0 into two neighborhoods of the two copies of 000 . . ..
After we propagate this split along the G-orbit of 000 . . ., the Grigorchuk group
will act on the new Cantor set expansively. Then the corresponding alternating full
group of the action, as defined in [Nek19], will be simple and finitely generated.
More explicitly, the new Cantor set X will be the set of all right-infinite sequences
x1x2 . . . over the alphabet {00, 01, 1} such that each length 2 subword xixi+1 belongs
to the set
{0001, 0100, 011, 100, 101, 11}.
Here the symbol 00 “predicts” that there will be an even number of zeros (including
itself) before the first 1, while 01 “predicts” that the number of zeros will be odd.
The operation of erasing indices is then a continuous surjective map X −→
{0, 1}∞, which is one-to-one except for the sequencesw ∈ {0, 1}∞ containing finitely
many symbols 1, which have two preimages.
The action of the Grigorchuk group on {0, 1}∞ naturally lifts to the action on
X given by the rules
a(10xw) = 01−x0xw, a(11w) = 011w, a(0xw) = 1w,
and
b(01−x0xw) = 01a(0xw), b(0110xw) = 0xa(10xw),
b(0111w) = 00a(11w), b(1w) = 1c(w),
c(01−x0xw) = 01a(0xw), c(0110xw) = 0xa(10xw),
c(0111w) = 00a(11w), c(1w) = 1d(w),
d(0xw) = 0xw, d(1w) = 1b(w),
One can show that this action is expansive. The topological full group of the
action is generated by b, c, d, and the restrictions of a to three subsets of X corre-
sponding to the three possible values of the second coordinate of a sequence w ∈ X :
100w
a0←→ 0100w, 101w a1←→ 0001w, 11w a2←→ 011w.
Then, by the results of [Nek19] and [Mat12], the derived subgroup of the full
group 〈b, c, d, a0, a1, a2〉 is simple. It has finite index in the full group, since the full
group is generated by finitely many elements of order 2.
Instead of proving the above statements, we will describe the full group Ĝ anew
as a group defined by its orbital graphs, and prove that it is virtually simple directly
using only the structure of its Schreier graphs.
The generating set of our group Ĝ will be S = {a0, a1, a2, b, c, d}. Consider the
following initial segments
I1 = {a2}{b, c}{a0},
J1 = {a2}{b, c}{a1},
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Figure 1. Orbital graphs of G and Ĝ
and for n ≥ 1 define
In+1 = JnenJ
−1
n ,
Jn+1 = JnenI
−1
n ,
where the connector en is equal to {b, c}, {d, b}, {c, d} if n ≡ 0, 1, 2 (mod 3),
respectively. Note that In is symmetric for n ≥ 2.
For example, we have
I2 = {a2}{b, c}{a1}{d, b}{a1}{b, c}{a2}, J2 = {a2}{b, c}{a1}{d, b}{a0}{b, c}{a2}.
We see that In and Jn for n ≥ 0 start and end with {a2}{b, c} and {b, c}{a2}, and
that each of the edges {a0} and {a1} is surrounded by {d, b} on one side and {b, c}
on the other.
Let S be the subshift generated by the set of segments In, Jn, and let Ĝ be the
group it defines. Note that a0, a1, a2 commute (they are never neighbors) and that
the subgroup 〈a, b, c, d〉 ≤ Ĝ, where a = a0a1a2, has the same orbital graphs as the
Grigorchuk group, hence it is isomorphic to it.
For every n each orbital graph Γw is obtained by connecting infinitely many
copies of In and Jn by connectors e0, e1, e2 in some order. It follows from the
description of I1 and J1 that the decomposition into copies of I1 and J1 is unique.
This in turn implies that the decomposition of Γw into the copies of In and Jn is
unique for every n.
Let Hn, for n ≥ 2, be the subgroup of elements g ∈ Ĝ satisfying the following
conditions:
(1) Each copy of In and Jn in Γw is g-invariant.
(2) The element g commutes with isomorphisms between copies of In and with
isomorphisms between copies of Jn.
(3) The action of g on a copy of In leaves both halves Jn−1, J
−1
n−1 of In invariant.
Denote by SJn the symmetric group on the set of vertices of Jn. It follows
from the definition that Hn is naturally identified with a subgroup of SJn × SJn−1.
Denote by AJn the corresponding alternating subgroups.
Proposition 3.2. The group Hn contains SJn × SJn−1 for every n ≥ 2.
Proof. Denote by HIn and HJn the intersections of Hn with {1}×SJn−1 and SJn ×
{1}, respectively.
It is easy to see that the element a0 and the commutators [b, a0], [c, a0], [d, a0]
belong toHJ2 . It follows thatHJ2 contains the symmetric group on the four vertices
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of the subsegment {d, b}{a0}{b, c} of J2. Taking commutators of the elements of
this symmetric group with b, c, a1, a2, and taking into account that a0 ∈ HJ2 , we
conclude that HJ2 = SJ2 × {1}.
We have a1 ∈ H2. Since the projection of H2 onto SJ2 is surjective, it follows
that HI2 contains the action of a1 on the vertices of I2. Taking commutators with
b, c, a2, we conclude that the elements of HI2 can permute the vertices of one half
{a2}{b, c}{a1} of I2 by any permutation, i.e., that HI2 = SJ1 . This finishes the
proof for n = 2.
Suppose that we know that proposition holds for n, and let us prove it for n+1.
Note that the right end of Jn and the left end of J
−1
n are adjacent in Γw to {en} only.
Copies of In appears in Γw only inside Jn+1, and their right end (the left end of
I−1n , respectively) is adjacent only to en. Their left ends (the right ends of I
−1
n ) are
the right ends of Jn+1, hence they are always adjacent to en+1. One of the letters
b, c, d, denote it x, belongs to en but does not belong to en+1. Then HIn ≤ HJn+1
and [x,HIn ] ⊂ HJn+1 . Taking commutators of HJn with the group generated by
[x,HIn ] we show that the alternating group of permutations of the vertices of Jn+1
is contained in HJn+1. But HIn contains odd permutations, hence HJn+1 = SJn+1.
It follows that HIn+1 contains the group SJn , hence Hn+1 = SJn+1 × SJn . 
We obviously have Hn < Hn+1. Let H∞ be the union of the subgroups Hn.
Proposition 3.3. The derived subgroup H ′∞ of H∞ is simple and has index 2 in
H∞.
Proof. The derived subgroup of Hn is the direct product AJn×AJn−1 of alternating
groups of permutations of the vertices of Jn and Jn−1. It follows that H
′
n is the
union of the subgroupsAJn×AJn−1 . Let g ∈ H ′n be an arbitrary non-trivial element.
Let (g1, g2) ∈ AJn × AJn−1 be the corresponding element of the direct product
of alternating groups. Let (h1, h2) be the element of AJn+1 × AJn representing
g ∈ Hn+1. The set of vertices of Jn+1 is a union of a set in a bijection with the
set of vertices of Jn and a set in a bijection with the set of vertices of In. The
permutation h1 acts by g1 on the first set and by g2 on the second one. The
permutation h2 acts by copies of g1 on two halves of the set of vertices of In+1.
Consequently, for all m ≥ n + 2 the both coordinates of g as an element of the
direct product AJm ×AJm−1 are non-trivial. Consequently, the normal closure of g
in H ′m is equal to H
′
m. Hence, the normal closure of g in H
′
∞ is the whole derived
subgroup H ′∞.
If (k1, k2) ∈ (Z/2Z)2 is the parity of an element g of SJn ×SJn−1 ∼= Hn, then the
parity of g as an element of SJn+1 × SJn ∼= Hn+1 is (k1, k1), since the permutation
in the second coordinate SJn−1 is copied twice as a permutation of the second half
In of Jn+1. It follows that an element of SJn × SJn−1 ∼= Hn belongs to H ′∞ if and
only if its first coordinate is an even permutation. Consequently, [H∞ : H
′
∞] = 2.
An element of H∞ not belonging to H
′
∞ is, for example, a2. 
Denote by J∞ the inductive limit of the segments Jn with respect to the em-
bedding of Jn to the left part of Jn+1. Then Jn is a right-infinite chain. Let ξ
be its right endpoint. The subshift S contains the graphs Λn = J−1∞ enJ∞ for all
n = 0, 1, 2. The smallest common cover of Λn is the graph Ξ obtained by taking
four copies of J∞, and connect the copies of ξ together by a Cayley graph of the
Klein’s four-group {1, b, c, d}. The four copies of J∞ in Ξ can be denoted (J∞, x)
for x ∈ {1, b, c, d} so that the left end of J∞ in the copy (J∞, x) is connected by
SUBSTITUTIONAL SUBSHIFTS AND GROWTH OF GROUPS 11
Figure 2. Graphs J∞ and Ξ
an edge labeled by y to the left end of (J∞, xy). See Figure 2, where J∞ is shown
above Ξ.
Since Ξ covers the graphs Λn, the group Ĝ naturally acts on the set of vertices
of Ξ, i.e., Ξ is a Schreier graph of Ĝ. In fact, Ξ is the Schreier graph of Ĝ with
respect to the intersection of the stabilizers of the copies of the left end of J∞ in
the Schreier graphs Λn.
Proposition 3.4. An element g ∈ Ĝ belongs to H∞ if and only if it leaves invariant
the subsets (J∞, x) of Ξ.
Proof. If g ∈ H∞, then there exists n such that g ∈ Hn. But then g leaves the
copies of the segment Jn, In invariant, hence it leaves also invariant the subsets
(J∞, x) of Ξ which are unions of such segments.
Conversely, suppose that g ∈ Ĝ leaves the subsets (J∞, x) invariant. Note that
each of the segments In, Jn is of the form Jn−2 . . . J
−1
n−2. It follows that in the
partition . . .X1ek1X2ek2 . . . of Γw into the copies Xi of the segments In, Jn, the
connectors eki are surrounded by J
−1
n−2ekiJn−2. If the length of g is shorter than
the length of Jn−2, then any path describing the action of g on Γw can be lifted
to a path in Ξ so that eki is covered by the Cayley graph of {1, b, c, d} (i.e., by
the central part connecting the copies of J∞). Since g leaves the parts (J∞, h)
invariant, the points of Γw do not cross the connectors eki under the action of g.
Moreover, the action of g on each copy Xi of the segments In, Jn will depend only
on the isomorphism class of Xi. It follows that g ∈ H∞. 
Theorem 3.5. The group Ĝ is virtually simple.
Proof. Let A = 〈H ′∞Ĝ〉 be the normal closure of H ′∞ in Ĝ. We will prove that it is
a simple subgroup of finite index.
Let us prove first that A has finite index. For a vertex v ∈ J∞ and an element
g ∈ Ĝ, denote by τg(v) the element of {1, b, c, d} such that the lift of the action of
G to Ξ moves (v, 1) to (g(v), τg(v)). We have τg(v) = 1 for all but finitely many
vertices of J∞. We have
(1) τg1g2(v) = τg1(g2(v))τg2 (v)
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for all g1, g2 ∈ Ĝ and all vertices v.
Denote by φ(g) the product of the values of τg(v) for all vertices of J∞. It follows
from (1) and the fact that {1, b, c, d} is commutative, that φ : Ĝ −→ {1, b, c, d} is a
homomorphism. It is also easy to check that φ(b) = b, φ(c) = c, and φ(d) = d, so φ
is an epimorphism.
We have H∞ < kerφ. Moreover, by Proposition 3.4, an element g ∈ Ĝ belongs
to H∞ if and only if τg(v) = 1 for all vertices v of J∞
It is checked directly that φ[a2,b](v) is equal to 1 for all vertices v except for two
of them (ξ and ba2(ξ)) where it is equal to b. Similarly, φ[a2,c] is equal to c on
two vertices and to 1 everywhere else. Since H ′∞ is 2-transitive on J∞, it follows
that every element of kerφ can be written as a product of an element of H∞ and
elements of the form [a2, b]
h and [a2, c]
h for h ∈ H ′∞. Note that [a2, b], [a2, c] ∈ A,
since a2 ∈ H ′∞. As [H∞ : H ′∞] = 2, this implies that A is a subgroup of index at
most 2 in kerφ. Consequently, A is a subgroup of finite index in Ĝ.
Let us show that A is simple. Suppose that N⊳A is a non-trivial proper normal
subgroup of A. Let g ∈ N \ {1}. The element g moves a vertex v of J−1∞ e1J∞.
There exists n such that v, g(v) belong to the central segment J−1n e1Jn of J
−1
∞ e1J∞,
and the distance from v to the boundary of J−1n e1Jn is greater than the length of
g. We can find an isomorphic copy of J−1n e1Jn inside Jm for some large m and an
element h ∈ H ′m moving v but fixing pointwise all elements of the |g|-neighborhood
of the boundary of Jm. Then the commutator [h, g] is non-trivial and belongs to
H ′m. Since H
′
∞ is simple, it follows that N ≥ H ′∞.
It remains to show that the normal closure of H ′∞ in Ĝ is equal to the normal
closure of H ′∞ in A. The group H
′
∞ is generated by the set of permutations g ∈ Ĝ
such that the 〈g〉-orbits are of lengths 1 and 3, and g preserves the set of vertices
of J∞ in Ξ. Moreover, for any D we can take as a generating set a subset C of this
set such that for every g ∈ C every two 〈g〉-orbits of length 3 are on distance at
least D from each other.
It follows from the arguments from the proof that A is a subgroup of finite index
in Ĝ that a conjugate of an element of C by an element of Ĝ is equal to a conjugate
by an element of A. Consequently, the group generated by H ′∞
A
is equal to the
group generated by H ′∞
Ĝ. 
The intersection of G with the simple finite index subgroup of Ĝ has finite index
in G. It is known that every subgroup of finite index in G has a subgroup isomorphic
to G (see, for example [Gri00, Section 12]). Consequently, the simple finite index
subgroup of Ĝ contains an isomorphic copy the Grigorchuk group. So, we have
embedded the Grigorchuk group into a simple finitely generated torsion group of
intermediate growth Ĝ. The group Ĝ is torsion and of intermediate growth by
Theorem 2.9.
4. Uncountably many growth types
We construct in this section, using the techniques of defining groups by their
Schreier graphs, an uncountable family of virtually simple groups containing con-
tinuum of pairwise different growth types.
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Our set of generators will be S = {a0, a1, a2, x, y, b, c, d}. We will use the same
notation
e1 = {b, c}, e2 = {d, b}, e3 = {c, d}
as for the Grigorchuk group and the virtually simple group Ĝ.
Start with
I0 = {a0}{a1}, J0 = {a0}{a2}.
Let α = (α0, α1, . . .) be a sequence of symbols σ or non-trivial elements of the
free monoid {x, y}∗. Define the sequence of pairs of segments, associated with α,
by the following rule.
If αn = σ, then
In+1 = JnenJ
−1
n ,
Jn+1 = Jn{x}In{y}In{y}J−1n .
If αn = t1t2 . . . tm ∈ {x, y}∗, then
In+1 = JnenJ
−1
n ,
Jn+1 = Jne1In{t1}In{t2}In{t3} . . . {tm}J−1n .
Let Sα be the subshift defined by the set of {In, Jn}n≥0, and let Gα be the group
defined by Sα.
Note that since every two connectors en are disjoint, the subgroup {1, b, c, d} of
Gα is isomorphic to the Klein’s four group for every α.
Proposition 4.1. The group Gα is virtually simple for every sequence α. More
precisely, the derived subgroup G′α is simple and Gα/G
′
α
∼= (Z/2Z)4.
Proof. For every n ≥ 0 every element of the subshift Sα is obtained by concatenat-
ing isomorphic copies of the segments In, Jn using the connectors e1, e2, e3, {x},
and {y}. It is easy to see that the partition into the copies of the segments I0 and
J0 is unique. Since the segment In+1 is the only segment of the form JnenJ
−1
n , it
follows by induction that the partition into the copies of In and Jn is unique for
every n ≥ 0.
Each segment In consists of two copies of Jn−1. Therefore, we get a canonical
partition of each graph Γ ∈ Sα into isomorphic copies of Jn and Jn−1.
Similarly to Section 3, denote for n ≥ 1 by Hn the subgroup of all elements
g ∈ Gα preserving the set of vertices of each copy of Jn and Jn−1 of the partition
and commuting with all isomorphisms between the copies of Jn and between the
copies Jn−1. The group Hn is naturally identified with a subgroup of the direct
product SJn × SJn−1 of symmetric groups on the sets of vertices of Jn and Jn−1.
Denote by HJn and HIn the intersections of Hn with SJn × {1} and {1} × SJn−1 .
Note that a1, [a0, a1] generate a subgroup of Gα isomorphic to S3, preserving the
vertices of each copy of I0, acting trivially on the copies of J0, and commuting with
isomorphisms between the copies of I0. Similarly, a2, [a0, a2] generate a subgroup
of Gα acting as the full symmetric group on the sets of vertices of the copies of J0.
Let us prove at first that Hn contains the direct product AJn × AJn−1 of the
groups of even permutations of the sets of vertices of Jn and Jn−1, i.e., that HJn
contains the alternating group on Jn and HIn contains the alternating group on
Jn−1. Let us prove this by induction. Both the inductive step and the base case
n = 1 will be proved at the same time.
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Let v1, v2, . . . , vm be the vertices of In listed in the order they appear in the
segment. ThenHn contains the permutation h = (v1, v2)(vm−1, vm) for n ≥ 1 or the
permutation (v1, v2) for n = 0, acting identically on the copies of Jn. Consider the
commutator [x, h] if αn = σ or the commutator [b, h] if αn 6= σ. This commutator
will be a cycle of length 3 on the set of vertices of Jn+1 and will act identically
on the vertices of In+1. Conjugating it by elements of HJn , by elements of HIn ,
and by x, y, b, c, d, we will get enough 3-cycles to generate AJn+1 ≤ HJn+1 . The
group HIn+1 will contain HJn by the inductive assumption (or by the fact that
〈a2, [a0, a2]〉 is S3). This finishes the inductive argument.
Let h1 ∈ SJn , h2 ∈ SJn+1 be arbitrary permutations. Since there are even num-
bers of copies of Jn and Jn−1 in Jn+1, they will induce an even permutation of the
set of vertices of Jn+1. By the same argument, they will induce an even permuta-
tion of the set of vertices of Jn+2. It follows that the corresponding permutation
belongs to AJn+1 ×AJn+2 ≤ Hn+2. Consequently, SJn × SJn−1 is contained in Gα,
hence Hn coincides with the whole group SJn × SJn−1 .
Denote by H∞ the union of the groups Hn. Note that we have shown that H∞
is isomorphic to the direct limit of the direct products of the alternating groups
AJn ×AJn−1 , which implies that H∞ is perfect.
Let J∞ be the limit of Jn with respect to the embedding of Jn to the left end
of Jn+1. It follows from the recursions defining the segments In and Jn that the
subshift Sα contains the graphs J−1∞ zJ∞ for each z ∈ {{x}, {y}, e1, e2, e3}, since
the corresponding finite segments J−1n zJn are sub-segments of Im and Jm for all
m ≥ n + 3. The same arguments as in the proof of Proposition 3.4 show that an
element g ∈ Gα belongs to H∞ if and only if it leaves invariant the sets of vertices
of J∞ and J
−1
∞ in the graphs J
−1
∞ zJ∞ for every z ∈ {{x}, {y}, e1, e2, e3}. Note that
x, y, b, c, d generate a group K isomorphic to (Z/2Z)4, as they commute with each
other. Similarly to the proof of Theorem 3.5, define τg(v) for a vertex v of J∞ to
be the product h1h2h3 ∈ K of the elements h1 ∈ 〈x〉, h2 ∈ 〈y〉, h3 ∈ {1, b, c, d},
where h1 is equal to x if v is moved by g from J∞ to J
−1
∞ in J
−1
∞ {x}J∞ and to 1
otherwise, h2 is equal to y if v is moved by g from J∞ to J
−1
∞ in J
−1
∞ {y}J∞ and to
1 otherwise, and h3 describes to which branch (J∞, h) the vertex v is moved by g
in the graph Ξ obtained by gluing the copies of J∞ together along the endpoint of
J∞ by the Cayley graph of {1, b, c, d}.
Then g ∈ H∞ if and only if τg is constant 1. Let φ(g) be the product of the values
of τg(v) over all vertices v of J∞. Then, by the same arguments as in the proof of
Theorem 3.5, φ : Gα −→ K is an epimorphism and its kernel is equal to the normal
closure of H∞ in Gα (we are in a better situation here than for Theorem 3.5, since
H ′∞ = H∞ now).
The same argument as in the proof of Theorem 3.5 show that for every non-
trivial element g ∈ kerφ the normal closure of g in kerφ contains H∞ and that
the normal closure of H∞ in kerφ and in Gα coincide, which proves that kerφ is
simple. Note that this implies that kerφ = G′α, since K is commutative. 
Proposition 4.2. Let α = (α1, α2, . . .) be a sequence such that αn = σ for all n
big enough. Then there exist C1, C2 such that the growth of Gα satisfies γGα(n) ≤
exp(C1/ exp(C2
√
logn)) for all n ≥ 1.
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For every finite sequence (α1, α2, . . . , αk) of symbols σ and elements of {x, y}∗
and for every R ≥ 1 there exists n such that for every sequence
α = (α1, α2, . . . , αk, σ, σ, . . . , σ︸ ︷︷ ︸
n times
, αk+n+1, αk+n+2, . . .)
the ball of radius R in the Cayley graph of Gα is isomorphic to the ball of radius R
of the group G(α1,α2,...,αk,σ,σ,σ,...).
Proof. The first statement follows directly from Theorem 2.9.
Let us prove the second statement. For every (α1, α2, . . . , αk) and R there exists
n such that every for every segment Im, Jm for m ≥ k+n has length more than R.
Note that the set of segments of length R in Im+1 and Jm+1 do not depend then
of the symbol αm. Consequently, for every
α = (α1, α2, . . . , αk, σ, σ, . . . , σ︸ ︷︷ ︸
n times
, αk+n+1, αk+n+2, . . .)
the set of segments of length R in the graphs belonging to Sα coincides with
the set of segments of length R in the graphs belonging to Sα′ for for α′ =
(α1, α2, . . . , αk, σ, σ, . . .). It follows that an equality g1 = g2 for products of length
≤ R of the generators x, y, b, c, d, a0, a1, a2 are true or false in Gα and Gα′ at the
same time, i.e., the groups Gα and Gα′ have isomorphic balls of radius R in their
Cayley graphs. 
Proposition 4.3. For every finite sequence (α1, α2, . . . , αk−1) there exists M such
that for every N there exists a word w ∈ {x, y}∗ such that for every infinite sequence
α = (α1, α2, . . . , αk−1, w, αk+1, αk+2, . . .), the growth of the group Gα satisfies
γGα(Mn) ≥ 2n
for all n = 1, . . . , N .
Proof. Consider the segment Ik defined by (α1, α2, . . . , αk−1), and let g be the
product of the labels along a simple path from the left to the right endpoints of Ik,
so that g has length equal to the length of Ik and moves it left end to the right end.
Let w ∈ {x, y}∗ be a word containing all words v ∈ {x, y}∗ of length ≤ N as
subwords. For every word v = t1t2 . . . tn ∈ {x, y}n consider the corresponding
element gv = tng · tn−1g · · · t1g of Gα for α = (α1, α2, . . . , αk−1, w, αk+1, αk+2, . . .).
Since w contains v = t1t2 . . . tn ∈ {x, y}n, the segment Ik+1 will contain the
sub-segment Zv = Ik{t1}Ik{t2} . . . Ik{tn}. The element gv = tng · tn−1g · · · t1g will
move the left end of Zv to its right end and the length of gv is equal to the length
of Zv. Any other element gv′ for v
′ ∈ {x, y}∗ of length ≤ n will move the left end
of Zv to another vertex, since any geodesic path connecting the ends of Zv must
have length n and contain exactly the same edges t1, t2, . . . , tn on the same places
as in the geodesic path corresponding to gv. It follows that all elements gv for
v ∈ {x, y}n, for n ≤ N , are pairwise different. There are 2n of them, and their
length is n(|Ik|+ 1). It follows that M = |Ik|+ 1 and the chosen w will satisfy the
conditions of the proposition. 
Theorem 4.4. There exist uncountably many pairwise different growth types of
simple finitely generated groups.
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Proof. After we proved Propositions 4.2 and 4.3, the proof of the theorem is similar
to the proof of [Gri85, Theorem 7.2].
Choose a sequence C1, C2, . . . of positive integers converging to infinity. We
will define for every sequence ρ = (r1, r2, . . .) ∈ {0, 1}∞ a sequence αρ such that
there are uncountably many different growth types among the groups Gαρ . The
sequence αρ will be the limit of finite sequences α(r1,r2,...,rn) so that α(r1,r2,...,rn+1) is
a continuation of α(r1,r2,...,rn). At the same time we will define a sequence R1, R2, . . .
of positive integers.
Using Proposition 4.2 and Proposition 4.3, we can find R1, α0 = (σ, σ, . . . , σ),
and α1 = (w) for w ∈ {x, y}∗, such that if γ0(n) is the growth of Gα for any α
beginning with α0, and γ1(n) is the growth of Gα for any α beginning with α1,
then we have
γ0(C1R1) ≤ γ1(R1).
Suppose that we have defined Rn and the sequences αv for all sequences v ∈
{0, 1}n of length n. Then by Propositions 4.2 and 4.3, there exists a number k, a
word w ∈ {x, y}∗, and a number Rn+1 > Rn such that if γ0 is the growth function
of any group Gα, where α starts with αv for v ∈ {0, 1}n followed by σ, σ, . . . , σ︸ ︷︷ ︸
k times
, and
γ1 is the growth function of any group Gα′ for α
′ starting with αu for u ∈ {0, 1}n
followed by w, then we have
γ0(Cn+1Rn+1) ≤ γ1(Rn+1).
This will give us an inductive definition of the groups Gαρ for ρ ∈ {0, 1}∞
and of the sequence Rn. Suppose now that ρ1, ρ2 ∈ {0, 1}∞ are two sequences
which differ in infinitely many coordinates. Suppose that the growth functions γi
of Gαρi are equivalent. Then there exists C > 1 such that γ2(R) < γ1(CR) and
γ1(R) < γ2(CR) for all R ≥ 1. Since ρ1 and ρ2 are different in infinitely many
coordinates, there exists n such that Cn > C and the nth coordinates of ρ1 and
ρ2 are different. Then we will have either γ1(CnRn) ≤ γ2(Rn) < γ1(CRn) or
γ2(CnRn) ≤ γ1(Rn) < γ2(CRn), which is a contradiction.
It follows that the sets of groups with equivalent growth functions in the set
of groups {Gαρ : ρ ∈ {0, 1}∞} are at most countable, hence we have continuum
pairwise different growth types in this set. Each group in this set is virtually simple
by Proposition 4.1. Since a finite index subgroup has the same growth type as the
group, it follows that there is a continuum of different growth types of simple finitely
generated groups. 
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