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Abstract-A linear algorithm is given for findin g all symmetric furthest neighbor pairs in the set of 
vertices of a simple polygon. This note generalizes the results obtained recently by Toussaint. 
I. INTRODUCTION 
An algorithm for finding all symmetric furthest neighbor (SFN) pairs for unimodal polygons 
was recently proposed by Toussaint[2]. The aim of this note is to alter his algorithm so that 
the new algorithm will work for all simple polygons with the property that for each edge there 
exists one antipodal vertex. This alteration is based on some Toussaint’s theorem and on an 
idea for determining all antipodal pairs in the set of vertices of a convex polygon and searching 
among them for all SFN Pairs in linear time. 
Before we start describing the algorithm let us establish some notions on notations which 
will be useful in the sequel. 
By a polygonal path L with vertices a,, a?, . . , u,,, one understands a union of segments 
L is represented by the sequence of its consecutive vertices and we shall write L = a,~, . . . 
a ,,,. By a simple polygon P with vertices a,, a,, . , a,,, one understands a polygonal path 
ala2 . a,,,a,, which is a simple closed curve (notation P = ala2 . . . a,,~,). For convenience, 
the notation, 
P = ala2 ... arnam+t4,+2 ... a,,,+,,. 
where a, = a,,,,,. i = 1, 2, . . . tz < m, will be regarded as equivalent to P = a,~, . - 
LI,,,~,. The vertex a, of P is said to be untipodal to the edge a,a,+ , tf there is a supporting line 
-- 
for P that contains a, and is parallel to a,~,, ]. The pair a,. u, of vertices of P is said to be 
arlripodul if it admits parallel supporting lines of P. 
Let d denote Euclidean metric. The pair of points (a,, a,) is said to be an SFN pair in the 
set {a,. . a,,,} if 
d(a,. a,) = max d(a,, a,) = max d@,, a,). 
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Let u = [u,, u:] and v = [lo,, v?] be two nonvanishing vectors that are not negative 
multiples of each other. An oriented angle of the ordered pair u and v (notation &u, Y) will 
indicate a number w E ( - TT, n) 
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u,v, + LhV? 
cos I// = 
/Ll * I”[ -- 
where /II/ = m). 
Let L = ala, . . a, be a polygonal path and let v be an arbitrary nonvanishing vector 
that is not a negative multiple of a. 
oriented angle h(ux, a,ai;,). 
Let q, be an oriented angle G(v. 3) and let q’i be an 
Setting 
PLJ~~) = w, = I q’ if i=l w,_, + q, for i = 2, , 17 - 1. 
one obtains a unique function defined on the edges of the polygonal path L. This function will 
be called the penetration index of the edge in the path L in respect of v. In the case where 
v = a,hi we shall omit v in the notations. Note that if 
P = ala2 . a,a,+, . . . urn+,? n < m, am+, = a, 
is a simple polygon, then 
2. BASIC FACTS 
The algorithm will be derived from the following facts: 
(1) (Toussaint[2]) An SFN pair is antipodal. 
(2) The number of antipodal pairs of vertices of a convex polygon, P = a,a? . . a,a,+, is m 
and they can be computed in time linearly dependent on m. 
The output of the algorithm for finding all antipodal pairs in a convex polygon is a list of pairs 
with a certain order that allows one to apply another linear algorithm for determining all SFN 
pairs among them. 
The proof of (2) is based on the following Lemmas: 
(3) LEMMA 
The vertices a,, aI of a convex polygon admit supporting lines of P iff the intervals 
(w,-,, w,) and (w,-I - 71, v, - II) 
have nonempv intersection. 
Proof. Notice that if the line 1 is supporting P at the vertex a, then it contains a point b E 1 
such that 
(4) w,-I = pl,(a,-Ia,) < w = PJ,,. .,G7) < P[,(a,a,+,) = w,+~. 
Analogously, for a line 1 supporting P at a, there is a point b’ E 1’ such that 
- 
(5) I!,_, = PI,,(m) < ye’ = PI,,, .,,,(a,b ) < P~,,(a,a,+,) = w,+I. 
If the lines 1 and 1’ are parallel and 0 < j - i < m then cy = v’ - R and v is a common 
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point of intervals ( I,U-, , t,u,) and (v,-, - 71, w, - x). On the other hand, let the intersection 
of these intervals be nonempty and contain a number IJI, and let I and I’ be the lines that contain 
the points a, and u,,, , , respectively, and the directions of which are I,U and v/ + 7~. It is clear 
that 1 and 1’ support P and are parallel. 
The immediate consequence of the definition is the following: 
(6) PROPOSITION 
The vertex a, is antipodal to the edge a,a,+ , , i < j, ifs 
PI,(a,a,,;) > Pl,(a,) + 71 > PI,(a,_,a;). 
(7) LEMMA 
If the vertex a, is antipodal to the edge a,a,+ , , then the pairs of vertices a,, a, and a, + , , a, 
are antipodal. 
Proof. The intervals (I,u,_, , ty,) and (w,_, - n, t,u, - TC) have the number w, in common. 
Since the second interval is open. the intersection of these intervals has to be open in (w,- , , 
vi). Nonempty open subsets of ( I+V_ , , I,v,) have to contain a point from (w,- , , Wi) and therefore 
(v/,-l> Vi) n (V/-l - n7 V/I - n) # 0 
By (3) we infer that a, and a, are antipodal. Analogously, we prove this for the pair a, and a,, , . 
(8) LEMMA 
[f a, and a, are antipodal to a, and k > j > i, then, for every I, j 5 1 < k, a, is antipodal 
to a,. 
Proof. By (3) we infer that the interval (w,-, , w,) contains v~_, - n and w, - x. Because 
of the convexity of P the penetration indices of consecutive edges form an increasing sequence, 
and thus 
v, - n < W/-l - n-c v/, - II< i/f&, - 7c. 
Hence, 
(w,-1 - nt, ly, - 7.c) c (w,-,9 w,), 
and by (3), a, is antipodal to a,. 
(9) LEMMA 
- - 
If a, and a,, i < j 5 k are antipodal to the edges a, _ , a, and a,ai+, respectively, then 
(i) A, = {a,: j s I I k} is the set of all vertices of P antipodal to ai; 
(ii) A, n A,+, = {ai}. 
Proof. (i) By (7) and (8) one infers that A, consists of points antipodal to Ui. Since I,V~ -
71 > w and v.,- I - TC < I,u-~, the intervals (ly, - TI, wl;+, - n) and (vi-2 - Z, I,Y,_, - 71) 
do not intersect the interval (t,u,- , 9 ~~1, and therefore, by (3), a,_, and an + , are not antipodal 
to a,. It is clear that no other vertex could be antipodal to a, because by (3), a,_, or a,,, would 
be antipodal to a,. 
( 10) 
(ii-) The equality (ii) is a direct consequence of (7) and (i). 
COROLLARY 
The number of antipodal pairs of laertices in convex m-gon is m. 
Proof. Let {al} = A, n A,,,. All the pairs of the form (a,, a,). where a, E A, form a subset 
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From the Lemma (9) it follows that A is a set of vertices of some shortest path joining ((I,, ~1~) 
and (G, a,+, ) and consisting of unit edges parallel to the axes. It is obvious that the number 
of these unit edges is (m - 1) + m = 2m - 1 and consequently the number cf vertices of 
that path is 2m (see Fig. 1). Hence the cardinality of A and thus doubled number of antipodal 
pairs (each pair appears twice in A) is 2m (see Fig. 1). 
3. ALGORITHM CONANT 
The facts proved in the previous section allow us to construct a linear algorithm for finding 
all antipodal pairs among the vertices of a convex polygon. It is possible to build a procedure 
rejecting the pairs that have no chance of being SFN pairs into this algorithm. 
Algorithm ConAnt 
Input: Vertices of the polygon P = uou, . a,,,~,,,,, a?,“, a,,,_, = (1, described in terms 
of their Cartesian coordinates. 
Output: The ordered list of pairs of antipodal vertices of P from which all SFN pairs are 
recruited. For the detailed flowchart of the algorithm see Fig. 2. Its outline is as follows: 
(1”) Starting from i = 1 and j = 2, check whether u, is antipodal to a,_ ,a,. If this is the 
case, set j(i) = j and k(i - 1) = j and go to (2”); if not, go to (3”). 
(2”) Find the largest number among d(u,_,u,) I = j(i - I), . , k(i - 1) and determine 
that “I” for which it is reached. Remember that pair, change i for i + 1 until i = m 
and go to (I”). 
(3”) Change j for j + I and go to (I”). 
It is clear that the number of steps of the algorithm does not exceed 2m and, on the output, 
one obtains a list of pairs of the form 
(u,, a,,,,) i = 1, , tn. 
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. . J. = 1 
1 1 
l(i): = j 
di :=d(ai ,aj) 
c 
I 
l(i): = jtl 
i = m+l Y 
I 
1 
output: All the 
pairs (ai,a,(j)), r 
i=l,...,m 
Fig. 2. Algorithm ConAnt. 
and 
d(a,, a,,;,) = max 4a,, a,). 
MA, 
Note that the sequence I(i) is increasing. 
The algorithm ConSFN consists of two parts: 
(1) ConAnt-algorithm. 
(2) (a) Starting with i = 1 andj = I(i), check whether l(j) = i + m. If this is the case, the 
pair (a,. a,,,,) is SFN; 
(b) Take the next i [until I( 1) is reached] and go to (a). 
For flowchart of the above algorithm see Fig. 3. 
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INPUT 
ii i: = 1 
P j: = 2 
I I j: = i+l I 
, 
Produce all the 
SFN-pairs 
Fig. 3. Algorithm ConSFN. Its input is the output from ConAnt. 
4. THE CASE OF A SIMPLE POLYGON 
Let a, 6, c, d be a quadruple of points such that d lies inside the triangle abc of Fig. 4. 
Observe that if a is the furthest neighbor for d, then d is not the furthest neighbor for n. 
It follows from this elementary fact that if d’ is an intersection of the lines cb and ad, then one 
of the angles at vertex d' is not lower than 71/2, and if it is for instance ad’b. then labi > 
lad’\ > (adj. 
An immediate consequence of this fact is that SFN pairs can be formed only from extreme 
C 
a b 
Fig. 3. 
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points. To find all SFN pairs for a simple polygon, we first apply convex hull algorithm (eg. 
Orlowski[ 11) and then use ConSFN. 
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