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I coinedfractal from the Latin adjective fractus. The corresponding Latin verb frangere
means "to break" to create irregular fragments. It is therefore sensible and how
appropriate for our need! that, in addition to
"fragmented" (as in fraction or
refraction), fractus should also mean "irregular", both meanings being preserved in
fragment.
-Mandelbrot: Thefractal Geometry ofNature
The unifying concept underlying fractals, chaos and power laws is self-similarity.
Self-similarity, or invariance against changes in scale or size, is an attribute of many
laws ofnature and innumerable phenomena in the world around us. Self-similarity is, in
fact, one of the decisive symmetries that shapes our universe and our efforts to
comprehend it.
-Manfred Schroeder, 1991
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ABSTRACT
This thesis investigates the application of discrete-time statistically self-similar
(DTSS) systems to modeling of variable bit rate (VBR) video traffic data. The work is
motivated by the fact that while VBR video has been characterized as self-similar by
various researchers, models based on self-similarity considerations have not been
previously studied. Given the relationship between self-similarity and long-range
dependence the potential for using DTSS model in applications involving modeling of
VBR MPEG video traffic data is presented. This thesis initially explores the
characteristic properties of the model and then establishes relationships between the
discrete-time self-similar model and fractional order transfer function systems. Using
white noise as the input, the modeling approach is presented using least-square fitting
technique of the output autocorrelations to the correlations of various VBR video trace
sequences. This measure is used to compare the model performance with the performance
of other existing models such as Markovian, long-range dependent and M/G/oo . The
study shows that using heavy-tailed inputs the output of these models can be used to
match both the scene time-series correlations as well as scene density functions.
Furthermore, the discrete-time self-similar model is applied to scene classification in
VBR MPEG video to provide a demonstration of potential application of discrete-time
self-similar models in modeling self-similar and long-range dependent data. Simulation
results have shown that the proposed modeling technique is indeed a better approach than
several earlier approaches and finds application is areas such as automatic scene
classification, estimation of motion intensity and metadata generation for MPEG-7
applications.
XI
Chapter 1
Introduction
Advances in communication and network technologies have led to the birth of the
Internet. Efficient bandwidth management has become an important issue due to heavy
load generated by traffic related to multimedia transmission such as audio and video.
Compressed video, the most common being MPEG video, has given rise to variable bit
rate video traffic and modeling of these compressed domain video traffic has gained a lot
of importance. Recently, the discovery that VBR video traffic exhibits self-similarity and
long-range dependence has changed the modeling scenario significantly.
Self-similarity is a phenomenon where in an object looks the same or behaves the same
when magnified at different degrees of magnification or scales in one or multiple
dimensions (space or time). In other words, in the deterministic case the temporal scaling
of the signal simply reproduces the signal itself to an amplitude scale factor or, in the
stochastic case, it reproduces its fundamental statistical characteristics. Fractional
Brownian motion[l-4], fractional Gaussian noise'l^-lO], and the well-known 1//
noise[8-13] are some examples of self-similar signals. Self-similar processes are observed
in various areas such as communication networks[17,18], electronic devices[16],
sensors[20,21], economics[19], hydrology[20] etc.
Several approaches have been taken to characterize self-similarity. In continuous
time, the time scaling or dilation operation plays a prominent role. Because dilation is not
1 Fractional Gaussian noise is a second-order self-similar process.
well defined in discrete-time, approaches to studying self-similarity in this domain tend
to rely on sample properties of continuous-time self-similar signals and constructs that
use scale-dependent operators such as wavelet transforms. A direct linkage with time
scaling is avoided. Wide-sense statistical self-similarity in continuous-time random
processes is defined through invariance of its first and second order statistics to scaling in
time. Womell's formulation[21-23] of linear scale invariant systems (LSI) provides an
interesting approach to modeling statistical self-similarity in continuous-time. It can be
shown that these LSI models generate self-similar signals with a simple white noise
input. The investigation reported in [24-26] was partlymotivated by the desire to produce
a similar formulation in discrete-time. Zhao and Rao have proposed a discrete-time
continuous-dilation scaling operator and developed a framework based on it for
formulating statistical self-similarity from first principles in a manner analogous to the
continuous-time development. This is accomplished by first postulating a scaling
operator in discrete-time that takes continuous dilation values. The work ofZhao and Rao
addresses the problem of defining and representing self-similar signals and systems in
discrete-time.
The main intent of this thesis is to investigate new approaches to VBR video
modeling. This work studies the basic properties of the discrete-time self-similar model
proposed in [24-26] and evaluates the relationship of the DTSS model with other
fractional order transfer function systems. It is shown that the basic system exhibits long-
memory properties for a given range of fractional parameter value and the system is also
expressible as a special fractional ARIMA model. The work presented here shows that
discrete-time models developed from self-similar considerations are indeed better suited
for application involving self-similarity and long-range dependence. We demonstrate the
modeling approach of the proposed DTSS system in applications involving modeling of
long-range dependent phenomena such as VBR video streams by computing correlation
fits in the least-square sense to the MPEG trace files. The model fit is then evaluated
against the correlation fits of some standard models such as Markovian model, long-
range dependent model and M/G/oo model. Furthermore, based on the correlation fits
for an optimal fractional parameter, the discrete-time self-similar model is applied to
scene classification in VBRMPEG video based on its content. Finally, with heavy-tailed
input forwhich the model produces stable heavy-tailed output, the model is used to fit the
scene time-series both in terms of correlation and marginal distributions to prove that the
DTSS model in fact capture the fractal nature of the VBR video traffic at multiple time
scales.
The organization of the thesis is as follows. Chapter 2 discusses the concepts of
fractals, self-similarity and related phenomena such as long-range dependence, heavy-
tailed distributions etc. Statistical definitions of self-similarity are provided. A survey of
the previous research in the area of multimedia network traffic modeling is presented
along with preliminary introduction of the thesis contribution. Chapter 3 discusses the
construction of a self-similar model in discrete-time analogous to continuous-time
construction and presents properties related to the new model in the context of VBR
video modeling. Chapter 4 gives a brief introduction to VBR MPEG video encoding
procedure. It also explains the procedure of VBR video time-series modeling using the
proposed discrete-time self-similar model and demonstrates how the model can be used
in applications such as scene classification, video indexing and video retrieval
applications. Finally, heavy-tailed modeling of video streams using Levy stable inputs is
also presented. Conclusions and potential directions for future work are provided in
Chapter 5.
Chapter 2
Background
This chapter gives a brief background review of the modeling approaches to
variable bit rate video and discusses the concepts of scaling, self-similarity, long-range
dependence and related concepts in the context ofVBR video. An extensive description
of the previous work in self-similar network traffic modeling that has motivated
researchers to investigate other types of traffic data in various network topologies are
presented. The study is focused on the features of the models documented and their
limitations. A brief overview ofMPEG coding and the need for variable bit rate coding is
presented. Preliminary explanation as to why VBR video is self-similar and the reasons
for investigating new approaches to VBR video modeling in the light of self-similarity
and long-range dependent phenomenon is provided.
2.1 A Panorama on Multimedia traffic Modeling
The research in the areas relating to traffic self-similarity has come a long way.
Work involving trace collection and analysis from physical networks are known as
measurement-based traffic modeling. The analysis procedure is useful in detecting,
identifying and quantifying the characteristics of the networks. It has been shown in [14,
27-31] that self-similarity is an ubiquitous phenomenon and it occurs in wide varieties of
network topologies, from LAN and WAN to IP and ATM protocol stacks to copper and
fiber optic transmission media. Leland et al[14] demonstrated self-similarity in a LAN
(Ethernet) environment. Self-similarity in Wide Web WAN IP traffic was shown by
Paxon and Floyd[30]. Crovella and Bestavros[27] demonstrated self-similarity in WWW
traffic. Statistical methods for detection and estimation of self-similarity and long-range
dependence2
can be found in [32, 33]. Wavelet and multifractal based approaches to
analysis of traffic traces can be found in [34, 35]. The most common being generation of
arrival pattern of a single data source as in the case of variable bit rate video3 (VBR)[28,
36]. Heavy-tailed ON/OFFmodeling of traffic data can be found in [37, 38]. The answer
to the question "why heavy-tailed traffic over TCP- and UDP-based. protocols would
induce self similar burstiness at multiplexing
points?"
can be found in [31]. This work
establishes that the superposition of a large number of independent ON/OFF sources with
strictly alternating heavy-tailed ON/OFF periods leads to self-similarity in the aggregated
sense. A more general model where the ON/OFF periods are i.i.d was proposed by
Mandelbrot[39] and was further studied by Taqqu and Levy[40]. A wide range of
mathematical models of self-similar or long-range dependent traffic have been proposed,
some of which facilitate queuing analysis[41-44], buffer design[45, 46] and cell loss
analysis[47]. In the next section, we define several terminologies and definitions to be
used throughout this thesis relevant to the concepts of fractals and self-similarity.
Motion Pictures Expert Group (MPEG) video compression aims at reducing both
spatial and temporal redundancies using Discrete Cosine Transform (DCT) based
compression and motion compensation methods. Variable bit rates result due to the
2
Self-Similarity and long-range dependence can be used interchangeably in some cases, but they are not
one and the same. See section 2.7 for details.
3
Encoding procedures and related information on variable bit rate video can be found in Chapter 4
variation of the information content in the video frames and the coding algorithm
employed. This in turn gives rise to "burstiness" over a wide range of time-scales. A
scene change or change in image background causes the data rate to vary abruptly and
huge peaks are observed at such instants. The peaks contain strong components of high
spatial frequency. "Burstiness" can be expressed in terms of peak to mean bandwidth
ratio. The correlation structure exhibits long memory properties and the fall off is
hyperbolic in nature. A scene may last over several frames and this gives rise to high
correlation between the frames. The Group Of Pictures (GOP) pattern that specifies the
sequence of the encoded frame types is applied repeatedly to the video sequence,
resulting in heterogeneous frame sizes and periodicity in traffic pattern [48].
Variable bit rate (VBR) video traffic is characterized by heavy-tailed
distributions, large variance and complex correlation properties [49]. Several models
have been proposed to characterize and describe the statistical properties of compressed
video steams[45, 50-58] in the literature. In particular, the phenomena of long-range
dependence (LRD), self-similarity and heavy-tailed distributions appear to play a
prominent role. Long-range dependence in video traffic has been documented by Beran et
al[36]. Video traffic models in [45, 59] use traditional short-range dependent (SRD)
Markov-Modulated Poisson Processes. These models do not take into account the
periodic structure of the MPEG video that gives rise to slow decaying periodic
correlation properties. A model based on autoregressive-moving average (ARMA)
process was proposed in [52]. A histogram based traffic model was studied in [55] and
the Transform Expand Sample (TES) approach was developed in [53]. A model based on
the sum of two AR(1) processes and a Markov chain was proposed in [54]. In [29],
authors model the correlation of the video traces by superimposing a number of
decreasing exponentials to match the SRD part and the LRD portion was fitted with a
function of the form Lk~0 , where L is a constant and J3was approximated using theHurst
exponent. Researchers in the area ofMarkovian modeling have shown that for networks
with finite buffers it is sufficient to include correlations up to a finite lag (proportional to
the buffer size) [60, 61]. Heyman et al[45] applied Markov chain models to
videoconference sequences coded using DPCM/DCT and VBR schemes and showed that
they can accurately estimate cell loss rate.
The procedure of video modeling involves matching certain statistical
characteristics of an actual video sequence to those of the model and thereby obtaining
the model parameters. In particular researchers are interested in matching the correlation
structure of the bits/frame sequence since this has a great value in queuing analysis of a
statistical multiplexer[62]. Several models have been proposed to synthesize traces whose
autocorrelation match that of the video traffic traces. Garrett and Willinger[28] have
shown that autocorrelation functions (ACF) of VBR video time-series decay
hyperbolically and the tail behavior of the marginal bandwidth distribution can be
accurately described using a hybrid Pareto model. Cox [63] introduced the
M/G/oo process as an example that demonstrates long-range behavior when G is a
Pareto distribution. It has been shown that the autocorrelation function of a compressed
video sequence is better captured by an M/G/oo input process which is characterized
by the autocorrelation r(k) = e'0^ than by LRD or Markovian (SRD) models [64], the
reason being that by varying G many forms of time dependence can be displayed which
makes the class ofM IG I oo process a good model to model VBR video sequence. It has
been shown by Lakshman et al[42] that Markov models can capture correlations up to a
finite lag. They also studied modeling of broadcast video using Gamma, Weibull and
Pareto distributions. Krunz et al[49] have studied the frame size distribution for each
frame type of a MPEG encoded sequence. Scene boundaries give rise to variation in
average bit generation of/ frames across different time scales. Scenes typically consist of
a few tens (or hundreds) of frames that depict a movie portion without sudden changes in
view which include zooming and panning[49]. The high burstiness of the VBR video
traffic is due to frequent scene changes. A model that studies the cross correlations
between the three types of frames of a GOP was proposed in [65]. Casilari et al[66]
investigated classification of scene duration using the tail index parameter.
Although researchers have characterized VBR video as statistically self-
similar[36], models based on self-similarity considerations have not been investigated. In
the asymptotic second order self-similar case, self-similarity implies long-range
dependence, and vice versa [15]. This thesis addresses a two-fold problem. On the one
hand we try to match VBR video trace correlations using a simple parametric model
derived from self-similarity considerations. By trace, we mean the sequence of frame
sizes of a real or synthetic VBR stream. The intent is to investigate how well the DTSS
system models developed by Zhao and Rao[25, 26] perform relative to the models
studied in [64] with respect to generating sequences whose autocorrelation match that of
VBR video traffic data. The motivation lies in the fact that the Zhao-Rao formulation is
derived from first principles considerations that are analogous to the continuous-time
formulations of scale invariance and self-similarity [21]. The study of scale-invariant
systems is closely tied to that of self-similarity. A brief overview of scaling and self-
similarity and related concepts is given in the next section. On the other hand, with
heavy-tailed inputs we investigate if the same system can simultaneously provide
accurate fits to both the marginal distributions as well as the autocovariance function of
the scene density. Scene densities ofVBR video sequences depict heavy-tailed behavior
and their modeling finds a lot of importance in queuing analysis and automatic scene
classification applications.
2.2 BriefOverview ofMPEG Coding
TheMPEG (Motion Pictures Expert Group) compression algorithm is a standard
jointly developed by the International Organization of Standards (ISO) and the
International Electrotechnical Commission (IEC). A high compression ratio is obtained in
the MPEG algorithm due to the Discrete Cosine Transform (DCT) and motion entropy
coding[67]. MPEG compressed video streams are composed of a number of hierarchical
elements. The sequence layer being the highest layer comprises of an arbitrary number of
Group ofPictures (GOP). In turn, each GOP is made up of a number of frames.
The MPEG compression standard defines three frame types. The first frame type
is the Intra- or the Iframe. This frame is coded with reference to the current frame only.
Each 8x8 block is first transformed from the spatial domain into a frequency domain
using the DCT, which separates the signal into independent frequency bands. Most
frequency information is in the upper left corner of the resulting 8x8 block. After this, the
10
data is quantized. Quantization can be thought of as ignoring lower-order bits (though
this process is slightly more complicated). Quantization is the only lossy part of the
whole compression process other than subsampling. The resulting data is then run-length
encoded in a zig-zag ordering to optimize compression. This zig-zag ordering produces
longer runs of O's by taking advantage of the fact that there should be little high-
frequency information. The coefficient in the upper left corner of the block, called the DC
coefficient, is encoded relative to the DC coefficient of the previous block (DCPM
coding). The second frame type, The Predictive or P frame differs from the Iframe in
that it is coded with reference to the current frame and a previous / or Pframe. The past
reference frame is the closest preceding reference frame. Each macroblock in a P-frame
can be encoded either as an I-macroblock or as a P-macroblock. An I-macroblock is
encoded just like a macroblock in an I-frame. A P-macroblock is encoded as a 16x16 area
of the past reference frame, plus an error term. To specify the 16x16 area of the reference
frame, amotion vector is included. A motion vector (0, 0) means that the 16x16 area is in
the same position as the macroblock we are encoding. Other motion vectors are relative
to that position. Motion vectors may include half-pixel values, in which case pixels are
averaged. The error term is encoded using the DCT, quantization, and run-length
encoding. A macroblock may also be skipped which is equivalent to a (0, 0) vector and an
all-zero error term. The search for good motion vector (the one that gives small error term
and good compression) is the heart of any MPEG-1 video encoder and it is the primary
reason why encoders are slow. The third frame type, the Bidirectional or B frame, is
coded with reference to a past and a future / or Pframe as well as the current frame. The
11
future reference frame is the closest following reference frame (/ or P). The encoding for
B-frames is similar to P-frames, except that motion vectors may refer to areas in the
future reference frames. For macroblocks that use both past and future reference frames,
the two 16x16 areas are averaged. In a nutshell, the / frames are intracoded and
generation ofP, B involves prediction and interpolation in addition to intracoding.
The GOP pattern specifies the number and temporal order of P and B frames
between two successive / frames, for example "IBBPBBPBBPBBPBBF. This is
represented in Figure 2.1. The arrows represent the inter-frame dependencies. Frames do
not need to follow a static IPB pattern. Each individual frame can be of any type. Often,
however, a fixed IPB sequence is used throughout the entire video stream for simplicity.
The typical data rate of an I-frame is 1 bit per pixel while that of a P-frame is 0. 1 bit per
pixel and for a B-frame, 0.015 bit per pixel.
Figure 2.1 Typical Group of Pictures (GOP) pattern. Arrows indicate dependencies.
Video compressed at a constant quality will result in a variable number ofbits per
frame [68]. Therefore if the bitstream generated by a video encoder must be transmitted
over a constant bit rate (CBR) channel, there will be a penalty in terms of quality. For
12
example, a scene may lose its quality if it needs more bits than the constant rate for
lossless transmission. The recent packet switching networks support VBR transmission
and therefore are better suited to transmit video streams that are VBR in nature.
2.3 Fractals and Self-Similarity
The term Fractal, has its origin in geometry evolved from Mandelbrot's research
on the varying rule of cotton price in 1960. Mandelbrot found that the varying curve of
cotton price during a day is almost the same as during a month. Mandelbrot also studied
the noise problem in communication transmission, as a result he found that the scale-
invariant phenomenon also exists in that area, whether in second-scale observation or in
hour-scale observation, the ratio of the noiseless interval to the noise-contaminated
interval was always constant.
Fractals are mathematical objects, which exhibit an order of irregularity and
fragmentation inherent in many patterns of nature such as clouds, mountains and
coastlines[69]. For example, the shape of a tree may resemble that of the branches that
comprise the tree. In a more general view, fractals are objects that possess a form of self-
similarity. Parts of the whole can be made to fit to the whole in some way by scaling[70].
Therefore the concept of scaling is closely related to fractals. Up to now, fractals have
been widely used in communication, image processing, physics, chemistry, biology,
economics, hydrology, material science, sociology etc. Fractals have altered our outlook,
not only helping us interpret the behavior of non-linear dynamical system, but also
13
providing us with a tool for various science explorations. Examples of fractals are shown
in Figure 2.2
In technical literature a phenomenon, which is closely associated with fractals, is
known as self-similarity. Self-similarity is the property of an object in which the structure
of the whole is contained in its parts, either exactly or statistically. If a "building
block" is
an exact copy of the object itself it is called deterministic self-similarity. An example, the
generation procedure of the most famous fractal, Koch Snowflake is shown in Figure 2.3.
During the first iteration, every side of the triangle is substituted with the generator.
During the second iteration, each one of the line segments is substituted with the same
generator and the process is repeated infinitely to obtain the Koch Snowflake. At any
magnification, the curve resembles the overall curve. The "building
block"
of a self-
similar object can also be a copy of itself in a statistical sense, which is known as
statistical self-similarity. The randomized Koch curve (Figure 2.4) is an example where
the n+1 stage is constructed from stage n by replacing each line of stage n by one of the
two generators, chosen randomly and independently with equal probability. As
mentioned earlier scaling and fractals go hand in hand. A pictorial representation of
scaling is provided in Figure 2.5. A definition of a fractal stochastic process is one in
which the sample paths of the stochastic process have non-integer dimensions and the
expected measure of the sample path included within some radius scales with the size of
the radius [69].
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(a)
(c)
Figure 2.2 Fractal examples, (a) Fractal Tree, (b) Fern and (c) Sierpinski's Gasket
Therefore, we call a stochastic process fractal if several of the relevant statistics exhibit
scaling [70]. Likewise, we may call a stochastic point process fractal when a number of
the relevant statistics exhibit scaling with related scaling exponents, indicating that the
represented phenomenon contains clusters of points over a large set of time or length
scales [69-71]. Since scaling leads mathematically to the power-law relations in the
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scaled quantities [72], a fractal process often has its statistics mathematically expressed
by power-law functions4. This phenomenon was observed as early as 1925[73] in theNile
River yearlyminimal water levels. The analysis of this and several similar time series led
to the discovery of the Hurst effect5[20]. The example of the Nile River yearly minimal
water level is shown in Figure 2.6.
It is natural to view network traffic as a realization of a stochastic point process;
each packet (or cell) arrival is associated with an arrival epoch. Traditionally it was
assumed that packet and connection arrivals follow Poisson distribution since such
processes have attractive theoretical properties [61]. Were traffic to follow a Poisson or
Markovian arrival process, it would have a characteristic burst length, which would tend
to be smoothed by averaging over a long enough time scale[27]. Rather, measurements of
real traffic indicate that significant traffic variance ("burstiness") is present on a wide
range of time scales. In the case of stochastic objects like time series, self-similarity is
used in the distributional sense; when viewed at varying scales, the object's correlation
4 For a general point process, fractal scaling in one statistic does not necessarily imply fractal scaling in
other statistics; if scaling exists in only one statistic, then we do not call this process fractal [28,30].
5 Hurst noticed a phenomenon when he was investigating the question of how to regularize the flow of the
Nile River and his work can be summarized as follows. Let A', denote the inflow at time i and
j
Yj = ^2Xt the cumulative inflow up to time/ Then the ideal capacity can be shown to be equal to
R(t,k) = max Yl+i-Y,-j'Yl+k-Y,) min
0</<* k
, where R(t,k) is called the adjusted
range. In order to study the properties that are independent of the scale, R{t,k) is standardized by
I 7+k
~
_
t+k Rtf fc)
S(t,k)= k-'Y'iX^X,,)2, where X, k =
k~l ]T) Xi . The ratio /?/S = -^-f is called the reseated
adjusted range or R/S-statistic. He observed that for large k, log(R/S) was scattered around a straight line
with a slope that exceeded 1/2 . The conclusion he derived was that R/S behaves like a constant times
k"for H> 1/2 [32].
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structure remains unchanged. As a result, such a time series exhibits bursts - extended
periods above the mean - at a wide range of time scales [27]. A number of studies have
shown, however that for both local-area and wide-area network traffic, the distribution of
packet interarrivals clearly differs from exponential [75]. An example of actual Ethernet
traffic trace that has been modeled using the traditional traffic model and the self-similar
model is shown in Figure 2.7. This departure from the exponential behavior is due to the
fact that the modern day networks can be visualized as a superposition ofmany ON/OFF
sources (also known as packet trains) with strictly alternating ON/OFF source6. These
ON/OFF sources exhibit a phenomenon known as "Noaheffect7" which results in a self-
similar aggregate traffic with high variability and infinite variance [31]. This self-similar
aggregate traffic exhibits "Joseph
effect8"
where the degree of self-similarity is
determined by a parameterH (Hurst exponent) [14].
6
Strictly alternating ON/OFFmeans a model where the ON- and OFF- periods are stricdy alternate, where
the ON- and OFF- periods are i.i.d, and where the ON- and OFF- periods are independent from one
another.
7 The Noah effect for an ON/OFF source model results in ON- and OFF- periods, i.e., "train
lengths"
and
"intertrain distances" that can be very large with non-negligible probability; i.e., each ON/OFF source
individually exhibits characteristics that cover a wide range of time scales. This is synonymous with the
infinite variance syndrome [31].
8 The data set collected between years 622-1281 of the water level of the Nile River showed long periods
where the maximal water level tended to stay high and on the other hand, there were long periods with low
levels. Overall the series looks stationary. It seems that cycles of (almost) all frequencies occur,
superimposed in a random sequence and also there was no global trend. In reference to the biblical "seven
years ofgreat
abundance"
and "seven years offamine", Mandelbrot called this behavior, the Joseph effect
[74].
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Figure 2.5 Pictorial representation of Scaling [76]
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Figure 2.7 Actual Ethernet traffic (left column), synthetic trace generated from an appropriately
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chosen self-similar traffic model with a single parameter (right column) [31].
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2.4 Statistical Self-Similarity9
Statistical self-similarity of continuous-time processes is defined either in the
strict-sense or in the wide-sense.
A continuous time process y(t) is statistically self-similar in the strict-sense if it
satisfies
d
y(t)=a-Hy(at) teR,a>0 (2.1)
d
where = is equality in distribution. A continuous time process y(f) is statistically self-
similar in the wide-sense (WSSS) if it satisfies
E[Y(t)] = a-"E[Y(at)}L Wj I /J
(22)
Ryy [t,s] = E[Y(t)Y(s)] = a-2HRyy [at, as], t,seR,a>0
where E [J is the expectation operator and Ryy [t,s] is the autocorrelation function ofthe
signal. Thus wide-sense statistical self-similarity is defined entirely in terms of the
invariance of the mean and autocorrelation functions to time-scaling albeit to amplitude
scaling of
a~H
and
a"1"
respectively. The quantity Hin (2.1) and (2.2) is known as the
Hurst parameter10. For convenience, we assume zero-mean processes unless stated
otherwise. A strict-sense self-similar signal satisfies[74]
Y=tHYx (2.3)
9 Portions of the work in this chapter and the next chapter have been presented in [77] and the author would
like to thank Seungsin Lee andWei Zhao for their contributions.
10 The degree of self-similarity is denoted by the Hurst exponent (H)[3\] as mentioned in the previous
section.
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Fori/ --* 0, the process Yt is non-stationary and for H = 0 the process is stationary, which
implies that}; is equal to Yxwith probability 1[74]. Zero-mean, stationary white noise is an
example of stationary self-similar random process. Therefore the mean and
autocorrelation function of a zero-mean stationarywhite noise is given as
E[w(t)} = 0
(2.4)
Rww(t,s) = 6(t-s), t,seR
and (2.2) is satisfied for// = 1/2 .
Let
ol^RJ^T) (2.5)
It is easily shown from (2.2) and (2.5), that aWSSS satisfies
<j] = t2Ha\ (2.6)
Thus, a WSSS signal with finite second order statistics and H ^ Ois non-stationary [74].
Furthermore, v (0) = 0w.p. 1 .for such a process.
If the WSSS processy(t) has stationary increments, then
V-*) = yL
I |2# I |2W I \2H\t\ -\t-s\ +\s\ (2.7)
which shows that the two parameters H and
a2
completely specify the autocorrelation.
Also in this case, the stationary random sequence
q(n)y(n)-y(n-\), n = 1,2,3,.... (2.8)
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has the covariance11
2 ,
p{k) =~\{k +
^fH
+(k-\)1H\, k>0 (2.9)
and
r(k) = r(-k), k<0 (2.10)
where r(k) =
p(k)/a2
. The asymptotic behavior of r(k) follows from Taylor expansion,
using which the correlation function can be written as[74]
r(k) = ^k2Hg(k-1), g(x) = (l +x)2H-2+ (l-x)2H. (2.11)
For 0 <H < 1 and H ^ 1 / 2 , the expansion of g(x) at the origin is equal to
2H(2H l)x2 and therefore as k ? oo ,
r(k)/[H(2H-l)k2H-2]^l (2.12)
Hence as k > oo , for 0 < H < 1 / 2 , the correlations are summable, equivalentlywe have
f>(*) = 0, (2.13)
k=DC
for H l/2, all correlations at non-zero lags are zero, i.e., the observations q(n) are
uncorrelated and for 1 / 2 < H < 1 , the correlations are non summable, that is
oo
5>(*) = oo (2.14)
11 For a zero mean process, autocorrelation function r(k) = autocovariancefunction p(k) under the
definition p(tx , t2 ) = r(tx , t2 ) - n(tx )n{t2 ) , where v{tx ) is the mean.
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For H = \, all correlations are equal to unity and H>\, g(k~x) diverges to infinity
which contradicts the fact that -\<r(k)<\. These cases are not of much practical
importance. Therefore if correlations exist and Jim r(k) = 0 , then 0 < H < 1 [74].
Let
*->
1 mk
m i=mk-m+\
(2.15)
where m represents non overlapping block size over which q(n) is partitioned. Then [74],
Wm)=1E^(0 = '"",[>'H-v(O)] (2.16)m 1=1
and
var <1\
()
= var () _2 2ff-2 (2.17)
The question arises, "How does one define self-similarity for discrete-time
processes!"
Since time scaling on the lines of (2.2) is not defined in discrete-time, authors have
chosen definitions that avoid time scaling. For example, one definition characterizes a
stationary discrete-time random process q(n) as exactly second order self-similar if its
autocovariance p[k) satisfies [15]
.2 ,
p(k) = ^\(k + lf-2k2H+(k-l)
2H
, VJt>l (2.18)
for some o and H . Equation (2.18) is identical to (2.9) which simply means that this
definition treats a discrete-time random process as self-similar if it consists of samples of
a stationary increment of a continuous time self-similar process. Yet another definition
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treats a random process q(n) as self-similar if its time average over m samples has
variance of the form
1) =
22H-2
(2.19)
and is obviously based on (2.17). The two definitions above are equivalent [78]. Notice
that logcr(2m) vs. logm for (2.19) has slope of2H- 2 unlike for log var(v('",) that has a
slope 2H. The random process q(n) is said to be asymptotically second-order self-similar
if its autocorrelation r(k) satisfies [15]
2
2//
Hm r(m) (k) = \{k+\f - 2k2H + {k - 1) (2.20)
2.5 Long-Range Dependence
For a stochastic process {q(t) t = 1,2,...} as in (2.8) where E[x] = constant,
E\x2 1 = finite variance o2 and p(k) = Cov[qtql+k) is independent of t for all integers
k. Let r(k) = p(k) I
a2 denote the autocorrelation function, where p(k) is the
autocovariance function and the power spectral density
j(w)=E#'to(2-21)
fc=oo
From equations (2.12) and (2.14), it can seen that the autocorrelation function p(k) is
non-summable since the decay is slower (hyperbolic). In particular, if 1 / 2 < H < 1 , p(k)
asymptotically behaves as
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p(k) = [H(2H-l)k2H-2] = ckli (2.22)
for 0 < f3 < 1 , where c is a constant and (3 = 2 - 2H [15].
For m = l,2,..., let
nm
E a
nm i=nm-m+\ -i < /T T3\
9, , = 1,2,.... (2.23)
where
q,mis averaged over block size ofm. The variance of the aggregated process can
be written as
vm = var(ft") =4+45>(*) (2.24)
A process is long range dependent if it satisfies the following conditions
oo
a) $^r(*) = oo
k=\
b) s(uj) ? oo as a; > 0
c) mvm * oo as m> oo as m ? oo
In contrast, a process is said to be short range dependent for 0 <H < 1/2 if it satisfies
the following conditions
oo
a) ^2 r(k) <
k=\
b) 5(0) is finite
c) mvm = constant
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2.6 Fractional Brownian Motion and Fractional Gaussian Noise
The stationary incremental process q(n) of a continuous-time self-similar process
y(t) defined in (2.8). The mean of q(n) is zero and the covariance of q(n) are given by
(2.9). Therefore for each value of H 6 (0,1) , the stationary incremental process q(n) is
calledfractional Gausssian noise and the corresponding self-similar process y(t) is called
fractional Brownian motion and is denoted as BH(t). For H = l/2, qx,q2,... are
independent normal variables [74]. The self-similar process BV2(t) is called the ordinary
Brownian motion and is denoted as B(t).
Definition 2.1: A stochastic process is said to be Brownianmotion B(t) if [74]
B(t) is Gaussian
B(0)=0
B(t) has independent increments
E(B(t)-B(s))=0
var(B(t)-B(s)) = a2\t-s\
Brownian motion B(t) can be obtained from a zero-mean, stationary, white Gaussian
noise process as
B(t) = J w(X)dX (2.25)
oc
and the autocorrelation function is given by
R
(ts)-\a2min(t,S)
frt's>0
(2.26)
0 otherwise
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Since B(t) is a special case of self-similar signals with H 1/2 , the Gaussian process
given as
G(t) =
|rf~1/2
B(t) (2.27)
is nonstationary and provides poor models of 1/f processes72. Here G(t) is a Gaussian
process. Fractional Brownian motion (fBm) was introduced byMandelbrot and Van Ness
[3].
Definition 2.2: A zero mean stochastic process is said to be Brownianmotion BH(t) if
BH(0) = 0
The increment BH(t2) BH(tl) is stationary and normal with zero mean and
I |2# r
var oc \t2 r, | for t2 > /,
. B^-B^B^-B^), ,BH(tn)-BH(tn_x) are independent for
tx<t2<tv...<tn
According to Mandelbrot and Van Ness [3], a reducedfractional Brownian motion with
parameter H,0<H < 1 is given as
f o '
1 rfi itf-l/2 | I//-1/21 j . . fi iW-1/2 , . .
wW
r(H + l/2){JJ
' "J J0'
where T is the Gamma function [79] and B(s) is the Brownian motion.
For H = 1 / 2 , 5 (0 reduces to the ordinaryBrownian motion
(2.28)
12 ///"
process is a random process whose spectral density s(f) = , where r>0 is the spectral
exponent and its correlation function is given as R(r) <x |r|
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For 0 < H < 1 / 2 , there is a negative correlation between different increments
and the signal exhibits oscillations.
e.g., BH(t2)-BH(tx), BH(t,)-BH(t2), , BH(tn)-BH(tn_x)for tx <t2 <tr...<tn
For H > 1 / 2 , there is a positive correlation between different increments
Thefractional Brownian motion are non-stationary processes. The covariance function of
fBm is similar to (2.7)
cos(7t//')rba^)=^- I l2H I |2 | \2H\t\ -\t-s\ +\s\ , o'H=n\-2H)-
tvH
(2.29)
As mentioned before, the stationary incremental process offBm is stationary and self-
similar with parameter H, with autocorrelation function given by
RArAY(r;e) = E[AY(t;e)AY(t-r;e)]
2 _2tf-2
(^Lr_2(mr+(jjr
+1 e e\
where AY(t;e) is given by
AY(t;e)-
Y(t +e)-Y(t)
(2.30)
(2.31)
For 1-7-1 e , (2.30) reduces to
RAyAy(r;e)^a2HH(2H-\)\r
2H-2
(2.32)
\2H-2
and decays according to \t
Fractional Gaussian noise can be obtained from the derivative of (2.28) [3], which is
given as
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<V<0 = f*.(0
= limAy(f;e) (2.33)0
ht-sf-V2dB(s)
'+1/2) J '
V '
r(//' i
where
H'
=H - 1 . The correlation function of/Gn is given as
Ryy (r) = a2H (H '+ 1)(2// '+ 1)
\t\2"'
(2.34)
and the power spectral density falloff is governed by l/|/f
.|2//'+l
2.7 Is Self-Similarity and Long-Range Dependence Interchangeable?
From all the above definitions and relationships it can be seen that there exists
self-similar processes that are not long-range dependent and vice versa. The white
Gaussian noise, the incremental process of ordinary Brownian motion is not long-range
dependent. In the case of asymptotic second-order self-similar processes, i.e., for
1 / 2 < H < 1 , self-similarity implies long-range dependence and vice versa[15].
2.8 Heavy-Tailed
Distributions13
In contrast to the above-mentioned properties, which concern scaling properties of
time dependent statistics (like the autocovariance or autocorrelation, function), the
heavy-tailed property focuses on the marginal amplitude distributions of the stationary
increment process q(n) defined in (2.8), interarrival times[71], or ON/OFF periods[33,
13 Heavy-tailed distributions are dealt in detail in Chapter 4.
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37, 38]. Here qk might represent the number of packets, cells, or bytes that have arrived
during the k-Xh time interval of size /seconds. Therefore qk can be obtained as
qk=N[kT]-N[(k-l)T] (2.35)
where N(t) is defined as a counting process.
Definition 2.3: A random variable U is said to be heavy-tailed if its survivor or
complementary cumulative distribution function (CCDF) decays as power law, i.e., it has
the form
Pr{U>u}~u~a, asu^oo (2.36)
for some a > 0 . For 0 < a < 1 all moments of U are infinite, and generally the -th
moment is infinite for n > a . The most famous example of heavy-tailed distribution is
the Pareto distribution14 . An important observation is that the heavy-tailed distributions
property is not a necessary condition for self-similarity. However, the self-similar nature
ofmany traffic traces results directly from heavy-tailed distributions (Joseph effect).
14 The probability density function of a Pareto distribution is given as p(x) = ak"x
a ' for
a,k > 0, x > k and its cumulative distribution can be expressed as F(x) = P[X < x] =
\-{klx)a
.
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Chapter 3
Discrete-Time Self-similar Model- Construction and Properties
In this chapter, work on novel self-similar models in discrete-time domain is
introduced. Although sections 3.1, 3.2 and 3.3 of this chapter can be found in the
literature[24], we need to provide a basic description of the new modeling approaches of
self-similar data in discrete-time using white noise excitation. In addition the
characteristic properties in the context ofVBR video modeling are also studied. Finally,
several methods to estimate the degree of self-similarity using Hurst parameter are
discussed.
3.1 Discrete-Time Self-similar Model
For a continuous-time statistical self-similar signal, scaling in time can be
accomplished in principle by frequency scaling of its Fourier transform in the opposite
direction (stretching in time corresponds to contraction in frequency and vice-versa)
along with amplitude scaling. However, the scaling or dilation operation of a signal x(n)
in discrete-time by an arbitrary factor is not well defined. The previous work by Zhao and
Rao[24-26] defines a scaling operator for discrete-time signals that operates over
continuous dilation factors greater than zero based on a warping transform f(u) which
transforms a discrete-time frequency u to continuous-time frequency Q .
Consider a deterministic, discrete-time sequence x(n) whose Fourier transform is
*(*) = $[*()] =$>()-*", (3.1)
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where Q is the discrete-time Fourier transform (DTFT) operator. If we try to define a
discrete-time scaling operation by frequency scaling of its Fourier transform in the
opposite direction, it will work only for integer values of a because of the 27r -periodicity
requirement on the Fourier transform of a discrete-time signal. Operations such as
upsampling, downsampling and fractional sampling rate alteration can have a scaling
interpretation but they do not provide scaling factors over a continuum. Hence, a scaling
operator for discrete-time signals that can work with any real-valued scaling factor
greater than zero using frequency warping is defined. The inverse or unwarping
transform/"1
maps continuous-time frequency to discrete-time frequency transform. An
example of a warping transform is the bilinear transform (BLT),
f2 = 2tan(w/2). (3.2)
Other examples ofwarping transforms can be found in [24]
Based on awarping transform, xa(n), the dilation ofx(n) by a continuous factor a is given
by
xa (n) = ag-1[Xa (u,)] = aQ-1{xj/"1 (/)]}, (3.3)
where
Q~l denotes the inverse discrete-time Fourier transform (IDTFT),
g-x \x.H] = -^fy.M^w (3-4)
and f(u) is the warping transform. This is shown in the form of a block diagram in
Figure 3.1. Observe that it is possible to have a < 1. Additionally, the scaled sequence
depends on the warping transform.
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Figure 3.1 Block diagram of the discrete-time continuous-dilation scaling operator. DTFT: discrete-
time Fourier transform; IDTFT: inverse discrete-time Fourier transform;/: discrete to continuous
frequency warping transform.
Using the warping transform defined above and time-frequency scaling property of the
continuous time Fourier transform, the scaling operator Sa[] of discrete-time sequence
x(n) is defined by
v(#i) = Sa [*()] = ag~x{x[Aa(u)]} , (3.5)
where v(n) is the output of the operator,
g~x is the discrete-time Fourier transform
(DTFT) and Aa (u) =
/"' [af(u)] . This scaling operator can be represented using a linear
time-varying kernel ga(n, k) as [24] ,
y(n)=Y,x{h)gt(ntk)t (3.6)
k=-x
where
ga(,k) = Sa[6(n-k)) = a;->{e-JA^k}. (3.7)
Although Figure 3.1 provides the conceptual description, we will regard the expression in
(3.6) as defining the ^operator. For a stochastic input sequence x(n) and scaling
operator kernel ga (n,k), the autocorrelation function of the output v(n) = Sa[x(n)] is
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R(n,n') = E[y(n)y(n')]
=Y,Y.EHk)x(k,ha{n,k)ga{w) (3-8)
k *'
=$[* (,)]
where Sfl a is application of iS^ first along (or ') and then along
b' (or n ). According
to (3.8), the output autocorrelation function is a scaled version (by a on both variables) of
the input autocorrelation function. Taking 2-D discrete-time Fourier transforms on both
sides of (3.8), we have
P(u,,u') = a2Pa[Aa{u)tAa(u% (3.9)
where P^ (u,u') and i^,(o;,u;') are the two-dimensional discrete-time Fourier transforms
of the input and output autocorrelation functions respectively. That is
K {">"')=E* (,,K;H+wV) (3.io)
n
n'
and P (uj,u') is defined similarly. The following theorem is related to the case when the
input signal of the scaling operator is wide sense stationary.
Theorem: If the input to a discrete-time scaling operator is a discrete-time, zero-mean,
wide-sense stationary random process with power spectral density Px((Si), the output is
also wide-sense stationary with power spectral density given by[24]
where A'fl((o) is the first derivative ofAa(co) with respect to co. This is a remarkable result
in light of the time-varying nature of Sa . The proofof the result can be found in [24, 77].
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3.2 Statistical Self-Similarity In Discrete-Time Based on Sa
Using the scaling operator Sa , self-similarity of discrete-time stochastic signals
on the lines of the continuous-time definition can be defined as follows [24]
Definition 1: A discrete-time random signal x(n) is self-similar with degree H in the
wide-sense if and only if it satisfies the following equations
E\Sa[x{n)]\ = a-"E[x{n)\
sfl,fl[*>,*')H~2/x(,)
for any a > 0, where Rxx(n, n^is the autocorrelation function of the sequence x(n). For the
rest of the thesis, we will only consider zero-mean discrete-time random processes. It
follows from (3.9) and (3.12) that a discrete-time self-similar stochastic process x(n)
satisfies
^[A>)AHH~2"~2^><A (3-13)
where P^ (u>,u ') is the two-dimensional Fourier transform of the autocorrelation function
of x(n) as defined in (3.10). From (3.11), for a discrete-time wide-sense stationary
random process, the condition of self-similarity simply reduces to
|A<|
where Px((o) is the power spectral density of the signal. Therefore, a stationary random
process whose power spectral density satisfies (3.14) is statistically self-similar in the
wide sense.
Let
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where/(<y) is the derivative of/ with respect to co Then, (3.15) satisfies (3.14) and
Therefore, from (3.14) and (3.16), a discrete-time wide sense stationary stochastic
process x(n) whose power spectral density is given by (3.15) is a wide-sense self-similar
random process with
// = -(r+ l)/2[24]. (3.17)
3.3 White Noise Driven Model for Discrete-Time Stochastic Self-
Similar Signals
In this section a filtering approach to generate discrete-time processes that are
self-similar in the sense of (3.12) is provided using the BLT as the warping transform. It
is found for the BLT that the power spectral density in (3.15) satisfies the Paley-Wiener
condition [25] for any r e R. Thus Px(co) can be factored as a product
Px(uj) = L(u)L'(u) (3.18)
for some L (u>) . Here * denotes complex conjugation. The corresponding stochastic self-
similar process can therefore be generated by passing white noise through a linear system
with frequency response L(co). The impulse response of the system can be derived simply
as the inverse discrete-time Fourier transform ofL(a>). A class of discrete-time stationary
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self-similar random processes parameterized by r and the variance of the input white
noise can thus be formulated. For the BLT the power spectral density in (3.15) is
r,H l/'H
1 cos2(ul 2)
cos (w/2)
r/2
COS'(w/2) (3.19)
Let z = eJ". Then, Px(<w) transforms in the z-transform domain to
Px(z) = \2"" (1 - (1+ 1 2" (1 - z- f (1+ z- )
vl-r/2
(3.20)
Therefore, choosing the casual part of (3.20) yields the transfer function
/(z) = 2--'(l-z-')r/2(l + (3.21)
The representation in (3.21) is a fractional pole-zero model since r is a fractional
parameter and can be represented as
L(z) = Hx(z)H2(z) (3.22)
where, 7/1(z) = (l-z-1)r/2, Z/2(z) = 2r/2-1(l +
z-1)1-r/2
. The setup is shown in Figure
3.2.
Input
Hx(z>={l-z->)r'2, H2(z)=r^(l + z->)
l-r/2
Output
Figure 3.2 System transfer function given by (3.22)
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The characteristics of the model depend on the non-integer parameter r. To obtain the
impulse response, we expand the functions as binomial series,
Hx(z) =
1
The series coefficients are given by
= l + dz H z +.
2!
*,() =
r(n + d)
w>0
r(n + l)T(d)
0 <0
where d = -r 1 2 and T(.) is the gamma function. Similarly
h2(n).
-(</+!)
(-!)" r(yi-J-l)
r(n + l)T(-d-l)
n>0
n<0
These functions can be easily computed using the recursion
(n +d-l)*i() = *i(-l)
*,()= -{n-d-2) h2(n-l)
(3.23)
(3.24)
(3.25)
(3.26)
with A,(0) = land A2 (0) = 2 (d+1) . The overall impulse response of the model is given by
the discrete convolution
A() = A,(/i)*A2(/i) (3.27)
Figure 3.3 shows the impulse response of the fractional pole-zero model for 0 < d < 0.5.
In the limit, as n > oo ,
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1 d-
'
(3.28)
Un) n-(d+1), n^oo
where by definition (d-l)\= T(d) for non-integer d[79]. The fractional pole model is
minimum phase if - 1 < r < 0 , even if h(n) does not converge absolutely [80].
3.4 Properties ofDiscrete-Time Self-Similar System
The white noise driven discrete-time self-similar model has favorable properties,
which are the main tools in modeling self-similar and long-range dependent data. In this
chapter various properties of the proposed system is examined.
3.4.1 Stationarity
As mentioned in Section 2.4, a continuous time self-similar signal is generally
non-stationary. However, discrete-time self-similar processes generated as white-noise
driven outputs of the L(z) filter for -2 < r < 4 are stationary since they are outputs of a
stable linear time-invariant system with a stationary input.
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Figure 33 Impulse response of the Fractional Pole Zero model for 0 < d < 0.5
This is a major departure from continuous-time self-similar signals. Figure 3.4 gives
some examples of discrete-time self-similar random processes generated by passing zero-
mean stationary Gaussian white noise through the filter. The same white noise sequence
was used to drive the system in all the examples but different values of r were chosen.
We next examine if a relationship similar to
log[var(v(m))] = 2/nogw+ c (3.29)
1
m
where
y(m)
= fy(t)dt , holds for a discrete-time self-similar process. Because of lack
m\
of analytical expressions, the relationship has been tested empirically through computer
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simulations. We have found the relationship to hold over a wide range of variance of r.
In our experiment we chose the L(z) filter size as 2048 taps by truncating its impulse
response and the length of the unit variance, zero mean white Gaussian noise input was
100,000 samples. Sample variances over blocks of m samples were computed for
logm going from 0 to 4. Examples for r-values of -0.6, -0.2, 0.2, and 0.6 are shown in
Figure 3.5. The corresponding //-values are -0.2, -0.4, -0.6 and -0.8. These //-values lie
outside the range considered valid for exactly second order self-similar processes [74].
However, notice that the discrete-time process x(n) here is similar in definition to the
continuous-time signal y(t) in (2.2) and not to the second-order self-similar process in
(2.8). We will come back to this issue in the next section.
3.4.2 Increments oftheDiscrete-Time Self-similar Process
Let
qD(n)x{n)-x{n-\) (3.30)
This is a discrete-time version of (2.8) and we will call qD (n) also a second-order self-
similar process. It can be obtained by a first order difference operation on the self-similar
signal. This introduces a (l - z"1) term in (3.21)
/,(z) = (l-z-)/(z) (3.31)
where subscript s stands for second-order. In this case, the range of r for stability is -4 <
r < 4. As shown by the variance-time plots in Figure 3.6 computer experiments indicate
the relationship of the form in (2.19) holds for qD (n) in (3.30). The r-values used were -
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1.4, -1.8, -2.2, and -2.6. The corresponding //-values are 0.2, 0.4, 0.6 and 0.8. Again, the
experiment was conducted as in the previous section but for the fact that the impulse
response was derived from (3.31) instead of (3.22).
The incremental process of continuous-time fractional Brownian motion is known to be
fractional Gaussian noise [74] with autocorrelation as in (2.18). Estimated autocorrelation
values of the output of the Ls(z) filter are plotted in Figure 3.7 against the autocorrelation
of fractional Gaussian noise. Figure 3.8 gives the relationship between the fractional
Gaussian noise and the generated self-similar signal for different r-values. The plots
generally follow similar trends raising the possibility of the second order self-similar
process also being fractional Gaussian. However, further investigation is needed to fully
resolve this claim.
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Figure 3.4 Examples of discrete-time self-similar random processes for the case of bilinear transform.
They are obtained by passing zero-mean Gaussian white noise through a linear system with the
transfer function given by (3.21) Signals with r < 0 are shown.
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Figure 3.7 Autocorrelation of the LJX) filter output (a) against the autocorrelation of the fractional
Gaussian noise (b).
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3.4.3 Long-Range Dependence
Definition 3.1 [74]: A stationary process is long range dependent if there exists a real
number j3 e (0,l) and a constant cp > 0 such that
lirn-
W-.0
^U (3.32)
where P(u) is the power spectrum density of the process.
The power spectrum of the output of the proposed model is obtained by substituting the
expression for the BLT from (3.2) in (3.15);
P(a;) = 2''|tan(a;/2)[cos2(w/2) (3.33)
We have,
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P(u) . 2r|tan(u;/2)rcos2(cc;/2)'
=hm ! 1
cp\u\
"~
Cp\Ji
lim limI ^ y| v '- (3.34)
Using the power series expansions
3 >} 5 2 4
tan(x) = ;c+ + + , C0S(jc)= 1- + + (3.35)w 3 15 V ; 2! 4!
in (3.34), we get
2r|tan(u;/2)rcos2(cj/2)
2r\u/2\r
UmI i /'
,
.
V i = lim 'J (3.36)1 ' ^ r,i*n _ I .1 "- <-+
C,|W|
From (3.32) and (3.36), it follows that for (3 = -r, -1 < r < 0 and c^ = 1 , the system
L(z) exhibits long-range dependence, and the corresponding range of the Hurst parameter
is-V2<H<0.
For the second-order self-similar process qD(n), its power spectrum has the form
P(u)oc\uj\r+2
(3.37)
Thus, the range of r for long-range dependence in qD () is -3 < r < -2, and the range of
His <H<\ which is precisely the known range of long-range dependent behavior for
q(n) in (2.8) as well.
3.4.4 1/fbehavior oftheModel
The complex power spectrum of the model output in (3.22) is
Rx(z) = 2Mz) (3-38)
where o2w is the variance of the white noise input. For z =
eju>
,
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JWLw (2sin(lW2r (2cos(u,/2))-.<^,
-' < " *' <"9)
As the frequency u; ? 0
(uf
^(^)~T-b-. (3-4)
and thus the output conforms to l/fcharacteristics. The autocorrelation of the white noise
driven output can be obtained by the inverse Fourier transform of the power spectrum,
= n(cosu;/)(2sincW2)-2d</u;
2vr Jo
(3.41)
n (/) = f\cosw/)(2cosu;/2)2W+1)</u; (3.42)"2 27T J0
using identities in [79], the above become,
(/) =
(-iyr(i-2J)
=
*W
T(l+ l-d)T(l-l-d)
,(/) = T(^3J (3.44)*> r(2+/+rf)r(2-/-i-rf)
and
r/,(/) = C(r,(/)*rA2(/)). (3.45)
Due to the ///"behavior of the output at u> 0, the covariance function for large lags can
be written as
p(l)~Cl2d-\ as/^co (3.46)
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where p(l) = rh (/) / rh (0) for someCp =*0 thus indicating long-range dependence of the
output.
3.4.5 fARIMA Representation15
The fractional autoregressive integrated moving average or fARIMA(p, d, q)
model for a stochastic process v()is defined as [74, 82]
4>{B)Vdy{n)= 6{B)a(n) (3.47)
where Bx(n) =x( - 1) , Vrf = (l -
B)d
is the fractional-differencing operator,
(j)(B) =
\-(pxB-...-(ppBp
, 0(B) = l-6xB-...-eqB" are polynomials in the backward
shift operator B, and a(n) is a white noise process [82]. Thus B is equivalent to the
z'1
operator in z-transform notation.
The input-output relationship in the z-domain for the system L(z) is given by
X(z) =
2rl2-1 (l - z"1
J'2
(l+ z"1
"j""2
W (z) (3.48)
The above equation can be written as
(l-z-'f Z(z) = (l+ u2""W(z)
= (l+ z-l)l~r'2A(z),
(3.49)
where, A(z) =
2r/2~1W(z). This, in turn, can be written as
V"X(z) = (l-r-z-1)1+^(z), (3.50)
15 Results in section 3.4.3, section 3.4.4 and section 3.4.5 were presented at ICASSP 2002[81].
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where d = -r/2. Hence, we can consider the model in (3.22) to be fARlMA(0, d, oo)
since [I+ z J has an infinite expansion. We can use the method in [74] to compute the
autocovariance function of the filter output. The input to the filter
(l-r-z_1)+
can be
regarded as the white noise driven output of Vd which is a fARIMA(0,d,0) process
whose autocovariance function is known to be [74, 82]
1 K ' " r(k-d+i)r (\-k-d)
v
where
a2 is the variance of the white noise a(n). Then the autocovariance function of the
output is given as
7W=EE^7*(*+;-) (3.52)
j=0 1=0
vl+d
1+ z j
(l+z-,),+'=f>-'(3-53)
3.4. 6 Synthesis ofSelf-SimilarSignals andHurstParameterEstimation
A potential application of the model is in synthesizing self-similar signals similar
to those observed in network traffic. Leland et al. showed [14] that Ethernet network
traffic exhibits self-similar characteristics. Other subsequent investigations have shown
that self-similar traffic is quite common in data networks. The approach described in
Section 3.4.2 where the value of //is estimated from the slope of the log-variance vs.
log-block size plot is known as the aggregated variance method. In this section, we
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synthesize second order self-similar data by repeating the experiment of Section 3.4.2 for
a nominal H value of 0.8 as reported for Ethernet traffic in [14]. The intent is to show
that the model developed on the basis of the discrete-time, continuous-dilation operation
of the paper can potentially serve to generate traffic traces.
Various techniques for Hurst parameter estimation have been documented in the
literature [32]. In addition to the aggregated variance method, the estimation of //is done
using the R/Smethod andperiodogram method, which are briefly described below.
A. The R/S method
For a given process x(n) whose sample mean is
jr' and sample variance o (/w),
the R/S statistic is given by
^ = [max(0,Wx,W2,---,WJ-mm(0,Wx,W2,---,WJ] (3.54)S(m)
where Wk=(xx+x2-\ h xk ) - kx{m) , k = l,2,...,m. If the process is self-similar, R/S
statistic has the following property.
E[R(m)IS(m)]~amH (3.55)
//is estimated from the slope of the plot of \og(R(m)/S(m)).
B. Periodogram method
First, compute an estimate P(u)of the spectral density:
*()- !
2llN
e'-"" (3.56)
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where, co is frequency, N is the length of a given process x(n), and xj is the data. For a
self-similar signal x(n), P(u) should be proportional to \a> |! " 1H holds for frequencies
close to the origin. Therefore, the slope of the logarithm of the periodogram versus the
logarithm of the frequency is 1 - 2// 16.
In the periodogram computation the lowest 10% of frequencies were used because
the proportionality to \co
ll - 2H holds for frequencies close to the origin. The Hurst
parameter was estimated using the above three methods as shown in Figure 3.9. Hurst
parameter estimates were close to those obtained for Ethernet traffic [14] by Leland et al
as shown in Figure 3.10.
(a) Variance-time plot (b) R/S plot
(c) Periodogram plot, ui ssO to w/10.
Figure 3.9 Estimation of the Hurst parameter of the synthesized second-order self-similar process
(i/=0.8)
16 Unlike the spectrum estimation literature, it is common in self-similar network traffic literature is to
portray the periodogram on log-axes without averaging over independent realizations and then to find the
plot of the best fit straight line. We follow this approach here.
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Chapter 4
VBR Video Time-series and Scene Modeling
This chapter addresses the problem ofmodeling variable bit rate (VBR) MPEG
video time-series and scene modeling using discrete-time statistically self-similar
systems. Then the main theme of this thesis, the modeling methodologies ofVBR video
time-series are discussed and the model performance is compared with other standard
models. Finally, a background on content-based scene classification problem is provided
and a novel approach to scene modeling using discrete-time statistically self-similar
systems with heavy-tailed inputs is presented along with simulation results.
4.1 VBR Video Modeling using Discrete-Time Statistically Self-Similar
(DTSS)
Systems17
The experiment consisted of full-length movies such as Terminator II and some
video sequences. All these files were encoded using Berkeley Encoder [84]. The video
sequences were public domain movie traces obtained from [85]. As an example the trace
of Star Wars is shown in Figure 4.1 and the trace statistics are summarized in Table 4.1.
The fixed GOP pattern is characterized by two parameters, the Iframe to Iframe distance
(N), and the Iframe to Pframe distance (M) (If no P frames are used then M=N). The
autocorrelation structure in Figure 4.2 depicts two periodic components, one at a lag of
kN and the other at kM, where k=0, 1, 2.... It can be clearly seen that both the
components decay slowly indicating the presence of long-range dependence.
17 Portions of the work in this section have been presented at SPIE 2002[83].
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Figure 4.1 Trace plot of StarWars
Number of frames 49646
Mean frame size in bytes 1069.90
Standard deviation 678.5828
Maximum frame size in bytes 8989
Peak/Mean frame 8.40
Mean bit rate in bits/sec 1.2e+05
Peak bit rate in bits/sec 1.3e+06
Table 4.1 Trace Statistics of StarWars
Researchers in the context of video modeling have compared the estimated
autocorrelation of the VBR video trace with the autocorrelation fit in the least squared
sense of the proposed models to validate the goodness of fit. Working on similar lines,
we try to fit the output autocorrelation of the white noise driven DTSS system output to
the autocorrelation of the trace. This model has two degrees of freedom for optimization
namely variance of the white noise input and the fractional parameter r.
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Figure 4.2 Autocorrelation function of anMPEG coded stream. (N, M)=(12, 3).
The three models, Markovian characterized by the covariance function
p(k) =
e~0k
; 0 < (3 < 1 , LRD model by the covariance function k~0 and the M/G/oo
model by were used to fit the ACF of the VBR video trace sequences. Interested
readers can refer [50, 51]. The correlation relationship for LRD model is already
explained in section 2.5. The M/G/oo input processes are obtained from the busy
server process of a discrete-time M/G/oo queue [64]. They constitute a versatile class
of processes, which can display various forms of time dependencies governed by the
service-time distribution G (general or arbitrary service times)[86]. M/G/oo process
exhibit LRD when G is a Pareto distribution [63]. The correlation structure
e~0^ is
nicely explained in [64, 87, 88]. The values of (3 for the Markovian and the M/G/oo
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models were chosen using the least-square fitting and the value of /3 for LRD model was
estimated using the Hurst parameter relation /5 = 2(//-l). The optimum values for (3
that best fits the correlation of the trace and their corresponding mean squared error
(MSE) values are summarized against the optimum values of the fractional parameter r
and itsMSE performance in Table 4.2.
LRD Markovian M/G/infinity DI^SS
Movie Trace Popt MSE PoP< MSE PoP, MSE ropt MSE
Jurassic Park 1 0.2 1.0011 0.006 0.65145 0.089 0.03114 -0.9 0.1621
Star Wars 0.2 0.98705 0.008 0.67906 0.1 0.20803 -0.8 0.38518
Mr. Bean 0.3 0.24653 0.007 1.70215 0.092! 0.25329 -1 0.09409
Star Trek-First Contact 0.2 0.57923 0.009 0.76591 0.1 0.05352 -0.9 0.13586
From Dusk till Dawn 0.3 0.17679 0.011 1.47719 0.1 0.27578 -0.9 0.07042
The Firm 0.3 0.8424 0.004 1 .42288 0.071 0.06977 -1 0.05905
Starship Troopers 0.3 0.72916 0.005 2.04826 0.076 0.22302 -0.9 0.05343
Die Hard III 0.2 0.66489 0.005 1.47714 0.081 0.09842 -0.9 0.06936
Aladdin 0.3 0.16827 0.008 3.25899 0.086 0.88874 -0.8 0.17834
Robin Hood 0.2 0.23367 0.026 0.39925 0.1 1 .28764 -0.8 0.11538
Susie and Strolch 0.3 0.15689 0.016 1 .65792 0.1 0.55351 -0.9 0.14911
Simpson's 0.3 0.07267 0.042 0.69693 0.1 1.37178 -0.8 0.06754
South Park 0.3 0.11342 0.013 1 .86036 0.1 0.52867 -0.8 0.04504
Futurama 0.4 0.44712 0.018 0.58276 0.1 1 .00654 -0.8 0.20363
Ski 0.3 0.92666 0.008 0.82083 0.1 0.13492 -0.8 0.26443
Formula-1 0.5 0.47991 0.025 0.14684 0.1 1 .7965 -0.7 0.32841
Talk Show 0.3 0.22924 0.009 1 .93856 0.095 0.44531 -0.6 0.21615
Music 0.3 0.17762 0.004 3.082 0.068 0.56324 -0.7 0.24749
Office Cam 0.4 0.48259 0.027 0.35207 0.1 1 .59574 -0.6 0.55974
Table 4.2 Error performance of the models. Values in red indicate the error values for which the
DTSS model did not show optimal performance.
From the table it can be seen that the DTSS system performs the best in more than 70%
of the total trace files used for the experiment.M/G/oo model performs better than the
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DTSS system model in four traces, the Markovian model also performs better in two
cases where it has an error performance close to DTSS system model. The failure of the
DTSS system model in these five cases can be attributed to the complex correlation
properties of the MPEG trace files. The plot of the ACF fit of the above three modes to
the trace is shown in Figure 4.3. The figure clearly shows that the Markovian model
captures only the short-term correlations as it drops off quickly. The LRD model has a
poor fit in the beginning but it captures long-term correlations well. The M/G/oo fit is
better than both of these models as G captures varying time dependencies. The ACF fits
of the DTSS model against the other three models is shown in Figure 4.4 and its
corresponding residual error plot is shown in Figure 4.5. These two plots clearly show
that the proposed model indeed is a good choice to model long-range dependent data. The
optimum values for the fractional parameter ropl obtained using the least squared fitting
technique matches closely with the fractional parameter r obtained from the Hurst
parameter estimation technique explained in section 3.4.6. One such example is shown in
Figure 4.6 for the trace files Jurassic Park and Simpson's. The MSE performance of the
DTSS model against the Markovian, LRD and M/G/oo models is plotted in Figure 4.7.
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Figure 4.3 ACF fits ofMarkovian, LRD and M IGloo models to the trace (Mr. Bean)
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Figure 4.4 Comparison ofACF Fits ofMarkovian, LRD and M IGloo models with the ACF fit of the
DTSS model to the trace (Simpson's).
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Figure 4.5 Residual error of the DTSS model against the competing models.
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Figure 4.6 Hurst parameter estimation for (a) Jurassic Park and (b) Simpson's using R/S plot,
variance-time plot and periodogram plot.
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Figure 4.7 MSE Performance plot for various trace files.
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Next we use the filter function defined in (3.31) which is the incremental process
of a discrete-time self-similar process to fit the correlations of the trace files. An arrival
process can be generated using zero mean white Gaussian noise as an input to the filter in
(3.31). The arrival process is given by
An=m + yfamXn (4.1)
where [Xn
}~
(
is a zero-mean stationary process. As mentioned before the output of the
filter in (3.31) is also zero-mean stationary process. This process is basically a discrete
fractional Gaussian noise process [89] and has a marginal distribution that is Gaussian in
nature. The results, shown in Figure 4.8, suggest that the output signal has Gaussian
characteristics regardless of the input of the system. In addition, the signal generated
from the Pareto distribution shows heavy tailed characteristics. The performance of this
setup (I-DTSS) was compared against the three models explained earlier.
LRD Markovian M/G/infmity I-DTSS
Movie Trace fl* MSE A*,, MSE fl* MSE ropt MSE
Jurassic Park 1 0.2 1.0011 0.006 0.65145 0.089 0.03114 -2.86 0.074270.023
Star Wars 0.2 0.98705 0.008 0.67906 0.1 0.20803 -2.88 0.1 93870.024
Star Trek-First Contact 0.2 0.57923 0.009 0.76591 0.1 0.05352 -2.86 0.072370.022
Ski 0.3 0.92666 0.008 0.82083 0.1 0.13492 -2.86 0.1 15080.022
Office Cam 0.4 0.48259 0.027 0.35207 0.1 1 .59574 -2.58 0.39594 0.037
Formula-1 0.5 0.47991 0.025 0.14684 0.1 1 .7965 -3.00 0.092540.011
Table 4.3 Error performance of the models against the I-DTSS model. Values in red indicate the
mean error values along with the maximum and minimum deviation.
The MSE performance with the maximum and minimum error deviation from the mean
value for different realizations is summarized in Table 4.3. The trace files tabulated are
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the ones that showed poor performance using the DTSS model. The MSE values in Table
4.3 are close or better than the MSE values of the competing model. The ACF fits using
the I-DTSS model for a set of trace files is shown in Figure 4.9. Correlations of a full-
length video sequence, Terminator II, was computed for bursty and non-bursty scenes.
The ACF fits of the I-DTSS model output to the above correlations are shown in Figure
4.10(a) & Figure 4.10(b). The correlations of the bursty time-series in Figure 4.10(a)
decays slower than the latter depicting long-range dependence.
(a) input: G aussian (b) output
(c) input: Uniform (d) output
(e) input: Pareto (f) output:Heavy-tailed
Figure 4.8 Histograms of self-similar outputs for various input distributions, ( a),( b) input: Gaussian,
(c), (d) uniform, (e),(f) Pareto distribution
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Both mathematical and experimental demonstrations have shown that the DTSS
system model exhibits long memory properties for a range of its parameter values. The
empirical study reported in this section have shown that the autocorrelation of the output
of the DTSS system model for white noise input follows the ACF of the VBR video
sequence for an optimum fractional parameter. By varying the variance of the input and
the fractional parameter the fall off of the VBR stream can be traced. The model
performance was also compared against the previously proposed models and indeed the
DTSS model and its incremental process performed better or close to the performance of
the competing models.
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Figure 4.9 ACF fits of the I-DTSS model to various trace files, (a) Jurassic Park, (b) StarWars, (c)
Simpson's, (d) South Park, (e) Formula-1, (f) Soccer, (g) Office cam video and (h) Talk show.
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Figure 4.10 (a) ACF fits of I-DTSS model for bursty; (b) Non-bursty time-series.
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4.2 Content Based Scene Classification in VBR Video
The application that emerges out of the study conducted in the earlier section is in
classifying scenes in VBR video streams based on their content and their fractal
properties. A general approach used is to cluster the video stream based on its mean bit
rate vs. variance bit rate of the frames using a non-overlapping sliding window[90]. A
similar approach is shown in Figure 4.11. Figure 4.11(a) depicts a clear demarcation
between high activity (Star Wars) and low activity (Parking plate video); Figure 4.11(b)
also shows a clear distinction between cartoon (Aladdin) and sport (Soccer) video. This
procedure is applied to the full-length movie Terminator LI in Figure 4.11(c), which is
divided by lines to demarcate cluster boundaries and segment the full-length movie into
different classes depending on their activity. Using the above approach the VBR trace
files are segmented into different classes in Figure 4.12, but the results are not very
convincing as the measure does not take into consideration the correlation properties
which is a very vital component in MPEG coded data. Using the least square fitting
technique explained in the previous section (i.e. by varying the input variance and the
fractional parameter r), the trace files are classified into different classes based on their
self-similar and long-range behavior. This procedure is shown in Figure 4.13, where the
trace files are segmented using the I-DTSS system model and the absolute value of
optimum fractional parameter are plotted against the movie index. The closer the value of
the fractional parameter to r = -3, higher the degree of self-similarity according to the
relation in (3.17). As seen from the figure the segmentation provides better classification
since the model takes into account the correlation properties. This demonstration clearly
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indicates that the DTSS model is indeed better suited for modeling self-similar and long-
range dependent data.
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Figure 4.11 (a) 3-D cluster plot of "Star Wars" and "Parking plate" video using mean frame bitrate,
variance of frame bitrate and ratio of Peak frame bitrate to mean frame bitrate, (b) 2-D cluster plot
of
"Aladdin"
and
"Soccer"
using mean and variance parameters and (c) Clustering technique
applied to a full-length movie Terminator II using mean and variance parameters. Vertical partitions
indicate different subsets.
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bitrate to mean frame bitrate
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Figure 4.13 Segmentation using the incremental DTSS model
An alternate approach using the inverse filtering method can also be applied to
segment the VBR movie sequences. The VBR sequence selected for the experiment
consisted of various types of video sequences such as talk shows, news reading, sports
and high action movies like Terminator II and Star wars. A one-dimensional sequence
was generated by taking the energy of each frame. Segments of this data were provided
as input to the inverse model 1/L(z), where L(z) is defined in (3.22). This set up is similar
to innovation sequence generation in linear prediction and is shown in Figure 4.14.
Optimal fractional parameter r for each segment was taken as the one for which the
variance of the output was the smallest. The optimal values of the fractional parameter
for different types ofVBR video sequences are shown in Figure 4.15. The figure clearly
demarcates the r-values for different types of scenes, high activity scenes like explosions
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have a high r-value since they correspond to an H value close to unity due to the
"burstiness". Low activity scenes have a low r-value and sports and talk sequences have
intermediate values of r.
VBR video optimum fractionalparameter r
variance minimization
Figure 4.14 Setup for inverse filtering approach
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Figure 4.15 Content-based scene classification using the fractional parameter r
Experimental demonstrations presented in this section have shown that the DTSS
model can be potentially applicable to classifying compressed video based on their long-
memory properties. In the next section we investigate whether the same model can be
used to model the marginal distribution function and the autocovariance function of scene
time series.
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4.3 Scene Modeling in VBR Video18
In this section we address the second problem ofmodeling the scene time series
using heavy-tailed inputs. The high burstiness of the VBR video traffic is due to frequent
scene changes and the scene density of VBR coded sequences exhibit heavy-tailed
characteristics[42]. Stable heavy-tailed models can therefore better capture heavy-tailed
characteristics and also preciously estimate the statistics of the input data that are heavy-
tailed in nature. Several models have been proposed in the literature to model Internet
traffic that show heavy-tailed behavior [33, 92-94]. As models of heavy-tails, we
concentrate on one-dimensional oc-stable distributions described by the characteristic
function[95, 96].
<p(z) = [l + j/3sign(z)co(z, a)]}
(y(z,a) =
tan( ) fora\2f
(4.2)
(2/;r)log|z| for a =1
where ju <x<ao,-oo< a <ao,0<a<2, - 1 < j3 < 1, y>0, j = V-T
and sign(z) is the sign function. Thus a stable distribution is completely determined by
four parameters: (i) the location parameters; (ii) the dispersion y, (iii) the index of
skewness f3, and (iv) the characteristic exponent a, and the stable distribution can be
denoted as Xk ~ Sa(f3,y,a), where Xtare independent ct-stable variates that are
identically distributed with parameters a,j3,y,a. The characteristic exponent
a (0 < a < 2) controls the heaviness of the tail. As a- 0 , the distribution tends to
Portions of the work in this section have been presented in [90].
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heavy-tailed and as a -> 2 the distribution tends to Gaussian. The heavy-tailed
characteristic of these non-gaussian stable distributions is suited for modeling time-series
that are impulsive in nature. Interested readers can refer to [89, 95]. The theoretical basis
comes from the Generalized Central Limit theorem. This theorem states that, if the sum
of i.i.d random variables with or without variance converges to a distribution by
increasing the number of variables, the limit distribution must be stable. The stable
distributions also follow stability property, which states that the sum of two independent
stable random variables with the same characteristic exponent is again stable and has the
same characteristic exponent. In other words, the output of a linear stable filter for a a-
stable process is also oc-stable[95]. The only three distributions that have a closed form
expressions for the density functions are Gaussian (a = 2 ), Cauchy (a = 1 ) and Levy
(a = 1/2) distributions. Since we are modeling heavy-tailed time series, we are interested
in Levy stable distribution whose tail index a - 1 / 2 and density function is given as [89,
97]
Sxl2(crXM) = {zf] ^expl-^} (4.3)
If // = 0 , the cumulative distribution can be written in terms of N(0,l) distribution
P(X<x) = 2 1-*J-) (4.4)
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4.3.1 WeightedSums ofIndependent a-stable Variates
LetXk be independent a-stable variates that are identically distributed with
parameters a,/3,y,a . This can be denoted as
Xk~Sa(/3,y,a) (4.5)
where Sa is a stable distribution. The distribution ofweighted sum of these variables with
weights hk can be written as[98]
Y = fjhkXk~Sa(/3',y',a')
k=\
Y"
h[a) * <
/x (4.6)
where
l'=~*=1 P, y' =X|At|V, a^^a and x{p) =sign(x)\x\p
IW k=\ k=\"k\
k=\
Here both the input and the output are stationary which is also true for the model
proposed in this thesis. Figure 4.16 depicts the output y' for a 1.2, r 2 and a given
input value of 7 and confirms the relation in (4.6) for the proposed model.
4.3.2 Linear Stable Processes
A continuous time self-similar signal is generally non-stationary[74]. However as
mentioned before, discrete-time self-similar processes generated with white-noise driven
inputs to the L(z) filter for -2 < r < 4 are stationary since they are outputs of a stable
linear time-invariant system with a stationary input. Due to the stability property, the
output Y(n) of a linear stable filter for a a-stable process X(n) is also stable [95]. The
output of such a process is given by
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Y(n) =Y,h(k)X(n-k), (4.7)
where h(k) is the impulse response of the stable filter. The observation to be made here
is that both the input and the output are stationary which is true for the scale invariant
systems[99].
4.3.3 Estimation ofTail Index
A random variable X is said to be heavy tailed if the complementary distribution
function is of the form
1 - F(x) = P[X > x] = x-"L(x) (4.8)
whereL(x) is slowly varying; that is for x > 0
lim^ = l (4.9)
'-* L(t)
anda > 0 is the tail index. Various techniques have been documented in the literature to
estimate the tail index. We shall look at one such technique known as the Hill estimator.
Suppose Xx, ,XnarQ i.i.d from a distribution F , X^>X^> >^(n) are me
order statistics and F has an exact Pareto distribution,
\-F(x) = x-a, x>\, (4.10)
then taking logarithms of Xx, ,Xn yields a sample from an exponential density with
parameter a . The maximum likelihood estimator (MLE) of
a-1(mean) is the sample
mean and therefore
Hn=l-\ogX(i) (4.11)
n /=1
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is the MLE of a ' . But, if X has distribution function as defined in (4.8), for some
k < n , we define the Hill estimator[100] to be the difference of the k* largest observation
and the average of the k largest observations; that is
Figure 4.17(a) shows an example for a Pareto time-series generated with a = 0.6 and the
Hill estimator as defined in (4.11) is shown in Figure 4.17(b), where H = 1.67 . Figure
4.17(c) estimates the Hill estimator (Hm s1.67) for the filter output and this result
confirms the stability property of stable distribution.
4.3.4 Simulation Results
In this section we demonstrate that using Levy stable input to the I-DTSS system
we can model the scene densities of MPEG video files both in terms of marginal
distribution and scene correlations with the heavy-tailed outputs. We follow a procedure
similar to [42] to identify scene changes. If ^denotes the size (in bytes/frame) of the
/** / frame, we compute the second difference,
[(XM -*,)-(*, -*H)]4 Z *U) (4-13)
* j=i-k
where k denotes past frames. A value of k=4 was used in our experiments. The second
difference values are then compared with a subjective threshold, typically in the range of
-0.2 to -0.02 and the differences that are above the threshold are treated as scene
boundaries. The thresholds computed locally give a better performance compared to a
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global threshold and also help in minimizing false detections. Figure 4.18(a) shows a
region of high variation in bytes/frame and the corresponding second difference measure
is shown in Figure 4.18(b). The scene change boundaries are characterized by at least two
/ frames of large size. The scene density time-series consisting of number of frames per
scene change vs. scene change index was generated. Note the difference between this
time-series and the one in section 4.1. The scene density typically has a heavy-tailed
behavior and the shape of the density function does not change for small variation in
threshold[42]. The DTSS system output for a Levy-stable input is also Levy-stable and
heavy-tailed. As in the case ofVBR time-series modeling values for both the fractional
parameter r and the variance of the input were varied until best fits were obtained to the
ACF. It was found that values of r that gave optimum fits to the ACFs of the VBR scene
density time-series also produced optimum matches to the histograms of the scene
densities. It is seen that the lobe of the density function for burstier time series (Figure
4.19(a)) is wider than for non-burstier scenes (Figure 4.19(d)) due to frequent scene
changes. Demonstration of the histogram fit to the bursty time-series with the
corresponding q-q plot is shown in (Figure 4.19(c)) and the ACF fit is shown in (Figure
4.19(b)). A value of r=-3 gave an optimum fit for bursty scenes which corresponds to
H=l, indicating long-range dependence. Figure 4.19(d) shows a histogram fit to the non-
bursty scenes with r = -2.7 . Examples of histogram fits as well as time series fits for
trace files Simpson's and ski video is shown in Figure 4.20.
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Figure 4.16 Proof of (4.6) for a = 1.2, r = -2 and a given input value of 7
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(c)
Figure 4.17 (a) Pareto time-series (a=0.6), (b) Hill estimator for a Pareto time-series in (a), Hn = 1.67
and (c) Hill estimator for the filter output using input in (a), Hn 1.67
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Figure 4.18 (a) VBR time series in bytes/frame, (b) Second difference of the time-series in (a); scene
boundaries occur where amplitude crosses threshold.
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Figure 4.19 (a), (d) Scene density fits for bursty & less bursty scenes, (c) q-q plot of fitted quantiles,
(b) ACF fit of the DTSS model output to the scene time-series.
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Figure 4.20 Histogram and time-series fits of the I-DTSS model for trace files Ski video (a), (b) and
Simpson's (c), (d).
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Chapter 5
5.1 Conclusion and FutureWork
The thesis provides new modeling approaches in discrete-time to VBR video
traffic on the Internet using models that are based on self-similarity considerations. Both
time-series as well as scene modeling issues have been extensively covered along with
simulation results that support the claims proposed. A brief background of wide-sense
statistical self-similarity of discrete-time signals on the lines of the continuous-time
definition based on the scaling operator is provided. Properties of the discrete-time model
that has evolved out of self-similarity considerations have also been investigated. It has
been shown that the second-order self-similar process can be obtained using stationary
increments of the resulting discrete-time self-similar process and is similar to the
incremental process of continuous-time fractional Brownian motion. Investigation into
establishing relationships between the proposed model and other models formulated to
describe self-similarity and long-range dependence has been shown that the DTSS model
exhibits long-range dependence for a range of its parameter values. Both mathematical
and empirical demonstrations of this result have been provided in this thesis. An
interesting viewpoint, that the model is equivalent to the fARIMA(0,d,oo), emerges from
the studies.
All the investigation and properties of the model have led to potential applications
involving self-similar and long-range dependent data. Extensive experimental
demonstrations have shown that the autocorrelation of the output of the DTSS model for
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white noise input follows the ACF of the VBR video sequence. By varying the input
variance and the fractional parameter of the filter the autocorrelation falloff of the VBR
video stream can be traced. Comparison of the performance of the DTSS model output
ACF fits and the output ACF fits of other models such as Markovian, LRD and
M IGloo have been provided. The results indicate that the DTSS model is a better
alternative to model self-similar and long-range dependent time-series.
The modeling issue based on the ACF fits has been potentially utilized in
classifying MPEG coded video streams based on their long-range dependent properties in
their content. Approaches such as the clustering based on the fractional parameter and
inverse filtering method have been demonstrated. The results show that the model can
potentially be applied to applications involving automatic scene classification based on
its fractal nature.
In the end, an interesting approach to scene modeling in MPEG coded video using
heavy-tailed stable distributions has been demonstrated. Simulations have shown that for
heavy-tailed stable input such as levy density function, the model produces heavy-tailed
stable output that can match both the scene time-series correlations as well as the
marginal density of the scene time-series.
A motivating extension of the research presented in this thesis is the further
investigation of shot boundary detection for MPEG-7 applications. Other potential
application could include image segmentation and classification, pattern recognition and
network modeling issues such as queuing analysis, buffer design and cell loss analysis.
The discrete-time model can be used in the field of l//process generation and modeling,
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particularly in CMOS devices and photodiodes. By estimating the Hurst exponent for
1 // processes based on developed framework the low frequency noise modeling can be
achieved in circuits. The model can be easily extended to multi-dimensional case,
especially in the area of self-similarity in images and texture synthesis. Another
interesting area is to study the multiple-access interference (MAT) in (Code division
multiple access (CDMA) systems. Recent studies have found that MAI exhibits scale
invariance burstiness and is self-similar across multiple time scales. This helps to design
an accurate multiple time scale interference predictor, which can take into account the
self-similar nature of the traffic and predicts theMAI level.
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