Formation and growth of contact nuclei by Berglund, Kris Arvid
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1981
Formation and growth of contact nuclei
Kris Arvid Berglund
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Chemical Engineering Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Berglund, Kris Arvid, "Formation and growth of contact nuclei " (1981). Retrospective Theses and Dissertations. 7397.
https://lib.dr.iastate.edu/rtd/7397
INFORMATION TO USERS 
This was produced from a copy of a document sent to us for microfilming. While the 
most advanced technological means to photograph and reproduce this document 
have been used, the quality is heavily dependent upon the quality of the material 
submitted. 
The following explanation of techniques is provided to help you understand 
markings or notations which may appear on this reproduction. 
1. The sign or "target" for pages apparently lacking from the document 
photographed is "Missing Page(s)". If it was possible to obtain the missing 
page(s) or section, they are spliced into the film along with adjacent pages. 
This may have necessitated cutting through an image and duplicating 
adjacent pages to assure you of complete continuity. 
2. When an image on the film is obliterated with a round black mark it is an 
indication that the film inspector noticed either blurred copy because of 
movement during exposure, or duplicate copy. Unless we meant to delete 
copyrighted materials that should not have been filmed, you will find a good 
image of the page in the adjacent frame. If copyrighted materials were 
deleted you will find a target note listing the pages in the adjacent frame. 
3. When a map, drawing or chart, etc., is part of the material being photo­
graphed the photographer has followed a definite method in "sectioning" 
the material. It is customary to begin filming at the upper left hand corner of 
a large sheet and to continue from left to right in equal sections with small 
overlaps. If necessary, sectioning is continued again—beginning below the 
first row and continuing on until complete. 
4. For any illustrations that cannot be reproduced satisfactorily by xerography, 
photographic prints can be purchased at additional cost and tipped into your 
xerographic copy. Requests can be made to our Dissertations Customer 
Services Department. 
5. Some pages in any document may have indistinct print. In all cases we have 
filmed the best available copy. 
UniversiV 
Micfdnlms 
International 
300 N /EEB RD . ANN ARBOR, Ml 48106 
8209097 
Beiihmd, Kris Anrid 
FORMATION AND GROWTH OF œNTACT NUCLEI 
lom State University PH.D. 1981 
University 
Microfilms 
IntGrnâtiOnâl 300 X. Ron Ann A^or. MI 48106 
Formation and growth of contact nuclei 
by 
Kris Arvid Berglund 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of the 
Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major: Chemical Engineering 
Approved: 
I, k 
For the Major Department 
Iowa State University 
Ames, Iowa 
1981 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
il 
TABLE OF CONTENTS 
Page 
DEDICATION Iv 
INTRODUCTION 1 
LITERATURE REVIEW 4 
Solubility and Supersolubility 4 
Crystal Growth Theories 7 
General concepts 7 
Two-dimensional growth models 8 
Continuous step models 14 
Mass transfer limited growth models 17 
Probabilistic models 18 
Impurity effects 18 
Nucleation 19 
Continuous Crystallization Studies 20 
Secondary nucleation kinetics from the population 
balance 20 
Size dependent growth and secondary nucleation 26 
Mechanism of Contact Nucleation 30 
Growth of Contact Nuclei 40 
Anomalous growth 40 
Mass transfer effects 41 
The Ostwald-Freundlich effect 42 
Growth by surface nucleation 43 
Growth by screw dislocations 43 
Modeling of Real MSMPR Crystallizers 45 
Size dependent growth 45 
Growth rate dispersion 46 
MATERIALS AND METHODS 48 
Nucleation Apparatus 48 
Preparation of Solutions 51 
Preparation of Parent Crystals 52 
ill 
Experimental Procedures 52 
Reduction of Row Data 55 
RESULTS 59 
Preliminary Experiments 59 
Individual Crystal Growth Rate Measurements 59 
Evidence of Growth Rate Dispersion 60 
Growth Rate Dependence Upon Initial Size 68 
Growth Rate Dependence Upon Supersaturation 76 
Distribution of Initial Size and Growth Rate 78 
DISCUSSION OF RESULTS 84 
Mechanism of Contact Nucleation 84 
Mechanism of Growth and Growth Rate Dispersion 86 
MODELING OF A MIXED SUSPENSION, MIXED PARTICLE REMOVAL 
CRYSTALLIZER 91 
Model 91 
Results and Discussion of Modeling 96 
SUMMARY AND CONCLUSIONS 115 
RECOMMENDATIONS 117 
REFERENCES 119 
ACKNOWLEDGMENTS 125 
APPENDIX A: RAW DATA, INITIAL SIZES, GROWTH RATES, AND 
CORRELATION COEFFICIENTS FOR REGRESSION OF SIS 
VERSUS TIME 126 
APPENDIX B: 957. CONFIl^NCE INTERVALS FOR GROWTH RATE AND 
INITIAL SIZE WITH THE NUMBER OF SIGNIFICANT 
t-TESTS FOR ALL POSSIBLE COMPARISONS OF GROWTH 
RATES AT THE 95% CONFIDENCE LEVEL 142 
iv 
DEDICATION 
This work is dedicated to the author's parents, Mr. and Mrs. Carl 
Delmar Berglund, who have been constant sources of encouragement in 
the author's education. 
1 
INTRODUCTION 
Crystallization is a major unit operation used for purification in 
the food, pharmaceutical, and fertilizer industries. As in any 
Industrial process, control of the process stability and product are 
prime concerns. 
Although crystallization is a much used process, very little 
fundamental understanding presently exists as it applies to industrial 
application. Industrial crystallization consists of time tested 
techniques used because they work well enough to get approximately the 
product desired. However, because of rising energy costs and tighter 
resource availability a more scientific approach is needed to minimize 
costs. This provides the motivation for fundamental studies directed 
at process design and development. 
In the past ten years, an immense amount of fundamental research 
In crystallization has appeared in the technical Journals. This warn made 
possible through use of the population balance technique developed by 
Randolph and Larson [59]. This technique, applied to bench scale 
continuous mixed-suspension, mixed-product-removal (MSMPR) crystallizers, 
allows simultaneous determination of nucleation and growth kinetics. 
Kinetics are obtained from a semi logarithmic plot of population 
density versus size — the slope related to growth rate and the Intercept 
related to the nucleation rate. The technology of electronic particle 
counting devices, such as the Coulter Counter, has allowed studies to 
include analysis of the crystal size distribution (CSD) below 40 pp, 
lAere sieves are not effective. This analysis has led to some 
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Interestiog Implications for the nucleation and growth rates which are 
discussed below. 
Nucleation can occur from several mechanisms [7; 48], but the type 
which occurs in industrial crystalllzers (as well as in MSMPR studies) 
is most generally accepted as being contact nucleation [22]. Contact 
nucleation occurs when some disturbance is effected to a face of a 
growing crystal lAlch is generally due to collision with walls, impeller, 
or another crystal. MSMPR studies [66; 73; 39; 58; 30] have shown that 
often \Axen this mechanism is dominant a large number of small crystals 
are present (< 10 pm) which do not grow to populate the sice distribution. 
This anomalous behavior often has been attributed to sise dependent 
growth in this size range. The problem created is that the nucleation 
rates obtained from MSMPR studies are difficult to interpret since these 
large numbers of small crystals cause a nonllnearlty in the semilog plot 
of population density versus size. This nonllnearlty causes the 
determination of the intercept from which nucleation rate Is determined 
to be dependent upon the method of extrapolation to zero size. 
A second shortcoming with previous studies is the inability to 
detcct the phenomenon known as growth rate dispersion. This occurs 
crystals of the same size do not grow at the same rate and has been 
shown to occur by various authors [74; 6; 35; 21]. Coulter Counter 
measurements can only determine average growth rates. Recently, a 
photomlcroscopic technique has been developed [25; 21; 37] which allows 
both size dependent growth and growth rate dispersion of contact nuclei 
less than 50 ^  to be monitored. This technique involves contacting 
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a growing crystal and observing the growth of the nuclei produced. 
The present study uses this photomicroscopic technique in the 
citric acid monohydrate-water system. This system was chosen since a 
small amount of data is available for viscous organic systems, thus a 
technique amenable to this application needs to be perfected. However, 
enough studies have been done on this system that the anomalous behavior 
described above has been suggested. 
Therefore, the objectives of this study are: 
1. Determination of the growth rate and growth rate dispersion 
for contact nuclei produced by contact of the (100) face of 
citric acid monohydrate. 
2. Development of a mathematical model that incorporates the 
results from part 1 in simulation of the product crystal 
size distribution of a MSMFR crystalliser. 
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LITERATURE REVIEW 
In the following pagea the various topics that comprise the field 
of crystallization are discussed. It should be noted that no attempt 
has been made to exhaustively list all references and that only major 
results and consequences are presented. 
Solubility and Supersolublllty 
A solution may be thought of as a homogeneous mixture of a solvent 
and a solute. It should be noted that the distinction between solute 
and solvent is somewhat arbitrary since solubilities of some substances 
are very large. For example, a saturated aqueous sucrose solution at 
25°C contains 67% sucrose by weight. Thus, in this case the solvent, 
water, is actually present in a smaller amount than the solute, sucrose. 
Citric acid is such a soluble substance and the solubility in 
the temperature range from 0 to lOO^C was determined by Dahlman [13]. 
The relations found are 
c - 48.9559 + 0.5231 t from 0 to 35.8°C (Eq. 1) 
c - 57.8564 + 0.2616 t from 35.8 to 100®C (Eq. 2) 
\Aiere c • grams citric acid/100 grama solution 
t - ®C. 
The hydrated nature of the crystal requires two relationships since 
Dahlman [13] found that citric acid loses its water of hydration at 
35.8°C. 
5 
A solution which contains more solute than at equilibrium is said 
to be supersaturated. Ostwald [54] introduced the concept of labile 
and metastable supersaturation. A labile supersaturation is one irtiere 
spontaneous nucleation occurs, lAile in a metastable region only growth 
of crystals that are introduced as seeds occurs. The work of Miers 
and Isaac [47] supported this concept in that it was found a certain 
concentration above saturation must be achieved before spontaneous 
nucleation occurs. 
Supersaturation may be created by three different means: 
1. cooling a saturated solution, 
2. evaporating a saturated solution, or 
3. adding a third component to reduce the solubility, known as 
salting out. 
The choice is dictated by the system used and equipment constraints ; 
cooling was used in the present work. 
Solubility is related to particle size in addition to temperature 
by the equation derived by Ostwald [54] and later corrected by 
Freundlich [18]: 
Where s^, s^ • solubilities of spherical particles of 
radius r^ and r2 
R - gas constant 
T - absolute temperature 
p - density of the solid 
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M m molecular «ei^t of the solid in solution 
a' - surface energy of the solid particle in contact 
with the solution. 
If the normal equilibrium solubility associated with a flat surface 
(r -+ ob) is denoted by c*, the solubility s^ of a particle r is 
• (Bq. 4) 
Mullin [48] notes that this relationship is also known as the Gibbs-
Thomson or Gibbs-Kelvin equation and has been found to hold for dilute 
aqueous solutions of gypsum for particle sizes from 0.5 to 50 pm. 
The Ostwald-Freundlich relation involves several assumptions that 
may or may not be valid. These include p and o' being independent of 
particle size, the particles being spherical, and no dissociation of 
the solid in solution. Several modifications have been suggested to 
overcome these shortcomings. The interested reader is referred to 
Mullin [48]. 
Several different expressions are used to express supersaturation. 
The most commonly used are [48] concentration driving 
force, 
Ac - c - c* (Eq. 5) 
\Aiere c - solution concentration 
c* » equilibrium concentration at tenqierature of c 
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supersaturation ratio. 
S " c/c* (Eq. 6) 
relative supersaturation, 
a (Eq. 7) 
or supercooling 
AT - T* - T (Eq, 8) 
where T* - equilibrium temperature of solution 
T m actual temperature of solution. 
The concentration units used for supersaturation can be of several 
forms, none of lAlch is certain to be the best [48; 6]. The eiqpression 
used in this work is supercooling. The choice is arbitrary, but does 
not rely on any specific set of solubility data, so it can be converted 
to any of the others. 
General concepts 
The theory of crystal growth from solution is not a unified field. 
Bennema [4] listed the main theories to date and explained their 
complementary nature. The derivations in detail of these theories are 
quite lengthy and beyond the scope of this review, however, details may 
be found in the excellent book by Ohara and Reid [53]. In the following 
discussion, some of the main theories are noted as well as some examples 
Crystal Growth Theories 
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of systems thought to obey them. 
There are some concepts %Aich are common to all models. The 
process is assumed to consist of two steps lAere solute diffuses to 
the surface and Is then Integrated into the crystal lattice. Well-
defined crystal faces are considered macroscopically planar with 
steps available for incorporation of solute. With reference to 
Figure 1, it can be seen that solute molecules from the bulk would 
find flat areas energetically unfavorable, and surface mobility and 
desorption would not favor incorporation at site A. Using this line 
of reasoning, B would be more favorable, while C is the most favorable. 
C is considered to be kink bonded. Growth occurs througjh advancements 
of the steps iAich provide these kinks. Thus, it can be seen that the 
common problem in each of the various models is the source of these 
steps. 
Two-dimensional growth models 
These models are based on the premise that a two-dimensional 
nucleus is formed on the surface of the crystal. This forms a type of 
step upon which the kink sites occur. Ohara and Reid [53] discuss 
three models of this type whose form is determined by the rate of 
formation of new nuclei compared to the spreading velocity (or growth) 
of the nuclei present. The various forms are pictured in Figure 2. 
Garslde [20] noted that these all had the following general form 
G " m'o^exp(-n'/c) (Eq. 9) 
Figure 1. Crystal bonding sites [53] 
10 
Figure 2. Two-dimensional nucleation models [53] 
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(a) Mononuclear Model 
(b) Polynuclear Model 
(c) Birth and Spread Model 
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where G - growth rate 
m', n' - constants 
a - relative supersaturation. 
The mononuclear model is used «hen the spreading velocity of the 
layer is infinitely fast and p is %. The polynuclear model corresponds 
to a situation in which spreading velocity is essentially sero. The 
surface can only be covered by accumulating a sufficient number of 
critical nuclei. The value of p for this case is -3/2. The third 
model is known as the "birth and spread" model. It allows for the 
formation of nuclei and their subsequent growth at a finite rate. This 
corresponds to new nuclei being formed on top of uncompleted layers and 
p is 5/6. 
Tai ^  [71] found that citric acid monohydrate obeyed the 
Stranski-Kossel mononuclear model which has the form 
G - M'exp (N'/Ana) (Eq. 10) 
lAere M', N' » constants 
» - VilS 
y^ - mole fraction 
^AS " fraction of saturated solution. 
This result was obtained from plotting In G versus lllna and a straight 
line was obtained. Although this model differs slightly in form from 
the equation above for mononuclear growth, it does provide an example 
of the two-dimensional type of growth. 
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Continuous step models 
Frank [16] suggested that the presence of screw dislocations ending 
at a point on the crystal surface would produce steps required for 
growth. Burton et [9] developed a model incorporating this idea 
with the assumption that far away from the center of the screw spiral 
the steps could be assumed equidistant and parallel. This situation is 
pictured in Figure 3. They further considered surface diffusion to be 
given by Fick's law, and derived an equation of the form 
Equation (11) is known as the Burton-Cabrera-Frank (BCF) model. The 
derivation of this equation is quite lengthy and even the original 
authors made some errors. The interested reader is referred to Ohara 
and Reid [53] for a correct derivation. 
An ing)ortant note here is that at low supersaturation, a « 
the BCF model becomes 
G - C (G^/Gg) tanh (aja) (Eq. 11) 
\diere G m growth rate 
a - relative supersaturation 
C, Gg m characteristic constants. 
2 
(Eq. 12) 
and at higher supersaturation, a » 
G Ï Ca . (Eq. 13) 
Figure 3. Growth pyramid as a result of a single screw dislocation 
[9] 
16 
L 
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A good example of this model Is the sucrose system studied by 
Hartel ^  al. [31] and Suythe [67]. At low super saturations, second 
order kinetics were observed, irtille at hl^ supersaturations a linear 
expression was obtained. 
Garside [20] noted that the forms of both the two-dimensional and 
BCF models provided the motivation to use a simple power-law model of 
the form 
G . (Eq. 14) 
where G - growth rate 
or • supersaturation ratio 
kp - constant for pth order. 
This gives some Justification for use of the power-law model found in 
much of the crystallization literature. 
Mass transfer limited growth models 
In some instances, the growth rate is governed by the transfer of 
solute molecules to the surface of the crystal. Ohara and Reld [53] 
noted that the most useful expression for this case is 
G - \ A - c*) (Eq. 15) 
where k - mass transfer coefficient 
c 
A » area 
« bulk concentration 
c* - saturation concentration. 
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Here may be approximated by the Frosallng equation 
".h - 2 + "sc^  0^ . 1') 
lAiere - Sherwood number 
Np^ - Reynolds number 
Ngg « Schmidt number. 
Other diffusion models listed by Ohara and Reid [53] are the BCF 
bulk diffusion model and Chernov bulk diffusion model. These models 
require complex geometry considerations and often results are contrary 
to conmon sense, so their use is somevAat questionable, 
Laguerie and Angellno [40] found that growth of citric acid 
crystals in a fluldlzed bed at 25°C was diffusion controlled in 
contradiction to the results of Tai et al. [71]. However, N^lt and 
Vaclavu [52] and Cartier et al. [10] found surface integration 
controlling, so the results of Laguerie and Angelino [40] do create 
some discrepancy. 
Probabilistic models 
A number of workers have attempted to use statistical methods and 
Monte Carlo simulations for crystal growth. This approach also leads 
to results lAich do not describe observed behavior and is discussed in 
detail by Bennema [4] and Ohara and Reid [53]. 
Impurity effects 
Impurity effects hove been considered in models, however, 
consideration of inqiurities is beyond the scope of this work. The 
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excellent work of Ohara and Reid [53] should be consulted for additional 
information on this subject. 
Nucleatlon 
Nucleatlon mechanisms which occur in industrial crystalllsers 
appear to be quite different from classical nucleatlon theory. 
Mullln [48] describes classical nucleatlon as a series of bimolecular 
reactions lAilch result in the formation of ordered aggregates or 
embryos. The excess free energy of such entryos consists of a positive 
area term proportional to the square of size and a negative volume term 
proportional to sized cubed. Thus, the free energy function passes 
through a maximum at some critical size. Embryos of the size at this 
Ttiav<iwmi are called "critical nuclei", those larger will grow to become 
crystals. This theory predicts extremely small nucleatlon rates at 
low supersaturations, but once some critical supersaturatlon is 
achieved the nucleatlon rate Increases very rapidly and massive 
nucleatlon takes place. 
This type of nucleatlon is termed primary and may be either 
homogeneous or heterogeneous, but most industrial crystalllzers operate 
at supersaturations too low for this mechanism. Nucleatlon that takes 
place at low supersaturation has been termed secondary nucleatlon and has 
been found to require the presence of existing crystals. This provided 
the motivation for the definition by Botsarls [7] of secondary nucleatlon 
as "nucleatlon that takes place only because of the prior presence of 
crystals of the materials being crystallized." 
20 
Botsaris [7] and Estrln [IS] have published reviews of secondary 
nude at Ion. Types of secondary nucleation discussed are 
1. Initial breeding - «hen dry crystals are first Introduced 
Into solution and surface dust supplies nuclei, 
2. needle breeding - lAen at high supersaturatlon dendrites 
form and break off forming nuclei, 
3. fluid ahear - When nuclei are formed by high solution -
crystal relative velocity, and 
4. contact nucleation - when nuclei are formed from contacting 
a growing crystal. 
Garside and Davey [22] noted that the most Important form of secondary 
nucleation in industrial crystalllzers is contact nucleation, which 
is the focus of the following discussion. 
Continuous Crystallization Studies 
Secondary nucleation kinetics from the population balance 
One of the most noteworthy developments in crystallisation theory 
is the population balance technique presented by Randolph and Larson 
[59]. The most Important concept of this technique is the population 
density n defined 
n - ^  (Eq. 17) 
where dN » the number of particles between size L and 
L + dL found in volume V. 
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Typical units for population density are number of particles/(length) 
(volume). 
The concept of balancing Is one common to all chemical engineers 
and Is represented by 
INPUT - OUTPUT + GENERATION - ACCUMULATION . (Eq. 18) 
In the case of the population balance, particles are balanced Instead 
of mass, energy, or charge, A complete derivation of the general 
equations can be found in the work by Randolph and Larson [59]. 
The consequence of this technique has been the development of the 
continuous mixed-suspension, mixed-product-removal (MSMPR) crystalliser 
lAerein simultaneous growth and nude at ion rates may be determined. 
If the assiuqitlons of 1) perfect mixing, 2) crystals of similar shapes, 
3) the ability to represent all crystals by a characteristic dimension 
L, and 4) no appreciable breakage or agglomeration of crystals are 
valid, the steady state balance reduces to [22] 
+ 7 - B(L) (Eq. 19) 
\^ere G - growth rate 
n m population density 
T •> residence time 
B(L) - size dependent birth function. 
Integration of this equation enables the crystal sise distribution (CSD) 
to be determined. 
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In earlier MSMPR studies [59] lAiere sieves were used, only sizes 
down to about 50 ^in were measured. In this case, B(L) was considered 
to be zero since new crystals entered at sizes below this smallest 
size, hence nuclei were considered to be formed at zero size. If, in 
addition, the growth rate is independent of size (McCabes AL law), 
the Eq. (19) is integrated [59] 
n - n° exp(-L/GT) (Eq, 20) 
lAiere n° « zero size population density. 
Linearizing this equation by taking logarithms, n^ can be determined 
from the intercept and G from the slope of the in n vs L plot. A 
typical plot is shown in Figure 4. Finally, nucleation rate can be 
determined from the following relation [59] 
B® - n®G . (Eq. 21) 
Garside and Davey [22] noted in their review that many MSMPR 
studies have Justified the following power law relations 
G - kgAc® (Eq. 22) 
B® - k^Ac® (Eq. 23) 
vdiere Ac - concentration driving force 
kg, k^, g, m - constants. 
However, many systems operate at low supersaturations such that Ac cannot 
be accurately measured. The concentration may be removed by combination 
Figure 4. Typical semilog population density vs size plot from 
a MSMPR with no size dependent growth [59] 
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of Eqs. (22) and (23) yielding 
B° - (Eq. 24) 
where i • m/g 
h • vV • 
A summary of several MSMPR studies is shown in Table 1. Here it was 
noted by Garside and Davey [22] that the low values of m indicate 
primary nucleation is probably of little consequence. 
In addition to supersaturation, the amount of crystals in suspension 
and the hydrodynamics of the crystallizer have been shewn to affect the 
nucleation rate. Usually the amount of crystals is represented by a 
Table 1. Crystallization kinetics from MSMPR studies 
System Author g m i 
Citric acid Sikdar and 
Randolph [66] 
0.65 0.54 0.83 
Magnesium 
sulphate 
Sikdar and 
Randolph [66] 
2.29 2.59 1.13 
Potassium alum Garside and 
JanKic [24] 
1.33 2.10 1.58 
Potassium 
nitrate 
HeIt and 
Larson [32] 
1.0 1.6-1.9 1.6-1.9 
Potassium 
sulphate 
Randolph and 
Sikdar [61] 
1.29 0.67 0.52 
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power law relation correlated to the third moment (suspension density) 
of the CSD (e.g. Larson et al. [43] for the ammonium sulphate system, 
Randolph and Ragajopol [60] for the potassium sulphate system). Other 
correlations have been used such as the fourth moment of the CSD by 
Randolph and Cise [58] for potassium sulphate and Sikdar and 
Randolph [66] for citric acid. 
hydrodynamics are usually correlated to stirring speed in empirical 
models. Examples are: 
RPM for NH^SO^ [75] 
B°« RPM for KgSO^ [58] 
TIPS for NaCl [5] 
vAiere RPM - stirrer r.p.m. 
TIPS - stirrer tip velocity. 
As is evident, these values fluctuate from system to system, but probably 
do have a certain amount of validity in this application. 
To determine the effect of stirrer impacts on nucleation rates, a 
number of studies have been performed using coated impellers. These 
are summarized in Table 2. These results show coated impellers cause 
a decrease in nucleation rate, thus adding further evidence of contact 
nucleation as the primary source of nuclei. 
Size dependent growth and secondary nucleation 
The increased use of electronic particle counting devices, such 
as the Coulter Counter, has allowed particles below 50 pf: to be 
analyzed. Several recent studies [58; 34; 66; 23; 30] using this 
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Table 2. Effect of soft impeller coatings 
System Author Soft material B^/B^ soft 
Magnesium Shah et al. [65] Polyethylene 4 
sulphate 
Magnesium Ness and White [50] Polyethylene 3-10 
sulphate 
Potassium Randolph and Sikdar [61] Soft rubber and 4-8 
sulphate Teflon 
device have found a large amount of upward curvature in the in n vs L 
plot at smaller sizes. An example of this behavior is illustrated in 
Figure 5. It should be noted that Sikdar and Randolph [66] studied 
the citric acid monohydrate system. Garside and Davey [22] wrote the 
population balance for this case as 
It is clear from this equation that both G(L) and B(L) cannot be 
determined simultaneously from the semilog density-size plot. 
Furthermore, Garside and Davey [22] discussed possible approximations 
\4iich can be made. However, the important points are that nuclei appear 
to be born into finite size ranges and secondly, their growth rates 
appear to be different from those of larger crystals. 
Figure 5. Example of a semilog population density vs size plot 
with size dependent growth [39] 
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Mechanism of Contact Nucleation 
Contact nucleation was observed in early experiments by Mason and 
Strickland-Constable [46 ] on the MgSO^'THgO system by allowing crystals to 
move freely about in solution and make various contacts. Lai ^  al. [41] 
used the same system and showed that the number of nuclei produced 
depended on supersaturation regardless of the amount of contact energy. 
Garabedian and Strickland-Constable [l9] also noted this behavior for 
sodium chlorate and attempted to explain it on the basis of the 
"survival theory". This theory is based on the Ostwald-Freundlich 
equation and requires crystals to be of critical size in order to 
survive and grow. As supersaturation changes, the number of critical 
sized nuclei differs giving a supersaturation dependence. 
Clontz and McCabe [ll] developed an experimental apparatus lAerein 
the contact energy and contact mechanism could be controlled. A solid 
rod was allowed to fall on a specified face of a growing crystal fixed 
in a flowing stream of solution. After contact, the flow was stopped 
and the nuclei were allowed to grow in a chamber downstream. Their 
work, as well as that done by Johnson et al. [36], used MgSO^'THgO and 
indicated an increase in nuclei with an Increase in supersaturation. 
It was also shown that increasing contact energy Increased the number 
of nuclei formed until a plateau was reached, and that the nucleation 
rate was affected by the face contacted. 
Tai ^  [71] continued this study by comparing magnesium sulphate, 
potash alum, potassium sulphate, and citric acid. The actual number 
of nuclei produced was dependent upon the material used; however, they 
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determined a general expression of the form 
N Œ G exp (E - E^) (Eq, 26) 
lAere N - number of nuclei formed 
G - growth rate of parent crystal 
E m energy of contact 
E^ - threshold energy below irtilch no nuclei are formed. 
This expression implies a fundamental relationship between contact 
nucleatlon and crystal growth. It should be noted for the first three 
systems a linear relation existed between the number of crystals 
formed and supersaturation. The citric acid system exhibited a jtn M vs 
incr dependence, where a is defined as a supersaturation ratio based on 
mole fraction, Thi" was attributed to citric acid obeying the 
Stranskl-Kossel mononuclear two-dimensional growth model. These authors 
also found that the number of nuclei formed corresponded to the hardness 
of the crystal, evidence of some sort of mlcroattrltlon process. 
This was further substantiated by Johnson et al. [36] who showed a 
polypropylene or rubber coating of the contacting rod prevented formation 
of nuclei similar to results discussed earlier in MSMFR studies when 
the impeller was coated. 
All of the studies previously discussed were performed before 
electronic particle counting became common and only crystals which grew 
to visible sise were counted. To overcome this, Bauer et al. [3] used 
a Clontz-McCabe type contacting device in a MSMPR. A Coulter Counter 
was used with the aperture tube placed in the crystallizer. This 
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allowed a minimum size of 13 um to be studied. Which was later lowered to 
8 pn by Larson and Bendig [42], Magnesium sulphate was the system used 
and the contact energies were up to an order of magnitude higgler than 
those of the previous investigators. This apparatus also indicated 
a strong dependence on supersaturation. The contacting device was 
constructed so that frequency of contact could be varied. It was found 
that as contact frequency was increased a critical value was reached 
where the number of nuclei formed per contact decreased. This allowed 
definition of a "surface regeneration time" which was found to be on 
the order of 10 seconds. 
Using the same apparatus and system, Khambaty [39] found upward 
curvature in the semilog population density plot (see Figure 5, p, 29). 
It should be noted in these MSMFR studies that the nucleation rates 
were two to three orders of magnitude larger than those found by visual 
observation. 
Garside and Larson [25] developed a microscopic cell in which the 
actual contacting of a growing crystal can be observed (see Figure 6). 
Contact nuclei were formed easily In both potash alum and magnesium 
sulphate in the size range between 1 and 10 pfn with some as large as 
50 Garside et [27 ] measured the size distribution of these 
nuclei in a batch apparatus using a Coulter Counter for the potash alum 
system. It was confirmed that contact nuclei were formed as large as 
30 ppi and that the number of nuclei and their distribution were affected 
by supersaturation. It was found that the number of particles below 
4 was fairly Independent of supersaturation. Hunt [33] and 
Figure 6. Schematic diagram of the apparatus used by Kaufman [37] 
and Garside [21] 
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(A) TOP VIEW 
(B) SIDE VIEW 
(1) Solution, (2) Parent crystal, (3) Contacting rod, (4) Support rod, 
(5) Cover glasses, (6) Constant temperature water, (7) Water inlet and 
outlet, (8) Thermistor 
35 
Purves [57] also did similar studies with similar results for the CSD. 
Garside [21] performed a series of experiments in the aforementioned 
microscopic cell. Nuclei were formed by contact of a growing crystal 
and allowed to settle to a glass plate \Aiere they could be photographed 
at timed intervals. Growth rates of individual nuclei of potash alum 
in the 3 to 40 pm range were measured. Growth dependence upon initial 
size was observed, as well as large variations of growth rate for 
crystals of the same size. This latter phenomenon is termed growth rate 
dispersion and will be discussed at length later. In addition, many 
crystals smaller than 20 ppi appeared not to grow. 
Kaufman [37] performed experiments in an apparatus similar to 
Garside's [21] on potassium nitrate. It was found that these crystals 
exhibit two growth rates, a fast initial rate period followed by a 
slower one. This behavior is evidenced In Figure 7 where Ae slope 
corresponds to growth rate. This may have occurred due to depletion 
of solute resources. Also, growth rate dispersion (note slopes in 
Figures 7 and 8) was observed. The major drat^acks with this study are 
the inability to estimate the contact energy and the inability to 
strike the same crystallographic face in subsequent experiments. 
Another difficulty is the determination of a characteristic dimension. 
This work, as well as that of Garside [21], suggests Coulter Counter 
measurements may be Inadequate to study size dependent growth rate (if 
it exists) and growth dispersion as mentioned earlier. 
Strickland-Constable [70] reviewed the various types of experiments 
listed above and proposed a mechanism which may be to the "mosaic 
Figure 7. Data of Kaufman [37] «howing initial and final growth 
rates 
37 
250 
RUN 1 
OPPM CR(NO.) 
200 
150 
100 
50 
0 
0 
TIWE, min. 
Figure 8. Data of Kaufman [37] showing growth rate dispersion for 
crystals of the same size 
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structxire'* of crystal#. The contention is that the crystal is divided 
into cells of linear dimensions of the order of 10 ^  with a small angle 
of tilt between the cells. Thus, lAen a plastic deformation takes place, 
stresses build up at the surface and large numbers of particles are 
formed. 
The various studies cited provide significant evidence that contact 
nucleation is a major source of nuclei. The subsequent discussion vill 
focus on the growth behavior of these nuclei. 
Growth of Contact Nuclei 
Anomalous growth 
The fact that contact nuclei have anomalous growth behavior was 
noted in the references of Garside et al. [27], Garside [21], and 
Kaufman [37]. In addition, Garside and JanSic [23] found a strong sise 
dependence in growth rate for potash alum fragments in the 3 to 100 
range using Coulter Counter techniques. No variation In growth rates 
for individual crystals could be detected because the Coulter Counter 
masked this effect. Rusli et [64] found results consistent with 
these for the contact system studied. Other evidence of anomalous 
behavior was presented by Bujac [8], ^ o grew attrition fragments of 
pentaerythritol. Experiments were conducted for as long as four hours and 
no growth was observed unless the supersaturation was allowed to exceed 
35%. van't Land and Wienk [73] found that while well-formed crystals 
of sodium chloride all grew, attrition fragments only grew if they were 
larger than 40 ppi. The following paragraphs will be devoted to several 
possible explanations of why this behavior occurs. 
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Masi transfer effects 
The effect of mass transfer on the growth rate of crystal frapnents 
has been discussed in detail by Garside et al. [26]. By using the 
Frossling equation previously presented, they pointed out that the mass 
transfer coefficient increases with decreasing size. However, Garside 
and Janeid [23] report that for dissolution of potash alum the mass 
transfer coefficient shows the expected increase down to 30 pm, but 
thereafter decreases with size. This type of analysis is somwAat 
suspect in that it assumes diffusion in supersaturated solutions proceeds 
by the same mechanism as in undersaturated solutions. Mullln and 
Led [49] presented evidence of cluster formation in supersaturated 
solutions of citric acid. These are thougfht to be clusters of several 
molecules lAlch are bonded together as precursors for nuclei. 
Cuss1er [l2] developed equations for cluster diffusion in non-Ideal 
liquid-liquid systems as well as systems near the consolute point. 
These two references suggest that acceptance of dissolution data for 
mass transfer coefficients may not be as accurate as is normally assumed. 
The end result is that although there may be some discrepancy involved 
in using dissolution data, even that would not explain why some crystals 
do not grow at all. 
An additional mass transfer effect was suggested by Rosen [62]. 
The contention was that smaller crystals have a smaller slip velocity 
which may In turn result in a slower growth rate. This concept has not 
received a great deal of attention. However, it does qualitatively 
predict correct results for MSMFRs. This analysis probably better 
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explains the physical situation than application of the Frossling 
correlation (Eq, 16) to individual crystals at different sises, «hile 
assuming constant crystal-solution relative velocity. 
The Ostwald-Freundlich effect 
This equation was previously presented in the section on solubility. 
This equation implies that the higher solubility for smaller crystals 
corresponds to a slower growth rate for them. Sohnel et al. [68] have 
shown that this effect is only Important in the submicron sice range 
for KgSO^ and much smaller than the range lAere anomalous 
behavior has been observed. Garside and Davey [22] point out that this 
effect is of no importance for crystals of potash alum above 1 pp. 
In an attempt to rationalize the use of the Ostwald-Freundlich 
equation, Garside [21] suggested the microscopic structure of the nuclei 
may actually obey this relationship. The reasoning was that a fracture 
surface m<y contain many hills and valleys lAose local radii of 
curvature are small enough to cause localised dissolution of hills and 
filling in of valleys until a plane surface is attained. Behavior «hich 
may be somewhat consistent with this reasoning was reported by 
Kaufman [37], who found two different rates for growth. An initial 
rate was found \4iich differed substantially from the rate attained after 
a period of growth, but the change was in the wrong direction. However, 
Garside and Davey [22] pointed out that even for local radii of 0.1 ppi 
an hour at most would be sufficient for the surface to flatten. For 
smaller radii, the time would be only a few seconds. Thus, «bile this 
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prospect seems attractive. It is not likely to fully explain the 
anomalous growth phenomenon. 
Growth by surface nucleatlon 
The surface nucleatlon models were discussed In a previous section. 
Garslde and Davey [22] noted these models Include no provision for sice-
dependent growth or for growth dispersion. It should be noted that 
Slkdar and Randolph [66] observed anomalous behavior for the citric acid 
system in the small size range. However, Tal et al. [71] found citric 
acid followed the Stranskl-Kossel mononuclear model, a surface nucleatlon 
model. Clearly some discrepancy does exist, at least for this system, 
if the contention of Garslde and Davey [22] is correct. 
Growth by screw dislocations 
Growth by screw dislocations was presented earlier in the BCF model. 
Garslde and Davey [22] pointed out that this is a structure sensitive 
theory, therefore, it may allow for variation in growth rate. Garslde 
and Davey [22] discussed this theory at length, in particular the 
concept of cooperating spirals. The growth rates of these surfaces 
are directly proportional to the number of steps passing a given point 
In unit time. Thus, if spirals cooperate and two pass through the same 
point in unit time, the rate is doubled. This reasoning can be extended 
to more cooperating spirals. 
Garslde and Davey [22] showed the dispersion of growth rates can 
be explained on this basis. To do this, a parameter c was Introduced 
into the BCF equation, thus. 
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G - C c (o^/Gg) t«nh (a^/ta) (Eq. 11') 
The parameter * 1# a measure of the extent to lAlch a group of 
dislocations enhances the growth rate compared to a single dislocation. 
In Eq. (11') growth rate has both a linear and a nonlinear dependence 
on c. For c less than 5, the growth rate is highly dependent on the 
value of «. For c greater than 7, the combined effects of the linear 
and nonlinear terms result in the growth rate being virtually 
in d e p e n d e n t  o f  t h e  c h o i c e  o f  c .  
Growth rate dispersion has been observed by several authors: 
Janse and de Jong [35] for a large population of KgCrO^ crystals. 
White and Wright [74] and Berglund [6] for a large population of sucrose 
crystals, Garside [21] for single potash alum crystals, and 
Kauânan [37] for single potassium nitrate crystals. Valcié [72] 
measured the {110} face growth rates of sucrose crystals in the 40 to 
100 pin size range and fit the results to the modified BCF model with 
values of g from 1 to 5. Davey et jd. [14] found results similar to 
Valcic for the (100) face of NH^HgPO^. 
Garside and Davey [22] stated that the above evidence suggests 
growth rate dispersion is linked to dislocation. For contact nuclei, 
they listed two effects which may be responsible for zero growth rate; 
1. the crystal fragment has been formed from a dislocation 
free portion of the parent crystal and contains no 
dislocation [26], or 
45 
2. all the dislocations are grouped In pairs, having opposite 
signs, at distances smaller than the critical diameter 
and cannot grow [9]. 
Thus, the dislocation approach seems to be the most likely explanation 
to size dependent growth rate and growth rate dispersion. 
Modeling of Real MSMPR Crystalllcers 
Size dependent growth 
As stated previously, the curvature of the semilogarithmic 
population density versus size plots from MSMPRs may be modeled by 
use of a size dependent growth model. The model most often used Is 
that developed by Abegg et al. [l] 
G - 6^ (1 + aL)^ b < 1 (Eq. 27) 
where G » growth rate 
G^ » supersaturation dependent growth rate of a zero-sized 
crystal 
a, b - constants. 
This expression is substituted into the population balance for a MSMPR 
(Eq. 19) with the result, 
n(L) - n°(l + al)"^ exp(l/G^ T a(l-b)) exp [-(IfaD^'^^/G^ T a(l-b)] 
(Eq. 28) 
Equation (28) has been used to fit curved experimental data by least 
squares determination of the constants. Most recently, Rousseau and 
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Parks [63] used this equation to fit MSMPR data for the magnesium 
sulfate heptahydrate system. They further tried to develop some 
physical meaning for the constants a and b. This approach Is 
questionable since the curvature can be caused by factors other than 
size dependent growth. 
Growth rate dispersion 
J anse and de Jong [35] demonstrated that the curvature in the semi-
logarithmic population density-size plots may be due to growth rate 
dispersion. The approach consists of Introducing a blvarlate 
distribution of size and growth rate to replace the population density 
in the population balance. They termed this new distribution the 
modified population density and defined it as 
f(L, G) - 11m (Eq. 29) 
AL, AG + 0 
where f(L, G) » modified population density. 
Since the population density is defined as 
n(L) - ^  (Eq. 17) 
it can be obtained from the modified population density thus, 
co 
n(L) - J f(L, G) dG . (Eq. 30) 
o 
Janse and de Jong [35] then assumed size Independent growth rate 
and solved the modified population balance for a MSMPR crystallizer 
with the result 
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f(L»G) - f(0. G) exp (-L/GT) (Eq. 31) 
«here f(0, G) - density at zero size 
f(0, G) was assumed to be a gamna distribution of the form 
(Eq. 32) 
where n® " zero size population density 
r', q " parameters that determine shape 
G > growth rate. 
When Eq. (32) is substituted into Eq. (31) and the integration shown 
in Eq. (30) is performed, the result for the population density is 
Equation (33) exhibits the curvature that was observed in experimental 
results. 
The shortcoming of this model is that it cannot be used to 
analyze the effect of the distribution of initial sizes that have 
been shown previously to exist in contact nucleation. 
Clearly from this discussion on modeling, experimental data are 
necessary to determine if size dependent growth, growth rate 
dispersion, or initial size distribution should be included in any 
model of a MSMPR. 
n(L) - n° (1 + ^ ) 
1-r' 
(Eq. 33) 
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MATERIALS AND METHODS 
Nucleation Apparatus 
The nucleation cell previously described by Kaufman [37] was used 
in this study and is shown in Figure 9. The cell was fabricated from 
stainless steel with an upper chandler of 5 ml for solution and a 
lower chanter of approximately 8 ml for circulation of water for 
ten^erature control. The sections of the cell were enclosed with glass 
plates with Neoprene 0-rings to prevent leakage. Mounted in the upper 
chamber were two stainless steel rods to hold a glass cover slip, a 
movable rod «Aiich held the parent crystal, and a thermistor at the 
level of the glass cover slip to monitor solution temperature. 
The glass plates separating the chambers allow the use of a 
transmitted light microscope to view the contact nuclei. The microscope 
used was an American Optical Model 110 Microscope equipped with lenses 
for 200X magnification. A reticle was mounted in the eyepiece lAich 
allowed crystals of approximately 1 p* to be observed. In addition, the 
microscope was equipped with a 35 mm camera in lAich black and white 
Kodak FX-135 film was used. 
The thermistor used for cell temperature determination was a 
Victory Engineering Corporation Model P53A17%5 158. It was connected 
in series with a Heath Voltage Reference Source Model EU80A and a 
Heath Resistance Substitution Box Model EUW-28. The reference voltage 
was set at 500 mV and the resistance was set at 330,000 ohms. This 
allowed the voltage across the thermistor to be measured by a Heath 
Figure 9. Schematic diagram of nucleatlon cell with the features: 
(1) chamber containing solution; (2) parent crystal; 
(3) glass cover slip «here parent crystal is slid; 
(4) support rods for glass cover slip; (5) thermistor; 
(6) movable rod holding parent crystal; (7) chamber 
containing constant temperature water; and (8) water 
inlet and outlet 
SIDE VIEW 
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Universal Digital Instrument Model EU-805. The thermistor va» calibrated 
by comparing the temperature of a reference water bath to the voltage 
read by the digital voltmeter. Temperature measurement was precise to 
± 0.01°C. 
To prevent any initial breeding, the cell and solution were 
preheated by circulating water at about 5°C above the saturation 
temperature through the cell from a Haake Model FJ Constant Temperature 
Controller. To operate at the desired temperature, water was circulated 
from a Polyscience Model 80 Constant Temperature Controller allowing 
temperature control of ± 0.05°C in the nucleation cell. The two water 
baths and nucleation cell were connected by a set of valves for easy 
temperature manipulation. 
Preparation of Solutions 
In all cases, analytical grade citric acid monohydrate from Fisher 
Scientific Company was used with distilled water to prepare solutions. 
All experiments were conducted at 30°C, so solutions had to be 
saturated at 30, 31, 32, and 33°C to achieve supercoolings of 0, 1, 2, 
and 3°C, respectively. Solutions were saturated by placing a large 
excess of solids in distilled water and rapidly stirring with a glass 
stirrer. The solutions were placed in a 35 liter water bath with 
temperature control provided by a Polyscience Model 73 Immersion 
Circulator during stirring. The solutions were kept in this manner for 
at least 48 hours prior to use, which is four times the length of time 
used by Dahlman [13] to determine solubility. Approximately 20 ml of 
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this saturated solution was withdrawn and immediately filtered throu^ 
a Whatman No. 2 filter Into the preheated nucleatlon cell for each run. 
Preparation of Parent Crystals 
For each experimental run, a new parent crystal was needed. The 
parent crystals were prepared by allowing solution prepared In the 
saturation unit to cool. As the cooling progressed, primary nucleatlon 
occurred. The nuclei formed were then allowed to grow In supersaturated 
solution at room temperature. When the crystals were approximately 
3 nm along their longest axis, they were removed from solution and 
dried using tissue. From these crystals only those whose (100) face 
(see Figure 10) could be distinguished were chosen for use. 
Experimental Procedures 
Prior to conducting each experiment, an acceptable parent crystal 
was glued to the movable stainless steel rod with epoxy. The crystal 
was positioned with the (100) face flush with the glass cover slip used 
for contact. The parent crystal was contacted by sliding the (100) 
face along the glass cover slip. This type of sliding contact was 
used since the viscosity of the solution was too high to allow for 
setting of nuclei as was done by Kaufman [37]. In addition, use of 
the cover slip ensured that the temperature measured by the thermistor 
was the sane as the temperature at which the nuclei were grown. This 
was not the case in Kaufman's [37] work, where the nuclei were at a 
different position than the thermistor. 
Figure 10. Schematic diagram of a crystal of citric acid 
monohydrate showing the (100) face [71] 
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To initiate each experiment the nucleation cell was preheated 5**C 
above the saturation temperature of the solution. The filtered 
solution was then added to the cell and the parent crystal was allowed 
to dissolve slightly since the solution was undersaturated at this 
condition. This procedure removed any surface dendrites from the parent 
crystal. The heating waa continued for about five minutes. Then the 
solution was cooled to 30°C which took another 5-10 minutes. When the 
parent crystal had grown enou^ at 30°C to have well-formed faces, it 
was contacted by sliding. The length of the slide varied, but generally 
was approximately 0.5 cm. Contact nuclei were observed immediately 
after this contact. As soon as possible, the nuclei were photographed 
at regular intervals to follow their growth. For each photograph, the 
time and temperature were recorded. The length of each run varied, but 
was kept short (less than one hour) so that solute resources were not 
depleted. 
Reduction of Raw Data 
The raw data obtained from the nucleation experiments consisted of a 
series of photographs for each run. Some examples of these data are 
shown In Figure 11. The negatives of the photographs were projected 
to enlarge them for measurement. It was desired to measure a single 
characteristic dimension from the photographs that would correspond 
to the single characteristic dimension, the equivalent spherical 
diameter, measured in Coulter Counter studies. The size recorded was 
an equivalent circular diameter, determined by matching the projected 
Figure 11. Examples of photographs of citric acid monohydrate 
nuclei formed and grown at 30°C and 2°C supercooling 
(one division equals 10 ^ ). (a) 3.25 minutes after 
contact; (b) 8 minutes after contact 
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(b) 
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area of each crystal to that of a circle of equal area. This was 
accomplished by using a circle template to match the area of the 
projection. 
After the equivalent circular diameters were determined, they were 
converted to correct dimensions by using the reticle scale which was 
superimposed on each photogra^A. This scale corresponds to 10 pfn for 
each division. The converted dimensions were then plotted against time 
with the slope equal to growth rate and Intercept equal to initial sice. 
59 
RESULTS 
Preliminary Experiments 
Two preliminary experiments were performed to ensure that the 
sliding contact produced contact nuclei. In the first experiment, a 
parent crystal was contacted in a saturated solution at 30°C. Prior 
to contact, the crystal was grown at approximately 2cPc to heal any 
surface damage. No nuclei were formed upon sliding of this pretreated 
crystal. In a second experiment, a plexiglas "crystal" was used in 
place of a citric acid parent crystal. When this "crystal" was 
contacted at 2°C supercooling, no nuclei were formed. 
Individual Crystal Growth Rate Measurements 
A total of ten experimental runs were conducted, but only six were 
used in the analysis due to fluctuations in controlled variables. Only 
those nuclei that were isolated from other nuclei were analysed 
resulting in analysis of 202 nuclei from the six runs. The number of 
nuclei analyzed in each experiment varied and is presented in Table 3 
with the conditions under idiich each experiment was conducted. It 
is clear from the variation in the number of nuclei observed in each 
run that this type of experiment is not useful for determining 
nucleatlon rate, since the numbers have no trend. 
For each nuclei, a plot of equivalent circular diameter versus 
time was made as shown in Figures 12, 13, and 14. The slope corresponds 
to growth rate and the intercept to initial size. The most striking 
feature of these plots is their linearity, which indicates that each 
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Table 3. Conditions of experimental runs and number of nuclei analysed 
Run Supercooling, Temperature, Nunter of nuclei 
analysed 
1 1 30 73 
5 2 30 19 
6 2 30 32 
7 2 30 12 
8 3 30 45 
9 3 30 21 
crystal grows at a constant rate. The crystals chosen for Figures 12, 
13, and 14 are exanqples of the range of growth rates for each set of 
experimental conditions. In addition, these crystals were chosen to 
demonstrate the maximum extent to «hich nonlinearity was observed. 
The correlation coefficients, as well as the raw data for all nuclei, 
are given in Appendix A. Of the 202 nuclei analysed, 116 had 
correlation coefficients of at least 0.98. The correlation coefficients 
combined with the fact that no discernible nonlinear trend could be 
observed suggests the linearity of the size versus time plots. 
Evidence of Growth Rate Dispersion 
The confidence intervals for initial sise and growth rate for all 
crystals are presented in Appendix B. From these calculations, it Is 
apparent that differences do exist in growth rate and Initial sise 
among various crystals. 
Figure 12. Exemples of linear regressions of equivalent circular 
diameter versus time for contact nuclei formed and 
grown at 30°C and 1°C supercooling, the numbers 
represent the crystal numbers In Appendices A and B 
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Figure 13. Examples of linear regressions of equivalent circular 
diameter versus time for contact nuclei formed and 
grown at 30°C and 2°C supercooling, the numbers 
represent the crystal numbers in Appendices A and B 
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Figure 14. Examples of linear regressions of equivalent circular 
diameter versus time for contact nuclei formed and 
grown at 30^C and 3% supercooling, the numbers 
represent the crystal numbers In Appendices A and B 
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A series of t-tests was performed for the growth rates of the 
nuclei. At each supercooling, all possible comparisons were made for 
the growth rate of each crystal. These results are reported in 
Appendix B. For example, crystal 1 was compared to all other crystals 
observed at a supercooling of 1**C requiring 72 t-tests concerning 
crystal 1. Of these 72 tests, 61 were found to be significant at the 
95% confidence level. From these comparisons, it is deduced that true 
differences do exist between measured growth rates and are not merely 
due to experimental error. 
The use of the groups of t-tests may be someiAat questionable on 
statistical grounds; however, the conclusion reached is not. Visual 
observation of the crystal growth rates from the microscopic study 
confirms the differences found. A subject of further study would be 
determination of the amount of error in determining the distribution 
of the growth rates, but is beyond the scope of the present work. The 
result that differences do exist in the growth rates seems 
unquestionable and the t-tests support this. 
The sensitivity of the experimental measurement can be estimated 
from observations of crystals reported to have zero growth rates. 
These crystals were not observed to grow enough to detect changes in 
size during the course of the experiments. By noting the length of 
time for each experiment and the size of each crystal observed not to 
grow, an estimate of the upper bound for their growth rate can be made. 
This was accomplished by calculating the growth rate of a crystal if it 
grew enough to have an equivalent circular diameter that was the next 
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largest on the template used. These upper bounds are presented In 
Table 4 and Indicate that the sensitivity of the growth rate measurement 
is good. 
Table 4. Upper bounds for growth rates of crystals that appear not 
to grow under various run conditions 
Run Upper bound for growth rate, ppi/min. 
1 0.070 
6 0.10 
7 0.13 
8 0.11 
Growth Rate Dependence Upon Initial Sise 
In an attempt to correlate growth rate, growth rate was plotted 
against the initial size for each observation. These plots are shown 
in Figures IS, 16, and 17 for the three supercoolings studied. Linear 
regressions were performed using the Statistical Analysis System (SAS) 
and the effect of initial size on growth rate was found significant at 
the 95% confidence level. This is true in spite of considerable 
scatter of the data as evidenced by the fairly low correlation 
coefficients given in Table 5. 
After it was ascertained that a linear model described the growth 
rate dependence on initial size, the significance of higher order terms 
was assessed. This was accomplished by adding quadratic and cubic terms 
Figure 15. Growth rate versus initial size with linear regression line for all contact 
nuclei formed and grown at 30°C and 1°C supercooling 
GROWTH RATE. MICRONS/MINUTE 
Figure 16. Growth rate versus initial size with linear regression line for all contact 
nuclei formed and grown at 30°C and 2°C supercooling 
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Figure 17. Growth rate versus Initial size with linear regression line for all contact 
nuclei formed and grown at 30°C and 3°C supercooling 
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Table 5. Linear regressions of growth rate versus Initial sise 
Supercooling Slope Intercept Correlation 
minutes'^ \ipi/mLa coefficient 
1 0.031 0.20 0.5044 
2 0.089 0.49 0.4583 
3 0.130 1.40 0.4623 
to the general model for analysis of variance In SAS. Table 6 lists 
the F-test values from the higher order terms based on the Type I sum 
of squares. The Type I sum of squares Is the sequential sum of 
squares resulting from the addition of subsequent terms to the model. 
Table 6. F values based on Type I sum of squares for hl^ier order 
terms In the polynomial fit of growth rate versus Initial 
size 
Supercooling Linear Quadratic Cubic 95% 99% 
®C F value* F value® 
1 26.4 1.89 6.43 3.98 7.03 
2 16.7 1.99 0.40 4.00 7.07 
3 17.3 0.19 1.62 3.99 7.06 
*If computed F value Is larger than tabulated F value, term Is 
significant. 
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From these calculations. It was observed that only In the case of the 
cubic term at AT - 1°C are any of the quadratic or cubic terms 
significant at the 95% confidence level. At the 99% confidence level, 
none of the higher order terms are significant. These results suggest 
that no further description of the data is obtained by adding higfher 
order terms. 
Other models besides a polynomial could be fit to the data. An 
often used expression is the power law model 
G - (Eq. 34) 
where G - growth rate 
- initial size 
- constants . 
This model was not used since the approximately zero growth rate crystals 
could not be included in the analysis. 
Growth Rate Dependence on Supersaturation 
Experiments were conducted at three supercoolIngs to determine the 
effect of supersaturation (i.e. driving force) on the growth rate. 
Supercooling is used since Dahlman [13] found the solubility data for 
citric acid to be linear in the region of temperatures Included in this 
study. To quantify the dependence, the data were fit to the power law 
expression suggested by Garside [20], %Aiich was given by Eq. (14), 
G - (Eq. 14) 
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Here a Is replaced by AT and Includes the initial size dependence 
previously ascertained. 
When the slopes and Intercepts of the regressions of growth rate 
versus initial size are observed in Table 5, a trend is apparent. As 
the supercooling is increased linearly, both the slope and intercept 
increase greater than linearly. This observation was exploited for 
correlation of growth rate with supercooling by determining lAat power 
law relation would describe the supersaturation dependence of the slopes 
and intercepts. This was acconçllshed by plotting the slopes and 
intercepts versus supercooling on a log-log plot. From these plots, 
the power law exponents were found to be 1.7 and 1.3 for the intercept 
and slope, respectively. This yielded an expression for growth, 
G - 0.19 AT^'? + 0.032 AT^'^ (Eq. 35) 
It is obviously impossible to rearrange Eq. (35) such that it has 
the form of Eq. (14). Noting that the exponents in Eq. (35) are fairly 
close, the following model was fit to the data in the form of Eq. (14), 
G - k^ AT^ (Eq. 36) 
\Aiere k* » a + b L, 
P 1 
a, b » regression coefficients 
- initial sice. 
Since only a single exponent appears in Eq. (36), the values in the 
range 1.3 to 1.7 were attempted. It was determinsd from a SAS program 
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the order 1.7 minimized the sum of squares due to deviations, Tha 
regression estimates found with the same program substituted into 
Eq. (36) gave the result 
The reader is cautioned that this is a somewhat unorthodox method 
of fitting kinetic data, but was necessary to include the effect of 
initial size. It is Important to note that although Eq. (37) is 
empirical, the exponent 1.7 is physically meaningful since it is between 
1 and 2, the two limiting cases of the Burton-Cabrera-Frank model of 
crystal growth. 
For modeling purposes, it is useful to know lAat distributions 
describe the experimental data. It is possible to construct population 
density functions (pdf) for Initial size and growth rate from the data. 
The Joint probability density for initial size and growth rate is 
denoted as f(L^, G) %Aich gives rise to the marginal densities of growth 
rate and initial size as 
G - (0.20 + 0.022 L^) AT^'? (Eq. 37) 
Distributions of Initial Size and Growth Rate 
00 
((,(6) - J f(L^, G) dLi (Eq. 38) 
and 
- I ^(^1' G) dC (Eq. 39) 
respectively 
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These marginal densities «ere fit to univariate gamma distributions 
which have the forms [17] 
1 ^2'^ -G 
£q(G ) - —^ G exp [^] (Eq. 40) 
vAiere [(Yg) " goma function of Vj 
G - growth rate 
" scale parameter 
Yg " shape parameter 
and 
X2"l -Lj 
\(^i) - 4 ®*p (Eq. 41) 
\i rcxj) 
vAiere r(X2) " gamma function of X2 
- Initial size 
X]^ - scale parameter 
Xg " shape parameter. 
The parameters were determined from the method of moments, which for 
the gamma distributions given in Eqs. (40) and (41) are [17] 
Pg - ^ 1^2 (&I. 42) 
" ^1^2 (Eq. 43) 
• \^2 (Eq. 44) 
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\ " ^1^2 (Eq. 45) 
where - mean growth rate 
p. " mean initial size 
^i 
2 
a. - variance of growth rate 
u 
2 
a - variance of initial sise. 
^i 
The means and variances were estimated using standard machine 
formulae [69]. From these estimates, the parameters Yg* ^2 
were estimated by solving Eqs. (42), (43), (44), and (45) simultaneously 
and the results are given in Table 7. Since the parameters for a gamma 
Table 7. Parameters of univariate gamma distributions for growth rate 
and initial size estimated from the experimental data using 
the method of moments 
Parameters for initial size Pyameters for axowth rate 
Supercooling X, correlation Y. correlation 
oc coefficient pfi/mln. coefficient 
1 2.3 2.6 0.9766 0.13 2.9 0.9767 
2 1.4 3.0 0.9890 0.24 3.5 0.9921 
3 2.0 2.6 0.9896 0.41 5.1 0.9916 
distribution can always be calculated from data, it was necessary to 
check the goodness of fit provided by the parameters. The SAS package 
was used to calculate the correlation coefficients for the various fits 
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and are given In Table 7. From these correlation coefficients. It Is 
apparent that the marginal densities for all sets of experimental 
conditions are well-described by univariate gamma distributions. 
After the marginal distributions of the data were found to fit 
gamma distributions. It was necessary to fit the Joint probability 
density function for growth rate and Initial size %Alch had these 
marginals. A blvarlate distribution which has gamma marginal distributions 
and a linear regression between the two variables (lAlch was shown to 
exist) was presented by Ghlrtls [28] as 
- scale parameter for growth rate 
- shape parameter for Initial size 
- shape parameter for growth rate 
^ - shape parameter for dependence of growth rate on 
initial size 
u - dunmny variable of integration 
u^ - smaller value between L^/Xg and G/Yj . 
As in the case of the univariate gamma distributions, estimates 
of the parameters were determined for the blvarlate gamma distribution 
X3 Y3 r(0 r(\^) r(\) 
(G - Y3U) ^  e" du (Eq. 46) 
where Xg - scale parameter for initial size 
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using the method of moments. The equations used to determine the 
parameters are [28] 
" XjCÇ + X^) (Eq. 47) 
Mç - + \) (Eq. 48) 
aj - \la + X4) (Eq. 49) 
1 
Gg - + \) (Eq. 50) 
cov(L^, G) - XjYjÇ (Eq. 51) 
where cov(L^,G) - covarlanee of and G. 
2 2 
Estimates for pg, and were the same as for the 
univariate case and cov(L^, G) was estimated from a standard machine 
formula [69]. Equations (47), (48), (49), (50), and (51) were solved 
simultaneously to estimate the parameters and results are given in 
Table 8. 
For the sake of completeness, the relationships between the 
parameters of the univariate and bivarlate distributions are presented 
below. They are: 
Xj - X3 (Eq. 52) 
- Y3 (Eq. 53) 
X2 - X4 + S (Eq. 54) 
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Table 8. Parametera for the bivariate gamma diatrlbution of growth rate 
and Initial sice estimated from the experimental data by the 
method of moments 
Supercooling Xg Y3 g \ 
OQ p,m pm/rnln. 
1 2.3 0.13 1.3 1.2 1.6 
2 1.4 0.24 1.5 1.5 2.1 
3 2.0 0.41 1.7 0.95 3.5 
^2 - \ + Ç . (Eq. 55) 
Equations (54) and (55) show how the dependence of growth rate on initial 
size is introduced into the bivariate gaimna distribution. As the 
parameter Ç approaches zero, the parameters for the bivariate ganma 
distribution equal the parameters of the univariate distributions. 
The case C - 0 corresponds to independence between growth rate and 
initial size \4iere the bivariate distribution is simply the product of 
the two univariate gamma distributions, thus, 
f(Lj^.G) - fg(G) f^^(L^) . (Eq. 56) 
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DISCUSSION OF RESULTS 
Mechanism of Contact Nucleation 
From the preliminary experiments performed using a surrogate 
plexiglas crystal, it is apparent that a crystal surface is necessary 
for production of contact nuclei. In addition, the experiment at 
saturation suggests that a growing crystal surface is necessary under 
the sliding contact conditions. Microattrition is generally considered 
as some sort of microscopic breakage of the crystal surface; however, 
these results are not consistent with such a mechanism. 
Botsaris [7] and Estrin [15] noted that secondary nucleation could 
occur by breaking dendrites from the surface of a growing crystal. In 
addition, Botsaris [7] presented a mechanism in which microscopic 
surface roughness was involved instead of dendrites, where the roughness 
was broken from the surfacn to form nuclei. If either of these 
mechanisms is applicable to the sliding contact of citric acid mono-
hydrate, nuclei would have been formed lAien a crystal that had been 
grown was contacted at saturated conditions. The growth prior to 
contact would have supplied the dendrites or microscopic roughness 
which «dien broken off would have formed the nuclei. 
Strickland-Constable [70] put forth the idea that crystals esdiibit 
a mosaic structure from which contact nuclei are formed. However, 
this mechanism is inconsistent with the experimental results since a 
plastic deformation is thought to cause breakage of this mosaic 
structure. There is no such plastic deformation suggested by the data. 
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A mechanism previously proposed by Powers [56] is based upon the 
existence of an ** intermediate phase" at the interface between the 
growing crystal and the bulk solution. Powers [56] spun sucrose 
crystals in supersaturated solution and nuclei were formed without 
mechanical contact of the crystal surface. From this result, it was 
concluded that a shear field removed portions of an "intermediate phase" 
which subsequently became nuclei. More recently, Mannivanan et [45] 
conducted experiments wherein a growing potassium alum crystal was 
subjected to fluid shear. Nuclei were formed and found to obey 
homogeneous nucleation expressions suggesting some sort of molecular 
clusters were removed from the growing crystal surface. In direct 
mechanical contact nucleation studies, Clonts and McCabe [ll] used the 
same reasoning of an "intermediate phase" to explain the formation of 
nuclei. 
The notion of an "intermediate phase" gains more credibility when 
considered in the context of cluster formation in solution. As noted 
previously, Mullin [48] described homogeneous nucleation as a series 
of bimolecular reactions lAlch result in the formation of aggregates 
on clusters. If the phenomenon occurs in homogeneous nucleation, it 
may also occur in less supersaturated solution in which secondary 
nucleation is observed. Mullin and Led [49] presented evidence of 
cluster formation of this type in supersaturated solutions of citric 
acid. If clusters that are stable enough to be observed are formed 
under such supersaturated conditions, it la also possible that the 
diffusion to the growing surface is cluster diffusion as described by 
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Cussler [12]. These clusters could be the building blocks of the 
"intermediate phase" lAen they are adsorbed to growing crystal surface. 
While the evidence for an "intermediate phase" is less than 
conclusive, the mechanism is feasible. Thermodynamics does not rule out 
such a phenomenon and generally, knowledge of the structure of the 
interface between solution and crystal is not necessary, as described by 
Kerszberg [38]. The possibility of actual breakage in the sliding 
contact is ruled out since no nuclei were formed at saturated conditions. 
The present experimental results do not rule out breakage under more 
severe contacting, such as that done by Rusll et [64], however, for 
the sliding contact the "Intermediate phase" is a more viable mechanism. 
Mechanism of Growth and Growth Rate Dispersion 
The most distinguishing feature of the size versus time plots in 
Figures 12, 13, and 14 is their linearity. In reviewing the literature, 
it was shown that Coulter Counter measurements generally Indicate these 
small nuclei have size dependent growth rates. The linearity of the plots 
obviously points to a contradiction. 
On a theoretical basis it is difficult to explain size dependent 
growth, since all major growth theories predict constant growth rates. 
Ohara and Reld [53] note that the only condition where size should have 
any effect is in mass transfer rates. Mass transfer does not seem to 
be the rate controlling step since the growth rate kinetics described 
by Eq. (37) do not follow a first order dependence on driving force. 
The exponent 1.7 reported here agrees well with the value 1.9 reported 
by N/vlt [51]. Furthermore, it is not likely that a distribution of 
87 
growth rate# would exiat for a altuatlon with maa# traaafer control. 
Finally, maa# traaafer correlationa predict that amaller cryatala ahould 
have a larger maaa traaafer coefficient, thus growing faater, which ia 
not the caae. 
A po##ible objection to the preeent reeult# for #ise independent 
growth rate ia that the meaauremant waa not taken for a long enough 
period of tiae and if extended would diaplay aise depeadeat ratea. 
However, the cryatala formed generally iacreaaed in aiae by at leaat 501 
during the courae of the ei^erlnenta. Thia amount of aime difference 
ahould be large enough to determine aise dependent growth if it ia 
compared to the aise differences lAerein curvature of the aemilogarithmic 
plota from MSHFR atudiea occura (e.g. Her tel et al. [31]). The 
preceding diacuaaioa iadicatea that growth rate ia independent of aise. 
The phenomenon of growth rate diaperaioa haa not been reported 
previoualy for the citric acid monohydrate ayatem. The fact that actual 
differencea do exiat in the growth ratea waa eatabliahed in the 
Reaulta aection. Bergluad [6] demoaatrated the growth rate variations 
could be due to two factora, aamely 1) variation in the habit of varioua 
cryatala or 2) variation in the growth ratea for the a am# face on 
different cryatala. The firat cauae ia eaaily explained aince different 
habita are compoaed of different coobinationa of facea. It haa been 
ahown concluaively [67] that the growth ratea of different facea vary, 
therefore, the growth rate baaed on the overall equivalent circular 
diameter will differ among cryatala of different habita. However, by 
compariaoa of two cryatala with the aama iaitial aise (oa a atatiatical 
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basis) and the same habit (e.g. crystals 112 and 121), it can be 
ascertained that significantly different growth rates do occur. This 
is the aforementioned phenomenon of growth rate dispersion. 
The mechanism for growth rate dispersion is not well-established, 
however, several important aspects are evident. Growth rate dispersion 
does not appear to be a simple mass transfer related phenomenon since 
there is no reason that the same size crystals should have different 
mass transfer coefficients. The Gibbs-Thomson effect is not likely to 
be operable here either due to the size of the nuclei. N^lt [51] noted 
that growth rate dispersion had the same effect on the CSD of a MSMFR 
crystallizer as did a variation in slip velocity for different size 
crystals. This possibility would also have to be discounted since the 
present experiments were conducted in stagnant solutions. From these 
observations, it seems apparent that the mechanism must be described 
by some surface phenomenon. 
The only growth model that can account for growth dispersion is 
the Burton-Cabrera-Frank (BCF) surface diffusion model. This model 
is structure sensitive, so it follows that growth rate can be 
correlated to a parameter which is related to the formation of the 
structure, i.e. initial size. The initial size may be related to the 
number of dislocations that are available for growth; a smaller crystal 
may have fewer dislocations am was noted by Garslde and Dsvey [22]. 
However, using the BCF model it is not necessary to conclude, as did 
Garslde and Davey [22], that dislocation density Increases with size. In 
fact, the present results Indicate the opposite - the nunter of active 
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dislocations remains constant. In addition, the existence of crystals 
lAich grow very slowly or not at all is described by inactive 
dislocations. It should be noted that the complexity of the BCF model 
allows all of these various interpretations to be made, i4iile not 
allowing strict experimental tests of these hypotheses. 
The growth rate versus Initial size plots presented in Figures 15, 
16, and 17 ejdiibit considerable scatter. It is likely some of the 
scatter is due to experimental error, however, most is not. As 
previously mentioned, initial size is likely to be related to some 
structure-sensitive parameter such as dislocation density. It is 
possible that initial size only approximates this parameter, thus 
introducing scatter. Another very likely possibility is that the 
various shapes of the crystals cannot be taken into account. The 
introduction of a parameter related to habit should reduce the scatter; 
however, this is not possible under the present experimental procedure. 
The mechanism for cluster diffusion and "intermediate phase" 
formation can be used in the context of the BCF model to explain some 
anomalies. Ohara and Reid [53] point out the surface diffusion step 
in the BCF model is someiAat difficult to visualize. For example, 
how does a very polar molecule like KCl diffuse across the surface and 
avoid K*'-K^ contacts with the latter? They suggest this diffusion m^ 
take place near the surface, but not on it. This concept is very 
similar to the "intermediate phase" discussed earlier. Further, 
Ohara and Reid [53] suggest a molecule like KCl may be some sort of 
hydrated coDq>lex in solution, which is the cluster phenomenon discussed 
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previously. 
Albcn and Dunning [2] observed large growth spirals of crystals of 
sucrose which are explained by the BCF model coupled with cluster 
formation. These spirals were much larger than the unlmolecular 
spirals used in the BCF analysis, which may be due to cluster 
incorporation into the lattice as opposed to single molecules. In 
essence, the growth units in the BCF model are really clusters of 
molecules, which is a hypothesis that does not contradict the model. 
Contining evidence and speculation yields the following scenario 
for crystal growth and contact nucleation. Solute molecules form 
clusters and move to the crystal surface via cluster diffusion. The 
clusters are then adsorbed in some "intermediate phase" where they 
diffuse across the surface until they find an energetically favorable 
site for incorporation or else desorb back into the bulk. Growth 
dispersion is bserved due to variations in the number of active 
dislocations from crystal to crystal for incorporation of these 
clusters. Contact nucleation occurs lAen the "intermediate phase" is 
disturbed through shear or mechanical forces. 
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MODELING OF A MIXED SUSPENSION, 
MIXED PARTICLE REMOVAL CRYSTALLIZER 
Any model for contact nucleatlon in a MSMPR should be baaed upon 
the following three experimental résulta: 
1. Nuclei are formed at a finite size with a distribution of 
sizes. 
2. A distribution of growth rates exists. 
3. Growth rate is not a continuous function of size, but may be 
related to some structure sensitive parameter such as initial 
size. 
No previously presented model includes all of these features. 
Model 
The general method presented for the model is based upon the 
assumption that product size, initial size, growth rate, and residence 
time can all be treated as random variables. The random variable 
product crystal size, L, is considered described by 
L - L^ + Gt (Eq. 57) 
where L - size of product crystal 
- initial size at time of formation 
G - growth rate 
t m residence time. 
Therefore, by describing L^, G, and t with their appropriate population 
density function (pdf), X(L^), Y(G), and 8(t), respectively, the pdf for 
92 
product size, n(L), can be determined. 
As a first approximation for n(L), it is assumed there is no 
dependence of G on L^. This assumption corresponded to zero slopes in 
Figures 15, 16, and 17, i.e. nonsignificant P-values in Table 6 for the 
linear case. Although this may be unwarranted, there is some question 
as to the amount of dependence G has on due to the very low correlation 
and wide scatter in the data. 
Computation of the pdf for L requires a two-step development 
lAerein the product of two random variables (i.e. Gt) is determined; then 
the pdf for the sum of two random variables (i.e. + Gt). The pdf for 
the product of two random variables is determined through use of the 
Mellln transform (and convolution). Defining a new random variable as 
X • Gt, the pdf, f(x), for x is [29] 
• 1 
f(x) - J* i Y(ï) e(t) dt (Eq. 58) 
o 
where x - Gt 
Y - pdf for growth rate 
e - pdf for residence time 
f m pdf for the product Gt. 
Now the pdf for the sum (i.e. + x) of random variables is determined 
by using the Laplace transform (and convolution). The result for the 
sum is [29] 
L 
n(L) - J X(s) f(L-s) ds (Eq. 59) 
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Where n(L) - pdf for product size 
X - pdf for initial size 
8 - duomy variable of integration 
f B pdf for the product Gt 
When Eq. (58) is substituted into Eq. (59), the result for n(L) is 
Where all terms have been previously defined. Equation (60) is general 
for n(L) in the case of independence between G and regardless of the 
form of X(L^), Y(G), or 8(t). 
Since it is desired to calculate n(L) for a MSHPR, the residence 
time distribution for a continuous stirred tank reactor is used for 6(t) 
Which is [44] 
L  • I T .  
n(L) - J X(s) C J f Y(^) 0(t) dt] ds 
o 
(Eq. 60) 
e(t) - exp (^) 
0 0^ 
(Eq. 61) 
where 0^ m mean residence time. 
The forms for X(L^) and V(G) were shown to fit gamma distributions in 
the Results section. Substituting Eqs. (40), (41), and (61) into 
Eq. (60) yields 
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L  m  X . - l  . . 1  1  T  .  
' •'"o •'"o "• ' [ — <—) 
Xj rtxp \ rtVj) 
exp("(^"^))] [-^ exp(^)] dt ds (Eq. 62) 
V e 0 
where the constants Xg» are given in Table 7. The lower 
limit of integration for s has been changed from -«• to 0 since the gamma 
distribution is zero for negative values. 
Equation (60) is based upon the assumption of independence of 
growth rate on initial size. However, if the population density for 
product size can be described by manipulation of the distribution 
f(L^, G) 8(t), this assumption can be relaxed. The function f(L^, G) 
portrays the dependence of growth rate on initial size and this function 
is assumed to be Eq. (46). The distribution f(L^, G) 8(t) must now be 
transformed in such a manner so to describe n(L). 
The transformation procedure outlined by Peebles [55] results in 
the transforms 
y I - (Eq. 63a) 
yg - G (Eq. 63b) 
y^ - + Gt (Eq. 63c) 
i.e., y - T(L, G, t) 
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lAere - 1th random variable 
and their inverses (i.e. the vector (L, G, t) - yg, y^)) 
\ (Eq. 64a) 
G - yg (Eq. 64'>) 
yj-y, 
t - (Eq. 64c) 
These transforms and their inverses are used to take account of the t 
dependence and sinultaneously include the L dependence. In general, it 
can be written [55] 
yt-yi , , 
gCy^. yg, y^) - fCy^. y2» —^) |j| (Eq. 65) 
«here |j| is the magnitude of the Jacobian defined as 
ôy, ' ' 
\at_ 
lay. 
(Eq. 66) 
Since time is independent of and G, f(L^, G, t) can be represented 
as f(L^, G) 9(t); then Eq. (65) becomes 
yi-yi , , 
g(yi, y2» yg) - f(yi, y2) |J| (Eq. 6?) 
yi-y, 
with —— given by Eq. (64c) as t. The magnitude of the Jacobian for 
^2 
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Eq. (67) is % - ^  . 
The final step in the solution for n^y^) (i.e. n(L)) is to integrate 
out the and terms in Eq. (67). The general expression that 
results is 
oD ^3 y —y 
«(ys) - J f(yi, yg) 8(-^) ^  • (Eq. 68) 
Substituting Eqs. (46) and (61) into Eq. (69) gives the final result 
for n(y-) as 
-Yi yz 
- 1-3 «"w (-x: - Y:' u- . X.-1 
=(73) - J- J X, Y. J" " (ïr^3»> 
00 4 4 o 
X3 Y3 r(C) r(x^) r(Y^) 
u 1 (-ys-Pi) 1 
(y^-VjU) e du -r exp( =—) — dy dy_ . 
0^ ygG^ '2 1 
(Eq. 69) 
All of the parameters except 6^ were estimated from experimental data 
and are presented in Table 8. 
Results and Discussion of Modeling 
Equation (62), in which growth rate is assumed independent of initial 
size, was solved by using both a Simpson's approximation and a 
Monte Carlo simulation. The Monte Carlo simulation used 15,000 randomly 
generated values and provided a check of the Simpson's approximation. 
Equation (69), in which growth rate was assumed to be linearly related 
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to Initial size, was solved by a Monte Carlo simulation since it was 
very difficult to solve numerically. A mean residence time of 10 minutes 
was used for all cases to correspond to the experimental mean residence 
time used by Sikdar and Randolph [66]. 
The solutions of Eq. (62) for 1, 2, and 3^C supercooling are pictured 
in Figures 18, 19, and 20, respectively. The results are plotted as the 
logarithm of the normalized population density versus size, the comnoQ 
procedure for MSMFR crystallizer studies. From the comparison of the 
Simpson's approximation and Monte Carlo simulation, the two solutions 
are found to agree well. To test the assumption of independence of 
growth rata and initial size, the Monte Carlo simulation for Eq. (69) 
is plotted with the Simpson's approximation for Eq. (62) in Figures 21, 
22, and 23 for supercoolings of 1, 2, and 3°C, respectively. From these 
results it appears that the solution for the dependent case (Eq. 69) has 
a tendency to curve upward at larger sizes, but the two cases agree 
qualitatively. Thus, only the independent case will be subsequently 
discussed. 
In Figures 18, 19, and 20 an upward curvature occurs at about 50 pm 
and a linear region exists at larger sizes, two features present in the 
experimental data presented by Sikdar and Randolph [66]. A feature 
present in Figures 18, 19, and 20 not found in MSMFR experimental data is 
the sharp downward trend to the origin at very small sizes. Little 
importance is attributed to this result since the form of the gamma 
distribution requires the origin to be included. On a physical basis, 
the Glbbs-Thomson equation predicts a critical size below which the 
Figure 18. Analytic (numerical) solution of Equation 62 and 
Monte Carlo solution for the predicted CSD of a 
MSMFR with the assumption of Independence of growth 
rate on Initial size at 30°C and 1°C supercooling 
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Figure 19. Analytic (numerical) solution of Equation 62 and 
Monte Carlo solution for the predicted CSD of a 
MSMPR with the assumption of Independence of growth 
rate on Initial size at SOPc and 2°C supercooling 
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Figure 20. Analytic (numerical) solution of Equation 62 and 
Monte Carlo solution for the predicted CSD of a 
MSMPR with the assumption of Independence of growth 
rate on Initial size at 30°C and 3^C supercooling 
103 
o ANALYTIC SOLUTION 
o # MONTE CARLO SOLUTION 
\\ 
> \t) 
\ \
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 1 I 1 1 1 1 1 "Q 
0 40 80 120 160 200 240 280 320 
SIZE. MICRONS 
Figure 21. Comparison of CSD predicted for a MSMPR at 30°C and 
1°C for models with growth rate Independence on 
Initial size (analytic solution) and growth rate 
dependence on Initial size (Monte Carlo solution) 
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Figure 22. Comparison of CSD predicted for a MSMPR at 30°C and 
Z^C supercooling for models with growth rate 
Independence on Initial size (analytic solution) and 
growth rate dependence on Initial size (Monte Carlo 
solution) 
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Figure 23. Comparison of CSD predicted for a MSMFR at 30°C and 
3*C supercooling for models with growth rate 
Independence on Initial sise (analytic solution) and 
growth rate dependence on Initial sise (Monte Carlo 
solution) 
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contact nuclei will dissolve, making their population density go to 
zero. No experimental data are available at the very small sizes, so 
It Is not definite at %Aat size the downward curvature should occur. 
As was noted previously, a linear region exists In Figures 18, 19, 
and 20. These linear regions were analyzed as If they were experimental 
MSMFR crystalllzer plots and the apparent mean growth rate was 
calculated from the slope using Eq. (20). When the apparent mean growth 
rate Is compared to the mean growth rate of the contact nuclei 
(Table 9), the apparent growth rate Is larger. The result of this 
comparison Is the same as would be expected for size dependent growth. 
Table 9. Comparison of mean growth rate calculated from the slope of 
the linear region of the semilogarithmic population density-
size plot with mean growth rate of contact nuclei and growth 
rate predicted by Slkdar and Randolph [66]* 
AT, °C Contact nuclei mean Slope mean Slkdar and Randolph 
1 0.38 0.78 1.4 
2 0.85 1.6 2.2 
3 2.1 3.1 2.9 
^All growth rates are in microns/minute. 
The preceding comparison represents the Intimate relationship 
between the phenomena termed as size dependent growth and that of 
growth rate dispersion. Appearance of the curvature in the plots and 
the difference in values between the mean nuclei growth rate and the 
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apparent mean growth rate calculated from the slope are due solely to 
growth rate dispersion. This must be so since no provision is included 
in the model for size dependent growth. Slowly growing nuclei do not 
seed the larger sizes since they are washed out of the crystallizer 
before they can attain this larger size. Therefore, the growth of 
nuclei with growth rate dispersion in a MSMPR crystallizer is merely a 
means by which a type of size classification occurs. While slowly 
growing crystals have equal residence times as their faster growing 
counterparts, they do not have an equal chance of attaining a larger 
size since they cannot be held in the crystallizer long enough. 
It is interesting to note the comparison between the growth rate 
determined from the slope and the predicted value from the experimental 
correlation of Sikdar and Randolph [66], The agreement is fairly good, 
although there is little cause to believe this should occur. The two 
very different flow systems should not necessarily give the same results. 
In a subsequent set of calculations, the effects of the width of the 
growth rate distribution and initial size distribution were studied. 
When the initial size distribution was widened %Aile holding the mean 
initial size and the entire growth rate distribution constant, no 
discernible effect was observed on the product distribution. Thus, 
under the present growth rate conditions the model proposed by Janse 
and de Jong [35] that ignores m initial size distribution appeara 
adequate. This may not be true for initial size and growth rate 
distributions that differ from the gamma distributions used. However, 
when the width of the growth rate distribution was varied %*#n holding 
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the mean growth rate and initial sise distribution constant, drastic 
changes In the product distribution were caused. Figure 24 shows that 
as the coefficient of variation (c.v.) for the growth rate distribution 
Is increased, the slope of the product size distribution at larger sizes 
is decreased. Since the slope is Inversely proportional to growth rate, 
this corresponds to larger growth rates caused by a few fast growing 
nuclei from the wide growth rate distribution. 
The analysis presented used empirical fits to the experimental data 
for initial size and growth rate. The choice of the gamma distribution 
was made due to the ability of this distribution to take various shapes. 
In addition, it has the feature of beginning at the origin, a property 
useful in physical systems. Finally, the ease of manipulation made this 
distribution an excellent choice. 
Figure 24. Effect of the width of the growth rate distribution 
on the CSD from a MSMPR assuming constant mean 
growth rate, constant Initial size distribution, 
and Independence of growth rate on Initial size 
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SUMMARY AND COMCLUSimS 
From experimental résulta: 
1. A procedure has been developed that can identify and quantify 
the phenomenon of growth rate dispersion in contact nucleation studies. 
2. The formation of contact nuclei from sliding contacts of 
citric acid monohydrate does not appear to be due to any type of 
breakage either macroscopic or microscopic. 
3. The citric acid monohydrate-water system eidiibits growth rate 
dispersion, size independent growth rates, and an initial sise 
distribution in sliding contact nucleation studies. 
From modeling results: 
4. A model has been developed that predicts curvature at sises 
below 50 pp and a linear region for sizes above 50 in the semi-
logarithmic population density-size plot for a MSMPR crystalliser. 
The model incorporates growth rate dispersion, size independent growth, 
and an initial size distribution. 
5. Apparent size dependent growth rates in MSMPR crystalliser 
studies can be explained on the basis of size Independent growth rates 
with growth rate dispersion. 
6. The distribution of growth rates has a profound effect upon 
the CSD from a MSMPR crystalllzer, «bile the initial sise distribution 
has a small effect. 
7. Inclusion of growth rate dependence upon initial sise has 
little effect upon the product CSD from a MSMPR crystalllzer. 
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From hypotheses in discussion: 
8. Contact nucleatlon and growth rate dispersion appear intimately 
related and may be explained using a cluster diffusion and formation 
model for the citric acid monohydrate-water system. 
9. Contact nuclei may be formed from disruption of some 
"intermediate phase" rather than from some sort of breakage. 
10. The only crystal growth theory available that explains the 
phenomenon of growth dispersion is the Burton-Cabrera-Frank model. 
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RECOMMENDAIIONS 
1. The technique used In this work should be used for other 
compounds exhibiting curvature In the semllogarltlmlc population 
density-size plots to determine If size dependent growth Is actually 
present or merely a misnomer. Then It can be followed by further 
modeling studies. 
2. The technique should be Improved to provide a quantitative 
evaluation of contact energy. 
3. Use of Image analysis equipment should be Implemented to 
liiq>rove the determination of size and ultimately of growth rates from 
photographs taken. Shape factors and habit may also be Included in 
this analysis. 
4. A thorough study of mass transfer In supersaturated solutions 
should be undertaken to determine If molecular cluster diffusion can be 
detected. Use of laser Raman spectroscopy may aid in this analysis for 
detection of molecular complexes. 
5. A thorough study of the surface of a growing crystal should 
be undertaken to determine If some noncrystalline phases exist. This 
also may be attempted using laser Raman spectroscopy. 
6. The dislocation structure of contact nuclei should be 
quantified in growth studies. Use of a reflection microscope to 
monitor surface structure of a growing crystal may aid in the 
determination. 
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7. Coulter Counter studies, such as those of Rusli et [64], 
should be performed to verify the size distributions predicted from 
this model. 
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APPENDIX A: RAW DATA, INITIAL SIZS, GROWTH RATES, AND 
CORRELATION COEFFICIENTS FOR RECESSION OF 
SI2E VERSUS TIME 
Run 1, T - 30°C; AT = 1°C 
Crystal Size, at various times 
no. 5.0 min 9.25 min 13.25 min 17.25 min 
1 15.7 18.5 22.8 24.2 
2 12.8 14.2 17.1 18.5 
3 7.13 11.4 12.8 15.7 
4 7.12 8.54 9.97 9.97 
5 8.55 9.97 11.4 12.8 
6 11.4 15.7 18.5 21.4 
7 7.12 9.97 11.4 12.8 
8 5.70 5.70 5.70 5.70 
9 5.70 5.70 7.12 7.12 
10 5.70 5.70 
11 5.70 8.55 9.97 12.8 
12 5.70 8.55 9.97 11.4 
13 5.70 5.70 5.70 
14 5.70 5.70 7.12 7.12 
15 7.12 7.12 
Slope m Intercept Correlation 
21.25 min growth rate > Initial coefficient 
^m/min size, 
28.5 0.77 12.0 0.9918 
19.9 0.46 10.0 0.9912 
18.5 0.67 4.3 0.9917 
11.4 0.25 6.1 0.9724 
14.2 0.35 6.8 0.9999 
25.6 0.84 7.4 0.9970 
14.2 0.42 5.5 0.9883 
5.70 0.00 5.7 0.0000 
8.55 0.18 4.5 0.9425 
5.70 0.00 5.7 0.0000 
14.2 0.53 3.3 0.9941 
14.2 0.49 3.5 0.9907 
5.70 0.00 5.7 0.0000 
8.55 0.18 4.5 0.9425 
7.12 0.00 7.1 0.0000 
16 7.12 5.70 7.12 9.97 
17 8.55 11.4 12.8 14.2 
18 5.70 5.70 7.12 8.55 
19 5.70 7.12 8.55 11.4 
20 5.70 8.55 9.97 12.8 
21 5.70 5.70 5.70 5.70 
22 27.1 31.3 37.0 
23 5.70 7.12 8.55 9.97 
24 5.70 8.55 8.55 9.97 
25 7.12 7.12 8.55 9.97 
26 4.27 5.70 7.12 8.55 
27 4.27 5.70 7.12 8.55 
28 5.70 8.55 9.97 12.8 
29 5.70 7.12 8.55 9.97 
30 10.5 15.0 17.9 20.9 
31 5.98 7.48 8.97 8.97 
32 7.48 7.48 8.97 8.97 
33 5.98 5.98 7.48 8.97 
34 4.49 5.98 7.48 8.97 
8.55 0.18 5.4 0.6882 
17.1 0.49 6.3 0.9907 
9.97 0.28 3.7 0.9671 
0.45 3.1 0.9807 
15.7 0.60 2.6 0.9948 
5.70 0.00 5.7 0.0000 
42.7 0.91 22.0 0.9917 
11.4 0.35 3.9 0.9999 
12.8 0.39 4.0 0.9584 
9.97 0.21 5.8 0.9467 
8.55 0.28 3.1 0.9716 
8.55 0.28 3.1 0.9716 
15.7 0.60 2.6 0.9948 
11.4 0.35 3.9 0.9999 
23.9 0.81 6.9 0.9969 
10.5 0.26 5.0 0.9724 
10.5 0.18 6.2 0.9425 
8.97 0.22 4.6 0.9467 
8.97 0.30 3.3 0.9716 
Run 1 (continued) 
Crystal Size, mn, at various times 
no. 5.0 min 9.25 min 13.25 min 17.25 min 
35 5.98 7.48 8.97 10.5 
36 16.5 20.9 22.4 25.4 
37 17.9 22.4 23.9 26.9 
38 13.5 16.5 19.4 22.4 
39 7.48 8.97 10.5 10.5 
40 4.49 5.98 7.48 
41 8.97 8.97 10.5 12.0 
42 4.49 5.98 5.98 
43 5.98 5.98 7.48 7.48 
44 4.49 5.98 7.48 
45 4.49 7.48 8.97 10.5 
46 5.98 5.98 5.98 7.48 
47 8.97 8.97 10.5 12.0 
48 7.49 10.5 12.0 13.5 
49 4.49 7.48 8.97 10.5 
Slope m 
21.25 min growth rate 
^m/min 
13.5 0.44 
26.9 0.63 
29.9 0.70 
25.4 0.74 
12.0 0.26 
7.48 0.26 
12.0 0.22 
7.48 0.22 
7.48 0.11 
7.48 0.26 
12.0 0.44 
7.48 0.11 
12.0 0.22 
15.0 0.44 
12.0 0.44 
Intercept Correlation 
« initial coefficient 
size, pjm 
3.4 0.9853 
14.0 0.9836 
15.0 0.9917 
9.7 0.9999 
6.5 0.9724 
2.4 0.9439 
7.6 0.9467 
2.6 0.9487 
5.4 0.8660 
2.4 0.9439 
2.8 0.9883 
5.1 0.8624 
7.6 0.9467 
5.8 0.9883 
2.8 0.9883 
50 10.5 13.5 16.5 18.0 
51 7.48 8.97 10.5 12.0 
52 4.49 5.98 7.48 8.97 
53 4.49 5.98 7.48 7.48 
54 7.48 8.97 12.0 13.5 
55 13.5 18.0 21.0 24.0 
56 4.49 4.49 5.98 7.48 
57 4.49 7.48 8.97 10.5 
58 4.49 7.48 8.97 10.5 
59 4.49 4.49 5.98 5.98 
60 4.49 5.98 7.48 8.97 
61 4.49 4.49 4.49 4.49 
62 4.49 4.49 5.98 
63 6.87 8.24 9.62 
64 8.24 9.62 11.0 
65 12.4 16.5 19.2 
66 9.62 11.0 12.4 13.7 
67 19.2 23.4 27.5 30.2 
68 15.1 22.0 24.7 27.5 
19.4 0.55 8.2 0.9863 
12.0 0.30 6.3 0.9716 
10.5 0.37 2.6 0.9999 
8.97 0.26 3.5 0.9724 
15.0 0.48 5.0 0.9912 
27.0 0.81 9.9 0.9969 
7.48 0.22 3.1 0.9467 
12.0 0.44 2.8 0.9883 
12.0 0.44 2.8 0.9883 
7.48 0.18 3.3 0.9425 
10.5 0.37 2.6 0.9999 
4.49 0.00 4.5 0.0000 
7.48 0.26 1.6 0.9439 
11.0 0.34 3.7 1.0000 
11.0 0.24 6.3 0.9439 
20.6 0.69 6.7 0.9759 
15.1 0.34 7.9 0.9999 
31.6 0.78 16.0 0.9840 
28.4 0.82 13.0 0.9611 
Run 1 (continued) 
Crystal 
no. 5.0 min 
Size, 
9.25 min 
ppi, at various times 
13.25 min 17.25 min 21.25 min 
Slope at 
growth rate 
p^ n/min 
Intercept 
- initial 
size, p# 
Correlation 
coefficient 
69 15.1 16.5 19.2 20.6 22.0 0.44 13.0 0.9912 
70 11.0 13.7 16.5 17.9 20.6 0.58 8.3 0.9955 
71 6.87 11.0 12.4 12.4 13.7 0.38 6.3 0.9092 
72 6.87 8.24 9.62 12.4 13.7 0.44 4.4 0.9902 
73 5.50 8.24 11.0 12.4 13.7 0.51 3.4 0.9863 
Run 5, T = 30°C; AT - 2°C 
Crystal Size, at various times 
no. 0.45 ndn 1.5 min 2.5 ndn 3.25 min 
74 8.33 9.72 11.1 11.8 
75 9.72 11.8 13.9 15.3 
76 4.17 5.56 6.25 6.94 
77 7.64 8.33 9.03 
78 4.17 4.17 4.86 6.25 
79 8.33 9.03 11.1 12.5 
80 3.47 3.47 4.17 4.86 
81 4.17 4.86 5.56 6.25 
82 3.47 4.17 4.86 6.25 
83 9.7: 10.4 11.8 12.5 
84 6.25 7.64 9.03 10.4 
85 6.25 6.94 8.33 9.72 
86 6.25 7.64 9.72 11.1 
87 5.56 6.25 7.64 9.03 
88 5.56 6.94 7.64 9.03 
Slope = 
growth rate 
pjn/min 
Intercept 
» initial 
size, |jwm 
Correlation 
coefficient 
1.3 7.8 0.9975 
2.0 8.8 0.9998 
0.97 3.9 0.9904 
0.68 7.3 0.9999 
0.71 3.5 0.8813 
1.5 7.3 0.9773 
0.50 3.0 0.9227 
0.73 3.8 0.9972 
0.94 2.9 0.9664 
1.0 9.1 0.9902 
1.5 5.5 0.9972 
1.2 5.4 0.9790 
1.8 5.3 0.9956 
1.2 4.7 0.9790 
1.2 5.0 0.9869 
89 6.25 8.33 11.1 
90 9.72 11.3 12.5 
91 11.1 13.2 13.9 
92 3.47 4.17 5.56 
12.5 2.3 5.1 0.9972 
14.6 1.7 8.8 0.9838 
16.0 1.6 10.0 0,9774 
6.94 1.2 2,6 0.9790 
Run 6, T - 30°; AT - 2°C 
Crystal Size, ppi, at various times 
no. 2.5 min 4.0 min 5.0 min 6.25 min 
93 2.78 2.78 3.47 4.17 
94 5.56 6.25 6.94 7.64 
95 3.47 3.47 3.47 4.17 
96 2.08 2.08 2.78 3.47 
97 4.17 4.86 5.56 6.94 
98 4.86 5.56 5.56 6.25 
99 5.56 6.94 7.64 9.03 
100 3.47 4.17 4.17 5.56 
101 5.56 5.56 6.25 6.25 
102 3.47 3.47 3.47 3.47 
103 5.56 5.56 6.25 6.94 
104 3.47 3.47 3.47 3.47 
105 6.25 7.64 7.64 8.33 
106 2.78 3.47 4.17 4.86 
107 6.25 7.64 8.33 9.72 
Slope - Intercept Correlation 
8.0 min growth rate • initial coefficient 
m^/min size, 
6.25 0.64 0.59 0.9342 
8.33 0.52 4.3 0.9959 
4.86 0.27 2.5 0.9035 
4.86 0.53 0.34 0.9553 
9.03 0.90 1.5 0.9808 
8.33 0.59 3.0 0.9360 
11.1 1.0 2.9 0.9957 
6.25 0.53 2.0 0.9692 
7.64 0.37 4.3 0.9219 
3.47 0.00 3.5 0.0000 
7.64 0.42 4.2 0.9662 
4.17 0.11 3.0 0.7574 
9.03 0.47 5.3 0.9695 
5.56 0.52 1.5 0.9959 
11.1 0.89 4.0 0.9985 
108 6.25 6.94 6.94 8.33 
109 9.72 9.72 11.1 11.8 
110 7.64 8.33 9.03 10.4 
111 6.25 6.25 6.94 8.33 
112 6.25 6.94 7.64 8.33 
113 8.33 10.4 11.1 13.2 
114 4.86 5.56 6.25 6.94 
115 5.56 6.25 6.94 8.33 
116 4.86 5.56 5.56 6.94 
117 6.25 6.94 7.64 8.33 
118 7.64 8.33 9.03 9.72 
119 3.47 4.17 4.17 5.56 
120 8.33 9.03 9.72 11.1 
121 4.86 4.86 5.56 5.56 
122 4.17 4.86 5.56 6.25 
123 11.8 13.2 14.6 15.3 
124 4.86 4.86 6.25 6.94 
9.72 0.64 4.4 0.9656 
13.2 0.68 7.6 0.9664 
11.1 0.67 5.8 0.9858 
10.4 0.79 3.5 0.9440 
9.03 0.52 5.0 0.9959 
15.3 1.3 5.2 0.9966 
9.03 0.74 2.7 0.9783 
9.72 0.78 3.3 0.9894 
7.64 0.53 3.4 0.9692 
9.03 0.52 5.0 0.9959 
11.8 0.74 5.5 0.9783 
6.25 0.53 2.0 0.9692 
13.2 0.90 5.7 0.9808 
6.94 0.37 3.6 0.9219 
9.03 0.86 1.6 0.9589 
18.1 1.1 8.9 0.9900 
9.03 0.79 2.3 0.9594 
Run 7, T - 30°C; AT « 2°C 
Crystal Size, ppi, at various times Slope > Intercept Correlation 
no. 5 min 6 min 8 min 10 min growth rate - initial coefficient 
(un/min size, pfn 
125 9.72 10.4 13.2 15.3 1.2 3.8 0.9963 
126 4,86 4.86 4.86 4.86 0.00 4.9 0.0000 
127 6.94 8.33 10.4 11.8 0.97 2.4 0.9912 
128 4.17 4.86 5.56 6.94 0.53 1.5 0.9903 
129 7.64 8.33 11.1 13.2 1.2 1.7 0.9963 
130 6.94 7.64 9.72 11.1 0.86 2.6 0.9963 
131 3.47 4.86 5.56 6.94 0.64 0.60 0.9749 
132 6.25 6.94 9.72 11.8 1.2 0.32 0.9963 
133 3.47 4.17 4.86 6.25 0.53 0.85 0.9903 
134 4.17 4.86 6.25 6.94 0.56 1.5 0.9881 
135 4.17 4.86 6.25 6.94 0.56 1.5 0.9881 
136 9.72 11.1 13.9 16.0 1.3 3.5 0.9976 
Run 8, T - 30°C; AT = 3®C 
Crystal Size, pjn, at various times 
no. 1.0 min 1.5 min 2.0 min 2.5 min 
137 3.72 4.46 5.21 5.95 
138 3.72 3.72 4.46 4.46 
139 11.2 13.4 15.6 17.9 
140 6.70 7.44 8.18 9.67 
141 8.18 10.4 11.9 14.1 
142 5.95 7.44 8.93 10.4 
143 7.44 8.18 8.93 9.67 
144 3.72 4.46 5.21 5.95 
145 3.72 4.46 4.46 5.21 
146 9.67 11.2 12.6 14.1 
147 8.18 9.67 10.4 11.9 
148 5.95 7.44 8.18 9.67 
149 17.1 19.3 22.3 23.8 
150 5.95 6.70 6.70 8.18 
151 5.21 5.95 6.70 6.70 
Slope = 
growth rate 
j^n/min 
Intercept 
« initial 
size, ppi 
Correlation 
coefficient 
1.5 2.2 1.0000 
0.60 3.1 0.8944 
4.5 6.7 1.0000 
1.9 4.6 0.9827 
3.9 4.4 0.9971 
3.0 3.0 1.0000 
1.5 6.0 1.0000 
1.5 2.2 1.0000 
0.89 2.9 0.9487 
3.0 6.7 1.0000 
2.4 5.9 0.9923 
2.4 3.6 0.9923 
4.6 13.0 0.9928 
1.3 4.5 0.9234 
1.0 4.3 0.9439 
152 6.70 7.44 8.93 8.93 
153 12.6 14.1 14.9 16.4 
154 2,98 3.72 3.72 4.46 
155 13.4 14,9 16.4 17.9 
156 5.21 6,70 7.44 8.93 
157 2.91 3.63 4.36 
158 4.36 5,09 5.81 7.28 
159 5.81 6.54 7.27 7.99 
160 8,72 9,45 10.9 11.6 
161 9.45 11,6 13.8 15.3 
162 5,81 7,27 7.99 8.72 
163 5,09 5,81 6.54 7.27 
164 5,09 5,81 7.27 7.99 
165 12,4 13,1 15.3 16.0 
166 18,9 20.3 21.8 23.3 
167 14,5 16,0 16,7 16.7 
168 5,81 6.54 7.27 7.27 
169 8,00 8.72 10.2 10.9 
170 7,27 8.72 9.45 10.9 
1.6 5.1 0,9467 
2.4 10.0 0,9923 
0.89 2,2 0,9487 
3.0 10,0 1.0000 
2.4 2,9 0.9923 
1.5 0,73 1.0000 
1.9 2.3 0.9827 
1.5 4,4 1.0000 
2.0 6,6 0.9899 
3.9 5,7 0.9959 
1.9 4.1 0.9827 
1.5 3,6 1.0000 
2.0 3,0 0.9899 
2.6 9,6 0.9762 
2.9 16,0 1.0000 
1.5 13.0 0.9129 
1.0 4,9 0.9439 
2.0 5,9 0.9899 
2.3 5,0 0.9923 
Run 8 (continued) 
Crystal Size, pfa, at various times Slope m Intercept Correlation 
no. 1.0 ndn 1.5 mln 2.0 mln 2.5 min growth rate » initial coefficient 
pfi/min sise, pxn 
171 6.54 7.27 8.00 9.45 1.9 4.5 0.9827 
172 4.36 4.36 5.09 5.09 0.58 3.7 0.8944 
173 3.63 3.63 4.36 5.09 1.0 2.4 0.9439 
174 10.9 11.6 13.1 14.5 2.5 8.2 0.9898 
175 4.36 5.09 6.54 7.27 2.0 2.3 0.9899 
176 4.36 5.81 7.27 8.00 2.5 2.0 0.9898 
177 13.8 15.3 17.4 18.9 3.5 10.0 0.9965 
178 4.36 4.36 5.09 5.81 1.0 3.1 0.9439 
179 3,63 4.36 4.36 5.81 1.3 2.3 0.9234 
180 5.81 5.81 5.81 5.81 0.0 5.8 0.0000 
181 5.81 7.27 8.00 8.72 1.9 4.1 0.9827 
Run 9, T - 30°C; AT - 3«>C 
Crystal Size, |j,m, at various times 
no. 0.5 ndn 1.0 min 1.5 mln 2.0 min 
182 4.36 5.09 5.81 7.27 
183 5.09 6.54 8.72 10.2 
184 4.36 5.81 7.27 9.45 
185 5.09 5.09 5.81 6.54 
186 6.54 7.27 8.72 9.45 
187 6.54 7.27 8.72 10.2 
188 9.45 10.2 11.6 13.1 
189 13.1 14.5 16.0 17.4 
190 8.72 10.2 10.9 13.1 
191 3.63 5.09 6.54 
192 4.36 5.09 5.81 7.27 
193 8.00 8.00 9.45 * 10.2 
194 9.45 10.2 11.6 13.1 
195 13.8 15.3 16.7 18.9 
196 2.91 3.63 4.36 5.81 
Slope m Intercept Correlation 
2,5 min growth rate > initial coefficient 
pm/min size, pm 
8.00 1.9 3.3 0.9912 
11.6 3.3 3.4 0.9972 
10.2 3.1 2.8 0.9922 
8.00 1.5 3.9 0.9449 
10.2 1.9 5.6 0.9912 
10.9 2.3 5.2 0.9923 
13.8 2.3 8.1 0.9923 
18.9 2.9 12.0 1.0000 
13.8 2.6 7.4 0.9879 
7.27 2.5 1.3 0.9898 
8.00 1.9 3.3 0.9912 
10.9 1.6 6.9 0.9723 
13.8 2.3 8.1 0.9923 
20.3 3.3 12.0 0,9972 
6.54 1.9 1.8 0.9912 
197 3.63 4.36 4.36 5.09 
198 3.63 4.36 4.36 5.81 
199 13.1 15.3 16.7 17.4 
200 4.36 5.81 6.54 7.27 
201 5.81 7.27 8.72 10.2 
202 4.36 4.36 5.81 5.81 
5.81 1.0 3.1 0.9707 
6.54 1.5 2.8 0.9623 
20.3 3.3 12.0 0.9825 
9.45 2.3 3.2 0.9774 
11.6 2.9 4.4 1.0000 
6.54 1.2 3.6 0.9428 
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APPENDIX B: 95% CONFIDENCE INTERVALS FOR GROWTH RAIE AND 
INITIAL SIZE WITH THE NUMBER OF SIGNIFICANT 
t-TESTS FOR ALL POSSIBLE COMPARISONS OF GROWTH 
RATES AT THE 95% CONFIIKNCE LEVEL 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
143 
Growth rate, pm/min Mo. significant Initial sise, 
lower upper t-tests lower upper 
limit limit for growth rate limit limit 
0.59 0.96 61 9.1 14.0 
0.35 0.57 51 8.9 12.0 
0.51 0.83 57 2.0 6.6 
0.14 0.36 46 4.6 7.7 
0.35 0.35 49 6.7 6.8 
0.72 0.97 64 5.6 9.1 
0.30 0.54 41 3.8 7.3 
0.00 0.00 65 5.7 5.7 
0.061 0.29 44 2.9 6.2 
0.00 0.00 47 5.7 5.7 
0.42 0.63 47 1.8 4.8 
0.37 0.62 48 1.7 5.3 
0.00 0.00 63 5.7 5.7 
0.061 0.29 44 2.9 6.2 
0.00 0.00 47 7.2 7.2 
-0.16 0.51 22 0.53 10.0 
0.37 0.62 48 4.5 8.1 
0.14 0.42 39 1.8 5.7 
0.18 0.73 30 -0.20 6.4 
0.49 0.71 56 1.0 4.3 
0.00 0.00 65 5.7 5.7 
144 
Run 1 (continued) 
Crystal Growth rate, pp/min No. significant Initial sise, pm 
no. lower upper t-tests lower upper 
limit limit for growth rate limit limit 
22 0.55 1.3 63 17.0 28.0 
23 0.34 0.36 49 3.8 4.0 
24 0.18 0.60 24 0.95 7.1 
25 0.079 0.34 42 3.9 7.7 
26 0.16 0.41 39 1.3 4.9 
27 0.16 0.41 39 1.3 4.9 
28 0.49 0.71 56 1.0 4.3 
29 0.34 0.36 49 3.8 4.0 
30 0.70 0.93 61 5.2 8.6 
31 0.15 0.37 45 3.3 6.6 
32 0.064 0.30 44 4.5 7.8 
33 0.083 0.36 42 2.6 6.6 
34 0.16 0.43 37 1.4 5.2 
35 0.30 0.58 39 1.4 5;5 
36 0.42 0.84 45 11.0 17.0 
37 0.53 0.87 57 13.0 17.0 
38 0.72 0.75 62 9.5 9.9 
39 0.15 0.37 45 4.8 8.1 
40 -0.017 0.54 27 -2.1 6.8 
41 0.083 0.36 42 5.6 9.5 
42 -0.0034 0.45 41 -1.1 6.2 
145 
Run 1 (continued) 
Crystal Growth rate, ^ m/min No. tigolficant Initial sise, pm 
no. lower upper t-tests lower upper 
limit limit for growth rate limit limit 
43 -0.0065 0.23 53 3.7 7.1 
44 -0.017 0.54 27 -2.1 6.8 
45 0.32 0.57 42 1.0 4.6 
46 -0.0090 0.23 53 3.4 6.8 
47 0.083 0.36 42 5.6 9.5 
48 0.32 0.57 42 4.0 7.6 
49 0.32 0.57 42 1.0 4.6 
50 0.39 0.73 45 5.8 11.0 
51 0.16 0.43 37 -1.3 2.5 
52 0.36 0.38 50 2.5 2.7 
53 0.15 0.37 45 1.8 5.1 
54 0.36 0.60 48 3.3 6.8 
55 0.70 0.93 61 8.2 12.0 
56 0.083 0.36 42 1.1 5.1 
57 0.32 0.57 42 1.0 4.6 
58 0.32 0.57 42 1.0 4.6 
59 0.064 0.30 44 1.5 5.0 
60 0.36 0.38 50 2.5 2.7 
61 0.00 0.00 65 4.5 4.5 
62 0.54 0.54 27 -2.8 6.1 
63 0.34 0.34 28 3.7 3.7 
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Run 1 (continued) 
Crystal Growth rate, pun/mln No. significant Initial sice, ^  
no. lower upper t-tests lower upper 
limit limit for growth rate limit limit 
64 -0.016 0.50 37 2.2 10.0 
65 0.22 1.2 41 -0.73 14.0 
66 0.33 0.35 53 7.8 8.0 
67 0.52 1.0 57 12.0 20.0 
68 0.39 1.2 51 6.6 19.0 
69 0.33 0.55 50 11.0 14.0 
70 0.48 0.68 56 6.9 9.8 
71 0.059 0.69 16 1.8 11.0 
72 0.33 0.55 46 2.7 6.0 
73 0.35 0.67 46 1.2 5.7 
74 
75 
76 
77 
7B 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
SO 
91 
92 
147 
Growth rate, pv/min No. slgniflcaat Initial sise, 
lower upper t-test# lower upper 
limit limit for growth rate limit limit 
0.99 1.5 36 7.2 8.4 
1.9 2.1 57 8.6 9.1 
0.56 1.4 24 3.0 4.8 
0.55 0.80 12 7.1 7.5 
-0.45 1.9 7 0.95 6.0 
0.52 2.5 38 5.1 9.5 
-0.14 1.1 24 1.6 4.4 
0.57 0.90 25 3.4 4.2 
0.18 1.7 15 1.2 4.5 
0.59 1.5 26 8.2 10.0 
1.1 1.8 43 4.8 6.2 
0.45 2.0 27 3.7 7.1 
1.3 2.3 54 4.2 6.4 
0.45 2.0 27 3.0 6.5 
0.59 1.8 30 3.8 6.3 
1.8 2.8 59 4.0 6.3 
0.75 2.6 44 6.7 11.0 
0.55 2.7 37 8.1 13.0 
0.45 2.0 27 0.93 4.4 
Run I 
Cry* 
no 
93 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
148 
Growth rate, ^ /mln No. «ignlflcant Initial #i*e, ^  
lower upper t-testa lower upper 
limit limit for growth rate limit limit 
0.19 1.1 16 -1.9 3.1 
0.43 0.61 33 3.8 4.7 
0.035 0.50 48 1.2 3.8 
0.23 0.83 28 -1.3 2.0 
0.57 1.2 27 -0.32 3.3 
0.18 1.0 18 0.80 5.3 
0.83 1.2 37 2.0 3.8 
0.28 0.77 30 0.67 3.4 
0.085 0.66 36 2.8 5.9 
0.00 0.00 60 3.5 3.5 
0.21 0.62 37 3.1 5.4 
-0.065 0.29 59 2.1 4.0 
0.26 0.70 31 4.1 6.5 
0.43 0.61 33 1.0 2.0 
0.80 0.98 40 3.5 4.5 
0.32 0.95 24 2.6 6.1 
0.35 1.0 19 5.8 9.4 
0.46 0.89 29 4.7 7.0 
0.28 1.3 9 0.75 6.3 
0.43 0.61 33 4.5 5.4 
1.1 1.5 44 4.1 6.2 
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Run 6 (continued) 
Crystal Growth rate, ^ Jfa/mLa No. significant Initial sise, pm 
no. lower upper t-tests lower upper 
limit limit for growth rate limit liodt 
114 0.45 1.0 21 1.1 4.3 
115 0.58 1.0 36 2.1 4.5 
116 0.28 0.77 30 2.1 4.7 
117 0.43 0.61 33 4.5 5.4 
118 0.45 1.0 21 3.9 7.1 
119 0.28 0.77 30 0.67 3.4 
120 0.57 1.2 27 3.9 7.5 
121 0.085 0.66 36 2.1 5.2 
122 0.39 1.3 12 -0.98 4.1 
123 0.82 1.4 34 7.3 10.0 
124 0.36 1.2 16 -0.0088 4.7 
m 7 
yat 
no. 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
150 
Growth rate, ^ /mln No. aignlfieant Initial sise, ^  
lower upper t-tests lower upper 
limit limit for growth rate limit liniit 
0.85 1.5 36 1.5 6.1 
0.0 0.0 60 4.9 4.9 
0.57 1.4 27 -0.57 5.3 
0.30 0.76 31 -0.16 3.2 
0.85 1.5 36 -0.57 4.0 
0.63 1.1 33 0.93 4.3 
0.20 1.1 24 -2.7 3.9 
0.85 1.5 36 
0
 
cm 1 2.6 
0.30 0.76 31 -0.85 2.5 
0.30 0.83 28 -0.55 3.5 
0.30 0.83 28 -0.55 3.5 
0.99 1.5 41 1.5 5.6 
151 
Run 8 
Crystal Growth rate, ^ /nln No. significant Initial #l:e, pfi 
no. lower upper t-teata lower upper 
limit limit for growth rate limit limit 
137 1.5 1.5 24 2.2 2.2 
138 -0.31 1.5 49 1.4 4.7 
139 4.4 4.4 49 6.7 6.7 
140 0.83 3.0 21 2.6 6.7 
141 3.0 4.6 57 2.7 6.1 
142 3.0 3.0 41 3.0 3.0 
143 1.5 1.5 24 6.0 6.0 
144 1.5 1.5 24 2.2 2.2 
145 -0.013 1.8 46 1.2 4.6 
146 3.0 3.0 41 6.7 6.7 
147 1.5 3.3 29 4.2 7.5 
148 1.5 3.3 29 2.0 5.3 
149 2.9 6.3 60 9.5 16.0 
150 -0.36 3.0 20 1.4 7.7 
151 -0.067 2.2 38 2.3 6.4 
152 -0.057 3.3 16 2.0 8.2 
153 1.5 3.3 29 8.7 12.0 
154 -0.013 1.8 46 0.50 3.8 
155 3.0 3.0 41 10.0 10.0 
156 1.5 3.3 29 1.2 4.6 
157 1.5 1.5 7 0.73 0.73 
152 
Run 8 (continued) 
Crystal Growth rate, pm/min No. «ignlflcant Initial sise, pm 
no. lower upper t-temtm lower upper 
limit limit for growth rate limit limit 
158 0.81 3.0 21 0.34 4.3 
159 1.5 1.5 27 4.4 4.4 
160 1.2 2.9 26 5.0 8.2 
161 2.8 5.0 56 3.7 7.7 
162 0.81 3.0 21 2.2 6.1 
163 1.5 1.5 27 3.6 3.6 
164 1.2 2.9 26 1.4 4.6 
165 0.85 4.4 16 6.3 13.0 
166 2.9 2.9 38 16.0 16.0 
167 -0.53 3.4 16 9.8 17.0 
168 -0.066 2.1 38 3.0 6.9 
169 1.2 2.9 26 4.3 7.5 
170 1.4 3.2 29 3.4 6.6 
171 0.81 3.0 21 2.5 6.5 
172 -0.30 1.5 49 2.1 5.3 
173 -0.066 2.1 38 0.41 4.4 
174 1.4 3.6 24 6.2 10.0 
175 1.2 2.9 26 0.63 3.9 
176 1.4 3.6 24 0.045 4.0 
177 2.6 4.4 53 8.6 12.0 
178 -0.066 2.1 38 1.1 5.1 
153 
Run 8 (continued) 
Crystal Growth rate, p^ /mln No. significant Initial sise, 
no. lower upper t-tests lower upper 
limit limit for growth rate limit limit 
179 -0.35 3.0 20 -0.79 5.3 
180 0.00 0.00 52 5.8 5.8 
181 0.81 3.0 21 2.2 6.1 
m 9 
ysti 
no. 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
154 
Growth rate, p^ /mln No. «Ignifleant Initial sise, ^  
lower upper t-tests lover upper 
limit limit for growth rate limit limit 
1.4 2.4 27 2.5 4.0 
2.9 3.8 54 2.6 4.2 
2.3 3.8 42 1.7 4.0 
0.53 2.4 20 2.4 5.5 
1.4 2.4 27 4.8 6.4 
1.8 2.9 36 4.3 6.1 
1.8 2.9 36 7.3 9.0 
2.9 2.9 44 12.0 12.0 
1.9 3.4 31 6.2 8.7 
1.4 3.6 24 -0.68 3.3 
1.4 2.4 27 2.5 4.0 
0.89 2.3 22 5.7 8.1 
1.8 2.9 46 7.3 9.0 
2.9 3.8 54 11.0 13.0 
1.4 2.4 27 1.0 2.6 
0.55 1.5 43 2.4 3.9 
0.70 2.2 28 1.5 4.0 
2.2 4.5 35 9.6 13.0 
1.4 3.3 18 1.7 4.7 
2.9 2.9 44 4.4 4.4 
0.41 1.9 34 2.4 4.9 
