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The classical Dedekind sums were found in transformation formu-
lae of η-functions. It is known that these sums have some proper-
ties, especially a reciprocity law
s(a, c) + s(c,a) = a
2 + c2 − 3ac + 1
12ac
.
Sczech (1984) [5] expanded his theory for analogies of Dedekind
sums and log |η(z)| in imaginary quadratic ﬁelds. And in my paper
[6] (Okada, 1989) we studied analogies of Dedekind sums in func-
tion ﬁelds. In this paper we correct some mistakes, change some
notations and rewrite some lines in the previous paper. And also
in this paper we consider another analogies of Dedekind sums and
a reciprocity law for these Dedekind sums.
© 2010 Elsevier Inc. All rights reserved.
1. The classical Dedekind sums
H. Rademacher [2] considered the following sums for transformation formulae of η-functions, and
he called them Dedekind sums:
s(a, c) =
c−1∑
k=1
k
c
(〈
ak
c
〉
− 1
2
)
,
where a, c are integers with (a, c) = 1, and where 〈x〉 is the real number such that x ≡ 〈x〉 mod Z,
0 〈x〉 < 1. It is well known that these Dedekind sums satisfy the following properties.
(i) s(−a, c) = −s(a, c).
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(iii) (Reciprocity law) s(a, c) + s(c,a) = a2+c2−3ac+112ac .
Also we can write Dedekind sums in terms of the function cotπ z as follows
s(a, c) = 1
4c
c−1∑
k=1
cot
k
c
π cot
ak
c
π.
The function cotπ z can be considered as a function with a period lattice Z. Sczech [5] replaced
cotπ z by elliptic functions and expand his theory for analogies of Dedekind sums in imaginary
quadratic ﬁelds. And he also considered a transformation formula of log |η(z)|.
So, about analogies of Dedekind sums, we need a period function.
2. An analogy in function ﬁelds
Let Fq be a ﬁnite ﬁeld with q elements, and k = Fq(t), A = Fq[t]. And we deﬁne the degree for
x = f (t)g(t) ∈ k with deg x = deg f − deg g . Then we have an additive valuation x → −deg x. And let Ω
be a completion of an algebraic closure of a completion of k. Naturally, Ω has a topology with this
valuation. From [1,3] and [4], we have the following analytic function e(z) on Ω .
e(z) =
∞∑
k=0
zq
k
Dk
,
where D0 = 1, Dk = (tqk − t)Dqk−1 (k = 1,2,3, . . .). If ζ ∈ Fq then (ζ z)q
k = ζ qk zqk = ζ zqk . And (z1 +
z2)q
k = zqk1 + zq
k
2 in Ω . So we can see properties
e(ζ z) = ζe(z), e(z1 + z2) = e(z1) + e(z2).
And it is known that e(z) can be written as the next product on an A-lattice L = ωA with a period
ω ∈ Ω .
e(z) = z
∏
α∈L,α 
=0
(
1− z
α
)
,
Then with a formal differentiation, we have e′(z) = 1. So,
1
e(z)
= e
′(z)
e(z)
= 1
z
+
∑
α∈L,α 
=0
− 1α
1− zα
=
∑
α∈L
1
z − α .
This equation can be considered as an analogy of the following formula.
π cotπ z =
n=∞∑
n=−∞
1
z − n .
So we use 1e(z) instead of cotπ z.
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sm(a, c) = 1
cm
∑
k mod c,k 
≡0
e
(
ωk
c
)−q+1+m
e
(
ωak
c
)−m
.
We call them Dedekind sums. Particularly for m = 0
s0(a, c) =
∑
k mod c,k 
≡0
e
(
ωk
c
)−q+1
.
This is independent of a. So, we may note it s0(c) simply. From Deﬁnition 1, sm(a, c) is an element
of Ω , but it follows easily that it actually lives in k. And also we have the next properties about these
Dedekind sums.
Theorem 1. Let a, c ∈ A be (a, c) = 1 and c be monic. For m = 0,1,2, . . . ,q − 2 we have
(i) If ζ ∈ Fq then sm(ζa, c) = ζ−msm(a, c).
(ii) If a ≡ a′ mod c then sm(a, c) = sm(a′, c).
(iii) sm(a−1, c) = cq−1−2msq−1−m(a, c),
where a−1 ∈ A such that aa−1 ≡ 1 mod c.
Proof. About (i) and (ii), it follows from the next properties of e(z).
(i) If ζ ∈ Fq then e(ζ z) = ζe(z),
(ii) If z1 ≡ z2 mod L then e(z1) = e(z2).
About (iii), we replace sums of k by sums of k′ = a−1k. Then
sm
(
a−1, c
)= 1
cm
∑
k mod c,k 
≡0
e
(
ωk
c
)−q+1+m
e
(
ωa−1k
c
)−m
= 1
cm
∑
k′ mod c,k′ 
≡0
e
(
ωak′
c
)−q+1+m
e
(
ωk′
c
)−m
= cq−1−2msq−1−m(a, c). 
From now on, by the property (iii) we may only consider sm(a, c) with m q−12 .
3. About reciprocity laws
From [1,3] and [4], for all a ∈ A, we have an polynomial ρa(u) with degree qd such that e(az) =
ρa(e(z)), where dega = d. Then, by the properties of e(z), we have
ρζ (u) = ζu, ρa(u1 + u2) = ρa(u1) + ρa(u2),
where ζ ∈ Fq . And by the deﬁnition of Dk , also we see e(tz) − te(z) = e(z)q . Therefore
ρt(u) = uq + tu.
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ρa(u) = c0uqd + c1uqd−1 + · · · + cdu,
where ci ∈ A, in particular c0 is the leading coeﬃcient of a and cd = a.
Proposition 1. In the above equality for a ∈ A with degree d, we have
cd−1 = a
q − a
tq − t .
Proof. We use an induction on degree d.
For d = 1, we can write a = ζ1t + ζ2, where ζ1, ζ2 ∈ Fq . So,
ρa(u) = ζ1ρt(u) + ζ2u = ζ1uq + (ζ1t + ζ2)u.
In this case, we see
aq − a
tq − t =
(ζ1t + ζ2)q − (ζ1t + ζ2)
tq − t = ζ1.
Therefore we have
cd−1 = ζ1 = a
q − a
tq − t .
Let d > 1 and we assume it is proved for d−1. Then we can write a = ta1+ζ , where dega1 = d−1
and ζ ∈ Fq . By the assumption, ρa1 (u) = · · · + a
q
1−a1
tq−t u
q + a1u. So,
ρa(u) = ρt
(
· · · + a
q
1 − a1
tq − t u
q + a1u
)
+ ζu
= · · · + aq1uq + t
aq1 − a1
tq − t u
q + (ta1 + ζ )u
= · · · + t
qaq1 − ta1
tq − t u
q + (ta1 + ζ )u.
Therefore
cd−1 = t
qaq1 − ta1
tq − t =
aq − a
tq − t . 
Because solutions of the equation ρa(u) = 0 are a-torsion points, we have
ρa(u) = c0
∏
l mod a
(
u − e
(
ωl
a
))
.
So from ρ ′a(u) = cd = a,
1754 S. Okada / Journal of Number Theory 130 (2010) 1750–1762a
ρa(u)
= ρ
′
a(u)
ρa(u)
=
∑
l mod a
1
u − e(ωla )
.
Therefore, we put u = e(z) then by ρa(e(z)) = e(az) and e(z1 + z2) = e(z1) + e(z2)
e(az) = c0
∏
l mod a
(
e(z) − e
(
ωl
a
))
.
So,
a
e(az)
=
∑
l mod a
1
e(z) − e(ωla )
=
∑
l mod a
1
e(z − ωla )
. (1)
Theorem 2. For m = 1,2, . . . ,q − 2
am
e(az)m
=
∑
l mod a
1
e(z − ωla )m
.
Before the proof, we consider the symmetric polynomials as follows.
The power sums Tk =∑i αki of the roots of a polynomial xn + a1xn−1 + · · · + an =∏i(x − αi) are
related by the formula
Tk + a1Tk−1 + a2Tk−2 + · · · + ak−1T1 + kak = 0.
Proof of Theorem 2. We use an induction on m.
For m = 1, it follows from Eq. (1).
Let m > 1 and we assume it is proved for m − 1. Then
am
e(az)m
= a
e(az)
∑
l mod a
1
e(z − ωla )m−1
.
Under the above consideration we put e(z − ωla )−1 instead of αi . Then
∏
l mod a
{
x− 1
e(z − ωla )
}
=
∏
l mod a
x
e(z − ωla )
(
e
(
z − ωl
a
)
− 1
x
)
= c0
e(az)
{
xq
d ∏
l mod a
(
e(z) − 1
x
− e
(
ωl
a
))}
= x
qd
e(az)
ρa
(
e(z) − 1
x
)
= x
qd
e(az)
{
c0
(
e(z) − 1
x
)qd
+ c1
(
e(z) − 1
x
)qd−1
+ · · · + cd
(
e(z) − 1
x
)}
= xqd − cd
e(az)
xq
d−1 − cd−1
e(az)
xq
d−q − · · · .
Therefore, the coeﬃcients of this polynomial satisfy
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e(az)
= − a
e(az)
, a2 = · · · = aq−2 = 0.
Because of m q − 2, we have
Tm − a
e(az)
Tm−1 = 0.
And so,
a
e(az)
∑
l mod a
1
e(z − ωla )m−1
=
∑
l mod a
1
e(z − ωla )m
.
Consequently it is proved for m. 
Now we use notations Λc = {e(ωkc ) | k mod c} and Λ∗c = {e(ωkc ) | k mod c,k 
≡ 0}.
Theorem 3.
(i) If 1m q − 2 then∑γ∈Λ∗c γ −m = 0.
(ii)
∑
γ∈Λ∗c γ
−q+1 = cq−1−1tq−t .
Proof. As same as the proof of Theorem 2, we replace {αi} by Λ∗c . Then
f (x) =
∏
γ∈Λ∗c
(
x− 1
γ
)
= xqd−1 + cd−1
cd
xq
d−q + · · · .
So, by Proposition 1,
a1 = · · · = aq−2 = 0, aq−1 = cd−1
cd
= c
q−1 − 1
tq − t ,
Tm = 0 (m q − 2), Tq−1 = −(q − 1)c
q−1 − 1
tq − t =
cq−1 − 1
tq − t . 
By Theorem 3, we have directly the next corollary.
Corollary 1.
s0(c) =
∑
k mod c,k 
≡0
e
(
ωk
c
)−q+1
= c
q−1 − 1
tq − t .
Now we show a reciprocity law as follows.
Theorem 4 (Reciprocity law A). Let m be an integer such that 1 m  q−12 and let a, c ∈ A be monic and
(a, c) = 1. Then
sm(a, c) + (−1)m−1sm(c,a) =
m−1∑
r=1
(−1)m−r sm−r(c,a)
arcr
(
m + 1
r
)
+ s0(c) +ms0(a)
amcm
.
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Lemma 1. Let k,m be positive integers. Then there is a homogeneous polynomial Sk,m(u, v)with degree k+m
such that Sk,m(u, v) has no uk+m or vk+m terms and
1
xk
=
m−1∑
r=0
(
k + r − 1
r
)
(y − x)r
yk+r
+ (y − x)mSk,m
(
1
x
,
1
y
)
.
Proof. We use an induction on m.
For m = 1, we have
1
xk
− 1
yk
= y
k − xk
xk yk
= (y − x)
(
1
yxk
+ 1
y2xk−1
+ · · · + 1
ykx
)
. (2)
So we put Sk,1(u, v) = uvk + u2vk−1 + · · · + ukv then Sk,1(u, v) has no uk+1 or vk+1 terms and
1
xk
= 1
yk
+ (y − x)Sk,1
(
1
x
,
1
y
)
.
Therefore it is proved for m = 1.
For m 1, we assume it is proved for m and positive integers less than m. By the assumption, for
l = 0,1, . . . ,k − 1,
1
xl+1
=
m−1∑
r=0
(
l + r
r
)
(y − x)r
yl+r+1
+ (y − x)mSl+1,m
(
1
x
,
1
y
)
.
So by Eq. (2) we have
1
xk
− 1
yk
=
k−1∑
l=0
y − x
yk−l
{
m−1∑
r=0
(
l + r
r
)
(y − x)r
yl+r+1
+ (y − x)mSl+1,m
(
1
x
,
1
y
)}
=
m−1∑
r=0
k−1∑
l=0
(
l + r
r
)
(y − x)r+1
yk+r+1
+
k−1∑
l=0
(y − x)m+1
yk−l
Sl+1,m
(
1
x
,
1
y
)
.
We put Sk,m+1(u, v) =∑k−1l=0 vk−l Sl+1,m(u, v). Then Sk,m+1(u, v) is a homogeneous polynomial with
degree k +m + 1 and has no uk+m+1 or vk+m+1 terms. And we have
1
xk
− 1
yk
=
m−1∑
r=0
k−1∑
l=0
(
l + r
r
)
(y − x)r+1
yk+r+1
+ (y − x)m+1Sk+1,m
(
1
x
,
1
y
)
.
From the combinatorial formula
k−1∑
l=0
(
l + r
r
)
=
(
k + r
r + 1
)
,
it follows that
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xk
− 1
yk
=
m−1∑
r=0
(
k + r
r + 1
)
(y − x)r+1
yk+r+1
+ (y − x)m+1Sk+1,m
(
1
x
,
1
y
)
,
1
xk
=
m∑
r=0
(
k + r − 1
r
)
(y − x)r
yk+r
+ (y − x)m+1Sk+1,m
(
1
x
,
1
y
)
.
So it is proved for m + 1 and the lemma follows by induction. 
Lemma 2.
sm(a, c) − s0(c)
amcm
= 1
amcm
∑
γ∈Λ∗c , α∈Λ∗a
1
γ q−1−m(γ − α)m .
Proof. By Theorem 2, we have
e
(
ωak
c
)−m
= 1
am
· a
m
e(akωc )
m
= 1
am
∑
l mod a
1
e( kωc − lωa )
.
As e( kωc − lωa ) = e( kωc ) − e( lωa ), we can write sm(a, c) as follows:
sm(a, c) = 1
cmam
∑
γ∈Λ∗c ,α∈Λa
γ −q+1+m(γ − α)−m
= 1
cmam
{ ∑
γ∈Λ∗c
γ −q+1 +
∑
γ∈Λ∗c ,α∈Λ∗a
γ −q+1+m(γ − α)−m
}
.
Since s0(c) =∑γ∈Λ∗c γ −q+1, we have the lemma. 
Proof of Theorem 4. By Lemma 1, we have
1
γ q−1−m
=
m−1∑
r=0
(
q −m + r − 2
r
)
(α − γ )r
αq−1−m+r
+ (α − γ )mSq−1−m,m
(
1
γ
,
1
α
)
.
We can see the fact that on Fq
(
q −m + r − 2
r
)
= 1
r! (q −m + r − 2)(q −m + r − 3) · · · (q −m − 1)
= 1
r! (−m + r − 2)(−m + r − 3) · · · (−m − 1) = (−1)
r
(
m + 1
r
)
.
And so by Lemma 2
sm(a, c) − s0(c)
amcm
= 1
amcm
∑
γ∈Λ∗,α∈Λ∗
{
m−1∑
r=0
(
m + 1
r
)
(−1)m−r
αq−1−m+r(α − γ )m−r + (−1)
mSq−1−m,m
(
1
γ
,
1
α
)}
.c a
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sm−r(c,a) − s0(a)
am−rcm−r
= 1
am−rcm−r
∑
γ∈Λ∗c ,α∈Λ∗a
1
αq−1−m+r(α − γ )m−r .
So,
sm(a, c) − s0(c)
amcm
=
m−1∑
r=0
(
m + 1
r
)
(−1)m−r
(
sm−r(c,a)
arcr
− s0(a)
amcm
)
+ (−1)
m
amcm
∑
γ∈Λ∗c ,α∈Λ∗a
Sq−1−m,m
(
1
γ
,
1
α
)
.
Since Sq−1−m,m(u, v) has no uq−1 or vq−1 terms, by Theorem 3, we have
∑
γ∈Λ∗c ,α∈Λ∗a
Sq−1−m,m
(
1
γ
,
1
α
)
= 0.
Therefore
sm(a, c) − s0(c)
amcm
=
m−1∑
r=0
(
m + 1
r
)
(−1)m−r sm−r(c,a)
arcr
−
m−1∑
r=0
(
m + 1
r
)
(−1)m−r s0(a)
amcm
.
Because of
m−1∑
r=0
(
m + 1
r
)
(−1)m−r = −
m−1∑
r=0
(
m + 1
r
)
(−1)m−r+1
=
(
m + 1
m + 1
)
+
(
m + 1
m
)
(−1) −
m+1∑
r=0
(
m + 1
r
)
(−1)m−r+1
= 1− (m + 1) − (1− 1)m+1 = −m,
we have
sm(a, c) − s0(c)
amcm
=
m−1∑
r=0
(
m + 1
r
)
(−1)m−r sm−r(c,a)
arcr
+m s0(a)
amcm
.
The term for r = 0 is (−1)msm(c,a) in the above sum. Consequently we have theorem. 
We can see the following example.
Example 1. By Theorem 4 for m = 1 and Corollary 1, we have
s1(a, c) + s1(c,a) = s0(c) + s0(a) = a
q−1 + cq−1 − 2
q
.ac ac(t − t)
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s1(a, c) + s1(c,a) = a
2 + c2 + 1
ac(t3 − t) .
This is an analogue of the classical reciprocity law.
If we exchange a for c in Theorem 4, then we have
sm(c,a) + (−1)m−1sm(a, c) =
m−1∑
r=1
(−1)m−r sm−r(a, c)
arcr
(
m + 1
r
)
+ s0(a) +ms0(c)
amcm
.
So
(−1)m−1sm(c,a) + sm(a, c) =
m−1∑
r=1
(−1)r−1sm−r(a, c)
arcr
(
m + 1
r
)
+ (−1)m−1 s0(a) +ms0(c)
amcm
.
The left sides of the above equation and the equation of Theorem 4 coincide. By adding these two
equations together and dividing by 2, we have the next corollary.
Corollary 2 (Reciprocity law B).
sm(a, c) + (−1)m−1sm(c,a) = 1
2
m−1∑
r=1
(−1)r−1 sm−r(a, c) + (−1)
m−1sm−r(c,a)
arcr
(
m + 1
r
)
+ (m + (−1)
m−1)(s0(a) + (−1)m−1s0(c))
2amcm
.
Example 2. By Corollary 2 for m = 2 and Corollary 1, we have
s2(a, c) − s2(c,a) = 3(s1(a, c) − s1(c,a))
2ac
+ s0(a) − s0(c)
2a2c2
= 3(s1(a, c) − s1(c,a))
2ac
+ a
q−1 − cq−1
2a2c2(tq − t) .
And also we have, for m = 3
s3(a, c) + s3(c,a) = 2(s2(a, c) + s2(c,a))
ac
− 3(s1(a, c) + s1(c,a))
a2c2
+ 2(s0(a) + s0(c))
a3c3
= 2(s2(a, c) + s2(c,a))
ac
− 3(s1(a, c) + s1(c,a))
a2c2
+ 2(a
q−1 + cq−1 − 2)
a3c3(tq − t) .
Therefore from Example 1, we have
s3(a, c) + s3(c,a) = 2(s2(a, c) + s2(c,a))
ac
− a
q−1 + cq−1 − 2
a3c3(tq − t) .
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Dedekind sums were originally the sums D(a,b; c) as follows
D(a,b; c) =
c−1∑
k=1
ak
c
(〈
bk
c
〉
− 1
2
)
where a,b, c are integers, and (a, c) = (b, c) = 1. One easily shows that s(a, c) = D(1,a; c). And
Rademacher showed the following reciprocity law:
D(a,b; c) + D(b, c;a) + D(c,a;b) = a
2 + b2 + c2
12abc
− 1
4
.
In the function ﬁeld context, we can deﬁne analogous.
Deﬁnition 2. Let a,b, c ∈ A satisfy (a, c) = (b, c) = 1, and suppose c is monic. For positive integers m
such that 2m < q − 1, we deﬁne
Dm(a,b; c) = 1
cm
∑
k mod c,k 
≡0
e
(
ωk
c
)−q+1+2m
e
(
ωak
c
)−m
e
(
ωbk
c
)−m
.
Now we can ﬁnd easily sm(a, c) = Dm(1,a; c). And also we have a reciprocity law for the case
m = 1.
Theorem 5 (Reciprocity law C). Let a,b, c ∈ A be monic and suppose that (a,b) = (b, c) = (c,a) = 1. Then
D1(a,b; c) + D1(b, c;a) + D1(c,a;b) = a
q−1 + bq−1 + cq−1 − 3
abc(tq − t) .
To prove the theorem, we need the following lemma.
Lemma 3.
D1(a,b; c) − s1(a, c)
b
− s1(b, c)
a
+ s0(c)
abc
= 1
abc
∑
γ∈Λ∗c ,α∈Λ∗a , β∈Λ∗b
1
γ q−3(γ − α)(γ − β) .
Proof. By Theorem 2,
e
(
ωak
c
)−1
= 1
a
∑
l mod a
e
(
ωk
c
− ωl
a
)−1
= 1
a
∑
α∈Λa
1
γ − α
where γ = e(ωkc ). Similarly
e
(
ωbk
c
)−1
= 1
b
∑
β∈Λb
1
γ − β .
So we have
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abc
∑
γ∈Λ∗c ,α∈Λa, β∈Λb
1
γ q−3(γ − α)(γ − β) .
Then we can divide the above sum into 4 parts. The ﬁrst part is the sum over γ ∈ Λ∗c , α ∈ Λ∗a , β ∈ Λ∗b .
The second part is the sum over γ ∈ Λ∗c , α ∈ Λ∗a , β = 0. From Lemma 2
1
abc
∑
γ∈Λ∗c ,α∈Λ∗a , β=0
1
γ q−3(γ − α)(γ − β) =
1
abc
∑
γ∈Λ∗c ,α∈Λ∗a
1
γ q−2(γ − α) =
s1(a, c)
b
− s0(c)
abc
.
In the same way, for the third part, the sum over γ ∈ Λ∗c , α = 0, β ∈ Λ∗b , we have
1
abc
∑
γ∈Λ∗c ,α=0, β∈Λ∗b
1
γ q−3(γ − α)(γ − β) =
s1(b, c)
a
− s0(c)
abc
.
Clearly the fourth part, the sum over γ ∈ Λ∗c , α = β = 0, is equal to s0(c)abc . Therefore we have
lemma. 
Proof of Theorem 5. We apply Lemma 3 about D(a,b; c), D(b, c;a) and D(c,a;b) and then add each
right side of these equations. Then we have
1
abc
∑
γ∈Λ∗c ,α∈Λ∗a , β∈Λ∗b
{
1
γ q−3(γ − α)(γ − β) +
1
αq−3(α − β)(α − γ ) +
1
βq−3(β − γ )(β − α)
}
.
The sum of the three fractions in the above sum is equal to the fraction
αq−3βq−3(β − α) + βq−3γ q−3(γ − β) + γ q−3αq−3(α − γ )
αq−3βq−3γ q−3(α − β)(β − γ )(γ − α) .
If we replace α with β then the numerator of this fraction is equal to 0. So, α − β is a factor of the
numerator. Because the numerator is symmetric, β − γ and γ − α are also factors. Therefore there
exists a homogeneous polynomial S(u, v,w) with degree q − 1 such that the above sum is equal to
1
abc
∑
γ∈Λ∗c ,α∈Λ∗a , β∈Λ∗b
S
(
1
α
,
1
β
,
1
γ
)
.
It is obvious that S(u, v,w) does not contain uq−1, vq−1 or wq−1 terms. By Theorem 3, we have this
sum is equal to 0. And then we have
D(a,b; c) + D(b, c;a) + D(c,a;b) − s1(a, c) + s1(c,a)
b
− s1(b, c) + s1(c,b)
a
− s1(a,b) + s1(b,a)
c
+ s0(a) + s0(b) + s0(c)
abc
= 0.
From Example 1 and Corollary 1 we have
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= a
q−1 + cq−1 − 2
abc(tq − t) +
bq−1 + cq−1 − 2
abc(tq − t) +
aq−1 + bq−1 − 2
abc(tq − t) −
aq−1 + bq−1 + cq−1 − 3
abc(tq − t)
= a
q−1 + bq−1 + cq−1 − 3
abc(tq − t) . 
References
[1] L. Carlitz, On certain functions connected with polynomials in a Galois ﬁelds, Duke Math. J. 1 (1935) 137–168.
[2] H.A. Rademacher, Lectures on Analytic Number Theory, Tata Inst. Fund. Res., Bombay, 1954/1955.
[3] D. Hayes, Explicit class ﬁeld theory for rational function ﬁelds, Trans. Amer. Math. Soc. 189 (1974) 77–91.
[4] D. Goss, v-Adic zeta functions, L-series and measures for function ﬁelds, Invent. Math. 55 (1979) 107–119.
[5] R. Sczech, Dedekindsummen mit elliptischen Funktionen, Invent. Math. 76 (1984) 523–551.
[6] S. Okada, Analogies of Dedekind sums in function ﬁelds, Mem. Gifu Teach. Coll. 24 (1989) 11–16.
