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Abstract
In the present paper, we study the uniform regularity and vanishing dissipation limit for
the full compressible Navier-Stokes system whose viscosity and heat conductivity are allowed
to vanish at different order. The problem is studied in a 3-D bounded domain with Navier-
slip type boundary conditions (1.3). It is shown that there exists a unique strong solution to
the full compressible Navier-Stokes system with the boundary conditions (1.3) in a finite time
interval which is independent of the viscosity and heat conductivity. The solution is uniform
bounded inW 1,∞ and a conormal Sobolev space. Based on such uniform estimates, we prove
the convergence of the solutions of the full compressible Navier-Stokes to the corresponding
solutions of the full compressible Euler system in L∞(0, T ;L2),L∞(0, T ;H1) and L∞([0, T ]×
Ω) with a rate of convergence.
Keywords: Full compressible Navier-Stokes, Navier-slip, vanishing dissipation limit, bound-
ary layers.
AMS: 35Q35, 35B65, 76N10
1 Introduction and Main Results
The motion of a compressible viscous, heat conductive, ideal polytropic fluid is governed by the
following full compressible Navier-Stokes equations(FCNS)
ρεt + div(ρ
εuε) = 0,
(ρεuε)t + div(ρ
εuε ⊗ uε) +∇pε = µε∆uε + (µ+ λ)ε∇divuε,
(ρεEε)t + div(ρ
εuεEε + pεuε) = κ(ε)∆θε + div(~τεuε),
x ∈ Ω, t > 0 (1.1)
where Ω is a bounded smooth domain of R3. Here ρε, uε and Eε represent density, velocity and
total energy, respectively. The pressure function pε, total energy Eε are given by
pε = Rρεθε, Eε = cv(θ
ε +
1
2
|uε|2),
where θε is temperature and cv is a positive constant. For the simplicity of presentation, we
normalize cv to be 1. The tensor ~τ
ε is represented
~τε = λεdivuεI + 2µεSuε, with Suε =
1
2
(∇uε + (∇uε)T ).
Here µ, λ are given constants satisfying the following physical restriction
µ > 0, 2µ+ 3λ > 0, (1.2)
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2and the parameter ε > 0 is the inverse of the Reynolds number. κ(ε) > 0 is the heat conductivity
which is assumed to depend on ε.
We impose the full compressible Navier-Stokes equations with the following Navier-slip type
boundary conditions
uε · n = 0, ((Suε)n)τ = (Auε)τ , and n · ∇θε = νθε, on ∂Ω. (1.3)
where n is the outward unit normal to ∂Ω, uτ represents the tangential part of u, A is a smooth
symmetric matrix and ν is a given constant. For smooth solutions, it is noticed that
(2S(v)n− (∇× v)× n)τ = −(2S(n)v)τ ,
see [28] for details. Then the boundary condition (1.3) can be rewritten in the form of the
vorticity as
uε · n = 0, n× ωε = [Buε]τ , and n · ∇θε = νθε, on ∂Ω. (1.4)
where ωε = ∇ × uε is the vorticity and B = 2(A − S(n)) is a symmetric matrix. Actually, it
turns out that the form (1.4) will be more convenient than (1.3) in the energy estimates.
We are interested in the existence of strong solutions of (1.1) with uniform bounds on an
interval of time independent of the viscosity and heat conductivity, and the vanishing dissipation
limit to the full compressible Euler flow as ε and κ(ε) vanish, i.e,
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇p = 0,
[ρ(θ + 12 |u|2)]t + div[ρu(θ + 12 |u|2) + pu] = 0,
as ε, κ→ 0+, (1.5)
with slip boundary condition
u · n|∂Ω = 0. (1.6)
There has lots of literatures on the inviscid limit for incompressible Navier-Stokes equations.
The inviscid limit of Cauchy problem has been studied by many authors, see for instances
[6, 5, 12, 15]. However, in the presence of a physical boundary, the problems become challenging
due to the appearance of boundary layers. As illustrated by Prandtl’s theory, the inviscid limit
of the incompressible Navier-Stokes with no-slip boundary condition to the incompressible Euler
flows with slip boundary condition (1.6) is a very difficult problem. Sammartino-Caflisch [20, 21]
proved the convergence of the incompressible Navier-Stokes flows to the Euler flows away from
the boundary and to the prandtl flows near the boundary at the inviscid limit for the analytic
initial data. Recently, Maekawa[14] proved such limit when the initial vorticity is located away
from the boundary in the 2-D half plane. On the other hand, for the incompressible Navier-Stokes
system with Navier-slip boundary condition (1.3)(without the heat flux part), lots of important
progress has been made on this problem. The uniform H3 bound and the inviscid limit to Euler
flow was proved by Xiao-Xin[26] for flat boundaries which was generalized to W k,p in [2, 3] by
Veiga-Crispo soon later. However, one can not obtain such results for general curved boundaries
since boundary layers may appear due to non-trivial curvature as pointed out by Iftimie and
Sueur[11], where the inviscid limit was also obtained in L∞(0, T, ;L2) by a careful construction
of boundary layer expansions. In order to investigate precisely the asymptotic structure and
get the convergence in stronger norms such as L∞(0, T ;Hs)(s > 0), stronger estimates are
needed. Recently, Masmoudi-Rousset [16] established a conormal uniform estimates for 3-D
domains with the Naiver-slip boundary condition, which implies the uniform boundedness of
Lipschitz-norm for the velocity field. This allows to obtain the inviscid limit in L∞-norm by a
compactness argument. Based on the uniform estimates in [16], better convergence with rates
have been obtained in [8] and [27]. In particular, Xiao-Xin [27] has proved the convergence in
L∞(0, T ;H1) with a rate.
For the isentropic compressible Navier-Stokes equations, Xin-Yanagisawa [29] studied the
vanishing viscosity limit of the linearized problem with the no-slip boundary condition in 2-
D half plane. For the Navier-slip boundary condition case, Wang-Williams [24] constructed a
3boundary layer solution of the compressible Navier-Stokes equations in 2-D half plane. The
layers constructed in [24] are of width O(
√
ε) as the Prandtl boundary layer, but the amplitude
are of O(
√
ε) which is similar to the one [11] for the incompressible case. It is also shown [24]
that the boundary layers for the density is weaker than the one for the velocity. So, in general,
it is impossible to obtain the H3 or W 2,p(p > 3) estimates for the compressible Navier-Stokes
system with the Navier-slip boundary condition. Recently, Paddick [19] obtained an uniform
conormal Sobolev estimates for the isentropic compressible Navier-Stokes system in the 3-D
half-space. Wang-Xin-Yong [25] also obtained an uniform regularity for isentropic compressible
Navier-Stokes equations with Navier-slip boundary conditions in 3-D domain with curvature,
especially, the inviscid limit was also obtained with rate of convergence in L∞([0, T ] × Ω) and
L∞([0, T ];H1). The fact that the boundary layer for density is weaker than the one for velocity
fields was also shown in [25].
For the full compressible Navier-Stokes equations, the study is quite limit. Under the as-
sumption that the viscosity and heat conductivity converge to zero at the same order, Ding-Jiang
[7] studied the zero viscosity and heat conductivity limit for the linearized compressible Navier-
Stokes-Fourier equations with no-slip boundary condition in the half plane.
However, there is no uniform regularity and vanishing dissipation limit results for the full
compressible Navier-stokes equations (1.1) with Navier-slip type boundary conditions (1.3) in a
bounded domain. The aim of this paper is to investigate the uniform regularity for the solutions
of the full compressible Navier-Stokes system (1.1) even if the viscosity and heat conductivity
converge to zero at different order. Compared to the isentropic case[25, 19], it is difficult to
obtain the Lipschitz estimates for the solutions of (1.1) due to the appearance of temperature
and the strongly coupled system of (ρε, uε, θε). On the other hand, the amplitude and width of
boundary layers for velocity and temperature may be not at the same order if the viscous and
heat conductivity vanish at different order. Then the interaction of the two different amplitude
boundary layers may arise difficulties in the analysis of obtaining uniform regularity, especially,
in the Lipschitz estimates. To overcome these difficulties, some new ideas and observations are
need. It is also very important to study the vanishing dissipation limit. Especially, we shall
investigate how the rate of convergence is influenced by the thermal boundary layers.
Before stating our main results, we first explain the notations and conventions used through-
out this paper. Similar to [16, 25], one assumes that the bounded domain Ω ⊂ R3 has a covering
such that
Ω ⊂ Ω0 ∪nk=1 Ωk, (1.7)
where Ω0 ⊂ Ω and in each Ωk there exists a function ψk such that
Ω ∩Ωk = {x = (x1, x2, x3) | x3 > ψk(x1, x2)} ∩Ωk and ∂Ω ∩ Ωk = {x3 = ψk(x1, x2)} ∩Ωk.
Ω is said to be Cm if the functions ψk are Cm-function. To define the Sobolev conormal spaces,
one considers (Zk)1≤k≤N a finite set of generators of vector fields that are tangent to ∂Ω and set
Hmco =
{
f ∈ L2(Ω) | ZIf ∈ L2(Ω), for |I| ≤ m
}
,
where I = (k1, · · · , km). The following notations will be used:
‖u‖2m = ‖u‖2Hmco =
3∑
j=1
∑
|I|≤m
‖ZIuj‖2L2 , ‖u‖2m,∞ =
∑
|I|≤m
‖ZIu‖2L∞ and ‖∇Zmu‖2 =
∑
|I|=m
‖∇ZIu‖2L2.
Noting that by using the covering of Ω, one can always assume that each vector field (ρ, u, θ)
is supported in one of the Ωi, moreover, in Ω0 the norm ‖ · ‖m yields a control of the standard
Hm norm, whereas if Ωi ∩ ∂Ω 6= Ø, there is no control of the normal derivatives.
Denote by Ck a positive constant independence of ε, κ ∈ (0, 1] which depends only on the
Ck-norm of the functions ψj, j = 1 · · · , n. Since ∂Ω is given locally by x3 = ψ(x1, x2)(we omit
4the subscript j for notational convenience), it is convenient to use the coordinates:
Ψ : (y, z) 7−→ (y, ψ(y) + z) = x.
A local basis is thus given by the vector fields (ey1 , ey2 , ez) where ey1 = (1, 0, ∂1ψ)
t, ey2 =
(0, 1, ∂2ψ)
t and ez = (0, 0,−1)t . On the boundary ey1 and ey2 are tangent to ∂Ω, and in general,
ez is not a normal vector field. By using this parametrization, one can take as suitable vector
fields compactly supported in Ωj in the definition of the ‖ · ‖m norms:
Zi = ∂yi = ∂i + ∂iψ∂z, i = 1, 2, Z3 = ϕ(z)∂z, (1.8)
where ϕ(z) = z
1+z
is smooth, supported in R+ with the property ϕ(0) = 0, ϕ
′(0) > 0, ϕ(z) > 0
for z > 0. It is easy to check that
ZkZj = ZjZk, j, k = 1, 2, 3,
and
∂zZi = Zi∂z, i = 1, 2, and ∂zZ3 6= Z3∂z.
In this paper, we shall still denote by ∂j , j = 1, 2, 3 or ∇ the derivatives in the physical
space. The coordinates of a vector field u in the basis (ey1 , ey2 , ez) will be denoted by u
i, thus
u = u1ey1 + u
2ey2 + u
3ez. (1.9)
We shall denote by uj the coordinates in the standard basis of R
3, i.e, u = u1e1 + u2e2 + u3e3.
Denote by n the unit outward normal in the physical space which is given locally by
n(x) ≡ n(Ψ(y, z)) = 1√
1 + |∇ψ(y)|2
 ∂1ψ(y)∂2ψ(y)
−1
 .= −N(y)√
1 + |∇ψ(y)|2 , (1.10)
and by Π the orthogonal projection
Πu ≡ Π(Ψ(y, z))u = u− [u · n(Ψ(y, z))]n(Ψ(y, z)), (1.11)
which gives the orthogonal projection onto the tangent space of the boundary. Note that n and
Π are defined in the whole Ωk and do not depend on z.
For later use and notational convenience, set
Zα = ∂α0t Zα1 = ∂α0t Zα111 Zα122 Zα133 . (1.12)
where α,α0, α1 are the differential multi-indices with α
.
= (α0, α1), α1 = (a11, α12, α13), and we
also use the following notations
‖f(t)‖2Hm =
∑
|α|≤m
‖Zαf(t)‖2L2x , ‖f(t)‖Hk,∞ =
∑
|α|≤k
‖Zαf(t)‖L∞x , (1.13)
for smooth space-time function f(x, t).
Firstly, we consider the uniform regularity of the solutions of full compressible Navier-Stokes
system (1.1) with the Navier-slip type boundary conditions (1.3). Since the viscous and thermal
boundary layers may appear in the presence of physical boundaries, so one needs to design a
suitable functional space. Here the functional space Xεm(T ) for functions (ρ, u, θ) = (ρ, u, θ)(x, t)
is defined as
Xεm(T ) =
{
(ρ, u, θ) ∈ L∞([0, T ], L2); esssup0≤t≤T ‖(ρ, u, θ)(t)‖Xεm < +∞
}
, (1.14)
where the norm ‖(·, ·, ·)‖Xεm is given by
‖(ρ, u, θ)(t)‖2Xεm = ‖(ρ, u, θ)(t)‖2Hm + ‖∇u(t)‖2Hm−1 +
m−2∑
k=0
‖∂kt∇(ρ, θ)(t)‖2m−1−k + ε‖∇∂m−1t ρ(t)‖2
+ ε‖∇∂m−2t divu(t)‖2 + κ(ε)‖∆∂m−2t θ(t)‖2 + ‖∇(ρ, u, θ)(t)‖2H1,∞
+ ε‖∇2u(t)‖2L∞ + ε‖∇(ρθ)(t)‖2H2,∞ . (1.15)
5We remark that the term ε‖∇(ρθ)(t)‖2
H2,∞
included in (1.15) is important for us to obtain the
Lipschitz estimates even though such term is slightly strange. And we will explain the reason
of including such term after Theorem 1.1 below.
In the present paper, we supplement the full compressible Navier-Stokes equations (1.1) with
the initial data
(ρε, uε, θε)(x, 0) = (ρε0, u
ε
0, θ
ε)(x), (1.16)
such that
sup
0<ε≤1
‖(ρε0, uε0, θε0)‖2Xεm ≤ C˜0, 0 < Cˆ−10 ≤ ρε0, θε0 ≤ Cˆ0 <∞ (1.17)
where Cˆ0 > 0, C˜0 > 0 are positive constants independent of ε ∈ (0, 1], and the time derivatives of
initial data in (1.17) are defined through the full compressible Navier-Stokes system (1.1). Thus,
the initial data (ρε0, u
ε
0, θ
ε
0) is assumed to have a higher space regularity and compatibilities. No-
tice that the a priori estimates in Theorem 3.1 below is obtained in the case that the approximate
solution is sufficient smooth up to the boundary, therefore, in order to obtain a selfcontained re-
sult, one needs to assume that the approximate initial data satisfies the boundary compatibility
conditions, i.e. (1.3)(or equivalent to (1.4)). For the initial data (ρε0, u
ε
0, θ
ε
0) satisfying (1.17), it
is not clear if there exists an approximate sequence (ρε,δ0 , u
ε,δ
0 , , θ
ε,δ
0 )(δ being a regularization pa-
rameter), which satisfy the boundary compatibilities and ‖(ρε,δ0 −ρε0, uε,δ0 −uε0, θε,δ0 −θε0)‖Xεm → 0
as δ → 0. Therefore, we set
X
ε,m
NS,ap =
{
(ρ, u, θ) ∈ H3m(Ω)
∣∣∣∂kt ρ, ∂kt θ, ∂kt u, k = 1, · · · ,m are defined through the system(1.1)
and ∂kt u, ∂
k
t θ, k = 0, · · · ,m− 1 satisfy the boundary compatibility conditions
}
, (1.18)
and
X
ε,m
NS = The closure of X
ε,m
NS,ap in the norm ‖(·, ·, ·)‖Xεm . (1.19)
If the heat conductivity κ(ε) decays too fast as ε → 0+, then the possible interaction
between the viscous boundary layers and thermal boundary layers is strong and it is hard to
get the uniform regularity. So, in order to control the possible interaction between the viscous
boundary layers and the thermal boundary layers, throughout this paper, we assume that the
heat conductivity is a continuous function of ε and satisfies
ε4 ≤ Cκ(ε) <∞, for ε ∈ (0, 1], (1.20)
where the C > 0 is some positive constant. Then our uniform regularity result is as follows:
Theorem 1.1 (Uniform Regularity) Let m be an integer satisfying m ≥ 6, κ(ε) satisfies
(1.20), Ω be a Cm+2 domain and A ∈ Cm+1(∂Ω). Consider the initial data (ρε0, uε0, θε0) ∈ Xε,mNS
given in (1.16) and satisfying (1.17). Then there exists a time T0 > 0 and C˜1 > 0 independent
of ε ∈ (0, 1], such that there exists a unique solution (ρε, uε, θε) of (1.1), (1.3) and (1.16) on
[0, T0] and satisfies the estimates:
(2C0)
−1 ≤ ρε(t), θε(t) ≤ 2C0 ∀t ∈ [0, T0], (1.21)
and
sup
0≤t≤T0
‖(ρε, uε, θε)(t)‖2Xεm +
∫ T0
0
‖∇∂m−1t (ρε, θε)(t)‖2 + ‖∇(ρεθε)(t)‖2H2,∞dt+ ε
∫ T0
0
‖∇uε(t)‖2Hmdt
+ κ(ε)
∫ T0
0
‖∇θε(t)‖2Hmdt+
m−2∑
k=0
∫ T0
0
ε‖∇2∂kt uε(t)‖2m−1−k + κ(ε)‖∆∂kt θε(t)‖2m−1−kdt
+ ε2
∫ T0
0
‖∇2∂m−1t uε(t)‖2dt+ κ(ε)2
∫ T0
0
‖∆∂m−1t θε(t)‖2 + ‖∇Zm−2∆θε(t)‖2dt ≤ C˜1 <∞, (1.22)
where C˜1 depends only on Cˆ0, C˜0 and Cm+2.
6Remark 1.2 The novelty of this work is that we allow the viscous and heat conductivity to
vanish at different order. And it is noted that there are many functions satisfy the condition
(1.20). For example, it is easy to see that (1.20) holds provided κ(ε) = εb where b is constant
such that 0 ≤ b ≤ 4.
Remark 1.3 In order to obtain the Lipschitz estimates included in (1.15), one needs to use the
pointwise estimates because the boundary layers prevent to obtain uniform estimate in H3(Ω)(or
W 2,p, p > 0). So, one has to deal with the possible interaction of the viscous and thermal
boundary layers in the pointwise estimates. Indeed, the restriction (1.20) is used to control such
possible interaction, see Lemma 3.14-Lemma 3.18 for details.
Remark 1.4 For the solution (ρε, uε, θε)(t) of (1.1),(1.4),(1.16), the boundary conditions (1.3)(or
equivalently (1.4)) are satisfied in the trace sense for every fixed ε ∈ (0, T0] and t ∈ (0, T0].
We now describe the main ideas of the proof of Theorem 1.1. And it turns out that it suffices
to establish the estimates (1.22). It is noted that there are two parts included in (1.22), i.e.,
the conormal energy estimates part and the pointwise estimates part. Firstly, by complicated
conormal energy estimates, one can obtain
‖(ρε, uε, θε)(t)‖2Hm +
m−2∑
k=0
‖∂kt∇(ρε, uε, θε)(t)‖2m−1−k + ‖∂m−1t ωε(t)‖2 + ε‖∇∂m−1t ρε(t)‖2 + ε
∫ t
0
‖∇uε(τ)‖2Hm
+ κ
∫ t
0
‖∇θε(τ)‖2Hm +
m−2∑
k=0
∫ t
0
‖∂kt (
√
ε∇2uε,√κ∆θε)(τ)‖2m−1−k +
∫ t
0
ε2‖∇2∂m−1t uε(τ)‖2, (1.23)
at the cost of ∫ t
0
‖∇Zm−1divuε‖2 + κ2‖∇Zm−2∆θε‖2dτ and
∫ t
0
‖∂m−1t ∇(ρε, θε)‖2dτ, (1.24)
see Lemma 3.2-Lemma 3.6 and Lemma 3.11 below. By using the structure of mass equa-
tion and energy equation, respectively, one can bound the first part of (1.24) at the cost of∫ t
0
‖∂m−1t ∇(ρε, θε)‖2dτ , see Lemma 3.7 below. So, it suffices to bound the second part of (1.24).
Considering
∫ t
0
∫
∂m−2t (3.1.7)3 · ∇∂m−2t divuε + ∂m−1t ∇(3.1.7)2 · ∇∂
m−1
t θ
ε
θε
dxdτ , one can control
the second part of (1.24) and ε‖∇∂m−2t divuε(t)‖2 + κ(ε)‖∆∂m−2t θε(t)‖2, see Lemma 3.8 below.
Therefore, combining the above estimates, one can obtain the conormal energy estimates of
(1.22) except ‖∇∂m−1t uε‖2, see also (3.3.31) below.
Next, we try to establish the pointwise estimates part. However, it is difficult to obtain such
estimates because the equations of ρε, uε, θε are strongly coupled and the viscosity and heat
conductivity are not at the same order. Actually, if one estimate ‖∇ρε‖H1,∞ directly, then one
has to deal with the high order derivative term
∫ t
0
‖∇θε‖2
H2,∞
dτ , however it is hard to control this
term in our functional space. Instead, we try to control the pointwise estimates of ∇(ρεθε),∇θε
and ∇uε. This is key to overcome the difficulty. Indeed, we can obtain(see Lemma 3.15 below)
‖∇(ρεθε)(t)‖2H1,∞ + ε‖∇(ρεθε)(t)‖2H2,∞ +
∫ t
0
‖∇(ρεθε)(τ)‖2H2,∞ ≤ ε
∫ t
0
‖∇θε(τ)‖2H3,∞dτ + · · · . (1.25)
where · · · means terms can be controlled. Since the strength and width of the thermal boundary
layers is connected with κ, then the first term on the RHS of above is actually the interaction
of viscous and thermal boundary layers. If the heat conductivity κ vanishes too fast, it will be
very hard to control such interaction term. To overcome the difficulty, we assume that the decay
rate of κ satisfies (1.20). Then the interaction term can be controlled as following:
ε
∫ t
0
‖∇θε(τ)‖2H3,∞dτ ≤ ε4
∫ t
0
‖∆θε(τ)‖2H4dτ + · · · ≤ κ
∫ t
0
‖∆θε(τ)‖2H4dτ + · · · , (1.26)
7where the last term of above has already been controlled in the conormal energy estimates
part. It is worth to point out that the above interaction estimate will be employed repeatedly
throughout the pointwise estimates part. On the other hand, to control the pointwise estimate
of ∇θε, the most difficult part is to deal with the term pε∇divuε which comes from the term
pεdivuε on the LHS of energy equation(see also (3.4.61) below). Actually, if pε∇divuε is regarded
as a source term, it will be very hard to control
∫ t
0
‖pε∇divuε(τ)‖2
H1,∞
dτ because the derivative
is too high. We remark that such difficulty does not arise in the isentropic case [25]. So, to
overcome the difficulty, some new idea is needed. Fortunately, we find that the term pε∇divuε
can be represented as following
pε∇divuε = Rρε[∇θεt + (uε · ∇)∇θε]−R[∇(ρεθε)t + (uε · ∇)∇(ρεθε)] + lower order terms. (1.27)
It is noted that the first part(i.e., the hardest part) on the RHS of (1.27) can be absorbed into
the main part of equation(see (3.4.64) below), while the second part on the RHS of (1.27) can
be regarded as a source term because the term
∫ t
0
‖∇(ρεθε)(τ)‖2
H2,∞
has already been controlled
above. This observation is key to close the pointwise estimates. And it is also one of the main
reason to include ε‖∇(ρεθε)‖2
H2,∞
in our functional space. Based on the above observation,
one can obtain the control of ‖∇θε‖2
H1,∞
. Later, by similar arguments as [25], one can control
‖∇uε‖2
H1,∞
+ ε‖∇2uε‖2L∞ . Finally, in order to estimate ‖∇∂m−1t uε‖2, we still need to obtain
the uniform bound of ‖∂m−1t divuε‖2 which is hard to get by the conormal energy estimate
because some boundary terms are hard to control. By employing the mass equation, it is found
that ‖∂m−1t divuε‖2 can be controlled by the conormal energy estimates and pointwise estimates
obtained above. Therefore, combining all the above estimates, one proves (1.22).
Based on the uniform estimates in Theorem 1.1, using a similar arguments as [25, 16], one can
justify the vanishing dissipation limit of solutions of full compressible Navier-Stokes system (1.1)
to the solutions of the full Euler equations (1.5) in L∞-norm by a strong compactness argument,
but without convergence rate. In the present paper, we are interested in the vanishing dissipation
limit with rates of convergence.
We supplement the full Euler equations (1.5) and the full compressible Navier-Stokes equa-
tions (1.1) with the same initial data (ρ0, u0, θ0) satisfying
0 < Cˆ−10 ≤ ρ0, θ0 ≤ Cˆ0 and (ρ0, u0, θ0) ∈ H3 ∩Xε,mNS with m ≥ 6. (1.28)
It is well known that there exists a unique smooth solution (ρ, u, θ) ∈ H3 for the problem (1.5),
(1.6) with initial data (ρ0, u0, θ0) at least locally in time [0, T1] where T1 > 0 depends only on
‖(ρ0, u0, θ0)‖H3 . On the other hand, it follows from Theorem 1.1 that there exists a time T0 and
C˜1 independent of ε ∈ (0, 1], such that there exists a unique solution (ρε, uε, θε) of (1.1), (1.3)
with the initial data (ρ0, u0, θ0) and satisfies (1.21), (1.22).
Then we justify the vanishing dissipation limit as follows:
Theorem 1.5 (Vanishing Dissipation Limit) Based on the above preparations, under the
assumptions of Theorem 1.1 and κ(ε) → 0+ as ε → 0+, there exists T2 = min{T0, T1} > 0,
which is independent of ε > 0, such that
‖(ρε − ρ, uε − u, θε − θ)(t)‖2L2 +
∫ t
0
ε‖(uε − u)(τ)‖2H1 + κ(ε)‖(θε − θ)(τ)‖2H1dτ
≤ Cmax{ε 32 , κ(ε) 32 }, t ∈ [0, T2], (1.29)
‖(ρε − ρ, uε − u, θε − θ)(t)‖2H1 +
∫ t
0
ε‖(uε − u)(τ)‖2H2 + κ(ε)‖(θε − θ)(τ)‖2H2dτ
≤ Cmax{ε 12 , κ(ε) 13 }, t ∈ [0, T2], (1.30)
and
‖(ρε − ρ, uε − u)‖L∞(Ω×[0,T2]) ≤ ‖(ρε − ρ, uε − u)‖
2
5
L2
· ‖(ρε − ρ, uε − u)‖ 35
W 1,∞
≤ Cmax{ε, κ(ε)} 310 , (1.31)
8where C depends only on the norm ‖(ρ0, u0, θ)‖H3 + ‖(ρ0, u0, θ0)‖Xεm .
Remark 1.6 It is easy to see that k(ε) = εa with 0 < a ≤ 4 satisfy the condition of Theorem
1.5.
Remark 1.7 Compared to the isentropic case [25], one can see that the convergence rates of
vanishing dissipation limit are influenced by the decay rate of heat conductivity. In particular, for
the case k(ε) = ε, Theorem 1.5 implies that the convergence rate in L∞(0, T2;H
1) is ε
1
3 which
is slower than the isentropic case [25] whose corresponding rate is ε
1
2 . This is mainly due to the
influence of thermal boundary layers, see Lemma 5.2 below. If one can prove κ(ε)
3
2
∫ t
0
‖∇∆θε‖2dτ
is uniformly bounded, then the convergence rate of (1.30) could be improved to be max(ε
1
2 , κ(ε)
1
2 ),
however it is very hard to obtain such uniform estimate in our framework.
Remark 1.8 By the same arguments as Theorem 1.5, one can also prove the dissipation limit
of full compressible Navier-Stokes system to the following system:
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇p = 0,
[ρ(θ + 12 |u|2)]t + div[ρu(θ + 12 |u|2) + pu] = κ0∆θ,
if κ(ε)→ κ0 > 0 as ε→ 0 + . (1.32)
with boundary conditions
u · n|∂Ω = 0, n · ∇θ|∂Ω = νθ.
The rest of the paper is organized as follows: In section 2, we collect some elementary facts
and inequalities that will be used later. We prove the a priori estimates Theorem 3.1 in section
3 which is the main part of this paper. By using the a priori estimates, we prove Theorem 1.1
in section 4. Section 5 is devoted to the proof of Theorem 1.5.
Notations: Throughout this paper, the positive generic constants that are independent of ε
are denoted by c, C(may depend on µ, λ). ‖ · ‖ denotes the standard L2(Ω; dx) norm, and
‖ · ‖Hm (m = 1, 2, 3, · · · ) denotes the Sobolev Hm(Ω; dx) norm. The notation | · |Hm will be used
for the standard Sobolev norm of functions defined on ∂Ω. Note that this norm involves only
tangential derivatives. P (·) denotes a polynomial function.
2 Preliminaries
The following lemma [26, 23] allows one to control the Hm(Ω)-norm of a vector valued function
u by its Hm−1(Ω)-norm of ∇× u and divu, together with the Hm− 12 (∂Ω)-norm of u · n.
Proposition 2.1 Let m ∈ N+ be an integer. Let u ∈ Hm be a vector-valued function. Then,
there exists a constant C > 0 independent u, such that
‖u‖Hm ≤ C
(
‖∇× u‖Hm−1 + ‖divu‖Hm−1 + ‖u‖Hm−1 + |u · n|
H
m− 1
2 (∂Ω)
)
. (2.1)
and
‖u‖Hm ≤ C
(
‖∇× u‖Hm−1 + ‖divu‖Hm−1 + ‖u‖Hm−1 + |n× u|
H
m− 1
2 (∂Ω)
)
. (2.2)
In this paper, we shall use repeatedly the Gagliardo-Nirenbirg-Morser type inequality, whose
proof can be find in [9]. First, define the space
Wm(Ω× [0, T ]) = {f(x, t) ∈ L2(Ω× [0, T ]) | Zαf ∈ L2(Ω× [0, T ]), |α| ≤ m }. (2.3)
Then, the Gagliardo-Nirenbirg-Morser type inequality is as follows:
9Proposition 2.2 For u, v ∈ L∞(Ω × [0, T ]) ∩ Wm(Ω × [0, T ]) with m ∈ N+ be an integer. It
holds that∫ t
0
‖(ZβuZγv)(τ)‖2dτ . ‖u‖2L∞t,x
∫ t
0
‖v(τ)‖2Hmdτ + ‖v‖2L∞t,x
∫ t
0
‖u(τ)‖2Hmdτ, |β|+ |γ| = m. (2.4)
We also need the following anisotropic Sobolev embedding and trace estimates:
Proposition 2.3 Let m1 ≥ 0, m2 ≥ 0 be integers, f ∈ Hm1co (Ω) ∩Hm2co (Ω) and ∇f ∈ Hm2co (Ω).
1) The following anisotropic Sobolev embedding holds:
‖f‖2L∞ ≤ C
(
‖∇f‖Hm2co + ‖f‖Hm2co
)
· ‖f‖Hm1co , (2.5)
provided m1 +m2 ≥ 3.
2) The following trace estimate holds:
|f |2Hs(∂Ω) ≤ C
(
‖∇f‖Hm2co + ‖f‖Hm2co
)
· ‖f‖Hm1co . (2.6)
provided m1 +m2 ≥ 2s ≥ 0.
Proof. The proof is just a using of the covering Ω ⊂ Ω0 ∪nk=1 Ωk and Proposition 2.2 in [17],
the details are omitted here. 
3 A priori Estimates
The aim of this section is to prove the following a priori estimates, which is a crucial step to
prove Theorem 1.1. For notation convenience, we drop the superscript ε throughout this section.
Theorem 3.1 Let m be an integer satisfying m ≥ 6, κ(ε) satisfies (1.20), Ω be a Cm+2 domain
and A ∈ Cm+1(∂Ω). For very sufficiently smooth solution defined on [0, T ] of (1.1) and (1.3) in
Ω, then we have
|ρ(x, 0)| exp(−
∫ t
0
‖divu‖L∞dτ) ≤ ρ(x, t) ≤ |ρ(x, 0)| exp(
∫ t
0
‖divu‖L∞dτ), ∀t ∈ [0, T ], (3.1)
and
θ0 −
∫ t
0
‖θ(τ)‖L∞dτ ≤ θ(x, t) ≤ θ0 +
∫ t
0
‖θ(τ)‖L∞dτ, ∀t ∈ [0, T ]. (3.2)
In addition, if it holds that
0 < c0 ≤ ρ(x, t), θ(x, t) ≤ 1
c0
<∞, ∀t ∈ [0, T ], (3.3)
where c0 is any given small positive constant, then we have the a priori estimate
Υm(ρ, u, θ) , Nm(t) +
∫ t
0
‖∇∂m−1t (ρ, θ)(τ)‖2dτ +
∫ t
0
‖∇(ρθ)(τ)‖2H2,∞dτ +
∫ t
0
ε‖∇u(τ)‖2Hmdτ
+ κ(ε)
∫ t
0
‖∇θ(τ)‖2Hmdτ +
m−2∑
k=0
∫ t
0
ε‖∇2∂kt u(τ)‖2m−1−k + κ(ε)‖∆∂kt θ(τ)‖2m−1−kdτ
+ ε2
∫ t
0
‖∇2∂m−1t u(τ)‖2dτ + κ(ε)2
∫ t
0
‖∆∂m−1t θ(τ)‖2 + ‖∇Zm−2∆θ(τ)‖2dτ
≤ C˜2Cm+2
{
P (Nm(0)) + tP (Nm(t))
}
. (3.4)
where C˜2 depends only on
1
c0
, P (·) is a polynomial and
Nm(t) , Nm(ρ, u, θ)(t) = sup
0≤τ≤t
{
1 + ‖(ρ, u, θ)(τ)‖2Xεm
}
. (3.5)
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Throughout this section, we shall work on the interval of time [0, T ] such that c0 ≤ ρ, θ ≤ 1c0 .
And we point out that the generic constant C may depend on 1
c0
in this section. Since the
proof of Theorem 3.1 is very complicated, we shall divide the proof into the following several
subsections.
3.1 Conormal Energy Estimates for ρ, u and θ
Notice that
∆u = ∇divu−∇×∇× u, (3.1.6)
then (1.1) is rewritten as
ρt + div(ρu) = 0,
ρut + ρu · ∇u+∇p = −µε∇× ω + (2µ+ λ)ε∇divu,
ρθt + ρu · ∇θ + pdivu = κ(ε)∆θ + 2µε|Su|2 + λε|divu|2,
(3.1.7)
where ω = ∇× u is the vorticity.
Lemma 3.2 For a smooth solution of (1.1) and (1.3), it holds that for ε ∈ (0, 1]
sup
0≤τ≤t
(∫
Rf1(ρ) + ρf2(θ) +
1
2
ρ|u|2dx
)
+ c1
∫ t
0
ε‖∇u(τ)‖2 + κ(ε)‖∇θ(τ)‖2dτ
≤
∫
Rf(ρ0) + ρ0h(θ0) +
1
2
ρ0|u0|2dx+ C
∫ t
0
‖u(τ)‖2dτ + Ct, (3.1.8)
where c1 > 0 and f1(t) = t ln t− t+ 1 and f2(t) = t− ln t+ 1 for t > 0.
Proof. Multiplying (3.1.7) by 1
θ
, one gets that
d
dt
∫
ρ ln θdx+
∫
Rρdivudx
= κ(ε)
∫ |∇θ|2
θ2
dx+ ε
∫
1
θ
(2µ|Su|2 + λ|divu|2)dx + κ(ε)
∫
∂Ω
∇θ · n
θ
dσ. (3.1.9)
It follows from the boundary condition (1.3) that
κ(ε)
∫
∂Ω
∇θ · n
θ
dσ = νκ(ε)
∫
∂Ω
dσ ≤ Cκ(ε) ≤ C. (3.1.10)
We rewrite the mass equation (3.1.7)
1
to be
ρt + u · ∇ρ+ ρdivu = 0, (3.1.11)
which yields immediately that∫
ρdivudx = −
∫
ρt + u · ∇ρdx = −
∫
ρ((ln ρ)t + u · ∇ ln ρ)dx = − d
dt
∫
ρ ln ρdx. (3.1.12)
Substituting (3.1.12) and (3.1.10) into (3.1.9), one obtains that
d
dt
∫
(Rρ ln ρ− ρ ln θ)dx +
∫
κ(ε)
|∇θ|2
θ2
+
ε
θ
(2µ|Su|2 + λ|divu|2)dx ≤ C. (3.1.13)
On the other hand, it follows from (1.1)
1
and (1.1)
3
that
d
dt
∫
ρdx = 0, (3.1.14)
11
and
d
dt
∫
ρθ +
1
2
ρ|u|2dx = κ(ε)
∫
∂Ω
n · ∇θdσ + 2µε
∫
∂Ω
((Su)u)ndσ ≤ C + δε‖∇u‖2 + Cδ‖u‖2, (3.1.15)
where we have used the following facts in the estimates of (3.1.15)
κ(ε)
∣∣∣ ∫
∂Ω
n · ∇θdσ
∣∣∣+ 2µε∣∣∣ ∫
∂Ω
((Su)u)ndσ
∣∣∣ = νκ(ε)∣∣∣ ∫
∂Ω
θdσ
∣∣∣+ 2µε∣∣∣ ∫
∂Ω
((Su)n)τuτdσ
∣∣∣
≤ C + Cε|u|2L2 ≤ C + δε‖∇u‖2 + Cδ‖u‖2.
Then, combining (3.1.13), (3.1.14) and (3.1.15), one obtains that
d
dt
(∫
R(ρ ln ρ− ρ+ 1) + ρ(θ − ln θ + 1) + 1
2
ρ|u|2dx
)
+
∫
κ(ε)
|∇θ|2
θ2
+
ε
θ
(2µ|Su|2 + λ|divu|2)dx
≤ δε2‖∇u‖2 + Cδ‖u‖2 + C. (3.1.16)
It follows from the Korn’s inequality and the fact 2µ+ λ > 0 that∫
κ(ε)
|∇θ|2
θ2
+
ε
θ
(2µ|Su|2 + λ|divu|2)dx ≥ 2c1
[
κ(ε)‖∇θ‖2 + ε‖∇u‖2
]
− C‖u‖2. (3.1.17)
where c1 > 0 is a given positive constant depends on c0, µ, λ, κ. Thus, choosing δ small, it holds
that
d
dt
(∫
R(ρ ln ρ− ρ+1)+ ρ(θ− ln θ+1)+ 1
2
ρ|u|2dx
)
+ c1κ(ε)‖∇θ‖2+ c1ε‖∇u‖2 ≤ C +C‖u‖2. (3.1.18)
Integrating (3.1.18) over [0, t], one obtains (3.1.8). Thus the proof of the Lemma 3.2 is com-
pleted. 
However, the above basic energy estimates is far from enough to get the vanishing dissipation
limit. One needs to get some conormal derivative estimates. Set
Q(t) , sup
0≤τ≤t
{
‖∇(ρ, u, θ)(t)‖2H1,∞ + ‖(θ, u, θ, ρt, ut, θt)(t)‖2L∞x + ε‖∇2u‖2L∞
}
. (3.1.19)
It follows from Proposition 2.3 that
Q(t) ≤ CP (Nm(t)) for m ≥ 3. (3.1.20)
Lemma 3.3 For m ≥ 3, it holds that
sup
0≤τ≤t
‖(ρ, θ, u)(τ)‖2Hm + ε
∫ t
0
‖∇u(τ)‖2Hmdτ + κ(ε)
∫ t
0
‖∇θ(τ)‖2Hmdτ
≤ CCm+2
{
1 + ‖(ρ0, u0, θ0)‖2Hm + δε2
∫ t
0
‖∇2u(τ)‖2Hm−1dτ + δκ(ε)2
∫ t
0
‖∆θ(τ)‖2Hm−1dτ
+ δ
∫ t
0
‖∇∂m−1t (ρ, θ)(τ)‖2dτ + CδtP (Nm(t))
}
, (3.1.21)
where δ is small which will be chosen later and Cδ is a polynomial function of
1
δ
which may
vary from line to line.
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Proof. The estimate for k = 0 is already given in Lemma 3.2. Assuming that it is proven for
k ≤ m− 1. We shall prove it for k = m ≥ 1. Applying Zα with |α| = m to (3.1.7), one obtains
that 
ρZαut + ρu · ∇Zαu+ Zα∇p = −µεZα∇× ω + (2µ+ λ)εZα∇divu+ Cα1 + Cα2 ,
ρZαθt + ρu · ∇Zαθ + pZαdivu− κ(ε)Zα∆θ
= 2µεZα(|Su|2) + λεZα(|divu|2) + Cα3 + Cα4 + Cα5 ,
(3.1.22)
with 
Cα1 = −[Zα, ρ]ut = −
∑
|β|≥1,β+γ=αCα,βZβρZγut,
Cα2 = −[Zα, ρu · ∇]u = −
∑
|β|≥1,β+γ=αCα,βZβ(ρu)Zγ∇u− ρu · [Zα,∇]u,
Cα3 = −[Zα, ρ]θt = −
∑
|β|≥1,β+γ=αCα,βZβρZγθt,
Cα4 = −[Zα, ρu · ∇]θ = −
∑
|β|≥1,β+γ=αCα,βZβ(ρu)Zγ∇θ − ρu · [Zα,∇]θ,
Cα5 = −[Zα, p]divu = −
∑
|β|≥1,β+γ=αCα,βZβpZγdivu,
(3.1.23)
where Cα,β are the corresponding binomial coefficients. Multiplying (3.1.22) by Zαu and
integrating by parts, one has that
d
dt
∫
1
2
ρ|Zαu|2dx+
∫
Zα∇pZαudx = −µε
∫
Zα∇× ω · Zαudx
+ (2µ+ λ)ε
∫
Zα∇divu · Zαudx+
∫
(Cα1 + Cα2 )Zαudx (3.1.24)
Using the same arguments as Lemma 3.3 of [25], one can get that
− ε
∫
Zα∇× ω · Zαudx ≤ −3ε
4
‖∇ × Zαu‖2 + δε‖∇u‖2Hm + δε2‖∇2u‖2Hm−1
+ CδCm+2(‖∇u‖2Hm−1 + ‖u‖2Hm). (3.1.25)
and
ε
∫
Zα∇divu · Zαudx ≤ −3ε
4
‖divZαu‖2 + δε‖∇u‖2Hm + δε2‖∇2u‖2Hm−1
+ CδCm+2(‖∇u‖2Hm−1 + ‖u‖2Hm). (3.1.26)
It follows from Proposition 2.1 that
2c1‖∇Zαu‖L2 ≤
(
‖∇× Zαu‖L2 + ‖divZαu‖L2 + ‖Zαu‖L2 + |Zαu · n|
H
1
2 (∂Ω)
)
≤
(
‖∇× Zαu‖L2 + ‖divZαu‖L2
)
+ Cm+2
(
‖u‖2Hm + ‖∇u‖2Hm−1
)
. (3.1.27)
Substituting (3.1.25)-(3.1.26) into (3.1.24) and using (3.1.27), then integrating the resultant
inequality over [0, t], one obtains that
1
2
∫
ρ|Zαu|2dx+
∫ t
0
∫
Zα∇p · Zαudxdτ + 2c1ε
∫ t
0
‖∇Zαu(τ)‖2L2dτ
≤ 1
2
∫
ρ0|Zαu0|2dx+ Cδε2
∫ t
0
‖∇2u(τ)‖2Hm−1dτ + Cδε
∫ t
0
‖∇u(τ)‖2Hmdτ
+
∫ t
0
∫
(Cα1 + Cα2 ) · Zαudxdτ + Cm+2Cδ
∫ t
0
‖∇u(τ)‖2Hm−1 + ‖u(τ)‖2Hmdτ. (3.1.28)
On the other hand, multiplying (3.1.22) by Z
αθ
θ
and integrating by parts, one has that
d
dt
∫
ρ
2θ
|Zαθ|2dx+
∫
RρZαdivuZαθdx − κ(ε)
∫
Zα∆θ · Z
αθ
θ
dx
≤ ε
∫ (
2µZα(|Su|2) + λZα(|divu|2)
)Zαθ
θ
dx+
∫
(Cα3 + Cα4 + Cα5 )
Zαθ
θ
dx+ CP (Nm(t)). (3.1.29)
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It follows from the boundary condition (1.3)
3
that
|n · Zα∇θ|L2 ≤ Cm+1
(
|Zαθ|L2 + |Zm−1∇θ|L2
)
≤ Cm+1
(
‖Zmθ‖ 12 ‖∇Zmθ‖ 12 + ‖Zmθ‖+ ‖∇2θ‖ 12Hm−1‖∇θ‖
1
2
Hm−1 + ‖∇θ‖
1
2
Hm−1
)
, (3.1.30)
which, together with integrating by parts, yields that
− κ(ε)
∫
Zα∆θ · Z
αθ
θ
dx = −κ(ε)
∫
Zαdiv∇θZ
αθ
θ
dx
= −κ(ε)
∫
divZα∇θZ
αθ
θ
dx− κ(ε)
∫
[div,Zα]∇θZ
αθ
θ
dx
= κ(ε)
∫
Zα∇θ∇Z
αθ
θ
dx− κ(ε)
∫
[div,Zα]∇θZ
αθ
θ
dx − κ(ε)
∫
∂Ω
Zαθ
θ
Zα∇θ · ndσ (3.1.31)
≥ κ(ε)
∫ |∇Zαθ|2
θ
dx− Cεa
(
‖∇θ‖Hm−1‖∇Zαθ‖+ ‖θ‖Hm‖∇2θ‖Hm−1 + ‖Zαθ‖
1
2
L2
‖∇Zαθ‖ 12 |Zα∇θ · n|L2
)
≥ 3κ(ε)
4
∫ |∇Zαθ|2
θ
dx− δκ(ε)2‖∆θ‖2Hm−1 − δκ(ε)‖∇Zmθ‖2 − δ‖∇∂m−1t θ‖2 − CδCm+1P (Nm(t)),
where we have used the Young’s inequality in the last inequality of (3.1.31). It is easy to
calculate that
ε
∫ t
0
∫ Zαθ
θ
[
2µZα(|Su|2) + λZα(|divu|2)
]
dxdτ ≤ δε2
∫ t
0
‖∇u‖2Hmdτ + CδtP (Nm(t)). (3.1.32)
Substituting (3.1.32) and (3.1.31) into (3.1.29) and integrating the resultant inequality over
[0, t], one gets that∫
ρ
2θ
|Zαθ|2dx+
∫ t
0
∫
RρZαdivuZαθdxdτ + 3κ(ε)
4
∫ t
0
∫ |∇Zαθ|2
θ
dxdτ
≤
∫
ρ0
2θ0
|Zαθ0|2dx+ Cδ
∫ t
0
κ(ε)‖∇Zmθ(τ)‖2 + κ(ε)2‖∆θ(τ)‖2Hm−1dτ + δε
∫ t
0
‖∇u(τ)‖2Hmdτ
+ δ
∫ t
0
‖∇∂m−1t θ(τ)‖2dτ + CδtP (Nm(t)) +
∫ t
0
∫
(Cα3 + Cα4 + Cα5 )
Zαθ
θ
dxdτ. (3.1.33)
Combining (3.1.28) and (3.1.33), one obtains that
1
2
∫
ρ|Zαu|2 + ρ
2θ
|Zαθ|2dx+ 2c1ε
∫ t
0
‖∇Zαu(τ)‖2L2dτ +
3κ(ε)
4
∫ t
0
∫ |∇Zαθ|2
θ
dxdτ
+R
∫ t
0
∫
Zα∇(ρθ) · Zαu+ ρZαdivu · Zαθdxdτ
≤ 1
2
∫
ρ0|Zαu0|2 + ρ0
2θ0
|Zαθ0|2dx+ Cδ
∫ t
0
ε‖∇u(τ)‖2Hm + ε2‖∇2u(τ)‖2Hm−1
+ Cδ
∫ t
0
κ(ε)‖∇θ(τ)‖2Hm + κ(ε)2‖∆θ(τ)‖2Hm−1dτ + Cδ
∫ t
0
‖∇∂m−1t θ(τ)‖2dτ
+ CδCm+2tP (Nm(t)) + C
( ∫ t
0
‖(Cα1 , Cα2 , Cα3 , Cα4 , Cα5 )‖2dτ
) 1
2
(∫ t
0
‖Zα(u, θ)‖2dτ
) 1
2
. (3.1.34)
Now we estimate the fourth term on the LHS of (3.1.34). Note that
Zα∇(ρθ) = θ · ∇Zαρ+ ρ · ∇Zαθ + [Zα,∇ρ]θ + [Zα,∇θ]ρ+ θ · [Zα,∇]ρ+ ρ · [Zα,∇]θ, (3.1.35)
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which, together with Proposition 2.2 and Holder inequality, yields that
I =
∫ t
0
∫
Zα∇(ρθ) · Zαu+ ρZαdivu · Zαθdxdτ
≥
∫ t
0
∫
(θ · ∇Zαρ+ ρ · ∇Zαθ)Zαudxdτ +
∫ t
0
∫
ρZαdivu · Zαθdxdτ
− Cδ
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ − Cδ(1 +Q(t))
∫ t
0
Nm(τ)dτ
≥ −
∫ t
0
∫
(θZαρ+ ρZαθ)divZαudxdτ +
∫ t
0
∫
ρZαdivu · Zαθdxdτ
− Cδ
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ +
∫ t
0
∫
∂Ω
(θZαρ+ ρZαθ)Zαu · ndσdτ − CδP (Nm(t))
≥ −
∫ t
0
∫
θZαρ · divZαudxdτ +
∫ t
0
∫
∂Ω
(θZαρ+ ρZαθ)Zαu · ndσdτ
− Cδ
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ − CδtP (Nm(t)). (3.1.36)
We shall calculate the boundary term in (3.1.36) when α13 = 0(for α13 6= 0, we have that
Zαu = 0 on the boundary) in the right hand side of (3.1.36). It follows from that (1.3) and
(2.6), for k ≤ m, that
|Zm−ky ∂kt u · n|H 12 ≤
{
0, if k = m,
Cm+2{‖∇u‖Hm−1 + ‖u‖Hm}, if k ≤ m− 1.
(3.1.37)
If |α0| = |α|, it follows from (3.1.37) that∫ t
0
∫
∂Ω
(θZαρ+ ρZαθ)Zαu · ndσdτ = 0. (3.1.38)
If |α1| ≥ 1, integrating by parts along the boundary and using (3.1.38), one has that
|
∫ t
0
∫
∂Ω
(θZαρ+ ρZαθ)Zαu · ndσdτ | = |
∫ t
0
∫
∂Ω
(θZα1y ∂
α0
t ρ+ ρZ
α1
y ∂
α0
t θ)Z
αu · ndσdτ |
≤ CQ(t)
∫ t
0
(
|Zα1−1y ∂α0t ρ|H 12 + |Z
α1−1
y ∂
α0
t θ|H 12
)
|Zαu · n|
H
1
2
dσdτ
≤ δ
∫ t
0
‖∇(ρ, θ)‖2Hm−1dτ + CδCm+2tP (Nm(t)). (3.1.39)
Therefore from (3.1.39) and (3.1.38), we obtain that
|
∫ t
0
∫
∂Ω
(θZαρ+ ρZαθ)Zαu · ndσdτ | ≤ δ
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ + CδCm+2tP (Nm(t)). (3.1.40)
In order to estimate the first term on the RHS of (3.1.36), we use the following equation which
is derived from (3.1.7)
1
, i.e,
divu = −ρt
ρ
− u
ρ
· ∇ρ. (3.1.41)
Applying Zα to (3.1.41), one immediately obtains that
Zαdivu = −1
ρ
Zαρt− u
ρ
·Zα∇ρ−
∑
|β|≥1,β+γ=α
Cα,βZβ(1
ρ
)·Zγρt−
∑
|β|≥1,β+γ=α
Cα,βZβ(u
ρ
)·Zγ∇ρ. (3.1.42)
It is easy to get that∫ t
0
∫
θ
ρ
Zαρ · Zαρtdxdτ ≥
∫
θ
2ρ
|Zαρ|2dx−
∫
θ0
2ρ0
|Zαρ0|2dx− CtP (Nm(t)). (3.1.43)
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Integrating by parts and using boundary condition (1.3), one has∫ t
0
∫
θ
ρ
uZαρ · Zα∇ρdxdτ =
∫ t
0
∫
θ
ρ
uZαρ
(
∇Zαρ+ [Zα,∇]ρ
)
dxdτ
≥ −δ
∫ t
0
‖∇∂m−1t ρ(τ)‖2dτ − CδtP (Nm(t)). (3.1.44)
It follows from Proposition 2.2 that∑
|β|≥1,β+γ=α
∣∣∣ ∫ t
0
∫
Cα,βθZαρ ·
(
Zβ(1
ρ
) · Zγρt + Zβ(u
ρ
)Zγ∇ρ
)
dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∂m−1t ρ(τ)‖2dτ + CδtP (Nm(t)). (3.1.45)
Combining (3.1.42)-(3.1.45), one obtains that
−
∫ t
0
∫
θZαρ · Zαdivudxdτ
≥
∫
1
2ρ
|Zαρ|2dx−
∫
1
2ρ0
|Zαρ0|2dx− Cδ
∫ t
0
‖∇∂m−1t ρ(τ)‖2dτ − CδtP (Nm(t)). (3.1.46)
Substituting (3.1.46) and (3.1.40) into (3.1.36), one gets that
I =
∫ t
0
∫
Zα∇(ρθ) · Zαu+ ρZαdivu · Zαθdxdτ
≥
∫
1
2ρ
|Zαρ|2dx−
∫
1
2ρ0
|Zαρ0|2dx− Cδ
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ − Cm+2CδtP (Nm(t)) (3.1.47)
In order to complete the estimates in (3.1.34), it remains to estimate the terms involving
Cαi , i = 1 · · · 5. It follows from Proposition 2.2 and (3.1.27) that
5∑
i=1
∫ t
0
‖Cαi ‖2dxdτ ≤ C[1 + P (Q(t))]
∫ t
0
‖∇∂m−1t θ‖2dτ + CtP (Nm(t)), (3.1.48)
Therefore, substituting (3.1.48) and (3.1.47) into (3.1.34) and using Cauchy inequality, one
proves (3.1.11). Thus, the proof of the Lemma 3.3 is completed. 
3.2 Conormal Estimates for divu, ∇ρ and ∇θ
In order to use the compactness argument in the proof of the vanishing dissipation limit, one
needs some uniform spatial derivative estimates. In this subsection, we shall get some uniform
estimates on divu, ∇ρ and ∇θ. In fact, in order to get the uniform estimate of ‖∇u‖Hm−1 , one
needs the uniform estimate of ‖divu‖Hm−1 since we consider the compressible flow in this paper.
Lemma 3.4 For m ≥ 3, it holds that
sup
0≤τ≤t
‖(divu,∇ρ,∇θ)(τ)‖2 + ε
∫ t
0
‖∇divu(τ)‖2dτ + κ(ε)
∫ t
0
‖∆θ(τ)‖2dτ
≤ C
{
‖(divu0,∇ρ0,∇θ0)‖2 + δε2
∫ t
0
‖∇2u(τ)‖2dτ + δκ(ε)2
∫ t
0
‖∇∆θ(τ)‖2dτ + C3tP (Nm(t))
}
. (3.2.1)
Proof. Multiplying (3.1.7)
2
by ∇divu, one has that∫ t
0
∫
(ρut + ρu · ∇u) · ∇divudxdτ +
∫ t
0
∫
∇p · ∇divudxdτ
= −µε
∫ t
0
∫
∇× ω · ∇divudxdτ + (2µ+ λ)ε
∫ t
0
‖∇divu‖2dτ. (3.2.2)
16
It follows from integrating by parts and the boundary conditions (1.3) that∫ t
0
∫
(ρut + ρu · ∇u) · ∇divudxdτ = −
∫ t
0
∫
(ρdivut + ρu · ∇divu)divudxdτ
−
∫ t
0
∫
(∇ρ · ut +∇(ρu)t · ∇u)divudxdτ +
∫ t
0
∫
∂Ω
ρ(u · ∇)u · ndivudσdτ
≤ −1
2
∫
ρ|divu|2dx + 1
2
∫
ρ0|divu0|2dx+ C[1 + P (Q(t))]
∫ t
0
‖(ut,∇u)‖2dτ
+
∣∣∣ ∫ t
0
∫
∂Ω
ρ(u · ∇)n · udivudσdτ
∣∣∣
≤ −1
2
∫
ρ|divu|2dx + 1
2
∫
ρ0|divu0|2dx+ C[1 + P (Q(t))]
∫ t
0
‖(ut,∇u)‖2 + |u|2L2dτ
≤ −1
2
∫
ρ|divu|2dx + 1
2
∫
ρ0|divu0|2dx+ CtP (Nm(t)). (3.2.3)
By using the boundary condition (1.3) and integrating by parts along the boundary, one has
that
ε
∫ t
0
∫
∇× ω · ∇divudxdτ = ε
∫ t
0
∫
∂Ω
n× ω · ∇divudσdτ
= ε
∫ t
0
∫
∂Ω
(Bu) · Π(∇divu)dσdτ = ε
∫ t
0
∫
∂Ω
(Bu) · Zydivudσdτ ≤ C3ε
∫ t
0
|u|
H
1
2
|divu|
H
1
2
dτ
≤ C3ε
∫ t
0
‖u‖H1‖divu‖H1dτ ≤ ε
4
∫ t
0
‖∇divu‖2dτ + C3ε
∫ t
0
‖(∇u, u)‖2dτ. (3.2.4)
Substituting (3.2.3) and (3.2.4) into (3.2.2), one obtains that
1
2
∫
ρ|divu|2dx+ 7
8
(2µ+ λ)ε
∫ t
0
‖∇divu‖2dτ −R
∫ t
0
∫
∇(ρθ) · ∇divudxdτ
≤ 1
2
∫
ρ0|divu0|2dx+ CtP (Nm(t)). (3.2.5)
On the other hand, applying ∇ to (3.1.7)
3
yields that
ρ∇θt+ρ(u·∇)∇θ+p∇divu = κ(ε)∆∇θ+ε∇(2µ|Su|2+λ|divu|2)−
[
∇ρ·θt+∇p·divu+∇(ρu)t∇θ
]
. (3.2.6)
Multiplying (3.2.6) by ∇θ
θ
, one obtains that∫ t
0
∫
[ρ∇θt + ρ(u · ∇)∇θ] · ∇θ
θ
dxdτ +R
∫ t
0
∫
ρ∇θ · ∇divudxdτ
= κ(ε)
∫ t
0
∫
∆∇θ · ∇θ
θ
dxdτ + ε
∫ t
0
∫
∇(2µ|Su|2 + λ|divu|2) · ∇θ
θ
dxdτ
−
∫ t
0
∫
(∇ρ · θt +∇p · divu+∇(ρu)t∇θ) · ∇θ
θ
dxdτ. (3.2.7)
For the first terms on the LHS of (3.2.7), it follows from integrating by parts that∫ t
0
∫
[ρ∇ρt + ρ(u · ∇)∇θ] · ∇θ
θ
dxdτ ≥
∫
ρ
2θ
|∇θ|2dx−
∫
ρ0
2θ0
|∇θ0|2dx− CtP (Nm(t)). (3.2.8)
For the last two terms on the right hand side of (3.2.7), it follows from the Cauchy inequality
that
ε
∣∣∣ ∫ t
0
∫
∇(2µ|Su|2 + λ|divu|2) · ∇θ
θ
dxdτ
∣∣∣ + ∣∣∣ ∫ t
0
∫
(∇ρ · θt +∇p · divu+∇(ρu)t∇θ) · ∇θ
θ
dxdτ
∣∣∣
≤ δε2
∫ t
0
‖∇2u‖2dτ + CδtP (Nm(t)). (3.2.9)
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Using the boundary condition (1.3)
3
, one gets that
κ(ε)
∫ t
0
∫
∇∆θ · ∇θ
θ
dxdτ = −κ(ε)
∫ t
0
∫ |∆θ|2
θ
dxdτ + κ(ε)
∫ t
0
∫
∆θ
|∇θ|2
θ2
dxdτ
+ κ(ε)
∫ t
0
∫
∂Ω
∆θ
∇θ · n
θ
dσdτ ≤ −7
8
κ(ε)
∫ t
0
∫ |∆θ|2
θ
dxdτ + Cκ(ε)
∫ t
0
|∆θ|L2dτ + CtP (Nm(t))
≤ −7
8
κ(ε)
∫ t
0
∫ |∆θ|2
θ
dxdτ + Cκ(ε)
∫ t
0
‖∆θ‖H1dτ + CtP (Nm(t)) (3.2.10)
≤ −3
4
κ(ε)
∫ t
0
∫ |∆θ|2
θ
dxdτ + δκ(ε)2
∫ t
0
‖∇∆θ‖2dτ + CδtP (Nm(t)).
Substituting (3.2.9)-(3.2.10) into (3.2.7), one obtains that∫
ρ
2θ
|∇θ|2dx+R
∫ t
0
∫
ρ∇θ · ∇divudxdτ + 3
4
κ(ε)
∫ t
0
∫ |∆θ|2
θ
dxdτ
≤
∫
ρ0
2θ0
|∇θ0|2dx+ Cδ
∫ t
0
ε2‖∇2u‖2 + κ(ε)2‖∇∆θ‖2dτ + CδtP (Nm(t)). (3.2.11)
Combining (3.2.5) and (3.2.11), it holds that
1
2
∫
ρ
θ
|∇θ(τ)|2 + ρ|divu(τ)|2dx− R
∫ t
0
∫
θ∇ρ · ∇divudxdτ
+
3κ(ε)
4
∫ t
0
∫ |∆θ|2
θ
dxdτ +
3
4
(2µ+ λ)ε
∫ t
0
‖∇divu‖2dτ
≤ C
{
‖(∇θ0, divu0)‖2 + δ
∫ t
0
ε2‖∇2u‖2 + κ(ε)2‖∇∆θ‖2dτ + CδtP (Nm(t))
}
. (3.2.12)
Finally, it follows from (3.1.41) that
I = −
∫ t
0
∫
θ∇ρ · ∇divudxdτ ≥
∫
θ
2ρ
|∇ρ|2dx −
∫
θ0
2ρ0
|∇ρ0|2dx− CtP (Nm(t)). (3.2.13)
Substituting (3.2.13) into (3.2.12), one proves (3.2.1). Thus, the proof of Lemma 3.4 is com-
pleted. 
Next we consider the higher order estimates. Firstly, we estimate Zαdivu for |α0| ≤ m− 2
with |α| = m− 1.
Lemma 3.5 For every m ≥ 3 and |α| ≤ m− 1 with |α0| ≤ m− 2, it holds that
sup
0≤τ≤t
‖(Zαdivu,Zα∇ρ,∇Zαθ)(τ)‖2 + ε
∫ t
0
‖∇Zαdivu(τ)‖2dτ + κ(ε)
∫ t
0
‖Zα∆θ(τ)‖2dτ
≤ CCm+2
{
Nm(0) + (δ + ε)
∫ t
0
‖∇Zm−2divu(τ)‖2dτ + δ
∫ t
0
‖∇∂m−1t (ρ, θ)(τ)‖2dτ (3.2.14)
+ δ
∫ t
0
ε2‖∇2u(τ)‖2Hm−1 + κ(ε)2‖∇Zm−2∆θ(τ)‖2dτ + ε
∫ t
0
‖∇2Zm−2u(τ)‖2dτ + CδtP (Nm(t))
}
.
Proof. The estimate for |α| = 0 is already given in Lemma 3.4. Assuming that it is proven for
|α| ≤ m− 2. We shall prove it for |α| = m− 1 ≥ 1 with |α0| ≤ m− 2. Multiplying (3.1.22) by
∇Zαdivu yields that∫ t
0
∫
(ρZαut + ρu · ∇Zαu) · ∇Zαdivudxdτ +
∫ t
0
∫
Zα∇p · ∇Zαdivudxdτ
= −µε
∫ t
0
∫
Zα∇× ω · ∇Zαdivudxdτ + (2µ+ λ)ε
∫ t
0
∫
Zα∇divu · ∇Zαdivudxdτ
+
∫ t
0
∫
(Cα1 + Cα2 ) · ∇Zαdivudxdτ. (3.2.15)
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Since∫ t
0
∫
(ρZαut + ρu · ∇Zαu) · ∇Zαdivudxdτ
= −
∫ t
0
∫
(ρdivZαut + ρu · ∇divZαu)Zαdivudxdτ −
∫ t
0
∫
(∇ρ · Zαut +∇(ρu)t · ∇Zαu)Zαdivudxdτ
+
∫ t
0
∫
∂Ω
(ρZαut · n+ ρ(u · ∇)Zαu · n)Zαdivudσdτ , I1 + I2 + I3. (3.2.16)
For I1 and I2, one can obtains easily that
I1 = −
∫ t
0
∫
(ρZαdivut + ρu · ∇Zαdivu)Zαdivudxdτ
−
∫ t
0
∫ (
ρ[div,Zα]ut + ρ(u1Zy1 + u2Zy2 + u · n
ϕ(z)
Z3)[div,Zα]u
)
Zαdivudxdτ
≤ −
∫
ρ
2
|Zαdivu(t)|2dx+
∫
ρ0
2
|Zαdivu0|2dx+ C2[1 + P (Q(t))]
∫ t
0
‖∇u‖2Hm−1dτ, (3.2.17)
and
I2 ≤ C[1 + P (Q(t))]
∫ t
0
‖∇u‖2Hm−1dτ, (3.2.18)
where ϕ(z) = z
1+z
. Noting that Zα contains at least one tangential derivative Zy, integrating
by parts along the boundary and using (2.6), (3.1.37), one has that
I3 =
∫ t
0
∫
∂Ω
[ρZαut · n− ρ(u · ∇)n · Zαu+ ρ(u · ∇)(Zαu · n)]Zαdivudσdτ
=
∫ t
0
∫
∂Ω
[ρZαut · n− ρ(u · ∇)n · Zαu+ ρ(u1∂y1 + u2∂y2)(Zαu · n)]Zαdivudσdτ
≤ C[1 + P (Q(t))]
∫ t
0
(
|Zαut · n|
H
1
2
+ |Zαu · n|
H
3
2
+ |Zαu|
H
1
2
)
· |Zm−2divu|
H
1
2
dτ
≤ δ
∫ t
0
‖∇Zm−2divu‖2dτ + Cm+2CδtP (Nm(t)). (3.2.19)
Substituting (3.2.17), (3.2.18) and (3.2.19) into (3.2.16), one gets that∫ t
0
∫
(ρZαut + ρu · ∇Zαu)∇Zαdivudxdτ (3.2.20)
≤ −
∫
ρ
2
|Zαdivu(t)|2dx +
∫
ρ0
2
|Zαdivu0|2dx+ δ
∫ t
0
‖∇Zm−2divu‖2dτ + CδCm+2tP (Nm(t)).
By the same argument as Lemma 3.6 of [25], one can obtain that
ε
∫ t
0
∫
Zα∇divu · ∇Zαdivudxdτ ≥ 3
4
ε
∫ t
0
‖∇Zαdivu‖2dτ − Cε
∫ t
0
‖∇Zm−2divu‖2dτ, (3.2.21)
and
− ε
∫ t
0
∫
Zα∇× ω · ∇Zαdivudxdτ
≥ −ε
4
∫ t
0
‖∇Zαdivu‖2dτ − Cε
∫ t
0
‖∇Zm−2ω‖2dτ − Cm+2tP (Nm(t)). (3.2.22)
It follows from Proposition 2.2 that∫ t
0
‖Cα1 ‖21 + ‖Cα2 ‖21dτ ≤ C(1 + P (Q(t)))
∫ t
0
P (Nm(τ))dτ ≤ CtP (Nm(t)). (3.2.23)
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which, together with integrating by parts, yields that
|
∫ t
0
∫
(Cα1 + Cα2 )∇Zαdivudxdτ |
≤ |
∫ t
0
∫
(Cα1 + Cα2 )Z∇Zα−1divudxdτ | + C
∫ t
0
∫
(|Cα1 |+ |Cα2 |)|∇Zα−1divu|dxdτ (3.2.24)
≤ |
∫ t
0
∫
(|ZCα1 |+ |ZCα2 |+ |Cα1 |+ |Cα2 |) · |∇Zα−1divu|dxdτ
≤ δ
∫ t
0
‖∇Zm−2divu‖2dτ + C
∫ t
0
‖Cα1 ‖2H1co + ‖C
α
2 ‖2H1codτ ≤ δ
∫ t
0
‖∇Zm−2divu‖2dτ + CtP (Nm(t)),
Substituting (3.2.20)-(3.2.24) into (3.2.15), one obtains that∫
ρ
2
|Zαdivu(t)|2dx−R
∫ t
0
∫
Zα∇(ρθ) · ∇Zαdivudxdτ + 3
4
(2µ+ λ)ε
∫ t
0
‖∇Zαdivu‖2dτ (3.2.25)
≤
∫
ρ0
2
|Zαdivu0|2dx+ C
{
(δ + ε)
∫ t
0
‖∇Zm−2divu‖2dτ + ε
∫ t
0
‖∇Zm−2ω‖2dτ + Cm+2CδtP (Nm(t))
}
.
Next we shall estimate the temperature part. Applying ∇ to (3.1.22)
2
, one obtains that
ρ∇Zαθt + ρ(u · ∇)∇Zαθ + p∇Zαdivu− κ(ε)∇Zα∆θ
= ∇ρZαθt +∇(ρu)t∇Zαθ +∇pZαdivu+ ε∇Zα
(
2µ|Su|2 + λ|divu|2
)
+∇(Cα3 + Cα4 + Cα4 ), (3.2.26)
with |α| = m− 1 and |α0| ≤ m− 2. Multiplying (3.2.26) by ∇Zαθθ yields that∫
ρ
2θ
|∇Zαθ|2dx+R
∫ t
0
∫
ρ∇Zαθ · ∇Zαdivudxdτ − κ(ε)
∫ t
0
∫
∇Zα∆θ∇Z
αθ
θ
dxdτ (3.2.27)
≤ ε
∫ t
0
∫
∇Zα
(
2µ|Su|2 + λ|divu|2
)∇Zαθ
θ
dxdτ +
∫ t
0
∫
∇(Cα3 + Cα4 + Cα5 )
∇Zαθ
θ
dxdτ + CtP (Nm).
It follows from integrating by parts that
κ(ε)
∫ t
0
∫
∇Zα∆θ∇Z
αθ
θ
dxdτ = −κ(ε)
∫ t
0
∫
Zα∆θ∆Z
αθ
θ
dxdτ + κ(ε)
∫ t
0
∫
Zα∆θ∇Z
αθ
θ2
∇θdxdτ
+ κ(ε)
∫ t
0
∫
∂Ω
Zα∆θn · ∇Z
αθ
θ
dσdτ ≤ −3κ(ε)
4
∫ t
0
∫ |Zα∆θ|2
θ
dxdτ + κ(ε)
∫ t
0
∫
∂Ω
Zα∆θn · ∇Z
αθ
θ
dσdτ
+ Cκ(ε)
∫ t
0
‖Zm−2∆θ‖2dτ.+ CtP (Nm(t)). (3.2.28)
Noting that Zα contains at least one tangential derivative Zy, integrating by parts along the
boundary yields that
κ(ε)
∣∣∣ ∫ t
0
∫
∂Ω
Zα∆θn · ∇Z
αθ
θ
dσdτ
∣∣∣
= κ(ε)
∣∣∣ ∫ t
0
∫
∂Ω
Zα−1∆θ ·
(1
θ
Zy(n · ∇Zαθ) + n · ∇ZαθZy(1
θ
)
)
dσdτ
∣∣∣
≤ CP (Q(t))κ(ε)
∫ t
0
[
‖Zm−2∆θ‖ 12
L2
‖∇Zm−2∆θ‖ 12
L2
+ ‖Zm−2∆θ‖L2
](
|n · ∇Zαθ|H1 + |n · ∇Zαθ|L2
)
dτ
≤ δκ(ε)2
∫ t
0
‖∇Zm−2∆θ‖2dτ +
|β0|≤m−2∑
|β|≤m−1
δκ(ε)2
∫ t
0
‖Zβ∆θ‖2dτ + δκ(ε)
∫ t
0
‖∇Zmθ‖2dτ
+ Cκ(ε)
∫ t
0
‖Zm−2∆θ‖2dτ + CδCm+1tP (Nm(t)), (3.2.29)
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where we have used the following boundary estimates, for |α| ≤ m− 1 with |α0| ≤ m− 2,|n · ∇Z
αθ|L2(∂Ω) ≤ CCm
(
N 12m + ‖Zm−2∆θ‖ 12N
1
4
m
)
,
|n · ∇Zαθ|H1(∂Ω) ≤ CCm+1
(
‖∇Zmθ‖ 12 +∑|β0|≤m−2|β|≤m−1 ‖Zβ∆θ‖ 12)N 14m +N 12m, (3.2.30)
which follows from the boundary condition (1.3) and (2.6). Substituting (3.2.29) into (3.2.28),
one obtains that
− κ(ε)
∫ t
0
∫
∇Zα∆θ∇Z
αθ
θ
dxdτ
≥ κ(ε)
2
∫ t
0
∫ |Zα∆θ|2
θ
dxdτ − δκ(ε)2
∫ t
0
‖∇Zm−2∆θ‖2dτ −
|β0|≤m−2∑
|β|≤m−1
δκ(ε)2
∫ t
0
‖Zβ∆θ‖2dτ
− δκ(ε)
∫ t
0
‖∇Zmθ‖2dτ − Cκ(ε)
∫ t
0
‖Zm−2∆θ‖2dτ − CδCm+1tP (Nm(t)). (3.2.31)
For the terms on the RHS of (3.2.27), it follows from Proposition 2.2 and Holder inequality
that
ε
∣∣∣ ∫ t
0
∫
∇Zα
(
2µ|Su|2 + λ|divu|2
)
· ∇Z
αθ
θ
dxdτ
∣∣∣ + ∫ t
0
‖(∇Cα3 ,∇Cα5 )‖2dτ ≤ δε2
∫ t
0
‖∇2u‖2Hm−1dτ
+ C[P (Nm(t)) + ‖∇divu‖2L∞]
∫ t
0
P (Nm(τ)) + ‖∇Zm−2divu,∇∂m−1t (ρ, θ)‖2dτ + CδCm+1tP (Nm(t))
≤ δε2
∫ t
0
‖∇2u‖2Hm−1 + CP (Nm(t))
∫ t
0
‖∇Zm−2divu,∇∂m−1t (ρ, θ)‖2dτ + CδCm+1tP (Nm(t)), (3.2.32)
where we have used the fact ‖∇divu‖2L∞ ≤ CP (Nm(t)) which will be proved in Lemma 3.12
below. For the term ∇Cα4 , one needs to be more careful. First, one notices that
Cα4 =
∑
|β|≥1,β+γ=α
2∑
i=1
Cα,βZβ(ρui)Zγ∂yiθ+
∑
|β|≥1,β+γ=α
Cα,βZβ(ρu ·N)Zγ∂zθ+ρu ·N [Zα, ∂z]θ, (3.2.33)
then, from Proposition 2.2, it holds that∫ t
0
‖∇(ρu ·N [Zα, ∂z ]θ)‖2 +
∑
|β|≥1,β+γ=α
[ 2∑
i=1
‖∇(Zβ(ρui)Zγ∂yiθ)‖2 + ‖Zγ∂zθ · ∇Zβ(ρu ·N)‖2
]
dτ
≤ C(1 + P (Q(t)))
∫ t
0
P (Nm(τ)) + ‖∇∂m−1t ρ‖2dτ. (3.2.34)
For |β| ≥ 1, β + γ = α, and |α| = m− 1, one notices that
Zβ(ρu ·N)∇Zγ∂zθ =
∑
β˜≤β
Cβ˜(z)Z β˜(
ρu ·N
ϕ(z)
) · ϕ(z)∇Zγ∂zθ, (3.2.35)
where Cβ˜(z) is bounded smooth function of z. If β˜ = 0 and |γ| ≤ m− 2, one gets that∫ t
0
‖Z β˜(ρu ·N
ϕ(z)
) · ϕ(z)∇Zγ∂zθ‖2dτ ≤ ‖ρu ·N
ϕ(z)
‖2L∞
∫ t
0
‖ϕ(z)∇Zγ∂zθ‖2dτ ≤ CtP (Nm(t)), (3.2.36)
If |β˜| 6= 0, from Proposition 2.2, one obtains that∫ t
0
‖Zβ(ρu ·N
ϕ(z)
)∇Zγ∂zθ‖2dτ ≤ C(1+P (Q(t)))
∫ t
0
P (Nm)+ ‖ρu ·N
ϕ(z)
‖2Hm−1dτ ≤ CtP (Nm(t)), (3.2.37)
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where in the last inequality, we have used the Hardy inequality
‖u ·N
ϕ(z)
‖2Hm−1 ≤ Cm+1‖∇u‖2Hm−1, (3.2.38)
which has already been proved in page 543 of [16]. Then, combining (3.2.35)-(3.2.37), one
obtains that ∑
|β|≥1,β+γ=α
∫ t
0
‖Zβ(ρu ·N)∇Zγ∂zθ‖2dτ ≤ CtP (Nm(t)). (3.2.39)
Thus, it follows from (3.2.33), (3.2.34) and (3.2.39) that∫ t
0
‖∇Cα4 ‖2dτ ≤ CP (Nm(τ))
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ + CtP (Nm(t)) (3.2.40)
Substituting (3.2.31), (3.2.32) and (3.2.40) into (3.2.27) and using Holder inequality, one obtains
that∫
ρ
2θ
|∇Zαθ|2dx+R
∫ t
0
∫
ρ∇Zαθ · ∇Zαdivudxdτ + κ(ε)
2
∫ t
0
∫ |Zα∆θ|2
θ
dxdτ
≤ CCm+1
{
‖∇Zαθ0‖2 + δε2
∫ t
0
‖∇2u‖2Hm−1dτ + δκ(ε)2
∫ t
0
‖∇Zm−2∆θ‖2 +
|β0|≤m−2∑
|β|≤m−1
‖Zβ∆θ‖2dτ
+ δκ(ε)
∫ t
0
‖∇Zmθ‖2dτ + κ(ε)
∫ t
0
‖Zm−2∆θ‖2dτ + δ
∫ t
0
‖∇Zm−2divu‖2 + ‖∇∂m−1t (ρ, θ)‖2dτ
+ CδtP (Nm(t))
}
. (3.2.41)
It follows from (3.2.25) and (3.2.41) that∫
ρ
2
|Zαdivu(t)|2 + ρ
2θ
|∇Zαθ|2dx+R
∫ t
0
∫
(ρ∇Zαθ −Zα∇(ρθ)) · ∇Zαdivudxdτ
+
3
4
(2µ+ λ)ε
∫ t
0
‖∇Zαdivu‖2dτ + κ(ε)
2
∫ t
0
∫ |Zα∆θ|2
θ
dxdτ
≤ CCm+1
{
Nm(0) + δε2
∫ t
0
‖∇2u‖2Hm−1dτ + δκ(ε)2
∫ t
0
‖∇Zm−2∆θ‖2 +
|β0|≤m−2∑
|β|≤m−1
‖Zβ∆θ‖2dτ
+ δκ(ε)
∫ t
0
‖∇Zmθ‖2dτ + C
∫ t
0
κ(ε)‖Zm−2∆θ‖2 + ε‖∇2Zm−2u‖2dτ
+ (δ + ε)
∫ t
0
‖∇Zm−2divu‖2dτ + δ
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ + CδtP (Nm(t))
}
. (3.2.42)
In order to close the estimate of (3.2.42), one notes that
ρ∇Zαθ −Zα∇(ρθ) = −θZα∇ρ− ρ[Zα,∇]θ −
∑
|β|≥1,β+γ=α
Cα,β
(
Zβθ · Zγ∇ρ+ Zβρ · Zγ∇θ
)
. (3.2.43)
Since Zα 6= ∂m−1t , it follows from (2.4), (3.2.43) and integrating by parts that∫ t
0
∫
(ρ∇Zαθ −Zα∇(ρθ)) · ∇Zαdivudxdτ =
∫ t
0
∫
(ρ∇Zαθ −Zα∇(ρθ)) ·
(
Zα∇divu+ [∇,Zα]divu
)
dxdτ
≥
∫ t
0
∫
(ρ∇Zαθ −Zα∇(ρθ)) · Zα∇divudxdτ − δ
∫ t
0
‖∇Zm−2divu‖2dτ − CδtP (Nm(t))
≥ −
∫ t
0
∫
θZα∇ρ · Zα∇divudxdτ − δ
∫ t
0
‖∇Zm−2divu‖2dτ − CδtP (Nm(t))
−
∑
|β|≥1,β+γ=α
Cα,β
∫ t
0
∫ ∣∣∣Z(Zβθ · Zγ∇ρ+ Zβρ · Zγ∇θ) · Zα−1∇divu∣∣∣ dxdτ (3.2.44)
≥
∫ t
0
∫
θZα∇ρ · Zα∇(ρt
ρ
) +
∫ t
0
∫
θZα∇ρ · Zα∇(u · ∇ρ
ρ
)− Cδ
∫ t
0
‖∇Zm−2divu‖2dτ − CδtP (Nm(t)).
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where we have used (3.1.41) in the last inequality. For the first term on the right hand side of
(3.2.53), one notices that
Zα∇(ρt
ρ
) =
1
ρ
Zα∇ρt +
∑
|β|≥1,β+γ=α
Cα,βZβ(1
ρ
) · Zγ∇ρt +
∑
β+γ=α
Cα,βZβρt · Zγ∇(1
ρ
). (3.2.45)
Therefore, using (3.2.45) and Proposition 2.2, one has that∫ t
0
∫
θZα∇ρ · Zα∇(ρt
ρ
)dxdτ ≤
∫
θ
2ρ
|Zα∇ρ|2dx−
∫
θ0
2ρ0
|Zα∇ρ0|2dx+ δ
∫ t
0
‖∇∂m−1t ρ‖2dτ
+ CδtP (Nm(t)). (3.2.46)
To estimate the second term on the RHS of (3.2.44), note that
Zα∇(u
ρ
· ∇ρ) =
∑
i=1,2
ui
ρ
Zα∇∂yiρ+ u ·N
ρ
Zα∂z∇ρ
+
∑
i=1,2
∑
|β|≥1,β+γ=α
Cα,βZβ(ui
ρ
) · Zγ∇∂yiρ+
∑
|β|≥1,β+γ=α
Cα,βZβ(u ·N
ρ
) · Zγ∂z∇ρ
+
∑
i=1,2
∑
β+γ=α
Cα,βZβ∇(ui
ρ
) · Zγ∂yiρ+
∑
β+γ=α
Cα,βZβ∇(u ·N
ρ
) · Zγ∂zρ. (3.2.47)
Integrating by parts yields immediately that∫ t
0
∫
θZα∇ρ ·
( ∑
i=1,2
ui
ρ
Zα∇∂yiρ+ u ·N
ρ
Zα∂z∇ρ
)
dxdτ
= −
∫ t
0
∫
θZα∇ρ ·
( ∑
i=1,2
ui
ρ
∂yiZα∇ρ+ u ·N
ρ
∂zZα∇ρ
)
dxdτ
−
∫ t
0
∫
θZα∇ρ ·
( ∑
i=1,2
ui
ρ
[Zα∇, ∂yi ]ρ+ u ·N
ρϕ(z)
ϕ(z)[Zα, ∂z]∇ρ
)
dxdτ ≤ C2CδtP (Nm(t)). (3.2.48)
It follows from Proposition 2.2 that∑
i=1,2
∑
β+γ=α
Cα,β
∫ t
0
∫
θZα∇ρ ·
(
Zβ∇(ui
ρ
) · Zγ∂yiρ+ Zβ(ui
ρ
) · Zγ∇∂yiρ
)
dxdτ
−
∑
β+γ=α
Cα,β
∫ t
0
∫
θZα∇ρ · Zβ∇(u ·N
ρ
) · Zγ∂zρdxdτ ≤ δ
∫ t
0
‖∇∂m−1t ρ‖2dτ + CδtP (Nm(t)), (3.2.49)
On the other hand, note that for |β| ≥ 1, β + γ = α, and |α| = m− 1
Zβ(u ·N
ρ
) · Zγ∂z∇ρ =
∑
β˜≤β,γ˜≤γ
Cα,β˜,γ˜(z)Z β˜(
u ·N
ρϕ(z)
) · Z γ˜(Z3∇ρ), (3.2.50)
where |β˜|+ |γ˜| ≤ m−1, |γ˜| ≤ m−2 and Cα,β˜,γ˜(z) is some smooth bounded function of z. Using
(3.2.50) and similar arguments as in the proof of (3.2.39), one has that∑
β˜≤β,γ˜≤γ
∫ t
0
∫
Cα,β˜,γ˜(z)θZα∇ρ · Zβ(
u ·N
ρ
) · Zγ∂z∇ρdxdτ (3.2.51)
≤ C
(∫ t
0
‖Zα∇ρ‖2dτ
) 1
2 ·
{ ∑
|β|≥1,β+γ=α
∫ t
0
‖Zβ(u ·N
ρ
) · Zγ∂z∇ρ‖2
} 1
2 ≤ CCδtP (Nm(t)).
Combining (3.2.47)-(3.2.51), one obtains that∫ t
0
∫
θZα∇ρ · Zα∇(u
ρ
· ∇ρ)dxdτ ≤ Cδ
∫ t
0
‖∇∂m−1t ρ‖2dτ + CδtP (Nm(t)). (3.2.52)
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Then, substituting (3.2.46) and (3.2.52) into (3.2.44), one obtains that∫ t
0
∫
(ρ∇Zαθ −Zα∇(ρθ)) · ∇Zαdivudxdτ ≤
∫
θ
2ρ
|Zα∇ρ|2dxdτ −
∫
θ0
2ρ0
|Zα∇ρ0|2dxdτ
− Cδ
∫ t
0
‖∇Zm−2divu‖2dτ − Cδ
∫ t
0
‖∇∂m−1t ρ‖2dτ − CδtP (Nm(t)). (3.2.53)
Substituting (3.2.53) into (3.2.42), we proved (3.2.14). Thus, the proof of Lemma 3.5 is com-
pleted. 
In the proof of Lemma 3.5, we have used the fact |α0| ≤ m − 2 in (3.2.19) and (3.2.29).
However, for the case Zα = ∂m−1t , arguments as (3.2.19) and (3.2.29) are not available anymore.
And we can obtain only the following weak estimate ε‖∂m−1t (divu,∇ρ)‖2, but the control of
ε2
∫ t
0
‖∇∂m−1t divu(τ)‖2dτ is crucial for us to close the a priori estimation.
Lemma 3.6 For every m ≥ 1, it holds that
sup
0≤τ≤t
(
ε‖(∂m−1t divu,∇∂m−1t ρ)(τ)‖2
)
+
1
2
(2µ+ λ)ε2
∫ t
0
‖∇∂m−1t divu(τ)‖2dτ
≤ C
{
ε‖(∂m−1t divu0,∇∂m−1t ρ0)‖2 +
∫ t
0
‖∂m−1t ∇θ‖2dτ + CδCm+1tP (Nm(t))
}
. (3.2.54)
Proof. First, it follows from the boundary condition (1.3) that
n · ∂m−1t u = 0, n× ∂m−1t ω = [B∂m−1t u]τ , n · ∇∂m−1t θ = ν∂m−1t θ. (3.2.55)
Multiplying (3.1.22)
1
(with Zα = ∂mt ) by ε∇div∂m−1t u, one obtains that
ε
∫ t
0
∫
(ρ∂m−1t ut + ρu · ∇∂m−1t u)∇div∂m−1t udxdτ + ε
∫ t
0
∫
∂m−1t ∇p · ∇div∂m−1t udxdτ
= −µε2
∫ t
0
∫
∇× ∂m−1t ω · ∇div∂m−1t udxdτ + (2µ+ λ)ε2
∫ t
0
‖∇∂m−1t divu‖2dτ (3.2.56)
+ ε
∫ t
0
∫
(Cα1 + Cα2 )∇div∂m−1t u.
It follows from (3.2.55) and integrating by parts that
ε2|
∫ t
0
∫
∇× ∂m−1t ω · ∇div∂m−1t udxdτ | = ε2|
∫ t
0
∫
∂Ω
n× ∂m−1t ω · Π(∇div∂m−1t u)dσdτ |
≤ Cε2
∫ t
0
|n× ∂m−1t ω|H 12 · |∂
m−1
t divu|H 12 dτ ≤ CC3ε
2
∫ t
0
|∂m−1t u|H 12 · |∂
m−1
t divu|H 12 dτ
≤ 1
16
ε2
∫ t
0
‖∇∂m−1t divu‖2dτ + CC3tP (Nm(t)). (3.2.57)
and
ε
∫ t
0
∫
(ρ∂m−1t ut + ρu · ∇∂m−1t u)∇div∂m−1t u = −ε
∫ t
0
∫
(ρ∂m−1t divut + ρu · ∇∂m−1t divu)div∂m−1t u
− ε
∫ t
0
∫
(∇ρ · ∂m−1t ut +∇(ρu)t · ∇∂m−1t u)div∂m−1t udxdτ − ε
∫ t
0
∫
∂Ω
ρ(u · ∇)n · ∂m−1t u∂m−1t divudσdτ
≤ −ε
∫
ρ
2
|∂m−1t divu(t)|2dx+ ε
∫
ρ0
2
|∂m−1t divu0|2dx + CtP (Nm(t))
+ C[1 + P (Q(t))]ε
∫ t
0
‖∂m−1t u‖
1
2 ‖∂m−1t u‖
1
2
H1
· ‖∂m−1t divu‖
1
2
H1
‖∂m−1t divu‖
1
2 dτ (3.2.58)
≤ −ε
∫
ρ|∂m−1t divu(t)|2dx+ ε
∫
ρ0|∂m−1t divu0|2dx+
1
16
ε2
∫ t
0
‖∇∂m−1t divu‖2dτ + CtP (Nm(t)).
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Using (3.2.23), one obtains that
ε|
∫ t
0
∫
(Cα1 + Cα2 )∇div∂m−1t udxdτ | ≤
1
16
ε2
∫ t
0
‖∇∂m−1t divu‖2dτ + C
∫ t
0
‖(Cα1 , Cα2 )‖2dτ
≤ 1
16
ε2
∫ t
0
‖∇∂m−1t divu‖2dτ + CtP (Nm(t)). (3.2.59)
Substituting (3.2.57)-(3.2.59) into (3.2.56), one gets that
ε
∫
ρ
2
|∂m−1t divu(t)|2dx− εR
∫ t
0
∫
∂m−1t ∇(ρθ) · ∇div∂m−1t udxdτ
+
3
4
(2µ+ λ)ε2
∫ t
0
‖∇∂m−1t divu‖2dτ ≤ ε
∫
ρ0
2
|∂m−1t divu0|2dx+ C3tP (Nm(t)). (3.2.60)
Finally, it follows from (3.1.41) and the Cauchy inequality that
− ε
∫ t
0
∫
∂m−1t ∇(ρθ) · ∇div∂m−1t udxdτ
= −ε
∫ t
0
∫ {
θ∂m−1t ∇ρ+ [∂m−1t ∇(ρθ) − θ∂m−1t ∇ρ]
}
∇div∂m−1t udxdτ
≥ ε
∫
θ
2ρ
|∂m−1t ∇ρ|2dx− ε
∫
θ0
2ρ0
|∂m−1t ∇ρ0|2dx−
1
8
(2µ+ λ)ε2
∫ t
0
‖∇∂m−1t divu‖2dτ
− C
∫ t
0
‖∂m−1t ∇θ‖2dτ − Cm+1tP (Nm(t)). (3.2.61)
Substituting (3.2.61) into (3.2.60), one proves (3.2.54). Thus, the proof of Lemma 3.6 is
completed. 
Usually, it is hard to obtain the uniform estimate for the term
∫ t
0
‖∇∂m−2t divu‖2dτ since it
involves two times standard space derivatives. But we observe that divu can be expressed by
some good terms by using the mass conservation law.
Lemma 3.7 For every m ≥ 3, it holds that∫ t
0
‖∇Zm−2divu(τ)‖2dτ ≤ C
∫ t
0
‖∇∂m−1t ρ(τ)‖2dτ + CmtP (Nm(t)), (3.2.62)
ε2
∫ t
0
‖∇2Zm−2u(τ)‖2dτ ≤ CmtP (Nm(t)), (3.2.63)
κ(ε)2
∫ t
0
‖∇Zm−2∆θ(τ)‖2dτ ≤ CP (Nm(t))
∫ t
0
1 + ‖∇∂m−1t (ρ, θ)‖2 + ε2‖∇2u‖2Hm−2dτ, (3.2.64)
κ(ε)2
∫ t
0
‖∂m−1t ∆θ(τ)‖2dτ ≤ CtP (Nm(t)). (3.2.65)
Proof. Applying ∇Zα to (3.1.41) with |α| ≤ m− 2, one has
∇Zαdivu = −∇Zα(ln ρ)t −∇Zα(ui∂yi ln ρ)−∇Zα(u ·N∂z ln ρ). (3.2.66)
By using Proposition 2.2, it is easy to obtain∫ t
0
‖∇Zα(ln ρ)t‖2 + ‖∇Zα(ui∂yi ln ρ)‖2dτ ≤ C
∫ t
0
‖∇∂m−1t p‖2dτ + CtP (Nm(t)), (3.2.67)
and∫ t
0
‖∇Zα(u ·N∂z ln ρ)‖2dτ ≤
∫ t
0
‖∇(u ·N) · ∂z ln ρ)‖2Hm−2dτ +
∫ t
0
‖(u ·N
ϕ(z)
) · Z3∇ ln ρ)‖2Hm−2dτ
≤ C[P (Nm(t)) + sup
0≤τ≤t
‖u ·N
ϕ(z)
‖2L∞ ]
∫ t
0
(
P (Nm(τ)) + ‖u ·N
ϕ(z)
‖2Hm−2
)
dτ ≤ CmtP (Nm(t)). (3.2.68)
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where the hardy inequality was used in the last inequality of (3.2.68). Combining (3.2.66)-
(3.2.68), we obtain (3.2.62).
Note that
∆ = (1 + |∇ψ|2)∂zz +
∑
i=1,2
(
∂2yi − ∂yi(∂iψ∂z)− ∂iψ∂z∂yi
)
, (3.2.69)
which, together with (3.1.7)
2
, yields that
ε2
∫ t
0
‖∇2Zm−2u(τ)‖2dτ ≤ Cε2
∫ t
0
‖Zm−2∂2zu(τ)‖2dτ + CmtP (Nm(t))
≤ Cε2
∫ t
0
‖Zm−2∆u(τ)‖2dτ + CmtP (Nm(t))
≤ Cε2
∫ t
0
‖Zm−2∇divu(τ)‖2dτ + CmtP (Nm(t)) ≤ CmtP (Nm(t)). (3.2.70)
Thus, one obtains (3.2.63). It follows from (2.4), (3.2.62), (3.2.63) and (3.2.26)(with |α| = m−2)
that
κ(ε)2
∫ t
0
‖∇Zm−2∆θ‖2dτ ≤ C(1 + P (Q(t)))
∫ t
0
‖∇Zm−2divu‖2 + ‖∇∂m−1t θ(τ)‖2 + P (Nm(τ))dτ
+ C(1 + P (Q(t)))
∫ t
0
ε2‖∇2u(τ)‖2Hm−2dτ +
∫ t
0
‖∇(Cα3 , Cα4 , Cα5 )(τ)‖2dτ
≤ CP (Nm(t))
∫ t
0
‖∇∂m−1t (ρ, θ)(τ)‖2dτ + CtP (Nm(t)), (3.2.71)
which yields (3.2.64). Finally, it follows from (2.4) and (3.2.26) with Zα = ∂m−1t that
κ(ε)2
∫ t
0
‖∂m−1t ∆θ‖2dτ ≤ C(1 + P (Q(t)))
∫ t
0
P (Nm(τ))dτ ≤ CtP (Nm(t)), (3.2.72)
which yields (3.2.65). Therefore, the proof of this lemma is completed. 
Due to the difficulty on the boundary estimates, it is hard to get the uniform estimates on
sup0≤τ≤t ‖∂m−1t ∇(ρ, θ)‖. However, the uniform estimate on
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ is possible,
which is crucial for us to close the a priori estimates.
Lemma 3.8 It holds, for m ≥ 3, that
sup
0≤τ≤t
(
ε‖∇∂m−2t divu(t)‖2 + κ(ε)‖∂m−2t ∆θ(τ)‖2
)
+
∫ t
0
‖(∇∂m−1t θ,∇∂m−1t ρ)(τ)‖2dτ
≤ C
{
Nm(0) + tP (Nm(t))
}
. (3.2.73)
Proof. Multiplying (3.1.22)
1
(with Zα = ∂m−1t ) by ∇∂m−2t divu, one obtains, by using (2.4),
that
1
2
(2µ+ λ)ε‖∇∂m−2t divu(t)‖2 −R
∫ t
0
∫
∇∂m−1t (ρθ) · ∇∂m−2t divudxdτ
≤ 1
2
(2µ+ λ)ε‖∇∂m−2t divu0‖2 + CtP (Nm(t)), (3.2.74)
where we have used the following facts
ε
∫ t
0
∫
∇∂m−1t divu · ∇∂m−2t divudxdτ =
1
2
ε‖∇∂m−2t divu(t)‖2 −
1
2
ε‖∇∂m−2t divu0‖2,
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and
− µε
∫ t
0
∫
∇× ∂m−1t ω · ∇∂m−2t divudxdτ = −µε
∫ t
0
∫
n× ∂m−1t ω ·Π(∇∂m−2t divu)dxdτ
≤ Cε
∫ t
0
|∂m−1t u|H 12 |∂
m−2
t divu|H 12 dτ ≤ Cε
∫ t
0
‖∂m−1t u‖H1‖∂m−2t divu‖H1dτ ≤ CtP (Nm(t)).
On the other hand, multiplying (3.2.26)(with Zα = ∂m−2t ) by ∇∂
m−1
t θ
θ
and using (2.4), one
obtains immediately that∫ t
0
∫
ρ
θ
|∇∂m−1t θ|2dxdτ +R
∫ t
0
∫
ρ∇∂m−1t θ · ∇∂m−2t divudxdτ − κ(ε)
∫ t
0
∫
∇∂m−2t ∆θ ·
∇∂m−1t θ
θ
dxdτ
≤ 1
8
∫ t
0
∫
ρ
θ
|∇∂m−1t θ|2dxdτ + CP (Nm(t))
∫ t
0
ε2‖∇2u‖2Hm−2dτ + CtP (Nm(t)). (3.2.75)
Combining (3.2.74), (3.2.75) and using (3.2.63), one gets that
1
2
(2µ+ λ)ε‖∇∂m−2t divu(t)‖2 +
7
8
∫ t
0
∫
ρ
θ
|∇∂m−1t θ|2dxdτ − κ(ε)
∫ t
0
∫
∇∂m−2t ∆θ ·
∇∂m−1t θ
θ
dxdτ
+R
∫ t
0
∫
[ρ∇∂m−1t θ −∇∂m−1t (ρθ)] · ∇∂m−2t divudxdτ ≤ Nm(0) + CtP (Nm(t)). (3.2.76)
In order to estimate the terms on the LHS of (3.2.76), we first note that
ρ∇∂m−1t θ −∇∂m−1t (ρθ) = −θ∇∂m−1t ρ− [∂m−1t , ρ]∇θ − [∂m−1t , θ]∇ρ, (3.2.77)
and
∇∂m−2t divu = −∂m−2t ∇(
ρt
ρ
)−
∑
i=1,2
∂m−2t ∇(
ui · ∂yiρ
ρ
)− ∂m−2t ∇(
u ·N∂zρ
ρ
). (3.2.78)
Then, using (3.2.77), (3.2.78), (2.4), and after some tedious calculation, one obtains that
R
∫ t
0
∫
[ρ∇∂m−1t θ −∇∂m−1t (ρθ)] · ∇∂m−2t divudxdτ
≥ 7
8
R
∫ t
0
∫
θ
ρ
|∇∂m−1t ρ|2dxdτ − δ1
∫ t
0
‖∇∂m−2t divu‖2dτ − Cδ1tP (Nm(t)). (3.2.79)
It follows from the trace theorem, (3.2.55) and integrating by parts that
− κ(ε)
∫ t
0
∫
∇∂m−2t ∆θ ·
∇∂m−1t θ
θ
dxdτ
= κ(ε)
∫ t
0
∫
∂m−2t ∆θ ·
(∆∂m−1t θ
θ
− ∇θ · ∇∂
m−1
t θ
θ2
)
dxdτ − νκ(ε)
∫ t
0
∫
∂Ω
∂m−2t ∆θ ·
∂m−1t θ
θ
dσdτ
≥ κ(ε)
∫ |∂m−2t ∆θ|2
2θ
dx− κ(ε)
∫ |∂m−2t ∆θ0|2
2θ0
dx− CtP (Nm(t)) − 1
16
∫ t
0
∫
ρ
θ
|∇∂m−1t θ|2dxdτ
− Cκ(ε)
∫ t
0
(
‖∇∂m−2t ∆θ‖
1
2 ‖∆∂m−2t θ‖
1
2 + ‖∆∂m−2t θ‖
)(
‖∇∂m−1t θ‖
1
2 ‖∂m−1t θ‖
1
2 + ‖∂m−1t θ‖
)
dτ
≥ κ(ε)
∫ |∂m−2t ∆θ|2
2θ
dx− κ(ε)
∫ |∂m−2t ∆θ0|2
2θ0
dx− 1
8
∫ t
0
∫
ρ
θ
|∇∂m−1t θ|2dxdτ
− δκ(ε)2
∫ t
0
‖∇∂m−2t ∆θ‖2dτ − CδtP (Nm(t)). (3.2.80)
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Substituting (3.2.80) and (3.2.79) into (3.2.76), one obtains immediately that
ε‖∇∂m−2t divu(t)‖2 + κ(ε)‖∂m−2t ∆θ(t)‖2 +
∫ t
0
‖∇∂m−1t (θ, ρ)‖2dτ
≤ C
{
Nm(0) + δκ(ε)2
∫ t
0
‖∇∂m−2t ∆θ‖2dτ + Cδ1
∫ t
0
‖∇∂m−2t divu‖2dτ + Cδ1,δtP (Nm(t))
}
(3.2.81)
≤ C
{
Nm(0) + δ1
∫ t
0
‖∇∂m−1t ρ‖2dτ + δP (Nm(t))
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ + Cδ1,δtP (Nm(t))
}
,
where we have used (3.2.62), (3.2.64) in the last inequality. Setting δ = δ1P (Nm(t))−1 and
taking δ1 suitably small, one proves (3.2.73). Thus, the proof of Lemma 3.8 is completed. 
Since the estimate in Lemma 3.6 is not enough to support us to get the uniform estimate
for ∇∂m−1t u, so we need some new estimate on ‖∂m−1t divu‖. Fortunately, we have the following
subtle control about ‖∂m−1t divu‖:
Lemma 3.9 Let us define
Λm(t) , ‖(ρ, u, θ)‖2Hm +
∑
|β|≤m−2
‖Zβ∇(ρ, θ)‖2H1co +
∑
|β|≤m−2
‖Zβ∇u‖2H1co . (3.2.82)
Then, for every m ≥ 3, it holds that
‖∂m−1t divu(t)‖2 ≤ C2
{
P (Λm(t)) + P (Q(t))
}
. (3.2.83)
Proof. Since the proof is the same as the one in [25], we omit the details for brevity.
Remark 3.10 We point out that it does not contain the terms ‖∇∂m−1t (ρ, u, θ)‖ in the right
hand side of (3.2.83). The estimation of Q(t) will be given in section 3.4 below. This key
observation allows us to obtain the uniform estimates for ‖∇∂m−1t u‖.
3.3 Normal Derivatives Estimates
Similar to the corresponding part in [25], in order to estimate ‖∇u‖Hm−1 , it remains to es-
timate ‖χ∂nu‖Hm−1 , where χ is supported compactly in one of the Ωj and with value one
in a neighborhood of the boundary. Indeed, it follows from the definition of the norm that
‖χ∂yiu‖Hm−1 ≤ C‖u‖Hm for i = 1, 2. So it suffices to estimate ‖χ∂nu‖Hm−1 .
Note that
divu = ∂nu · n+ (Π∂y1u)1 + (Π∂y2u)2. (3.3.1)
and
∂nu = [∂nu · n]n+Π(∂nu), (3.3.2)
where Π is defined in (1.11). Thus it follows from (3.3.1) and (3.3.2) that
‖χ∂nu‖Hm−1 ≤ ‖(χ∂nu · n, χΠ(∂nu))‖Hm−1 ≤ Cm
{
‖χdivu‖Hm−1 + ‖χΠ(∂nu)‖Hm−1 + ‖u‖Hm
}
. (3.3.3)
Thus it suffices to estimate ‖χΠ(∂nu)‖Hm−1 , since ‖u‖Hm and ‖χdivu‖Hm−1 have been estimated
in section 3.1 and section 3.2, respectively. We extend the smooth symmetric matrix A in (1.3)
to be
A(y, z) = A(y).
Define
η , χ
(
ω × n+Π(Bu)
)
= χ
(
Π(ω × n) + Π(Bu)
)
. (3.3.4)
The η defined here, which enables one to avoid to estimate ∇2p, is different slightly from the
one in [16]. Then in view of the Navier-slip boundary condition (1.3), η satisfies:
η|∂Ω = 0. (3.3.5)
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Since ω × n = (∇u− (∇u)t) · n, so η can be rewritten as
η = χ
{
Π(∂nu)−Π(∇(u · n)) + Π((∇n)t · u) + Π(Bu)
}
, (3.3.6)
which yields immediately that
‖χΠ(∂nu)‖Hm−1 ≤ Cm+1(‖η‖Hm−1 + ‖u‖Hm). (3.3.7)
Hence, it remains to estimate ‖η‖Hm−1 . In fact, one can get the following conormal estimates
for η:
Lemma 3.11 For every m ≥ 3, it holds that
sup
0≤τ≤t
‖η(τ)‖2Hm−1 + ε
∫ t
0
‖∇η‖2Hm−1dτ ≤ CCm+2
{
P (Nm(0)) + δε2
∫ t
0
‖∇2u‖2Hm−1dτ + CδtP (Nm(t))
}
.
(3.3.8)
Proof. Notice that
∇× ((u · ∇)u) = (u · ∇)ω − (ω · ∇)u+ divu · ω,
so ω solves the following vorticity equation
ρωt + ρ(u · ∇)ω = µε∆ω + F1, (3.3.9)
with
F1 , −∇ρ× ut −∇ρ× (u · ∇)u + ρ(ω · ∇)u− ρdivuω. (3.3.10)
Consequently, we obtain that η solves the equation
ρηt + ρu1∂y1η + ρu2∂y2η + ρu ·N∂zη − µε∆η
= χ[F1 × n+Π(BF2)] + χ(F3 + F4) + F5 + ε∆(ΠB) · u , F, (3.3.11)
where
F2 = (2µ+ λ)ε∇divu−∇p,
F3 = −2µ
∑3
j=1 ε∂jω × ∂jn− µεω ×∆n+
∑2
i=1 ρuiω × ∂yin+ ρu ·Nω × ∂zn
− [∑2i=1 ρuiΠ(∂yiB · u) + ρu ·NΠ(∂zB · u)] + µ∑3j=1 εΠ(∂jB∂ju),
F4 = −
∑2
i=1 ρui(∂yiΠ)(Bu)− ρu ·N(∂zΠ)(Bu),
F5 =
∑2
i=1 ρui∂yiχ · (ω × n+Π(Bu)) + ρu ·N∂zχ · (ω × n+Π(Bu))
− 2µ∑3j=1 ε∂jχ∂j(ω × n+Π(Bu)) + εµ∆χ · (ω × n+Π(Bu)).
(3.3.12)
Let us begin with the proof of the L2-energy estimate. Multiplying (3.3.11) by η, yields that
sup
0≤τ≤t
∫
ρ|η|2dx+ 2ε
∫ t
0
‖∇η‖2dτ ≤
∫
ρ0|η0|2dx+
∫ t
0
∫
Fηdxdτ. (3.3.13)
To estimate the terms on the RHS, note that∫ t
0
‖χΠ(F1 × n)‖2Hm−1dτ ≤ CmP (Nm(t))
∫ t
0
‖∇∂m−1t (ρ, θ)(τ)‖2dτ + CP (Nm(t)), (3.3.14)∫ t
0
‖χΠ(BF2)‖2Hm−1dτ ≤ Cm+1
{∫ t
0
P (Nm) + ‖∇∂m−1t (ρ, θ)‖2dτ + ε2
∫ t
0
‖χ∇divu‖2Hm−1dτ
}
, (3.3.15)∫ t
0
‖χF3‖2Hm−1dτ ≤ Cm+2
{
ε2
∫ t
0
‖χ∇2u‖2Hm−1dτ + tP (Nm(t))
}
, (3.3.16)∫ t
0
‖χF4‖2Hm−1dτ ≤ Cm+2tP (Nm(t)). (3.3.17)
29
Since all the terms in F5 are supported away from the boundary, one can estimate all the
derivatives by the ‖ · ‖Hm norms. Therefore, it is easy to obtain∫ t
0
‖F5‖2Hm−1dτ ≤ Cm+1
{
ε2
∫ t
0
‖χ∇2u‖2Hm−1dτ + tP (Nm(t))
}
. (3.3.18)
Finally, by integrating by parts, it is easy to obtain, for |α| ≤ m− 1, that∫ t
0
∫
εZα(∆(ΠB) · u) · Zαηdτ ≤ δε
∫ t
0
‖∇Zη‖2dτ + Cm+2tP (Nm(t)). (3.3.19)
Consequently, substituting these estimates into (3.3.13) and using the Cauchy inequality, one
has that
sup
0≤τ≤t
∫
ρ|η|2dx+ 2ε
∫ t
0
‖∇η‖2dτ ≤
∫
ρ0|η0|2dx+ Cm+2
{
δ
∫ t
0
‖∇∂m−1t (ρ, θ)(τ)‖2dτ
+ δε2
∫ t
0
‖χ∇2u‖2Hm−1dτ + CδtP (Nm(t))
}
. (3.3.20)
Thus, we proved (3.3.8) for k = 0 by using Lemma 3.8.
To prove the general case, let us assume the (3.3.8) is proved for k ≤ m− 2. We apply Zα
to (3.3.11) for |α| = m− 1 to obtain that
ρZαη + ρ(u · ∇)Zαη − µεZα∆η = ZαF + C˜α1 + C˜α2 , (3.3.21)
where
C˜α1 = −[Zα, ρ]ηt =
∑
|β|≥1,β+γ=αCα,βZβρZγηt,
C˜α2 = −
∑
|β|≥1,β+γ=αCα,βZβ(ρui)Zγ∂yiη −
∑
|β|≥1,β+γ=αCα,βZβ(ρu ·N)Zγ∂zη
− ρ(u ·N)∑|β|≤m−2Cβ(z)∂zZβη,
(3.3.22)
where Cβ(z) is bounded smooth function of z. Multiplying (3.3.21) by Zαη and using (3.3.14)-
(3.3.18), one obtains that
sup
0≤τ≤t
∫
1
2
ρ|Zαη|2dx ≤ µε
∫ t
0
∫
Zα∆ηZαηdxdτ +
∫
1
2
ρ0|Zαη0|2dx+
∫ t
0
∫
(C˜α1 + C˜α2 )Zαηdxdτ
+ Cm+1
{
δε2
∫ t
0
‖χ∇2u‖2Hm−1dτ + δ
∫ t
0
‖∇∂m−1t (ρ, θ)‖2dτ + CδtP (Nm(t))
}
. (3.3.23)
By the same argument as Lemma 3.12 of [25], one can gets that
ε
∫ t
0
∫
Zα∆ηZαηdxdτ ≤ −3
4
µε
∫ t
0
‖∇Zαη‖2dτ + Cε
∫ t
0
‖∇η‖2Hm−2dτ + Cm+2tP (Nm(t)), (3.3.24)
and ∫ t
0
‖(C˜α1 , C˜α2 )‖2dτ ≤ Cm+2[1 + P (Q(t))]
∫ t
0
P (Nm(τ))dτ ≤ Cm+2tP (Nm(t)). (3.3.25)
Substituting (3.3.24) and (3.3.25) into (3.3.23) and using Lemma 3.8, one obtains that
sup
0≤τ≤t
∫
ρ|Zαη|2dx+ µε
∫ t
0
‖∇Zαη‖2dτ ≤ Cm+2
{∫
ρ0|Zαη0|2dx + ε
∫ t
0
‖∇η‖2Hm−2dτ
+ δε2
∫ t
0
‖∇2u‖2Hm−1dτ + CδtP (Nm(t))
}
. (3.3.26)
By using the induction assumption, one can eliminate the term ε
∫ t
0
‖∇η‖2
Hm−2
dτ . Therefore,
the proof Lemma 3.11 is completed. 
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From (3.3.1), (3.3.2) and (3.3.7), it holds that
∑
|β|≤m−2
‖Zβ∇u‖2H1co ≤ Cm+1
(
‖u‖2Hm + ‖η‖2Hm−1 +
m−2∑
k=0
‖∂kt divu(t)‖2m−1−k
)
, (3.3.27)
∫ t
0
‖∇2u‖2Hm−1dτ ≤ Cm+2
∫ t
0
(
‖∇u‖2Hm + ‖∇η‖2Hm−1 + ‖∇divu‖2Hm−1 + P (Nm)
)
dτ, , (3.3.28)
m−2∑
k=0
∫ t
0
‖∇2∂kt u‖2m−1−kdτ
≤ Cm+2
{∫ t
0
‖∇u‖2Hm + ‖∇η‖2Hm−1dτ +
m−2∑
k=0
∫ t
0
‖∂kt∇divu‖2m−1−kdτ + tP (Nm)
}
, (3.3.29)
ε
∫ t
0
‖∇2Zm−2u‖2dτ ≤ Cm+1ε
∫ t
0
‖∇η‖2Hm−2dτ + Cm+1tP (Nm), (3.3.30)
where (3.2.62) are used in the estimate of (3.3.30). Setting δ = δ1P (Nm(t))−1 and taking δ1
suitably small, then it follows from (3.1.21), (3.2.14), (3.2.54), (3.2.73), (3.3.8), (3.3.27)-(3.3.30)
and Lemma 3.7 that
sup
0≤τ≤t
{
Λm(τ) + ‖η(τ)‖2Hm−1 + ε‖∂m−1t (∇ρ, divu)(τ)‖2 + ε‖∇∂m−2t divu(τ)‖2 + κ(ε)‖∂m−2t ∆θ(τ)‖2
}
+
∫ t
0
‖∇∂m−1t (ρ, θ)(τ)‖2dτ +
∫ t
0
ε‖∇u(τ)‖2Hm + κ(ε)‖∇θ(τ)‖2Hmdτ + ε
∫ t
0
m−2∑
k=0
‖∂kt∇2u(τ)‖2m−1−kdτ
+ κ(ε)
∫ t
0
m−2∑
k=0
‖∂kt∆θ(τ)‖2m−1−kdτ +
∫ t
0
ε2‖∇2∂m−1t u(τ)‖2 + κ(ε)2‖∂m−1t ∆θ(τ)‖2dτ
≤ CCm+2
{
Nm(0) + tP (Nm(t))
}
, for m ≥ 3. (3.3.31)
3.4 L∞-Estimates
This section is devoted to estimate L∞-norm parts contained in (1.15). However, it is not easy
to get such estimates because the equations of ρ, u, θ are strongly coupled and the viscosity and
heat conductivity are not at the same order. Actually, if one estimate ‖∇ρ‖H1,∞ directly, then
the high order term
∫ t
0
‖∇θ‖H2,∞dτ must appear, and it is very hard to control such a term. To
overcome the difficulty, instead, we try to estimate the L∞-norm of ∇(ρθ),∇u and ∇θ. Firstly,
we have the following useful Lemma:
Lemma 3.12 For every |α| ≥ 0, it holds that
‖Zα(ρ, θ, u)‖2L∞ ≤ CP (Λm(t)), for m ≥ 2 + |α|, (3.4.1)
‖∇ρ‖2H1,∞ ≤ C3
(
‖∇(ρθ)‖2H1,∞ + ‖∇θ‖2H1,∞
)
· P (Λm(t)), for m ≥ 5, (3.4.2)
Q(t) ≤ C3
{
‖∇u‖2H1,∞ + ε‖∂2zu‖2L∞ + ‖∇(ρθ)‖4H1,∞ + ‖∇θ‖4H1,∞ + P (Λm(t))
}
for m ≥ 5. (3.4.3)
‖divu‖2H1,∞ ≤ C3P (Λm(t))[1 + ‖∇(ρθ)‖2H1,∞ + ‖∇θ‖2H1,∞ ], for m ≥ 4, (3.4.4)
‖∇divu‖2L∞ ≤
{
C3P (Q(t)),
C3[P (‖∇ρ‖2H1,∞) + P (‖∇u‖2H1,∞) + P (Λm)],
for m ≥ 3, (3.4.5)
‖∇divu‖2H1,∞ ≤ C
{
‖∇(ρθ)‖2H2,∞ + ‖∇θ‖2H2,∞ + P (Λm(t)) + P (Q(t))
}
, for m ≥ 6, (3.4.6)
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Proof. The proof of (3.4.1) is an immediately consequence of (2.5), we omit the details here.
Notice that
∇ρ = ∇(ρθ)
θ
− ρ
θ
∇θ, (3.4.7)
which immediately implies (3.4.2). Using (3.4.1) and (3.4.2), we immediately obtain (3.4.3).
Using (3.1.41), (3.4.1), (3.4.2), (1.4)
1
and the facts that
divu = θ−1[θt + (u · ∇)θ]− p−1[pt + (u · ∇)p], (3.4.8)
∇divu = θ−1[∇θt + (u · ∇)∇θ] − p−1[∇pt + (u · ∇)∇p]− p−1∇pdivu
+Rp−1∇ρ[θt + (u · ∇)θ] + θ−1∇u · ∇θ − p−1∇u · ∇p. (3.4.9)
it is easy to prove (3.4.4)-(3.4.6). For simplicity, we omit the details here. Therefore, we
complete the proof of lemma 3.12. 
Remark 3.13 Lemma 3.12 implies that one needs only to estimate ‖∇(ρθ)‖2
H1,∞
, ε‖∇(ρθ)‖2
H2,∞
,
‖∇θ‖2
H1,∞
, ‖∇u‖2
H1,∞
and ε‖∂2zu‖2L∞ . Indeed, it is crucial to estimate ‖∇(ρθ)‖H1,∞ but not
‖∇ρ‖H1,∞ . We also point out that the condition (1.20) will be used repeatedly to control the pos-
sible interaction between the viscous and the thermal boundary layers in the following analysis.
Uniform Estimate for ‖∇p‖2
H1,∞
and ε‖∇p‖2
H2,∞
:
Firstly, we have the following lemma which will be used to prove (3.4.12) below.
Lemma 3.14 Assume (1.20) holds, one has, for m ≥ 6, that
ε
∫ t
0
‖∂zzu‖H1,∞dτ ≤ Cm+2
{
Λm(0) + tP (Nm(t))
}
. (3.4.10)
Proof. Then, it follows from the momentum equations (1.1)
2
, (2.5) (3.2.69), (3.3.31) and (3.4.6)
that
ε
∫ t
0
‖∂zzu‖H1,∞dτ ≤ C3
∫ t
0
P (Nm) + ε‖∇divu‖H1,∞ + ε‖∇u‖H2,∞dτ
≤ C3tP (Nm) + C3ε
∫ t
0
‖∇(θ, u)‖H2,∞dτ ≤ C3tP (Nm) + C3ε
∫ t
0
‖∇2Z2(θ, u)‖ 12
H1co
‖∇Z2(θ, u)‖ 12
H2co
dτ
≤ C3tP (Nm) + C3ε4
∫ t
0
‖(∇2u,∆θ)‖2H3dτ ≤ CCm+2
{
Nm(0) + tP (Nm(t))
}
, (3.4.11)
where we have used the (1.20) in the last inequality. Thus, the proof of Lemma 3.14 is completed.

Lemma 3.15 Assume (1.20) holds, one has, for m ≥ 6, that
‖∇p‖2H1,∞ + ε‖∇p‖2H2,∞ +
∫ t
0
‖∇p‖2H2,∞dτ ≤ Cm+2
{
P (Nm(0)) + tP (Nm(t))
}
. (3.4.12)
Proof. Note that
‖∇p‖2H1,∞ + ε‖∇p‖2H2,∞ +
∫ t
0
‖∇p‖2H2,∞dτ
≤ CCm+2
{
P (Λm(t)) + tP (Nm(t)) + ε‖∂np‖2H2,∞ +
∫ t
0
‖∂np‖2H2,∞dτ
}
, (3.4.13)
therefore, one needs only to control ε‖∂np‖2H2,∞ +
∫ t
0
‖∂np‖2H2,∞dτ . Substituting (3.1.41) into
(3.1.7)
2
, one can obtain that
(2µ+ λ)ε[∇ρt + (u · ∇)∇ρ] + ρ∇p = −ρ2u˙− µερ∇× ω − (2µ+ λ)ερ[∇(1
ρ
)ρt +∇(u
ρ
) · ∇ρ], (3.4.14)
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where u˙ = ut + (u · ∇)u. It follows from (3.4.7) that
∇ρt = 1
θ
∇(ρθ)t − 1
θ
(1
θ
θt∇(ρθ) + ρt∇θ + ρ∇θt − ρ
θ
∇θθt
)
, (3.4.15)
and
(u · ∇)∇ρ = 1
θ
(u · ∇)∇(ρθ) − 1
θ
(
∇(ρθ)(u
θ
· ∇)θ +∇θ(u · ∇)ρ+ ρ(u · ∇)∇θ − ρ
θ
∇θ(u · ∇)θ
)
. (3.4.16)
Substituting (3.4.15) and (3.4.16) into (3.4.14), one can obtain that
(2µ+ λ)ε[∇pt + (u · ∇)∇p] + p∇p
= −pρu˙− µεp∇× ω − (2µ+ λ)ε
{
p[∇(1
ρ
)ρt +∇(u
ρ
) · ∇ρ]−
(1
θ
θt∇p+Rρt∇θ +Rρ∇θt −Rρ
θ
∇θθt
)
−
(
∇p(u
θ
· ∇)θ +R∇θ(u · ∇)ρ+Rρ(u · ∇)∇θ − Rρ
θ
∇θ(u · ∇)θ
)}
, pρu˙− µεp∇× ω + I. (3.4.17)
Then, it follows from (3.4.17) that
(2µ+ λ)ε[∂npt + (u · ∇)∂np] + p∂np
= −ρpu˙ · n− µεp(n · ∇ × ω) + I · n+ (2µ+ λ)ε∇p · (u · ∇)n , J. (3.4.18)
Define
h , Zα∂np, (3.4.19)
then, applying Zα with |α| ≤ 2, one can obtains that
(2µ+ λ)ε[ht + (u · ∇)h] + ph = ZαJ − (2µ+ λ)ε[Zα, u · ∇]∂np− [Zα, p]∂np , K. (3.4.20)
It is convenient to consider the above equation in the Lagrangian coordinates
h˜(t, ξ) = h(t,X(t, ξ)), p˜(t, ξ) = p(t,X(t, ξ)), K˜(t, ξ) = K(t,X(t, ξ)), (3.4.21)
where {
dX(t,ξ)
dt
= u(t,X(t, ξ)),
X(0, ξ) = ξ ∈ Ω.
Then (3.4.20) is rewritten as
d
dt
h˜+
p˜
(2µ+ λ)ε
h˜ =
1
(2µ+ λ)ε
K˜, (3.4.22)
which yields immediately the following solution formula
h˜(t, ξ) = h˜(0, ξ) exp (−
∫ t
0
p˜(τ, ξ)
(2µ+ λ)ε
dτ) +
1
(2µ+ λ)ε
∫ t
0
K˜(τ, ξ) exp (−
∫ t
τ
p˜(s, ξ)
(2µ+ λ)ε
ds)dτ. (3.4.23)
Notice that p˜
2µ+λ
≥ c > 0 with c independent of ε, then this together with (3.4.23) yield that
‖h˜(t)‖L∞ ≤ ‖h˜(0)‖L∞e− ctε + C
∫ t
0
1
ε
‖K˜(τ)‖L∞e−cε−1(t−τ)dτ. (3.4.24)
It follows from (3.4.24) and Holder inequality that
‖h˜(t)‖L∞ ≤ ‖h˜(0)‖L∞e− ctε + C
(∫ t
0
‖K˜(τ)‖2L∞dτ
) 1
2
(∫ t
0
1
ε2
exp(−2c(t− τ)
ε
)dτ
) 1
2
≤ ‖h˜(0)‖L∞e− ctε + C 1√
ε
(∫ t
0
‖K˜(τ)‖2L∞dτ
) 1
2
,
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i.e.
ε‖h˜(t)‖2L∞ ≤ ε‖h˜(0)‖2L∞ + C
∫ t
0
‖K˜(τ)‖2L∞dτ. (3.4.25)
On the other hand, integrating (3.4.24) over [0, t], one can obtains that∫ t
0
‖h˜(τ)‖2L∞dτ ≤ Cε‖h˜(0)‖2L∞ + C
∫ t
0
(∫ τ
0
1
ε
‖K˜(s)‖L∞e−cε−1(τ−s)ds
)2
dτ
≤ Cε‖h˜(0)‖2L∞ + C
∫ t
0
(∫
R
1
ε
‖K˜(s)‖L∞I(0,t)(s)e−cε
−1(τ−s)I(0,t)(τ − s)ds
)2
dτ
≤ Cε‖h˜(0)‖2L∞ + C
∫ t
0
∣∣∣∣(‖K˜(·)‖L∞I(0,t)(·)) ∗ (1εe−cε−1(·)I(0,t)(·))
∣∣∣∣2 dτ
≤ Cε‖h˜(0)‖2L∞ + C
∥∥∥(‖K˜(·)‖L∞I(0,t)(·))∥∥∥2
L2
·
∥∥∥∥(1ε e−cε−1(·)I(0,t)(·))
∥∥∥∥2
L1
≤ Cε‖h˜(0)‖2L∞ + C
∫ t
0
‖K˜(τ)‖2L∞dτ. (3.4.26)
Then, it follows from (3.4.26) and (3.4.25) that
ε‖h˜(t)‖2L∞ +
∫ t
0
‖h˜(τ)‖2L∞dτ ≤ Cε‖h(0)‖2L∞ + C
∫ t
0
‖K˜(τ)‖2L∞dτ. (3.4.27)
In order to close the estimates of (3.4.27), one still needs to control the second term on the
RHS of (3.4.27). Direct calculation implies that
(∇× ω) ·N = −∂y1ω2 + ∂y2ω1 + ∂1ψ · ∂y2ω3 − ∂2ψ · ∂y1ω3, (3.4.28)
then, it follows from (3.3.31), (3.4.28), (3.4.7) and (3.4.1) that∫ t
0
‖J‖2H2,∞dτ ≤ C
∫ t
0
P (Nm(τ)) ·
(
1 + ε2‖∇p‖2H2,∞ + ε2‖(∇× ω) ·N‖2H2,∞
+ ε2‖∇θ‖2H3,∞ + ε2‖∇u‖2H2,∞
)
dτ (3.4.29)
≤ C
∫ t
0
P (Nm(τ)) ·
(
1 + ε2‖∇θ‖2H3,∞ + ε2‖∇u‖2H3,∞
)
dτ
≤ ε4
∫ t
0
‖∆θ‖2H4dτ + ε2
∫ t
0
‖∇2u‖2H4dτ + CtP (Nm(t)) ≤ CCm+2
{
Nm(0) + tP (Nm(t))
}
,
where we have used the condition (1.20) in the last inequality. It follows from (3.3.31) that∫ t
0
‖(2µ+ λ)ε[Zα, u · ∇]∂np‖2L∞ + ‖[Zα, p]∂np‖2L∞dτ
≤ Cε2
∫ t
0
‖∇2u‖2H4dτ + CtP (Nm(t)) ≤ CCm+2
{
Nm(0) + tP (Nm(t))
}
(3.4.30)
which, together with (3.4.29), yields that∫ t
0
‖K˜(τ)‖2L∞dτ ≤ CCm+2
{
Nm(0) + tP (Nm(t))
}
. (3.4.31)
Combining (3.4.31), (3.4.27), (3.4.21), (3.4.19), (3.4.13) and (3.3.31), one proves (3.4.12). Thus,
the proof of Lemma 3.15 is completed. 
Estimates for ‖∇u‖2
H1,∞
and ε‖∇u‖2
H1,∞
:
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Lemma 3.16 Assume (1.20) holds, one has, for m ≥ 6, that
‖∇u‖2H1,∞ ≤ Cm+2
{
Nm(0) + P (‖∇θ‖2H1,∞) + tP (Nm(t))
}
. (3.4.32)
Proof. The proof of this lemma is similar to the corresponding lemma of [24] except the
pressure is a function of density and temperature. Away from the boundary, one clearly has by
the classical isotropic Sobolev embedding theorem that
‖χZ∇u‖2L∞ + ‖χ∇u‖2L∞ ≤ C‖u‖2Hm ≤ Λm(t), for m ≥ 4, (3.4.33)
where the support of χ is away from the boundary. Therefore, by using a partition of unity
subordinated to the covering (1.7), we only need to estimate ‖χjZ∇u‖L∞ + ‖χj∇u‖L∞ for
j ≥ 1. For notational convenience, we shall denote χj by χ. Similar to [16], we use the local
parametrization in the neighborhood of the boundary given by a normal geodesic system which
makes the Laplacian has a convenient form. Let us denote
Ψn(y, z) =
(
y
ψ(y)
)
− zn(y) = x,
where
n(y) =
1√
1 + |∇ψ(y)|2
 ∂1ψ(y)∂1ψ(y)
−1
 ,
is the unit outward normal. As before, we can extend n and Π in the interior by setting
n(Ψn(y, z)) = n(y), Π(Ψn(y, z)) = Π(y).
Note that n(y, z) and Π(y, z) have different definitions from the ones used before. The interest
of this parametrization is that in the associated local basis (ey1 , ey2 , ez) of R
3, it holds that
∂z = ∂n and (
eyi
)∣∣∣
Ψn(y,z)
·
(
ez
)∣∣∣
Ψn(y,z)
= 0.
The scalar product on R3 induces in this coordinate system the Riemannian metric g under the
form
g(y, z) =
(
g˜(y, z) 0
0 1
)
.
Therefore, the Laplacian in this coordinate system reads
∆f = ∂zzf +
1
2
∂z(ln |g|)∂zf +∆g˜f (3.4.34)
where |g| denotes the determinant of the matrix g, and ∆g˜ is given by
∆g˜f =
1√|g˜| ∑
i,j=1,2
∂yi(g˜ij |g˜|
1
2 ∂yjf),
which involves only the tangential derivatives.
It follows from (3.3.1)(n and Π in the coordinate system we have just defined) and Lemma
3.12, for m ≥ 5, that
‖χ∇u‖2L∞ + ‖χZ∇u‖2L∞ ≤ C2
(
‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞ + ‖χdivu‖2L∞
+ ‖Zdivu‖2L∞ + ‖ZZyu‖2L∞ + ‖Zyu‖2L∞
)
≤ C3
{
‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞ + P (Λm) + P (‖(∇(ρθ),∇θ)‖2H1,∞)
}
. (3.4.35)
Consequently, one needs only to estimate ‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞ . To estimate these
quantity, it is useful to use the vorticity ω. Indeed, we have
Π(ω × n) = Π((∇u −∇ut) · n) = Π(∂nu−∇(u · n)−∇nt · u).
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Therefore, one obtains that
‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞ ≤ C3
{
‖χΠ(ω × n)‖2L∞ + ‖Z(χΠ(ω × n))‖2L∞ + Λm(t)
}
, (3.4.36)
which yields that we only need to estimate ‖χΠ(ω × n)‖2L∞ and ‖Z(χΠ(ω × n))‖2L∞ .
By setting in the support of χ
ω˜(y, z) = ω(Ψn(y, z)), (ρ˜, u˜)(y, z) = (ρ, u)(Ψn(y, z)).
Then it follows from (3.3.9) and (3.4.34) that
ρ˜ω˜t + ρ˜u˜
1∂y1 ω˜ + ρ˜u˜
2∂y2 ω˜ + ρ˜u˜ · n∂zω˜ = µε(∂zzω˜ + 1
2
∂z(ln |g|)∂zω˜ +∆g˜ω˜) + F˜1, (3.4.37)
and
ρ˜u˜t + ρ˜u˜
1∂y1 u˜+ ρ˜u˜
2∂y2 u˜+ ρ˜u˜ · n∂zu˜ = µε(∂zz u˜+ 1
2
∂z(ln |g|)∂zu˜+∆g˜u˜) + F˜2, (3.4.38)
where
F˜1(y, z) = F1(Ψ
n(y, z)), F˜2(y, z) = F2(Ψ
n(y, z)),
where F1 and F2 are defined in (3.3.10) and (3.3.12), respectively. Note that we use the same
convention as before for a vector u, and uj denotes the components of u in the local basis
(ey1 , ey2 , ez) just defined in this section, whereas uj denotes its components in the standard
basis of R3. The vectorial equation of (3.4.37) and (3.4.38) have to be understood component
by component in the standard basis of R3.
Similar to (3.3.6), we define that
η˜(y, z) = χ
(
ω˜ × n+Π(Bu˜)
)
, (3.4.39)
where A is extended into the interior domain by B(y, z) = B(y). Thus, from the boundary
conditions (1.3), one has
η˜(y, 0) = 0. (3.4.40)
By using (3.4.37) and (3.4.38), η˜ solves the equations
ρ˜η˜t + ρ˜u˜
1∂y1 η˜ + ρ˜u˜
2∂y2 η˜ + ρ˜u˜ · n∂z η˜
= µε(∂zz η˜ +
1
2
∂z(ln |g|)∂z η˜) + χ(F˜1 × n) + χΠ(BF˜2) + Fχ + χFκ, (3.4.41)
where the source terms are given by
Fχ =
(
ρ˜u˜1∂y1 + ρ˜u˜
2∂y2 + ρ˜u˜ · n∂z
)
χ · (ω˜ × n+Π(Bu˜))
− µε
(
∂zzχ+ 2∂zχ∂z +
1
2∂z(ln |g|) · ∂zχ
)
· (ω˜ × n+Π(Bu˜)),
Fκ =
(
ρ˜u˜1∂y1Π+ ρ˜u˜
2∂y2Π
)
· (Bu˜) + ω˜ ×
(
ρ˜u˜1∂y1n+ ρ˜u˜
2∂y2n
)
+Π
(
(ρ˜u˜1∂y1 + ρ˜u˜
2∂y2)B · u˜
)
+ µε∆g˜ω˜ × n+ µεΠ(B∆g˜u˜)
(3.4.42)
Note that in the calculating of the source terms, and in particular Fκ which contains all the
commutators coming from the fact that n and Π are not constant, we have used the idea that
in the coordinate system that we have just defined, B, n and Π do not depend on the normal
variable. By using that ∆g˜ involves only the tangential derivatives and that the derivatives of
χ are compactly supported away from the boundary, one obtains the following estimates, for
m ≥ 6,
‖χΠ(F1 × n)‖2H1,∞ ≤ C2P (Nm(t)),
‖Fχ‖2H1,∞ ≤ C3
(
‖u‖2H1,∞ · ‖u‖2H2,∞ + ε2‖u‖2H3,∞
)
≤ C3P (Nm(t)),
‖χFκ‖2H1,∞ ≤ C4
{
‖u‖4H1,∞ + ‖u‖2H1,∞‖∇u‖2H1,∞ + ε2(‖u‖2H3,∞ + ‖∇u‖2H3,∞)
}
≤ C4
{
P (Nm(t)) + ε2‖∇2u‖2H4
}
,
(3.4.43)
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and from (3.4.6), it holds that
‖χΠ(BF˜2)‖2H1,∞ ≤ C3
{
ε2‖∇divu‖2H1,∞+‖∇p‖2H1,∞
}
≤ C4
{
P (Nm(t))+ε2‖(∇θ,∇(ρθ))‖2H2,∞
}
. (3.4.44)
Consequently, it follows from (3.4.43)-(3.4.44), for m ≥ 6, that
‖F˜‖2H1,∞ ≤ C4
{
ε2‖∇2u‖2H4 + ε2‖(∇θ,∇(ρθ))‖2H2,∞ + P (Nm(t))
}
, (3.4.45)
where F˜ = χ(F˜1 × n) + χΠ(BF˜2) + Fχ + χFκ.
In order to eliminate the term 1
2
∂z(ln |g|)∂z η˜, one defines
η˜ =
1
|g| 14 η = γ¯η¯. (3.4.46)
Note that
‖η˜‖H1,∞ ≤ C3‖η¯‖H1,∞ , and ‖η¯‖H1,∞ ≤ C3‖η˜‖H1,∞ , (3.4.47)
and η¯ solves the equations
ρ˜η¯t + ρ˜u˜
1∂y1 η¯ + ρ˜u˜
2∂y2 η¯ + ρ˜u˜ · n∂z η¯ − ε∂zz η¯
=
1
γ¯
(
F˜ + ε∂zz γ¯ · η¯ + 1
2
ε∂z(ln |g|)∂zγ · η¯ − ρ˜(u˜ · ∇γ¯)η¯
)
, S. (3.4.48)
It is difficult to directly obtain the explicit solution formula of (3.4.48), so one rewrites it as
ρ˜(t, y, 0)
[
η¯t + u˜
1(t, y, 0)∂y1 η¯ + u˜
2(t, y, 0)∂y2 η¯ + z∂z(u˜ · n)(t, y, 0)∂z η¯
]
− ε∂zz η¯
= S + [ρ˜(t, y, 0)− ρ(t, y, z)]η¯t +
∑
i=1,2
[(ρ˜u˜i)(t, y, 0)− (ρu˜i)(t, y, z)]∂yi η¯
− ρ(t, y, z)[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)]∂z η¯
+ [ρ(t, y, z)− ρ(t, y, 0)] · z∂z(u˜ · n)(t, y, 0)∂z η¯ ,M for z > 0, (3.4.49)
with the boundary condition η¯(t, y, 0) = 0. By using Lemma 6.1 in Appendix, one has that
‖η¯‖H1,∞ . ‖η¯0‖H1,∞ +
∫ t
0
‖ρ˜−1‖L∞‖M‖H1,∞dτ +
∫ t
0
(1 + ‖ρ˜−1‖L∞)(1 + ‖Z(ρ, u,∇u)‖2L∞)‖η¯‖H1,∞dτ
. ‖η¯0‖H1,∞ + C
∫ t
0
‖M‖H1,∞dτ + CtP (Nm(t)). (3.4.50)
It remains to estimate the right hand side of (3.4.50). Firstly, by using (3.4.45), one has that
‖S‖2H1,∞ ≤ C4
{
ε2‖∇2u‖2H4 + ε2‖∇θ‖2H2,∞ + CP (Nm(t))
}
, for m ≥ 6. (3.4.51)
Next, using the Taylor formula and the fact that η¯ is compactly supported in z and by the
same argument of Lemma 3.14 in [25], one can obtain, for m ≥ 5, that
‖[ρ˜(t, y, 0)− ρ(t, y, z)]η¯t‖2H1,∞‖[(ρ˜u˜1)(t, y, 0)− (ρ˜u˜1)(t, y, z)]∂y1 η¯‖2H1,∞
+ ‖[(ρ˜u˜2)(t, y, 0)− (ρ˜u˜2)(t, y, z)]∂y2 η¯‖2H1,∞‖[ρ(t, y, z)− ρ(t, y, 0)] · z∂z(u˜ · n)(t, y, 0)∂z η¯‖2H1,∞
+ ‖ρ(t, y, z)[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)]∂z η¯‖2H1,∞ ≤ CP (Nm(t)), (3.4.52)
Then, it follows from (3.4.51) and (3.4.52) that
‖M‖2H1,∞ ≤ C4
{
ε2‖∇2u‖2H4 + ε2‖∇θ‖2H2,∞ + P (Nm(t))
}
, for m ≥ 6. (3.4.53)
Substituting (3.4.53) into (3.4.50), we have, for m ≥ 6, that
‖η¯‖2H1,∞ . ‖η¯0‖2H1,∞ + C4tP (Nm(t)) + C4t
∫ t
0
ε2‖∇2u‖2H4 + ε2‖∇θ‖2H2,∞dτ
≤ CCm+2
{
Nm(0) + tP (Nm(t))
}
, (3.4.54)
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where we have used (2.5), (1.20) and the Holder inequality in the last inequality. There-
fore, combining (3.4.54), (3.4.47), (3.4.39), (3.4.36), (3.4.35), (3.4.33) and (3.3.31), one obtains
(3.4.32). Therefore, he proof of Lemma 3.16 is completed. 
Lemma 3.17 Assume (1.20) holds, one has, for m ≥ 6, that
ε‖∂zzu‖2L∞ ≤ CCm+2
{
P (Nm(0)) + P (‖∇θ‖2H1,∞) + tP (Nm(t))
}
. (3.4.55)
Proof. By similar argument as the one in Lemma 3.16, one firstly has that
ε‖∂zzu‖2L∞ ≤ C2
{
P (Λm) + P (‖(∇u,∇θ,∇(ρθ))‖2H1,∞) + ε‖∂zη¯‖2L∞
}
, (3.4.56)
Thus, one needs only to estimate ε‖∂z η¯‖2L∞ . one rewrites (3.4.48) as
η¯t − ε∂zz η¯ = −(ρ˜− 1)η¯t − ρ˜u˜1∂y1 η¯ − ρ˜u˜2∂y2 η¯ − ρ˜u˜ · n∂z η¯ + S =: Ξ, (3.4.57)
where η¯ satisfying the homogenous Dirichlet boundary condition η¯|z=0 = 0. Then, η¯ has the
following expression:
η¯(t, y, z) =
∫ +∞
0
G(t, z, z′)η0(y, z
′)dz′ +
∫ t
0
∫ +∞
0
G(t− τ, z, z′)Ξ(τ, y, z′)dz′dτ
where
G(t, z, z′) =
1√
4πµεt
[
exp(−|z − z
′|2
4µεt
)− exp(−|z + z
′|2
4µεt
)
]
.
Then, one can obtains that
√
ε∂z η¯(t, y, z) =
√
ε
∫ +∞
0
∂zG(t, z, z
′)η0(y, z
′)dz′ +
√
ε
∫ t
0
∫ +∞
0
∂zG(t− τ, z, z′)Ξ(τ, y, z′)dz′dτ.
Since η0(y, z) vanishes on the boundary due to the compatibility condition, it follows from the
integrating by parts to the first term that
√
ε‖∂z η¯‖L∞ ≤
√
ε‖∂zη0‖L∞ +
∫ t
0
1√
t− τ ‖Ξ(τ)‖L∞dτ. (3.4.58)
Directly calculation shows that(∫ t
0
1√
t− τ ‖Ξ(τ)‖L∞dτ
)2
≤ Cε2
∫ t
0
‖∇2u‖2H3 + CtP (Nm(t)), for m ≥ 5. (3.4.59)
Substituting (3.4.58), (3.4.59) into (3.4.56) and using (3.3.31), (3.4.32), (3.4.12), one proves
(3.4.55). Therefore, the proof of this lemma is completed. 
Estimate for ‖∇θ‖H1,∞ :
In order to estimate ‖∇θ‖H1,∞ , the most difficult part is to control the term p∇divu which
comes from the term pdivu appearing on LHS the energy equation (3.1.7)
3
. Actually, if p∇divu
is regarded as the source term, it is very difficult to bound the term
∫ t
0
‖p∇divu(τ)‖2
H1,∞
dτ since
the derivative is too higher. It is noted that such difficulty does not arise in the isentropic case
[25]. So, to overcome the difficulty, new idea is needed. Fortunately, we find that the term
p∇divu can be decomposed into two parts i.e. ∇(ρθ)t and ∇θt. The most difficult term ∇θt
can be absorbed into the main part of equation, while ∇(ρθ)t is regarded as the source term
which has already be controlled in Lemma 3.15. This observation is key to close the pointwise
estimates.
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Lemma 3.18 Assume (1.20) holds, one has, for m ≥ 6, that
‖∇θ‖2H1,∞ ≤ CCm+2
{
P (Nm(0)) + tP (Nm(t))
}
. (3.4.60)
Proof. Due to (3.4.1), one needs only to estimate ‖∂zθ‖H1,∞ or ‖∂nθ‖H1,∞ . It follows from
(3.1.7)3 that
ρ[∇θt + (u · ∇)∇θ] + p∇divu− κ(ε)∆∇θ
= −∇pdivu− [∇ρ(θt + u · ∇θ) + ρ∇u · ∇θ] + ε∇[2µ|Su|2 + λ|divu|2]. (3.4.61)
In order to deal with the term p∇divu, using the mass equation (3.1.7)
1
, one first notice that
pdivu = Rρ[θt + (u · ∇)θ]− [pt + (u · ∇)p], (3.4.62)
and
p∇divu = Rρ[∇θt + (u · ∇)∇θ] − [∇pt + (u · ∇)∇p]−∇pdivu
+R∇ρ[θt + (u · ∇)θ] +Rρ∇u · ∇θ −∇u · ∇p. (3.4.63)
Then, it follows from (3.1.7)
3
and (3.4.61)-(3.4.63) that
(R+ 1)ρ[∇θt + (u · ∇)∇θ] − κ(ε)∆∇θ
= [∇pt + (u · ∇)∇p] +∇u · ∇p− (1 +R)[∇ρ(θt + u · ∇θ) + ρ∇u · ∇θ]
+ ε∇[2µ|Su|2 + λ|divu|2] , B1, (3.4.64)
and
(R + 1)ρ[θt + (u · ∇)θ]− κ(ε)∆θ = [pt + (u · ∇)p] + ε[2µ|Su|2 + λ|divu|2] , B2. (3.4.65)
We use the local coordinates (y, z) defined in Lemma 3.16 in the neighborhood of the bound-
ary which makes the Laplacian has a convenient form. The functions ρ˜, u˜, χ, n,Π are the same
ones defined in Lemma 3.16. By setting in the support of χ
θ˜(y, z, t) = θ(Ψn(y, z), t), ∇˜θ(y, z, t) = (∇θ)(Ψn(y, z), t) (3.4.66)
Then it follows from (3.4.64) and (3.4.65) that
(R+1)[ρ˜∇˜θt+ρ˜u˜1∂y1∇˜θ+ρ˜u˜2∂y2∇˜θ+ρ˜u˜·n∂z∇˜θ] = κ(ε)(∂zz∇˜θ+1
2
∂z(ln |g|)∂z∇˜θ+∆g˜∇˜θ)+B˜1, (3.4.67)
and
(R + 1)[ρ˜θ˜t + ρ˜u˜
1∂y1 θ˜ + ρ˜u˜
2∂y2 θ˜ + ρ˜u˜ · n∂z θ˜] = κ(ε)(∂zz θ˜ + 1
2
∂z(ln |g|)∂z θ˜ +∆g˜ θ˜) + B˜2. (3.4.68)
where
B˜1 = B1(Ψ
n(y, z), t), B˜2 = B2(Ψ
n(y, z), t). (3.4.69)
Define
ζ(y, z, t) = χ(n · ∇˜θ − νθ˜), (3.4.70)
then, in view of the boundary condition (1.3)
3
, ζ satisfies ζ = 0 on ∂Ω. Considering (3.4.67) ·
n+ ν · (3.4.68), it is easy to know that ζ satisfies
ρ˜ζt + ρ˜u˜
1∂y1ζ + ρ˜u˜
2∂y2ζ + ρ˜u˜ · n∂zζ
= κ(ε)
(
∂zzζ +
1
2
∂z(ln |g|)∂zζ
)
+ χ(B˜1 · n) + νχB˜2 + F θχ + χF θκ , (3.4.71)
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where the source terms are given by
F θχ = (R+ 1)
(
ρ˜u˜1∂y1 + ρ˜u˜
2∂y2 + ρ˜u˜ · n∂z
)
χ · (n · ∇˜θ − νθ˜)
− κ(ε)
(
∂zzχ+ 2∂zχ∂z +
1
2∂z(ln |g|) · ∂zχ
)
· (n · ∇˜θ − νθ˜),
F θκ = (R+ 1)∇˜θ ·
(
ρ˜u˜1∂y1n+ ρ˜u˜
2∂y2n
)
+ κ(ε)n ·∆g˜∇˜θ + νκ(ε)∆g˜ θ˜.
(3.4.72)
Then, using the similar arguments in Lemma 3.16, one can obtain that
‖ζ(t)‖2H1,∞ ≤ C
{
P (Nm(0)) + P (Λm) + tP (Nm(t)) + P (Nm(t))
( ∫ t
0
κ(ε)‖∆θ‖ 12H4 + ‖∇p‖H2,∞dτ
)2
+
(∫ t
0
ε‖∇u‖L∞‖∇2u‖H1,∞dτ
)2}
≤ C
{
P (Nm(0)) + tP (Nm(t))
+
(
‖∇u0‖2L∞ + tNm(t)
)( ∫ t
0
ε‖∇2u‖H1,∞dτ
)2}
≤ CCm+2
{
P (Nm(0)) + tP (Nm(t))
}
, (3.4.73)
where we have used (3.4.10), (3.4.12), (3.3.31) and Holder inequality above. Then (3.4.60)
follows from (3.4.70), (3.4.73), (3.4.1) and (3.3.31). Therefore, the proof of Lemma 3.18 is
completed. 
Combining Lemma 3.15-Lemma 3.18, one can obtain
Proposition 3.19 Assume (1.20) holds, one has, for m ≥ 6, that
‖∇(ρθ)‖2H1,∞ + ‖∇u‖2H1,∞ + ‖∇θ‖2H1,∞ + ε‖∇(ρθ)‖2H2,∞ + ε‖∂zzu‖2L∞ +
∫ t
0
‖∇(ρθ)‖2H2,∞dτ
≤ CCm+2
{
P (Nm(0)) + tP (Nm(t))
}
. (3.4.74)
3.5 Proof of Theorem 3.1
Firstly, it follows from (3.4.3), (3.3.31) and (3.4.74) that
Q(t) ≤ CCm+2
{
P (Nm(0)) + tP (Nm(t))
}
. (3.5.75)
In order to close the priori estimate, one still needs to get the uniform estimate for ‖∇∂m−1t u‖.
It follows from Lemma 3.9, (3.5.75) and (3.3.31) that
‖∇∂m−1t u‖2 . Cm+1
{
‖u‖2Hm + ‖η‖2Hm + ‖∂m−1t divu‖2L2
}
. Cm+2
{
P (Nm(0)) + tP (Nm(t))
}
. (3.5.76)
Combining (3.3.31), (3.4.74) and (3.5.76), one gets (3.4). Finally, it follows from (1.1) that
|ρ(x, 0)| exp(−
∫ t
0
‖divu‖L∞dτ) ≤ ρ(x, t) ≤ |ρ(x, 0)| exp(
∫ t
0
‖divu‖L∞dτ),
so we proved (3.1). The Newton-Leibniz formula yields immediately that (3.2). Thus the proof
of Theorem 3.1 is completed. 
4 Proof of Theorem 1.1
Proof of Theorem 1.1: In this section, we shall show that how we can combine our a priori
estimates to obtain the uniform existence result. Let us fix m ≥ 6, we consider initial data such
that
Im(0) = sup
ε∈(0,1]
‖(ρε0, uε0, θε0)‖2Xεm ≤ C˜0, and 0 < Cˆ
−1
0 ≤ ρε0 ≤ Cˆ0, 0 < Cˆ−10 ≤ θε0 ≤ Cˆ0, (4.1)
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For such initial data, we are not aware of a local existence result for (1.1) and (1.3), so one first
needs to prove the local existence result for (1.1) and (1.3) with initial data (ρε0, u
ε
0, θ
ε
0) ∈ Xε,mNS .
For such initial data (ρε0, u
ε
0, θ
ε
0), it follows from the definition of X
ε,m
NS there exists a sequence of
smooth approximate initial data (ρε,δ0 , u
ε,δ
0 , θ
ε,δ
0 ) ∈ Xε,mNS,ap(δ being a regularization parameter),
which have enough space regularity so that the time derivatives at the initial time can be defined
by Navier-Stokes equations and the boundary compatibility conditions are satisfied. For fixed
ε ∈ (0, 1], we construct approximate solutions, inductively, as follows
(1) Define u0 = uε,δ0 , and
(2) Assuming that uk−1 was defined for k ≥ 1, let (ρk, uk, θk) be the unique solution to the
following linearized initial boundary value problem:
ρkt + div(ρ
kuk−1) = 0 in (0, T )× Ω,
ρkukt + ρ
kuk−1 · ∇uk +R∇(ρkθk) = ε∆uk + ε∇divuk, in (0, T )× Ω,
ρkθkt + ρ
kuk−1 · ∇θk +Rρkθkdivuk−1 = κ(ε)∆θk + 2µε|Suk−1|2 + λε|divuk−1|2, in (0, T )× Ω,
(ρk, uk, θk)|t=0 = (ρε,δ0 , uε,δ0 , θε,δ0 ), with 23C0 ≤ ρ
ε,δ
0 , θ
ε,δ
0 ≤ 32C0,
with boundary conditions (1.3).
(4.2)
Since ρk, θk and uk are decoupled, the existence of global unique smooth solution (ρk, uk, θk)(t)
of (4.2) with 0 < ρk(t), θk(t) <∞ can be obtained by using classical methods, for example, the
same argument of in Cho and Kim [4] and the standard elliptic regularity results as in Agmon-
Douglis-Nirenberg [1]. On the other hand, since (ρε,δ0 , u
ε,δ
0 , θ
ε,δ
0 ) ∈ H3m, one prove that there
exists a positive time T˜1 = T˜1(ε) such that
‖(ρk, uk, θk)(t)‖2H3m ≤ Cˆ1 <∞, and (2Cˆ0)−1 ≤ ρk(t), θk(t) ≤ 2Cˆ0, for 0 ≤ t ≤ T˜1, (4.3)
where T˜1, Cˆ1 depend on Cˆ0, ε
−1 and ‖(ρε,δ
0
, u
ε,δ
0
, θ
ε,δ
0
)‖H3m . Based on the above uniform estimates
for (ρk, uk, θk), by the same arguments as section 3 of [4], there exists a uniform time Tˆ1(≤
T˜1)(independent of k) such that (ρ
k, uk, θk) converges to a limit (ρε,δ, uε,δ, ρε,δ) as k → +∞ in
the following strong sense:
(ρk, uk, θk)→ (ρε,δ, uε,δ, θε,δ) in L∞(0, Tˆ1;L2), and ∇uk → ∇uε,δ in L2(0, Tˆ1, L2).
It is easy to check (ρε,δ, uε,δ, θε,δ)(t) is a classical solution to the problem (1.1), (1.3) with initial
data (ρε,δ0 , u
ε,δ
0 , θ
ε,δ
0 ). Then, by virtue of the lower semi-continuity of norms, one can deduce from
(4.3) that
‖(ρε,δ, uε,δ, ρε,δ)(t)‖2H3m ≤ Cˆ1 <∞ and (2Cˆ0)−1 ≤ ρε,δ(t), θε,δ(t) ≤ 2Cˆ0, for 0 ≤ t ≤ Tˆ1, (4.4)
Applying the a priori estimates given in Theorem 3.1 to (ρε,δ, uε,δ, θε,δ)(t), we obtain a
uniform time T0 > 0 and positive constant C˜3(independent of ε and δ), such that it holds for
(ρε,δ, uε,δ, θε,δ)(t) that
Υm(ρ
ε,δ, uε,δ, θε,δ)(t) ≤ C˜3 and (2Cˆ0)−1 ≤ ρε,δ(t), θε,δ(t) ≤ 2Cˆ0, ∀t ∈ [0, T˜2], (4.5)
where T˜2 , min{T0, Tˆ1} and the uniform constants T0, C˜3(independent of ε, δ) depend only on
Cˆ0 and Im(0). Based on the uniform estimates (4.5) for (ρε,δ, uε,δ, θε,δ), one can pass the limit
δ → 0 to get a strong solution (ρε, uε, θε) of (1.1), (1.3) with initial data (ρε0, uε0, θε0) satisfying
(4.1) by using a strong compactness arguments. It follows from (4.5) that (ρε,δ, uε,δ, θε,δ) is
uniform bounded in L∞([0, T0];H
m
co), ∇(ρε,δ, uε,δ, θε,δ) is uniform bounded in L∞([0, T0];Hm−1co ),
and ∂t(ρ
ε,δ, uε,δ, θε,δ) is uniform bounded in L∞([0, T0];H
m−1
co ). Then, it follows from the com-
pactness argument [22] that (ρε,δ, uε,δ, θε,δ) is compact in C([0, T0];Hm−1co ). In particular, there
exists a sequence δn → 0+ and (ρε, uε, θε) ∈ C([0, T0];Hm−1co ) such that
(ρε,δn , uε,δn , θε,δn)→ (ρε, uε, θε) in C([0, T ];Hm−1co ) as δn → 0 + . (4.6)
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Moreover, applying the lower semi-continuity of norms to the bounds (4.5), one obtains the
bounds for (ρε, uε, θε) that
Υm(ρ
ε, uε, θε)(t) ≤ C˜3 and (2Cˆ0)−1 ≤ ρε(t), θε(t) ≤ 2Cˆ0, ∀t ∈ [0, T˜2]. (4.7)
It follows from (4.7) and the anisotropic Sobolev inequality (2.5) that
sup
t∈[0,T0]
‖(ρε,δn − ρε, uε,δn − uε, θε,δn − θε)‖2L∞ ≤ sup
t∈[0,T0]
‖(ρε,δn − ρε, uε,δn − uε, θε,δn − θε)‖2H2co
+ sup
t∈[0,T0]
(
‖∇(ρε,δn − ρε, uε,δn − uε, θε,δn − θε)‖H1co · ‖(ρε,δn − ρε, uε,δn − uε, θε,δn − θε)‖H2co
)
→ 0,
as δn → 0 + . (4.8)
Then, it is easy to check that (ρε, uε, θε) is a strong solution of the Navier-Stokes system. The
uniqueness of the solution (ρε, uε, θε) is easy since we work on functions with Lipschitz regularity.
Thus the whole family of (ρε,δ, uε,δ, θε,δ) converges to (ρε, uε, θε) as δ → 0+. Therefore, for initial
data (ρε0, u
ε
0, θ
ε
0) ∈ Xε,mNS , we have established the local existence result for (1.1),(1.3) such that
(ρε, uε, θε)(t) ∈ Xε,mNS , t ∈ [0, T˜2] .
We shall use the above local existence results to prove Theorem 1.1. If T0 ≤ Tˆ1, then
Theorem 1.1 follows from (4.7) with C˜1 , C˜3. On the other hand, if Tˆ1 ≤ T0, based on the
uniform estimates (4.7), we can use the local existence results established above to extend our
solution step by step to the uniform time interval t ∈ [0, T0]. Therefore, the proof of Theorem
1.1 is completed. 
5 Proof of Theorem 1.5: Vanishing Dissipation Limit
In this section, we study the vanishing dissipation limit of the solutions of full compressible
Navier-Stokes system (1.1) to the solutions of full compressible Euler system with a rate of
convergence. It is well known that the solution (ρ, u, θ)(t) ∈ H3 of the Euler system (1.5), (1.6)
and (1.28) satisfies
3∑
k=0
‖(ρ, u, θ)‖Ck(0,T1;H3−k) ≤ C˜4,
1
2Cˆ0
≤ ρ(t), θ(t) ≤ 2Cˆ0, (5.1)
where C˜4 depends only on ‖(ρ0, u0, θ0)‖H3 . On the other hand, it follows from Theorem 1.1
that the solution (ρε, uε, θε)(t) of (1.1),(1.3) and (1.28) satisfies
‖(ρε, uε, θε)(t)‖Xεm ≤ C˜1,
1
2Cˆ0
≤ ρε(t), θε(t) ≤ 2Cˆ0, ∀ t ∈ [0, T0], (5.2)
where T0, Cˆ0, and C˜1 are defined in Theorem 1.1. In particular, this uniform regularity implies
the following bound
‖(ρε, uε, θε)‖W 1,∞ + ‖∂t(ρε, uε, θε)‖L∞ ≤ C˜1, (5.3)
which plays an important role in the proof of Theorem 1.5.
Define
φε = ρε − ρ, ψε = uε − u, ξε = θε − θ. (5.4)
It then follows from (1.1) and (1.5) that
φεt + ρdivψ
ε + u · ∇φε = Rε1,
ρψεt + ρu · ∇ψε +∇(pε − p) + Φε = −µε∇× (∇× ψε) + (2µ+ λ)ε∇divψε +Rε2,
ρξεt + ρu · ∇ξε + pdivψε +Ψε = κ(ε)∆ξε + 2µε|Suε|2 + λε|divuε|2 +Rε3,
(5.5)
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where 
Rε1 = −φεdivψε − ψε · ∇φε − φεdivu−∇ρ · ψε,
Rε2 = −φεψεt − φεut + µε∆u+ (µ+ λ)ε∇divu,
Rε3 = −φεξεt − (pε − p)divψε − (pε − p)divψ + κ(ε)∆θ,
(5.6)
and {
Φε = (ρεuε − ρu) · ∇uε = (ρεuε − ρu) · ∇ψε + (ρεuε − ρu) · ∇u,
Ψε = (ρεuε − ρu) · ∇θε = (ρεuε − ρu) · ∇ξε + (ρεuε − ρu) · ∇θ. (5.7)
The boundary conditions to (5.5) are
ψε ·n = 0, n×(∇×ψε) = [Bψε]τ +[Bu]τ −n×ω, and ∇ξε ·n = νξε+νθ−∇θ ·n on ∂Ω. (5.8)
Lemma 5.1 It holds that
‖(φε, ψε, ξε)(t)‖2 +
∫ t
0
ε‖ψε‖2H1 + κ(ε)‖ξε‖2H1dτ ≤ C(ε
3
2 + κ(ε)
3
2 ), t ∈ [0, T2], (5.9)
where T2 = min{T0, T1}, C > 0 depend only on Cˆ0, C˜1 and C˜4.
Proof : Multiplying (5.5)
2
by ψε, one obtains that
d
dt
∫
Ω
1
2
ρ|ψε|2dx+
∫
Ω
Φε · ψεdx+
∫
Ω
∇(pε − p) · ψεdx
= −µε
∫
Ω
∇× (∇× ψε) · ψεdx+ (2µ+ λ)ε
∫
Ω
∇divψε · ψεdx+
∫
Ω
Rε2 · ψεdx. (5.10)
If follows from integrating by parts and (5.5)
1
that∫
Ω
∇(pε − p) · ψεdx = −
∫
Ω
(pε − p)divψεdx ≥ −R
∫
Ω
θφεdivψεdx−R
∫
Ω
ρξεdivψεdx− C‖(φε, ξε)‖2
≥ R d
dt
∫
Ω
θ
2ρ
|φε|2dx−R
∫
Ω
ρξεdivψεdx− C‖(φε, ξε)‖2. (5.11)
It is easy to check that
− µε
∫
Ω
∇× (∇× ψε) · ψεdx = −µε
∫
Ω
|∇ × ψε|2dx− µε
∫
∂Ω
n× (∇× ψε) · ψεdx
≤ −µε‖∇× ψε‖2 + Cε
∣∣∣∣∫
∂Ω
[Bψε +Bu− n× ω] · ψεdx
∣∣∣∣
≤ −µε‖∇× ψε‖2 + Cε
(
|ψε|2L2(∂Ω) + |ψε|L2(∂Ω)
)
, (5.12)
ε
∫
Ω
∇divψε · ψεdx = −ε‖divψε‖2, (5.13)∣∣∣∣∫
Ω
Φε · ψεdx
∣∣∣∣ = ∣∣∣∣∫
Ω
((ρεuε − ρu) · ∇)uε · ψεdx
∣∣∣∣ ≤ C(1 + ‖(ρε, uε,∇uε)‖L∞)‖(φε, ψε)‖2L2 , (5.14)
and ∣∣∣∣∫
Ω
Rε2 · ψεdx
∣∣∣∣ ≤ C‖(φε, ψε)‖2L2 + Cε2. (5.15)
Collecting all the above estimates, one gets that
d
dt
∫
Ω
ρ
2
|ψε|2 +R θ
2ρ
|φε|2dx −R
∫
Ω
ρξεdivψεdx+ µε‖∇× ψε‖2 + (2µ+ λ)ε‖divψε‖2
≤ C‖(φε, ψε)‖2L2 + Cε2 + Cε
(|ψε|2L2 + |ψε|L2) , (5.16)
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On the other hand, multiplying ξ
ε
θ
, one can obtain that
d
dt
∫
Ω
ρ
2θ
|ξε|2dx+R
∫
Ω
ρξεdivψεdx +
3κ(ε)
4
∫
Ω
|∇ξε|2
θ
dx
≤ C‖(φε, ψε, ξε)‖2 + Cκ(ε)(|ξε|2L2 + |ξε|L2) + C(ε2 + κ(ε)2). (5.17)
where we have used the facts that
κ(ε)
∫
Ω
∆ξε
ξε
θ
dx = −κ(ε)
∫
Ω
|∇ξε|2
θ
dx+ κ(ε)
∫
Ω
ξε
θ
∇θ · ∇ξεdx + κ(ε)
∫
∂Ω
ξε
θ
n · ∇ξεdσ
≤ −3κ(ε)
4
∫
Ω
|∇ξε|2
θ
dx+ Cκ(ε)‖ξε‖2 + Cκ(ε)
∣∣∣ ∫
∂Ω
ξε
θ
[νξε + εθ − n · ∇θ]dσ
∣∣∣
≤ −3κ(ε)
4
∫
Ω
|∇ξε|2
θ
dx+ C‖ξε‖2 + Cκ(ε)(|ξε|2L2 + |ξε|L2), (5.18)
and
|
∫
Ω
ξε
θ
Ψεdx|+ |
∫
Ω
ξε
θ
Rε3dx|+ |
∫
Ω
ξε
θ
(2µε|Suε|2 + λε|divuε|2)dx|
≤ C‖(φε, ψε, ξε)‖2 + C(ε+ κ(ε))‖ξε‖ ≤ C‖(φε, ψε, ξε)‖2 + C(ε2 + κ(ε)2). (5.19)
It follows from (2.1) that
‖ψε‖2H1 ≤ C1
(‖∇× ψε‖2 + ‖divψε‖2 + ‖ψε‖2) . (5.20)
The trace theorem yields that
|ψε|2L2 ≤ δ‖∇ψε‖2 + Cδ‖ψε‖2, and |ξε|2L2 ≤ δ‖∇ξε‖2 + Cδ‖ξε‖2 (5.21)
and {
ε|ψε|L2 ≤ δε‖∇ψε‖2 + Cδε‖ψε‖ 23 ≤ δε‖∇ψε‖2 + ‖ψε‖2 + Cδε 32 ,
κ(ε)|ξε|L2 ≤ δκ(ε)‖∇ξε‖2 + Cδκ(ε)‖ξε‖ 23 ≤ δκ(ε)‖∇ξε‖2 + ‖ξε‖2 + Cδκ(ε) 32 .
(5.22)
Adding (5.16) and (5.17) together, using (5.20)-(5.22) and choosing δ suitably small, one obtains
that
d
dt
(∫
Ω
ρ
2
|ψε|2 +R θ
2ρ
|φε|2 + ρ
2θ
|ξε|2dx
)
+ c1
(
ε‖ψε‖2H1 + κ(ε)‖ξε‖2H1
)
≤ C‖(φε, ψε, ξε)‖2L2 + C
(
ε
3
2 + κ(ε)
3
2
)
, (5.23)
where c1 > 0 is a positive constant independent of ε. Then Gronwall’s inequality yields
immediately that (5.9). Therefore, the proof of Lemma 5.1 is completed. 
Lemma 5.2 It holds that
‖(divψε,∇φε,∇ξε)(t)‖2 + ε
∫ t
0
‖∇divψε(τ)‖2dτ + κ(ε)
∫ t
0
‖∆ξε‖2dτ
≤ Cδ
∫ t
0
‖(ψεt , ξεt )‖2 + ε‖ψε‖2H2dτ + Cδ
∫ t
0
‖(φε, ψε, ξε)‖2H1dτ + Cδ[ε
1
2 + κ(ε)
1
3 ], t ∈ [0, T2], (5.24)
where δ > 0 will be chosen later.
Proof: Multiplying (5.5)
2
by ∇divψε leads to∫
Ω
(ρψεt + ρu · ∇ψε) · ∇divψεdx+
∫
Ω
∇(pε − p) · ∇divψεdx (5.25)
= −µε
∫
Ω
∇× (∇× ψε) · ∇divψεdx+ (2µ+ λ)ε‖∇divψε‖2 +
∫
Ω
Rε2 · ∇divψεdx−
∫
Ω
Φε · ∇divψεdx.
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It follows from (5.5)
1
that
∇divψε = − 1
ρε
[
∇φεt + (uε · ∇)∇φε
]
− 1
ρε
[
∇ρεdivψε −∇uε∇φε +∇(φεdivu+ ψε · ∇ρ)
]
. (5.26)
which, together with integrating by parts, yields that∫
Ω
∇(pε − p) · ∇divψεdx = −R
∫
Ω
∇(ρξε + θφε + φεξε) · ∇divψεdx
≤ R
∫
Ω
ρ∇ξε · ∇divψεdx+R
∫
Ω
θ∇φε · ∇divψεdx+R
∣∣∣ ∫
Ω
div(ξε∇ρ+ φε∇θ)divψεdx
∣∣∣
+R
∣∣∣ ∫
∂Ω
(ρξε + θφε)n · divψεdσ
∣∣∣ + C‖(φε, ξε)‖2H1
≤ −R d
dt
∫
Ω
θ
2ρε
|∇φε|2dx +R
∫
Ω
ρ∇ξε · ∇divψεdx+ C‖(φε, ψε, ξε)‖2H1 + C|(φε, ξε)|L2 . (5.27)
It follows from (3.4.5) and (1.22) that
‖∇divuε‖L∞ + ‖∇divuε‖L2 ≤ C <∞, (5.28)
where C > 0 depends only on C˜1. Integrating by parts and using the Holder inequality, one
has that ∫
Ω
(ρψεt + ρu · ∇ψε) · ∇divψεdx ≤ −
∫
Ω
(ρdivψεt + ρu · ∇divψε) divψεdx
+
∣∣∣ ∫
Ω
(∇ρψεt +∇(ρu)t∇ψε) divψεdx∣∣∣+ ∣∣∣ ∫
∂Ω
ρ(u · ∇)ψε · ndivψεdσ
∣∣∣
≤ − d
dt
∫
Ω
ρ
2
|divψε|2dx+ δ‖ψεt ‖2 + Cδ‖∇ψε‖2 +
∣∣∣∣∫
∂Ω
ρ(u · ∇)nψεdivψεdx
∣∣∣∣
≤ − d
dt
∫
Ω
ρ
2
|divψε|2dx+ δ‖ψεt ‖2 + Cδ‖∇ψε‖2 + C|ψε|L2 , (5.29)
∣∣∣∣∫
Ω
Φε · ∇divψεdx
∣∣∣∣ = ∣∣∣∣∫
Ω
[(ρεuε − ρu) · ∇ψε + (ρεuε − ρu) · ∇u]∇divψεdx
∣∣∣∣
≤ C‖(φε, ψε)‖2H1 +
∣∣∣∣∫
∂Ω
((ρεuε − ρu) · ∇u) · ndivψεdσ
∣∣∣∣
≤ C (‖(φε, ψε)‖2H1 + |(φε, ψε)|L2) , (5.30)
and
ε
∣∣∣∣∫ ∇× (∇× ψε) · ∇divψεdx∣∣∣∣ = ε ∣∣∣∣∫
∂Ω
n× (∇× ψε) · ∇divψεdσ
∣∣∣∣
= ε
∣∣∣∣∫
∂Ω
(Bψε +Bu− n× ω) ·Π(∇divψε)dσ
∣∣∣∣ ≤ Cε(1 + |ψε|H 12 ) |divψε|H 12
≤ Cε‖divψε‖H1(1 + ‖ψε‖H1) ≤ C(ε+ ‖ψε‖2H1). (5.31)
For the term involving Rε2. It follows from (5.28) and integrating by parts that∣∣∣∣∫ Rε2 · ∇divψεdx∣∣∣∣ ≤ C(1 + ‖∇divuε‖L∞)[‖φε‖‖ψεt ‖+ ‖(φε, ψε)‖2H1 ] + ε‖u‖H2‖∇divψε‖
≤ δ‖ψεt ‖2 + Cδ[‖(φε, ψε)‖2H1 + ε2] + Cε. (5.32)
Then the trace theorem implies that
|(φε, ψε, ξ)|L2 ≤ C
{
‖(φε, ψε, ξε)‖2H1 + ‖(φε, ψε, ξε)‖
2
3
L2
}
≤ C
{
‖(φε, ψε, ξ)‖2H1 + κ(ε)
1
2 + ε
1
2
}
. (5.33)
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Substituting (5.27) and (5.29)-(5.32) into (5.25) and using the (5.33), one has that
d
dt
( ∫
Ω
ρ
2
|divψε|2 + Rθ
2ρε
|∇φε|2dx
)
−R
∫
Ω
ρ∇ξε · ∇divψεdx+ 3
4
(2µ+ λ)ε‖∇divψε‖2
≤ δ‖ψεt ‖2 + Cδ
[
‖(φε, ψε, ξε)‖2H1 + κ(ε)
1
2 + ε
1
2
]
. (5.34)
Applying ∇ to (5.5)
3
, one can obtain that
ρε∇ξεt + ρε(uε · ∇)∇ξε + p∇divψε − κ(ε)∆∇ξε
= ε∇(2µ|Suε|2 + λ|divuε|2) +∇R˜ε3 −∇ρεξεt −∇(ρεuε)∇ξε −∇pdivψε, (5.35)
where
R˜ε3 = −ξεθt − (ρεuε − ρu) · ∇θ − (pε − p)divuε + κ(ε)∆θ. (5.36)
Multiplying (5.35) by ∇ξ
ε
θ
, one has that
d
dt
∫
Ω
ρε
2θ
|∇ξε|2dx+R
∫
Ω
ρ∇ξε · ∇divψεdx− κ(ε)
∫
Ω
∆∇ξε · ∇ξ
ε
θ
dx
≤ δε‖ψε‖2H2 + δ‖ξεt ‖2 + Cδ‖(φε, ψε, ξε)‖2H1 + Cδ(ε2 + κ(ε)2). (5.37)
It follows from integrating by parts and the boundary condition (5.8) that
−κ(ε)
∫
Ω
∆∇ξε · ∇ξ
ε
θ
dx ≥ κ(ε)
∫
Ω
1
θ
|∆ξε|2dx− Cκ(ε)‖∇ξε‖‖∆ξε‖ − Cκ(ε)
∣∣∣ ∫
∂Ω
∆ξε
n · ∇ξε
θ
dσ
∣∣∣
≥ 3
4
κ(ε)
∫
Ω
1
θ
|∆ξε|2dx− Cκ(ε)‖∇ξε‖2 − Cκ(ε)|∆ξε|L2
≥ 3
4
κ(ε)
∫
Ω
1
θ
|∆ξε|2dx− Cκ(ε)‖∇ξε‖2 − Cκ(ε)‖∆ξε‖ 12
L2
‖∆ξε‖ 12
H1
≥ 1
2
κ(ε)
∫
Ω
1
θ
|∆ξε|2dx− C‖ξε‖2H1 − Cκ(ε)
1
3
[
1 + κ(ε)2‖∇∆ξε‖2
]
. (5.38)
Substituting (5.38) into (5.37), one obtains that
d
dt
∫
Ω
ρε
2θ
|∇ξε|2dx+R
∫
Ω
ρ∇ξε · ∇divψεdx+ 1
2
κ(ε)
∫
Ω
1
θ
|∆ξε|2dx
≤ δε‖ψε‖2H2 + δ‖ξεt ‖2 + Cδ‖(φε, ψε, ξε)‖2H1 + Cκ(ε)
1
3
[
1 + κ(ε)2‖∇∆ξε‖2
]
+ Cδ(ε
2 + κ(ε)2). (5.39)
Combining (5.34) and (5.39), one has that
d
dt
(∫
Ω
ρ
2
|divψε|2 + Rθ
2ρε
|∇φε|2 + ρ
ε
2θ
|∇ξε|2dx
)
+
3
4
(2µ+ λ)ε‖∇divψε‖2 + 1
2
κ(ε)
∫
Ω
1
θ
|∆ξε|2dx
≤ δε‖ψε‖2H2 + δ‖ξεt ‖2 + Cδ
[
‖(φε, ψε, ξε)‖2H1 + κ(ε)
1
2 + ε
1
2
]
+ Cκ(ε)
1
3
[
1 + κ(ε)2‖∇∆ξε‖2
]
. (5.40)
It follows from Theorem 1.1 and (5.1) that
κ(ε)2
∫ t
0
‖∇∆ξε‖2dτ ≤ C <∞. (5.41)
Then, integrating (5.40) over [0, T2] and using (5.41), one gets (5.24). Thus, the proof of Lemma
5.2 is completed. 
Lemma 5.3 It holds that
‖∇× ψε‖2 + ε
∫ t
0
‖(∇× ψε)(τ)‖2H1dτ ≤ δ‖∇(φε, ψε, ξε)‖2L2
+ Cδ
∫ t
0
‖ψεt ‖2 + ε‖∇2ψε‖2dτ + Cδ
∫ t
0
‖(φε, ψε, ξε)‖2H1dτ + Cδ[ε
1
2 + κ(ε)
1
2 ], (5.42)
where δ > 0 will be chosen later.
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Proof: Multiplying (5.5)
2
by ∇× (∇× ψε) gives that∫
Ω
ρεψεt · ∇ × (∇× ψε)dx +
∫
Ω
∇(pε − p) · ∇ × (∇× ψε)dx+ µε‖∇× (∇× ψε)‖2
= (2µ+ λ)ε
∫
Ω
∇× (∇× ψε) · ∇divψεdx+
∫
Ω
Φ˜ε · ∇ × (∇× ψε)dx+
∫
Ω
R˜ε2 · ∇ × (∇× ψε)dx, (5.43)
where one has rewritten (5.5)
2
and
R˜ε2 = −φεut + µε∆u+ (µ+ λ)ε∇divu, and Φ˜ε = ρεuε · ∇ψε + (ρεuε − ρu) · ∇u.
Integrating along the boundary, one has that∣∣∣∣∫
Ω
∇(pε − p) · ∇ × (∇× ψε)dx
∣∣∣∣ = ∣∣∣∣∫
∂Ω
∇(pε − p) · (n× (∇× ψε))dσ
∣∣∣∣
=
∣∣∣∣∫
∂Ω
Π(∇(pε − p)) · [Bψε +Bu− n× ω]dx
∣∣∣∣ ≤ C [|pε − p|H 12 |ψε|H 12 + |pε − p|L2]
≤ C [‖(φε, ψε, ξε)‖2H1 + |(φε, ξε)|L2] . (5.44)
Note that the first term on the right hand side of (5.43) has been estimated in (5.31). It remains
to estimate the other terms of (5.43). By the same argument as the Lemma 6.3 of [25], one can
obtains that∫
Ω
ρεψεt · ∇ × (∇× ψε)dx ≥
d
dt
(∫
Ω
1
2
ρε|∇ × ψε|2dx+
∫
∂Ω
1
2
ρεψεBψε + ρεψε · (Bu− n× ω)dσ
)
− δ‖ψεt ‖2 − Cδ
(‖ψε‖2H1 + |ψε|L2) , (5.45)
∣∣∣ ∫
Ω
R˜ε2 · ∇ × (∇× ψε)dx
∣∣∣
≤ C‖(φε, ψε)‖2H1 +
∣∣∣ ∫
∂Ω
φεut · (n× (∇× ψε))
∣∣∣+ Cε‖u‖H3‖ψε‖H1 + Cε‖u‖H3 |∇ × ψε|L2
≤ δε‖∇× (∇× ψε)‖2 + Cδ
(
‖(φε, ψε)‖2H1 + |(φε, ψε)|L2 + ε
3
2
)
. (5.46)
and ∣∣∣ ∫
Ω
Φ˜ε · ∇ × (∇× ψε)dx
∣∣∣ ≤ C[‖(φε, ψε)‖2H1 + |(φε, ψε)|L2 ]. (5.47)
Then, combining (5.43), (5.44)-(5.47), one obtains that
d
dt
(∫
Ω
1
2
ρε|∇ × ψε|2dx+
∫
∂Ω
1
2
ρεψεBψε + ρεψε · (Bu− n× ω)dσ
)
+
1
2
µε‖∇× (∇× ψε)‖2
≤ Cδ‖ψεt ‖2 + Cδε‖∇2ψε‖2 + Cδ
(
‖(φε, ψε, ξε)‖2H1 + ε
1
2 + κ(ε)
1
2
)
, (5.48)
where we have used|(φ
ε, ψε, ξε)|L2 ≤ C‖(φε, ψε, ξε)‖
1
2
H1
· ‖(φε, ψε, ξε)‖ 12 ≤ δ‖∇(φε, ψε, ξε)‖2 + Cδ(ε 12 + κ(ε) 12 ),
|(φε, ψε, ξε)|2L2 ≤ C‖(φε, ψε, ξε)‖H1 · ‖(φε, ψε, ξε)‖ ≤ δ‖∇(φε, ψε, ξε)‖2 + Cδ(ε
3
2 + κ(ε)
3
2 ),
(5.49)
which are consequences of the trace theorem and (5.9). It follows from (2.2) that
‖∇× ψε‖2H1 ≤ C1
(
‖∇× (∇× ψε)‖2 + ‖div(∇× ψε)‖2 + ‖∇× ψε‖2 + |n× (∇× ψε)|2
H
1
2
)
≤ C1(‖∇× (∇× ψε)‖2 + ‖∇ × ψε‖2 + |Bψε|2
H
1
2
+ |(Bu)τ − n× ω|2
H
1
2
),
≤ C1(‖∇× (∇× ψε)‖2 + ‖ψε‖2H1 + C), (5.50)
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Substituting (5.50) into (5.48) yields that
d
dt
(∫
Ω
1
2
ρε|∇ × ψε|2dx+
∫
∂Ω
1
2
ρεψεBψε + ρεψε · (Bu − n× ω)dσ
)
+ c1ε‖∇× ψε‖2H1
≤ Cδ‖ψεt ‖2 + Cδε‖∇2ψε‖2 + Cδ
(
‖(φε, ψε, ξε)‖2H1 + ε
1
2 + κ(ε)
1
2
)
, (5.51)
Integrating (5.51) over [0, t] and using (5.49), one gets (5.42), respectively. Therefore, the proof
of Lemma 5.3 is completed. 
Proof of Theorem 1.5: It follows from (2.1) that
‖ψε‖2H1 ≤ C
(
‖∇× ψε‖2 + ‖divψε‖2 + ‖ψε‖2 + |ψε · n|
H
1
2
)
≤ C (‖∇× ψε‖2 + ‖divψε‖2 + ‖ψε‖2) , (5.52)
and
‖ψε‖2H2 ≤ C
(
‖∇× ψε‖2H1 + ‖divψε‖2H1 + ‖ψε‖2H1 + |ψε · n|H 32
)
≤ C (‖∇ × ψε‖2H1 + ‖divψε‖2H1 + ‖ψε‖2H1) . (5.53)
While (5.5)2 and (5.5)3 imply that{
‖ψεt ‖2L2 ≤ C
(‖(φε, ψε)‖2
H1
+ ε2‖∇2ψε‖2
L2
+ ε2
)
,
‖ξεt ‖2L2 ≤ C
(‖(φε, ψε)‖2H1 + κ(ε)2‖∆ξε‖2L2 + ε2 + κ(ε)2) . (5.54)
Then, collecting (5.42), (5.54), (5.52)-(5.53), (5.24), (5.9) and choosing δ suitably small, one
obtains that
‖∇(ψε, φε, ξε)‖2 + ε
∫ t
0
‖ψε(τ)‖2H2dτ + κ(ε)
∫ t
0
‖∆ξε(τ)‖2dτ
≤ C
∫ t
0
‖∇(φε, ψε, ξε)(τ)‖2dτ + C[ε 12 + κ(ε) 13 ],
which, together with the Gronwall’s inequality yields immediately that
‖∇(ψε, φε, ξε)‖2 + ε
∫ t
0
‖ψε(τ)‖2H2dτ + κ(ε)
∫ t
0
‖∆ξε(τ)‖2dτ ≤ C[ε 12 + κ(ε) 13 ]. (5.55)
Then, (5.9) and (5.55) imply (1.29)-(1.30). On the other hand, (1.31) is an immediately
consequences of (1.29), (5.1) and (5.3). Thus, the proof of Theorem 1.5 is completed. 
6 Appendix
We have the following Lemma whose proof can be found in Appendix of [25]:
Lemma 6.1 Consider h a smooth solution of{
a(t, y)[∂th+ b1(t, y)∂y1h+ b2(t, y)∂y2h+ zb3(t, y)∂zh]− ε∂zzh = G, z > 0,
h(0, y, z) = h0(y, z), h(t, y, 0) = 0,
(6.1)
for some smooth function a(t, y) satisfies c1 ≤ a(t, y) ≤ 1c1 and vector fields b = (b1, b2, b3)t(t, y).
Assume that h and G are compactly supported in z. Then, one has the estimate:
‖h‖H1,∞ . ‖h0‖H1,∞+
∫ t
0
‖1
a
‖L∞‖G‖H1,∞dτ+
∫ t
0
(1+‖(1
a
, b)‖L∞)(1+
2∑
i=0
‖Zi(a, b)‖2L∞)‖h‖H1,∞dτ. (6.2)
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