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Abstract 
In this study an analysis of the long-term equilibrium relationship between economic growth 
measured as real GDP growth and private capital inflows is explored. The link between private 
capital inflows and economic growth is well-documented in the literature. However, a void in the 
literature relates to examining the cointegrating relationship between private capital inflows and 
economic growth particularly for South Africa. It is widely claimed that private capital inflows 
foster economic growth by closing the savings/investment gap. However, clarity on this point is 
necessary because of the seemingly unclear nature of the relationship in the literature. The exact 
form of this relationship as well as the nature of capital flows that could impact on real growth 
requires further investigation. Moreover, what exactly happens to this relationship in an 
economic crisis such as recently recorded in the global financial crisis is not clear. The analysis 
is undertaken by employing cointegration and vector error correction modeling approach using 
quarterly data for the period 1989q4-2009q4. This study employs the Johansen (1998) 
cointegration test. This technique distinguishes itself since it establishes the long run 
relationship between variables. Thereafter, residual diagnostic checks are performed on the 
variables. Our results show among others, that private capital inflows have impacted positively 
on the growth of the South African economy. The areas for further research that emerge from 
this study include the effect of some government policies on economic growth that should also 
receive more attention in the future since political instability slows down investment.  
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                                                         CHAPTER ONE 
 
 
1.1 BACKGROUND INFORMATION 
It is well accepted that foreign capital influences the course of the real economy, and this 
accounts for the popularity of the subject of capital flows in academic and official policy 
discourse. Several studies have verified the pivotal role of private capital flows in promoting 
economic performance. For instance, Borensztein et al (1998) put forward that the existence of 
foreign capital inflows may supplement local savings and promote capital accumulation; hence 
implying that any limitations in private investment are minimized.  
 
An economy that is healthy and vibrant needs a financial system that transfers funds to economic 
agents who have the majority of productive investment opportunities. Prior to the advent of the 
global financial crisis, real GDP growth in South Africa averaged 3% between 1994 and 2003 
and moved to 4 – 5% between 2004 and 2007 before falling to less than 3% between 2008 and 
2010. ‘The factors that drive South Africa’s economic growth have been linked to increased 
short-term, foreign portfolio capital flows. Over the years, this ensured the supply of credit and 
greater liquidity to the private sector,’ (Seeraj, 2008:13).  
 
Together with increased access to credit, these inflows led to greater speculation in financial and 
real estate markets and accelerated consumption growth, which may not have led to increased 
real investment. However, with the onset of the global financial crisis, the SA economy like most 
Western economies has also suffered some reversals. Real GDP growth fell drastically from the 
pre-crisis level to less than 3% between 2008 and 2011. The role of capital flows in the observed 
behavior of the economy is yet to be investigated in any study. Although private capital inflows 
may seem attractive, some types may have risky outcomes that may be detrimental to real 
economic activity. Alejandro (1977) stated that certain types of capital inflows might impact 
welfare losses to recipient countries due to distortions in production and consumption patterns. 
McKinnon & Pill (1997) concluded that in the case where moral hazard problems exist; domestic 
banks may indulge in excessive lending financed by foreign funds and as a consequence harm 
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economic growth. Calvo et al (1998) found that negative swings in foreign capitals may lead to 
bankruptcies and jeopardize domestic credit channels hence making local human capital 
obsolete. Sudden reversal of inflows can hinder growth in countries that depend heavily on 
foreign investment. This sudden reversal of private capital flows was one major factor in the 
explanation of the Asian crisis, (Sachs & Radelet, 2000). 
 
South Africa has an ideal economy for this study because of its sound financial institutions 
following the liberalization of its financial markets in 1995. This approach fueled its economic 
growth by attracting foreign investment. It is also expected that the country’s trade and exchange 
control liberalization constitute channels for the attraction of foreign capital flows. Thus, unlike 
many SSA countries, finance and trade liberalization may not have constituted serious 
impediments to growth. This enables us to zero down on other factors such as capital flows.  
 
The impact of sanctions and disinvestment campaigns in South Africa led to a decline in Foreign 
Direct Investment (FDI) to only 8 per cent at the start of 1990s. However, renewed inflows of 
FDI reversed this decline with the stock rising to an average of 32 per cent of GDP between 1999 
and 2008. Portfolio equity investment by non-residents rose from 7 per cent of GDP in 1994 to 
37 per cent in 2007 before declining to 26 per cent during the global crisis of 2008, (Leape et al, 
2010). 
 
This study seeks to shed light on the link between different types of capital flows and economic 
growth and examine the likely consequences of a slowdown of private capital flows due to the 
global financial crisis in the South African economy. The study helps to fill the gap in existing 
literature in the following aspects. The study enables us to identify the role of different types of 
capital flows in economic growth in South Africa. For instance, it has been argued that FDI has a 
stimulative impact on economic growth. If this is found to be so, policy makers will need to 
examine the institutional factors that may hinder the flow of this category of capital in the South 
African context. In order to benefit more from different types of foreign capital (FDI, portfolio 
investment and foreign debt), a well-developed stock market must first be in place. Hence, the 
outcome of this study may be helpful for providing a framework for future financial markets 
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policy developments in South Africa in the face of the volatility of the financial market and 
current economic conditions.  
 
1.2 PROBLEM STATEMENT 
As the global financial crisis deepened, South Africa was not an exception as some of South 
Africa’s vulnerabilities started to surface. The country battled with high unemployment rate. The 
already gloomy youth unemployment situation has been exacerbated by the global financial 
crisis. Some firms in mining, manufacturing and automobile industries retrenched significant 
number of workers in the first quarter of 2009. The job losses led to 1.6 % rise of unemployment 
rate from the fourth quarter of 2008 to 23.5% in the first quarter of 2009, (Quarterly Labour 
Force Survey,2009) 
 
Following the liberalization of its financial markets in 1995, South Africa had hopes of fuelling 
its economic growth by attracting foreign investment. Sanctions were removed and this attracted 
most investors’ attention. It was clear that the country’s trade and exchange control liberalization 
would not be sufficient to encourage greater levels of capital inflows but rather a broad range of 
policies at both macro and microeconomic levels were required to create an environment that is 
conducive for private investment. 
 
However, with the onset and subsequent intensity of the global financial crisis, portfolio equity 
flows slowed down, consistent with the sharp falls in stock markets in South Africa, (Macias & 
Massa, 2009). Developing countries such as South Africa with large trade deficits, and that are 
dependent on short-term foreign capital inflows to finance trade deficits, are more vulnerable to 
the global credit crunch. This study therefore tries to explore the extent to which South Africa’s 
growth might have been adversely affected by the private capital inflow channel. Thus, this study 
will attempt to answer three questions. First, do private capital inflows have real impact on 
economic growth in South Africa? Secondly, if they do - what are the various components of 
capital flows that affect growth? Thirdly, what are the likely implications of the recent global 
financial crisis for capital flows to South Africa? 
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1.3 OBJECTIVES OF THE STUDY 
 
GENERAL OBJECTIVES 
The prime objective of this study is to examine empirically the contribution of private capital 
flows to economic growth in South Africa. 
SPECIFIC OBJECTIVES 
 To examine the trends in the flow of FDI, cross- border bank lending, bond flows and 
portfolio equity flows to South Africa between the periods 1980 to 2009. 
 To econometrically determine the impact of FDI flows, cross-border lending, bond and 
equity flows on real economic growth in South Africa. 
 Based on empirical findings assess the policy implications of private capital inflows on 
economic growth. 
 
1.4 RESEARCH HYPOTHESIS 
The hypothesis to be tested is that:  
Private capital flows do not contribute to real economic growth in South Africa. 
 
 
1.5 JUSTIFICATION OF THE STUDY 
This study helps to fill the gap in existing literature in the following aspects. The impact of the 
global financial crisis on the financial markets has not been fully articulated in South Africa. 
However, in spite of the arguments on decoupling in the real sector, South Africa may have 
already been feeling the secondary impact of the crisis especially the decline in financial inflows. 
Private capital inflows were very robust up to the first half of 2008 but started to drop from the 
third quarter. Like many SSA countries, South Africa witnessed some slowdown in portfolio 
equity flows which manifested in some sharp fall in the JSE All Share index in 2008 (-25.70 per 
cent). Two factors were responsible for the decline in direct and portfolio investment: first there 
was a reduced capability to invest and second a reduced propensity to invest. Credit conditions 
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became tighter making it more difficult and expensive to invest in foreign operations. Gloomy 
growth prospects especially globally and increased risk aversion led to a decline in investors’ 
appetite for risk. 
The global slump in economic growth may have contributed to the fall in investors demand in 
the bond and equity markets in South Africa. Recently, the Trade Association for the Emerging 
markets, (EMTA, 2000) highlighted that South African bond volumes fell from $492 billion in 
2007 to $337 billion in 2008. While FDI inflows are supposed to remain more stable than 
portfolio flows, the impact of the crisis on FDI is also becoming a real concern with the 
postponement or outright cancellation of some planned investments. For example, the proposed 
takeover of a South African mining conglomerate by Xstrata was abandoned in the wake of the 
crisis. Thus in the context of the crisis, a drop of FDI and cross-border bank lending may 
constitute another channel through which the crisis is likely to negatively affect South Africa.  
 
1.6 OUTLINE OF STUDY 
The study is divided into six chapters. Chapter 1 provides the introductory chapter and lays the 
context of the research and also identifies the goals of the study. Following the introduction is 
chapter 2 which outlines the background to the South African economy, as well as the historical 
trend of private capital flows. We also outline the specific types of private capital flows. Chapter 
3 looks at the theoretical framework and examines existing literature on the subject, from both a 
global and a South African perspective. Chapter 4 looks at the methodology adopted for the 
study- whereby a Vector Error Correction Model (VECM) is used to analyze the link between 
private capital flows and economic growth. Chapter 5 presents the estimation and interpretation 
of results. In concluding, Chapter 6 contains a summary of findings of the study, and policy 
recommendations. Areas for further research on the subject are also articulated in this chapter. 
 
 
 
 
 
16 | P a g e  
 
                                                       CHAPTER TWO 
 
BACKGROUND OF PRIVATE CAPITAL INFLOWS 
 
2.1 INTRODUCTION  
According to Chowdhury (1998), leading economists have given emphasis to the fact that the 
cornerstone of economic growth is physical capital accumulation and that low investment rate is 
the key difference between a developed and underdeveloped economy. Economic growth in 
developing countries that lack strong domestic financial systems seems to be lagging behind and 
one of the key ingredients to success in such countries is the access to foreign capital for both 
private and government investment. On the same note, depending entirely on foreign capital 
brings risks associated with the volatility of foreign capital inflows. Examples of risks to 
economic health resulting from such volatility include high unemployment and insufficient 
international financing for developing countries. Many economists believe that Africa’s banking 
system is not threatened by the current global financial crisis but the region could see a decrease 
in private investment flows and compromise the financing of many infrastructure projects, 
(Rusike, 2007). 
Foreign private capital flows to developing countries fall into three main forms namely bond 
finance, bank loans and foreign investment, (Akyuz, 2009). Bond finance involves developing 
countries issuing bonds to foreign investors and they can be denominated in the domestic or 
foreign currency. In addition, when developing countries cannot raise capital through selling 
bonds, they can decide to borrow from commercial banks and such bank loans can be short-term 
or long-term. Lastly, foreign investment occurs when a multinational company acquires 
domestically owned business and this gives multinationals ownership and control over 
businesses they set up and acquire, (Jones, 2005). 
This chapter focuses on the trends of private capital inflows in Sub Saharan African countries, 
the macroeconomic environment in South Africa, composition of private capital inflows and the 
role they play in closing the savings-investment gap in the country. Trends of private capital 
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inflows in South Africa and constraints to their free movement will also be highlighted in this 
chapter. 
 
2.2 ARE PRIVATE CAPITAL INFLOWS VEHICLES FOR ECONOMIC GROWTH? 
Private capital inflows play a significant role in steering economic growth and it is quite clear 
that both international trade and private capital inflows have almost the same benefits in the 
sense that an open trading system and capital liberalization results in capital flowing where there 
is enormous return, sharpening motivation to save and invest and for this reason promoting 
economic growth, (Singh, 2002). FDI brings about transfer of technology and management skills 
that in turn pressurizes local companies to compete with foreign investors or among themselves  
thus boosting domestic productivity, (Helleiner, 1997).While South Africa’s history of apartheid-
induced isolation and limited its appeal as an international investment destination for much of the 
1980s and early 1990s, the introduction of a new democratic government brought along hopes of 
sailing into a period of significant foreign investment interest, (Camerer, 2009).  
 
In addition, FDI supports privatization in channeling investment into infrastructure improvement. 
Private flows also add to enhanced depth and efficiency of financial markets which sequentially 
lend a hand in resource distribution thus ensuring strong knock on effects for growth and 
investment, (Jones et al, 1999). Bosworth & Collins (1999) highlight that FDI, foreign loans and 
portfolio investment may trim down interest rates or increase credit available to fund new 
domestic investment and following this point, a study by Harrison & McMillan (2004) found out 
that FDI in particular eases the financing constraints of firms in developing countries and that 
this effect is stronger for low-income than for high-income regions. Loans and portfolio flows 
also contribute to the deepening and broadening of financial markets. Like any other capital 
inflow, FDI possesses a liquidity component that enables it to increase the total supply of savings 
to fund investment and also assist in making the exchange rate stronger and investment goods 
more affordable since it acts as a foreign currency inflow, (Mileva, 2008). 
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2.3 MAJOR CRITICS OF PRIVATE CAPITAL INFLOWS 
Private capital inflows might carry many benefits to the recipient country but they do not flow in 
a vacuum and they are prone to economic distortions that prevail in the business atmosphere. 
Corruption plays a key role in the movement of capital flows; the occurrence of microeconomic 
alterations in the economy can exaggerate and misdirect flows. A good example is when South 
Africa pursed capital account liberalization; this was an attempt to overcome the interference by 
government policies that might be detrimental to the performance of the capital account. Private 
capital inflows also greatly complicate macroeconomic management particularly where capital 
flows are volatile; capital account liberalization reduces the ability of domestic monetary 
authorities to set a monetary policy which is independent of international interest rates, 
(Bosworth, 1999). 
 
The impossibility of simultaneously maintaining free capital flows, monetary autonomy and 
fixed exchange rate leaves policy makers with complicated choices to make when faced with 
surges in capital flows or their sudden reversal. Variation in capital flows can expose weak spots 
in domestic banking system and this may not be attractive to potential investors especially when 
domestic banks rely on borrowed funds from foreign countries, (Keidel, 2004).  
In addition, large capital inflows can cause appreciation of the real exchange rate, which along 
with interest payments for servicing debt may lead to increases in the current account deficit. All 
of these raise concern for countries that have introduced trade reform policies to increase their 
integration into the world economy; a good example is South Africa. The appreciated real 
exchange rate caused by sudden capital inflows can interrupt the supply response of export-
oriented sectors and increase competition for import-competing sectors. Large capital inflows 
can work at cross purposes with the liberalization of trade and may weaken the reliability of 
trade reforms thus slowing down improvement in long-run external competitiveness by eroding 
the profitability of the traded-goods sector, (Chowdhury, 1998). Based on data from 36 African 
countries, 22 countries experienced currency appreciation between 2002 and 2007 resulting from 
aid and other capital inflows, remittances, and high earnings from tourism and non-oil 
commodity exports (ECA, 2008). 
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Hossain (1998) notes that development for countries that have price stability as their major 
objective (e.g. South Africa and inflation targeting framework), huge capital inflows raise 
concern due to the monetization effect of capital inflows on inflation. According to Murshid et al 
(2001), large inflows of capital can create pressures that lead to inflation, real appreciation of the 
exchange rate, lower domestic saving, and a reduction in the domestic interest rate or the cost of 
capital. The impact depends on the volume of flows, the macroeconomic policy framework, the 
microstructure of the flows, and incentives in the financial sector, (World Bank, 2010). It is 
therefore important that capital flows be channeled to worthwhile investment as this reduces the 
effect they will have on exchange and interest rates and it is the duty of the government to 
sterilize these flows by monetary intervention but this practice has generally proved difficult to 
sustain although it can pave some leeway through which other policies can be implemented, 
(World Bank, 2007).                                                                                  
 
2.4 PRIVATE CAPITAL INFLOWS TO SUB- SAHARAN AFRICA 
The relationship between capital flows and investment has also varied across regions. In 
particular, private capital flows are seen to have been strongly associated with higher domestic 
investment in Sub-Saharan Africa (World Bank, 2009). Indeed, the relationship in this region has 
been even stronger than in East Asia and Pacific or in Latin America and the Caribbean. This 
regional variation reflects differences in both the composition of capital flows and the extent to 
which countries are integrated with the world economy. According to Griffith et al (2001) Latin 
America and East Asia have received a larger share of portfolio flows in their total capital flows 
than Sub-Saharan Africa. It is also noted that the association between portfolio flows and 
domestic investment is relatively weak. East Asia and Latin America are more integrated into the 
global economy than other regions and thus enjoy expanded opportunities for holding foreign 
assets while also relying more on foreign exchange reserves and foreign assets to cope with the 
volatility of capital flows. Finally, in contrast to East Asia, capital flows into Latin America are 
associated with increased consumption, reflecting Latin America’s generally low propensity to 
save. 
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According to IMF (2008a), private capital flows into SSA have experienced an unusual increase 
since the early 2000s with private equity and debt inflows reaching $53 billion in 2007. The 
years 2000 to 2007 witnessed many potential investors in search of higher yields. Global 
liquidity was also abundant during this period as growth was robust from the mid 1990s. Most 
SSA countries like South Africa reinforced their macroeconomic performance and this resulted 
in a more conducive business environment. Political uncertainty in SSA decreased since most 
countries followed the route to democracy and the relaxation of the tight capital controls added 
to the attractiveness of SSA. This contributed to an increase in real GDP from about 6% in 1996 
to almost 8% in the year 2006. 
FIGURE 2.1 : REAL GDP GROWTH IN SSA, 1990 – 2007 ( % ) 
 
Source: IMF World Economic Outlook Database, (2009). 
There was a considerable expansion of international banking activity in SSA from 2004. Total 
foreign claims on SSA economies held by banks reached a value of about $205 billion by the end 
of 2007. Furthermore, bond flows to SSA increased by $7.13 billion from 2006 to 2007, with 
Nigeria, Ghana, Gabon and the Seychelles issuing bonds internationally for the first time. In 
addition, portfolio equity flows reached $15billion in 2006 and almost 88% of these flows went 
to South Africa, but other countries with established and relatively more developed stock 
markets, like Botswana, Cote d’lvoire, Ghana, Mauritius and Kenya, also experienced increases 
in portfolio flows, (World Bank, 2008).  
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Figure 2.2 Net FDI inflows to SSA, 2000 – 2007 (US$ millions) 
 
Source: Macias & Massa, 2009. 
As shown in the figure above, net FDI inflows to SSA grew progressively, from $13billion in 
2004 to about $33billion in 2007. This was a fairly large increase and this also clearly outlines 
boosted investors’ confidence in SSA countries. The surge of private capital flows into SSA 
brings along many benefits to the region and a good example would be allowing beneficiary 
countries to sponsor further investment than can be attained by domestic saving. They may also 
increase the effectiveness of  Sub Saharan African countries by facilitating the transfer of 
technology and managerial expertise, improving resource distribution, reducing the cost of 
raising capital and strengthen domestic competition. 
 
2.5 THE GLOBAL FINANCIAL CRISIS AND CAPITAL INFLOWS TO SSA. 
SSA has not been immune from the global financial crisis and it might still be feeling the 
secondary effects. IMF 2009a, observed that financial inflows were drying up since many 
foreign investors fled to more liquid assets such as Treasury bonds with the onset of the crisis. 
The attractiveness of SSA equity markets vanished and many bond issuance plans were put on 
hold. For instance, Ghana cancelled plans for a $300 billion debt issue owing to poor global 
market conditions and Tanzania postponed plans to issue a debut Eurobond totaling at least 
$500million until market conditions improved. According to IMF (2008b), not a single sub 
Saharan African foreign currency denominated bond (Eurobond) came to the market in 2008, 
compared with a value of $6.5 billion in 2007. 
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FDI inflows are relatively more stable than other private capital flows. FDI inflows were $53 
billion in 2007 and $61.9 billion in 2008. FDI regularly reacts to growth with a lag and so it is 
not surprising that the full impact of the crisis on flows to Africa will be felt more in the years 
following the crisis, (UNCTAD, 2008). Despite the fact that SSA countries are not heavily 
reliant on credit from foreign banks; some countries had started to witness the signs of a slump in 
foreign claims from the third quarter of 2008, (Macias & Massa, 2009). The slowdown and 
setback in portfolio equity flows in SSA countries were consistent with the sharp fall of their 
stock markets. 
 
Other types of private capital flows were also affected. In the Democratic Republic of Congo 
most of the foreign mining companies postponed investment plans and the world’s largest steel 
company (Arcelor Mitta) suspended an iron-one project in Liberia. The drying up of these 
sources of external finance may have affected growth and development in the region. This 
situation raises concerns, especially for countries like South Africa that depend on inflows of 
private capital to cover up their current account deficits. 
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FIGURE 2.3 NET PRIVATE CAPITAL FLOWS TO DEVELOPING COUNTRIES. 
 
 
Source: Economic Commission for Africa, (2007). 
Like FDI, foreign bank lending to developing countries had witnessed a large upswing in the 
1990s until the Asian crisis. Bank lending was assumed to be more stable than capital market 
financing; however, recent experience has shown that the dominance of short-term loans makes 
it easy for banks to rapidly retrench.  Research shows that one third of international bank lending 
is short-term and this proportion had risen in the first half of the 1990s. Since bank lending  is 
substantially more volatile than FDI and portfolio flows especially in a period of turbulence 
(World Bank, 2003 and World Bank, 2004), developing countries  that have, in the past, relied 
heavily on borrowing from foreign banks to finance the growth of their domestic market may 
suffer more  from the current financial crisis, (Sachs & Radelet, 2000). 
 
2.6 NATURE OF PRIVATE CAPITAL INFLOWS IN SOUTH AFRICA 
During the 1990s, South Africa came out of the political wilderness and since then government 
policy has been firmly committed to encouraging foreign investment by bringing in policies to 
ease the way for property investors. The South African government had hopes that a huge share 
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of the capital required for domestic investment, employment creation and development of the 
economy would come from foreigners and within this approach, the government’s policies on 
capital controls did not make any distinction between long-term foreign direct investments and 
short-term capital flows, (Seeraj, 2003). Moreover, while the door was opened for capital 
movements in both directions, it so happens that, subsequently, inflows have exceeded outflows 
quite substantially clearly showing that South Africa’s confidence demonstrated by liberalizing 
capital flows has been rewarded, (Rusike, 2007). 
 
South Africa is unique in its own way considering the change in the composition of net capital 
flows. The country was affected by lack of enthusiasm by the banks to lend to developing 
countries after the international debt crisis of the 1980s, (Mavrotas, 1997). It is quite clear from 
the figures below that the period before 1985 showed that net other investment flows, which 
includes bank lending, was the largest part of net capital flows.Net other investment flows were 
substituted by a surge in net portfolio investment flows and to a lesser extent net direct 
investment flows. South Africa also experienced a surge in portfolio flows and some increases in 
direct flows, (Seeraj, 2005). 
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FIGURE 2.4 NET CAPITAL FLOWS BY TYPE AS PERCENTAGES OF GDP IN 
SOUTH AFRICA 
 
 
 
Source: Seeraj, (2005) 
 
From the period 1986 to 1993 net capital flows as a percentage of GDP was negative and signs 
of recovery were only visible when South Africa had its democratic elections in 1994. There was 
growth in net portfolio flows as a percentage of GDP from 1990 and for the period 1994 to 2000 
direct investment was an undersized share of total capital inflows in South Africa. However, the 
year 2001 witnessed a considerable fall in net portfolio flows and net direct investment 
dominated in the total of capital inflows. Net capital flows were unstable during the 1990s 
mainly due to the movements of short-term portfolio flows, (Hodge, 2005).  
 
After the democratic elections South Africa became an attractive option for institutional 
investors looking to expand their portfolios to include Sub-Saharan Africa, (Seeraj, 2003). The 
main reason behind the movement of capital to certain developing countries is the belief by 
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investors that economic reforms would lead to environments where they can earn good returns 
on their investments. “The new South African government made a concerted effort to attract 
capital flows by assuring credit rating agencies, financiers and potential investors that it could 
maintain strong macroeconomic fundamentals and implementing other reforms such as trade 
liberalization,” (Seeraj, 2003:12). There was a rapid rise in portfolio flows into South Africa 
after 1994 and in 1999, net portfolio flows were 42% of exports and 6% of GDP. Historically 
most portfolio inflows (liabilities) into South Africa went to the public sector but during the 
period 1995 until the 2001 currency crisis the bulk of portfolio inflows went to the private sector. 
In 2003, portfolio inflows to the private sector were positive and by 2004 and 2005 they had 
grown much larger than portfolio inflows to the public sector. The sharp reversal in portfolio 
flows in the year 2000 led investors to realize that a drop in the value of the rand was coming and 
by the end of 2001 portfolio inflows crashed and the rand to US dollar exchange rate dropped by 
35%, (Wakeford, 2006). 
 
Ultimately, South Africa’s political democratization in 1994 saw its re-integration into the world 
economy. The country’s proximity, sophistication and market size gave strong natural 
comparative advantages and as a result the country took the lead in the SSA region, (Leape et al, 
1999). However, the question that remains unanswered is that with the surge in private capital 
flows in South Africa, to what extent was the capital formulated fully and efficiently utilized. 
 
2.7 INVESTMENT AND SAVING IN SOUTH AFRICA 
South Africa’s low national savings and the recurrence of high current account deficits, financed 
mostly through volatile portfolio flows, will resurface as the major cause for macroeconomic 
concern over the medium term. With a shortfall in national savings to cover its domestic 
investment, South Africa has had to rely on fairly large current account deficits. According to 
Nordas (2001), South African national savings rates have been on the decline ever since the 
1990s and this fact has resulted in the country’s fairly low rate of fixed-asset investment, which 
in turn affected the economy’s general productive capacities and its capability to breed trade 
surpluses, over and above creating the demand for large short-term capital flows to reimburse 
usual current account imbalances. However, with this low savings rate; there is a great need to 
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introduce global partnership for development by attracting foreign investment to close the gap 
between savings and investment. One way to close this gap is through the injection of private 
capital inflows into the economy which will result in increased capital formation to finance new 
investment projects, (Lewis, 2001). Financing them requires foreign investment, which, by and 
large, has been sufficient despite the fact that it is deeply biased toward portfolio flows rather 
than FDI which is a more reliable source of foreign d investment, (World Bank, 2011).  
Between the years 2002 and 2008 portfolio investment by foreigners averaged 2.4 percent of 
GDP, as compared to FDI which had only 1.5 percent. This is a clear contradiction to other upper 
middle income countries, where FDI inflows over 2002–08 were more than 5 percent of GDP, 
roughly four times more than the portfolio inflows. The composition of FDI and portfolio flows 
matters for the recipient country, particularly one as savings-starved as South Africa. FDI is far 
more reliable as a source of external financing. As seen in the global crisis, in times of financial 
distress, sharp swings in market sentiment can suddenly reverse portfolio flows, with potentially 
damaging consequences for income growth (Levchenko & Mauro 2007; Tong & Wei 2011).  
Other studies reveal that the macro/financial risks adversely affect both FDI and portfolio flows, 
while secure property rights exert a positive effect as well as biasing the composition of capital 
inflows toward FDI, (Gwenhamo & Fedderke 2010). Generally, policies that ensure 
macro/financial risks remain low and make property rights more secure would assist in South 
Africa’s mission to get higher and more broad-based FDI inflows, targeting not just its natural-
resource and capital-intensive sectors but also green field labour-intensive ones. Productivity 
enhancements, consecutively, will raise GDP growth and attract private investment, at the same 
time lessening the burden on investment and saving to support higher growth. At the same time 
as higher savings rates will need to underpin higher growth over the long run, higher incomes, 
especially in the midst of the lower end of the income spectrum, will raise the level of savings, 
(World Bank, 2011). The gradual increase in domestic savings and the growing ability to catch 
the attention of private foreign capital will in the long run lessen the need for foreign aid, (Van 
der Merwe et al, 2010).  
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2.8 TRENDS OF PRIVATE CAPITAL INFLOWS IN SOUTH AFRICA. 
 
Generally private capital inflows in South Africa were fairly low in the 1980s but rose slightly in 
the 1990s due to negotiations of trade liberalization. Trade liberalization then took its full effect 
resulting in a sharp increase in private capital inflows from the year 2000 up until the year 2007 
when they began to fall again because of the global financial crisis which led to many investors 
withdrawing their funds. Fortunate enough for South Africa, capital flows such as FDI proved to 
be more stable despite the effects of the crisis and figure 2.8.1 below shows the trends of FDI 
from 1980 to 2010. 
 
2.8.1 FOREIGN DIRECT INVESTMENT (FDI) 
Direct investment is that category of international investment which reveals the intention of an 
investor in one country to obtain an enduring interest in an enterprise in a foreign country. When 
investors invest in a country, jobs are created and wages are paid but these wages are used to 
purchase basic needs and this is also income for other individuals hence the multiplier effect that 
allows FDI to benefit the whole economy, (Branco, 2004). 
 
FIGURE 2.5 TRENDS IN FDI FROM 1980 TO 2009 IN SOUTH AFRICA 
 
Source: Department of Trade and Industry (DTI), 2010 
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As shown in the graph, FDI inflows in the period 1980 to 1990 were very low and insignificant 
changes occurred during this period due to disinvestments of the 1980s that responded to the 
political isolation of the apartheid rule. South Africa received very little FDI from 1985 to 1993 
which fluctuated below R33 million, (Business Map report, 2002:1). However, in the period 
1990-3, negotiations had begun between the liberation movement and the apartheid government 
and economic isolation of South Africa eased from 1990 probably in expectation of the 
democratictrans formation.  
 
According to Clark & Borgran (2003:340), throughout the apartheid era, South African 
economic policies were not conducive to FDI since there was extensive state involvement in the 
economy. Since FDI inflow prior to 1994 was exceptionally low much focus will be on the 
period after 1994 where there was a gradual increase as shown in the figures above. Clearly, this 
was a product of the openness of the economy. In 1997 Telkom participated in the partial 
privatization and there was a large increase from R3.104 billion in 1998 to R9.184 billion in 
1999, (Rusike, 2007).Prior to 1990, even though FDI stocks were relatively low, they exceeded 
portfolio investment stocks by a sizable margin mainly because portfolio investment favors 
economies that have efficient financial markets so this was not the case in the period before the 
liberalization of financial markets in South Africa, (Fedderke, 2010).  
 
However, in the post-1990 period portfolio investment stocks outweighed FDI stocks following 
the relaxation of capital controls. There was only one exception in the composition of private 
capital inflows in the post liberalization period whereby FDI inflows grew much faster than 
portfolio investment. This was shown by a sharp growth in FDI between the period 1999 and 
2001 and this was so because four of South Africa’s biggest Multinational Corporation (MNCs) 
moved their major listing from the Johannesburg Stock Exchange to the London Stock 
Exchange, (Gwenhamo, 2010). However, in the 1990s, South Africa regained its strength 
although growth was slow to come, the liberalization of financial markets resulted in an 
acceleration of FDI inflows as this trade reform boosted investors’ confidence as they felt it was 
safe to invest in South Africa which had now relaxed capital controls and safer financial markets 
to invest in.  
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Furthermore, owing mainly to the restructuring of the corporate relationship between the Anglo 
American Corporation, the De Beers Mining Company and the accompanying net inflow of 
direct investment capital in the second quarter of 2001, a net inflow of R85,9 billion in foreign 
direct investment capital was recorded in 2001 as a whole. Despite the fact that FDI was 
generally increasing for developing countries, in 2005 there was a sharp increase from around 
$17billion to $31billion and South Africa was the largest beneficiary with $6.4billion, (WIR 
2006). This was due to the Barclays Bank (United Kingdom) acquisition of ABSA (South 
Africa) a number of mergers and acquisitions that were concluded in the mining industry (in 
2004) as well as in the services sector, precisely in the banking sector (WIR, 2005 &2006).  
 
Another marked increase was in 2001 when FDI inflow increased to a peak of R58.4billion from 
R6billion. The sale of a strategic stake in Telkom, which was a wholly government owned 
monopoly until 2001, contributed significantly to FDI in that year, (Business Map foundation, 
2005:3). The marked increase is also attributed to the unbundling and delisting of De Beers 
(Business Map, 2002:1). However, the FDI inflow dropped in the following years to R5.1billion 
in 2004 as shown by a sharp decline in the graph. The graph also shows that the year 2005 
witnessed an increase in FDI by 671% to R39.7billion from R5.1billion in 2004.The reason 
behind this was a huge deal in the purchase of ABSA (SA) by Barclays (UK) for R33 billion, 
(Rusike, 2007).In addition, in October 2007, a 20% equity stake in Standard Bank of South 
Africa was bought by China’s Industrial and Commercial Bank of China (ICBC) for $5.6bn. This 
however resulted in a FDI inflow of R40.6bn in the first quarter of 2008, roughly equal to the 
entire FDI inflow amount recorded for 2007 (SARB, 2008:28).  
 
However, the FDI inflows slightly decreased in the period of the recent global financial crisis, 
but they managed to remain stable and intact as compared to other capital flows. This was so 
because most potential investors believed that despite the global financial crisis, South Africa felt 
some bruises which were not that significant and safety was ensured with the broad and efficient 
financial system. The trend analysis suggests that South Africa’s levels of FDI are below 
expectations. Asafo-Adjei (2007) asserts that this does not necessarily mean that investment by 
foreign firms in South Africa is insignificant but the mere fact that FDI seems to be mostly in 
mergers and acquisitions, not Greenfield investment. This suggests that effort is still needed to 
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attract more foreign investment into South Africa, if the country is to match the levels of other 
developing countries in its category.  
 
2.9.2 PORTFOLIO INVESTMENT 
Purchases and sales of equity and bonds quoted on global and domestic capital markets fall 
under foreign portfolio investment. In South Africa, capital inflows have mostly been in the form 
of portfolio investment, any form of investment not classified as direct falls in the category of 
portfolio investment, (Fedderke, 2009). The main reasons behind investing in bonds is the secure 
income in the form of interest and at the same time preserving the principal amount, bonds also 
assist investors to stretch their assets across various asset groups hence lessening the risk of 
depending in one asset group, (Koppala, 2010). The best form of bonds to invest in would be 
government bonds that are risk free since the government has the upper hand in money printing 
and decision making; this in turn gives foreign investors security in the event that they decide to 
invest in an economy.  
 
Following the significant progress in political negotiations, South Africa experienced a vast 
increase in portfolio capital flows in the 1990s but these surges were tricky in the sense that they 
may be unsustainable in the near future, (Reisen, 1993:2). South Africa is biased towards 
portfolio flows as their size is far much larger compared to other forms of investment. In August 
1985 there was the reintroduction of the financial rand mechanism and the standstill in the resort 
to partial foreign debt and as a result of these changes, there was a simultaneous selling of listed 
shares on the JSE by foreign investors and buying of local quoted bonds by foreigners, 
(Hamblin, 1987). This was mainly due to the poor performance of the South African economy 
that prompted sales of gold mining related shares. Between the period 1980 to the late 1990s 
portfolio flows under-performed as shown in the figure below, obviously this was one of the 
products of political uncertainty, (Gidlow, 2009).In the year 2000 portfolio flows collapsed to 
53% following the trade deficit but later on increased mainly due to the rapid growth of imports 
of consumer goods. 
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FIGURE 2.6 TRENDS IN PORTFOLIO INVESTMENT FROM 1980 TO 2009 IN SOUTH 
AFRICA 
 
Source: Department of Trade and Industry, DTI, 2010 
 
The lifting up of economic sanctions made significant changes of reversing the selling of quoted 
equities with net buying taking place in every year except for 2002 and 2003. However, over the 
past decade purchases of equity by the foreign sector has grown substantially as shown in the 
figure below but the only exception was in 2002 and 2003. This was due to a decline in portfolio 
investment following regulations to mining royalties and black empowerment in the mining 
industry that were unveiled and this disconcerted foreign investors, (Bond, 2004).The 
improvements in South Africa’s credit ratings by international rating agencies quickened the 
pace of buying programmes from the mid 1990s, (Gidlow, 2009).  
 
Ever since the late 1990s low interest rates in Japan enabled international investors to borrow 
yen and invest in higher yielding currencies such as the rand and in particular local bonds and 
equities, (IIR, 2009). Furthermore, the invasion of foreign money on the JSE was improved from 
1998 to 2001 by the movement of South African companies to the London Stock Exchange and 
acquiring primary listings on the London market. Portfolio capital outflows in the second quarter 
of 2001 reached high levels that were a direct result of the restructuring of the corporate link 
between the Anglo American Corporation and the De Beers mining company these listings 
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caught the attention of international investors, who in turn bought shares on the JSE, (Seeraj, 
2003). As indicated in the figure, South Africa went through two peak periods of portfolio 
inflows with the first one occurring in 1999 and the second one in 2006 when portfolio inflows 
reached $21.9billion, in addition to this the size of portfolio inflows was three times higher than 
that of FDI, (Prasad et al, 2006).  
 
FIGURE 2.9: TRANSACTIONS BY NON-RESIDENTS ON THE JSE AND BOND 
EXCHANGE 
                                                   (Rb) 
 
Period Net purchases of equities Net purchases of bonds 
1995 4.81 4.76 
1996 5.25 3.81 
1997 26.2 14.78 
1998 42.3 -9.77 
1999 40.6 14.34 
2000 17.4 -20.53 
2001 29.7 -26.51 
2002 -4.92 0.20 
2003 -0.43 -5.40 
2004 32.90 3.00 
2005 50.19 -5.00 
2006 73.7 20.50 
2007 63.29 2.15 
2008 54.44 -15.98 
2009 75.43 26.54 
2010 35.59 66.99 
Source: Johannesburg Stock Exchange Ltd, 2011 
 
From the table above, generally purchases of JSE equities by foreigners are higher compared to 
foreign purchases of quoted bonds besides the mere fact that the bond market has a higher 
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market capitalization than the JSE. Foreign investors were underweight in South African shares, 
early 1990s the new equity trend began and this was a clear indication of political instability. The 
abolition of the financial rand in 1995 removed all the complications of trading and this 
automatically meant that net inflows of foreign funds onto the JSE brought benefits to the 
balance of payments and also the fear of foreign investors that exchange controls would be 
tightened, (Farrell, 2001). The flooding of foreign currency on the JSE was increased by the 
relocation of certain South African companies to the LSE in the period 1998 to 2001, and what 
made South Africa more attractive was the high economic growth after 2003 even though there 
are greater risks in equity investments in countries of that nature, (Lumbila, 2005).  
 
 
Restructuring in the bond market commenced in 1995 and in 1996, the Bond Market Association 
was converted into a formal exchange called the Bond Exchange of South Africa. However, in 
1997, there were huge net bond sales by foreigners, which reversed the large inflows into the 
bond market during the first three quarters of that year, (Khatri & Leape, 1997). As shown in the 
table above, the collapses in Russia and Indonesia in May 1998 prompted a sharp reversal in 
foreign bond investment, (Medvedev, 2001). South Africa accounts for the largest amount of 
internationally issued bonds mainly for the reason that there are only a few SSA countries with 
credit ratings high enough to make them creditworthy. ‘The total value of bonds listed on BESA 
increased from R637 billion in 2005 to over R700 billion in 2006 which was about 46% of 
GDP,’ (Jones, 2007:19). 
 
Generally capital flows to developing countries slowed down in 2011 Q1, due to the mounting 
uncertainty that surrounded the global economic recovery, sovereign debt crisis in Europe, high 
commodity prices, and concerns about overheating in some large emerging markets. Equity 
placements dried up, whereas bond issues by emerging market economies started the year strong 
but then slowed considerably as uncertainty prevailed.  
 
Net portfolio flows turned sharply negative in 2010 Q4 as foreigners reduced their positions in 
South Africa while South Africans increased their portfolio positions abroad. In 2011 Q1 large 
issues of foreign currency–denominated bonds by the government and parastatals offset net sales 
of bonds and stocks on the local markets by foreigners. Net portfolio investment was still 
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negative as outward portfolio investment by South Africans increased significantly. At the same 
time, South African banks repatriated significant amounts of foreign currency deposits, reflected 
in the positive “other investment” in 2011 Q1, (SARB, 2011).  
 
2.9.3 CROSS-BORDER BANK LENDING 
Cross-border banking can be clearly identified as a situation where a bank located in one country 
makes a loan in to or receives a deposit from a retail customer who resides in another country, 
Sander, (2011). More recently integration has gained momentum but since late 2007 the financial 
crisis disrupted the whole banking industry. According to Macias & Massa et al (2009), output is 
stronger in African Petroleum Producers Association (APPA) countries not only include Africa’s 
main oil exporters, but they also account for the whole set of South Africa, Algeria, Nigeria and 
Egypt countries (SANE), which altogether account for more than half of Africa’s total GDP.). 
APPA member countries on average account for almost double the average rate for non-APPA 
members, which is equal to 2.9 percentage points of GDP. 
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FIGURE 2.7 DESCRIPTIVE STATISTICS FOR REGRESSION VARIABLES, 1995-
2007: APPA COUNTRIES 
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Sources: World Banks’ World Development Indicators, International Monetary Fund’s 
International Financial Statistics, BIS Consolidated Banking Statistics, UNCTAD’s FDI On-line 
Database, Heritage Foundation. 
 
 
As seen in the table above, Cross-border bank lending plays an important role as compared to 
FDI and Government consumption. Following the study, non-APPA countries have an average 
of 17.9% of GDP. Alternatively, looking at the APPA countries alone, we can see that cross-
border bank lending represents on average 11.5% of GDP and this is similar to trade. 
 
The Global Financial Crisis shook the foundations of international banking and finance and this 
in turn put the international banking system under intense stress. Most financial markets were 
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dysfunctional and cross-border bank lending to emerging countries like South Africa declined 
steeply during the crisis. The decline in cross-border lending to emerging markets coincided with 
falling export demand and in other cases, falling domestic output, Takats, (2010). During the 
intense quarter of the crisis, Q4 2008, cross-border lending to an average emerging market 
economy declined by 12.4%. The South African Reserve Bank has also seen a shortening of 
maturities and trade finance also became distressed in the aftermath of the crisis. 
 
Cross-border banking has been increasing rapidly in the past decade and the reasons behind all 
this are global trends like transaction costs-reducing,  a surge in global trade and investment and 
by a broad trend towards external liberalization. Figure 2.8 below shows the trends of cross-
border lending in South Africa from 1989 to 2009Q4. 
 
FIGURE 2.8 TRENDS IN CROSS BORDER BANK LENDING FROM 1989 Q4 TO 2009 
Q4 IN SOUTH AFRICA 
 
 
Source: Department of Trade and Industry, DTI, 2010 
 
As seen in the above graph, cross-border bank lending was not so popular in the period before 
the transition to democracy but after 1994 high levels began to surface. However, cross-border 
bank lending gradually expanded significantly in South Africa over the years and in particular, 
the years between 2000 and 2004 were the peak point  as observed in the above graph. 
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Undeniably, total foreign claims on African economies held by banks reporting to the Bank of 
International Settlements (BIS) increased by about 80% between 2004 and 2007, Macias & 
Massa, (2009). The spreading out of international banking activity in Africa is also reflected by 
the major increase in foreign bank penetration into the region. In Sub-Saharan Africa, for 
example, the share of banking assets owned by foreign banks in 2005 was among the highest of 
all developing regions: about 55% versus less than 15%in the Middle East, South Asia and the 
Pacific (World Bank, 2008).  
 
However, as in the case of FDI, even the distribution of foreign bank lending within the region 
has not been uniform. In 2007, for instance, more than 45% of banks’ total international claims 
on African countries have been directed to the SANE countries, and almost 60% to the APPA 
countries. In most cases, international banking activity may have both positive and negative 
effects on growth and on one hand, in South Africa, cross-border activities allow banks to 
develop resource allocation and risk management and to increase their profitability, and this has 
a subsequent positive impact on economic growth, World Bank, (2010).  
 
The higher levels of cross-border bank lending in South Africa shown in figure 2.8 can be 
explained by the fact that foreign investors had gained confidence in the potential of the 
developing world thus resulting in a remarkable surge in cross-border capital flows between 
developed and developing countries. On the contrary, the reduction in cross-border bank lending 
during the global crisis was mainly due to the transmission of shocks through the financial 
channels, Takats, (2010). Despite the fact that South Africa was not directly affected by the 
crisis, there was also a fall in bank capital and as a consequence cross-border loans to developing 
countries and intra-bank lending curtailed, liquidity constraints also put banks under pressure and 
this resulted in fewer resources available for cross-border bank lending. In addition, asymmetric 
information among banks about the distribution of losses and counterparty risk led to 
complacency in most banks to lend even to developing countries and most banks also increased 
their cost of borrowing, Massa et al, (2008). The decline in cross-border claims can therefore be 
explained partly by improved risk techniques at banks, and their reluctance to expose their 
balance sheets to risky assets. 
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Overall, international banking activities can also make the banking system more vulnerable to 
crises by opening up extra transmission channels of systemic risk across borders; a good example 
is the recent global financial crisis that hit most economies in 2008. The graph above indicates a 
decline in the level of cross-border bank lending in South Africa from the last quarter of 2007 
but the economy is on its road to recovery in covering the few bruises of the financial crisis. 
Generally, with respect to Africa, cross-border bank lending has been found to have a positive 
growth impact in a sample of selected Sub-Saharan African countries (Macias and Massa, 2009).  
 
2.10 CONCLUSION  
From the above discussions it is clear that portfolio investment dominates in South Africa due to 
its liberalized financial markets, huge inflows were experienced in the period after the transition 
to democracy when the country became an attractive destination for foreign investors. Although 
private capital flows have brought many benefits to South Africa they also have visible 
constraints that make their outcome unsuccessful for steering economic growth. Government 
intervention is essential to monitor the performance of private capital flows as it can adopt 
foreign policies that can either speed up or drag economic growth. Total dependence on foreign 
capital turns out to be risky sometimes as can be seen by the slowdown of capital flows to SSA 
countries following the global financial crisis; South Africa is prone to such mishaps since it 
relies on foreign capital to fund current account deficits. Private capital flows also assist in 
closing the savings and investment gap such that capital accumulated can be used to fund 
productive investment projects that may prove to be part of the vehicles to foster economic 
growth in South Africa. Lastly, the burning issue is not on attracting more private capital flows 
to South Africa but what matters is whether capital formulation is used to fund new productive 
investment projects hence boosting economic growth without the influence of corruption in the 
government. The next chapter will give a detailed report of the literature review behind the 
performance of private capital inflows and their impact on economic growth basing on economic 
theory and various findings from previous researchers.  
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                                                        CHAPTER THREE 
 
LITERATURE REVIEW 
 
 
3.1 INTRODUCTION 
 
This chapter provides a review of literature on private capital inflows and it is divided into 
theoretical and empirical literature.  The effect of slowing private capital flows on South Africa’s 
economic growth has not really been a subject of research in the past, if it was, it did not receive 
much focus as it was subsumed under general macroeconomic investigations especially trade and 
exchange rate related issues. Evidence supporting this statement is found in previous researches 
like that of Mtonga 2006 who investigated the extent to which fluctuations in the rand’s real 
exchange rate have impacted on the competitiveness of South African trade flows.  
 
Given that foreign trade has been essential to the growth of the South African economy, the issue 
of trade competitiveness is as a result a significant one and it is also very crucial to observe the 
effect of capital flows on economic growth since they promote capital accumulation and may 
shape in the country legal attitudes both nationally and internationally. The Harrod-Domar, the 
two-gap approach and the simple endogenous growth models will be reviewed as starting points 
for the discussion on capital flows. Lastly empirical literature review will be undertaken.  
 
3.1.1 FOREIGN CAPITAL AND DOMESTIC INVESTMENT. 
 
Several studies have evaluated the impact of foreign capital on domestic investment. For 
instance, Feldstein (1994) found that a dollar of capital inflows or outflows tends to be linked, 
respectively, with a one-dollar rise or fall in domestic investment. Borensztein, De Gregorio, and 
Lee (1998) discovered that a dollar of FDI may be linked to an increase in domestic investment 
of more than a dollar, even though their findings were susceptible to the selection of variables 
used to explain investment. Bosworth and Collins (1999) investigated the relationship between 
different types of private capital flows and both investment and saving, the main emphasis was 
on the variation over time within countries rather than the variation across countries. Their 
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results showed that capital flows especially FDI and bank lending have strong impact on 
domestic investment. On the contrary, portfolio flows have a positive but statistically 
insignificant impact on domestic investment.  
FIGURE 3.1 COMPUTED INCREMENTAL RELATIONSHIPS BETWEEN PRIVATE 
CAPITAL FLOWS AND INVESTMENT, SAVINGS AND THE CURRENT ACCOUNT 
 
 
 
Source: World Bank (2010) 
 
Figure 2.1 above, controlling for other determinants, private capital flows (long-term plus short-
term) seem to have a close one-to-one relationship with domestic investment. Given that some 
fraction of the inflow is compensated for by outflows or the accumulation of reserves, 
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conversely, the implication does not imply that the entire private capital that enters an economy 
is invested in the domestic economy, but rather that capital inflows are linked to a broader 
stimulation of demand, (Virmani, 2009). 
3.2 THEORETICAL LITERATURE  
This section specifically evaluates theoretical foundations in support of the principle that capital 
inflows result in higher economic growth and also the fact that financial development is the key 
that links capital inflows and economic growth.  
 
3.2.1 HARROD-DOMAR MODEL  
According to Chowdhury (1998), this model shows the relationship between savings and 
economic growth hence it is relevant in this study following what was discussed in chapter two 
on the role played by private capital inflows in closing the saving/investment gap,  as a result 
enhancing economic growth. The model assumes that growth rates depend on two things namely; 
level of savings (higher savings enable higher investment) and capital output ratio (efficiency of 
investment). The Harrod-Domar model shows that the rate of economic growth (gy) in the steady 
state equals the productivity of capital (α) multiplied by the rate of savings or investment (s) ; 
 
gy = α s                                                                                   (1) 
 
According to this model, if the productivity of capital (α) is regarded as fixed for simplicity, 
economic growth (gy) is found to be directly linked with the rate of saving (s) and there is a 
causal relationship between the rate of saving (or investment) and economic growth. From this 
explanation, it is clear that raising the rate of saving remains the key to economic growth. 
Chowdhury (1998) sited Lewis (1955) on the note that capital plays a major role in economic 
growth and the underdevelopment of financial markets in poor countries is a good explanation to 
the low rates of saving and investment. Countries that have well established financial markets, 
also have lucrative investment and this without any doubt implies more saving and investment. 
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3.2.2 HARROD-DOMAR MODEL (EXTENDED) 
From the model explained above, it is therefore a fact that many poor countries that have low 
rates of saving and investment automatically have difficulties in growing so this obviously in 
turn keeps the rates of saving and investment low, (Meier & Baldwin, 1957). Naqvi (1996) put 
forward that, neoclassical theory shows that in a poor economy with an initial low capital labour 
ratio, the marginal productivity of capital will be high and this can result in greater savings and 
investment at the early stages of development.  
 
Secondly, for a country like South Africa that has a relatively low rate of saving as mentioned in 
the previous chapter, the rate of investment may remain high because the country witnessed the 
influx of foreign aid into the economy following the liberalization of its financial markets in 
1994. This is the basis of the view that, in an open economy with perfect capital mobility, 
economic growth may not be constrained by a low rate of domestic saving. That is, any shortage 
of domestic saving can be supplemented by foreign capital and thereby ensure high rates of 
investment and economic growth. In this logic, the basic Harrod-Domar model can be extended 
for an open economy. If foreign capital inflows are a proportion of aggregate output and denoted 
by k
f
. The Harrod-Domar model then becomes; 
 
gy =  α (k
f
 + s)                                                                       (2) 
 
With this open-economy extension of the Harrod-Domar model the role of foreign capital in 
economic growth is formalized. According to Riedel (1994), a developmental task is provided 
for the government since all variables on the right hand side are highly subject to government 
influence. Generally, government policies are key determinants of foreign capital inflows (k
f
). 
 
3.3 TWO-GAP APPROACH MODEL  
Xayavong (2002) supported the fact that the two-gap approach model provides a strong 
economic validation for foreign capital and the part it plays in the economic growth of poor 
countries. The model is based on three interrelated assumptions.  
 
 First, imported capital goods are necessary for domestic production in deprived countries.  
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 Second, the accessibility of foreign exchange to import capital goods, rather than the 
availability of domestic savings restrains the growth of the economy.  
 
 Third, external demand, rather than domestic supply of exportable goods, is the limitation 
on the capability of poor countries to earn foreign exchange through export.  
 
If these assumptions are convincing, foreign capital can raise the rate of economic growth, not by 
raising resources available for investment but by increasing the availability of foreign exchange 
to import capital goods, (Eaton, 1989). Following the works of Findlay (1984), the basic idea of 
the two-gap model is explained in figure 3.2 that follows; 
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Figure 3.2 Economic growth under a foreign exchange constraint 
 
 
 
 
                                                                               
                      
 
 
 
                                                                                         V 
 
 
                                                                            U        W                 
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                                                                                                                          National income 
Source Findlay (1984) 
 
From the diagram above, assuming that domestic output (or income) (Y), measured by the 
distance OY, depends on a given capital stock and can be replaced at a fixed rate for imports of 
capital stock. However, consumption is assumed to be a portion of domestic output and is equal 
to OC. The propensity to save is given by CY/OY. Upon assuming that domestic investment 
calls for both imported capital equipment and domestically produced goods but in fixed 
proportions, the levels of investment are represented by L-shaped isoquants with C as the origin. 
For an investment level at the point V, VX is the imported capital equipment acquired by 
exporting XY amount of domestic goods and CX is the domestic component of investment. In 
the diagram, the growth rate of output is determined by the rate of investment, corresponding to 
the isoquant at V, divided by the capital stock (assuming that the marginal and average capital-
Imported  
Capital  
Goods                                                                                                             
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output ratios are equal). This in turn shows that the output growth rate is limited by the saving 
rate. 
 
Suppose exports are limited by foreign demand and not by domestic supply, exporting domestic 
goods (TY) given foreign demand, automatically implies that the highest level of imports 
available will be UZ and this will restrict investment to the isoquant at U. Exports of TY are 
enough to account for UZ of imports. Since ZT of domestic exportable output cannot be used for 
investment, it will carry on being redundant either directly or through exports. However, a 
foreign exchange gap (VW) is then generated. The output growth rate, parallel to the isoquant at 
U, is lower than that at V and this is mainly due to the deficiency of imported capital equipment. 
In situations like these, foreign aid plays a pivotal role in sealing the foreign exchange gap and 
consequently raises economic growth by increasing investment through increased imports of 
capital equipment. 
 
3.4 THE AUERBACH-KOTLIKOFF (AK) DYNAMIC LIFE-CYCLE SIMULATION 
MODEL 
 
According to Lewer (2007), the AK model was developed as a response to the outcome of the 
neoclassical theory which states that, in the absence of technological development, economic 
growth would in the end be deemed to be equal to zero. The new growth theories are different 
from the neoclassical growth theories in the sense that they focused on the creation of 
technological knowledge and its diffusion and innovation efforts that react to economic 
incentives that are regarded as major engines of growth. The model goes on to emphasize the 
role of R&D, human capital accumulation and externalities, (Romer, 1990). Thus the link 
between capital flows and growth can be examined using a simple endogenous-growth model 
called the AK model which is an endogenous-growth framework that stresses the likely results of 
changes in financial variables (i.e., financial development and capital flows) on steady-state 
growth through their influence on capital accumulation. Bailliu (2000) sited Pagano (1993), 
when he used the AK model to illustrate the possible effects of financial development on growth 
and the framework was widened further to integrate international capital flows. From their 
closed-economy version of the AK model, the aggregate production of the economy is given by: 
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                                                                             (1) 
where output is a linear function of the aggregate capital stock. According to Romer 
(1989), this type of production function can be viewed as a reduced form for either a 
framework in which the economy is competitive with external economies or one in which 
Kt is assumed to be a composite of physical and human capital, as in Lucas (1988), where 
the two types of capital are reproducible with identical technologies. 
 
Assuming that there is no population growth in this model and the economy produces only one 
good that can either be consumed or invested and by also assuming that the capital stock 
depreciates at a rate of per period, gross investment equals; 
 
                                                            (2) 
 
In addition to the above, financial intermediaries play an important role in converting savings 
into investment and in the closed-economy version of the model; capital market equilibrium 
requires that the portion of savings by domestic residents left after financial intermediaries have 
taken their share must equal gross investment. Consequently equilibrium in the capital market 
ensures that; 
 
                                                                              (3) 
Upon using the above equations and dropping the time indices, the growth rate of output, g, can 
therefore be written as follows; 
                                                        (4) 
In equation (4) above, s denotes the gross savings rate. This equation shows the steady-state 
growth rate of a closed-economy AK model with financial intermediation and it discloses two 
main channels through which financial development can affect economic growth. From the 
above statement, it is however apparent that financial development occurs as a result of increased 
financial intermediation, even though it may possibly be influenced by other factors such as 
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financial innovation or government policies. Furthermore, Bencivenga & Smith, (1991) added 
the risk-sharing role of banks in the endogenous growth model, they pointed out that when banks 
engage in increased intermediation, they are likely to become more competent at what they do,  
as a result the spread between their lending and borrowing rates falls. This then results in an 
increase in the proportion of savings channeled to investment; accordingly, g will increase in 
equation (4) as a result of an increase in . 
  
Overall, banks are classic examples of financial intermediary institutions since they connect 
surplus and deficit agents when they transform bank deposits into bank loans. The use of these 
financial intermediaries reduces the costs of lending and borrowing. However, financial 
intermediation supports investment processes by mobilizing household and foreign savings for 
investment by firms thereby ensuring funds are allocated to the most productive use, spreading 
risk and providing liquidity. Basically, banks that engage in financial development support the 
growth process and greater intermediation results in strong externalities that are positive for 
instance, information and liquidity provision, (FitzGerald, 2006). 
 
Bailliu (2000) noted that an increase in financial intermediation can influence growth if it 
improves the distribution of capital by allocating funds to those projects where the marginal 
product of capital is highest. In this model, an improvement in the allocation of capital translates 
into higher growth, because it increases the general productivity of capital. The framework can 
therefore be extended to include international capital flows. If capital flows in, on net, then a 
larger pool of savings will be available for investment than in the absence of capital flows. 
Therefore, in the presence of international capital flows, the capital market equilibrium becomes; 
 
                                                       (5) 
 
Where NCFt represents net international capital flows. The steady-state growth rate is now 
given by; 
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(6) 
 
The steady-state growth rate of the AK framework with financial intermediation and 
international capital flows depicted in equation (6) can now be compared with the growth rate of 
the closed-economy AK model with financial intermediation (equation 4). From the model the 
comparison will bring to light the different channels through which capital flows can manipulate 
economic growth in this simple endogenous-growth model. Capital flows can encourage growth 
if they lead to an increase in the investment rate. Therefore, g* will be higher than g if s* is 
larger than s, all things being equal. For the savings rate to increase in the presence of 
international capital mobility, capital must flow in on net (i.e.NCFt 0), and capital flows must 
be used to fund investment and not consumption. This may not hold in reality since capital flows 
can also be used to fund consumption, (Bailliu, 2000). Primarily, capital flows can encourage 
growth if they raise the investment rate. Accordingly, g* will be higher than g if s* is larger than 
s, all else being equal. For the savings rate to increase in the presence of international capital 
mobility, capital must flow in on net (i.e), capital flows have to be used to fund investment and 
not consumption, and investment financed by foreign capital must not crowd out domestically 
financed investment. 
Subsequently, capital flows can promote economic growth if they lead to investments that are 
connected to positive spillovers. The possible advantages that capital flows can entail by 
generating positive externalities have been stressed in the Foreign Direct Investment (FDI)  
literature, even though those types of benefits could also arise with other types of capital flows. 
Blomström (1991) discusses the diverse paths through which positive externalities associated 
with FDI can arise. Firms with foreign contribution frequently have significant connections with 
domestic firms, they can however, influence the industrial structure of the host economy, thus 
helping key sectors of the economy by making them more competitive and export-oriented. 
 
Foreign investment influences the rest of the economy if employees switch to locally owned 
firms or become entrepreneurs. Since many new technologies are developed and adapted by 
firms in industrialized countries, foreign investment may be the most significant way for 
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developing economies to get access to them. In the framework presented in this section, if capital 
flows lead to investments that create positive spillovers, then this will boost the social marginal 
productivity of capital, so that A* will tend to be higher than A, all else being equal. 
 
Capital flows exert a positive influence on economic growth when they lead to an increase in 
domestic financial intermediation. It was shown how an increase in financial intermediation in 
the context of a closed economy could foster higher growth when the intermediation forces the 
local banks to be more efficient at converting savings into investment especially to the 
productive projects. Therefore, when capital flows are intermediated by domestic financial 
institutions this usually has a positive effect on growth by making the banking sector in the local 
economy more proficient and better at selecting productive investment projects (i.e., A*>A). 
 
This straightforward framework also demonstrates that the level of domestic financial 
development plays a role in the process of linking capital inflows and economic growth. In 
addition, this model foretells that the country with the more developed financial system will have 
a higher growth rate, for the reason that its financial sector is more proficient at transferring the 
foreign funds into fruitful investments, and better able to distribute them to the most productive 
investment projects. 
 
3.5 EMPIRICAL LITERATURE  
 
An important issue on the debate over the popularity of freer capital mobility for developing 
countries is whether capital flows have significant effects on economic growth. Proponents of 
capital account liberalization cite the growth-promoting attributes of capital inflows as a key 
benefit of financial integration for developing countries. Regrettably, there is little empirical 
evidence to verify or contest this claim and from a geographical point of view, very little of the 
current research pays attention to the link between different types of private capital flows and 
economic growth in Africa. 
 
This section analyses international and local studies to shed some light on the types of private 
capital inflows that have been empirically found to have an impact on economic growth. A large 
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body of evidence comes from developed countries and African literature is scarce. In particular, 
there is no country-specific study on South Africa known to the author that has been done in this 
area. Empirical literature can be categorized in a number of ways. That is categorization by 
country (developed and developing), variable (FDI, bonds, equity, cross boarder lending) and 
also by type of analysis either qualitative or quantitative/econometric studies. Some of the 
studies that used econometric modeling include; Macias &Massa (2009); Harrison (1994) and 
Aitken (1999); Levine & Carkovic (2002); Bekeart& Harvey (1998); Durham (2004), among 
others. Most of the econometric studies used so far are mainly time series and cross sectional 
data involving groups of countries. This study uses mainly an econometric approach 
(quantitative) approach and focuses on South Africa. This approach enables us to identify 
country-specific idiosyncrasies and thus facilitates policy analysis. 
 
3.6.1 ECONOMETRICS STUDIES 
 
Macias and Massa (2009) used a panel cointegration regression on pooled data from selected 
economies across the SSA region over the period (with gaps) 1980-2007 to examine the long-run 
relationship between economic growth and four different types of private capital inflows (cross-
border bank lending, foreign direct investment (FDI), bonds flows and portfolio equity flows). 
The extended version of a Dynamic OLS (DOLS) model was used to estimate long-run 
relationships in cointegrated panels and the model is unique in the sense that trade openness 
measured as the sum between exports and imports (TRADE) and government consumption 
(GOV) are added to the model to be estimated. The Kao test was used for testing for panel 
cointegration. 
 
The outcome of the results showed that FDI and cross-border bank lending exert an important 
and positive impact on sub-Saharan Africa’s growth, whilst portfolio equity flows and bonds 
flows do not have an impact on growth. The estimates indicate that a drop by 10% in FDI 
inflows may lead to a 0.5% decrease of income per capita in sub-Saharan Africa, and a 10% 
decrease in cross-border bank lending may reduce growth by up to 0.7%. The study also showed 
that the global financial crisis played a significant role in influencing the effect of private capital 
inflows on sub-Saharan Africa’s growth.  
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One of the main limitations of the study is the lack of data for the SSA region, as well as the 
heterogeneity of its countries. Data for SSA countries is relatively scarce hence this might cast 
aspersion on the results of the study. FDI and cross-border bank lending data are available for a 
representative number of countries; whereas bond and portfolio equity flows data are less 
abundant.  
 
On the other hand, the study is useful in the sense that it confirms the validity of the role of FDI 
on growth as mentioned in chapter one, FDI facilitates the transfer of new technology, helps 
improve workers’ skill and is generally regarded as flexible in periods of distress. Although cross 
border lending is complex in nature, it is an important component in the on-going process of 
financial deepening and it also facilitates the growth of local banks in the recipient country, 
(Puhr et al, 2009).  
 
In addition to the above, Levine and Carkovic (2002) used new statistical techniques and two 
new databases to reassess the relationship between economic growth and FDI. First, based on a 
World Bank dataset by Kraay et al, 1999, they constructed a panel dataset with data averaged 
over each of the seven 5-year periods between 1960 and 1995. Methodologically, they used the 
Generalized Method of Moments (GMM) panel estimator designed by Arellano and Bover 
(1995) and Blundell and Bond (1997) to extract consistent and efficient estimates of the impact 
of FDI flows on economic growth.  
 
The main advantage following this study is that the GMM panel estimator exploits the time-
series variation in the data, accounts for unobserved country-specific effects, allows for the 
inclusion of lagged dependent variables as regressors, and controls for endogeneity of all the 
explanatory variables, including international capital flows. The econometric technique that was 
used obviously ameliorates bias, Ahmed et al (2005).The study however, finds that the 
exogenous component of FDI does not exert a robust, positive influence on economic growth. 
Evidence supporting the outcome of this study points out that FDI comes as a threat to national 
sovereignty since it may have unfair advantages over local competition and also exploits critical 
national and natural resources, Bartels (2009). 
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Recently, de Vita and Kyaw (2009), carried out an investigation on the growth effects of FDI and 
portfolio investment flows into 126 developing countries for the period 1985 to 2002, using a 
dynamic panel data context that makes a distinction between low, lower middle and upper 
middle-income countries. The famous GMM model is used and it reveals that despite the fact 
that FDI possesses positive effects on economic growth in developing countries with lower 
middle- and upper middle-income, it also proves to fail to do so in developing countries grouped 
within the low-income classification.  
 
Likewise, portfolio flows seem to have an important and optimistic influence on economic 
growth only in developing countries with upper middle income. In a nutshell, the outcome of the 
results propose that only developing countries that have reached a certain minimum level of 
economic development and absorptive capacity are able to capture the growth enhancing effects 
of investment flows. The core implication of the findings is that gains from both FDI and 
portfolio inflows will only accumulate in those developing countries that are prepared to 
liberalize their markets and invest in the development of financial and institutional capacity 
infrastructure. 
 
This study is compactable with the theory mentioned earlier particularly the simple endogenous 
growth model in the sense that it proves that private capital inflows have a major positive effect 
on economic growth. On the same note, the model goes further to explain the role played by 
financial development in attracting different types of private capital inflows and the need for the 
recipient country to liberalize its financial markets. This should also raise eyebrows in this study 
for South Africa in the sense that the country possesses efficient financial markets and also went 
through the process of liberalization in the 1990s. Does South Africa benefit from the fruits of 
private capital inflows?  
 
In addition to the advantages concerning the study above, the study is unique in its own way 
since most studies do not account for country-specific effects and by assuming weak exogeneity 
of the regressors they have failed to control for simultaneity bias, (Borensztein et al 1998). 
However, the use of GMM framework alleviates problems of correlation between the regressors 
and the error term, (Arellano & Bover, (1995). 
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Sethi (2000) points out that capital flows are helpful when the size of such flows is balanced. 
From the study, it is also noted that direct and portfolio flows influence the economic behavior of 
the countries positively. The study also attempted to explain the effects of private capital inflows 
(FINV) on some macro-economic variables in India using time series data between April 1995 
and December 2006. Cointegration test verified the existence of long-run equilibrium 
relationships between a few pairs of variables like private capital inflows (FINV), economic 
growth (IIP as proxy of GDP) and FINV and Exchange Rate (EXR). The Granger causality test 
indicated unidirectional causality from FINV to Exchange Rate (EXR) and bi-directional 
causality from FINV and growth (IIP). Ultimately, the study discovered that  (FDI) positively 
affects economic growth, whereas Foreign Institutional Investment (FII) negatively influences 
economic growth. The empirical analysis reveals that FDI plays an unmistakable role in its 
contribution to economic growth and this is in line with the above body of literature.  
 
The importance of FDI to the economic growth of India has been supported by a number of  
scholars. Reisen (2001) pointed out that India received capital flows of about $35billion (both 
foreign direct investment and portfolio flows into equities) in 2001, the reason behind all this 
being interest rates spreads that are in favor of emerging markets. India’s growth is positive 
following the recovery in industry and services sectors; the country is quickly re-emerging as a 
favored destination for foreign capital flows. Results from the above study unmistakably show 
that FDI possesses a major impact on economic growth and this was in line with net capital 
inflows into the country rising  up to $106,6 billion in 2007-08, (Chandrasekhar, 2010). 
According to Singhania and Verma (2010), FDI policy has contributed enormously to the growth 
of the Indian economy. More attention should therefore be paid to the cultivation of instruments 
that will moderate these surges. 
 
Lensik (1999) investigated the impact of uncertain capital flows on the growth of 60developing 
countries during the 1990’s. They made a distinction between total capital flows, official capital 
flows and private capital flows and for the given types of capital flows, they derived a yearly 
uncertainty measure. They also used the yearly uncertainty measures in Ordinary Least Square 
(OLS) as well as Generalized Method of Moments (GMM) estimates, to explain the impact of 
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uncertain capital flows on growth. Both types of estimates suggest that uncertain capital flows 
have a negative effect on financial market and growth in developing countries. This is supported 
by observers like Neumann (2006) who showed that capital flows seem to cause difficulties for 
developing counties particularly during periods of financial crisis as there may be sudden 
reversals of capital flows.  
 
In agreement to this arguement, Becker (2006) stressed that portfolio or bank and money market 
flows are usually seen as speculation by investors that seek short-term gains hence they are 
subject to such reversals that might destabilize the economy. In addition, volatility in capital 
flows leads to an unstable macroeconomic environment in most developing countries mainly 
because of the fact that capital flows are procyclical, Reis (2005). Furthermore, Suarez (1995) 
found out that capital flows have severe consequences for domestic financial markets since sharp 
increases in domestic interest rates in connection with the  crisis will weaken the solvency of 
short-term borrowers for instance, the economic crisis of Mexico in 1994. 
 
Another fascinating study was by Rangrajan (2000) who investigated capital flows and their 
impact on capital formation and economic growth taking note of variables such as net private 
capital flows, net direct investment, net official flows, net portfolio investment and other net 
investments in22 countries from the year 1992 to 2000. The study showed that capital inflows, in 
the form of direct foreign investments, are usually considered more permanent in character and 
they have a major impact on economic growth. The study is based on the principle that capital 
flows can be promoted purely by external factors which may tend to be less sustainable than 
those induced by domestic factors. Rangrajan (2000) safely concludes that when capital inflows 
are large, they can lead to an appreciation of real exchange rate.  
 
The pioneering work of Reisen and Soto (2001) measured the independent growth effect of FDI, 
bond flows, portfolio equity flows, official flows with short-term and long-term bank lending on 
a sample of 44 developing countries around the world over the period 1986-1997. FDI and 
portfolio equity flows were found to exert a considerable impact on growth; bonds and official 
flows were found not to have any important effect on growth, whereas short- and long-term bank 
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lending were found to negatively affect economic growth except for the case when local banks 
are sufficiently capitalized. 
 
It is important to note that in this study both FDI and portfolio equity flows promote economic 
growth especially for those countries that have well developed financial and stock markets. As 
for bonds and official flows there was a less important effect on growth due to the fact that for 
instance, long-term bonds might tie up money in low yielding bonds in the event that interest 
rates rise. As a result, the risky nature of bonds shows that they cannot influence growth at all 
times.  
 
On the other hand, Durham (2003), using a sample of 88 countries from 1977 through 2000, 
investigated the impact on growth of bond foreign portfolio investment (BFPI) as well as total 
foreign portfolio investment (FPI) and other foreign investment (OFI), including cross-border 
bank lending. The results suggest that FPI, BFPI and OFI have no effect on economic growth, 
even though there is some evidence that OFI may have a negative impact on economic growth 
depending on the level of financial and legal development of the recipient country. 
 
 As mentioned earlier, Macias and Massa (2009) investigated the long-run connection between 
economic growth and four different types of private capital inflows (cross-border bank lending, 
FDI, bonds flows and portfolio equity flows) in a sample of 28 selected sub-Saharan African 
(SSA) countries over the period 1980-2007. There was also an extension to this study by 
Murinde et al (2009), whereby their study focused on the relationship between private capital 
inflows and economic growth for 43 countries in the African continent. This study deviates from 
that of Macias and Massa (2009) because a larger sample was used in an attempt to come up with 
more accurate results.  
 
Murinde et al (2009) specifically focused on the importance of economic growth of FDI and 
cross-border bank lending in four different groups of countries namely; (i) all African countries; 
(ii) all African countries except the SANE countries (South Africa, Algeria, Nigeria, Egypt), 
which are considered the pioneers of economic growth in Africa; (iii) the oil producing 
countries, which include some of the SANE; and (iv) the non-oil producing countries. Both 
studies included different variables in their investigations for instance, Macias & Massa (2009) 
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included bonds and equity in their variables and found out that they have an insignificant effect 
on economic growth whereas Murinde et al (2009) also included inflation which turned out to 
have a negative effect on economic growth.  
 
The findings from Murinde et al (2009) are clearly consistent with Reisen and Soto (2001) 
mentioned above. The results point to a strong growth effect of FDI throughout the whole 
continent, and especially in African SANE and oil producer countries. In contrast to some 
previous studies, cross-border bank lending has a significant positive effect on economic growth 
in the whole of the African region, but its impact becomes negative once the sample is limited to 
oil countries alone. Amusingly, financial sector reforms and government consumption seem to 
have varying effects depending on the sub-sample of countries under investigation. As for non-
oil producers, having good governance as well as commencing financial sector reforms seems to 
cultivate economic growth.  
 
As for oil rich countries, increased government spending seems to foster economic growth, 
whereas financial sector reforms have no impact on growth. The study gave a complete picture 
of the relationship between trade openness, inflation and economic growth. Results showed that 
trade openness and inflation have respectively a positive and negative impact on all African 
countries’ economic growth. The study also safely concluded that there is a need for African 
non-oil countries to undertake more financial sector reforms as this can probably  in the long-run 
offset the possible negative effects that cross-border bank lending might have on economic 
growth.  
 
The study by Murinde et al (2009) is also consistent with the findings of Yanikkaya (2003) in 
terms of the positive effects that trade openness has on the growth of the economy. Openness 
increases efficiency and reduces costs for industries due to foreign competition; domestic 
companies are thereby forced to keep up with the pace of quality enhancing new technologies. 
On the contrary, the study found a negative relationship between inflation and economic growth 
since inflation erodes the purchasing power of money saved and also the fact that an 
environment of high inflation and financial instability leads to more entrepreneurship and less 
expansion of production and employment, SARB (2008). The study also revealed that both FDI 
and cross border lending are crucial for economic development.  
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Kaminsky (2003) examined the characteristics of international capital flows since1970 and 
summarizes some of the findings of the research conducted in the 1990’s on the effects of 
globalization. Even if international capital flows do not trigger excess volatility in domestic 
financial market, it is possible that large capital flows may spark inflation in the face of a fixed 
exchange rate. He argued that globalization allows capital to move to its more attractive 
destination, fuelling higher growth. He suggests that in the short run globalization triggers 
bankruptcy of the financial system and protracted recession. The exploration of capital flows to 
emerging markets in the early and mid 1990’s and the recent reversal following the  crisis around 
the globe have ignited once again a heated debate on how to manage international capital flows. 
He indicates that capital outflows worry policy makers, but so do capital inflows as they may 
trigger bubbles in asset market and foster an appreciation of the domestic currency and a loss of 
competitiveness. 
 
Two notable studies by Moolman et al (2006) and Fedderke and Romm (2004) have focused on 
determinants of inward FDI to South Africa. Moolman et al (2006) sought to examine the 
macroeconomic link between FDI in South Africa and its resultant impact on output for the 
period 1970-2003. In so doing, they initially identified supply side determinants of FDI before 
analyzing their impact on output. Their research method follows the supply side macro 
econometric framework, which does not take into account the demand side determinants that are 
equally important. On model specification, five variables were explored as explanatory variables 
for FDI in the empirical estimation, namely, market size measured by real GDP, exchange rate 
proxied by the rand-dollar exchange rate, infrastructure, openness and a dummy variable for 
sanctions.  
 
The empirical results of Moolman et al (2006:3) indicate that market size, openness, 
infrastructure and the nominal exchange rate are factors which South African policy makers 
should focus on when seeking to attract FDI. The study focused on the direct link between FDI 
and output, as it filters through new capital formation. The FDI-output link does not take into 
account other factors such as increased employment, improved skills and new management 
techniques (Moolman et al 2006:29). 
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The study by Moolman et al (2006) and Fedderke and Romm (2004) is unique in its own way 
since it focuses on the link between FDI and output ignoring other factors such as improved 
skills, new management techniques, etc. However, the results indicate that FDI is a better 
destination in those countries that have good government infrastructure. This shows that it is not 
only good physical infrastructure that attracts FDI but also the political environment plays a 
pivotal role in attracting FDI since investors feel at home when they invest in countries that have 
a sound and transparent government, (Globerman & Shapiro (2003). In addition to the above, 
one other factor that has a significant effect when attracting FDI is market size of the recipient 
country and it is usually measured by GDP. Zhang (2000) confirmed the positive relationship 
between FDI and market size and suggested that foreign firms consider the size of the market 
before investing since their main goal is healthy returns from their investment.  
 
The study by Willmore (1986), analysed data for 282 pairs of foreign-owned and private 
Brazilian firms who are matched by sales and by four-digit manufacturing industry classification. 
Differences between the two types of firms are surprisingly large and highly significant. 
Compared to their local counterparts, foreign firms operate fewer plants, have higher ratios of 
value-added to output, higher levels of advertising and royalty payments, greater exports, higher 
labor productivity, higher wages and greater capital. Looking at a sample of 282 pairs of firms 
belonging to 80 industries in Brazil, the study finds that FDI has a beneficial impact on growth, 
since foreign firms are more efficient than domestic ones. The study is therefore valid in the 
sense that foreign firms bring in new technology, assist in employment generation, reduce error 
rates and increased productivity is certain. One other main reason why this study found out that 
FDI is an important subset of economic growth is the fact that Brazil has relatively low domestic 
savings rates, (Cattaneo, 2010) hence FDI comes into play when it seals the savings/investment 
gap through foreign firms investing.  
 
 
Furthermore, Bailliu (2000), used panel data for 40 developing countries from 1975–95 and 
uniquely focused on the effects of a broad measure of capital flows on economic growth and also 
emphasized the role played by the domestic financial sector in the process linking capital flows 
and growth. A dynamic panel data method that controls for country-specific effects and that 
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account for the potential endogeneity of the explanatory variables was used. The study found that 
capital inflows foster higher economic growth only for economies where the banking sector has 
reached a certain level of development. The capital-flow variables employed include net private 
capital flows recorded through the balance of payments and estimates of net repatriated capital 
flight. In addition to the capital-flow variables, the econometric specification used as explanatory 
variables other important determinants of the growth rate.  
 
This article makes an exploratory empirical investigation into the relationship between net 
private capital flows and economic growth using a panel dataset from emerging Asian countries, 
namely South Korea, Indonesia, Malaysia, Thailand and the Philippines, over the period 1980–
2001. Overall, this article indicates that net private capital helps to promote economic growth for 
the countries in the sample. Estimation of the results was improved by controlling for reverse 
causality since an econometric method that can control, for reverse causality is very important to 
examine the relationship between net private capital flows and economic growth. To tackle this 
issue, the Generalized Method of Moments (GMM) estimation technique is employed since it is 
an econometric technique that can handle the reverse causality using the lagged explanatory 
variables as instrument.  
 
More recently developed econometric techniques to investigate the impact of net private capital 
flows to emerging economies and economic growth were used. Panel data of emerging Asian 
countries, namely Indonesia, Thailand, Korea, Malaysia and the Philippines, for the period 
1980–2001 was also used. The capital flows to each of the individual host countries in Asia was 
strongly correlated throughout much of the 1990s. The data also indicate that all of the five 
emerging Asian countries experienced a reduction in net private capital flows and economic 
growth during the 1997 Asian financial crisis.  
 
Hoffmann (2003) reported a positive relationship between the level of infrastructure and capital 
flows. The estimation results supported the conclusion that capital inflows to emerging 
economies are beneficial. It is obvious that emerging countries normally attempt to attract 
international investment by opening the economy, deregulating their financial markets and 
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abolishing the barriers to cross border capital transactions in the early stage of economic 
development.  
 
Durham (2004), carried out a study that deviates from general empirical literature which focuses 
on FDI, by examining the effects of foreign portfolio investment (FPI) and "other" foreign 
investment (OFI) on economic growth using data on 88 countries from 1977 through 2000. 
Several measures suggest that FPI has no effect, and some of his results indicate that OFI has a 
negative impact on growth that is somewhat mitigated by initial financial and/or legal 
development. The empirical analysis also examined whether non-FDI foreign investment affects 
growth indirectly. FPI does not correlate positively with macroeconomic volatility, but the 
results indicate that the negative indirect effect of OFI through macroeconomic volatility 
comprises a substantial portion of the gross negative effect of OFI on growth. 
 
According to the authors, the main reason for FPI not affecting growth is the period covered by 
the study 1977 to 2000. During this period, most of the countries covered by the study had not 
gone through liberalization or more openness. As indicated earlier, FPI functions are better or 
beneficial for economic growth in countries that have well established financial markets. Most of 
the countries experienced liberalization at full capacity in the late 1990s hence the impact of 
liberalization would only be felt from early 2000 upwards. Macias and Massa (2009), pointed out 
that there is very little specific literature on the effects of debt flows on economic growth and 
that this class of capital inflows is only taken into account in recent studies investigating 
simultaneously the growth impact of different types of capital flows.  
  
Reisen & Soto (2001) support the fact that most developing countries suffer or do not receive the 
actual benefits of capital inflows due to the fact that their local banks are not sufficiently 
capitalized and this is common for many developing countries. For this reason, short and long-
term bank lending becomes meaningless to such countries hence delaying the process of 
economic growth in the country. Short- term investments are also risky in the sense that if they 
are not turned to productive investments there is a greater chance of losing all the funds but only 
well-established banks can overcome this situation. The study also discloses a significant effect 
of both FDI and portfolio equity on economic growth since in the period of study most 
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developed countries had gone through liberalization in their financial markets. According to Puhr 
et al (2009), recipient country factors like GDP growth, private sector credit growth, financial 
intermediation growth and wage growth are aliens to most developing countries yet they appear 
to be associated with direct cross-border lending growth. 
3.6.2 SYNTHESIS OF EMPIRICAL STUDIES (SUMMARIZED) 
 
       STUDY 
 
 
 
PLACE 
 
METHODOLOGY 
 
FINDINGS 
 
 
 
 
Macias and Massa 
(2009) 
 
 
 
 
Selected economies 
across the SSA region 
1980 to 2007 
 
Panel cointegration 
regression on pooled 
data from over the 
period (with gaps) 
1980-2007 
Extended version of a 
Dynamic OLS 
(DOLS) model 
FDI and cross-border 
bank lending exert an 
important and positive 
impact on sub-
Saharan Africa’s 
growth, whilst 
portfolio equity flows 
and bonds flows do 
not have an impact on 
growth. 
 
 
Levine and Carkovic 
(2002) 
 
 
World Bank dataset 
 
Generalized Method 
of Moments (GMM) 
panel estimator 
Exogenous 
component of FDI 
does not exert a 
robust, positive 
influence on 
economic growth. 
 
 
 
 
 
De Vita and Kyaw 
(2009) 
 
 
 
 
 
126 developing 
countries 
 
 
 
 
 
GMM model 
FDI possesses 
positive effects on 
economic growth in 
developing countries 
with lower middle- 
and upper middle-
income, it also proves 
to fail to do so in 
developing countries 
grouped within the 
low-income 
classification. 
 
 
 
 
Reisen and Soto 
(2001) 
 
 
44 developing 
countries around the 
world over the period 
1986-1997. 
 
 
 
Extended version of a 
Dynamic OLS 
(DOLS) model 
FDI& portfolio equity 
flows have sizeable 
impact on growth; 
bonds, official flows 
do not have important 
effect; short, long-
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term bank lending has 
negative effects. 
3.7 ASSESSMENT OF LITERATURE  
Although there have been several studies assessing the contributions brought by private capital 
flows to developing countries, much attention has been on the SSA countries as a whole. This 
study attempts to show the impact on South Africa an emerging country with liberalized 
financial markets. Moreover, most of the empirical literature focused on the macroeconomic 
effects of the private capital flows rather than their composition. Finally from the results 
discussed earlier, the impact of capital flows has been mixed and inconclusive. 
 
Construction mechanism to anticipate events that might adversely affect the flow of private 
capital and back up plans for countries that depend on external finance were forgotten. As a 
result, not much literature can be found on this issue. However, those who did investigate the 
impact of private capital flows on the economy used cross sectional data with the attendant 
consequences for limited policy analysis and hence there is need to focus on one country using 
time series data, especially South Africa.  
 
3.8 CONCLUSION 
The main objective of this chapter was to give an overview of empirical and theoretical literature 
on the impact of private capital inflows on economic growth. The majority of empirical studies 
reviewed in this chapter have found that FDI has a positive effect on economic growth whereas 
portfolio investment has a pronounced insignificant effect on economic growth. The review 
shows that capital inflows are not an unmitigated blessing. The management of capital inflows is 
a complex process encompassing a spectrum of policy choices, which inter alia include: the 
appropriate level of reserves, monetary policy objectives related to liquidity management and 
maintenance of healthy financial market conditions with financial stability. Large capital inflows 
often are associated with inflationary pressures, a real exchange rate appreciation, and 
deterioration in the current account. The next chapter provides an analytical framework of the 
study evaluating the relationship between private capital inflows and economic growth using 
regression. 
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CHAPTER FOUR 
                                          
                                      ANALYTICAL FRAMEWORK 
 
 
4.1. INTRODUCTION 
 
This chapter is strengthened by the literature reviewed in the previous chapter. It provides an 
analytical framework for the study which focuses mainly on assessing the relationship between 
different modes of capital inflows and economic growth in South Africa. Therefore a regression 
analysis approach is adopted to establish this relationship.  
 
4.2. MODEL SPECIFICATION 
This section deals with the method that is used to analyze the impact of private capital flows on 
the real economy.. The preceding showed that private capital inflows influences economic 
growth. Theoretically it was found that private capital inflows play a crucial role in closing the 
saving/investment gap thereby enhancing economic growth. This forms the basis of the extended 
version of the Harrod-Domar model. This equation is stated as:   
 
gy =  α (k
f
 + s)                                                                       (4.1) 
 
where gy is the rate of economic growth, α is the productivity of capital, s is the rate of savings or 
investment and lastly k
f
 represents foreign capital inflows. 
Based on the theoretical background highlighted above and data availability, the study employs 
the econometric technique of cointegration and Vector Error Correction Model (VECM) in order 
to determine whether there is any long run relationship between private capital inflows and 
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economic growth. Equation 4.2 below is an estimated empirical model of the key private capital 
inflows in South Africa.  
To empirically evaluate the long-run relationship between economic growth and four different 
types of private capital inflows: FDI, bonds flows, portfolio equity flows and cross border bank 
lending using a time series growth regression, we first specify the variables to be included in the 
long-run relationship and determine the order of integration in each of the series. This research is 
a modified version of a Dynamic OLS (DOLS) model used by Macias & Massa (2009) for 
selected SSA countries with a broader set of interlinked financial variables that will show the 
financial conditions in the South African markets. Thus, the study estimates the following 
empirical model: 
 
Log GDP= β0 + β1BANK + β2FDI + β3BOND + β4EQUITY + β5TRADE  
+ β6logGOV +µt ……………………………………………………………………………(4.2) 
 
Where: 
GDP = real gross domestic product (GDP). 
BANK = cross-border bank lending. 
FDI = foreign direct investment net inflows. 
BOND = net Debt (bond) inflows.   
EQUITY = net portfolio equity inflows. 
TRADE = trade openness. 
GOV = government consumption. 
 
Where β0, β1 ,  β2  ,β3  , β4 , β5,β6  are the slope coefficients to be estimated and εt  is the stochastic 
error term (white noise). Both GDP and GOV are transformed into natural logs to neutralize the 
effects of trends and minimize the impact of outliers as well as obtaining partial elasticity 
coeffients on the variables. The rest of the variables are not logged because they have negative 
values and there is no log of a negative number. . Quarterly data is used in this study since this 
enables us to maximize the number of observations and take advantage of the high frequency 
nature of financial flows.  Quarterly data is not available for FDI. The annual data was converted 
66 | P a g e  
 
into quarterly frequencies by utilizing the E views package as explained in section of this 
chapter. 
 
4.3. EXPECTED RELATIONSHIPS 
 
The impact of foreign direct investment on economic growth is fairly well established from the 
previous studies mentioned in chapter three. The expected sign for FDI coefficient (β1in equation 
4.1), therefore is positive. Since an increase in FDI facilitates the transfer of new technology, 
helps improve workers’ skill and generally regarded as flexible in periods of distress, economic 
growth is enhanced.  
 
The anticipated sign on cross border lending is ambiguous in this case – it can either be positive 
or negative – because it is dependent on whether the South African banking system is fully 
efficient. Foreign loans contribute to economic growth t when they are injected into well-
established financial markets and without the risk of loss when the funds are not utilized to full 
potential.
1
 If cross border lending is directed towards an effective banking sector, a positive sign 
will emerge, and vice versa. An increase in trade liberalization usually implies that economic 
growth will be achieved but as mentioned in the previous chapter, only developing countries that 
have reached a certain level of economic development and absorptive capacity are able to 
capture the growth enhancing effects of investment flows. However, we expect a positive sign 
for the coefficient of trade in the case of South Africa.  
 
Generally, as mentioned in chapter three, countries that are prepared to liberalize their financial 
markets and invest in the development of financial and institutional capacity infrastructure 
benefit from portfolio investment. Thus the expected signs of the coefficients of bonds and 
equity are positive given the deregulation of the South African financial markets since 1994. 
Although positive signs may accrue to both the coefficients of bonds and equity, empirical 
literature has also proven that though positive the influence of portfolio investment on economic 
growth is not significant.  
                                                          
1
 This statement follows Sigmund (2009), even though cross border lending is complex in nature, it plays an 
important role in the ongoing process of financial deepening and facilitates in achieving goals of growth by local 
banks in the recipient country. 
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The anticipated sign on government consumption is not clear – it can either be positive or 
negative - because it is dependent on whether the consumption is directed towards investment in 
productive projects that will result in enhancing economic growth. One other important factor is 
the level of corruption in the economy since this may affect the impact of government 
consumption on investment. Private capital inflows need to be properly managed and the funds 
also have to be utilized efficiently but if there are distortions such as political instability potential 
investors may face the risk of losing their investment. 
 
4.4. DEFINITION OF VARIABLES AND DATA SOURCES 
BOND – A debt instrument issued for a period of more than one year with the intention of 
raising capital by borrowing. The rationale behind developing a domestic bond market is that, it 
is a supplementary source for debt financing. This decreases the over-reliance on bank lending 
and minimizes exposure of the economy to the risk of a failure in the banking system. An active 
and efficient bond market would broaden the capital market by offering investors opportunities 
to invest in a wider range of assets. Bonds will be measured by net bonds purchases by 
foreigners. The data is available at the DTI website.  
 
CROSS BORDER BANK LENDING -The expansion of international banking activity in 
Africa is reflected in the significant increase in foreign bank penetration into the region, thus 
foreign bank loans from other countries will be used to represent this variable. Cross border bank 
lending will be measured by foreign bank loans and data is readily available at the DTI website.  
 
EQUITY - Ownership or interest in a corporation in the form of common or preferred stock. It is 
another form of investment and in this study equity will be measured by purchases by foreigners 
on the JSE.  
 
FOREIGN DIRECT INVESTMENT– FDI inflows includes foreign investment in all sectors 
of the economy: primary, manufacturing, and services. It is argued that FDI generates 
externalities in the form of technology transfers, managerial know how, and access to markets 
tends to be more relevant to investment in the manufacturing or even service sector than in the 
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agriculture or mining sectors. Thus we expect a positive relationship between FDI and economic 
growth. The data on FDI is available on yearly basis, thus it was transformed to quarterly basis 
through the cubic – match last method (explained in section 4.3.2.). 
TRADE -This is the commercial exchange of goods and services measured by imports and 
exports as share per GDP and have the ability to show degree of openness. It is defined as the 
logarithm of the ratio of the sum of imports and exports of goods and services to GDP. 
 
REAL GROSS DOMESTIC PRODUCT -It is an indication of economic growth in this study 
as it indicates the level of economic growth in the recipient country. Gross Domestic Product 
(GDP) of a country is the market value of all final goods and services produced within a country 
in a given period of time. In this study real GDP will be used in our estimation as it is adjusted 
for inflation unlike nominal GDP.  
 
GOVERNMENT CONSUMPTION - The logarithm of the ratio of government consumption to 
GDP, used as a proxy for the composition of government expenditure. Edwards (1994: 84) also 
employs this variable to proxy the ratio of government consumption on non-tradables to GDP. It 
is used as a control variable as in Macias and Massa (2009). 
 
4.3.2. CUBIC – MATCH LAST METHOD 
Our main aim was to convert low frequency data to high frequency, despite the fact that eviews 7 
has a number of methods to do this; this study used the cubic – match last method. The main 
reason behind converting yearly data to quarterly was that the observation of a series at a lower 
frequency provides less information as compared to observing the same series at a higher 
frequency thus quarterly data would provide more accurate results than yearly data. However, 
the cubic – match last method assigns each value in the low frequency series to the last high 
frequency observation associated with the low frequency period, and goes on to place all 
intermediate points on a natural cubic spline connecting all the points, (Eviews 7). According to 
Eviews 7, a natural cubic spline involves each segment of the curve being represented by a cubic 
polynomial, adjacent segments of the curve have the same level, first derivative and second 
derivative at the point where they meet and lastly, the second derivative of the curve at the two 
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global end points is equal to zero (this is the natural spline condition). However, the use of this 
method resulted in losing the first three observations hence our time period started in the last 
quarter of 1989 to the last quarter of 2009, giving us exactly 81 observations. 
4.3.3. DATA SOURCES  
The main sources of data were the South African Department of Trade and Industry (DTI), the 
International Monetary Fund’s (IMF) International Financial Statistics (IFS) yearbooks, 
Johannesburg Stock Exchange (JSE), South African Reserve Bank (SARB) and Statistics South 
Africa (Stats SA) electronic data delivery systems. Quarterly data is used in this study. FDI had 
to be converted from yearly to quarterly data using the cubic-match last method. Altogether 81 
observations stretching from 1989Q4 to 2009Q4 were used covering the period of the global 
financial crisis to enable us capture the various events that occurred in the decade that posed as 
important thresholds to the slowing down of private capital flows. 
4.4. ESTIMATION METHOD 
The study will employ the Johansen (1998) cointegration test. This approach is preferred as it 
captures the underlying time series properties of the data and is a systems equation test that 
provides estimates of all cointegrating relationships that may exist within a vector of non-
stationary variables or a mixture of stationary and non-stationary variables (Harris, 1995: 80). 
The technique establishes the long run relationship between variables. 
The first task is to make sure that the series are integrated of the same order. This is done by 
using unit root tests to examine the stationarity of data sets. Thus, the variables are subjected to 
the Augmented Dickey-Fuller (ADF), 1979, 1981) and Phillips-Perron (PP, 1988) unit root tests. 
Thereafter, residual diagnostic checks are performed on the variables. Finally Impulse response 
and variance decomposition analyses will be employed if our estimated models pass the residual 
diagnostic tests.  
4.4.1. TIME SERIES PROPERTIES OF VARIABLES  
To test for cointegration one needs to ensure that the variables are integrated. Thus, a unit root 
test will be carried out for each variable in the model. Augmented Dickey Fuller (ADF, 1979) 
test is the most popular tests for stationarity; however, due to its limitations in correcting for 
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heteroscedasticity, a non-parametric test created by Phillips-Perron (PP, 1988) will be executed 
to confirm the ADF results.  
Practically, non-stationarity is common in most macroeconomic time series and especially 
financial sector data..Ignoring the treatment of non-stationary series will bias the Ordinary Least 
Squares (OLS) and accordingly result in misleading economic analysis. The model will 
methodically fail to forecast outcomes and can also lead to the problem of spurious (misleading) 
regressions where R-squared is approximating unity and t and F-statistics look significant and 
valid. Basically, the crisis lies with the existence of spurious regression that arises where the 
regression of non-stationary series, which are known to be unrelated, indicates that the series are 
correlated. Consequently, there is regularly a problem of falsely concluding that a relationship 
exists between two unrelated non-stationary series. This problem normally enlarges with the 
sample size.  
One way of preventing the spurious regression problem is by differencing which has become a 
popular method of converting  non-stationary to stationary series variable is said to be integrated 
of order one, or I(1), if it is stationary after differencing once, or of order two, I(2) if differenced 
twice. However, if the variable is stationary without differencing, then it is integrated of order 
zero, I(0). The value of the mean of a stationary series is independent of time, and therefore no 
matter at what point in its history the series was examined we would always recover the same 
information about its structure.  
On the contrary, a non-stationary series includes a clear time trend and has a variance that is not 
constant overtime. If a series is non-stationary, it will display a high degree of persistence and to 
be precise, shocks do not die out. Before we test for cointegration between the variables of we 
need to ensure that the variables are stationary. 
4.4.3. AUGMENTED DICKEY- FULLER TEST (ADF) 
The Augmented Dickey Fuller (ADF) test is more preferred to the Dickey Fuller (DF) test since 
the later has critical values that are bigger in absolute terms and may sometimes lead to a 
rejection of a correct null hypothesis (Brooks, (2004:379). The ADF test is the stricter version of 
the Dickey Fuller test. It estimates the following equation; 
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1                                                                              (4.3) 
The lags of ∆yt soak up any dynamic structure that may be present in the dependent variable to 
ensure that μtis not auto correlated (ibid). 
4.4.4. PHILLIPS-PERRON TEST (PP) 
The evolution of the Phillips-Perron test came about to overcome the weaknesses of the 
Augmented Dickey Fuller (ADF) test which assumes that residual errors are statistically 
independent and have a constant variance. However, the main advantage behind the Phillips-
Perron test is that it allows the error disturbances to be weakly dependent and heterogeneously 
distributed and that it is nonparametric, as no generating model for the time series needs to be 
specified. This is in contrast to its chief competitor, the (Augmented) Dickey-Fuller test, which is 
based on an autoregressive specification, at least as an approximation to the underlying model. 
Phillips and Perron developed this more comprehensive theory of unit root non stationarity. The 
tests are similar to ADF tests, but they incorporate an automatic correction to the DF procedure 
to allow for autocorrelated residuals.  
 
The first form of the Phillips-Perron unit root test assumes that a zero drift unit root process 
underlies the observed time series. Under the null hypothesis, the assumed underlying process is 
shown by the equation below: 
 
ttt yy  1                                                                                                     
(4.4) 
The PP test deals with potential serial correlation in the errors by employing a correction factor 
that estimates the long–run variance of the error process with a variant of the Newey–West 
formula. Similar to the ADF test, the implementation of the PP test involves specification of a 
lag order; in the latter case, the lag order selects the number of lags to be included in the long–
run variance estimate. The PP tests allow for dependence among disturbances of AR form, but 
have been shown to exhibit serious size distortions in the presence of negative autocorrelations. 
Despite the fact that the PP tests should be more powerful than the ADF alternative, they also 
exists some critics for instance, the tests can suffer quite severe distortions even in moderately 
large samples. The same critical values are also used for both the ADF and PP tests. Generally, 
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both the ADF and PP tests have very low power against I(0) alternatives that are close to being 
I(1). This means that unit root tests cannot distinguish highly persistent stationary processes from 
non stationary processes very well.  
4.5. COINTEGRATION AND VECTOR ERROR CORRECTION MODELLING (VECM) 
 
The result of the Multiple Cointegration test can be rather sensitive to the lag length. For that 
reason, before carrying out cointegration tests, it is necessary to check an optimal lag length. The 
study will select an appropriate lag according to Akaike Information Criterion (AIC) or Schwarz 
Information Criterion (SIC).The latter is usually preferred since it selects longer lags.  
 
Cointegration means that despite being individually non stationary, a linear combination of two 
or more time series can be stationary. Many time series are non stationary individually, but move 
together over time, that is, the series are bound by some relationship in the long-run. Brooks 
further shows that a cointegrating relationship may also be seen as a long term or equilibrium 
phenomenon, since it is possible that cointegrating variables may deviate from the relationship in 
the short run, but their association would return in the long-run. This concept is particularly 
important in this study where we seek to identify and distinguish those variables that have a long 
term relationship with the real gross domestic product.  
 
There are several ways of testing for cointegration and these tests can be categorized into two 
broad categories: those that are residual based, such as the Engle-Granger approach and those 
that are based on maximum likelihood estimation on a VAR system, such as the Johansen 
method. However, of interest here is the Johansen cointegration method. Chakraborty and 
Nunnenkamp (2006), shows that there is a growing literature recognizing the theoretical 
possibility of two-way feedbacks between FDI and economic growth along with their long-run 
and short-run dynamics, which are variables of interest in the study. Thus the single equation 
method will not be the best in such a case.  
 
In addition, since our model is multivariate, there is a likelihood of having more than one 
cointegrating vector. Seddighi et al. (2000: 297) show that if there is more than one cointegrating 
relationships, the Engle-Granger approach would produce inconsistent estimates. Thus, in light 
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of these problems, we prefer the Johansen methodology. The Johansen methodology takes its 
starting point in the vector autoregression (VAR) of order p given by Erik Hjalmarsson (2007):  
 
yt = µ + AIyt-1 +……+ Apyt-p + єt,                                                                        (4.5) 
 
where yt is an nx1 vector of variables that are integrated of order one – commonly denoted I(1) – 
and єt is an nx1 vector of innovations. This VAR can be re-written as: 
 
 ty µ +  
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If the coefficient matrix   has reduced rank r n, then there exist nxr matrices α and β each with 
rank r such that = αβ′ and β′yt is stationary. R is the number of cointegrating relationships. The 
elements of α are known as the adjustment parameters in the vector error correction model and 
each column of β is a cointegrating vector. It can also be shown that for a given r, the maximum 
likelihood estimator of β defines the combination of yt-1 that yields the r largest canonical 
correlations of ∆yt with yt-1 after correcting for lagged differences and deterministic variables 
when present. Johansen proposes two different likelihood ratio tests of the significance of these 
canonical correlations and thereby the reduced rank of the Π matrix: the trace test and maximum 
eigenvalue test, shown in equations (4.8) and (4.9) respectively.  
 
 

1(
1
n
ri
trace InTJ 

i)                                                                                        (4.8) 
 1(max TInJ 

r+1)                                                                                            (4.9) 
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Where r is the number of cointegrating vectors under the null hypothesis and λˆis the estimated 
value for the ith ordered eigenvalue from the П matrix. The maximum eigenvalue method test 
the null hypothesis that rank (П) =r against the hypothesis that the rank is r+1. The test 
considers the largest eigenvalues in descending order and considers whether they are 
significantly different from zero. Alternatively, the trace statistic considers whether the trace is 
increased by adding more eigenvalues beyond the rth eigenvalue. The null hypothesis is that the 
number of cointegrating vectors is less than or equal to r. 
In our model, the dynamic interactions between the GDP and other variables of interest are 
obtained by presenting the estimated reduced-form equation of the VEC model, the analysis of 
variance decomposition and impulse response functions.  
Having established the number of cointegrating vectors, we will proceed with the estimation of 
the VECM. The VECM applies maximum likelihood estimation to VAR to simultaneously 
determine the long-run and short-run determinants of the dependent variable in the model.  
This approach takes into account the short-term adjustments of the variables as well as the speed 
of adjustment of the coefficients. It therefore measures the speed at which GDP will revert to its 
equilibrium following a short term shock to each of them. In addition, this approach is 
appropriate for macroeconomics and financial data as it distinguishes between stationary 
variables with momentary effects and non-stationary variables with undeviating effects (Brooks 
2008). 
 
The VECM specification has the following form: 
Δ y t = 
   
k
it kttit
yy 11
t…………………………………………………………..(4.10) 
Where 
y
t =(
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
….) is the 7×1 vector, 
y
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
are all i
 ),0(
 are the 7×7 coefficient matrices 
and kt

are normally and independently distributed error terms.  
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4.5.2. IMPULSE RESPONSE AND VARIANCE DECOMPOSITION  
The block F-tests and an examination of causality in a VAR will show which of the variables in 
the model have statistically significant influences on the future values of each of the variables in 
the system. However, these tests will not reveal whether changes in a value of a given variable 
have a negative or positive influence on the other variables in the system, or how long it would 
take for the effect to work through the system (Brooks, 2002: 341). To provide such information, 
Lütkepohl and Reimers (1992) and Mellanderet al. (1992) developed impulse response and 
forecast error variance decomposition analyses for a VAR process with cointegrated variables.  
 
4.5.2.1. IMPULSE RESPONSE ANALYSIS  
Impulse response analysis traces out the responsiveness of the dependent variable in the VAR to 
shocks to each of the other variables. A shock to a variable in a VAR not only directly affects 
that variable, but is also transmitted to all other endogenous variables in the system through the 
dynamic structure of the VAR. For each variable from the equations separately, a unit or one-
time shock is applied to the forecast error and the effects upon the VAR system over time are 
observed. The impulse response analysis is applied on the VECM and, provided that the system 
is stable, the shock should gradually die away (Brooks, 2002: 341). There are numerous ways of 
performing impulse response analysis, but the Cholesky orthogonalisation approach to impulse 
response analysis, which is a multivariate model extension of the Cholesky factorisation 
technique, is chosen in this study. Unlike other approaches, it incorporates a small sample 
degrees of freedom adjustment when estimating the residual covariance matrix used to derive the 
Cholesky factor (Lütkepohl, 1991: 155-158). 
 
4.5.2.2. VARIANCE DECOMPOSITION ANALYSIS  
The relationship between real gross domestic product and private capital inflows can be attained 
from variance decompositions that measure the ratio of forecast error variance in a variable that 
is explained by innovations (impulses) in itself and the other variables. Variance decompositions 
give the proportion of the movements in the dependent variables that are due to their ‘own’ 
shocks (innovations), versus shocks to the other variables (Brooks, 2002: 342). Brooks also 
observed that own series shocks explain most of the forecast error variance of the series in a 
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VAR. The same factorization technique and information used in estimating impulse responses is 
applied in the variance decompositions. 
 
 
4.5.1. DIAGNOSTIC CHECKS  
This stage is essential in the analysis of the impact of private capital inflows on economic growth 
since it validates the parameter estimation outcomes achieved by the estimated model. 
Diagnostic checks test the stochastic properties of the model, such as residual autocorrelation, 
heteroskedasticity and normality, to mention a few. The multivariate extensions of the residual 
tests just mentioned will be applied in this study; thus they are briefly discussed here. 
 
4.5.1.1. AUTOCORRELATION LM TEST  
Autocorrelation can be defined as relation between members of a series of observations ordered 
in time Gujarati, (2003). It arises in cases where the data have a time dimension and where two 
or more consecutive error terms are related. The Lagrange Multiplier (LM) test used in this study 
is a multivariate test statistic for residual serial correlation up to the specified lag order. Harris 
(1995: 82) argues that the lag order for this test should be the same as that of the corresponding 
VAR. The test statistic for the chosen lag order (m) is computed by running an auxiliary 
regression of the residuals (μt) on the original right-hand explanatory variables and the lagged 
residuals (μt−m ). Johansen (1995: 22) presents the formula of the LM statistic and provides 
detail on this test. The LM statistic tests the null hypothesis of no serial correlation against an 
alternative of autocorrelated residuals. 
 
4.5.1.2. WHITE HETEROSKEDACITY TEST  
Different error terms that do not have identical variances, such that the diagonal elements of the 
covariance matrix are not identical usually result in the occurrence of heteroskedasticity. The 
error terms are mutually uncorrelated while the variance of µi may vary over the observations. 
The cost of using the usual testing procedures despite the heteroskedasticity is that the 
conclusions drawn or the inferences made may be very misleading,(Gujarati, 2003). The basis of 
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this test checks whether there is any systematic relation between the squared residuals and the 
explanatory variables Mukherjee et al. (1998). It tests the null hypothesis that there is no 
heteroskedasticity in which the test statistic should not be significant in the absence of 
heteroskedasticity and misspecification. This test is an extension of White’s (1980) test to 
systems of equations, as extended by Kelejian (1982) and Doornik (1995). The test regression is 
run by regressing each cross product of the residuals on the cross products of the regressors and 
testing the joint significance of the regression. The failure of any one or more of the conditions 
just mentioned above could lead to a significant test statistic. Therefore, under the null of no 
heteroskedacity and no misspecification, the test statistic should not be significant. 
4.5.1.3. RESIDUAL NORMALITY TEST  
The residual normality test used in this study is the multivariate extension of the Jarque-Bera, 
(1980) normality test which compares the third and fourth moments of the residuals to those 
from the normal distribution. One way of detecting misspecification problems is through 
observing the regression residuals. Usually the normality test checks for skewness (third 
moment) and excess Verbeek, (2000). Jarque-Bera normality test compares the third and fourth 
moments of the residuals to those from the normal distribution under the null hypothesis that 
residuals are normally distributed and a significant Jarque-Bera statistic, therefore, points to non-
normality in the residuals. 
4.6. CONCLUDING REMARKS 
This chapter set an analytical framework in which the impact of private capital inflows on 
economic growth can be identified. Based on theory, a background of the private capital inflows 
in South Africa and data availability, an empirical model that links the private capital inflows to 
economic was specified. The private capital inflows included in this model include trade which 
shows the degree of openness, FDI, equity, bonds, cross-border bank lending, government 
consumption. The Johansen (1991, 1995) cointegration method has been chosen as the preferred 
parameter estimation technique because of its several advantages over alternative techniques. If 
the estimated model passes several residual diagnostic checks, orthogonalised impulse response 
and variance decomposition analyses will be employed and we now apply these techniques to 
South African data in order to achieve the objectives of this study as set out in Chapter 1. 
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CHAPTER FIVE 
 
                     ESTIMATION AND INTERPRETATION OF RESULTS 
 
5. INTRODUCTION  
This chapter focuses on the interpretation of the models formulated in chapter four. Firstly, 
section 5.2 gives a report of the results of the unit root and stationarity tests. Section 5.3 reports 
the Johansen Cointegration technique, while section 5.4 uses VECM, impulse response and 
variance decomposition to analyze linkages between the variables. We also carried out 
diagnostic tests for the VEC and these are discussed in section 5.5. Section 5.6 concludes the 
chapter. 
5.1 LAG LENGTH SELECTION CRITERIA 
The choice of optimal lag length of the variables is an empirical question and it is crucial in 
econometric model estimation. If there are n variables with lag length k, for instance, it is 
necessary to estimate n (nk+  ) coefficients. The lag length also influences the power of rejecting 
hypothesis. For instance, if k is too large, degrees of freedom maybe wasted and this may 
introduce the possibility of multicollinearity. Moreover, if the lag length is too small, important 
lag dependences maybe omitted from the VAR and if serial correlation is present the estimated 
coefficients will be inconsistent, thus resulting in specification errors. 
The common information criteria in lag length selection are the Akaike Information Criteria 
(AIC), Schwarz Information Criterion (SIC), Hannan-Quinn Information Criterion (HQI), Final 
prediction error (FPE) and the Likelihood Ratio test (LR). An optimal lag length suggested by a 
combination of some of the above information criteria can be chosen as these criteria may 
sometimes produce conflicting lag length choices. Conversely, decisions about the lag structure 
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of a VEC model could be based on the fact that a given criterion produces a white noise residual 
and conserves degrees of freedom. Table 5.1 below presents the selection of an optimal lag 
length for this study. 
 
TABLE 5.1 VAR LAG ORDER SELECTION CRITERIA 
VAR Lag Order Selection Criteria     
Endogenous variables: GDP BANK FDI BONDS EQUITY 
GOV TRADE    
Exogenous variables: C      
Date: 02/12/12   Time: 18:25     
Sample: 1989Q4 2009Q4     
Included observations: 73     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0 -7358.378 NA   1.02e+79  201.7912  202.0108  201.8787 
1 -6608.748  1334.957  4.74e+70  182.5958  184.3529  183.2961 
2 -6201.657  646.8847  2.69e+66  172.7851  176.0796  174.0980 
3 -6010.210  267.5017  5.97e+64  168.8825  173.7144  170.8081 
4 -5873.173  165.1951  6.46e+63*  166.4705*  172.8399*  169.0088 
5 -5768.199  106.4123  1.95e+63  164.9370  172.8437  168.0879 
6 -5598.681  139.3301  1.26e+62  161.6351  171.0793  165.3988 
7 -5418.647  113.4458  8.78e+60  158.0451  169.0268  162.4215 
8 -5252.110   73.00260*  1.71e+60  154.8249  167.3440   159.8140* 
       
        * indicates lag order selected by the criterion    
 LR: sequential modified LR test statistic (each test at 5% 
level)   
 FPE: Final prediction error     
 AIC: Akaike information criterion     
 SC: Schwarz information criterion     
 HQ: Hannan-Quinn information criterion    
       
 
Source: Author’s Computation using Eviews 7 Econometric Packages 
Since the series are quarterly, the selection is drawn from a maximum of 8 lags in order to allow 
for adjustment in the model and the attainment of well-behaved residuals. As shown in table 5.3, 
the FPE, AIC and SC select 4 lags, while the LR and the HQ choose 8 lags for the VAR. Thus, 
the information criteria approach produces conflicting results. However, the study will be based 
on the Schwarz Information Criterion (SIC) which is 4. Schwarz Information Criterion (SIC) is 
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chosen as it enforces a harsher price for including an increasingly large number of regressors 
(Gujarati 2004). 
5.1.2 UNIT ROOT TESTS 
The occurrence of sizeable co-movements among most economic time series data has gravely 
weakened the policy implications that could be deduced from such modeling constructs. Granger 
& Newbold (1974) show that when the dependent and independent variables have unit roots, 
traditional estimation method using observations on levels of those variables will likely find a 
statistically significant relationship, even when meaningful ‘economic’ linkage is absent. 
Therefore, for any meaningful policy analysis, it is essential to differentiate between a 
correlation that arises from a shared trend and one associated with an underlying causal 
relationships. To attain this goal, the data were subjected to a variety of tests to establish their 
univariate time series behavior. These tests include the Dickey-Fuller (DF), Augmented Dickey-
Fuller (ADF) and Phillip-Perron (PP) as explained in Engle and Granger (1987) and Phillips 
(1987).  
The unit root tests considered both the null hypothesis of a random walk without a drift 
(untrended) and a random walk with a drift and trended (trended). The unit root tests were 
carried out on the data series in levels and first differences. The summary of the results of the 
unit-root test is presented in Table 5.2 and 5.3 that follow; 
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TABLE 5.2: UNIT ROOT TESTS 1989Q4- 2009Q4 AT LEVELS 
Test Augmented Dickey – Fuller 
                  (ADF) 
Phillips Peron 
                  (PP) 
Variable with 
constant 
With 
constant 
and trend 
No 
constant 
and no 
trend 
With 
constant 
With 
constant 
and trend 
No 
constant 
and no 
trend 
 
BANK 
 
 
-1.472062 
 
 
0.059612 
 
 
-0.813645 
 
 
-1.707013 
 
 
-1.437457 
 
 
-1.137302 
 
BONDS 
 
 
-0.968213 
 
 
-0.777768 
 
 
-0.999087 
 
 
-3.126053 
 
 
-3.100143** 
 
 
-3.135160*** 
 
EQUITY 
 
 
-1.444116 
 
 
-2.499973 
 
 
0.113893 
 
 
-2.380155 
 
 
-2.692755 
 
 
-1.687194* 
 
FDI 
 
 
0.752947 
 
 
-1.611051 
 
 
2.015654 
 
 
-2.329898 
 
 
-3.193692* 
 
 
-1.555459 
 
LGDP 
 
 
-0.674634 
 
 
-3.227357* 
 
 
1.529011 
 
 
1.317241 
 
 
-3.654596** 
 
 
3.503154 
 
LGOV 
 
 
1.249773 
 
 
-1.595369 
 
 
2.397285 
 
 
-0.407527 
 
 
-2.492504 
 
 
14.99963 
 
TRADE 
 
 
-1.559157 
 
 
-2.284861 
 
 
-1.039380 
 
 
-2.253291 
 
 
-3.554515** 
 
 
-1.730212* 
 
Notes: 
i. ***Denotes (stationary at 0.01 level of significance), **(stationary at 0.05level of 
significance) and *(stationary at 0,1 level of significance. 
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ii. Maximum Bandwidth for the PP test has been decided on the basis of Newey-
West (1994) 
iii. The ADF and PP tests are based on the null hypothesis of unit roots. 
 
iv. Critical values for both ADF and PP obtained from Eviews at one percent (-
3.528515, -2.904198 and -2.589562); at five percent (4.094550, -3.475305 and -
3.165046) and at ten percent (-2.598907, -1.945596 and -1.613719). 
          Source: Author’s Computation using Eviews 7 Econometric Package  
 
TABLE 5.3: UNIT ROOT TESTS 1989Q4- 2009Q4 AT FIRST DIFFERENCE  
Test Augmented Dickey – Fuller 
               (ADF) 
Phillips Peron 
                 ( PP) 
Variable with 
constant 
With 
constant 
and trend 
No 
constant 
and no 
trend 
With 
constant 
With 
constant 
and trend 
No 
constant 
and no 
trend 
 
∆BANK 
 
 
-2.950822** 
 
 
-3.490662** 
 
 
-2.974028*** 
 
 
-3.543389*** 
 
 
-3.598590** 
 
 
-3.554344*** 
 
∆BONDS 
 
 
-4.826520*** 
 
 
-4.957625*** 
 
 
-4.848771*** 
 
 
-3.417418** 
 
 
-3.412505* 
 
 
-3.429514*** 
 
∆EQUITY 
 
 
-4.173976*** 
 
 
-4.138918*** 
 
 
-4.027456*** 
 
 
-2.541699 
 
 
-2.473680 
 
 
-2.537820** 
 
∆FDI 
 
 
-4.200811*** 
 
 
-4.407217*** 
 
 
-2.290244** 
 
 
-3.325565** 
 
 
-3.29347* 
 
 
-3.343855*** 
 
∆GDP 
 
 
-2.110245** 
 
 
-1.828965 
 
 
-1.426951 
 
 
-13.77273*** 
 
 
-16.91943*** 
 
 
-11.01781*** 
 
∆GOV 
 
 
-2.129529 
 
 
-2.089501 
 
 
-0.353066 
 
 
-3.176548** 
 
 
-3.079195 
 
 
-0.985524 
  
 
-15.26348*** 
 
 
-15.16923*** 
 
 
-15.33139*** 
 
 
-17.40144*** 
 
 
-17.49805*** 
 
 
-17.06208*** 
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∆TRADE 
 
Notes: 
i. ***Denotes (stationary at 0.01 level of significance), **(stationary at 0.05level of 
significance) and *(stationary at 0,1 level of significance. 
ii. Maximum Bandwidth for the PP test has been decided on the basis of Newey-
West (1994) 
iii. The ADF and PP tests are based on the null hypothesis of unit roots. 
iv. Critical values for both ADF and PP obtained from Eviews at one percent are (,-
3.527045, -2.903566 and -2.589227),at five percent (-4.094550, -3.475305 and -
3.165046) and at ten percent (-2.598416, -1.945525 and -1.613760).  
v. ∆ is the first difference symbol. 
Source: Author’s Computation using Eviews 7 Econometric Package  
 
The application of the ADF and PP tests on all the variables at 10% level of significance were 
regarded as non-stationary at their level series since the reported t-statistic for each variable was 
less than the critical t-value as indicated above. The variables were tested for stationarity at first 
differences. The results confirmed therefore that differencing once was all that was required to 
bring these variables to stationarity at all levels of significance (0.01, 0.05 and 0.1). Having 
found the existence of unit roots, cointegration tests were carried out. 
5.1.3 JOHANSEN COINTEGRATION TEST AND THE VECTOR ERROR 
CORRECTION MODEL RESULTS 
This study used the multivariate Cointegration technique developed by Johansen (1990) to the 
system variables. According to Ibrahim (2000), the Johansen technique has an advantage of 
performing better than single-equation and alternative multivariate methods. The trace and 
maximum eigenvalue test statistics are also shown in Table 5.4 below. 
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TABLE 5.4 JOHANSEN 
COINTEGRATION TEST RESULTS 
     
     
        
Unrestricted Cointegration Rank Test (Trace)     
        
        Hypothesiz
ed  Trace 0.05     
No. of CE(s) Eigenvalue Statistic 
Critical 
Value Prob.**    
        
        None *  0.771861  296.7555  125.6154  0.0000    
At most 1 *  0.544730  184.4427  95.75366  0.0000    
At most 2 *  0.470669  124.6410  69.81889  0.0000    
At most 3 *  0.460666  76.29431  47.85613  0.0000    
At most 4  0.217055  29.37031  29.79707  0.0559    
At most 5  0.127442  10.77367  15.49471  0.2258    
At most 6  0.005418  0.412858  3.841466  0.5205    
        
         Trace test indicates 4 cointegrating eqn(s) at the 0.05 level    
 * denotes rejection of the hypothesis at the 0.05 level    
 **MacKinnon-Haug-Michelis (1999) p-values     
 
Unrestricted Cointegration Rank Test (Maximum Eigenvalue)  
      
      Hypothesized  Max-Eigen 0.05   
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**  
      
      None *  0.771861  112.3128  46.23142  0.0000  
At most 1 *  0.544730  59.80169  40.07757  0.0001  
At most 2 *  0.470669  48.34668  33.87687  0.0005  
At most 3 *  0.460666  46.92399  27.58434  0.0001  
At most 4  0.217055  18.59664  21.13162  0.1091  
At most 5  0.127442  10.36081  14.26460  0.1893  
At most 6  0.005418  0.412858  3.841466  0.5205  
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       Max-eigenvalue test indicates 4 cointegrating eqn(s) at the 0.05 level  
 * denotes rejection of the hypothesis at the 0.05 level  
**MacKinnon-Haug-Michelis (1999) p-values   
 
 
 
 
Both the trace test (λtrace) and maximal eigenvalue test (λmax) statistics report of four (4) 
cointegration relationships as both tests fail to reject the null of at most 4 cointegrating equations 
in the system. 
 
In Table 5.4, the trace testrejects the null hypothesis of no cointegration and the test that there is 
at most 1 cointegrating vector since the test statistics of 296.7555, 184.4427 and 124.610 are 
greater than the 5% critical values of approximately 125.6154, 95.75366 and 69.81889 
respectively. On the same note, the null hypothesis that there are at most 3 cointegrating vectors 
is rejected but the null hypothesis that there are at most 4 cointegrating vectors cannot be rejected 
as the t- statistic of 29.37031 is now less than the 5% critical value of approximately 29.79707. 
 
We proceed to estimate a VECM normalized on GDP where we have GDP in the VEC as a 
function of the remaining variables. Our results are summarized below: 
 
 
LGDP = -18.43214 + 2.53E-05BANK + 5.38E-11FDI + 1.14E-05BONDS + 2.95E-11EQUITY 
                                   (0.00034)                (0.00079)           (0.00027)                  (0.00042) 
                                   [7.34474]                [6.85619]           [4.31351]                   [7.05902] 
 
             +2.08E-05TRADE - 0.530310LGOV 
                (0.00044)                  (0.06835) 
                [4.74074]                 [-7.75848] 
 
Notes : 
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( ) standard errors 
[ ] t- statistic 
 
The discussion of the results at this point should be taken as purely indicative since structural 
parameter estimates in a VECM do not reveal the dynamics of the variables in response to 
shocks. That is the reason why researchers pay more attention to interrelationships among 
variables as represented by the impulse response analysis and the variance decomposition. 
 
Briefly, the empirical results show that FDI net inflows have a significant and positive impact on 
economic growth for the South African economy. This result is consistent with previous findings 
(Reisen & Soto 2001). Undeniably, FDI provides resources that can be used to build extra 
physical capital and create more employment; it increases the size of capital stock and supports 
more efficient use of existing resources, consequently enhancing output and productivity, 
(Ikhide, 2006).It develops the local skills and promotes technological proficiency, in so doing 
promoting overall economic growth and development.  
 
A similarly important growth impact comes from cross-border bank lending. Our results indicate 
that cross-border bank lending has a positive long run relation with economic growth measured 
by real GDP in this study. For every 1% increase in cross border-bank lending there is also a 
0.00253% increase in GDP. In reality, cross-border activities permit banks to better realize their 
optimal size, take advantage of economies of scale and scope, diversify activities and spread risk 
and revenues. Portfolio equity flows are positive and significant implying that they produce an 
important positive impact on South Africa’s growth. Our results also report a positive 
relationship between bonds and economic growth since a 1% increase in bonds will result in a 
0.00114% increase in GDP.   
 
The trade variable is significant and positively signed and as shown in the longrun equation 1% 
increase in trade will lead to a 0.00208% increase in GDP. Theoretically, trade openness 
increases efficiency and reduces costs for industries due to foreign competition; domestic 
companies are thereby forced to keep up with the pace of quality enhancing new technologies. 
Trade liberalization deepens the banking and stock markets and provide investment friendly 
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environment to enhance domestic investment which, in turn, promotes economic growth. In 
addition, trade openness acts as a stimulator for economic growth as it enlarges the country’s 
consumption capacities, access to scarce resources and increases the access to larger markets for 
both imports and exports resulting in better quality of intermediate inputs at lower prices.  
 
Government expenditure has a negative sign indicating that there is a negative relationship 
between economic growth and government expenditure in South Africa. When government 
expenditure increases by 1% there will be a 0.53% decrease in GDP. Estimates obtained by 
Fölster and Henrekson (1999, 2001) when conducting a panel study on a sample of rich countries 
over the period 1970-1995 lend support to the notion that large public expenditures affect growth 
negatively. Of particular interest in this study are the dynamic responses of real GDP to shocks 
in cross-border bank lending, foreign direct investment, bonds, equity, trade and government 
expenditure. This is provided by the VECM, correlation matrix, impulse response and the 
variance decomposition.  
 
The fact that the variables are cointegrated justifies the use of VECM. The VECM allows the 
long term behavior of the endogenous variables to converge to long term equilibrium 
relationships while allowing a wide range of short term dynamics. In Table 5.5 below the speed 
of adjustment is indicated by the coefficients of the error correction terms in cointegrating 
equation 1. A further analysis into the residuals of the long run equation is given which shows 
the pair-wise contemporaneous correlation matrix for the residuals of each equation. 
 
TABLE 5.5 VECTOR ERROR CORRECTION MODEL 
 
 
       
        Error Correction: D(LGDP) D(BANK) D(FDI) D(BONDS) D(EQUITY) D(TRADE) D(LGOV) 
        
        CointEq1  -0.096131 -2689.972 -9.59E+08  -788.0758  1.81E+09 -32903.83  -0.000834 
  (0.02901)  (1770.57)  (4.9E+08)  (3447.10)  (4.9E+08)  (9309.80)  (0.00542) 
 [ -3.31323] [-1.51927] [-1.96303] [- 0.22862] [ 3.68381] [-3.53432] [ -0.15394] 
 
 
Notes: 
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( ) standard errors 
 
[ ] t-statistic   
 
Source: Author’s Computation using E views 7 
 
Changes in the dependent variable are a function of the degree of disequilibrium in the 
cointegrating relationship which is captured by the error correction term. The long-term causal 
relationship is provided by the t-test on the coefficients of the lagged error-correction term since 
they are derived from the long-term cointegration relationship. However, the coefficients show 
only short-term adjustments that are made in each period in order to effect the necessary 
correction in the long-term imbalance.  
The variables; LGDP, BANK, FDI, TRADE are significant at 5per cent level and have negative 
coefficients. BONDS and LGOV have coefficients that are negative even though they are 
insignificant. The negative coefficients on the above variables indicate that in the event of 
disequilibrium in the short-run, the variables converge to their long-run equilibrium.  
TABLE 5.6 RESIDUAL CORRELATION MATRIX 
  
LGDP BANK FDI BONDS EQUITY TRADE LGOV 
LGDP 
 
 1.000000  0.018756  0.022173  0.075241 0.254949  0.170467  -0.177802 
BANK 
 
 0.018756  1.000000  0.664335 -0.578226 -0.276854  0.038461 -0.204991 
FDI 
 
 0.022173  0.664335  1.000000 -0.613093 -0.633356 -0.072253 -0.200192 
BONDS 
 
 0.075241 -0.578226 -0.613093  1.000000  0.584781 -0.103603  0.445381 
EQUITY 
 
0.254949 -0.276854 -0.633356  0.584781  1.000000  0.079240 -0.176453 
TRADE 
 
 0.170467  0.038461 -0.072253 -0.103603  0.079240  1.000000  0.019074 
LGOV 
 
 -0.177802 -0.204991 -0.200192  0.445381 -0.176453  0.019074  1.000000 
 
Source: Author’s Computation using E views 7 
 
Table 5.6 represents the correlation matrix which represents the short run relationships amongst 
the variables. The sign of the correlation coefficient defines the direction of the relationship in 
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the short run. A positive correlation coefficient means that as the value of one variable increases, 
the value of the other variable increases; as one decreases the other decreases. A negative 
correlation coefficient indicates that as one variable increases, the other decreases, and vice-
versa. Taking the absolute value of the correlation coefficient measures the strength of the 
relationship. A correlation coefficient of r=.50 indicates a stronger degree of linear relationship 
than one of r=.40. Likewise a correlation coefficient of r=-.50 shows a greater degree of 
relationship than one of r=.40. Thus a correlation coefficient of zero (r=0.0) indicates the absence 
of a linear relationship and correlation coefficients of r=+1.0 and r=-1.0 indicate a perfect linear 
relationship. 
 
Looking at Table 5.6, there is a positive correlation between real GDP and cross-border bank 
lending with a coefficient of (0.018756). Real GDP is also positively correlated to foreign direct 
investment with a coefficient of (0.022173). This is supported by the study carried out by Reisen 
and Soto (2001) who found that FDI and portfolio equity flows exert a significant impact on 
growth. 
 
There is also a positive correlation between real GDP and bonds, trade with coefficients of 
(0.075241), (0.170467) respectively. But government expenditure has a negative impact on 
growth with the coefficient (-0.177802). Equity also has a positive correlation with real GDP with 
a coefficient (0.254949). These results are supported by the study done by Macias and Massa 
(2009), their results showed that these variables have a positive relationship with real GDP 
except for government expenditure which has a negative yet significant impact on economic 
growth. 
 
There is a positive correlation between cross-border bank lending, foreign direct investment and 
trade with coefficients of (0.664335) and (0.038461), which is relatively stronger for FDI. On the 
contrary, there is a negative correlation between cross-border lending and bonds, equity and 
government spending with coefficients (-0.578226), (-0.276854) and (-0.204991) respectively. 
 
There is a negative correlation between foreign direct investment and bonds, equity, trade and 
government expenditure as indicated by the coefficients (-0.613093), (-0.633356), (-0.072253) 
90 | P a g e  
 
and (-0.200192).  There is a positive correlation between bonds and equity and also government 
expenditure with coefficients (0.584781) and (0.445381), respectively. On the same note, a 
negative correlation with trade is indicated with the coefficient (-0.103603).   
 
There is a positive correlation between equity and trade and also a negative correlation with 
government expenditure with coefficients (0.079240) and (-0.176453), respectively. Lastly, there 
is a positive correlation between trade and government expenditure with a coefficient 
(0.019074). 
 
Before conducting the Impulse Response and Variance Decomposition, the VAR was tested for 
AR Roots and the results are indicated in figure 5.7. 
FIGURE 5.1: AR ROOTS GRAPH 
 
 
The AR Roots Graph reports the inverse roots of the characteristic AR polynomial. The 
estimated VAR is stable (stationary) if all roots have modulus less than one and lie inside the 
unit circle. If the VAR is not stable, impulse response standard errors are not valid. Figure 5.7 
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
Inverse Roots of AR Characteristic Polynomial
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shows that all roots lie inside the unit circle which is an indication that our VAR is stable. We 
proceed to conduct impulse response and variance decomposition therefore.  
 
 
5.4.1.2 IMPULSE RESPONSE 
The impulse response function traces the temporal and directional response of an endogenous 
variable to a change in one of the structural innovations. Impulse responses functions give an 
indication of the lag structure in the economy. It shows the responses of a particular variable to a 
one-time shock in each of the variables in the system. The interpretation of the impulse response 
functions should take into consideration the use of first differencing of the variables as well as 
the vector error correction estimates. Thus, a one-time shock to the first difference in a variable 
is a permanent shock to the level of that variable. Of particular interest in this study are the 
dynamic responses of real GDP to shocks in cross-border bank lending, foreign direct 
investment, bonds, equity, trade and government expenditure. Table 4 in the Appendix depicts 
the reaction of real GDP to movements in the selected macroeconomic variables using a horizon 
of 5
th
 to 35
th
 period.  
 
Table 4 in the Appendix also illustrates that an unexpected shock to real GDP yields a response 
of slightly below 1 standard deviation points but it remains positive and although it fluctuates it 
generally swings around 1 maintaining the positive nature, in the first period. GDP swings to a 
peak of approximately 2 standard deviation points from the 20
th
 to the 25
th
 period. It sharply 
declines and swiftly peaks in the following periods but it does not reach any point below 1 
standard deviation points. Based on the evidence in the table, GDP initially has a positive 
response to any shocks and it yields a continuous marginal positive response to the last period. 
 
Looking at the relationship between cross-border bank lending and real GDP, it seems that any 
shock in cross- border bank lending will only invoke a positive response in the real GDP in the 
first period to about 1 standard deviation points but in the second period (20
th
 and 25
th
) it peaks 
slightly above 1 standard deviations points but this is short lived such that from the 30
th
 period it 
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declines steadily but peaks up to the 35
th
 period. Generally, real GDP increases to shocks in 
cross-border bank lending. 
 
Real GDP initially responds positively to foreign direct investment and also peaks in the 15
th
 and 
20
th
 period, though the response is quite low. In the period between 30
th
 up to 35
th
 the response 
peaks again, this relationship between real GDP and FDI may be influenced by the period length 
in the study. Practically, it is feasible that a shock in FDI may impact positively on real GDP 
since FDI acquires a sizeable portion of economic growth since more investment implies more 
productive projects and funds to enhance growth in the economy.  
 
Unexpected shocks in bonds have a positive effect on the real GDP. The response is slightly 
above zero in the 5
th
 period even though it fluctuates it remains positive throughout the period of 
study. There is a slight decline between the 15
th
 and 20
th
 period. It continues to fluctuate but the 
response remains above zero implying a positive response of real GDP to any shock in bonds. 
This confirms the results of the long run relationship estimation. 
 
Shocks on equity have a positive effect on real GDP. This is shown in the graph since standard 
deviation points are above for most of the time during the period of study. Despite the fact that 
the stock market is volatile, the response of real GDP declines in the 20
th
 period, it also peaks 
again slightly in the 22nd period thus above zero and maintaining the positive response steadily 
to the end of the period of study. This is confirms the long run estimation which shows that there 
is a positive relationship between real GDP and equity. 
 
From the first period to the 15
th
 period there is a positive response of real GDP to any shock in 
trade up to almost 1 standard deviation point. There is a slight decline after the 15
th 
period but 
this is for only a short while but this is followed by a positive peak in the 25
th
 period up to the 
end of the period of study. According to these empirical findings, it shows that trade is a major 
contributor to the performance of the real GDP in South Africa and this is consistent with the 
findings by Murinde et al (2009) and Macias & Massa (2009) as shown in our literature review. 
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Lastly, real GDP responds negatively to government expenditure initially from the 5
th
 period 
stretching to the 20
th
 whereby standard deviation approaches -1 standard deviation point. A peak 
follows from the 22th up to the 30
th
 period but this does not go above zero, this continues up to 
end of the period but still remains negative. Increased government expenditure is detrimental for 
growth thus standard deviation points will never go above zero as shown in the graph. This is 
also supported by the long run estimation which shows that there is a negative relationship 
between real GDP and government expenditure. Overall, impulse responses indicate that real 
GDP is strongly positively affected by cross-border bank lending, foreign direct investment, 
bonds, equity, trade with the exception of government expenditure.  
 
5.4.1.2 VARIANCE DECOMPOSITION 
Variance shows the fraction of the forecast error variance for each variable that is attributable to 
its innovations and to innovations in the other variables in the system. The variance 
decomposition with a thirty six period horizon is presented in Table 4 in the Appendix using 
Choleski decomposition method.  
With reference to Table 4 in Appendix, as anticipated, ‘own’ shocks constitute the predominant 
sources of variations for all the variables in the model. In this study however only the impact on 
real GDP of innovations in other variables were discussed. The major sources of variation in real 
GDP forecast errors is own shocks, which account for 100 percent in the first period. In the 
second period, real GDP accounts for approximately 86.9 per cent of the variation, followed by 
bonds with 5.3 per cent, equity with 3.3 per cent, government expenditure with 2.9 per cent, bank 
with 1.3 per cent, foreign direct investment with 0.075 per cent and lastly trade with 0.039 per 
cent. 
 
From the third period to the twelfth the major variance in real GDP is still due to shocks in real 
GDP itself. However, cross-border bank lending now explains a slightly higher proportion of the 
variation in real GDP than the rest of the variables. From the thirteenth period to the twenty 
fourth period, cross-border bank lending, government expenditure, FDI, trade, bonds and equity 
respectively are the major sources of forecast error variance in real GDP performance.  
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5.5 DIAGNOSTIC CHECKS 
The VAR model was subjected to thorough diagnostic tests. Diagnostic checks are essential in 
this analysis because if there is a problem in the residuals from the estimation of the model, it 
will be a clue that the model is not efficient such that parameter estimates from such a model 
may be biased.  
As part of the diagnostics checks, the Lagrange Multiplier (LM), JB test and Chi-sq test were 
carried out and summarized in the next table.  
TABLE: DIAGNOSTIC CHECKS 
Test                                     p-Value         Test Statistic    Conclusion 
Autocorrelation LM 0.6132  112.8965           No Serial Correlation 
Normality  JB 0.08971 43.27516           Normally Distributed 
Heteroscedasticity Chi-sq 0.1304  1688.253           Homoskedasticity 
 
It is clear from the table that, the null hypothesis of the test is that there is no serial correlation in 
the residuals up to the specified lag order. There is serial correlation when the residuals show 
correlation with its values in past periods. A zero probability value would indicate the presence 
of serial correlation, and if the probability of the LM statistic is high, we fail to reject the null 
that there is no serial correlation. The results indicated a p-value of 0.6132   which suggest that 
there is no serial correlation in the variables (see Appendix Table 5). For the normality test we 
reject the hypothesis of normal distribution at the 5% level but not at the 1% significance level. 
The JB test of 43.27516 and a p value of 0.08971 is a definite indication of a failure of normality, 
caused by the outliers. However, at 10 percent we reject the hypothesis of normality.  
The result of the White Heteroskedasticity (no cross terms) p value of 0.1304 implies the null of 
homoskedastic residuals cannot be rejected, so there is no indication of heteroskedasticity. Most 
of the parameters necessary under the VECM with particular reference to impulse response and 
variance decomposition test have been presented and reported in Appendix Table 7. 
5.6 CONCLUSION 
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The chapter focused on interpreting regression results specified and explained in chapter 4 and 
has identified major factors affecting the performance of the real GDP in South Africa such as 
cross-border bank lending, foreign direct investment, bonds, equity, trade and government 
expenditure. The variables were first subjected to stationarity tests using the ADF and PP tests. 
Non stationarity was established resulting in the VECM being specified. With VECM, 
cointegration tests were conducted to determine the long-term relationship between the above 
mentioned variables and real GDP, a proxy for economic growth. Impulse response and variance 
decomposition functions were also constructed to trace the temporal and directional response of 
real GDP to structural innovations in the variables and as well as tracing the proportion of the 
movements in real GDP to its own shocks versus shocks to other variables.  
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                                                  CHAPTER SIX 
 
                SUMMARY, CONCLUSIONS AND POLICY IMPLICATIONS 
 
6.1 SUMMARY  
The main objective of this study is to show whether private capital flows have real impact on 
economic growth in South Africa. This study helps to fill the gap in the existing literature in 
many aspects. The impact of the global financial crisis on the financial markets has not been 
fully articulated in South Africa. South Africa may have already been feeling the secondary 
impact of the crisis especially the decline in financial inflows. Private capital inflows were very 
robust up to the first half of 2008 but started to drop from the third quarter. The global slump in 
economic growth may have contributed to the fall in investors demand in the bond and equity 
markets in South Africa. The main objectives of this study were to determine using an 
econometric model how private capital flows affect economic performance as measured by real 
GDP and based on the results, articulate the policy implications for private capital flows for the 
development and optimal performance of the South African economy. This chapter attempts to 
draw conclusions and recommendations from the findings of the study. 
 
Based on an extensive review of the literature on the impact of private capital flows on economic 
growth and a background of the different types of private capital flows and on data availability, 
an empirical model that links private capital inflows to economic growth was specified. In order 
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to determine both the long and short run determinants of economic development, the Johansen 
cointegration test and VECM modeling were used because of the several advantages over other 
alternative estimation techniques. The ADF and PP tests were employed to test for the existence 
of unit roots in the variables. The variables were found not to be stationary at the level and were 
stationary at the 5 percent level after first differencing. We examined the long-run relationship 
between economic growth and cross-border bank lending, FDI, bonds and equity in South Africa 
over the period 1989q4 -2009q4. Once the Johansen cointegration test confirmed there was 
cointegration between economic growth and the variables, VECM was carried out to gauge the 
parameter estimates for both long and short run relationships. 
 
Another interesting parameter in VECMs is the impulse response which measures the speed of 
adjustment in a particular variable to a one-time shock in each of the variables in the system.  
Findings in the study indicated that real GDP, cross-border bank lending, FDI, bonds, equity, 
trade and government expenditure adjust to the deviations from their long-run paths within 35 
quarters. The coefficient signs of the lagged VECM term for cross-border bank lending rate, 
foreign direct investment, trade, bonds, equity and government expenditure follow prior 
theoretical expectations. Furthermore, impulse response functions estimated using the Cholesky 
approach address the question of the response of real GDP to shocks in foreign direct investment, 
trade, bonds, equity, government expenditure and cross-border bank lending. The results 
indicated that real GDP responded mostly to its own shocks in the first period and subsequently 
to shocks in cross-border lending, bonds, and equity in successive periods. Results from the 
variance decompositions of real GDP are largely similar to those from the impulse response 
analysis.  
 
Overally, the link between capital inflows and economic growth is still controversial, and the 
existing empirical literature has devoted little attention to the estimation of the growth impact of 
different forms of private capital flows. Our results however, show that the variables; FDI, cross-
border bank lending, trade, bonds and equity flows exert a positive and significant impact on 
economic growth in South Africa, whereas government expenditure has a negative impact 
though significant. These results therefore, for the most part, corroborate both the theoretical 
predictions and findings from previous researches For example, Reisen and Soto (2001) carried a 
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study for 44 developing countries and their results indicated that FDI and portfolio equity flows 
have sizeable impact on growth; bonds do not have important effect; short, long-term bank 
lending has negative effects. 
 
The spread of the global financial crisis, which originated in the developed world in August 
2007, has led to a slowdown of private capital inflows to South Africa, thus putting at risk the 
beneficial growth effects of the recent surge in FDI and cross-border bank lending. In light of 
these results, we argue that the global financial crisis is likely to have an important effect on 
South Africa’s growth through the private capital inflows channel. 
 
6.2 POLICY IMPLICATIONS AND RECOMMENDATIONS 
Findings from this study have a number of policy implications for the South African economy. 
First, the presence of long-run cointegration relationships between economic growth and private 
capital flows in this study lay a foundation for the effectiveness of targeting some policy 
variables to mitigate the detrimental effects of volatile private capital flows in the long-run. It 
can however, justify the stance taken by the monetary authorities in South Africa of pursuing a 
sound monetary regime that will provide a suitable and reliable destination for investment. Based 
on the study byCalvo (1996), South Africa can benefit from the credibility of well-established 
financial markets.  
 
According to Adam and Tweneaboah (2008), inward FDI has been a source of technology and 
employment creation for most developing countries. Even where a direct relationship cannot be 
established between FDI and growth, it has been shown that FDI affects domestic investment 
and hence impacts on economic growth (Ikhide, 2006). The South African government should 
therefore work towards creating a stable political and economic environment that will maintain 
investor confidence and stimulate the inflow of various classes of capital. In addition, portfolio 
investment can be much more volatile as shown in the previous chapter and the South African 
government should also be alert since any changes in the investment conditions can yield 
dramatic swings in portfolio investment. 
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Economic policy plays a significant role in attracting portfolio investors and it is crucial that the 
government ensures protection of investor’s rights through low taxes on capital gains and 
increased speed and reliability of dispute settlement systems. Government policies should not 
unduly restrict capital outflows as foreign investors should have access to free transfer of funds. 
A reduction in tariffs can be a major factor that will make the South African economy more 
attractive for foreign investment since tariffs inhibit trade. Transparency and timely flow of 
information for both capital market and corporate governance in some cases reduces the 
volatility of private capital flows by allowing foreign investors to make informed investment 
decisions due to regular dialogue. 
The South African government should implement unique procedures to sustain a stable 
environment for private capital flows and some of the principles for stable capital flows include 
the following: 
 
 Regulatory changes play a pivotal role since foreign firms place their equity and bonds 
under more attractive conditions, (El- Erian, 1992). 
 Improving relations with external creditors. 
 Domestic policies such as the role played by debt-equity swaps in encouraging FDI, 
(Edwards,1991). 
 Adopt sound monetary and fiscal policies as well as market- oriented reforms that will 
include trade and capital market liberalization. 
 An effective inflation stabilization program can reduce macroeconomic risks and 
stimulate capital inflows. A similar outcome could result from the introduction of 
institutional reforms, such as the liberalization of the domestic capital market, (Obstfeld, 
1986). And also the opening of the trade account and policies that result in credible 
increase in the rate of return on investment such as tax credits. 
 
 
In a nutshell, one of the most fundamental procedures to curb the excessive detrimental effects 
caused by private capital flows is by improving the macroeconomic stance, specifically the fiscal 
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outcome and the debt structure. In addition, the South African government thrives to put more 
emphasis on improved supervision and regulation of its financial institutions.  
6.3 LIMITATIONS 
The study made use of quarterly data for the period 1989q4 – 2009q4. Like most developing 
nations, South Africa encounters a problem of scarce well documented data and this 
automatically affected the period of the study/ Longer and hence higher frequency data may have 
provided more robust results. This also implies that some appropriate variables had to be 
excluded from the empirical model, thus creating the likelihood of omitted variable bias in the 
estimation. However, these shortcomings may not have affected our results in a significant 
manner.  
 
6.4 AREAS FOR FURTHER RESEARCH 
The areas for further research that emerge from this study include covering the gap that has been 
left out by this study in focusing on the impact of private capital inflows on economic growth. 
The effect of some government policies on economic growth should also receive more attention 
in future since political instability is a major setback on investment.  
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APPENDICES 
Table 1: Raw Data  
DATE GDP TRADE BANK BONDS EQUITY FDI GOV 
198912 276639 -1194 1398 2911 4.4E+08 -2E+08 48264 
199003 267056 229 1211.94 2361.25 6E+08 -2E+08 50477.2 
199006 270894 -561 1028.8 1886.71 6.9E+08 -2E+08 52677.9 
199009 273379 -863 851.515 1562.56 6.4E+08 -1E+08 54853.3 
199012 275572 1229 683 1464 3.9E+08 -8E+07 56991 
199103 264134 -791 521.662 1551.93 -3E+07 1.6E+07 59118.6 
199106 268068 283 365.738 1780.9 -6E+08 1.2E+08 61242.6 
199109 271123 -1937 208.945 1991.17 -1E+09 2.1E+08 63409.8 
199112 272509 1126 45 2023 -1E+09 2.5E+08 65667 
199203 262332 235 -14.808 1785.11 -1E+09 2.3E+08 68024.8 
199206 264224 567 27.6335 1383.2 -1E+09 1.6E+08 70453.2 
199209 263278 -1136 288.008 991.436 -8E+08 7.2E+07 72886 
199212 263007 -1196 882 784 -2E+08 3358018 75257 
199303 257157 -1964 1799.68 873.718 2.7E+08 -2E+07 77621.5 
199306 265177 1396 2968.51 1144.65 6.8E+08 -6E+06 80018.4 
199309 270820 -1286 4190.34 1419.5 9.2E+08 1E+07 82608.1 
199312 272676 -230 5267 1521 9E+08 1.1E+07 85551 
199403 261765 -1093 5821.31 1380.91 6.6E+08 1.9E+07 88646.9 
199406 276421 -1012 5998.27 1114.8 2.8E+08 4.5E+07 91805 
199409 279549 -3859 5763.85 947.289 9609737 1.5E+08 94574.2 
199412 282565 -1845 5084 1103 8.8E+07 3.7E+08 96503 
199503 272575 -4008 4087.76 1524.79 6.3E+08 6.8E+08 97588.1 
199506 279230 -3997 2789.83 2073.81 1.5E+09 1E+09 98114.6 
199509 290145 -3318 1367.99 2329.42 2.3E+09 1.3E+09 98815.6 
199512 292631 -1522 0 1871 2.9E+09 1.2E+09 100424 
199603 283053 -3170 -811.87 1154.77 3E+09 1E+09 103656 
199606 296237 -4254 -1206.3 422.371 2.7E+09 7.1E+08 108010 
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199609 300760 -4653 -997.64 792.287 2.4E+09 5.5E+08 112968 
199612 303393 -2675 0 3383 2.3E+09 8.2E+08 118013 
199703 292826 -5184 1775.11 7479.21 2.7E+09 1.6E+09 122217 
199706 305964 -3286 4210.96 12412.1 3.5E+09 2.6E+09 125956 
199709 307807 -4132 6993.58 15679.3 4.4E+09 3.5E+09 129196 
199712 308171 -2447 9809 14778 5.5E+09 3.8E+09 131903 
199803 296580 -972 12169.9 9332.08 6.4E+09 3.3E+09 134198 
199806 306386 -1230 14300.3 941.862 7.2E+09 2.4E+09 136095 
199809 308270 -7210 16250.8 -6666 8E+09 1.3E+09 137763 
199812 309817 -6079 18072 -9765 8.6E+09 5.5E+08 139371 
199903 299684 2264 19409.8 -6145.3 9.1E+09 5.4E+08 141400 
199906 312120 -838 20250.8 1723.19 9.3E+09 9.4E+08 143719 
199909 316838 -193 20176.9 9853.55 9.3E+09 1.4E+09 146509 
199912 321205 -468 18770 14259 9E+09 1.5E+09 149952 
200003 310326 49 17181.5 10787.7 8.3E+09 1.2E+09 153971 
200006 322664 2056 15614.8 2176.29 7.2E+09 6.3E+08 158456 
200009 333322 -1709 15843 -9003.8 5.8E+09 4E+08 163038 
200012 335462 4416 19639 -20181 4.2E+09 9.7E+08 167348 
200103 322025 4728 26706.3 -26475 2.6E+09 2.4E+09 171431 
200106 334676 7782 35940.8 -29767 1.1E+09 4.5E+09 175518 
200109 338469 970 44168.9 -29630 -2E+08 6.3E+09 180253 
200112 342212 1841 48217 -25635 -1E+09 7.3E+09 186280 
200203 333306 3135 45569.5 -19582 -1E+09 6.7E+09 193825 
200206 347204 4081 38363.1 -11645 -1E+09 5.1E+09 202468 
200209 350396 -932 29392.7 -4226.6 -6E+08 3.2E+09 211374 
200212 355529 320 21453 272 -4E+08 1.5E+09 219705 
200303 343995 1077 18164.6 222.976 -4E+08 8.2E+08 226613 
200306 358345 498 17571.8 -2771.2 -4E+08 7.3E+08 232671 
200309 360923 -1133 18544.6 -6334.3 -1E+08 8.3E+08 238441 
200312 364059 -5866 19953 -8090 6.9E+08 7.8E+08 244485 
200403 356887 -1728 20170.7 -6434.9 2.1E+09 4.2E+08 251428 
200406 371714 -8259 19997.1 -2954.1 3.9E+09 -1E+07 258883 
200409 379044 -7552 19734.8 -5.5055 5.5E+09 -7E+07 266526 
200412 384685 -12393 19687 53 6.7E+09 7E+08 274034 
200503 376327 -7035 20118.1 -3234.9 7E+09 2.2E+09 281383 
200506 391002 -3210 20823.1 -8356.1 6.8E+09 4.2E+09 288778 
200509 399722 -9615 21558.2 -11896 6.7E+09 5.9E+09 296727 
200512 404031 -9164 22080 -10439 7.2E+09 6.5E+09 305733 
200603 395449 -11746 21991 -2190 8.8E+09 5.5E+09 315857 
200606 410298 -12171 21465.8 10600.1 1.1E+10 3.5E+09 326777 
200609 420695 -13930 20525.3 24061.4 1.3E+10 1.3E+09 337724 
200612 432679 -26899 19190 34324 1.5E+10 -2E+08 347928 
200703 421730 -13800 17626.4 35992.2 1.5E+10 5.4E+07 356719 
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200706 433010 -16085 15812.7 31794.2 1.4E+10 1.4E+09 364618 
200709 442242 -27407 13872.6 22932.3 1.2E+10 3.5E+09 372243 
200712 454517 -18940 11930 10609 8.7E+09 5.7E+09 380214 
200803 438730 -23392 10221.1 -584.15 4.8E+09 7.3E+09 389991 
200806 453884 -16210 8655.34 -11648 6E+08 8.6E+09 401107 
200809 459015 -25651 7254.37 -20195 -3E+09 9.4E+09 413935 
200812 462505 -18840 6040 -23836 -5E+09 9.6E+09 428852 
200903 432655 -23336 4994.7 -20383 -4E+09 9.3E+09 445852 
200906 441909 -4259 4105.66 -11460 -5E+08 8.3E+09 464698 
200909 449356 -9670 3320.79 1109.65 4.1E+09 7.1E+09 484776 
200912 459697 -13240 2588 15503 9.4E+09 5.6E+09 505469 
 
 
 
Table 2: Johansen Cointegration results 
 
 
Date: 05/25/11   Time: 16:18      
Sample (adjusted): 1991Q1 2009Q4      
Included observations: 76 after adjustments     
Trend assumption: Linear deterministic trend     
Series: LGDP BANK FDI BONDS EQUITY TRADE LGOV      
Lags interval (in first differences): 1 to 4     
        
Unrestricted Cointegration Rank Test (Trace)     
        
        Hypothesized  Trace 0.05     
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**    
        
        None *  0.771861  296.7555  125.6154  0.0000    
At most 1 *  0.544730  184.4427  95.75366  0.0000    
At most 2 *  0.470669  124.6410  69.81889  0.0000    
At most 3 *  0.460666  76.29431  47.85613  0.0000    
At most 4  0.217055  29.37031  29.79707  0.0559    
At most 5  0.127442  10.77367  15.49471  0.2258    
At most 6  0.005418  0.412858  3.841466  0.5205    
        
         Trace test indicates 4 cointegrating eqn(s) at the 0.05 level    
 * denotes rejection of the hypothesis at the 0.05 level    
 **MacKinnon-Haug-Michelis (1999) p-values     
        
Unrestricted Cointegration Rank Test (Maximum Eigenvalue)    
        
        Hypothesized  Max-Eigen 0.05     
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**    
        
        None *  0.771861  112.3128  46.23142  0.0000    
At most 1 *  0.544730  59.80169  40.07757  0.0001    
At most 2 *  0.470669  48.34668  33.87687  0.0005    
At most 3 *  0.460666  46.92399  27.58434  0.0001    
At most 4  0.217055  18.59664  21.13162  0.1091    
At most 5  0.127442  10.36081  14.26460  0.1893    
At most 6  0.005418  0.412858  3.841466  0.5205    
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         Max-eigenvalue test indicates 4 cointegrating eqn(s) at the 0.05 level    
 * denotes rejection of the hypothesis at the 0.05 level    
 **MacKinnon-Haug-Michelis (1999) p-values     
        
 Unrestricted Cointegrating Coefficients (normalized by b'*S11*b=I):     
        
        LGDP BANK FDI BONDS EQUITY TRADE LGOV  
 25.33444 -0.000642 -1.36E-09 -0.000290 -7.46E-10  0.000527  13.43512  
-28.90354  0.000715 -2.28E-10  0.000691 -2.13E-10 -0.000182 -1.241710  
-1.094427 -0.000687 -2.55E-10 -0.000327  8.69E-10  0.000754  10.94933  
 48.53921 -5.37E-05 -1.28E-09 -8.57E-05 -7.27E-10 -0.000321 -8.701829  
-51.25328  0.000297 -1.42E-09 -0.000263  2.39E-10 -0.001049  6.891429  
 25.98100  9.01E-05 -7.23E-10 -0.000139  1.41E-10 -7.83E-05 -7.794636  
-11.50569  0.000345 -3.56E-10  6.05E-05 -4.04E-10 -0.000582 -4.858889  
        
                
  
 
Unrestricted Adjustment Coefficients (alpha):      
        
        D(LGDP)  0.003794  0.000616  0.000732 -0.001524  0.003096  0.000703  7.89E-05 
D(BANK) -106.1785  155.9002  266.0133 -46.01235 -50.20483  10.58290  7.096518 
D(FDI) -37840422  16709380  69097763  49959944  4746422.  2443397.  1551396. 
D(BONDS)  31.10690 -393.3216 -210.4834 -216.3111  25.66178  129.8120 -35.78505 
D(EQUITY)  71285648 -42760882 -10131177 -49047112 -20959496 -13859330 -4288930. 
D(TRADE) -1298.779 -825.1128  186.8877 -661.8389  231.9578 -318.5007  113.8956 
D(LGOV)  3.29E-05 -0.000320 -0.000257 -7.20E-05 -3.21E-05  0.000442  3.49E-05 
        
                
1 Cointegrating Equation(s):  Log likelihood -4189.224     
        
        Normalized cointegrating coefficients (standard error in parentheses)    
LGDP BANK FDI BONDS EQUITY TRADE LGOV  
 1.000000 2.53E-05 5.38E-11 1.14E-05 2.95E-11  2.08E-05  -0.530310  
  (3.4E-06)  (7.9E-12)  (2.7E-06)  (4.2E-12)  (4.4E-06)  (0.06835)  
        
Adjustment coefficients (standard error in parentheses)     
D(LGDP)  0.096131       
  (0.02901)       
D(BANK) -2689.972       
  (1770.57)       
D(FDI) -9.59E+08       
  (4.9E+08)       
D(BONDS)  788.0758       
  (3447.10)       
D(EQUITY)  1.81E+09       
  (4.9E+08)       
D(TRADE) -32903.83       
  (9309.80)       
D(LGOV)  0.000834       
  (0.00542)       
        
                
2 Cointegrating Equation(s):  Log likelihood -4159.323     
        
        Normalized cointegrating coefficients (standard error in parentheses)    
LGDP BANK FDI BONDS EQUITY TRADE LGOV  
 1.000000  0.000000  2.64E-09 -0.000556  1.58E-09 -0.000612 -20.73745  
   (6.1E-10)  (0.00014)  (2.8E-10)  (0.00025)  (2.30999)  
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 0.000000  1.000000  0.000106 -21.49774  6.34E-05 -24.97471 -839712.8  
   (2.4E-05)  (5.51066)  (1.1E-05)  (9.89568)  (91863.4)  
        
Adjustment coefficients (standard error in parentheses)     
D(LGDP)  0.078322 -1.99E-06      
  (0.04388)  (1.1E-06)      
D(BANK) -7196.040  0.179642      
  (2536.70)  (0.06342)      
D(FDI) -1.44E+09  36232.38      
  (7.3E+08)  (18371.1)      
D(BONDS)  12156.46 -0.301294      
  (4730.83)  (0.11827)      
D(EQUITY)  3.04E+09 -76326.76      
  (7.0E+08)  (17580.0)      
D(TRADE) -9055.146  0.243185      
  (13327.5)  (0.33320)      
D(LGOV)  0.010097 -2.50E-07      
  (0.00802)  (2.0E-07)      
        
                
3 Cointegrating Equation(s):  Log likelihood -4135.150     
        
        Normalized cointegrating coefficients (standard error in parentheses)    
LGDP BANK FDI BONDS EQUITY TRADE LGOV  
 1.000000  0.000000  0.000000 -8.26E-06 -3.30E-11 -1.64E-05 -0.210366  
    (3.1E-06)  (6.6E-12)  (4.9E-06)  (0.05088)  
 0.000000  1.000000  0.000000  0.566684 -1.44E-06 -0.987671 -12714.43  
    (0.10809)  (2.3E-07)  (0.17183)  (1772.38)  
 0.000000  0.000000  1.000000 -207450.7  0.610034 -225527.1 -7.78E+09  
    (44463.1)  (0.09432)  (70680.0)  (7.3E+08)  
        
Adjustment coefficients (standard error in parentheses)     
D(LGDP)  0.077521 -2.50E-06 -5.50E-12     
  (0.04370)  (1.3E-06)  (1.6E-12)     
D(BANK) -7487.172 -0.003144  4.15E-08     
  (2041.01)  (0.06271)  (7.5E-08)     
D(FDI) -1.52E+09 -11246.73  0.030189     
  (6.2E+08)  (19111.1)  (0.02275)     
D(BONDS)  12386.82 -0.156665  1.01E-07     
  (4579.84)  (0.14071)  (1.7E-07)     
D(EQUITY)  3.05E+09 -69365.33 -0.084909     
  (7.0E+08)  (21540.1)  (0.02564)     
D(TRADE) -9259.680  0.114769  1.91E-06     
  (13290.7)  (0.40833)  (4.9E-07)     
D(LGOV)  0.010379 -7.36E-08  9.37E-14     
  (0.00789)  (2.4E-07)  (2.9E-13)     
        
                
4 Cointegrating Equation(s):  Log likelihood -4111.688     
        
        Normalized cointegrating coefficients (standard error in parentheses)    
LGDP BANK FDI BONDS EQUITY TRADE LGOV  
 1.000000  0.000000  0.000000  0.000000  1.32E-10 -2.80E-06 -1.164303  
     (2.8E-11)  (1.2E-05)  (0.12953)  
 0.000000  1.000000  0.000000  0.000000 -1.28E-05 -1.918500  52755.35  
     (2.4E-06)  (0.99552)  (11190.0)  
 0.000000  0.000000  1.000000  0.000000  4.752311  115229.3 -3.17E+10  
     (0.82301)  (342332.)  (3.8E+09)  
 0.000000  0.000000  0.000000  1.000000  2.00E-05  1.642590 -115531.4  
     (3.9E-06)  (1.63314)  (18357.0)  
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Adjustment coefficients (standard error in parentheses)     
D(LGDP)  0.003554 -2.42E-06 -3.55E-12 -7.83E-07    
  (0.06899)  (1.3E-06)  (2.1E-12)  (9.2E-07)    
D(BANK) -9720.575 -0.000671  1.01E-07  0.055379    
  (3260.02)  (0.06226)  (1.0E-07)  (0.04330)    
D(FDI)  9.08E+08 -13931.73 -0.033945 -4389.093    
  (8.9E+08)  (17032.7)  (0.02743)  (11846.3)    
D(BONDS)  1887.254 -0.145039  3.79E-07 -0.193452    
  (7106.35)  (0.13571)  (2.2E-07)  (0.09439)    
D(EQUITY)  6.72E+08 -66729.38 -0.021946 -42699.84    
  (1.0E+09)  (19794.1)  (0.03187)  (13766.8)    
D(TRADE) -41384.81  0.150338  2.76E-06 -0.198453    
  (20533.6)  (0.39212)  (6.3E-07)  (0.27272)    
D(LGOV)  0.006886 -6.98E-08  1.86E-13 -1.41E-07    
  (0.01269)  (2.4E-07)  (3.9E-13)  (1.7E-07)    
        
                
5 Cointegrating Equation(s):  Log likelihood -4102.389     
        
        Normalized cointegrating coefficients (standard error in parentheses)    
LGDP BANK FDI BONDS EQUITY TRADE LGOV  
 1.000000  0.000000  0.000000  0.000000  0.000000 -2.65E-06 -0.331549  
      (1.2E-06)  (0.01388)  
 0.000000  1.000000  0.000000  0.000000  0.000000 -1.933187 -27800.50  
      (0.08032)  (948.690)  
 0.000000  0.000000  1.000000  0.000000  0.000000  120702.1 -1.72E+09  
      (33771.0)  (4.0E+08)  
 0.000000  0.000000  0.000000  1.000000  0.000000  1.665585  10593.45  
      (0.11513)  (1359.96)  
 0.000000  0.000000  0.000000  0.000000  1.000000 -1151.605 -6.32E+09  
      (59538.7)  (7.0E+08)  
        
Adjustment coefficients (standard error in parentheses)     
D(LGDP) -0.155140 -1.50E-06 -7.95E-12 -1.60E-06 -4.78E-13   
  (0.08169)  (1.2E-06)  (2.4E-12)  (8.8E-07)  (1.4E-12)   
D(BANK) -7147.413 -0.015576  1.72E-07  0.068601  2.99E-07   
  (4189.80)  (0.06355)  (1.2E-07)  (0.04501)  (7.3E-08)   
D(FDI)  6.64E+08 -12522.53 -0.040698 -5639.102  0.049532   
  (1.2E+09)  (17540.6)  (0.03420)  (12424.1)  (0.02005)   
D(BONDS)  572.0040 -0.137420  3.42E-07 -0.200210  4.10E-08   
  (9219.76)  (0.13984)  (2.7E-07)  (0.09905)  (1.6E-07)   
D(EQUITY)  1.75E+09 -72952.20  0.007873 -37179.99 -0.022268   
  (1.3E+09)  (20057.6)  (0.03910)  (14206.9)  (0.02293)   
D(TRADE) -53273.41  0.219206  2.43E-06 -0.259541  1.84E-06   
  (26512.6)  (0.40214)  (7.8E-07)  (0.28484)  (4.6E-07)   
D(LGOV)  0.008533 -7.93E-08  2.32E-13 -1.32E-07 -1.35E-13   
  (0.01647)  (2.5E-07)  (4.9E-13)  (1.8E-07)  (2.9E-13)   
        
                
6 Cointegrating Equation(s):  Log likelihood -4097.209     
        
        Normalized cointegrating coefficients (standard error in parentheses)    
LGDP BANK FDI BONDS EQUITY TRADE LGOV  
 1.000000  0.000000  0.000000  0.000000  0.000000  0.000000 -0.307238  
       (0.00962)  
 0.000000  1.000000  0.000000  0.000000  0.000000  0.000000 -10049.49  
       (4143.99)  
 0.000000  0.000000  1.000000  0.000000  0.000000  0.000000 -2.83E+09  
       (3.2E+08)  
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 0.000000  0.000000  0.000000  1.000000  0.000000  0.000000 -4700.369  
       (3758.97)  
 0.000000  0.000000  0.000000  0.000000  1.000000  0.000000 -6.31E+09  
       (5.0E+08)  
 0.000000  0.000000  0.000000  0.000000  0.000000  1.000000  9182.252  
       (2220.29)  
        
Adjustment coefficients (standard error in parentheses)     
D(LGDP) -0.136862 -1.43E-06 -8.46E-12 -1.70E-06 -3.79E-13 -3.74E-07  
  (0.08540)  (1.2E-06)  (2.5E-12)  (8.8E-07)  (1.4E-12)  (1.5E-06)  
D(BANK) -6872.459 -0.014622  1.64E-07  0.067130  3.00E-07  0.182882  
  (4401.24)  (0.06370)  (1.3E-07)  (0.04557)  (7.3E-08)  (0.07530)  
D(FDI)  7.28E+08 -12302.26 -0.042465 -5978.847  0.049876  7895.998  
  (1.2E+09)  (17582.9)  (0.03573)  (12580.1)  (0.02015)  (20787.0)  
D(BONDS)  3944.648 -0.125718  2.48E-07 -0.218260  5.93E-08 -0.038243  
  (9553.53)  (0.13826)  (2.8E-07)  (0.09892)  (1.6E-07)  (0.16345)  
D(EQUITY)  1.39E+09 -74201.60  0.017894 -35252.90 -0.024223  76540.29  
  (1.4E+09)  (19956.6)  (0.04056)  (14278.4)  (0.02287)  (23593.2)  
D(TRADE) -61548.38  0.190493  2.66E-06 -0.215254  1.80E-06 -0.398689  
  (27579.2)  (0.39913)  (8.1E-07)  (0.28557)  (4.6E-07)  (0.47186)  
D(LGOV)  0.020024 -3.94E-08 -8.80E-14 -1.94E-07 -7.28E-14 -9.60E-08  
  (0.01641)  (2.4E-07)  (4.8E-13)  (1.7E-07)  (2.7E-13)  (2.8E-07)  
        
         
 
 
 
 
 
Table 3: Vector Error Correction 
Estimates 
 
 
Vector Error Correction Estimates      
 Date: 05/25/11   Time: 16:19      
 Sample (adjusted): 1991Q1 2009Q4      
 Included observations: 76 after adjustments     
 Standard errors in ( ) & t-statistics in [ ]     
        
        Cointegrating Eq:  CointEq1       
        
        LGDP(-1)  1.000000       
        
BANK(-1) 2.53E-05       
  (3.4E-06)       
 [7.34474]       
        
FDI(-1) 5.38E-11       
  (7.9E-12)       
 [6.85619]       
        
BONDS(-1) 1.14E-05       
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  (2.7E-06)       
 [4.31351]       
        
EQUITY(-1) 2.95E-11       
  (4.2E-12)       
 [7.05902]       
        
TRADE(-1)  2.08E-05       
  (4.4E-06)       
 [ 4.74074]       
        
LGOV(-1)  -0.530310       
  (0.06835)       
 [ -7.75848]       
        
C -18.43214       
        
        Error Correction: D(LGDP) D(BANK) D(FDI) D(BONDS) D(EQUITY) D(TRADE) D(LGOV) 
        
        CointEq1  -0.096131 -2689.972 -9.59E+08  -788.0758  1.81E+09 -32903.83  -0.000834 
  (0.02901)  (1770.57)  (4.9E+08)  (3447.10)  (4.9E+08)  (9309.80)  (0.00542) 
 [ -3.31323] [-1.51927] [-1.96303] [- 0.22862] [ 3.68381] [-3.53432] [ -0.15394] 
        
D(LGDP(-1)) -0.578779  14368.08  4.47E+09  189.0796 -5.40E+09  35772.89 -0.017306 
  (0.14025)  (8558.45)  (2.4E+09)  (16662.3)  (2.4E+09)  (45001.0)  (0.02620) 
 [-4.12685] [ 1.67882] [ 1.89502] [ 0.01135] [-2.28051] [ 0.79494] [-0.66053] 
        
D(LGDP(-2)) -0.525738  12886.79  4.26E+09  2754.131 -4.29E+09  68315.19 -0.020258 
  (0.13397)  (8175.31)  (2.3E+09)  (15916.4)  (2.3E+09)  (42986.4)  (0.02503) 
 [-3.92433] [ 1.57631] [ 1.88707] [ 0.17304] [-1.89712] [ 1.58923] [-0.80946] 
        
D(LGDP(-3)) -0.521960  11893.81  4.01E+09 -750.8323 -4.65E+09  60116.44 -0.020370 
  (0.12766)  (7790.19)  (2.1E+09)  (15166.6)  (2.2E+09)  (40961.4)  (0.02385) 
 [-4.08874] [ 1.52677] [ 1.86441] [-0.04951] [-2.15443] [ 1.46764] [-0.85416] 
        
D(LGDP(-4))  0.433147  9752.585  3.09E+09  6442.823 -3.42E+09  36606.36 -0.018099 
  (0.12324)  (7520.40)  (2.1E+09)  (14641.4)  (2.1E+09)  (39542.9)  (0.02302) 
 [ 3.51475] [ 1.29682] [ 1.48765] [ 0.44004] [-1.64012] [ 0.92574] [-0.78618] 
        
D(BANK(-1))  6.66E-06  1.418531 -83816.02 -0.332883  52917.56 -1.774020  3.76E-08 
  (3.6E-06)  (0.21982)  (60630.0)  (0.42796)  (60864.2)  (1.15581)  (6.7E-07) 
 [ 1.85001] [ 6.45326] [-1.38242] [-0.77784] [ 0.86944] [-1.53487] [ 0.05583] 
        
D(BANK(-2))  1.91E-06 -0.673408  77356.28  0.021459 -60082.63  0.575898 -2.47E-07 
  (5.6E-06)  (0.34104)  (94065.7)  (0.66396)  (94429.1)  (1.79321)  (1.0E-06) 
 [ 0.34145] [-1.97458] [ 0.82236] [ 0.03232] [-0.63627] [ 0.32116] [-0.23650] 
        
D(BANK(-3)) -6.34E-06 -0.277186 -72030.76  0.712360  174299.4 -1.257805  3.63E-07 
  (5.6E-06)  (0.34004)  (93790.6)  (0.66202)  (94152.9)  (1.78796)  (1.0E-06) 
 [-1.13714] [-0.81515] [-0.76800] [ 1.07604] [ 1.85124] [-0.70349] [ 0.34871] 
        
D(BANK(-4))  8.62E-06  0.093370 -18670.87 -0.524990 -43909.75 -0.752453 -3.24E-07 
  (3.3E-06)  (0.19862)  (54782.9)  (0.38669)  (54994.6)  (1.04435)  (6.1E-07) 
 [ 2.64728] [ 0.47010] [-0.34082] [-1.35767] [-0.79844] [-0.72050] [-0.53222] 
        
D(FDI(-1)) -6.88E-12  2.22E-07  1.626384 -6.47E-08 -0.116223  5.44E-06  1.31E-12 
  (1.2E-11)  (7.1E-07)  (0.19633)  (1.4E-06)  (0.19709)  (3.7E-06)  (2.2E-12) 
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 [-0.58982] [ 0.31210] [ 8.28386] [-0.04668] [-0.58969] [ 1.45367] [ 0.60279] 
        
D(FDI(-2)) -3.83E-12 -5.01E-07 -1.086401  1.61E-06  0.448353 -3.21E-06  6.49E-13 
  (2.4E-11)  (1.5E-06)  (0.40068)  (2.8E-06)  (0.40222)  (7.6E-06)  (4.4E-12) 
 [-0.16075] [-0.34480] [-2.71142] [ 0.56795] [ 1.11469] [-0.42008] [ 0.14599] 
        
D(FDI(-3))  1.67E-11  3.16E-07  0.304457 -3.37E-06 -0.841244  2.32E-06 -2.10E-12 
  (2.4E-11)  (1.4E-06)  (0.39771)  (2.8E-06)  (0.39925)  (7.6E-06)  (4.4E-12) 
 [ 0.70784] [ 0.21887] [ 0.76553] [-1.19960] [-2.10708] [ 0.30632] [-0.47490] 
        
D(FDI(-4)) -2.57E-12 -2.45E-07 -0.209612  2.32E-06  0.711670 -4.13E-06  1.71E-12 
  (1.2E-11)  (7.3E-07)  (0.20138)  (1.4E-06)  (0.20216)  (3.8E-06)  (2.2E-12) 
 [-0.21501] [-0.33556] [-1.04085] [ 1.62909] [ 3.52028] [-1.07649] [ 0.76718] 
        
D(BONDS(-1))  9.46E-06 -0.249464 -84469.27  1.576942  60193.35 -2.300092  1.06E-07 
  (2.5E-06)  (0.14953)  (41243.1)  (0.29111)  (41402.5)  (0.78623)  (4.6E-07) 
 [ 3.86124] [-1.66834] [-2.04808] [ 5.41691] [ 1.45386] [-2.92546] [ 0.23183] 
        
D(BONDS(-2)) -7.12E-06  0.139020  15592.12 -0.771987  14651.51  1.248114  7.73E-08 
  (3.7E-06)  (0.22354)  (61657.7)  (0.43521)  (61895.8)  (1.17540)  (6.8E-07) 
 [-1.94270] [ 0.62189] [ 0.25288] [-1.77382] [ 0.23671] [ 1.06186] [ 0.11293] 
        
D(BONDS(-3))  3.55E-06 -0.150486 -3976.119 -0.296063 -3556.801 -0.840739 -6.08E-08 
  (3.8E-06)  (0.23035)  (63534.3)  (0.44846)  (63779.7)  (1.21118)  (7.1E-07) 
 [ 0.94176] [-0.65330] [-0.06258] [-0.66018] [-0.05577] [-0.69415] [-0.08619] 
        
D(BONDS(-4))  3.73E-06 -0.026608 -53810.25  0.224796  43022.36 -0.798333  7.11E-08 
  (2.4E-06)  (0.14371)  (39637.9)  (0.27978)  (39791.0)  (0.75563)  (4.4E-07) 
 [ 1.58534] [-0.18515] [-1.35754] [ 0.80346] [ 1.08121] [-1.05651] [ 0.16170] 
        
D(EQUITY(-1)) -4.41E-11  7.67E-07  0.060733  1.63E-06  1.740955  9.85E-06 -3.00E-13 
  (1.4E-11)  (8.8E-07)  (0.24344)  (1.7E-06)  (0.24438)  (4.6E-06)  (2.7E-12) 
 [-3.04791] [ 0.86863] [ 0.24948] [ 0.94862] [ 7.12387] [ 2.12148] [-0.11110] 
        
D(EQUITY(-2))  4.60E-11  3.84E-08  0.083482 -2.58E-06 -1.303559 -3.72E-06  1.87E-14 
  (2.9E-11)  (1.7E-06)  (0.48094)  (3.4E-06)  (0.48280)  (9.2E-06)  (5.3E-12) 
 [ 1.61157] [ 0.02202] [ 0.17358] [-0.76003] [-2.69998] [-0.40572] [ 0.00350] 
        
D(EQUITY(-3)) -2.32E-11 -3.52E-07  0.277771  1.39E-06 -0.103073  1.62E-06  3.16E-13 
  (3.0E-11)  (1.8E-06)  (0.50170)  (3.5E-06)  (0.50364)  (9.6E-06)  (5.6E-12) 
 [-0.77682] [-0.19354] [ 0.55366] [ 0.39155] [-0.20466] [ 0.16942] [ 0.05678] 
        
D(EQUITY(-4))  1.07E-11  2.46E-08 -0.335834  3.08E-07  0.555606 -5.43E-06 -4.76E-13 
  (1.4E-11)  (8.7E-07)  (0.24025)  (1.7E-06)  (0.24118)  (4.6E-06)  (2.7E-12) 
 [ 0.74918] [ 0.02830] [-1.39783] [ 0.18161] [ 2.30369] [-1.18536] [-0.17869] 
        
D(TRADE(-1)) -1.69E-06  0.063109 -14913.35  0.129908  17236.62 -0.540382 -2.46E-08 
  (5.6E-07)  (0.03413)  (9413.48)  (0.06645)  (9449.85)  (0.17945)  (1.0E-07) 
 [-3.02089] [ 1.84912] [-1.58425] [ 1.95511] [ 1.82401] [-3.01128] [-0.23547] 
        
D(TRADE(-2)) -8.33E-07  0.064303 -14532.29  0.053429  10774.75 -0.419130 -3.75E-08 
  (5.8E-07)  (0.03567)  (9839.75)  (0.06945)  (9877.76)  (0.18758)  (1.1E-07) 
 [-1.42508] [ 1.80250] [-1.47690] [ 0.76928] [ 1.09081] [-2.23442] [-0.34378] 
        
D(TRADE(-3)) -1.35E-06  0.015200 -33338.01  0.196810  47847.20 -0.439604  5.09E-08 
  (6.2E-07)  (0.03798)  (10475.7)  (0.07394)  (10516.2)  (0.19970)  (1.2E-07) 
 [-2.17088] [ 0.40021] [-3.18240] [ 2.66165] [ 4.54986] [-2.20129] [ 0.43806] 
130 | P a g e  
 
        
D(TRADE(-4)) -5.10E-07  0.021014 -39273.61  0.148159  42064.22 -0.299673  6.52E-08 
  (4.8E-07)  (0.02934)  (8092.29)  (0.05712)  (8123.55)  (0.15427)  (9.0E-08) 
 [-1.06179] [ 0.71624] [-4.85322] [ 2.59384] [ 5.17806] [-1.94257] [ 0.72592] 
        
D(LGOV(-1)) -2.060879  48547.48  7.76E+09  4151.561 -2.23E+10  577212.9  1.798017 
  (1.02305)  (62430.6)  (1.7E+10)  (121545.)  (1.7E+10)  (328265.)  (0.19111) 
 [-2.01445] [ 0.77762] [ 0.45072] [ 0.03416] [-1.29089] [ 1.75837] [ 9.40807] 
        
D(LGOV(-2))  1.518834 -44919.05 -6.37E+09  33286.45  1.37E+10 -387357.8 -0.943369 
  (2.06034)  (125730.)  (3.5E+10)  (244782.)  (3.5E+10)  (661099.)  (0.38489) 
 [ 0.73718] [-0.35727] [-0.18374] [ 0.13598] [ 0.39360] [-0.58593] [-2.45102] 
        
D(LGOV(-3)) -0.991661  90682.19  4.47E+10 -37282.30 -2.35E+10  476819.0 -0.291098 
  (2.08572)  (127279.)  (3.5E+10)  (247798.)  (3.5E+10)  (669244.)  (0.38963) 
 [-0.47545] [ 0.71247] [ 1.27392] [-0.15045] [-0.66672] [ 0.71247] [-0.74711] 
        
D(LGOV(-4)) -0.223120 -52423.19 -3.48E+10  29414.32  2.07E+10 -414525.7  0.280836 
  (0.95544)  (58304.6)  (1.6E+10)  (113512.)  (1.6E+10)  (306570.)  (0.17848) 
 [-0.23353] [-0.89913] [-2.16223] [ 0.25913] [ 1.28253] [-1.35214] [ 1.57346] 
        
C  0.066083 -1537.761 -4.38E+08 -808.7920  5.04E+08 -9863.681  0.004857 
  (0.01676)  (1022.49)  (2.8E+08)  (1990.67)  (2.8E+08)  (5376.34)  (0.00313) 
 [ 3.94394] [-1.50393] [-1.55267] [-0.40629] [ 1.78084] [-1.83465] [ 1.55179] 
        
         R-squared  0.916571  0.968731  0.981662  0.975341  0.992461  0.726556  0.972742 
 Adj. R-squared  0.863974  0.949019  0.970102  0.959795  0.987708  0.554167  0.955557 
 Sum sq. resids  0.004585  17075604  1.30E+18  64722680  1.31E+18  4.72E+08  0.000160 
 S.E. equation  0.009984  609.2690  1.68E+08  1186.177  1.69E+08  3203.584  0.001865 
 F-statistic  17.42639  49.14238  84.91343  62.73887  208.8148  4.214641  56.60546 
 Log likelihood  261.3541 -576.0916 -1528.182 -626.7251 -1528.475 -702.2338  388.8572 
 Akaike AIC -6.088266  15.94978  41.00480  17.28224  41.01251  19.26931 -9.443611 
 Schwarz SC -5.168240  16.86981  41.92482  18.20227  41.93253  20.18934 -8.523585 
 Mean dependent  0.006733  25.06579  75050176  184.7237  1.18E+08 -190.3816  0.028718 
 S.D. dependent  0.027071  2698.385  9.72E+08  5915.723  1.52E+09  4797.889  0.008847 
        
         Determinant resid covariance (dof 
adj.)  5.98E+40      
 Determinant resid covariance  1.78E+39      
 Log likelihood -4189.224      
 Akaike information criterion  115.9533      
 Schwarz criterion  122.6081      
        
        
 
 
Figure 1: Inverse Roots of AR Characteristic Polynomial 
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Table 4: Variance decomposition Estimates 
 Varian
ce 
Decom
position 
of 
LGDP:         
 Period S.E. LGDP BANK FDI BONDS EQUITY TRADE LGOV 
         
          1  0.009984  100.0000  0.000000  0.000000  0.000000  0.000000  0.000000  0.000000 
 2  0.013354  86.90434  1.346122  0.075889  5.326886  3.328865  0.039427  2.978466 
 3  0.015710  83.27140  2.112620  0.649536  5.751091  4.324767  0.089838  3.800744 
 4  0.017738  75.84345  5.922613  0.768176  5.659026  5.180389  1.727571  4.898771 
 5  0.023379  79.14808  5.546688  1.517260  6.295832  3.053174  1.075949  3.363018 
 6  0.027345  72.94334  7.695988  2.352809  8.550536  2.278862  1.624421  4.554042 
 7  0.030080  69.05708  9.150873  3.630162  8.082945  2.109572  2.308611  5.660756 
 8  0.032095  64.77820  11.77172  4.584374  7.214056  2.295594  2.123717  7.232341 
 9  0.036478  64.53771  11.40358  5.838863  5.887588  2.970131  2.402244  6.959891 
 10  0.040021  60.06149  12.77012  7.037315  5.545971  3.123331  3.575981  7.885791 
 11  0.043098  55.63453  14.24651  8.183704  4.829104  3.633783  4.899477  8.572892 
 12  0.045526  51.75668  17.23184  8.406719  4.382911  3.845628  5.064743  9.311475 
 13  0.049148  51.83649  18.43361  8.039544  3.766410  3.862447  5.021613  9.039885 
 14  0.052047  50.02489  20.92228  7.564670  3.428633  3.519561  4.968714  9.571258 
 15  0.054527  48.17886  23.51012  7.161524  3.123840  3.239257  4.676003  10.11039 
 16  0.057101  45.48292  27.07493  6.594015  2.889987  2.966477  4.294056  10.69762 
 17  0.060903  45.76405  28.78129  5.915736  2.540650  2.636134  3.793666  10.56848 
 18  0.064602  44.33128  30.97975  5.399382  2.351225  2.597943  3.382390  10.95803 
 19  0.067923  43.01010  32.71146  5.189603  2.174764  2.559387  3.085762  11.26893 
 20  0.071071  41.22684  34.65908  5.058925  2.018813  2.557426  2.941446  11.53747 
 21  0.075024  41.95895  34.75957  5.101860  1.961169  2.351840  2.640759  11.22586 
 22  0.078512  41.46390  35.15308  5.266142  2.170308  2.208949  2.468461  11.26917 
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
Inverse Roots of AR Characteristic Polynomial
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 23  0.081330  40.99319  35.33128  5.639299  2.250545  2.059353  2.412262  11.31406 
 24  0.083554  40.26739  35.82847  5.947867  2.268869  1.953740  2.323377  11.41029 
 25  0.086418  40.94868  35.11730  6.272930  2.340878  1.886360  2.329229  11.10462 
 26  0.088840  40.74214  34.76392  6.556064  2.565291  1.819836  2.524191  11.02856 
 27  0.090766  40.47475  34.47561  6.863499  2.606620  1.829362  2.763964  10.98619 
 28  0.092159  40.08687  34.61109  7.017486  2.568195  1.847117  2.820241  11.04900 
 29  0.094046  40.66929  34.07737  7.070130  2.516055  1.897863  2.877621  10.89167 
 30  0.095592  40.68786  33.89990  7.066671  2.533965  1.889287  2.964059  10.95826 
 31  0.096884  40.61561  33.83197  7.069041  2.485925  1.908162  3.003957  11.08534 
 32  0.098005  40.30796  34.10991  7.004509  2.429676  1.897625  2.945241  11.30509 
 33  0.099711  40.78323  33.91910  6.889867  2.348283  1.871859  2.858865  11.32879 
 34  0.101353  40.75032  34.03271  6.792020  2.303817  1.812845  2.786581  11.52171 
 35  0.102926  40.61023  34.20378  6.767828  2.245923  1.759686  2.717202  11.69535 
 36  0.104446  40.18858  34.66740  6.737362  2.184408  1.708958  2.638690  11.87461 
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Table 5: VEC Residual Serial Correlation LM Tests 
VEC Residual Serial Correlation LM Tests 
Null Hypothesis: no serial correlation at lag 
order h 
Date: 05/25/11   Time: 16:46 
Sample: 1989Q4 2009Q4 
Included observations: 76 
   
   Lags LM-Stat Prob 
   
   1  74.27730  0.1914 
2  71.37197  0.2801 
3  88.60568  0.6705 
4  112.8965  0.6132 
5  76.80007  0.0068 
6  54.54138  0.2720 
7  79.26715  0.0040 
8  88.82354  0.0004 
9  66.31024  0.0502 
10  49.32550  0.4601 
11  49.02124  0.4723 
12  106.2280  0.0000 
   
   
Probs from chi-square with 49 df. 
 
 
 
 
 
Table 6: VEC Residual Normality Tests 
VEC Residual Normality Tests   
Orthogonalization: Cholesky (Lutkepohl)  
Null Hypothesis: residuals are multivariate normal  
Date: 05/25/11   Time: 16:48   
Sample: 1989Q4 2009Q4   
Included observations: 76   
     
          
Component Skewness Chi-sq df Prob. 
     
     1  0.126670  0.203241 1  0.6521 
2 -0.306915  1.193160 1  0.2747 
3 -0.441895  2.473440 1  0.1158 
4  0.305233  1.180117 1  0.2773 
5  0.532178  3.587371 1  0.0582 
6 -0.407044  2.098677 1  0.1474 
7  0.368283  1.718012 1  0.1899 
     
     Joint   12.45402 7  0.0866 
     
          
Component Kurtosis Chi-sq df Prob. 
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     1  3.647947  1.329478 1  0.2489 
2  5.898385  26.60202 1  0.0000 
3  3.294316  0.274302 1  0.6005 
4  3.209344  0.138779 1  0.7095 
5  3.601046  1.143979 1  0.2848 
6  3.559065  0.989754 1  0.3198 
7  3.329033  0.342831 1  0.5582 
     
     Joint   30.82114 7  0.06971 
     
          
Component Jarque-Bera df Prob.  
     
     1  1.532720 2  0.4647  
2  27.79518 2  0.0000  
3  2.747741 2  0.2531  
4  1.318896 2  0.5171  
5  4.731350 2  0.0939  
6  3.088431 2  0.2135  
7  2.060843 2  0.3569  
     
     Joint  43.27516 14  0.08971  
     
     
     
 
 
Table 7: VEC Residual Heteroskedasticity Tests: No Cross Terms 
 
VEC Residual Heteroskedasticity Tests: No Cross Terms (only levels and squares) 
Date: 05/25/11   Time: 16:50    
Sample: 1989Q4 2009Q4    
Included observations: 76    
      
            
   Joint test:     
      
      Chi-sq df Prob.    
      
       1688.253 1624  0.1304    
      
            
   Individual components:    
      
      Dependent R-squared F(58,17) Prob. Chi-sq(58) Prob. 
      
      res1*res1  0.698803  0.680025  0.8612  53.10901  0.6573 
res2*res2  0.932950  4.078291  0.0012  70.90418  0.1190 
res3*res3  0.889143  2.350879  0.0268  67.57488  0.1826 
res4*res4  0.909780  2.955678  0.0080  69.14332  0.1501 
res5*res5  0.919905  3.366329  0.0038  69.91275  0.1358 
res6*res6  0.848171  1.637382  0.1302  64.46100  0.2610 
res7*res7  0.893710  2.464484  0.0212  67.92197  0.1750 
res2*res1  0.740354  0.835755  0.7037  56.26692  0.5400 
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res3*res1  0.751148  0.884720  0.6504  57.08726  0.5092 
res3*res2  0.924878  3.608590  0.0025  70.29072  0.1292 
res4*res1  0.700344  0.685029  0.8567  53.22612  0.6531 
res4*res2  0.865356  1.883768  0.0743  65.76703  0.2259 
res4*res3  0.827669  1.407718  0.2204  62.90288  0.3069 
res5*res1  0.609170  0.456847  0.9859  46.29690  0.8658 
res5*res2  0.851389  1.679188  0.1183  64.70559  0.2542 
res5*res3  0.886494  2.289179  0.0306  67.37357  0.1871 
res5*res4  0.874986  2.051455  0.0511  66.49891  0.2076 
res6*res1  0.717253  0.743523  0.8010  54.51120  0.6058 
res6*res2  0.882340  2.198010  0.0371  67.05787  0.1943 
res6*res3  0.812751  1.272212  0.2990  61.76909  0.3430 
res6*res4  0.888657  2.339336  0.0275  67.53794  0.1834 
res6*res5  0.892807  2.441236  0.0222  67.85329  0.1765 
res7*res1  0.849801  1.658332  0.1241  64.58488  0.2575 
res7*res2  0.861191  1.818450  0.0861  65.45049  0.2341 
res7*res3  0.776341  1.017387  0.5110  59.00189  0.4387 
res7*res4  0.801855  1.186135  0.3609  60.94099  0.3706 
res7*res5  0.773431  1.000560  0.5279  58.78079  0.4467 
res7*res6  0.819018  1.326417  0.2649  62.24540  0.3276 
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