Abstract Solving an underdetermined inverse problem implies the use of a regularization hypothesis. Among possible regularizers, the so-called sparsity hypothesis, described as a synthesis model of the signal of interest from a low number of elementary signals taken in a dictionary, is now widely used. In many inverse problems of this kind, it happens that an alternative model, the cosparsity hypothesis (stating that the result of some linear analysis of the signal is sparse), offers advantageous properties over the classical synthesis model. A particular advantage is its ability to intrinsically integrate physical knowledge about the observed phenomenon, which arises naturally in the remote sensing contexts through some underlying partial differential equation. In this chapter, we illustrate on two worked examples (acoustic source localization and brain source imaging) the power of a generic cosparse approach to a wide range of problems governed by physical laws, how it can be adapted to each of these problems in a very versatile fashion, and how it can scale up to large volumes of data typically arising in applications.
Introduction
Inverse source problems consist in inferring information from an object in an indirect manner, through the signals it emits or scatters. This covers in particular remote sensing, a term coined in Earth sciences [12] , to indicate acquisition of shape or structure data of the Earth's crust, using signal processing techniques. More generally, remote sensing considers any method that collects distant observations from an object, with a variety of possible signal modalities and imaging modes (active or passive) that usually determine the applied processing technique.
Remote sensing and inverse problems encompass a wide range of practical applications, many of which play essential roles in various parts of modern lifestyle: medical ultrasound tomography, electro-encephalography (EEG), magnetoecephalography (MEG), radar, seismic imaging, radio astronomy. . .
To address inverse problems, an important issue is the apparent shortage of observed data compared to the ambient dimensionality of the objects of interest. A common thread to address this issue is to design low-dimensional models able to capture the intrinsic low-dimensionality of these objects, while allowing the design of scalable and efficient algorithms to infer them from partial observations. The sparse data model has been particularly explored in this context [9, 75, 78] . It is essentially a generative synthesis model describing the object of interest as a sparse superposition of elementary objects (atoms) from a so-called dictionary. Designing the atoms in a given application scenario can be challenging. As documented in this chapter, exploiting dictionaries in the context of large-scale inverse problems can also raise serious computational issues.
An alternative model is the so-called analysis sparse model, or cosparse model, whereby the sparsity assumption is expressed on an analysis version of the object of interest, resulting from the application of a (differential) linear operator. As we will see, this alternative approach is natural in the context of many inverse problems where the objects of interest are physical quantities with properties driven by conservation or propagation laws. Indeed, the fact that such laws are expressed in terms of partial differential equations (PDEs) has several interesting consequences. First, using standard discretization schemes, the model (which is embodied by an analysis operator rather than a dictionary) can be directly deduced from the knowledge of these PDEs. Moreover, the resulting model description is often very concise and the associated linear analysis operator is very sparse, leading to efficient computations. The framework thus fits very well into iterative algorithms for sparse regularization and large-scale convex optimization. Finally, the framework is adaptable to difficult settings where, besides the object of interest, some other "nuisance" parameters are unknown: uncalibrated sensors, partially known impedances, etc.
To demonstrate the scalability and versatility of this framework, this chapter uses as worked examples two practical scenarios involving two types of signals (namely acoustic and electroencephalographic) for illustration purposes. The generic modeling and algorithmic framework of physics-driven cosparse methods which is described here has however the potential to adapt to many other remote sensing situations as well.
Physics-driven inverse problems
Many quantities of interest that are measured directly or indirectly by sensors are intimately related to propagation phenomena governed by certain laws of physics. Linear partial differential equations (PDEs) are widely used to model such laws including sound propagation in gases (acoustic wave equation), electrodynamics (Maxwell equations), electrostatic fields (Poisson's equation), thermodynamics (heat equation) and even option pricing (Black-Scholes equation), among many others. When coupled with a sparsity assumption on the underlying sources, these lead to a number of feasible approaches to address physics-driven inverse problems.
Linear PDEs
Hereafter, ω denotes the coordinate parameter (e.g., space r and/or time t) of an open domain Θ . Linear PDEs take the following form: .
In order for continuous D d x(ω) to exist, one needs to restrict the class of functions to which x(ω), ω ∈ Θ belongs. Such function spaces are called Sobolev spaces. In this chapter, functions are denoted by boldface italic lowercase (e.g. f ), while linear operators acting on these are denoted by uppercase fraktur font (e.g. D, L). For linear PDEs, linear initial conditions and/or boundary conditions are also considered, and we denote them as Bx = b. Finally, we compactly write (1), equipped with appropriate boundary/initial conditions, in linear operator form:
where L := (D, B) and c := (c, b), by abuse of notation. For simplicity, we consider only self-adjoint operators 1 L. With regards to remote sensing, L, x and c represent the "channel", the propagated, and the "source" signal, respectively. 1 The operators for which Lp 1 , p 2 = p 1 , Lp 2 holds. Otherwise, setting the adjoint boundary conditions would be required.
where δ (·) represents Dirac's delta distribution. In signal processing language, the Green's function can be seen as the response of the system (2) to the impulse centered at s ∈ Θ . If we assume that b = 0 on ∂Θ , it is easy to show that the solution of a linear PDE is obtained by integrating the right-hand side of (2) . Namely, since 
we can identify x(ω) with the integral. Note that g(s, ω) = g(ω, s) for a self-adjoint operator L, and the latter can be put in front of integration since it acts on ω. When the boundary conditions are inhomogenous (b = 0), the same approach can be taken except that one needs two types of Green's functions: one defined as in (3) , and another with δ (ω − s) placed at the boundary (but with Dg = 0, otherwise). Then, one obtains x 1 and x 2 from (4), and the solution x is superposition:
Since integration is again a linear operation, we can compactly represent (4) in the form of a linear operator:
and, by comparing it with (2), we can deduce that G = L −1 . Green's functions are available in analytic form only for a restricted set of combinations of domain geometries/initial/boundary conditions. In such a case, evaluating g(·, ·) is direct, but the integral (4) may still be difficult to evaluate to obtain the integral operator G. Functional approximations, such as using a parametrix [31] can be helpful, however in the most general case, one will have to resort to numerical approximations, as will be discussed in Section 4.
Linear inverse problem
The inverse problem we are interested in is the estimation of the field x (or, equivalently, of the source component c) from a limited set of (noisy) field measurements acquired at a sensor array. In the case of a spatial field, such as a heat map, the coordinate parameter is spatial ω = r and each measurement is typically a scalar estimate of the field at m given locations, y j ≈ x(r j ), perhaps after some spatial smoothing. In the case of a time series, the coordinate parameter is time ω = t, and the measurements are obtained by analog-to-digital sampling (usually at a fixed sampling rate) at t time instants, corresponding to y ≈ (h x)(t ), where h(t) is a temporal filter, optionally applied for temporal smoothing. In the case of a spatiotemporal field, such as an acoustic pressure field, ω = (r, t) and the acquired measurement consist of multiple time series obtained by analog-to-digital sampling (at a fixed sampling rate) at a number of spatial locations, corresponding to y j, ≈ (h t x)(r j , t ) with t a convolution along the temporal dimension. Except when the nature of ω is essential for discussion, we use below the generic notation y j ≈ x(ω j ).
Now, we consider a vector y ∈ R m (resp. ∈ R t or ∈ R m×t ) of measurements as described above. Without additional assumptions, recovering c or x given the measurement vector y only is impossible. Understanding that (2) and (5) are dual representations of the same physical phenomenon, we term such problems physicsdriven inverse problems.
Algebraic methods. Rigorous algebraic methods for particular instances of inverse source problems have been thoroughly investigated in the past, and are still a very active area of research. The interested reader may consult, e.g. [39] , and the references therein. A more generic technique (which doesn't prescribe a specific PDE), closely related to the numerical framework we will discuss in next sections, is proposed in [59] . However, its assumptions are strong (although not completely realistic), including in particular the availability of analytic expressions for the Green's functions. In addition, they must respect the approximate Strang-Fix conditions [26] and the source signal must follow the Finite Rate of Innovation (FRI) [82] model, i.e. it should be a weighted sum of Dirac impulses. In practice, it also requires a high Signal-to-Noise Ratio (SNR), or sophisticated numerical methods in order to combat sensitivity to additive noise, and possibly a large number of sensors.
Sparse regularization. Fortunately, in reality, the support of the source contribution c in (1) is often confined to a much smaller subset Θ 0 ⊂ Θ (i.e. c(ω) = 0, ∀ω ∈ Θ c 0 ), representing sources, sinks or other singularities of a physical field. Two practical examples will be given soon in Section 3. This crucial fact is exploited in many regularization approaches for inverse source problems, including the one described in this chapter. Sparsity-promoting regularizers often perform very well in practice (at least empirically) [65, 66, 68, 51] . Even though there exist pathological inverse source problems so severely ill-posed that the source sparsity assumption alone is not sufficient [23, 20] , such cases seem to rarely occur in practice. Hence, sparse regularization can be considered as an effective heuristics for estimating solutions of various inverse source problems, although not as an all-purpose rigorous methodology for all physics-driven inverse problems.
Worked examples
As an illustration, in the rest of this chapter we consider two physics-driven inverse problems: acoustic source localization (driven by the acoustic wave equation) and brain source localization (driven by Poisson's equation).
Acoustic source localization from microphone measurements
The problem we are concerned with is determining the position of one or more sources of sound based solely on microphone recordings. The problem arises in different fields, such as speech and sound enhancement [33] , speech recognition [4] , acoustic tomography [57] , robotics [80] , and aeroacoustics [44] . Traditional approaches based on Time Difference of Arrival (TDOA) dominate the field [8] , but these usually only provide the direction of arrival of the sound sources, and are generally sensitive to reverberation effects. We take a different approach, and use the physics of acoustic wave propagation to solve the localization problem.
The wave equation. Sound is the manifestation of acoustic pressure, which is a function of position r and time t. Acoustic pressure x := x(r, t), in the presence of a sound source, respects the inhomogeneous acoustic wave equation:
where Γ denotes the spatial domain, ∆ is the Laplacian operator with respect to the spatial variable r and v is the speed of sound (around 334m · s -1 at room temperature, it may depend on space and/or time but is often approximated as constant). The right hand side c := c(r, t) represents the pressure emitted by a sound source at position r and time t, if any (if a source is not emitting at some time instant t, then c(r, t) is zero at this source position; as an important consequence, c = 0 everywhere, but at the source positions.) Initial and boundary conditions. To ensure self-adjointness, we impose homogeneous initial and boundary conditions,
i.e. the acoustic field is initially at rest. In addition, we may impose Dirichlet (x | ∂Γ = 0) or Neumann (∇x · n | ∂Γ = 0) boundary conditions, where ∇x is the spatial gradient (with respect to r) and n is the outward normal vector to the boundary ∂Γ . A generalization is the so-called Robin boundary condition which models reflective boundaries, or Mur's boundary condition [58] :
where ξ ≥ 0 is the specific acoustic impedance (again, possibly dependent on space and time but reasonably considered as fixed over time). For ξ ≈ 1, Mur's condition approximates an absorbant boundary. Inverse problem. An array consisting of m omnidirectional microphones, with a known geometry, outputs the measurements assembled into the vector y ∈ R mt , where t is the number of time samples. Thus, we assume that the microphones output discrete signals, with an antialiasing filter and sampler applied beforehand. The goal is, ideally, to recover the fields x or c from the data y, using prior information that the sound sources are sparse in the spatial domain Γ .
Related work. Sound source localization through wavefield extrapolation and low-complexity regularization was first introduced by Malioutov et al. in [53] . They assumed a free-field propagation model, which allowed them to analytically compute the associated Green's functions. The narrowband sound sources were estimated by applying sparse synthesis or low-rank regularizations. A wideband extension was proposed in [52] , which is, however, a two-stage approach that implicitly depends on solving the narrowband problem. The free space assumption was first abandoned by Dokmanić and Vetterli [25, 24] , for source localization in the frequency domain. They used the Green's functions dictionary numerically computed by solving the Helmholtz equation with Neumann boundary conditions, by the Finite Element Method (FEM). The wideband scenario was tackled as a jointly sparse problem, to which, in order to reduce computational cost, a modification of the OMP algorithm was applied. However, as argued in [17] , this approach is critically dependent on the choice of frequencies, and can fail if modal frequencies are used. Le Roux et al. [49] proposed to use the CoSaMP algorithm for solving the sparse synthesis problem in the same spirit.
Brain source localization from EEG measurements
Electrical potentials produced by neuronal activity can be measured at the surface of the head using ElectroEncephaloGraphy (EEG). The localization of sources of this neuronal activity (during either cognitive or pathological processes) requires a so-called head model, aiming at representing geometrical and electrical properties of the different tissues composing the volume conductor, as well as a source model.
Poisson's equation. It is commonly admitted that the electrical potential x := x(r) at location r within the human head mostly reflects the activity of pyramidal cells located in the gray matter and oriented perpendicularly to the cortical surface. This activity is generally modeled by current dipoles. Given the geometry and the scalar field {σ(r)} of electrical conductivities at location r within the head, Poisson's equation [10, 54] relates the electrical potential x and the current density j:
where Θ is the spatial domain (interior of the human head) and ∇ · j is the volume current. The operators ∇· and ∇ respectively denote the divergence and gradient with respect to the spatial variable r. Boundary condition. We assume the Neumann boundary condition,
which reflects the absence of current outside the human head. Inverse problem. An array consisting of m electrodes located on the scalp (see Figure 2 ) captures the EEG signal y = [x(r 1 ), . . . , x(r m )] T ∈ R m . The brain source localization problem consists in recovering from y the electrical field inside the head (with respect to some reference electrical potential), x, or the current density, j, under a sparsity assumption on the latter.
Related work. Numerous methods for brain source localization were developed to localize equivalent current dipoles from EEG recordings. Among them, beamforming techniques [64] , subspace approaches [72, 56, 1] and sparse methods [79] are the most popular. Regarding dictionary-based sparse techniques, the most famous is MCE (Minimum Current Estimate) [79] , which computes minimum
Discretization
A key preliminary step in the deployment of numerical methods to address inverse problems lies in the discretization of the quantities at hand, which amounts to convert the continuous PDE model (2) into a finite-dimensional linear model. A priori, any discretization method could be used within the regularization framework we propose; here, we limit ourselves to two families of them among the most common.
Finite Difference Methods (FDM)
The simplest way to discretize the original continous PDE is to replace the derivatives by finite differences obtained from their Taylor's expansion at a certain order, after discretization of the variable domain Θ itself on a (generally regular) grid. Consider a grid of discretization nodes {ω } ∈I for the domain Θ and its boundary ∂Θ . For each (multi-dimensional) index corresponding to the interior of the domain, the partial derivative D d x(ω ) is approximated by finite linear combination of values of the vector x = [x(ω )] ∈I associated to indices such that ω is in the neighborhood of ω . The stencil defining these positions, as well as the order of the approximation, characterize a particular FDM. A similar approach defines approximations to partial derivatives at the boundary and/or initial points.
Example: the standard Leapfrog Method (LFM). As an example, we describe here the standard Leapfrog Method (LFM) applied to the discretization of a 2D, isotropic acoustic wave equation (6) . Here, the domain Θ is 3 dimensional, with variables r x , r y (two spatial coordinates) and t (time). The corresponding PDE to be discretized only involves second-order derivatives of x with respect to these variables. By denoting x τ i,j := x(ω τ i,j ) the field value at grid position ω τ i,j := (r x (i), r y (j), τ) the LFM approximation is (for τ > 2, and excluding the boundaries):
where d x , d y and d τ denote the discretized spatial and temporal step sizes, respectively. This FDM scheme can be summarized as the use of a 7-point stencil centered at x τ i,j in this case. It is associated to a finite-dimensional linear operator D such that Dx approximates the discretized version of Dx(ω) in the interior of the domain. The approximation error is of the order of
Similar formulas for boundary nodes are obtained by substituting a non-existent spatial point in the scheme (11) by the expressions obtained from discretized boundary conditions. For instance, for the frequency-independent acoustic absorbing boundary condition (8) , proposed in [47] , e.g. the missing point x τ i+1,j behind the right "wall" is evaluated as:
When corners (and edges in 3D) are considered, the condition (8) is applied to all directions where the stencil points are missing. Combining (12) and (11) Using LFM to solve the discretized forward problem. While we are interested to use the above discretization to solve inverse problems, let us recall how it serves to address the forward problem, i.e. to estimate x when c is given. Under the assumption Dx = c, the leapfrog relation (11) allows to compute x τ+1 i,j using c τ i,j and values of x at two previous discrete time instants ( 
). Similarly, homogeneous boundary conditions (b = 0) translate into relations between neighboring values of x on the boundaries and over time. For example, the above described discretization of Mur's boundary condition yields an explicit expression of x τ+1 i,j at the boundary (see Eq. (49) for details.) Neglecting approximation errors, LFM discretization thus yields a convenient explicit scheme [50] to solve Ω x = c. An example of a 2D acoustic field discretized by this method is presented in Figure 1 . Numerical stability of explicit FDM schemes, such as LFM, can only be ensured if the step sizes respect some constraining condition, such as the Courant-Friedrich-Lewy condition for hyperbolic PDEs [50] . In the abovementioned example, for instance, this condi-
This limits the resolution (for instance in space and time) achievable by these methods. 
Finite Element Methods (FEM)
The Finite Element Method (FEM) is a numerical approximation used to solve boundary value problems when the solution is intractable analytically due to geometric complexities and inhomogeneities. Among several variants, the Galerkin FEM is famous as it is both well-rooted in theory and simple in derivation [34] . In the Galerkin FEM, a solution is computed in three main steps: 1) the formulation of the problem in its weak/variational form, 2) the discretization of the formulated problem, and 3) the choice of the approximating subspace. As an illustrative example, let's consider the well known problem of Poisson's equation (9) with Neumann boundary condition (10) .
Weak/variational formulation. The first step aims at expressing the aforementioned PDE in an algebraic form. For a given test function w(r) in some (to be specified) Hilbert space of regular functions H we have, denoting c = ∇.j the volume current which serves as a source term,
The second line in (13) is derived using Green's identity which is the multidimensional analogue of integration by parts [34] , whereas, the last line is deduced from the Neumann boundary condition (10) . Notice that the resulting equality in (13) can be written as
where a(., .) is a symmetric bilinear form on H and b(.) is a linear function on H. The equality in (14) is referred to as the weak or the variational formulation of the PDE in (9)- (10), a name that stems from the less stringent requirements put on the functions x and c. In fact, the former should be differentiable only once (vs. twice in the strong formulation), whereas the latter needs to be integrable (vs. continuous overΘ in the strong formulation). These relaxed constraints in the weak form makes it relevant to a broader collection of problems. Discretization with the Galerkin method. In the second step, the Galerkin method is applied to the weak form. This step aims at discretizing the continuous problem in (14) by projecting it from the infinite-dimensional space H onto a finitedimensional subspace H h ⊂ H (h refers to the precision of the approximation).
Denoting {φ } ∈I a basis of H h , any function x in the finite-dimensional subspace H h can be written in a unique way as a linear combination x = ∑ ∈I x φ . Therefore, given x a solution to the problem and if we take as a test function w a basis function φ i , the discrete form of (14) is then expressed as
where
with Θ h a discretized solution domain (see next). The discretization process thus results in a linear system of n := card(I) equations with n unknowns {v } ∈I , which can be rewritten in matrix form Ω x = c. The so-called global stiffness matrix Ω is a symmetric matrix of size n × n with elements Ω i j = a h (φ i , φ j ), and c is the load vector of length n and elements c i = b h (φ i ). Notice that, in the case where σ (r) is a positive function (as in EEG problem for instance), the matrix Ω is also positive semidefinite. This property can be easily deduced from the bilinear form a(., .) where a(x, x) = Θ σ (r)(∇x(r)) 2 dr ≥ 0 for any function x ∈ H, and from the relationship a(x, x) = x T Ω x. For the considered Poisson equation the stiffness matrix Ω is also rank deficient by one. This comes from the fact that x can only be determined up to an additive constant (corresponding to an arbitrary choice of reference for the electrical potential it represents), since only the gradient of x appears in Poisson's equation with Neumann's boundary condition.
Choice of the approximating subspace and discretization basis. The construction of the discretized solution domain Θ h and the choice of basis functions {φ } ∈I are two pivotal points in FEM since they deeply affect the accuracy of the approximate solution obtained by solving Ω x = c. They also impact the sparsity and conditioning of Ω , hence the computational properties of numerical schemes to solve this linear system.
In FEM, the domain is divided uniformly or non-uniformly into discrete elements composing a mesh, either of triangular shape (tetrahedral in 3D), or rectangular shape (hexahedral in 3D). The triangular (tetrahedral) mesh is often more adapted when dealing with complex geometries (see example in Figure 2 for a mesh of a human head to be used in the context of the EEG inverse problem.
Given the mesh, basis functions are typically chosen as piecewise polynomials, where each basis function is nonzero only on a small part of the domain around a given basic element of the mesh, and satisfy some interpolation condition.
Typical choices lead to families of basis functions whose spatial support overlap little: the support of φ i and φ only intersect if they correspond to close mesh elements. As a result a h (φ i , φ ) is zero for the vast majority of pairs i, , and the stiffness matrix Ω is sparse with Ω 0 = O(n).
Using FEM to solve the forward EEG problem. Once again, while our ultimate goal is to exploit FEM for inverse problems, its use for forward problems is illustrative. In bioelectric field problems, a well-known example of problem modeled by (9)-(10) and solved by FEM is the forward EEG problem that aims at computing the electric field within the brain and on the surface of the scalp using a known current source within the brain and the discretized medium composed of the brain and the surrounding layers (skull, scalp, etc.) [42, 37] .
Numerical approximations of Green's functions
Discretization methods such as FDM or FEM somehow "directly" discretize the PDE at hand, leading to a matrix Ω which is a discrete equivalent of the operator L. While (2) implicitly defined x given c, in the discretized world the matrix Ω allows to implicitly define x given c as
with x ∈ R n the discretized representation of x, and similarly for c and c.
We now turn to the discretization of the (potentially more explicit) integral representation of x using Green's functions (5), associated to the integral operator G, which, as noted in Section 4.3, is often a necessity. One has firstly to discretize the domain Θ , the PDE L, the field x, and the source c, and secondly to numerically solve (3) and (4) .
Assuming that the equation Lx = c has a unique solution, we expect the discretized version of L, the matrix Ω ∈ R n×n , to be full rank. Under this assumption, we can write x = Ψ c, with
In compressive sensing terminology, Ψ is a dictionary of discrete Green's functions. Not surprisingly, the discretized version of the integral operator G is the matrix inverse of the discretized version of the differential operator L. Hence, c and x can be seen as dual representations of the same discrete signal, with linear transformations from one signal space to another. Yet, as we will see, there may be significant differences in sparsity between the matrices Ψ and Ω : while Ψ is typically a dense matrix (Green's function are often delocalized, e.g. in the context of propagation phenomena), with Ψ 0 of the order of n 2 , the analysis operator is typically very sparse, with Ω 0 = O(n). In the context of linear inverse problems where one only observes y ≈ Ax, algorithms may thus have significantly different computational properties whether they are designed with one representation in mind or the other.
Discretized inverse problem
We now have all elements in place to consider the discretized version of the inverse problems expressed in Section 2.3. The signals and measurement vectors are respectively denoted by x ∈ R s , c ∈ R s and y ∈ R m , in the case of a spatial field, or x ∈ R st , c ∈ R st , and y ∈ R mt , in the case of the spatio-temporal field. We denote n the dimension of x and c, which is n = s in the former case and n = st in the latter.
The vector of measurements y can be seen as a subsampled version of x, possibly contaminated by some additive noise e. In the case of a spatial field, y = Ax + e, where A is an m × s spatial subsampling matrix (row-reduced identity), and e is a discrete representation of additive noise e. In the case of a spatio-temporal field, the same holds where A is an (mt) × (st) block-diagonal concatenation of identical (row-reduced identity) spatial subsampling matrices. Overall, we have to solve
where A is a given subsampling matrix. Given Ω (and, therefore, Ψ = Ω −1 ), equivalently to (20) we can write
where x and c satisfy (18)- (19) . Sparsity or cosparsity assumptions. Since AΨ ∈ R m×s (resp ∈ R mt×st ), and m < s, it is obvious that one cannot recover every possible source signal c from the measurements y, hence the need for a low-dimensional model on x or on c. As discussed in 2.3, a typical assumption is the sparsity of the source field c, which in the discretized setting translates into c being a very sparse vector, with c 0 n (or well approximated by a sparse vector), possibly with an additional structure. This gives rise to sparse synthesis regularization, usually tackled by convex relaxations or greedy methods that exploit the mode x = Ψ c with sparse c. Alternatively, this is expressed as a sparse analysis or cosparse model on x asserting that Ω x is sparse.
Sparse and cosparse regularization
Previously discussed techniques for solving inverse source problems suffer from two serious practical limitations, i.e. algebraic methods (Section 2.3) impose strong, often unrealistic assumptions, whereas sparse synthesis approaches based on numerical Green's functions approaches (Section 3) do not scale gracefully for non-trivial geometries. Despite the fact that physical fields are not perfectly sparse in any finite basis, as demonstrated in one of the chapters of the previous issue of this monograph [63] , it becomes obvious that we can escape discretization only for very restricted problem setups. Therefore, we focus on the second issue using the analysis version of sparse regularization.
Optimization problems
Following traditional variational approaches [70] , estimating the unknown parameters x and c corresponds to an abstract optimization problem, which we uniformly term physics-driven (co)sparse regularization:
subject to Ω x = c, Cx = h.
Here, f d is the data fidelity term (enforcing consistency with the measured data), whereas f r is the regularizer (promoting (structured) sparse solutions c). The matrix C and vector h represent possible additional constraints, such as source support restriction or specific boundary/initial conditions, as we will see in Section 7.
We restrict both f d and f r to be convex, lower semicontinuous functions, e.g. f d can be the standard sum of squares semimetric, and f r can be the 1 norm. In some cases the constraints can be omitted. Obviously, we can solve (22) for either c or x, and recover another using (18) or (19) . The former gives rise to sparse synthesis
or sparse analysis (aka cosparse) optimization problem
The discretized PDE encoded in Ω is the analysis operator. As mentioned, the two problems are equivalent in this context [28] , but as we will see in Section 6, their computational properties are very different. Additionaly, note that the operator Ω is obtained by explicit discretization of (2), while the dictionary Ψ of Green's functions is discretized implicitly (in general, since analytic solutions of (3) are rarely available), i.e. by inverting Ω , which amounts to computing numerical approximations to Green's functions (see Section 4.3).
Optimization algorithm
Discretization can produce optimization problems of huge scale (see Sections 6-7 for examples), some of which can be even intractable. Since (23) or (24) are nominally equivalent, the question is whether there is a computational benefit in solving one or another. Answering this question is one of the goals of the present chapter. Usually, problems of such scale are tackled by first order optimization algorithms, that require only the objective and the (sub)gradient oracle at a given point [61] . The fact that we allow both f d and f r to be non-smooth, forbids using certain popular approaches, such as Fast Iterative Soft Thresholding Algorithm [5] . Instead we focus on the Alternating Direction Method of Multipliers (ADMM) algorithm [32, 27] , which has become a popular scheme due to its scalability and simplicity. Later in this subsection, we discuss two variants of the ADMM algorithm, convenient for tackling different issues related to the physics-driven framework.
Alternating Direction Method of Multipliers (ADMM). For now, consider a convex optimization problem of the form 2
where the functions f and g are convex, proper and lower semicontinuous [61] . Either of these can account for hard constraints, if given as a characteristic function χ S (z) of a convex set S:
An equivalent formulation of the problem (25) is
for which the (scaled) augmented Lagrangian [11] writes:
with ρ a positive constant. Note that the augmented Lagrangian is equal to the standard (unaugmented) Lagrangian plus the quadratic penalty on the constraint residual
The ADMM algorithm consists in iteratively minimizing the augmented Lagrangian with respect to z 1 and z 2 , and maximizing it with respect to u. If the standard Lagrangian has a saddle point [11, 15] , iterating the following expressions yields a global solution of the problem 3 :
The iterates z 2 update the primal variables, and u (j) updates the dual variable of the convex problem (27) . The expression prox f /ρ (v) denotes the wellknown proximal operator [55] of the function f /ρ applied to some vector v:
Proximal operators of many functions of our interest are computationally efficient to evaluate (linear or linearithmic in the number of multiplications, often admiting closed form expressions). Such functions are usually termed "simple" in the optimization literature [14] . Weighted Simultaneous Direction Method of Multipliers (SDMM). The first ADMM variant we consider is weighted SDMM (Simultaneous Direction Method of Multipliers) [18] . It refers to an application of ADMM to the case where more than two functions are present in the objective:
Such an extension can be written [18] as a special case of the problem (27) , for which the iterates are given as follows:
We can now instantiate (33), with I denoting the identity matrix:
• for the sparse synthesis problem: K 1 = I, K 2 = AΨ and K 3 = CΨ ;
• for the sparse analysis problem, by
In
The weighted SDMM is convenient for comparison, since it can be easily shown that it yields iteration-wise numerically identical solutions for both the synthesis and analysis problems, if the intermediate evaluations are exact. However, solving a large system of normal equations per iteration of the algorithm seems wasteful in practice. For an improved efficiency, another ADMM variant is more convenient, known as the preconditioned ADMM or the Chambolle-Pock (CP) algorithm [14] .
Chambolle-Pock (CP). For simplicity, we demonstrate the idea on the setting involving only two objectives, as in (27) . The potentially expensive step is the ADMM iteration (29), due to the presence of a matrix K in the square term. Instead, as proposed in [14] and analysed in [74] , an additional term is added to the subproblem
where v P = v T Pv. A clever choice is P = 1 τσ I − K T K, which, after some manipulation, yields:
Thus, P acts as a preconditioner and simplifies the subproblem.
In the original formulation of the algorithm [14] , the z 2 and u updates are merged together. The expression for u (j+1) , along with a straightforward application of Moreau's identity [15] , leads to
where the primal variable index has been dropped (z instead of z 1 ), since the auxiliary variable z 2 does not appear explicitly in the iterations any longer. The function g * represents the convex conjugate 4 of g, and the evaluation of its associated proximal operator prox g * (·) is of the same computational complexity as of prox g (·), again thanks to Moreau's identity. As mentioned, different flavours of the CP algorithm [14, 19] can easily lend to settings where a sum of multiple objectives is given, but, for the purpose of demonstration, in the present chapter we use this simple formulation involving only two objectives (the boundary conditions are presumably absorbed by the regularizers in (23) and (24)). We instantiate (39):
• in the synthesis case, with K = AΨ , z = c, f = f r and g = f d .
• in the analysis case, we exploit the fact that A has a simple structure, and set
Since A is a row-reduced identity matrix, and thus a tight frame, evaluation of the proximal operators of the type prox f d (A·) is usually as efficient as evaluating prox f d (·), i.e. without composition with the measurement operator [11] . Moreover, if prox f d (·) is separable component-wise (i.e. can be evaluated for each component independently), so is the composed operator prox f d (A·).
Accelerated variants.
If the objective has additional regularity, such as strong convexity, accelerated variants of ADMM algorithms are available [35, 22] . Thus, since the evaluation of proximal operators is assumed to be computationally "cheap", the main computational burden comes from matrix-vector multiplications (both in CP and SDMM) and from solving the linear least squares subproblem (in SDMM only). For the latter, in the large-scale setting, one needs to resort to iterative algorithms to approximate the solution (ADMM is robust to inexact computations of intermediate steps, as long as the accumulated error is finite [27] ). These iterative algorithms can often be initialized (warm-started) using a previous iterations' estimate, which may greatly help their convergence. We can also control the accuracy, thus ensuring that there is no large drift between the sparse and cosparse versions.
Computational complexity
The overall computational complexity of the considered algorithms results from a combination of their iteration cost and their convergence rate.
Iteration cost. It appears that the iteration cost of ADMM is driven by that of the multiplication of vectors with matrices and their transposes. In practice, most discretization schemes, such as Finite Difference (FD) or Finite Element Method (FEM) are locally supported [50, 76] . By this we mean that the number of nonzero coefficients required to approximate L, i.e. nnz(Ω ), is linear with respect to n, the dimension of the discretized space. In turn, applying Ω and its transpose, is in the order of O(n) operations, thanks to the sparsity of the analysis operator. This is in stark contrast with synthesis minimization, whose cost is dominated by much heavier O(mn) multiplications with the dense matrix AΨ and its transpose. The density of the dictionary Ψ is not surprising -it stems from the fact that the physical quantity modeled by x is spreading in the domain of interest (otherwise, we would not be able to obtain remote measurements). As a result, and as will be confirmed experimentally the following sections, the analysis minimization is computationally much more efficient.
Convergence rate. In [14] , the authors took a different route to develop the CP algorithm, where they considered a saddle point formulation of the original problem (25) directly. The asymptotic convergence rate of the algorithm was discussed for various regimes. In the most general setting considered, it can be shown that, for τσ K ≤ 1 and any pair (z, u), the weak primal-dual gap is bounded, and that, when τσ K < 1, the iterates z (j) , u (j) converge ("ergodic convergence") to saddle points of the problem (25) . Thus, it can be shown that the algorithm converges with a rate of O( 1 j ). In terms of the order of iteration count, this convergence rate cannot be improved in the given setting, as shown by Nesterov [61] . However, considering the bounds derived from [14] , we can conclude that the rate of convergence is proportional to:
• the operator norm K (due to the constraint on the product τσ );
• the distance of the initial points (z (0) , u (0) ) from the optimum (z * , u * ).
In both cases, a lower value is preferred. Concerning the former, the unfortunate fact is that the ill-posedness of PDE-related problems is reflected in the conditioning of Ω and Ψ . Generally, the rule of thumb is that the finer the discretization, the larger the condition number, since either (or both) Ω and Ψ can grow unbounded [30] .
Multiscale acceleration. A potential means for addressing the increasing condition numbers of Ω and Ψ is to apply multiscale schemes, in the spirit of widely used multigrid methods for solutions of PDE-generated linear systems. The multigrid methods are originally exploiting smoothing capabilities of Jacobi and GaussSeidel iterations [69] , and are based on hierarchical discretizations of increasing finesses. Intuitively, the (approximate) solution at a lower level is interpolated, and forwarded as the initial point for solving a next-in-hierarchy higher resolution problem, until the target (very) high resolution problem (in practice, more sophisticated schemes are often used). In the same spirit, one could design a hierarchy of discretizations for problems (23) or (24), and exploit the fact that Ω and AΨ are reducing proportionally to lowering discretization finesse. At the same time, matrixvector multiplications become much cheaper to evaluate.
Initialization strategy. Finally, for the synthesis optimization problem (23), we often expect the solution vector c * to be sparse, i.e. to mostly contain zero com-ponents. Therefore, a natural initialization point would be c (0) = 0, and we expect c * − c (0) to be relatively small. However, as mentioned, the synthesis version is not generally preferable, due to high per-iteration cost and memory requirements. On the other hand, we do not have such a simple intuition for initializing z (0) for the cosparse problem (24) . Fortunately, we can leverage the multiscale scheme described in the previous paragraph: we would solve the analysis version of the regularized problem at all levels in hierarchy, except at the coarsest one, where the synthesis version with c (0) = 0 would be solved instead. The second problem in hierarchy would be initialized by the interpolated version of z * = Ψ c * , with c * being the solution at the coarsest level. Ideally, such a scheme would inherit good properties of both the analysis-and synthesis-based physics-driven regularization. In Section 6.2, we empirically investigate this approach, to confirm the predicted performance gains.
Scalability
In this section we empirically investigate differences in computational complexity of the synthesis and analysis physics-driven regularization, through simulations based on the weighted SDMM (34) , and the multiscale version of the ChambollePock algorithm (39) . First, we explore the scalability of the analysis compared to the synthesis physics-driven regularization, applied to the acoustic source localization problem (results and discussions are adopted from [45] ). Next, we demonstrate the effectiveness of the mixed synthesis-analysis multiscale approach on a problem governed by Poisson's equation.
Analysis vs synthesis
Let us recall that, for acoustic source localization, we use the Finite Difference Time Domain (FDTD) Standard Leap Frog (SLF) method [50, 76] for discretization of the acoustic wave equation (6) with imposed initial/boundary conditions. This yields a discretized spatio-temporal pressure field x ∈ R nt and a discretized spatio-temporal source component c ∈ R nt , built by vectorization and sequential concatenation of t corresponding n-dimensional scalar fields. The matrix operator Ω is a banded, lower triangular, sparse matrix with a very limited number of non-zeros per row (e.g. maximum seven in the 2D case). Note that the Green's functions dictionary Ψ = Ω −1 cannot be sparse, since it represents the truncated impulse responses of an infinite impulse response ("reverberation") filter. Finally, the measurements are presumably discrete, and can be represented as y ≈ Ax, where A ∈ R mt×nt is a block diagonal matrix, where each block is an identical spatial subsampling matrix.
Optimization problems. To obtainx andĉ, we first need to solve one of the two optimization problems:
where the matrix Ω ∂Θ is formed by extracting rows of Ω corresponding to initial conditions (7), and boundary conditions (8) , while Ω Θ is its complement corresponding to (the interior of) the domain itself. Analogously, the vector c ∂Θ corresponds to components of c such that Ω ∂Θ x = Ω ∂Θ Ψ c = c ∂Θ (due to Ω ∂Θ ⊥ Ψ ), while c Θ is the vector built from complementary entries of c. The data fidelity term is the 2 norm constraint on the residual, i.e. f d = χ {u| u 2 ≤ε} (A · −y), where χ is the characteristic function defined in Eq. (26) . Source model and choice of the penalty function for source localization. Assuming a small number of sources that remain at fixed locations, the true source vector is group sparse: denoting by {c j ∈ R t } j=1...s the subvectors of c corresponding to the s discrete spatial locations in Γ , we assume that only few of these vectors are nonzero. As a consequence the regularizer f r is chosen as the joint 2,1 group norm [41] with non-overlapping groups associated to this partition of c.
Detection of source locations. Given the estimatedx, or equivalentlyĉ, the localization task becomes straightforward. Denoting {ĉ j ∈ R t } j=1...s the subvectors ofĉ corresponding to discrete locations in Γ , estimated source positions can be retrieved by setting an energy threshold on eachĉ j . Conversely, if the number of sound sources k is known beforehand (for simplicity this is our assumption in the rest of the text), one can consider the k spatial locations with highest magnitude ĉ j 2 to be the sound source positions.
Results. An example localization result of this approach is presented in Figure 3 . The simulated environment is a reverberant 3D acoustic chamber, with boundaries modeled by the Neumann (hard wall) condition, corresponding to highly reverberant conditions that are difficult for traditional TDOA methods cf. [8] . The problem dimension is n = st ≈ 3 × 10 6 .
Empirical computational complexities. To see how the two regularizations scale in the general setting, we explicitly compute the matrix AΨ , and use it in computations. The SDMM algorithm (34) requires solving a system of normal equations, with a coefficient matrix of size n × n with n = st. Its explicit inversion is infeasible in practice, and we use the Least Squares Minimum Residual (LSMR) [29] iterative method instead. This method only evaluates matrix-vector products, thus its per iteration cost is driven by the (non-)sparsity of the applied coefficient matrix, whose number of non-zero entries is O(st), in the analysis, and O(smt 2 ), in the synthesis case. In order to ensure there is no bias towards any of the two approaches, an oracle stopping criterion is used: SDMM iterations stop when the objective function f r (c (j) ) falls below a predefined threshold, close to the ground truth value. Given this criterion, and by setting the accuracy of LSMR sufficiently high, the number of SDMM iterations remains equal for both the analysis and synthesis regularizations. In Figure 4a , the results with varying number of time samples t are presented 5 , verifying that the two approaches scale differently with respect to problem size. Indeed, the per-iteration cost of the LSMR solver grows linearly with t, in the analysis case, while being nearly quadratic for the synthesis counterpart. The difference between the two approaches becomes striking when the total computation time is considered, since the synthesis-based problem exhibits cubic growth (in fact, above a certain size, it becomes infeasible to scale the synthesis problem due to high memory requirements and computation time).
Number of microphonesm Keeping the problem size n = st fixed, we now vary the number of microphones m (corresponding to a number of measurements mt). We expect the per-iteration complexity of the analysis regularization to be almost independent of m, while the cost of the synthesis version should grow linearly. The results in the left part of figure 4b confirm this behavior. However, we noticed that the number of SDMM iterations decreases with m for both models, at the same pace. The consequence is that the total computation time increases in the synthesis case, but this computation time decreases when the number of microphones increases in the analysis case, as shown in the right graph. While perhaps a surprise, this is in line with recent theoretical studies [16, 73] suggesting that the availability of more data may enable the acceleration of certain machine learning tasks. Here the acceleration is only revealed when adopting the analysis viewpoint rather than the synthesis one.
Multiscale acceleration
The back-to-back comparison of the analysis and synthesis regularizations reveals that the former is a preferred option for large scale problems, when a numerically identical SDMM algorithm (34) is used. We are now interested to understand how the two approaches behave when more suitable, but non-identical versions of the CP algorithm (39) are used instead. To investigate this question, let us consider a very simple one-dimensional differential equation:
with x(0) = x(φ ) = 0 (e.g. modeling a potential distribution of a grounded thin rod, with sparse "charges" c(r)).
Optimization problems. Given the discretized analysis operator Ω and the dictionary Ψ , and assuming, for simplicity, noiseless measurements y = Ax * , physicsdriven regularization boils down to solving either of the following two problems:
As noted in Section 5.3, the operator norms Ω and Ψ are key quantities for convergence analysis. To obtain Ω and Ψ , we apply finite (central) differences, here at n points with the dicretization step δ r = 1/n. We end up with the wellknown symmetric tridiagonal Toeplitz 6 matrix Ω , i.e. the 1D discrete Laplacian operator, with a "stencil" defined as δ r 2 [−1, 2, −1]. Its singular values admit simple analytical formula [76] :
We can immediatelly deduce Ω ≈ 4n 2 and Ψ ≈ 1/π 2 , which is very unfavorable for the analysis approach, but appreciated in the synthesis case 7 . The situation is opposite if a discretization with unit stepsize is applied. Note that we can safely scale each term in the objective (24) by a constant value, without affecting the optimal solution x * . Provided that f r can be factored -for the 1 norm in (43) we have
w Ω x 1 , w = 0 -we can normalize the problem by multiplying with 1/δ r 2 , which yields 1 δ r 2 Ω ≈ 4, irrespective of the problem dimension n. Numerical experiments. Considering the multiscale scheme described in Section 5.3, we would preferably solve the non-normalized synthesis problem at the coarsest scale, and consequently solve the normalized analysis problems from the second level in hierarchy onward. However, to see the benefits of the multiscale approaches more clearly, here we turn a blind eye on this fact, and use the nonnormalized finite difference discretization for both approaches (thereby crippling the analysis approach from the start). To investigate the influence of different aspects discussed in Section 5.3, we set the target problem dimension to n = 10 4 , and build a multiscale pyramid with 5 levels of discretization, the coarsest using only 500 points to approximate (42) .
Optimization algorithms. Six variants of the CP algorithm (39) are considered:
• Analysis: the matrices Ω and A are built for the target (high resolution) problem, and the algorithm is initialized by an all-zero vector (x (0) = 0). • Analysis multiscale: A set of analysis operators and measurement matrices is built for each of the five scales in hierarchy. At the coarsest scale, the algorithm is initialized by an all-zero vector; at subsequent scales, we use a (linearly) interpolated estimatex from the lower hierarchical level as a starting point.
• Synthesis (zero init): Analogous to the first, single scale analysis approach, the target resolution problem is solved by the synthesis version of CP initialized by an all-zero vector z (0) = 0.
• Synthesis (random init): Same as above, but initialized by a vector whose components are sampled from a high-variance univariate normal distribution.
• Synthesis multiscale: Analogous to analysis multiscale approach, a set of reduced dictionary matrices AΨ is built for each scale in hierarchy. The algorithm at the coarsest scale is initialized by an all-zero vector, and the estimationinterpolation scheme is continued until the target resolution.
• Mixed multiscale: We use the solution of the synthesis multiscale approach at the coarsest scale to initialise the second level in hierarchy of the analysis version. Then, the analysis multiscale proceeds as before.
Performance metrics. Even with an oracle stopping criterion, the number of iterations between different versions of the CP algorithm may vary. To have comparable results, we fix the number of iterations to 10 4 , meaning that the full-resolution (single-scale) approaches are given an unfair advantage, due to their higher periteration cost. Therefore, we output two performance metrics: i) a relative error: ε = x − x * / x * ,x and x * being respectively the estimated and the ground truth (propagated) signal 8 ; and ii) processing time for the given number of iterations. The experiments are conducted for different values of m, the number of measurements.
Results. The results presented in Figure 5 (left) confirm our predictions: the synthesis approach initialized with all-zeros, as well as the proposed mixed synthesisanalysis approach, perform better than the rest in terms of the relative error metric. It is clear that improper initialization significantly degrades performance -notably, for the synthesis algorithm initialized randomly, and the two analysis approaches. The single-scale analysis version is the slowest to converge, due to its large Lipschitz constant Ω 2 at δ r = 1/n, and trivial initialization. However, processing time results on the right graph of Figure 5 reveal that synthesis based approaches imply much higher computational cost than the analysis ones, even if the multiscale scheme is applied. In addition their computational performance suffers when the number of measurements increases -which is, naturally, beneficial with regards to the relative error -due to the increased cost of matrix-vector products with G = AΨ (where G is precomputed once and for all before iterating the algorithm). Fortunately, the mixed approach is mildly affected, since only the computational cost at the coarsest scale increases with m. 
Versatility
In this section we demonstrate the versatility of physics-driven cosparse regularization. First, we discuss two notions of "blind" acoustic source localization enabled by the physics-driven approach. All developments and experiments in this part refer to 2D spatial domains, however, the principles are straightforwardly extendable to three spatial dimensions. In the second subsection, we apply the regularization to another problem, using a different discretization method: source localization in electroencephalography with FEM. There we consider a three dimensional problem, with physically-relevant domain geometry (real human head).
Blind acoustic source localization
The attentive reader may have noticed that so far no explicit assumption has been made on the shape of the spatial domain under investigation. In fact, it has been shown in [46] that the proposed regularization facilitates acoustic source localization in spatial domains of exotic shape, even if there is no line of sight between the sources and microphones. This is an intriguing capability, as such a scenario prevents the use of more traditional methods based on TDOA. One example is presented in Figure 6 (left), termed "hearing behind walls". Here the line of sight between the sources and microphones is interrupted by a soundproof obstacle, hence the acoustic waves can propagate from the sources to the microphones only by re-verberation. Yet, as shown with the empirical probability (of exactly localizing all sources) results in Figure 6 (right), the physics-driven localization is still possible. Fig. 6 Left: hearing behind walls scenario; right: empirical probability of accurate localization given the gap width w and number of sources k (results from [46] ).
However, an issue with applying physics-driven regularization is that it comes with the strong assumption of knowing the parametrized physical model almost perfectly. In reality, such knowledge is not readily available, hence there is an interest in inferring certain unknown physical parameters directly from the data. Ideally, such estimation would be done simultaneously with solving the original inverse problem, which is the second notion of "blind" localization in this subsection. For the acoustic wave equation (6) and boundary conditions (8) , various parameters could be unknown. In this section, we consider two of them: sound speed v, and the specific acoustic impedance ξ . Note that imposing a parameter model is necessary in this case; otherwise, these blind estimation problems would be ill-posed.
Blind Localization and Estimation of Sound Speed (BLESS). The speed of sound v is usually a slowly varying function of position and time, e.g. due to a temperature gradient of space caused by an air-conditioner or radiator. Provided that the temperature is in steady state and available, one could approximate v as constant. However, if such approximation is very inaccurate, the physical model embedded in the analysis operator will be wrong. The effects of such model inaccuracies have been exhaustively investigated [38, 13] , and are known to significantly alter regularization performance. Therefore, our goal here is to simultaneously recover the pressure signal (in order to localize sound sources), and estimate the sound speed function v. For demonstrational purpose, we regard v := v(r), i.e. a function that varies only in space.
To formalize the problem, consider the FDM Leapfrog discretization scheme presented in (11) . Instead of a scalar sound speed parameter v, we now have a vector unknown corresponding to the sampled function v ij = v(r x (i), r y (j)) > 0. Denoting q ∈ R n the vector with stacked entries q i,j = v −2 i,j , we can represent the analysis operator Ω as follows:
where the singular matrices Ω 1 and Ω 2 are obtained by factorizing wrt v in (11) . Assume the entries of q are in some admissible range
min ], e.g. given by the considered temperature range in a given environment. Moreover, assume that v and q are slowly varying functions. We model this smoothness by a vector space of polynomials of degree r − 1 in the space variables (constant over the time dimension), which leads to the model q = Fa, where F is a dictionary of sampled polynomials and a is a weight vector [7] .
Adding a as an unknown in (40) (instantiated, e.g., with f d a simple quadratic penalty), and introducing the auxiliary sparse variable c, yields the optimization problem: Unfortunately, due to the presence of the bilinear term diag (Fa) Ω 2 x relating optimization variables x and a, (47) is not a convex problem. However, it is biconvex -fixing either of these two, makes the modified problem convex again, thus its global solution is attainable. This enables us to design an ADMM-based heuristic, by developing an augmented Lagrangian (28) comprising the three variables:
. (48) From here, the ADMM iterates are straightforwardly derived, similar to (29)- (31). We skip their explicit formulation to reduce the notational load of the chapter. In order to demonstrate the joint estimation performance of the proposed approach, we vary the number of sources k and microphones m. First, a vectorã is randomly generated from centered Gaussian distribution of unit variance. Then, a is computed as the Euclidean projection ofã to a set a | u −2
min . We let u min = 300m/s and u max = 370m/s, and use Neumann boundary conditions. The performance is depicted as an empirical localization probability graph in Figure 7a , for two values of the degree r of the polynomials used to model the smoothness of q. One can notice that the performance deteriorates with q less smooth (i.e. with larger r), since the dimension of the model polynomial space increases. When localization is successful, q is often perfectly recovered, as exemplified in Figure 7b .
Cosparse Acoustic Localization, Acoustic Impedance Estimation and Signal recovery (CALAIS). A perhaps even more critical acoustic parameter is the specific boundary impedance ξ in (8). While we may have an approximate guess of the sound speed, the impedance varies more abruptly, as it depends on the type of material composing a boundary of the considered enclosed space [48] . The approach recently proposed in [3] relies on the training phase using a known sound source, allowing one to calibrate the acoustic model for later use with unknown sources in the same environment. Here we present a method [6] to avoid the calibration phase, and, as for the sound speed, to simultaneously infer the unknown parameter ξ and the acoustic pressure x. Now we consider discretization of the spatial domains' boundary. Let Ω ∂Γ represent the subset of rows of the analysis operator Ω corresponding to the boundary conditions only, and let Ω 0 denote the matrix corresponding to initial conditions only (we have
T , up to a row permutation). To account for Mur's boundary conditions, FDM discretization can be explicitly written as:
inverse acoustic impedances, i.e. of specific acoustic admittances, which we assume does not change in time. We introduce the matrix S which distributes the admittances stored in η at appropriate positions in discretized space, and repeats these across all time instances [1, t] . Factorizing (49) with respect to η, we can represent Ω ∂Γ (up to an adequate row permutation) as:
where the rows of each block Ω ∂Γ 1 (resp.) Ω ∂Γ 2 are indexed by the space coordinate, while the blocks themselves are indexed by time.
Note that, for standard rooms, the boundaries are composed of walls, floor, ceiling, windows etc. At least on macroscopic scale, each of these structures is approximately homogeneous. Hence, we suppose that η admits a piecewise constant model, provided we take care of the ordering of elements within η. This weak assumption usually holds in practice, unless the discretization is very crude. To promote such a signal model, the discrete total variation norm η TV = ∇η 1 is commonly used.
This model, along with the assumption that the initial/boundary conditions are homogeneous, inspires the following optimization problem:
where λ is a user-defined positive constant. Therefore, we end up with another biconvex problem, and propose to address it again by an ADMM heuristics. As in the previous case, one proceeds by defining the augmented Lagrangian which determines the algorithm. We do not develop these steps here, due to spatial constraints. To illustrate the performance and robustness of the approach, we propose a somewhat challenging experimental setup. Within a simulated 2D spatial domain, modeled by high-resolution LFM discretization, we randomly distribute k sources and m microphones. The ground truth admittance is generated such that it approximately satisfies the assumed model -a white Gaussian noise is added to a piecewise constant vector η to account for model inaccuracy. The measurements y are also corrupted by noise, such that per-sample SNR is 20dB. Finally, the matrices Ω Θ , Ω ∂Γ 1 , Ω ∂Γ 2 and S, used in the optimization problem (51) , are obtained by discretizing the physical model by a low-resolution LFM. This embeds some inaccuracy at the PDE modeling level, making simulations more physically relevant.
The results in Figure 8 are with respect to average Euclidean distance between ground truth source locations (empirical Root Mean Square Error (RMSE)), and the estimated ones. The dashed line denotes the spatial step size of the coarse grid, thus the errors below this threshold are tolerated. The median RMSE values indicate that localization is possible provided that the number of microphones is sufficiently high. The error increases with the number of sources to localize, but usually remains lower than the double of spatial stepsize, suggesting that the sources are localized in their true, immediate neighborhoods. 
Cosparse brain source localization
Most source localization algorithms use one of the two following source models: the point source model, which explains the data with a small number of equivalent current dipoles and the distributed source model, which uses thousands of dipoles. Whereas the latter allows for an estimation of the spatial extent of the source, it requires to make assumptions about the spatial source distribution, which may lead to blurred (or even distorted) solutions [36] . On the other hand, the former often gives helpful first approximations and superior performance in environments where there are few sources which are clustered [36] . Regarding head models, they aim at representing geometrical and electrical properties of the different tissues composing the volume conductor. Various models were proposed going from concentric homogeneous spheres with isotropic conductivities for which analytic computations of Green's functions are possible, to realistically shaped models with refined tissue conductivity values [81] .
FEM discretization and head model. As seen in Section 4.2, FEM can be used to discretize Poisson's equation with Neumann boundary condition (9)-(10) and derive an equation of the form Ω x = c where the so-called linear analysis operator [60] Ω is the stiffness matrix, and vectors x and c respectively contain the potential and total current flow values at the different nodes of the mesh. A realistic head model obtained from anatomical imaging modalities, such as Computed Tomography (CT) and structural Magnetic Resonance Imaging (sMRI), is segmented and a linear tetrahedral mesh of n nodes is then generated to divide it into small elements where a unique conductivity value is assigned to each one. In Figure 9 , we illustrate the different steps performed to come to the sought algebraic system. sMRI Segmentation Mesh Fig. 9 The different steps of preprocessing in discretizing realistic head volume using FEM As previously explained in section 4.2, the (n × n) matrix Ω is symmetric, positive semidefinite, rank deficient by one and sparse with only few components in each row [69] . Generally, instead of considering the singular linear system Ω x = c, another possibility is to transform it into a regular one and solve this instead. The regular system is chosen such that its unique solution belongs to the set of solutions of the original singular system. As described in [10] , the easiest approach is to fix the value of the potential to zero in one node. The special structure of the matrix Ω then allows us to cancel the corresponding row and column in Ω and also the respective entry in the right-hand side vector c. This leads to a system for which the (n − 1 × n − 1) resulting matrix is symmetric, sparse and positive definite, as it can be derived from a bilinear form satisfying the sames properties as a(., .) in section 4.2. By abuse of notation we still denote it Ω . The solution of this system solves the initial system with a zero potential value in the reference node.
Source model. We consider the following assumptions:
There are g possible current sources that cover the volume of the gray matter G . A2. Each current source is modeled as a "pure" dipole, consisting in a point dipole characterized by its position ρ q and moment p q = p q 2 n q where p q 2 and n q correspond to the activity level and the orientation of the dipole, respectively. In this model, the current density is expressed as j = ∑ g q=1 p q δ (ρ q ) [71] .
A3. Each current dipole is oriented orthogonally to the cortical surface (p q is the normal to the cortical surface at position ρ q ). A4. At most k (k < m) current dipoles have non-negligible activity.
In addition to the "pure" dipole, there are other numerical methods used to model the current dipole, such as the subtraction potential method and the direct potential approach using Saint Venant's principle [83, 71] . Though the "pure" dipole is a mathematical idealization of the real "physical" dipole that has finite current and separation between its monopoles, it is frequently used for its simple derivation.
According to the variational form introduced in (15), the component c i in the load vector is
By applying Green's identity to (52) , using the fact that no current sources are present in the scalp ∂Θ , considering the expression of the domain Θ h as a union of d tetrahedra Θ e h present in the mesh, and eventually assuming that each dipole position ρ q coincides with a node position in G , appropriate calculations lead to rewrite the entry in the load vector as:
where ∇ e φ i is the gradient of function φ i over element Θ e h . By injecting the expression of dipole moment in (53) and in the case of non-zero c i , the latter can be expressed as the product c i = p q 2 n q ·∑ e∈d i ∇ e φ i (ρ q ), which allows us to factorize vector c as c = B z where B is a (n − 1 × n − 1) diagonal matrix defined by
In addition, z is an (n − 1)-dimensional sparse vector with n − 1 − g known zero elements defined as
Consequently, matrix B conveys our knowledge about the orientation of the g dipoles of the grey matter G , while the non-zero elements in vector z represent the activity of dipoles restricted to the cortical volume. It is noteworthy that, even when dipoles positions do not coincide with node positions, the factorization of vector c is still possible. However, in that case, the matrix B is no longer a square matrix but rather a tall matrix (not left invertible), which makes the computation of Ω more complicated. In addition, the assumption on the dipoles position is still realistic and affordable by using a dense mesh in G . Overall model. Combining the properties Ω x = c, the source model c = Bz and the observation model y = Ax, the brain source localization defined above can finally be reformulated as a cosparse analysis model fitting problem given by:
where the analysis operatorΩ is given byΩ = B −1 Ω and the sensing matrix A is an m × n − 1 row-reduced identity matrix. As B is diagonal,Ω is still sparse. Optimization problem. To address the cosparse analysis model fitting problem (56), we express the following convex optimization problem:
(57) subject to A x = y. whereΩ 1 is the (g × n − 1) submatrix ofΩ obtained by extracting the rows ofΩ corresponding to the support set of the grey matter G , whereasΩ 2 corresponds to the rows indicated by the complementary setḠ . By choosing the appropriate weight λ , the cosparse solution of the optimization problem (57) will fulfill the assumptions (A1) to (A4). Namely, Ω 1 x 1 will promote sparsity at the surface of the cortex, while λ Ω 2 x 2 2 will attenuate the signal in the other regions. The linear constraints A x = y ensure that the model fits the electrode measurements. Depending on the resolution of the cubic grid tuned by n, the problem can reach considerably large scale. Therefore, we use the Chambolle-Pock method as described in Section 5.2.
Experiments and performance criterion. One scenario was considered for a comparison of performance between the analysis and synthesis approaches. It aims at studying the influence of the SNR.
More particularly, k = 2 synchronous epileptic dipoles were placed in G at A physiologically-relevant model [40] was used to generate the time series corresponding to epileptic activity. It is noteworthy that this activity was the same for both epileptic dipoles, leading to synchronous epileptic sources. On the other hand, the background activity, i.e. the activity of non-epileptic dipoles of G , was generated as Gaussian and as temporally and spatially white. Its power was controlled by a multiplicative coefficient in order to get different SNR values.
As far as the head model is concerned, we used a realistic head model obtained from sMRI. Ninety-one electrodes (m = 91) were placed on the scalp using the 10-5 system [62] . In addition, in order to apply the FEM and compute the analysis operator Ω , we created a linear tetrahedral mesh of n = 180585 nodes. Consequently, the size ofΩ and the number of dipoles of G were (n − 1) × (n − 1) = 180584 × 180584 and g = 3110, respectively.
The quality of the source localization was quantified for each method by means of the average Root Mean Square Error (RMSE), which is defined by:
where mc is the number of realizations fixed to 71, where ρ q is the ground truth position of the q-th epileptic dipole and where ρ j is the j-th dipole location estimated during the i-th Monte Carlo trial. It is noteworthy that from one realization to another, the temporal dynamics of the g dipoles of G were changed while the location of the three epileptic dipoles stayed unchanged. Figure 10 shows the RMSE criterion at the output of both algorithms as a function of the SNR. It appears that the analysis method is more robust with respect to the presence of noise than the synthesis one. Indeed, it succeeds in localizing perfectly both epileptic dipoles beyond 12 dB while the synthesis-based method does not manage to do it perfectly.
Note that in such a practical context for which the brain sources are synchronous the analysis method was also shown to overcome the RapMUSIC (Recursively applied MUSIC) [56] and FO-D-MUSIC (Fourth Order Deflationary MUSIC) [1] algorithms [2] . In fact, RapMUSIC and FO-D-MUSIC are sequential versions of the subspace approach MUSIC (MUltiple-SIgnal Classification) [72] based on Second Order (SO) and Fourth Order (FO) statistics, respectively.
Summary and conclusion
In many physics-driven inverse problems, one can leverage both a sparsity hypothesis on some source term and the properties of the underlying PDE. A classical approach to combine these ingredients is to build a dictionary of Green's function of the PDE and to exploit traditional techniques ( 1 regularization) for sparse synthesis reconstruction to estimate the source field. Yet, for high spatial and/or temporal resolutions, pre-computing Green's functions can be challenging, and the synthesis version of the 1 optimization problem may become numerically intractable due to polynomial complexities of too high degree in the overall size of the discretization.
An alternative is to discretize the PDE itself, e.g. through a Finite Difference Scheme or the Finite Element Methods, which naturally leads to very sparse analysis operators rather than dictionaries. While the two approaches (synthesis and analysis) are formally equivalent, a primary advantage of the cosparse analysis regularization is a much smaller iteration cost. Although demonstration of the full potential of the existing cosparse approaches on real acoustic or EEG data remains to be done, results shown on simulated data allow to support our claims on their interest. Overall, as illustrated in this chapter, a promising approach to achieve precision and scalability is to combine the synthesis approach and the analysis one in a multiscale optimization strategy. Besides scalability, the cosparse analysis approach opens interesting perspectives regarding the ability to solve extended inverse problems where some physical parameters such as impedance or speed of sound may be unknown. Using FEM, it allows to handle complex geometries, and as demonstrated on some brain source localization problems, it offers competitive robustness to noise.
Beyond model-based methods, an intensive research in machine learning has recently inspired several training-based approaches, e.g. [43, 21, 3] , which, however, either focus on a specific aspect of the problem at hand, or even neglect its explicit physical nature. Instead, we feel that a promising research avenue are pre-trained physics-driven cosparse models, potentially leading to "fully-learnable" methods, unrestricted by parameterization or the geometry of the environment.
