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Abstract
We construct the hierarchy of a multi-component generalisation of modified KdV equation and find exact 
solutions to its associated members. The construction of the hierarchy and its conservation laws is based 
on the Drinfel’d-Sokolov scheme, however, in our case the Lax operator contains a constant non-regular 
element of the underlying Lie algebra. We also derive the associated recursion operator of the hierarchy 
using the symmetry structure of the Lax operators. Finally, using the rational dressing method we obtain 
the one-soliton solution and we find the one-breather solution of general rank in terms of determinants.
© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
In this paper we explore certain integrability aspects of the vector modified Korteweg-de Vries 
equation (vmKdV)
ut + uxxx + 32‖u‖2ux = 0 , with u = u(x, t) ∈ RN , (1)
such as the algebraic structure of its Lax representation, its integrable hierarchy, as well as 
soliton-type solutions constructed using Darboux transformations. Here and in what follows, 
we denote vectors by boldface, subscripts x and t mean partial differentiation with respect to 
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Euclidean norm is ‖u‖ = √uT u. When N = 1, equation (1) reduces to the well-known modified 
KdV equation (mKdV)
ut + uxxx + 32u2ux = 0 ,
while for N = 2 one obtains the complex mKdV (also known as Hirota equation [18])
vt + vxxx + 32 |v|2vx = 0
for the complex field v = u1 + iu2.
Equation (1) appeared in [21,33] in the study of the evolution of a curve in a (N +
1)-dimensional Riemannian manifold, while several generalisations of the mKdV equation have 
been introduced by various authors such as, for example, Iwao and Hirota [19], Fordy and 
Athorne [4] in association with symmetric spaces, Sokolov and Wolf [35] using the symmetry 
approach, Svinolupov and Sokolov [36,37] in relation to Jordan algebras, and non-associative 
algebras in general [34]. Moreover, the study of soliton solutions and their interactions for sev-
eral multi-component generalisations of the scalar mKdV equation have been studied using the 
inverse scattering transform, or the Hirota, dressing, or other methods, see for example [3,11,19,
31,38,39]. For the case of the vmKdV equation (1) its Lax representation, recursion operator and 
Hamiltonian structure were presented by Sanders and Wang in [33], while the recursion operator 
and Hamiltonian structure were further investigated by Anco in [2]. Moreover, in [20], efficient 
numerical integration schemes of (1) were considered. We note here that the vmKdV equation 
which is the third member of the vector nonlinear Schrödinger (NLS) hierarchy (see for example 
[1]) is of the form
ut + uxxx + 34 uT uxu + 34‖u‖2ux = 0 ,
thus, different from the vmKdV equation that we consider in this paper. A relation between (1)
and the NLS equation in the case when N = 2 is discussed in Section 3.3.
In this work we construct the hierarchy associated to equation (1) and derive the one-soliton 
and the general rank one-breather solution for the whole hierarchy. A method for constructing 
integrable hierarchies based on a given Lie algebra g was introduced by Drinfel’d and Sokolov 
in [8,9], and later explored further in e.g. [7,10,26,40], and relies on the idea of dressing or for-
mal (in the spectral parameter) Darboux transformations. A basic ingredient in the construction 
presented in these works is a Lax operator containing a constant regular element of g. Here, 
the construction of the hierarchy and its corresponding conservation laws are derived based on 
the ideas of the seminal works [8,9], considering, however, a Lax operator with a constant non-
regular element of the underlying Lie algebra. The scattering theory of Lax operators containing a 
non-regular element of the Lie algebra has appeared in [13]. An additional property of the Lax op-
erator related to the vmKdV equation (1) is its invariance under the Cartan involution introduced 
in Section 2. In particular, in Section 2 we present the Lax structure for the vmKdV equation (1)
and its associated symmetries that will be extensively used in the following sections. Then, Sec-
tion 3 is dedicated to the construction of the vmKdV hierarchy and its conservation laws, while 
the commutativity of the members of the hierarchy is also proved. The recursion operator for the 
hierarchy is also derived using an alternative method than those used in [2,33]. As mentioned 
previously, a relation to the NLS equation is discussed in Section 3.3. Finally, in Section 4, we 
employ the method of rational dressing [41,42], which is based on the concept of Darboux trans-
formations, in order to construct solutions for the hierarchy. We derive the one-soliton solution, 
as well as the one-breather solution of general rank in terms of determinants.
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We consider the following differential operator
L(λ) = Dx − U(λ) with U(λ) = λJ + U , (2)
which constitutes the spatial part of the Lax pair associated to the vmKdV equation (1), see [33]. 
We denote by Dx the operator of partial differentiation with respect to x ∈ R, while J and U
take values in the Lie algebra g := soN+2(R). In particular, J is constant while U depends on x
through the potential u and are of the form
J =
⎛⎜⎝ 0 1 0
T
−1 0 0T
0 0 0
⎞⎟⎠ , U =
⎛⎜⎝0 0 0
T
0 0 uT
0 −u 0
⎞⎟⎠ , (3)
where 0 stands for the N × N zero matrix. When there is no ambiguity we will use 0 to denote 
a square zero matrix of any dimension. Also, λ is a complex spectral parameter of the linear 
spectral problem L(λ) = 0, U(λ) is a loop algebra g[λ]-valued function of x, and L(λ) is a 
function of x taking values in the ring of differential operators g[λ][Dx].
The Lax operator (2) is invariant under the action of a group of automorphisms of the ring 
g[λ][Dx] generated by the following transformations
t : X (λ) → −X (λ)† , (4)
q : X (λ) → QX (−λ)Q−1 , (5)
r : X (λ) →X (λ∗)∗ , (6)
for all X (λ) ∈ g[λ][Dx]. Here, X (λ)† denotes the formal adjoint of X (λ) defined by taking 
Dx → −Dx and transposing elements in g[λ], the ∗ denotes complex conjugation, and Q =
diag(−1, 1, . . . , 1). The reality requirement for the entries of U is equivalent to the invariance 
of L under the action of r. Invariance of L under t implies that the matrices J, U are skew 
symmetric. Since the transformations t, q, r are involutions and commute with each other they 
generate the group Z2 ×Z2 ×Z2. Such symmetry groups are known as reduction groups [24,25]
and have been extensively used in the theory of integrable systems, see for example [5,23].
The automorphism a → QaQ−1 of the Lie algebra g is an involution and hence its eigenval-
ues are ±1. We define the corresponding eigenspaces
g(j) = {a ∈ g | QaQ−1 = (−1)j a}, j ∈ Z2, (7)
which satisfy the following commutation relations[
g(i),g(j)
]
⊆ g(i+j), (8)
and thus define a Z2-grading g = g(0) ⊕ g(1) known as Cartan decomposition of a Lie algebra 
[17]. Such reductions to symmetric spaces have been used in [4,12] to construct multi-component 
integrable equations of KdV, mKdV and NLS type, and for example in [14] in relation to 
Heisenberg ferromagnet models. They have also appeared in [27,28] in relation to a vectorial 
generalisation of the sine-Gordon equation. Elements that belong to either g(0) or g(1) are called 
homogeneous, and in particular elements of g(0) are called even while those of g(1) are called 
odd, and they are of the form
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T
0 0 ∗T1
0 −∗1 ∗
⎞⎟⎠ ,
⎛⎜⎝ 0 ∗1 ∗
T
2
−∗1 0 0T
−∗2 0 0
⎞⎟⎠ , (9)
respectively, with the bottom right block belonging in soN(R). In particular, in (3) U is even 
while J is odd.
We define the map adJ (a) := [J,a] , ∀a ∈ glN+2(R). The restriction of adJ to the Im adJ is 
invertible. The inverse ad−1J can be written in terms of sums of powers of adJ by representing adJ
as a matrix and then using the Cayley-Hamilton theorem together with the fact that the minimal 
polynomial of a matrix divides its characteristic polynomial. We find that
ad−1J = −
5
4
adJ − 14ad
3
J . (10)
Moreover, it follows that the projectors to Im adJ and Ker adJ are
PIm := ad−1J ◦ adJ = −
5
4
ad2J −
1
4
ad4J and PKer := id − PIm , (11)
respectively. We will use the above in the proof of Propositions 1 and 2 in Section 3. Considering 
the restriction adJ in g we can define the spaces K = Ker adJ and I = Im adJ , such that
g= K⊕ I , (12)
which follows from the fact that K ∩I = {0}. The subspace K consists of skew-symmetric matri-
ces of the form⎛⎝ 0 ∗1 0T−∗1 0 0T
0 0 ∗
⎞⎠ .
Using the Z2 gradation given above, we further define the spaces K(i) = K ∩ g(i) and I(i) =
I ∩ g(i), with i ∈ Z2. Comparing with (9) we have that K(1) = spanR(J ), hence it is abelian, and 
further K(0) consists of the bottom right soN block in soN+2. Hence, the following commutation 
relations hold for K(0) and K(1)
[K(1),K(1)] = 0 , [K(0),K(0)] ⊆ K(0), [K(0),K(1)] = 0 , (13)
and thus provide the decomposition K =K(0) ⊕K(1) into a direct sum of Lie algebras. We remark 
here that the construction in which K is an abelian subalgebra of g was presented in [9], as well 
as used in later works, e.g. [7,12,40]. In the current situation, although K is not abelian, the 
decomposition of K to odd and even parts is crucial for the construction of the conservation laws 
for the vmKdV hierarchy. In the case where N = 2, K(0) is abelian and thus from (13) it follows 
that K is also abelian. We discuss this situation further in Section 3.3. We will use the above 
definitions together with the properties of the L(λ) operator (2) in the following section, where 
we construct the vmKdV hierarchy following the ideas of Drinfel’d and Sokolov.
3. The vector mKdV hierarchy
The vmKdV hierarchy is defined as the set of all compatibility conditions [L(λ), Ak(λ)] = 0, 
k ∈ Z+, of the systems of spectral problems L(λ) = 0, Ak(λ) = 0, where L(λ) is given in (2)
and Ak(λ) are of the form
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with Dtk denoting partial differentiation with respect to tk . Each Vk(λ) is an appropriately chosen 
matrix-valued polynomial in λ of degree k depending on u and its derivatives. In [27,28], the 
authors studied the vector sine-Gordon equation which arises as the compatibility condition of 
L(λ) with a Lax operator having a λ−1-dependence.
For given k, the compatibility condition [L, Ak] = 0 is equivalent to the Lax equation
DtkL= [Vk,L] . (15)
The left-hand side of equation (15) is equal to
DtkL= −DtkU = −
⎛⎜⎝0 0 0
T
0 0 uTtk
0 −utk 0
⎞⎟⎠ , (16)
therefore, if the commutator [Vk, L] is of the same form as (16) then we obtain consistent evo-
lutionary equations, integrable in the Lax sense. Hence, the problem of determining the vmKdV 
hierarchy reduces to finding all those Vk such that [Vk, L] is λ-independent and skew-symmetric 
matrix of the form (16). To this end, we define the set of formal series
g((λ−1))〈q〉 :=
{ l∑
i=−∞
aiλ
i , ai ∈ g , l ∈ Z+ ,QaiQ−1 = (−1)i mod 2ai
}
and the projections of a(λ) ∈ g((λ−1))〈q〉 to its polynomial in λ part a(λ)+, and the part consist-
ing of strictly negative powers in λ, a(λ)− = a(λ) −a(λ)+. The following lemma gives sufficient 
conditions for the characterisation of the Vk(λ) as described above.
Lemma 3.1. Let a(λ) = ∑ki=−∞ aiλi ∈ g((λ−1))〈q〉, with ak non-zero, and such that [a(λ),
L(λ)] = 0. Then, [a(λ)+, L(λ)] is λ-independent and of the form (16). Moreover, if k is an odd 
positive integer then ak = J .
Proof. The condition [a(λ), L(λ)] = 0 implies that [a(λ)+, L(λ)] = −[a(λ)−, L(λ)]. The left-
hand side of this relation is polynomial in λ, while the right-hand side contains only non-positive 
powers of λ. It follows that
[a(λ)+,L(λ)] = −[J,a−1] ∈ I(0) (17)
and thus is of the same form as (16). Then, expanding [a(λ), L(λ)] = 0 in λ we obtain the 
following equations for the coefficients ai of a(λ)
[J,ak] = 0 , Dxai = [U,ai] +
[
J,ai−1
]
, i ≤ k . (18)
If k is odd, it follows that ak ∈ K(1) = spanR(J ), thus ak = c J with c a scalar function. From the 
second equation in (18), for i = k we obtain that Dxc = 0. Hence, since c is x-independent it can 
be set to one without affecting the Lax equation. 
From the discussion so far it follows that the Vk(λ) which are of the form a(λ)+, with a(λ) as 
in Lemma 3.1, lead to consistent Lax equations (15). Moreover, above we show that if k is odd 
then ak is determined uniquely. If k is even then ak ∈ K(0) and by solving recursively equations 
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inverse operator of Dx such that DxD−1x = D−1x Dx = id . Since from (17) the Lax equations are 
of the form Utk = [J, a−1], it follows that they will also contain non-local terms. Such types of 
evolutionary non-local equations were studied in, for example, [6] and have been shown to admit 
very interesting solutions (boomerons). Also, in [12] the existence of such non-local equations 
within the NLS hierarchy was remarked. In this work we will primarily consider the case of odd 
k where ak = J .
From Lemma 3.1 it follows that in order to determine a(λ) we have to study equation 
[a(λ), L(λ)] = 0, which is equivalent to the Lax equation
Dxa(λ) = [U(λ), a(λ)] . (19)
Equation (19) implies that
a(λ) = P(λ)C(λ)P (λ)−1 , with DxP (λ) = U(λ)P (λ) (20)
and C(λ) a constant matrix with respect to x. Since we are interested in autonomous equations 
we also assume that C(λ) is independent of tk . Moreover, the fundamental solution P(λ) of the 
differential equation (20) is a formal Laurent series in λ taking values in the group SON+2(R)
and is invariant under the action of q, namely belongs in the loop group
LG〈q〉 :=
{
A(λ) =
∞∑
i=−∞
Aiλ
i ∈ SON+2(R) , λ ∈ C ,q (A(λ)) = A(λ)
}
,
see [15,32]. At x → ±∞, assuming boundary conditions u → 0 (which is typical for soliton-type 
solutions), U(λ) → λJ . In this limit, P(λ) with initial condition P(x = 0, λ) = 1 behaves as 
P(λ) ∼ eλxJ . This asymptotic behaviour suggests the transformation
P(λ) =M(λ)eλxJ , (21)
where M(λ) = P(λ)e−λxJ ∈ LG〈q〉. Therefore, we have that the Lax matrices Vk(λ) are of the 
form Vk(λ) =
(M(λ)eλxJC(λ)e−λxJM(λ)−1)+. Substituting (21) in the differential equation (20) we obtain the following equation for M(λ)
DxM+ λ [M, J ] = UM . (22)
Proposition 1. Equation (22) admits a formal solution M(λ) ∈ LG〈q〉 of the form
M(λ) = 1 + λ−1M1 + · · · , (23)
where the coefficients Mn can be found recursively.
Proof. We substitute expression (23) in (22) and comparing powers of λ we obtain the following 
equations for Mn
adJ (M1) = −U , adJ (Mn+1) = DxMn − UMn , n = 1,2, . . . . (24)
Additionally, since M(λ) ∈ LG〈q〉, we have that M(λ)M(λ)T = 1 from which we obtain
M1 +MT1 = 0 , Mn +MTn = −
n−1∑
Mn−jMTj , n = 2, . . . . (25)
j=1
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applying projectors PIm and PKer given in (11) to the second equation in (24) we obtain
PIm(Mn+1) = ad−1J (DxMn − UMn) , PKer(DxMn − UMn) = 0 ,
which can then be solved recursively for PIm(Mn+1) and PKer(Mn) together with equations 
(25). In particular, the first equation in (25) is automatically satisfied. In each step, from the sec-
ond equation above we obtain non-local terms in u and its derivatives in x by formally inverting 
Dx . 
Equation (22) can be re-written as
L(λ)M(λ) =M(λ)L0(λ) (26)
where L0(λ) = Dx −λJ . This means that the matrix M(λ) is a formal Darboux-dressing matrix 
[22,42] of the trivial L0(λ) operator which corresponds to the potential u0 = 0. In Section 4, we 
construct closed form Darboux matrices M(λ) which map u0 to the one-soliton and one-breather 
solutions of the vmKdV hierarchy. Next we prove that the formal Darboux matrix M(λ) admits 
a factorisation which simplifies the construction of the vmKdV hierarchy and also provides its 
conservation laws. Such factorisations also appear in e.g. [9,26].
Proposition 2. The Darboux matrix M(λ) can be factorised as
M(λ) = W(λ)H(λ) , (27)
where W(λ), H(λ) ∈ LG〈q〉 and are of the form
W(λ) = 1 + 1
λ
W1 + · · · , H(λ) = 1 + 1
λ
H1 + · · · , (28)
satisfying H(λ)JH(λ)−1 = J and
DxW + Wh + λ [W,J ] = UW , h = HxH−1 ∈ K((λ−1))〈q〉 . (29)
Proof. If the Darboux matrix (23) is written as the product of W(λ) and H(λ), which are el-
ements of LG〈q〉 and of the form (28), then equation (22) takes the form (29), assuming that 
H(λ)JH(λ)−1 = J . It follows from (28) that
h(λ) = HxH−1 = 1
λ
h1 + 1
λ2
h2 + · · · , (30)
with hi ∈ K(i mod 2). Comparing powers of λ in equation (29), we obtain the following relation 
for the coefficients of W(λ) and h(λ) at λ−n
n∑
i=0
Wihn−i +
[
Wn+1, J
]− UWn + DxWn = 0 , n = 0,1, . . . , (31)
with W0 = 1 and h0 = 0. Hence, the coefficients Wi and hi can be recursively determined from 
(31) using the projectors PKer, PIm and the orthogonality condition for W(λ), i.e. W(λ)W(λ)T =
1, as in the proof of Proposition 1. The factorisation (27) is not unique since we have that the 
transformation
(W(λ),H(λ)) → (W˜ (λ), H˜ (λ)) = (W(λ)S(λ), S(λ)−1H(λ)) ,
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−S−1Sx + S−1hS, which is of the form (30) and commutes with J . Finally, it follows that 
equation (31) is invariant under the transformation. We can use this gauge freedom to fix the 
asymptotic behaviour of W(λ) and H(λ) at λ = ∞, and any undetermined components in 
W(λ). 
The following proposition determines the Lax matrices Vk(λ) and effectively defines the 
vmKdV hierarchy.
Proposition 3. If Vk(λ) is given by
Vk(λ) =
(
λkM(λ)JM(λ)−1
)
+ =
(
λkW(λ)JW(λ)−1
)
+ , k = 1,3, . . . , (32)
where W(λ) is as in Proposition 2, then the Lax equations (15) are local evolutionary PDEs 
which admit the Lie symmetry
(x, tk,u) → (˜x, t˜k, u˜) = (ex, ektk, e−u), k = 1,3, ..., (33)
respectively.
Proof. The members of the vmKdV hierarchy are given by the Lax equations (15), which 
can also be written as −Utk = [Vk, L]. For those Vk(λ) of the form Vk(λ) = a(λ)+ =
(P (λ)C(λ)P (λ)−1)+, with a(λ) as described in Lemma 3.1, we obtain consistent Lax equations 
(15). Moreover, we have that a(λ) = λkJ + · · · , and from (20) we obtain C(λ) = λkJ + · · · . If 
we choose C(λ) = λkJ , then, following Lemma 3.1, we can write the Lax equation in the form 
Utk =
[
J,a−1
]
, with
a−1 = Res
λ=0 a(λ) =
∑
i+j=k+1
WiJW
T
j ,
where Wi are calculated according to Proposition 2. Moreover, equation (31) admits the Lie 
symmetry
(x,U,Wn,hn) → (˜x, U˜ , W˜n, h˜n) = (ex, e−U, e−nWn, e−(n+1)hn) .
Since Wn is homogeneous of degree n, it follows that a−1 is homogeneous of degree k + 1. 
Therefore the term Utk is of the same degree. This implies that the expression Utk −
[
J,a−1
]
is 
homogeneous of degree k + 1, hence each Lax equation (15) admits the symmetry (33). 
Example. For k = 1 we find
V1(λ) =
(
λW(λ)JW(λ)T
)
+ = λJ +
(
JWT1 + W1J
)
,
and since WT1 = −W1 it follows that V1(λ) = λJ − adJ (W1). Solving equations (31) recursively 
we find W1 = −ad−1J (U). Hence, we have that V1(λ) = λJ + U = U(λ). Therefore, the Lax 
equation (15) provides the first equation of the hierarchy, ut1 = ux . In a similar manner, the case 
k = 3 provides the next member of the hierarchy. In particular, we obtain the following matrix
V3 =
⎛⎜⎜⎝
0 λ3 − λ ‖u‖22 −λuTx
−λ3 + λ ‖u‖22 0 λ2uT − ‖u‖
2
2 u
T − uTxx
λu −λ2u + ‖u‖2 u + u uuT − u uT
⎞⎟⎟⎠ , (34)
x 2 xx x x
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tion (1).
The flows defined by the Lax equations (15) commute, namely [Dtn, Dtm ]u = 0, for n, m =
1, 3, . . . . We prove this below following the ideas in [9], also taking into account the reduction 
group generated by (4)-(6).
Lemma 3.2. The Lax operators Ak , k = 1, 3, . . . , commute.
Proof. The Lax equation [Ak, L] = 0, in view of relation (26), takes the form
[M−1AkM,L0] = 0 , with M−1AkM= Dtk −M−1VkM+M−1Mtk .
Since Vk(λ) = (λkM(λ)JM(λ)−1)+, it follows that M−1AkM = Dtk − λkJ − Vˆk(λ), with 
Vˆk(λ) = −M−1Mtk −M−1(λkMJM−1)−M ∈ g((λ−1))〈q〉 and of the form
Vˆk(λ) = 1
λ
Vˆ1 + 1
λ2
Vˆ2 + · · · .
The commutativity relation 
[M−1AkM,L0]= 0 is equivalent to DxVˆk = λ[J, Vˆk]. Comparing 
powers of λ we obtain
adJ Vˆ1 = 0 , DxVˆi = adJ Vˆi+1 , i = 1,2, . . . .
Given that Vˆk(λ) ∈ g((λ−1))〈q〉, from the first equation above we have that Vˆ1 ∈ K(1). Also 
adJ Vˆ2 ∈ I(1), therefore from the second equation it follows that DxVˆ1 = 0 and Vˆ2 ∈ K(0). Recur-
sively, in a similar manner we find that DxVˆi ∈ K(i mod 2) while adJ Vˆi+1 ∈ I(i mod 2), therefore 
Dx Vˆk(λ) = 0 and Vˆk(λ) ∈ K. We have that [An, Am] = [An, Am]+, as the Lax operators An, Am
are polynomial in λ, hence
[An,Am]+ =
(
M(Dtm Vˆn − Dtn Vˆm + [Vˆn, Vˆm])M−1
)
+ = 0 . 
The commutativity of the flows [Dtn, Dtm]u = 0 follows from the Lax equations (15) and the 
Jacobi identity. Indeed, from (15) we have that
[Dtn,Dtm]L= Dtn[Vm,L] − Dtm[Vn,L] .
Expanding the right hand side, using the Lax equations once again, and the Jacobi identity we 
obtain
[Dtn,Dtm]L= [DtnVm − DtmVn + [Vm,Vn],L] ,
therefore, [Dtn, Dtm ]L = [[An, Am], L] = 0 from the above lemma.
3.1. The recursion operator
In this section we construct the recursion operator R for the vmKdV hierarchy (15). The 
concept of the recursion operator was first introduced in [30] as a recursive way to construct 
an infinite number of symmetries for evolutionary equations. Such an operator can be used to 
directly generate the vmKdV hierarchy ut2n+1 = K2n+1[u], namely ut2n+1 = Rut2n−1 , starting 
from the seed ut1 = ux . The recursion operator for the vmKdV hierarchy was first derived in [33]
and later in [2] using the bi-Hamiltonian formalism. Here we present an alternative construction, 
following [16], using the Lax matrices of the hierarchy (32) and their reduction group (4)-(6).
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Rf = −D2xf − ‖u‖2f − uxD−1x
(
uT f
)
− D−1x (ux ∧ f)u , (35)
where a ∧ b = abT − baT .
Proof. We split (32) in polynomial and purely negative powers in λ as follows
V2n+1(λ) =
(
λ2λ2n−1WJWT
)
+ =
(
λ2V2n−1(λ)
)
+ +
(
λ2
(
λ2n−1WJWT
)
−
)
+
.
Hence we can write the following recursive expression for the Lax matrices Vk(λ), for k =
1, 3, . . . ,
V2n+1(λ) = λ2V2n−1(λ) + λA2n−1 + B2n−1 . (36)
Since V2n+1(λ) , V2n−1(λ) ∈ g[λ]〈q〉 and λ2 is invariant under λ → −λ, it follows that A2n−1 ∈
g(1) and B2n−1 ∈ g(0). Then from the Lax equations (15) we have
Lt2n+1 = λ2Lt2n−1 + λ[A2n−1,L] + [B2n−1,L] ,
from which, comparing powers of λ, we obtain
Ut2n+1 = DxB2n−1 + [B2n−1,U ] ,
DxA2n−1 = [U,A2n−1] + [J,B2n−1] , (37)
Ut2n−1 = [J,A2n−1] .
The above equations provide the relation between two members of the vmKdV hierarchy, while 
fixing A2n−1, B2n−1 in terms of u and ut2n−1 . In particular, we have that
ut2n+1 = −D2x ut2n−1 − ‖u‖2ut2n−1 − uxD−1x
(
uT ut2n−1
)
− D−1x (ux ∧ ut2n−1)u .
Hence, we can write ut2n+1 =Rut2n−1 , with R given in (35). 
Example. Acting with the recursion operator (35) on the first equation of the hierarchy, ut1 = ux , 
we obtain the vmKdV equation
ut3 =Rut1 =Rux = −uxxx − 32‖u‖2ux .
Accordingly, we find the next equation of the hierarchy to be
ut5 = uxxxxx + 52
(
uT u
)
uxxx + 52
(
uTx ux
)
ux + 5
(
uT ux
)
uxx
+ 5
(
uT uxx
)
ux + 158
(
uT u
)2
ux .
From equation (36) we obtain a recursion relation for the Lax matrices in terms of A2n−1 and 
B2n−1, which we determine using equations (37). In particular, starting from the last equation in 
(37), and since U ∈ I and A2n−1 ∈ g(1), we obtain
A2n−1 = ad−1(Ut ) + αJ ,J 2n−1
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α = −D−1x (uT ut2n−1), while from the projection in the I part in the same equation we obtain 
PI(B2n−1). Finally, from the first equation we find PK(B2n−1). Overall, we have that
A2n−1 = −adJ (Ut2n−1) − D−1x (uT ut2n−1)J ,
B2n−1 = −DxUt2n−1 − D−1x (uT ut2n−1)U + D−1x
[
DxUt2n−1,U
]
,
where we have used the relation ad−1J (U) = −adJ (U). Hence, the recursion (36) can be written 
in matrix form as follows for n = 1, 2, . . .
V2n+1(λ) = λ2V2n−1(λ) + λ
⎛⎜⎝ 0 −D
−1
x (u
T ut2n−1) −uTt2n−1
D−1x (uT ut2n−1) 0 0T
ut2n−1 0 0
⎞⎟⎠
+
⎛⎜⎝0 0 0
T
0 0 −Dx(uTt2n−1) − D−1x (uTt2n−1u)uT
0 Dx(ut2n−1) + D−1x (uT ut2n−1)u D−1x (u ∧ Dx(ut2n−1))
⎞⎟⎠ ,
with V1(λ) = λJ + U and ut1 = ux .
3.2. Conservation laws
The vmKdV hierarchy admits an infinite number of conservation laws. In the present section 
we construct a generating function for conservation laws using the Lax representation of the 
hierarchy as presented previously. The conservation laws for the scalar mKdV equation first 
appeared in [29], while the first few conserved densities and corresponding fluxes related to the 
vmKdV equation first appeared in [20]. We also point the reader to [3], where the complex mKdV 
and Sasa-Satsuma equations are treated.
Proposition 5. The vmKdV hierarchy admits an infinite number of scalar conservation laws, 
with the (1, 2) element of matrix h(λ) in (30) being a generating function of the corresponding 
densities.
Proof. Given the factorisation (27) of the Darboux matrix M(λ), the Lax equations [Ak, L] =
0 can be written as [W−1AkW, HL0H−1] = 0, where HL0H−1 = Dx − λJ − h(λ) and 
W−1AkW = Dtk − λkJ − V˜k(λ), with V˜k(λ) ∈ g((λ−1))〈q〉 of the form
V˜k(λ) = V˜k,1
λ
+ V˜k,2
λ2
+ · · · .
We have that V˜k = H VˆkH−1 + HtkH−1, with Vˆk(λ) ∈ K as in Lemma 3.2 and H as in Proposi-
tion 2. Therefore, V˜k(λ) ∈ K, and thus [W−1AkW, HL0H−1] = 0 takes the form
Dtkh(λ) − Dx V˜k(λ) + [h(λ), V˜k(λ)] = 0 . (38)
Given that h(λ) , ˜Vk(λ) ∈ K and in view of relations (13), it follows from (38) that
Dtk
(
h(λ)12
)= Dx (V˜k(λ)12) for k = 1,3, . . . ,
hence the element h(λ)12 is a generating function of conserved scalar densities for the vmKdV 
hierarchy, with the corresponding fluxes given by V˜k(λ)12. 
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f1 = 12‖u‖2 , f2 = − 18‖u‖4 + 12‖ux‖2 ,
f3 = 12‖u‖6 + 4‖uxx‖2 + 6‖u‖2uT uxx + 8(uT ux)2 .
Remark. While the conserved densities obtained from the generating function h(λ)12 are 
ON -invariant, there exist additional conserved densities which are ON -invariant modulo terms 
in Im(Dx). Indeed, there exists a matrix conservation law for the vmKdV hierarchy given by
Dtk (h2) = Dx(V˜k,2) ,
with h2 , ˜Vk,2 ∈ K(0), where h2 is calculated using expression (31) in the proof of Proposition 2. 
The corresponding densities are uiDx(uj ). Additionally, we observe that contrary to the case of 
the scalar mKdV equation, the vmKdV hierarchy does not admit u as a conserved density. This 
implies that the conservation of mass no longer holds in the vectorial case. See also [3] for a 
discussion.
3.3. Special case: g = so4(R)
The current section is dedicated to the case where N = 2, so u = (u1, u2)T . In this case the 
vmKdV equation (1) is equivalent to the system of two equations
u1t + u1xxx + 32 (u21 + u22)u1x = 0 , u2t + u2xxx + 32 (u21 + u22)u2x = 0 .
After setting v = u1+iu2, we find that the field v = v(x, t) satisfies the complex mKdV equation, 
also known as Hirota equation [18],
vt + vxxx + 32 |v|2vx = 0 , where |v|2 = v∗v = u21 + u22 . (39)
In Proposition 3 we showed that the Lax equations DtkL = [Vk, L] define the vmKdV hierar-
chy for Vk(λ) =
(
λkWJWT
)
+, with k odd. For generic N , if k is even then the coefficients of Vk(λ) contain non-local elements, hence leading in general to non-local Lax equations. More 
specifically, the first non-local elements appear in the coefficient of λk−2 and are of the form 
D−1x (uuTx A + AuxuT ), with A ∈ soN . However, when N = 2 we obtain local equations for even 
k, since in this case the term uuTx A + AuxuT is in the image of Dx and proportional to A, as so2
is one dimensional.
Proposition 6. When g = so4(R) the hierarchy generated by the Lax operator L(λ) in (2) con-
tains the nonlinear Schrödinger equation.
Proof. When k = 2 the Lax matrix Vk(λ) is of the form V2(λ) = λ2a2 +λa1 + a0, with a1 ∈ g(1)
and a0, a2 ∈ g(0). From the first equation in (18) we have that a2 ∈ K(0). Further, splitting the 
second equation Dxa2 = [U, a2] + [J, a1] in K and I we find that Dxa2 = 0 and also specify the 
I component of a1. Hence a2 is of the form
a2 =
⎛⎜⎝0 0 0
T
0 0 0T
0 0 A
⎞⎟⎠ , with A = ( 0 1−1 0
)
∈ so2 .
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a1 =
⎛⎜⎝ 0 0 u
T A
0 0 0T
Au 0 0
⎞⎟⎠ , a0 =
⎛⎜⎝0 0 0
T
0 0 uTx A
0 Aux − 12‖u‖2A
⎞⎟⎠ .
Then, the Lax equation (15) is equivalent to the system of equations
u1t + u2xx + 12 (u21 + u22)u2 = 0 , u2t − u1xx − 12 (u21 + u22)u1 = 0 .
Setting v = u1 − iu2 we find that the complex field v = v(x, t) satisfies the NLS equation
ivt − vxx − 12 |v|2v = 0 , where |v|2 = v∗v .  (40)
Further, when N = 2 there also exist additional conservation laws for the vmKdV hierarchy. 
Indeed, since ˜Vk(λ), h(λ) ∈ K and K is abelian when N = 2, (38) takes the form of a conservation 
law
Dtkh(λ) = Dx V˜k(λ) for k = 1,2,3, . . . .
For example, we obtain the conserved density
f4 = 12‖u‖2u1u2x + u1
(
u2xxx + u22u2x
)
.
In addition, in the N = 2 case there exists a relation between the recursion operator RNLS of the 
NLS equation and that of the vmKdV equation R given in (35). This relation was also remarked 
in [33].
Proposition 7. The recursion operators R of the two-component vmKdV and RNLS of the NLS 
equation (40) are related according to R2NLS =R.
Proof. The recursion operator of the NLS equation (40) is
RNLSf = −iDxf − i2 uD−1x
(
f u∗ + uf ∗) .
Setting u = u1 + iu2, and considering the action of RNLS in real plane vectors, we can represent 
RNLS in matrix form as
RNLS =
(
u2D−1x u1 Dx + u2D−1x u2
−Dx − u1D−1x u1 −u1D−1x u2
)
.
The recursion operator of the vmKdV hierarchy (35) in the case where N = 2 and u = (u1, u2)T
can be expressed in matrix form as
R= −
(
D2x + ‖u‖2 + u1xD−1x u1 − u2D−1x u2x u1xD−1x u2 + u2D−1x u1x
u2xD−1x u1 + u1D−1x u2x D2x + ‖u‖2 + u2xD−1x u2 − u1D−1x u1x
)
.
Finally, it can be verified that R2NLS =R. 
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The vmKdV hierarchy admits both soliton and breather solutions. In this section we present 
the Darboux transformations and the corresponding dressing formulas that produce such solu-
tions. A Darboux-dressing matrix M(λ) defines the transformations
L˜(λ) = M(λ)L(λ)M(λ)−1 , A˜k(λ) = M(λ)Ak(λ)M(λ)−1 , (41)
where L(λ), Ak(λ) are as in (2), (14), while L˜(λ) = L(˜u, λ), A˜k(λ) = Ak(˜u, λ), and u˜ is the 
‘dressed’ solution of the vmKdV hierarchy. In general, the Darboux matrix M(λ) can be constant 
or dependent on x, t3, . . . , however for simplicity we write M(λ). Additionally, the Darboux 
matrices M(λ) of the vmKdV hierarchy satisfy
M(λ)M(λ)T = 1 , M(λ) = QM(−λ)Q−1 , M(λ) = M(λ∗)∗ , (42)
which ensure that the dressed operators L˜(λ) and A˜k(λ) are invariant under the reduction group 
(4)-(6). Such types of Darboux transformations were also used in [27,28] for the study of soliton 
and breather solutions, their interactions, and related integrable structures associated with the 
vector sine-Gordon equation.
The Darboux matrices M(λ) have rational dependence on the spectral parameter λ and have 
simple poles. The soliton solutions correspond to Darboux matrices with purely imaginary poles, 
while the Darboux matrices for the breather solutions have poles at generic points in the complex 
plane. Moreover, each of these Darboux matrices is parametrised by an element of the Grassman-
nian Gr(s, CN+2), with s = 1, 2, . . . , N + 1 in the case of a breather solution, and s = 1 for a 
soliton solution.
Given that M(λ) satisfies (42), it follows that it will have poles at group orbits of the group 
Z2 × Z2 generated by q and r. We focus on Darboux matrices that have poles in only one orbit, 
and we call them elementary Darboux matrices. A Darboux matrix with poles at a generic orbit 
{μ, −μ, μ∗, −μ∗} of the form
M(λ) = 1 + M0
λ − μ −
QM0Q
λ + μ +
M∗0
λ − μ∗ −
QM∗0Q
λ + μ∗ , (43)
leads to a breather solution. A soliton solution corresponds to a degenerate orbit {iμ, −iμ}
formed by a purely imaginary pole with a Darboux matrix given by
M(λ) = 1 + M0
λ − iμ −
QM0Q
λ + iμ , with M0 = −QM
∗
0Q. (44)
In expressions (43) and (44) M0 does not depend on the spectral parameter λ. One can verify 
that matrices of the form (43) and (44) are invariant under q and r. The orthogonality condition 
in (42) will be imposed separately for each of the Darboux matrices given above. We define 
the rank of a soliton or breather solution to be the rank of matrix M0. In what follows we con-
struct the Darboux-dressing matrix for the one-soliton and one-breather solutions for the vmKdV 
hierarchy, using the dressing formula
U˜ = U + adJ
(
Res M(λ)
)
. (45)
λ=∞
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written as
M(λ) = 1 + 1
λ
∑
j
Res
λ=j M(λ) + . . . = 1 −
1
λ
Res
λ=∞M(λ) + . . . ,
and then substituting in the first equation in (41) and comparing the constant in λ terms.
4.1. Soliton solution
In this section, we use the Darboux matrix (44) in order to derive the one-soliton solution 
for the vmKdV hierarchy. We find that the one-soliton solution is parametrised by a point in the 
imaginary line (the pole of the Darboux matrix (44)) and a point in the sphere SN .
Proposition 8. A Darboux matrix with poles on a degenerate orbit, i.e. of the form (44), satisfies 
the orthogonality condition M(λ)M(λ)T = 1 if and only if
M0 = 2iμP with P = Qqq
T
qT Qq
and qT q = 0 , (46)
where q ∈ CPN+1.
Proof. The double pole at λ = iμ of the orthogonality condition implies that M0MT0 = 0. It 
follows that M0 is not of full rank, and together with the reality condition M0 = −QM∗0Q we 
have that rank(M0) = 1. For a proof see [27], and [28] for a discussion. In this case, M0 can be 
parametrised by two (N + 2)-dimensional complex vectors p, q as
M0 = pqT , with qT q = 0 .
The residue at λ = iμ of the relation M(λ)M(λ)T = 1 implies that
p = 2iμ
qT Qq
Qq .
The matrix P is invariant under the scaling q → αq with α a complex valued function of the inde-
pendent variables. Therefore, q is an element in the Grassmannian Gr(1, CN+2)  CPN+1. 
Remark. From the proposition above it follows that the Darboux matrix in (44) takes the form
M(λ) = 1 + 2iμ
λ − iμP −
2iμ
λ + iμQPQ, with P
∗ = QPQ. (47)
We observe that the matrix P is a projector, i.e. satisfies P 2 = P .
From the double pole at λ = iμ of equations (41) we obtain that the vector q satisfies
L(iμ)q = 0, Ak(iμ)q = 0 .
Thus, we have that
q = (iμ)C , with CT C = 0 , (48)
where (iμ) is the common fundamental solution of the Lax operators of the vmKdV hierarchy 
at λ = iμ.
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U˜ = U − 2iμ adJ
(
P − P ∗) . (49)
Then, taking into account the structure of U in (3) and P in (46), the dressing formula (49) for 
the vmKdV hierarchy takes the form
u˜j = uj − 4iμ q1 qj+2−q21 +
∑N+2
k=2 q2k
, j = 1,2, . . . ,N , (50)
with qj , ˜uj the components of vector q and transformed vmKdV field ˜u, respectively.
Example. We start with the trivial solution u0 = 0. In this case the Lax operators of the vmKdV 
hierarchy at λ = iμ take the form
L(iμ) = Dx − iμJ , Ak(iμ) = Dtk − (iμ)kJ , with k = 1,3, . . . .
Hence, the fundamental solution for the above systems of operators is
(iμ) =
⎛⎜⎝ cosh ξ i sinh ξ 0
T
−i sinh ξ cosh ξ 0T
0 0 1
⎞⎟⎠ , with ξ(μ, tk) = ∞∑
n=0
(−1)nμ2n+1t2n+1 .
Then, from expression (48) and the reality condition P ∗ = QPQ in (47) we obtain that C =
(i, c0, cT )T , with c0 ∈ R, and c ∈ RN a constant vector such that c20 + c21 + · · · + c2N = 1. Thus, it 
follows that the vector q can be expressed as
q = (i cosh ξ + ic0 sinh ξ, c0 cosh ξ + sinh ξ, cT )T , (51)
and then expression (50) leads to the one-soliton solution for the vmKdV hierarchy
u = 2μ c
cosh ξ + c0 sinh ξ .
In the case where N = 1 and N = 2 the above reduces to the one-soliton solution of the mKdV 
and complex mKdV equations, respectively, see also [3] and references therein. Higher soliton 
solutions can be recursively constructed using the dressing formula (49).
4.2. Breather solution
Here, we consider a Darboux matrix M(λ) of the form (43), and we present the corresponding 
dressing formula that leads to breather-type solutions for the vmKdV hierarchy. As an example, 
we derive the simplest one-breather solution, we express it as a ratio of determinants, and we find 
that it is parametrised by two constant unit vectors normal to each other.
Proposition 9. A Darboux matrix with poles on a generic orbit, i.e. of the form (43), satisfies the 
orthogonality condition M(λ)M(λ)T = 1 if and only if
M0 = q∗BqT + QqCqT + Qq∗DqT , with qT q = 0 , (52)
and q ∈ Gr(s, CN+2)  MN+2,s(C)/GLs(C), with s = 1, 2, . . . , N + 1. Additionally, D, B, C ∈
Ms,s(C) are of the form
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(
FH−1F ∗ + G∗H ∗−1G∗ − H ∗
)−1
, B = DG∗H ∗−1, C = −D∗F ∗H ∗−1 , (53)
where F, G, H are given by
F = q
T Qq
2μ
, G = q
∗T q
μ − μ∗ , H =
q∗T Qq
μ + μ∗ . (54)
Proof. The double pole at λ = μ of the orthogonality condition implies that M0MT0 = 0. Hence, 
M0 is not of full rank, i.e. rank(M0) = s with s = 1, 2, . . . , N + 1. We parametrise M0 in terms 
of two matrices p, q ∈ MN+2,s(C) as
M0 = pqT , with qT q = 0 .
From the residue at λ = μ of the relation M(λ)M(λ)T = 1 it follows that
p = q∗B + QqC + Qq∗D , (55)
with B, C, D as in (53). The matrix M0 is invariant under transformation q → qA, where A ∈
Ms,s(C) and detA = 0, hence q ∈ Gr(s, CN+2). 
We write the matrix q in terms of (N + 2)-dimensional vectors ql = (ql1, ql2, . . . , qlN+2)T , for 
l = 1, . . . , s, as q = (q1, q2, . . . , qs). Then, using relation (55) we express the components of p
in terms of the components of matrix q according to
pl1 =
s∑
k=1
(
q∗k1 Bkl − qk1Ckl − q∗k1 Dkl
)
(56)
pli =
s∑
k=1
(
q∗ki Bkl + qki Ckl + q∗ki Dkl
)
, i = 2, . . . ,N + 2 . (57)
Similar to the soliton case considered in the previous section, from the double pole at λ = μ
of equations (41) it follows that
L(μ)q = 0, Ak(μ)q = 0 ,
thus, we can express the matrix q in terms of the fundamental solution of the linear problems 
L(μ) = 0 , Ak(μ) = 0 as
q = (μ)R , with RT R = 0 , (58)
and R ∈ MN+2,s(C) a constant matrix.
Expression (45) leads to the following dressing formula
U˜ = U + [K − QKQ,J ] with K = pqT + p∗q∗T = 2
s∑
l=1
plqlT , (59)
which can be written as
u˜j = uj + 4
(
s∑
l=1
pl1q
l
j+2
)
, j = 1,2, . . . ,N . (60)
Using expression (56) we obtain the dressing transformation for the vmKdV hierarchy, leading 
to breather-type solutions,
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s∑
k,l=1
∣∣∣∣∣∣∣
qk1 0 0
0 qlj+2 B∗kl − D∗kl
0 q∗lj+2 Ckl
∣∣∣∣∣∣∣ , j = 1,2, . . . ,N , (61)
with B, C, D given in (53).
Example. In the case s = 1, expression (55) takes the form
p = 1

(
Gq∗ + F ∗Qq − HQq∗) ,  = G2 − H 2 + |F |2 , (62)
where G, F, H are given in (54) and are now scalar quantities. Then, the dressing transformation 
(61) becomes
u˜j = uj − 4j

, j = 1,2, . . . ,N ,
with j and  the following determinants
j =
∣∣∣∣∣∣∣
q1 0 0
0 qj+2 H − G
0 q∗j+2 F ∗
∣∣∣∣∣∣∣ ,  =
∣∣∣∣∣ F H − GG + H F ∗
∣∣∣∣∣ .
Starting with the trivial solution u0 = 0 we have that
(μ) =
⎛⎜⎝ cos ξ sin ξ 0
T
− sin ξ cos ξ 0T
0 0 1
⎞⎟⎠ , with ξ = ∞∑
n=0
μ2n+1t2n+1 ,
hence, using (58) and (60) we obtain the one-breather solution
u = − 4

((R1 cos ξ + R2 sin ξ)(F ∗r + (G − H)r∗)) ,
where R = (R1, R2, rT )T such that RT R = 0. The latter condition implies that the real and 
imaginary parts of vector R have the same length, and furthermore they are normal to each other. 
Using the fact that R is in CPN+1 we can normalise its real and imaginary parts and assume 
their length is equal to one. It follows that the one-breather solution for the vmKdV hierarchy is 
parametrised by a complex number (the pole of the Darboux matrix (43)) and an element of the 
unit tangent bundle T1
(
SN+1
)
of the sphere
T1
(
SN+1
)
= {(v1,v2) ∈ R2(N+2)| 〈v1,v2〉 = 0 , ‖v1‖ = ‖v2‖ = 1} .
5. Conclusions
In this paper we studied the hierarchy and solutions of a vector mKdV equation which is 
not a member of the vector NLS hierarchy. An interesting characteristic of the vector mKdV 
equation that we studied here is that it is an example of an integrable equation admitting a Lax 
operator in which the constant, regular, semi-simple element of the Drinfel’d-Sokolov approach 
is replaced by a constant non-regular element. Furthermore, the Lax operator admits a reduction 
group isomorphic to Z2 × Z2 × Z2, as opposed to the case of the vector NLS equation. These 
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associated conservation laws, as well as the recursion operator. The reduction group plays also 
an important role in the construction of solutions to the hierarchy. Specifically, in this work we 
constructed Darboux transformations for soliton and breather solutions for the whole hierarchy, 
and presented general formulas for the one-soliton and higher-rank one-breather solution. An 
interesting direction of future study would be the construction of higher soliton and breather 
solutions and the study of their interactions, the expression of the general n-soliton solution in 
terms of determinants, and, consequently, connections with Hirota’s τ functions and bilinear 
form for the hierarchy.
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