The aim of this paper is to establish some metrical coincidence and common fixed point theorems with an arbitrary relation under an implicit contractive condition which is general enough to cover a multitude of well known contraction conditions in one go besides yielding several new ones. We also provide an example to demonstrate the generality of our results over several well known corresponding results of the existing literature. Finally, we utilize our results to prove an existence theorem for ensuring the solution of an integral equation.
Introduction
The origin of metric fixed point theory is solely attributed to classical Banach contraction principle which was originated in the Ph.D. thesis of Banach in 1920. This work was later published in the form of a research article [11] in 1922 which has already earned around 2000 google citations. The strength of Banach contraction principle lies in its applications which fall within the several domain such as: Functional Analysis, General Topology, Algerbaic Topology, Differential Equation, Linear Algebra, Engineering Mathematics, Discrete Mathematics, Economics etc. In the long course of last several decade, this natural principle has been generalized and improved by several researchers in the different directions namely:
• by weakening the involved metrical notions,
• by enlarging the class of underlying spaces,
• by replacing contraction condition with relatively weaker contractive condition, and such practice is still in business.
Popa [30] initiated the idea of an implicit relation which is designed to cover several well known contraction conditions of the existing literature in one go besides admitting several new ones. Indeed, the strength of an implicit relation lies in their unifying power besides being general enough to yield new contraction conditions. For further details on implicit relation, one can consult [1, 8, 9, 12, 13, 19-21, 30, 31] and references cited therein.
The initiation of order-theoretic metric fixed point theory can be attributed to Turinici [36] . Often it is believed that such results were initiated in the interesting article of Ran and Reurings [32] but this is not a reality. Indeed the results and application presented in Ran and Reurings are more natural and inspiring as compared to other relevant result of this kind. Thereafter, this natural result due to Ran and Reurings was notably generalized by Nieto and Rodríguez-López [28, 29] which also remain the core results in this direction. In the recent year, various type of relation-theoretic fixed and common fixed point results were proved. For the work of this kind one can be referred [1-10, 14, 15, 24, 28-30, 33, 36] and references cited therein.
Recently, Ahmadullah et al. [1] established unified metrical fixed point theorems via an implicit contractive condition employing relation-theoretic notions, which generalize several well known results of the existing literature.
Our aim of this paper is to prove relation-theoretic coincidence and common fixed point results under an implicit contractive condition. The main results of this paper are based on the following motivations and observations: (i) to extend the results of Ahmadullah et al. [1] (especially Theorems 1 and 2) to a pair of self-mappings,
(ii) the condition R-completeness on the involved space X in the earlier mentioned theorems (due to Ahmadullah et al. [1] ) are replaced by relatively weaker condition of R-completeness of any subspace Y ⊆ X, wherein
(iii) widening the class of continuous implicit relations by replacing it with the class of lower semi-continuous implicit relations, which also cover certain nonlinear contractions as well, (iv) examples are utilized to highlight the genueiness of our newly proved results, and (v) as an application of our main result, the existence of the solution of an integral equation is proved.
Preliminaries
This section deals with some basic relevant definitions, lemmas and propositions.
Implicit Relation
In order to describe our implicit relation, let Φ be the set of all non-negative real valued functions φ : R + → R + satisfying the following conditions: (i) φ is increasing and φ(0) = 0,
Let G be the collection of all lower semi-continuous real valued functions G : R 6 + → R which satisfy the following conditions:
where ϕ : R + → R + is upper semi-continuous mapping, satisfies the properties (G 1 ) and (G 2 ) with φ = ϕ but does not satisfy the property (G 3 ).
Example 2.2. The implicit relations G : R 6 + → R defined below satisfy the foregoing requirements (see [1, 8, 12, 19, 20, 31] ):
II. G(r 1 , r 2 , r 3 , r 4 , r 5 , r 6 ) = r 1 − ϕ r 2 , where ϕ : R + → R + is an upper semi-continuous mapping such that ϕ(t) < t, ∀t > 0; 
where k ∈ [0, 1); 
− a 2 r 3 r 6 r 5 + r 6 + 1 , if r 2 + r 4 0;
where a 1 , a 2 > 0 and a 1 < 2.
Relevant relation-theoretic notions
With a view to have a possibly self-contained presentation, we recall some basic definitions, lemmas and propositions needed in our subsequent discussion. Definition 2.1. [22, 23] Let T and g be two self-mappings defined on a non-empty set X. Then (i) a point x ∈ X is said to be a coincidence point of T and g if T x = gx, (ii) a point x ∈ X is said to be a point of coincidence of T and g if there exists some x ∈ X such that x = T x = gx, (iii) a coincidence point x ∈ X of T and g, is said to be a common fixed point if x = T x = gx,
Definition 2.2. [23, 34, 35] Let T and g be two self-mappings defined on a metric space (X, d). Then (i) T and g are said to be weakly commuting if for all
(ii) T and g are said to be compatible if
Moreover, T is said to be a g-continuous if it is continuous at every point of X. Definition 2.3. [26] A subset R of X × X is called a binary relation on X. We say that "x relates y under R" if and only if (x, y) ∈ R.
Throughout this paper, R stands for a 'non-empty binary relation' (i.e., R ∅) instead of 'binary relation' while N 0 denotes the set of whole numbers i.e., N 0 = N ∪ {0}. Notice that on setting g = I, the identity mapping on X, Definition 2.10 reduces to Definition 2.9.
Remark 2.2. Every continuous mapping is R-continuous, where R denotes a binary relation. Particularly, if R is universal relation, then notions of R-continuity and continuity coincide. 
Definition 2.12. [33] Let (X, d) be a metric space equipped with a binary relation R. Then a subset D of X is said to be R-directed if for every pair of points x, y in D, there is z in X such that (x, z) ∈ R and (y, z) ∈ R. Definition 2.13. [33] Let (X, d) be a metric space equipped with a binary relation R and g a self-mapping on X. Then a subset D of X is said to be (g, R)-directed if for every pair of points x, y in D, there is z in X such that (x, gz) ∈ R and (y, gz) ∈ R. Definition 2.14. [25] Let (X, d) be a metric space equipped with a binary relation R and T, g two self-mappings on X. Then T and g are said to be R-compatible if lim
T (x n ), for any sequence {x n } ⊂ X such that the sequences {T x n } and {gx n } are R-preserving. Definition 2.15. [17] Let R be a binary relation defined on a non-empty set X and x, y a pair of points in X. If there is a finite sequence {w 0 , w 1 , w 2 , ..., w l } ⊂ X such that w 0 = x, w l = y and (w i , w i+1 ) ∈ R for each i ∈ {0, 1, 2, · · · , l − 1}, then this finite sequence is called a path of length l (where l ∈ N) joining x to y in R.
For our future use, we also introduce the following definition: Definition 2.16. Let R be a binary relation defined on a non-empty set X and g a self-mapping on X. If for a pair of points x, y in X, there is a finite sequence {w 0 , w 1 , w 2 , ..., w l } ⊂ X such that gw 0 = x, gw l = y and (gw i , gw i+1 ) ∈ R for each i ∈ {0, 1, 2, · · · , l − 1}, then the finite sequence {w 0 , w 1 , w 2 , ..., w l } is called a g-path of length l (where l ∈ N) joining x to y in R.
Notice that, a path of length l involves (l + 1) elements of X and need not be distinct in general. Observe that with g = I (the identity mapping on X), Definition 2.16 reduces to Definition 2.15.
Lemma 2.1. [18] Let g be a self-mapping defined on a non-empty set X. Then there exists a subset Z ⊆ X with g(Z) = g(X) and g : Z → X is one-one.
Given a non-empty set X, a binary relation R on X, self-mappings T, g on X and a R-directed subset D of X, we use the following notations:
• C(T, g): the collection of all coincidence points of T and g;
• X(T, g, R): the set of all points in w ∈ X such that (gw, T w) ∈ R;
• ∆(D, g, R) := ∪ x,y∈D z ∈ X : (x, gz) ∈ R and (y, gz) ∈ R ;
• Υ g (x, y, R): the collection of all g-paths joining x to y in R where x, y ∈ X;
Notice that, with g = I, identity mapping on X, the family Υ g (x, y, T, R) coincides with Υ(x, y, T, R).
Main results
Now, we are equipped to prove our main result as under:
be a metric space equipped with a binary relation R and Y an R-complete subspace of X. Let T and g be two self-mappings on X. Assume that the following conditions hold:
( e 
Then T and g have a coincidence point.
Proof.
Continuing in this way, we get
Using the hypothesis (c), we have
Notice that,
6 so that the sequence {gx n } is R-preserving. On using the condition (d), we have (for all n ∈ N 0 )
Putting r = d(gx n+1 , gx n+2 ) and s = d(gx n , gx n+1 ) in the above inequality, we have
On using triangular inequality and decreasing property of G in the fifth variable, we have G r, s, s, r, r + s, 0 ≤ 0, implying thereby (owing to (G 1 )) the existence of some φ ∈ Φ such that r ≤ φ(s), i.e.,
Using (3) and triangular inequality, for all n, m ∈ N 0 with m > n, we have
Therefore, {gx n } is a Cauchy sequence in Y (in view (1) and
In view of the hypothesis (e 2 ), firstly we assume that T is (g, R)-continuous. On using (2) and (4), we get
By the uniqueness of limit, we have T w = gw, so that w is a coincidence point of T and g.
Next, suppose that T and g are continuous. From Lemma 2.1, there exists a subset
Since g is one-one and T (X) ⊆ g(Z), h is well defined. As T and g are continuous, so is h. On using the fact g(Z) = g(X) and the conditions (b) and (e 1 ), we have
which ensures that availability of a sequence {x n } ⊂ Z satisfying (1). Take w ∈ Z. On using (4), (5) and the continuity of h, we get
so that w is a coincidence point T and g.
Taking liminf as k → ∞; using gx n k d −→ gw, lower semi-continuity of G and continuity of d, we obtain
Hence, owing to (G 1 ), we obtain d(gw, T w) = 0, so that T w = gw, i.e., w is a coincidence point of T and g. Similarly, if (gw, x n k ) ∈ R, ∀ k ∈ N 0 , then owing to (G 2 ), we obtain d(T w, gw) = 0, so that T w = gw, i.e., w is a coincidence point of T and g.
Alternatively, suppose that (e ′ ) holds. As {gx n } ⊂ T (X) ⊆ Y, (in view (1)) we infer that {gx n } is R-preserving 
As {T x n } and {gx n } are R-preserving (due to (1) and (2)), using the condition (e ′ 1 ), we obtain
Using (2), (6) and the condition (e ′ 2 ), we have
and lim
In order to prove T y = gy, applying (7)- (9) and continuity of d, we have
yielding thereby T y = gy. This concludes the proof.
Now, we present the uniqueness of common fixed point result, which runs as: Theorem 3.2. In addition to the hypotheses of Theorem 3.1, suppose that the following conditions hold:
) is non-empty, for each α, β ∈ T (X), (u 2 ) T and g are commute at their coincidence points wherein G also enjoys (G 3 ).
Then T and g have a unique common fixed point.
Proof. We divide the proof in three steps.
Step 1: Observe that (in view of Theorem 3.1) C(T, g) is non-empty. To substantiate the proof, take two arbitrary elements u, v in C(T, g), so that T u = gu = x and T v = gv = y
Now, we are required to show that x = y.
In view of the hypothesis (u 1 ), there exists a g-path (say, {w 0 ,
and
Define two constant sequences w
Then on using (10), for all n ∈ N 0 T w
we construct joint sequence {w 
) and G is decreasing in fifth variable, we get
Taking liminf as n → ∞ and using lim 
so that d(x, y) = 0 implying thereby x = y. Therefore, gx = gy.
Step 2: To prove the existence of common fixed point T and g, let u ∈ C(T, g), i.e., T u = gu. Since T and g commute at their coincidence points, we have
Put gu = z. Then from (15), T z = gz. Hence z is also a coincidence point of T and g. From Step 1, we have
so that z is a common fixed point T and g.
Step 3: To prove the uniqueness of common fixed point of T and g, let us assume that w is another common fixed point of T and g. Then w ∈ C(T, g), by
Step 1,
Thus, T and g have a unique common fixed point. This completes the proof.
If R| g(X) is complete or T (X) is (g, R| s g(X)
)-directed, then the following corollary is worth recording.
Corollary 3.1. The conclusions of Theorem 3.2 remain true if the condition (u 1 ) is replaced by one of the following conditions besides retaining the rest of the hypotheses:
Proof. Suppose that the condition (u ′ 1 ) holds. Take an arbitrary pair of points α, β in T (X). Owing to the hypothesis, T (X) ⊆ g(X), there exist x, y ∈ X such that α = gx, β = gy. As R| g(X) is complete, [gx, gy] ∈ R| g(X) which shows that {x, y} is a g-path of length 1 from α to β in R| s g (X) , so that Υ g (α, β, T, R| s g(X) ) is non-empty. Now, on the lines of Theorem 3.2, result follows.
Alternatively, assume that (u ′′ 1 ) holds, then for any α, β in T (X), there is z in X such that [α, gz] ∈ R and [β, gz] ∈ R. As T (X) ⊆ g(X), ∃x, y ∈ X so that α = gx, β = gy and hence {x, z, y} is a g-path of length 2 joining α to β in R| s g (X) .
is non-empty and hence in view of Theorem 3.2 result follows.
On setting g = I (the identity mapping on X), Theorems 3.1 and 3.2 deduces the following: 
there exists an implicit relation G ∈ G such that f or all x, y ∈ X with (x, y) ∈ R
G d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x) ≤ 0, (e) either T is R-continuous or R| Y is d-self-closed.

Then T has a fixed point . Moreover, if
( f ) Υ(α, β, T, R s )
is non-empty (for each α, β ∈ T (X)), wherein G also enjoys (G 3 ).
Then T has a unique fixed point.
Remark 3.1. Corollary 3.2 remains an improved version of Theorem 2 due to Ahmadullah et al. [1] as the whole space X is not required to be R-complete whereas the function governing the implicit relation is taken to be lower semi-continuity (as opposed to continuity). Interesting, the improved implicit relation also covers some nonlinear contractions as well.
From Theorems 3.1 and 3.2, we can deduce a multitude of corollaries which are embodied in the following:
Corollary 3.3. The conclusions of Theorems 3.1 and 3.2 remain true if the implicit relation (d) is replaced by one of the following besides retaining the rest of the hypotheses (for all x, y ∈ X with (gx, gy) ∈ R): d(T x, T y) ≤ kd(gx, gy) where k
∈ [0, 1);(16)
d(T x, T y) ≤ ϕ d(gx, gy)
, where ϕ : R + → R + is an upper semi-continuous mapping such that
d(T x, T y) ≤ k[d(gx, T x) + d(gy, T y)], where k
∈ [0, 1/2);(18)
d(T x, T y) ≤ k[d(gx, T y) + d(gy, T x)], where k
where k ∈ [0, 1); (20) 
d(T x, T y) ≤ k max{d(gx, T x), d(gy, T y)}, where k
where a 1 , a 2 , a 3 ∈ [0, 1) and a 1 + 2a 2 + 2a 3 < 1;
d(T x, T y) ≤ k max d(gx, gy), d(gx, T x) + d(gy, T y) 2 , d(gx, T y), d(gy, T x) ,
where k ∈ [0, 1); (23)
d(T x, T y) ≤ k d(gx, gy) + L min{d(gx, T x), d(gy, T y), d(gx, T y), d(gy, T x)},
where k ∈ [0, 1) and L ≥ 0; (24)
where a 1 , a 2 , a 3 , a 4 ≥ 0; a 1 + a 2 + a 3 + 2a 4 < 1;
d(T x, T y) ≤ k max d(gx, gy), d(gx, T x), d(gy, T y), d(gx, T y) + d(gx, T y) 2 +L min{d(gx, T x), d(gy, T y), d(gx, T y), d(gy, T x)},
where k ∈ [0, 1) and L ≥ 0;
d(T x, T y) ≤ k max{d(gx, gy), d(gx, T x), d(gy, T y), d(gx, T y), d(gy, T x)},
where k ∈ [0, 1/2); (27) 
where a ′ i s > 0 (for i = 1, 2, 3, 4, 5); and sum of them is strictly less than 1; (28)
d(T x, T y) ≤ k max d(gx, gy), d(gx, T x), d(gy, T y), d(gx, T y)
2 , d(gy, T x) 2 , where k ∈ [0, 1);(29)
d(T x, T y) ≤ k max{d(gx, gy), d(gx, T x), d(gy, T y)} + (1 − k)[ad(gx, T y) + bd(gy, T x)],
where k ∈ [0, 1) and 0 ≤ a, b < 1/2; (30)
where
where k ∈ [0, 1);
where a 1 > 0, a 2 , a 3 ≥ 0, a 1 + 2a 2 < 1 and a 1 + a 3 < 1;
Proof. The proof of Corollary 3.2 follows from Theorems 3.1 and 3.2 in view of examples (of implicit relation) I − XVI.
Remark 3.2. Theorem 3.2 corresponding to condition (16) and (17), remains true if we replace the condition (u 1 ) by the following relatively weaker condition besides retaining the rest of the hypotheses:
is non-empty, for each α, β ∈ T (X).
Some Consequences
Now, we mention some special cases corresponding to different type of binary relation.
Results in abstract spaces
Setting R = X × X (i.e., the universal relation), in Theorem 3.1, we deduce the following:
Corollary 3.4. Let T and g be two self-mappings defined on a metric space (X, d) and Y complete subspace of X. Assume that the following conditions hold:
or, alternatively Corollaries 3.4 and 3.5 corresponding to the condition (16) are infact sharpened versions of the well known coincidence theorems of Goebel [16] and Jungck [23] .
Results in ordered metric spaces via increasing mappings
Definition 3.1. [15] Let T and g be two self-mappings on X. Then the mapping T is said to be g-increasing if T x T y, whenever gx gy for all x, y ∈ X.
Remark 3.3. T is g-increasing if and only if ' ' is (T, g)-closed.
Definition 3.2. [6] . An ordered metric space (X, d, ) enjoys ICU (increasing-convergence-upper bound) property if every increasing convergence sequence {x n } in X (with x n d −→ x), is bounded above by its limit (i.e., x n x ∀ n ∈ N 0 ).
Definition 3.3. [7] Let (X, d, ) be an ordered metric space. Then a mapping T : X → X is said to be (g, O)-
−→ T u whenever every increasing resp. decreasing, monotone sequence {gx n } convergence to {gu} for any sequence {x n } ⊂ X and any u ∈ X .
As usual, T is said to be Observe that if g = I (the identity mapping on X), then definition of (g, O)-continuity reduces to O-continuity and similarly others. Definition 3.4. [7] An ordered metric space (X, d, ) is said be O-complete (resp. O-complete, O-complete), if increasing (resp. decreasing, monotone) Cauchy sequence converges to a point of X. Definition 3.5. [7] Let T and g be self-mappings defined on an ordered metric space (X, d, ) . Then T and g are said to be O-compatible (resp. O-compatible, O-compatible), if lim n→∞ d(T (gx n ), g(T x n )) = 0 whenever T x n ↑ u (resp. T x n ↓ u, T x n u) and gx n ↑ u (resp. gx n ↓ u, gx n u) (for any sequence {x n } ⊂ X and any u ∈ X).
In view of Remarks 3.3 and 3.4, on setting R = in Theorem 3.1 we obtain a result which remains a new: 
(c) T is g-increasing, (d) there exists an implicit relation G ∈ G such that f or all x, y ∈ X with gx gy G d(T x, T y), d(gx, gy), d(gx, T x), d(gy, T y), d(gx, T y), d(gy, T x)
≤ 0, (e) (e 1 ) Y ⊆ g(X),
Results in ordered metric spaces via comparable mappings
Before mentioning our the results, we need to recall some basic definitions. Definition 3.6. [3] Let T and g be two self-mappings on X. Then the mapping T is said to be a g-comparable if T x ≺≻ T y, whenever gx ≺≻ gy, for all x, y ∈ X. If we choose, R =≺≻ in Theorem 3.1, then in view of Remarks 3.5 and 3.6, we obtain a result which appears to be new in the existing literature. 
Examples
We utilize the following example to demonstrate the genuineness of our extension. Then X is neither complete, nor R-complete. Define mappings T, g : X → X by
, and x 0 = 0, (g0, T 0) ∈ R. Define an implicit relation G : R ) is non-empty, for each α, β ∈ T (X). Observe that T and g have a unique common fixed point (say "0").
Notice that if we replace the mapping g by the identity mapping on X, then still our results are also applicable to the present example. But Theorems 1 and 2 due to Ahmadullah et al. [1] can not be applied because X is not R-complete. Thus our results (i.e., Theorems 3.1 and 3.2) are genuine extension of the corresponding results due to Ahmadullah et al. [1] . (1, 3) , and
and a binary relation R = (0, 0), (1, 1), (2, 2), (0, 1), (0, 2), (1, 2) . Then
, where Y = {0, 1} is a Rcomplete. Clearly, R is (T, g)-closed but neither T is continuous, nor g is continuous. Take any R-preserving sequence {y n } in Y with
If (y n , y n+1 ) ∈ R, for all n ∈ N 0 , then there exists an integer N ∈ N 0 such that y n = y ∈ {0, 1} for all n ≥ N. So, we can take a subsequence {y n k } ⊆ {y n } such that y n k = y, for all k ∈ N 0 , which amounts to saying that [
which meets the requirements of our implicit relation with φ(t) = ) is non-empty, for each α, β ∈ T (X). Thus, all the requirements of Theorems 3.1 and 3.2 are met out. Observe that T and g have a unique common fixed point (namely, '0').
With a view to establish genuineness of our extension, notice that (g1, g2) ∈ R but d(T 1, T 2) ≤ kd(g1, g2), i.e., 1 ≤ k which shows that the contractive condition of Theorem 1 due to Alam and Imdad [4] is not satisfied. Thus, in all our Theorems 3.1 and 3.2 are applicable to the present example while Theorem 1 of Alam and Imdad is not, which substantiates the utility of Theorems 3.1 and 3.2.
An application:
In this section, as an application of Theorem 3.1, we establish an existence theorem for the solution of some generalized Urysohn integral equation 
where K : I × I × R n → R n , α : I → R n are continuous and g : X → X surjective.
Consider X = C(I, R n ) is endowed with the sup-metric d ∞ defined as:
and η : R n × R n → R is a function. Then the integral equation (36) has a solution u * ∈ X.
Proof. Define a mapping T : C(I, R n ) → C(I, R n ) by where φ : R + → R + is a upper semi-continuous such that φ ∈ Φ.
(e) Let {u n } ⊂ X be a sequence such that u n d ∞ −→ u with (u n , u n+1 ) ∈ R. Then by assumption (H 3 ), we can find a subsequence {u n k } of {u n } with [u n k , u] ∈ R, for all k ∈ N 0 . So R is d ∞ -self-closed.
Thus all the hypotheses of Theorem 3.1 are fulfilled. Hence by Theorem 3.1, it follows that T and g have at least one coincidence point (say, u * ∈ X), i.e., T u * = gu * . Consequently, the integral equation (36) has at least one solution u * ∈ X.
