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Abstract
Let Γ be a centerless irreducible higher rank arithmetic lattice in
characteristic zero. We prove that if Γ is either non-uniform or is
uniform of orthogonal type and dimension at least 9, then Γ is bi-
interpretable with the ring Z of integers. It follows that the first order
theory of Γ is undecidable, that all finitely generated subgroups of
Γ are definable, and that Γ is characterized by a single first order
sentence among all finitely generated groups.
1 Introduction
In this paper, we continue the study, initiated in [ALM], of the model theory
of higher rank arithmetic groups. One of the central themes in the study of
arithmetic groups is the contrast between arithmetic groups of S-rank 1 and
arithmetic groups of S-rank bigger than 1. Examples of such dichotomy are
Margulis’s Normal Subgroup Theorem, the Congruence Subgroup Property,
and, to lesser extent, superrigidity. The results of this paper, together with
results of Sela ([Sel1, Sel2]) and Kharlampovich–Myasnikov ([KM1, KM2])
for hyperbolic groups (which include, in particular, free groups and uniform
rank one orthogonal groups), show that there is also a sharp contrast between
the model theories of rank one arithmetic groups and higher rank arithmetic
groups.
This paper focuses on higher rank non-uniform arithmetic groups and
uniform arithmetic groups of orthogonal type. We show that the model the-
ories of these groups are closely related to the model theory of the ring of
1
integers. More precisely, we show that such groups are bi-interpretable with
the ring Z. The notion of bi-interpretability is defined in §2; in category-
theoretic terminology, two structures are bi-interpretable when their cate-
gories of imaginaries are equivalent as categories over the category of sets,
see Remark 2.1 for the precise statement.
The setup is the following:
Setting 1.1. K is a number field, S is a finite set of places containing
all archimedean ones, A is the ring of S-integers in K, G is a connected
group scheme over A such that GK is connected, simply connected, absolutely
simple, rankS G ≥ 2 and G satisfies one of the following:
1. GK is isotropic.
2. G = Spinq, where q : A
n → A is a regular quadratic form on An and
there is a place w ∈ S such that rankwG ≥ 2 (note that this rank is
the Witt index, denoted by iq(K
n
w), of q on K
n
w).
Finally, Γ is a centerless congruence subgroup of G(A).
For a specific example of a uniform lattice that satisfies the assumptions
in Setting 1.1, let D to be a square-free positive integer, let A to be the ring
of integers of Q(
√
D), let q be the quadratic from q(~x) = x21 + . . . + x
n
7 −√
Dx28 −
√
Dx29, and let Γ be the pth congruence subgroup of SOq(A), for
some non-dyadic p ⊳ A.
The main result of this paper is:
Theorem 1.2. Under Setting 1.1, assume further that n ≥ 9 if G = Spinq.
The group Γ is bi-interpretable with the ring Z.
Theorem 1.2 together with the results of Sela and Kharlampovich–Myasnikov
on hyperbolic groups lead to following conjecture:
Conjecture 1.3. Let ∆ be an irreducible lattice in a semisimple group
∏
v∈S G(Kv).
Then ∆ is bi-interpretable with the ring of integers if and only if rankS G ≥ 2.
Bi-interpretability with the integers has many consequences, we discuss
a few of them.
Corollary 1.4. Under Setting 1.1, assume that n ≥ 9 if G = Spinq. The
first order theory of Γ is undecidable.
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Indeed, Γ interprets the ring of integers and the first order theory of every
structure that interprets the ring of integers is undecidable. On the other
hand, Kharlampovich–Myasnikov [KM1] proved that the first order theory of
non-abelian free groups in decidable. In the preprint [KM3], they extended
this result to all torsion free hyperbolic groups.
Corollary 1.5. Under Setting 1.1, assume that n ≥ 9 if G = Spinq. All the
finitely generated subgroups of Γ are definable.
Corollary 1.5 is an immediate consequence of Theorem 1.2 and a theorem
of Go¨del which states that any recursively enumerable set in Zn is definable.
In contrast, Sela [Sel2] and Kharlampovich–Myasnikov [KM2] proved that
the only definable non-trivial proper subgroups of a torsion free hyperbolic
group are its cyclic subgroups.
Corollary 1.6. Under Setting 1.1, assume that n ≥ 9 if G = Spinq. Then,
in the class of finitely generated groups, Γ is determined by a single first order
sentence, in the following sense: there is a first order sentence ϕ such that,
if Λ is a finitely generated group, then Λ satisfies ϕ if and only if Λ ∼= Γ.
Corollary 1.6 follows from a result of Khelif [Khe, Lemma 1]. This corol-
lary should be compared with the following result of Sela ([Sel2]): for any
torsion-free hyperbolic group Γ, any first order sentence that holds in Γ, also
holds in Γ ∗ Fn (and vice versa).
The property that a group is determined by a single first order sentence (in
the class of all finitely generated groups) was first studied by Nies in a more
general setting (see [Nie1] and [Khe, Las1, Las2, Nie2, Nie3, OS] for more
recent work). Nies called this property quasi-finitely axiomatizable. There
are groups which are quasi-finitely axiomatizable but are not bi-interpretable
with the integers. For example, Khelif and Nies (see [Khe] and [Nie3]) proved
that the Heisenberg group U3(Z) is quasi-finitely axiomatizable but not bi-
interpretable with the integers.
We now discuss the assumption about the triviality of the center. It is
possible to extend Corollary 1.6 and prove that any central extension of Γ by
a finite group is quasi-finitely axiomatizable. It turns out that generalizing
Theorem 1.2 to central extensions is related to word width in Γ. Recall that
every group Γ as in Setting 1.1 is finitely presented (see [PR, Theroem 5.11]
and the reference therein).
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Theorem 1.7. Let Γ be a finitely presented group which is bi-interpretable
with the ring Z. Let ∆ be a central extension of Γ by a group of size d. Then
∆ is bi-interpretable with Z if and only if the word xd[y, z] has finite width
in Γ.
We find the connection between bi-interpretability and width of words
exciting because, even though width of words has been extensively studied
(see, for example, [Seg] and [Sha] and the reference therein), to the best of
our knowledge, there is not even one example of a non-silly1 word w and a
higher rank uniform lattice Γ for which it is known whether the width of w
in Γ is finite or not. We note that more is known about widths of words in
non-uniform lattices, see, for example, [AM] for widths of words in SLn(Z).
We conjecture that higher rank lattices have finite word widths:
Conjecture 1.8. Let ∆ be an irreducible lattice in a semisimple group
∏
v∈S G(OS)
and let w ∈ Fn be a word. Then the width of w in ∆ is finite if and only if
rankS G ≥ 2.
For a strong evidence for the only if direction, see [BBF].
In the proof of Theorem 1.2, we prove an effective version of a theorem of
Kneser which might be interesting on its own. In order to state it, we need
a couple of definitions.
Definition 1.9. Under Setting 1.1, assume that G = Spinq and let Sdef be
the set of real places v ∈ S, for which Spinq(Kv) is compact.
1. For every v ∈ Sdef , let || · ||v be the norm on Knv defined by ||a||v :=√
q(a) for every a ∈ Knv .
2. For every v ∈ Sdef , let distv(·, ·) be the bi-invariant metric on SOq(Kv)
defined by for all α, β ∈ SOq(Kv),
distv(α, β) := sup{||(α− β)a||v | a ∈ Knv and ||a||v = 1}.
3. An element α ∈ SOq(K) is called ǫ-separated if for every v ∈ Sdef ,
distv(α, Z(SOq(Kv))) ≥ ǫ.
4. An element α ∈ Γ is called ǫ-separated if its image in SOq(K) is ǫ-
separated.
1
w ∈ Fn is called silly if its image in the abelianization Zn of Fn is primitive. If w is
silly, then w(Γ) = Γ, for any group Γ.
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Definition 1.10. For every element α in a group Γ denote
gclΓ(α) := {βαβ−1, βα−1β−1, id | β ∈ Γ}.
Note that gclΓ(α) is a symmetric and normal set.
The following is an effective version of Theorem 6.1 of [Kne]:
Theorem 1.11. Under Setting 1.1, assume that G = Spinq and n ≥ 7. For
every ǫ > 0 there exists N = N(n, ǫ) such that for every ǫ-separated element
α ∈ Γ and every non-isotropic a ∈ An, gclΓ(α)Na contains an S-adelic open
neighborhood of Γa.
Remark 1.12. We make the following convention: when we write N =
N(X, Y, Z), it means that the constant N depends only on X, Y and Z. For
example, the constant in Theorem 1.11 does not depend on the quadratic from
q nor on Γ.
The paper is organized as follows. In §2, we collect the model-theoretic
definitions we use. In §3, we study products of conjugacy classes in locally
compact and arithmetic groups. In §4 we show that the collection of congru-
ence subgroups of Γ is uniformly definable. In §5, we show that Γ interprets
the ring Z. In §6, we complete the proof of Theorem 1.2 and show that Γ is
bi-interpretable with Z. In §7, we prove Theorem 1.7, and, in §8, we prove
Theorem 1.11.
Remark 1.13. In the final stages of writing this paper, we became aware
of the preprint [ST] which proves that a higher rank Chevalley group G(R)
is bi-interpretable with R (see also [MM] for the case SLn(OS)). The proofs
in these two papers go along the proof of the bi-interpretability of a field F
and SLn(F ), although the analysis in the case of Chevalley groups is harder.
In particular, the proof uses in a crucial way information about rational tori
and root subgroups, as well as bounded generation. Our goal here is to de-
velop techniques that could be applied to general higher rank lattices. Even
in the case of SLn, the techniques in this paper can be used to prove stronger
results: Theorem A.6 implies that, for every n ≥ 3 and every integral do-
main R with trivial Jacobson radical and finite Krull dimension, PSLn(R)
and R are bi-interpretable. In particular, there is no assumption on the sta-
ble range of A. For example, Theorem A.6 implies that, for every m ≥ 1,
PSL3(Z[X1, . . . , Xm]) is bi-interpretable with Z[X1, . . . , Xm] (and thus also
with Z).
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2 Model Theory
In this section, we collect the definitions of definable sets, imaginaries, uni-
formly definable collections, and interpretations.
1. For a first-order language L and an L-structure M , we let LM be the
language L together with a constant symbol for every element of M .
We denote the LM -theory of M by ThM .
2. Let M be an L-structure. For every LM -formula F (x1, . . . , xn), denote
F (M) := {(a1, . . . , an) ∈Mn | F (a1, . . . , an) holds in M} .
A subset ofMn of the form F (M) is called a definable set (inM). Note
that we say that F is definable in M although it is a subset of some
power of M . A function between two definable sets is called definable
if its graph is definable.
3. Let Y and Z be two definable subsets in M . For every definable subset
X ⊆ Y × Z and every y ∈ Y , denote Xy := {z ∈ Z | (y, z) ∈ X}. A
collection Z of subsets of a definable set Z is called uniformly definable
by a parameter set Y if there exists a definable subset X ⊆ Y ×Z such
that Z = {Xy | y ∈ Y }.
4. Given a definable setX and a definable equivalence relation E ⊆ X×X ,
the set of E-equivalence classes is called an imaginary. Note that any
definable set is also an imaginary. The notions of subset, cartesian
product, relation, and function are generalized in the obvious way to
imaginaries.
5. Suppose that L1, L2 are two (possibly different) first-order languages,
and that, for i = 1, 2, Mi is a structure of Li. An interpretation of M2
in M1 is a pair F = (F, f), where F is an imaginary in M1 and f is a
bijection between the sets F and M2 such that
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(a) For each n-ary relation symbol r of L2, the imaginary f
−1(rM2) ⊂
F n is definable.
(b) For every function symbol g of L2, say of arity (r, s), the function
f−1 ◦ gM2 ◦ f : F r → F s is definable.
6. Suppose that F = (F, f) is an interpretation of M2 in M1. By in-
duction on the length of a defining formula, we can define, for each
imaginary X in M2, an imaginary F
∗X of M1 and a bijection fX :
F ∗X → X . Similarly, if X and Y are imaginaries in M2 and g :
X → Y is a definable function, then there exists a definable function
F ∗g : F ∗X → F ∗Y in M2.
7. Suppose that, for i = 1, 2, 3, Li is a first order language and Mi is a
structure of Li. Suppose that F = (F, f) is an interpretation of M2
in M1 and that H = (H, h) is an interpretation of M3 in M2. The
composition H ◦ F of F and H is the interpretation of M3 in M1
given by(F ∗H, h ◦ fH).
8. If M is a structure of a language L and F = (F , f) is a self interpre-
tation of M , we say that F is trivial if f is definable.
9. Let L1, L2 be first order languages, and, for i = 1, 2, let Mi be a struc-
ture of Li. Given an interpretation F1,2 of M2 in M1 and an interpre-
tation F2,1 of M1 in M2, we say that (F1,2,F2,1) is a bi-interpretation
if both compositions F1,2 ◦ F2,3 and F2,3 ◦ F1,2 are trivial. If there
is a bi-interpretation between M1 and M2, we say that they are bi-
interpretable.
Remark 2.1. We can reformulate the notions of interpretations and bi-
interpretations in a categorical language. Let Cat be the 2-category of cate-
gories, and let Sets be the category of sets. Given a first order language L
and an L-structure M , denote by DefM the category whose objects are imag-
inary sets in M and whose morphisms are definable maps between them. We
have a functor Mpts : DefM → Sets sending a definable set X to X(M). The
pair (DefM ,Mpts) is an object in the slice 2-category Cat/Sets. Under these
definitions, an interpretation between the structures M,N is a 1-morphism
between the objects (M,Mpts) and (N,Npts); a bi-interpretation is an equiv-
alence of these objects.
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3 Uniform density of conjugacy class prod-
ucts
3.1 Statement of the results
In this section, our setting is more general than Setting 1.1. Instead, we use
the following:
Setting 3.1. Assume that
• K is a number field.
• S is a finite set of places of K containing all archimedean places. De-
note the ring of S-integers of K by A.
• w is a place in S.
• D is a natural number and G ⊂ (GLD)A is an algebraic group scheme
defined over A such that GK is connected, simply connected, and simple,
and such that G(Kw) is non-compact.
• Γ is a subgroup of finite index in G(A). If v is a place of K, denote
the closure of Γ in G(Kv) by Γv.
Definition 3.2. Let F be a local field with ring of integers R and maximal
ideal m. Let D be a natural number and let H ⊆ GLD be a semisimple
algebraic group scheme over R. Denote the Lie ring of H by h. We say that
H is good if the following conditions hold:
1. H is smooth over SpecR.
2. The reduction map Z(H(R))→ Z(H(R/m)) is onto.
3. H(R/m) acts irreducibly on h(R/m).
4. The kernel of Ad : H(R/m)→ Aut(h(R/m)) is Z (H(R/m)).
5. The characteristic of R/m is greater than |Z(G)|+ (4D dimH)4.
Note that, by the classification of simple algebraic groups over finite fields,
we get that H(Fq) acts irreducibly on its Lie algebra.
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Definition 3.3. In Setting 3.1, define TΓ to be the set of all places v /∈ S
such that GAv is good and Γ is dense in G(Av).
Remark 3.4. In Setting 3.1, TΓ is always finite. Indeed, Condition 1 follows
from generic smoothness, Condition 2 follows from generic smoothness of the
group scheme Z(G) and Hensel’s lemma, Condition 3 follows because G(K)
acts irreducibly on g(K) and this is a Zariski open condition, and Condition
4 follows because it holds over K.
Definition 3.5. In Setting 3.1, for every real place v of K such that G(Kv)
is compact, we define the standard metric on G(Kv) as follows:
1. If GKv = Spinf , for some (positive-definite) quadratic form f on K
n
v ,
let dv be the metric induced by the norm f :
dv(g1, g2) = max
{√
f(g1x− g2x) | x ∈ Knv , f(x) = 1
}
.
2. In all other cases, let dv be the translation-invariant Riemannian metric
on G(Kv) whose restriction to the Lie algebra of G(Kv) is the Killing
form, and normalized such that the diameter of dv is one.
Remark 3.6. The reason for the different definition for spin groups is that
it simplifies the notations in the proof of Theorem 1.11 in §8. Since the norm
metric and the Killing metric are bi-Lipschitz, one can use the Killing metric
in both cases after changing some constants in §8.
Definition 3.7. In Setting 3.1, given g ∈ Γ and ǫ > 0, we say that g is
ǫ-separated if, for any real valuation v of K such that G(Kv) is compact, we
have dv(g, Z(G(Kv))) > ǫ, where dv is the standard metric on G(Kv) from
Definition 3.5.
The main results of this section are the following three claims:
Proposition 3.8. In Setting 3.1, for every ǫ > 0, there is a natural number
N = N(K,S,D, ǫ) such that the following holds:
If G(Kw) is non-compact, and g ∈ Γ is ǫ-separated, then there is a neigh-
borhoodW of the identity in
∏
v∈TΓ
G(Kv) such that the set gclΓ(g)
N contains
a dense subset of W ×∏v/∈TΓ∪{w}〈gclΓv(g)〉.
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Remark 3.9. Under the more restrictive Setting 1.1, for every non-archimedean
v ∈ S, the group G(Kv) is non-compact. In that case, we can prove Propo-
sition 3.8 without using Lemma 3.20 below and conclude that (under Setting
1.1) the constant N depends only on D and ǫ.
Proposition 3.10. In Setting 3.1, for every ǫ > 0 there exists a constant
N = N(Γ, ǫ) such that, for every ǫ-separated element g ∈ Γ, gclΓ(g)N is
dense in 〈gclΓ(α)〉 with respect to the topology induced by G
(
A{w}K
)
, where
A{w}K =
∏′
v 6=wKv is the ring of w-adeles. In particular, it is dense in the
congruence topology.
Note that the constant N in Proposition 3.8 depends only on K,S,D, ǫ
and not on G or Γ. In contrast, the constant N in Proposition 3.10 does
depend on Γ.
Proposition 3.11. In Setting 3.1, there exists a constant N = N(Γ) such
that, for every principal congruence subgroup ∆ contained in Γ, there are
α1, . . . , αN ∈ ∆ such that
∏
1≤i≤N gclΓ(αi) is a dense subset of ∆, with respect
to the congruence topology.
3.2 Finite
Lemma 3.12. Let H ⊆ GLD be a connected and simple algebraic group
defined over a finite field Fq of characteristic p > (4D dimH)4. Denote the
Lie algebra of H by h. Denoting the simply connected cover of H by Hsc,
assume that Hsc(Fq) acts irreducibly on h(Fq). Then, for every non-zero
X ∈ h(Fq), we have
Ad(H(Fq))X + · · ·+Ad(H(Fq))X︸ ︷︷ ︸
4 dimH times
= h(Fq).
Proof. Denote d = dimH . It is well-known that Hsc(Fq) is generated by its
p-elements. Since Hsc(Fq) acts irreducibly on h(Fq) and the action factors
through H(Fq), it follows that there is no subspace of h(Fq) which is invariant
under all p-elements of H(Fq).
Since D < p, the logarithm map is defined on the set of p elements of
H(Fq), and log(u) ∈ h(Fq), for every such u. Since Ad(u) = exp(ad(log(u))),
there is no non-trivial subspace invariant under all elements of the set
{ad(log(u)) | u ∈ H(Fq) is a p-element} .
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It follows that there are u1, . . . , ud ∈ H(Fq) such that {ad(log(ui))X} is a
basis for h(Fq).
Denote ut = exp(t log(u)) and define a map F : Ad → h by
F (t1, . . . , td) =
(
Ad(ut11 ) ◦ Ad(ut22 ) ◦ · · · ◦ Ad(utdd )
)
(X).
F is a polynomial map of degree 2dD and its derivative at (0, . . . , 0) is the
map
dF (0, . . . , 0)(t1, . . . , td) =
∑
tiad(log(ui))X.
Since {ad(log(ui))X} is a basis, dF (0, . . . , 0) is onto. In particular, F is a
dominant map. Let µ be the measure on h(Fq) given by µ =
∑
a∈Fdq
δF (a),
where δa is the delta measure at a. For every t ∈ Fq, uti ∈ H(Fq), so
supp(µ) ⊂ Ad(H(Fq))X .
Fix a non-trivial additive character ψ of Fq. Let χ : h(Fq) → C× be an
additive character. Then χ = ψ◦ϕ, where ϕ : h(Fq)→ Fq is a Fq-linear map.
Denoting the Fourier transform of µ by µ̂, we have
µ̂(χ) =
∑
a∈Fdq
ψ(−(ϕ ◦ F )(a)).
The polynomial ϕ ◦ F has degree 2dD < p. The Weil bounds (see [SGA41
2
,
Proposition 3.8]) give
|µ̂(χ)| < (2dD)qd− 12 ,
for all non-trivial characters χ. We have∣∣∣∣∣ ∑
χ non-trivial
µ̂∗4d(χ)
∣∣∣∣∣ ≤ ∑
χ non-trivial
∣∣∣µ̂(χ)∣∣∣4d < qd(2dD)4dq4d2−2d < q4d2 = µ̂∗4d(1).
By Placherel inversion theorem,
∣∣µ∗4d(g)∣∣ = ∣∣∣∣∣∑
χ
µ̂∗4d(χ)χ(g)
∣∣∣∣∣ ≥ µ̂∗4d(1)−
∣∣∣∣∣ ∑
χ non-trivial
µ̂∗4d(χ)
∣∣∣∣∣ > 0,
so
h(Fq) = supp(µ
∗4d) ⊆ Ad(H)X + · · ·+Ad(H)X︸ ︷︷ ︸
4d times
.
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3.3 Local
In this section, we prove several local versions of Propositions 3.8, 3.10, and
3.11. The versions we prove are for compact Lie groups (Lemma 3.17), Non-
compact groups (Lemma 3.18), compact p-adic groups (Lemma 3.20), and
another version for compact p-adic groups (Lemma 3.22) which works only
for good compact p-adic groups, but gives a uniform bound on the exponent
N .
We will use the following quantitative version of the open mapping theo-
rem:
Lemma 3.13. Let R be the ring of integers of a non-archimedean local field,
let m ⊆ R be the maximal ideal, and let X, Y ⊂ Rd be p-adic manifolds.
There is a constant C such that, for every function f : X → Y which is
given by a convergent power series with coefficients in R, every x0 ∈ X, and
every natural number n such that dfx0(Tx0X ∩ Rd) ⊇ mn(Tf(x0)Y ∩ Rd), we
have f(X) ⊇ Y ∩ (f(x0) +mn+CRd). Moreover, for every k ≥ 0, we have
f
(
X ∩ (x0 +mkRd)) ⊇ Y ∩ (f(x0) +mn+k+CRd).
The following is an immediate consequence of Lemma 3.13:
Lemma 3.14. Suppose that either X, Y, Z are real manifolds or that they
are p-adic manifolds. Let f : X × Y → Z be a continuously differentiable
function. For each y ∈ Y , let fy : X → Z be the function fy(x) = f(x, y).
Assume that there is a point (x0, y0) for which dfy0(x0) : Tx0X → Tf(x0,y0)Z
is onto. Then there are open sets U ⊆ Y and V ⊆ Z such that y0 ∈ U ,
f(x0, y0) ∈ V , and fy(X) ⊇ V , for every y ∈ U .
A compactness argument together with Lemma 3.14 yields:
Corollary 3.15. Suppose that either X, Y, Z are real manifolds or that they
are p-adic manifolds, let z0 ∈ Z, and let C ⊆ Y be a compact set. Let
f : X × Y → Z be a continuously differentiable function. Assume that, for
each y ∈ C there is x ∈ X such that f(x, y) = z0 and dfy(x) is onto. Then
there is an open set z0 ∈ V ⊆ Z such that, for each y ∈ C, V ⊆ fy(X).
Lemma 3.16. Let F be a local field, let H be a connected and almost sim-
ple algebraic group defined over F and let H = H(F ). Let U ⊂ H be a
neighborhood of 1 and let C ⊆ H be a compact set disjoint from Z(H).
Then there is an identity neighborhood V ⊆ H such that, for every g ∈ C,
V ⊆ gclU(g)dimF H .
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Proof. Let d = dimF H and define Φ : U
2d ×H → H as the map
Φ(h1, . . . , hd, x1, . . . , xd, g) =
d∏
i=1
(
h−1i g
−1xigx
−1
i hi
)
.
We claim that the conditions of Corollary 3.15 hold forX = U2d, Y = Z = H ,
z0 = 1, C = C, and f = Φ. It then follows that there is an identity
neighborhood V ⊆ H such that, for all g ∈ C, V ⊆ Φg(U2d) ⊆ gclU(g)d.
Denote the Lie algebra of H by g and let g ∈ C. Since g is not cen-
tral, the subspace W := (Ad(g)− Id)(g) is non-trivial. By assumption, the
adjoint action of any open subgroup of H on g is irreducible, so there are
h1, . . . , hd ∈ U such that Ad(h1)W + · · · + Ad(hd)W = g. The linear map
dΦg(h1, . . . , hd, 1, . . . , 1) : g
2d → g takes the vector (0, . . . , 0, X1, . . . , Xd)
to
∑
Ad(hi)(Ad(g)Xi − Xi). Therefore, the conditions of Corollary 3.15
hold.
Lemma 3.17. Let H be a compact connected almost simple real Lie group,
and let C ⊆ H be a compact set disjoint from Z(H). There is an N =
N(H,C) such that, for every g ∈ C, gclH(g)N = H.
Proof. Let ρ be a bi-invariant Riemannian metric on H with diameter 1. By
Lemma 3.16 (applied with U = H), there is an ǫ > 0 such that gcl(g)dimH
contains the ball of radius ǫ around the identity, for all g ∈ C. Since
the metric is bi-invariant and geodesic, the product of a ball of radius a1
and a ball of radius a2 is a ball of radius min {a1 + a2, 1}. It follows that
gclH(g)
⌈1/ǫ⌉dimH = H .
Lemma 3.18. Let F be a local field, let H be connected semisimple algebraic
group over F such that H(F ) is non compact, and let H ⊆ H(F ) be an open
subgroup. Then there is N = N(F,H,H) such that, for every g ∈ H, we
have gclH(g)
N = 〈gclH(g)〉
Proof. The claim is clear for g ∈ Z(H) (taking N = |Z(H)|), so we may
assume g /∈ Z(H). Fix a maximal split torus A ⊆ H(F ), a maximal compact
subgroup K ⊆ H(F ), and a non-trivial unipotent u0.
First assume that F is non-archimedean. By Lemma 3.16, applied with
C = {u0} and U = H , there is an open neighborhood of 1 that is contained
in gclH(u0)
dimF H . In particular, there is a natural number M such that
the set gclH(u0)
dimF H ∩ K contains a subgroup of index at most M in K.
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We will show that the claim of the lemma holds with N = 2(dimF H)
2 +
5(dimF H)(dimF A) +M
2.
By Lemma 3.16, applied with C = {g} and U = H , gclH(g)dimF H contains
an open neighborhood of 1. Since it is conjugation invariant, gclH(g)
dimF H
contains all unipotents. In particular, it contains u0. It follows that gclH(g)
(dimF H)
2
contains a subgroup of index at most M in K.
For any root α of A, there is a homomorphism φα : SL2(F )→ H(F ) whose
image contains the root group. We claim that φ−1α (H) = SL2(F ). Indeed,
let H+ =
{
x ∈ F | φα
(
1 x
1
)
∈ H
}
, H0 =
{
x ∈ F× | φα
(
x
x−1
)
∈ H
}
,
and H− =
{
x ∈ F | φα
(
1
x 1
)
∈ H
}
. Then H+, H− are finite index sub-
groups of F that are invariant under H0, which is a finite index subgroup of
F×. Hence, H+ = H− = F and φ
−1
α (H) = SL2(F ).
For every unipotent element u ∈ SL2(F ), we have gclSL2(F )(u)5 = SL2(F )
(see, for example, [VW, Theorem 2.5]). Hence, gclH(g)
5dimF H contains the
entire root subgroup of α. Since the root subgroups of A generate A, we
get that A ⊆ gclH(g)5(dimF H)(dimF A). By Cartan decomposition, we get that
gclH(g)
2(dimF H)
2+5(dimF H)(dimF A) contains a subset of index at most M2 in
H(F ), and the claim follows.
In the case F is archimedean, the proof is similar, replacing the condition
that gclH(u0)
dimF H ∩K contains a subgroup of index at most M in K by the
condition that
(
gclH(u0)
dimF H ∩K)M = K.
For the rest of this subsection, we will use the following setting:
Setting 3.19. F is a non-archimedean local field with ring of integers R and
maximal ideal m. D is a natural number, H ⊆ GLD is a simple algebraic
group over R, and H ⊂ H(R) is a compact open subgroup. We denote the Lie
ring of H by h, the mk-th congruence subgroup of GLD(R) by GLD(R;m
k),
and denote H [mk] := H ∩GLD(R;mk).
Lemma 3.20. In Setting 3.19, there are constants c = c(F,D,H,H), N =
N(F,D,H,H) such that
1. For every n, if g ∈ H r (Z(H) ·H [mn]), then gclH(g)|Z(H)|·dimH ⊇
H [mn+c].
2. For any g ∈ H, gclH(g)N = 〈gclH(g)〉.
14
3. For any normal subgroup L of H, there are h1, . . . , hN ∈ L such that
L = gclH(h1) · · · gclH(hN).
Proof. Denote d = dimF H, q = |R/m|, and b = valm |Z(H)|.
1. Let c1 be the constant from Lemma 3.13 applied toX = R
d and Y = H .
By enlarging c1, we can assume that
(a) The series exp converges on mc1g and exp(mc1g) = H [mc1] (and,
hence, exp(mkg) = H [mk], for every k ≥ c1.
(b) [g, g] ⊇ mc1g.
By Lemma 3.16, there is c2 such that, for every g ∈ HrZ(H) ·H [mc1],
gclH(g)
d ⊇ H [mc2]. We will prove that the claim holds with c =
max {2c1 + b, c2}.
Suppose g ∈ H rZ(H) ·H [mn], and let a be the minimal number such
that g ∈ H r Z(H) ·H [ma]. Then 1 ≤ a ≤ n. There are two cases:
Case 1: a ≤ c1. In this case, g ∈ H r Z(H) · H [mc1] and, by the
definition of c2, we have gclH(g)
d ⊇ H [mc2] ⊇ H [ma+c].
Case 2: a ≥ c1+1. In this case, g ∈ Z(H) ·H [ma−1] ⊆ Z(H) ·H [mc1],
so g = ζ exp(X), where ζ ∈ Z(H) and X ∈ ma−1g r mag. Denoting
Y = |Z(H)|X , we get that g|Z(H)| = exp(Y ) and Y ∈ ma−1+bgrma+bm.
By the definition of c1, there are X1, . . . , Xd ∈ mc1g such that the
elements [Xi, Y ] are inm
a−1+b+2c1g and their reduction moduloma+b+2c1
is a basis. Let Φ : Rd → H be the function
Φ(t1, . . . , td) =
[
exp(−t1X1), g|Z(H)|
] · · · [exp(−tdXd), g|Z(H)|]
Then Φ(0, . . . , 0) = 1 and dΦ(0,...,0)(R
d) ⊇ ma+b+2c1−1g. By Lemma
3.13, gclH(g)
|Z(H)|d ⊇ Φ(Rd) ⊇ H [ma+b+2c1+c]
2. Let c be the constant from Claim 1. We will show that Claim 2 holds
with N = |Z(H)| dimF H + qcD2. If g ∈ Z(H), then gclH(g)|Z(H)| =
〈gclH(g)〉. Assume now that g /∈ Z(H) and let n be the minimal natural
number such that g ∈ H r Z(H) ·H [mn]. We have
H [mc+n] ⊆ gclH(g)|Z(H)|dimF H ⊆ 〈gclH(g)〉 ⊆ Z(H) ·H [mn−1].
Since |H [mn−1]/H [mc+n]| < q(c+1)D2 , we get the result.
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3. Let c be the constant from Claim 1. We show that Claim 3 holds with
N = |Z(H)|q(c+1)D2. If L ⊂ Z(H) then the claim holds. Otherwise, let
n be the minimal natural number such that LrZ(H) ·H [mn] 6= ∅, and
choose h1 ∈ Lr Z(H) ·H [mn]. By definition of c,
H [mn+c] ⊆ gclH(h1)|Z(H)|dimF G ⊆ L ⊆ Z(H) ·H [mn−1].
Since |Z(H) ·H [mn−1]/H [mn+c]| < |Z(H)|q(c+1)D2, the result follows.
Lemma 3.21. In Setting 3.19, assume that H is good. Let k ≥ 1. Suppose
g ∈ H(R) and (Ad(g)− Id)h(R) ⊆ mkh(R). Then g ∈ Z(H(R)) ·H(R;mk).
Proof. For k = 1, this follows from the assumption that the action ofH(R/m)
on h(R/m) is faithful.
Assume now that k > 1. By the case k = 1, we know that g ∈
H(R;m). By assumption, g = exp(Y ), for some Y ∈ mh(R). Since Ad(g) =
exp(ad(Y )), we get that [Y, h(R)] ⊆ mkh(R). Since h(R/m) has no center,
we get by induction on k that Y ∈ mkh(R), so g = exp(Y ) ∈ H(R;mk).
Lemma 3.22. In Setting 3.19, assume that H is good. For every g ∈ H(R),
gclH(R)(g)
5|Z(H(R))| dimH = 〈gclH(R)(g)〉. If g ∈ H(R) r Z(H(R)) · H(R)[m],
then 〈gclH(R)(g)〉 = H(R).
Proof. Denote d = dimF H. If g ∈ Z(H(R)), the claim is clear. Assume now
that g ∈ H(R)r Z(H(R)) ·H(R)[m]. By the smoothness assumption, h(R)
is a free R-module of rank d. By Lemma 3.21, the submodule V := (Ad(g)−
Id)(h(R)) ⊆ h(R) is not contained in mh(R). By the irreducibility of the
action of H(R/m) and by Nakayama’s lemma, there are h1, . . . , hd ∈ H(R)
such that Ad(h1)V + . . .+Ad(hd)V = h(R). Define Ψ : H(R)
d → H(R) by
Ψ(x1, . . . , xd) =
d∏
i=1
(
h−1i g
−1xigx
−1
i hi
)
.
We get that h(R) = dΨ|(1,...,1)
(
h(R)d
)
, and, by Lemma 3.13, we get that
H(R;m) ⊆ Ψ (H(R)d) ⊆ gclH(R)(g)d. Since H ⊆ gclH(R)(g)d · H(R;m), the
result follows.
Finally, assume g ∈ Z(H(R)) · H(R)[m] r Z(H(R)). Let k ≥ 1 be the
number such that g ∈ Z(H(R)) ·H(R;mk)rZ(H(R)) ·H(R;mk+1). Since H
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is good, g|Z(H(R)| ∈ H(R;mk)r H(R;mk+1). The same arguments as above
imply that H(R;mk+1) ⊆ gclH(R)(g|Z(H(R)|)d.
Denote the image of g|Z(H(R)| in H(R;mk)/H(R;mk+1) = h(R/m) by X .
By Lemma 3.12
Ad(H(R))X + · · ·+Ad(H(R))X︸ ︷︷ ︸
4d times
= h(R/m).
Taking exponents, we get that(
gclH(R)(g
|Z(H(R)|)
)4d ·H(R;mk+1) = H(R;mk),
so gclH(R)(g
|Z(H(R)|)5d ⊇ gclH(R)(g|Z(H(R)|)4d gclH(R)(g|Z(H(R)|)d ⊇ H(R;mk),
from which the result follows.
3.4 Proofs of Propositions 3.8, 3.10, and 3.11
Proof of Proposition 3.8. By [PR, Theorem 6.16], for any local field F and
integer D, there are only finitely many connected semisimple algebraic sub-
groups of GLD up to isomorphism. Therefore, givenK,S,D, there are finitely
many locally compact groups L1, . . . , LM such that, if G ⊆ GLD is a con-
nected, simply connected semisimple algebraic group defined over K and
v ∈ S, then G(Kv) is isomorphic to one of the Ljs. Applying Lemmas 3.17
(for compact Lie groups), 3.18 (for non-compact groups), and 3.20 (for com-
pact totally disconnected groups) to the groups Li, there is N1, depending
only on K,S,D, ǫ such that
(∀v ∈ S) gclG(Kv)(g)N1 = 〈gclG(Kv)(g)〉. (1)
Let N = max {N1, 5D3}. We will show that the claim holds for N . Indeed,
given g, applying Lemma 3.16 for every v ∈ TΓ, we get a neighborhood Wv
of 1 in G(Kv) such that
(∀v ∈ TΓ) gclΓv(g)N ⊇Wv. (2)
Finally, by Lemma 3.22, we get
(∀v /∈ TΓ ∪ S) gclΓv(g)N = 〈gclΓv(g)〉. (3)
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By the assumptions, G satisfies strong approximation, so Γ is dense in∏
v 6=w Γv. It follows that the closure of gclΓ(g) in
∏
v 6=w Γv is
∏
v 6=w gclΓv(g).
Since Γv = G(Kv), for every v ∈ S, we get from (1), (2), and (3) that∏
v 6=w
gclΓv(g) ⊇
∏
v∈TΓ
Wv ×
∏
v/∈TΓ∪{w}
〈gclΓv(g)〉.
Proof of Proposition 3.10. The proof is almost identical to the proof of Propo-
sition 3.8, except we apply Lemma 3.20 for the groups Γv, for v ∈ TΓ, and
get that there is N2 (this time, depending on Γ) such that
(∀v ∈ TΓ) gclΓv(g)N2 = 〈gclΓv(g)〉. (4)
Taking N = max {N1, N2, 5D2}, the result follows when we use (4) instead
of (2).
Proof of Proposition 3.11. By the assumption that such ∆ exists, we get that
Γ is a congruence subgroup. By replacing Γ by a finite-index subgroup, we
can assume that Γ is a principal congruence subgroup. Let N1 the constant
from Proposition 3.10 applied with Γ and ǫ = 1
2
. For every v ∈ TΓ, apply
Lemma 3.20 to Γv to get a number N2,v, and let N2 = max {N2,v | v ∈ TΓ}.
We will show that the claim holds with N = 2N1 +N2.
Let ∆ be a principal congruence subgroup. For a place v, denote the
closure of ∆ in Γv by ∆v.
By Strong Approximation, there is a non-central 1
2
-separated element
α ∈ ∆. By the definition of N1, gclΓ(α)N1 is dense in
∏
v/∈S〈gclΓv(αv)〉. For
every v ∈ TΓ, choose a natural number kv such that Γv[pkvv ] ⊆ 〈gclΓv(α)〉. Let
T be the finite set of places v /∈ TΓ ∪ S such that α ∈ Z(Γv) · Γv[pv].
For v /∈ S ∪ T ∪ TΓ, gclΓv(α)N1 = 〈gclΓv(α)〉 = Γv. For every v ∈ T ,
there is a natural number kv such that ∆v = Γv[p
kv
v ]. By Strong Approxi-
mation, there is an element β ∈ ∆ such that β ∈ Γv[pkvv ]r Z(Γv) · Γv[pkv+1v ].
We have that gclΓv(β)
N1 = 〈gclΓv(β)〉 = ∆v. For every v ∈ TΓ, there
are elements γv,1, . . . , γv,N ∈ ∆v such that ∆v = gclΓv(γv,1) · · ·gclΓv(γv,N ).
By Strong Approximation, choose elements γ1, . . . , γN2 ∈ Γ such that γi ∼=
γv,i (mod Γv[p
kv
v ]), for all i = 1, . . . , N2. For every v /∈ S,
gclΓv(α)
N1 · gclΓv(β)N1 · gclΓv(γ1) · · · gclΓv(γN2) = ∆v
and the claim holds.
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4 Definability of congruence subgroups
Definition 4.1. Under Setting 1.1, for every q ⊳ A, let G(A; q) be the qth
congruence subgroup of G(A) and let G∗(A; q) consists of the elements whose
images in G(A)/G(A; q) are central. Then {αG(A; q) | q 6= 0} is a basis
to the congruence topology of G(A) and {αG∗(A; q) | q 6= 0} is a basis to a
topology of G(A) which we call the projective congruence topology. Finally,
denote Γ[q] := Γ ∩G(A; q) and Γ∗[q] := Γ ∩G∗(A; q).
Theorem 4.2. Let Γ be as in Setting 1.1. If G = Spinq, assume further that
n ≥ 9. The exists a definable collection F of normal congruence subgroups
of Γ which contains {Γ∗[q] | A 6= q⊳A}.
Proof. Proposition 4.3 below implies that there exists a definable collection D
which is a basis of neighborhoods of identity under the projective congruence
topology. Let N be the constant given by Proposition 3.11. Let F be the
collection of normal subgroups of Γ which are of the form
∏
1≤i≤N gclΓ(αi)Λ
for some α1, . . . , αN ∈ Γ and some Λ ∈ D.
Proposition 4.3. Let Γ be as in Setting 1.1. If G = Spinq, assume further
that n ≥ 9. There exists a uniformly definable collection of subsets of Γ
which is a base of neighborhoods of identity under the projective congruence
topology.
Remark 4.4. By a base of neighborhoods of identity in Proposition 4.3 we
mean a collection A of (not necessarily open) sets, that satisfies the following
conditions:
1. For every A ∈ A, the identity is in the interior of A.
2. For every open set B containing the identity, there is an element A ∈ A
such that A ⊆ B.
4.1 Proof of Proposition 4.3 for non-uniform Γ
Lemma 4.5. Let Φ be a reduced and irreducible root system. Fix a lexico-
graphic order on Φ and let ∆ be the set of simple roots. For any α ∈ ∆,
SpanQ
{
r ∈ Φ+ | r =∑γ∈∆ cγγ with cα > 0} = SpanQ Φ.
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Proof. By the assumptions, the Dynkin diagram of Φ is connected. We claim
that, for every β ∈ ∆, β is in theQ-span of
{
r ∈ Φ+ | r =∑γ∈∆ cγγ with cα > 0}.
We show this by induction on the distance between α and β on the Dynkin
diagram. The basis case α = β is clear. Assume that β 6= α, and let α =
α0, . . . , αn = β be a sequence of elements of ∆ such that 〈αi, αj〉 6= 0 iff i = j±
1. By induction, we have that α0, . . . , αn−1 ∈ Q
{
r ∈ Φ+ | r =∑γ∈∆ cγγ with cα > 0}.
Denoting the reflection in the root αi by sαi , the element r = sαn◦· · ·◦sα1(α0)
is of the form
∑n
i=0 ciαi, with c0, cn > 0, and the claim is proved.
Lemma 4.6. Let G be a connected and simple algebraic group over C, let
P ⊆ G be a maximal parabolic, and let P = L · U be a Levi decomposition.
Then, the kernel of the conjugation action map ρ : L→ Aut(U) is Z(G).
Proof. Let T ⊆ L be a maximal torus. Let Φ be the root system correspond-
ing to the action of T on the Lie algebra of G, and, for χ ∈ Φ, denote the
root space by gχ. There is a lexicographic order on Φ, with corresponding
set Φ+ of positive roots and set ∆ of simple roots, and a simple root α ∈ ∆
such that P is the parabolic attached to {α}. In particular, it follows that
the Lie algebra of U is
LieU =
⊕{
gχ | χ =
∑
γ∈∆
cγγ with cα > 0
}
.
By Lemma 4.5, ker ρ ∩ T = ∩β∈∆ ker β = Z(G). Since L is semisimple and
ker ρ is normal in L, if ker ρ 6= Z(G), then ker ρ∩T 6= Z(G), a contradiction.
Lemma 4.7. Let G be a connected simple algebraic group defined over C,
let P ⊆ G be a parabolic, and let U be the unipotent radical of P . Then
1. CentG(U) ⊂ U · Z(G).
2. CentG(U) = Z(U) · Z(G).
Proof. 1. If Q is a parabolic containing P and V is the unipotent radical
of Q, then V ⊆ U and CentG(U) ⊆ CentG(V ). Hence, it is enough
to prove the claim assuming P is maximal. Let P = L · U be a Levi
decomposition of P . Since CentG(U) ⊆ NG(U) = P , the claim now
follows by Lemma 4.6.
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2. This is an immediate consequence of the first claim.
Lemma 4.8. In Setting 1.1, assume that P ( G is a maximal K-parabolic
defined over K, and let U ⊆ P be the unipotent radical of P . Then
1. CentΓ(U ∩ Γ) = (Z(U) · Z(G)) ∩ Γ.
2. (Z(U) · Z(G)) ∩ Γ is definable.
Proof. 1. Since P is defined over K, so is U . It follows that U ∩ Γ is
Zariski-dense in U . By Lemma 4.7,
CentΓ(U ∩Γ) = CentG(U ∩Γ)∩Γ = CentG(U)∩Γ = (Z(U) ·Z(G))∩Γ.
2. There are finitely many elements in U ∩Γ that generate a Zariski dense
subgroup of U . The result now follows from the first claim.
The following follows from [Rag, Claim 2.11]
Lemma 4.9. In Setting 1.1, assume that P ( G is a maximal K-parabolic,
and let P = L · U be a Levi decomposition defined over K. Denote the
connected component of the Zariski closure of L ∩ Γ by Z. Then Z acts
non-trivially on Z(U).
Remark 4.10. The assumption that the S-rank of G is at least two is used in
a crucial way in Lemma 4.9. However, if |S| > 1, then the claim is easier.
Indeed, in this case, if T ⊆ L is a maximal K-split torus, then T ∩ Γ is
commensurable with T (A), so it is Zariski dense in T . It is known that T
acts non-trivially on Z(U), so the claim follows.
Lemma 4.11. In Setting 1.1, assume that P ( G is a maximal K-parabolic,
and denote the unipotent radical of P by U . For every v /∈ S and every
natural number n there is a natural number m such that, for any g ∈ Γ r
G∗(A; pnv ), the set gclΓ(g)
4dimG contains an element in Z(U)rG(A; pmv ).
Proof. Choose a Levi decomposition P = L ·U and a maximal K-split torus
T ⊆ L. There is a lexicographic ordering of the roots of T acting on the
Lie algebra of G and a simple root α of T such that P is the parabolic
corresponding to α. By [BT65, §5], there is an element w ∈ NG(T )(K) that
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switches the positive and negative roots; the image of w in the Weyl group
has order 2. This implies that Pw
2
= P and, in particular, that P ∩ Pw is
w-invariant.
Let α′ = −w(α) (so α′ is positive), let P ′ be the maximal parabolic corre-
sponding to α′, and let U ′ be its unipotent radical. By Bruhat decomposition,
the map β : U ′×P → G given by β(u, p) = uwp is a K-isomorphism between
U ′ × P and a Zariski open set in G.
Denote the connected component of the identity in the Zariski closure of
P ∩ Pw ∩ Γ by M . Let f : U ′ × P ×M → P be the function f(u, p, x) =
p−1w−1x−1wpuxu−1. By [Rag, Lemma 2.8], the subgroup generated by f(U ′×
P×M) contains
(
Γ ∩ LZ
)0
. By Lemma 4.9, there is an element u0 ∈ Z(U)∩Γ
such that [f(U ′ × P × M), u0] 6= 1. Since U ′ × P × M is connected and
[f(1, 1, 1), u0] = 1, we get that the morphism h : U
′ × P ×M → Z(U) given
by h(u, p, x) = [f(u, p, x), u0] is not constant.
Given v and n, by Lemma 3.16 there is a constant a such that, for every
g ∈ Γ r G∗(Av; pnv ), the set gclΓ(g)dimG is dense in G(Av; pav). Since h is
non-constant but h(u, p, 1) = 1, for every u, p, there is a point (u1, p1) ∈
β−1(G(Av; p
a
v)) such that the function x ∈M 7→ h(u1, p1, x) is non-constant.
Since u1 ∈ U(K), there is a natural number b such that [u1,Γ∩M(Av; pbv)] ⊆
Γ. It follows that there is a natural number c such that f(u1, p1,M(Av; p
b
v)) 6⊆
U(Av; p
c
v). By continuity, there is a neighborhood V ⊆ β−1(G(Av; pav)) of
(u1, p1) such that, for every (u, p) ∈ V, f(u, p,M(Av; pbv)) 6⊆ U(Av; pcv) and
[u1,Γ ∩M(Av; pbv)] ⊆ Γ. We will show that the claim of the lemma holds
with m = c.
Indeed, suppose that g ∈ Γr G(Av; pnv ). Then, there is an element g1 ∈
gclΓ(g)
dimG∩β(V). Writing g1 = uwp, there is an element x ∈ Γ∩M(Av; pbv)
such that h(u, p, x) /∈ U(Av; pcv). We have that
xuwpx−1 = xg1x
−1 ∈ gclΓ(g)dimG
and, since [x, u] ∈ Γ, we get that
xux−1wpuxu−1x−1 = [x, u]g1[x, u]
−1 ∈ gclΓ(g)dimG.
We get that
xf(u, p, x)x−1 = xp−1w−1x−1wpuxu−1x−1 =
(
xg−11 x
−1
) (
[x, u]g1[x, u]
−1
) ∈ gclΓ(g)2dimG.
Therefore, f(u, p, x) ∈ gclΓ(g)2dimG, so h(u, p, x) ∈ gclΓ(g)4dimG. By con-
struction, h(u, p, x) /∈ U(Av; pcv), and the claim is proved.
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Corollary 4.12. Under Setting 1.1, assume that P ( G is a maximal K-
parabolic, and denote the unipotent radical of P by U . For every ideal I ⊳ A,
there is an ideal J ⊳ A such that, if γ /∈ Γ[I], then gclΓ(γ)4 dimG contains an
element in Z(U)(A)r Z(U)(A; J).
Lemma 4.13. There is an ideal J0 such that Γ[J0] ∩ CentG(U) ⊆ Z(U).
Proof. It is known that there is an algebraic representation of G and a vector
a such that U = StabG(a). It follows that there is a regular function f on
G such that f(xu) = f(x) for every x ∈ G and u ∈ Z(U), and such that
f(z) 6= f(1), for every z ∈ Z(G) r {1}. We can also assume that f is
defined over A. Let J0 be an ideal such that f(z) 6≡ f(1) (mod J0), for any
z ∈ Z(G)r {1}. If x ∈ Γ[J0] ∩CentG(U), then x = zu, where z ∈ Z(G) and
u ∈ Z(U) and also f(z) = f(x) ≡ f(1) (mod J0), so z = 1.
Proof of Proposition 4.3 for non-uniform Γ. By assumption, there is a proper,
maximal K-parabolic P ( G. Let U be its unipotent radical. We need to
show that there is a uniformly-definable collection X ⊆ (ΓrZ(Γ))× Γ such
that
1. For each δ ∈ ΓrZ(Γ), Xδ is a symmetric, conjugation-invariant subset
that contains some congruence subgroup.
2. For each ideal I, there is a δ ∈ Γ such that Xδ ⊆ Γ∗[I].
By [ALM, Theorem 5.1], there is a constant N1 such that, for any non-central
element γ ∈ Γ, there is an ideal I(γ) such that gclΓ(γ)N1 ⊇ U(I(γ)). Let
N = max {N1, 4 dimG} and let X ⊂ Γ× Γ be the definable set consisting of
all pairs (x, y) such that gclΓ(y)
N ∩ CentG(U) ⊆ gclΓ(x)N . If δ ∈ Γ is non-
central, then, by Lemma 4.13, Γ[J0I(δ)] ⊆ Xδ, proving (1). On the other
hand, given an ideal I of A, let J be the ideal obtained by applying Corollary
4.12 to I, and let δ ∈ Γ[J ] r {1}. By the definition of J , if γ /∈ Γ∗[I], then
gclΓ(γ)
N ∩ U 6⊆ Γ[J ], and, in particular, γ /∈ Xδ. This proves (2).
4.2 Proof of Proposition 4.3 for G = Spin
Setting 4.14. Under Setting 1.1, assume that G = Spinq and n ≥ 9. Let
c1, c2, c3 ∈ An be non-isotropic orthogonal vectors such that iq
(
(Kwc0 +Kwc1)
⊥
)
≥
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2 and iq(Cw) = 1 where C := Kc0 +Kc1 +Kc2. Let Λ be the subgroup of Γ
consisting of the elements which act on C as ±1.
Lemma 4.15. Under Setting 4.14, Λ is definable.
Proof. Let ∆ be the subgroup of Γ consisting of the elements which act as
the identity on C⊥. Then ∆ is a congruence subgroup of Spinq↾C(K) so ∆ is
finitely generated and the action of ∆ on C is absolutely irreducible. Thus,
CentΓ(∆) = Λ is definable.
We will need the following lemma which follows from Theorem 1.11. The
proof of will be given §8.3 below,
Lemma 4.16. Under Setting 4.14, for every ǫ > 0, there exists N = N(Γ, ǫ)
such that the following holds:
If α ∈ Γ is ǫ-separated, then gclΓ(α)N(c0, c1, c2) contains an open neigh-
borhood of of c¯ in Γ(c0, c1, c2) with respect to the S-adelic topology.
Corollary 4.17. Under Setting 4.14, let α ∈ Γ be a non-identity element. If
gclΓ(α)
MΛ = gclΓ(α)
M+1Λ, then gclΓ(α)
MΛ is a congruence subgroup of Γ.
Proof. The assumption implies that gclΓ(α)
MΛ = 〈gclΓ(α)〉Λ. Fix non-
central β ∈ 〈gclΓ(α)〉. Lemma 4.16 implies that there exists N and 0 6= q⊳A
such that
gclΓ(α)
MΛ = 〈gclΓ(α)〉Λ ⊇ gclΓ(β)NΛ ⊇ Γ[q].
Corollary 4.18. Under Setting 4.14, for every ǫ > 0 there exists N =
N(ǫ,Γ) such every for every ǫ-separated α ∈ Γ,
gclΓ(α)
NΛ = gclΓ(α)
N+1Λ = 〈gclΓ(α)〉Λ.
Proof. Lemma 4.16 implies that there are N1 and q 6= 0 such that gclΓ(α)N1 c¯
contains the q-congruence neighborhood of of c¯ in Γc¯. Let N2 be the con-
stant given by Proposition 3.10. For N = N1 + N2, we have gclΓ(α)
NΛ =
〈gclΓ(α)〉Λ.
Proof of Propostion 4.3. We use Setting 4.14. Let N be the natural number
obtained by applying Corollary 4.18 with ǫ = 1
2
. Then for every γ ∈ Γ,
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γΛγ−1 is the subgroup of Γ which acts on γC as ±1. Moreover, for every
α, γ ∈ Γ and every M , gclΓ(α)M(γΛγ−1) = γ(gclΓ(α)MΛ)γ−1.
Choose γ1, . . . , γn+1 ∈ Spinq(A) such that γ1c1, . . . , γn+1c1 are in general
position in Kn+1 (this means that every n of them are linearly independent).
Lemma 4.15 implies that Y := {α ∈ Γ | gclΓ(α)NΛ = gclΓ(α)N+1Λ} is a
definable subset of Γ. Let X ⊆ Γ× Γ be the definable subset
X := {(α, β) ∈ Γ× Γ | α ∈ Y and β ∈ ∩1≤i≤n+1γi(gclΓ(α)NΛ)γ−1i }.
We will show that {Xα | α ∈ Y } is a uniformly definable collection
of subgroups of Γ which is a basis of neighborhoods of identity under the
projective congruence topology.
Corollary 4.17 implies that, for every α ∈ Y ,Xα is a congruence subgroup.
Let 0 6= q⊳A. We want to show that there exists α ∈ Y such thatXα ⊆ Γ∗[q].
Let p be a prime ideal of odd residue characteristic such that the reductions
of ai modulo p are in general position in (A/p)
n. Let m ≥ 1 be such that
mAn ⊆ SpanA{γic1 | 1 ≤ i ≤ n}. Choose a 12-separated α ∈ Γ[mpq].
Corollary 4.18 implies that α ∈ Y . We will show that Xα ⊆ Γ∗[q].
Let β ∈ Xα. For every 1 ≤ i ≤ n + 1 there exists ǫi ∈ {±1} such that
βγic1 = ǫiγic1(mod mpq). By the choice of p, ǫ1 = ǫ2 = · · · = ǫm+1 = ±1.
Since mAn ⊆ SpanA{γic1 | 1 ≤ i ≤ n}, β ∈ Γ∗[pq].
5 Interpretation of Z
Theorem 5.1. Let Γ be as in Setting 1.1. Then, there is an element α ∈ Γ
of infinite order such that
1. 〈α〉 is definable.
2. The map (αr, αs) 7→ αrs is definable.
In particular, Γ interprets Z.
The proof of Theorem 5.1 is based on the following two propositions:
Proposition 5.2. Under Setting 1.1, there are a definable subgroup Λ of Γ,
a regular quadratic form f on K3 such that if (K
3
w) = 1 and a homomorphism
ρ : Spinf → G which is an isogeny over its image such that ρ(Spinq) ∩ Γ has
finite index in Λ.
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Proposition 5.3. Under Setting 1.1, denote P = {pk | p⊳A is prime and k ≥
1}. Let f , ρ and Λ be as in Proposition 5.2. For every infinite order semisim-
ple α ∈ Λ, there exist d, e ≥ 1 such that, for every cofinite R ⊆ P, the set
{γ ∈ Z(CentΛ(α)) | (∀1 ≤ i ≤ d ∀r ∈ R) (γα−i)e /∈ Γ∗[r]}
is finite.
5.1 Proof of Proposition 5.2 for non-uniform Γ
We will need the following straightforward extension of the notions of de-
finable sets, imaginaries, and interpretations from a single structure to a
sequence of structures.
Definition 5.4. Let L be a first order language, let (Mn)n∈N be a sequence of
L-structures, and let k ∈ N. We say that a sequence of subsets An ⊂ Mkn is
definable if there is an L-formula F (x1, . . . , xk, y1, . . . , ym) and, for each n, an
m-tuple (cn1 , . . . , c
n
m) ∈Mmn such that An =
{
(x1, . . . , xk) ∈ Mkn | F (x1, . . . , xk, cn1 , . . . , cnm)
}
,
for every n. In this case, we also say that the sequence (An) is a definable
sequence of sets in (Mn). In a similar manner, define the notions of definable
sequence of functions between definable sequences of sets in (Mn), and the
notion of a sequence of imaginary sets in (Mn).
Definition 5.5. Let L, L′ be first order languages, let (Mn)n∈N be a sequence
of L-structures, and let (M ′n)n∈N be a sequence of L
′-structures.
1. An interpretation of (M ′n) in (Mn) is a pair (F, f), where F = (Fn)
is a sequence of imaginaries in (Mn) and f = (fn) is a sequence of
bijections fn : Fn →M ′n such that
(a) For each k-ary relation symbol r of L2, the sequence of imaginaries
(f−1n (r
M ′n)) is a definable sequence of subsets of F kn .
(b) For every function symbol g of L2, say of arity (r, s), the sequence
of functions (f−1n ◦ gM ′n ◦ fn) is definable.
2. An interpretation (F, (fn)) of (M
′
n) in (Mn) is called trivial if the se-
quence of functions (fn) is definable.
3. A pair (F1,2,F2,1) consisting of an interpretation F1,2 of (Mn) in (M
′
n)
and an interpretation F2,1 of (M
′
n) in (Mn) is called a bi-interpretation
if the compositions F1,2 ◦F2,1 and F2,1 ◦F1,2 are trivial.
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Proposition 5.6. Let Q be the set of prime powers. The sequence (PSL2(Fq))q∈Q
is in bi-interpretation with the sequence (Fq)q∈Q.
Proof. It is clearly enough to restrict the sequence to q > 3, which we
will do in the rest of the proof. We first construct an interpretation F
of (Fq)q in (PSL2(Fq))q. For every q > 3, let uq =
(
1 1
0 1
)
∈ PSL2(Fq)
and choose tq =
(
ǫ 0
0 ǫ−1
)
∈ PSL2(Fq), for some ǫ ∈ Fq r {0, 1,−1}. The
sequences Uq = CentPSL2(Fq)(uq) and Tq = CentPSL2(Fq)(tq) are definable, as
well as the sequence of functions Uq × Uq → Uq taking
((
1 x
1
)
,
(
1 y
1
))
to
(
1 x+ y
1
)
. For every q and every a :=
(
1 x
1
)
, b :=
(
1 y
1
)
∈ Uqr{1},
there are s1, s2 ∈ Tq such that (s−11 uqs1)(s−12 uqs2) = a; for every such s1, s2,
we have (s−11 bs1)(s
−1
2 bs2) =
(
1 xy
1
)
. This shows that the bijection Uq → Fq
given by
(
1 x
1
)
7→ x is an interpretation.
In the other direction, let G be the interpretation of PSL2(Fq) in Fq
whose imaginary is the set of 4-tuples (x, y, z, w) ∈ Fq satisfying the equation
xw − yz = 1 (modulo ±1), and whose bijection is (x, y, z, w) 7→
(
x y
z w
)
.
The inverse of composition F ◦ G is the function x 7→ (1, x, 0, 1) from Fq
to F4q, which is clearly definable.
Finally, the inverse of the composition G ◦F is the sequence of functions
hq : PSL2(Fq)→ PSL2(Fq)4 given by
hq
(
a b
c d
)
=
((
1 a
1
)
,
(
1 b
1
)
,
(
1 c
1
)
,
(
1 d
1
))
.
We need to show that hq is definable. Let vq =
(
1 0
1 1
)
∈ PSL2(Fq), and
let Vq = CentPSL2(Fq)(vq). The restriction of hq to Uq is definable, as well
as its restriction to Vq. Using the definability of addition and multiplication
operations in Uq, we get that the restriction of hq to UqVqUqVq is definable,
but UqVqUqVq = PSL2(Fq).
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Proposition 5.7. Let Q be the set of prime powers. Let G be a connected,
simply connected and split simple group scheme over Z. Then the sequence
(G(Fq)/Z(G(Fq)))q∈Q is bi-interpretable with the sequence (Fq)q∈Q.
Proof. Let r be the rank of G. It is enough to restrict the claim to the
subsequence q > r + 1. Choose a maximal split torus T , and, for every
q > r + 1, choose a regular element tq ∈ T (Fq). The sequence T (Fq) =
CentG(Fq)(tq) is definable. Let α be a root of (G, T ), let Uα
∼= Ga be the root
subgroup, and choose uq,α ∈ Uα(Fq). Since α is a non-trivial character, there
is a constant k such that α(T (Fq)) contains the collection of all kth powers
in F×q . It follows that there is a constant C (independent of q) such that
α(T (Fq)) + · · ·+ α(T (Fq))︸ ︷︷ ︸
C times
= Fq. It follows that every element in Uα(Fq) is a
product of C conjugates of uq,α by elements of T (Fq). This implies that the
sequence Uα(Fq) is definable. The proof now continues in the same way as
in Proposition 5.6.
Definition 5.8. Let d ∈ N, let R be a domain whose characteristic is bigger
than d, and let u ∈ GLd(R) be a unipotent element. Denote the fraction field
of R by Frac(R). We define uR to be the set exp (R log(u)) ⊆ GLd(Frac(R)).
Note that uR is a group.
Corollary 5.9. Let G be a simply connected Chevalley group scheme over
Z. There is an integer d and a first order formula F (x, y) in the language
of groups such that, for every finite field Fq of characteristic larger than d,
every unipotent element u ∈ G(Fq)/Z(G(Fq)), and every g ∈ G(Fq)/Z(Fq),
we have G(Fq)/Z(Fq) satisfies F (g, u) if and only if g ∈ uFq.
Proof. Using the bi-interpretation ofG(Fq)/Z(Fq) and Fq, the sequence of Lie
algebras g(Fq), as well as the exponential and logarithm maps, are definable.
The following is well known:
Lemma 5.10. Under Setting 1.1,
1. For all but finitely many prime ideals p ⊳ A, GA/p is a simple and
connected algebraic group.
2. For all but finitely many prime ideals p⊳A, we have Γ/Γ∗[p] = G(A/p)/Z(G(A/p))
is a simple group of the Lie type of G.
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In particular, the sets
{∆ ⊆ Γ | ∆ is a maximal normal congruence subgroup}
and
{Γ∗[p] | p⊳A is a prime ideal}
are commensurable.
Lemma 5.11. Let n, C be natural numbers greater than 1. If F is a field
and x, y ∈ GLn(F ) satisfy x−1yx = yC, then yCn! is a unipotent.
Proof. Let λ1, . . . , λn be the eigenvalues of y. Since {λi} =
{
λCi
}
, all λi are
roots of unity of order at most Cn, and the claim follows.
Corollary 5.12. Under Setting 1.1, there is an infinite set Q of primes of
A such that
1. For every q ∈ Q, GA/q is split.
2. The collection {Γ∗[q] | q ∈ Q} is uniformly definable.
Proof. By Theorem 4.2 there is a collection F1 of normal congruence sub-
groups of Γ that contains all subgroups of the form Γ∗[q]. Taking the elements
of F1 which are maximal, we get a uniformly definable collection F2 which,
by Lemma 5.10, is commensurable with {Γ∗[q] | q ⊳ A}. By imposing a lower
bound on the index of the subgroup, we get a uniformly definable collection
F3 consisting of almost all subgroups of the form Γ∗[q].
Let n be such that there is an embedding G →֒ GLn. Let r be the rank
of G and let Φ ⊆ X∗(Grm) be the absolute root system of G. Choose a
basis β1, . . . , βr to X∗(Grm) such that α(βi) ≥ 0, for all α ∈ Φ+, and denote
C = max
{
2α(βi) | α ∈ Φ, i = 1, . . . , r}. By Chebotarev Density Theorem,
there are infinitely many prime ideals p⊳ A such that p 6 |Cn!, GA/p is split,
and A/p contains a primitive (r + 1) root of unity, which we denote by ζp.
In this case, let Grm ∼= T ⊆ GA/p be a split torus defined over A/p and let
t ∈ T (A/p) be the element corresponding to (1, ζp, . . . , ζrp). For each α ∈ Φ+,
choose a non-trivial element uα in the root subgroup of α and, for each
i = 1, . . . , r, let ti = βi(2) ∈ T (A/p). Then, the following hold:
(1) tr+1 = 1 and CentG(A/p)(t) is abelian.
(2) t−1i uαti = u
2α(βi)
α .
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(3) uC
n!
α 6= 1.
Now assume that p⊳A is such that the characteristic of A/p is greater than
max
{
r + 1, n, Cn!, D, 2α(βi) | α ∈ Φ, i = 1, . . . , r} and there are elements t, ti, uα ∈
Γ/Γ∗[p], for i = 1, . . . , r and α ∈ Φ+ satisfying the conditions (1),(2),(3). By
Condition (1), t is regular and semisimple, so S = CentGA/p(t) is a torus de-
fined over A/p. By Conditions (2), (3), and Lemma 5.11, the elements uC
n!
α
are non-trivial unipotents. Every element of S acts on the line A/p · log(uα)
by scalar multiplication, so we get a map f : S → G|Φ|m . Finally, Condi-
tion (2) implies that f is an embedding. Hence, S is split. Letting F4 be
the collection of all subgroups ∆ ∈ F3 for which there are elements in Γ/∆
satisfying Conditions (1), (2), and (3), we get the claim of the Corollary.
Proof of Proposition 5.2 for non-uniform Γ. We will show that there is a ho-
momorphism ρ : SL2 → G which is an isogeny over its image and such that
ρ(SL2)∩Γ is definable. Since SL2 is isomorphic to the spin group of the form
x2 + y2 − z2, this will prove the claim.
Choose u ∈ Γ unipotent. We have that uA ∩ Γ is a subgroup of finite
index in uA, so, after replacing u by some integral power of itself, we can
assume that uA ⊂ Γ. Let X = log(u) ∈ g(K). By Jacobson–Morozov, there
is Y ∈ g(K) such that (X, Y ) is an sl2-pair. There is a natural number m
such that exp(mAY ) ⊂ Γ. Let v = exp(mY ). We have that uA, vA ⊂ Γ and
the Zariski closure of the subgroup generated by uA, vA, which we denote by
S, is isogeneous to SL2.
It remains to show that S ∩ Γ is definable. For any prime q of A, let
Sq be the image of S(A/q) in Γ/Γ
∗[q], and let uq, vq be the images of u, v
in Γ/Γ∗[q]. Let Q be the set of primes given by Corollary 5.12. For all but
finitely many primes q, Sq = u
A/q
q v
A/q
q u
A/q
q v
A/q
q . Using this and Corollary 5.9,
the sequence (Sq)q∈Q is a definable sequence of subsets of (Γ/Γ
∗[q])q∈Q. It
follows that there is a first order formula F such that F (g) holds if and only
if gΓ∗[q] ∈ Sq, for every q ∈ Q. If g ∈ Γ r S, then, for almost all primes
p, the reduction of g modulo p is not in Sp. Thus, F (g) holds if and only if
g ∈ S ∩ Γ.
Proof of Proposition 5.2 for G = Spin. Choose a regular 3-dimensional sub-
set U of Kn such that iq(Uw) ≥ 1. We view Spinq↾U (K) as a subgroup of
Spinq(K). Denote f = q ↾U . There is an isomorphism ρ : Spinf (K) →
Spinq↾U (K). Let Λ be the subgroup of Γ consisting of the elements which act
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on U⊥ as ±1. Then ρ(Spinf(K)) ∩ Γ is of finite index in Λ. The proof of
Lemma 4.15 shows that Λ is definable.
5.2 Proof of Proposition 5.3
In the first few lemmas, we will use the following setting:
Setting 5.13.
1. A is the ring of S-integers in a number field K and P = {pk | p ⊳
A is prime and k ≥ 1}.
2. f is a quadratic from on K3, α ∈ SOf(A) is an infinite order semisim-
ple element, ∆ is a subgroup of CentSOf (A)(α) and, for every ideal q,
∆[q] := ∆ ∩ SOf (A; q).
3. L is the spliting field of the characteristic polynomial of α, T is the set
of places of L that lie above S, and B is the ring of T -integers in L.
4. β 7→ λβ is a non-trivial homomorphism from ∆ to B× such that, for
every β, λβ is an eigenvalue of β. It follows that for every β ∈ ∆ the
eigenvalues of β are {λβ, λ−1β , 1}.
The following is Theorem 2.0 of [Nos]:
Theorem 5.14 (Noskov). Let B be a finitely generated integral domain.
There exists a number d such that, for every distinct elements c1, . . . , cd ∈ B
and every 0 6= a ∈ B, the set {b ∈ B | (∀1 ≤ i ≤ d) b− ci|a} is finite.
The following Lemma is clear.
Lemma 5.15. Under Setting 5.13, assume that K = L. For every non-zero
a ∈ A and λ ∈ A× such that λ − 1 does not divides a, there exist a prime
ideal p⊳A and a natural number m ≥ 1 such that a /∈ Bpm and λ−1 ∈ Bpm.
Lemma 5.16. Under Setting 5.13, assume that K 6= L. Let c ∈ A be a
non-zero element that belongs to every prime ideal of A that is ramified in L.
For every non-zero a ∈ A and λ ∈ U such that λ−1 does not divide ac, there
exist a prime ideal p ⊳ A and a natural number m ≥ 1 such that a /∈ Bpm
and λ− 1 ∈ Bpm.
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Proof. Since λ − 1 does not divide ac, there exist a prime ideal q of B and
m ≥ 1 such that λ− 1 ∈ qm and ac /∈ qm. Denote p := q∩A. We divide the
proof into four cases:
1. Assume that p is inert in L. Then pm = qm ∩ A and Bpm = qm so
a /∈ Bpm and λ− 1 ∈ Bpm.
2. Assume that p splits in L and let σ be the non-identity element of
Gal(L/K). Then pm = qm ∩ A and Bpm ∩ A = pm so a /∈ Bpm.
Since σ(λ) = λ−1, λ − 1 = σ(−λ−1(λ − 1)) ∈ σ(q)m. It follows that
λ− 1 ∈ qm ∩ σ(q)m = (qσ(q))m = Bpm.
3. Assume that p ramifies in L and m = 2l. Then pl = qm ∩ A and
Bpl = qm so a /∈ Bpl and λ− 1 ∈ Bpl.
4. Assume that p ramifies in L and m = 2l + 1. Then λ− 1 ∈ Bpl = q2l.
Since pl+1 = qm ∩A, ac /∈ pl+1. Since c ∈ p and Bpl ∩A = pl, a /∈ Bpl.
Lemma 5.17. Under Setting 5.13, let p⊳A be a prime ideal and define n ≥ 0
to be minimal such that λ2α 6≡Bpn+1 1. If β ∈ ∆ and, for some m ≥ 2n + 1,
λβ ≡Bpm 1, then β ∈ ∆[pm−2n].
Proof. Since all the eigenvalues of α belong to B, it follows from a variant of
the structure theorem of finitely generated modules over principal ideal do-
mains (see [Cas, Lemma 3.2]) that there exists γ ∈ SL3(Bp) such that γαγ−1
is an upper triangular matrix. Since ∆ is abelian and all the eigenvalues of
α are distinct, γ∆γ−1 consists of upper triangular matrices. We can assume
that (γαγ−1)1,1 = λα, (γαγ
−1)2,2 = λ
−1
α and (γαγ
−1)3,3 = 1.
Let β ∈ ∆ and m ≥ 2n + 1 be such that λβ ≡Bpm 1. For every 1 ≤
i < j ≤ 3, let bi,j be the (i, j)-entry of γβγ−1. Since α and β commute,
b1,2 ≡Bpm λ2αb1,2 and b2,3 ≡Bpm λ−1α b2,3. Since λ2α 6≡pn+1B 1, b1,2, b2,3 ∈ Bpm−n.
By the same argument, b1,3 ≡Bpm−n λαbi,j . Since λ2α 6≡pn+1B 1, b1,3 ∈ Bpm−2n.
Thus, γβγ−1 ∈ SL3(B;Bpm−2n) and β ∈ ∆[pm−2n].
Lemma 5.18. Under Setting 5.13, let d be as in Theorem 5.14. Let Q be a
cofinite subset of P. Then
Q := {β ∈ ∆ | (∀q ∈ Q ∀1 ≤ i ≤ d) βα−i /∈ ∆[q]}
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is finite.
Proof. For every prime p⊳ A, let mp ≥ 0 be minimal such that pmp+k ∈ Q,
for every k ≥ 1. For every prime p ⊳ A, let np ≥ 0 be minimal such that
λ2α 6≡Bpnp+1 1. There exists a finite set P of prime ideals of A such that for
every p /∈ P , mp = np = 0. Choose a non-zero element a ∈
∏
p∈P p
mp+2np .
We claim that if β ∈ ∆ and there are a prime ideal p, an integer k ≥ 1,
and an integer 1 ≤ i ≤ d such that a /∈ pk and λβα−i ≡Bpk 1, then β /∈ Q.
Indeed, since a ∈∏p∈P pmp+2np , k ≥ mp + 2np + 1. Lemma 5.17 implies that
βα−i ∈ ∆[pk−2np ]. Since pk−2np ∈ Q, β /∈ Q.
If K = L, define c = 1 and, if K 6= L, let c be as in Lemma 5.16. We will
show that
Q ⊆ {β ∈ ∆ | ∀1 ≤ i ≤ d, λβ − λαi|ac},
so Theorem 5.14 implies that Q is finite. Indeed, let β ∈ ∆ and 1 ≤ i ≤ d
be such that λβ − λαi = λαi(λβα−i − 1) does not divide ac. Lemmas 5.15
and 5.16 imply that there exist a prime ideal p ⊳ A and k ≥ 1 such that
λβα−i ≡Bpk 1 and a /∈ pk. The second paragraph implies that β /∈ Q.
Lemma 5.19. Let K be a number field, S a finite set of places containing
all archimedean ones, A the ring of S-integers in K and P = {pk | p ⊳
A is prime and k ≥ 1}. Let G1, G2 ⊂ (SLn)A be group schemes such that
(G1)K and (G2)K are semisimple, and let ρ : (G1)K → (G2)K be an isogeny
(of algebraic groups over K). Then:
1. ρ−1(G2(A)) is commensurable with G1(A).
2. For almost all prime ideals p ⊳ A and for every k ≥ 1, G2(Ap; pk) ⊆
ρ(G1(Ap; p
k)).
3. For every prime ideal p ⊳ A there exists mp ≥ 0 such that for every
k ≥ 1, G2(Ap; pmp+k) ⊆ ρ(G1(Ap, pk)).
Proof. 1. Let τ : (Matn)A → (Matn)A be the map τ(X) = X + I. The
map τ−1 ◦ ρ ◦ τ : τ−1(G1) → τ−1(G2) is given by polynomials with
coefficients in K. Since τ−1 ◦ ρ ◦ τ(0) = 0, all these polynomials vanish
at 0. Let N ∈ A be the product of all denominators of all coefficients
of all polynomials in τ−1 ◦ ρ ◦ τ . For any ideal q ⊳ A, we have τ−1 ◦
ρ ◦ τ(NqAn2) ⊆ qAn2 , which implies that ρ(G1(A;Nq)) ⊆ G2(A; q).
In particular, taking q = A, we get that ρ(G1(A;N)) ⊆ G2(A). Since
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ρ−1(G2(A)) is discrete and contains a lattice, it is a lattice. Hence,
[ρ−1(G2(A)) : G1(A;N)] < ∞. Since [G1(A) : G1(A;N)] < ∞, they
are commensurable.
2. Let g1 (respectively, g2) be the Lie ring of G1 (respectively, G2). We
show that the claim holds for all prime ideals p⊳A for which both G1
and G2 have good reductions modulo p and the map dρ|1 : g1(Ap) →
g2(Ap) is an isomorphism. Let k ≥ 1 and let g ∈ G1(Ap) be such
that ρ(g) ∈ G2(Ap; pk). Since, by assumption, dρ|g is an isomorphism,
Hensel’s lemma implies that there is h ∈ G1(Ap; pk) such that ρ(gh) =
1, so gh ∈ ker ρ and the claim follows.
3. There is a natural number a such that the power series log(x) and
exp(x) converge on G1(Ap, p
a) and g1(Kp) ∩ pasln(Ap) and define in-
verse bijections between the two sets. Fix ̟ ∈ pAprp2Ap and, for each
natural number t, let δt : G1(Ap; p
a)→ G1(Ap; pa) be the dilation map
δt(g) = exp (̟
t log(g)). For any k ≥ a, we have that δt(G1(Ap; pk)) =
G1(Ap; p
k+t). There is a natural number b such that ϕ := ρ◦ δb is equal
to a convergent power series with coefficients in Ap. Let c be the con-
stant obtained by applying Lemma 3.13 with R = Ap, X = G1(Ap; p
a),
and Y = G2(Ap). Finally, since dϕ|1 = ̟bdρ|1, there is a natural num-
ber d such that dϕ|1 (g1(Kp) ∩ sln(Ap)) ⊇ pd (g2(Kp) ∩ sln(Ap)). By
Lemma 3.13, for every k ≥ a + b,
ρ
(
G1(Ap; p
k)
)
= ϕ
(
G1(Ap; p
k−b)
) ⊇ G2(Ap; pd+k−b+c),
and the result follows.
Proof of Proposition 5.3. Denote H := ρ(Spinf). Since H ⊆ G, we have
ρ(Spinf) ∩ G(A) = H(A). The only finite and non-trivial normal subgroup
of Spinf is the center Z(Spinf ) and this center has order two. We get that
ρ : Spinf → H is either isomorphism or ker ρ = Z(Spinf ). In any case, we
have an isogeny ψ : H → SOf of algebraic groups over K and kerψ is either
trvial or central of over 2. Lemma 5.19 implies that there exists a finite index
normal subgroup Λ∗ ≤ Λ such that Λ∗ ≤ Λ ∩ H(A) and ψ(Λ∗) is contained
in SOf (A). By Lemma 5.19, for every prime ideal p⊳A, there exists mp ≥ 0
such that for every k ≥ 1, ψ(H(Ap, pk)) contains SOf(Ap, pk+mp). We can
further assume that mp = 0 for all but finitely many prime ideals.
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Let β ∈ Λ∗. We claim that, for every prime ideal p and every k ≥ 1, if
β2 /∈ Γ∗[pk], then ψ(β) /∈ SOf(A; pk+mp). Assume otherwise. Lemma 5.19
implies that β ∈ H(A) ∩ ((ker ρ) · H(Ap, pk)) so β2 ∈ H(A) ∩ H(Ap, pk) =
H(A; pk) ⊆ Γ∗[pk], a contradiction.
Let α ∈ Λ∗ be an infinite order semisimple element. Then CentΛ∗(α) is
an abelian subgroup whose torsion subgroup is finite. Let d be the constant
given in 5.18 with respect to ψ(α) and ∆ := ψ(CentΛ∗(α)). Let R ⊆ P be a
cofinite subset and denote Q := {pk+mp | p prime and pk ∈ R}. Note that Q
is cofinite in P. We claim that
D := {γ ∈ CentΛ∗(α) | (∀1 ≤ i ≤ d ∀r ∈ R) (γα−i)2 /∈ Γ∗[r]}
is finite. Let γ ∈ D. The previous paragraph implies that for every q ∈ Q
and every 1 ≤ i ≤ d, ψ(γα−i) /∈ SOf(A; q). Since Q is cofinite in P and kerψ
is finite, Lemma 5.18 implies that D is finite.
Denote e = [Λ : Λ∗]. Let α ∈ Λ be an infinite order semisimple element.
Then αe ∈ Λ∗ is an infinite order semisimple element. Let d be the constant
given in Lemma 5.18 with respect to ψ(αe). In order to finish the proof it
suffices to show that the set
E := {γ ∈ Z(CentΛ(α)) | (∀1 ≤ i ≤ d ∀r ∈ R) (γα−i)2e /∈ Γ∗[r]}
is finite. If γ ∈ Z(CentΛ(α)) then γe ∈ CentΛ∗(αe) so the previous paragraph
implies that {γe | γ ∈ E} is finite. Since Z(CentΛ(α)) is an abelian group
whose torsion subgroup is finite, then map x 7→ xe has finite fibers so E is
finite.
5.3 Proof of Theorem 5.1
Proof of Theorem 5.1. Let f and ρ and Λ be as in Proposition 5.2. Fix an
infinite order semisimple α ∈ Λ and denote Θ := Z(CentΛ(α)). Robinson
[Rob1] proved that (Z,+,×) is definable in (Z,+, |) where | is the divisibility
relation. For every non-zero r, s ∈ Z, r|s if and only if αs ∈ 〈αr〉. Thus, in
order to prove Theorem 5.1, it is enough to show that there exists a definable
subset C ⊆ Θ×Θ such that for every β ∈ Θ of infinite order, Cβ = 〈β〉.
Theorem 4.2 implies that there exists a uniform definable collection F of
normal congruence subgroups in Γ which contains {Γ∗[q] | q⊳A}. Let d, e ≥ 1
be as in Proposition 5.3. Denote Ψ := {β ∈ Θ | ∃(1 ≤ i ≤ d) (βα−i)e = 1}.
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Since the torsion subgroup of Θ is finite, Ψ is a finite. Let D ⊆ Γ×Θ be the
definable subset
D := {(γ, β) ∈ Γ×Θ | (∀∆ ∈ F ∀1 ≤ i ≤ d) γ /∈ ∆→ ((β ∈ Ψ) ∨ (βα−i)e /∈ ∆)}.
Then for every non-identity γ ∈ Γ, Dγ is finite.
Claim 5.20. Let Φ ⊆ Θ be finite. There exists a non-identity γ ∈ Γ such
that Φ ⊆ Dγ.
Proof. There exists a finite set C ⊆ F such there for every ∆ ∈ F \ C,
∆ ∩ {(φα−i)e | φ ∈ Φ and 1 ≤ i ≤ d} = 1. For every non-trivial γ ∈ ∩∆∈C∆,
Φ ⊆ Dγ.
Let E ⊆ Γ3 ×Θ be the definable subset
{((γ, δ1, δ2), β) ∈ Γ3 ×Θ | (β ∈ Dγ) ∧ ((∀∆ ∈ F) δ2 /∈ ∆→ β /∈ δ1∆)}.
Claim 5.21. Let Φ ⊆ Θ be finite. There exist non-identity γ, δ1, δ2 ∈ Γ such
that Φ = E(γ,δ1,δ2).
Proof. Choose non-identity γ ∈ Γ such that Φ ⊆ Dγ . Assume that Dγ =
{βi | 1 ≤ i ≤ r + s} and Φ = {βi | 1 ≤ i ≤ r}. Choose distinct prime ideals
p1, . . . , ps such that for every 1 ≤ j ≤ s, Γ/Γ∗[pj ] is non-abelian and simple
and the map βi 7→ βiΓ∗[pj ] is injective on Dγ .
By the strong approximation theorem, Γ projects onto
∏
1≤j≤s Γ/Γ
∗[pj].
Hence, there exists δ1 ∈ Γ such that for every 1 ≤ j ≤ s, βr+jΓ∗[pj] =
δ1Γ
∗[pj]. Let C ⊆ F consists of the ∆ ∈ F for which there exits 1 ≤ i ≤ r
such that δ1∆ = βi∆. Then C is finite and every ∆ ∈ C is not contained in
any of the subgroups Γ∗[p1], . . . ,Γ
∗[ps]. Since for every 1 ≤ j ≤ s, Γ/Γ∗[pj ] is
simple and every ∆ ∈ C is normal in Γ, ∩∆∈C∆ projects onto
∏
1≤j≤s Γ/Γ
∗[pj].
Thus, there exists δ2 ∈ ∩∆∈C∆ such that for every 1 ≤ j ≤ s, δ2 /∈ Γ∗[pj]. It
follows that Φ = E(γ,δ1,δ2).
Claim 5.21 implies that the collection E of finite subsets of Γ is uniformly
definable. Let C be the subset of Θ × Θ such that for every β, γ ∈ Θ,
(β, γ) ∈ C if and only if there exists Φ ∈ E for which the following two
conditions hold:
a) β ∈ Φ.
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b) If δ ∈ Φ then either δ = γ±1 or βδ ∈ Φ.
We claim that C is the desired definable subset. Let β ∈ Θ be of infinite
order. For every r ∈ N, the set Φ := {βi | 0 ≤ |i| ≤ |r|} satisfies items a)
and b) so (β, βr) ∈ C. On the other hand, if γ /∈ 〈β〉 then every set which
satisfies items a) and b) contains all positive powers of β and thus is not
finite. The proof of Theorem 5.1 is now complete.
6 Bi-interpretation
The goal of this section is to prove Theorem 1.2. The following Lemma
follows from Corollary 2.8 of [AKNS]:
Lemma 6.1. Every self interpretation of Z is trivial.
Robinson [Rob2] proved that Z is a definable subset in the ring of integers
of any number field. Using the fact that every such ring is a free Z-module,
the following lemma can be easily proved for rings of integers. A similar
argument works for rings of S-integers. Alternatively, it follows from the main
Theorem of [AKNS] that every finitely generated infinite integral domain is
bi-interpretable with Z.
Lemma 6.2. Every ring of S-integers of a number field is in bi-interpretation
with Z.
The following is a well known theorem of Go¨del:
Theorem 6.3. Every recursive function N→ Zm and every recursively enu-
merable subset B ⊆ Zm are definable in Z.
Lemma 6.4. Let A, G and Γ be as in Setting 1.1. If G = Spinq, assume
further that n ≥ 9. There exist an interpretation R = (R, r) of Z in Γ, an
interpretation E = (E, e) of Γ in Z and an infinite order element α ∈ Γ such
that for H = (H, h) := E ◦R the restriction of h−1 to 〈α〉 is definable.
Proof. Theorem 5.1 implies that there is an infinite order element element
α ∈ Γ and an interpretation R = (R, r) of Z in Γ such that R = 〈α〉 and
r(αm) = m.
Lemma 6.2 gives an interpretation B = (B, b) of A in Z. Let C := (C, c)
be the standard interpretation of G(A) in A. Then D = (D, d) := C ◦B is
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an interpretation of G(A) in Z. Since Γ is finitely generated, E := d−1(Γ) is
recursively enumerable subset of D. Denote e := d ↾E . Theorem 6.3 implies
that:
a) E is definable so E = (E, e) is an interpretation of Γ in Z.
b) The map p : Z→ E given by p(m) = e−1(αm) is definable in Z.
Item b) implies that the map R∗p : R → R∗E is definable in Γ. Denote
H = (H, h) := E ◦ R. Then H = R∗E and the restriction of h−1 to α is
R∗p.
The following is Theorem 2 of [PS]. It can also be deduced from Theorem
2.3 of [BGT] under the assumption that X is symmetric.
Theorem 6.5 ([PS]). Let G be a finite simple group of Lie type of rank r
and X a generating set of L. Then either X3 = G or |X3| > |A|1+ǫ where ǫ
depends only on r.
Lemma 6.6. Let Γ be as in Setting 1.1 and let α ∈ Γ be of infinite order.
There exist infinitely many prime ideals p ⊳ A such that the order of α in
Γ/Γ[p] is at least |A/p| 13[K:Q] .
Proof. Assume first that α is virtually-unipotent, Then there exists m > 0
such that αm is unipotent. If αm /∈ Γ[p] then the order of the image of αm
in Γ/Γ[p] is at least p = char(A/p). The claim follows since p[K:Q] ≥ |A/p|.
For every rational prime p there exists a prime ideal of p ⊳ A for which
char(A/p) = p. Moreover, if p ⊳ A and char(A/p) = p then |A/p| ≤ p[K:Q].
It follows from the prime number theorem that for a large enough m, the
number of prime ideals p ⊳ A for which |A/p| ≤ m3[K:Q] is at least m3
6 lnm
.
Therefore, in order to prove the lemma it is enough to show that if α is
not virtually-unipotent, then the number of prime ideals p ⊳ A for which
the image of α in Γ/Γ[p] has order at most m, is bounded by a quadratic
function of m. In order to show this it is enough to show that the number of
prime ideals p⊳ A for which the image of α in Γ/Γ[p] has order exactly m,
is bounded by a linear function of m.
Assume that α is not virtually-unipotent. Then α has an eigenvalue λ
which is not a root of unity. Let E be a finite extension of K which contains
λ and let B be the ring of integers of E. Then B contains λ. If p ⊳ A is a
prime ideal and the order of the image of α in Γ/Γ[p] is m, then λm−1 ∈ pB.
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If follows that |B/pB| divides |B/(λm−1)B| = NE/Q(λm−1). In particular,
char(A/p) divides NE/Q(λ
m − 1). The number of distinct prime divisors of
NE/Q(λ
m − 1) is at most log2(NE/Q(λm − 1)) so it is bounded by a linear
function in m. The result follows since for every prime p, there exists at
most [K : Q] prime ideals p⊳ A such that char(A/p) = p.
Corollary 6.7. Let Γ be as in Setting 1.1 and let α ∈ Γ be of infinite order.
There are β1, . . . , βd ∈ Γ such that the set
∏
1≤i≤d〈βiαβ−1i 〉 projects onto
Γ/Γ[p], for infinitely many prime ideals p⊳ A.
Proof. By Margulis’s Normal Subgroup Theorem, [Γ : 〈gclΓ(α)〉] < ∞, so
〈gclΓ(α)〉 is generated by finitely many conjugates of α. By the strong ap-
proximation theorem, for all but finitely many prime ideals p, the normal
subgroup generated by α projects onto Γ/Γ[p]. The result follows from The-
orem 6.5, Lemma 5.10, and Lemma 6.6.
Lemma 6.8. Let G be a group and let L,M be normal subgroups of G.
Let Φ ⊆ G be a symmetric generating subset which contains the identity
and projects onto G/L and G/M . If the quotients maps Φ2 → G/L and
Φ2 → G/M have the same fibers then L =M .
Proof. Assume that the fibers are the same. Define a map ρ : G/L→ G/M
by setting ρ(φL) := φM , for every φ ∈ Φ. Every g ∈ G is a product of
elements in Φ ∪ Φ−1 and induction on the length of this product shows that
ρ(gL) = gM . It follows that ρ is an isomorphism. In particular, g ∈ L if and
only if gL ∈ ker ρ if and only if g ∈M .
Proof of Theorem 1.2. Lemma 6.4 implies that there exist an interpretation
R = (R, r) of Z in Γ, an interpretation E = (E, e) of Γ in Z and an infinite
order element α ∈ Γ such that for H = (H, h) := E ◦ R the restriction of
h−1 to 〈α〉 is definable. Lemma 6.1 states that every self interpretation of Z
is trivial. Therefore, in order to show that Γ is bi-interpretable with Z, it is
enough to prove that the isomorphism h−1 : Γ → H is definable. Since h−1
is a homomorphism, if D1, D2 are definable subsets of Γ and the restrictions
of h−1 to each Di is definable, then the restriction of h
−1 to D−11 and D1D2
are definable.
Margulis’s Normal Subgroup Theorem implies that non-trivial normal
subgroups of Γ have finite index. Since finite index subgroups of Γ are finitely
generated, we can choose β1, . . . , βd ∈ Γ such that Λ := 〈βiαβ−1i | 1 ≤ i ≤ d〉
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is a normal finite index subgroup of Γ. Corollary 6.7 allows us to further
assume that D1 := 〈β1αβ−11 〉〈β2αβ−12 〉 · · · 〈βdαβ−1d 〉 projects onto Γ/Γ[p] for
infinitely many prime ideals p⊳A. Choose a finite representative set D2 for
Γ/Λ which contains the identity and denote D := D1∪D−11 ∪D2∪D−12 . Since
the restriction of h−1 to 〈α〉 is definable, the previous paragraph implies that
the restriction of h−1 to D2 is also definable.
Every ideal of A is generated by two elements. Therefore, there exist
definable sets I and X ⊆ I ×H such that H := {h−1(Γ∗[q]) | q⊳A} = {Xi |
i ∈ I}. Theorem 4.2 implies that there exists a uniformly definable collection
F of normal congruence subgroups of Γ which contains {Γ∗[q] | q ⊳ A}. Let
J˜ and Y ⊆ J˜ × Γ be definable sets such that F = {Yj | j ∈ J˜}. For every
i ∈ I and j ∈ J˜ , denote H [i] = Xi and Γ∗[j] = Yj.
Let J ⊆ J˜ be the definable subset such that j ∈ J if and only if the
following condition holds:
a) DΓ∗[j]/Γ∗[j] = Γ/Γ∗[j].
By the construction of D we get that
b) The set {Γ∗[j] | j ∈ J} is infinite.
We claim that the set W := {(i, j) ∈ I × J | H [i] = h−1(Γ∗[j])} is
definable. We first show that if the claim is true then h−1 is definable. Since
Γ is centerless, two elements of Γ are equal if and only if they are equal modulo
infinitely many Γ∗[q]. Thus, for every γ ∈ Γ and η ∈ H , h−1(γ) = η if and
only if, for every (i, j) ∈ W , there exists δ ∈ D such that δΓ∗[j] = γΓ∗[j]
and h−1(δ)H [i] = ηH [i]. Since h−1 ↾D is definable, the later statement can
be expressed as a first order statement.
It remains to show that W is definable. Let U ⊆ I × J be the set such
that (i, j) ∈ U if and only if the following two conditions hold:
c) h−1(D)H [i]/H [i] = H/H [i].
d) For every δ1, δ2 ∈ D2, δ1Γ∗[j] = δ2Γ∗[j] if and only if h−1(δ1)H [i] =
h−1(δ2)H [i].
Since h−1 is definable on D2, conditions c) and d) are first order condi-
tions. Thus, U is definable. Clearly,W ⊆ U so in order to complete the proof
it is enough to show that U ⊆W . Item d) implies that, for every (i, j) ∈ U ,
h−1 induces a bijection between the fibers of the reduction mapD2 → Γ/Γ∗[j]
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and the fibers of the reduction map h−1(D2)→ H/H [i]. Moreover, items a)
and c) imply that, for every (i, j) ∈ U , D and h−1(D) project onto Γ/Γ∗[j]
and H/H [i], respectively. Thus, Lemma 6.8 implies that U ⊆W .
7 Width of squares and bi-interpretation
The following Lemma is well known, we include a proof for the convenient
of the reader.
Lemma 7.1. The ring Z interprets every finitely presented group.
Proof. We first claim that for every d ≥ 1, the ring Z interprets a finitely
generated free group of rank at least d. This could be proved directly using
Go¨del’s encoding or in the following way: For every d, there exists p ⊳ Z
such that SL2(Z; p) is a free group of rank at least d. Clearly, Z interprets
SL2(Z; p).
Let Γ be a finitely presented group and let ρ : F → Γ be an epimorphism
where F is a free group of finite rank. Since Γ is finitely presented, ker ρ
is a recursively enumerable subset of F . The result follows from Theorem
6.3.
Lemma 7.2. Let Γ be a finitely presented group which is bi-interpretable
with the ring Z. Let k ≥ 2 and assume that the word xk[y, z] has finite width
in Γ. If ∆ is a finite central extension of Γ by a group of size k then ∆ is
bi-interpretable with Z.
Proof. Since bi-interpretability is an equivalence relation, it is enough to
show that Γ and ∆ are bi-interpretable. Identifying Γ with a quotient of ∆
by a central subgroup of size k, we can view Γ as an imaginary in ∆. Then
C := (Γ, idΓ) is an interpretation of Γ in ∆. Lemma 7.1 implies that there
exists an interpretation D := (D, d) of ∆ in Γ. Since Γ is an imaginary in
∆, D is also an imaginary in ∆.
We want to show that D ◦C = D and C ◦D = [D∗Γ, dΓ] are trivial. Since
Γ is bi-interpretable with Z, every self interpretation, in particular C ◦D , is
trivial. Thus, dΓ is definable in Γ. Since we view Γ, and thus also D
∗Γ, as
imaginaries of ∆, dΓ is also definable as a function between two imaginaries
in ∆. Let ρ : ∆→ Γ be the quotient map. We have a commutative square:
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D
d−−−→ ∆yD∗ρ yρ
D∗Γ
dΓ−−−→ Γ
Since ρ is definable in ∆, D∗ρ is definable as a function between imaginaries
of Γ and thus also as a function between imaginaries of ∆. It follows that
ρ ◦ d = D∗ρ ◦ dΓ is definable in ∆.
Recall that the bijection d : D → ∆ induces a group structure on D
and that the induced multiplication D ×D → D is definable in ∆. Denote
w = xk[y, z]. For every δ1, δ2, δ3, δ
′
1, δ
′
2, δ
′
3 ∈ D satisfying ρ ◦ d(δi) = ρ ◦ d(δ′i),
for 1 ≤ i ≤ 3, we have
d (w(δ1, δ2, δ3)) = w(d(δ1), d(δ2), d(δ3)) = w(d(δ
′
1), d(δ
′
2), d(δ
′
3)) = d (w(δ
′
1, δ
′
2, δ
′
3)) .
It follows that if α = w(α1, α2, α3) ∈ w(∆), δ = w(δ1, δ2, δ3) ∈ w(D) and,
for every 1 ≤ i ≤ 3, ρ ◦ d(δi) = ρ(αi), then d(δ) = α. Thus, the restriction
of d−1 to w(∆) is definable. Since w has finite width in Γ and, thus, in ∆,
the restriction of d−1 to 〈w(∆)〉 is definable. Since ∆ is finitely generated,
[∆ : 〈w(∆)〉] <∞ so d−1 is definable.
Definition 7.3. Suppose that L is a first order language and that M is an
L-structure. We denote by AutL(M) the group of automorphisms of M as
an L-structure. In particular, the elements of AutL(M) point-wise fix the
constants.
For every ϕ ∈ AutL(M) and every imaginary I in M , we also denote
by ϕI the automorphism that ϕ induces on I. Note that, if F : I → J is a
definable function between imaginaries, then, for every x ∈ I, F (ϕI(x)) =
ϕJ(F (x)).
Definition 7.4. Suppose that L is a first order language,M is an L-structure
and I is a definable subset of M . Denote the L-theory of M by ThM and let
φ be an LM -formula such that I = φ(M). Then for every ThM model M
′,
I ′ := φ(M ′) is a definable subset of M ′ which is independent of the choice of
the formula φ. Thus, there is no ambiguity in denoting the set I ′ by I(M ′).
We use similar definition and notation in the case where I is an imagi-
nary.
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Lemma 7.5. Suppose that L is a first order language, M is an L-structure
and I is an imaginary. Let ThM be the L-theory of M . Then a necessary
condition for the existence of a definable surjective function form I onto M
is that for every ThM model M
′ and every automorphism ϕ ∈ AutL(M ′), if
ϕI(M ′) = idI(M ′) then ϕ = id.
Proof. Assume that F : I → M is a definable surjective function. Let M ′
be a ThM model and ϕ ∈ AutL(M ′) be such that ϕI(M ′) = idI(M ′). Then
for every x ∈ I(M ′), F (M ′)(x) = F (M ′)(ϕI(x)) = ϕ(F (M ′)(x)). Since
F (M ′) : I(M ′)→ M ′ is surjective, ϕ = id.
Proof of Theorem 1.7. The if part is Lemma 7.2. For the only if part, assume
that the word w = xd[y, z] has infinite width in Γ and, thus, also in ∆. View
Γ as the quotient of ∆ by a central subgroup Λ of size d. In particular, Γ is
an imaginary in ∆. By Lemma 7.1, there exists an interpretation C = (C, c)
of ∆ in Γ. Since Γ is an imaginary of ∆, C is also an interpretation of ∆ in
itself. If ∆ is bi-interpretable with Z then Lemma 6.1 implies that C is trivial
so c : C → ∆ is definable. Lemma 7.5 implies that, in order to show that c
is not definable, it is enough to show that there exists a Th∆-model ∆
′ and
a non-identity automorphism ϕ ∈ AutL∆(∆′) such that ϕ ↾C(∆′)= idC(∆′).
Note that AutL∆(∆
′) is the subgroup of Aut(∆′) consisting of the group
automorphisms which fix every element of ∆ and that, if ϕ ↾∆′/Λ= id∆′/Λ,
then ϕ ↾C(∆′)= idC(∆′).
Let U be a non-principal ultrafilter on N and denote ∆′ :=
∏
n∈N∆/U .
Identify ∆ as a subgroup of ∆′ via the diagonal embedding so ∆′ is a Th∆-
model. Since the width of w in ∆ is infinite, [∆′ : 〈w(∆′)〉] = ∞ and
∆′/〈w(∆′)〉 is an uncountable abelian group of exponent d. Since ∆ is finitely
generated, there exists a non-trivial homomorphism ρ : ∆′ → Λ such that
ρ ↾∆= id∆. The automorphism ϕ ∈ AutL∆(∆′) defined by ϕ(x) = xρ(x) is
the desired automorphism.
8 Proof of Theorem 1.11 and Lemma 4.16
Setting 8.1. K is a number field, S is a finite set of places containing
all archimedean ones, A is the ring of S-integers, Θq = Spinq, where q is
a regular integral quadratic form on An and w ∈ S is a place such that
iq(K
n
w) ≥ 1. Finally, Γ is a congruence subgroup of G(A).
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For every subspace C of Kn, we view Θq↾C(K) := Spinq↾C(K) as a sub-
group of Θq(K).
For every place v, let Kv be the v-completion of K. For a subset C ⊆ Kn
let Cv be its closure in (Kv)
n. In particular, Av = Kv for v ∈ S. For v 6∈ S,
let kv be the residue field of Av and pv : Av → kv be the residue map. The
kernel of pv is denote by pv.
Remark 8.2. In some places we assume the stronger condition iq(K
n
w) ≥ 2.
In particular, in the proofs of Theorem 1.11 and Lemma 4.16 we assume that
iq(K
n
w) ≥ 2.
8.1 Proof of Theorem 1.11
The following definition is essential in what follows.
Definition 8.3. Under Assumption 8.1, let a1 ∈ An be non-isotropic and
a2, a3 ∈ Γa1. We say that (a1, a2, a3) is A-good if there exist a4 ∈ An and
σ, τ ∈ Γ such that σ(a1, a3) = (a1, a4) and τ(a1, a3) = (a2, a4). Similarly,
for any place v, if we replace A by Av and Γ by Γv, we get the notion of an
Av-good triple.
The following lemma is the motivation for Definition 8.3.
Lemma 8.4. Under Setting 8.1, let a1, a2 ∈ An and let M be a symmetric
normal subset of Γ. If there are β, γ ∈ M such that (a1, β(a2), γ(a1)) is
A-good, then a2 ∈M3a1.
Proof. If σ(a1, γ(a1)) = (a1, a4) and τ(a1, γ(a1)) = (β(a2), a4) then δ(a1) =
a2 where δ := β
−1τγ−1τ−1σγσ−1 ∈M3.
Lemma 8.4 implies that, in order to prove Theorem 1.11, it is enough to
show that there exists N such that, for every non-isotropic a1, there exists
an S-adelic neighborhood V of a1 in Γa1 such that, for every a2 ∈ V , there
exist β, γ ∈ gclγ(α)N for which (a1, β(a2), γ(a1)) is A-good.
We start by stating a local-to-global condition for being A-good. Recall
that if B is a commutative ring then a matrix M ∈ Mk(B) is said to be in
general position if for every non-empty I ⊆ {1, . . . , k}, detMI 6= 0 where
MI is the principal I-minor of M . The following lemma is a reformulation
of Lemma 8.1 of [Kne].
Lemma 8.5 (Local-to-global principle for A-good triplets, [Kne, Lemma
8.1]). Under Setting 8.1, assume that n ≥ 6 and iq(Knw) ≥ 2. Let a1, a2, a3 ∈
An be non-isotropic vectors such that iq
(
(Kwa1 +Kwa2)
⊥
) ≥ 1, iq ((Kwa1 +Kwa3)⊥) ≥
1, and the matrix
M(a1, a2, a3) =
q(a1, a1) q(a1, a2) q(a1, a3)q(a2, a1) q(a2, a2) q(a1, a3)
q(a3, a1) q(a3, a1) q(a3, a3)
 (5)
is in general position (note that the (2,3) and (3,2) entries of the above matrix
are equal to q(a1, a3) and not to q(a2, a3)). Assume that, for every place v,
(a1, a2, a3) is Av-good. Then (a1, a2, a3) is A-good.
The next task is to find local conditions for being Av-good. The following
Lemma is a reformulation of Lemmas 7.1, 7.2, 7.3 and 7.4 of [Kne].
Lemma 8.6 (Local conditions for being Av-good). Under Assumption 8.1,
assume that n ≥ 5. Let M(a1, a2, a3) be the matrix defined in Equation (5).
Let v be a place.
1. Let a1, a2, a3 ∈ Anv be non-isotropic vectors that belong to the same Γv-
orbit. If v ∈ S, the matrix M(a1, a2, a3) is in general position, and
iq((Kva1 +Kva3)
⊥) ≥ 1, then (a1, a2, a3) is Av-good.
2. Let a1 ∈ Anv be non-isotropic, and let ∆v be an open subgroup of Γv.
Then there are open sets U2v , U
3
v ⊂ Anv such that U2v ∩ ∆va1 6= ∅, U3v ∩
∆va1 6= ∅ and, for every a2 ∈ U2v ∩∆va and a3 ∈ U3v ∩∆va1, the matrix
M(a1, a2, a3) is in general position and (a1, a2, a3) is Av-good.
3. Assume that v /∈ S, that v is not dyadic and that q is regular on Anv .
Let a1, a2, a3 ∈ Anv be in the same Γv orbit such that M(a1, a2, a3) is
in general position and q(a1) ∈ A×v . Then (a1, a2, a3) is Av-good if the
following two conditions hold:
(i) At least one of discq(a1, a2) or discq(a1, a3) belongs to A
×
v .
(ii) pv(a1), pv(a2), as well as pv(a1), pv(a3), are linearly independent
over kv.
Let a1 ∈ An be non-isotropic vector. We will apply part 1 of Lemma
8.6 only for v = w. Part 2 will be used for a finite set of places with bad
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properties, and part 3 will be used for the remaining places. Note that, if
T ⊇ S is a finite set of places, then the set consisting of the vectors a2 ∈ An
such that for every v 6∈ T , pv(a1), pv(a2) are linearly independent over kv, is
not open in the S-adelic topology. Thus, if a1 ∈ An is non-isotropic, then
the subset of (Γa1)
3 consisting of the triplets that satisfy the conditions of
Lemma 8.6, is not open in the S-adelic topology and we cannot directly use
Lemmas 8.5 and 8.6 in order to prove Theorem 1.11. Lemma 8.8 below allows
us to overcome this issue.
Definition 8.7. Under Assumption 8.1,
1. Let TΓ be as in Definition 3.3 with respect to G := Θq.
2. For α ∈ Γ, let Tα be the set of places v /∈ S for which 〈gclΓ(α)〉 6=
Θq(Av).
3. For a ∈ An, let Ta be the set of places v /∈ S for which q(a) /∈ A×v .
4. For α ∈ Γ and a ∈ An, denote TΓ,a,α := TΓ ∪ Ta ∪ Tα.
The following lemma is an effective version of Lemma 5.2 of [Kne].
Lemma 8.8 (cf. Lemma 5.2 of [Kne]). Under Setting 1.1, for every n ≥ 7
and every ǫ > 0 there exists N = N(n, ǫ) such that the following claim holds:
If α ∈ Γ is ǫ-separated, then there exists an open neighborhood of the
identity, W ⊆ ∏v∈TΓ〈gclΓ(α)〉, such that, for every b1, b2 ∈ An with q(b1) =
q(b2) 6= 0 and every finite set of places T ⊇ TΓ,b1,α ∪ S, the set of elements
β ∈ gclΓ(α)N for which
1. iq (Kwb1 +Kwβb2) = 1.
2. pv(b1), pv(βb2) are linearly independent, for every v /∈ T .
contains a dense subset of W ×∏v∈T\(TΓ∪{w})〈gclΓ(α)〉.
The proof of Lemma 8.8 is given in the next subsection.
Proof of Theorem 1.11 . The proof closely follows the proof of Theorem 6.1
of [Kne].
Denote a1 := a ∈ An, ∆ = 〈gclΓ(α)〉, T := TΓ,a1,α∪S. Lemma 8.8 implies
that there are a constant N and an open neighborhood of the identity W ⊆
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∏
v∈TΓ
〈gclΓ(α)〉 such that, for any b1, b2 ∈ An such that q(b1) = q(b2) = q(a),
and any finite T ′ containing T ,
the set of β ∈ gclΓ(α)N for which iq (Kwb1 +Kwβb2) = 1
and pv(b1), pv(βb2) are linearly independent, for every
v /∈ T ′, contains a dense subset of WT ′ := W ×∏
v∈T ′\(TΓ∪{w})
〈gclΓ(α)〉.
(6)
For every v ∈ TΓ, choose an open normal subgroup ∆∗v ⊆ ∆v such that∏
v∈TΓ
∆∗v ⊆ W . For every v ∈ T \ TΓ, denote ∆∗v = ∆v. Item 2 of Lemma
8.6 implies that for every v ∈ T \ {w}, there are open sets U2v , U3v ⊂ Anv
such that U2v ∩∆∗va1 6= ∅, U3v ∩∆∗va1 6= ∅ and, for every a2 ∈ U2v ∩∆∗va and
a3 ∈ U3v ∩∆∗va1, the matrixM(a1, a2, a3) is in general position and (a1, a2, a3)
is Av-good.
Let V = Γa1 ∩
⋂
v∈TrS U
2
v . We will show that gcl(α)
3Na1 ⊇ V , which
implies that gcl(α)6Na1 contains an S-adelic neighborhood of a in Γa.
Let a2 ∈ V . Lemma 8.4 implies that it is enough to find β, γ ∈ gclΓ(α)N
such that (a1, βa2, γa3) is A-good. We start by finding β. Applying (6)
with b1 = a1, b2 = a2, and T
′ = T , and since {β ∈ Γ ∩WT | βa2 ∈ U2v } is
non-empty and open, we can find β ∈ gclΓ(α)N such that:
(c) For every v ∈ T \ {w}, β ∈ ∆∗v and βa2 ∈ U2v .
(d) iq(Kwa1 +Kwβa2) = 1 so iq((Kwa1 +Kwβa2)
⊥) ≥ 1.
(e) pv(a1), pv(βa2) are linearly independent, for every v /∈ T .
Item (c) and the choice of U2v , U
3
v imply that, for every v ∈ T \ {w} and
a3 ∈ U3v ∩ ∆∗va1, the triple (a1, βa2, a3) is v-good and M(a1, βa2, a3) is in
general position.
We now find γ. One of the requirements on γ will be that γa1 ∈ U3v∩∆∗va1,
for every v ∈ T r{w}. It then follows that the triple (a1, βa2, γa1) is v-good,
for every v ∈ T r {w}.
Since M(a1, βa2, a3) is in general position, disc(a1, βa2) 6= 0. It follows
that the set T (β) consisting of the places v 6∈ T for which disc(a1, βa2) 6∈ A×v
is finite. For every v ∈ T (β), q(a1) ∈ A×v and ∆v = Θq(Av). Thus, for every
v ∈ T (β), the set of γv ∈ ∆v such that disc(a1, γva1) ∈ A×v is non-empty
and open. Applying (6) with b1 = b2 = a1 and T
′ = T ∪ T (β), there is
γ ∈ gclΓ(α)N such that
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(f) For every v ∈ T \ {w}, γ ∈ ∆∗v and γa1 ∈ U3v .
(g) disc(a1, γa1) ∈ A×v for v ∈ T (β).
(h) iq(Kwa1 +Kwγa1) = 1 so iq((Kwa1 +Kwγa1)
⊥) ≥ 1.
(i) pv(a1), pv(γa1) are linearly independent, for every v /∈ T ∪ T (β). It
follows from item (g) that pv(a1), pv(γa1) are linearly independent also
for v ∈ T (β).
Since γa1 ∈ U3v∩∆∗va1,M(a1, βa2, γa1) is in general position and (a1, βa2, γa1)
is Av-good for every v ∈ T r {w}. Item 1 of Lemma 8.6 and item (h) imply
that (a1, βa2, γa1) is w-good. Item 3 of Lemma 8.6, items (e), (g), (i), and
the definition of T (β) imply that (a1, βa2, γa1) is Av-good for every v 6∈ T .
We conclude that (a1, βa2, γa1) is Av-good for every v. Lemma 8.5 and
items (d) and (h) imply that (a1, βa2, γa1) is A-good. Lemma 8.4 shows that
a2 ∈ gclΓ(α)3N .
8.2 Proof of Lemma 8.8
Lemma 8.9 (Lemmas 4.2, 4.3, 4.4, 4.5 and 4.6 of [Kne]). Under Setting 8.1,
assume that n = 3 or n ≥ 5. Let α ∈ Γ \ Z(Γ) and denote ∆ := 〈gclΓ(α)〉.
Then:
1. ∆ is dense in
∏
v 6=w∆v.
2. Let v ∈ S. Then, ∆v = Γv = Θq(Kv).
3. For every v 6∈ S, ∆v is open in Θq(Kv).
4. For all but finitely many v 6∈ S, ∆v = Γv = Θq(Av).
5. If v 6∈ S ∪ TΓ, then pv(Θq(Av)) = Θq(kv).
Lemma 8.10 (Lemma 4.7 of [Kne]). Under Assumption 8.1, assume that
n = 3 or n ≥ 5. Let b1, b2 ∈ Kn be non-zero vectors and let U be a non-
empty open subset of Θq(A{w}). For every r > 0, there is a non-empty open
subset W ⊆ U such that every element α ∈ Θq(K)∩W , |q(b1, αb2)|w > r. In
particular, if r is large enough then iq(Kwb1 +Kwαb2) = 1.
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Definition 8.11. For an element α ∈ Θq(K), the support of α is the subspace
supp(α) := {a ∈ Kn | α(a) = a}⊥. We say that α is strongly ǫ-separated if
α ↾supp(γ) is ǫ-separated in Θq↾supp(γ)(K).
For example, any reflection is
√
2-separated, but not strongly ǫ-separated,
for any ǫ > 0. The following lemma is an effective version of Lemma 4.8 of
[Kne].
Lemma 8.12 (cf. Lemma 4.8 of [Kne]). For every n ≥ 5 and every ǫ > 0
there exists N = N(n, ǫ) such that the following claim holds:
If α ∈ Γ is ǫ-separated then the set gclΓ(α)N contains a strongly 1-
separated element β such that supp(β) is a 5-dimensional regular subspace
and iq(supp(β)w) ≥ 1.
Proof. The proof is by induction on n. Assume that n = 5. Let N = N(5, ǫ)
be the constant in Proposition 3.8. For every v ∈ Sdef , choose βv ∈ Θv(Kv)
such that distv(βv, Z(Θv)) > 1 and supp(βv) = K
5
v . The definition of N
implies that there exists β ∈ gclΓ(α)N such that β is arbitrary close to βv,
for every v ∈ Sdef . If the approximation is good enough, then β has the
required properties.
Assume n > 5 and let M = M(n, ǫ) be the constant in Proposition 3.8.
For every v ∈ S \ {w}, choose av ∈ Anv and βv ∈ 〈gclΓ(α)〉v = Θq(Kv) such
that, for cv,i := β
i
vav, the following hold:
(a) For every v ∈ Sdef , cv,0, cv,1, cv,2, cv,3, cv,4 is an orthonormal basis to a
regular 5-dimensional subspace.
(b) For every v ∈ S \ (Sdef ∪ {w}), SpanKv{cv,i | 0 ≤ i ≤ 4} is a regular
isotropic subspace.
A straightforward computation shows that, for every v ∈ Sdef and every γv ∈
Θq(Kv), if supp(γv) = SpanKv{cv,0, cv,1}, γv(cv,0) = cv,1 and γv(cv,1) = −cv,0
then, for δv = βvγvβ
−1
v γ
−1
v , we have distv(δv ↾supp(δv), Z(Θq↾supp(δv)(Kv)))) =√
2. Lemma 8.10 implies that we can choose a ∈ Anv and β ∈ gclΓ(α)M
which are arbitrary close to av and βv, for every v ∈ S \ {w}, such that
iq(Kwa+Kwβa) ≥ 1. If the approximation is good enough, then for ci := βia,
the following hold:
(c) C := SpanK{ci | 0 ≤ i ≤ 2} and D := SpanK{ci | 0 ≤ i ≤ 4} are
regular.
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(d) For every v ∈ Sdef and every γv ∈ Θq(Kv) satisfying supp(γv) =
SpanKv{c0, c1}, γv(c0) = c1, and γv(c1) = −c0, we have supp(βγvβ−1γ−1v ) ⊆
C (because supp(βγvβ
−1) = SpanKv {c1, c2}) and distv(βγvβ−1γ−1v ↾C
, Z(Θq↾C(Kv))) > 1.
(e) For every v ∈ S \ (Sdef ∪ {w}), Dv is an isotropic subspace.
The group Γ∩Θq↾C (K) is a congruence subgroup in Θq↾C(K) and iq(Cw) ≥
1. Hence, the strong approximation theorem and item (d) imply that there
exists γ ∈ Γ ∩ Θq↾C(K) such that δ := βγβ−1γ−1 ∈ gclΓ(α)2M ∩ Θq↾D(K)
is 1-separated in Θq↾D(K). Since Γ ∩ Θq↾D(K) is a congruence subgroup in
Θq↾D(K) and iq(Dw) ≥ 1, the induction basis implies that gclΘq↾D (K)∩Γ(δ)
N ⊆
gclΓ(α)
2NM contains the required element.
Proof of Lemma 8.8. The proof closely follows the proof of Theorem 5.2 of
[Kne]. Lemma 8.12 implies that there is N1 for which there exists an β ∈
gclΓ(α)
N1 such that:
(a) C := supp(β) is a regular 5-dimensional plane.
(b) β is strongly 1-separated.
(c) iq(Cw) = 1.
By replacing β with a conjugate element, we can assume that b1 6∈ C∪C⊥.
Denote Λ := Γ ∩Θq↾C(K), then Λ is a congruence subgroup of Θq↾C(K) and
β ∈ Λ. By choosing a free A-lattice M ⊆ C, we get a form ΘM,q↾C of Θq↾C
defined over A. There is a finite set T ′ of places, disjoint form T , a constant
N2 and a neighborhood of the identity W
′ ⊆ ∏v∈(T∪T ′)\{w}Θq↾C(Kv) such
that the following items hold:
(d) For every v 6∈ T ∪ T ′, Anv ∩ Cv = Mv and q is regular on pv(Mv). In
particular, knv is an orthogonal sum of pv(Mv) and pv(Mv)
⊥
(e) For every v 6∈ T ∪ T ′, pv(b1) /∈ pv(Mv)⊥.
(f) For every v 6∈ T ∪T ′, 〈gclΛ(β)〉v = ΘM,q↾C(Av) and πM,v(ΘM,q↾C(Av)) =
ΘM,q↾C(kv).
(g) gclΛ(β)
N1 contains a dense subset of W ′ ×∏v/∈T∪T ′∪{w}〈gclΛ(β)〉v.
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Indeed, item (d) follows from the fact that for all but finitely many places
v, Anv∩Cv = Mv and q is regular onMv. Item (e) follows from the assumption
that b1 6∈ C⊥. Item (f) follows from Lemma 8.9 applied to β and Λ. The
existence of N2 and W
′ for which Item (g) holds follows from Proposition 3.8
applied to β and Λ.
Proposition 3.8 applied to Γ and α shows that there exit a constant N3
and an open neighborhood of the identity W ⊆ ∏v∈TΓ Θq(Kv) such that
gclΓ(α)
N3 contains a dense subset of W ×∏v/∈TΓ∪{w}〈gclΓ(α)〉v. Let U be a
non-empty open subset of W ×∏v∈T\(TΓ∪{w})〈gclΓ(α)〉v. We will show that
the intersection of gclΓ(α)
N1N2+N3 with U contains an element which satisfies
the desired properties.
Fix some place u /∈ T ∪ T ′. Then q(b1) = q(b2) ∈ A×u so pv(b2) 6= 0.
Since 〈gclΓ(α)〉u = Θu and dimC⊥ ≥ 2, there exist γu ∈ 〈gclΓ(α)〉u such that
b1 +Cu and γub2 +Cu are linearly independent in K
n
u/Cu. For every v ∈ T ′,
pv(〈gclΓ(α)〉v) = Θq(kv), q is regular on knv and q(b1) = q(b2) ∈ A×v , thus
pv(b2) 6= 0 and there exists γv ∈ 〈gclΓ(α)〉v for which pv(b1) and pv(γvb2) are
linearly independent over kv. Approximation at the places in T ∪ T ′ ∪ {u}
implies that there is γ ∈ gclΓ(α)N3 with the following properties:
(h) γ ∈ U .
(i) b1 + C and γb2 + C are linearly independent in K
n/C.
(j) pv(b1) and pv(γb2) are linearly independent over kv for v ∈ T ′.
Item (i) implies that there is a finite set of places T ′′ which is disjoint
from T ∪ T ′ such that:
(k) For every v 6∈ T ∪ T ′ ∪ T ′′, the images pv(b1) + pv(Mv) and pv(γb2) +
pv(Mv) are linearly independent in k
n
v /pv(Mv).
For every v ∈ T ′′, q(b1) = q(b2) ∈ A×v so pv(b2) 6= 0. If v ∈ T ′′ and
pv(γb2) ∈ pv(M)⊥, denote γ′v = id. Item (e) implies that pv(b1) and pv(γ′vγb2)
are linearly independent over kv. If v ∈ T ′′ and pv(γb2) /∈ pv(M)⊥, then
items (d), (e) and (f) imply that there is γ′v ∈ ΘM,q↾C(Av) such that pv(b1)
and pv(γ
′
vγb2) are linearly independent over kv. Let V be an open subset of
Θq↾C(A
{w}) such that for every γ′ ∈ Θq↾C (K) ∩ V :
(l) For every v ∈ T \ {w}, γ′ is so close to 1 such that γ′γ ∈ U .
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(m) For every v ∈ T ′, γ′ is so close to 1 such that pv(b1) and pv(γ′γb2) are
linearly independent over kv.
(n) For v ∈ T ′′, γ′ is so close to γ′v such that pv(b1) and pv(γ′γb2) are
linearly independent over kv.
Let c1 and c2 be the orthogonal projections of b1 and γ(b2) to C. Items
(f) and (g) and Lemma 8.10 applied to β and Λ, imply that there exists
γ′ ∈ gclΛ(β)N2∩V such that q(c1, γ′c2) is arbitrary large. If q(c1, γ′c2) is large
enough then iq(Kwb1+Kwγ
′γb2) = 1. Denote δ := γ
′γ ∈ gclΛ(β)N2 gclΓ(α)N3 ⊆
gcl(α)N1N2+N3. Item (l) implies that δ ∈ U . The linear independence of pv(b1)
and pv(δb2) follows for v ∈ T ′ from item (m) , for v ∈ T ′′ from item (n) and
for v 6∈ T ∪ T ′ ∪ T ′′ from item (k).
8.3 Proof of Lemma 4.16
Lemma 8.13 (cf. Lemma 4.10 of [Kne]). Under Setting 8.1, assume that
iq(Kw) ≥ 2 and n ≥ 6. For every ǫ > 0 there exists a constant N = N(n, ǫ)
(in particular, N does not depend on q nor on Γ) such that the following
claim hold:
If α is ǫ-separated and a ∈ Kn is non-isotropic, then gclΓ(α)N contains
an element which fixes a and is strongly 1-separated.
Proof. Let N := N(n, ǫ) be as in Proposition 3.8. Lemma 8.10 and approxi-
mation imply that there exist β ∈ gclΓ(α)N and γv ∈ Θq↾(Kva+Kvβa)⊥ (Kv), for
every v ∈ Sdef , such that:
(a) Ka+Kβa+Kβ2a is a regular 3-dimensional subspace.
(b) iq(Kwa +Kwβa) = 1.
(c) For every v ∈ Sdef , distv((β−1γ−1v βγv) ↾(Kva)⊥ , Z(Θq↾(Kva)⊥ (Kv))) > 1.
Since iq((Kwa+Kwβa)
⊥) ≥ 1 and Λ := Γ∩Θq↾
(Ka+Kβa)⊥
(K) is a congruence
subgroup of Θq↾
(Ka+Kβa)⊥
(K), the strong approximation theorem implies that
there exists γ ∈ Λ which is arbitrary close to γv, for every v ∈ Sdef . If
the approximation is good enough, then δ := β−1γ−1βγ ∈ gclΓ(α)2N fixes
a and the restriction of δ to (Ka)⊥ is 1-separated in Θq↾
(Ka)⊥
(K). Lemma
8.12 implies that there exists M = M(n) such that gclΓ∩Θq↾
(Ka)⊥
(K)(δ)
M ⊆
gclΓ(α)
2NM contains the required element.
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Corollary 8.14. Under Setting 8.1, assume that iq(Kw) ≥ 2 and n ≥ 6. For
every ǫ > 0 there exists a constant N = N(n, ǫ) such that the following claim
hold:
Let d ≤ n − 6 and let a0, a1, . . . , ad ∈ Kn be non-isotropic orthogonal
vectors such that iq((Kwa0 + . . .Kwad−1)
⊥) ≥ 2. If α ∈ Γ is ǫ-separated and
q⊳A, then there exists β ∈ gclΓ(α)N ∩Θq(A; q) which is strongly 1-separated
and fixes a0, . . . , ad.
Proof. Denote ǫ′ = min(1, ǫ). For every 0 ≤ k ≤ d, denote Uk := (SpanK{ai |
0 ≤ i ≤ k − 1})⊥ and Γk := Γ ∩Θq↾Uk (K). For every 6 ≤ n′ ≤ n let N(n′, ǫ′)
be the constant given by Lemma 8.13 with respect to n′ and ǫ′ . Denote
N := max{N(n′, ǫ′) | 6 ≤ n′ ≤ n}.
We will prove by induction on 1 ≤ k ≤ d that there exists a strongly
1-separated αk ∈ gclΓ(α)Nk ∩ Θq↾Uk (K). The case k = 1 follows from the
definition of N . Assume that the claim is true for some 1 ≤ k < d. Since Γk
is a congruence subgroup in Θq↾Uk (K), by the definition of N , there exists a
strongly 1-separated
αk+1 ∈ gclΓk(αk)N ∩Θq↾Uk+1 (K) ⊆ gclΓ(α)N
k+1 ∩Θq↾Uk+1 (K).
For every 5 ≤ n′ ≤ n let M(n′, 1) be the constant given by Proposition
3.8 and denote M = maxn′ M(n
′, 1). By the definition of M , there exists a
strongly 1-separated
β ∈ gclΓd(αd)M ∩Θq(A; q) ⊆ gclΓ(α)N
dM ∩Θq↾Ud (K) ∩Θq(A; q).
Proof of Lemma 4.16. Denote ǫ′ = min(ǫ, 1) and let N := N(n, ǫ′) be the
the constant given by Corollary 8.14. For every n− 2 ≤ n′ ≤ n, let M(n′, ǫ′)
be the constant given by Theorem 1.11 and denote M := maxn′ M(n
′, ǫ′).
For every 0 ≤ r ≤ 2, let Ur := (SpanK{ci | 0 ≤ i ≤ r − 1})⊥ and Γr :=
Γ ∩ Θq↾Ur (K). Note that Γr is a congruence subgroup in Θq↾Ur (K), that
U0 = K
n, and that Γ0 = Γ.
By the definition of N , there exists a strongly 1-separated element α2 ∈
gclΓ(α)
N ∩ Θq↾U2 (K). By the definition of M , there exists 0 6= q2 ⊳ A such
that gclΓ2(α2)
Mc2 contains the q2-th neighborhood of c2 in Γ2c2.
By the definition of N , there exists a strongly 1-separated element α1 ∈
gclΓ(α)
N ∩ Θq↾U1 (K) ∩ Θq(A; q2). By the definition of M , there exists 0 6=
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q1 ⊳ A such that q1 ⊆ q2 and gclΓ1(α1)Mc1 contains the q1-th neighborhood
of c1 in Γ1c1.
By the definition of N , there exists a strongly 1-separated element α0 ∈
gclΓ(α)
N ∩ Θq↾U0 (K) ∩ Θq(A; q1). By the definition of M , there exists 0 6=
q0 ⊳ A such that q0 ⊆ q1 and gclΓ0(α0)Mc0 contains the q0-th neighborhood
of c0 in Γ0c0.
We claim that the q0-th neighborhood J of (c0, c1, c2) in Γ(c0, c1, c2) is
contained in gclΓ(α)
3MN(c0, c1, c2). For every 0 ≤ r ≤ 2, denote the qr-
th neighborhood of cr in Γrcr by Jr. Let (b0, b1, b2) ∈ J . There exists
β0 ∈ gclΓ0(α0)M such that β0c0 = b0. Since α0 ∈ Θq(A; q1), β−10 b1 ∈ J1.
Thus, there exists β1 ∈ gclΓ1(α1)M such that β1c1 = β−10 b1. Since α0, α1 ∈
Θq(A; q2) , β
−1
1 β
−1
0 b2 ∈ J2. Thus, there exists β2 ∈ gclΓ2(α2)M such that
β2c2 = β
−1
1 β
−1
0 b2. It follows that β0β1β2(c0, c1, c2) = (b0, b1, b2) and β0β1β2 ∈
gclΓ(α)
3MN .
A Bi-interpretability of A and PSLn(A)
Setting A.1. n ≥ 3 is an integer, A is an infinite integral domain of
Krull dimension d < ∞ which has trivial Jacobson radical and PSLn(A) :=
SLn(A)/Z(SLn(A)).
1. For every q⊳A, ρq : SLn(A)→ SLn(A/q) is the quotient map, SLn(A; q) :=
ker ρq is the q-th congruence subgroup and SL
∗
n(A; q) := ρ
−1
q (Z(SLn(A/q))).
2. For every 1 ≤ i 6= j ≤ n, a ∈ A and q ⊳ A, ei,j(a) ∈ SLn(A) is the
matrix with 1 on the diagonal, a in the (i, j)-entry and zero elsewhere,
ei,j := ei,j(1), Ei,j(A) := {ei,j(b) | b ∈ A}, U(A) := E1,2(A)E1,3(A) · · ·E1,n(A),
Ei,j(A; q) := Ei,j(A)∩ SLn(R; q) and U(A; q) := U(A)∩ SLn(A; q). Fi-
nally, for every 1 ≤ i 6= j ≤ n, let pi,j ∈ SLn(A) be a permutation
matrix such that for every a ∈ A, pi,je1,n(a)p−1i,j = ei,j(a).
3. PSLn(A; q) and PSL
∗
n(A; q) are the images in PSLn(A) of SLn(A; q)
and SL∗n(A; q) respectively. By abuse of notation, we denote by ei,j(a),
ei,j, pi,j, Ei,j(A), U(A), Ei,j(A; q) and U(A; q) the images of ei,j(a),
ei,j, pi,j, Ei,j(A), U(A), Ei,j(A; q) and U(A; q) in PSLn(A).
Lemma A.2. Under Setting A.1, let q ⊳ A be a maximal ideal and let
e1, . . . , en be the standard basis of A
n. Let β ∈ SLn(A) be such that β is
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equivalent to e2,1 modulo q. Then there exists γ ∈ SLn(A) which fixes the
vectors e1 and βe1 and is equivalent to e1,3 modulo q.
Proof. Let K be the field of fractions of A. Denote e∗2 = βe1 and for every
1 ≤ i 6= 2 ≤ n, e∗i := ei. Then e∗1, , . . . , e∗n is a basis of Kn. Let δ be the
matrix such that, for every 1 ≤ i ≤ n, the ith column of δ is e∗i . Then
δ ∈ Mn(A) ∩ GLn(K) and δ is equivalent to e1,2 modulo q. Denote the
(2, 2)-coordinate of δ by a. Then a is equivalent to 1 modulo q and γ :=
δe1,3(a)δ
−1 ∈ SLn(A) is the required matrix.
Lemma A.3. Under Setting A.1, if q ⊳ A is a maximal ideal and α /∈
SL∗n(A; q) then gclSLn(A)(α)
32 ∩ U(A) is not contained in U(A; q).
Proof. By Gauss elimination, SLn(A) projects onto SLn(A/q). It is easy to
see that, if F is a field and g ∈ SLn(F ) in not-central, then e2,1 ∈ gclSLn(F )(g)8
(cf. the proof of Lemma 2.9 in [ALM]). Choose β ∈ gclSLn(A)(α)8 such
that β is equivalent to e2,1 modulo q. Lemma A.2 implies that there exists
γ ∈ SLn(A) that fixes e1 and βe1 and is equivalent to e1,3 modulo q. Then
η := [β, γ] := β−1γ−1βγ ∈ gclSLn(A)(α)16 fixes e1 and is equivalent to e2,3
modulo q. It follows that [e1,2, η] ∈ gclSLn(A)(α)32 ∩ U(A) is equal to e1,3
modulo q.
Lemma A.4. Under Setting A.1,
1. Z(CentPSLn(A)(e1,n)) = E1,n(A).
2. For every a, b ∈ A, e1,n(a)e1,n(b) = e1,n(a + b).
3. For every a, b ∈ A, [p1,n−1e1,n(a)p−11,n−1, pn−1,ne1,n(b)p−1n−1,n] = e1,n(ab).
In particular, PSLn(A) interprets the ring A.
Proof. The proof consists of simple computations which are omitted.
Lemma A.5. Under Setting A.1, The collections {U(A; q) | q⊳A is maximal}
and {PSL∗n(A; q) | q⊳A is maximal} are uniformly definable.
Proof. Lemma 1.5 of [AKNS] implies that {q ⊳ A | q is maximal} is uni-
formly definable in A. Lemma A.4 implies that the family {E1,n(A; q) |
q⊳A is maximal} is uniformly definable in PSLn(A). For every ideal q⊳A,
U(A; q) =
∏
2≤j≤n
E1,j(A; q) =
∏
2≤j≤n
p1,jE1,n(A; q)p
−1
1,j
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so {U(A; q) | q ⊳ A is maximal} is uniformly definable. Lemma A.3 im-
plies that for every maximal ideal q ⊳ A, α ∈ PSL∗n(A; q) if and only if
gclPSLn(A)(α)
32 ∩ U(A) ⊆ U(A; q). Thus, {PSL∗n(A; q) | q⊳A is maximal} is
uniformly definable.
Theorem A.6. Under Setting A.1, A and PSLn(A) are bi-interpretable.
Proof. Denote E = E1,n(A) and let E = (E, e) be the interpretation of A in
PSLn(A) given by Lemma A.4. Let S = (S, s) be the standard interpretation
of PSLn(A) in A (i.e. as n × n matrices with determinant 1, up to scalars).
Viewing PSLn(A) as an imaginary in SLn(A), we get that P = (PSLn(A), Id)
is an interpretation of PSLn(A) in SLn(A) and C = (C, c) := P ◦S is an
interpretation of PSLn(A) in A. It is easy to see that E ◦ C is trivial.
Therefore, in order to show that A and PSLn(A) are bi-interpretable, it is
enough to show that D = (D, d) := C ◦ E is trivial.
By construction, the restriction of d−1 to E1,n(A) is definable. Therefore,
the restriction of d−1 to V :=
∏
1≤j≤n
∏
1≤i 6=j≤n pi,jE1,n(A)p
−1
i,j is definable.
By Gauss elimination, there is a constant C such that, for every maximal
ideal q, V C projects onto PSLn(A)/PSL
∗
n(A; q)
∼= PSLn(A/q).
Lemma A.5 implies that there are definable sets I, J , X ⊆ I × PSLn(A)
and Y ⊆ J × D such that {Xi | i ∈ I} = {PSL∗n(A; q) | q ⊳ A is maximal}
and {Yj | j ∈ J} = {d−1(Xi) | i ∈ I}. We claim that there exists a
definable Z ⊆ I × J such that (i, j) ∈ Z if and only if Yj = d−1(Xi).
Indeed, d−1 is definable on U(A) ⊆ V and Yj = d−1(Xi) if and only if
Yj ∩ d−1(U(A)) = d−1(Xi ∩ U(A)).
Finally, d−1 is definable since for every α ∈ PSLn(A) and δ ∈ D, d−1(α) =
δ if and only if for every (i, j) ∈ Z, there exists ν ∈ V such that αXi = νXi
and δYj = d
−1(ν)Yj.
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