Abstract. In this paper, we study clustering with respect to the k-modes objective function, a natural formulation of clustering for categorical data. One of the main contributions of this paper is to establish the connection between kmodes and k-median, i.e., the optimum of k-median is at most the twice the optimum of k-modes for the same categorical data clustering problem. Based on this observation, we derive a deterministic algorithm that achieves an approximation factor of 2. Furthermore, we prove that the distance measure in k-modes defines a metric. Hence, we are able to extend existing approximation algorithms for metric k-median to k-modes. Empirical results verify the superiority of our method.
Introduction
Clustering categorical data is an important research topic in data mining. The k-modes algorithm [1] extends the k-means paradigm to cluster categorical data. Because the kmodes algorithm uses the same clustering process as k-means, it preserves the efficiency of the k-means algorithm. Recently, some k-modes based clustering algorithms have been proposed [2] [3] [4] [5] .
Although the k-modes algorithm is very efficient, it suffers two well-known problems as k-means algorithm: the solutions are only locally optimal and their qualities are sensitive to the initial conditions. To overcome locally optimal in kmodes clustering, some techniques such as tabu search [4] and genetic algorithm [5] have been investigated to find the globally optimal solution. However, they cannot provide approximation guarantees. Thus, effective approximation algorithms should be designed for k-modes clustering. To the best of our knowledge, such kinds of approximation algorithms are still not available to date and this paper is the first attempt to this problem.
In this paper, we study clustering with respect to the k-modes objective function. We first establish the connection between the k-modes problem and the well-known k-median problem by proving that the optimum of k-median is at most the twice the optimum of k-modes for the same categorical data clustering problem. Based on this observation, we derive a deterministic algorithm that achieves an approximation factor of 2. Furthermore, we prove that the distance measure in k-modes defines a metric. Hence, we are able to extend existing approximation algorithms for metric kmedian (e.g., [6] , [7] ) to k-modes.
K-Modes Clustering
Let X, Y be two categorical objects described by m categorical attributes. The simple distance measure between X and Y is defined by the total mismatches of the corresponding attribute values of the two objects. The smaller the number of mismatches is, the more similar the two objects. Formally,
where
Let S be a set of categorical objects described by m categorical attributes
Here, Q is not necessarily an object of S. Let The optimization problem for partitioning a set of n objects described by m categorical attributes into k clusters S 1 , S 2 , …S k becomes to minimize
where Q i is the mode of cluster S i . In the above k-modes clustering problem, the representative point of each cluster S i , i.e., the mode Q i , is not necessarily contained in S i . If we restrict the representative point to be in S i , it becomes the well-known k-median problem. In the next section, we will show that the optimum of k-median is at most the twice the optimum of kmodes for the same categorical data clustering problem. Hence, the loss is modest even restricting representatives to be points contained in original set.
Approximation Algorithms
Lemma 1: Let S be a set of n categorical objects described by m categorical attributes and Q be the mode of S. Then, there exists a
Proof: To prove the lemma, we only need to show the following inequality holds.
Recalling that . Hence, we have Summing over r, we can verify inequality (6).
Lemma 2:
The optimum of k-median is at most the twice the optimum of k-modes for the same categorical data clustering problem.
be the optimal solution of k-modes clustering, and
be the optimal solution of kmedian clustering. According to Lemma 1, we can find a solution 
, ( , i.e., the optimum of kmedian is at most the twice the optimum of k-modes for the same categorical data clustering problem.
By enumerating all k-subsets of S, we could find the optimal solution of k-median problem. Therefore, by Lemma 2, we can solve the k-modes clustering deterministically in time O (kn k 1 ), for a 2-approximation to the optimal solution. That is, we can derive a deterministic algorithm that achieves an approximation factor of 2.
The above deterministic algorithm is feasible for small k; for larger k, we can use existing efficient approximation algorithms for metric k-median (e.g., [6] , [7] ) since the distance measure in k-modes defines a metric (as shown in Lemma 3). That is, the distance is nonnegative, symmetric, satisfy the triangle inequality, and the distance between points X and Y is zero if and only if X = Y. poisonous or edible is provided with each record. The numbers of edible and poisonous mushrooms in the dataset are 4208 and 3916, respectively.
Validating clustering results is a non-trivial task. In the presence of true labels, as in the case of the data sets we used, the clustering accuracy for measuring the clustering results was computed as follows. Given the final number of clusters, k, clustering accuracy r was defined as: r = n a
, where n is the number of objects in the dataset and a i is the number of objects with the class label that dominates cluster S i . Consequently, the clustering error is defined as e = 1-r.
Furthermore, we also compare the objective function values produced by both algorithms since such measure is non-subjective and provides hints on the goodness of approximation.
We studied the clusterings found by our algorithm and the original k-modes algorithm [1] . For the k-modes algorithm, we use the first k distinct records from the data set to construct initial k modes. That is, we use one run to get the clustering outputs for k-modes.
On the congressional voting dataset, we let the algorithms produce two clusters, i.e., k=2. Table 1 shows the clusters, class distribution, clustering errors and objective function values produced by two algorithms. As Table 1 shows, k-modes algorithm and our algorithm have similar performance. In particular, the objective function value of our algorithm is only a little lower than that of k-modes. It provides us hints that local search heuristics based k-modes algorithm could find good solutions in some cases. However, as shown in the next experiment, such algorithm does not provide a performance guarantee and can produce very poor clustering output. Table 2 contrasts the clustering results on mushroom dataset. The number of clusters is still set to be 2 since there are two natural clusters in this dataset. As shown in Table 2 , our algorithm performed much better than k-modes algorithm with respect to both clustering accuracy and objective function values. It further empirically confirms the fact that our algorithm deserves good performance guarantee.
Conclusions
This paper reveals an interesting fact that the optimum of k-median is at most the twice the optimum of k-modes for the same categorical data clustering problem. This observation makes possible the study of k-modes clustering problem from a metric kmedian perspective. From this viewpoint, effective approximation algorithms are designed and empirically studied.
Furthermore, it is already known that the optimum of k-median is also at most the twice the optimum of k-means for a numeric data clustering problem [6] . Hence, it is straightforward to show that optimum of k-median is at most the twice the optimum of k-prototypes [1] for a mixed data clustering problem. Based on this fact, we can get a similar deterministic algorithm that achieves an approximation factor of two for kprototypes clustering. Further investigating such kinds of approximation algorithms for k-prototypes clustering would be a promising future research direction.
To date, local search algorithm [9] provides the smallest approximation ratio for metric k-median problem. A natural question one may ask is "Does the local search heuristics based k-modes algorithm provide a bounded performance guarantee?" The general problem is open and provides promising future research directions.
