This paper proposes three methods for computing the exact likelihood function of multivariate moving average models. Each method utilizes the structure of the covariance matrix in a different way. Formulae for operation counts of the three algorithms are given as a guide in selecting the best method for a given problem. Monte Carlo simulations are performed to compare the mean squared errors of parameter estimates obtained by maximizing the exact likelihood function versus those obtained by maximizing various approximate forms of the likelihood function.
INTRODUCTION
Let a(t) be an ^-dimensional white noise series with mean zero and diagonal positivedefinite covariance matrix E. A zero-mean a-dimensional moving average process of order q, denoted by T(T), is defined by
Y(T)=%6(j)a(T-j),
(1-1)
where 6(j)'a are sxs real matrices, and 9(0) is a lower triangular matrix with diagonal elements equal to unity. Note that there is no loss of generality by the stated assumptions on 2 and 0(0). Let 0(z) = det {6(0) + ... + 8(q) &}. In order for (1-1) to be a canonical model, we require that the zeros of 0(z) lie outside or on the unit circle (Hannan, 1970, Chapter 2) .
Let y(k) be the a x s matrix of covariance at lag/fc, that is, y(k) = E{Y(T) Y^(T + K)}. We have that
Let <& denote the vector formed by n consecutive observations Y(T) (T = 1,...,»), that is, The covariance matrix of < 3/, denoted by V, is a symmetric block-Toeplitz matrix whose first row of sxs blocks is y(0),y (l), ...,y(n-l) , that is
Note that since y(k) = 0 for k > q, T has a block band structure.
Assuming that the white noise series a(T) has Gaussian distribution, the log likelihood function of the parameters of the model (1.1) is given bŷ 03) = -i(log|r| + «^Tr-1^) ) (1) (2) where the constant term has been ignored and /} stands for all the parameters in 8(J)'B and 2. The equations obtained by setting the derivatives of the log likelihood function equal to zero are highly nonlinear and are extremely difficult, if not impossible, to solve analytically. Hence, to obtain the maximum likelihood estimates of the parameters /?, the log likelihood function must be maximized numerically. Further, the computation of the likelihood at a given point /? is complicated because of the difficulties in computing F" 1 and det F. Therefore approximate methods of computing the likelihood and maximizing it have been proposed (i) in the time domain by Box & Jenkins (1970, Chapter 7) , Astrom (1970, Chapter 6), Wilson (1973) and by M. S. Phadke in his Wisconsin thesis, and (ii) in the frequency domain by Hannan (1969; 1970, Chapter 6) , Anderson (1975) , Akaike (1973) and Parzen (1971) . Asymptotically the modifications to the likelihood function have negligible effect (Box & Jenkins, 1970, Chapter 7; Wahba, 1968) . However, for finite sample sizes, particularly when the zeros of Q(z) are near or on the unit circle, these approximate maximum likelihood estimates can have much larger mean squared error than the exact maximum likelihood estimates.
The objectives of this paper are to propose efficient algorithms for computing the exact likelihood function, and to describe simulations for comparing the mean squared errors of the exact and the approximate maximum likelihood estimates. The problem of computing the exact likelihood of univariate autoregressive-moving average models has been studied by Tiao & Ali (1971) , Shaman (1969 Shaman ( , 1973 , Uppuluri & Carpenter (1969) , Newbold (1974) , G. Ljung hi a Wisconsin thesis and Ali (1977) . The case of multivariate models was recently investigated by S. Hillmer in a Wisconsin thesis and Osborn (1977) .
In § 2, we review briefly the frequency domain and the time domain approximations to the likelihood function of moving average models. In § 3, we present three methods for computing the exact likelihood function and compare the relative computational efficiencies of the three methods. A method for maximizing the likelihood is described in §4, and §5 presents some simulation results. The matrix F, differs from F only in the top right-hand corner and the bottom left-hand corner. In addition to being symmetric block-Toeplitz, the matrix F f is also a block circulant matrix. Hence F f may be decomposed as F, = X s FX. Here X = ((Xj r )) is an na x na unitary matrix, where Xj r = (l/^w)/ s exp(27ryV/w) (j,r = 1, ...,n); the superscript H means transpose and complex conjugate; and F = ((F jr )) is an ns x ns block diagonal matrix, such that Frr = 2 y{k) exp (-27rtV&/w) (r = 1,...,»).
ft B
Note that F n is the same as the spectral density of the moving average process at the rth harmonic. (T=l,...,n) .
(2-1)
Estimates of /? obtained by minimizing JS? 4 will be termed as the approximate time domain maximum likelihood estimates. Another way of arriving at the approximate log likelihood ^( is to approximate the covariance matrix of <% by the matrix T ( = LDL T , where L = ({L^)) is an ns x ns lower triangular matrix, where W-r) (O«i«rt. An efficient algorithm for computing the likelihood function must exploit to the full the symmetric block-band block-Toeplitz property of F. Further, in order to compute the exact likelihood function we need not explicitly compute F" 1 ; but it is enough to be able to compute det(F) and the quadratic form <3^IT~1'&. In the following, we propose three techniques for computing the exact likelihood function. Each method utilizes the structure of F in a different way: the first method is based on the Cholesky decomposition of the F matrix, and the other two methods are based on low rank corrections to the approximate likelihood function of the frequency domain method and of the time domain method.
3-2. Cholesky decomposition method
Since F is a symmetric positive-definite, {2(q + 1)8 -1} diagonal band matrix, ite Cholesky decomposition (Noble, 1969, Chapter 7; Conte & de Boor, 1972 , Chapter 3) is F = LDL T , where L is an ns x ns lower triangular, (q +1) s diagonal band matrix with the entries of the principal diagonal equal to unity, and D is an ns x ns diagonal matrix. The two components of the log likelihood function are given bŷ
where the summation is over r = 1, ...,na. For a given value of the jS vector the log likelihood can be computed through the following steps.
( (1) It is not necessary to store the entire matrix F. The desired entries of F can be easily obtained from the stored values of y (0), ...,y(q).
(2) Steps (ii), (iii) and (iv) need not be carried out sequentially. By interfacing (iii) and (iv) with (ii), one needs only to store current \{q + l)s 2 entries of L and (q+ l)s entries of D and u.
(3) The fact that F has block band structure implies that F is a band matrix of variable width. This fact should be utilized to reduce the computation time of steps (ii) and (iii). For small q, the savings thus achieved can be appreciable.
3-3. Frequency domain method
Here we use the fact that F -Y f is a matrix sparse, and of low rank, at most 2qs. It can easily be verified that where C, 3? and U are of dimensions 2qs x 2qs, 2qs x 2qs and ns x 2qs, respectively, and are defined by°
) is a gs x qs matrix, and
foTJ,k= l,...,q. The matrix C is always nonsingular and F^ is nonsingular, except possibly if the roots of 0(z) have unit modulus. Excluding the cases when F^ is singular, by Woodbury's formula (Noble, 1969, Chapter 5; Householder, 1964 symmetric matrix. Note that the first term on the right-hand side of (2-2) is the same as the approximate quadratic form of the frequency domain method, and we shall call the second term the low rank correction term, for obvious reasons. By Woodbury's formula, we also have (Noble, 1969, Chapter 5 ) the following convenient expression for computing det(r),
We now propose the following algorithm for computing the log likelihood function for a given value of the /} vector.
(i) Compute the discrete Fourier transform, w(r) (r = 1, ...,n) of the data, (ii) Compute the covariances y(k) (k = 1, ...,q) .
Note that b(j)'s are s x 1 real vectors. The vector 38 is given by (v) Computation of S: let R be partitioned into sxs submatrices R iJc , R = (j,k = 1,..., 2q); R is a real symmetric matrix and its entries in the upper triangle are given by n-iZ r exp{W(fc-j)/n}.F-i (j,k = 1, ...,q),
..,2q),
A careful examination of the above formulae reveals that one need only compute R^k (k = 1,...,?) a nd -Ry^+i (j = l,...,q). The remaining block entries R iJe are equal to these entries or their transposes.
(vi) Compute the approximate quadratic form Q 1 = 'L r w(r) R v(r) and detfl^). Then complete the computation of the exact log likelihood function by appropriate substitutions in (3-1), (3-2) and (1-2).
Considerable saving in storage space can be achieved by performing steps (iii) to (vi) in a loop on r and accumulating the various quantities as one goes along. Further, one need only go through half the loop on r since the quantities associated with r = j are complex conjugates of those associated with r = n-j. The cases of even and odd n will have to be treated slightly differently.
3-4. Time domain method
The low rank correction method in time domain is based on the fact that F-F, is a matrix sparse and of low rank at most qs. We can easily verify that F = F, where C = ((C ik )) is a qsxqs block diagonal matrix, and C i} = 2 (j = 1, ...,q); 9 = is a qaxqs matrix such that, for j,k = 1, ...,q, <& ik = 9(j -k + q) (k^j) and zero otherwise; and U = (7^, 0,..., 0)
T is an ns x qs matrix. Note that both C and F, are nonsingular. Thus, using Woodbury's formula, the desired quadratic form in <S/ may be written as is a qs x qs symmetric matrix and H = L~x U is an ns x ns matrix. Thus the desired quadratic form is seen to consist of the approximate time domain quadratic form and a low rank correction term. By Woodbury's formula, we also have a convenient formula for computing det (F)
We now have the following algorithm for computing the log likelihood for a given value of the /? vector.
(i) Compute^? 7 ) (T = 1, ...,n) from (2-1) by assuming a(0) = a(-l) = ... =a(-q + l) = 0. (ii) Compute the approximate quadratic form given by 2 T o T (7 T )2~1a(T), where the summation is over the range T = 1, ...,n.
(iii) Let H be partitioned into 5 xs submatrices iZ^, H = ((.fi^)) (r = 1, ...,n; k = 1, ...,q). These submatrices can be computed by the following equations: (vi) Use (3-3), (3-4) and (1-2) to complete the computation of the log likelihood. As with the frequency domain method, considerable savings in storage space may be achieved by performing the above steps in a loop on r.
3-5. Comparison of the three methods
The three methods of computing the exact log likelihood utilize the structure of F in different ways and hence may be expected to have different computational efficiencies. To facilitate the comparison of the computational effort involved in each method, we give the following formulae for operation counts, 00:
Cholesky decomposition method: oo =^ n{\q* s 3 + Jgs^a + 4)+ §s(a + 3) (a + 5)}, Frequency domain method: oo^n{ Time domain method: oo^n{q where by an operation we mean a multiplication or division of two real numbers. Thus multiplication of two complex numbers is equivalent to four operations. In deriving the above formula, terms that do not depend on n have been ignored. Note that the operation count for the frequency domain method does not include the operations for computing the Fourier transform of the data. This is justified since the Fourier transform needs to be calculated only once, whereas the remaining steps of the algorithm must be executed each time we want to compute the likelihood.
A comparison of the operation counts given by the above equations indicates the following particular choices: if 8 = 1, the Cholesky method has the smallest operation count for g< 4 and the time domain method has the smallest operation count for q ^ 5; if 8 = 2, the Cholesky method is the best for q < 3 while the frequency domain method is the best for q ^ 4; if 8 = 3 or 4, the Cholesky method is the best for q < 2 and the frequency domain method has the smallest operation count for q ^ 3.
OPTIMIZATION METHOD
A quasi-Newton method due to Gill & Murray (1972) for constrained optimization of general nonlinear functions may be used to maximize the likelihood function. The algorithm computes the needed derivatives of the objective function internally by finite difference approximation and updates the Hessian by the Davidon-Fletcher-Powell correction formula (Fletcher & Powell, 1963) . The convergence rate for the quasi-Newton method is superlinear.
For two-stage optimization, since computation of the exact likelihood function is much more expensive than computation of either of the two approximations, it is advisable to first maximize an approximate likelihood function and then use the resulting estimates and the Hessian as starting values for maximizing the exact likelihood function.
For maximization of the approximate likelihood function one may take the starting values to be 'no prior information' values, namely, 0(0) = 1, 6(j) = 0 (j = 1,..., q) and the diagonal entries S w of 2 equal to the variances of the respective Y t (T) series. Or, one may use the procedures described by Box & Jenkins (1970, Chapter 7) for univariable time series and by Hannan (1969; 1970, Chapter 6) for multivariate cases. Our experience with maximization of the approximate likelihood function by the quasi-Newton method with 'no prior information' starting values has been very encouraging.
While maximizing the approximate or the exact likelihood function, one must ensure that 2 remains positive-definite. By our formulation of the moving average models with 0(0) as lower triangular matrix and 2 as diagonal, the check for positive-definiteness becomes very simple. Further in the numerous simulations we performed, it was observed that requiring the diagonal entries of 2 to be positive was redundant, since the objective function attaches a natural penalty against excursions into nonpositive values of 2.
Performing constrained optimization to obtain canonical values of moving average parameters is an impractical task. Thus, one may perform an unconstrained optimization, check if the resulting optimal point is canonical; and if necessary perform the transformations developed by Rozanov (1967, Chapter 1) and illustrated by M. S. Phadke in his thesis for obtaining the equivalent canonical model.
SIMULATION RESULTS
Simulations were done to compute the mean squared errors of parameter estimates obtained by maximizing the two approximate forms of the likelihood function and those obtained by maximizing the exact likelihood. Table l(a) gives the mean squared errors for the parameters of the univariate, first-order moving average model obtained by simulating 100 time series of 100 observations each with 6(1) = 0-95 and <rj = 1. Table l(b) gives similar simulation results for the univariate, second-order moving average model with 9(1) = 0, 0(2) = 0-95, and aj = 1; and Table l(c) for the bivariate, first-order moving average mode with 10 1 f 0-98 1-96 1 f 1 0
From Table 1 we observe that the time domain approximate method gives considerably smaller mean squared error than the corresponding mean squared error for the frequency domain approximate method, while the exact likelihood method gives much smaller mean squared error than either of the two approximate methods. Simulations were also performed for cases when all the roots of 0(z) lie away from the unit circle. As expected, it was found that the two approximate methods and the exact method gave similar mean squared errors. 
