ABSTRACT The diagnosis of blood-related diseases involves the identification and characterization of a patient's blood sample. As such, automated methods for detecting and classifying the types of blood cells have important medical applications in this field. Although deep convolutional neural network (CNN) and the traditional machine learning methods have shown good results in the classification of blood cell images, they are unable to fully exploit the long-term dependence relationship between certain key features of images and image labels. To resolve this problem, we have introduced the recurrent neural networks (RNNs). Specifically, we combined the CNN and RNN in order to propose the CNN-RNN framework that can deepen the understanding of image content and learn the structured features of images and to begin endto-end training of big data in medical image analysis. In particular, we apply the transfer learning method to transfer the weight parameters that were pre-trained on the ImageNet dataset to the CNN section and adopted a custom loss function to allow our network to train and converge faster and with more accurate weight parameters. Experimental results show that compared with the other CNN models such as ResNet and Inception V3, our proposed network model is more accurate and efficient in classifying blood cell images.
I. INTRODUCTION
It is well known that blood cells mainly include red blood cells, white blood cells and platelets. In blood, leucocyte plays an important role in the human immune function, so it is also called the immune cell. Usually, hematologists use granulated information and shape information in leukocytes to divide white blood cells into granular cells: neutrophil, eosinophil, basophil and non-granular cells: monocyte and lymphocyte. The proportion in the blood of these five types of cells is different for the diseased and non-diseased bloods. Doctors often use these basic data as criteria for determining the type and severity of this disease. Therefore, the study of white blood cell classification has important significance and value for medical diagnosis.
Based on the significance of blood cell classification in the diagnosis, researchers have proposed many algorithms to classify blood cells. In 2003, Sinha and Ramakrishnan [1] classified cells using SVM with a recognition rate of 94.1%. In 2006, Yampri et al. [2] used 100 images to perform the same experiments. They implemented the automatic threshold and adaptive contour to segment cells, and used the smallest error method to classify them, and the recognition rate was 96% [2] . Yampri et al. [2] utilized the KNN algorithm. However, the KNN algorithm does not handle unbalanced samples well. If the sample capacity of a class is large, while the sample capacity of other classes is small, some issues arise. For example, when a new sample is input into the diagnostic system, it may result in a class with a large capacity of being dominant in the K nearest neighbors of this sample. In addition, the algorithm is computationally expensive because each sample needs to be categorized in order to calculate its distance from all known samples so as to obtain its K nearest neighbors. Therefore, this algorithm is more suitable for larger data samples. And for those data with fewer samples, it is more likely to produce incorrect classifications. The above experiments on white blood cells have a common characteristic. In particular, regardless of the final result being good or bad, they only use a small amount of white blood cell images, or use their own database to test their identification, and the results become biased. To the best of our knowledge, there are no large and public white blood cell detection and classification databases. Therefore, in order to describe the effectiveness of the proposed algorithm fairly and objectively, we have collected some currently known dataset. We used a BCCD dataset (smallscale dataset for blood cell detection) and pre-processed the dataset, which then turn it into 12,444 blood cell-enhanced images (comprising 9,957 training data and 2,487 test data). In this dataset, we divide the blood cells into 4 different types, namely, eosinophil, lymphocyte, monocyte, and neutrophil.
With the improvement of computer performance, convolutional neural network has become more popular lately. In ImageNet on 2012, Krizhevsky et al. [3] refreshed the records of the image classification. Here, they used a structure known as AlexNet [3] . At this point of time, deep learning has become the most sought after research topic, and excellent neural network algorithms such as VGG, Xception and ResNet have emerged. They also perform well in image classification tasks [4] - [7] . In this paper, we propose an architecture that combines CNN and RNN [9] , [10] . As shown in Figure 1 , it integrates the local features extracted from the CNN and the features obtained from the RNN [12] to perform the blood cell classification. We use the CNN [11] model pre-trained on the ImageNet dataset and retains its weight parameters [19] .
Note that we perceive the CNN and RNN as two separate branches. First, we freeze the pre-trained CNN model, use the pre-processed training data as the input of the RNN model, extract and save the obtained features, and merge the features from the RNN and CNN. The RNN weight parameters are constantly updated during training. Finally, we thaw all network layers and use the training data as input to the CNN model and the RNN model. In the CNN model, we apply different size and weight matrix windows in order to generate multiple feature maps [3] , [13] . The features extracted from the RNN model and the features extracted from the CNN model are combined according to the corresponding element multiplication methods. And then, the classification results are displayed using Softmax [21] . In addition, we also use a fine-tuning strategy to retrain the CNN-RNN framework, and finally obtain the classification results.
The proposed blood cell classification method has four major contributions compared to the existing methods as follows.
First Contribution: To the best of our knowledge, this is the first application of the combined model of CNN and RNN in the classification of blood cells. This combination model can effectively use the temporal and spatial characteristics of information to achieve better classification results.
Second Contribution: Using the pre-trained method of the CNN model, its chosen weights are close to a good local optimum, so that they are kept within a high gradient range and they can be effectively fine-tuned.
Third Contribution: RNN is a neural network that captures dynamic information in serialized data by hiding the periodic connections of nodes in layers, and can classify serialized data [14] , [15] . Different from other forward neural networks, RNN can save the context state, and even can store in any arbitrarily long context window, learn and express relevant information, and is no longer limited to the spatial boundaries of traditional neural networks. Based on this theory, we introduce a RNN with memory function to generate a continuous time output state for features extracted from CNN. In addition, because the LSTM (a special type of RNN network, Long Short-Term memory networks) [17] , [18] can solve the problem of gradient disappearance during traditional RNN network training, our network model can have more layers.
Forth Contribution: The proposed method adjusts the loss function and activation function of RNN, and introduces the RMSProp [23] and Adam optimizers to train the network. At the same time, we have also introduced a fine-tuning strategy to train the CNN-RNN framework. The experimental results show that this method has achieved good results.
The rest of the arrangements are as follows. The section 2 reviews related work. The section 3 describes an improved algorithm based on CNN-RNN model (Xception-LSTM). The section 4 describes the experimental results. The section 5 analyzes and discusses our approach. Finally, the section 6 summarizes the novelty and utility of our VOLUME 6, 2018 proposed approach and suggests implementations for future work.
II. RELATED WORK
Previously related blood cell classification algorithms mainly include the KNN algorithm, Bayesian classifier, SVM classifier, etc. We briefly review and discuss in this section.
The core idea of the KNN algorithm is that if most of the k most adjacent samples in a feature space belong to a certain category. Note that the sample also has the characteristics of all the other samples in this category. This method determines the class in which the sample is to be classified based on the category of the nearest samples in determining the classification decision. The KNN method is only relevant to a very small number of neighboring samples in the category decision. Based on this theory, Young (1972) experimented with 199 cell images. He first used histogram thresholds to segment white blood cells and classified them using a distance classifier. The recognition rate was 92.46% [24] . Bikhet et al. [25] used entropy based and iterative thresholding methods to divide cells and classify them with a distance classifier, with a recognition rate of 90.14%.
Bayesian classification is based on statistical classification and uses its knowledge of probability statistics to classify data. In many classifications, naive Bayes algorithm can be compared with decision tree and neural network algorithm. Sinha and Ramakrishnan [1] used Bayesian classifiers to classify cells and the recognition rate was 82.3%. Theera-Umpon and Dhompongsa (2007) used a Bayesian classifier to classify the bone marrow images of the Ellis Fisher Cancer Center at the center of Missouri (only one cell per picture), and the recognition rate was 77% [26] , [27] . Ghosh et al. [28] used a watershed algorithm to segment 150 cell images and classify them using a Bayesian classifier, and the recognition rate was 83.2%.
The classification idea of SVM is essentially similar to the linear regression LR classification method. It is to obtain a set of weight coefficients that can be classified after linear representation. SVM first trains a separation hyper-plane, and then the plane is the decision boundary of the classification. Classical SVM algorithm is only suitable for two types of classification problems. After improvement, SVM can also be applied to multiple classification problems. In the actual application of white blood cell classification, it is generally necessary to solve the problem of multiple classifications. For example, the five-classification problem of leukocytes we studied can be solved by combining multiple binary SVM. Rezatofighi and Soltanian-Zadeh [29] used the Gram-Schmidt Orthogonal and Snake algorithm to segment 400 blood smears and classified them using SVM. Their recognition rate was 90% [29] .
Recently, convolutional neural networks have been widely implemented in various image classification fields. In particular, convolutional neural networks (ConvNets) [11] achieved unprecedented results in the 2012 ImageNet large-scale visual recognition challenge, which included classifying natural images in the ImageNet dataset into 1000 fine-grained categories [3] . They also significantly improve the performance of various medical imaging applications [30] , [31] , such as classification of lung diseases and lymph nodes in CT images [32] , [33] , segmentation (pixel classification) of brain tissues in MRI [34] , vessel segmentation based on fundus images [37] , and detecting cervical intraepithelial neoplasia (CIN, particularly CIN2+) at patient level based on Cervigram images or Multimodal data [36] . In addition, ConvNets showed superior performance in cell image classification such as pleural cancer [38] and human epithelial cell images [39] .
Although these methods can be used to generate good classification engines, they still have some drawbacks. Traditional machine learning methods (such as SVM) need to extract features manually. The acquisition of features mainly depends on the designer's prior knowledge. This feature extraction method is difficult to make full use of the information contained in the image, and will increase the designer's workload. The deep learning algorithm effectively solves this problem. It can automatically learn the effective features of the image. Deep learning algorithms such as deep residual network also have good performance in image classification tasks. However, these neural network classification algorithms cannot fully utilize some features of the image that have a long-term dependency relationship with image labels, and thus these classification methods cannot classify cell images like people with memory. For this purpose, we introduce a recurrent neural network and fuse it with a convolutional neural network to perform the task of blood cell image classification.
III. METHODS
Convolutional neural networks are models proposed by the development of biotechnology. Neurons are like local filtering of the entire input space, and they are well-organized together to achieve an understanding of the image in the entire field of view. Convolutional neural networks (CNN) may extract the local and deep features of the input image.
Recurrent neural networks are a neural network used to process sequence data. In the traditional neural network model, from the input layer to the hidden layer to the output layer, the layers are connected with each other, and the nodes between each layer are connected. Such network model cannot handle this kind of sequential data. Socher et al. (2012a) presented a convolutional-recursive deep model for 3D object classification that combined the convolutional and recurrent neural networks (CNN and RNN) together. The CNN layer learns low-level translation invariant features and then uses it as input to multiple fixed-tree RNNs to form higher order features. RNNs can be seen as combining convolution and pooling into one efficient, hierarchical operation [16] . Kim et al. [8] described a model that employed a convolutional neural network (CNN) and a highway network over characters, whose output is given to a long shortterm memory (LSTM) recurrent neural network language model (RNN-LM). These two models both obtain better results compared to a-priori methods.
Inspired by these works, we combined the use of both CNN and RNN frameworks for the classification of blood cell images. We termed the model proposed in this paper as CNN-RNN. The model architecture is shown in Figure 2 . The proposed method includes a training phase and a testing phase. During the training phase, our CNN model was first pre-trained on the ImageNet dataset and data pre-processed techniques were applied to the blood cell dataset. Next, a transmission learning technique is applied so that pre-trained network parameters are used to initialize a new CNN. Then all CNN layers are frozen and the RNN model is trained. After the training is completed, the CNN model is thawed and the entire CNN-RNN model is trained. At the same time, neural network attention mechanisms are used to merge both features arising from the CNN and RNN. In the testing phase, the pre-processed test images are input into the fine-tuned CNN-RNN model, and the classification results are obtained through the Softmax layer. Further details are described below.
A. DATASET
Our raw data is retrieved from the BCCD dataset (https://github.com/Shenggan/BCCD_Dataset) and publicly available dataset (https://www.kaggle.c-om/paultimothymooney/ blood-cells/data). We obtained a new dataset comprising 12,444 augmented images of blood cells (JPEG), with 9,957 and 2,487 training and test images, respectively. We divided these images into four different types according to the type of blood cells. The cell types are eosinophil, lymphocyte, monocyte, and neutrophil. In the training dataset, there are 2,497 eosinophil, 2,483 lymphocyte, 2,478 monocyte, and 2,499 neutrophil images; in the test dataset, there are 623 eosinophil, 623 lymphocyte, 620 monocyte, and 624 neutrophil images. Initially, the entire network used RGB images of size 320×240×3 pixels. Figure 3 shows the different types of cell images.
B. DATA PRE-PROCESSING
In order to improve the accuracy of the model and reduce over-fitting, we need to enhance the dataset. We use matrix transformations so as to increase the number of image samples. Figure 4 shows a blood cell image that is obtained by application of rotation matrix. However, rotating cell images may slightly reduce their high-frequency content (which can be considered poor image quality) but should not change the abnormality/normality of most cells. I In fact, the augmentation step based on image rotation is crucial to the success of our method, and it has been proved to be important for improving the accuracy of cell image classification based on Xception-LSTM model, given the limited number of images. Other data augmentation approaches, such as scale and color transformations are not used, because the size and intensity of VOLUME 6, 2018 the nucleus are fundamental features that distinguish blood cell types. Classifiers tend to show prejudice against most categories. Although from a medical perspective, high sensitivity is ideal, from a practical point of view; high false alarm rates are unpredictable. A common solution to this dilemma is to achieve sample equalization, which also improves the training model's accuracy and convergence speed. Therefore, we have balanced the number of different types of blood cell images in the dataset [42] .
C. MODEL
Our model consists of the following parts: Pre-trained convolutional neural network layer, RNN layer, Merge layer, and fully connected layer with Softmax output. The overall framework of the model is shown in Figure 2 .
1) PRE-TRAINED CONVOLUTIONAL NEURAL NETWORK LAYER
We use the weight parameters obtained by pre-training on the ImageNet dataset as the initialization weights of our CNN model. Convolutional neural networks include convolutional layer and pooling layer.
2) CONVOLUTIONAL LAYER
As the most important part of the convolutional neural network, the main way to calculate this layer is to use convolution windows with different sizes in order to perform convolution operations with the feature maps of the previous layer. Convolution windows of different sizes slide in sequence onto the feature map of the previous layer. The window size is usually 3×3 or 5×5, and the number of weight parameters of the convolutional layer also changes accordingly. The values of the neurons on each feature map in the convolutional layer are convoluted through corresponding windows, and then the final result is obtained based on the excitation function used in the layer.
3) POOL LAYER
The calculation process of this layer is similar to the operation of the convolutional layer. The difference is that the sliding window of the lower sampling layer is usually 2 × 2, and the sliding step is 2. Therefore, this process will usually halved the feature map of the size of the previous layer, which to a large extent can greatly reduce the convolution weights of neural network parameters, the number of there are very good for the overall speed of the network training process to promote. At the same time, it also enables the network to become more adaptive to the scale of the image changes.
In this article, our pre-trained model is Xception [40] , and we use the ReLU (Linear Rectification Function) as our activation function. Xception is another improved model of Google's Inception v3 [7] . It mainly implements depthwise separable convolution to replace the original convolution operation in Inception v3. Xception, as an improved model for Inception v3, mainly introduces depthwise separable convolution on the basis of Inception v3, which improves the model's effect without increasing network complexity. In addition, we found that Xception has a better effect on cell classification in experiments.
4) RNN LAYER
Both RNN and CNN include an input layer, a hidden layer, and an output layer. The connection of these hidden layers is the most important feature of RNN. The input layer nodes and the hidden layer nodes are connected with each other, and the hidden layer is output to the output layer. The node output information returns to the hidden layer node again, and can even include the hidden layer adjacent nodes to each other. This is a dynamic network. Biological neural networks are cyclic networks that can understand serial data, so RNNs are represented closer to the biological nervous system. In this paper, we mainly use a special type of recurrent neural network -LSTM (Long Short-Term Memory), which is illustrated in Figure5. This approach can learn long-term dependence information. The difference between LSTM and RNN is that it adds a ''processor'' to determine whether the information is useful or not. The structure of this processor is called the cell. Three doors are placed in a cell and they are called an input gate, a forgotten gate, and an output gate. A message enters the LSTM network and can be judged by rules. Only the information that meets the algorithm's certification will remain, and the inconsistent information will be forgotten through the Oblivion Gate. An LSTM consists of a memory cell and three multiplicative gates, namely the input, output and forget gates. Compared to the standard RNN repeat module, the LSTM has a more complex internal structure. 
5) MERGE LAYER
The merge layer function is to use a specific method to merge the features extracted from the CNN and the features obtained from the RNN. The merge layer function is to use a specific method to merge the features extracted from the CNN and the features obtained from the RNN. In our combinatorial model, we introduce attentional mechanisms of neural networks. The neural network attention mechanism is a neural network that can focus on its input (or features), and it can select specific input. We use the corresponding element-wise multiplication operations for feature merging.
6) FULLY CONNECTED LAYER WITH SOFTMAX OUTPUT
After the features generated by the RNN are merged with the features generated by the CNN, they are passed to the fully connected Softmax layer, the output of which is the probability distribution of all classes. In addition, we use the cross-entropy as a loss function to measure the difference between the actual output and the target output.
D. NETWORK TRAINING
Our model is divided into two separate branches. The weights in the CNN branch use parameters that were pre-trained on the ImageNet dataset, and the RNN branch randomly initialize the parameters. In the training process, these weights are iteratively updated through the gradient of the cross-entropy loss function. The CNN layer is first frozen, the training samples are calculated by the RMSProp optimizer, and requiring 100 epochs for training. And then the CNN layer is thawed, the entire network uses the Adam optimizer to calculate training samples, the learning rate is 0.0001, and 70 epochs are required for training at this time. The training process terminates after a predetermined number of periods. The model with the lowest verification loss value was chosen as the final network.
E. TRANSFER LEARNING
Transfer learning refers to the migration of trained model parameters to a new model to help train the new model. In this study, the conv and pool layers of the first few pre-trained ImageNet classification dataset (the upper blue area in Figure 2 ) of the Xception model are used as the base of our network, on top of which several task-specific fc layers with random initialized weights are attached. In order to facilitate the transmission of features, the same network layer (conv and pool) as Xception is transferred to the same position in our model (blue area in the middle of Fig. 2) . VOLUME 6, 2018 In addition, Xception uses the RGB channel as an input, and RNN takes a single channel map as input. All of these layers are jointly trained (tweaked) on our blood cell dataset and use the original learning rate to train the fc layer from scratch.
IV. EXPERIMENTS AND RESULTS
The proposed model consists of two different sections: the CNN section, which uses the Xception model, and uses the transfer learning method; the other section is the RNN, which uses the Bi-directional LSTM model.
Our network is trained in two sections. In the first section, all layers of CNN are frozen and only the last classification layer and RNN network are trained. This is done using the RMSProp optimizer. In the second section, all layers of the entire network were thawed and adjusted using the Adam optimizer [22] , and the learning rate was 0.0001. In addition, we introduce a cross-entropy loss function in the model and optimize it so that the loss function does not only fit the one-hot distribution, but also consider fitting the uniform distribution. The purpose of our proposed model is to divide our blood cell images into 4 categories. Xception-LSTM runs on the tensorflow framework using an NVIDIA Tesla K40c GPU with 12GB of memory.
In order to prove that our model has better blood cell classification effect, we used the following models to conduct experiments on our dataset and compare the experimental results: ResNet50, Xception, InceptionV3, ResNet50-LSTM, Xception-LSTM, and InceptionV3-LSTM, XceptionResNet50-LSTM. Figure 6 illustrates the fine-tuning of our model (Xception-LSTM) during 70 training epochs on the dataset. As shown in the figure, after 59 epochs, the validation loss reached its minimum value (0.637), and the corresponding validation accuracy was 0.9079. Figure 7 shows a visualization of the output features of the first convolutional layer (32 filters of size 3 × 3 × 3 pixels) of the model after training on the dataset. The first layer convolution layer is similar to the edge detection function. At this stage, the convolution kernel basically retains all the information of the image. Along with these convolved feature maps, the activation of an example cell on different pool layers (block2_pool, block3_pool, and block4_pool) is provided in Figure 8 . Table 1 shows that our combined model (Xception-LSTM) has the highest classification accuracy of 90.79% for blood cell images compared to other models.
A. MODEL LEARNING RESULTS

B. QUANTITATIVE RESULTS ON DATASET
C. COMPUTATIONAL SPEED
The average training time of an Xception-LSTM running over up to 70 epochs is 14 hours approximately, the testing time for one blood cell image is 3.8 seconds on average.
V. DISCUSSION
Compared with the existing methods and based on their experimental results, we found that the combined structure of CNN and RNN models is superior to CNN models and traditional machine learning algorithms in blood cell image classification. We use Xception model and RNN model, so as to obtain higher classification accuracy compared to the existing models.
A. COMPARISON WITH PREVIOUS METHODS
The methods in [1] , [25] - [29] followed a traditional cell classification process that is characterized by manually segmented cytoplasm/nuclei. In contrast, our method can adaptively learn the feature of the input image and is therefore not limited by the cell segmentation or feature design [43] . The traditional method of cell classification is greatly affected by the balance of the sample, which causes the classifier to predict more cell abnormalities, and our method can effectively solve this problem. In addition, compared with some classical neural network models (ResNet, GoogleNet, etc.), our combined model can make full use of the spatiotemporal information of image features. Therefore, our new method has great application potential in the field of blood cell image classification.
B. ADVANTAGES OF THE PROPOSED METHOD
The proposed model can adaptively learn the characteristics of the blood cell images; thereby avoiding manual feature extraction (no cytoplasmic/nuclear segmentation is needed). Moreover, we used a combination of CNN and RNN models to classify blood cells. In particular, we use the transfer learning method to migrate the weight parameters pre-trained on the ImageNet dataset to the CNN branch, thereby enhancing the robustness of the combined model and accelerating the convergence of the model.
Combination model uses the characteristics of the recurrent neural network to use Bi-directional LSTM combined with CNN to classify cells. This method enables our model to take into account the spatiotemporal characteristics of the information contained in the image, and can effectively learn the structural characteristics of blood cell images, which will result in higher classification accuracy.
Our method when combined with Xception and LSTM achieved a good classification effect in the experiment. As is well-known, the Xception structure is a linear stack of depthwise separable convolution layers with residual connections. Unlike Inception, Xception does not divide the input data into several compressed data blocks, but instead maps the spatial correlation for each output channel and then performs a 1 × 1 depth convolution to obtain a cross-channel correlation. Xception introduces a deeply separable convolution, which basically does not increase the complexity of the network under the premise of improving the model. Therefore, our combined model also has the same features as Xception. In addition, the neural network attention mechanism we introduce incorporates features from the RNN branch and the CNN branch, allowing the model to be more focused on finding useful information in the input data that is relevant to the current output, and thereby improving the quality of VOLUME 6, 2018 the output. The experiment confirmed the validity of our proposal.
C. LIMITATIONS
Despite its high performance, our method still has some shortcomings, and this may affect its clinical application. The classification of a single cell image takes about 3.8 seconds, which is clinically too slow. It can be solved by improving computer hardware performance or further optimizing the network structure and reducing the data dimension. Despite the high classification accuracy based on the dataset, our experiments are currently performed on most single cell images. In future research, we must consider the effects of overlapping nuclei and cell clusters on classification accuracy more extensively, because clinically, our method will face situations where multiple cells overlap, and we may need to design a task-specific classifier to handle such problems [41] .
VI. CONCLUSION
In this work, we propose a depth neural network architecture that combines the features of convolutional neural networks (Xception) and recursive neural networks (LSTM). We then implement the combined Xception-LSTM framework for blood cell image classification. Our model preserves the temporal and spatial information of image features and can learn structured information of image features. Unlike previous manual feature extraction methods, which rely on cytoplasmic/nuclear segmentation, our method can automatically extract and classify the deep features embedded in cell image patches. Compared with the previous existing methods, our proposed technique achieved the highest performance in terms of classification based on the blood cell dataset. We hope that this segmentation-free, highly accurate blood cell classification method can be used to develop medical-aided diagnostic systems for blood-related diseases in the future.
