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Quantum thermodynamics aims at investigating both the emergence and the limits of the laws of thermody-
namics from a quantum mechanical microscopic approach. In this scenario, thermodynamic processes with no
heat exchange, namely, adiabatic transformations, can be implemented through quantum evolutions in closed
systems, even though the notion of a closed system is always an idealization and approximation. Here, we first
theoretically discuss thermodynamic adiabatic processes in open quantum systems, which evolve non-unitarily
under decoherence due to its interaction with its surrounding environment. From a general approach for adi-
abatic non-unitary evolution, we establish heat and work in terms of the underlying Liouville superoperator
governing the quantum dynamics. As a consequence, we derive the conditions that an adiabatic open-system
quantum dynamics implies in the absence of heat exchange, providing a connection between quantum and
thermal adiabaticity. Moreover, we determine families of decohering systems exhibiting the same maximal
heat exchange, which imply in classes of thermodynamic adiabaticity in open systems. We then approach the
problem experimentally using a hyperfine energy-level quantum bit of an Ytterbium 171Yb+ trapped ion, which
provides a work substance for thermodynamic processes, allowing for the analysis of heat and internal energy
throughout a controllable engineered dynamics.
The notion of adiabaticity is a fundamental concept in a
number of different areas in physics, including quantum in-
formation processing1–4 and quantum thermodynamics5–7. In
the context of closed quantum systems, adiabaticity is under-
stood as the phenomenon in which the Hilbert space of the
system can be (quasi-)perfectly decomposed into decoupled
Schrodinger-eigenspaces, composed by the eigenvectors of
the Hamiltonian with distinct non-crossing instantaneous en-
ergies8–10. Then, by initially preparing a quantum system in
an energy eigenstate, the system undergoes a decoupled evo-
lution to the corresponding energy eigenstate at later times.
However, the concept of a closed system is always an ideal-
ization and approximation. Indeed, real quantum systems are
always coupled to a surrounding environment. In open quan-
tum systems described by convolutionless master equations,
the definition of adiabaticity can be naturally extended to the
decomposition of the Hilbert-Schmidt space into Lindblad-
Jordan eigenspaces associated with distinct eigenvalues of the
generator of the dynamics11–14.
In thermodynamics, adiabaticity is associated to a process
with no heat exchange between the system and its reservoir.
In general, it is not possible to associate an observable for the
thermodynamic definition of heat and of work15. Then, the
starting point widely used to define such physical quantities
in quantum systems is from the definition of internal energy
given as U(t) = 〈H(t)〉5,16. From this definition, we obtain the
work (δW) and exchanged heat (δQ) between the reservoir and
system as
δW = Tr{ρ(t)H˙(t)}dt and δQ = Tr{ρ˙(t)H(t)}dt , (1)
respectively. These quantities are well-defined when at least
one of them vanishes, thus the non-vanishing quantity can
be identified with the internal energy variation ∆U(t) during
the entire process. For example, for a unitary transforma-
tion associated with a closed quantum system, we necessar-
ily have δQcl = 0, so that any variation ∆U(t) is due some
work performed on/by the system5,17. Eq. (1) can be directly
employed to analyze quantum thermodynamical cycles, as an
efficient way of assuring that no heat is exchanged in inter-
mediate steps18–20 or to minimize quantum friction in a non-
equilibrium setup21–23.
Here, we theoretically and experimentally discuss thermo-
dynamical adiabatic processes in real (open) quantum sys-
tems evolving under decoherence. To this end, we address
the problem from a general approach for adiabatic dynamics
in decohering systems. In contrast with closed systems, some
amount of heat may be exchanged in the case of non-unitary
evolution. In particular, we will establish a sufficient condi-
tion to ensure that an adiabatic open-system dynamics (associ-
ated with Lindblad-Jordan decoupled eigenspaces) leads to an
adiabatic thermodynamical process (associated with no heat
exchange). Moreover, for thermodynamically non-adiabatic
processes, we discuss how to minimize the entropy production
as a function of their total evolution time. Our results are then
experimentally implemented by using a hyperfine energy-
level quantum bit (qubit) of an Ytterbium 171Yb+ trapped ion,
where reservoir engineering is performed to achieve a control-
lable adiabatic dynamics. Due to requirements of the usual
definitions of heat and work, the investigation of thermody-
namic quantities in adiabatic dynamics is achieved with time-
dependent decoherence effects. To this end, we introduce an
efficient control to a Gaussian noise with time-dependent am-
plitude, which is then used to simulate a dephasing channel
with a time-dependent decoherece rate γ(t).
Results
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2We start by introducing heat and work in a general formalism
for adiabaticity in open quantum system, namely, the super-
operator formalism11. In this work, we will consider a dis-
crete quantum system S defined over a d-dimensional Hilbert
space. The system S interacts with its surrounding environ-
mentA. The dynamics is assumed to be described by a time-
local master equation ρ˙(t) = Lt[ρ(t)], where ρ(t) is the den-
sity operator associated with S and Lt[•] is a time-dependent
Liouville operator. The Liouville operator takes the form
Lt[ρ(t)] = Ht[ρ(t)] + Rt[ρ(t)], where Ht[•] = (1/i~)[H(t), •]
is the unitary part of the dynamics and Rt[•] describes the de-
cohering effects ofA over S.
In the superoperator formalism, the open-system dynamics
can be provided from a Schro¨dinger-like equation |ρ˙(t)〉〉 =
L(t)|ρ(t)〉〉, where the density operator |ρ(t)〉〉 is represented
by a D2-dimensional vector (hence the double ket notation),
whose components %k(t) can be suitably expanded in terms
of tensor products of the Pauli basis {1, σ1, σ2, σ3}11. For
instance, for the case of a single qubit (D = 2), we have
ρ(t) = 12
∑3
k=0 %k(t)σk and %k(t) = Tr{ρ(t)σk}, with σk denot-
ing an element of the Pauli basis. Moreover, L(t) = H(t) +
R(t), where H(t) and R(t) are (D2 × D2)-dimensional super-
matrices, whose elements are Hki(t) = (1/D)Tr{σ†kHt[σi]}
and Rki(t) = (1/D)Tr{σ†kR[σi]}, respectively. The thermody-
namic quantities defined in Eq. (1) are then rewritten as (see
Supplemental Material24)
δWop =
1
D
〈〈h˙(t)|ρ(t)〉〉dt, δQop = 1D 〈〈h(t)|L(t)|ρ(t)〉〉dt, (2)
with the components hk(t) of 〈〈h(t)| defined by hk(t) =
Tr{H(t)σk}. In this notation, the inner product of vectors |u〉〉
and |v〉〉 associated with operators u and v, respectively, is de-
fined as 〈〈u|v〉〉 = (1/D)Tr(u†v). Since we are analyzing far-
from-equilibrium thermodynamical processes, we also con-
sider the entropy production during the dynamics. The en-
tropy production 〈Σ〉 during a non-equilibrium process is de-
fined as 〈Σ〉 = Tr{ρ(t)[log ρ(t) − log ρth]}, where ρth describes
the equilibrium state at inverse temperature βth22. In the su-
peroperator formalism it is possible to show that (see Supple-
mental Material24)
d〈Σ〉 = (1/D)
[
〈〈ρlog(t)|L(t)|ρ(t)〉〉 − 〈〈ρthlog|L(t)|ρ(t)〉〉
]
dt,
(3)
with the components of 〈〈ρlog(t)| and 〈〈ρthlog| given by %logn (t) =
Tr{σn log ρ(t)} and %log,thn = Tr{σn log ρth}, respectively. For a
general process, Eq. (3) may be hard to be computed. How-
ever, as it will be shown, it can be analytically derived for a
general adiabatic quantum dynamics.
Because L(t) is non-Hermitian, it cannot always be diago-
nalized. Then, the definition of adiabaticity in this scenario
is subtler than in the case of closed systems. For open sys-
tems, the adiabatic dynamics can be defined in terms of the
Jordan decomposition of L(t)11. More specifically, adiabatic-
ity is associated with a completely positive trace-preserving
dynamics that can be decomposed into decoupled Lindblad-
Jordan eigenspaces associated with distinct non-crossing in-
stantaneous eigenvalues λi(t) of L(t). We notice here that
some care is required in order to find a basis for describing
the density operator. The standard technique is to start from
the instantaneous right and left eigenstates of L(t), complet-
ing these eigensets in order to compose right {|D(ki)i (t)〉〉} and
left {〈〈E(ki)i (t)|} vector bases, where |D(ki)i (t)〉〉 and 〈〈E(ki)i (t)| are
the ki-th right and left vector, respectively, associated with the
eigenspace with eigenvalue λi(t) in the Jordan decomposition
of L(t). These Jordan-preserving left and right bases can al-
ways be built such that they satisfy a bi-orthonormal relation-
ship 〈〈E(α)i (t)|D(β)j (t)〉〉 = δi jδαβ. Assuming an open-system
adiabatic dynamics, we can analytically derive work, heat, and
entropy production. Indeed, by taking the initial density oper-
ator as |ρ(0)〉〉 = ∑i,ki c(ki)i |D(ki)i (0)〉〉, we obtain that work, heat,
and entropy production are provided by
δWad =
1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′〈〈h˙(t)|D(ki)i (t)〉〉dt , (4)
δQad =
1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′〈〈h(t)|L(t)|D(ki)i (t)〉〉dt , (5)
d〈Σ〉 = 1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′Γi,ki (t)dt , (6)
where Γi,ki (t) = 〈〈ρadlog(t)|L(t)|D(ki)i (t)〉〉 − 〈〈ρthlog|L(t)|D(ki)i (t)〉〉
and λ˜i,ki (t) = λi(t) − 〈〈E(ki)i (t)|D˙(ki)i (t)〉〉, with 〈〈ρadlog(t)| stand-
ing for the adiabatic evolved state associated with 〈〈ρlog(t)|
and δWad (δQad) being identified to the amount of work (heat)
performed on/by the system when δQad = 0 (δWad = 0).
The validity of Eqs. (4), (5), and (6) is shown in the Sup-
plemental Material24. They provide general expressions for
work, heat, and entropy production during an open-system
adiabatic dynamics. In particular, as a consequence we can
obtain a sufficient condition for avoiding heat exchange in a
quantum mechanical adiabatic evolution. More specifically,
if the initial state ρ(0) of the system can be written as a su-
perposition of the eigenstate set {|D(ki)i (0)〉〉} with eigenvalue
λk(t) = 0, for every t ∈ [0, τ], the adiabatic dynamics implies
in no heat exchange. Therefore, we can establish that an adia-
batic dynamics in quantum mechanics is not in general asso-
ciated with an adiabatic process in quantum thermodynamics,
with a sufficient condition for thermal adiabaticity being the
evolution within an eigenstate set with vanishing eigenvalue
of L(t).
Heat exchange for a qubit adiabatic dynamics. As an il-
lustration, let us begin by considering a two-level system ini-
tialized in a thermal equilibrium state ρth(0) for the Hamil-
tonian H(0) at inverse temperature β = 1/kBT , where kB
and T are the Boltzmann’s constant and the absolute tem-
perature, respectively. Let the system be governed by a
Lindblad equation, where the environment acts as a dephas-
ing channel in the energy eigenstate basis {|En(t)〉} of H(t).
Thus, we describe the coupling between the system and its
reservoir through Rdpt [•] = γ(t)[Γdp(t) • Γdp(t) − •], where
Γdp(t) = |E0(t)〉〈E0(t)| − |E1(t)〉〈E1(t)|. In this case, the set
of eigenvectors of L(t) can be obtained from set of opera-
tors Pnm(t) = |En(t)〉〈Em(t)|, where the components D(i)nm(t) of
|Dnm(t)〉〉 are given by D(i)nm(t) = Tr{Pnm(t)σi}. Moreover, the
eigenvalue equation for L(t) can be written as L(t)|Dnm(t)〉〉 =
3λnm(t)|Dnm(t)〉〉, where λnm(t) = En(t)−Em(t)− 2(1− δnm)γ(t).
In the superoperator formalism, the initial state ρth(0) is writ-
ten as |ρth(0)〉〉 = Z−1(0) ∑n e−βEn(0)|Dnn(0)〉〉, where Z(t) =
Tr{e−βH(t)} is the partition function of the system. Therefore,
since |ρth(0)〉〉 is given by a superposition of eigenvectors of
L(t) with eigenvalue λnn(t) = 0, we obtain from Eq. (5) that
δQad = 0. Therefore, thermal adiabaticity is achieved for an
arbitrary open-system adiabatic dynamics subject to dephas-
ing in the energy eigenbasis. Hence, any internal energy vari-
ation for this situation should be identified as work.
In contrast, we can use a similar qubit system to find a
process in which heat can be exchanged, i.e., δQad , 0. To
this end, let us consider dephasing in the computational ba-
sis, with the coupling between the system and its reservoir
through Rzt [•] = γ(t)
[
σz • σz − •]. In order to guarantee that
any internal energy variation is associated to heat exchange,
we consider a constant Hamiltonian during the entire non-
unitary evolution (so that δWad = 0). Since Rzt [•] must not
be written in the eigenbasis of the Hamiltonian, we assume a
Hamiltonian Hx = ~ωσx, where the system is initialized in
the typical initial state of a thermal machine, namely, the ther-
mal state of the Hamiltonian Hx at inverse temperature β. At
this stage, the system is unitarily driven by the time-dependent
Hamiltonian H(t), which varies from Hx to H˜x = ~ω˜σx, with
ω˜ , ω, so that no heat is exchanged. After this stage we have
the contact with the reservoir, which is then governed by H˜x.
By letting the system undergo a non-unitary adiabatic dynam-
ics, the evolved state is24
ρad(t) =
1
2
[
1 − e−2
∫ t
0 γ(ξ)dξ tanh[β~ω]σx
]
, (7)
so that we can compute the exchanged heat during an infinites-
imal time interval dt as24
δQad(t) = 2~ tanh[β~ω]ω˜γ(t)e−2
∫ t
0 γ(ξ)dξdt . (8)
The negative argument in the exponential of Eq. (8) shows
that the higher the mean-value of γ(t) the faster the heat ex-
change ends. In fact, we can use the well-known mean-value
theorem for real functions to write e−2
∫ t
0 γ(ξ)dξ = e−2γ¯∆t, where
γ¯ = (1/∆t)
∫ t
0 γ(ξ)dξ is the mean-value of γ(t) within the in-
terval ∆t. Thus, if we define the amount of exchanged heat
during the entire evolution as ∆Q(τdec) =
∫ τdec
0 δQ
ad(t), where
τdec is the total evolution time of the nonunitary dynamics, we
get
∆Q(τdec) = ~ω˜ tanh[β~ω]
(
1 − e−2γ¯τdec
)
. (9)
Notice that ∆Q(τdec) > 0 for any value of the average de-
phasing rate γ¯. Therefore, the dephasing channel considered
here works like an artificial thermal reservoir at inverse tem-
perature βdeph < β. We can further compute the maximum
exchanged heat from Eq. (9) as a quantity independent on the
environment parameters and given by ∆Qmax = ~ω˜ tanh[β~ω].
It would be worth to highlight that, for quantum thermal
machines weakly coupled to thermal reservoirs at different
temperatures16, the maximum heat ∆Qmax is obtained with
high-temperature hot reservoirs18,25,26.
  
FIG. 1: Experimental scheme to investigate the thermodynamics of
adiabaticity in open quantum systems. (a) Schematic diagram of the
six-needle Paul trap and relevant levels of the 171Yb+ ion. (b) Ex-
perimental microwave instrument for generating the field to drive the
two level system. The AWG is programmed to implement the target
Hamiltonian and control the amplitude of the Gaussian noise which
is used as a dephasing channel.
Despite we have illustrated two specific models of thermal
adiabaticity and heat exchange in open-system adiabatic evo-
lutions, we can determine infinite classes of systems exhibit-
ing the same amount of heat exchange ∆Q. This is provided
in Theorem 1 below.
Theorem 1: Let S be an open quantum system gov-
erned by a time-local master equation in the form ρ˙(t) =
H[ρ(t)] + Rt[ρ(t)], where H[•] = (1/i~)[H, •] and Rt[•] =∑
n γn(t)[Γn(t) • Γ†n(t) − (1/2){Γ†n(t)Γn(t), •}]. The Hamiltonian
H is taken as a constant operator so that no work is realized
by/on the system. Assume that the heat exchange between
S and its reservoir during the quantum evolution is given by
∆Q. Then, any unitarily related adiabatic dynamics driven
by ρ˙′(t) = H ′[ρ′(t)] + R′t [ρ′(t)], where ρ˙′(t) = Uρ˙(t)U†,H ′[•] = UH[•]U† and R′t [•] = URt[•]U†, for some constant
unitary U, implies in an equivalent heat exchange ∆Q′ = ∆Q.
A proof of Theorem 1 can be found in the Supplemental
Material24. It guarantees that there is an infinite class of mod-
els with a maximum heat exchanged given by ∆Qmax, pro-
viding a procedure to inversely engineer environments to ex-
tract ∆Qmax. As an example of application of Theorem 1,
let us consider a system-reservoir interaction governed by
Rxt [•] = γ(t) [σx • σx − •] (bit-flip channel). We can then
use Theorem 1 to show that the results previously obtained
for dephasing can be reproduced if the quantum system is ini-
tially prepared in thermal state of H0y = ωσy. Such result is
clear if we choose U = Rx(pi/2)Rz(pi/2). Then, it follows that
Rxt [•] = URzt [•]U† andH ′[•] = UH[•]U†, where Rz(x)(θ) are
rotation matrices with angle θ around z(x)-axes for the case of
a single qubit. Thus, Theorem 1 assures that the maximum
exchanged heat will be ∆Qmax = ~ω˜ tanh[β~ω].
Concerning the entropy production rate, it can be obtained
from Eq. (6), yielding
〈Σ˙〉 = 2g(t)γ(t)[βth~ω˜ − tanh−1g(t)], (10)
4  
(a) Heat ∆Q(τdec)
  
(b) Average power P¯(τdec)
  
(c) Entropy production 〈Σ〉(τdec)
FIG. 2: (2a) Heat ∆Q(τdec) as a function of the total evolution time τdec for several values of the parameter γ0. (2b) Average power P¯(τdec) as a
function of τdec for several values of γ0. (2c) Entropy production along an adiabatic quantum evolution as a function of τdec for several values
of γ0. In all plots we use ~ω0 = 41.3308 peV and β−1 = 8.619 peV, with the physical constants ~ ≈ 6.578 ·10−16 eV and kB ≈ 8.619 ·10−5 eV27.
with g(t) = e−2
∫ t
t0
γ(ξ)dξ tanh β~ω. The coefficient g(t) behaves
such that, in limit γ¯∆t → ∞, we get 〈Σ˙〉 → 0. Therefore 〈Σ〉
achieves its steady value 〈Σ〉s. It is important to highlight that
the sign of 〈Σ˙〉 can change during the adiabatic evolution. In
fact, if the initial thermal state is such that ω/ω˜ > T/Tth, the
entropy production starts exhibiting a decreasing behavior. At
an instant t > t0, such that 2γ¯∆t = log[tanh β~ω/ tanh βth~ω˜],
the entropy production increases, achieving the value 〈Σ〉s.
Notice that it is possible to find a vanishing entropy produc-
tion by suitably adjusting the evolution time interval ∆t.
Experimental realization. We now discuss an experimen-
tal realization to test the thermodynamics of adiabatic pro-
cesses in an open-system evolution. This is implemented us-
ing the hyperfine energy levels of an Ytterbium ion 171Yb+
confined by a six-needles Paul trap, with a qubit encoded into
the 2S 1/2 ground state, |0〉 ≡ |2S 1/2; F = 0,mF = 0〉 and
|1〉 ≡ |2S 1/2; F = 1,mF = 0〉, as shown in Fig. (1a)28. The
target Hamiltonian H˜x can be realized using a resonant mi-
crowave with Rabi frequency adjusted to ω˜. To this end, the
channel 1 (CH1) waveform of a programmable two-channel
arbitrary waveform generator (AWG) is used, which has been
programmed to the angular frequency 2pi × 200 MHz. As
depicted in Fig. (1b), to implement the dephasing channel
we use the Gaussian noise frequency modulation (FM) mi-
crowave technique, which has been developed in a recent pre-
vious work and shows high controllability29. Since we need
to implement a time-dependent decohering quantum channel,
we use the channel 2 (CH2) waveform as amplitude modula-
tion (AM) source to achieve high control of the Gaussian noise
amplitude, consequently, to optimally control of the dephas-
ing rate γ(t). See the Supplemental Material for a detailed
description of the experimental setup, including the imple-
mentation of the quantum channel and the quantum process
tomography24.
To begin with, we need to guarantee that the dynamics of
the system is really adiabatic11. Then, we compute the fidelity
F (τdec) of finding the system in a path given by Eq. (7), where
F (t) = Tr{[ρ1/2exp(t)ρad(t)ρ1/2exp(t)]1/2}, with ρad(t) the density ma-
trix provided Eq. (7) and ρexp(t) the experimental density ma-
TABLE I: Minimum value of experimental fidelity Fmin for each
choice of γ0. The maximum experimental error ∆Fmin for Fmin is
about ∆Fmin = 0.13% of Fmin.
γ0 314 Hz 628 Hz 1257 Hz 3142 Hz 6283 Hz
Fmin 0.9971(3) 0.9965(4) 0.9980(7) 0.9952(8) 0.9942(9)
trix obtained from quantum tomography. In Table I we show
the minimum experimental fidelity Fmin = minτdec F (τdec) for
several choices of the parameter γ0. This result shows that
the system indeed evolves as predicted by the adiabatic solu-
tion for every γ0 and τdec with excellent experimental agree-
ment. As a further development, we analyze in Fig. 2a the
experimental results for the heat exchange ∆Q(τdec) as a func-
tion of τdec, where we have chosen ω = ω0, ω˜ = 2ω0 and
γ(t) = γ0(1 + t/τdec). The solid curves in Fig. 2a are computed
from Eq. (9), while the experimental points are directly com-
puted through the variation of internal energy as ∆Q(τdec) =
Ufin −Uini, where Ufin(ini) = Tr{ρfin(ini)H(τ)}. The computation
of Ufin(ini) is directly obtained from quantum state tomography
of ρfin(ini) for each value of τdec. Although the maximum ex-
changed heat is independent of γ0, the initial dephasing rate
γ0 affects the power for which the system exchanges heat
with the reservoir for a given evolution time τdec. By defin-
ing P¯(τdec) = |∆Q(τdec)|/τdec, we can quantify the average
power for extracting/introducing the amount |Q(τdec)| in the
time interval τdec. We then obtain P¯(τdec) = |∆Qmax|η(τdec, γ¯),
where η(τdec, γ¯) = (1 − e−2γ¯τdec )/τdec. This result is illustrated
in Fig. 2b, where we have plotted P¯(τdec) during the entire
heat exchange (within the interval τdec) as a function of τdec.
Notice that, as in the case of ∆Q(τdec), the asymptotic behav-
ior of the average power is independent of γ0. Moreover, as
predicted by Eq. (10), we can control the entropy production
along an adiabatic quantum evolution. As shown in Fig. 2c,
the entropy production varies as a function of τdec. In particu-
lar, it can be optimized to be vanishing by for a suitable time
τdec for which the system is kept in touch with its surrounding
environment.
Conclusions
From a general approach for adiabaticity in open quantum
5systems, we provided a relationship between adiabaticity in
quantum mechanics and in quantum thermodynamics. In par-
ticular, we derived a sufficient condition for which the adia-
batic dynamics in open quantum systems leads to adiabatic
processes in thermodynamics. By using a particular example
of a single qubit undergoing an open-system adiabatic evolu-
tion path, we have illustrated the existence of both adiabatic
and diabatic regimes in quantum thermodynamics, computing
the associated heat fluxes in the processes. As a further result,
we also proved the existence of an infinite family of deco-
hering systems exhibiting the same maximum heat exchange.
From the experimental side, we have realized adiabatic open-
system evolutions using an Ytterbium trapped ion, with its
hyperfine energy level encoding a qubit (work substance). In
particular, heat exchange and entropy production can be opti-
mized along the adiabatic path as a function of the total evo-
lution time. Our implementation exhibits high controllability,
opening perspectives for analyzing thermal machines (or re-
frigerators) in open quantum systems under adiabatic evolu-
tions. The associated effects of the engineered reservoirs on
the thermal efficiencies are left for future research.
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Appendix A: Theoretical results
1. Heat and work in superoperator formalism
Let us consider the heat exchange as
dQop = Tr{ρ˙(t)H(t)}dt = Tr{L[ρ(t)]H(t)}dt . (A1)
where we have used the equation ρ˙(t) = L[ρ(t)]. To derive the
corresponding expression in the superoperator formalism we
first define the basis of operators given by {σi}, i = 0, · · · ,D2−
1, where Tr{σ†i σ j} = d δi j. In this basis, we can write ρ(t) and
H(t) generically as
H(t) =
1
D
D2−1∑
n=0
hn(t)σ†n and ρ(t) =
1
D
D2−1∑
n=0
%n(t)σn , (A2)
where we have hn(t) = Tr{H(t)σn} and %n(t) = Tr{ρ(t)σ†n}.
Then, we get
dQop =
1
D2
D2−1∑
n,m=0
Tr{L[%n(t)σn]hm(t)σ†m}
 dt
=
1
D2
D2−1∑
n,m=0
%n(t)hm(t)Tr{L[σn]σ†m}
 dt . (A3)
Now, we use the definition of the matrix elements of the su-
peroperator L(t), associated with L[•], which reads Lmn =
(1/D)Tr{σ†mL[σn]}, so that we write
dQop =
1
D
D2−1∑
n,m=0
hm(t)Lmn%n(t)
 dt . (A4)
In conclusion, by defining the vector elements
〈〈h(t)| =
[
h0(t) h1(t) · · · hD2−1(t)
]t
, (A5)
|ρ(t)〉〉 =
[
%0(t) %1(t) · · · %D2−1(t)
]
, (A6)
we can rewrite Eq. (A4), yielding
dQop =
1
D
〈〈h(t)|L(t)|ρ(t)〉〉dt . (A7)
Equivalently,
dWop = Tr{ρ(t)H˙(t)}dt , (A8)
where we have used Eq. (A2) to write H˙(t) =
(1/D)
∑D2−1
n=0 h˙n(t)σ
†
n and, consequently,
dWop =
1
D
D2−1∑
n=0
h˙n(t)Tr{ρ(t)σ†n}dt , (A9)
so that we use the definition of the coefficients %n(t) to get
dWop =
1
D
D2−1∑
n=0
h˙n(t)%n(t)dt . (A10)
By using Eqs. (A5) and (A6) into Eq. (A10), we conclude that
δWop =
1
D
〈〈h˙(t)|ρ(t)〉〉dt . (A11)
2. Entropy production in superoperator formalism
Our starting point is the definition
〈Σ(t)〉 = Tr{ρ(t) log[ρ(t)]} − Tr{ρ(t) log[ρth]} , (A12)
where ρth is a thermal reference state. Now, let us study the
dynamics of 〈Σ(t)〉 by taking its time derivative
〈Σ˙(t)〉 = d
dt
[
Tr{ρ(t) log ρ(t)}] − d
dt
[
Tr{ρ(t) log[ρth]}] .(A13)
Then, we find
〈Σ˙(t)〉 = Tr{ρ˙(t) log ρ(t)} + Tr{ρ˙(t)} − Tr{ρ˙(t) log[ρth]} .(A14)
By using that Tr{ρ(t)} = 1, we get Tr{ρ˙(t)} = 0. Therefore
〈Σ˙(t)〉 = Tr{ρ˙(t) log ρ(t)} − Tr{ρ˙(t) log ρth} , (A15)
or equivalently (by using ρ˙(t) = Lt[ρ(t)])
〈Σ˙(t)〉 = Tr{Lt[ρ(t)] log ρ(t)} − Tr{Lt[ρ(t)] log ρth} . (A16)
7Now, let us to write
log ρ(t) =
1
D
D2−1∑
n=0
%
log
n (t)σ†n , (A17)
log ρth =
1
D
D2−1∑
n=0
%
log,th
n σ
†
n , (A18)
so that we can define the vectors 〈〈ρlog(t)| and 〈〈ρthlog| associ-
ated to log ρ(t) and ρth, where their components %
log
n (t) and
%
log,th
n are obtained as %
log
n (t) = Tr{σn log ρ(t)} and %log,thn =
Tr{σn log ρth}. Thus, we get
〈Σ˙(t)〉 = 1
D2
D2−1∑
m=0
D2−1∑
n=0
%m(t)%
log
n (t)Tr{Lt[σm]σ†n}
− 1
D2
D2−1∑
m=0
D2−1∑
n=0
%m(t)%
log,th
n Tr{Lt[σm]σ†n} , (A19)
so that we get the equation for 〈Σ˙(t)〉 in superoperator formal-
ism as
〈Σ˙(t)〉 = 1
D
〈〈ρlog(t)|L(t)|ρ(t)〉〉 − 1D 〈〈ρ
th
log|L(t)|ρ(t)〉〉 . (A20)
3. Validity of Eqs. (4), (5), and (6)
Let |ρ(0)〉〉 = ∑i,ki c(ki)i |D(ki)i (0)〉〉 be the initial state of the
system associated with the initial matrix density ρ(0). Under
adiabatic evolution, the state at a later time t will be given by
|ρad(t)〉〉 =
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′ |D(ki)i (t)〉〉 (A21)
with λ˜i,ki (t) = λi(t) − 〈〈E(ki)i (t)|D˙(ki)i (t)〉〉, where {〈〈E(ki)i (t)|}
and {|D(ki)i (0)〉〉} denote the instantaneous Jordan-preserving
left and right bases of L(t), respectively11. Therefore, from
Eq. (A11), we can write the work δWop for an adiabatic dy-
namics as
δWop =
1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′〈〈h˙(t)|D(ki)i (t)〉〉dt . (A22)
On the other hand, when no work is realized, we can obtain
the heat dQop for an adiabatic dynamics as
dQad =
1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′〈〈h(t)|L(t)|D(ki)i (t)〉〉dt ,
(A23)
so that dQad represents the exchanged heat if no work is per-
formed during such dynamics. Morevoer, from Eq. (A20), we
can write the entropy production variation as
〈Σ˙(t)〉 = 1
D
〈〈ρadlog(t)|L(t)|ρad(t)〉〉 −
1
D
〈〈ρthlog|L(t)|ρad(t)〉〉
=
1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′〈〈ρadlog(t)|L(t)|D(ki)i (t)〉〉
− 1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′〈〈ρthlog|L(t)|D(ki)i (t)〉〉 ,(A24)
so that we conclude that
d〈Σ〉 = 1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′Γi,ki (t)dt , (A25)
where Γi,ki (t) = 〈〈ρadlog(t)|L(t)|D(ki)i (t)〉〉 − 〈〈ρthlog|L(t)|D(ki)i (t)〉〉,
with 〈〈ρadlog(t)| standing for the adiabatic evolved state associ-
ated with 〈〈ρlog(t)|.
4. Proof of Theorem 1
Theorem 1: Let S be an open quantum system gov-
erned by a time-local master equation in the form ρ˙(t) =
H[ρ(t)] + Rt[ρ(t)], where H[•] = (1/i~)[H, •] and Rt[•] =∑
n γn(t)[Γn(t) • Γ†n(t) − (1/2){Γ†n(t)Γn(t), •}]. The Hamiltonian
H is taken as a constant operator so that no work is realized
by/on the system. Assume that the heat exchange between
S and its reservoir during the quantum evolution is given by
∆Q. Then, any unitarily related adiabatic dynamics driven
by ρ˙′(t) = H ′[ρ′(t)] + R′t [ρ′(t)], where ρ˙′(t) = Uρ˙(t)U†,H ′[•] = UH[•]U† and R′t [•] = URt[•]U†, for some constant
unitary U, implies in an equivalent heat exchange ∆Q′ = ∆Q.
Proof. Let us consider that ρ(t) is solution of
ρ˙(t) = H[ρ(t)] + Rt[ρ(t)] , (A26)
so, by multiplying both sides of the above equation by U (on
the left-hand-side) and U† (on the right-hand-side), we get
Uρ˙(t)U† = UH[ρ(t)]U† + URt[ρ(t)]U†
=
1
i~
U[H, ρ(t)]U† +
∑
n
γn(t)UΓn(t)ρ(t)Γ†n(t)U
†
− 1
2
∑
n
γn(t)U{Γ†n(t)Γn(t), ρ(t)}]U† , (A27)
thus, by using the relations [UAU†,UBU†] = U[A, B]U† and
{UAU†,UBU†} = U{A, B}U†, we find
ρ˙′(t) =
1
i~
[UHU†, ρ′(t)] +
∑
n
γn(t)Γ′n(t)ρ
′(t)Γ′†n (t)
− 1
2
∑
n
γn(t){Γ′†n (t)Γ′n(t), ρ′(t)} , (A28)
where Γ′(t) = UΓn(t)U†. In conclusion, we get that ρ′(t) =
Uρ(t)U† is a solution of
ρ˙′(t) = H ′[ρ′(t)] + R′t [ρ′(t)] , (A29)
where
H ′[•] = 1
i~
[UHU†, •] = UH[•]U†, (A30)
R′t [•] =
∑
n
γn(t)[Γ′n(t)ρ
′(t)Γ′†n (t) −
1
2
{Γ′†n (t)Γ′n(t), ρ′(t)}]
= URt[•]U† . (A31)
Now, by taking into account that the Hamiltonian H is a con-
stant operator, we have that no work is realized by/on the sys-
tem. Then, by computing the amount of heat extracted from
8the system in the prime dynamics during an interval t ∈ [0, τ],
we obtain
∆Q′ = Tr{H′ρ′(τ)} − Tr{H′ρ′(0)}, (A32)
where, by definition, we can use ρ′(t) = Uρ(t)U†, ∀t ∈ [0, τ].
Hence
∆Q′ = Tr{H′Uρ(τ)U†} − Tr{H′Uρ(0)U†}
= Tr{U†H′Uρ(τ)} − Tr{U†H′Uρ(0)}
= Tr{Hρ(τ)} − Tr{Hρ(0)} = ∆Q (A33)
where we have used the cyclical property of the trace and that
∆Q = Tr{Hρ(τ)} − Tr{Hρ(0)}.
5. Proof of Eqs. (7)-(10)
Consider the Hamiltonian Hx = ~ωσx, where the system is
initialized in the thermal of Hx at inverse temperature β. In
this case, the initial state can be written as
ρ(0) =
1
2
(1 + tanh[β~ω]σx) . (A34)
If we rewrite the above state in superoperator formalism as
the state |ρx(0)〉〉, we can compute the components ρxn(0) of|ρx(0)〉〉 from ρxn(0) = Tr{ρ(0)σn}, where σn = {1, σx, σy, σz}.
Thus we get
|ρx(0)〉〉 = |1〉〉 − tanh[β~ω]|x〉〉 , (A35)
where we define the basis |k〉〉 = [δk1 δkx δky δkz]t. More-
over, it is possible to show that the set {|1〉〉, |x〉〉} satisfies the
eigenvalue equation for L(t) as
L(t)|1〉〉 = 0 , L(t)|x〉〉 = −2γ(t)|x〉〉 . (A36)
It can be shown that this eigenstates are nondegenerate.
Therefore, if the dynamics is adiabatic, we can write the
evolved state as |ρx(t)〉〉 = c1(t)|1〉〉 + cx(t)|x〉〉, where cy(t) =
cy(0) = 0 and cz(t) = cz(0) = 0 because the coefficients evolve
independently form each other. Thus, from the adiabatic so-
lution in open quantum system given in Eq. (A21), we obtain
c1(t) = 1 and cx(0) = − tanh[β~ω], so that we can use λ˜1 = 0
and λ˜x = −2γ(t) to obtain
|ρx(t)〉〉 = |Dx0〉〉 − e−2
∫ t
0 γ(ξ)dξ tanh[β~ω]|Dx1〉〉 . (A37)
Notice that Eq. (7) in the main text directly follows by rewrit-
ing Eq. (A37) in the standard operator formalism. Moreover,
heat can be computed from Eq. (A23) as
dQad =
1
D
∑
i,ki
c(ki)i e
∫ t
0 λ˜i,ki (t
′)dt′〈〈h(t)|L(t)|D(ki)i (t)〉〉dt
=
1
2
[
c1〈〈h(t)|L(t)|1〉〉 + cxe−2
∫ t
0 γ(t
′)dt′〈〈h(t)|L(t)|x〉〉
]
dt ,
(A38)
where we already used ci = 0, for i = y, z. Now, we can use
that the vector 〈〈h(t)| has components hn(t) given by hn(t) =
Tr{ρ(0)H(t)}, in which H(t) is the Hamiltonian that acts on the
system during the non-unitary dynamics. Therefore, H(t) =
H˜ = ~ω˜σx, so that we write 〈〈h(t)| = ~ω˜〈〈x|. In conclusion,
by using this result and Eq. (A36), we get
δQad(t) = 2~ tanh[β~ω]ω˜γ(t)e−2
∫ t
0 γ(ξ)dξdt . (A39)
Now, by integrating the above result
∆Q(τdec) =
∫ τdec
0
δQad(t)
= 2~ tanh[β~ω]ω˜
∫ τdec
0
γ(t)e−2
∫ t
0 γ(ξ)dξdt .(A40)
To solve the above equation, we need to solve
F(t) =
∫ τ
0
γ(t)e−2
∫ t
0 γ(ξ)dξdt , (A41)
where we can note that
d
dt
[
e−2
∫ t
t0
γ(ξ)dξ
]
= e−2
∫ t
t0
γ(ξ)dξ d
dt
[
−2
∫ t
t0
γ(ξ)dξ
]
= −2γ(t)e−2
∫ t
t0
γ(ξ)dξ . (A42)
Therefore, we can write the Eq. (A41) as
F(t) = −1
2
∫ τ
0
d
dt
[
e−2
∫ t
t0
γ(ξ)dξ
]
dt , (A43)
so that
F(t) = −1
2
[
e−2
∫ τ
t0
γ(t)dt − 1
]
. (A44)
As a last step, we can use the mean-value theorem to write
F(t) = −1
2
[
e−2(τ−t0)γ¯ − 1
]
, (A45)
where γ¯ = [1/(τ−t0)]
∫ τ
t0
γ(t)dt. Therefore, by using this result
in Eq. (A40), we find
∆Q(τdec) = ~ tanh[β~ω]ω˜
(
1 − e−2γ¯τdec
)
. (A46)
By following the same procedure, in our particular dynamics
the Eq. (A25) becomes
d〈Σ〉 = 1
2
[
c1Γ1(t) + cxe−2
∫ t
0 γ(t
′)dt′Γx(t)
]
dt , (A47)
where
Γ1(t) = 〈〈ρAdlog(t)|L(t)|1〉〉 − 〈〈ρthlog|L(t)|1〉〉 , (A48)
Γx(t) = 〈〈ρAdlog(t)|L(t)|x〉〉 − 〈〈ρthlog|L(t)|x〉〉 . (A49)
By computing 〈〈ρAdlog(t)| and 〈〈ρthlog|, we find
〈〈ρAdlog(t)| =
[
log
(
1−g2(t)
4
)
−2tanh−1g(t) 0 0
]t
, (A50)
〈〈ρthlog| =
[
log
(
1
4 sech
2~ω˜βth
)
−2~ω˜βth 0 0
]t
,(A51)
where g(t) = e−2
∫ t
0 γ(ξ)dξ tanh[β~ω]. Therefore, from above
equations and using the eigenvalues relations in Eq. (A36),
we find
〈Σ˙〉 = 2g(t)γ(t)
[
βth~ω˜ − tanh−1g(t)
]
. (A52)
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FIG. 3: Spectrum of the noise source. The noise source is provided
by the commercial microwave generator E8257D. Dots are measured
data and the solid curve is a Gaussian fit to the data.
Appendix B: Trapped-ion experimental setup
1. Manipulation and readout of the hyperfine qubit
We encode a qubit into hyperfine energy levels of a trapped
Ytterbium ion 171Yb+, denoting its associated states by |0〉 ≡
|2S 1/2; F = 0,m = 0〉 and |1〉 ≡ |2S 1/2; F = 1,m = 0〉. By
using an arbitrary waveform generator (AWG) we can drive
the qubit through either a unitary or a non-unitary dynamics
(via a frequency mixing scheme). The detection of the ion
state is obtained from use of a “readout” laser with wavelength
369.526 nm.
Applying a static magnetic field with intensity 6.40 G, we
get a frequency transition between the qubit states given by
ωhf = 2pi × 12.642825 GHz. Therefore, by denoting the states
|0〉 and |1〉 as ground and excited states, respectively, the inner
system Hamiltonian is given by
H0 =
~ωhf
2
σz (B1)
where σz = |1〉〈1| − |0〉〈0|. Therefore, to unitarily drive the
system through coherent population inversions within the sub-
space {|0〉, |1〉}, we use a microwave whose magnetic field
~Bun(t) = ~B0 cosωt (B2)
interacts with the electron magnetic dipole moment µˆ = µM Sˆ ,
with µM a constant and Sˆ is the electronic spin. Then, the
system Hamiltonian reads
H(t) = H0 − µˆ · ~Bun(t). (B3)
Thus, by defining the Rabi frequency ~ΩR ≡ −µM |~B0|/41, we
obtain that the effective Hamiltonian that drives the qubit is
(in interaction picture)
HI(t) =
~ω0
2
σz +
~ΩR
2
σx , (B4)
where ω0 = ωhf − ω and σx = |1〉〈0| + |0〉〈1|. By using the
AWG we can efficiently control the parameters ω0 and ΩR.
In particular, in our experiment to implement the Hamiltonian
  
FIG. 4: Histograms of detected photons after the ion is prepared in |0〉
and |1〉. All data is obtained under 100 000 measurement repetitions.
H˜x, we have used a resonant (ωhf = ω) microwave with Rabi
frequency ΩR = ω˜, while the frequency ωhf has been adjusted
around 2pi×12.642 GHz, with ω˜modulated by using the chan-
nel 1 (CH1) of the AWG.
After the experimental qubit operation, we use the state-
dependent florescence detection method to implement the
quantum state binary measurement. We can observe on aver-
age 13 photons for the bright state |1〉 and zero photon for the
dark state |0〉 in the 500 µs detection time interval, as shown
in Fig. 3. These scattered photons at 396.526 nm are col-
lected by an objective lens with numerical aperture NA = 0.4.
After the capture of these photons, they go through an opti-
cal bandpass filter and a pinhole, after which they are finally
detected by a photomultiplier tube (PMT) with 20% quantum
efficiency. By using this procedure, the measurement fidelity
are measured to be 99.4%.
2. The dephasing channel
Due to the long coherence time of the hyperfine qubit,
the decoherence effects can be neglected in our experimen-
tal timescale. However, since we are interested in a nontrivial
non-unitary evolution, we need to perform environment en-
gineering. This task can be achieved by using a Gaussian
noise source to mix the carrier microwave ~Bun(t) by a fre-
quency modulation (FM) method. Thus, by considering the
noise source encoded in the function η(t) = Ag(t), where A
is average amplitude of the noise and g(t) is a random analog
voltage signal, the driving magnetic field will be in form
~Bn-un(t) = ~B0 cos[ωt + Cη(t) t] (B5)
where |~B0| is field intensity and C is the modulation depth sup-
ported by the commercial microwave generator E8257D. If C
is a fixed parameter (for example, C = 96.00 KHz/V), the
dephasing rate γ(t) associated with Lindblad equation
ρ˙(t) =
1
i~
[H˜x, ρ(t)] + γ(t)
[
σzρ(t)σz − ρ(t)] , (B6)
is controlled from the average amplitude of the Gaussian noise
function η(t). To see that η(t) is a Gaussian function in the
frequency domain, we show its spectrum in Fig. 4.
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FIG. 5: Process matrix obtained by process tomography. The plots
(a) and (b) are the real and imaginary parts of χ obtained from the
experimental measured data. Plots (c) and (d) are the real and imag-
inary parts of χ given by numerical simulation.
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FIG. 6: Dephasing rate controlled by the amplitude of noise, here
C is fixed as C = 96.00 KHz/V. (a) Rabi oscillations between states
|0〉 and |1〉 under different noise intensities. From top to bottom, the
noise amplitude is set to 0.4 V, 0.8 V, 1.2 V, 1.6 V and 2.0 V, with
the corresponding damping rates 182 Hz, 650 Hz, 1426 Hz, 2469 Hz
and 3846 Hz, respectively. (b) Dephasing rate as a function of the
noise amplitude. Points are measured data. A linear fit is obtained.
Without driving noise (noise amplitude is zero), the dephasing rate
of the qubit is fitted as 3.03 Hz, which is caused by the magnetic
fluctuation in the laboratory.
In order to certify that the decoherence channel is indeed
a σz channel (dephasing channel) in our experiment, we em-
ployed quantum process tomography. A general quantum evo-
lution can be typically described by the operator-sum repre-
sentation associated to a trace-preserving map ε. For an arbi-
trary input state ρ, the output state ε(ρ) can be written as2
ε(ρ) =
∑
m,n
χmnAmρA†n , (B7)
where Am are basis elements (usually a fixed reference basis)
that span the state space associated with ρ and χmn is the ma-
trix element of the so-called process matrix χ, which can be
measured by quantum state tomography. In a single qubit sys-
tem, we take A0 = I, A1 = σx, A2 = σy, A3 = σz. The quantum
process tomography is carried out for the quantum process
described by the Lindblad equation given by Eq. (B6), where
H(t) = ωσx, with ω = 5.0 × 2pi KHz and γ = 2.5 KHz. We
fixed the total evolution time as 0.24 ms (here, the noise am-
plitude is 1.62 V and the modulation depth is 96.00 KHz). The
resulting estimated process matrix is shown in Fig. 5. We can
calculate the fidelity between the experimental process matrix
χexp and the theoretical process matrix χid
F (χexp, χid) =
[
Tr
√√
χexp χid
√
χexp
]2
(B8)
We measured several process with different evolution times.
For example, when the amplitude of the noise is set to 1.54V,
the process fidelities are measured as Ft1 = 99.27%, Ft2 =
99.50%, Ft3 = 99.72%, Ft4 = 99.86% and Ft5 = 99.87%, at
times t1 = 0.08 ms, t2 = 0.16 ms, t3 = 0.24 ms, t4 = 0.32 ms
and t5 = 0.40 ms, respectively. Thus, the dephasing channel
can be precisely controlled as desired and it can support the
scheme to implement the time-dependent dephsing in experi-
ment.
The function η(t) depends on an amplitude parameter A,
which is used to control γ(t). As shown in Fig. 6, we ex-
perimentally measured the relation between A and γ(t) for a
situation where γ(t) is a time-independent value γ0. As result,
we find a linear relation between
√
γ0 and A, which reads
√
γ0 = 29.81A + 1.74 . (B9)
For the case A = 0, we get the natural dephasing rate γnd =
1.742 Hz of the physical system. Thus, we can see that, if we
change the parameter A, which we can do with high control-
lability, the quantity
√
γ0 can be efficiently controlled. On the
other hand, if we need a time-dependent rate γ(t), we just need
to consider a way to vary A as a function A(t). To this end, we
use a second channel (CH2) of the AWG to perform ampli-
tude modulation (AM) of the Gaussian noise. The temporal
dependence of A(t) is achieved by programming the channel
(CH2) to change during the evolution time.
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