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Variational Formulation of Time-Dependent Density Functional Theory
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We present a variational formulation of Time-Dependent Density Functional Theory similar to the
constrained-search variational formulation of ground-state density-function theory. The formulation
is applied to justify the time-dependent Kohn-Sham method. Other promising applications to
advance TDDFT are suggested.
PACS numbers: 31.15.E-,31.15.ee,71.15.Mb
Ultrafast diagnostics has boosted the importance of re-
liable and efficient simulations of quantum many-electron
dynamics. The out-of-equilibrium evolution of systems
ranging from small molecules to bulk materials has to be
described on the fundamental scale over time intervals
that exceed the relaxation time. The leading candidate
for yielding tractable algorithms is the time-dependent
generalization of the well-established Density Functional
Theory (DFT) [1]: the Time-Dependent Density Func-
tional Theory (TDDFT) [2–4]. To gain the status of a
systematic and controlled description, however, TDDFT
requires a firm footing. Its importance has been high-
lighted by the number and diversity of TDDFT applica-
tions [3, 4] and its potential impact has been heightened
by the user-accessibility of numerical simulation tools [5].
But despite the continuous advances made since the sem-
inal work of Runge and Gross [6], the foundations of
TDDFT are still not as firmly established as those of
DFT. This allowed some authors to openly cast doubt
on the integrity of the approach [7–9] and to stand by
their claim despite rebuttal from peers [10]. A rigorous
basis must be developed if TDDFT is to become an un-
equivocal cornerstone of future quantum simulations.
An important question that has remained open to this
day is whether TDDFT can be rigorously formulated by
means of a variational principle similar to that underly-
ing DFT. Given the unifying and constructive role played
by variational formulations in Physics and, especially, in
DFT, one can expect that TDDFT would certainly ben-
efit from such a formulation. In ground-state DFT [11],
the density n0(r) of a system confined by a static poten-
tial v0(r) can be obtained as the global minimum of the
energy functional E[n] = F [n]+
∫
drn(r)v0(r) by solving
δE[n]
δn(r)
∣∣∣
n=n0
= 0 , (1)
where F [n] is universal, i.e. independent of v0,
F [n] = inf
Dˆ→n
Tr
[
Dˆ
(
Tˆ + Wˆ
)]
(2)
= sup
v
[
E[v]−
∫
drn(r)v(r)
]
, (3)
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with Tˆ and Wˆ the kinetic and electron-electron energy
operators. In Eq.(2), the infinum is searched over all N -
particle density matrices Dˆ which yield the prescribed
function n(r) via
TrDˆnˆ(r) = n(r) . (4)
This is known as the Levy-Lieb constrained-search pro-
cedure, in honor to Levy and Lieb’s contributions to sub-
stantiate the original proposal of Hohenberg and Kohn
[12, 13]. Equivalently, F [n] can be obtained as the Leg-
endre transform (3) of the ground-state energy E[v] =
infΨ〈Ψ|Hˆ [v]|Ψ〉 when the latter is considered as a func-
tional of the external potential v(r).
The establishment of a variational principle capable
to underlie TDDFT has remained a challenging problem
for many years that non only gives rise to some deep
problem of analysis akin to those encountered in ground-
state DFT [13] but also to difficulties specific to the time-
dependent case [6, 14–20]. It was realized that the ini-
tial proposal of Runge and Gross [6] based on the Dirac-
Frenkel action principle is inadequate since it is incon-
sistent with causality requirements. The problem arises
since the Dirac-Frenkel principle wrongly fixes boundary
conditions at both end points of the action functional,
which is incompatible with the first-order character of
the Schro¨dinger equation [21]. The difficulty is not un-
like that encountered in quantum many-body physics and
field theories to extend ground-state perturbation theory
to non-equilibrium states. There, a general and widely
used solution was developed by Schwinger and Keldysh,
and consists in extending the dynamics along a closed
contour in time [22]. Using this artifice, van Leeuwen
[18] (and also [16]) suggested a route to define an varia-
tional action principle that respects causality, but whose
steps still remain to be justified.
In this letter, we present a rigorous constrained-search
variational formulation of TDDFT that extends the
Levy-Lieb formulation of ground-state DFT to the time-
dependent case. The TD particle density can be obtained
as the stationary point of an effective action functional,
which is itself defined from a constrained variation of the
quantum action of Balian and Veneroni [23] (in place of
the Frenkel-Dirac action); the approach builds on ideas
originally developed in field theory [24, 25]. In the spirit
of Levy-Lieb, a universal action functional is defined and
2is related to the functional introduced by van Leeuwen
[18]. The formulation is then used to justify the TD
Kohn-Sham scheme. For clarity, we successively define
our notations, state the main results and derive them.
Definitions. We are interested in the dynamics over
the time interval t0 ≤ t ≤ tf of a system of N electrons
under the influence of an external, time-dependent scalar
potential v0(r, t); we assume that the system evolves from
a fixed, known initial state at t0 described by the density
operator Dˆ0; the particle density is denoted by n0(r, t).
To circumvent difficulties with causality, we regard the
dynamics under investigation as a special case of a fam-
ily of dynamics (i) along a closed-time contour t(τ) on
C = [τi, τf ] that monotonically goes from t0 to tf and
monotonically back to t0 as τ runs from τi to τf , and (ii)
governed by the Liouville equation,
ih¯
dDˆ(τ)
dτ
= t′(τ)
[
Hˆu(τ), D(τ)
]
with Dˆ(τi) = Dˆ0 , (5)
where Hˆu(τ)≡ Tˆ +Wˆ+
∫
drnˆ(r)u(r, τ) and u(r, τ) is an
external potential on C. With u= u0(r, τ) ≡ v0(r, t(τ)),
u is equal on both branches of C, and the dynamics
governed by Eq.(5) follows that of the system under in-
vestigation along the forward branch and retraces back-
ward the same trajectory along the return branch; there-
fore, the particle density is also equal on both branches
to the interacting density n0(r, t(τ)). In general, how-
ever, different potentials may act on each branch and,
in turn, the forward and backward evolutions differ.
For later reference, we define the evolution operator
Uˆu(τ) = TKe
−
i
h¯
∫
τ
τi
dτ¯t′(τ¯)Hˆu(τ¯) where TK is time-ordered
chronological operator along the closed-time contour; we
also introduce the Heisenberg representation of the par-
ticle density along C, nˆu(r, τ) = Uˆ−1u (τ)nˆ(r)Uˆu(τ); thus
n0(r, t(τ)) = TrDˆ0nˆu0(r, τ).
The Liouville equation (5) can be derived by extrem-
izing the extended Balian-Veneroni functional [23],
Au(Dˆ, Oˆ) =
∫ τf
τi
dτ Tr Oˆτ
(
ih¯
dDˆτ
dτ
− t′(τ)
[
Hˆu(τ), Dˆτ
])
− ih¯
(
Tr Oˆτf Dˆτf − 1
)
(6a)
= −
∫ τf
τi
dτ Tr Dˆτ
(
ih¯
dOˆτ
dτ
− t′(τ)
[
Hˆu(τ), Oˆτ
])
− ih¯
(
Tr OˆτiDˆτi − 1
)
(6b)
under arbitrary variations of the operators (i.e. matrix
elements) Dˆτ and Oˆτ , and subject to the boundary con-
ditions
Dˆτi = Dˆ0 (7a)
Oˆτf = 1 (identity operator). (7b)
For our purposes, we have extended the original Balian-
Veneroni action functional along the closed-time contour
and added an insignificant constant ih¯ to set its station-
ary value to zero. Demanding Au(Dˆ, Oˆ) to be stationary
against arbitrary variations of Dˆτ and Oˆτ not only gen-
erates Eq.(5) for Dˆ(τ) but also a Liouville equation for
Oˆ(τ) with boundary conditions (7b) at τf . However, the
latter selects the constant solution Oˆ(τ) = 1 for all τ ∈ C
and one is left with Eq.(5) only. Nevertheless the ap-
parently superflous variational parameter Oˆτ in Eq.() is
necessary to ensure that only one boundary condition be
associated with the Liouville equation (5), in conformity
with its first-order character and thus with causality re-
quirements. As for the closed-time contour, it ensures
causality of the effective action Γ[n] defined below.
Main results. We separate them into four propositions.
For ease of comparison, Table I gives the correspon-
dence between the Levy-Lieb formulation of DFT and the
present extension to TDDFT. Below,
∫
dτ ≡
∫
dτt′(τ).
1- Constrained-Search Variational Principle: Consider
DFT E[n] E[v] F [n] Eq.(1) Eq.(3) Eq.(4)
TDDFT Γ[n] A˜[v] F [n] Eq.(11) Eq.(13) Eq.(9)
TABLE I: Correspondence between DFT and TDDFT.
the efffective action functional
Γ[n] = s.v.
Dˆ,Oˆ→n
Au0(Dˆ, Oˆ) (8)
defined for all n ∈ N (defined below) as the stationary
value (“s.v.”) of Au0 when Dˆτ and Oˆτ are varied subject
(i) to the constraint of density,
1
2
Tr
[{
Dˆτ , Oˆτ
}
+
nˆ(r)
]
= n(r, τ) , (9)
(which upon integration implies TrDˆτ Oˆτ = 1 ), (ii) to
the contraint of phase,
TrDˆτ = 1 , TrOˆτ = 1 , (10)
and (iii) to the boundary conditions (7). N is the
set of generalized particle densities consisting of func-
tions n(r, τ) defined on R3 × C that can be expressed
as in Eq.(9) and such that n(r, τi) = n0(r, t0) and∫
drn(r, τ) = N . Then, the TD density n0 of the sys-
3tem under investigation is a stationary point of Γ[n],
δΓ[n]
δn(r, τ)
∣∣∣
n=n0
= 0 . (11)
The formulation involves a two-stage, constrained search
akin to the Levy-Lieb procedure: first an effective action
Γ[n] is constructed from a constrained variation of an
action, which is then stationarized to obtain n0. How-
ever, while in DFT the stationary value corresponds to a
global minimum, it is difficult to characterize further the
stationary point obtained using Γ[n] [26]. That should
not be a worry since problems of motion are generally
not influenced by the specific extremum conditions; for
instance, in classical mechanics, the least action principle
is a stationary principle and the additional criteria of a
true extremum are of interest only if stability is involved.
2- Dual Representation and Universal Effective Action
Functional. The effective action satisfies
Γ[n] = F [n]−
∫ τf
τi
dτ
∫
dru0(r, t(τ))n(r, τ) (12)
in terms of the universal (independent of u0) functional
F [n] = s.v.
u
[
−A˜[u] +
∫ τf
τi
dτ
∫
dru(r, τ)n(r, τ)
]
(13)
where A˜[u] = TrDˆ0TKe
−
i
h¯
∫ τf
τi
dτHˆu(τ) is the van Leeuwen
functional introduced in [18] (here extended to mixed
states since [18] assumes Dˆ0 = |Ψ0〉〈Ψ0|).
3- Kohn-Sham approach. The functional F can be de-
composed as F [n] = FKS [n] + Fex[n] such that (i) FKS
is independent of the interparticle interactions, (ii) the
electron-electron interaction contributions are contained
in the excess term Fex, and (iii) the potential defined by
uKS =
δFKS [n]
δn
∣∣∣
n=n0
= u0 −
δFex[n]
δn
∣∣∣
n=n0
(14)
is physical, i.e. equal on both branches, uKS(r, τ) ≡
vKS(r, t(τ)). The quantity ΓKS [n] = FKS [n] −∫ τf
τi
dτ
∫
drvKS(r, t(τ))n(r, τ) is the effective action of a
noninteracting system of particles in the external poten-
tial vKS with the same density n0 as the fully interacting
system. Its dynamics is governed by the single-particle
Liouville equation
ih¯
dρˆKS
dt
=
[
pˆ2/2m+ vKS(r, t), ρKS
]
, (15)
so that n0(r, t) = TrρKS(t)nˆ(r).
4- Static limit: The present formulation can be applied
to static external potentials, v0(r, t) = v0(r), and equi-
librium initial state Dˆ0 = e
−β(Tˆ+Wˆ+
∫
drnˆ(r)v0(r)) at (in-
verse) temperature β. It provides an alternative to the
Levy-Lieb formulation of DFT. The situation is not un-
like the duality that occurs in the theory of equilibrium
Green’s functions between the Keldysh and the finite-
temperature (Matsubara) approaches [22, 27].
Proofs. 1- The proof proceeds by carrying out the
s.v. calculation (8) explicitly using a Lagrange multiplier
J(r, τ) to enforce (9); under independent variation of Dτ
and Oτ , two equations emerge,
ih¯
1
t′(τ)
dDˆ(τ)
dτ
−
[
Hˆu0(τ), D(τ)
]
−
∫
drJ(r, τ)
1
2
{
Dˆ(τ), nˆ(r)
}
+
= 0 with Dˆ(τi) = Dˆi (16a)
ih¯
1
t′(τ)
dOˆ(τ)
dτ
−
[
Hˆu0(τ), O(τ)
]
+
∫
drJ(r, τ)
1
2
{
Oˆ(τ), nˆ(r)
}
+
= 0 with Oˆ(τf ) = Iˆ . (16b)
These can be regarded as constrained Liouville equa-
tions, where the free dynamics is subjected to an addi-
tional non-mechanical “force” that maintains the aux-
iliary condition (9) at all times along C. In what fol-
lows, we first derive a set of relations implied by (16)
and then apply them. As we shall see, at that stage,
the Lagrange parameter is defined up to a purely time-
dependent constant; to keep track of it, we replace J(r, τ)
by J(r, τ)+w(τ)/N in Eq.(16). Then as may be verified
be direct substitution [28], the solution of Eq.(16) is{
Dˆ(τ)= Uˆu0 (τ)Cˆ(τ, τi)Dˆ0Cˆ(τ, τi)Uˆ
−1
u0
(τ)e
−
i
h¯
∫
τ
τi
dτ¯w(τ¯)
Oˆ(τ)= Uˆu0 (τ)Cˆ(τf , τ)Cˆ(τf , τ)Uˆ
−1
u0
(τ)e−
i
h¯
∫ τf
τ dτ¯w(τ¯)
(17)
with Cˆ(τ, τ ′) = TKe
−
i
2h¯
τ∫
τ′
∫
dτ¯drJ(r,τ¯)nˆu0(r,τ¯)
; we note
that Dˆ(τ) and Oˆ(τ) carry a phase related to w(τ). Using
Eqs.(17) in TrDˆ(τ)Oˆ(τ) = 1 yields
−
∫ τf
τi
dτw(τ) = ih¯ lnTrDˆ0UˆI(τi, τf ) ≡W [J ] (18)
with UˆI(τ, τ
′) = TKe
−
i
h¯
∫
τ
τ′
dτ
∫
drJ(r,τ)nˆu0(r,τ). Moreover,
substituting Eqs.(17) in the density constaint (9) gives
n(r, τ)=
1
TrDˆ0UˆI(τf , τi)
TrDˆ0TKUˆI(τf , τ)nˆu0 (r, τ)UˆI(τ, τi) ,
(19)
which is independent of w(τ). Incidentally, the right-
hand side of Eq.(19) is also the first derivative of W [J ]
defined by Eq.(18), and therefore
n(r, τ) =
δW [J ]
δJ(r, τ)
. (20)
Finally, using Eqs.(16), the s.v. (8) can then be expressed
as
Γ[n] = −W [J ] +
∫ τf
τi
dτ
∫
drJ(r, τ)n(r, τ) . (21)
Using Eq.(18), we find that for all purely TD quantities
w(τ),
−W [J+w] +
∫
(J + w)n = −W [J ] +
∫
Jn = Γ[n] .
4and therefore Γ[n] is well defined: it is single-valued de-
spite the degeneracy in the Lagrange multiplier for a
given n. The normalization constraint (10) allows one
to fix w(τ) in Eqs.(17) to
w(τ) =
TrDˆ0TK
∫
drJ(r, τ)nˆu0 (r, τ)e
−
i
h¯
τ∫
τi
∫
dτ¯drJ(r,τ¯)nˆu0 (r,τ¯)
TrDˆ0TKe
−
i
h¯
τ∫
τi
∫
dτ¯drJ(r,τ¯)nˆu0 (r,τ¯)
,
and therefore to define a one-to-one mapping between n
and J (the J → n mapping is defined through Eq.(20)).
In particular, with n = n0, this gauge selects the natural
solution J ≡ 0 and w ≡ 0. Under these conditions,
Eq.(20) says that n and J are conjugate variables and
the relation (21) for Γ[n] can be regarded as the Legendre
transform of W [J ]; it follows that
δΓ[n]
δn(r, τ)
= J(r, τ) . (22)
The removal of constraints, which corresponds to the
physical situation under consideration, is equivalent to
J = 0; hence, from Eq.(22), Γ[n] is stationary with re-
spect to the variation of n around n0.
2- Using Uˆu0+J (τf , τi) = Uˆu0(τf , τi)UˆI(τi, τf ) and
Uˆu0(τf , τi) = 1, we find
W [J ] = A˜[u⋆ = u0 + J ] .
Using Eq.(21), it follows (dropping variables)
Γ[n] = −A˜[u⋆] +
∫
nJ
=
[
−A˜[u⋆] +
∫
nu⋆
]
−
∫
u0J
= s.v.
u
[
−A˜[u] +
∫ τf
τi
dτ
∫
dru(r, τ)n(r, τ)
]
−
∫
u0J
= F [n]−
∫
u0J ,
which proves proposition 2.
3- A complete proof is beyond the scope of the paper,
and we hope to publish it elsewhere. We outline the main
elements and point to relevant references for details. By
treating the strength of the electronic Coulomb repulsion
g = e2 as an expansion parameter, the effective action
F [n] can be expressed as
F [n] =
∞∑
k=0
gkF (k)[n] . (23)
Different techniques can be used to obtain the coupling-
constant expansion (23) from Eq. (13), such as the
auxiliary field method [16, 29] or the inversion method
[16, 30, 31]. The zeroth-order contribution FKS ≡
F (0), which is the only remaining term in the limit
g → 0, corresponds to the universal effective action of
a non-interacting system, while the higher-order correc-
tions collected in Fex ≡
∑∞
k=1 g
kF (k)[n] contain the ef-
fect of electron-electron interactions, including the TD
Hartree and KS exchange contributions at lowest order.
Then, Eq. (14) is obtained by combining δΓ/δn|n0 =
δF/δn|n0 − u0 = 0 with F = FKS + Fex. From the sym-
metry property of the effective action under exchanging
the forward and backward components of n along C, the
solution of δFKS/δn evaluated at the physical density n0
can be shown to be equal on both branches. Finally, from
propositions 1 and 2, ΓKS [n] = FKS [n]−
∫
vKSn can be
interpreted as the effective action s.v.
Dˆ,Oˆ→n
AuKS (Dˆ, Oˆ). At
n = n0, the stationary point implies the free Liouville
equation, which, for a system of independent particles, is
equivalent to the single-particle Liouville equation (15)
for the one-particle density operator ρˆKS . For a pure
initial state, the latter can be diagonalized and one ob-
tains the more usual single-particle KS equations for the
KS orbitals. We remark that, in the absence of a varia-
tional principle, the TDKS scheme was either justified by
assuming the so-called non-interacting v-representability
of interacting densities, or searched by direct construc-
tion of the KS system through solution of a non-trivial
partial-differential equation for vKS [32, 33].
In conclusion we have described a constrained-search
variational formulation of TDDFT. The key results are
collected in the four propositions listed above and the
main ingredients are conveniently compared with those
of the Levy-Lieb constrained-search formulation in Table
(I). The approach integrates and extends ideas previously
developed in other fields [16, 18, 23, 25]. A profound
mathematical analysis of its underpinnings, well beyond
the scope of the present paper, would be much desirable;
we hope that the incompleteness of the results presented
here will encourage others to pursue some of the ques-
tions raised by them. We anticipate that many of the
techniques developed in field theory, e.g. functional inte-
gration, loop expansion, auxiliary field..., could be much
valuable to develop controlled approximations based on
Γ[n] and to provide additional insights on the TD Kohn-
Sham potential. Finally, the approach can be expanded
to TD-current-DFT [3] and can also be adapted to purely
classical systems [34] by considering the classical coun-
terparts of the different quantities (e.g., density opera-
tors into distribution functions, commutator into Poisson
bracket...)
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