The ImageCLEF 2008 medical image annotation task is designed to assess the quality of content-based image retrieval and image classification by means of global signatures. In total, 12,076 images were used. In contrast to previous years, the task was designed such that the hierarchy of reference IRMA code classifications is essential for good performance. 24 runs of 6 groups were submitted. Multi-class classification schemes for support vector machines outperformed the other methods. The obtained scores rage from 74.92 over 182.77 to 313.01 for best, baseline and worst results, respectively.
Introduction
Over the last three years, automatic medical image annotation evolved form a simple classification task with only about 60 classes [1] to a task with nearly 120 classes [4] and further to a task where a complex class hierarchy of potentially several thousand classes had to be considered [2] . However, even the 2007 task could be solved using flat classification hierarchies since large parts of the hierarchy were unused and the effective number of classes was only slightly higher than in 2006.
The aim of this years medical image annotation task is to promote the use of hierarchical classification hierarchies and foster the use of the prior knowledge encoded into the hierarchy of classes.
The task of this year is similar to last year in that the classes are again based on the IRMA code [3] . The main difference this year is that the prior distribution of the classes in the test data is strongly different from the prior distribution of the training data and that thus in particular classes which are badly represented in the training data are present in the test data to encourage the use of the hierarchy and the placement of wild card operators.
Database and Task Description
The training data of this year consists of 12,076 images (10,000 training images from last year + 1,000 development images from last year + 1,000 test images from last year + 76 new images) and the test data consists of 1,000 new images. In total 196 unique codes are present in the training images and 187 of these are present in the test images. The most frequent class in the training data consists of more than 2,300 images, but the test data has only one example from this class. In Figure 1 the frequency of classes in the training and in the test data is shown. It can be seen that the classes in the test data are nearly uniformly distributed but in the training data some classes are far more frequent than others. 
IRMA Code
Existing medical terminologies such as the MeSH thesaurus are poly-hierarchical, i.e., a code entity can be reached over several paths. However, in the field of content-based image retrieval, we frequently find class-subclass relations. The mono-hierarchical multi-axial IRMA code strictly relies on such part-of hierarchies and, therefore, avoids ambiguities in textual classification [3] . In particular, the IRMA code is composed from four axes having three to four positions, each in {0, . . . 9, a, . . . z}, where "'0"' denotes "'not further specified"'. More precisely,
• the technical code (T) describes the imaging modality;
• the directional code (D) models body orientations;
• the anatomical code (A) refers to the body region examined; and
• the biological code (B) describes the biological system examined.
This results in a string of 13 characters (IRMA: TTTT -DDD -AAA -BBB). A small exemplary excerpt from the anatomy axis of the IRMA code is given in Table 1 .
The IRMA code can be easily extended by introducing characters in a certain code position, e.g., if new imaging modalities are introduced. Based on the hierarchy, the more code position differ from "'0"', the more detailed is the description.
Hierarchical Classification
Let an image be coded by the above 4 independent axes, such that we can consider the axes independently and just sum up the errors for each axis independently:
. . , l I be the correct code (for one axis) of an image; where l i is specified precisely for every position, and inl i it is allowed to say "don't know ", which is encoded by *. Note that I (the depth of the tree to which the classification is specified) may be different for different images.
Given an incorrect classification at positionl i we consider all succeeding decisions to be wrong and given a not specified position, we consider all succeeding decisions to be not specified. Furthermore, we do not count any error if the correct code is unspecified and the predicted code is a wildcard. In that case, we do consider all remaining positions to be not specified.
Since we want to penalise wrong decisions that are easy (fewer possible choices at that node) over wrong decisions that are difficult (many possible choices at that node), a decision at position l i is considered to be correct by chance with a probability of Furthermore, we want to penalise wrong decisions at an early stage in the code (higher up in the hierarchy) over wrong decisions at a later stage in the code (lower down on the hierarchy) (i.e. l i is more important than l i+1 ).
Putting this together yields:
where the parts of the equation account for (a) difficulty of the decision at position i (branching factor);
(b) the level in the hierarchy (position in the string); and (c) the correct/not specified/wrong labelling, respectively. In addition, for every axis, the maximal possible error is calculated and the errors are normed such that a completely wrong decision (i.e. all positions for that axis wrong) gets an error count of 0.25 and a completely correctly predicted axis has an error of 0. Thus, an image where all positions in all axes are wrong has an error count of 1, and an image where all positions in all axes are correct has an error count of 0.
Results from the Evaluation
In 2008, only 6 groups participated in the medical annotation task submitting 24 runs in total. In the following, we describe the methods applied by the participating groups.
FEIT. The Faculty of Electrical Engineering and Information Technologies from the University of Skopje in Macedonia submitted 2 runs using global and local image descriptors which are classified using bagging and random forests.
medGIFT. The medGIFT group from University Hospitals of Geneva in Switzerland submitted 4 runs using different descriptors and voting schemes in the medGIFT image retrieval system.
Miracle. The Miracle group from Daedalus University in Spain submitted four runs using different global and local image descriptors in a nearest neighbour classifier.
TAU-BIOMED. The Medical Image Processing Lab from Tel Aviv University in Israel submitted four runs using a bag-of-visual words approach with dense sampling and support vector machines for classification.
IDIAP. The IDIAP research institute from Switzerland submitted 9 runs using different multiclass classification schemes for support vector machines and different image descriptors.
RWTH-MI. The Image Retrieval in Medical Applications (IRMA) group at RWTH Aachen University in Aachen, Germany, provides a baseline-run that was computed using Tamura Texture Measures and the Image Distortion Model. Since 2004, the parameterization remains unchanged, and, therefore, the hierarchy was disregarded.
The results from the evaluation are given in Table 3 sorted by error score. It an be seen that the classification accuracy varies strongly from 74.9 errors to 313 errors according to the above described error measurement. Also the number of wildcards used varies very strongly between 0 in the model free approach from the IRMA group to up to 7000, which means that almost 7 wildcards per image were used on the average, i.e. more than half of the positions for the images are undefined. In general, it an be seen that the discriminative models using local descriptors from the IDIAP group outperform the other approaches.
In Figure 2 , some example test images are given along with their full IRMA code, the number of wildcards used by the submitted runs on average and the number of training images from this particular class. The top-part and the bottom-part of the figure show the images where, on the average, the most and the fewest wildcards were used, respectively. It can be observed that for classes with bad support in the training data far more wildcards were used.
