We present a novel 3D tracking approach capable of locating single particles with nanometric precision over wide axial ranges. Our method uses a fast acousto-optic liquid lens implemented in a bright field microscope to multiplex light based on color into different and selectable focal planes. By separating the red, green, and blue channels from an image captured with a color camera, information from up to three focal planes can be retrieved. Multiplane information from the particle diffraction rings enables precisely locating and tracking individual objects up to an axial range about 5 times larger than conventional single-plane approaches. We apply our method to the 3D visualization of the well-known coffee-stain phenomenon in evaporating water droplets.
The rapid 3D tracking of individual particles is crucial in unveiling fundamental processes in diverse fields from fluid mechanics to life science. Despite the development of several optical methods capable of single-particle tracking (SPT) [1] , the high-temporal, high-spatial resolution over large volumes required for characterizing the 3D dynamics in important applications such as nanorheology [2] or virus trafficking [3] still remains a challenge. In particular, most microscopy-based approaches can provide nanometer 2D tracking precision, but fail to achieve this precision in the z-direction over extended ranges. Such limitation is mainly due to the loss of signal as the particle moves out of focus. In addition, the axial symmetry of the diffraction spot also impedes proper 3D particle tracking. In other words, the axial distance that the particle moved can be determined by measuring the diameter of its first diffraction ring, provided there is prior knowledge of the particle size [4] ; however, such an approach cannot determine whether the particle moved above or below focus. A promising solution to break axial symmetry is to shape the point-spread function (PSF) of the optical system. Successful implementation of this concept includes the use of cylindrical lenses [5] or tailored PSFs, such as a helical PSF [6] , in which the shape of the imaged diffraction spot can be unambiguously correlated to the particle axial position. However, these approaches do not alleviate the problem of contrast or signalto-noise (SNR) loss as the particle moves out of focus, and hence are capable of 3D tracking only in a limited axial range.
A different approach that solves both the problem of outof-focus loss of SNR as well as axial spot symmetry consists of imaging multiple focal planes quasi-simultaneously [7] [8] [9] [10] . The underlying idea of this method is to modify the excitation and/or detection pathways of an optical system to send information from different focal planes into separate cameras or to different sectors of the camera. In this way, the tracking range can be extended and is limited only by the number of planes imaged. Despite the proven feasibility of 3D tracking via biplane imaging, techniques based on this concept suffer different drawbacks. They tend to be difficult to implement; the optical pathway must be divided, and the number of optical elements and cameras makes the setup cumbersome. Furthermore, the SNR is decreased, since light is split between the different detection elements. This is a crucial problem when dealing with small particles whose relatively low emitted signal makes the photon budget a fundamental issue to consider. In addition, these techniques lack flexibility in selecting the image plane locations, due to the fixed position of cameras and optics, which prevent appropriate selection of the region of interest within a sample where 3D tracking is to be performed. Also, when studying dynamic processes in live specimens, sample motion can shift the region of interest with respect to the predefined plane locations. For such applications, one needs methods capable of tunable multiplane selection.
Here, we present what we believe is a novel method for fast 3D particle tracking in bright-field microscopy using multiple and selectable focal planes. Our approach is based on a highspeed electronically tunable lens synchronized with three different monochromatic light sources, each with a different color-red, green, blue (RGB). The driving electronics for the lens enables one to independently control and select the position at which each color is focused. In this way, a single exposure of a color camera will simultaneously capture three colors corresponding to the three different focal planes. By simply splitting the RBG channels, color decoding can be performed and information from up to three different focal planes can be retrieved [11] . The measurement of the diameter and centroid position of the particle diffraction rings for each of the three focal planes enables one to unambiguously locate and track individual objects over significantly larger axial ranges than conventional single-plane approaches without loss of accuracy. Provided the signal collected from the particles is high enough, the temporal resolution of our 3D tracking approach is only limited by the camera frame rate (fps). Despite the feasibility of an electronic tunable lens for multiplane 3D microscopy having been previously demonstrated [11] , an appropriate characterization of the capabilities and potential benefits of this approach for 3D particle tracking have not yet been reported. Note that one can think of the tunable lens to produce a usercontrollable chromatic aberration that we use to multiplex illumination and enable multiplane imaging. Although not demonstrated in this Letter, such control of colors could also be used to correct for chromatic aberration. It is also worth noting the parallelism between our method and that based on shaping the PSF; whereas the latter uses shape to encode axial information, we use color. Here, we characterize the tracking accuracy and precision of our approach along the three directions of space, and demonstrate its feasibility by visualizing the fast 3D dynamics of the coffee-stain phenomenon in water droplets.
A schematic representation of our 3D particle tracker is presented in Fig. 1(a) . An inverted bright-field microscope is enabled with 3D tracking capabilities by inserting a high speed electronic varifocal lens between the microscope objective (40 × , 0.6 NA) and the tube lens. The position of the varifocal lens close to the objective back focal length assures maximum scanning range and minimal magnification effects [12] . In particular, we use a TAG lens as our varifocal device. This lens uses sound to induce a refractive index gradient in a fluid and, as such, produces a periodic modulation of the focal length in microsecond time scales [13] . For the current experiment, the driving frequency for the standing sound wave is f TAG ∼ 140 kHz, and the driving voltage amplitude is 10 V. When combined with a converging lens (i.e., microscope objective), the varifocal capabilities of the TAG lens enable continuous and fast sinusoidal axial scanning [14] . In other words, the axial position of the system focal plane becomes a periodic function of time, with a periodicity of 1∕140 kHz ∼7 μs. In the experiments presented herein, the total axial scanned range was 10 μm, about an order of magnitude larger than the depth of field (DOF) of the objective used. The zscanned range decreases with the numerical aperture of the objective, but in general, an axial range of about 10 times the DOF of the objective can be attained when using the TAG lens [11] . Note that this value could be further extended by adjusting the driving amplitude voltage of the TAG lens, with the potential downside of inducing spherical aberration [12] . By using pulsed illumination properly synchronized with the TAG lens oscillation, and provided the light pulses are shorter than the TAG lens oscillation period, any focal plane within the scanning range can be selected. This forms the basis of our approach: we use 300 ns light pulses from three LED sources, each synchronized with a different oscillation state of the TAG lens, and hence a different focal length (the effective focal length of the TAG lens becomes a function of both color and time [see Fig. 1(a) ]). In this way, each color can be independently controlled and focused to a user-selectable focal plane within the overall axially scanned range. Indeed, the illuminated planes can be selected by simply changing the temporal phase delay between color pulses and the instantaneous TAG lens focal length. Since each light source has a different color (RGB), the image acquired by the color camera (Infinity 1, Lumenera, pixel size of 4.2 μm) contains information from each plane recorded in each set of color pixels independently. This information can be easily decoded by RGB channel separation. In order to increase contrast, multiple pulses are acquired during the capture of a frame. In fact, the camera is kept at free-running mode while the illumination is pulsed at the frequency of the TAG lens. Thus, the total number of pulses integrated for each captured frame is given by f TAG ∕fps. In this way, the only synchronization required is between colored pulsed illumination and the TAG lens. Such a scheme greatly simplifies the overall implementation of our approach.
We first determine the axial tracking range of our system by imaging a single bead (1 μm diameter polystyrene sphere) attached to a microscope slide that we translate in the z direction in steps of 250 nm with a piezoelectric stage. At each axial position, we record 25 images for statistical purposes. The average diameter of the bead first diffraction ring versus axial position is presented in Fig. 1(b) for a single focal plane. This plot clearly illustrates the common problem of single-plane-based 3D particle tracking. Notably, the diameter of the diffraction ring is symmetric along the z axis, which limits tracking to a relatively small range either completely above or below focus. In order to better quantify axial tracking range, we calculate the localization uncertainty or localization precision along the z-axis (σ z ) at a certain axial position given the particle diameter (∅) and corresponding experimental error (Δ∅) as
where Z ∅ describes the variation of axial position as a function of diameter [ Fig. 1(b) ]. This equation is simply derived from error propagation. The plot of σ z versus axial position [gray area, Fig. 1(b) ] reveals the increase in uncertainty as one moves closer to focus. This is intuitively expected due to the slow variation of the diffraction ring diameter in the vicinity of the focal plane (1 μm). In addition, as the bead moves beyond 4 μm above or below the focal plane, σ z significantly increases due to a decrease in SNR. Consequently, in this current experiment, traditional single-plane tracking can only provide precise zinformation (σ z < 125 nm) in a range of about 3 μm.
Contrary to the traditional approach, three-color multiplane imaging obviates most problems that limit the axial tracking range [ Fig. 1(c) ]. In this case, a unique combination of diameter values exists for each axial position, and hence the axial symmetry of Fig. 1(b) is broken and any potential ambiguity on particle position disappears. In fact, by triangulation, it is possible to uniquely determine the position without prior knowledge of the bead diameter. Most importantly, the deterioration in localization precision close to the focus can be neglected, i.e., one can always identify the zposition from the color channel presenting the lowest σ z [gray area, Fig. 1(c) ]. In this particular experiment, we select three planes located at −5, 0 and 5 μm corresponding to the red, green, and blue colors, respectively. Such conditions enable us to determine the particle zposition with high precision (σ z < 125 nm) over a range spanning about 16 μm, an extension by a factor of 5 over the single-plane approach.
The tracking capabilities of our system in the three directions of space are presented in Fig. 2 . In this case, we track 1 μm beads contained in a water-filled reservoir while translating it at 250 nm steps in x-y-z at regular intervals of 1.5 s. Considering the frame rate of our camera to be 20 fps, this implies 30 measurements (data values) per xyz position. We use an algorithm based on connected neighboring pointsimplemented in MATLAB-to perform tracking. In more detail, for each frame and color channel, we use the Hough transform to locate the particles and determine the diameter of their first diffraction ring as well as the corresponding centroid position. By using the calibration curve derived from Fig. 1(c) , and using linear interpolation, we can then determine the xyz coordinates of each particle at a given time. In particular, we use information from the three color channels to roughly find the axial position of the particle by error minimization. We then determine the particle axial and lateral position from the color channel that results in the smallest σ. Once the xyzt coordinates of each particle are known, trajectories are reconstructed based on the routine described in [15] . The measured trajectory of a particle stuck on a microscope slide and hence translated at regular time intervals is plotted in Figs. 2(a)-2(c) . The sequential 250 nm steps can be easily distinguished for all three directions in a range of 14 μm. In the conditions herein, this value constitutes a true limit only in the z direction, whereas for the x and y direction, it could be extended to the total field of view of the objective (64 and 48 μm, respectively). Since we know the trajectory of the particle, we can use the data acquired to determine tracking accuracy Δ as well as localization precision. To this end, we fit the experimental data to a step function for each direction of space [red line, Fig. 2(a)-2(c) ]. Given an xyz position, the localization precision σ for each axis corresponds to the spread of measured values around its mean value, and can be expressed in terms of the standard deviation. The tracking accuracy for each axis can be computed as the deviation of the mean values with respect to the true position of the particle represented by the step function [16] . A summary of the average values obtained along the entire axial range explored, and for each position, are summarized in Table 1 . Notably, an average tracking accuracy of 65 nm or better and a localization precision below 55 nm is reached for the three directions of space. Importantly, the accuracy and precision depend primarily on the properties of the elements that constitute the tracker, i.e., piezo-stage precision, camera shot noise, etc., and thus can be further optimized for a given particle size or other experimental characteristics. The TAG lens simply extends the axial range and in fact, experiments with the TAG lens off result in similar tracking performance but over a reduced axial range.
Although the average values reported are indicative of the performance of our 3D tracker, they do not shed light on the dependence of tracking accuracy and precision along the different positions analyzed. Indeed, one would like to have a method where the overall tracking capability is maintained across the volume analyzed. To this end, the total tracking accuracy and precision at different axial positions is presented in Fig. 3 . Note that both parameters present some fluctuations, but no specific trend can be observed over the range analyzed here. Therefore, this experiment demonstrates that our approach enables 3D tracking with an accuracy and precision better than 100 nm across an axial range of 14 μm. Such an extended z-range is in contrast to traditional-single plane approaches, where degradation of accuracy and precision rapidly occurs as one moves away from the plane of interest [4] .
The accuracy and precision over a large volume (14 μm× 14 μm × 14 μm) of our approach can be better appreciated in Fig. 2(d) , where the total trajectory of the stuck particle is plotted for the three spatial directions. In this case, the trajectories of two free-floating beads have also been included. It is interesting to Letter Vol. 41, No. 5 / March 1 2016 / Optics Letters note the difference between the regular movement of the stuck particle, controlled by the piezoelectric translation, and the random walk of the free beads caused by Brownian motion. Finally, we characterize the dynamics of an evaporating water droplet containing 1 μm beads (0.1% solid concentration) to highlight the speed at which z-positional information can be acquired from a large collection of beads in the same image. The RGB images captured using our particle tracker at a frame rate of 20 Hz and over a time span of 8.25 s are shown in Visualization 1 and Fig. 4 . Clearly, each color channel corresponds to a different focal plane as indicated by the different size of the first diffraction ring of a given particle. Note that all images seem to present some motion blur. This is not a limitation of our approach but a limitation of the settings of the experiment. In fact, during the 50 ms exposure time of each frame, the particle's movement cannot be fully discarded. Also, the curvature of the droplet may cause some degradation in image quality. In any case, by using the multiplane information and the tracking algorithm developed here, we can determine the particle trajectories [ Fig. 4(d) ]. All particles, independent of their initial position, converge toward the edge of the droplet-even particles that were initially at different axial positions. The results obtained and the evolution of the reconstructed 3D trajectories are consistent with the coffee-stain phenomenon, a well-known process caused by the pinning of the contact line and the induced capillary flow as a droplet evaporates. Despite extant literature on the study of this inherently 3D phenomenon, most works use 2D tracking approaches [17] , which neglect the potential role that axial flow components can play. In contrast, our method enables one to significantly extend the tracking capabilities of a 2D system with the simple introduction of tunable lens, while preserving the tracking speed, localization precision, and tracking accuracy of existing 2D approaches. This is a step forward in the study of 3D processes that require high tracking accuracy and precision over extended axial ranges.
In conclusion, bright-field microscopy with tunable colorencoded illumination is a powerful approach to perform 3D particle tracking over extended ranges with high precision and accuracy. Our simple method, based on a single fast electronic liquid lens known as the TAG lens, offers the possibility of selecting an arbitrary number of different focal planes without moving mechanical elements or, more importantly, sacrificing SNR. With a simple calibration, the unique relationship between particle axial position and RGB diameters can be determined, enabling particle tracking over large volumes. Contrary to other multiplane approaches, color-coded multiplexing can be used with a single detection element, allows full frame capture, and can be directly incorporated in any brightfield imaging system. The simplicity and tunability of our 3D tracker is suitable for characterizing the dynamics of a wide variety of processes spanning different spatial and temporal scales, giving researchers an important new tool capable of exploring 3D phenomena with exceptional detail.
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