Cloud computing-implemented by tool suites like Amazon S3, Dynamo, or Hadoop-has been designed to overcome classical constraints of distributed systems (i.e. poor scale out, low elasticity, and static behaviour) and to provide high scalability when dealing with large amounts of data. This paper proposes the usage of Hadoop functionalities to efficiently (1) process financial data and (2) detect and correct errors from data repositories; in particular, the work is focused on the database SABI. There is a set of operations that performed with the distributed computation paradigm may increase the calculation performance.
INTRODUCTION
Rapid advances in technology and storage capacity have lead to grab huge volumes of data from internal and external processes. In such scenario, data management has become a crucial component in any datadriven application. Actually, the concept of data management has evolved and, currently, not only refers to data storage but also to computation and data aggregation, which pushes traditional relational databases to the background. Thus, cloud storage services take the baton offering their high scalability and availability at low cost (Kraska et al., 2009) . Existing commercial services use computer farms of commodity hardware to provide remote storage facilities. Some of them restrict strong consistency to small data sets (e.g. Microsoft SQL Data Services) and others only provide eventual consistency to larger data sets (e.g. Amazon S3). However, there are several applications that require both transactional guarantees and high scalability. Data management then imposes new demands to deal with (1) a large amount of (2) non-homogeneous data.
This work focuses on the financial database Sistema de Análisis de Balances Ibricos (SABI) (Bureau van Dijk, 2010) , which is considered a research tool by many Spanish universities (Albino, 2008) and is largely used by private companies to perform market analysis. Although this repository constitutes an important financial information source in Spain, many companies do not properly fill all the fields, leading to an incomplete data panel. In some works, this issue is roughly solved by excluding those rows that belong to companies with missing values (Hernández-Cánovas and Martínez-Solano, 2010) . Reducing the size of the sample set or even replacing missing values with means may bias the results in terms of accuracy. Nonetheless, this data repository is targeted to engage researchers in analysing companies' efficiency (Kapelko and Rialp-Criado, 2009; Retolaza and San-Jose, 2008; Guzmán et al., 2009) , by computing ratios like indebtedness, availability of idle resources, or capital costs (Martínez-Campillo and Gago, 2009) . Thus, to perform such calculations researchers and users have to follow a two-step procedure: (1) search and filter the data and (2) analyse them with the aid statistical tools.
The purpose of this paper is to propose the use of an open-source cloud computing tool to efficiently store and process large amounts of data. To this end, we rely on Hadoop (White, Tom, 2009 ) and its implementation of MapReduce (Dean and Ghemawat, 2010) . To manage the storage resources, Hadoop uses a distributed file system referred to as HDFS that is written in Java and designed to offer portability across heterogeneous hardware and software plat-forms. We tested the performance of the proposed approach through a case study based on error detection and financial metric computation on the aforementioned SABI repository.
The remainder of this paper is organised as follows. Section 2 reviews the tools powered by Apache Hadoop project, and Section 3 describes the SABI repository. Next, Section 4 details the implementation and presents some experimental results. Finally, Section 5 summarises the work and outlines some future research lines.
MASSIVE STORAGE & COMPUTING
Despite the effort in designing and developing efficient algorithms, scalability is still a challenge in data management (Brewer, 2000; . This has been carried out by a database management system (DBMS) which is usually enhanced with cluster-based solutions to increase system performance and tolerate site failures. Nevertheless, the more the number of replicas increases, the more the traditional DBMS struggles (Paz et al., 2010) . To overcome this drawback, some approaches (Chang et al., 2006; DeCandia, Giuseppe et al., 2007; Lakshman, Avinash and Malik, Prashant, 2010) attempt to store data into non-relational databases; plain databases with no special features such as fast interfaces or advanced concurrency control algorithms (Brantner et al., 2008) , where data are just stored in a non-normalised scheme meeting specific constraints.
This section reviews the storage technologies and describes the data management model used in our experiments, which offers an efficient cloud-based way to address the data set described in Section 3.
Cloud Storage Trends
According to the CAP theorem (Brewer, 2000) , in order to deal with a deluge of data spread over thousands of servers, data consistency, availability, or network partitioning properties have to be relaxed, finding a trade off among them. Amazon S3 (Palankar et al., 2008) , Dynamo (DeCandia et al., 2007) , Yahoo! (Cooper et al., 2009) or Hadoop are some of the market technologies that provide high-scalability based on the cloud paradigm. However, depending on the aforementioned requirements-consistency, availability or performance-one technology will be more suitable than the others. For instance, while Amazon S3 implements eventual consistency on its nodes, Hadoop ensures strict consistency allowing data to be Written Once and Read Many (WORM) times (White, Tom, 2009 ).
Our specification is subjected to two requirements, data must be (1) strictly consistent and (2) written once and read each time we perform calculations. To this end, Hadoop can be a suitable technology since it satisfies our need by providing a good balance between consistency and availability. In addition, it supplies a set of open-source tools which offer reliable and scalable distributed computing:
Hadoop Distributed File System (HDFS). Raw storage container which ensures consistency, scalability, fault tolerance, and replication under a WORM environment. This implementation has followed the ideas presented in (Ghemawat et al., 2003) .
HBase. Interface that permits accessing the nonnormalised data stored on the HDFS as if it was a structured distributed database.
MapReduce. Software framework able to perform distributed computing operations in the data set stored in the HDFS.
In the following, each tool is described:
HDFS. Storage devices tend to be the bottleneck in many scenarios such as web services or intensive computing applications; scenarios where user queries and network communications are faster than writing and reading from disks (Paz et al., 2010) . However, HDFS, due to its architecture, behaves as a distributed file system mounted at the user space which spreads and replicates data across all the storage servers in a scalable way. In our case, HDFS automatically splits the file and stores each partition on different sites enabling parallel distributed computations. The size of this partition is set by default to 64 MB though it can be adjusted to obtain different performances (Shafer et al., 2010) .
HBase. Once data are stored on the distributed file system, they are ready to be retrieved and processed. Data can be accessed (1) from the command line interface which gives direct access to the distributed file system via put and get HDFS directives suitable to perform small tests and check whether data have been stored correctly or (2) from an upper-layer middleware such as HBase, extremely useful when large amounts of data have to be read, processed, and written back to the file system.
HBase allows us to access to the non-normalized data stored on the distributed file system as if they were on a relational database SQL. Both the standard query language and the HDFS built-in facilities make easier to formulate queries and retrieve filtered data.
MapReduce. Data stored in distributed file systems can be processed either (1) by centralized computing, i.e. by aggregating all remote data and then processing them from a central node or (2) by distributed computing, i.e. by first processing data chunks locally stored on each node and then aggregating the partial results. The latter may perform better than the first one when calculations can be solved in parallel since it takes the most of the computational resources of each distributed site and minimizes the network traffic. MapReduce is an Apache Hadoop compatible distributed computing paradigm which hides the internal distributed file system architecture allowing to process distributed data without knowing its exact location.
HBase and MapReduce both provide an efficient way to access the distributed data stored in the HDFS without compromising reliability nor worrying about data partition. While HBase is best suited for realtime read/write random access to very large data sets, MapReduce is suitable for performing complex operations with stored data without having any notions about the typical issues of the distributed systems such as concurrency control, replication schemes, fault tolerance and recoverability.
Taking into account that our data have to be not only stored and retrieved from the file system but also processed, MapReduce seems to be an appealing framework to efficiently perform our experiments.
SABI DATABASE
This section briefly describes SABI, the database used in the experimentation, stresses its relevance, and points out its main drawbacks which can be solved with the proposed MapReduce approach.
Distributed online in Spain by INFORMA (Informa, 2010), SABI consists of (1) a private repository that gathers data from 1998 until 2009 of more than 1.2 million Spanish and Portuguese firms and (2) a financial analysis system.
As any other conventional database, the data stored can be accessed through different search criteria such as company name, tax identification number, location, business activity, employees, etc. However, SABI provides additional functionalities that allow the user to (1) perform statistical and comparative analyses of companies taking into account different variables and different time basis, (2) to obtain reports in either standard or personalized format, and (3) graphically visualise results from balance accounts, income statements, and other comparisons.
Therefore, SABI's strength lies on its analytical tools applied to finance, marketing, and economics.
Finance/Credit. Users can follow financial progress, carry out credit analysis, conduct company comparisons, identify competitors, study companies' position in the market, detect potential partners, consider mergers and acquisitions, etc.
Marketing/Commercial. Users can perform strategic corporate planning, examine market situation, detect potential clients, elaborate market strategies, etc.
Economics Research. Users can benefit from a research tool and teaching resource.
SABI has been used in many research works such as (Retolaza and San-Jose, 2008 ; Hernández-Cánovas and Martínez-Solano, 2010). Nevertheless, some of these studies report the inconsistency of the database and the presence of missing values which force to remove many items from the database and, as a consequence, shrink the set of samples.
In the following, we present a case study that shows how to detect errors from the database and keep the information used consistent.
CASE STUDY: SABI
This section (1) describes the problem to solve, (2) explains how data are organised in the SABI repository files and, (3) how these data are tuned to apply the MapReduce technique and derive our calculations. As already mentioned, we obtained the data from a SABI DVD October 2009. These data correspond to collected information from year 2001 until 2008 and most of them refer to the old Spanish chart of accounts-which changed in 2007.
The main problem that everybody faces when trying to extract any statistics from the SABI repository is the mismatch between the different values contained in the companies' accounts. This is due to the fact that most of these Spanish and Portuguese companies manually introduce the calculated values. Once mismatches are identified, these entries have to be removed from the data panel. Therefore, the goal of our proposal is to efficiently automatise the task of identifying and removing these mismatches.
For example, the total assets value shown in Table 1 can be computed from the following items: (1) shareholder contribution receivable, (2) long-term investments (which is computed from the following items: start-up costs, intangible assets, tangible assets, financial investments, own stock and long-term investments debtors), (3) deferred charges (which is computed from the following items: shareholder contribution non-receivable, debtors, temporary financial investment, short-term own stock, liquid assets and accrual adjustments), and (4) current assets. Hence, the total assets field can be checked from such other fields of the same entry. If there is a field with incorrect data (either the final total assets value or any of the others) the full entry will have to be removed. We can follow a similar process for the rest of metrics (economic performance, profitability, financial structure and short/long term solvency) shown in Table 1 .
Next, we describe how data is organised within the SABI data repository and how MapReduce tasks are launched to deal with each entry.
Data File Format
The aforementioned SABI repository is extracted to a single text file of 10.4 GB which is not manageable for some file systems. Hence, we split it up into years (from 2001 to 2008) obtaining eight text files of 1.3GB each. The first row of each file contains the header indicating the content of each field, e.g. the name, address, number of employees, etc. and the rest contains information regarding each company (one per row). Each file is written in a fixed-size virtual rectangle which forces long fields (e.g. name) to be written in multiple lines as follows:
This is This is 43 Another And another a field another field one field
In order to ease the map tasks, these files need to be preprocessed to (1) demarcate each field (up to now there is not a unique field separator, i.e. white space or tabulator), (2) transform multiple line fields into single lines, and (3) fill up the empty fields by inserting '⋆'.
After preprocessing the eight files, we obtain eight new files that are loaded into HDFS. The following section describes how the MapReduce tasks check these files.
The MapReduce Process with the SABI Data Panel
Once the files are loaded into HDFS, the computation takes a set of input key i /value i pairs, and produces a set of output key i /value ′ i pairs. The MapReduce process is based on two functions: map and reduce. The map function, written by the user, selects the needed fields to compute the metrics shown in Table 1 from a given company and passes them to the reduce function with an intermediate key i . The reduce function, also written by the user, accepts this key i and a set of values for that key ({value i1 , value i2 , . . . , value i j , . . . , value ip }) and computes the desired metric. Its output is one if the company passes the check or 0 otherwise. The following summarised code snippet shows the implemented map and reduce functions written in J2SE: The Hadoop JobTracker assigns to existing TaskTrackers the different blocks in which the files are split to do their map tasks. Our defined map task returns for each company their four accounts that we have specified per year; all of these accounts are separated using "\t" too. So the result of the map task will be in this case: " .272 ", recall that the map task (1) checks if there are empty fields in a given line (if so, it will discard it and will not send it to the reduce task) and (2) removes the unnecessary fields (marked with "..." in the example above).
Then, the reduce tasks will be issued obtaining that: total assets = 5.743.434, shareholder contribution receivable = 0, fixed assets = 2.242.904, multi-year expenses = 48.258, current assets = 3.452.272. As in this case it is satisfied, it will return the tuple Firm1 2006, 1 . Thus, at the end of the reduce task we will have a file composed of the following tuples (formatted as text lines with "\t" as the field separator for each tuple): { Firm1, 1 , . . . , Firm2, 1 , . . . , Firm3, 0 , . . . , Firm4, 1 }.
As we wanted to extract some knowledge from firms that have mismatching data, we classified the total amount of entries in the SABI repository from 2001 until 2008 (2.131.336 firms distributed in 266.417 entries per year) according to their working sector: agriculture, industry, energies, construction and dwellings, and services.
From the output generated by the MapReduce task, we built Table 2 . Each working sector has two columns: (1) α shows the ratio of firms that had nonempty values at all the required fields to compute the metrics shown in Table 1 from the total amount of entries, (2) β shows the ratio of these firms that passed all the verifications (e.g. at 2001, the 25% of industry firms, i.e. 266.417 * 0, 25 = 66.604 firms, had no missing fields and, from these, only the 42%, i.e. 66.604 * 0, 42 = 27.974 firms, passed the six verifications described in Table 1 ).
This section described the implementation of the map and reduce tasks to efficiently go through the whole data repository and remove the mismatching entries. Nevertheless, we also need to compare the performance of our method with respect to other tools designed to mine data such as project R, a free software for statistical computing, or Matlab, a high level computing language.
SUMMARY AND FUTURE WORK
Data driven applications are becoming more popular nowadays and the requirements needed to manage them are very stringent; huge volumes of data do not fit well in traditional database management systems. Cloud computing provides us the proper tools and infrastructure to manage data in a scalable and efficient way. In this paper, we have proposed a method to deal, not just storing but also computing, with large data repositories in the financial field. This method consists on using the HDFS and MapReduce facilities to detect possible errors and recalculate values of the Spanish/Portuguese data repository and to ease the computation of certain financial metrics. This work has presented a more daily application of MapReduce which embraces economics calculation. However, there is still a long way until this usa-ge becomes familiar to practitioners due to the difficulties of decomposing the problem in operations of mapping and reducing required to apply the MapReduce distributed computing paradigm. We hope our sketch encourages researchers to work on this direction and provide new insight into the field.
Finally, our future research lines are two-fold: (1) to apply the same idea with upper layer Hadoop products such as HBase or Hive and compare which option is the best in terms of coding complexity and (2) to make a performance comparison analysing statistical tools such as R and SPSS.
