We propose a multi-stage quantum wavepacket dynamical treatment for the study of delocalized electronic systems as well as electron transport through donor-bridge-acceptor systems such as those found in molecular-wire/electrode networks. The full donor-bridge-acceptor system is treated through a rigorous partitioning scheme that utilizes judiciously placed offsetting absorbing and emitting boundary conditions. These facilitate a computationally efficient and potentially accurate treatment of the long-range coupling interactions between the bridge and donor/acceptor systems, and the associated open-system boundary conditions. Time-independent forms of the associated, partitioned equations are also derived. In the time-independent form corresponding to the bridge system, coupling to donor and acceptor, that is long-range interactions, are completely accounted. For the time-dependent study, the quantum dynamics of the electronic flux through the bridge-donor/acceptor interface is constructed using an accurate and efficient representation of the discretized quantum-mechanical free-propagator. A model for an electrode-molecular wireelectrode system is used to test the accuracy of the scheme proposed. Transmission probability is obtained directly from the probability density of the electronic flux in the acceptor region. Conductivity through the molecular wire is computed using a wavepacket flux correlation function. * iyengar@indiana.edu
INTRODUCTION

Electron transport
1-7 between a donor and an acceptor mediated by a bridge has a fundamental role in a wide set of areas. These include: biological redox systems [8] [9] [10] [11] [12] [13] , where electron transport through an intervening bridge is central to photosynthesis [14] [15] [16] [17] [18] [19] and also in many enzyme catalyzed reactions, advanced materials where molecular nano-electronics has now come to fore with potential applications in problems such as sensors, photonics, electro-catalysis and solar photo-conversion [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] , charge transfer systems in DNA and large biomolecules [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] and atmospheric and condensed phase systems where solvated electron chemistry [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] plays an important role. In materials chemistry, molecular electronics has emerged as a thrust area and this has been triggered [55] [56] [57] [58] [59] [60] [61] [62] partly by the possibility of silicon based electronic chip technology tending to its inherent physical limitations and through novel developments in nano-fabrication methods [63] [64] [65] [66] [67] . The intensity of current research effort in this area is due to the expectation that electronic transport properties may be tailored with tools of synthetic and surface chemistry 55, 58, 59, 61 . To this extent, electronic [68] [69] [70] [71] [72] and optical 73, 74 properties of numerous single molecules 57, 58, [75] [76] [77] [78] [79] [80] , organic self assembled monolayers (SAMs) 68, [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] and carbon nanotubes [91] [92] [93] [94] have been the subject of earnest experimental and theoretical pursuit.
In the field of molecular electronics, the donor-bridge-acceptor electron transfer problem is complicated by the fact that external bias and electrode-molecular wire interface coupling converts the molecular junction into an open system dictated by a non-equilibrium flow of electrons proportional to the bias voltage and electrode-molecular wire interface coupling.
As a result of open system boundary conditions, the eigenstates of the molecule interact with those of the probe to create a broadened set of states, i.e, the molecular states are not the same as in the isolated system. There exist several computational methods to deal with this problem. Theoretical studies are generally carried out using Landauer's theory and the method of non-equilibrium Green's functions (NEGF) 55, 89, . In Landauer's theory, the conductivity of a molecule is obtained from elastic scattering of electrons through the molecular network and calculation of the associated scattering matrix 102, 118 . The basic ideas of NEGF theory are as follows: The molecular system is exposed to open system boundary conditions which perturb the solutions to the Schrödinger equation obtained from treating the molecular system as an isolated unit. NEGF theory 97, 98 provides an approach for con-verting the isolated system solution to one that obeys outgoing and incoming wave boundary conditions, which is required since the molecular system is susceptible to external bias and non-equilibrium electronic flow. Most current implementations of the NEGF approach are time-independent and perturbative in nature (a few exceptions include Ref. 114, 117) and calculate the steady state conductance through the molecule.
In this paper, we present a fully-coupled domain decomposition technique to solve the time-dependent Schrödinger equation for extended and delocalizd electronic systems. The full donor-bridge-acceptor time-dependent Schrödinger equation is partitioned into local domains that interact with each other through the inclusion of offsetting absorbing/emitting potentials . These potentials have imaginary components to allow the introduction of coupled dissipative/regenerative behavior in the local domains. The resultant partitioned
Schrödinger equations that are now coupled through the offsetting absorbing and emitting potentials are solved in multiple stages to allow computational simplicity and preserve accuracy. With this we provide an alternative method that accounts for the coupling, eigenstate broadening and the associated non-equilibrium conditions on the molecule. Furthermore, we also derive time-independent forms of the associated equations which will in future be utilized to derive QM/QM embedding methods that allow electron flow between multiple components. We illustrate the time-dependent methodology by treating a model donorbridge-acceptor system chosen from the perspective of molecular wire conduction and transport. The paper is organized as follows: In Section 2 the multi-stage ab initio wavepacket dynamical (MS-AIWD) formalism is presented wherein a full Schrödinger equation for an extended electronic system is partitioned to obtain coupled local equations as stated above.
Propagation schemes are presented in Section 3 while their accuracy is investigated in Section 4. Computational advantages are also outlined. Conclusions are given in Section 5
A MULTI-STAGE AB INITIO WAVEPACKET DYNAMICAL (MS-AIWD) FORMALISM THROUGH OFFSETTING ABSORBING/EMITTING POTEN-TIALS FOR STUDIES ON DELOCALIZED ELECTRONIC PROBLEMS
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When an external bias is applied along the donor-acceptor direction, there may be transfer of charge between the wire and the electrodes, leading to a non equilibrium condition and
transport. An electron-wavepacket initially localized in the electrode at higher potential will tunnel through the wire and into the electrode at lower potential. The donor and acceptor probes thus act as source and sink reservoirs. Such a model system can be applied to a wide variety of systems of interest in addition to the molecular electronics system. For example, one of the electrodes could be the tip of the Scanning Tunneling Microscope (STM) which is used for characterization of surfaces and surface-adsorbate topologies and similar studies.
In the emerging field of biosensors and biofuels, the bridge molecule establishes electron transfer pathway between the enzyme redox center and the electrodes 150 . It can also be a general three-layer QM/QM template for large systems where electronic exchange and transport between the layers is allowed.
Our starting point towards development of a computational method for problems such as that described in Fig. 1 is through a connection to the reactant product decoupling (RPD) method popular in quantum scattering theory [151] [152] [153] [154] [155] [156] [157] [158] [159] [160] [161] [162] . However, it is important to note that while in RPD, absorbing and emitting potentials are applied in configurational space to partition the global potential surface, in our case, the absorbing and emitting potentials are applied in real space to partition the system into multiple portions (or stages, as discussed below) to facilitate an efficient and accurate treatment. To describe this entire process, we start with the full time-dependent Schrödinger equation
where H is the Hamiltonian for the system and contains all electrons and nuclei in the system and ∆(t) is the external bias. For example, H could be chosen as the density functional theory Hamiltonian, in which case H is the Kohn-Sham operator given by H ≡ F = h + G + E XC , where h is the one-electron term that includes electron-nuclear attraction and any external potential, G is the Coulomb repulsion term and E XC includes the exchangecorrelation functional. In such a case, our starting point, Eq. (1), is essentially timedependent density functional theory 163 . We now redefine the full Hamiltonian using one-electron absorbing and emitting potentials such that:
The potentials V I−II , etc are localized in space which allows us to split the system shown pictorially in Fig. 1 , in this case, into four stages named I-IV, as shown in Fig require that the full wavefunction be additively described as
In our time-dependent approach, the initial wavepacket Ψ 0 (t = 0) begins deep inside the left (source) probe. We next exploit the absorbing and emitting potentials, substitute Eq.
(2) into Eq. (1), yielding the equations of motions for the partitioned system as
Clearly the additive nature of the wavefunction in Eq. (3) allows this separation. Furthermore, as will be clear in subsequent discussions, the wavepacket Ψ(t) is continuous when it's components in the various stages, Ψ I (t) through Ψ IV (t), are propagated according to Eqs.
(4a)-(4d). The absorbing and emitting potentials, V I−II , V II−III and V II−IV are arbitrary and when chosen such that,
allow Eq. (4) to be rewritten in matrix form as
Equation (5) allow us to block-diagonalize Eq. (6) as
It is, of course, not necessary to enforce the conditions in Eq. (5) and, in fact, the direct use of Eq. (4) correctly models the inter-stage coupling and wavepacket continuity. However, when this condition is enforced, Eq. (7b) provides a connection to NEGF theory and the associated description of self-energy is discussed in Section 3.2.
It must be noted that while Eq.
(1) contains a Hamiltonian that is Hermitian, the individual sections depicted in Eqs. (4) and (7) are, however, non-Hermitian, as is to be expected from the fact that these stages are fully coupled and allow exchange of particles and energy. Thus, Eqs. Stage II, the molecule and molecule-electrode interface region. For example, if a uniform electron gas approximation is used to describe the electrode region, this would correspond to the commonly used wide-band approximation 164 . Tight-binding methods can be used as well, and if desired more accurate electronic structure methods can be used. In all cases the regions of the system are fully coupled as outlined above. The utility of kinetic energy functionals [165] [166] [167] [168] [169] [170] [171] [172] [173] [174] [175] in describing this part of the system will be evaluated in future publications.
[Note that the current formalism propagates a single particle state. Hence approximations to electron correlation can be included by employing effective single particle including coupling, will be evaluated in future publications. Assuming that the total time of propagation in Stage I is T I , during this period of time the initial wavepacket, Ψ I (t = 0), is propagated using the operator exp −ıHt/ , wherẽ
and the probability gets accumulated in the region of the absorbing potential as a result of the applied external bias ∆(t), which is assumed to be slowly varying. The form of this wavefunction in the energy domain, neglecting the time-dependence of ∆, may be obtained through a partial Fourier transform:
The expression above is always well defined, and causality is maintained 184 , as a result of the negative imaginary potential, [−ıV I−II ]. It also follows from Eq. (9) that Using the integrating factor, exp
ıV II−IV , one obtains the solution to Eq. (4b) as
The first term inside the curly brackets {· · · } in Eq. (11) 
Using a Taylor series expansion for the first term on the right hand side up to first order and combining with the term on the left hand side, we can write a differential form of Eq.
(11) as
The right side above is of course identical to the second term on the left side of Eq. (4b), but here we note the similarity of Eq. (13) with the differential form of the Dyson equation
The Kadanoff-Baym equation is given in terms of the nonequilibrium Green's function. As in
Ref. [187] , if we visualize G(t, t ′ ) as a wavefunction at time t due to perturbation at time t ′ , then Eqs. (13) and (14) are equivalent with correspondences between the self-energy Σ and the [V I−II Ψ I (t)]. We assume that the full Hamiltonian, H and the external perturbation, ∆(t) are constant over the small time step t + δt. Using trapezoidal rule for the integration we obtain the propagation equations,
or,
where
It is important to note that the critical difference between the approach here and other methods is the fact that, at the end of Stages I and II we have a representation of the "self-energy" of the electrode that is given by the actual interaction term involving the electrode and the electrode molecule interface. This is because the initial wavepacket for
Stage II, which was developed by propagation through Stage I, contains information about the eigenstates of the electrode in Stage I, which is now coupled with the molecular wire in
Stage II. This can be seen by rewriting Eq. (7b) as
where we have introduced the "self-energy" term given by The latter, when accounted by reversing the roles of Stages I, III and IV within Eqs. (18) and (19), provide a complete description of self-energy.
A time-independent form for Eq. (4b)
In a fashion similar to that utilized in deriving Eqs. (9) and (10), we may choose to perform a partial-Fourier transform on Eq. (4b). We first define the function:
If we multiply both sides of Eq. (4b) by exp {ıEt/ }, and integrate the time-variable from [0, ∞], under the condition that ∆ is slowly varying in time, we obtain 
where consider the boundary conditions. For example,
Now since,
which is the Lippmann-Schwinger equation. Combining Eqs. (23) and (24), we get,
We can also obtain energy dependent analogue of Eqs. (5a) as,
which yields
which is the same as Eq. (21). 
Here again the negative imaginary potential included in Stage II, is rigorously canceled through a positive imaginary potential in stages III and IV. The probability density of the Stage III(IV) wavepacket is the transmission (reflection) probability.
Before we proceed we note the following caveat. It has been assumed in the formalism here that the back-scattering from Stage III, back to Stage II and similarly, the back-scattering from Stage IV back to Stage II is limited. Formally, this does not present a problem, since this only implies that the absorbing boundary conditions are placed "deep enough" in the electrode region, that is beyond any point of no return. From a computational perspective, when this is not found to be the case, one might iterate between Stages II, III and IV as follows.
The corrected Stage II wavepacket including back scattering, |Ψ B II will contain source terms from Stage III and IV in addition to the source term from Stage I as described in Eq. (16) .
where Finally, we conclude this section by stating that all non-equilibrium effects are included in our formalism. That is, the electronic density in the molecular wire region is time-dependent and susceptible to the strength of external field. The current formalism affords the use of hybrid electronic structure methods, where the various stages may be treated at different levels of theory.
BENCHMARKS ON THE ACCURACY OF MS-AIWD
Propagation Scheme
The time evolution of the wavepacket Ψ(R QM , t) is approximated using the symmetric split operator approach
where the potential,Ṽ = V + ∆(t), includes the absorbing/emitting potentials and K is the kinetic energy operator. The free propagation of the wavepacket, represented using distributed approximating functional (DAF) 188, 189 , is given by [190] [191] [192] [193] Ψ(R
where 2 , ∆x is the grid discretization in one dimension, H 2n are even order Hermite polynomials and the time dependent (complex) width of the Hermite functions is given by
where σ(0) = ∆xσ ′ (0) is the width of the initial wavepacket. The parameters M DAF , σ(0), ∆x, ∆t and M QM determine the accuracy and width of the DAF. The parameters M DAF and σ ′ (0) are coupled and it has been shown 194, 195 that for a given value of M, there exists a σ ′ (0) that provides optimal accuracy for the propagation. The kinetic energy operator given
however depends on M DAF , σ(0), ∆x and M QM . For propagation of the wavepacket, once M DAF , σ(0) and ∆x are chosen, the accuracy of the wavepacket propagation depends on two parameters, ∆t and M QM whereas the energy conserved during the dynamics depends on M QM . In Refs. (190) (191) (192) (193) , the energy conservation properties of this propagator and Hamiltonian have been considered in detail. As discussed in Ref. [190] , the quantity
provides a measure of the deviation in the DAF dynamics, Ψ DAF (x; t) with respect to the exact dynamics, Ψ exact (x; t), constructed as a linear combination of eigenstates, for a given length of simulation time, T . The energy conservation for the DAF dynamics is given by
In Fig. 4 we provide an excerpt of these properties as a function of the time step, ∆t and mass-weighted time step, ∆t/M QM . This figure shows that the propagation error from Eq.
(36) is a constant for a given mass-weighted time step while the energy conservation for the simulation improves with increasing mass of the quantum particle. In this publication, we directly probe the accuracy of the dynamics constructed using the propagator above for the 
Description of Model System
To test the validity of our multi-stage scheme, we carry out a 1D-wavepacket dynamics on an analytical potential of the form, The linear chain of Al n atoms are considered to be electron reservoirs on either side of the C-nanowire. The positions of the nuclei are obtained from a geometry optimization for a molecule with n = 6 using B3LYP/6-311++G(d,p) level of theory. Additional Al atoms were then added on either sides of the molecule at distances of 2.8364Å, which is the shortest distance between two Al atoms in a fcc crystal 196 , to model an n = 27 atom system. In Fig   5 , we show the analytical potential and the electrostatic potential along an axis 0.5Å above and parallel to the internuclear axis of an optimized structure of the Al 6 − C 7 − Al 6 molecule is also plotted. While our goal here is to benchmark the procedure discussed in Section (2), the potential for realistic systems may be obtained from DFT as noted earlier, and may include multi-electron effects as present within the functional that is employed. There have been recent developments in DFT to obtain local potentials, particularly related to electron and charge transfer, whose suitability within our formalism will be benchmarked in the future.
197-203
For imaginary absorbing potentials, we choose the Woods-Saxon potential 120, 123, 124 .
where R ′ defines the boundary plane between the stages. Ideally, V 0 should be equal to the Fermi energy level of the respective electrode so that at a distance R ′ , the potential reduces to half the Fermi energy level of the electrode. A slow decaying potential is obtained using a smaller value for α and due to the long tail a considerable portion of the electrode should be included in addition to the wire and contacts.
The initial wavepacket, Ψ, is chosen as a Gaussian centered at x 0 , with width, σ and initial momentum, P x .
We've conducted benchmarks on different types of wavepackets with varying widths and initial momentum to determine the accuracy of our proposed MS-AIWD scheme. The various parameters used for the numerical benchmarks are listed in Table I - 
Analysis of Multi-Stage Scheme
Calculations carried out using the multi stage approach are henceforth referred to as multi-stage dynamics. For comparison, we have also performed similar calculations in the absence of the domain decomposition scheme presented in Section 2. Henceforth, these calculations are called as full dynamics. Before we undertake a detailed analysis of the formalism, we discuss some qualitative trends in Figs. 6 and 7.
Figs. 6 and 7 show the comparison between the Full and Multi-Stage wavepackets at various times during the dynamics for initial wavepacket momenta P x = 0.0 and P x = 1.688 a.u. respectively. The oscillations and amplitude of the full wavepackets are reproduced in our multi-stage scheme at various times. As is to be expected the wavepacket spreads into the different regions of the electrode-wire-electrode system at different times for the cases We further assess the numerical accuracy of our MS-AIWD scheme by analyzing the time evolution of the error,
which is the L 2 norm of the difference per gridpoint between the full, F , and multi-stage wavepacket in the real space region of Stage 'S', where N l and N h define the lower and upper limit of the grid range.
In Figs. (8 -9) , we analyze the difference between the wavepackets and the probability the Stage I and Stage IV wavepackets in this region at the current simulation time. Our multi-stage scheme can decompose the full wavepacket into contributions from the incident and reflected states.
We conclude that MS-AIWD can reproduce the full wavepacket using the Multi-Stage scheme and provides an alternative approach to study transport properties in donor-bridgeacceptor systems. For the calculations described henceforth, only the multi stage calculation will be carried out and the full wavepacket at any time, t, will be obtained as a sum of the multi stage wavepackets at time, t, Eq. (3).
Computing correlation functions and observable quantities
The probability density in the Stage III region is directly related to the transmission coefficient. We have carried out multi-stage dynamics for the many different wavepackets with varying initial momentum, P in = 3M QM k B T for M QM = 100m e . In Fig. 10 , we summarize the initial conditions and average mometa used in these calculations. As noted, the average momenta for the various calculations utilizing σ=0.4Å in Eq. (41) is roughly constant. (See the red squares in Fig. 10(b) . By contrast, the average momenta for similar calculations that use σ=4Å in Eq. (41) (green circles in Fig. 10(b) ) yield an oscillatory behavior of the average momentum as a function of increasing initial momentum. This is clearly due to the difference in sampling of system eigenstates in the two sets of calculations, but also brings up an interesting feature. For example, oscillatory behavior of the green circles in Fig. 10(b) implies spectral regions where an increase in initial wavepacket momentum does not translate to a monotonic behavior of average momentum which may have an effect on the transmission probability. To probe this effect, in Fig. 11 , we present the evolution of the probability densities in Stage III as a function of time. The narrow wavepackets show a similar evolution of probability due to the similar average momentum conditions depicted by the red squares in Fig. 10 (b) but this is not the case for the wider initial wavepackets. The narrow wavepackets show a smaller deviation in initial conditions (momenta) compared to the wider wavepackets. The narrow and wide wavepackets show an increase in transmission density around 1fs and 2fs which are due to the forward moving wave and a wave reflected from the absorbing potential at the left side of Stages I and II respectively. While the contributions from both processes is roughly similar in Fig. 11 (a), this is not the case in Fig. 11 (b) as a result of the non-monotonic behavior of average momentum in Fig. 10(b) . This effect is clear upon inspection of Figure 12 where we provide 
FIG. 11: Evolution of the transmission probability for the calculations outlined in Fig. 10 . While the behavior for all calculations in Fig. (a) is similar, due to the rather constant average momentum depicted by the red squares in Fig. 10(b), Fig. (b) shows a complex behavior that is representative of the oscillatory nature of the green circles in Fig. 10(b the Fourier transform of the time-dependent wavepacket in Stage III according to:
This expression represents the energy-dependent cross-section of waves arriving in Stage III.
While the contributions from all energies are quite similar for the initial wavepacket of width σ=0.4Å as seen in Fig. 12(a) , this is not the case for the wider wavepacket as seen in Fig.   12 (b). This behavior is consistent with that seen in Figs. 10 and 11(b) . Basically, the fact that the wider wavepacket has contributions from different momentum states leads to the associated complex behavior of the energy different cross-sections.
We can also quantify the conductance by computing the flux-flux (or current-current) correlation function
where the wavepacket flux,
part of the complex number in square parenthesis. Since the quantum wavepacket is complex, J(t) is also the expectation value of the semi-classical velocity operator and hence is related to the force-force correlation functions that have traditionally been used to calculate conductivity 204 . Eq. (44) has been used in Refs. [191, 193] to compute the quantized vibrations of a quantum mechanically treated proton where it describes the spectral transition frequencies well for both time-independent and time-dependent Hamiltonians. However, Eq.
(44) can also be useful in estimating the electron-phonon coupling where the phonon modes arises from the molecular-wire framework. This is because the force correlation function for the electronic flux described above, is directly proportional to the electron-phonon coupling matrix elements 204 .
In Fig. 13 , we plot the flux-flux correlation function for the full electrode-molecular wire-electrode system. These spectra correspond to the density of states of the system. We note that our model potential for the Al electrode reproduces the peak at 0.5 eV which corresponds to a intraband transition of metallic Al [205] [206] [207] [208] [209] . We emphasize here that the model for the Al electrode was chosen to reproduce the well depths around the Al nuclei to test our MS-AIWD formulation and not to obtain other properties intrinsic to the electrode.
CONCLUSION
We have introduced a rigorous dynamical strategy known as multi-stage wavepacket dynamics to study delocalized, extended, donor-bridge-acceptor-type systems. includes the spatial decomposition of an infinite system into multiple "stages" through introduction of offsetting (imaginary) absorbing-emitting potentials. Since these potentials rigorously cancel each other, they combine to provide an approximation to the full time-dependent Schrödinger equation. However, when a domain decomposition is employed through the introduction of these absorbing potentials, (a) an effective reduction of computational complexity is obtained through reduction of individual system size, (b) the individual domains are found to be fully coupled with the neighborhood thus reproducing the dynamical behavior of the full system.
We have tested this methodology by comparing the evolution of the wavepacket in various stages with that of a full wavepacket in the absence of the offsetting absorbing-emitting potentials for a variety of wavepackets differing in width and initial momentum. The dynamics was carried out on an analytical potential modeled as Gaussians centered on the nuclei positions of an Al 27 − C 7 − Al 27 nanowire. We have shown that our multi-stage scheme correctly reproduces the quantum dynamics in the four stages. We have also shown that the transmission probability and hence current through the wire depends on wavepacket momentum.
Appendix A: Self Energy and Absorbing Boundary Conditions
The use of imaginary absorbing potentials has remained in use since the early work of . Generally these descriptions have been prominent in scattering theory and studies on resonance states through introduction of non-Hermitian
Hamiltonians. The use of imaginary absorbing potentials as a self energy correction has gained interest lately [146] [147] [148] [149] . Evers and Arnold 147 have provided a good reasoning for using absorbing boundary conditions in lieu of self energy. The connection between the self energy and a pure absorbing potentials can be exploited to simplify the computation as discussed in this publication.
To point out the connections between the absorbing potentials used here and the self energy term used in standard treatments of donor-bridge-acceptor systems, we follow Goyer 
The time-dependent counterpart to this equation can be obtained in a similar manner and is equivalent to Eq. (7b).
