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Robust Output Feedback Stabilization of
Multivariable Invertible Nonlinear Systems: A
Feedback Linearization-Based Method
Lei Wang, Christopher M. Kellett
Abstract—This note studies the robust output feedback stabi-
lization problem of a class of multi-input multi-output invertible
nonlinear systems, for which an “ideal” state feedback based
on feedback linearization can be designed under certain mild
assumptions. By systematically designing a set of extended low-
power high-gain observers, we show that this “ideal” linearizing
feedback law can be approximately estimated, which provides
a robust output feedback stabilizer such that the origin of the
resulting closed-loop system is semiglobally asymptotically stable.
Index Terms—Multi-input multi-output; Extended high-gain
observer; Output feedback; Feedback linearization
I. INTRODUCTION
In recent decades, several methodologies for stabilization
to the zero equilibrium for nonlinear systems have been
developed such as feedback linearization, backstepping, and
passivity-based control [1], that differ in the kind of system
structure (normal form and lower triangular form) and in
assumptions on the internal stability (input-output stability
and output-to-state stability). Among these methods, feedback
linearization, which utilizes a (dynamic) feedback to impose
a linear input-output behavior, has received much attention
due to its simplicity, particularly for single-input single-output
(SISO) systems.
For SISO nonlinear systems having the normal form, feed-
back linearization can be achieved by cancelling the undesired
nonlinear terms. Moreover, the input-output transient perfor-
mance can be shaped using linear control theory. Thus, one is
able to obtain an “ideal” state feedback, which, together with
a suitable minimum-phase assumption, solves the stabilization
problem and forces an “ideal” system performance. If only
output information is available for the feedback and there exist
uncertainties, [2] proposes to utilize an extended high-gain
observer (EHGO) in order to estimate not only the unavailable
states but also the perturbed nonlinear terms to solve the robust
output feedback stabilization problem. This yields an estimate
of the “ideal” state feedback and thus recovers the “ideal”
system performance in a semiglobal sense.
The technique of [2] is extended to multi-input multi-output
(MIMO) nonlinear systems with a well-defined vector relative
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degree in [3]. A similar extension is also done in [4] with
a different assumption on the high-frequency gain matrix.
However, the class of MIMO nonlinear systems considered
in [3], [4] is a very particular one, while for more general
classes of MIMO nonlinear systems there are few relevant
results available in the literature. Recently, several authors
have studied a general class of MIMO nonlinear systems [5],
[6], [7], [8], [9], referred to as invertible MIMO nonlinear
systems [10], [11], for which a well-defined vector relative
degree is not necessary. In [5], with a static input-output
linearizable assumption, invertible MIMO nonlinear systems
can be transformed to an “intermediate” form with a vec-
tor relative degree {1, . . . , 1}, for which the corresponding
stabilization problem via state/output feedback can be solved
under a strong minimum-phase assumption. In [7], a more
general invertibility property is studied for which input-output
linearization is achieved by dynamic state feedback, but at
the price of requiring a trivial 1 zero dynamics. In spite of
these impressive results, it is nontrivial to apply the EHGO
technique to robustify the stabilizer while recovering the
“ideal” feedback linearizing performance for invertible MIMO
nonlinear systems. For the same class of invertible MIMO
nonlinear systems as in [7], a recursive design method of
EHGOs is proposed by [9], but additionally requiring the high-
frequency gain matrix to be lower triangular.
On the other hand, in [2], [3], [9] the maximum power
of the high-gain parameter increases as the number of states
increases, which in practice may create numerical imple-
mentation problems when the dimension of the system to
be estimated is very large. To solve this problem, the low-
power technique in [12], [13] can be employed. However,
the combination with the low-power technique is nontrivial,
particularly for invertible MIMO nonlinear systems.
Motivated by the previous analysis, this technical note
studies the problem of robust output feedback stabilization
for the class of MIMO invertible nonlinear systems as in
[5]. Though compared to [9] this note requires a stronger
invertibility property, a lower triangular high-frequency gain
matrix is not necessary and a nontrivial zero dynamics is
permitted. Taking advantage of both EHGO and low-power
[12] techniques, we design a set of EHGOs for all input-output
channels such that the linearizing feedback can be estimated,
which thus enables the desired recovery of the performance
1The zero dynamics is said to be trivial if the constraint that the outputs are
zero implies that the states are zero. Otherwise, we say that it is nontrivial.
2by the feedback linearizing design. Meanwhile, each EHGO
only has the power of its high-gain parameter up to 2, which
to some extent solves the numerical implementation problem.
This note is organized as follows. Section II presents the
problem statement and the standing assumptions, under which
the feedback linearization method can be used. In Section III
a robust output feedback stabilizer is proposed by employing
a set of extended low-power high-gain observers, and then
in Section IV the design parameters in the controller and the
corresponding stability analysis are given. A brief conclusion
is made in Section V.
Notations: | · | denotes the standard Euclidean norm and
| · |[a,b] denotes the essential supremum norm of a signal
restricted to an interval [a, b]. A continuous function α : R+ :=
[0,∞)→ R+ is said to be of class K if α is strictly increasing
and α(0) = 0, and of class K∞ if it is also unbounded. A con-
tinuous function β : R+×R+ → R+ is of class KL if, for each
fixed t ≥ 0, the function β(·, t) is of class K and, for each fixed
r > 0, β(r, ·) is strictly decreasing and limt→∞ β(r, t) = 0.
For any positive integer d, 0d denotes a d × 1 vector, whose
entries are all zero, and (Ad, Bd, Cd) is used to denote the
matrix triplet in the prime form. Namely, Ad denotes a shift
matrix of dimension d × d, Bd = ( 0 · · · 0 1 )
⊤
∈ Rd,
and Cd = ( 1 0 · · · 0 ) ∈ R
1×d.
II. PRELIMINARIES
A. Problem Formulation
Consider multivariable nonlinear systems of the form
x˙ = f(x) + g(x)u
y = h(x)
(1)
where state x ∈ Rn, control input u ∈ Rm, output y ∈ Rm,
and all mappings f(x), g(x), and h(x) are smooth. As in
[5], this paper considers the class of systems satisfying the
following conditions.
Assumption 1: For system (1), there exists a smooth state
feedback law u = α¯(x)+β¯(x)u¯ with α¯ : Rn → Rm, invertible
β¯ : Rn → Rm×m, and u¯ ∈ Rm such that the resulting system
has a linear input-output behavior between u¯ and y.
Assumption 2: The system (1) is strongly invertible, in the
sense of [10], [11].
With Assumptions 1 and 2, by using the Structure Algorithm
[5], [8], we can define a set of new variables, obeying
equations of the form
ξ˙1 = Ar1ξ1 +Br1 [a1(x) + b1(x)u]
ξ˙k = Arkξk +
k−1∑
i=1
M
j
i [ai(x) + bi(x)u]
+Brk [ak(x) + bk(x)u] , 2 ≤ k ≤ m
(2)
with r := r1 + r2 + . . . + rm ≤ n, in which the partial
state ξ = vec(ξ1, . . . , ξm) ∈ R
r with ξi ∈ R
ri , output
y = col (y1, . . . , ym) with yi = Criξi ∈ R for 1 ≤ i ≤ m, and
M
j
i ∈ R
ri denotes the vector of “multipliers” in the Structure
Algorithm [5], [8], defined by
M
j
i = ( 0
⊤
rj−1 δ
j
i,rj+1
· · · δji,ri 0 ) , 1 ≤ j < i ≤ m,
and ai(0) = 0. As in [2], [9], the explicit expressions of
functions a(·) and b(·) are not required in the following output
feedback stabilizer design, which in turn allows the existence
of uncertainties and thus indicates that the following design
is robust. Occasionally, we will denote by ξi the vector of
col (ξi,1, . . . , ξi,ri), by M
k
i,j the j-th element of vector M
k
i ,
by ai(x) the i-th entry of the vector a(x) ∈ R
m and by
bi(x) the i-th row of the invertible matrix b(x) ∈ R
m×m.
As shown in [8, Proposition 9.1], one can obtain a smooth
map Φ : Rn → Rr with ξ = Φ(x) and Φ(0) = 0.
Moreover, as in [8] we also assume that system (1) is
strongly—and also locally exponentially—minimum-phase, as
formulated below.
Assumption 3: There exist β1 ∈ KL and α1 ∈ K∞ such
that for every x(0) ∈ Rn,
|x(t)| ≤ β1(|x(0)|, t) + α1(|ξ|[0,t]) (3)
holds, uniformly in u, and for some constants d, k,M, α > 0
α1(s) ≤ kr , β(r, t) ≤Me
−αtr for |r| ≤ d .
Assumption 3 in fact characterizes the output-to-state sta-
bility of system (1), by recalling that ξ can be expressed as
a function of outputs y and their derivatives. From (3), it is
seen that |x(t)| eventually becomes small when ξ is small.
With this in mind, had x been available for feedback and the
functions a(·) and b(·) been known, by feedback linearization
we can design an “ideal” control law
u∗ = b−1(x)[−a(x) + v] (4)
with the residual control v.
This ideal control reduces the input-output model (2) to
ξ˙ = Aξ +Bv
where A = blkdiag(Ar1 , . . . , Arm), and
B =

Br1 0 · 0
M12 Br2 · 0
· · · ·
M1m M
2
m · Brm
 .
It can be easily verified that the pair (A,B) is controllable.
Thus a natural design of v is the linear feedback control
v = −Kξ (5)
where the choice of K ∈ Rm×r can be selected via a
linear control design method to make the matrix A − BK
Hurwitz. With this choice of K , it immediately follows that
ξ(t) is globally exponentially stable at the origin, which,
according to [14] and with Assumption 3, implies that the
zero equilibrium point of system (1) with the ideal control law
(4) is globally asymptotically stable. According to a converse
Lyapunov theorem [20], the resulting ideal closed-loop system
permits a Lyapunov function Vx(x) and an αx ∈ K∞ such that
V˙x ≤ −αx(|x|) . (6)
The above ideal feedback law (4)-(5) is not implementable
due to the inaccessibility of full knowledge of x and the fact
that functions a(·), b(·) might be affected by uncertainties. In
3this respect, to recover the transient performance by the ideal
feedback law, an estimate of this ideal feedback law (4)-(5)
is required. Motivated by this, this note develops a new set
of high-gain observers, which enables us to obtain such an
estimate of the ideal controller (4)-(5).
Remark 1: In [2], an interesting framework was established
to reconstruct the ideal control by using an EHGO to estimate
the unavailable state and also the matched perturbations that
appear only in the last equation. This idea was later extended
to multivariable nonlinear systems in normal form in [3].
However, it is noted that the methods in [2], [3] cannot be
directly used for systems having partial normal form (2),
mainly because the resulting “perturbations” to be estimated
are unmatched in the presence of the vectors M
j
i .
Remark 2: Though all multipliers δ
j
i,k are limited to be
constants, we stress that the extension to the case that δ
j
i,k are
bounded functions of the output y (i.e., δ
j
i,k(y)) is straight-
forward by replacing the constant multipliers by the corre-
sponding output-dependent multipliers. In this respect, it is
worth noting that [9] studies a class of multivariable invertible
nonlinear systems with special state-dependent multipliers.
Using dynamic extension, and under the trivial zero dynamics
assumption, the system can be fully decoupled into multiple
standard normal forms via state feedback. This is different
from the case we consider in this note where the zero dynamics
is non-trivial and the feedback linearization is performed by
static state feedback, resulting in an ideal system that is not
in the normal form. Moreover, in [9] to achieve performance
recovery the high-frequency gain matrix b(x) is required to be
lower triangular, while this is not necessary in this note.
III. OBSERVER AND CONTROL DESIGN
Let Cx ⊂ R
n be any compact set, and c > 0 be such that
Cx ⊂ Ωc := {x ∈ R
n : Vx(x) ≤ c}
where Vx(x) is defined in (6). As in [3], we assume that the
high-frequency gain matrix b(x) satisfies the property below.
Assumption 4: There exist a constant nonsingular matrix
B̂ ∈ Rm×m and a number 0 < µ0 < 1 such that
‖(b(x)− B̂)B̂−1‖ ≤ µ0 , for all x ∈ Ωc+1. (7)
Define the perturbation term 2
σ(x, u) := a(x) + [b(x)− B̂]u (8)
which indicates that a(x) + b(x)u = B̂u + σ, and the ideal
feedback control u∗ in (4) can be rewritten as
u∗ = −B̂−1(σ(x, u) +Kξ) . (9)
In view of this, if there is a desired observer that can provide
estimates for both the partial states ξ and the perturbations σ,
an estimate of the ideal feedback control u∗ can be obtained.
However, it is noted that the perturbations σ defined in (8)
are in fact a function of the control input u, and appears not
only in the bottom equation of each set of (2), but also at the
2For readability, the arguments (x, u) of σ will be omitted occasionally in
the sequel.
middle equations of the kth set, k = 2, . . . ,m. This makes the
observer design and the stability analysis challenging.
Bearing in mind the previous analysis, we design a set of
observers having the form{
η˙111 = η
2
11 + ℓ1γ
1
11(y1 − η
1
11)
η˙211 = η
2
12 + (ℓ1)
2γ211(y1 − η
1
11){
η˙11,i = η
2
1,i + ℓ1γ
1
1,i(η
2
1,i−1 − η
1
1,i) , 1 ≤ i ≤ r1 − 2
η˙21,i = η
2
1,i+1 + (ℓ1)
2γ21,i(η
2
1,i−1 − η
1
1,i) , 1 ≤ i ≤ r1 − 2{
η˙11,r1−1 = η
2
1,r1−1 + ℓ1γ
1
1,r1−1(η
2
1,r1−2 − η
1
1,r1−1)
η˙21,r1−1 = η
2
1,r1 + B̂1u+ (ℓ1)
2γ21,r1−1(η
2
1,r1−2 − η
1
1,r1−1){
η˙11,r1 = η
2
1,r1 + B̂1u+ ℓ1γ
1
1,r1(η
2
1,r1−1 − η
1
1,r1)
η˙21,r1 = (ℓ1)
2γ21,r1(η
2
1,r1−1 − η
1
1,r1)
(10)
and for k = 2, . . . ,m,
η˙1k,1 = η
2
k,1 +
k−1∑
j=1
M
j
k,1(η
2
j,rj
+ B̂ju) + ℓkγ
1
k,1(yk − η
2
k,1)
η˙2k,1 = η
2
k,2 +
k−1∑
j=1
M
j
k,2(η
2
j,rj
+ B̂ju) + (ℓk)
2γ2k,1(yk − η
2
k,1)
η˙1k,i = η
2
k,i +
k−1∑
j=1
M
j
k,i(η
2
j,rj
+ B̂ju) + ℓkγ
1
k,i(η
2
k,i−1 − η
1
k,i) ,
1 ≤ i ≤ rk − 2
η˙2k,i = η
2
k,i+1 +
k−1∑
j=1
M
j
k,i+1(η
2
j,rj
+ B̂ju)
+(ℓk)
2γ1k,i(η
2
k,i−1 − η
1
k,i) , 1 ≤ i ≤ rk − 2
η˙1k,rk−1 = η
2
k,rk−1
+
k−1∑
j=1
M
j
k,rk−1
(η2j,rj + B̂ju)
+ℓkγ
1
k,rk−1
(η2k,rk−2 − η
1
k,rk−1
)
η˙2k,rk−1 = η
2
k,rk
+ B̂ku+ (ℓk)
2γ2k,rk−1(η
2
k,rk−2
− η1k,rk−1){
η˙1k,rk = η
2
k,rk
+ B̂ku+ ℓkγ
1
k,rk
(η2k,rk−1 − η
1
k,rk
)
η˙2k,rk = (ℓk)
2γ2k,rk(η
2
k,rk−1
− η1k,rk)
(11)
where the observer state ηk = vec(ηk,1, . . . , ηk,rk) with
ηk,j := col (η
1
k,j , η
2
k,j) ∈ R
2, and high-gain parameters ℓk,
parameters γ1k,i, γ
2
k,i, k = 1, . . . ,m will be determined later.
The above set of observers (10)-(11) is comprised of m
high-gain observers, the kth of which is used to estimate not
only the partial state ξk, but also the perturbation term σk
(i.e., the k-th entry of σ). In this respect, the observer (10)-
(11) is a kind of extended high-gain observer [2], [3]. On the
other hand, the design of (10)-(11) also utilizes the low-power
technique developed in [12] for the purpose of solving the
implementation problem when rk is very large. As one can
see, the high-gain parameter ℓk of each observer is powered
up to only 2, rather than rk + 1, as in [2], [3], although the
dimension of the observer increases to 2rk.
Let ξˆk and σˆk denote the estimates of ξk and σk, respec-
tively, the expressions of which are given by
ξˆk = (Irk ⊗ C2)ηk , σˆk = η
2
k,rk
, k = 1, . . . ,m
where ⊗ denotes the Kronecker product.
Setting η := vec(η1, . . . , ηm) ∈ R
2r, ξˆ :=
vec(ξˆ1, . . . , ξˆm) ∈ R
r and σˆ := col (σˆ1, . . . , σˆm) ∈ R
m,
4rather than the ideal feedback (9), we propose an imple-
mentable feedback law as
u = −B̂−1satvl
(
σˆ +Kξˆ
)
(12)
where satvl(·) is a vector-valued saturation function, each
element of which is an odd and monotonic saturation function
satvl(·), characterized as follows: satvl(s) = s if |s| ≤ l;
0 < d satvl(s)
ds
< 1 for all |s| > l; and lims→∞ satvl(s) = l+ǫ0
with 0 < ǫ0 ≪ 1. It is noted that the saturation level l is
a design parameter, whose value will be determined in the
next section. For convenience, we use ∇satvl to denote the
Jacobian matrix of function satvl(·). Clearly, by definition we
have ‖∇satvl‖ ≤ 1.
IV. STABILITY ANALYSIS
A. Change of Coordinates
The aim of this subsection is to derive the estimation
error dynamics, whose stability will be analyzed in the next
subsection.
Define the scaled estimation errors as{
η˜1k,1 = (ℓk)
rk(yk − η
1
k,1)
η˜2k,1 = (ℓk)
rk−1(ξk,2 − η
2
k,1){
η˜1k,i = (ℓk)
rk−i+1(ξk,i − η
1
k,i)
η˜2k,i = (ℓk)
rk−i(ξk,i+1 − η
2
k,i)
, 1 ≤ i ≤ rk − 2{
η˜1k,,rk−1 = (ℓk)
2(ξk,rk−1 − η
1
k,rk−1
)
η˜2k,,rk−1 = ℓk(ξk,rk − η
2
k,rk
){
η˜1k,,rk = ℓk(ξk,rk − η
1
k,rk
)
η˜2k,,rk = σk − η
2
k,rk
(13)
with σk being the k-th element of vector σ defined in (8), for
1 ≤ k ≤ m.
Observe that setting σ˜k := σk − σˆk , we have σ˜k =
η˜2k,,rk . To be consistent with the previous notations, we set
σ˜ = col (σ˜1, . . . , σ˜m), η˜k,j = col (η˜
1
k,j , η˜
2
k,j), η˜k =
vec(η˜k,1, η˜k,rk), for 1 ≤ k ≤ m and 1 ≤ j ≤ rk and
η˜ = vec(η˜1, . . . , η˜m).
Remark 3: From the bottom equation of (13), it can be seen
that σˆ is used to estimate the entire perturbation σ, which
is motivated by [16], [17] and is significantly different from
[2], [3], where the extra observer state (i.e., ηn+1 in [2] and
σ in [3]) is used to partially estimate the perturbations, that
is to estimate a term independent of u. An obvious benefit
of using this complete estimation is that the perturbations
that appear in the middle equations of the kth set can be
controlled towards zero with the asymptotic gain adjusted by
the high-gain parameters ℓj , j = 1, . . . , k − 1. This in turn
enables us to analyze the closed-loop stability by appropriately
designing gain parameters ℓj , j = 1, . . . ,m. However, since
the perturbations σ to be estimated depend on the control
input u, the corresponding stability analysis will be more
complicated than that of [2], [3], due to the need to compute
the derivative of the estimation errors.
Bearing in mind the change of variables (13), we observe
that (12) implicitly defines u as a solution of the equation
u = −B̂−1satvl(σ(x, u) +Kξ − σ˜ −K(Λ
−1
ℓ ⊗ C2)η˜) (14)
where Λℓ = blkdiag(Λℓ1 , . . . ,Λℓm) with Λℓk =
diag(ℓrkk , . . . , ℓk), and σ, as defined in (8), depends on
x, u. The following lemma shows that the equation (14) has
the unique solution u.
Lemma 1: Set ψ(u) = u+B̂−1satvl(σ+Kξ−σ˜−K(Λ
−1
ℓ ⊗
C2)η˜) and suppose Assumption 4 holds. Then there exists a
unique solution of the equation ψ(u) = 0 for all x ∈ Ωc+1.
With Assumption 4, some simple calculations show that the
Jacobian
∂ψ(u)
∂u
is uniformly nonsingular, which in turn proves
Lemma 1. We omit the corresponding details. Then, let u =
π(x, η˜) denote the unique solution of (14), which allows us to
rewrite (1)-(2) as
x˙ = f(x) + g(x)π(x, η˜)
ξ˙ = (A−BK)ξ +B[φ(x, η˜)− satvl (φ(x, η˜)
−σ˜ −K(Λ−1ℓ ⊗ C2)η˜
)
]
(15)
in which
φ(x, η˜) = KΦ(x) + a(x) + (b(x)− B̂)π(x, η˜) .
Then, let ℓi ≥ 1, i = 1, . . . ,m and the saturation level l be
l = sup
x∈Ωc+1,|η˜|≤1
∣∣φ(x, η˜)− σ˜ −K(Λ−1ℓ ⊗ C2)η˜∣∣ . (16)
Taking the time derivative of the estimation errors in (13)
yields{
˙˜η
1
1,1 = ℓ1(−γ
1
1,1η˜
1
1,1 + η˜
2
1,1)
˙˜η
2
1,1 = ℓ1(−γ
2
1,1η˜
1
1,1 + η˜
2
1,2){
˙˜η
1
1,i = ℓ1(γ
1
1,iη˜
2
1,i−1 − γ
1
1,iη˜
1
1,i + η˜
2
1,i)
˙˜η
2
1,i = ℓ1(γ
2
1,iη˜
2
1,i−1 − γ
2
1,iη˜
1
1,i + η˜
2
1,i+1)
, 1 ≤ i ≤ r1 − 1{
˙˜η
1
1,r1 = ℓ1(γ
1
1,r1 η˜
2
1,r1−1 − γ
1
1,r1 η˜
1
1,r1 + η˜
2
1,r1)
˙˜η
2
1,r1 = ℓ1(γ
2
1,r1 η˜
2
1,r1−1 − γ
2
1,r1 η˜
1
1,r1) + σ˙1
(17)
and for k = 2, . . . ,m,{
˙˜η
1
k,1 = ℓk(−γ
1
k,1η˜
1
k,1 + η˜
2
k,1) + (ℓk)
rk
∑k−1
j=1 M
j
k,1η˜
2
j,rj
˙˜η
2
k,1 = ℓk(−γ
2
k,1η˜
1
k,1 + η˜
2
k,2) + (ℓk)
rk−1
∑k−1
j=1 M
j
k,2η˜
2
j,rj
˙˜η
1
k,i = ℓk(γ
1
k,iη˜
2
k,i−1 − γ
1
k,iη˜
1
k,i + η˜
2
k,i)
+(ℓk)
rk+1−i
∑k−1
j=1 M
j
k,iη˜
2
j,rj
˙˜η
2
k,i = ℓk(γ
2
k,iη˜
2
k,i−1 − γ
2
k,iη˜
1
k,i + η˜
2
k,i+1)
+(ℓk)
rk−i
∑k−1
j=1 M
j
k,i+1η˜
2
j,rj
, 2 ≤ i ≤ rk − 1
{
˙˜η
1
k,rk
= ℓk(γ
1
k,rk
η˜2k,rk−1 − γ
1
k,rk
η˜1k,rk + η˜
2
k,rk
)
˙˜η
2
k,rk
= ℓk(γ
2
k,rk
η˜2k,rk−1 − γ
2
k,rk
η˜1k,rk) + σ˙k
(18)
Putting all bottom equations of (17) and (18) together, and
recalling the fact that σ˜k = η˜
2
k,,rk
, we have
˙˜σ = HLℓη˜ + σ˙ (19)
where Lℓ = diag(ℓ1Ir1 , . . . , ℓmIrm), and
H = blkdiag(H1, . . . , Hm) ,
Hk = ( 0 · · · 0 γ
2
k,rk
−γ2k,rk 0 ) ∈ R
2rk .
(20)
Recalling (8) and (12), we observe that
σ = a(x) − [b(x)− B̂]B̂−1satvl(σ +Kξ − σ˜
−K(Λ−1ℓ ⊗ C2)η˜)
5whose time derivative is given by
σ˙ = a˙(x)− b˙(x)B̂−1satvl(σ +Kξ − σ˜ −K(Λ
−1
ℓ ⊗ C2)η˜)
−∆0[σ˙ +Kξ˙ − ˙˜σ −K(Λ
−1
ℓ ⊗ C2)
˙˜η)]
(21)
where
∆0 = [b(x)− B̂]B̂
−1∇satvl . (22)
By adding the term ∆0σ˙ on both sides of equation (21),
and setting
∆1 = a˙(x)− b˙(x)B̂
−1satvl(φ(x, η˜)− σ˜
−K(Λ−1ℓ ⊗ C2)η˜)−∆0Kξ˙ ,
(23)
the equation (21) can be rewritten as
(Im +∆0)σ˙ = ∆1 +∆0( ˙˜σ +K(Λ
−1
ℓ ⊗ C2)
˙˜η) . (24)
We then observe that∆0 and∆1 have the following properties.
Lemma 2: Suppose Assumption 4 holds, then for all x ∈
Ωc+1,
(i) ‖∆0‖ ≤ µ0 < 1, and Im +∆0 is invertible,
(ii) there exists a constant δ1 > 0, independent of ℓ =
col (ℓ1, . . . , ℓk) such that |∆1| ≤ δ1 holds for all η˜ ∈ R
2r.
The proof of Lemma 2.(i) is straightforward using Assump-
tion 4 and the fact that ∇satvl is a diagonal matrix whose
entries are less than one, while the proof of (ii) can be easily
concluded by deriving the explicit expression of ∆1 and is
also omitted. Using the first part of Lemma 2, (24) implies
σ˙ = (Im +∆0)
−1[∆1 +∆0( ˙˜σ +K(Λ
−1
ℓ ⊗ C2)
˙˜η)] . (25)
On the other hand, it can be verified that (Λ−1ℓ ⊗ C2)η˜ is
independent of σ˜, and (Λ−1ℓ ⊗C2)
˙˜η can be expressed as a linear
function of η˜. In other words, there exists J(ℓ), dependent on
ℓ such that
(Λ−1ℓ ⊗ C2)
˙˜η = J(ℓ)η˜ (26)
where, bearing in mind the definition of Λℓ given after (14),
J(ℓ) has the property that for any ℓi ≥ 1, i = 1, . . . ,m, there
exists δ2 > 0, independent of ℓi’s, such that
|J(ℓ)| ≤ δ2 . (27)
Substituting (25) and (26) into (19), we obtain
[Im − (Im +∆0)
−1∆0] ˙˜σ
= HLℓη˜ + (Im +∆0)
−1[∆1 +∆0KJ(ℓ)η˜)] .
By observing that [Im − (Im + ∆0)
−1∆0] = (Im + ∆0)
−1 ,
we further obtain
˙˜σ = (Im +∆0)HLℓη˜ +∆1 +∆0KJ(ℓ)η˜ . (28)
Let
Fi =

Fi,1 D2 · · · 0 0 0
Γi,2B
⊤
2 Fi,2
. . . 0 0 0
· · ·
. . .
. . .
. . .
. . .
...
0 0
. . . Fi,ri−2 D2 0
0 0
. . . Γi,ri−1B
⊤
2 Fi,ri−1 D2
0 0 · · · · · · Γi,riB
⊤
2 Fi,ri

where for i = 1, . . . ,m, Fij = A2 − Γi,jC2, j = 1, . . . , ri,
D2 =
(
0 0
0 1
)
, Γi,j =
(
γ1i,j
γ2i,j
)
.
Thus, the equations of the re-scaled estimation errors (17)
and (18) can be compactly described by
˙˜η = [F(ℓ) +G∆0H+G∆0KJ(ℓ)L
−1
ℓ ]Lℓη˜ +G∆1
(29)
where
F(ℓ) =

F1 0 · · · 0
1
ℓ1
L21(ℓ2)B
⊤
2r1 F2 · · · 0
... · · ·
. . . ·
1
ℓ1
Lm1(ℓm)B
⊤
2r1
1
ℓ2
Lm2(ℓm)B
⊤
2r2 · · · Fm

G = blkdiag(B2r1 , . . . , B2rm)
Lij(ℓi) =

02rj−3
(ℓi)
ri−rj+1δ
j
i,rj+1
12
· · ·
(ℓi)
2δ
j
i,ri
12
03
 , 1 ≤ j < i ≤ m.
It is noted that that there exists ιij > 0, independent of ℓi such
that |Lij(ℓi)| ≤ ιijℓ
ri−rj+1
i holds, given ℓi ≥ 1.
B. Stability Analysis of the Estimation Error Dynamics (29)
Before presenting the main result of this subsection, a
fundamental lemma, proven in Appendix A, is given below.
Lemma 3: Suppose Assumption 4 holds. There exist
γ1i,j , γ
2
i,j > 0, j = 1, . . . , ri, i = 1, . . . ,m, and symmetric
positive definite matrices Pi and positive constants λi > 0,
i = 1, . . . ,m such that
m∑
i=1
η˜⊤i (PiFi + F
⊤
i Pi)η˜i + 2η˜
⊤PG∆0Hη˜ ≤ −
m∑
i=1
λi|η˜i|
2
(30)
with P = blkdiag (P1, . . . , Pm), holds for all x ∈ Ωc+1.
With the choice of Γi,j = (γ
1
i,j , γ
2
i,j) in Lemma 3, the
stability property of (29) is formulated as below.
Proposition 1: Given any τmax > 0 and R > 0, suppose
x ∈ Ωc+1 for all t ∈ [0, τmax), and the initial conditions
|η(0)| ≤ R. Let Γi,j be chosen as in Lemma 3 so that (30) is
satisfied, and choose the design parameters as
ℓm = gmκ
ℓi = gi · (ℓi+1)
ri+1−ri+1 , for 1 ≤ i ≤ m− 1 .
(31)
Then for every τ2 < τmax and every ǫ > 0, there exist gi > 0,
i = 1, . . . ,m, independent of κ, and a κ∗ ≥ 1 such that for
all κ ≥ κ∗,
|η˜(t)| ≤ 2ǫ , for all t ∈ [τ2, τmax) . (32)
Proof. Let Vc(η˜) = η˜
⊤LℓP η˜, and α1 = min{eig(P )} and
α2 = max{eig(P )} with eig(P ) denoting the set of all
eigenvalues of matrix P . It is clear that
Vc(η˜) ≥ α1
∑m
i=1 ℓi|η˜i|
2 ≥ α1ℓmin|η˜|
2
Vc(η˜) ≤ α2
∑m
i=1 ℓi|η˜i|
2 ≤ α2ℓmax|η˜|
2 (33)
where ℓmax = max{ℓ1, . . . , ℓm} and ℓmin =
min{ℓ1, . . . , ℓm}.
6We compute the derivative of Vc along system (29) as
V˙c = 2η˜
⊤LℓP [F(ℓ) +G∆0H+G∆0KJ(ℓ)L
−1
ℓ ]Lℓη˜
+2η˜⊤LℓPG∆1
=
m∑
i=1
ℓiη˜
⊤
i (PiFi + F
⊤
i Pi)ℓiη˜i + 2η˜
⊤LℓPG∆0HLℓη˜
+2
m−1∑
i=1
m∑
j=i+1
ℓj η˜
⊤
j PjLji(ℓj)B
⊤
2ri η˜i
+2η˜⊤LℓPG[∆0KJ(ℓ)η˜ +∆1]
≤ −
m∑
i=1
λiℓ
2
i |η˜i|
2 + 2
m−1∑
i=1
m∑
j=i+1
ιij‖Pj‖ℓ
ri−rj+2
i |η˜i| · |η˜j |
+2η˜⊤LℓPG[∆0KJ(ℓ)η˜ +∆1]
where the inequality is obtained by using Lemma 3 and the
fact that |Lij(ℓi)| ≤ ιijℓ
ri−rj+1
i .
Then letting λmin = min{λ1, . . . , λm}, and using Young’s
Inequality, (27) and Lemma 2, we have
2ιij‖Pj‖ℓ
ri−rj+2
i |η˜i| · |η˜j | ≤
2(j − 1)ι2ji‖Pj‖
2
λj
ℓ
2(rj−ri+1)
j |η˜i|
2 +
λjℓ
2
j
2(j − 1)
|η˜j |
2 ,
2η˜⊤LℓPG∆0KJ(ℓ)η˜ ≤
λmin
8
m∑
k=1
ℓ2k|η˜k|
2 +
8
λmin
‖P‖2µ20‖K‖
2δ22
m∑
k=1
|η˜k|
2 ,
2η˜⊤Lℓη˜PG∆1 ≤
λmin
8
m∑
k=1
ℓ2k|η˜k|
2 +
8
λmin
‖P‖2(δ1)
2 .
The first of the above inequalities further indicates that
2
m−1∑
i=1
m∑
j=i+1
ιij‖Pj‖ℓ
ri−rj+2
i |η˜i| · |η˜j | ≤
m−1∑
i=1
λi
2
ℓ2i +
m∑
j=i+1
2(j − 1)ι2ji‖Pj‖
2
λj
ℓ
2(rj−ri+1)
j
 |η˜i|2
+
λm
2
ℓ2m|η˜m|
2 .
Therefore, we have
V˙c ≤ −(
λm
2
ℓ2m − ̺0)|η˜m|
2 + ̺1
−
m−1∑
i=1
(
λi
4
ℓ2i −
m∑
j=i+1
2(j − 1)ι2ji‖Pj‖
2
λj
ℓ
2(rj−ri+1)
j − ̺0)|η˜i|
2
(34)
where ̺0 =
λmin
8
‖P‖2µ20‖K‖
2δ22 and ̺1 =
8
λmin
δ21‖P‖
2.
To further elaborate the right side of (34), we need the
following lemma with the proof given in Appendix B.
Lemma 4: There exist constants gi > 0, i = 1, . . . ,m,
independent of κ, and θ∗ > 0 such that for all κ ≥ θ∗, all ℓi,
i = 1, . . . ,m given in (31) satisfy the inequalities
λm
2
ℓ2m − ̺0 ≥ κℓm
λi
4
ℓ2i −
m∑
j=i+1
2(j − 1)‖Pj‖
2ι2ji
λj
ℓ
2(rj−ri+1)
j − ̺0 ≥ κℓi
(35)
with i = 1, . . . ,m− 1.
With gi and θ
∗ designed as in the above lemma, it is seen
that for κ ≥ θ∗, the derivative of Vc in (34) can be further
bounded by
V˙c ≤ −κ
m∑
i=1
ℓi|η˜i|
2 + ̺1 ≤ −
κ
α2
Vc(η˜) + ̺1 .
Bearing in mind inequalities (33), standard arguments then
show that
Vc(η˜(t)) ≤ e
− κ
α2
t
Vc(η˜(0)) +
̺1α2
κ
=⇒ |η˜(t)| ≤
α2ℓmax
α1ℓmin
e
− κ
α2
t|η˜(0)|+
̺1α2
α1κℓmin
.
With (31), and recalling the fact that all coefficients gi’s in
(31) are independent of parameter κ, it is immediate that there
exists a κ˜∗ > 0 such that for all κ ≥ max{κ˜∗, θ∗}, ℓmin = ℓm
and ℓmax = ℓ1, and there exists a constant ς1 > 0, independent
of κ such that
α2ℓmax
α1ℓmin
≤ ς1κ
̟1
where ̟1 = Π
m−1
k=1 (rk+1 − rk + 1) − 1. On the other hand,
since |η(0)| ≤ R and x ∈ Ωc+1, it can be seen from (29) that
|η˜(0)| ≤ ς2κ
̟2 for some ς2 > 0 and ̟2 > 0. Thus, we have
|η˜(t)| ≤ ς1ς2κ
̟1+̟2e
− κ
α2
t
+
̺1α2
gmα1κ2
. (36)
Fix any ǫ > 0. We know that for any τ2 ∈ (0, τmax) there
always exists a κ¯∗ > 0 such that for all κ ≥ κ¯∗ and t ∈
[τ2, τmax),
ς1ς2κ
̟1+̟2e
− κ
α2
t ≤ ǫ .
Thus choosing κ∗ = max{1, θ∗, κ˜∗, κ¯∗,
√
̺1α2
gmα1ǫ
} yields (32),
which completes the proof. 
C. Stability Analysis of the Closed-Loop System
In this subsection, we analyze the asymptotic stability of
the resulting closed-loop system using the nonlinear separation
principles [18], [19].
Theorem 1: Consider the closed-loop system consisting of
the plant (1), the observers (10)-(11), and the controller (12).
Suppose Assumptions 1-4 are satisfied. Given any compact
set C ∈ Rn+2r, there exist ℓi > 1, i = 1, . . . ,m, such that all
trajectories of the closed-loop system with initial conditions
(x(0), η(0)) ∈ C remain bounded and satisfy lim
t→∞
|x(t)| = 0.
Proof. Substituting the actual control (12) into (1), we have
x˙ = f(x) + g(x)u∗ + g(x)u˜ (37)
where u∗ is defined in (9), u˜ = b−1(x)(a(x) + Kξ) −
B̂−1satvl(σˆ+Kξˆ) and note that ξ = Φ(x) by definition. With
(6), computing the time derivative of Vx(x) along (37) yields
V˙x(x) = −αx(|x|) +
∂Vx
∂x
g(x)u˜
≤
∣∣∣∣∂Vx∂x g(x)
∣∣∣∣ [|b−1(x)|(|a(x)| + |Kξ|) + (l + ǫ0)‖B̂−1‖] .
It is clear that there exists a number δ0 > 0, independent of the
high-gain parameters ℓk, such that the inequality V˙x(x) ≤ δ0
holds for all x ∈ Ωc+1.
7Therefore, it can be concluded that given any initial con-
dition x(0) ∈ Cx ⊂ Ωc, there exists τ1 ≥
1
δ0
such that
x(t) ∈ Ωc+1 for all t ∈ [0, τ1].
Now, let us consider the resulting closed-loop system as
x˙ = f(x) + g(x)u∗ + g(x)[φ(x, η˜)− satvl(φ(x, η˜)
−σ˜ −K(Λ−1ℓ ⊗ C2)η˜)]
˙˜η = [F(ℓ) +G∆0H+G∆0KJ(ℓ)L
−1
ℓ ]Lℓη˜ +G∆1 .
(38)
Given any τ2 < τ1, according to Proposition 1, for any
sufficiently small ǫ > 0 there exists a sufficiently large κ such
that |η˜(t)| ≤ 2ǫ < 1 for all t ∈ (τ2, τ1]. This implies that
satvl(φ(x, η˜)− σ˜ −K(Λ
−1
ℓ ⊗ C2)η˜)
= φ(x, η˜)− σ˜ −K(Λ−1ℓ ⊗ C2)η˜
for t ∈ (τ2, τ1]. Thus, the upper system in (38) can be
simplified as
x˙ = f(x) + g(x)u∗ + g(x)[σ˜ +K(Λ−1ℓ ⊗ C2)η˜] .
If |η˜| ≤ 2ǫ, then there exists a ρ > 0, independent of ℓi ≥ 1,
i = 1, . . . ,m such that |σ˜ +K(Λ−1ℓ ⊗ C2)η˜| ≤ 2ρǫ.
Pick any number 0 < c′ ≪ c and consider the “annular”
compact set Sc+1c′ = {ξ : c
′ ≤ Vx(x) ≤ c + 1} . Let νmin be
νmin = minx∈Sc+1
c′
αx(|x|), and ǫ be such that 2ρǫ ≤
1
2νmin.
It then follows that V˙x(x) ≤ −
1
2νmin so long as x ∈ S
c+1
c′ .
This, in turn, implies
Vx(x(t)) ≤ Vx(x(τ1))−
νmin
2 (t− τ1) ≤ c+ 1−
νmin
2 (t− τ1)
so long as x ∈ Sc+1c′ . Clearly, there exists a time τ3 > τ1 such
that x(t) ∈ Ωc+1 for all t ∈ [τ1, τ3] and Vx(x(τ3)) = c
′. Since
V˙x is negative on the boundary of Ωc′ , it is concluded that
x(t) ∈ Ωc′ for all t ≥ τ3 and x(t) ∈ Ωc+1 for all t ≥ 0.
Therefore, according to the standard arguments in [18], [19],
and recalling the local exponential part of Assumption 3, we
can conclude that the origin of (38) is asymptotically stable
for all initial conditions (x(0), η(0)) ∈ C. This thus completes
the proof. 
V. CONCLUSIONS
This note studies the robust stabilization problem of multi-
variable invertible nonlinear systems (1) via output feedback.
By utilizing feedback linearization, a state feedback law can
render a linear input-output behavior and force an “ideal”
system performance. By systematically designing a set of
extended low-power high-gain observers, we show that this
“ideal” linearizing feedback law can be approximately esti-
mated, providing a robust output feedback stabilizer such that
the origin of the resulting closed-loop system is semiglobally
asymptotically stable. Moreover, each EHGO has the power
of its own high-gain parameter up to 2, which to some extent
solves the numerical implementation problem.
APPENDIX
A. Proof of Lemma 3
According to [15], it can be inferred that there exist γ1i,j > 0
and γ2i,j > 0 such that matrix Fi is Hurwitz. With these choices
of (γ1i,j , γ
2
i,j), we then consider the system
˙˜ηi = Fiη˜i +Giui , i = 1, . . . ,m
yi = Hiη˜i , i = 1, . . . ,m
u = ∆0y
(39)
where state η˜ = (η˜1, . . . , η˜m) with η˜i = vec(η˜i,1, . . . , η˜i,ri)
and η˜i,j = col (η˜
1
i,j , η˜
2
i,j), output y := col (y1, . . . , ym) and
input u := col (u1, . . . , um). By taking the change of variables
χi,k = (Π
k
j=1γ
2
i,ri+1−j)(η˜
2
i,ri−k − η˜
1
i,ri−k+1) ,
k = 1, . . . , ri − 1
χi,ri = −(Π
ri
j=1γ
2
i,ri+1−j)η˜
1
i,1
χi,ri+k = −(Π
ri
j=1γ
2
i,j)η˜
2
i,k , k = 1, . . . , ri
in which we have defined yi = χi,1, system (39) is transformed
into the lower-triangular form
χ˙i,k = −γ
1
i,ri+1−k
χk + χk+1 , 1 ≤ k ≤ ri
χ˙i,ri+k = −(Π
k
j=1γ
2
i,ri+1−j)χri+1−k + χri+k+1 ,
1 ≤ k ≤ ri − 1
χ˙i,2ri = −(Π
ri
j=1γ
2
i,j)χ1 − (Π
ri
j=1γ
2
i,j)ui
yi = χi,1
u = ∆0y .
(40)
Since γ1i,j and γ
2
i,j are nonzero constants, the above change
of variables defines a nonsingular matrix Ti ∈ R
2ri×2ri such
that χi = Tiη˜i with χi = col (χi,1, . . . , χi,2ri).
For compactness, system (40) can be rewritten as
χ˙i = F¯iχi + G¯iui
yi = H¯iχ
u = ∆0y
(41)
in which F¯i = TiFiT
−1
i , G¯i = TiGi and H¯i = HiT
−1
i .
From (40), it can be easily seen that the triplet (F¯i, G¯i, H¯i) is
controllable and observable. Denote the minimal polynomial
of Hurwitz F¯i as Pi(s) = pi,0 + pi,1s+ . . .+ pi,2ris
2ri−1 +
s2ri . By some straightforward but lengthy calculations, we
can deduce that pi,0 = Π
ri
j=1γ
2
i,j . With this being the case, let
G(s) denote the state transfer function of system (41), given
by G(s) = diag(G1(s), . . . ,Gm(s)) where
Gi(s) =
−(Πrij=1γ
2
i,j)
Pi(s)
, i = 1, . . . ,m.
It is clear that |Gi(∞)| = 1 <
1
µ0
.
By the Bounded Real Lemma [8, Theorem 3.1], there is a
positive definite and symmetric matrix P¯i and a number λ¯i
such that
2χ⊤i P¯i(F¯iχi + G¯iui) ≤ −λ¯i|χi|
2 +
1
µ20
|ui|
2 − |yi|
2
for i = 1, . . . ,m. This then suggests
m∑
i=1
2χ⊤i P¯i(F¯iχi + G¯iui) ≤ −
m∑
i=1
λ¯i|χi|
2 +
1
µ20
|u|2 − |y|2 .
Since |u| = |∆0y| ≤ ‖∆0‖|y| ≤ µ0|y| by Lemma 2, we have
m∑
i=1
2χ⊤i P¯i(F¯iχi + G¯iui) ≤ −
m∑
i=1
λ¯i|χi|
2 .
Thus, letting Pi = TiP¯iTi and λi ≤ λ¯i||Ti||
2 for i = 1, . . . ,m,
the inequality (30) can be obtained, which completes the proof.
8B. Proof of Lemma 4
Let
Ψm =
λm
2
ℓ2m − ̺0 − κℓm
Ψi =
λi
4
ℓ2i −
m∑
j=i+1
2(j − 1)‖Pj‖
2ι2ji
λj
ℓ
2(rj−ri+1)
j − ̺0 − κℓi
with 1 ≤ i ≤ m − 1, which indicates that the proof is
completed if it is shown that Ψi ≥ 0 for all 1 ≤ i ≤ m.
We proceed to show this by a recursive method.
Step 1: Let us consider the case that i = m. With the
choice of ℓm given in (31), choosing gm >
2
λm
and letting
µm =
λm
2 g
2
m − gm, we observe that µm > 0. Thus, it can be
seen that Ψm ≥ 0 for all κ ≥ θm with θm = max{1,
√
̺0
µm
}.
Step 2: With the choice of ℓm−1 in (31), Ψm−1 reads as
Ψm−1 =
[
λm−1
4 g
2
m−1 −
2(m−1)‖Pm‖
2ι2m,m−1
λm
]
ℓ
2(rm−rm−1+1)
m
−̺0 − κgm−1ℓ
(rm−rm−1+1)
m
≥ µm−1κ
2(rm−rm−1+1) − ̺0
where the inequality is obtained using κ ≥ 1 and defining
µm−1 :=
[
λm−1
4 g
2
m−1 −
2(m−1)‖Pm‖
2ι2m,m−1
λm
]
g
2(rm−rm−1+1)
m
−gm−1g
(rm−rm−1+1)
m .
Given any fixed gm, it is clear that there exists a positive
constant g∗m−1 > 0, independent on κ such that µm−1 > 0
for all gm−1 > g
∗
m−1. This further indicates Ψm−1 ≥ 0 for
all κ ≥ θm−1 with
θm−1 = max
{
1, (
̺0
µm−1
)
1
2(rm−rm−1+1)
}
.
Step m-i+1: Following the previous design, we now proceed
to the m− i+ 1-th step, i = 1, . . . ,m, and have fixed gj and
θj for j = i+ 1, . . . ,m. With (31), we observe that
Ψi(κ) = ωi,iκ
2Πm−ik=1 (ri+k − ri+k−1 + 1)
−
m∑
j=i+1
ωi,jκ
2(rj − ri + 1)Π
m−j
k=1 (rj+k − rj+k−1 + 1)
−ωi,0κ
Πm−ik=1 (ri+k − ri+k−1 + 1) + 1 − ̺0
(42)
where
ωi,i =
λi
4 Π
m
k=i(gk)
2
ωi,j =
2(j − 1)‖Pj‖
2ι2ji
λj
Πmk=j(gk)
2(rj−ri+1) ,
j = i+ 1, . . . ,m
ωi,0 = giΠ
m
j=i+1(gk)
(rj−ri+1) .
(43)
In this way, the function Ψi in (42) is expressed as a polyno-
mial of κ. Moreover, it is noted that ri ≤ ri+1 ≤ · · · ≤ rm,
and the inequality
Πm−ik=1 (ri+k − ri+k−1 + 1)
≥ (rj − ri + 1)Π
m−j
k=1 (rj+k − rj+k−1 + 1) ≥ 1
holds for all j = i+ 1, . . . ,m. Thus, given κ ≥ 1 we have
Ψi ≥ µiκ
2Πm−ik=1 (ri+k − ri+k−1 + 1) − ̺0 .
with µi := ωi,i−
∑m
j=i+1 ωi,j−ωi,0. Recalling (43), it can be
seen that given any fixed gj , j = i + 1, . . . ,m, there always
exists g∗i > 0, independent on κ such that µi > 0 for all
gi > g
∗
i . With the above choice of gi being the case, it then
can be easily shown that there exists a θi > 0 such that for
all κ ≥ θi, the polynomial function Ψi is positive.
Finally, following the previous recursive design, at the
step m we can fix g1 and θ1. Therefore, choosing θ
∗ =
max{θ1, . . . , θm}, we can conclude that for any κ ≥ θ
∗,
Ψi ≥ 0 hold for all i = 1, . . . ,m, which completes the proof.
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Robust Output Feedback Stabilization of
Multivariable Invertible Nonlinear Systems:
Feedback Linearization-Based Method
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Abstract—abc
Index Terms—Multi-input multi-output; Extended high-gain
observer; Output feedback; Feedback linearization
I. INTRODUCTION
Stabilization of nonlinear systems to the zero equilibrium
point has been a rather fundamental, sophisticated and open
problem in the field of systems and control theory. In the
last decades, several methodologies have been developed such
as feedback linearization, backstepping and passivity-based
control [16], that differ in the kind of system structure (normal
form and lower triangular form), and in assumptions of the
internal stability (input-output stability and output-to-state
stability). Among them, the feedback linearization method,
which utilizes a (dynamic) state feedback to derive a linear
input-output behavior, has received much attention due to its
simplicity, particularly for single-input single-output (SISO)
systems.
For SISO nonlinear systems having the normal form, it is
universally known that the feedback linearization is achieved
in such a way that the undesired nonlinear terms is cancelled,
resulting in an “ideal” state feedback law, which, together with
a mild minimum-phase assumption, solves the stabilization
problem at hand and can shape the transient performance using
the linear control theory to appropriately design the linear
stabilizing term. If only the output information is available
for the feedback and there exist uncertainties, to solve the
robust output feedback stabilization problem, [8] proposes to
utilize an extended high-gain observer (EHGO) to the purpose
of approximately estimating not only the unavailable states but
also the perturbed nonlinear terms. This enables to obtain an
estimate of the “ideal” state feedback law and recover the
system performance by the “ideal” state feedback. It is noted
that the power of high-gain parameter in [8] equals to r + 1
with r denoting the relative degree, which in practice may
bring numerical implementation problem when r is very large.
To solve this problem, the low-power technique in [9], [19]
can be directly employed.
As far as multi-input multi-output (MIMO) nonlinear sys-
tems are concerned, the technique of [8] is extended in [7]
to a multivariable setting with a well-defined vector relative
degree. A similar work is also done in [18] with a different
L. Wang and C. M. Kellett are with Faculty of Engineering and
Built Environment, University of Newcastle, Australia. E-mail: (wan-
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assumption on the high-frequency gain matrix. However, it is
noted that the class of MIMO nonlinear systems considered
in [7], [18] is a very particular one, while for more general
class of MIMO nonlinear systems, there are very few results
available in the literature. In this respect, much attention and
some efforts have recently been given to a rather general
class of MIMO nonlinear systems [15], [6], [12], [17], re-
ferred to as invertible MIMO nonlinear systems [1], [2], for
which the vector relative degree is not necessary. In [6], with
an static input-output linearizable assumption, the invertible
MIMO nonlinear systems are shown to be transformed to an
“intermediate” one with a vector relative degree {1, . . . , 1}, for
which the corresponding stabilization problem via state/output
feedback can be solved under a strongly minimum-phase
assumption. In [12], the input-output linearizable assumption
is weakened from static to dynamic, but at the price of
assuming a trivial zero dynamics. Furthermore, in [17] if
in addition to a “positivity condition”, the high-frequency
gain matrix fulfills a lower triangular structure, a series of
EHGOs can be recursively designed in such a way that the
dynamic state feedback can be approximately estimated so
as to guarantee the robustness and recover the performance
that is obtained by the dynamic state feedback. It is noted
that in all these works on invertible MIMO nonlinear systems,
the aforementioned numerical implementation problem due to
large powers of high-gain parameters still exists.
This paper is mainly interested in the robust stabilization
for the class of MIMO invertible nonlinear systems as in [6],
where the linear input-output behavior can be achieved by a
static state feedback and the high-frequency gain matrix fulfills
a suitable “positivity condition”. Different from [12], the “in-
termediate” systems with a vector relative degree {1, . . . , 1}
is not employed, which simplifies the corresponding output
feedback stabilizer. On the other hand, due to the use of
the technique of the EHGO, the “ideal” static state feedback
law, that contains not only (perturbed) nonlinear terms but
also unmeasurable states, can be estimated, which in turn
guarantees the robustness and recovers the performance by
the feedback-linearizing design. Moreover, in order to reduce
the power of high-gain parameters for each observer, the low-
power technique, proposed in [9], is also employed.
Notations: | · | denotes the standard Euclidean norm and
| · |[a,b] denotes the essential supremum norm of a signal
restricted to an interval [a, b]. For any positive integer d,
0d denotes a d × 1 vector, whose entries are all zero, and
(Ad, Bd, Cd) is used to denote the matrix triplet in the prime
2form. Namely, Ad denotes a shift matrix of dimension d× d,
Bd = ( 0 · · · 0 1 )
⊤
∈ Rd, and Cd = ( 1 0 · · · 0 ) ∈
R
1×d.
II. PRELIMINARIES
A. Problem Formulation
Consider multivariable nonlinear systems of the form
x˙ = f(x) + g(x)u
y = h(x)
(1)
where state x ∈ Rn, control input u ∈ Rm, output y ∈ Rm,
and all mappings f(x), g(x), and h(x) are smooth. As in
[6], this paper considers the class of systems satisfying the
following conditions.
Assumption 1: For system (1), there exists a state feedback
law u = α¯(x) + β¯(x)u¯ with an invertible β¯(x) such that the
resulting system has a linear input-output behavior between u¯
and y.
Assumption 2: The system (1) is strongly invertible, in the
sense of [1], [2].
With Assumptions 1 and 2, by implementing the Structure
Algorithm [6], [15], we can define a set of new variables,
obeying equations of the form
ξ˙1 = Ar1ξ1 +Br1 [a1(x) + b1(x)u]
ξ˙k = Arkξk +
k−1∑
i=1
M
j
i [ai(x) + bi(x)u]
+Brk [ak(x) + bk(x)u] , 2 ≤ k ≤ m
(2)
with r := r1+r2+. . .+rm ≤ n, in which the partial state ξ =
vec(ξ1, . . . , ξm) with ξi ∈ R
ri , output y = col (y1, . . . , ym)
with yi = Criξi for 1 ≤ i ≤ m, and M
j
i ∈ R
ri denotes
the vector of “multipliers” when implementing the Structure
Algorithm [6], [15], defined by
M
j
i = ( 0
⊤
rj−1 δ
j
i,rj+1
· · · δji,ri 0 ) , 1 ≤ j < i ≤ m,
and ai(0) = 0. Occasionally, we will denote by ξi the vector
of col (ξi,1, . . . , ξi,ri), byM
k
i,j the j-th element of vectorM
k
i ,
by ai(x) the i-th entry of the vector a(x) ∈ R
m and by bi(x)
the i-th row of the invertible matrix b(x) ∈ Rm×m. It is noted
that as shown in [15, Proposition 9.1], one can obtain a smooth
map Φ : Rn → Rr with ξ = Φ(x) and Φ(0) = 0.
Moreover, as in [15] we also assume that system (1)
is strongly—and also locally exponentially—minimum-phase,
that is formulated as below.
Assumption 3: There exist β1 ∈ KL and α1 ∈ K∞ such
that for every x(0) ∈ Rn,
|x(t)| ≤ β1(|x(0)|, t) + α1(|ξ|[0,t]) (3)
holds, uniformly in u, and for some constants d, k,M, α > 0
α1(s) ≤ kr , β(r, t) ≤Me
−αtr for |r| ≤ d .
Assumption 3 in fact characterizes the output-to-state sta-
bility of system (1), by recalling that ξ can be expressed as
a function of outputs y and their derivatives. From (3), it is
seen that |x(t)| eventually becomes small when ξ is small.
With this in mind, had x been available for feedback and the
functions a(·) and b(·) been known, by feedback linearization
we could have an “ideal” control law
u∗ = b−1(x)[−a(x) + v] (4)
with the residual control v.
This “ideal” control reduces the input-output model (2) to
ξ˙ = Aξ +Bv (5)
where A = blkdiag(Ar1 , . . . , Arm), and
B =

Br1 0 · 0
M12 Br2 · 0
· · · ·
M1m M
2
m · Brm
 .
It can be easily verified that the pair (A,B) is controllable.
Thus a natural design of v is the linear feedback control
v = −Kξ (6)
where the choice of K ∈ Rm×r can be decided via a
linear control design method to make the matrix A − BK
Hurwitz. With this choice of K , it immediately follows that
ξ(t) is globally exponentially stable at the origin. According
to [3], this, together with Assumption 3, implies that the
zero equilibrium point of system (1) with the “ideal” control
law (4) is globally asymptotically stable. According to the
converse Lyapunov theorem [16], the resulting “ideal” closed-
loop system permits a Lyapunov function Vx(x) such that
V˙x ≤ −αx(|x|) (7)
for some αx ≤ K∞.
The above “ideal” feedback law (4)-(6) is not implementable
due to the unaccessibility of full knowledge of x. In this
respect, to recover the transient performance by the “ideal”
feedback law, an estimate of this “ideal” feedback law (4)-(6)
is required. Motivated by this, this paper develops a new set
of high-gain observers, which enables us to obtain such an
estimate of “ideal” controller (4)-(6).
Remark 1: In [8], an interesting framework was established
to “reconstruct” the “ideal” control by using an extended high-
observer to estimate the unavailable state and also the matched
perturbations that appear only in the last equation. This
idea was later extended to multivariable nonlinear systems in
normal form in [7]. However, it is noted that the methods in
[8], [7] cannot be directly used for systems having partial
normal form (2), mainly because the resulting “perturbations”
to be estimated are unmatched in presence of vectors M
j
i .
Remark 2: Though all multipliers δ
j
i,k’s are limited to
be constants, we stress that its extension to the case that
δ
j
i,k’s are bounded functions of output y (i.e., δ
j
i,k(y)) is
straightforward by replacing the constant multipliers by the
corresponding output-dependent multipliers. In this respect,
it is worth noting that [17] studies a class of multivariable
invertible nonlinear systems with a special state-dependent
multipliers. Using dynamic extension, and under the trivial
zero dynamics assumption, the system can be fully decoupled
into multiple standard normal forms via state feedback. This
is different from the case in the current paper, where the
zero dynamics is non-trivial, and the feedback linearization is
3performed by static state feedback, resulting an “ideal” system
that is not in the normal form. Moreover, in [17] to achieve
the performance recovery the high-frequency gain matrix b(x)
is required to be lower triangular, while it is not necessary in
this paper.
III. OBSERVER AND CONTROL DESIGN
Let bˆ be a nonsingular matrix to be fixed later and define
the “perturbation” term
σ := a(x) + [b(x)− bˆ]u (8)
which indicates that a(x) + b(x)u = bˆu + σ, and the “ideal”
feedback control u∗ can be rewritten as
u∗ = −bˆ−1(σ +Kξ) . (9)
In view of this, if there is a desired observer that can provide
estimates for both the partial states ξ and the “perturbations” σ,
an estimate of the “ideal” feedback control u∗ can be obtained.
However, it is noted that the “perturbations” σ defined in (8)
are in fact a function of control input u, and appears not
only at the bottom equation of each set of (2), but also at the
middle equations of the kth set, k = 2, . . . ,m, which suggests
that the “perturbations” σ are not matched. As a consequence,
both issues make the observer design and the stability analysis
challenging.
Bearing in mind the previous analysis, we design a set of
observers having the form
η˙111 = η
2
11 + ℓ1γ
1
11(y1 − η
1
11)
η˙211 = η
2
12 + (ℓ1)
2γ211(y1 − η
1
11)
η˙11,i = η
2
1,i + ℓ1γ
1
1,i(η
2
1,i−1 − η
1
1,i) , 1 ≤ i ≤ r1 − 2
η˙21,i = η
2
1,i+1 + (ℓ1)
2γ21,i(η
2
1,i−1 − η
1
1,i) , 1 ≤ i ≤ r1 − 2
η˙11,r1−1 = η
2
1,r1−1 + ℓ1γ
1
1,r1−1(η
2
1,r1−2 − η
1
1,r1−1)
η˙21,r1−1 = η
2
1,r1 + bˆ1u+ (ℓ1)
2γ21,r1−1(η
2
1,r1−2 − η
1
1,r1−1)
η˙11,r1 = η
2
1,r1 + bˆ1u+ ℓ1γ
1
1,r1(η
2
1,r1−1 − η
1
1,r1)
η˙21,r1 = (ℓ1)
2γ21,r1(η
2
1,r1−1 − η
1
1,r1)
(10)
and for k = 2, . . . ,m,
η˙1k,1 = η
2
k,1 +
k−1∑
j=1
M
j
k,1(η
2
j,rj
+ bˆju) + ℓkγ
1
k,1(yk − η
2
k,1)
η˙2k,1 = η
2
k,2 +
k−1∑
j=1
M
j
k,2(η
2
j,rj
+ bˆju) + (ℓk)
2γ2k,1(yk − η
2
k,1)
η˙1k,i = η
2
k,i +
k−1∑
j=1
M
j
k,i(η
2
j,rj
+ bˆju) + ℓkγ
1
k,i(η
2
k,i−1 − η
1
k,i) ,
1 ≤ i ≤ rk − 2
η˙2k,i = η
2
k,i+1 +
k−1∑
j=1
M
j
k,i+1(η
2
j,rj
+ bˆju)
+(ℓk)
2γ1k,i(η
2
k,i−1 − η
1
k,i) , 1 ≤ i ≤ rk − 2
η˙1k,rk−1 = η
2
k,rk−1
+
k−1∑
j=1
M
j
k,rk−1
(η2j,rj + bˆju)
+ℓkγ
1
k,rk−1
(η2k,rk−2 − η
1
k,rk−1
)
η˙2k,rk−1 = η
2
k,rk
+ bˆku+ (ℓk)
2γ2k,rk−1(η
2
k,rk−2
− η1k,rk−1)
η˙1k,rk = η
2
k,rk
+ bˆku+ ℓkγ
1
k,rk
(η2k,rk−1 − η
1
k,rk
)
η˙2k,rk = (ℓk)
2γ2k,rk(η
2
k,rk−1
− η1k,rk)
(11)
where the observer state ηk = vec(ηk,1, . . . , ηk,rk) with
ηk,j := col (η
1
k,j , η
2
k,j) ∈ R
2 for k = 1, . . . ,m.
The above set of observers (10)-(11) is comprised of m
high-gain observers, the kth of which is used to estimate
not only partial state ξk , but also the “perturbation” term σk
(i.e., the k-th entry of σ). In this respect, the observer (10)-
(11) is a kind of extended high-gain observer [8], [7]. On
the other hand, the design of (10)-(11) also utilizes the low-
power technique developed in [9] for the purpose of solving
the implementation problem when rk is very large. As one can
see, the high-gain parameter ℓk of each observer is powered
up to only 2, rather than rk + 1, as in [8], [7], although the
dimension increases to 2rk.
With this being the case, we let ξˆk and σˆk denote the
estimates of ξk and σk , respectively, the expressions of which
are given by
ξˆk = (Irk ⊗ C2)ηk , σˆk = η
2
k,rk
, k = 1, . . . ,m .
Towards this end, by setting η := vec(η1, . . . , ηm), ξˆ :=
vec(ξˆ1, . . . , ξˆm) and σˆ := col (σˆ1, . . . , σˆm), instead of (9) we
propose an implementable feedback law as
u = −bˆ−1satvl(σˆ +Kξˆ) (12)
where satvl(·) is a vector-valued saturation function, each
element of which is an odd and monotonic saturation function
satvl(·), characterised as follows: satvl(s) = s if |s| ≤ l;
0 < d satvl(s)
ds
< 1 for all |s| > l; and lims→∞ satvl(s) = l+ǫ0
with 0 < ǫ0 ≪ 1. It is noted that the saturation level l is
a design parameter, whose value will be determined in the
next section. For convenience, we use ∇satvl to denote the
Jacobian matrix of function satvl(·). Clearly, by definition we
have ‖∇satvl‖ ≤ 1.
IV. STABILITY ANALYSIS
A. Stability Analysis of Observer (10)-(11)
Let Cx ⊂ R
n be any compact set, and c > 0 be such that
Cx ⊂ Ωc := {x ∈ R
n : Vx(x) ≤ c} .
As in [7], we assume that the high-frequency gain matrix b(x)
fulfills the following property.
Assumption 4: There exist a constant nonsingular matrix
bˆ ∈ Rm×m and a number 0 < µ0 < 1 such that
‖(b(x)− bˆ)bˆ−1‖ ≤ µ0 , for all x ∈ Ωc+1. (13)
With this being the case, we now proceed to study the
stability property of the proposed observer (10)-(11).
Define the scaled estimation errors as{
η˜1k,1 = (ℓk)
rk(yk − η
1
k,1)
η˜2k,1 = (ℓk)
rk−1(ξk,2 − η
2
k,1){
η˜1k,i = (ℓk)
rk−i+1(ξk,i − η
1
k,i)
η˜2k,i = (ℓk)
rk−i(ξk,i+1 − η
2
k,i)
, 1 ≤ i ≤ rk − 2{
η˜1k,,rk−1 = (ℓk)
2
(ξk,rk−1 − η
1
k,rk−1
)
η˜2k,,rk−1 = ℓk(ξk,rk − η
2
k,rk
){
η˜1k,,rk = ℓk(ξk,rk − η
1
k,rk
)
η˜2k,,rk = σk − η
2
k,rk
(14)
4with σk being the k-th element of vector σ defined in (8), and
for 1 ≤ k ≤ m.
It is observed that setting σ˜k := σk − σˆk, we have
σ˜k = η˜
2
k,,rk
. To be consistent with the previous notations,
we set σ˜ = col (σ˜1, . . . , σ˜m), η˜k,j = col (η˜
1
k,j , η˜
2
k,j),
η˜k = vec(η˜k,1, η˜k,rk), for k = 1, . . . ,m and j = 1, . . . , rk
and η˜ = vec(η˜1, . . . , η˜m).
Remark 3: From the bottom equation of (14), it can be seen
that σˆ is used to estimate the whole “perturbation” σ, which
is motivated by [13] and is significantly different from [8],
[7], where the extra observer state (i.e., ηn+1 in [8] and σ in
[7]) is used to partially estimate the “perturbations”, that is to
estimate a term independent of u. An obvious benefit of using
this complete estimation is that the “perturbations” that appear
at the middle equations of the kth set can be controlled towards
zero with the asymptotic gain adjusted by the parameters ℓj ,
j = 1, . . . , k−1. This in turn enables us to analyse the closed-
loop stability by appropriately designing gain parameters ℓj ,
j = 1, . . . ,m. However, regarding the “perturbations” σ to be
estimated depend on the control input u, the corresponding
stability analysis will be more complicated than that of [8],
[7], since computing the derivative of their estimation errors
is needed.
Bearing in mind the change of variables (14), we observe
that (12) implicitly defines u as a solution of the equation
u = −bˆ−1satvl(σ +Kξ − σ˜ −K(Λ
−1
ℓ ⊗ C2)η˜) (15)
where Λℓ = blkdiag(Λℓ1 , . . . ,Λℓm) with Λℓk =
diag(ℓrkk , . . . , ℓk), and σ, as defined in (8), depends on
u. The following lemma shows that the equation (15) has the
unique solution u.
Lemma 1: Set ψ(u) = u+ bˆ−1satvl(σ+Kξ− σ˜−K(Λ
−1
ℓ ⊗
C2)η˜) and suppose Assumption 4 holds. Then there exists a
unique solution of the equation ψ(u) = 0 for all x ∈ Ωc+1.
With Assumption 4, some simple calculations can show that
the Jacobian
∂ψ(u)
∂u
is uniformly nonsingular, which in turn
proves Lemma 1. For simplicity we omit the corresponding
details. Then, let u = π(x, η˜) denote the unique solution of
(15). Then, we can rewrite (42) and (2) as
x˙ = f(x) + g(x)π(x, η˜)
ξ˙ = (A−BK)ξ +B[φ(x, η˜)− satvl (φ(x, η˜)
−σ˜ −K(Λ−1ℓ ⊗ C2)η˜
)
]
(16)
in which
φ(x, η˜) = KΦ(x) + a(x) + (b(x)− bˆ)π(x, η˜) .
Then, let ℓi ≥ 1, i = 1, . . . ,m and the saturation level l be
l = sup
x∈Ωc+1,|η˜|≤1
∣∣φ(x, η˜)− σ˜ −K(Λ−1ℓ ⊗ C2)η˜∣∣ . (17)
To this end, taking the time derivative of the estimate errors
in (14) yields{
˙˜η
1
1,1 = ℓ1(−γ
1
1,1η˜
1
1,1 + η˜
2
1,1)
˙˜η
2
1,1 = ℓ1(−γ
2
1,1η˜
1
1,1 + η˜
2
1,2){
˙˜η
1
1,i = ℓ1(γ
1
1,iη˜
2
1,i−1 − γ
1
1,iη˜
1
1,i + η˜
2
1,i)
˙˜η
2
1,i = ℓ1(γ
2
1,iη˜
2
1,i−1 − γ
2
1,iη˜
1
1,i + η˜
2
1,i+1)
, 1 ≤ i ≤ r1 − 1{
˙˜η
1
1,r1 = ℓ1(γ
1
1,r1 η˜
2
1,r1−1 − γ
1
1,r1 η˜
1
1,r1 + η˜
2
1,r1)
˙˜η
2
1,r1 = ℓ1(γ
2
1,r1 η˜
2
1,r1−1 − γ
2
1,r1 η˜
1
1,r1) + σ˙1
(18)
and for k = 2, . . . ,m,{
˙˜η
1
k,1 = ℓk(−γ
1
k,1η˜
1
k,1 + η˜
2
k,1) + (ℓk)
rk
∑k−1
j=1 M
j
k,1η˜
2
j,rj
˙˜η
2
k,1 = ℓk(−γ
2
k,1η˜
1
k,1 + η˜
2
k,2) + (ℓk)
rk−1
∑k−1
j=1 M
j
k,2η˜
2
j,rj
˙˜η
1
k,i = ℓk(γ
1
k,iη˜
2
k,i−1 − γ
1
k,iη˜
1
k,i + η˜
2
k,i)
+(ℓk)
rk+1−i
∑k−1
j=1 M
j
k,iη˜
2
j,rj
˙˜η
2
k,i = ℓk(γ
2
k,iη˜
2
k,i−1 − γ
2
k,iη˜
1
k,i + η˜
2
k,i+1)
+(ℓk)
rk−i
∑k−1
j=1 M
j
k,i+1η˜
2
j,rj
, 2 ≤ i ≤ rk − 1
{
˙˜η
1
k,rk
= ℓk(γ
1
k,rk
η˜2k,rk−1 − γ
1
k,rk
η˜1k,rk + η˜
2
k,rk
)
˙˜η
2
k,rk
= ℓk(γ
2
k,rk
η˜2k,rk−1 − γ
2
k,rk
η˜1k,rk) + σ˙k
(19)
Putting all bottom equations of (18) and (19) together, and
recalling the fact that σ˜k = η˜
2
k,,rk
, we have
˙˜σ = HLℓη˜ + σ˙ (20)
where Lℓ = diag(ℓ1Ir1 , . . . , ℓmIrm), and
H = blkdiag(H1, . . . , Hm) ,
Hk = ( 0 · · · 0 γ
2
k,rk
−γ2k,rk 0 ) ∈ R
2rk .
(21)
Recalling (8) and (12), we observe that
σ = a(x)− [b(x) − bˆ]bˆ−1satvl(σˆ +Kξˆ)
= a(x)− [b(x) − bˆ]bˆ−1satvl(σ +Kξ − σ˜
−K(Λ−1ℓ ⊗ C2)η˜)
whose time derivative can be described by
σ˙ = a˙(x)− b˙(x)bˆ−1satvl(σ +Kξ − σ˜ −K(Λ
−1
ℓ ⊗ C2)η˜)
−∆0[σ˙ +Kξ˙ − ˙˜σ −K(Λ
−1
ℓ ⊗ C2)
˙˜η)]
(22)
where
∆0 = [b(x)− bˆ]bˆ
−1∇satvl . (23)
By adding the term ∆0σ˙ on the both sides of equation (22),
and setting
∆1 = a˙(x) − b˙(x)bˆ
−1satvl(φ(x, η˜)− σ˜
−K(Λ−1ℓ ⊗ C2)η˜)−∆0Kξ˙ ,
(24)
the equation (22) can be rewritten as
(Im +∆0)σ˙ = ∆1 +∆0( ˙˜σ +K(Λ
−1
ℓ ⊗ C2)
˙˜η) . (25)
We then observe that∆0 and∆1 have the following properties.
Lemma 2: Suppose Assumption 4 holds, then for all x ∈
Ωc+1,
(i) ‖∆0‖ ≤ µ0 < 1, and Im +∆0 is invertible,
(ii) there exists a constant δ1 > 0, independent of ℓ =
col (ℓ1, . . . , ℓk) such that |∆1| ≤ δ1 holds for all η˜ ∈ R
2r.
5The proof of Lemma 2.(i) is straightforward using Assump-
tion 4 and the fact that ∇satvl is a diagonal matrix whose
entries are less than one, while as for the proof of (ii), it
can be easily concluded by deriving the explicit expression of
∆1 and is also omitted for simplicity. Using the first part of
Lemma 2, (25) implies
σ˙ = (Im +∆0)
−1[∆1 +∆0( ˙˜σ +K(Λ
−1
ℓ ⊗ C2)
˙˜η)] (26)
On the other hand, it can be verified that (Λ−1ℓ ⊗ C2)η˜ is
independent of σ˜, and (Λ−1ℓ ⊗ C2)
˙˜η can be expressed as a
linear function of η˜, that is, there exists J(ℓ), dependent of ℓ
such that
(Λ−1ℓ ⊗ C2)
˙˜η = J(ℓ)η˜ (27)
where bearing in mind the definition of Λℓ given after (15),
J(ℓ) has the property that for any ℓi ≥ 1, i = 1, . . . ,m, there
exists δ2 > 0, independent of ℓi’s, such that
|J(ℓ)| ≤ δ2 . (28)
Substituting (26) and (27) into (20), we can obtain
[Im − (Im +∆0)
−1∆0] ˙˜σ
= HLℓη˜ + (Im +∆0)
−1[∆1 +∆0KJ(ℓ)η˜)] .
By observing that
[Im − (Im +∆0)
−1∆0] = (Im +∆0)
−1 ,
we can further obtain
˙˜σ = (Im +∆0)HLℓη˜ +∆1 +∆0KJ(ℓ)η˜ . (29)
Towards this end, let
Fi =

Fi,1 D2 · · · 0 0 0
Γi,2B
⊤
2 Fi,2
. . . 0 0 0
· · ·
. . .
. . .
. . .
. . .
...
0 0
. . . Fi,ri−2 D2 0
0 0
. . . Γi,ri−1B
⊤
2 Fi,ri−1 D2
0 0 · · · · · · Γi,riB
⊤
2 Fi,ri

(30)
where for i = 1, . . . ,m, Fij = A2 − Γi,jC2, j = 1, . . . , ri,
D2 =
(
0 0
0 1
)
, Γi,j =
(
γ1i,j
γ2i,j
)
.
Thus, the equations of the scaled estimate errors (18) and
(19) can be compactly described by
˙˜η = [F(ℓ) +G∆0H+G∆0KJ(ℓ)L
−1
ℓ ]Lℓη˜ +G∆1
(31)
where
F(ℓ) =

F1 0 · · · 0
1
ℓ1
L21(ℓ2)B
⊤
2r1 F2 · · · 0
... · · ·
. . . ·
1
ℓ1
Lm1(ℓm)B
⊤
2r1
1
ℓ2
Lm2(ℓm)B
⊤
2r2 · · · Fm

G = blkdiag(B2r1 , . . . , B2rm)
Lij(ℓi) =

02rj−3
(ℓi)
ri−rj+1δ
j
i,rj+1
12
· · ·
(ℓi)
2δ
j
i,ri
12
03
 , 1 ≤ j < i ≤ m
It is clear that there exists ιij > 0, independent of ℓi such that
|Lij(ℓi)| ≤ ιijℓ
ri−rj+1
i holds, given ℓi ≥ 1.
Before presenting the main result of this subsection, a
fundamental lemma is given as below.
Lemma 3: Suppose Assumption 4 holds. There exist
γ1i,j , γ
2
i,j > 0, j = 1, . . . , ri, i = 1, . . . ,m, and symmetric
positive definite matrices Pi and positive constants λi > 0,
i = 1, . . . ,m such that
m∑
i=1
η˜⊤i (PiFi + F
⊤
i Pi)η˜i + 2η˜
⊤PG∆0Hη˜ ≤ −
m∑
i=1
λi|η˜i|
2
(32)
with P = blkdiag (P1, . . . , Pm), holds for all x ∈ Ωc+1.
Proof. The proof is given in Appendix A.
With the choice of Γi,j = (γ
1
i,j , γ
2
i,j) in Lemma 3, we then
choose a positive definite function Vc(η˜) = η˜
⊤LℓP η˜. Setting
α1 = min{σ(P )} and α2 = max{σ(P )} with σ(P ) denoting
the set of all eigenvalues of matrix P , we can obtain
Vc(η˜) ≥ α1
∑m
i=1 ℓi|η˜i|
2 ≥ α1ℓmin|η˜|
2
Vc(η˜) ≤ α2
∑m
i=1 ℓi|η˜i|
2 ≤ α2ℓmax|η˜|
2 (33)
where ℓmax = max{ℓ1, . . . , ℓm} and ℓmin =
min{ℓ1, . . . , ℓm}.
With this in mind, we compute the derivative of Vc along
system (31) as
V˙c = 2η˜
⊤LℓP [F(ℓ) +G∆0H+G∆0KJ(ℓ)L
−1
ℓ ]Lℓη˜
+2η˜⊤LℓPG∆1
=
m∑
i=1
ℓiη˜
⊤
i (PiFi + F
⊤
i Pi)ℓiη˜i + 2η˜
⊤LℓPG∆0HLℓη˜
+2
m−1∑
i=1
m∑
j=i+1
ℓj η˜
⊤
j PjLji(ℓj)B
⊤
2ri η˜i
+2η˜⊤LℓPG[∆0KJ(ℓ)η˜ +∆1]
≤ −
m∑
i=1
λiℓ
2
i |η˜i|
2 + 2
m−1∑
i=1
m∑
j=i+1
ιij‖Pj‖ℓ
ri−rj+2
i |η˜i| · |η˜j |
+2η˜⊤LℓPG[∆0KJ(ℓ)η˜ +∆1]
(34)
where the inequality is obtained by using Lemma 3 and the
fact that |Lij(ℓi)| ≤ ιijℓ
ri−rj+1
i .
Then letting λmin = min{λ1, . . . , λm}, and using Young’s
Inequality, (28) and Lemma 2, we have
2ιij‖Pj‖ℓ
ri−rj+2
i |η˜i| · |η˜j | ≤
2(j − 1)ι2ji‖Pj‖
2
λj
ℓ
2(rj−ri+1)
j |η˜i|
2 +
λjℓ
2
j
2(j − 1)
|η˜j |
2
2η˜⊤LℓPG∆0KJ(ℓ)η˜ ≤
λmin
8
m∑
k=1
ℓ2k|η˜k|
2 +
8
λmin
‖P‖2µ20‖K‖
2δ22
m∑
k=1
|η˜k|
2
2η˜⊤Lℓη˜PG∆1 ≤
λmin
8
m∑
k=1
ℓ2k|η˜k|
2 +
8
λmin
‖P‖2(δ1)
2
6The first of the above inequalities further indicates that
2
m−1∑
i=1
m∑
j=i+1
ιij‖Pj‖ℓ
ri−rj+2
i |η˜i| · |η˜j | ≤
m−1∑
i=1
λi
2
ℓ2i +
m∑
j=i+1
2(j − 1)ι2ji‖Pj‖
2
λj
ℓ
2(rj−ri+1)
j
 |η˜i|2
+λm2 ℓ
2
m|η˜m|
2
Therefore, we have
V˙c ≤ −(
λm
2
ℓ2m − ̺0)|η˜m|
2 + ̺1
−
m−1∑
i=1
(
λi
4
ℓ2i −
m∑
j=i+1
2(j − 1)ι2ji‖Pj‖
2
λj
ℓ
2(rj−ri+1)
j − ̺0)|η˜i|
2
(35)
where ̺0 =
λmin
8
‖P‖2µ20‖K‖
2δ22 and ̺1 =
8
λmin
(δ1)
2‖P‖2.
Towards this end, we have the stability of system (31), that
is summarized as below.
Lemma 4: Given any τmax > 0 and R > 0, suppose x ∈
Ωc+1 for all t ∈ [0, τmax), and the initial conditions |η(0)| ≤
R. Let Γi,j be chosen as in Lemma 3 so that (32) is satisfied,
and choose the design parameters as
ℓm = gmκ
ℓi = gi · (ℓi+1)
ri+1−ri+1 , for 1 ≤ i ≤ m− 1 .
(36)
Then for every τ2 < τmax and every ǫ > 0, there exist gi > 0,
i = 1, . . . ,m, independent of κ, and a κ∗ ≥ 1 such that for
all κ ≥ κ∗,
|η˜(t)| ≤ 2ǫ , for all t ∈ [τ, τmax) . (37)
Proof. According to Lemma 5 (given in Appendix B), we can
deduce that there exist gi > 0, i = 1, . . . ,m, independent of
κ, and θ∗ > 0 such that for all κ ≥ θ∗,
λi
4
ℓ2i −
m∑
j=i+1
2(j − 1)‖Pj‖
2ι2ji
λj
ℓ
2(rj−ri+1)
j − ̺0 ≥ κℓi ,
i = 1, . . . ,m− 1
λm
2
ℓ2m − ̺0 ≥ κℓm
(38)
This then implies that the derivative of Vc in (35) can be further
bounded by
V˙c ≤ −κ
m∑
i=1
ℓi|η˜i|
2 + ̺1
≤ −
κ
α2
Vc(η˜) + ̺1 .
(39)
Bearing in mind the inequalities (33), standard arguments then
show that
Vc(η˜(t)) ≤ e
− κ
α2
t
Vc(η˜(0)) +
̺1α2
κ
=⇒ |η˜(t)| ≤
α2ℓmax
α1ℓmin
e
− κ
α2
t
|η˜(0)|+
̺1α2
α1κℓmin
.
With (36), and recalling the fact that all coefficients gi’s in
(36) are independent of high-gain parameter κ, it is immediate
to follow that there exists a κ˜∗ > 0 such that for all κ ≥ κ˜∗,
ℓmin = ℓm and ℓmax = ℓ1, and there exists a constant ς1 > 0,
independent of κ such that
α2ℓmax
α1ℓmin
≤ ς1κ
̟1
where ̟1 = Π
m−1
k=1 (rk+1 − rk + 1) − 1. On the other hand,
since |η(0)| ≤ R and x ∈ Ωc+1, it can be seen from (31) that
|η˜(0)| ≤ ς2κ
̟2
for some ς2 > 0 and ̟2 > 0. Thus, we have
|η˜(t)| ≤ ς1ς2κ
̟1+̟2e
− κ
α2
t +
̺1α2
gmα1κ2
(40)
Fix any ǫ > 0, and we know that for any τ2 ∈ (0, τmax) there
always exists a κ¯∗ > 0 such that for all κ ≥ κ¯∗,
ς1ς2κ
̟1+̟2e
− κ
α2
t ≤ ǫ
holds for all t ≥ τ2.
Thus choosing κ∗ = max{1, θ∗, κ˜∗, κ¯∗,
√
̺1α2
gmα1ǫ
}, we can
obtain for all κ ≥ κ∗
|η˜(t)| ≤ 2ǫ , for all t ∈ [τ2, τmax) . (41)
B. Stability Analysis of Closed-Loop System
In this subsection, we will analyze the asymptotic stability
of the resulting closed-loop system using the nonlinear sepa-
ration principles [14], [5].
Substituting the actual control (12) to (1), we have
x˙ = f(x) + g(x)u∗ + g(x)u˜ (42)
where u˜ = b−1(x)(a(x) +Kξ)− bˆ−1satvl(σˆ +Kξˆ) and note
that ξ = Φ(x) by definition. With (7), computing the time
derivative of Vx(x) along (42) yields
V˙x(x) = −αx(|x|) +
∂Vx
∂x
g(x)u˜
≤
∣∣∣∣∂Vx∂x g(x)
∣∣∣∣ [|b−1(x)|(|a(x)| + |Kξ|) + (l + ǫ0)‖bˆ−1‖] .
It is clear that there exists a number δ0 > 0, independent of
high-gain parameters ℓk’s, such that the inequality
V˙x(x) ≤ δ0
holds for all x ∈ Ωc+1.
Therefore, it can be concluded that given any initial con-
dition x(0) ∈ Cx ⊂ Ωc, there exists τ1 ≥
1
δ0
such that
x(t) ∈ Ωc+1 for all t ∈ [0, τ1].
Then let us consider the resulting closed-loop system,
described as
x˙ = f(x) + g(x)u∗ + g(x)[φ(x, η˜)− satvl(φ(x, η˜)
−σ˜ −K(Λ−1ℓ ⊗ C2)η˜)]
˙˜η = [F(ℓ) +G∆0H+G∆0KJ(ℓ)L
−1
ℓ ]Lℓη˜ +G∆1 .
(43)
Given any τ2 < τ1, according to Lemma 4, for any
sufficiently small ǫ > 0 there exists a sufficiently large κ such
that |η˜(t)| ≤ 2ǫ < 1 for all t ∈ (τ2, τ1]. This implies that
satvl(φ(x, η˜)− σ˜ −K(Λ
−1
ℓ ⊗ C2)η˜)
= φ(x, η˜)− σ˜ −K(Λ−1ℓ ⊗ C2)η˜
7for t ∈ (τ2, τ1]. Thus, the upper system in (43) can be
simplified as
x˙ = f(x) + g(x)u∗ + g(x)[σ˜ +K(Λ−1ℓ ⊗ C2)η˜] .
If |η˜| ≤ 2ǫ, then there exists a ρ > 0, independent of ℓi ≥ 1,
i = 1, . . . ,m such that |σ˜ +K(Λ−1ℓ ⊗ C2)η˜| ≤ 2ρǫ.
Pick any number 0 < c′ ≪ c and consider the “annular”
compact set
Sc+1c′ = {ξ : c
′ ≤ Vx(x) ≤ c+ 1} .
Let νmin be
νmin = min
x∈Sc+1
c′
αx(|x|) .
If ǫ is such that 2ρǫ ≤ 12νmin, it then follows that
V˙x(x) ≤ −
1
2
νmin (44)
so long as x ∈ Sc+1c′ . This, in turn, implies
Vx(x(t)) ≤ Vx(x(τ1))−
1
2νmin(t− τ1)
≤ c+ 1− 12νmin(t− τ1)
so long as x ∈ Sc+1c′ . Clearly, there exists a time δ3 > δ1 such
that x(t) ∈ Ωc+1 for all t ∈ [τ1, τ3] and Vx(x(τ3)) = c
′. Since
V˙x is negative on the boundary of Ωc′ , it is concluded that
x(t) ∈ Ωc′ for all t ≥ τ3 and x(t) ∈ Ωc+1 for all t ≥ 0.
In summary, according to the arguments in [5], [14], the
following result can be easily concluded.
Proposition 1: Consider the closed-loop system consisting
of the plant (1), the observers (10)-(11) and the controller (12).
Suppose Assumptions 1-4 are satisfied. Given any compact set
C ∈ Rn+2r, there exist ℓi > 1, i = 1, . . . ,m such that all
trajectories of the closed-loop system with initial conditions
(x(0), η(0)) ∈ C remain bounded and satisfy lim
t→∞
|x(t)| = 0.
V. CONCLUSIONS
APPENDIX
A. Proof of Lemma 3
First of all, according to [10], it can be implied that there
exist γ1i,j > 0 and γ
2
i,j > 0 such that matrix Fi is Hurwitz.
With these choices of (γ1i,j , γ
2
i,j) being the case, we then
consider the system
˙˜ηi = Fiη˜i +Giui , i = 1, . . . ,m
yi = Hiη˜i , i = 1, . . . ,m
u = ∆0y
(45)
with state η˜ = (η˜1, . . . , η˜m) with η˜i = vec(η˜i,1, . . . , η˜i,ri) and
η˜i,j = col (η˜
1
i,j , η˜
2
i,j), input u = col (u1, . . . , um) and output
y = col (y1, . . . , ym). By taking the change of variables
χi,k = (Π
k
j=1γ
2
i,ri+1−j
)(η˜2i,ri−k − η˜
1
i,ri−k+1
)
χi,ri = −(Π
ri
j=1γ
2
i,ri+1−j
)η˜1i,1
χi,ri+k = −(Π
ri
j=1γ
2
i,j)η˜
2
i,k
with k = 1, . . . , ri − 1, in which we have defined yi = χi,1,
system (45) is transformed into the form
χ˙i,k = −γ
1
i,ri+1−k
χk + χk+1 , 1 ≤ k ≤ ri
χ˙i,ri+k = −(Π
k
j=1γ
2
i,ri+1−j)χri+1−k + χri+k+1 ,
1 ≤ k ≤ ri − 1
χ˙i,2ri = −(Π
ri
j=1γ
2
i,j)χ1 − (Π
ri
j=1γ
2
i,j)ui
yi = χ1
u = ∆0y
(46)
It is worth noting that since γ1i,j and γ
2
i,j are nonzero constants,
the above change of variables actually defines a nonsingular
matrix Ti ∈ R
2ri×2ri such that χi = Tixi with χi =
col (χi,1, . . . , χi,2ri).
For compactness, system (46) can be rewritten as
χ˙i = F¯iχi + G¯iui
yi = H¯iχ
u = ∆0y
(47)
in which F¯i = TiFiT
−1
i , G¯i = TiGi and H¯i = HiT
−1
i .
Then it can be easily verified that the triplet (F¯i, G¯i, H¯i) is
controllable and observable. Denote the minimal polynomial
of Hurwitz F¯i as
Pi(s) = pi,0 + pi,1s+ . . .+ pi,2ris
2ri−1 + s2ri
By some calculations, we can deduce that pi,0 = Π
ri
j=1γ
2
i,j .
With this being the case, let G(s) denote the state transfer
function of system (47), given by
G(s) = diag(G1(s), . . . ,Gm(s))
in which for i = 1, . . . ,m
Gi(s) =
−(Πrij=1γ
2
i,j)
Pi(s)
It is clear that |Gi(∞)| = 1 <
1
µ0
.
By the Bounded Real Lemma, there is a positive definite
and symmetric matrix P¯i and a number λ¯i such that
2χ⊤i P¯i(F¯iχi + G¯iui) ≤ −λ¯i|χi|
2 +
1
µ20
|ui|
2 − |yi|
2
for i = 1, . . . ,m. This then suggests
m∑
i=1
2χ⊤i P¯i(F¯iχi + G¯iui) ≤ −
m∑
i=1
λ¯i|χi|
2 +
1
µ20
|u|2 − |y|2
Since |u| = |∆0y| ≤ ‖∆0‖|y| ≤ µ0|y| by Lemma 2, we have
m∑
i=1
2χ⊤i P¯i(F¯iχi + G¯iui) ≤ −
m∑
i=1
λ¯i|χi|
2
Thus, letting Pi = TiP¯iTi and λi ≤ λ¯i||Ti||
2 for i = 1, . . . ,m,
the inequality (32) can be obtained, which completes the proof.
8B. A Technical Lemma
Lemma 5: There exist constants gi > 0, i = 1, . . . ,m,
independent of κ and θ∗ > 0 such that all ℓi, i = 1, . . . ,m
given in (36) satisfy the inequalities
λm
2
ℓ2m − ̺0 ≥ κℓm
λi
4
ℓ2i −
m∑
j=i+1
2(j − 1)‖Pj‖
2ι2ji
λj
ℓ
2(rj−ri+1)
j − ̺0 ≥ κℓi
(48)
with i = 1, . . . ,m− 1, hold for all κ ≥ θ∗.
Proof. Let
Ψm =
λm
2
ℓ2m − ̺0 − κℓm
Ψi =
λi
4
ℓ2i −
m∑
j=i+1
2(j − 1)‖Pj‖
2ι2ji
λj
ℓ
2(rj−ri+1)
j − ̺0 − κℓi
with 1 ≤ i ≤ m − 1, which indicates that the proof is
completed if it is shown that Ψi ≥ 0 for all 1 ≤ i ≤ m.
Now we proceed to show this by recursive method. First of
all, let us consider the case that i = m. With the choice of ℓm
given in (36) and choosing gm =
λm
3 , it is observed that
Ψm =
3
2λm
κ2 − ̺0
Clearly, letting θm = max{1,
√
2λm̺0
3 }, we can deduce that
λm
2
ℓ2m − ̺0 ≥ κℓm
holds for all κ ≥ θm.
Then consider the case that 1 ≤ i ≤ m− 1, and assume gj ,
j = i+ 1, . . . ,m are fixed. It is observed that
Ψi(κ) = ωi,iκ
2Πm−ik=1 (ri+k − ri+k−1 + 1)
−
m∑
j=i+1
ωi,jκ
2(rj − ri + 1)Π
m−j
k=1 (rj+k − rj+k−1 + 1)
−ωi,0κ
Πm−ik=1 (ri+k − ri+k−1 + 1) + 1 − ̺0
(49)
where
ωi,i =
λi
4 Π
m
k=i(gk)
2
ωi,j =
2(j − 1)‖Pj‖
2ι2ji
λj
Πmk=j(gk)
2(rj−ri+1) ,
j = i+ 1, . . . ,m
ωi,0 = Π
m
k=i(gk)
(50)
In this way, the function Ψi in (49) is expressed as a polyno-
mial of κ. Moreover, it is noted that ri ≤ ri+1 ≤ · · · ≤ rm,
and the inequality
Πm−ik=1 (ri+k − ri+k−1 + 1)
≥ (rj − ri + 1)Π
m−j
k=1 (rj+k − rj+k−1 + 1) ≥ 1
holds for all j = i + 1, . . . ,m. This further implies that the
highest degree of κ in (49) is Πm−ik=1 (ri+k − ri+k−1 + 1), and
its coefficient can be described by
ωi − ωi+1 − . . .− ωi+i∗ (51)
where i∗ denotes the largest number such that ri = ri+1 =
· · · = ri+i∗ . If this coefficient (51) is strictly larger than zero,
then there always exists large enough κ such that Ψi ≥ 0.
With this in mind, by recalling (50), it can be easily verified
that the coefficient (51) in question is in fact a polynomial
function of gi with degree 2, and the coefficient of (gi)
2 is
λi
4 Π
m
k=i+1(gk)
2 > 0. Thus, there always exists a g∗i > 0 such
that for all gi ≥ g
∗
i , the coefficient (51) is strictly positive. It
is noted that the value of g∗i is independent of κ.
With the above choice of gi being the case, it then can be
easily shown that there exists a θi > 0 such that for all κ ≥ θi,
the polynomial function Ψi is positive.
Therefore, choosing θ∗ = max{θ1, . . . , θm}, we can con-
clude that for all κ ≥ θ∗ and all i = 1, . . . ,m, the inequalities
Ψi ≥ 0, which completes the proof.
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