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Resumo
Recentemente, temos observado o crescente uso das tecnologias de informação e da
comunicação. Instituições e usuários simplesmente necessitam de alta qualidade na co-
nectividade de seus dados, com expectativa de acesso instantâneo a qualquer hora e em
qualquer lugar. Um elemento essencial para garantir qualidade na conectividade da nuvem
é a arquitetura da rede de comunicação no Data Center (DCNs - Data Center Networks).
Isso ocorre porque uma parte significativa do tráfego da Internet é baseada na comunica-
ção de dados e no processamento que acontece dentro da infraestrutura do Data Center
(DC). No entanto, os protocolos de roteamento, a forma de encaminhamento e gerencia-
mento que são executados atualmente, se revelam insuficientes para atender as demandas
atuais por conectividade na nuvem. Isto ocorre principalmente pela dependência da ope-
ração de busca nas tabelas de encaminhamento, levando à um incremento de latência
fim a fim, ademais, mecanismos de recuperação tradicionais utilizam estados adicionais
nas tabelas, aumentando a complexidade nas rotinas de gerenciamento, além de reduzir
drasticamente a escalabilidade de proteção nas rotas. Outra dificuldade é a comunica-
ção multicast dentro do DC, as soluções existentes são complexas de implementar e não
suportam a configuração dos grupos nas taxas atuais requeridas.
Neste contexto, essa tese explora o sistema numérico de resíduos centrado no Teo-
rema Chinês do Resto (TCR) como fundamento, aplicado no projeto de um novo sistema
de roteamento para DCN. Mais especificamente, introduzimos a arquitetura RDNA que
avança o estado da arte a partir de uma simplificação do modelo de encaminhamento para
o núcleo, baseado em uma operação de resíduo (resto da divisão). Nesse sentido, a rota
é definida como resíduo entre um identificador de rota e identificadores locais (números
primos) atribuídos aos switches de núcleo. Os switches de borda, recebem entradas confi-
gurando os fluxos de acordo com a política de rede definida pelo controlador. Cada fluxo é
mapeado na borda, através de um identificador de rota principal e um emergencial. Essas
operações de resíduos permitem encaminhar os pacotes pela respectiva porta de saída.
Em situações de falha, o identificador de rota emergencial viabiliza rápida recuperação
enviando os pacotes por uma porta de saída alternativa.
A RDNA é escalável assumindo uma topologia 2-tier Clos Network amplamente utili-
zada em DCNs. Com o objetivo de confrontar a RDNA com outros trabalhos da literatura,
analisamos a escalabilidade em termos de número de bits necessário para comunicação
unicast e multicast. Na análise, variou-se o número de nós na rede, o grau dos nós e o
número de hosts físicos para cada topologia. Na comunicação unicast, a RDNA reduziu
em 4.5 vezes o tamanho do cabeçalho, comparada à proposta COXCast. Na comunicação
multicast, um modelo de programação linear foi concebido para minimizar uma função
polinomial. A RDNA reduziu em até 50% o tamanho do cabeçalho comparando com a
mesma quantidade de membros por grupo.
Como prova de conceito, dois protótipos foram implementados, um no ambiente emu-
lado Mininet e outro na plataforma NetFPGA SUME. Os resultados mostraram que a
RDNA alcança latência determinística no encaminhamento dos pacotes, 600 nanosegun-
dos no tempo de comutação por elemento de núcleo, recuperação de falha ultra-rápida na
ordem de microssegundos e sem variação de latência (jitter) no núcleo da rede.
Palavras-chave: Redes de Data Centers, Arquitetura de Redes, Resiliência, Multicast.
Abstract
Recently, we have seen the increasing use of information and communication tech-
nologies. Institutions and users simply require high-quality connectivity of their data,
expecting instant access anytime, anywhere. An essential element for providing quality
in the connectivity is the architecture of the communication network in Data Center
Networks (DCNs). This is because a significant part of Internet traffic is based on data
communication and processing that takes place within the Data Center (DC) infrastruc-
ture. However, the routing protocols, the forwarding model, and management that are
currently running, prove to be insufficient to meet the current demands for cloud connec-
tivity. This is mainly due to the dependency on the table lookup operation, that leads
to an end-to-end latency increment. Besides, traditional recovery mechanisms have used
additional states in the switch tables, increasing the complexity of management routines,
and drastically reducing the scalability for routes protection. Another difficulty is the
multicast communication within DC, existing solutions are complex to implement and do
not support group configuration at the current required rates.
In this context, this thesis explores the numerical system of residues centered in the
Chinese remainder theorem (CRT) as a foundation, applied in the design of a new routing
system for DCN. More specifically, we introduce RDNA architecture that advances the
state-of-the-art from a simplification of the forwarding model to the core, based on the re-
mainder of the division (modulo). In this sense, the route is defined as a residue between a
route identification and local identification (prime numbers) assigned to the core switches.
Edge switches receive inputs by configuring flows according to the network policy defined
by the controller. Each flow is mapped to the edge, through a primary and an emergency
route identification. These residue operations allow forwarding the packet through the
respective output port. In failure situations, the emergency route identification enables
fast recovery by sending the packets through an alternate output port.
RDNA is scalable by assuming a 2-tier Clos Network topology widely used in DCNs.
In order to compare RDNA with other works of the literature, we analyzed the scalability
in terms of the number of bits required for unicast and multicast communication. In the
analysis, the number of nodes in the network, the degree of the nodes and the number
of physical hosts for each topology were varied. In unicast communication, the RDNA
reduced by 4.5 times the header size, compared to the COXCast proposal. In multicast
communication, a linear programming model is designed to minimize a polynomial func-
tion. RDNA reduced header size by up to 50% compared to the same number of members
per group.
As proof of concept, two prototypes were implemented, one in the Mininet emulated
environment and another in the NetFPGA SUME platform. The results presented that
RDNA achieves deterministic latency in packet forwarding, 600 nanoseconds in switching
time per core element, ultra-fast failure recovery in the order of microseconds and no
latency variation (no jitter) in the core network.
Keywords: Data Centers, Network Architecture, Resilience, Multicast.
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Este capítulo apresenta uma visão geral desta tese, bem como define a base para os
capítulos seguintes. Portanto, este capítulo compreende o contexto em que a tese está
inserida, a motivação, a hipótese, os objetivos além de descrever a estrutura do documento
proposto.
1.1 Contexto
Presenciamos um cenário crescente de popularização e diversificação do uso das tecnologias
de informação e comunicação em todos os aspectos da vida humana. Não há atividade
da sociedade moderna que não tenha sido afetada pela revolução digital. Desde seu
surgimento, novas tecnologias apareceram, ano após ano, criando diferentes produtos e
serviços. Podemos dizer que a Internet é uma tecnologia oriunda desta revolução. Ao
fazer uma breve retrospectiva da evolução da Internet podemos observar como nossa vida
foi diretamente afetada.
A Internet nasceu como uma rede experimental financiada pelo Exército Americano
para interconectar grandes universidades e centros de pesquisa. Se dividirmos a história
da Internet em fases, teríamos na primeira basicamente a Internet como uma rede que
viabilizava o compartilhamento de recursos computacionais de grande e médio porte entre
estas instituições. Naturalmente, esta rede foi crescendo e crescendo, mais e mais equipa-
mentos foram se interconectando formando a enorme rede mundial que conhecemos hoje.
Atualmente, vivemos a segunda fase, onde temos a Internet como uma rede de pessoas e
comunidades.
A necessidade das empresas e pessoas em acessarem seus dados, a qualquer hora e em
qualquer lugar, contribuiu para o surgimento de outras tecnologias. Desta necessidade
veio um novo paradigma, na qual o uso de serviços locais já não atende ao anseio de seus
usuários. Versões online de serviços comuns, tais como: armazenamento de arquivos e
serviços de impressão, tornaram-se disponíveis a todos os tipos de usuários. Associado
a esta mudança de paradigma, a utilização massiva de dispositivos móveis, tais como:
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smartphones e tablets, faz com que os serviços online, sejam cada vez mais demandados
pelos usuários, pode-se citar o compartilhamento em fotos, blogs e as mídias sociais em
geral [Vassoler 2015]. Este novo paradigma é intitulado Computação em Nuvem, e tem
sido usado em vários aspectos da sociedade moderna como negócios, pesquisa, saúde, en-
tretenimento e comércio eletrônico, com um mercado equivalente a 155 bilhões de dólares
só em 2014 [Bilal et al. 2014].
A Computação em Nuvem é resultante de uma coleção de recursos computacionais
distribuídos, escaláveis, compartilhados e virtualizados. No coração deste ambiente, apto
à fornecer infraestrutura, software, plataforma, rede e armazenamento em um modelo de
serviços na Internet encontram-se os Data Centers (DC). Os Data Centers constituem
a infraestrutura que permite a operação das plataformas de Computação em Nuvem.
Tipicamente são construções que abrigam centenas de milhares de servidores físicos e
equipamentos de comunicação que estão localizados em um mesmo ambiente devido a
exigências ambientais, segurança e manutenção [Bilal et al. 2014]. No núcleo do Data
Center está localizada as Redes de Data Center (DCN - Data Center Networks). O
planejamento adequado da DCN é crítico, exigindo requisitos de resiliência, desempenho,
escalabilidade, eficiência energética e baixo custo [Verdi et al. 2010].
Existem essencialmente duas abordagens de alto nível para a construção de uma DCN.
A primeira abordagem utiliza protocolos de comunicação e hardware especializados para
fornecer interconexão escalável de alto desempenho. Entre as tecnologias mais populares
que se enquadram nessa categoria estão InfiniBand [Hamada and Nakasato 2005] e My-
rinet [Boden et al. 1995]. A principal desvantagem dessas tecnologias é que elas não são
nativamente compatíveis com a pilha de protocolos TCP/IP [LOUKISSAS 2008]. Além
do que, exigem interfaces proprietárias de rede para os hosts finais, o que eleva muito seu
custo.
A segunda abordagem, que visa construir a arquitetura da DCN a partir de equipa-
mentos de prateleira, tendência essa denominada de comoditização (commoditization),
faz uso principalmente de equipamentos baseados no padrão Ethernet. A motivação para
essa abordagem é principalmente econômica, uma vez que a comoditização do DC di-
minui significativamente o custo total de propriedade (TCO - Total Cost of Ownership)
[Dell 2010, Singla et al. 2012, Singh et al. 2015]. Dentre as arquiteturas que utilizam o
padrão Ethernet, destacam-se as abordagens switch-only Fat-tree [Al-Fares et al. 2008],
PortLand [Niranjan Mysore et al. 2009] e Leaf-Spine (2-Tiers)[Alizadeh et al. 2014], cujo
o encaminhamento de pacotes é feito exclusivamente através de switches, em um arranjo
organizado em camadas [Al-Fares et al. 2010]. A abordagem em camadas é um funda-
mento básico dos Data Centers para prover escalabilidade, alto desempenho, flexibilidade,
resiliência e facilidade de manutenção [Ramos 2013].
Recentemente, Data Centers menores e mais próximos aos usuários, se proliferaram
como uma alternativa para o armazenamento e processamento dos dados de maneira efi-
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ciente, além de conectar outros aplicativos e usuários que estão distribuídos globalmente.
Esse novo modelo, chamado de Edge Computing, representa uma tendência com grandes
benefícios em relação aos Data Centers tradicionais, tais como, menor latência e maior
desempenho, redução de custo (CAPEX e OPEX) com uso de equipamentos baseado no
padrão Ethernet, rápida implementação, facilidade de gerenciamento e orquestração, den-
tre outros [Dominicini et al. 2017]. A virtualização1, a conteinerização 2 e a Internet das
Coisas 3, têm levado a um crescimento explosivo no número de pontos finais (endpoints)
com uma demanda significativa por conectividade da nuvem [Hari et al. 2015].
O aumento da demanda por Computação em Nuvem e o potencial mercado que ela
representa, nas mais diversas áreas da atividade humana, impulsionou grandes provedores
de acesso público como Amazon, Google e Microsoft a projetar DCs mais eficiente. Um
exemplo desse avanço são os serviços especializados para Internet das Coisas, AWS IoT
Core, Google IoT Core e Microsoft Azure IoT Hub, respectivamente.
Aplicações de Internet das Coisas buscam melhorar a qualidade de vida das pessoas.
Na área da saúde por exemplo, oxímetros de pulso, monitores de glicose, sensores embarca-
dos em equipamentos medicinais entre outros dispositivos transmitirão dados diretamente
para médicos e agentes de saúde 24 horas por dia, 7 dias por semana. Até 2030, as áreas
urbanas são projetadas para abrigar 60% das pessoas no mundo e uma em cada três pes-
soas viverá em cidades com pelo menos meio milhão de habitantes. As cidades enfrentarão
inúmeras restrições incluindo, a disponibilidade de terras, o crescimento populacional e a
gestão dos recursos naturais. Além disso, devem buscar formas de facilitar melhorias no
padrão de vida dos cidadãos e visitantes [Open 2018].
Cidades inteligentes deverão melhorar a qualidade de vida das pessoas, através do
monitoramento dos níveis de poluição, qualidade do ar no espaço urbano e trânsito, co-
laborando com a saúde coletiva, economia de energia, segurança, educação, desenvolvi-
mento econômico e outros aspectos do cotidiano. Nas indústrias e empresas a troca de
dados entre máquinas podem aumentar a produtividade, reduzir os desperdícios ao longo
de toda cadeia produtiva, através de sistemas embarcados que se comunicam entre si,
criando novas estratégias de produção. Além disso, a interoperabilidade entre sistemas
permitirão melhor interação entre a indústria e os consumidores, a chamada Indústria
4.0 [Wollschlaeger et al. 2017].
1Consideramos esse termo como o serviço de compartilhamento da infraestrutura física no DC.
2É uma alternativa muito mais leve para a virtualização. Envolve a ação de encapsular um aplicativo
em um recipiente com o seu próprio ambiente operacional [Dua et al. 2014].
3Este conceito promete tornar qualquer dispositivo eletrônico parte do ambiente da Inter-
net [Buyya and Dastjerdi 2016], com um mercado projetado em 60 trilhões de dólares para os próximos
15 anos [Forbes 2016].
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1.2 Motivação
A forma de encaminhamento e gerenciamento que são executados atualmente foram
projetados para redes locais e se revelam insuficientes ao longo de uma série de di-
mensões para atender as demandas por conectividade dentro das Redes de Data Cen-
ter [Martinello et al. 2017]. Basta ver que as soluções tradicionais usam mensagens de
controle e sinalização via broadcast, dificultando a escalabilidade da rede. Por sua vez, os
protocolos de roteamento para redes de intra domínio, que operam em Camada 3, como
IGRP [Black 2000] e OSPF [Moy 1998], também impõem suas limitações. O principal
desafio está na sobrecarga gerada pelas mensagens de controle e a configuração manual
por parte dos administradores, o que pode aumentar consideravelmente o potencial de
erros na rede.
Com o objetivo de reduzir a complexidade e flexibilizar o encaminhamento no núcleo
das DCNs, diversas propostas defendem o uso do roteamento na origem. São exemplos:
o MPLS [Swallow et al. 2005] e Path Switching [Hari et al. 2015]. A parte comum entre
estas propostas é a precomputação do caminho para cada destinatário com base em um
rótulo (tag). Portanto, a indicação do próximo salto não é realizada pelo endereço do
destinatário contido no cabeçalho, como nos algoritmos de roteamento tradicionais, mas
sim com base em um índice que indica a porta de saída para cada pacote. O uso dos
rótulos produz alguns benefícios, como por exemplo, maior facilidade de gerenciamento
através da agregação de endereços em classe de serviços e menor tempo de busca nas
tabelas. Porém, vai exigir o armazenamento dos estados (índices) nas tabelas de switches
(stateful). Outra desvantagem é que a agregação utilizada no mapeamento dos rótulos se
apresenta inadequada para políticas de gerenciamento do fluxo por estado, exigidas nos
DCs para atender a crescente demanda por conectividade [Hari et al. 2015].
No que se refere às SDNs (Software Defined Networks) aplicadas nos DCs, o mo-
delo de encaminhamento adotado pelos comutadores OpenFlow é baseado em match-
action [ONF 2012, Xia et al. 2015]. Resumidamente, nesse modelo um subconjunto de
Bytes (cabeçalho) dos pacotes são buscados em uma tabela, as entradas corresponden-
tes especificam ações que são aplicadas ao pacote determinando o seu encaminhamento.
Dessa maneira, equipamentos tradicionais habilitados com OpenFlow fornecem sua tabela
de busca (lookup table) como operação para comutação de pacotes. Portanto, a manu-
tenção dos estados, o modelo de encaminhamento (match-action), e o tempo de busca
na tabela, representam consideráveis pontos de variabilidade e incremento da latência de
encaminhamento dos pacotes, principalmente pela limitação significativa do espaço da
Ternary Content Addressable Memory (TCAM), o que exige o armazenamento dos es-
tados em outras memórias mais lentas [Martinello et al. 2017]. Ademais, os mecanismo
de recuperação de falha da SDN tradicional requerem o armazenamento de estados adi-
cionais nas tabelas [da Silva et al. 2015], o que gera perda de agilidade na recuperação
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de falhas, dificulta o processo de gerenciamento das DCNs. Além disso, para algumas
aplicações de IoT em áreas críticas, por exemplo, a latência representa uma restrição
crucial e dependendo do tempo de resposta a tomada de decisão pode ser totalmente
comprometida.
Na concepção de uma arquitetura SDN canônica, não existe uma distinção clara entre
as partes funcionais de uma Rede de Data Center, como os elementos do núcleo e da borda,
que são fundamentais no projeto de DCNs. De fato, um switch habilitado OpenFlow
(padrão comum para SDN) está claramente longe de um design simples, exigindo suporte
para pesquisas em centenas de bits4 com ações complexas que devem ser especificadas por
várias tabelas [Trois et al. 2016]. Além disso, não há desacoplamento entre o roteamento
e a política de rede. Quando um controlador SDN decide as funções de um fluxo, também
decide o caminho que ele deve passar e os estados de configuração em todos os switches
intermediários ao longo deste caminho. Ademais, a maioria das implantações de SDN no
mundo real são baseadas em sobreposições [Koponen et al. 2014].
A falta de mecanismos de reação rápida à falha dentro das DCNs é outra signifi-
cante limitação das propostas existentes. Aplicações em áreas críticas dependem de
um alto nível de confiabilidade do dado transmitido, pois os mesmos podem ser pro-
duzidos apenas em um determinado instante e sua perda ou atraso na entrega compro-
mete significativamente o serviço. Protocolos tradicionais de reação à falha em Camada
2 como Spanning Tree Protocol (STP) e suas variações: Rapid Spanning Tree Proto-
col (RSTP) [Marchese and Mongelli 2012] e Multiple Spanning Tree Protocol (MSTP)
[Marchetti et al. 2005], introduzem nas redes ineficiências substanciais como o bloqueio
de alguns caminhos a fim de assegurar que não aconteçam loops, além de elevado tempo
de convergência. O uso de protocolos de roteamento dinâmicos como o OSPF possui a
capacidade de se adaptar na ocorrência de mudanças topológicas. Contudo, o tempo de
convergência do OSPF, por exemplo, é extremamente alto, em torno de 40s [Barreto 2008].
Para reduzir a dependência da rede no processo de recuperação pós-falha, algumas
arquiteturas como o MPLS (Multiprotocol Label Switching) [Rosen et al. 2001] e o Path
Switching [Hari et al. 2015], propõem a precomputação de caminhos alternativos para
cada destino, de modo que o comutador possa mudar localmente para um caminho alter-
nativo sem esperar pelo processo de convergência no plano de controle. A parte comum
dessas arquiteturas é a dependência do armazenamento dos estados nos switches, além da
necessidade de estados adicionais (tags/labels) que permitem contornar a falha, através de
caminhos alternativos. No Path Switching esta ação é definida como fast ReRoute Label5.
4Um exemplo deste incremento pode ser observado comparando o OpenFlow 1.0, que possui um
cabeçalho com 12 (doze) campos, com o OpenFlow 1.4 que possui um cabeçalho com 41 (quarenta e um)
campos, um aumento superior a 341% [Bosshart et al. 2014].
5Os autores não apresentam detalhes da implementação ou mesmo qualquer resultado desta arquite-
tura. Basicamente apenas demonstram o potencial da sua proposta para reduzir os estados nos switches
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No caso do MPLS Fast Reroute [Swallow et al. 2005], ele ainda requer o suporte de um
protocolo de sinalização, como Label Distribution Protocol (LDP), além dos comutadores
MPLS habilitados.
Uma forma de eliminar estados no núcleo da DCN é inserir a informação do caminho
(rota) dentro do cabeçalho do pacote, usando o elemento de borda para realizar essa ação.
Como eventuais falhas podem ocorrer, também se faz necessário inserir informações que
permitam a recuperação a partir do comutador que detectou a falha. Tipicamente esse
caminho de backup contém trechos (segmentos) que permitem ao mecanismo de recupe-
ração enviar os pacotes por caminhos alternativos. São exemplos destas arquiteturas o
Slick Packets [Nguyen et al. 2011] e o SlickFlow [Ramos 2013].
Uma relevante desvantagem, comum das arquiteturas como o Path Switching, MPLS,
Slick Packets e SlickFlow está na técnica de encaminhamento utilizada. Em todas se
faz necessário a reescrita dos pacotes para a realização do encaminhamento. No MPLS
e Path Switching pela necessidade de troca dos labels no cabeçalho dos pacotes. Já no
Slick Packets e SlickFlow para deslocamento dos bits do caminho codificado no cabeçalho
do pacote. A ação de reescrita dos pacotes representa uma tarefa adicional para os
switches de núcleo/intermediários dentro do DC. Sobretudo, é importante destacar que
esses switches possuem alta taxa de utilização [Benson et al. 2010], logo, qualquer tarefa
extra representa sobrecarga adicional sobre os mesmos, prejudicando o tempo de resposta
para aplicações de missão crítica, por exemplo.
Recentes pesquisas aplicadas nas mais diversas áreas tem utilizado um ramo da Te-
oria do Números que afirma que se conhecemos os restos da divisão euclidiana de um
número inteiro 𝑎 por vários inteiros 𝑏, então podemos determinar o restante da divisão
de 𝑎 pelo produto desses inteiros, sob a condição de que os divisores sejam coprimos
entre si. O Teorema Chinês do Resto (TCR) tem sido aplicado nas mais diversas áreas
do conhecimento, desde segurança da informação com uso em técnicas de codificação e
criptografia [Grossschadl 2000], processamento de sinais [Liu and Goutte 2014] e encami-
nhamento de pacotes [Martinello et al. 2014, Gomes et al. 2016]. De modo especial, no
encaminhamento de pacotes esta técnica dispensa a reescrita do pacote e o armazena-
mento de estados em tabelas dentro dos switches, além disso, permite representar a rota
completa utilizando apenas um único número inteiro. Essas características podem be-
neficiar aplicações e serviços que são executados dentro das DCNs, reduzindo o custo na
produção de equipamentos núcleo, a latência de encaminhamento, além de oferecer melhor
escalabilidade para atender a demanda crescente por conectividade [Hari et al. 2015].
Além da baixa latência e resiliência dentro das DCNs, algumas aplicações requerem
comunicação multicast, um exemplo são as aplicações para ambiente de monitoramento,
economia de energia, automação, telecomunicações e segurança, ou seja, um determinado
dispositivo pode gerar um dado que é transmitido até o DC. Ao entrar na DCN, este
intermediários.
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mesmo dado deverá ser enviado para várias aplicações localizadas em diferentes hosts fí-
sicos, onde diferentes serviços estão sendo executados. Transmissões multicast beneficiam
aplicações de grupo, logo devem reduzir o tráfego de rede, economizar custos de comu-
nicação, melhorar a taxa de transferência, fornecendo assim uma infraestrutura eficiente
para atender a crescente demanda por conectividade. Essas melhorias são significativas
para pequenas redes Cloud Center [Jia 2014].
A partir do exposto, pode-se observar a necessidade de definir uma nova arquitetura
para redes de Data Center que atendam as demandas crescente por conectividade. Por-
tanto, esta nova arquitetura deve ser:
1. Capaz de suportar a explosão de crescimento dos estados de encaminhamento, po-
rém, mantendo a capacidade de definir rotas por micro-fluxos sem a necessidade
de armazenamento dos estados em tabelas nos elementos núcleo da rede. Tra-
dicionalmente, esta explosão de estados tem sido resolvida por agregação de flu-
xos, por exemplo, agregação de prefixos IP ou por tunelamento, com o MPLS
[Hari et al. 2015]. A agregação de prefixos de endereços e as técnicas de tunela-
mento ajudam a controlar o estado de encaminhamento nas redes com melhor es-
forço. No entanto, são inadequados para gerenciar o estado de roteamento baseado
em políticas ou estado de encaminhamento por micro-fluxos.
2. Eficiente na comutação de pacotes para comunicação unicast e multicast, colabo-
rando assim para evolução das aplicações e serviços nas mais diversas áreas e de
modo especial para aplicações e serviços que requerem baixa latência de encami-
nhamento dentro dos DCs;
3. Flexível para suportar a separação clara entre as partes funcionais de uma Rede de
Data Center, como núcleo, borda e gerenciamento, a fim de facilitar o desenvolvi-
mento contínuo de forma inovadora, independente e escalável;
4. Capaz de fornecer proteção em todo o caminho principal de forma simples, sem
reescrita do pacote a cada salto, sem troca de mensagens de controle e sinalização,
permitindo que os elementos de núcleo sejam eficientes não apenas na comutação do
pacote, mas também ativos no processo de recuperação de falha sem a dependência
única de elementos externos.
Diante do cenário apresentado, observou-se que as tecnologias existentes aplicadas a
Data Centers ainda carecem de melhorias significativas para atender as demandas por
conectividade, principalmente para aplicações críticas que dependem de baixa latência
e confiabilidade. Percebemos através de pesquisas na literatura e das atividades de-
senvolvidas pelo grupo de pesquisa (LabNerds), que o Teorema Chinês do Resto possui
características relevantes na área de roteamento e encaminhamento, mantendo os switches
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de núcleo/intermediário sem tabela. Esta característica simplifica o gerenciamento das
rotas nas DCNs, além de possivelmente reduzir o CAPEX com uso de equipamentos mais
baratos por dispensarem o uso de memórias caras como as TCAMs. Também observamos
que o TCR tem sido pouco explorado nas DCNs, tornando-se o principal motivador desta
tese.
1.3 Hipótese de Trabalho e Proposta de Tese
A hipótese principal adotada nesta tese é que o Sistema Numérico de Resíduos com base
no Teorema Chinês do Resto fornece o fundamento para concepção de uma arquitetura
de rede para Data Center original, criando um sistema de roteamento centrado em resí-
duos, permitindo o uso de técnicas de encaminhamento baseada apenas em operações de
módulo, além de não requerer tabela nos switches de núcleo da rede, facilitando o mape-
amento de rotas fim a fim. Portanto, se existir uma infraestrutura de DCN que utilize os
benefícios do TCR em Data Centers construídos em topologias 2-tier, teremos então uma
arquitetura escalável, provendo roteamento resiliente ao oferecer um mecanismo de reação
extremamente rápido à falhas ao longo de toda a rota principal, suportando comunicação
unicast e multicast, podendo ser implementada reutilizando o enquadramento universal
do padrão Ethernet, através da programabilidade dos resíduos nos campos existentes.
Em conformidade com a hipótese assumida nesta tese, propomos explorar os benefícios
do TCR e estudar sua aplicação em Data Centers com até 1440 servidores físicos, cuja
infraestrutura deve estar mais próxima aos usuários do que a típica Computação em
Nuvem pública atual. Portanto, o desenvolvimento desse trabalho baseia-se nas seguintes
premissas:
• O TCR permite o uso de um modelo de encaminhamento sem tabela baseado em
operação de módulo (resíduos) com mapeamento de rota realizado por um elemento
de borda. Esta característica vai permitir superar o desafio da escalabilidade no
número de estados exigido na conectividade do DC, mantendo os estados dos micro-
fluxos restritos apenas aos elementos de borda;
• O avanço das SDNs fornecem os recursos necessários para uma distinção clara entre
os blocos funcionais de borda, núcleo e gerenciamento. Deste modo, podemos aplicar
os avanços obtidos com as SDNs em termos de programabilidade da rede a fim de
validar nossa investigação.
A seguir descreveremos os objetivos gerais e específicos desta tese.
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1.4 Objetivos Gerais e Específicos
Objetivo geral: Propor uma arquitetura para infraestrutura de rede destinada à Data
Centers, que suporte a comunicação unicast e multicast de forma eficiente, atendendo
assim as demandas por conectividade para os serviços que requerem uma combinação
de baixa latência de encaminhamento e resiliência dentro dos DCs. Além disso, esta
nova arquitetura deverá fornecer latência determinística de encaminhamento mesmo sob
condições de falhas transitórias, ser escalável e compatível com o padrão Ethernet, sem
garantia de baixa latência fim a fim.
Objetivos específicos:
São objetivos específicos:
1. Demonstrar um sistema de roteamento unicast que auxiliem a redução da latência
de encaminhamento e sua variabilidade nas DCNs baseado nos resíduos numéricos;
2. Formular um mecanismo de encaminhamento unicast que permita a rápida recupe-
ração de falhas, seja em dispositivos ou em enlaces físicos, de forma proativa;
3. Desenvolver um sistema de roteamento para comunicação multicast que permita
representar de forma eficiente a árvore de multicast sem a necessidade de armaze-
namento de estados nos switches de núcleo e sem modificar o pacote a cada salto.
1.5 Contribuições da Tese
O uso do Teorema Chinês do Resto para suportar um sistema de roteamento centrado em
resíduos não é novo, e já foi apresentada pelas propostas: Keyflow [Martinello et al. 2014],
COXcast [Jia 2014] e KAR [Gomes et al. 2016]. Entretanto, no decorrer de toda revisão
da literatura e ao longo de todo desenvolvimento desta tese, percebemos que o TCR foi
pouco explorado pelos muitos trabalhos relacionados à área de Data Center, especialmente
na comunicação unicast considerando recuperação à falha e na comunicação multicast.
Neste contexto, destacamos duas contribuições principais desta tese: i) projeto, im-
plementação e validação de um mecanismo de proteção que permite reagir rapidamente à
falhas ao longo de toda rota principal. Este mecanismo garante total proteção contra fa-
lhas em qualquer ponto da rota principal utilizando apenas um único identificador de rota
emergencial, mantendo os switches de núcleo da topologia sem tabela; ii) projeto e análise
de escalabilidade de um mecanismo de roteamento e encaminhamento para comunicação
multicast. Nosso mecanismo constrói a árvore de multicast com base na codificação de
um mapa de bits que permite representar o conjunto de portas no qual os pacotes de-
vem ser transmitidos, sem reescrita de cabeçalho no pacote a cada salto e sem tabela de
encaminhamento.
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O mecanismo de recuperação apresentado nesta tese possui características únicas não
encontradas na literatura, mesmo sem manter nenhum estado armazenado em tabela e sem
depender de nenhum protocolo de convergência, graças a inovadora abordagem projetada,
implementada e validada, cada pacote na comunicação unicast que entra na rede de núcleo
transporta um identificador emergencial que permite a rápida reação à falha ao longo de
toda rota principal. Portanto, a Arquitetura Definida por Resíduos para Redes de
Data Centers (RDNA), amplia o roteamento na origem para suportar uma abordagem
resiliente determinística baseado em nosso mecanismo de proteção. O identificador de
rota emergencial é calculado de forma a representar o conjunto de switches de núcleo
e suas respectivas portas de saída. Para isso, nosso algoritmo de proteção considera
rotas disjuntas e a menor distância em número de saltos a partir de cada switch de
núcleo que compõe a rota principal. Os resultados demonstram que nosso mecanismo de
reação à falha mantem a latência de encaminhamento determinística sob condição de não
congestionamento das filas.
No que diz respeito ao roteamento e encaminhamento multicast, projetamos uma
abordagem única não encontrada na literatura. Nosso esquema utiliza em conjunto duas
subáreas da Teoria dos Números, o TCR e os polinômios algébricos. A RDNA monta a
árvore de multicast a partir de um mapa de bits (bitmap) que representa o conjunto de
portas em cada switch que faz parte da rota multicast. Um simples algoritmo calcula o
grau do polinômio com base nos identificadores localizados nos switches de núcleo e na
quantidade total de portas. A partir do bitmap, um segundo algoritmo calcula os coe-
ficientes utilizados na expressão polinomial específica. Esta transformadora abordagem
mantem-se integrada com os benefícios da comunicação unicast apresentadas nesta tese.
Ademais, a abordagem RDNA para comunicação multicast é consideravelmente mais es-
calável que as concorrentes, reduzindo em até 50% o tamanho do cabeçalho multicast
para algumas das topologias avaliadas, conforme resultado desta tese.
Em síntese, a arquitetura RDNA oferece consideráveis avanços em termos de redução
de latência no mecanismo de encaminhamento unicast. Do mesmo modo, a RDNA fornece
um eficiente mecanismo de roteamento e encaminhamento multicast. Além disso, também
consideramos a implementação e validação da RDNA como uma valiosa contribuição. No
melhor conhecimento deste autor, essa é a primeira implementação de uma proposta SDN
que de fato usa uma rede de núcleo fabric em netFPGA SUME 10G para redes de Data
Center, utilizando o TCR como sistema de roteamento e encaminhamento, incluindo
reação rápida à falhas na rede de núcleo. Todas as propostas anteriores de rede de núcleo
eram puramente conceituais [Casado et al. 2012, Hari et al. 2015].
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1.6 Organização da Tese
Este capítulo apresentou a primeira parte desta tese, na qual foram descritos os aspectos
gerais incluindo o contexto, a motivação, a hipótese de trabalho, a proposta de tese e os
objetivos gerais e específicos.
O restante desta tese está organizado da seguinte forma:
• Capítulo 2: Este capítulo descreve os conceitos necessários para o entendimento da
arquitetura proposta. De uma forma resumida e objetiva este capítulo apresenta
uma explicação sobre os conceitos e teorias utilizados nesta tese, familiarizando o
leitor com os termos mais comuns, como o Teorema Chinês do Resto, redes de Data
Center, roteamento e resiliência em redes de Data Center. Este capítulo é impor-
tante, pois existe um considerável quantidade de conceitos relacionados a diferentes
áreas do conhecimento.
• Capítulo 3: Este capítulo descreve em detalhes o projeto, arranjo e a composição da
arquitetura proposta denominada,RDNA: Arquitetura Definida por Resíduos
para Redes de Data Centers . Portanto, explicamos o funcionamento do sistema
de roteamento unicast e multicast, incluindo o cálculo dos identificadores de rota
principal e emergencial. Ademais, dois novos conceitos são descritos neste capítulo:
i) o projeto do mecanismo de reação rápida à falha utilizando um rota emergencial
que protege todo o caminho principal; e ii) o sistema de roteamento utilizando o
TCR em conjunto com polinômios algébricos específicos que permitem desenhar de
forma eficiente a árvore de multicast dentro do núcleo da topologia do DC sem
tabela.
• Capítulo 4: Este capítulo apresenta a análise de escalabilidade da arquitetura
RDNA. Em linhas gerais os resultados também são comparados com outras pro-
postas que possuem similaridade com a nossa.
• Capítulo 5: Este capítulo descreve os experimentos e os resultados obtidos com o
objetivo de validar nossa arquitetura para Redes de Data Center. Neste mesmo ca-
pítulo também é discutido aspectos relevantes da implementação. Com o objetivo de
melhor contextualizar os resultados às necessidades de conectividade da nuvem nos
DCs, estruturamos cada experimento em um contexto, facilitando o entendimento
para o leitor das contribuições alcançadas com esta tese.
• Capítulo 6: Este capítulo analisa alguns dos trabalhos mais relevantes no contexto
desta tese. Uma análise crítica também é apresentada, debatendo as principais li-
mitações das tecnologias atuais aplicadas em redes de Data Center. Em especial,
discutimos três áreas específicas: i) o encaminhamento de pacotes baseado em ró-
tulos; ii) a recuperação de falhas; e por último, iii) as diferentes abordagens para
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comunicação multicast. Neste capítulo também situamos a tese no estado da arte
no contexto das DCNs. Devido a pluralidade de conceitos envolvidos optamos em
discutir as diferentes propostas sempre comparando com nossa arquitetura, deste
modo, o leitor compreenderá os avanços obtidos com este tese.
• Capítulo 7: Finalmente, este capítulo descreve em linhas gerais as considerações
finais e conclui a tese, além disso, também descrevemos neste capítulo algumas
limitações observadas em nossa arquitetura e os trabalhos futuros, direcionando os
próximos passos para esta pesquisa.
Capítulo 2
Fundamentação Teórica
O objetivo desse capítulo é apresentar ao leitor aspectos teóricos relevantes que serão
utilizados ao longo desta tese. Nas próximas seções apresentaremos uma visão geral da
Teoria dos Números, base para o entendimento do Teorema Chinês do Resto, além dos
conceitos de Redes de Data Center, roteamento e resiliência. Todos os conceitos aqui
apresentados formam o alicerce teórico indispensável para o entendimento da arquitetura
RDNA.
2.1 Teoria dos Números
A Teoria dos Números é a parte da matemática dedicada ao estudo dos números inteiros
e seus amigos [Martinez et al. 2010]. Portanto, nesta seção, apresentamos os fundamen-
tos matemáticos básicos, os quais são necessários para o entendimento do Teorema Chi-
nês do Resto [Garner 1959, Alves et al. 2011, Boyer and Gomide 2012, Alves Junior 2012,
de Souto Filho 2015].
2.1.1 Algoritmo de Euclides
O Algoritmo de Euclides ou também chamado de Algoritmo Euclidiano é descrito como
uma das formas de se determinar o máximo divisor comum (MDC) entre dois números
inteiros diferentes de zero. Para calcular o MDC entre 𝑎 e 𝑏, pode-se utilizar a sequência
de divisões ilustrada na Equação 2.1.
𝑎 = 𝑏𝑞1 + 𝑟1 𝑒 0 ≤ 𝑟1 < 𝑏
𝑏 = 𝑟1𝑞2 + 𝑟2 𝑒 0 ≤ 𝑟2 < 𝑟1
𝑟1 = 𝑟2𝑞3 + 𝑟3 𝑒 0 ≤ 𝑟3 < 𝑟2
𝑟2 = 𝑟3𝑞4 + 𝑟4 𝑒 0 ≤ 𝑟4 < 𝑟3
(2.1)
Observando a sequência de restos, nota-se que o seguinte é sempre menor que o an-
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terior, porém todos são maiores ou iguais a zero [Alves Junior 2012]. Logo, pode-se rees-
crever matematicamente a Equação 2.1 para 𝑏 > 𝑟1 > 𝑟2 > 𝑟3 > 𝑟4 · · · ≥ 0.
2.1.2 Algoritmo de Euclides Estendido
Sejam 𝑎 e 𝑏 inteiros positivos e 𝑑 o MDC desses números, usando a extensão do algoritmo
de Euclides [Alves Junior 2012] é possível encontrar inteiros 𝛼 e 𝛽 (Equação 2.2).
𝛼 · 𝑎 + 𝛽 · 𝑏 = 𝑑 (2.2)
Portanto, o Algoritmo Euclidiano Estendido além de calcular o máximo divisor comum
entre 𝑎,𝑏 ∈ Z, fornece simultaneamente os coeficientes 𝛼, 𝛽 ∈ Z, tais que 𝛼 · 𝑎 + 𝛽 ·
𝑏 = 𝑀𝐷𝐶(𝑎,𝑏). Para efetuar os cálculos correspondentes a uma determinada divisão,
basta salvar os dados referentes as duas divisões imediatamente anteriores. A sequência
de divisões pode ser obtida conforme Equação 2.3.
𝑎 = 𝑏𝑞1 + 𝑟1 𝑒 𝑟1 = 𝑎𝑥1 + 𝑏𝑦1
𝑎 = 𝑏𝑞1 + 𝑟1 𝑒 𝑟1 = 𝑎𝑥1 + 𝑏𝑦1
𝑏 = 𝑟1𝑞2 + 𝑟2 𝑒 𝑟2 = 𝑎𝑥2 + 𝑏𝑦2
𝑟1 = 𝑟2𝑞3 + 𝑟3 𝑒 𝑟3 = 𝑎𝑥3 + 𝑏𝑦3
𝑟2 = 𝑟3𝑞4 + 𝑟4 𝑒 𝑟4 = 𝑎𝑥4 + 𝑏𝑦4
...
𝑟𝑛−3 = 𝑟𝑛−2𝑞𝑛−1 + 𝑟𝑛−1 𝑒 𝑟𝑛−1 = 𝑎𝑥𝑛−1 + 𝑏𝑦𝑛−1
𝑟𝑛−2 = 𝑟𝑛−1𝑞𝑛 𝑒 𝑟𝑛 = 0
(2.3)
Os números 𝑥1, · · · ,𝑥𝑛−1 e 𝑦1, · · · ,𝑦𝑛−1 são os inteiros que serão determinados pelo
algoritmo, cujo a condição de parada é que os últimos valores encontrados para 𝑥 e 𝑦
sejam 𝛼 e 𝛽, ou seja, 𝛼 = 𝑥𝑛−1 e 𝛽 = 𝑦𝑛−1 [Alves Junior 2012].
Encontramos o Algoritmo de Euclides Estendido em especial, aplicado para o cálculo
de inverso modular. Se 𝑎 e 𝑏 são coprimos, então 𝛼 é o inverso modular de 𝑎 módulo
𝑏 e 𝛽 é o inverso modular de 𝑏 módulo 𝑎. Essa propriedade é amplamente utilizada
no estudo em criptografia [da Silva and Chaves 2004, Coutinho 2005] e segurança de da-
dos [Shishira and Vipin 2015].
2.1.3 Fatoração única
Cada número inteiro pode ser escrito como um produto de números primos. Um número
natural é um número primo quando ele tem exatamente dois divisores: o número um e
ele mesmo. Conforme apresentado em [Alves et al. 2011, Alves Junior 2012] o teorema
26
da fatoração única pode ser enunciado da seguinte forma: dado um inteiro positivo 𝑛 ≥ 2
pode-se sempre escrevê-lo, de modo único, na forma representada na Equação 2.4.
𝑛 = 𝑃𝐸11 · · · 𝑃𝐸𝐾𝐾 , (2.4)
onde 1 < 𝑃1 𝑃2 𝑃3 · · · 𝑃𝐾 são números primos e 𝐸1 · · · 𝐸𝐾 são números inteiros
positivos. Os expoentes 𝐸1 · · · 𝐸𝐾 são chamados de multiplicidades. Assim, a multipli-
cidade de 𝑃1 na fatoração de 𝑛 é 𝐸1. Observa-se também que 𝑛 tem 𝐾 fatores primos
distintos, mas que a quantidade total de fatores primos (distintos ou não) é a soma das
multiplicidades 𝐸1 + · · ·+ 𝐸𝐾 [Alves Junior 2012].
Finalmente, observa-se que o teorema de fatoração única demonstra duas propriedades,
são elas: i) todo número inteiro pode ser escrito como um produto de números primos
e ii) só há uma escolha possível de primos e expoentes para a fatoração de um inteiro
desejado [Alves et al. 2011].
2.1.4 Aritmética modular
A definição chave no estudo de sistemas aritméticos modulares estabelece uma relação
entre pares de números em relação a um número especial chamado 𝑚 ou módulo.
Definição: Dois números 𝑎 e 𝑏 são congruentes módulo 𝑚 se diferirem por um inteiro
múltiplo de 𝑚, ou seja, 𝑏− 𝑎 = 𝑘𝑚 para algum 𝑘 ∈ Z. Essa equivalência é escrita como
𝑎 ≡ 𝑏 (mod 𝑚) [Devlin 1998].
Pode-se verificar as propriedades da congruência módulo 𝑚. Primeiro, a propriedade
reflexiva. Se 𝑎 é um inteiro. Para demonstrar que 𝑎 ≡ 𝑎 (mod 𝑚), verifica-se, por
definição, que a diferença 𝑎 − 𝑎 é um múltiplo de 𝑚, pois 0 é um múltiplo de qualquer
número inteiro. Analisando as propriedade simétrica, verifica-se que se 𝑎 ≡ 𝑏 (mod 𝑚),
então 𝑎− 𝑏 é um múltiplo de 𝑚. Mas 𝑏− 𝑎 = −(𝑎− 𝑏); logo, 𝑏− 𝑎 também é múltiplo de
𝑚. Portanto, 𝑏 ≡ 𝑎 (mod 𝑚) [Alves Junior 2012].
Considerando a propriedade transitiva, dado 𝑎 ≡ 𝑏 (mod 𝑚) e 𝑏 ≡ 𝑐 (mod 𝑚), onde
𝑎, 𝑏 e 𝑐 são inteiros. A primeira congruência mostra que 𝑎− 𝑏 é múltiplo de 𝑚; a segunda
mostra que 𝑏 − 𝑐 é múltiplo de 𝑚. Logo, somando múltiplos de 𝑚 teremos novamente
múltiplos de 𝑚; portanto, (𝑎 − 𝑏) + (𝑏 − 𝑐) = (𝑎 − 𝑐) que é um múltiplo de 𝑚, ou seja,
𝑎 ≡ 𝑐 (mod 𝑚).
[Alves Junior 2012] descreve pela relação de congruência módulo 𝑚, o conjunto quo-
ciente de Z tem uma notação própria, Z𝑛; e seu nome é conjunto dos inteiros módulo
𝑚. Seja 𝑎 ∈ Z, a classe 𝑎 é formada pelos 𝑏 ∈ Z que satisfaçam 𝑏 − 𝑎 múltiplos de 𝑚.
Portanto, a classe 𝑎 pode ser descrita conforme Equação 2.5.
𝑎 = 𝑎 + 𝑘𝑚 : 𝑘, 𝑎, 𝑏,∈ Z (2.5)
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Em particular 0 é o conjunto dos múltiplos de 𝑚, fazendo com que se 𝑎 ∈ Z, então
podemos dividi-lo por 𝑚, obtendo 𝑞 e 𝑟 inteiros, tais que 𝑎 = 𝑛𝑞 + 𝑟 e 0 ≤ 𝑟 ≤ 𝑛 − 1.
Logo, 𝑎 − 𝑟 = 𝑚𝑞 que é um múltiplo de 𝑚. Portanto, 𝑎 ≡ 𝑟 (mod 𝑚), demonstra que o
conjunto quociente Z𝑛 é formado pelas classes 0, 1, · · · , 𝑚− 1.
2.1.5 Sistema de congruência
Considerando o caso de uma única equação linear 𝑎 ≡ 𝑏 (mod 𝑚), onde 𝑚 é um inteiro
positivo, podemos assumir que essas equações são simples de resolver quando 𝑎 tem inverso
em Z𝑛, se e somente se, 𝑎 e 𝑚 são primos entre si. Se 𝑎 não tem inverso com 𝑚, pode-se
dizer que 𝑚𝑑𝑐(𝑎,𝑚) ̸= 1. Assim, se a equação 𝑎 ≡ 𝑏 (mod 𝑚) tem solução, isso quer
dizer que existem 𝑥, 𝑦 ∈ Z tais que 𝑎𝑥− 𝑛𝑦 = 𝑏 [Alves Junior 2012]. Portanto, somente é
permitido se o máximo divisor comum entre 𝑎 e 𝑚 divide 𝑏. Logo, se 𝑎 tem inverso em
Z𝑛 teremos esta condição satisfeita, ou seja, 𝑚𝑑𝑐(𝑎,𝑚) = 1.
2.1.6 Teorema Chinês do Resto
O Teorema Chinês do Resto (TCR) apareceu no livro de Sun Zi, um matemático na
China antiga. O livro é conhecido pelo nome, “Manual de aritmética do Sol”, de Sun Zi
Suanjing. A data exata é desconhecida, mas é razoável para levá-lo para ser durante o
primeiro século d.C [Boyer and Gomide 2012].
A aplicação do TCR ocorre em quase todas as áreas da matemática. Como citado
por [Boyer and Gomide 2012], a aritmética modular já era estudada desde a antiguidade,
em que o algoritmo chinês foi usado na solução prática de problemas relativos a cons-
trução de paredes, na base de edifícios, comércio de alimentos, entrega de informações,
e cálculo de calendários na antiguidade. Recentemente, observamos sua aplicabilidade
está também presente em diversas áreas da computação, especialmente na teoria da in-
formação e codificação, em relação a vários aspectos de algoritmos, criptografia e cálculos
modulares [de Souto Filho 2015].
Considere o seguinte sistema com duas Equações demonstrado em 2.6:
(1). 𝑥 ≡ 𝑎 (mod 𝑤)
(2). 𝑥 ≡ 𝑏 (mod 𝑚)
(2.6)
Seguindo o exemplo ilustrado em [Alves Junior 2012], podemos reescrever na forma
𝑥 = 𝑎 + 𝑤𝑦, onde y é um inteiro qualquer. Assim, podemos substituir 𝑥 na segunda
equação, obtendo 𝑤𝑦 ≡ (𝑏− 𝑎) (mod 𝑚).
Naturalmente, para que esta equação tenha solução o MDC entre 𝑤 e 𝑚 precisa
dividir 𝑏 − 𝑎, portanto, assume-se que 𝑚𝑑𝑐(𝑚,𝑤) = 1. Com isso, 𝑤 tem inverso em Z𝑛.
Chamando 𝛼 ∈ Z𝑛 o inverso, a solução da Equação 2.6 é 𝑦 ≡ 𝛼(𝑏− 𝑎) (mod 𝑚). Assim,
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𝑦 = 𝛼(𝑏 − 𝑎) + 𝑛𝑧, onde 𝑧 é um número inteiro. Substituindo na equação que dá 𝑥 em
função de 𝑦, temos 𝑥 = 𝑎 + 𝑤𝛼(𝑏− 𝑎) + 𝑤𝑚𝑧.
Portanto, dado que 𝑚𝛼 = 1 em Z, podemos assumir que existe algum número inteiro
𝛽 tal que 1− 𝑤𝛼 = 𝑚𝛽. O que nos leva a Equação 2.7.
𝑥 = 𝑎(1− 𝑤𝛼) + 𝑤𝑏𝛼 + 𝑤𝑚𝑧 = 𝑎𝑚𝛽 + 𝑤𝑏𝛼 + 𝑤𝑚𝑧 (2.7)
De fato, 1 = 𝑤𝛼 + 𝑚𝛽. Assumindo 𝑚𝑑𝑐(𝑤,𝑚) = 1, basta aplicar o Algoritmo de
Euclides Estendido a 𝑤 e 𝑚 para obter 𝛼 e 𝛽. Resumindo: se 𝑚𝑑𝑐(𝑤,𝑚) = 1, então o
sistema demonstrado na Equação 2.7 sempre tem como soluções os números 𝑎𝑚𝛽+𝑏𝑤𝛼+
𝑘𝑤𝑚, onde 𝑘 é um inteiro qualquer [Alves Junior 2012].
Uma equação linear pode ter mais de uma solução se o módulo for composto. O
sistema ilustrado na Equação 2.7 de fato, possui infinitas soluções quando se trata de
soluções inteiras, já que há uma solução para cada 𝑘. Diz-se que 𝑥 e 𝑦 são dois inteiros
que são soluções do sistema descrito acima. Então, tem-se que 𝑥 ≡ 𝑎 (mod 𝑤) e 𝑦 ≡ 𝑎
(mod 𝑤). Como se trata de duas equações com o mesmo módulo, pode-se realizar a
subtração entre elas. Obtendo-se 𝑥− 𝑦 ≡ 0 (mod 𝑤). Assim, 𝑤 divide 𝑥− 𝑦. Repetindo
com a segunda equação, conclui-se que 𝑚 divide (𝑥 − 𝑦). Supondo que 𝑚𝑑𝑐(𝑤,𝑚) = 1,
tem-se que 𝑤𝑚 divide 𝑥 − 𝑦. Assim, o sistema possui infinitas soluções inteiras, mas
apenas uma solução em Z𝑤𝑚. Portanto, conforme descrito em [Alves Junior 2012], tudo
isso pode ser resumido em um teorema: Teorema Chinês do Resto: Sejam, 𝑤 e 𝑚
inteiros positivos e primos entre si. O sistema da Equação 2.6 sempre tem uma única
solução em Z𝑤𝑚.
Este atributo do TCR é utilizado em nossa arquitetura para determinar a porta de
saída em nosso mecanismo de encaminhamento e descoberta do valor dos coeficientes em
uma expressão polinomial. Maiores detalhes serão apresentados no Capítulo 3.
2.2 Redes de Data Center
O modelo computacional dos Data Centers começou com os mainframes na década 1960.
Posteriormente, após o surgimento dos microcomputadores, uma busca constante por
altas capacidades de armazenamento se estabeleceu. Esta fase foi seguida pelos sistemas
distribuídos baseados no modelo cliente/servidor e, subsequentemente, pelo crescimento
explosivo da Internet e da Web [Verdi et al. 2010].
Mais recentemente, a evolução das técnicas de virtualização tem propiciado o desen-
volvimento de aplicações que compartilham a mesma infraestrutura de hardware, alavan-
cando o surgimento de soluções para serviços em nuvem [Verdi et al. 2010]. A habilidade
de partilhar de maneira orquestrada os mesmos recursos físicos entre diferentes inquili-
nos [Barham et al. 2003, Staff 2013], favorece economicamente os locatários e as opera-
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doras que ofertam esses serviços [Mudigonda et al. 2011, MICROSOFT 2013, NSF 2013].
Essa demanda inicial motivou a criação de mega centros de dados para acolher uma ampla
gama de serviços, tais como pesquisa na Web, e-commerce, backup de armazenamento,
streaming de vídeo, computação de alto desempenho e análise de dados [Verdi et al. 2010,
Armbrust et al. 2010].
Para hospedar esses aplicativos, as redes de Data Center precisam ser escaláveis, dinâ-
micas, eficientes, tolerante à falhas e fáceis de gerenciar [Gill et al. 2011]. A diversidade
de aplicações que podem ser hospedadas usando o modelo em nuvem inclui desde aplica-
ções comerciais, sistemas Web tradicionais até aplicações científicas para processamento
paralelo e aplicações para dispositivos móveis. Estas diferentes aplicações requerem dife-
rentes arquiteturas, e isto tem motivado a pesquisa e o desenvolvimento de soluções que
atendam a esta demanda, no sentido de criar mecanismos escaláveis, com alto desempe-
nho e custos mínimos. Isto inclui a pesquisa em infraestrutura voltada para a eficiência
energética, cabeamento, resfriamento e, principalmente, infraestrutura de interconexão
dos servidores e de roteamento [Verdi et al. 2010].
Certos desta importância, a comunidade acadêmica tem proposto diversas arquitetu-
ras que fornecem melhor escalabilidade e desempenho em redes de Data Center. Algumas
propostas utilizam rede centradas em switches [Kim et al. 2011, Abu-Libdeh et al. 2010,
Al-Fares et al. 2008, Alizadeh et al. 2014]. Outras propostas como: [Guo et al. 2008,
Guo et al. 2009, Wu et al. 2009], priorizam o uso de servidores para tomada de decisão
de roteamento e encaminhamento.
2.2.1 Centradas em switches
As redes deData Center centradas em switches, tais como: Fat-Tree [Al-Fares et al. 2008],
PortLand [Niranjan Mysore et al. 2009] e Leaf-Spine [Ghorbani et al. 2017] (2-tiers Clos
Network), são topologias tradicionais, constituídas por servidores físicos agrupados em
armários (racks) e interligados através de um switch Ethernet de acesso no topo desses
armários, comumente chamados de ToR (Top-of-Rack). Tipicamente estas redes utilizam
duas ou três camadas de switches de alta capacidade. Entretanto, dispositivos como ro-
teadores e balanceadores de carga também são necessários para rotear os pacotes pelos
vários segmentos da rede e distribuir a carga entre os elementos de encaminhamento,
respectivamente [Al-Fares et al. 2008].
Tradicionalmente é possível observar neste tipo de Datacenter, um arranjo topológico
formado por uma árvore com múltiplos nós na raiz, conforme ilustrado na Figura 2.1, os
switches de acesso (Edge) conectam os servidores aos switches de agregação (Agregation),
que agregam armários de servidores. Por fim, estes se ligam a um terceiro nível de switches
que formam o núcleo da rede (Core). É por meio desta abordagem que as topologias
centradas em redes conseguem escalar em número de máquinas. Outra vantagem neste
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tipo de abordagem (Fat-Tree e Clos), é possibilidade de projetar redes com probabilidade
zero de bloqueio para qualquer tráfego de entrada [Yuan et al. 2009, Verdi et al. 2010],
ou seja, sem oversubscription.
Figura 2.1: Exemplo de Topologia Fat-tree Fonte: [Niranjan Mysore et al. 2009].
2.2.2 Centradas em servidores
Por outro lado, redes centradas em servidores, tais como: DCell [Guo et al. 2008] e
BCube [Guo et al. 2009], são topologias que dispensam equipamentos tradicionais de
rede, para roteamento, bem como para balanceamento da carga na rede. Todavia, podem
utilizar mini-switches com a função de expandir o número de portas dos servidores. Es-
tas topologias mais escaláveis, evidentemente, implicam que os servidores físicos devem
possuir mais de uma interface de rede, a fim de realizarem as funções de: roteamento,
encaminhamento e balanceamento de carga do tráfego da rede, além do processamento











Figura 2.2: Exemplo de topologia Hipercubo de grau 4.
No exemplo apresentado na Figura 2.2, é possível observar uma DCN centrada em
servidores como um Hipercubo de grau 4. Note que não existe nenhum elemento tra-
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dicional de rede e que cada nó possui 04 (quatro) interfaces de rede para estabelecer
as conexões com seus vizinhos. Outras topologias como: MDCube [Wu et al. 2009] e
Twin [Vassoler et al. 2014] também utilizam os próprios servidores na função de rotea-
mento e encaminhamento dos pacotes.
Devido a sua habilidade de multiplexar os núcleos da CPU entre as aplicações e os
processos de encaminhamento de pacotes [Popa et al. 2010], a abordagem de redes de DC
centrado em servidores abre novas possibilidades para testar novos projetos e serviços.
Ainda, tal como mostrado em [Greenberg et al. 2008a] esta redução pode alcançar até
15% do custo total de um DC.
Estas características tornam as arquiteturas centradas em servidores uma forma de
interconexão atrativa financeiramente. No entanto, um problema muito conhecido das
arquiteturas centradas em servidores é a sobrecarga que o encaminhamento por múltiplos
saltos gera sobre a CPU dos servidores. Por exemplo, a arquitetura DCell e BCube
utilizam em média 40% e 36% de da CPU para encaminhamento do tráfego de trânsito,
respectivamente [Vassoler 2015]. Dependendo do cenário de tráfego, o uso de CPU pode
atingir valores próximos a 90% [Landau et al. 2011]. Como resultado a latência pode se
tornar um fator proibitivo para aplicações sensíveis ao atraso, tais como: bolsas de valores
(100 𝜇s a 1𝜇s) e computação de alto desempenho (𝜇s 1 a 10 𝜇s) [Kompella et al. 2009,
Vassoler 2015].
Independentemente da arquitetura utilizada no DC, seja centrada em comutadores ou
em servidores, uma parte cada vez maior do tráfego da Internet é baseada na comunicação
de dados e de processamento que ocorre dentro da infraestrutura do DC (back-ends).
Estudos realizados por [Sun et al. 2015], revelaram que 80% do tráfego que ocorre dentro
da infraestrutura do DC é resultante de requisições internas. Portanto, a taxa de ocupação
dos recursos da infraestrutura da rede se mantem alta, próximo a capacidade máxima
disponível, durante todo o tempo de operação.
2.3 Roteamento em Redes
Em uma rede de computadores de modo geral, a troca de informações (texto, imagem, mú-
sica etc) é realizada predominantemente por meio de pequenas unidades de dados. Essas
unidades são conhecidas como pacotes. Cabe ao algoritmo de roteamento [Iren et al. 1999]
duas funções de igual importância, descritas a seguir.
A primeira função tem como objetivo encontrar o melhor caminho. Este melhor cami-
nho não necessariamente significa ser o caminho mais curto, podendo ser, por exemplo, o
caminho com a maior vazão ou menor congestionado ou a combinação destas restrições,
entre o nó origem, ou seja, a entidade que está enviando as informações. Por sua vez,
o nó destino, é a entidade que irá receber as informações transmitidas. Este processo é
conhecido como definição da rota entre o par de entidades envolvidas na comunicação.
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A segunda função tem como objetivo encaminhar de maneira correta os pacotes até
o nó destino, ou seja, após a definição da rota, cabe ao mecanismo de encaminhamento o
envio dos pacotes recebidos para a(s) porta(s) de saída do nó. Basicamente, a primeira
função é executada em um plano de controle, já a segunda função ocorre no plano de
dados.
Na literatura, encontramos diversas classificações para os algoritmos de roteamento.
Por exemplo, os algoritmos de roteamento podem determinar rotas baseados em caminho
único ou em múltiplos caminhos [Keshav 1997]. No roteamento baseado em caminho
único, um nó mantém apenas um caminho para cada destino. No roteamento baseado em
múltiplos caminhos, um nó mantém um caminho principal e vários caminhos secundários
para um destino. Se o caminho principal estiver indisponível por alguma razão, então um
caminho secundário ou alternativo pode ser usado [Barreto 2008].
Também podem ser classificados como roteamento externo e interno, que também
são conhecidos como roteamento de intra domínio e inter domínio. O roteamento in-
ter domínio não está no escopo deste trabalho. Informações adicionais sobre rotea-
mento externo podem ser encontradas em [Akashi et al. 2006, Rothenberg et al. 2012,
Gupta et al. 2014, Braun and Menth 2014].
No contexto das DCNs, encontramos o uso de algoritmos de roteamento interno, princi-
palmente por se tratar de uma entidade de gerência administrativa única. Um exemplo de
algoritmo de roteamento comumente utilizado é o Dijkstra [Dijkstra 1959], implementado
no protocolo OSPF [Moy 1998]. Este pode ser empregado para encontrar os caminhos
de menor custo entre os hosts. O Open Shortest Path First (OSPF) é um protocolo que
utiliza a troca de informação de rotas observando o estado da rede. Falhas na rede em to-
pologias de grande escala são comuns. O OSPF pode detectar essas falhas e, em seguida,
transmitir as informações para todos os switches/routers para assim, evitarem enlaces
indisponíveis. Para potencializar a capacidade da rede, técnicas de engenharia de tráfego
tais como ECMP podem ser utilizadas no DC [Verdi et al. 2010], permitindo que vários
caminhos alternativos entre origem/destino sejam usados.
O principal problema conhecido em DCN no contexto do roteamento, está no fato
de que as tabelas de roteamento, utilizadas no processo de encaminhamento, crescem
na medida que a rede aumenta de tamanho. Logo, manter mais de uma rota entre pa-
res (origem e destino) pode se tornar uma proposta inviável. O roteamento hierárquico
oferece significativa redução na quantidade de informações contidas nas tabelas de ro-
teamento. Sua principal característica é o uso de endereços que são dependentes dos
nomes [Kleinrock and Kamoun 1977, Cowen 2001, Thorup and Zwick 2001], onde infor-
mações sobre a localização dos nós estão incorporadas nos endereços atribuídos a todos
os nós. Contudo, o uso de esquema de endereçamento dependente do nome compromete
o suporte para mobilidade [Pasquini et al. 2011]. Um exemplo claro deste prejuízo está
na movimentação das VMs entre os diversos servidores físicos, resultando na perda de
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agilidade no DC.
Para flexibilizar a movimentação, mantendo uma estrutura de roteamento escalável,
naturalmente novas propostas surgiram. Ao contrário do roteamento hierárquico estas
propostas utilizam mecanismos de encaminhamento que são independentes do nome, tam-
bém conhecidas como roteamento plano. Tradicionalmente, estas propostas constroem
suas tabelas de roteamento utilizando identificadores estáveis, a grande maioria destas
propostas independentes de nomes disponíveis na literatura requerem o uso de meca-
nismos de mapeamento para traduzir os identificadores de plano em localizadores, que
indicam a posição atual dos nós, ou seja, os identificadores planos não são efetivamente
utilizados para transportar o tráfego através da rede [Pasquini et al. 2011]. Um exemplo
desta proposta encontramos na arquitetura VL2, que usa duas famílias de endereços para
identificação de switches e aplicações. A identificação das aplicações não muda e atra-
vés de roteamento plano, portanto, a realocação de aplicações em diferentes servidores é
facilitada [Verdi et al. 2010].
Outro tipo de roteamento que visa flexibilizar o gerenciamento dos endereços, inde-
pendentes da topologia e que pode ser utilizado nas DCNs é o source routing (SR) ou
roteamento explicito. Neste tipo de roteamento o emissor de um pacote determina a
sequência completa de nós através dos quais encaminhar o pacote. Ou seja, o emissor
enumera explicitamente a rota, tradicionalmente no cabeçalho do pacote, identificando
para cada hop no caminho do pacote o endereço do próximo nó ao qual o pacote deve
ser transmitido [Rosen et al. 2001, Ramos 2013]. Uma característica deste tipo de meca-
nismo é o encaminhamento dos pacotes com base em informações contidas nos próprios
pacotes [Gomes et al. 2016].
Recentemente, o roteamento na origem tem motivado diversas propostas de novas ar-
quitetura, em especial, sempre buscando o equilíbrio entre a inteligência distribuída e a
otimização da visão centralizada [Desmouceaux et al. 2017]. O roteamento por segmen-
tos (segment routing), tem como principal característica o uso de mecanismos de comuta-
ção dos pacotes com base em uma lista ordenada de instruções [Abdelsalam et al. 2017,
Filsfils et al. 2014]. Tais instruções permitem realizar políticas de ponta a ponta em
qualquer caminho topológico, mantendo o estado por fluxo apenas no nó de origem
[Desmouceaux et al. 2018].
Os algoritmos também podem ser classificados como estáticos ou dinâmicos. No rote-
amento estático a definição da rota é realizada manualmente pelo administrador da rede,
determinando estaticamente (roteamento estático) o caminho ou percurso do pacote em
cada switch ou roteador. O principal desafio nesta abordagem é que, na medida que mais
elementos de rede são adicionados, maior a dificuldade na gerência e manutenção desses
estados na rede. Além disso, o roteamento estático é vulnerável à falha de recursos, por-
tanto, necessita da atuação obrigatória do administrador de rede. Isso pode levar a uma
má utilização dos recursos da rede (normalmente, o mesmo conjunto de enlaces/equipa-
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mentos é utilizado, enquanto outros caminhos possíveis são desprezados) [Barreto 2008].
Por sua vez, os algoritmos de roteamento dinâmico possuem mecanismos que permitem
a descoberta automática das rotas. Isto é possível, graças a troca de informações (pacotes
de controle) entre os elementos da rede. Switches e roteadores adjacentes podem compar-
tilhar dados sobre alcançabilidade e o estado dos seus enlaces (vizinhança). A principal
vantagem do roteamento dinâmico é a capacidade de se adaptar a mudança de topologia
sem depender da interferência humana. Todavia, o uso dos algoritmos de roteamento di-
nâmico insere tráfego de controle adicional na DCN. Além disso, período de convergência,
eventuais loops podem ocorrer, enquanto os switches e roteadores estão processando suas
atualizações nas tabelas. O período de convergência é dependente da topologia da rede
e da velocidade de processamento dos equipamentos envolvidos, podendo variar em milé-
simos de segundos até vários minutos [Barreto 2008]. Pela inexistência de rotas, pacotes
podem ser perdidos. Ademais, podem ocorrer incremento de latência, gerado por rotas
mais longas entre os pares.
Os algoritmos de roteamento também podem ser classificados quanto ao seu método
fundamental para transmissão de dados na rede, que podem ser: unicast, broadcast e
multicast [Hosseini et al. 2007]. Os algoritmos que tratam da transmissão unicast tra-
dicionalmente envolvem a comunicação one-to-one, ou seja, a troca de dados entre um
par específico de hosts (uma origem e um único destinatário). Por sua vez, o tráfego
de broadcast envolve a transmissão simultânea do mesmo pacote a partir de uma origem
para todos os hosts de uma rede (one-to-all), portanto, este tipo de transmissão deve
ser evitado em DCNs, principalmente por questões de segurança, ou seja, isolamento en-
tre os inquilinos do DC. Já os algoritmos de multicast, basicamente, são destinados a
transmissão do mesmo pacote de uma origem para um conjunto específico de hosts na
rede (one-to-many). Todavia, podem também suportar a transmissão de várias origens
para vários destinatários (many-to-many). Algoritmos de roteamento multicast são mais
complexos, pois envolvem não só o conhecimento dos destinatários, mas também a cópia
dos pacotes a partir da interface de entrada e o encaminhamento para todas as interfaces
de saída. O que permite reduzir o tráfego nos enlaces melhorando a utilização da banda
disponível na rede.
2.3.1 Técnicas para encaminhamento de pacotes
Operadores de DCN enfrentam desafios significativos no gerenciamento e configuração do
DC [Kim et al. 2008]. Estes problemas advém do fato de que os protocolos de rede tradi-
cionais não conseguem atender por completo os requisitos das DCNs. A dicotomia de alto
nível é entre a criação de redes de Camada 2 ou Camada 3, cada um deles com vantagens
e desvantagens associadas [Ramos 2013]. A seguir vamos apresentar resumidamente uma
visão geral das principais técnicas de encaminhamento de pacotes.
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O Ethernet se destaca como uma das tecnologias de rede mais utilizadas. Este pro-
tocolo tem características atraentes, especialmente para administradores de redes, devido
sua simplicidade e facilidade de configuração [Kim and Rexford 2007]. Neste protocolo,
os hosts finais já têm endereços globalmente únicos (endereços MAC de 48 bits), sem
necessidade de nenhuma configuração. Além disso, os switches Ethernet aprendem auto-
maticamente a localização dos hosts, reduzindo ainda mais a necessidade de configuração
da rede. Outro ponto positivo desta tecnologia é que os endereços planos permanentes
simplificam o suporte à mobilidade, à resolução de problemas de rede, e à aplicação de
políticas de controle de acesso. Logo, a arquitetura Ethernet “pura” seria extremamente
atraente, não fossem suas sérias limitações de escalabilidade [Ramos 2013].
O Ethernet depende de transmissão broadcast para suportar serviços essenciais como
o ARP (Address Resolution Protocol) e o DHCP (Dynamic Host Configuration Proto-
col). Isso consome recursos em excesso, e também apresenta vulnerabilidades de segu-
rança [Myers et al. 2004]. O Ethernet se baseia em inundação (flooding) para entregar
os quadros a destinos desconhecidos. A sobrecarga de controle necessária para divulgar
informações de cada máquina através de flooding pode ser muito grande, desperdiçando
largura de banda e recursos de processamento [Kim et al. 2008]. Ademais, as tabelas
de encaminhamento nos switches podem crescer muito, pois o plano de endereçamento
aumenta o tamanho das tabelas proporcionalmente ao número total de hosts na rede.
Outra desvantagem da utilização do Ethernet é que, ele geralmente exige um meca-
nismo de proteção de circuito, como Spanning Tree Protocol (STP). O protocolo Spanning
Tree automaticamente evita loops, impedindo que pacotes broadcast circularem continu-
amente na rede. Contudo, o STP leva a caminhos sub-utilizados e consequentemente
distribuição irregular de cargas.
Uma forma de aumentar a escalabilidade do Ethernet é a construção de redes com
várias LANs interligadas através de roteamento via Internet Protocol (IP). Nesta arquite-
tura híbrida, cada LAN contém no máximo algumas centenas de hosts que formam uma
sub-rede IP. A cada sub-rede é atribuído um prefixo IP que a representa, e para cada
host é atribuído um endereço IP com o prefixo da sub-rede. Ao contrário de um endereço
MAC, que funciona como um identificador do host, um endereço IP denota sua localização
na rede. Tal atribuição vai permitir tabelas de encaminhamento relativamente pequenas
em todos os switches do DC [Ramos 2013]. O OSPF [Moy 1998] pode ser empregado para
encontrar os caminhos de menor custos entre os hosts, na ocorrência de falhas, este pode
compartilhar o estado dos enlaces, evitando o uso de caminhos indisponíveis.
Infelizmente, essa arquitetura híbrida também impõe suas limitações. O maior pro-
blema é a sua enorme sobrecarga de configuração. A atribuição de prefixos para as
sub-redes, e a configuração das sub-redes nos roteadores normalmente são processos ma-
nuais, pois a atribuição deve seguir a hierarquia de endereçamento, e deve ser planejada de
forma a reduzir o espaço de endereços desperdiçados, considerando também o uso futuro
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de endereços para minimizar uma reconfiguração posterior [Ramos 2013]. Além do mais,
o processo de adicionar um novo elemento de rede, geralmente, requer a configuração ma-
nual por parte do administrador de rede. O envolvimento de administradores humanos
aumenta o tempo de reação à falhas e possíveis erros de configuração.
Da mesma forma, uma máquina virtual (VMs - Virtual Machine) ou container não
pode acessar a rede até que seja configurado com um endereço IP correspondente à sub-
rede onde está atualmente localizada (host). A utilização de DHCP automatiza a configu-
ração, mas introduz uma sobrecarga considerável de gerenciamento. A falta de sincronia
entre um servidor DHCP e um identificador de sub-rede de um roteador pode levar a
hosts inacessíveis e erros difíceis de diagnosticar [Ramos 2013]. Por consequência, pode-
se observar que o uso do roteamento IP leva a uma enorme sobrecarga de configuração e
dificulta a alocação aleatória de VMs dentre diferentes servidores físicos [Kim et al. 2008].
Portanto, as abordagens tradicionais de redes não foram projetadas para atender as ne-
cessidades atuais de ambientes virtualizados, não sendo flexíveis o suficiente para suportar
essas novas exigências.
Outro desafio é que, o advento da virtualização, da conteinerização e da Internet das
Coisas (Internet of Things - IoT ) tem gerado um crescimento explosivo no número de
pontos finais na rede (endpoints). Para suportar este crescimento, comumente encon-
tramos nas redes atuais o uso da agregação de endereços, como por exemplo, agrega-
ção de subredes IP. Todavia, a agregação descarta o controle refinado dos micro-fluxos
com o objetivo de reduzir os estados de encaminhamento nas tabelas. Uma forma de
manter os benefícios do controle de micro-fluxo é utilizar o encaminhamento baseado
em rótulos ou tags, são exemplos: MPLS [Rosen et al. 2001], VLAN [IEEE 2009], VX-
LAN [Mahalingam et al. 2013]. Essas técnicas permitem manter o controle dos micro-
fluxos sem um grande crescimento dos estados de encaminhamento e sem o uso de agre-
gação [Hari et al. 2015]. Maiores detalhes sobre o roteamento baseados em rótulos e as
técnicas de encaminhamento pertinentes a cada proposta serão discutidas no Capítulo 6.
2.4 Resiliência em Redes
Um DC é uma infraestrutura composta por um conjunto de equipamentos, hardware e
software que como qualquer outro empreendimento está sujeito à falhas. No entanto,
diferente de outras atividades, o métier do DC é prover uma infraestrutura confiável
aos inquilinos. Falhas em grandes centros como Amazon EC2 geram prejuízos enormes,
cerca de $ 5,600 por minuto [Gill et al. 2011]. Logo, a confiabilidade em uma Rede de
Data Center tem como objetivo restabelecer a conectividade quando ocorrer uma falha
na infraestrutura. Este processo requer mecanismos de recuperação rápidos e eficientes.
Nesta tese, definimos o termo resiliência como a habilidade de prover ou manter co-
nectividade da rede na presença de falha em relação ao modo normal de operação. Em
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[Gill et al. 2011] foi realizado um estudo no qual avaliou-se uma dezena de Data Centers
durante o período de um ano em uma topologia convencional em camadas. Este estudo
constatou a ocorrência de falha de pelo menos um enlace em um intervalo de 05 (cinco) mi-
nutos, seja entre os switches de borda, agregação ou núcleo. Outro importante resultado
apontado neste estudo foi que 41.2% das falhas nos enlaces acontece em momentos em que
os enlaces não estão trafegando nenhuma informação, ou seja, em quase metade das falhas
não era necessário existir entradas adicionais nas tabelas para os caminhos alternativos.
Todavia, mensurou-se que 28.6% das falhas tem impacto direto no tráfego da rede, tanto
pelo tempo de convergência do protocolo de roteamento, quanto pelo redirecionamento
dos pacotes por caminhos alternativos. Portanto, novos modelos de roteamento resiliente
se fazem necessários.
Para manter a conectividade nas DCNs precisamos utilizar mecanismos de recupera-
ção. A seguir descreveremos os princípios de detecção e os principais mecanismos tipica-
mente encontrados na literatura que podem ser aplicados.
2.4.1 Ciclos de recuperação e reversão de falhas
O princípio básico de um sistema de recuperação é simples. Em condições normais (isto é,
sem falhas), o tráfego é transportado ao longo do caminho primário. Se for detectada uma
falha ao longo desse caminho, o esquema de recuperação é ativado. Uma parte do percurso
(ou todo ele, dependendo da técnica de recuperação), será contornado por um caminho al-
ternativo. Na maioria dos casos, é usado um caminho de recuperação disjunto do caminho
principal, para assegurar que uma falha não afete ambos os caminhos [Ramos 2013].
Em [Vasseur et al. 2004, Jorge and Gomes 2006, Kvalbein et al. 2009], encontram-se
uma enorme variedade de esquemas de recuperação. Todos eles apresentam um fluxo
semelhante de fases, denominado ciclo de recuperação, conforme ilustrado na Figura 2.3.
Figura 2.3: Ciclo de recuperação. Fonte: [Vasseur et al. 2004].
A Figura 2.3 ilustra as fases do ciclo de recuperação. Resumidamente, caso aconteça
uma falha na rede, algum tempo poderá ser demandado até que um elemento próximo
a detecte. Este tempo pode variar conforme: frequência de sinal transmitido, velocidade
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de detecção da falha e notificação, além do tempo que o elemento leva para coletar e
processar todas essas informações 1.
O elemento que a detectou pode (ou não) esperar algum tempo antes de começar a
enviar mensagens de notificação para os outros elementos da rede. Este tempo de espera
poderia permitir que um esquema de recuperação de uma camada inferior reparasse a
falha. Se a falha persistir após o tempo de espera, mensagens de notificação são enviadas
em toda a rede para informar aos outros elementos que estarão envolvidos na ação de
recuperação [Ramos 2013].
É importante observar que o tempo de espera pode ser de natureza estática. Portanto,
um intervalo fixo será utilizado para todos os casos. Um método dinâmico também pode
ser utilizado para definir o tempo de espera. Neste último, um temporizador pode ser
usado em função do número de falhas dentro de um determinado período. Quanto mais
falhas forem detectadas, maior será o tempo de espera. Esta método é denominado de
amortecimento (dampening), pois ajuda a estabilizar a rede no caso de um recurso instável
(isto é, um recurso que alterne rapidamente entre o estado de funcionamento e estado de
falha) [Vasseur et al. 2004].
Conforme ilustrado na Figura 2.3, o tempo entre a primeira e a última ação de recu-
peração é chamado o tempo de operação de recuperação. Este intervalo de tempo pode
incluir a troca de mensagens entre os diferentes elementos envolvidos na ação de recupe-
ração para coordenar a operação. Após a última ação de recuperação o tráfego começa a
usar o caminho de recuperação. No entanto, ele ainda pode levar algum tempo antes que
o tráfego esteja completamente recuperado. Este tempo de recuperação do tráfego pode
depender do atraso de propagação ao longo do caminho de recuperação, a localização da
falha, e o esquema de recuperação usado [Ramos 2013].
Após o ciclo de recuperação, a rede estará operacional. Todavia, as novas rotas de
tráfego ao longo dos caminhos de recuperação podem ser piores, ou seja, caminhos de
recuperação mais longos ou mais congestionados que o caminho original.
Para otimizar o uso dos recursos pós-recuperação, protocolos dinâmicos de reenca-
minhamento podem ser usados. Outra possibilidade é esperar a reparação do defeito
que tenha ocorrido e redirecionar o tráfego do caminho de recuperação de volta para o
percurso original, uma vez que a falha esteja completamente reparada. Esta operação
também segue uma sucessão de fases, denominada ciclo de reversão [Vasseur et al. 2004].
As diferentes fases deste ciclo são apresentadas na Figura 2.4. O ciclo de reversão
têm uma forte semelhança com o ciclo de recuperação, descrito anteriormente. Uma vez
que a falha esteja reparada, pode haver alguma demora, por exemplo, dependendo de
protocolos de camada inferior, antes do reparo ser detectado. Depois disso, o protocolo
pode decidir esperar durante um certo tempo antes de iniciar a notificação de reparação
1Tipicamente, a detecção da falha acontece em camadas inferiores da rede, que em seguida, notifica
as camadas superiores de rede [Vasseur et al. 2004].
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do defeito. Este tempo pode ser necessário para assegurar que o caminho é estável, pois no
caso de uma falha intermitente, uma reação rápida de processo de reversão pode conduzir
a condições de rede instáveis. Tal como no caso anterior, note que o temporizador pode
ser estático ou dinâmico (amortecimento) [Ramos 2013].
Figura 2.4: Ciclo de reversão. Fonte: [Vasseur et al. 2004].
Depois disso, de maneira semelhante ao ciclo de recuperação, a falha reparada é notifi-
cada em toda a rede e a operação de reversão é executada, o tráfego é comutado novamente
a partir do caminho de recuperação para o percurso original. Finalmente, pode levar al-
gum tempo antes que o tráfego comece a fluir normalmente no caminho original (tempo
de reversão de tráfego) [Vasseur et al. 2004].
Observe que em contraste com o ciclo de recuperação, que é tipicamente a reação
a um acontecimento inesperado, a falha do ciclo de reversão pode ser planejada com
antecedência. Em uma reversão como não há necessidade de uma operação precipitada,
um mecanismo bem controlado com o mínimo de interrupção será mais eficiente.
2.4.2 Estratégia dos mecanismos de recuperação e suas caracte-
rísticas
Mecanismos de recuperação podem ser categorizados em uma enorme variedade de di-
ferentes abordagens. Cada uma delas apresenta vantagens e desvantagens. A seguir
descrevemos os principais pontos que devem ser observados nos mecanismos de recupera-
ção:
Rotas Proativas versus Reativas: de forma geral, esta seleção está associada ao tipo
de recuperação da rota que será escolhida. Na opção de rota proativas (pré-calculada),
para todas as situações de falha ocorridas na rota do fluxo, a recuperação é calculada
antecipadamente, ou seja, antes de qualquer falha ocorrer. Já na opção reativa (dinâmica)
a rota de recuperação não é planejada, ou seja, sua definição se dará uma vez que a falha
é detectada. Se ocorrer uma falha, o mecanismo de recuperação começa a procurar de
forma reativa por possíveis rotas alternativas em toda a rede.
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A vantagem da opção de rotas proativas é que estas permitem uma rápida recuperação
da falha, enquanto que um mecanismo de recuperação reativo pode demorar mais tempo
para identificar uma rota de recuperação adequada. Por outro lado, a opção por uma
rota proativa carece de flexibilidade para cenários não planejados. Um mecanismo reativo
é capaz de procurar uma rota de recuperação mesmo para cenários não contabilizados,
embora não haja nenhuma garantia de que ele vai encontrar essa rota de recuperação
[Ramos 2013].
Proteção versus Restauração: uma distinção muito importante a ser feita ao consi-
derar mecanismos de recuperação é entre proteção e restauração. Ambas as opções exigem
sinalização, mas a sutil diferença está no momento das ações de sinalização. No caso da
proteção, os caminhos de recuperação são pré-calculados e totalmente sinalizados antes
de ocorrer uma falha. Assim, quando a falha ocorre, nenhuma sinalização adicional é ne-
cessária para estabelecer o caminho de proteção. No caso da restauração, os caminhos de
recuperação podem ser pré-calculados ou dinâmicos, mas quando ocorre uma falha, será
necessária sinalização adicional para estabelecer o caminho de restauração [Ramos 2013].
Uma grande vantagem da proteção em comparação com a restauração é tipicamente
o tempo de recuperação rápida. A sinalização adicional, após uma ocorrência de falha
no caso de restauração pode consumir um tempo precioso. Por outro lado, técnicas de
restauração podem ser mais flexíveis em relação aos cenários de falha que podem ser
recuperados.
Local versus Global: para contornar os pontos de falha, esquemas de recuperação
mudam a rota do tráfego afetado. Na recuperação local, apenas os elementos de rede
afetados são contornados, alterando o mínimo possível a rota original do fluxo. Se um
único enlace falhar, um caminho de recuperação se estabelece entre os nós adjacentes à
falha. No outro extremo temos a recuperação global, onde o caminho completo entre a
origem e o destino é trocado pelo caminho de recuperação [Ramos 2013]. Naturalmente
que essas duas abordagens representam apenas os dois extremos de um grande número de
possibilidades intermediárias, onde a extensão da recuperação é maior que na abordagem
local, porém mais curto na global. Em [Sharma and Hellstrand 2003] na rede G-MPLS
as opções intermédias são chamadas de recuperação do segmento.
A recuperação local é, geralmente, mais rápida que a global, sendo essa uma vantagem
importante em aplicações sensíveis à latência. Por outro lado, na recuperação local a rota
resultante após a recuperação pode ser mais longa do que o caminho original. Além disso,
se dois enlaces sucessivos no caminho principal falharem, a recuperação global ainda
resolverá o problema, já a recuperação local, não [Ramos 2013].
Centralizado versus Distribuído: os mecanismos de recuperação centralizados de-
pendem de um controlador central para determinar quais ações de recuperação devem ser
tomadas, a partir de uma visão global do estado da rede. Este controlador determina
onde e quando uma falha ocorreu, reúne informações de estado de toda a rede e comanda
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a reconfiguração de todos os elementos envolvidos no processo de recuperação. Siste-
mas de gerenciamento baseados em Redes Definidas por Software geralmente empregam
mecanismos centralizados.
Já os mecanismos de recuperação distribuídos operam sem a intervenção de um sis-
tema de controle central. Neste caso, os elementos de rede possuem sistemas de controle
inteligentes, que iniciam de forma autônoma as ações de recuperação. Assim, o controle
é distribuído ao longo dos elementos de rede envolvidos no processo de recuperação. Em
contraste com os mecanismos centralizados, estes sistemas de controle distribuído não têm
uma visão global, mas apenas uma visualização local do estado da rede. Eles podem ter
de trocar mensagens entre si para fornecer informações suficientes e coordenar as ações de
recuperação. Assim, múltiplos elementos de rede trabalham em paralelo para alocar o trá-
fego interrompido em uma rota alternativa [Sharma and Hellstrand 2003, Ramos 2013].
2.5 Redes Definidas por Software
Um conceito promissor de redes programáveis referido como Redes Definidas por Software
(SDN - Software Defined Networks) tem-se fortalecido. Esse conceito de SDN apoia-se
na separação do plano de controle do plano de dados, permitindo que um controlador
central interaja diretamente com os ativos da rede. Recursos de controle, monitora-
mento de tráfego, algoritmos de roteamento e chaveamento de pacotes são exemplos de
funcionalidades de software que podem ser implantadas na rede, através do controlador
[Kotronis et al. 2012].
Para tornar possível a implementação desse novo conceito, surgiu uma interface, cha-
mada OpenFlow (OF) [McKeown et al. 2008], que é um padrão aberto que permite a
programação dos elementos ativos da rede, tais como roteadores, switches ou pontos de
acesso sem fio. O OpenFlow é uma proposta pragmática com grande potencial para
suportar o grau de programabilidade que a SDN necessita.
Lantz [Lantz et al. 2010] explica que em uma SDN, o plano de controle (ou “sistema
operacional de rede”) é separado do plano de dados. Normalmente, o sistema operacional
de rede observa e controla o estado de toda a rede a partir de um ponto centralizado,
oferecendo recursos como: protocolos de roteamento, controle de acesso, virtualização
de rede, gestão de energia e também protótipos de novos de protocolos. A principal
consequência da SDN é que as funcionalidades da rede podem ser alteradas ou mesmo
definidas após a rede ter sido implantada. Novas funcionalidades podem ser adicionadas,
sem a necessidade de modificar o hardware, permitindo que o comportamento da rede
evolua na mesma velocidade que o software.
Casado [Casado et al. 2012] apresenta características desejáveis para SDN, separando-
as em características de hardware e software. O hardware deve ser simples, barato, fácil
de operar e independente de fabricante, evitando que os usuários sejam obrigados a usar
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equipamentos de um único fornecedor. Também deve suportar inovações futuras, evitando
atualizações desnecessárias. Com relação ao software, Casado expõe que o mesmo deve ser
flexível, estruturado e suportar uma ampla variedade de requisitos (isolação, virtualização,
engenharia de tráfego, controle de acesso, etc). Também deve ser modular e expansível,
permitindo inclusão e alteração de módulos.
Um dos pontos fortes das SDN é a visão centralizada da rede, sobre a qual é possível
desenvolver análises detalhadas, tomando-se decisões operacionais sobre como o sistema
deve operar. Observa-se que essa noção de visão centralizada da rede é uma visão lógica,
não necessitando que o controlador esteja fisicamente localizado em um ponto único do
sistema. A abstração de visão global pode ser implementada de forma distribuída, seja
pela divisão dos elementos da visão entre domínios diferentes, seja pela implementação
de um controlador distribuído [Guedes et al. 2012, Spalla et al. 2016].
Os controladores permitem a visualização dos eventos gerados pelas interfaces, sendo
responsável também por adicionar e remover as entradas das tabelas de fluxo nos equipa-
mentos utilizados na SDN. Pode-se citar como exemplo um controlador simples, com fluxos
estáticos interligando um grupo conhecido de computadores. Nesse caso teríamos uma
SDN semelhante a uma rede utilizando a tecnologia de VLANs [McKeown et al. 2008].
É possível também a existência de controladores mais sofisticados que adicionam e remo-
vem fluxos dinamicamente, de acordo com a necessidade da rede. Controladores podem
suportar múltiplos pesquisadores, com diferentes contas e permissões, executando vários
experimentos independentes, todos em uma mesma rede física.
Outra inovação apresentada pela SDN é a inclusão de uma camada de abstração de
hardware, similar ao que acontece na virtualização de computadores. Esta camada de
virtualização permite que a rede seja divida em fatias completamente distintas, executadas
simultaneamente sem qualquer interferência umas nas outras. A camada de virtualização
permite que, acima dela, sejam adicionados novos protocolos e formatos de endereçamento.
Abaixo, novos modelos de hardware podem ser desenvolvidos, otimizados para diferentes
ambientes, velocidades ou tipos de mídia (com fio e sem fio) [Guedes et al. 2012]. Percebe-
se que essa camada de virtualização possibilita às SDN alcançar as características de
software indicadas por Casado.
Por sua vez, os switches virtuais, são aplicações construídas com a finalidade de en-
caminhar pacotes utilizando a pilha de rede do sistema operacional do host onde são
executados, capazes de transformar um computador, ou uma porção dele (ex. uma má-
quina virtual) em um encaminhador de pacotes. Permitem anexam uma interface interna
presente na aplicação à uma interface de rede física (Ethernet) ou lógica (ex. veth, tap,
entre outras) do sistema, criando assim uma ponte entre conexão interna/externa à apli-
cação. Com isso, os dados que seriam direcionados à uma porta física ou lógica são
encaminhados para essa interface interna, permitindo assim o tratamento desses dados
de acordo com as premissas do switch virtual, que pode variar desde ao simples encami-
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nhamento de pacotes de rede como em uma bridge, à classificação dos pacotes através da
análise de cabeçalhos dos protocolos de rede, elevando o grau de abstração no tratamento
e encaminhamento de pacotes de dados na rede.
2.6 Considerações Finais
O objetivo deste capítulo foi descrever os conceitos básicos para o entendimento da arqui-
tetura RDNA. Na Seção 2.1 descrevemos resumidamente uma visão geral da Teoria dos
Números, algoritmo de Euclides, Algoritmo de Euclides Estendido, fatoração única, arit-
mética modular e sistema de congruência, conceitos esses necessários para o entendimento
do Teorema Chinês do Resto, que é o alicerce da nossa arquitetura.
Em seguida na Seção 2.2 apresentamos uma síntese sobre Redes de Data Center,
focando nas abordagens centradas em comutadores e servidores. Na Seção 2.3 abordamos
as principais características dos protocolos e dos algoritmos de roteamento, além das
técnicas de encaminhamento de pacotes comumente utilizadas.
Uma das principais contribuições da nossa arquitetura esta em prover proteção fim-
a-fim com reação rápida à falha sem a necessidade de troca de mensagens de controle no
núcleo da DCN. Portanto, na Seção 2.4 explicamos os ciclos de recuperação e reversão de
falha, além de descrever algumas das principais estratégias dos mecanismos de recuperação
disponíveis na literatura. Por último, na Seção 2.5, descrevemos de forma resumida uma
visão geral das Redes Definidas por Software e seus principais componentes.
Capítulo 3
RDNA: Arquitetura Definida por
Resíduos para Redes de Data Centers
Este capítulo apresenta os fundamentos da nova arquitetura, denominada RDNA: Ar-
quitetura Definida por Resíduos para Redes de Data Centers, projetada para atender as
demandas dos serviços de conectividade para Computação em Nuvem. A RDNA desfruta
de características habilitadoras rumo a Redes de Data Centers confiáveis, oferecendo um
mecanismo original de proteção completa da rota sem utilizar tabelas no núcleo da topo-
logia. A topologia é estruturada em dois níveis (2-tier), viabilizando a escalabilidade do
nosso modelo de encaminhamento baseado em resíduo.
3.1 Visão geral
Em nossa arquitetura a rota é definida a partir de um conjunto de resíduos, calculado
através de um sistema de congruência linear usando algoritmos tradicionais como: algo-
ritmo Euclidiano Estendido e o Teorema Chinês do Resto. Graças a essas propriedades
matemáticas, nosso modelo de encaminhamento unicast funciona baseado em uma sim-
ples operação de resto de divisão, entre os identificadores codificados dentro dos pacotes
e um único identificador armazenado no próprio switch de núcleo. Da mesma forma, o
encaminhamento multicast utiliza as mesmas operações, resultando em valores de coefici-
entes para uma função polinomial específica, que permite construir árvores multicast de
forma escalável, sem nenhuma tabela nos switches de núcleo e sem reescrita do cabeçalho
do pacote a cada salto.
A RDNA avança no estado da arte propondo um mecanismo de reação rápido à falha.
Este mecanismo permite encaminhar o pacote por uma rota disjunta específica, sem a
necessidade de aguardar mensagens de controle/sinalização, a exemplo do que acontece
com os protocolos habituais, como: STP, OSPF e MPLS Fast Reroute, eliminando as-
sim a latência de convergência na recuperação da rede. Isso só é possível em razão do
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nosso modelo de encaminhamento, projetado sobre dois identificadores de rota, codifica-
dos no pacote, portanto, cada switch é capaz de redirecionar o tráfego de forma proativa
e independente, sem incrementar a latência da comutação dentro do núcleo da topologia.
Uma entidade de gerenciamento (controlador de rede) é responsável por encontrar as
melhores rotas para comunicação unicast e multicast. Além disso, esta entidade tem a
capacidade de fornecer enorme flexibilidade na movimentação das máquinas virtuais e
containers que executam os serviços e as aplicações dos inquilinos. Este recurso, muito
desejado na orquestração em DCNs, é obtido em consequência da separação semântica
dos endereços de identificação e localização. Basicamente, em nossa arquitetura consi-
deramos separar o localizador do identificador de modo que seja transparente para as
VMs e compatível com o hardware existente. Nosso modelo de encaminhamento não usa
endereços IP para localizar as VMs dentro da Data Center. O endereço físico MAC e IP
representam a identificação da VM. Desta forma, ao contrário da atribuição hierárquica
tradicional de endereços IP, não há restrições sobre como os endereços serão alocados. Por
sua vez, o localizador da VM é representado pelo identificador de rota, que é calculado
























Figura 3.1: Projeto da arquitetura RDNA.
Um ponto chave em nossa arquitetura foi considerar o desacoplamento entre os swit-
ches de borda e núcleo, que foram posicionados em sintonia com a estrutura topológica
utilizada. Esta escolha permitiu definir um plano de dados composto por dois blocos
fundamentais autônomos, concretizando um padrão real de arquitetura SDN pragmática
apropriada para Redes de Data Centers. Os switches de borda armazenam os estados
e adicionam identificadores de rotas dentro dos pacotes, deixando os switches de núcleo
livres para comutar pacotes de maneira simples e eficaz.
A Figura 3.1 sumariza a arquitetura RDNA, ilustrando os elementos funcionais, sendo:
i) controlador logicamente centralizado, que define as políticas de rede; ii) switches de
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borda, que codificam as informações de rota dentro dos pacotes; e iii) switches de núcleo
sem tabela, que encaminham os pacotes baseados em operações matemáticas clássicas. A
seguir descrevemos resumidamente as principais atribuições dos elementos na arquitetura
RDNA.
• Controlador RDNA: é uma entidade central ciente da topologia completa da
rede, que é descoberta usando, por exemplo, um protocolo de descoberta de camada
de enlace (Link-Layer Discovery Protocol - LLDP). Este elemento atua soberano no
plano de controle e é responsável por: i) calcular e enviar um identificador único para
cada switch de núcleo que é utilizado em todo processo de encaminhamento unicast
e multicast; ii) calcular e enviar o grau da expressão polinomial conforme arranjo
topológico; iii) definir as funções e políticas de rede (por exemplo, proteção de
rota) para fluxos específicos; iv) definir as rotas de rede para comunicação unicast e
multicast utilizando algum algoritmo de roteamento que encontre o melhor caminho;
v) calcular o identificar de rota (𝑅𝑖) entre cada par de hosts (ou mesmo máquinas
virtuais e containers), além de calcular todas as árvores multicast (𝑋𝑖); vi) enviar
os 𝑅𝑖 e 𝑋𝑖 para os switches de borda com os estados de cada fluxo, de maneira que
possa representar um completo mapeamento para comunicação unicast e multicast,
respectivamente; e além disso, vii) deve fornecer uma interface de programação
(API) para suportar a comunicação com solicitações externas.
• Switch de núcleo: o propósito principal deste elemento é fornecer um comutador
eficiente de pacotes para comunicação unicast e multicast em uma Rede de Data
Center. Portanto, este elemento deve ser robusto, garantindo latência de encami-
nhamento determinística mesmo em momentos de instabilidade da rede, ademais,
deve operar de maneira simples, inteligente e sustentável. Para atender este propó-
sito, o primeiro passo é substituir as tradicionais operações de consulta baseada em
tabela (Camada 2 e 3), por um mecanismo de encaminhamento sem tabela. Esta
substituição elimina a necessidade de utilizar TCAM, que é um componente especi-
alizado de alto custo e alto consumo de energia elétrica. Isto posto, na comunicação
unicast nosso modelo de encaminhamento no switch de núcleo opera utilizando ape-
nas operações de resíduos, isto é, o resto da divisão, entre os identificadores de rota,
incorporadas dentro dos pacotes, denotado por (𝑅𝑖), e um identificador único per-
tencente ao switch, denotado por (𝑆𝑖). Esses identificadores de switch (𝑆𝑖), não são
números arbitrários. Eles precisam ser: i) coprimos entre si, ou seja, tais números
devem possuir como divisor comum apenas a unidade 1; e ii) ele deve ser maior que
a quantidade de interfaces físicas no respectivo switch. Para a comunicação multi-
cast o encaminhamento no switch de núcleo opera basicamente da mesma maneira,
a única diferença é que o resto da divisão entre os identificadores da árvore multi-
cast, denotado por (𝑋𝑖) e o 𝑆𝑖 indicam valores para os coeficiente de uma expressão
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polinomial específica, cujo o resultado representa um conjunto de portas de saída,
que receberão cópias do respectivo pacote a ser encaminhado.
• Switch de borda: é o elemento com o papel de armazenar estados de fluxo e
mapear os identificadores de rota 𝑅𝑖 e 𝑋𝑖 nos pacotes. Posicionados estrategica-
mente dentro do host físico, este elemento é facilmente suportado em software, não
existindo significativa restrição no tamanho e na quantidade de tabelas de fluxo.
Basicamente, o mapeamento significa que um determinado 𝑅𝑖 ou 𝑋𝑖 deve ser in-
corporado nos pacotes pelo elemento de borda. Atualmente encontramos diversos
switches em software ou vSwitches que fornecem este recurso, como por exemplo:
CPqD Softswitch13 [CPqD 2014], Click Modular Router [Kohler et al. 2000] e Open
vSwitch [Pfaff et al. 2015]. O vSwitch ocupa uma posição única privilégiada na pi-
lha de rede, pois pode facilmente modificar pacotes sem exigir alterações nas VMs
e containers dos inquilinos ou nas camadas de transporte. A funcionalidade in-
corporada no vSwitch pode ser informada dos recursos subjacentes do hardware
disponível, por exemplo, apresentados pela interface de rede (NIC) e pelo Sistema
Operacional do host. No switch de borda, esses estados podem ser configurados
para mapear os identificadores utilizando campos existentes do pacote (estados por
fluxo) sem gerar nenhuma sobrecarga significativa ou prejuízo com perda de espaço
útil de transferência dos dados pela rede. Uma abordagem reativa ou proativa pode
ser usada para armazenar os estados no switch de borda. No primeiro caso, as re-
gras são instaladas quando o switch de borda de ingresso encaminha o pacote para
o controlador RDNA via algum protocolo de comunicação e solicita o mapeamento
da rota para a comunicação unicast (𝑅𝑖) ou multicast (𝑋𝑖). No segundo caso, o con-
trolador RDNA pré-calcula a rota e entrega antecipadamente o estado de entrada
por fluxo, definindo as rotas entre as VMs e containers dentro do Data Center. Em
nossa arquitetura, também é função deste elemento conectar uma rede de domínio
RDNA com outro domínio não RDNA, ou seja, o switch de borda possui a funcio-
nalidade de um gateway de conexão com outros domínios de forma transparente e
flexível. Desta maneira, quando os pacotes contendo os dados dos dispositivos IoT
chegarem até o DC, por exemplo, cabe ao switch de borda inserir as rotas resilientes
para a comunicação unicast ou a rota codificada da árvore multicast. Esta ação
em conjunto com nosso mecanismo inovador de reação à falha, garantirá encami-
nhamento determinístico na comutação host a host, permitindo por exemplo, que
serviços de missão crítica sejam minimamente impactados em período temporário de
falha. Para a comunicação multicast a codificação da árvore beneficiará os serviços
de grupo, minimizando o uso dos enlaces de forma eficiente.
Nas próximas seções detalharemos o funcionamento do nosso sistema de roteamento,
além da codificação do identificador do switch de núcleo, de todos os identificadores de
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rota para comunicação unicast e multicast. Ademais, também explicaremos o funciona-
mento dos mecanismos de encaminhamento sem tabela capazes de suportar o roteamento
resiliente com latência de encaminhamento determinística para Redes de Data Center.
3.2 Sistema de Roteamento
Com o objetivo de simplificar o sistema de roteamento, e ao mesmo tempo garantir flexibi-
lidade nas políticas de rede do Data Center, na RDNA optou-se em utilizar o roteamento
na origem. Nossa estrutura permite que os switches de borda codifiquem identificadores
de rota diretamente no cabeçalho dos pacotes sem significativa sobrecarga. Os pacotes são
encaminhados salto a salto até o destino em uma rede de núcleo sem tabela. Além disso,
garantimos uma rota de proteção completa também na origem, o que garante resiliência
ao sistema de roteamento de maneira genuína e eficiente.
O modelo de encaminhamento baseado em resíduos fornece para nossa arquitetura a
agilidade desejada rumo a um plano de dados eficiente. Apoiada pelo roteamento na ori-
gem, podemos facilmente aplicar qualquer política ou algoritmo de roteamento desejado
nas Redes de Data Center, por exemplo, podemos escolher um algoritmo de roteamento
que considere como melhor rota a menor distância (menor número de saltos) ou a soma
mínima dos peso das arestas, para isso, basta utilizar algoritmos clássicos como: Dijks-
tra, Bellman-Ford [Bellman 1958] e Floyd-Warshall [Cormen et al. 1990] para definir o
caminho. Qualquer um destes algoritmos pode ser facilmente aplicado em nosso plano de
controle.
Nós formalmente definimos o domínio de uma rede RDNA consistindo no conjunto
𝑆 de 𝑛 switches em um caminho desejado, de modo que 𝑆 = 𝑆𝑖|𝑖 = 1, 2, 3, · · · , 𝑛. Seja
𝑝 um conjunto de portas de saída 𝑝 = {𝑝1, 𝑝2, · · · , 𝑝𝑘}, onde 𝑝𝑖 são inteiros arbitrários
representando o número da porta física (isto é, porta de saída para o pacote) no switch
de núcleo 𝑆𝑖.
Para tornar o sistema de congruência solucionável, 𝑛 inteiros 𝑆1, 𝑆2, 𝑆3, · · · , 𝑆𝑛 pre-
cisam ser coprimos. Portanto, existe um inteiro único 𝑅 tal que 0 ≤ 𝑅 < ∏︀𝑛𝑖=1 𝑆𝑖 que
resolve a seguinte congruência apresentada na Equação 3.1:
< 𝑅 >𝑆1 ≡ 𝑝1
< 𝑅 >𝑆2 ≡ 𝑝2
...
< 𝑅 >𝑆𝑛 ≡ 𝑝𝑘
(3.1)
Podemos reescrever a Equação 3.1 de forma simplificada para < 𝑎 >𝑏 , 𝑎 𝑚𝑜𝑑𝑢𝑙𝑜 𝑏.
Por exemplo, 𝑎 = 12, 𝑏 = 5, temos < 12 >5= 2, portanto, 2 é o restante da divisão entre
12 e 5.
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Assim, o sistema de roteamento deve descobrir um valor de 𝑅 (que explicite o identi-
ficador da rota), dado o conjunto de módulos 𝑆 (identificador do switch de núcleo), e sua
representação pelo RNS 𝑝 (número das portas de saída).
Como o Teorema Chinês do Resto [Ding et al. 1996] (TCR) afirma que é possível




𝑝𝑖 ·𝑀𝑖 · 𝐿𝑖 >𝑀 , (3.2)
onde:





𝐿𝑖 = < 𝑀
−1
𝑖 >𝑣𝑖 (3.5)
O número em 𝑝𝑖 na Equação 3.3 representa o valor da porta de saída do pacote no
switch 𝑆𝑖 na comunicação unicast. Melhor dizendo, o resto da divisão entre o identificador
de rota (𝑅) e (𝑆𝑖) deve indicar a porta de saída do pacote 𝑝𝑖. Na comunicação multicast
o valor de 𝑝𝑖 indica o valor de coeficiente da função polinomial, conforme detalharemos
na Seção 3.7.
Na Equação 3.4 𝑀𝑖 recebe a divisão entre 𝑀 , que é o produtório de todos os 𝑆𝑖 que





dividido pelo respectivo 𝑆𝑖. Finalmente, a Equação 3.5 significa que 𝐿𝑖 é o inverso
multiplicativo modular de 𝑀𝑖. Em outras palavras, 𝐿𝑖 é um número inteiro tal que:
< 𝐿𝑖 ·𝑀𝑖 >𝑆𝑖= 1 (3.7)
Os conceitos aqui apresentados formam a base do nosso sistema de roteamento, nas
próximas seções explicaremos o funcionamento do mecanismo de encaminhamento e como
o controlador RDNA calcula os identificadores utilizados nos switches de núcleo, assim
como os identificadores de rota para comunicação unicast e multicast.
3.3 Cálculo do Identificador do Switch de Núcleo
O conjunto 𝑆𝑖, dado 𝑛, pode ser definido utilizando a função Totiente de Euler, descrita
em [Abramowitz 1974]. Este conjunto é composto por números inteiros positivos que em
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nossa arquitetura representam os identificadores únicos utilizados nos switches de núcleo.
Conforme apresentado na Equação 3.8, onde 𝜑(𝑛) é um conjunto de inteiros positivos
que não excedem 𝑛 e que não têm divisores comuns com 𝑛 (diferente do divisor comum
1). Em outras palavras, 𝜑(𝑛) é um número inteiro coprimo com 𝑛, onde o produto está
sobre os números primos distintos dividindo 𝑛, tal que 1 ≤ 𝑛 ≤ 𝑛.
𝜑(𝑛) = 𝑛
∏︁






O cálculo dos identificadores para os switches de núcleo é realizado no controlador
RDNA, que têm conhecimento de toda a topologia de rede. Além da Equação 3.8 o
controlador também considera a restrição da quantidade de interfaces físicas em cada
switch, ou seja, o identificador a ser atribuído ao respectivo switch deve ser maior ou igual
ao número de portas existentes. Isso se faz necessário para garantir que o resto da divisão
entre o identificador da rota (𝑅𝑖) e o identificador do switch (𝑆𝑖) resulte em um número
que possa representar diretamente o número da porta (𝑝𝑖) de saída do pacote, conforme
apresentaremos a seguir em nosso sistema de roteamento.
3.4 Codificação do Identificador de Rota para Comuni-
cação Unicast
Para ilustrar o conceito de comunicação unicast, considere o cenário mostrado na Fi-
gura 3.2, em que uma VM “verde”, localizada no ℎ𝑜𝑠𝑡1 deseja se comunicar com outra
VM “verde”, localizada no ℎ𝑜𝑠𝑡56. Vamos utilizar em todos os exemplos deste capítulo
a comunicação entre duas VMs dentro do próprio DC apenas para facilitar o entendi-
mento da arquitetura. Usando um algoritmo de roteamento, o controlador RDNA (não
conectado aos switches por questão de clareza) seleciona um caminho de ponta a ponta
na rede de acordo com as políticas de rede do DC, conforme apresentado na Figura 3.2
(Passo I). Por exemplo, ele seleciona a rota definida através dos switches 𝑆 = {37, 53, 47}
compondo o que chamamos de rota principal. Nesse caso, as portas de saída dos switches
são 𝑝 = {14, 3, 13}. Em seguida, calcula uma identificação de rota principal (IRP), logo,
𝐼𝑅𝑃 = 86446. O controlador RDNA então, utilizando algum protocolo que habilita a
comunicação entre o plano de controle e o plano de dados, envia a identificação de rota
para os switches de borda que, em seguida, instalam as respectivas regras em sua tabela
de fluxo. Posteriormente, o switch de borda de ingresso é responsável pela incorporação
do Identificador de Rota Principal (IRP) em cada pacote (por exemplo, em um de seus



























86446 modulo 37 = 14
86446 modulo 53 = 3
86446 modulo 47 = 13
algoritmo de roteamento
IDs dos switches  = (S1,S2,S3) = (37, 53, 47)
portas = (p1,p2,p3) = (14, 3, 13)
Cálculo Id da rota principal (IRP) 
M = (37  53  47) = 92167
M1 = 2491 M2 = 1739 M3 = 1961
L1 = < M1 >S1 = <2491 >37 = 34 
1 1
L2 = < M2>S2= <1739 >53 = 37 
1 1
L3 = < M3>S3= <1961 >47 = 18 
1 1
R = <M1.L1.p1 + M2.L2.p2 + M3.L3.p3 >M












. . . . . .
Controlador RDNA:
Figura 3.2: Sistema de roteamento RDNA para comunicação unicast.
Uma vez que o pacote tenha entrado no núcleo, a cada switch que o pacote chega, o
resto da divisão entre 𝑎 e 𝑏, denotada como < 𝑎 >𝑏, entre o IRP codificado no pacote (𝑅 =
86446) e o respectivo ID do switch, é calculado para definir a porta de saída apropriada
para encaminhá-lo. Assim, como ilustrado na Figura 3.2, quando 𝑆37 recebe um pacote
com ID de rota (𝑅 = 86446), ele encaminha o pacote para a porta < 86446 >37= 14
(Passo III); então, 𝑆53 encaminha para a porta < 86446 >53= 3 (Passo IV); depois,
𝑆47 encaminha o pacote para a porta < 86446 >47= 13 (Passo V), atingindo o switch de
borda de egresso que remove o ID da rota do pacote (Passo VI) entregando em seguida
para a VM “verde”, localizada no ℎ𝑜𝑠𝑡56 𝑑𝑠𝑡 (como pode ser visto na Figura 3.2).
Note que nenhuma da VMs envolvidas na comunicação precisou ser modificada ou
mesmo ser notificada da alteração ocorrida dentro do cabeçalho do pacote. Cabe ao
switch de borda deixar transparente qualquer modificação no pacote, sem prejudicar sig-
nificativamente a transferência de dados entre as VMs. Do mesmo modo nenhum estado
ou protocolo de convergência é requerido pelos switches de núcleo para realizar o enca-
minhamento dos pacotes, graças ao modelo de encaminhamento utilizado na arquitetura
RDNA. Todavia, eventuais falhas temporárias podem ocorrer e os pacotes não possuem
nenhuma informação que permita contornar esta falha. Por isso, na próxima seção, apre-
sentaremos nossa abordagem que permite a rápida reação a falha em redes sem estado.
3.5 Codificação do Identificador de Rota para Comuni-
cação Unicast Resiliente
Redes de Data Center também estão sujeitas à falhas, por isso, projetamos nossa ar-
quitetura de forma a oferecer resiliência na comutação dos pacotes nos switches de nú-
cleo. Mesmo sem manter nenhuma informação de estado em tabela, graças à inovadora
abordagem utilizada em nossa arquitetura, cada pacote leva um Identificador de Rota
Emergencial (IRE). Este identificador permite a rápida reação à falha sem trocas de men-
sagens ou protocolos de sinalizações, eliminando a sobrecarga tradicional dos mecanismos
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de controle.
A RDNA amplia o roteamento na origem para suportar uma abordagem resiliente de-
terminística baseado em um mecanismo de proteção de rede ao longo de todo o percurso.
O IRE é calculado de forma a representar um conjunto de switches e suas respectivas
portas de saída, necessárias para contornar uma falha na rota principal, assim, indepen-
dentemente da posição da falha, conseguimos garantir a rápida reação à falha através de
um caminho alternativo disjunto dentro da topologia de rede no Data Center.
Para ilustrar esse conceito, considere o cenário apresentado na Figura 3.3. Como no
cenário anterior, uma VM “verde” localizada no ℎ𝑜𝑠𝑡1 deseja se comunicar com outra VM
“verde” localizada no ℎ𝑜𝑠𝑡56. Então, os passos I, II e III são repetidos, mas é importante
notar que, como parte do Passo I, o controlador RDNA também calculou o IRE como um
valor único que compõe uma rota de proteção para toda a rota principal. Neste exemplo,
temos 𝐼𝑅𝐸 = 117555379, que define os switches 𝑆 = {37,53,47,41,59} (com suas portas
de saída 𝑝 = {15,1,13,15,3}) como a rota de proteção. Assim, tanto o IRP quanto o IRE




















86446 modulo 37 = 14
117555379 modulo 37 = 15
117555379 modulo 47 = 13
Controlador RDNA: algoritmo roteamento
IDs switches = (S1,S2,S3,S4,S5) = (37, 53, 47, 41, 59)
portas = (p1,p2,p3,p4,p5) = (15, 1, 13, 15, 3)
Cálculo Id rota emergencial (ERI)
M = (37 . 53 . 47 . 41 . 59) = 222951973
M1 = 6025729            M5 = 3778847
L1 = < M1 >S1 = <6025729 >37 = 13 
1 1
L5 = < M5>S5= <3778847 >59 = 4 
1 1
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IRP IRE
Figura 3.3: Roteamento RDNA unicast: rápida reação a falha.
Agora, nesse cenário, há um enlace em falha entre 𝑆37 e 𝑆53. Antes do encaminhamento
de pacotes, o switch 𝑆37 verifica o enlace de conexão. Como não está disponível, ele deve
operar a partir do IRE e não mais pelo IRP. Uma opção é sobrescrever o IRP atual
com o IRE. Então, usando o IRE, 𝑆37 calcula novamente o resto da divisão para poder
encaminhar o pacote corretamente. Neste exemplo, usando o ID da rota (𝑅 = 117555379),
𝑆37 encaminha o pacote para a porta < 117555379 >37= 15 (Passo IV). Quando 𝑆59
recebe um pacote com ID de rota (𝑅 = 117555379), ele encaminha o pacote para a porta
< 117555379 >59= 3 (Passo V). Então, quando 𝑆47 recebe um pacote com ID de rota
(𝑅 = 117555379), ele encaminha o pacote para a porta < 117555379 >47= 13 (Passo VI).
Observe que substituindo o IRP pelo IRE os switches de núcleo 𝑆59 e 𝑆47 não precisam
ser notificados da falha, nem estarem cientes que o pacote vem de um redirecionamento,
portanto, para esses switches o pacote será encaminhado usando o identificador de rota
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principal, ou seja, utilizando o IRP que foi substituído anteriormente pelo switch de
núcleo que detectou a falha. Finalmente, o pacote atinge o switch de borda de egresso,
que remove os IDs de rotas do pacote (Passo VII) e os entrega para a VM “verde” no
ℎ𝑜𝑠𝑡56, que é o destinatário 𝑑𝑠𝑡.
Como mencionado anteriormente, essa abordagem permite recuperação rápida para
toda a rota principal. Por exemplo, se ocorrer uma falha no enlace entre 𝑆53 e 𝑆47, 𝑆53
executará o Passo IV, sobrescrevendo o IRP e encaminhando o pacote para a porta
< 117555379 >53= 1. Quando 𝑆41 recebe um pacote com ID de rota (𝑅 = 117555379),
ele encaminha o pacote para a porta < 117555379 >41= 15. Então, quando 𝑆59 recebe
um pacote com ID de rota (𝑅 = 117555379), ele encaminha o pacote para a porta <
117555379 >59= 3 (Passo V). Finalmente, quando 𝑆47 recebe um pacote com ID de rota
(𝑅 = 117555379), ele encaminha o pacote para a porta < 117555379 >47= 13 (Passo
VII), permitindo que o pacote alcance o switch de borda no ℎ𝑜𝑠𝑡56, que remove o ID da
rota do pacote (Passo VII) e o entrega para a VM “verde” 𝑑𝑠𝑡 de forma transparente.
Uma outra forma de realizar a reação rápida é considerar no pacote um campo que
indique ao switch de núcleo o modo de operação do encaminhamento, ou seja, antes de
efetuar o encaminhamento, cada switch lê no cabeçalho do pacote a indicação de qual
identificador de rota ele deve utilizar. Vamos considerar um campo no cabeçalho com
valor 0, esta informação indica que o switch deve utilizar o IRP, o mesmo campo no
cabeçalho com o valor 1 significa que o switch deve utilizar o IRE, com o valor 2 indica
que é um pacote multicast e deve utilizar além dos resíduos uma expressão polinomial
específica. Assim, se um switch for notificado sobre uma falha em uma porta na qual
deveria encaminhar o pacote, ele poderia modificar o valor deste campo no cabeçalho do
pacote, do valor 0 para o valor 1 e operar a partir desta nova informação. Em seguida,
o switch do próximo salto saberá que deve utilizar o IRE e não o IRP. Este recurso é
interessante, principalmente para implementações em hardware do tipo cut-through, pois
se o resíduo apontar para uma porta não disponível o switch pode modificar o valor do
campo no cabeçalho e já posicionar o pacote na rota emergencial. Esta ação permite
reduzir a latência na comutação dos pacotes mesmo em períodos transitórios de falha,
permitindo que o switch execute o encaminhamento de forma independente, mantendo a
rede operante com eficiência.
Outro ponto importante que vale ressaltar é que, a arquitetura RDNA realmente
não requer que os switches de núcleo sejam habilitados com SDN tradicional através
do protocolo OpenFlow. A operação do módulo, o cálculo da expressão polinomial, a
substituição do IRP pelo IRE ou a leitura do campo que indique o identificador de rota que
o switch deve operar são, de fato, as principais funções a serem suportadas. No entanto,
a SDN canônica permitiria que os switches de núcleo notificassem os controladores sobre
falhas adicionais, por exemplo, falhas na rota emergencial. A SDN também forneceria
suporte ao registro e a reconfiguração dinâmica dos IDs dos switches.
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3.6 Formulação de Proteção Completa
Para proteção completa do fluxo ao longo de toda rota principal, o Controlador RDNA
deve considerar rotas alternativas para cada possível falha de enlace ou switch da rota
principal. Em uma arquitetura Clos de duas camadas (Spine & Leaf ), o número de uplinks
dos switches Leaf, 𝑙 é igual ao número de switches Spine, 𝑣. Assim, o número total de
conexões físicas é o número de switches Leaf, 𝑙 multiplicado pelo número de switches
spine. Portanto, cada switch de camada inferior é conectado a cada switch de camada
superior formando uma topologia de malha completa (full mesh) [He et al. 2015]. Esta
característica permite ao controlador RDNA explorar rotas emergenciais disjuntas em 𝑣
de forma a proteger todo caminho principal.
De volta à Figura 3.3, onde a rota principal é 𝑆 = {37,53,47}, as rotas alternativas
são 𝑆 = {37,59,47} e 𝑆 = {53,41,59,47}, para as falhas nos enlaces 𝑆37→𝑆53 e 𝑆53→𝑆47,
respectivamente. Portanto, o Controlador RDNA deve realizar a união (∪) dos identifica-
dores dos switches que compõem essas rotas, resultando em 𝑆 = {37,41,47,53,59}. Assim,
o IRE é calculado simplesmente considerando os switches da rota principal e os switches
adicionais que compõem as rotas emergenciais (alternativas), mas usando diferentes por-
tas para cada switch de núcleo (𝑆𝑖). Devido a união dos identificadores de 𝑆, podemos
afirmar que o tamanho de 𝑆 é delimitado pelo número de switches (𝑆𝑖), e não pelo número
de rotas alternativas que são inseridas.
O uso de um único identificador de rota emergencial fornece como vantagem um me-
canismo simplificado de proteção. Este mecanismo permite ao switch de núcleo a rápida
recuperação ao longo de toda a rota principal. A geração do IRE é baseada na rota prin-
cipal que se deseja proteger. Inspirado no algoritmo de Suurballe [Abramowitz 1974], nos
consideramos os seguintes procedimentos para geração do identificador da rota emergen-
cial.
1. Eliminar as arestas 𝑆37 → 𝑆53 e entre 𝑆53 → 𝑆47 no grafo 𝐺, utilizadas na rota
principal (IRP), isso vai gerar um grafo 𝐺′ modificado;
2. Atualizar o custo das arestas de 𝐺′ de acordo com:
Os pesos em 𝑤 considerando a soma dos identificadores entre os pares de 𝑆𝑖 direta-
mente conectados.
3. Obter um novo caminho mínimo (𝑠𝑟𝑐, 𝑑𝑠𝑡) no grafo modificado;
4. Gerar um subgrafo unindo os 2 caminhos mínimos no grafo modificado.
Desse modo, o subgrafo resultante é composto de um caminho arco-disjunto entre
(𝑠𝑟𝑐, 𝑑𝑠𝑡) em 𝐺. Em [Suurballe and Tarjan 1984] prova-se também que esse par tem
soma mínima. A Figura 3.4 ilustra um exemplo de execução do nosso algoritmo adaptado,
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usado para obter um caminho arco-disjunto de uma VM localizada no ℎ𝑜𝑠𝑡1 para outra







































































































Figura 3.4: Exemplo do funcionamento do algoritmo para geração do IRE com proteção
completa da rota principal. Em (a) remove-se as arestas do caminho principal gerando
um grafo 𝐺′. Em (b) ilustra-se os pesos dos enlaces entre os switches do núcleo. Em (c)
o menor caminho é encontrado. Em (d) o menor caminho entre (𝑆2,𝑑𝑠𝑡), cuja união (∪)
resulta no Identificador de Rota Emergencial (IRE).
Observe que na Figura 3.4 ao remover a aresta entre 𝑆37 → 𝑆53 e 𝑆53 → 𝑆47 o algoritmo
garante que a rota emergencial não irá compartilhar nenhum enlace com a rota principal
(Etapa 1). Se for aplicado um algoritmo qualquer de menor caminho como Dijkstra ou
Bellman-ford [Bellman 1958], já seria possível determinar um caminho mínimo disjunto
entre 𝑠𝑟𝑐 e 𝑑𝑠𝑡. Entretanto, a otimalidade só é garantida se utilizada também a atualização
dos pesos das arestas, feita na Etapa 2.
O próximo passo é encontrar o caminho mínimo entre 𝑠𝑟𝑐 e 𝑑𝑠𝑡. Neste exemplo,
ilustrado na Figura 3.4 é 𝑆37 → 𝑆59 e 𝑆59 → 𝑆47 compõe a rota emergencial. Observe
que apesar de existir um único enlace possível os pesos adicionados na etapa anterior vão
garantir a condição de otimalidade para topologias maiores (Etapa 3).
De posse de uma rota disjunta a partir de 𝑠𝑟𝑐, o algoritmo precisa encontrar um
caminho cuja soma das arestas seja mínima entre 𝑆2 até 𝑑𝑠𝑡. Então, retornando a Etapa 3,
o algoritmo encontrará um caminho mínimo (𝑆2, 𝑑𝑠𝑡), que não será disjunto em relação a
rota emergencial. Esta situação é desejada, tendo em vista que a condição de otimalidade
irá garantir o reuso do mesmo identificador de switch de núcleo (𝑆59), que já faz parte
da rota disjunta definida anteriormente. A Etapa 4 consiste em gerar um subgrafo com a
união das rotas emergenciais 𝑠𝑟𝑐→ 𝑑𝑠𝑡 e 𝑆2 → 𝑑𝑠𝑡. Por fim, cabe ao Controlador RDNA
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calcular o IRE considerando os switches do subgrafo com suas respectivas portas de saída.
O custo do nosso algoritmo adaptado é o de se encontrar a árvore mínima enraizada em
𝑠𝑟𝑐, mais duas execuções adicionais do algoritmo de Dijkstra para cada rota de proteção
completa desejada. Isso ignorando os custos envolvidos nas Etapas 1 e 2, que podem ser
reduzidos significativamente com implementações eficientes. Dada nossa estrutura topo-
lógica podemos afirmar que o custo computacional permanece inalterado para encontrar
rotas emergenciais para qualquer instância de VM ou container em execução no DC.
3.7 Codificação RDNA para Comunicação Multicast
A abordagem da RDNA para comunicação multicast constrói a árvore multicast com base
na codificação do bitmap que representa o conjunto de portas para o qual os pacotes devem
ser encaminhados (em cada switch de núcleo). No entanto, o problema fundamental neste
caso é como selecionar os pares de números primos para 𝑆𝑖, de modo que cada 𝑆𝑖 deve ser
maior que o número de combinações possíveis de portas de saída para construir a árvore
multicast desejada. Por exemplo, considere uma topologia de rede de 2 camadas no DC,
onde 𝑆𝑝𝑖𝑛𝑒 = 2 e 𝐿𝑒𝑎𝑓 = 4, com 16 portas por switch. Nesse caso, devemos encontrar 6
números primos maiores que 215 (a porta de entrada não precisa ser incluída).
Em vez de usar a operação de módulo para calcular diretamente o bitmap que indica
as portas de saída para os pacotes, conforme utilizado em [Jia 2014], nossa arquitetura
inova ao utilizar a operação de módulo para obter os valores de coeficiente para uma
função polinomial específica. Uma abordagem autêntica que reduz consideravelmente
a sobrecarga no cabeçalho, comparada com COXcast [Jia 2014], além de manter toda
compatibilidade com nosso mecanismo de encaminhamento unicast.
Para explicar como nossa abordagem multicast funciona, considere a Figura 3.5. Ima-
gine que exista uma máquina virtual “verde” (VM) instanciada em cada um dos 56 (cin-
quenta e seis) hosts físicos (não incluídos na figura por questões de clareza). Neste exem-
plo, a VM “verde”, localizada no ℎ𝑜𝑠𝑡1 deseja efetuar uma transmissão multicast apenas
para o grupo pertencente a um inquilino específico. Vamos considerar que este grupo
multicast é formado por todas as VMs da mesma cor. A VM localizada no ℎ𝑜𝑠𝑡1 gerou
um pacote e deseja transmitir cópias deste pacote para todos os membros de seu grupo em
uma rede de núcleo sem estado. Do mesmo modo descrito anteriormente, o controlador
RDNA calcula os identificadores, que em seguida são enviados para os switches de borda




















Controlador RDNA: algoritmo de roteamento
IDs switches = (S1,S2,S3,S4,S5) = (37, 41, 43, 47, 53)
Cálculo Id para pacotes multicast
M = (37  41  43  47  53) = 162490421
M1= 4391633            M5 = 3065857
L1 = < M1 >S1 = <4391633 >37 = 23 1
L5 = < M5>S5= <3065857 >59 = 36 1 1
X1 = <M1  L1  a11 +           + M5  L5  a15 >M







Passo V Passo VI
Porta VII
X2 = <M1  L1  a21 +           + M5  L5  a25 >M
X2 = <13350161361>162490421 = 25946839 
......
X3 = <M1  L1  a31 +           + M5  L5  a35 >M
X3 = <7984833787>162490421 = 22803158 
......
Coeﬁcientes dos polinômios
23     9     8     7     0
34   30   37   19     0
21   24     0   27   14
ji = 
...









f(53)=(0 532)+(0 53) + 14
f(53)=14d
x































Figura 3.5: RDNA multicast com roteamento na origem utilizando resíduos e uma ex-
pressão polinomial algébrica específica sobre uma topologia 2-tier Clos Network.
Para a configuração topológica ilustrada na Figura 3.5, considere que três identifica-
dores multicast, denotados por 𝑋1 = 151597755, 𝑋2 = 25946839 e 𝑋3 = 22803158, foram
calculados como parte do Passo I. No Passo II, estes identificadores são codificados no
pacote, que é então encaminhado do switch de borda (ℎ𝑜𝑠𝑡1) para o primeiro switch de
núcleo 𝑆37. Como parte do Passo III, o switch executa a operação de módulo entre
𝑋𝑖 e 𝑆37, obtendo < 151597755 >37= 23, < 25946839 >37= 34 e < 22803158 >37= 21.
Em seguida, calcula a função polinomial 𝑓(37) = (23 × 372) + (34 × 37) + 21 = 32766,
que corresponde ao bitmap (0111111111111110𝑏), especificando as portas de saída para
encaminhar o pacote.
Ainda na Figura 3.5 observe que todos os hosts conectados a 𝑆37 (portas 1 até 13),
receberão uma cópia do pacote, exceto a porta 0 que é a porta de origem. A porta 14
também receberá uma cópia do pacote. Para simplificar a explicação mantivemos o bit
“1” na cor verde indicando que a respectiva porta de saída receberá uma cópia do pacote.
Quando o pacote chega em 𝑆53 (Figura 3.5), o switch de núcleo lê o cabeçalho e
calcula o módulo com o mesmo 𝑋1, 𝑋2, 𝑋3 para descobrir os valores dos coeficientes,
obtendo < 151597755 >53= 0, < 25946839 >53= 0 e < 22803158 >53= 14 (Passo
IV). Calculando a expressão polinomial, o switch de núcleo 𝑆53 obtém o valor decimal
𝑓(53) = (0× 532) + (0× 53) + 14 = 14, que resulta no bitmap (1110𝑏).
Quando o pacote multicast chega em 𝑆41, 𝑆43 e 𝑆47 (Figura 3.5), o mesmo processo
acontece, mas o bitmap deve ser (0011111111111111𝑏) para formar a árvore multicast
desejada. Então, eles calculam o módulo com o mesmo 𝑋1, 𝑋2, 𝑋3 obtendo seus pró-
prios valores de coeficientes que são para 𝑆41 < 151597755 >41= 9 , < 25946839 >41=
30, < 22803158 >41= 24, por 𝑆43 são < 151597755 >43= 8, < 25946839 >43= 37,
< 22803158 >43= 0 e para 𝑆47 são < 151597755 >47= 7, < 25946839 >47= 19, <
22803158 >47= 27 (Passos V, VI e VII).
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Observe que em nenhummomento os identificadores de rota multicast (𝑋1 = 151597755,
𝑋2 = 25946839 e 𝑋3 = 22803158) foram alterados no cabeçalho. Da mesma forma que
nenhum estado é requerido no núcleo da rede, cabe ao switch apenas realizar a operação
de módulo e calcular a expressão polinomial, cujo resultado indicará um bitmap com a
representação das portas de saída dos pacotes.
3.7.1 Calculando o grau da função polinomial
O primeiro passo para calcular a codificação multicast na arquitetura RDNA é determinar
o grau do polinômio, que deve ser configurado e entregue na fase de inicialização, assim
como o identificador 𝑆𝑖 para cada switch de núcleo.
O Pseudocódigo 1 apresenta um algoritmo simples para obter o grau polinomial 𝑑.
Esse algoritmo pesquisa o valor mínimo de 𝑑 (a partir de 1) para que o resultado do
polinômio seja suficiente para reproduzir toda a representação em bits (bitmap) válido
para todos os switches do núcleo. Então, para cada switch, dado seu ID 𝑆𝑖 e seu número
de portas físicas 𝑝, calculamos o grau 𝑑 usando como coeficientes o valor máximo possível
do módulo para 𝑆𝑖, ou seja, 𝑆𝑖−1) 1 (Linha 2). Por exemplo, no caso do switch de núcleo
𝑆37, que tem 16 portas, o grau 2 satisfaz esta condição (𝑓(37) = (36×372)+(36×37)+36
> 215) (Linha 9).
Algorithm 1 Calculando o grau do polinômio algébrico.
1: function Degree(𝑆𝑖,𝑝)
2: 𝑓𝑐𝑜𝑒𝑓 ← 𝑆𝑖 − 1;
3: 𝑑𝑒𝑐𝑖𝑚𝑎𝑙← 0;
4: 𝑑← 1 ◁ Grau do polinômio
5: 𝑚𝑎𝑥𝑖𝑚𝑢𝑚← 2𝑝−1
6: 𝑆𝑒𝑒𝑘 ← 𝐹𝑎𝑙𝑠𝑒
7: while 𝑆𝑒𝑒𝑘 = 𝐹𝑎𝑙𝑠𝑒 do
8: 𝑑𝑒𝑐𝑖𝑚𝑎𝑙← 𝑑𝑒𝑐𝑖𝑚𝑎𝑙 + (𝑓𝑐𝑜𝑒𝑓 + (𝑓𝑐𝑜𝑒𝑓.(𝑆𝑑𝑖 )))
9: if 𝑑𝑒𝑐𝑖𝑚𝑎𝑙 ≥ 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 then
10: 𝑆𝑒𝑒𝑘 ← 𝑇𝑟𝑢𝑒
11: else
12: 𝑑← 𝑑 + 1
13: return 𝑑 ◁ Grau do polinômio encontrado
Depois de obter o grau polinomial 𝑑, o controlador RDNA também precisa calcular
os coeficientes polinomiais para cada árvore multicast a ser configurada na topologia. No
caso do DC ilustrado na Figura 3.5, esses coeficientes são (𝑎3, 𝑎2, 𝑎1) de 𝑓(𝑖) = 𝑎3 ×
𝑖2 + 𝑎2 × 𝑖 + 𝑎1. Eles serão usados por todos os switches para calcular o bitmap com a
representação das portas de saída que receberão uma cópia do respectivo pacote.
1O teorema da divisão euclidiana declara que um resto 𝑟 de uma computação de divisão é um inteiro
tal que 0 ≤ 𝑟 < 𝑏, onde 𝑏 é o divisor [Gomes et al. 2016].
59
3.7.2 Calculando os coeficientes da expressão polinomial
O Pseudocódigo 2 mostra nosso algoritmo para descobrir os coeficientes para cada 𝑆𝑖. Na
(Linha 16), o controlador RDNA tem como entrada o ID do switch de núcleo 𝑆𝑖, o grau do
polinômio (𝑑𝑒𝑔𝑟𝑒𝑒) e o bitmap requerido. Por exemplo, o algoritmo recebe como entrada
37, 2 e 0111111111111110𝑏. Então, a partir do termo de maior grau (𝑖2) o algoritmo
pesquisa o valor máximo de 𝑎3, de forma que (𝑎3 × 372) ≤ 32766𝑑=0111111111111110𝑏.
Nesse caso, o valor 23× 372 = 31487 é menor que 32766, logo, 23 é adicionado na lista de
coeficientes 𝑐𝑜𝑒𝑓𝑣𝑎𝑙𝑢𝑒𝑠.
Algorithm 2 Calculando os coeficientes da expressão polinomial.
1: 𝑐𝑜𝑒𝑓𝑣𝑎𝑙𝑢𝑒𝑠 = Null; ◁ Lista com os valores dos coeficientes in 𝑆𝑖
2: function Coef(𝑆𝑖,𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡,𝑑𝑒𝑐𝑖𝑚𝑎𝑙)
3: 𝑡𝑚𝑝𝑣𝑎𝑙𝑢𝑒← 0;
4: 𝑙𝑖𝑚𝑖𝑡← (𝑆𝑖 − 1); ◁ Limite para o coeficiente
5: for 𝑐 ∈ 𝑟𝑎𝑛𝑔𝑒(limit,-1, -1) do
6: 𝑡𝑚𝑝← 𝑐 · (𝑆𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖 );
7: if 𝑑𝑒𝑐𝑖𝑚𝑎𝑙 ≥ 𝑡𝑚𝑝 then
8: 𝑡𝑚𝑝𝑣𝑎𝑙𝑢𝑒← (𝑑𝑒𝑐𝑖𝑚𝑎𝑙 − 𝑡𝑚𝑝);
9: Break;





15: function Get Coef(𝑆𝑖, 𝑑𝑒𝑔𝑟𝑒𝑒, 𝑏𝑖𝑡𝑚𝑎𝑝)
16: 𝑑𝑒𝑐𝑖𝑚𝑎𝑙← 𝑖𝑛𝑡(𝑏𝑖𝑡𝑚𝑎𝑝, 2) ◁ Converte o valor decimal para binário
17: for 𝑒𝑥𝑝 ∈ 𝑟𝑎𝑛𝑔𝑒(degree,-1, -1) do
18: if (𝑑𝑒𝑐𝑖𝑚𝑎𝑙 < 𝑆𝑖) then







26: if 𝑡𝑒𝑚𝑝𝑤𝑖𝑠ℎ ≥ 0 then
27: 𝑑𝑒𝑐𝑖𝑚𝑎𝑙← 𝑡𝑒𝑚𝑝𝑤𝑖𝑠ℎ
28: return 𝑐𝑜𝑒𝑓𝑣𝑎𝑙𝑢𝑒𝑠 ◁ Retorna lista com os coeficientes
Para o próximo termo (𝑖1), seguimos a mesma lógica, mas usando 1279 (32766−31487)
como limite. O algoritmo procura o valor máximo de 𝑎2, de forma que (𝑎2×) ≤ 1279.
Nesse caso, o valor 34, (34 × 37 = 1258), portanto, é adicionado à lista de coeficientes
𝑐𝑜𝑒𝑓𝑣𝑎𝑙𝑢𝑒𝑠, e o restante 21 (1279− 1258) é usado diretamente como o último coeficiente
(𝑖0), terminando o algoritmo para os coeficientes em 𝑆37.
O mesmo processo ocorre para 𝑆41, 𝑆43, 𝑆47 e 𝑆53, e a matriz resultante é Π𝑗𝑖, mos-
trada na Figura 3.5 (Passo I). As colunas representam as listas de coeficientes para o
conjunto de switches de núcleo que compõem a árvore multicast: 𝑆37, 𝑆41, 𝑆43, 𝑆47 e 𝑆53,
respectivamente.
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O último passo é calcular 𝑋𝑖, baseado no Teorema Chinês do Resto [Ding et al. 1996]
(TCR) como descrito anteriormente. No entanto, para a comunicação multicast na arqui-
tetura RDNA, as portas de saída denotadas por 𝑝𝑖 agora são substituídas pelos coeficientes
do polinômio Π𝑗𝑖 que reproduz o bitmap necessário para 𝑆𝑖. Note que 𝑋𝑖 representa o re-
síduo e 𝐿𝑖 é o inverso multiplicativo modular de 𝑀𝑖. Esta ação termina com a codificação
da RDNA no Passo I apresentada na Figura 3.5 como segue:
𝑀 = 37 · 41 · 43 · 47 · 53 = 162490421
𝑀1 = 4391633,𝑀2 = 3963181,𝑀3 = 3778847,
𝑀4 = 3457243,𝑀5 = 3065857
𝐿1 =< 4391633
−1 >37= 23, 𝐿2 =< 3963181−1 >41= 20
𝐿3 =< 3778847
−1 >43= 37, 𝐿4 =< 3457243−1 >47= 36
𝐿5 =< 3065857
−1 >53= 14
𝑋1 =< 𝐿1 ·𝑀1 · Π11 + 𝐿2 ·𝑀2 · Π12 + 𝐿3 ·𝑀3 · Π13+
𝐿4 ·𝑀4 · Π14 >𝑀 +𝐿5 ·𝑀5 · Π15 >𝑀
𝑋1 =< 4391633 · 23 · 23 + 3963181 · 20 · 9+
3778847 · 37 · 8 + 3457243 · 36 · 7+
3065857 · 14 · 0 >𝑀
𝑋1 =< 2323173857 + 713372580 + 1118538712+
871225236 + 0 >162490421= 151597755
3.8 Considerações Finais
O objetivo deste capítulo foi expor a visão conceitual da RDNA. Nossa arquitetura é ide-
alizada a partir da distinção clara dos blocos funcionais (borda, núcleo e gerenciamento).
Portanto, na Seção 3.1 descrevemos a concepção e as atribuições de cada bloco funcio-
nal. Em seguida, na Seção 3.2 explicamos o funcionamento do sistema de roteamento,
incluindo o formalismo para geração das rotas utilizado Teorema Chinês do Resto.
Na Seção 3.3 descrevemos o método para geração do identificador único utilizado nos
switches de núcleo. Em seguida, na Seção 3.4 explicamos a codificação e o funcionamento
do modelo de encaminhamento dos pacotes baseado em resíduo para comunicação uni-
cast. Como as redes de Data Center estão sujeitas a falhas, na Seção 3.5 descrevemos
a codificação e o funcionamento do nosso robusto mecanismo de reação rápida à falha.
Este mecanismo original foi projetado de tal forma que viabiliza a proteção de toda rota
principal utilizando apenas um único identificador emergencial. Logo depois, na Seção 3.6
formalizamos um procedimento para codificar o identificador de rota emergencial, através
de um algoritmo adaptado que garante o menor caminho na rota de recuperação, além
de reduzir a sobrecarga (comprimento dos bits) no cabeçalho.
Finalmente na Seção 3.7, dissertamos sobre nosso inovador sistema de roteamento e
encaminhamento multicast. Para este tipo de comunicação, a arquitetura RDNA utiliza
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como base o Teorema Chinês do Resto em conjunto com uma expressão polinomial al-
gébrica específica. A operação de resíduo determina o valor para cada coeficiente que
é multiplicado pelo identificador do switch de núcleo (𝑆𝑖). O somatório dos monômios
do polinômio é convertido para um número binário que reproduz de forma eficiente um
mapa de bits (bitmap) indicando as portas de saída do pacote. De forma complementar,
também explicamos o funcionamento do algoritmo que determina o grau do polinômio,
além do algoritmo que calcula o valor para cada coeficiente da expressão polinomial.
Capítulo 4
Análise de Escalabilidade
Neste Capítulo, apresentamos a análise de escalabilidade da arquitetura RDNA, ademais,
comparamos a arquitetura RDNA com outras propostas existentes. Nossa avaliação con-
sidera as abordagens de comunicação unicast, incluindo o roteamento resiliente, além da
comunicação multicast utilizando switches de núcleo sem tabela. A análise de escalabi-
lidade é estruturada em três partes. A primeira parte, descrita na Seção 4.1, consiste
na avaliação analítica da arquitetura RDNA, à partir dos princípios defendidos anterior-
mente.A segunda parte, descrita na Seção 4.2 relata sobre o mecanismo de proteção para
recuperação de falhas. Na terceira parte, descrita na Seção 4.3, abordamos a escalabili-
dade da RDNA para comunicação multicast.
4.1 Comunicação Unicast
Para termos uma referencia topológica comparativa nós assumimos o mesmo conjunto de
topologias usadas em [Jia 2014] que inclui 23 fan-outs diferentes de 2-tier Clos Network.
Nós selecionamos a abordagem COXcast como concorrente, dada suas características si-
milares à nossa arquitetura, das quais podemos destacar: i) uso do Teorema Chinês do
Resto como mecanismo para definição da rota; ii) os switches de núcleo não requererem
tabela; iii) suportar comunicação unicast e multicast; e iv) não requer reescrita do pacote
a cada salto.
O comprimento de um caminho unicast é calculado entre dois hosts (origem e destino),
considerando o caminho mais curto (𝑛 = 3). O número máximo de Bytes requerido pela











A Equação 4.1 indica que quanto maior o valor de 𝑀 , maior o tamanho em bits
máximo requerido. Lembrando que IRP é o ID da rota principal que varia em função do
número de switches no caminho, 𝑛 e dos IDs dos switches de núcleo 𝑆𝑖.
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A Tabela 4.1 apresenta a escalabilidade da RDNA versus COXcast [Jia 2014]. Entre-
tanto, apesar das similaridades na abordagem, como pode ser visto, a RDNA é signifi-
cativamente mais escalável que o COXcast, reduzindo na média 4.5 vezes o tamanho do
cabeçalho para a comunicação unicast. Em alguns casos, a redução é ainda maior, como
de 35 para apenas 4 Bytes. A razão para isso é que o COXcast requer grandes números
primos para IDs de switches, o que aumenta drasticamente a sobrecarga, em particular
para algumas topologias com switches de até 96 portas. Maiores detalhes da arquitetura
COXcast serão discutidos no Capítulo 6.
Tabela 4.1: Tamanho do cabeçalho (Bytes) para configurações típicas de um Data Center
utilizando topologia 2-tier Clos Network.






16 56 2 4 5
24 88 4 7 8Spine = 02 Leaf = 04
32 120 2 4 11
16 96 2 4 5
24 160 3 5 8
32 224 3 4 11
48 352 3 5 17
Spine = 04 Leaf = 08
96 736 3 5 35
16 120 3 5 5
24 216 3 5 8
32 312 3 5 11
48 360 4 6 17
Spine = 06 Leaf = 12
96 1080 4 6 35
16 160 3 5 5
24 288 3 5 8
32 416 3 5 11
48 672 4 6 17
Spine = 12 Leaf = 16
96 1440 4 6 35
16 128 3 5 5
24 256 3 5 8
32 384 3 5 11
48 640 4 6 17
Spine = 08 Leaf = 16
96 1408 4 6 35
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4.2 Comunicação Unicast Resiliente
Nossa análise pressupõe uma proteção completa de toda a rota principal, assim, qualquer
falha que ocorra em qualquer ponto ao longo da rota principal (IRP), fará com que o
tráfego seja movido para a rota emergencial (IRE), até que a rota principal seja reesta-
belecida. Tomando novamente a Figura 3.3, considere que uma VM qualquer no ℎ𝑜𝑠𝑡1 é
𝑠𝑟𝑐 e outra VM localizada no ℎ𝑜𝑠𝑡56 é o 𝑑𝑠𝑡. IRP é definido usando os switches de núcleo
𝑆 = {37,53,47} com portas de saída 𝑝 = {14,3,13} e o IRE é definido usando os switches
𝑆 = {37,53,47,41,59} com portas de saída 𝑝 = {15,1,13,15,3}.
Conforme mostrado na Tabela 4.1, a RDNA é capaz de suportar a recuperação de
falhas para proteger toda a rota principal com tamanho de cabeçalho variando de 3 ∼
7 Bytes para todas as topologias avaliadas. Essa proteção total é o pior cenário para a
codificação RDNA IRE, que corresponde ao número máximo de Bytes requeridos pelo
IRE (ver Equação 4.1).
Para proteção total usada pelo IRE, o controlador RDNA precisa encontrar os ca-
minhos disjuntos com a contagem mínima de saltos. Assim, nós buscamos como ins-
piração um algoritmo chamado Suurballe [Abramowitz 1974, Girolimetto et al. 2017],
e adaptamos uma solução cujo tempo computacional é duas vezes o tempo de Dijks-
tra [Dijkstra 1959]. Conforme apresentamos anteriormente na Seção 3.6, nosso algoritmo
permite usar os mesmos switches 𝐿𝑒𝑎𝑓 e 𝑆𝑝𝑖𝑛𝑒, desde que eles tenham o mesmo host
final como destino, através da união (∪) de switches comuns (𝑆𝑖) na rota emergencial.
Portanto, se ocorrer uma falha no enlace entre 𝑆37 e 𝑆53, 𝑆37 usará a porta 15 (IRE), 𝑆37
→ 𝑆59, 𝑆59 → 𝑆47 e 𝑆47 → 𝑑𝑠𝑡, que corresponde a uma das rotas emergenciais codificadas
no IRE (𝑆 = {37,59,47}). Se ocorrer uma falha no enlace entre 𝑆53 e 𝑆47, 𝑆53 usará a
porta 1, 𝑆53 → 𝑆41, 𝑆41 → 𝑆59, 𝑆59 → 𝑆47 e 𝑆47 → 𝑑𝑠𝑡, que corresponde a outra rota
emergencial codificada no IRE (𝑆 = {37,53,41,59,47}).
Finalizando a análise de escalabilidade unicast com resiliência, observe na Tabela 4.1
que a codificação dos identificadores de rota RDNA se ajustam aos 12 Bytes do endereço
MAC (Media Access Control) do quadro Ethernet. O IRP e o IRE podem ser incorporados
no pacote (por exemplo, em campos de cabeçalho como: MAC de destino e MAC de
origem), portanto, seu comprimento em termos de bits não afeta o payload do pacote, além
de não gerar nenhum significativo overhead na incorporação dos identificadores de rota
RDNA nos pacotes. Assumindo que o padrão Ethernet no núcleo é essencialmente para
fins de enquadramento (framing), a RDNA pode usar os bits específicos e seu significado
de acordo com as propriedades matemáticas do TCR. Por outro lado, o COXcast não
descreve nenhuma recuperação de falha, por isso, não foi incluído em nossa análise.
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4.3 Comunicação Multicast
Para a comunicação multicast, o nosso foco está em analisar e entender como o cabeçalho
RDNA multicast é afetado pelo tamanho da rede e pelo tamanho do grupo multicast
(quantidade de membros do grupo). Nos implementamos a simulação da análise de esca-
labilidade em Python para a comunicação multicast, cobrindo 23 (vinte e três) diferentes
configurações de topologia 2-tier Clos Network. Dado que as topologias de rede 2-tier
Clos são as topologias mais populares nas redes de Data Center [Alizadeh et al. 2014],
nós a consideramos como referência para o modelo de simulação.
4.3.1 Impacto sobre o tamanho da rede
O multicast na RDNA foi concebido baseado sobre funções polinomiais que possuem um
compromisso (trade-off ) ótimo entre o conjunto e números primos 𝑆𝑖 e o grau do polinômio
𝑑. Com o objetivo de encontrar o valor ótimo, ou seja, o menor tamanho de cabeçalho,
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𝑖, 𝑗, 𝑑 ≥ 1, 𝑚 ≤ 14
𝑆𝑖 ∈ N | 𝑖 𝑝𝑟𝑖𝑚𝑜 > 𝑝𝑖,
(4.2)
o objetivo desta função multi-objetivo é minimizar o tamanho do cabeçalho, conside-
rando, 𝑋𝑑+1𝑗 e 𝑆𝑖. Os resíduos 𝑋
𝑑+1
𝑗 são sujeitos à
∑︀𝑚
𝑑=1 que precisa ser maior ou igual do
que o valor máximo para representação dos bitmaps 2𝑝𝑖−1, isto é, maior do que o número
de portas físicas de saída 𝑝𝑖 do switch 𝑆𝑖. Finalmente, nós limitamos o grau máximo do
polinômio 𝑚 para 14, colocando assim um limite no tamanho do cabeçalho da arquitetura
RDNA.
A Figura 4.1 ilustra o processo de otimização, pegando como exemplo a maior con-
figuração de rede dentre as 23 (vinte e três) configurações avaliadas, que é 𝑆𝑝𝑖𝑛𝑒 = 08,
𝐿𝑒𝑎𝑓 = 16, com 𝑝𝑜𝑟𝑡𝑎 = 96, limitando o eixo 𝑥 a 50k (50021). Para tal topologia de rede,
isso significa que temos que selecionar 24 (vinte e quatro) 𝑆𝑖. No entanto, quanto maior
for 𝑆𝑖 (↑), menor é o grau polinomial 𝑑 (↓). Então, se formos da esquerda para a direita, o
tamanho dos números primos aumenta à medida que o grau polinomial diminui. Observe
que há dois conjuntos mínimos de 24 números primos que requerem 200 Bytes para o
cabeçalho multicast RDNA. A primeira opção começa em 727 [727, 733, 739, 743, 751,
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757, 761, 769, 773, 787, 797, 809, 811, 821, 823, 827, 829, 839, 853, 857, 859, 863, 877,
881], destacado no quadrado rosa e um segundo conjunto começa em 3761 [3761, 3767,
3769, 3779, 3793, 3797, 3803, 3821, 3823, 3833, 3847, 3851, 3853, 3863, 3877, 3881, 3889,
3907, 3911, 3917, 3919, 3923, 3929, 3931], ilustrado na seta rosa. Dado que o primeiro
conjunto 𝑆𝑖 é menor, então eles serão usados pelo controlador RDNA para atribuir aos
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Tamanho do cabeçalho
Grau do polinomio
Figura 4.1: Análise do conjunto de números primos para a configuração 𝑆𝑝𝑖𝑛𝑒 = 08,
𝐿𝑒𝑎𝑓 = 16, com 𝑝𝑜𝑟𝑡𝑎𝑠 = 96.
Após o processo de otimização, comparamos nossa arquitetura com os resultados apre-
sentados em [Jia 2014], que inclui COXcast, Xcast4 e Xcast6 [Jia 2014], para vários ta-
manhos de redes 2-tier Clos Network, variando do 𝑆𝑝𝑖𝑛𝑒 = 2, 𝐿𝑒𝑎𝑓 = 4 com 𝑝𝑜𝑟𝑡𝑎𝑠 = 16
até 𝑆𝑝𝑖𝑛𝑒 = 8, 𝐿𝑒𝑎𝑓 = 16 com 𝑝𝑜𝑟𝑡𝑎𝑠 = 96.
Conforme apresentado na Tabela 4.2, podemos observar que na medida que aumen-
tamos o tamanho da rede, naturalmente, o cabeçalho utilizado para representar a árvore
multicast também aumenta, contudo o incremento é bem dimensionado. Ocasionalmente,
chegando em até 200 Bytes para os piores casos avaliados, mas na maior parte é inferior
a 100 Bytes. Além disso, o multicast da RDNA reduz o tamanho do cabeçalho em todos
os casos em comparação com o Xcast4 e o Xcast6. Em média, a RDNA reduz o tamanho
do cabeçalho em 12% em comparação com o COXcast, mas pode atingir 50% para alguns
casos, por exemplo, em 𝑆𝑝𝑖𝑛𝑒 = 8, 𝐿𝑒𝑎𝑓 = 16 com 𝑝𝑜𝑟𝑡𝑎𝑠 = 16. Isso se deve ao fato
de que o COXcast precisa ter números primos enormes para representar a chave “Key”
específica do nó de tal forma que o resto da divisão resulte nas portas de saída como
um array de bits não inteiros. A diferença entre COXcast e RDNA é significativamente
maior sempre que o número de portas (grau de conectividade) é baixa. Por exemplo, para
topologias em que os switches têm 16 portas, a arquitetura RDNA solicita em torno de
27% menos Bytes do que o COXcast.
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Tabela 4.2: Sobrecarga (overhead) máximo em Bytes versus tamanho da rede.
Configuração 2-tier Portas RDNA COXcast Xcast4 Xcast6
16 9 10 12 1.008
24 14 14 380 1.520Spine = 02 Leaf = 04
32 18 18 508 2.032
16 18 22 508 2.032
24 27 30 764 3.056
32 35 38 1.020 4.080
48 54 54 1.532 6.128
Spine = 04 Leaf = 08
96 104 106 3.068 12.272
16 26 36 764 3.056
24 39 48 1.148 4.592
32 52 60 1.532 6.128
48 75 84 2.300 9.200
Spine = 06 Leaf = 12
96 154 156 4.604 18.416
16 34 47 1.020 4.080
24 51 63 1.532 6.128
32 68 79 2.044 8.176
48 100 111 3.068 12.272
Spine = 06 Leaf = 16
96 200 207 6.140 24.560
16 34 51 1.020 4.080
24 51 67 1.532 6.128
32 68 83 2.044 8.176
48 100 115 3.068 12.272
Spine = 08 Leaf = 16
96 200 211 6.140 24.560
4.3.2 Impacto sobre o cabeçalho considerando a quantidade de
membros do grupo multicast
Considerando que um micro DC tem uma distribuição não esparsa das VMs (ou contai-
ners) em seus servidores físicos [Martini et al. 2015], assumimos que os membros do grupo
multicast são distribuídos como containers/VM colocados em cada host físico. Assim, o
tamanho do grupo multicast é incrementado sequencialmente, um por um até alcançar
todos os hosts em cada configuração de rede.
Continuando nosso exemplo de uma comunicação RDNA multicast, ilustrado na Fi-
gura 3.5, a análise começa com uma VM qualquer localizada no ℎ𝑜𝑠𝑡1 origem. Então outra
VM que pertence ao mesmo inquilino, localizada no ℎ𝑜𝑠𝑡2, é adicionada como membro
do grupo, seguindo para outra VM localizada no ℎ𝑜𝑠𝑡3, e assim por diante até que todas
as VMs que pertencem ao respectivo inquilino tenham sido incluídos como membros do
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Figura 4.2: Cabeçalho multicast requerido, variando o número de portas para configuração
2-tier Clos Network.
A Figura 4.2.1 mostra que o tamanho do cabeçalho RDNA é escalável, considerando
um número variável de portas físicas (16 até 96) com 𝑆𝑝𝑖𝑛𝑒 = 8 e 𝐿𝑒𝑎𝑓 = 16. Note que se
o tamanho do grupo for definido como 100 membros, o tamanho do cabeçalho será menor
que 35 Bytes para todas as configurações. Aumentando o tamanho do grupo para 150
membros, somente a configuração com 96 portas é maior que 32 Bytes (25). Em outras
palavras, o aumento de 50% nos membros multicast leva apenas a um pequeno incremento
no tamanho do cabeçalho. Por exemplo, se aumentarmos a quantidade de membros do
grupo para 350, o tamanho do cabeçalho ficará abaixo de 64 Bytes, mas agora com 3.5
vezes mais membros no grupo multicast. Incrementos maiores ocorrem toda vez que um
switch 𝑆𝑝𝑖𝑛𝑒 precisa ser adicionado para permitir a comunicação com uma nova folha
(𝐿𝑒𝑎𝑓) no grupo multicast.
Além disso, a RDNA reduziu substancialmente o tamanho do cabeçalho, quando com-
paramos com o COXcast, conforme apresentado na Figura 4.2.2. Note que com o tamanho
do grupo menor que 100 membros, o cabeçalho RDNA multicast se mantém menor que
24 Bytes para um grupo de até 55 membros, enquanto o COXcast precisa de 25 Bytes
para todas as configurações. Incrementos maiores no tamanho do cabeçalho ocorrem para
graus de nó mais altos, por exemplo, um switch 𝐿𝑒𝑎𝑓 com 96 portas permite 88 conexões
com hosts físicos (96 − 8) 1 no grupo multicast a partir de um mesmo switch 𝑆𝑝𝑖𝑛𝑒.
Portanto, a cada inclusão de um novo switch 𝑆𝑝𝑖𝑛𝑒 temos um acréscimo no tamanho do
cabeçalho multicast na arquitetura RDNA.
Resumindo, os resultados evidenciam que o multicast de RDNA é mais escalável do
que a família Xcast, de modo que a arquitetura RDNA tem o potencial de suportar as
1𝑇𝑎𝑚𝑎𝑛ℎ𝑜𝑑𝑜𝑔𝑟𝑢𝑝𝑜 = [(𝑝− 𝑣)× 𝑙]− 1 em que, 𝑝 é o número de portas físicas em cada switch de folha
(𝐿𝑒𝑎𝑓), 𝑣 é o número de switches 𝑆𝑝𝑖𝑛𝑒, 𝑙 é o número de switches 𝐿𝑒𝑎𝑓 , menos a origem.
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demandas emergentes de projetos para pequenos Data Centers construídos com topologias
2-tier. Além disso, vimos que o cabeçalho multicast RDNA é claramente mais sensível ao
tamanho da rede (especialmente quando os graus dos nós são altos) do que aos membros
do grupo multicast, assumindo que a distribuição do grupo multicast não é esparsa.
4.4 Considerações Finais
Neste capítulo apresentamos a análise de escalabilidade da arquitetura RDNA conside-
rando dois modelos de comunicação: unicast e multicast. Focamos nossa análise con-
siderando a topologia 2-tier Clos Network, especialmente porque essa topologia é co-
mumente encontrada em DC que suportam dezenas de milhares de servidores físicos
[Alizadeh et al. 2014, Oueis et al. 2014, Mach and Becvar 2017].
Na Seção 4.1 analisamos a escalabilidade para comunicação unicast sem proteção, em
seguida na Seção 4.2 discutimos a comunicação unicast considerando o impacto da rota de
proteção. Em todos os casos a RDNA apresentou-se mais eficiente quando comparada com
algumas propostas concorrentes, requerendo um comprimento de cabeçalho menor. Outra
vantagem da RDNA foi manter o frame Ethernet inalterado, considerando diferentes
arranjos topológicos. Por fim, na Seção 4.3 avaliamos o cabeçalho para comunicação
multicast. Primeiro, considerando a variação de tamanho da rede (quantidade de switches
na árvore multicast), e em seguida, o impacto no cabeçalho variando a quantidade de
membros por grupo multicast. Também neste tipo de comunicação a RDNA se mostrou




Este capítulo descreve a implementação dos protótipos experimentais e a validação me-
todológica da nossa arquitetura. Também apresentamos e discutimos os resultados expe-
rimentais obtidos.
5.1 Implementação da RDNA
Com base nos conceitos descritos no Capítulo 3, ilustramos na Figura 5.1 o projeto de






























Figura 5.1: Visão geral da implementação da arquitetura considerando o controlador
RDNA, e os switches de borda e núcleo. Em nossa arquitetura, um ou mais switches de
borda podem ser conectados com redes de outros domínios (gateway).
Dado que um Data Center é na maioria das vezes, gerenciado por uma única en-
tidade administrativa que detém o controle dos equipamentos e do software utilizado
[Benson et al. 2010], isso leva à adoção de um controlador logicamente centralizado que
toma decisões programáveis dentro deste ambiente.
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5.1.1 Controlador de Rede
É uma entidade central responsável por configurar, monitorar e resolver problemas na
infraestrutura do DC. Deve trabalhar de forma autônoma, auxiliando os administradores
na configuração dos dispositivos de rede e na aplicação das políticas de gerenciamento
local. Como plataforma habilitadora, consideramos o uso do arcabouço SDN, através
de uma aplicação desenvolvida no Ryu [Ryu 2014] para apoiar o Controlador RDNA. O
Ryu foi selecionado por ser totalmente implementado em Python, possui boa integração
com outras ferramentas de rede, como por exemplo o OpenStack [Corradi et al. 2012],
além de ser um projeto com suporte a vários protocolos de southbound, como OpenFlow,
NetConf e OF-Config. O Ryu possui uma excelente comunidade de desenvolvimento, além
de implementar por completo as versões 1.0, 1.2, 1.3, 1.4, 1.5 do OpenFlow e extensões
da Nicira.
No controlador RDNA consideramos as seguintes funções: i) descoberta usando o Link
Layer Discovery Protocol (LLDP); ii) define o caminho dos fluxos unicast e multicast
utilizamos o algoritmo de roteamento Dijkstra, para a rota emergencial considerando a
implementação do nosso algoritmo adaptado conforme apresentado no Capítulo 3; iii)
instalação dos fluxos acontece de forma ativa e reativa através de mensagens de controle
OpenFlow, flow-mod e packet-in, respectivamente; e iv) entrega do identificador e do grau
do polinômio para os switches de núcleo, que foi realizada via mensagens do OpenFlow
de extensão da Nicira, conforme realizado em [Vassoler 2015].
5.1.2 Switches de borda
Este elemento, recebe do Controlador RDNA os IDs das rotas. É importante notar que
a funcionalidade do elemento de borda pode ser construída em software, ou seja, em
vSwitchs. Optou-se em utilizar como elemento de borda o Open vSwitch (OvS) habilitado
para OpenFlow 1.3 [vSwitch 2014].
Outra vantagem da utilização de um switch em software é que as funcionalidade podem
ser alteradas com maior flexibilidade do que as implementações de switches em hardware
convencional. O respectivo caminho de implantação de um ASIC (Application-Specific
Integrated Circuit) personalizado possui um longo ciclo de desenvolvimento. Além disso,
protocolos customizados também podem consumir um espaço precioso do ASIC, o que
torna necessário uma proposição de soluções capazes de lidar com esse desafio.
Em nossa arquitetura, cabe ao switch de borda a tarefa de codificar os identificadores
da rota principal e emergencial em todos os pacotes que serão transportados nos switches
de núcleo. Assim, os pacotes podem ser transportados com resiliência em uma malha
(fabric), sem que seja necessário qualquer modificação das máquina virtuais dos inquilinos
no Datacenter. Vamos utilizar a Figura 3.2, continuando com o mesmo exemplo, onde 𝑠𝑟𝑐
é um VM qualquer que está conectada a um switch de borda (ℎ𝑜𝑠𝑡1) e deseja se comunicar
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com outra VM 𝑑𝑠𝑡 (ℎ𝑜𝑠𝑡56) que está conectada em outro switch de borda, ambas VMs
em verde.
Para simplificar a explicação da implementação, assumimos que tais VMs pertencem ao
mesmo inquilino e que toda comunicação já utiliza algum mecanismo de isolamento lógico,
logo, o processo de comunicação segue os passos descritos a seguir: i) a VM 𝑠𝑟𝑐 gera uma
mensagem ARP solicitando o MAC de destino da VM 𝑑𝑠𝑡 (arp_request); ii) o switch de
borda cujo o 𝑠𝑟𝑐 está conectado irá recebe a mensagem de ARP e redireciona e mensagem
de ARP para o controlador; iii) o Controlador RDNA responde a mensagem de ARP
(arp_reply) para o switch de borda que redireciona para a VM 𝑠𝑟𝑐 a resposta do ARP.
Além disso, o Controlador RDNA também entrega aos dois switches de borda envolvidos
na comunicação o IRP e o IRE, que serão utilizados no processo de encaminhamento dos
pacotes pelos switches de núcleo. Basicamente, os identificadores são entregues utilizando
uma representação de estado nos switches de borda, assim cada pacote terá o campo do
MAC de destino reescrito com o identificador de rota principal e o campo do MAC de
origem reescrito com o identificador de rota emergencial. No switch de borda do 𝑑𝑠𝑡 os
endereços de MAC de origem e destino retornam ao estado original, sendo entregues pelo
switch de borda de forma transparente para a VM do 𝑑𝑠𝑡.
Optou-se em utilizar os campos do MAC de destino e de origem na implementa-
ção da arquitetura por dois motivos. Primeiro o endereço MAC ocupa uma posição
privilegiada no cabeçalho Ethernet (a partir do 9° Byte do quatro Ethernet), o que per-
mite implementação da proposta em Camada 2 [Jouet et al. 2015] com maior agilidade
para leitura dos IDs e consequentemente menor latência para a comutação do pacote.
A segunda vantagem em se utilizar os endereços MAC (𝑑𝑠𝑡 e 𝑠𝑟𝑐) está na separação se-
mântica dos identificadores IRP e IRE, ou seja, em nossa arquitetura optamos em não
separar os IDs por comprimento. Está tomada de decisão também permitiu reduzir o
tempo de latência na computação dos pacotes no núcleo, pois os Elementos de Núcleo
não precisam efetuar nenhuma reescrita (shift) nos campos de cabeçalho dos pacotes,
o que permite simplificar o mecanismo de encaminhamento. Diferente das abordagens
utilizadas em [Rosen et al. 2001, Motiwala et al. 2008, Nguyen et al. 2011, Ramos 2013,
Hari et al. 2015] que requerem a manipulação do pacote em cada salto nos switches de
núcleo. Nossa arquitetura só modifica o pacote no switch que detectou a falha, se ela
ocorrer. No restante dos switches de núcleo o pacote continuará inalterado.
Nossa análise considera o tempo de recuperação como o tempo que a rede demora
para se tornar operante novamente, após a detecção de uma falha. Assumimos que a
rede possui um método/protocolo de detecção de falha, por exemplo via protocolo LLDP
ou Ethernet OAM com mensagens de verificação CCMs (Continuity Check Message from
Carrier Ethernet standard) [Forum 2013]. Portanto, esse aspecto está fora do escopo de
discussão nesta tese.
Na Figura 5.2 ilustramos um exemplo de representação dos estados nos switches de
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borda. No campo do MAC de destino (Destination MAC Address) o identificador de
rota principal (IRP), cujo valor é 86446. Da mesma forma que o identificador de rota
emergencial (IRE) é inserido no campo do MAC de origem (Source MAC Address), cujo











Figura 5.2: Representação dos identificadores de rota mapeado no quadro Ethernet 802.3.
Outra vantagem em utilizar o switch de borda está na simplicidade e eficiência em
prover o balanceamento de carga e engenharia de tráfego. Essas tarefas podem ser reali-
zadas através das informações de estado, entregues pelo controlador RDNA. Por exemplo,
para realizar o balanceamento de carga, a seleção de um caminho entre os nós de comu-
nicação de origem e destino pode ser realizado a partir de uma distribuição aleatória
[Yuan et al. 2007] sobre todos os múltiplos caminhos disponíveis na topologia, todavia,
sem sobrecarregar o switch de borda, dado que todo cálculo é realizado pelo controlador
RDNA.
O controlador RDNA instala estados por fluxo em switches habilitados para Open-
Flow. Este controle de granularidade fina permite que os switches de borda façam o
mapeamento de campos específicos no cabeçalho dos pacotes em IDs de rota. Lembrando
que o armazenamento de estado em nossa arquitetura somente acontece nos switches de
borda. Assim, antes dos pacotes entrarem no Elemento de Núcleo, os switches de borda
(ingresso) inspecionam e, com base nas regras da tabela de fluxo, incorporam IDs de rota
no cabeçalho dos pacotes (por exemplo, utilizando um ação do OpenFlow para reescrever
a partir de um campo de endereços MACs os IDs das rotas). Os identificadores de rotas
são posteriormente removidos do cabeçalho dos pacotes nos switches de borda (egresso),
reescrevendo os IDs das rotas para os respectivos endereços MACs originais).
Para os fluxos unicast o Controlador RDNA atribui 02 (dois) estados no switch de
borda de ingresso e 02 (dois) estados no switch de borda de egresso. Esses estados são ne-
cessários para inserir e remover os respectivos IDs, mantendo a comunicação transparente
para as VMs e Containers.
5.1.3 Switches de núcleo
Para o elemento de núcleo, consideramos duas diferentes implementações:
• Open vSwitch [Pfaff et al. 2009] (OvS) na versão 2.5.2 modificado;
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• Placa Lógica Programável (FPGA) usando a plataforma NetFPGA SUME 1.
Vale a pena repetir que a arquitetura RDNA não exige que os elementos de núcleo
sejam switches habilitados para SDN. A operação do módulo (mecanismo de encaminha-
mento) e a substituição do IRP pelo IRE (reação rápida à falha) são de fato as principais
funções a serem suportadas por este elemento. No entanto, as SDNs permitem que os
switches de núcleo notifiquem falhas secundárias ao controlador RDNA, por exemplo, se
uma segunda falha ocorrer na rota emergencial. Assim, o uso de um controlador SDN
fornece mecanismo de recuperação dinâmica dos IDs IRP e IRE.
Desta mesma forma, nossa arquitetura não exige que o protocolo de comunicação entre
os planos de controle e dados seja o OpenFlow. Contudo, como prova de princípios ado-
tamos o controlador Ryu e o OvS, também o OpenFlow como protocolo de comunicação
entre os dos planos.
Para o elemento de núcleo consideramos duas diferentes abordagens na validação do
mecanismo rápido de reação à falha, conforme apresentado no Capítulo 3. Para o ambiente
emulado, consideramos a cópia do IRE substituindo o IRP, já para o ambiente utilizando
as NetFPGA SUME adotamos a indicação através de um campo específico no pacote.
Maiores detalhes serão apresentados na explicação de cada abordagem.
5.2 RDNA sobre a Plataforma Emulada
Utilizamos a plataforma de emulação Mininet [Lantz et al. 2010], para implementar o
primeiro protótipo experimental. Portanto, quando um pacote chega ao switch de borda
de ingresso, o pacote é enviado para o controlador RDNA que seleciona as rotas principal
e emergencial entre todos os caminhos pré-calculados (origem e destino). Em seguida, o
controlador envia mensagens (flow-mod) para instalar as regras necessárias nos switches
de borda, que incluem o ingresso e egresso.






















eth_src= 00:00:00:00:00:01), output = 5
Tabela 5.1: Exemplo de entrada nas tabelas de fluxo dos switches de borda.
A Tabela 5.1 detalha, por exemplo, as regras de fluxo instaladas nos switches de borda
com as ações correspondentes para definir um fluxo entre as VMs localizadas no ℎ𝑜𝑠𝑡1
1A implementação foi realizada em conjunto com o Laboratório High Performance Networks Group
(HPNG), da Universidade de Bristol, Bristol, Reino Unido - UK.
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(𝑠𝑟𝑐) e no ℎ𝑜𝑠𝑡56 (𝑑𝑠𝑡), conforme ilustrado anteriormente na Figura 3.2. No switch de
ingresso, a regra OpenFlow inclui uma ação para adicionar os IDs das rotas no cabeçalho
dos pacotes e uma ação para encaminhá-los para a rede de núcleo. Observe que, em nosso
protótipo, os campos de endereço MAC foram usados para codificar os IDs IRP e IRE no
cabeçalho dos pacotes. Assim, da mesma forma, no switch de borda de egresso a regra
inclui uma ação para reescrever os endereços MAC originais e uma ação para encaminhar
os pacotes para para a VM 𝑑𝑠𝑡. As entradas de fluxo nos switches de borda são baseadas no
endereço IP de destino (mas VLAN opcional ou qualquer outro identificador de inquilino
desejado pode ser suportado).
Em termos de modificações do OvS, apresentamos o pseudo-código (Algoritmo 3)
retirado da função xlate_ff_group. Aproveitamos a estrutura OpenFlow 1.3 Fast Failover
[Oostenbrink et al. 2017] nos switches do núcleo no ambiente emulado. Assim, quando
o switch recebe um pacote, ele verifica se a porta está disponível (Linha 3), então IRP
é usado no encaminhamento. No entanto, se a porta não estiver disponível, o switch do
núcleo verificará se o IRP é diferente do IRE (Linha 6). Se for o caso, ele substitui o IRP
pelo IRE (Linha 7). Esta substituição simplifica o encaminhamento para o próximo salto,
dado que para o próximo switch de núcleo não interessa a porta de origem do pacote, ou
seja, ele apenas utilizará o IRP atualizado, ignorando possíveis falhas na rede. Portanto,
para os switches subsequentes ao longo da rota, eles continuam fazendo a operação do
módulo até que os pacotes alcancem o switch de borda de egresso. Somente se ocorrer
uma segunda falha, os pacotes serão encaminhados para o controlador RDNA (Linha 10).
Por questões de implementação, é importante destacar que o Algoritmo 3 somente é
executado quando acontece uma falha, detectada pelo modo usuário do OvS (user mode),
ou seja, ele não é executado para cada pacote que está sendo enviado pelo switch de
núcleo. Conforme comentado, utilizamos a função já existente para provar o princípio de
recuperação utilizando o identificador IRE.
Algorithm 3 Encaminhamento dos pacotes dentro dos switches de núcleo.
1: function xlate_rw_group(struct xlate_ctx . . . )(. . . )
2:
...
3: if 𝑏𝑢𝑐𝑘𝑒𝑡 then ◁ Verifica se a porta esta disponível
4: enviar pacote para próximo salto;
5: else
6: if 𝑀𝐴𝐶_𝐷𝑆𝑇 != 𝑀𝐴𝐶_𝑆𝑅𝐶 then
7: Copiar 𝑀𝐴𝐶_𝐷𝑆𝑇 ← 𝑀𝐴𝐶_𝑆𝑅𝐶
8: Chamar novamente a Função xlate_rw_group com o novo 𝑀𝐴𝐶_𝐷𝑆𝑇
9: else
10: Enviar pacote para o Controlador RDNA
11: return 𝑁𝑢𝑙𝑙
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5.3 RDNA sobre a Plataforma FPGA
Com o objetivo de avaliar a arquitetura proposta em termos de latência de comutação e
recuperação ultra-rápida a falhas, consideramos a implementação, validação e experimen-
tação usando NetFPGA-SUME 10Gbps.
Na Figura 5.3 apresentamos a arquitetura do switch RDNA com quatro portas de
entrada e saída implementadas na plataforma NetFPGA SUME. Nosso protótipo de
switch RDNA de núcleo baseado em FPGA foi implementado considerando o suporte
a comutação wormhole (WH) [Ni and McKinley 1993], que é uma técnica de comutação
de pacotes usada para reduzir o espaço do buffer e consequentemente reduzir a latên-
cia [Boden et al. 1995]. Na comutação WH, os pacotes que chegam à porta de entrada
são encaminhados imediatamente para a fila de saída assim que ela estiver livre. Nesse
cenário, o “Switch Allocator” é usado para definir as portas de saída com base na identifi-
cação de rota (ou seja, IRP ou IRE) extraída dos pacotes por analisadores nas portas de
entrada. Observe que os blocos MAC Ethernet e PCS/PMA de 10Gbps (Xilinx IP cores)
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Figura 5.3: Arquitetura do Switch de núcleo utilizando plataforma NetFPGA SUME
10Gbps.
A configuração experimental utilizada em nosso testbed é ilustrada na Figura 5.4.
Este cenário compreende 04 (quatro) placas NetFPGA SUME que representam os swit-
ches de núcleo na arquitetura RDNA. Cada placa suporta 04 (quatro) portas ópticas
SFP+ (transmissor/receptor) com uma taxa de vazão a 10Gbps (line rate). Também fo-
ram configuradas na inicialização (bootstrap) os identificadores dos switches, setados para
𝑆5, 𝑆7, 𝑆11, 𝑆13. Além disso, cada placa está configurada para executar as etapas descritas
no Capítulo 3, que incluem os mecanismos de encaminhamento baseados na operação de
módulo, através dos identificadores (IRP e IRE) codificados nos pacotes, e o mecanismo
de reação rápida à falha.
Ainda nesta mesma Figura 5.4, utilizamos dois analisadores de tráfego Anritsu diferen-
tes (MD1230B, MT1100A) para gerar e monitorar o tráfego. Os analisadores de tráfego
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considerados executam as operações do switch de borda (ou seja, ingresso e egresso) no
pacote com os identificadores de rota (IRP e IRE).
Figura 5.4: Configuração topológica do testbed com os switches de núcleo NetFPGA
SUME 10Gbps, além dos geradores de tráfego utilizados.
Na Figura 5.5 apresentamos o formato de cabeçalho em alto nível estendido usado na
configuração experimental. Em vez de usar os campos de endereços MAC para codificar
o IRP e IRE, os IDs de rotas foram codificados no 31° (trigésimo primeiro) Byte para
experimentação da arquitetura RDNA, assim, optamos em utilizar um protocolo agnóstico
para fins de experimentação. Decidiu-se não utilizar os endereços MAC de destino e origem
por questões de configuração dos analisadores de tráfego 2, todavia, como o objetivo era
avaliar o mecanismo de encaminhamento e de reação rápida à falha, o uso de outros campos
do cabeçalho não prejudicou esta análise, assim como não prejudicou a demonstração de
viabilidade da arquitetura RDNA.
Layer 2 Header Layer 3 Header Layer 4 Header IDs das Rotas
IRP IRE
6 Bytes 6 Bytes
30 Bytes
Figura 5.5: Formato do Cabeçalho para os experimentos com as FPGAs.
5.4 Validação
Esta seção é dedicada aos resultados experimentais utilizando os nossos protótipos, im-
plementados tanto no ambiente emulado quanto na plataforma NetFPGA. Optou-se em
dividir a avaliação em quatro partes, descrito nas próximas subseções. Os principais ob-
jetivos da avaliação incluem: i) avaliar o impacto da reação rápida à falha na vazão do
2Não foi necessário alterar a configuração padrão dos equipamentos utilizados.
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protocolo TCP, ii) realizar uma comparação do tempo de recuperação de falhas, iii) medir
a latência da RDNA na plataforma NetFPGA com reação rápida à falha, e finalmente, iv)
comparamos a latência de comutação de pacotes entre a RDNA versus SDN OpenFlow
tradicional.
5.4.1 Impacto da reação rápida à falha na vazão do TCP
Como nosso foco está em prover uma infraestrutura eficiente para atender a demanda
por conectividade dentro dos Data Centers, concentramos nossos esforços em demonstrar
como a RDNA pode beneficiar essas aplicações. No primeiro cenário ilustramos a troca
de dados entre dois serviços que estão rodando em diferentes hosts físicos. Este cenário
é comumente encontrado em DCs, portanto, em caso de falha a rede deve oferecer um
mecanismo rápido de recuperação.
Neste cenário avaliamos a eficiência do processo de recuperação de falha nos enla-
ces. Selecionamos diferentes técnicas de recuperação, incluindo mecanismos de proteção
reativa/proativa. O objetivo foi avaliar a granularidade do tempo de recuperação de fa-
lhas e seu impacto na taxa de transferência (throughput) do TCP. Optou-se em utilizar
o TCP pela relação de controle do protocolo, desta forma é possível observar o pior caso
na recuperação à falha, ou seja, que exige o retorno da confirmação de recebimento. Os
experimentos foram realizados no ambiente emulado onde a topologia de rede ilustrada
na Figura 3.2 foi implementada. Durante os experimentos, os enlaces são desconectados
usando o comando Linux ifdown. Os mecanismos de recuperação de falhas considerados
para esta análise são os seguintes:
• Reativo: o controlador aguarda uma notificação de falha do enlace do switch de
núcleo. Após a notificação, atualiza as regras da tabela de fluxo para todos os
switches de núcleo que pertencem a rota selecionada. Este é o caso baseline de
restauração de falha (pior caso).
• OpenFlow 1.3 Fast Failover [Adrichem et al. 2014] (FF): o controlador instala en-
tradas FF nos switches 𝑆11, 𝑆19 e 𝑆23. No caso de falha, uma nova entrada deve ser
adicionada nos switches 𝑆29 e 𝑆13 pelo controlador RDNA.
• Totalmente proativo: as regras FF são instaladas e configuradas em todos os switches
para ter uma rota de backup para proteger o fluxo de uma falha em qualquer enlace
de toda a rota. Esse é o melhor cenário em termos de tempo de recuperação de
falhas.
• RDNA: os fluxos são instalados apenas nos switches de borda. Os switches de
núcleo reagem a falha no enlace apenas substituindo o IRP pelo IRE codificado
no pacote. As portas de saída são então calculadas de acordo com a operação de
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módulo da rota emergencial (IRE), orientando o fluxo através da rota emergencial
até o destinatário.
Na Figura 5.6 apresentamos os resultados de vazão TCP (taxa limitada em 1 Gbps)
para a falha no enlace 𝑆37 → 𝑆53 (conforme Figura 3.2) para os diferentes mecanismos
de recuperação de falhas avaliados. Conforme esperado, o pior cenário é a recuperação
reativa, pois depende da comunicação com o plano de controle reduzindo a vazão do
TCP consideravelmente. Todavia, apesar da redução no tempo de recuperação de falhas
pelo OF Fast Failover, a vazão do TCP é drasticamente afetada porque a rota não foi
totalmente protegida. Além disso, embora o Failover seja interessante, ele é um rápido
mecanismo de proteção apenas local, ou seja, há um trabalho adicional para os adminis-
tradores que devem adicionar entradas específicas em cada switch ao longo da rota, tanto

























Figura 5.6: Análise de vazão do TCP em Mbps para o tempo de recuperação com dife-
rentes técnicas e intervalo de confiança de 95%.
Ainda na Figura 5.6, observe que o mecanismo Totalmente proativo mantém a vazão
média do TCP em 897 Mbps (±27). Entretanto, este mecanismo exige estados adicionais
de proteção em todos os switches de núcleo ao longo da rota. Em contraste, a arquite-
tura RDNA forneceu basicamente a mesma vazão do mecanismo de proteção Totalmente
proativo, porém com menos complexidade, uma vez que não há necessidade de adicionar
nenhuma entrada de fluxo nos switches de núcleo. Além disso, este resultado mostrou que
as ações de reescrita de cabeçalho dos pacotes realizada pelos switches de borda (inserir
e remover IRP e IRE) e o desencadeamento do roteamento emergencial no switch que
detectou a falha de enlace não prejudica o desempenho em termos de vazão na rede.
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5.4.2 Tempo de recuperação da falha
Neste segundo cenário avaliamos especificamente o mecanismo totalmente proativo contra
a proteção do RDNA. O objetivo é portanto comparar o tempo de recuperação de falhas,
demonstrando os limites fornecidos pela arquitetura RDNA para as aplicações e serviços
que serão executados dentro do DC.
Para medir com precisão de microssegundos, usamos uma ferramenta chamada Mether-
xis [Mafioletti et al. 2016]. Esta ferramenta permite a geração de uma carga de trabalho
constante simulando a transmissão de um serviço com troca de dados dentro da rede do
DC. Com a finalidade de medir o tempo médio de recuperação, utilizamos a ferramenta
enviando à uma taxa de 1000Mbps durante 30s (trinta segundos) entre VMs 𝑠𝑟𝑐, locali-
zada no ℎ𝑜𝑠𝑡1, para o 𝑑𝑠𝑡 ℎ𝑜𝑠𝑡56 por 30 (trinta) rodadas. Os timestamp dos pacotes foram
armazenados em arquivo para análise posterior. Uma falha de enlace é injetada entre os
switches 𝑆37 e 𝑆53, utilizando o comando ifdown.
Na Figura 5.7 apresentamos o tempo de recuperação para o mecanismo totalmente
proativo versus a proteção RDNA no ambiente emulado Mininet. Como pode ser visto,
embora haja uma variabilidade maior no totalmente proativo, quando comparamos com
o RDNA, ambas as técnicas são capazes de fornecer garantias semelhantes de tempo de
recuperação (sub-milissegundos, em torno de 550 𝜇s). Portanto, elas podem ser conside-
rados equivalentes em termos estatísticos. Isto ocorre porque as duas utilizam o mesmo
mecanismo de detecção de falha (Fast Failover), dado que não consideramos a imple-
mentação de outro mecanismo de detecção de falhas na rede para provar nosso princípio
















Figura 5.7: Comparação do tempo de recuperação Totalmente proativo versus RDNA.
No entanto, nossa arquitetura não depende da tabela de fluxos, logo, não sofre variação
com a taxa de ocupação da memória. Outra desvantagem da abordagem Totalmente proa-
tivo, é que para garantir a proteção de fluxo usando o OF, é necessário instalar 04 (quatro)
regras do OpenFlow em cada switch de núcleo (02 (duas) regras para a ida e 02 (duas)
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regras para a volta). Pegando como exemplo o switch HP ProVision 10Gbps Ethernet
[Stephens et al. 2012, Agarwal et al. 2014], que suporta 1500 fluxos na TCAM, apenas
375 fluxos podem ser totalmente protegidos. Além disso, conforme comentamos as regras
de fluxo armazenadas fora da TCAM, ou seja, em memórias mais lentas (SRAM), são sig-
nificativamente impactadas sofrendo com a variabilidade de latência [Long et al. 2012].
Por outro lado, o RDNA reduz o estado de encaminhamento dos pacotes codificando a
informação da rota dentro do próprio pacote sem gerar sobrecarga ou encapsulamento,
pois limita o estado dos micro-fluxos aos switches de borda, eliminando a necessidade de
manter qualquer estado de micro-fluxo nos switches do núcleo. Portanto, além de oferecer
um mecanismo eficiente de reação rápida à falha dentro do núcleo da topologia, a RDNA
também fornece a escalabilidade necessária para atender a demanda por conectividade,
onde não requer nenhuma tabela de estado no núcleo da rede.
5.4.3 Baixa latência e reação rápida à falha
O ambiente emulado nos permitiu avaliar a arquitetura RDNA considerando diferen-
tes técnicas de recuperação de falha. Contudo, devido a limitação inerente do próprio
ambiente, projetamos e implementamos um segundo protótipo. Nosso objetivo neste
novo ambiente é melhorar a precisão das medidas de latência dentro do DC, inclusive
considerando situações de falha, deste modo, projetistas e desenvolvedores de serviços e
aplicativos podem utilizar estes resultados como parâmetro linear na arquitetura RDNA.
Esta segunda versão do protótipo foi implementado na plataforma NetFPGA. Cada
NetFPGA é composta por 04 (quatro) interfaces Ethernet de 10G (veja Figura 5.4) e
o cenário de validação utilizado é uma topologia de malha completa como mostrado na
Figura 5.8. Devido à limitação do número de placas FPGA (04), apenas os switches de




























Figura 5.8: Topologia Full mesh com 04 (quatro) switches de núcleo: (a) sem falha (3
saltos); (b) falha no enlace entre 𝑆5 e 𝑆7 (3 saltos); e (c) falha no enlace entre 𝑆7 e 𝑆11 (4
saltos).
A Figura 5.9 apresenta a captura de telas do analisador de tráfego que exibem as
medidas de latência para os experimentos com 01 (um) e 02 (dois) saltos. Na Figura 5.10
complementamos as medidas de latência mostrando os valores de latência para 03 (três)
saltos. Para se obter a contribuição exata de latência em cada salto (acréscimo na comu-
tação), devemos subtrair os 0.5 𝜇s, que foram medidos na conexão de porta back-to-back
(B2B) do analisador de tráfego (com comprimento do pacote programável de 1500 Bytes)
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do total acumulado de latência. Assim, a latência média para um switch RDNA de nú-
cleo é em torno de 0.6 𝜇s. Este valor médio foi obtido com base na coleta de 30 (trinta)
amostras com duração de 30s (trinta segundos) por amostra.
(5.9.1) 01 (um) salto. (5.9.2) 02 (dois) saltos.
Figura 5.9: Screenshot das telas no analisador de tráfego com as medidas de latência do
switch de núcleo (sem falha).
Uma importante observação obtida através deste experimento foi que a variabilidade
de latência (jitter) está em ordem de dezenas de nanosegundos, ou seja, pode ser descon-
siderada (no jitter). Portanto, a RDNA se apresenta como uma arquitetura promissora
na comutação de pacotes, capaz de garantir latência de encaminhamento determinística
na comunicação host a host, mesmo em período de falhas da rede, isso se deve ao fato
principalmente do modelo de recuperação utilizado em nossa arquitetura. No switch de
núcleo, para que o processo de reação rápida à falha aconteça, basta utilizar as informa-
ções do identificador de rota emergencial que já foi programado para contornar a falha
por um caminho tipicamente disjunto ao caminho principal. Para isso é sabido que um
mecanismo de detecção de falha monitore o enlace/porta, notificando apenas o switch
local de uma possível alteração.
Para os casos de falhas de enlace representadas nas Figuras 5.8 (b) (c), existem dois
casos diferentes com 4 e 3 saltos, respectivamente. Observe que não há mecanismo de
detecção de falhas de enlace implementado internamente na FPGA. Seria necessário usar
componentes adicionais (por exemplo, medidores de energia) para detectar uma possível
falha no enlace. Em vez disso, decidimos emular as falhas utilizando um campo especial
dentro do pacote programável. Este foi adicionado após o IRP e IRE (anteriormente
mostrado na Figura 5.5), este campo adicional possue o comprimento de 1 Byte é usado
para carregar o ID do switch que irá emular a falha. Ao receber o pacote, o switch cujo ID
corresponda à identificação do switch codificado dentro do pacote (por exemplo, 𝑆7 como
no exemplo mostrado na Figura 5.8 (b)) desencadeia a configuração da rota emergencial,
utilizando o IRE já codificado no pacote. Nesse caso, o switch onde a falha do enlace é
emulada introduz um atraso de 25.6𝑛𝑠 (4 ciclos de clock) para executar este processo.
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Na Figura 5.10.2 ilustramos o quão rápido é a nossa reação à falha, pois consiste apenas
em utilizar o IRE sem depender de nenhum protocolo de convergência ou resposta de uma
entidade externa (controlador de rede). A latência medida foi em torno de 2.93𝜇s para 04
(quatro) saltos e 2.33𝜇s para 03 (três) saltos. Uma observação importante é que, para a
latência medida dentro do núcleo RDNA, não consideramos a contribuição do tempo de
detecção de falhas, portanto, a latência medida é claramente um tempo de reação à falha
pura. Entretanto, observe que a arquitetura RDNA fornece um mecanismo ultra-rápido



































Figura 5.10: Medida de latência dos switches de núcleo.
5.4.4 Desempenho no encaminhamento de pacotes (RDNA ver-
sus SDN OpenFlow tradicional)
As abordagens tradicionais de SDN OpenFlow têm se apresentado como propostas ino-
vadoras. Entretanto a arquitetura SDN OpenFlow tradicional implica que todo switch,
em qualquer posição da rede, processa pacotes unicamente com operação de pesquisa na
tabela (lookup table), baseando-se em centenas de bits presentes nas múltiplas tabelas, o
que pode levar a uma significativa variabilidade, além de alta latência de encaminhamento
dos pacotes.
Para entender as limitações da arquitetura SDN OpenFlow tradicional, considere a
Figura 5.11 (a). Observe que o pipeline de processamento do pacote nos switches SDN
OpenFlow possuiu a seguinte sequência: i) enfileiramento na porta física de entrada; ii)
análise e pesquisa das regras de fluxo nas tabelas; iii) execução do conjunto de ações
correspondentes à entrada do pacote no switch; iv) dependendo da configuração desejada
nos switches OpenFlow, uma nova correspondência e pesquisa nas tabelas de fluxo podem
ser realizadas, incluindo a execução de outras ações que correspondem ao processamento
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Figura 5.11: Fluxo dos pacotes através do pipeline de processamento: (a) visão genérica
do encaminhamento dos pacotes utilizando SDN via OpenFlow tradicional [ONF 2012];
(b) encaminhamento dos pacotes nos switches de núcleo RDNA.
Ainda na Figura 5.11 (a), note que ao receber um pacote o switch SDN OpenFlow
direciona o mesmo para uma fila na respectiva porta de entrada; em seguida, ele executa
a análise do pacote, procurando nas tabelas a correspondência entre os campos do cabe-
çalho configurados nas regras de fluxo. Neste ponto, observe que devido as características
do protocolo OpenFlow, a pesquisa pode ser realizada em múltiplas tabelas suportadas
inclusive em hardware, como as TCAMs. Todavia, mesmo memórias especiais como as
TCAMs enfrentam consideráveis desafios para garantir latência determinística de busca
na tabela. Isto ocorre devido suas características, por exemplo, a TCAM é comparti-
lhada entre todas as portas de entrada, portanto, o tempo de busca e sua variação vai
eventualmente depender da taxa de chegada dos pacotes nas interfaces e da quantidade
de portas de entrada, além do respectivo tempo de enfileiramento para a realização da
busca [Congdon et al. 2014]. Outro ponto importante, que limita esse tipo de memó-
ria, é o mecanismo de pesquisa (lookup), que permite apenas uma busca por ciclo de
clock [Yamanaka et al. 2014], independentemente da quantidade de estados armazena-
dos em sua memória, logo, inevitavelmente haverá fila para acessar a TCAM, conforme
discutido em [Congdon et al. 2014]. Ademais, os switches OpenFlow tradicionais con-
sideram em seu pipeline a atualização de contadores estatísticos, campos do cabeçalho,
além do próprio pipeline de processamento. Todas essas ações incrementam a latência de
encaminhamento dos pacotes dentro desses switches.
Ao contrário, conforme apresentamos na Figura 5.11 (b), o pipeline dos switches de
núcleo RDNA é mais simples e apesar de não garantir latência de encaminhamento de-
terminística, devido as filas de entrada e saída, nosso modelo de encaminhamento fornece
o mesmo tempo para a operação de encaminhamento dos pacotes dentro do switches
RDNA. Outra potencial vantagem da arquitetura RDNA é que várias operações de enca-
minhamento paralelas podem ser realizadas por ciclo de clock, além disso, nosso original
mecanismo de reação à falha oferece latência de encaminhamento determinística, não de-
pendendo de nenhuma atualização de tabela ou protocolo de convergência no processo de
recuperação de falhas na rede.
Com o objetivo de comparar o desempenho no encaminhamento de pacotes entre a
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arquitetura RDNA contra a abordagem tradicional SDN OpenFlow, nós avaliamos nosso
switch de núcleo implementado na NetFPGA SUME versus um switch OpenFlow de
mercado. A Tabela 5.2 apresenta resumidamente as especificações desses switches.









CORSA DP2100 100G até 32 Intel Core 16GB DDR3, 120GB HD 1.3
NetFPGA-SUME 100G até 4 Virtex-7 XC7V690T FPGA 4GB DDR3 SODIMM -
Neste cenário, consideramos avaliar os switches seguindo as especificações contidas
na RFC2544 [Bradner and McQuaid 1999], que descreve o procedimento de avaliação de
dispositivos, incluindo os tamanhos para pacotes Ethernet, variando entre 64, 128, 256,
512, 1024, 1280 e 1518 Bytes, tempo das rajadas e quantidade de amostras. Do mesmo
modo descrito anteriormente, utilizamos os analisadores de tráfego para gerar os fluxos
entre origem e destino. Consideramos na arquitetura RDNA especificamente o switch
de núcleo 𝑆5 como (device under test). Para a arquitetura SDN OpenFlow tradicio-
nal, consideramos o switch CORSA DP2100 com apenas a inserção de regras de fluxos
(in_port action), ou seja, a configuração mais simples possível para a realização do en-
caminhamento no switch OpenFlow. O gráfico da Figura 5.12 já considera o desconto do
respectivo tempo de propagação do pacote no meio, neste caso, fibra óptica que é de 5ns
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Figura 5.12: Latência de encaminhamento variando o tamanho dos pacotes. Arquitetura
RDNA versus SDN OpenFlow.
Na Figura 5.12 apresentamos o resultado desta avaliação. Para todos os tamanhos de
pacote na RDNA a latência de encaminhamento foi menor que 1 𝜇. Por sua vez, a arqui-
tetura SDN tradicional utilizando o switch CORSA DP2100 apresentou latência média de
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encaminhamento entre 11 e 15 𝜇s, para os pacotes de 64 e 1518 Bytes, respectivamente.
Este resultado demonstra que a arquitetura RDNA é mais eficiente no encaminhamento
de pacotes com latência, do que a arquitetura SDN OpenFlow no switch CORSA DP2100,
sendo uma ordem de magnitude menor.
Em relação a baixa variabilidade na latência de encaminhamento da RDNA, observada
nos resultados da Figura 5.12. Creditamos está eficiência ao projeto do switch que foi
implementado na FPGA, que é baseado no roteamento WH, conforme mostrado anterior-
mente na subseção 5.3. Deste modo, a RDNA evidência seu potencial no encaminhamento
de pacotes no núcleo da topologia com característica similares a comutação de circuitos.
Ao contrário, o switch CORSA utiliza um buffer de 6GB 3 para armazenamento do paco-
tes (store-and-forward), portanto, a variação no tamanho dos pacotes acaba influenciando
na latência de encaminhamento para este modelo de switch, requerendo primeiro o arma-
zenamento do pacote em seu buffer para posterior encaminhamento. Esta abordagem não
é eficaz em termos de redução de latência para o mecanismo de encaminhamento, entre-
tanto, é comum para todos os switches OpenFlow, que deve aguardar vários cabeçalhos
de protocolos a fim de possibilitar a identificação do fluxo [Congdon et al. 2014].
5.5 Considerações Finais
Na (Seção 5.1), descrevemos em detalhes a implementação da arquitetura RDNA. Para
demonstrar a viabilidade apresentamos o projeto e a implementação de dois diferentes
protótipos: i) ambiente emulado (Seção 5.2); e ii) testbed 10 Gbps em NetFPGA SUME
(Seção 5.3). A arquitetura RDNA é independente de topologia e mostrou seu potencial
benefício para as Redes 2-tier Clos Network. Na Seção 5.4, apresentamos e discutimos
os resultados experimentais utilizando nossos protótipos. A RDNA atinge baixa latência
de comutação por salto (≈ 0.6𝜇s) e nenhuma variação de latência no encaminhamento
dentro do núcleo da rede.
Além disso, nossa arquitetura oferece proteção ao longo de toda rota principal com
recuperação de falha ultra-rápida (sub-milissegundos). Este resultado é extremamente
desejado para serviços e aplicações de missão crítica de forma geral. É importante des-
tacar que em todos os cenários avaliados, consideramos apenas a comunicação dentro da
infraestrutura do DC. Também não incluímos o tempo de processamento e armazena-
mento dos serviços e aplicações, consideramos que essas variáveis poderiam criar ruídos
para a avaliação da arquitetura, e por isso foram descartados em nossos experimentos.
Deste modo, optamos em demonstrar os limites inferiores da RDNA e como ela pode ser
utilizada para atender a crescente demanda por conectividade na nuvem.
Ainda na Seção 5.4, comparamos dois projetos para arquitetura de switches, com dife-
rentes métodos de comutação. O método de comutação de pacotes cut-through switching
3Conforme datasheet disponível no site do fabricante (https://www.corsa.com/products/dp2100/).
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não requer o armazenamento completo do frame, portanto, após receber e processar as
informações do cabeçalho necessárias para comutação, o pacote já pode ser enviado para a
fila da porta de saída. Já o método store-and-forward switching vai requerer no mínimo o
armazenamento de todo frame em um buffer temporário. Portanto, um switch OpenFlow
sempre vai utilizar o método store-and-forward switching, dado sua característica arqui-
tetural. Outro problema na utilização de switches OpenFlow tradicionais em DCs é o uso
das TCAMs, que além de consumir muita energia seu uso, dificulta o atendimento aos
serviços de baixa latência na conectividade da nuvem. [Congdon et al. 2014] demonstrou
em seu estudo que mesmo com uma única interface, haverá fila para acessar a TCAM,
dependendo da taxa de chegada de novos fluxos, e que com mais interfaces o tempo de
comutação vai piorar.
Ao contrário a arquitetura SDN OpenFlow tradicional, a RDNA não requer nenhum
estado armazenado em tabelas, o que permitirá desenvolver no futuro um dispositivo
mais barato para DCNs, além de consumir menos energia. Ademais, a RDNA suporta
a implementação do método de comutação cut-through, que reduz a latência de encami-
nhamento, conforme demonstramos no protótipo implementado nas NetFPGAs. Para
finalizar, destacamos que ao tornar o tempo de lookup determinístico, abrimos uma nova
linha de investigação de políticas para engenharia de tráfego que podem levar a serviços
determinísticos, entretanto, esta linha de investigação não será analisada por estar fora
do escopo desta tese e serão investigados nos trabalhos futuros.
Capítulo 6
Trabalhos Relacionados
O presente capítulo apresenta alguns dos trabalhos relacionados relevantes encontrados
na literatura científica da área. Deixamos propositalmente este capítulo para o final da
tese, desta forma o leitor já possui o completo conhecimento das inovações aqui apresen-
tadas. Portanto, ele pode identificar nossas principais contribuições e as diferenças da
nossa arquitetura com as existentes. Esses trabalhos foram divididos em três categorias,
descritas resumidamente a seguir, sendo que cada uma compõe uma seção. São elas:
• Encaminhamento de pacotes baseado em rótulos: discutiremos alguns tra-
balhos encontrado na literatura que baseiam suas decisões de encaminhamento em
rótulos/etiquetas.
• Roteamento resiliente: nesta categoria apresentaremos algumas propostas no
contexto de roteamento resiliente que podem ser aplicadas em DCNs.
• Comunicação multicast: discutiremos nesta categoria alguns trabalhos envol-
vendo comunicação multicast suportadas para DCNs.
6.1 Encaminhamento de Pacotes baseado em Rótulos
Na literatura encontramos uma numerosa quantidade de propostas e arquiteturas que fa-
zem uso do roteamento por segmento. Também é comum encontrar nesses trabalhos o uso
de mecanismos de encaminhamento baseado em rótulos ou etiquetas, incluindo: MPLS
[Rosen et al. 2001], VxLANs [Mahalingam et al. 2013], SlickFlow [Ramos et al. 2013],
KeyFlow [Martinello et al. 2014], Segment Routing [Filsfils et al. 2014] e Path Switching
[Hari et al. 2015]. Ao longo desta seção apresentaremos as principais características des-
tes trabalhos, iniciando com o Multiprotocol Label Switching (MPLS).
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MPLS versus RDNA
O MPLS é uma tecnologia que domina o núcleo das infraestruturas de DC pelo mundo.
Com um mercado equivalente a 3.2 bilhões de dólares anuais [Hardesty 2017], um ver-
dadeiro império que pode ser confrontado com nossa arquitetura. Sua tecnologia utiliza
rótulos inseridos em cada pacote para estabelecer uma espécie de circuito virtual, que
permite rotear os pacotes pela rede de núcleo, por meio do rótulo ao invés de usar o
endereço IP. Têm seu padrão especificado pelo Internet Engineering Task Force (IETF),
que descreve o design, roteamento e encaminhamento dos pacotes nas redes IP. O MPLS
opera entre as Camadas 2 e 3, portanto, pode ser considerada como protocolo de Camada
2.5. Ele pode ser usado para transportar vários tipos diferentes de tráfego, incluindo paco-
tes IP, ATM, SONET e Ethernet [Rosen et al. 2001]. Resumidamente, sua arquitetura é
composta por um identificador, ou rótulo, uma classe equivalente para encaminhamento,
um roteador de borda (LER), um roteador de núcleo (LSR), um protocolo de distribuição
de rótulos (LDP).
O rótulo no MLPS é atribuído no cabeçalho de comprimento fixo, que além do label
de 20 bits, contêm um campo para classe de serviços com 3 bits, um campo para empi-
lhamento com 1 bit e um campo de TTL com 8 bits, totalizando 4 Bytes de cabeçalho. A
função do rótulo é identificar a classe equivalente para encaminhamento do pacote na rede.
Ao utilizar as classes de equivalência o MPLS não somente simplifica o processo de comu-
tação dos pacotes, mas também combate o crescimento das tabelas de encaminhamento
nos roteadores de núcleo.
Apesar da redução dos estados nos roteadores de núcleo é importante destacar que
o rótulo usado no cabeçalho do MPLS, e atribuído em cada pacote que tráfega no nú-
cleo da rede, só possui significado local. Portanto, exige armazenamento em tabelas de
encaminhamento com as classes de equivalência, além da troca dos rótulos no pacote a
cada salto. Estas são duas grandes desvantagens quando comparamos a tecnologia do
MPLS com a RDNA, que utiliza um identificador de rota que possui significado global
nos switches de núcleo, além de não exigir nenhuma mudança no cabeçalho do pacote a
cada salto em codições normais da rede.
O MPLS argumenta que o uso das classes de equivalência permitem simplificar a im-
plementação da agregação de serviço na rede. Esta simplificação é benéfica à engenharia
de tráfego, pois organiza a distribuição dos fluxos na rede de modo a evitar o congestiona-
mento causado pela acomodação desigual dos fluxos nos enlaces. Todavia, estas soluções
não são novas e nem exclusivas do MPLS, várias outras propostas foram desenvolvidas
com o intuito de agregar qualidade de serviço à rede, tais como as arquiteturas IntServ e
DiffServ em um ambiente IP clássico [Harju and Kivimaki 2000].
A engenharia de tráfego, faz com que a operação de troca de dados na rede seja eficiente
e confiável enquanto há uma otimização de seu desempenho [Gimenez et al. 2006]. O
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MLPS estabelece uma variedade de módulos de controle para atender a este requisito.
Em nossa arquitetura isso não é diferente, mas é realizado de maneira simples e flexível.
Cabe ao elemento de gerenciamento dar suporte às políticas refinadas de distribuição dos
fluxos. Deste modo, diferentes critérios podem ser implementados pelo operador do DC
via controlador RDNA.
No MPLS, para habilitar a engenharia de tráfego, é necessário usar o MPLS-TE (Traf-
fic Engineering), que exige o uso de protocolos de distribuição de rótulos, além do uso
adicional de outros protocolos como: ReSerVation Protocol (RSVP), Serviços Integrados
(IntServ) e Constrained SPF (CSPF) do OSPF, o que demanda muita configuração adici-
onal [Awduche and Jabbari 2002]. Na RDNA apenas o elemento de borda atua orientado
pelo elemento de gerenciamento, o que proporciona flexibilidade nas DCNs.
O roteador de borda no MPLS, chamado de Label Edge Router (LER), tem como
principal função conectar uma rede de domínio MPLS com um outro domínio não MPLS.
Além disso, cabe a este roteador a função de atribuir ao pacote uma classe particular de
equivalência. Tipicamente, a tarefa de atribuição das classes é realizada pelos operadores,
que desejam ter controle total de sua rede, dispensando o uso de protocolos dinâmicos.
No entanto, essa decisão representa um desafio para as DCNs, principalmente pela ca-
rência para encontrar profissionais habilitados para configuração e manutenção do MPLS
(OPEX) [Ionescu-Graff et al. 2004]. Em nossa arquitetura funcionalidade similar é reali-
zada pelo elemento de borda, que tem o objetivo de atribuir os identificadores de rota via
controlador RDNA, dando ao operador total controle a partir de uma visão centralizada
da rede, o que simplifica consideravelmente o gerenciamento das DCNs.
O Label Switching Router (LSR) é o roteador de núcleo na arquitetura MPLS. Sua
função é associada ao encaminhamento do pacote utilizando o rótulo. Basicamente, ele
extrai do cabeçalho MPLS o label que é usado para pesquisar na tabela de encaminha-
mento, identificando a porta de saída e o novo rótulo que será codificado no pacote antes
de encaminhá-lo para um dos seus vizinhos. O MPLS tem habilidade de usar o roteamento
IP para anunciar e estabelecer comunicação na topologia, com a vantagem de utilizar o
rótulo para a comutação dos pacotes. Isto representa uma vantagem que permite reduzir,
mas não elimina, o armazenamento dos estados nas tabelas de encaminhamento.
Nossa arquitetura, ao contrário, elimina completamente qualquer necessidade de arma-
zenamento de estados nos switches de núcleo. Outra vantagem no uso da RDNA é rapidez
na recuperação à falha. A RDNA utiliza um identificador emergencial único que permite
proteger toda a rota principal sem que seja necessário nenhuma troca de mensagem entre
os switches de núcleo. O MPLS requer o armazenamento adicional de estados em cada
LSR como mecanismo de proteção ao longo de toda rota principal. Além disso, requer o
suporte de um protocolo de sinalização, como o Label Distribution Protocol (LDP) para
os comutadores MPLS Fast Reroute [Swallow et al. 2005] habilitados.
Por último mas não menos importante está o estabelecimento do caminho. Nas redes
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MPLS a transmissão de dados ocorre em caminhos associados a um conjunto de rótulos
denominado LSP. Os Label Switching Paths (LSPs) são uma sequência de rótulos atri-
buído a cada um dos roteadores de núcleo ao longo do caminho entre a origem e o destino.
Os LSPs são estabelecidos via LDP antes da transmissão dos dados (proativamente) ou
após a detecção de um novo fluxo de dados (reativamente) [Gimenez et al. 2006]. Em
nossa arquitetura o caminho ou rota é definido no elemento de gerenciamento (Plano de
Controle), de forma proativa ou reativa. Todavia, não precisamos sinalizar ou atribuir ne-
nhuma informação adicional aos switches de núcleo, basta saber apenas os identificadores
internos dos switches e as respectivas portas de saída para estabelecimento do caminho.
Todas essas informações são coletadas via elemento de gerenciamento na inicialização da
topologia e são suficientes para determinar a rota entre uma origem e um destino. Coletas
temporais podem ser realizadas via módulos de TE (Traffic Engineering) que podem ser
instanciados no elemento de gerenciamento, contudo, nesta proposta não consideramos os
módulos de TE.
Uma limitação da nossa proposta está no uso de um elemento centralizado para defini-
ção das rotas principais e emergenciais. O MPLS permite a implementação em conjunto
com outros algoritmos de roteamento, como OSPF, para distribuição dos rótulos, o que
de certa maneira torna as redes MPLS mais autônomas quando comparadas com a nossa
abordagem. Todavia, o uso de elementos de gerenciamento logicamente centralizado e
fisicamente distribuídos podem ser aplicados em nossa arquitetura, isso permite incluir
redundância não apenas do serviço disponibilizado por este elemento, mas também resili-
ente para os estados configurados nos elementos de borda utilizado em nossa arquitetura.
De forma colaborativa exploramos a resiliência no plano de controle e maiores detalhes
podem ser encontrado em [Spalla et al. 2014, Spalla et al. 2015? ].
VLAN e extensões versus RDNA
Uma forma simples de reduzir os estados nas tabelas de encaminhamento, é utilizar um
meio termo entre uma rede de Camada 2 e Camada 3. As VLANs permitem a criação de
múltiplos domínios de broadcast em uma camada lógica de nível 2. Ao contrário de uma
LAN física, uma VLAN pode ser logicamente definida, independentemente da localização
dos hosts na rede. Ao dividir uma grande rede em várias VLANs de dimensões adequadas,
os administradores podem reduzir a sobrecarga de transmissão de broadcast em cada uma
delas, e também garantir o isolamento entre os diferentes grupos. Comparado com o IP,
VLANs simplificam a mobilidade, pois os hosts mantém seus endereços IP enquanto cir-
culam em uma mesma VLAN [Ramos 2013]. Embora viável para redes de menor escala,
VLANs também sofrem de uma série de inconvenientes. Elas devem ser configuradas em
cada switch, e exigem que os recursos de largura de banda sejam explicitamente atribuídos
a cada VLAN em cada switch participante, limitando a flexibilidade para alterar dina-
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micamente os padrões de comunicação. Outro desafio em utilizar VLANs em DCs está
na limitação imposta pelo campo do cabeçalho de 12 bits para os identificadores (VLAN
IDs), o que limita em até 4096 diferentes túneis de isolamento para as redes virtuais.
Para resolver os desafio relacionados a VLAN surgiram as Virtual Extensible LAN (Vx-
LANs) [Mahalingam et al. 2013]. Resumidamente, uma VxLAN é um encapsulamento
MAC-in-UDP, eliminando algumas das restrições descritas anteriormente. O encapsu-
lamento permite que as sub-redes em Camada 2 se expandam para redes físicas IP em
Camada 3 stateless. As VxLAN suportam até 16 milhões de diferentes redes virtuais
(24 bits), o que de certa forma representa um número muito grande para ambientes de
Data Center [Santana 2013]. Apesar desses melhoramentos, a VxLAN difere da nossa
arquitetura na maneira como ela usa abordagem de sobreposição. A VxLAN encapsula
o tráfego em um pacote UDP. Portanto, o encapsulamento impõe uma sobrecarga de
70 Bytes em cada pacote [Jeuk et al. 2014], o que não acontece com nossa arquitetura.
Outra vantagem da RDNA é que realizamos a comutação dos pacotes mantendo o enqua-
dramento Ethernet, além disso, nossos switches de núcleo não precisam de tabelas, ou
convergência via protocolos de roteamento (BGP, EIGRP, IS-IS e OSFP) o que simplifica
o desenvolvimento do hardware rumo a uma rede de núcleo fabric [Casado et al. 2012].
Abordagens SDN versus RDNA
Em [Ramos 2013] é proposto uma arquitetura denominada SlickFlow, que utiliza rotea-
mento na origem, onde as fontes especificam um caminho no cabeçalho do pacote, con-
trastando com o modelo tradicional de roteamento distribuído. A argumentação do Slick-
Flow é que o roteamento na origem combinado com o modelo de controle centralizado do
SDN/OpenFlow permite que a proposta seja empregada facilmente em diferentes topolo-
gias. Para isso, a arquitetura emprega caminhos pré-computados que levam à redução da
sobrecarga na instalação dos caminhos nos comutadores intermediários, além de permitir
a recuperação de falhas.
Basicamente, o SlickFlow propõe o uso de um cabeçalho contendo um percurso (seg-
mentos), definido pelo autor como caminhos codificados ou Encoded Paths (EP). O EP
especifica um conjunto de nós no DC através do qual os switches intermediários devem
encaminhar os pacotes. É de responsabilidade do switch ToR (Top of Rack) a codificação
dos segmentos e o mapeamento no cabeçalho do pacote. Cabe ao controlador de rede
(Network Controller - NC) a tarefa de enviar as regras de fluxos (inserção e remoção dos
segmentos codificados nos pacotes) [Ramos 2013].
Nossa arquitetura possui funcionalidade similar à proposta do SlickFlow. Podemos
considerar equivalentes o NC com o Elemento de Gerenciamento, o primeiro switch no
ToR com o Elemento de Borda, e por último os switches intermediários com o Elemento
de núcleo. Todavia, a similaridade para por ai. O NC define o caminho e entrega as regras
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de estado ao switch ToR, que precisa instalar as regras de estado nos switches intermediá-
rios ao longo do caminho. Nossa arquitetura não requer a instalação de nenhum estado
nos comutadores de núcleo. Outra diferença está no mecanismo de encaminhamento uti-
lizado nos switches intermediários. O SlickFlow exige a reescrita do pacote a cada salto
para deslocamento dos bits no cabeçalho do pacote (shift). Em nossa arquitetura, pelo
contrário, nenhuma reescrita é executada nos comutadores de núcleo1. Portanto, nosso
mecanismo de encaminhamento no núcleo é mais simples. Além disso, nossa arquitetura
não requer a instalação de estado para os fluxos nos switches de núcleo, o que simplifica
o gerenciamento e a escalabilidade da rede.
Como mecanismo de recuperação à falhas, o SlickFlow sugere duas abordagens: i) usar
um controlador centralizado para alterar as regras que definem as rotas na origem; e ii)
utilizar caminhos alternativos nos cabeçalhos dos pacotes, tornando a arquitetura capaz
de se recuperar de falhas sem a intervenção do controlador. Este caminho alternativo
pode incluir proteção completa ao longo de toda rota principal. O uso do Elemento
de Gerenciamento também é considerado em nossa arquitetura como modelo reativo de
recuperação à falha. Todavia, apenas para tratar falhas nos caminhos emergenciais, ou
seja, apenas sob condições raras e extremas utilizamos a recuperação reativa. Portanto,
nossa arquitetura foi projetada para oferecer mecanismo rápido de recuperação à falha nos
elementos de núcleo. Para isso, diferente dos caminhos alternativos proposto no SlickFlow,
nossa arquitetura utiliza apenas um identificador de rota emergencial. Este identificador
permite ao elemento de núcleo a recuperação imediata sem a dependência do controlador
e sem nenhuma mensagem de controle ao longo de toda rota principal.
Na primeira abordagem o principal problema está na reação reativa, apesar de mais
flexível, esta abordagem insere considerável latência, além de sobrecarregar o controlador
nos momentos de falha da rede. Na segunda abordagem o problema está na complexidade
para estabelecer proteção completa do caminho principal. O cabeçalho com os caminhos
alternativos é representado com uma sequência de segmentos que serão utilizados por cada
salto ao longo do caminho para realizar o encaminhamento. Porém, além do próximo
salto do pacote, o segmento indica também mais duas informações: i) o comprimento do
caminho alternativo de 𝑘 e; ii) o caminho alternativo de 𝑘, onde 𝑘 é representado por uma
sequência de rótulos. O cabeçalho contém ainda uma informação adicional: um campo de
1 bit, que especifica se o pacote está ou não em um caminho alternativo. Esta informação
adicional serve para indicar ao switch intermediário como tratar o pacote na ocorrência de
uma falha, ou seja, se o bit possuir valor 0 indica que ele deve usar o caminho alternativo.
Porém se possuir valor 1, indica que o pacote já esta em um caminho alterativo, logo, se
outro falha ocorrer o pacote é descartado.
Ambas as abordagens desta arquitetura requerem a reescrita do cabeçalho dos pacotes
a cada salto, além de requerem que o controlador atualize as tabelas de encaminhamento
1Em condições normais, ou seja, sem falha no enlace da porta de saída do pacote.
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dos switches intermediários que pertencem ao caminho alternativo, o que dificulta o ge-
renciamento das DCNs.
Em nossa arquitetura o identificador de rota emergencial, assim como o identificador
de rota principal, possuem comprimento máximo fixo, limitado aos 6 Bytes do endereço
MAC de origem e destino, respectivamente. Portanto, não é necessário deslocamento
variável para leitura dos identificadores de rota, o que simplifica a implementação em
hardware. Outra vantagem é que na ocorrência de falhas na rota emergencial o pacote é
redirecionado para o elemento de gerenciamento que recalcula a rota eliminando a conexão
em falha. Contudo, neste cenário eventual latência adicional deve ser considerada. Isto
ocorre pela necessidade de comunicação entre os planos de controle e dados, além da
alteração no estado do fluxo nos elementos de borda (ingresso e egresso) para evitar a
rota em falha.
Em [Martinello et al. 2014] foi proposto uma técnica de encaminhamento para Redes
de Núcleo de Operadoras chamado KeyFlow. Assim como a RDNA o KeyFlow possui
um controlador centralizado, o nó de ingresso modifica o cabeçalho do pacote (endereço
MAC) incluindo um identificador denominado “route path ID”. Cabe ao nó egresso re-
mover o identificador, substituindo pelas informações originais, mantendo transparente
esta alteração para o destinatário. Embora o KeyFlow use o TCR para calcular rotas,
seu foco era em arquiteturas para rede de núcleo. A RDNA, no entanto, direcionou sua
atenção para os DCs, no qual as topologias são indubitavelmente diferentes. Por exemplo,
as topologias de DCNs comuns possuem dois níveis (Spine e Leaf ), onde existem vários
caminhos disponíveis com o mesmo tamanho. Outra diferença é que no KeyFlow não há
considerações sobre implementações de hardware, problemas de recuperação de falhas e
comunicações multicast. Além disso, nossa nova arquitetura foi implementada e validada
em netFPGA SUME 10Gbps.
O Segment Routing [Filsfils et al. 2014], atribuído ao grupo de trabalho em redes do
IETF, propõe que os pacotes sejam encaminhados usando segmentos. Esses segmentos
tipicamente são anexados aos pacotes e compõe uma lista ordenada codificada, denomi-
nada pilha de etiquetas ou stack of labels. Para o encaminhamento dos pacotes, o Segment
Routing precisa reescrever o ID do segmento usando operações remoção ou pop a cada nó
do caminho (o topo da pilha é considerado o ID do segmento ativo), enquanto o MPLS
executa troca de rótulo onde o rótulo é trocado por um novo.
Ao contrário do Segment Routing, o encaminhamento na arquitetura RDNA é ba-
seado em uma operação simples de módulo, sem operações de troca ou pop por nó no
núcleo. A RDNA permite direcionar um fluxo por meio de qualquer caminho, topologia
ou encadeamento de serviço, mantendo o estado por fluxo apenas nos elementos de borda.
Outra proposta que utiliza o arcabouço das SDNs é o Path Switching [Hari et al. 2015].
Neste trabalho os autores propõem uma alternativa ao MPLS. A ideia é usar as vantagens
do roteamento de origem, codificando as informações de encaminhamento em um espaço
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fixo existente no cabeçalho dos pacotes. Entretanto, os autores apenas apresentam um
prova de conceito em alto nível, nenhuma validação experimental ou implementação em
testbed é explorada. Portanto, a ausência de evidências e resultados inviabiliza não apenas
a comparação com nossa arquitetura, mas também a aplicabilidade do Path Switching
nas Redes de Data Centers. Na Tabela 6.1 resumimos as principais características das









MPLS Sim Sim Não
VLANs Sim Não Não
SlickFlow Sim Sim Sim
KeyFlow Não Não Sim
Segment Routing Sim Sim Não
RDNA Não Não Sim
Tabela 6.1: Tecnologias e arquiteturas para encaminhamento de pacotes baseado em
rótulos.
6.2 Roteamento Resiliente
Como primeiro mecanismo propício a suportar resiliência em DCN consideramos os pro-
tocolos de Camada MAC. A adoção do padrão Ethernet pela indústria causou a criação
de grandes domínios em Camada 2 que exigem convergência rápida.
Mecanismos e protocolos de proteção a rotas em Camada 2
No melhor conhecimento deste autor, o primeiro protocolo que proporcionou redundân-
cia em redes comutadas por pacotes foi o Spanning Tree Protocol (STP) [Perlman 1985],
este protocolo surgiu oferecendo redundância entre bridges e LANs. Basicamente, per-
mitiu estender as redes locais em instâncias maiores, além de preservar a conectividade
em períodos de indisponibilidade. Sua habilidade de auto-configuração representou um
importante marco, mantendo a característica dos protocolos de Camada 2. O STP tam-
bém inovou ao assegurar que as redes redes Ethernet, não permaneça em loop transiente
independentes de seu tamanho.
Por outro lado, além do broadcast, o uso do STP introduz nas redes ineficiências
substanciais como o bloqueio de alguns caminhos a fim de assegurar que não aconte-
çam loops. Outra limitação está no tempo de recuperação pós-falha. Tal ação trans-
corre na casa de algumas dezenas de segundos. Melhorias foram inseridas no Rapid
Spanning Tree Protocol (RSTP), reduzindo para alguns segundos o tempo de conver-
gência [Marchese and Mongelli 2012]. Contudo, no contexto de um problema de árvore
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geradora, os caminhos redundantes são desativados, logo, o único caminho que permanece
ativo se torna um gargalo na rede.
Para remover as limitações impostas por uma única árvore, o RSTP foi estendido para
oMultiple Spanning Tree Protocol (MSTP) [Marchetti et al. 2005]. O MSTP permite que
múltiplas árvores de expansão simultâneas coexistam dentro da mesma rede, mapeando
cada árvore de expansão para uma instância de árvore de expansão múltipla (MSTI).
Uma ou várias VLANs podem ser associadas a uma MSTI, o que permite ampliar a
disponibilidade agregada da rede, além de melhorar significativamente a confiabilidade na
ocorrência de falhas. Os gargalos podem ser reduzidos, distribuindo a carga da rede sobre
um maior número de caminhos. Entretanto, dentro de um MSTI os integrantes continuam
sujeitos a interrupções da árvore spanning, além do tempo de reparação. Outro problema
relacionado a agregação das VLANs é que enquanto algumas VLANs podem sofrer pouca
interrupção, outras VLANs podem ser severamente impactadas pois compartilham um
único caminho. Além disso, como VLANs são usadas para garantir isolamento entre os
grupos, o número máximo de grupos é limitado a 4096 (o número de VLANs permitido
pelo padrão 802.1q).
Para automatizar o processo de configuração, melhorias foram desenvolvidas PVST+
[Pang 2007]. Todavia, o tempo de convergência permaneceu inalterado. Outro ponto que
desfavorece o uso deste protocolo está no fato de somente ser suportado por equipamen-
tos do fabricante Cisco ®. Este mesmo fabricante também desenvolveu o EtherChannel
[Gallagher et al. 2012] que permite a agregação de um conjunto de portas físicas padrão
Ethernet, criando uma única porta lógica. O objetivo da proposta é fornecer altas ve-
locidades (Gigabit ou 10-Gigabit) e ao mesmo tempo tolerar as falhas nos enlaces ou
nas portas. Uma limitação do EtherChannel é que todas as portas físicas do grupo de
agregação devem pertencer ao mesmo comutador, exceto no caso de uma pilha de comu-
tadores, onde podem residir em comutadores diferentes na pilha. Outra forte limitação e
a característica proprietária do protocolo.
Similar ao EtherChannel, o LACP 802.3ad [Seifert 2000] também suporta configuração
automática. A principal diferença entre os dois está no fato de um ser padrão proprietá-
rio e o outro um padrão aberto. Contudo, em se tratando de Redes de Datacenter dois
principais fatores limitam o uso do EtherChannel ou LACP 802.3ad: i) as estruturas to-
pológicas se tornariam inviáveis dado o aglomerado de cabos e conexões e ii) o desperdício
de recursos sobressalentes para cada conjunto de agregação.
Outra solução proprietária da Cisco ® é o Flex Links [Donahue 2011], basicamente,
um par de portas é configurado, onde uma porta torna-se o backup da outra. A vantagem
do uso desta abordagem está na redução do tempo de reparação, quando comparada
com as abordagens anteriores. Contudo, o tempo de reparação permanece alto para
Redes de Data Center, além do fato de somente funcionar nos equipamentos do fabricante
supracitado.
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Ainda na Camada 2 encontramos o Intermediate System to Intermediate System (IS-
IS) [Oran 1990, Gredler and Goralski 2005]. Este protocolo é similar ao OSPF [Moy 1998],
também utiliza informação baseado nos estados dos enlaces, é um protocolo de padrão
aberto e utiliza o algoritmo Dijkstra [Dijkstra 1959] para a seleção do melhor caminho na
rede. IS-IS apresenta um tempo de convergência médio de 30s [Lee et al. 2004]. Apesar
de ser aplicada entre sistemas de intra domínio, tradicionalmente sua aplicação não esta
direcionada a conectividade no contexto desta proposta.
Resumidamente, podemos concluir que independente do protocolo de Camada 2 utili-
zado, um desafio comum em realizar resiliência eficiente, ou seja, no menor tempo possível,
está na troca de mensagens de controle dos protocolos para prevenção de loops e incon-
sistências. Outra desvantagem deste processo é o consumo de largura de banda para o
compartilhamento de informações topológicas da rede.
Mecanismos e protocolos de proteção a rotas em Camada 3
Por sua vez, protocolos de roteamento para redes de intra domínio (Camada 3), como
OSPF [Moy 1998] podem ser empregados para encontrar os caminhos de menor custo
entre os hosts. Falhas na rede em topologias de grande escala são comuns. O OSPF pode
detectar essas falhas e, em seguida, transmitir as informações para todos os switches para
assim, evitarem enlaces indisponíveis [Ramos 2013] dinamicamente. Entretanto, essa ar-
quitetura também impõe suas limitações. A primeira limitação ao utilizar o protocolo
OSPF está no tempo de convergência da rede 2, que pode demorar dezenas de segun-
dos [Siddiqi and Nandy 2005]. Este tempo pode ser menor, reduzindo o tempo de troca de
mensagens e de reação, contudo, o maior problema da arquitetura híbrida é a sua enorme
sobrecarga de configuração. A atribuição de prefixos para as sub-redes, e a configuração
das sub-redes nos roteadores normalmente são processos manuais, pois a atribuição deve
seguir a hierarquia de endereçamento, e deve ser planejada de forma a reduzir o espaço de
endereços desperdiçados, considerando também o uso futuro de endereços para minimizar
uma reconfiguração posterior.
Outra proposta que funciona com as mesmas características do OSPF foi apresen-
tada em [Wang and Crowcroft 1992]. Denominada SPF-Emergency Exit (SPF-EE), que
é uma extensão do algoritmo SPF padrão. Nessa abordagem quando há ocorrência de
congestionamento ou falhas de equipamentos, a rotina de roteamento do nó ao invés de
iniciar a atualização das tabelas de roteamento, encaminha temporariamente o tráfego
por caminhos alternativos. Estes caminhos alternativos são escolhidos dinamicamente a
partir da troca de informações de controle entre nós vizinhos. O principal requisito da
escolha do caminho alternativo, além de localizar o próximo nó vizinho que tenha um
2O tempo total de convergência do OSPF é dependente do tamanho da topologia, da configuração do
protocolo, da quantidade de nós na rede, da velocidade de processamento do nó, da carga de tráfego, e
da quantidade de prefixos de rede existentes [Barreto 2008].
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caminho alternativo, é evitar loops de roteamento [Barreto 2008]. Na avaliação efetuada
pelos autores os resultados foram considerados satisfatórios em termos de funcionalidade
da abordagem (desvio do tráfego a partir de falhas transitórias/congestionamento). En-
tretanto, a abordagem gera um significativo tráfego adicional para encontrar e estabelecer
um caminho alternativo. Além de ser lento em relação à reação global do OSPF.
6.2.1 Mecanismos de recuperação reativos e proativos
Outro protocolo que dá suporte aos mecanismos de recuperação de falhas é o OpenFlow.
Ao utilizar um switch OpenFlow e um controlador SDN centralizado para conduzir as
decisões de encaminhamento com uma visão global da arquitetura. Este modo, conhecido
como reativo, permite utilizar mecanismos de recuperação dinâmicos, monitorando os
enlaces da infraestrutura. É considerado mais flexível, desde que o controlador esteja
habilitado para administrar a lógica que não pode ser implementada localmente no switch.
Por outro lado, este mecanismo acrescenta latência adicional extra sobre o primeiro pacote
do fluxo [OpenDaylight 2013].
O monitoramento no OpenFlow pode ser realizado usando o protocolo LLDP. Con-
tudo, o monitoramento via LLDP apresenta sérios problemas de escalabilidade, basta ver
que para aplicações que requerem recuperação menor ou igual a 50 ms será necessário
monitorar os estados dos enlaces a cada 10 ms, isso significa que o controlador deve estar
habilitado para receber e processar 100 mensagens a cada intervalo de 1s para cada enlace
de cada comutador que compõe a rota fim-a-fim (túnel) [Kempf et al. 2012]. Dependendo
da topologia e da quantidade de servidores no Data Center, não é incomum encontrarmos
milhares de enlaces e comutadores na infraestrutura, logo, o controlador seria sobrecarre-
gado com milhões de mensagens de controle para monitorar o estado (saúde) da rede. Isso
não é apenas um desafio para os controladores, mas também para a rede como um todo,
afinal, milhões de mensagens de controle irão trafegar e disputarão espaço nos enlaces
com os pacotes de dados.
Outro modo de recuperação utilizando o protocolo OpenFlow é a forma proativa.
Este modo permite implementar proteção com rotas pré-calculadas, através do recurso
denominado Fast Failover (FF). Este recurso executa o primeiro bucket “vivo”. Logo,
este tipo de grupo permite ao switch, por exemplo, mudar a porta de encaminhamento
de modo proativo, desde que já tenha sido definida está condição via controlador. Se não
houver bucket “vivo”, os pacotes são descartados. Lembrando que o switch que detecta a
falha, usando o FF, permite a recuperação quase que instantaneamente, sem a intervenção
do controlador. Contudo, não permite a notificação dos switches que fazem parte da rota
previamente definida. Para realizar tal ação seria necessário a intervenção do controlador.
Portanto, o OF (FF) não possui nenhum mecanismo de recuperação fim a fim, apenas
implementa recuperação local da falha.
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Enquanto que o monitoramento usando OF se apresenta como uma proposta não es-
calável para DCNs, executar um módulo de engenharia de tráfego em um controlador
centralizado pode ser útil para o processo de balanceamento de carga, com claras con-
sequências em função da sobrecarga e da latência inserida pelo controlador. A motivação
proposta no trabalho Detour [Capone et al. 2015] é justamente utilizar menos o contro-
lador SDN. Para isso, propõe uma abordagem denominada OpenState, cuja tarefa de
controle é somente ter o conhecimento do switch local, não sendo necessário manusear
com o controlador.
A abordagem proposta em Detour é que o controlador não precisa ser notificado no
momento da ocorrência de uma falha na rede, por exemplo falha de um enlace. Segundo
a proposta, somente em alguns casos é necessário ter o conhecimento global centralizado
da topologia no processo de recuperação. Assim, os autores defendem como vantagem
a ação de notificar somente os nós vizinhos sobre a falha, sendo que somente o primeiro
pacote vai sofrer a retransmissão (retornar para o nó anterior), não sendo assim necessário
propagar tal informação para o controlador. Entretanto, é possível observar uma grande
deficiência no Detour, principalmente na ocorrências de falhas temporais e transitórias,
comuns em infraestruturas como de um DC. Depois de configurada a rota de recuperação
a proposta não monitora a rota substituída, ou seja, se os enlaces retornarem seu estado
normal de funcionamento os pacotes continuarão sendo transmitidos pela rota pós falha.
Logo, se esta rota não for tão eficiente como a anterior, os fluxos serão naturalmente
afetados.
Em [de Lima et al. 2015], colaboramos para avaliar a flexibilidade utilizando o Open-
Flow como mecanismo dinâmico de recuperação de falhas em um DCN em topologia de
hipercubo. Na ocorrência de uma falha nos enlaces, um controlador SDN é notificado e
modifica a forma de encaminhamento dos nós afetados por essa falha, calcula rotas alter-
nativas e instala novas regras de encaminhamento, garantindo a entrega dos pacotes. Os
resultados mostraram que o tempo não aumenta de forma diretamente proporcional em
relação a quantidade de falhas. O aumento no tempo de restauração de falhas na queda
de vários enlaces se dá em decorrência das ações que o controlador implementa ao detectar
uma falha, mesmo que elas ocorram simultaneamente, pois para cada detecção de falha
um novo grafo topológico precisa ser gerado, novas rotas são calculadas e em seguida
são enviadas as mensagens para as tabelas de encaminhamento de cada nó afetado pela
falha. Todas essas ações ocorrem para cada falha detectada. Todavia, vale destacar que
a aplicação do plano de controle não foi implementada usando-se conceitos de multitarefa
e concorrência, o que implica que as falhas simultâneas foram tratadas individualmente
pelo controlador e essa característica tem um impacto direto nos resultados obtidos e
serão alvo de melhoramentos em trabalhos futuros proposto pelos autores.
Na Tabela 6.2 apresentamos uma análise sintética das principais abordagens e pro-
tocolos que suportam resiliência em Camada 2 e Camada 3 focando os mecanismos de
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6.2.2 Reação à falha local com roteamento na origem
A técnica de roteamento na origem é a base de muitas propostas para melhorar a confiabi-
lidade e o desempenho das redes, essencialmente porque fornece diversidade de caminhos
e reduz a dependência de um único caminho de rede com características indesejáveis.
Apesar das vantagens, um problema clássico nesta abordagem é a percepção rápida
para reagir a falha de um enlace ou nó que pertence a um caminho. Existem basicamente
duas abordagens de alto nível para resolver o problema de reação de falha rápida. A
primeira abordagem consiste em enviar uma notificação de falha para o nó de origem.
Enquanto melhora o tempo de reação de falha, a origem ainda precisa aguardar para
receber a mensagem de notificação. Até que a notificação de falha seja recebida, os
pacotes que já haviam deixado o nó de origem serão descartados.
Na segunda abordagem a reação de falha acontece dentro da rede, usando caminhos
alternativos, que é uma rota de proteção com um ou mais estados de backup para cada
destino. Assim, um comutador pode alternar localmente para o caminho alternativo assim
que o comutador detectar uma falha em um de seus enlaces diretamente conectados que
afetam esse caminho. No entanto, esta abordagem requer que cada switch seja capaz de co-
mutar e armazenar os caminhos de backup, de modo que haja uma dependência entre cada
tabela de encaminhamento do switch e a topologia de toda a rede [Nguyen et al. 2011].
O uso de tabela de roteamento permite não apenas armazenar os estados para o
encaminhamento dos pacotes sob condições normais de conectividade, mas também ar-
mazenar os estados de proteção, utilizados pelo mecanismo de recuperação à falha. Exis-
tem diversas propostas que utilizam caminhos alternativos. Dentre elas destacamos as
que se relacionam com a nossa arquitetura e que poderiam ser aplicadas em DCNs,
como por exemplo o MPLS Fast Reroute [Swallow et al. 2005], o Routing Deflections
[Yang and Wetherall 2006], o SlickFlow [Ramos et al. 2013] e também o Path Switching
[Hari et al. 2015]. A Tabela 6.3 resume as principais características dessas propostas.
A parte comum das propostas que visam a recuperação dentro da própria rede é a
precomputação de caminhos alternativos para cada destino, de modo que um comutador
possa alternar localmente para o caminho alternativo sem esperar pelo processo de con-
vergência plano de controle. O SlickFlow [Ramos et al. 2013], por exemplo, propõe como
solução para recuperação de falha nos comutadores intermediários com uso de caminhos
alternativos codificados no cabeçalho dos pacotes. Esta abordagem exige o deslocamento
dos bits no cabeçalho a cada salto além do uso de proteção por segmentos de caminho, o
que eleva consideravelmente a codificação da rota no cabeçalho dos pacotes.
Alguns trabalhos como: KeyFlow [Martinello et al. 2014] e ALEX [Jia et al. 2014],
propõem mecanismos que permitem o encaminhamento dos pacotes pelos switches de
núcleo da rede sem utilizar tabelas de roteamento, contudo, não adotam ou descrevem
mecanismos de recuperação à falha.
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MPLS Fast Reroute [Swallow et al. 2005] Sim Sim
Routing Deflections [Yang and Wetherall 2006] Sim Sim
Slick Packets [Nguyen et al. 2011] Sim Sim
SlickFlow [Ramos et al. 2013] Sim Sim
Path Switching [Hari et al. 2015] Sim Não
RDNA Sim Sim
Tabela 6.3: Síntese das principais diferenças entre as propostas que utilizam roteamento
de origem sob a ótica da proteção de falha no enlace.
Em [Gomes 2016] colaboramos para uma proposta denominada KAR (Key-for-Any-
Route). O KAR propõe um novo sistema de roteamento para redes de intra domínio
com suporte a mecanismos de rápida reação a falhas, sem nenhuma necessidade de si-
nalização ou mesmo modificação do pacote ao longo do caminho. Tal proposta combina
os benefícios do roteamento controlado na origem com mecanismos adicionais de defle-
xão guiada para fornecer resiliência através de uma diversidade de caminhos, conhecido
como (for-any-route). Uma rota dentro do sistema de roteamento KAR é representada
por um número inteiro, chamado de identificador de rota ou (route ID), que é codificado
no cabeçalho do pacote no endereço MAC de destino. Este valor inteiro representa o
caminho que o pacote vai seguir entre um par de nós (origem e destino). Resumidamente,
o sistema de encaminhamento é baseado no resultado da divisão entre o identificador de
rota (localizado no cabeçalho do pacote) com um identificador que é configurado em cada
switch da topologia, exceto os switches de borda que são responsáveis por inserir e retirar
os identificadores de rota codificados. A técnica de codificação de rota no KAR é proje-
tada explorando uma propriedade especial do Sistema de Resíduo Numérico, ou Residue
Number System (RNS) [Garner 1959, Chokshi et al. 2009, Chang et al. 2015].
Como mecanismo de reação rápida a falha os comutadores de núcleo do KAR fazem
a deflexão dos pacotes ao invés de descartá-los. Como prova de conceito três técnicas de
deflexão foram propostas e avaliadas, sendo uma totalmente aleatória utilizada como pior
caso. Os pacotes que são defletidos, então, passam através de um conjunto de diversos
switches que guiam os pacotes usando o mesmo identificador previamente codificado no
cabeçalho do pacote. Esse identificador permite o transporte guiado do pacote livre de
loops não intencionais e sem qualquer reescrita de pacotes no núcleo da rede. Assim,
a abordagem do KAR mantém a conectividade dos enlaces permitindo, em tempo real,
encaminhar os pacotes ao longo do caminho até o destinatário mesmo com falha em um
ou mais enlaces da topologia.
Para reconduzir os pacotes de volta à rota no KAR, os nós vizinhos do caminho
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principal 3 são incluídos no cálculo do que chamamos de identificador de rota (route ID).
Assim, se o roteador de núcleo encontrar a porta do caminho principal indisponível, o
pacote será defletido, ou seja, enviado para qualquer outra porta disponível exceto a porta
de entrada com a mesma probabilidade. Como o route ID já foi codificado incluindo os
respectivos vizinhos cada pacote possui a informação que permite a recuperação da falha.
Diferente da nossa arquitetura, o KAR utiliza apenas um identificador de rota (route
ID), que se mantém inalterado mesmo em períodos de falha. Todavia, a aleatoriedade
usada na deflexão como mecanismo de recuperação à falha vai resultar em um grande
desafio se aplicado as DCNs com topologia 2-tier Clos Network. Por exemplo, com 24
switches em uma 2-tier Clos Network (𝑆𝑝𝑖𝑛𝑒 = 8 e 𝐿𝑒𝑎𝑓 = 16) com 96 portas na RDNA
precisamos no pior caso de 10 Bytes (IRP + IRE). Para o KAR neste mesmo cenário é
necessário no máximo a mesma quantidade de Bytes (Equação 4.1). Porém, a principal
dificuldade é lidar com a aleatoriedade na camada Leaf, ou seja, se os pacotes forem defle-
tidos para portas que estão conectados os hosts, eles podem ser reencaminhados de volta
para o mesmo switch Leaf. Entretanto, como o router ID não foi alterado, o pacote será
direcionado para a mesma porta, e se esta porta continuar inválida a deflexão será utili-
zada e novamente o mesmo problema poderá ocorrer com uma probabilidade de 92,6%4.
Uma forma de reduzir essa possibilidade é encaminhar o pacote para o controlador que
calculará um novo route ID excluindo o enlace defeituoso, porém essa ação certamente
representará incremento de latência na entrega do pacote, além de sobrecarregar o con-
trolador em momentos de falha da rede.
No caso de falha de enlace, uma abordagem tradicional é restauração de rota. Esta
abordagem consiste em notificar o controlador, que recalcula a rota excluindo o enlace
defeituoso dos caminhos disponíveis. O problema é como reagir rapidamente após uma
detecção de falha, evitando a latência intrínseca para se comunicar com o controlador. Um
mecanismo típico para reação rápida a falhas é proteção de rota através da deflexão dos
pacotes. As técnicas de roteamento de deflexão são conceitualmente simples e permitem
que cada switch decida independentemente quais pacotes encaminhar para qualquer enlace
disponível [Yang and Wetherall 2006]. Portanto, quando um switch detecta uma falha em
um de seus enlaces (ou seja, a porta de saída está com falha), ele escolhe uma de suas
portas saudáveis para encaminhar os pacotes. A escolha das portas disponíveis é aleatória
(por exemplo, distribuição uniforme) e leva os pacotes a rotas inesperadas, isto é, caminhos
mais longos, como os resultados apresentados pela proposta KAR. Diferente da RDNA,
que utiliza um robusto mecanismo de reação à falha, que permite encaminhar os pacotes
por rotas determinísticas, além disso, nenhuma mensagem de controle é requerida.
3Caminho principal na abordagem KAR é definido como o menor caminho entre a origem e o desti-
natário, definido pelo algoritmo de Dijkstra [Dijkstra 1959].
4(96 − (1 + 7)) 96 representa a quantidade total de portas na camada Leaf ; 1 representa a porta de
entrada (NIP) que não será considerada e 7 representa o total de portas dos switches Spine excluindo a
porta inválida que já foram consideradas no cálculo do router ID. Portanto teremos 𝑃 = 96−896−1 = 0.926.
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Em [Yang and Wetherall 2006] foi apresentada outra proposta que utiliza o roteamento
por deflexão, denominada de Routing Deflections. Por ser uma técnica de roteamento pro-
babilística, loops transitórios podem ser formados. A RDNA utiliza roteamento resiliente
determinístico baseado em um mecanismo de proteção de rede ao longo de todo o percurso.
Nosso mecanismo de reação a falhas rápidas usa um identificador de rota de emergencial
(IRE). O IRE é calculado de forma a representar um conjunto de switches necessários para
contornar uma falha na rota principal. Este recurso é importante e desejável em redes de
Data Center, principalmente pelo alto grau de conectividade comumente encontrado nas
topologias.
Para finalizar, inspirado em um abordagem de proteção híbrida, onde os segmentos
individuais de um caminho são protegidos [van Asten et al. 2014], a RDNA inovou ao
oferecer um mecanismo de reação rápido à falha não encontrado na literatura, resultando
em uma abordagem de proteção completa da rota principal utilizando apenas um único
identificador emergencial.
6.3 Comunicação Multicast
Cabe aos algoritmos de roteamento e técnicas de encaminhamento de pacotes utilizadas na
comunicação multicast apoiar os padrões um-para-muitos, muitos-para-um e muitos-para-
muitos. Os operadores de DCNs podem usar multicast IP nativo [Moy 1994, Pansiot 2010,
Li and Freedman 2013]. No entanto, essa solução não é eficaz porque os switches podem
não reconfigurar grupos multicast IP nas taxas necessárias [Shahbaz et al. 2018].
Dispositivos de rede tradicionais que encaminham tráfego (por exemplo, roteadores e
switches de Camada 3) executam funções de roteamento e encaminhamento ao mesmo
tempo. O roteamento envolve determinar o melhor caminho para um determinado pa-
cote com base no endereço de destino e nas informações de conectividade existentes.
Por outro lado, o encaminhamento é responsável por transferir um pacote de uma in-
terface de entrada para uma de saída, conforme determinado na etapa de roteamento.
Portanto, o desempenho de um roteador ou switch seria melhorado se ele pudesse de-
dicar todos os seus recursos ao encaminhamento. Ao explorar esta ideia, o conceito de
SDN permitiu o surgimento de novas abordagens incluindo propostas para comunicação
multicast [Islam et al. 2018].
O surgimento de redes programáveis e mais especificamente SDN com OpenFlow,
tornou possível a implementação e o melhoramento de vários recursos e serviços de rede,
incluindo a comunicação multicast. Maiores detalhes sobre as propostas de comunicação
multicast com SDN podem ser encontradas em [Islam et al. 2018]. Entretanto, conforme
discutido anteriormente, propostas de SDN tradicionais com o OF enfrentam uma série
de desafios práticos quando aplicadas às DCNs. Na comunicação multicast a manutenção
dos estados nas tabelas de fluxo é um dos principais limitadores da arquitetura SDN.
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[Jia 2014] propôs uma abordagem que utiliza as propriedades do Teorema Chinês do
Resto para representar um mapa de bits que especifica as portas de saída dos pacotes
em cada switch de núcleo, chamada de Code-Oriented eXplicit multicast (COXcast). Ba-
sicamente, este mapeamento de bits é a conversão de um número decimal para binário.
O número decimal obtido do resto da divisão entre um identificador específico de canais
multicast e uma chave (número primo) única que identifica cada switch no núcleo da rede.
Por exemplo, imagine uma transmissão multicast, cuja rota passa pelo switch com Id = 31
que possui 5 portas físicas numeradas de 0 até 4. Suponha neste exemplo que os pacotes
desta transmissão deverão ser encaminhados pelas respectivas portas físicas 2 e 4. Por-
tanto, a representação binária desta mapeamento em bits das portas deverá ser [10100],
o valor 1, mais a esquerda representa a porta 4. Assim, para se obter a representação
binária é necessário que o valor decimal seja 20. Usando o Teorema Chinês do Resto o
valor de residual que representa o decimal requerido é 148.665 (148.665 módulo 31 = 20).
A proposta deste trabalho suporta transmissões multicast e unicast, seguindo os mesmos
princípios de conversão do resíduo decimal para valor binário.
A proposta defendida em [Jia 2014] utiliza o resto da divisão como um mapeamento
de bits, utilizados para as portas de saída do pacote. O desafio desta abordagem é que os
identificadores dos switches, precisam iniciar-se com valores enormes. Isto ocorre devido
ao teorema da divisão euclidiana, este indica que um restante 𝑟 de uma computação de
divisão é um número inteiro tal que 0 ≤ 𝑟 <𝑏, onde 𝑏 é o divisor, logo, como os identifi-
cadores utilizados nos switches são números primos/coprimos ao longo da rota multicast,
estes precisam ser maiores do que o número decimal desejado. Portanto, em uma rede
com switches que possuem 96 portas físicas o número do identificador dos switches do
núcleo precisa ser maior do que 296. Resumidamente, o comprimento do identificador de
rota multicast pode ser definido por: 𝑐𝑜𝑚𝑝𝑟𝑖𝑚𝑒𝑛𝑡𝑜_𝑏𝑖𝑡𝑠(𝑅) = ⌈𝑙𝑜𝑔2(𝑀)⌉, onde𝑀 é o re-
sultado da multiplicação dos identificadores dos switches ao longo da rota multicast. Em
nossa arquitetura o uso das expressões polinomiais reduzem consideravelmente o tamanho
do cabeçalho multicast, conforme apresentamos na Seção 4.3.
Uma outra solução multicast que poderia ser aplicada em nossa arquitetura é utilizar
o controlador RDNA para inserir regras de fluxo específicas nos elementos de borda para
transmitir cópias dos pacotes com diferentes identificadores de rota, por exemplo, utili-
zando os recursos de grupo do OpenFlow (Group Table feature “all”). Portanto, a partir
dos elementos de borda, cópias do pacote podem ser distribuídos pelos switches de núcleo
no Data Center. Todavia, observe que ao usar o switch de borda gerando cópias dos pa-
cotes não oferecemos a redução do tráfego na rede. Por exemplo, em um grupo contendo
10 membros é necessário encaminhar, via enlace do switch de borda, 10 cópias para a
camada 𝐿𝑒𝑎𝑓 . Cada pacote pode ser codificado para rotas distintas, mas de qualquer
forma serão 10 cópias a partir da raiz da árvore. Portanto, utilizar o switch de borda não
é uma solução viável em termos de redução de tráfego na rede aplicado em transmissões
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multicast.
Propostas tradicionais de roteamento multicast via IP [Moy 1994, Deering et al. 1994,
Ballardie et al. 1993, Waitzman et al. 1988] e alternativas como: Bit Indexed Explicit Re-
plication (BIER) [Giorgetti et al. 2017, Chen et al. 2018] e bloom filters [Jokela et al. 2009,
Ratnasamy et al. 2006] exigem estados armazenados nos switches intermediários, além de
reescrita dos pacotes a cada salto.
Em [Shahbaz et al. 2018], os autores propõem um mecanismo nativo que aproveita as
características topológicas das DCNs, tais como simetria da topologia (Fat-tree), menor
caminho e a posição das VMs dos inquilinos. A partir destas características, a arquite-
tura Elmo codifica parte da árvore multicast dentro do próprio pacote em um cabeçalho
específico (encapsulamento). Essas informações codificadas, são apoiadas por estados ar-
mazenados nas tabelas dos switches intermediários, e representam a árvore de multicast
dentro do Data Center. Segundo os autores, a codificação de parte da árvore dentro do
próprio pacote reduz a necessidade de armazenamento de estados nos switches, suportando
1 milhão de grupos multicast com apenas 1.1 mil estados de fluxos nas tabelas.
A arquitetura Elmo, utiliza um controlador centralizado que é responsável pelos es-
tados em todos os switches intermediários e hypervisors. Também é de responsabilidade
do controlador a sincronização entre as regras inseridas nos pacotes (p-rules) e os esta-
dos armazenados nos switches (chamado pelos autores de s-rules). Apesar da proposta
Elmo apresentar razoável escalabilidade e ter sido implementada por meio de plano de
dados programável (P4 [Bosshart et al. 2014]), esta arquitetura apresenta uma série de
desvantagens quando comparada com nossa proposta. Por exemplo, a RDNA não precisa
de nenhum armazenamento de estado nos switches intermediários (Spine e Leaf ) o que
reduz consideravelmente a sobrecarga nos controladores. Também não precisamos de no-
tificações ou aguardar mensagens para recuperação em caso de falha. Além disso, nossa
codificação de árvore multicast é extremamente simples (bitmap das portas de saída),
diferente da proposta pela Elmo que exige complexo algoritmo para a criação dos grupos
multicast.
Nossa arquitetura de roteamento multicast foi projetada considerando as seguintes
premissas: i) não ser necessário armazenar estado nos switches de núcleo, logo, o projeto
do hardware pode ser simplificado, além de manter a compatibilidade com nosso meca-
nismo de recuperação ultra-rápida no núcleo da rede; ii) visando a redução da latência
de comutação do pacote, não existe reescrita do pacote a cada salto. Portanto, com
essas duas premissas buscamos uma solução mais eficiente de transmissão multicast em
redes de Data Center, além de ser escalável, conforme apresentamos em nossa análise de
escalabilidade (Capítulo 4).






































Tempo de Processamento 𝒪(𝑀) 𝒪(𝐺)−𝒪(𝑆𝐺)2 𝒪(𝑀)
Overhead no Pacote Enorme (𝒪(M)) Baixo (𝒪(1)) Enorme (𝒪(M))
Custo da Junção (grupos) 𝒪(𝐷 log 𝑀) 𝒪(𝑅𝐷) 𝒪(𝐷 log 𝑀)
Tipo do Pacote Proativo Reativo Proativo
Segurança Alta Média1,2 Alta
Tempo de Convergência Baixo Alto Baixo
Entrega Ótima (STP) Sim Não Sim




Suporte a Multipath Sim Não Sim
Tabela 6.4: Adaptada de [Jia 2014], G: # de Grupos ativos; S: # de origens; D: # de
receptores; I: # de interfaces, R: # de switches na árvore, E: # de switches de borda,
M: Tamanho dos identificadores, 1 Dependente da Arquitetura do DC, e 2 Dependente
do protocolo.
6.4 Considerações Finais
Neste capítulo descrevemos e comparamos alguns trabalhos encontrados na literatura,
que podem ser aplicadas nas DCNs. Todas elas propõem soluções variadas para os desa-
fios citado no Capítulo 1. Outras arquiteturas como: Monsoon [Greenberg et al. 2008b],
VL2 [Greenberg et al. 2009] e PortLand [Niranjan Mysore et al. 2009] e propostas como
Presto [He et al. 2015] e PathSets [MacDavid et al. 2017], avançaram no estado da arte,
resolvendo um conjunto de desafios, como por exemplo, estimulando a comoditização com-
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pleta da infraestrutura como forma de obter escalabilidade e baixo custo, simplificaram
o balanceamento de carga, maximizando o uso dos enlaces disponíveis, além de melho-
ras significativas dos mecanismos de roteamento, encaminhamento e resiliência no DC.
Todavia, todas estas arquiteturas não abordam diretamente a proteção completa da rota
principal e o suporte a roteamento multicast, portanto, por estes motivos não incluímos
as arquiteturas supracitadas em nossas discussões.
Observe que consideramos principalmente a descrição das técnicas de encaminhamento
utilizadas, o funcionamento dos mecanismos de recuperação à falha e como cada arquite-
tura pode suportar o crescimento dos estados nos switches intermediários. A parte comum
de todas as arquiteturas relacionadas está no uso do roteamento de origem. O uso desta
técnica permite retirar dos switches e roteadores a decisão de roteamento, aumentando
a escalabilidade do plano de dados, princípio este fundamental para as redes de Data
Center.
Capítulo 7
Conclusão e Trabalhos Futuros
Vivemos cada dia mais conectados, inovações tecnológicas não assustam como antes. A
Computação em Nuvem não é um conceito novo, mas nos últimos anos tem impulsio-
nado diversas áreas, oferecendo soluções em um modelo de serviços, tais como: Soft-
ware como Serviço (SaaS - Software as a Service), Plataforma como Serviço (PaaS -
Platform as a Service) e Infraestrutura como Serviço (IaaS - Infrastructure as a Ser-
vice) [Mell and Grance 2011]. Com base em suas necessidades, os clientes podem escolher
um desses serviços para criar entidades lógicas, tais como: servidores web, unidades de ar-
mazenamento, serviços bancários, ou um computador propriamente dito. Estas entidades
podem crescer ou encolher em tempo real a fim de garantir os níveis desejados de latên-
cia, desempenho, escalabilidade, confiabilidade e segurança, para atender as exigências de
uma aplicação específica. Dessa forma, a computação em nuvem pode reduzir significa-
tivamente o capital inicial e tornar as despesas operacionais proporcionais às demandas
atuais, tanto no quesito armazenamento, quanto no quesito processamento [Vassoler 2015].
Recentemente, novos modelos de serviço tem exigido infraestrutura mais eficientes dos
provedores. Serviços emergentes de redes móveis de próxima geração 5G e Internet das
Coisas são exemplos desses serviços, que requerem baixa latência e alta confiabilidade.
Para atender essa nova demanda, pequenos centros de processamento e armazenamento
têm sido utilizados, essa infraestrutura promete reduzir a latência e aumentar a vazão,
aproximando os recursos de nuvem dos usuários finais. São exemplos os serviços de IoT,
nas mais diversas áreas desde planejamento urbano, produção agrícola e industrial, logís-
tica, comércio eletrônico e até preservação do meio ambiente. De modo geral, a IoT busca
facilitar nas tarefas do dia a dia, além claro de melhorar a vida das pessoas e comunidades.
Seguramente várias outras novas aplicações, nas mais diversas áreas do conhecimento irão
surgir, todas em um curto espaço de tempo, contudo, especialmente na área de saúde e
segurança um vasto campo de oportunidades está aberto. Grandes empresas como: In-
tel, Google, Microsoft e Amazon estão atentas a essas demandas, investindo pesado em
serviços e produtos para melhorar a qualidade de vida das pessoas.
Durante o desenvolvimento desta tese, buscou-se solucionar os problemas relacionados
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a infraestruturas de DC. O objetivo foi atender de forma satisfatória as organizações e
usuários da Computação em Nuvem. Pequenos centros de Computação em Nuvem, cons-
truídos em topologia de rede 2-tier, localizados próximo aos usuário, ajudaram a reduzir
a sobrecarga em termos de latência e tempo de resposta da nuvem pública tradicional.
Diferente de todas as arquiteturas existentes, a RDNA fornece em conjunto baixa latência
na comunicação unicast e um mecanismo de reação à falha ultra-rápido, ademais também
demonstramos que a RDNA permite a comunicação multicast com baixa sobrecarga e
escalabilidade sem mudanças significativas.
Os resultados alcançados nesta tese se apresentaram extremamente promissores e in-
cluem a introdução do conceito de uma Arquitetura Definida por Resíduos para Rede
de Data Centers (RDNA). Neste contexto, consideramos à capacidade de programar as
decisões de roteamento, através de identificadores codificados no cabeçalho dos pacotes
para uma rede de switches de núcleo sem tabela. A dissociação entre o switch de borda,
switch de núcleo e o controlador da rede, permite a criação de blocos fundamentais para
um padrão de design SDN pragmático.
O projeto e implementação da arquitetura, demonstrando a viabilidade do RDNA
através de experimentos em ambiente emulado (Mininet) e testbed 10 Gpbs. No melhor
conhecimento do autor desta tese, esta é a primeira implementação de uma proposta SDN
sobre uma rede de núcleo em NetFPGA SUME 10G, utilizando resíduos programáveis.
Nossa arquitetura é independente de topologia, sobretudo, evidenciamos sua escalabi-
lidade para redes de DC construídas sobre 2-tier Clos networks. Além disso, os resultados
obtidos em nosso testbed mostram que nossa arquitetura alcança baixa latência com o
tempo de computação do pacote de ≈ 0.6 𝜇s por salto, e sem variabilidade na rede de
núcleo. Em uma rede de domínio RDNA, uma política pode ser definida, por exem-
plo com proteção de conectividade para serviços ou fluxos específicos dentro do DC. O
controlador RDNA instrui os switches de borda de forma programável para proteger os
fluxos. Desse modo, a RDNA oferece proteção no transporte host a host com reação à
falha ultra-rápida (microssegundos) e sem overhead de mensagens de controle no núcleo
do DC.
Finalmente, pode-se concluir que os resultados obtidos na avaliação da arquitetura
RDNA demonstrou que os objetivos propostos foram atingidos. O TCR aplicado no sis-
tema de roteamento e encaminhamento para DCNs se mostrou eficiente, suportando o
crescimento dos estados de encaminhamento ao manter os switches de núcleo da topo-
logia sem tabela. Os estados são restritos apenas aos switches de borda, não existindo
restrição significativa em termos de capacidade de armazenamento das regras de fluxo. O
mecanismo de encaminhamento é simples, baseado em uma operação de resto de divisão
(módulo), que resultou em um modelo de encaminhamento de pacote na comunicação
unicast com baixa latência, Ademais, o mecanismo projetado, implementado e avaliado
de reação à falha forneceu um esquema de proteção completa da rota principal, mantendo
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o núcleo sem tabela e sem depender de nenhuma mensagem de controle ou protocolo de
convergência. Na comunicação multicast a arquitetura RDNA conquistou notáveis bene-
fícios. Construído a partir da união de duas subáreas da Teoria dos Números, permitiu
representar a árvore de multicast de forma eficaz, reduzindo em até 50% o tamanho do
cabeçalho para os casos avaliados (Capítulo 4). Do mesmo modo, nenhum estado arma-
zenado em tabela ou reescrita do cabeçalho a cada salto é requerido, o que simplifica o
modelo de roteamento e encaminhamento para este tipo de comunicação. Todas essas
melhorias conduzem a uma infraestrutura promissora para redes de Data Centers e, por-
tanto, favorecem as aplicações e serviço atuais além de suportar de forma escalável as
futuras demandas por conectividade na Computação em Nuvem.
Outras contribuições diretamente relacionadas com a arquitetura são listadas em or-
dem cronológica inversa através das seguintes publicações:
1. LIBERATO, A. B.; MARTINELLO, M.; GOMES, R. L.; BELDACHI, A. F.;
HUGUES-SALAS, E.; VILLACA, R.; RIBEIRO, M. R. N.; KANELLOS, G.; NE-
JABATI, R.; GORODNIK, A.; SIMEONIDOU, D. RDNA: Residue-Defined Networ-
king Architecture Enabling Ultra-Reliable Low-Latency Datacenters. Artigo sub-
metido em 16 de abril e aprovado em 16 de outubro de 2018, IEEE Transactions
on Network and Service Management, special issue in Novel Techniques for Mana-
ging Softwarized Networks, no tópico de Network softwarization for 5G e Design of
architectural building blocks for managing virtualized software-defined systems.
2. MARTINELLO, M.; LIBERATO, A. B.; BELDACHI, A. F.; KONDEPU, K.;
GOMES, Roberta L.; VILLACA, R.; RIBEIRO, M. R. N.; YAN, Y.; HUGUES-
SALAS, E.; SIMEONIDOU, D. Programmable Residues Defined Networks for Edge
Data Centres. 13th International Conference on Network and Service Management
(CNSM, 2017), Tokyo, Japan, Nov. 26-30, 2017.
3. GOMES, R. R.; DOMINICINI, C. K.; LIBERATO, A. B.; RIBEIRO, M. R. N.;
MARTINELLO, M. Analytical Modeling Approach of Routing Deflection for Intra-
domain Networks In: XXXVI Congresso da Sociedade Brasileira de Computação,
2016, Porto Alegre/RS. XVWorkshop em Desempenho de Sistemas Computacionais
e de Comunicação, 2016.
4. LIBERATO, A. B.; MARTINELLO, M.; RIBEIRO, M. R. N.; MARQUEZ-
BARJA, J. M.; KAMINSKI, N.; DASILVA, L. A. Dynamic Backhauling within
Converged Networks In: ACM SIGCOMM, 2016, Florianópolis. ACM SIGCOMM
Workshop on Fostering Latin-American Research in Data Communication Networks
(LANCOMM), 2016.
5. GOMES, R. R.; LIBERATO, A. B.; DOMINICINI, C. K.; RIBEIRO, M. R. N.;
MARTINELLO, M. KAR: Key-for-Any-Route, a Resilient Routing System In: The
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46th IEEE/IFIP International Conference on Dependable Systems and Networks
(DSN’2016), 2016, Toulouse-France. The 2nd Workshop on Dependability Issues on
SDN and NFV (DISN), 2016.
6. LIMA, D. S. A.; GUIMARAES, R.; LIBERATO, A. B.; SPALLA, E. S.; VAS-
SOLER, G. L.; MARTINELLO, M.; VILLACA, R. REUNI: Um algoritmo para
REduzir tabelas de encaminhamento e UNIformizar a distribuição dos fluxos em
redes com topologia hipercubo In: XXXIV Simpósio Brasileiro de Redes de Com-
putadores e Sistemas Distribuídos (SBRC), 2016, Salvador-Bahia. XXXIV Simpósio
Brasileiro de Redes de Computadores e Sistemas Distribuídos (SBRC), 2016.
7. MAFIOLETTI, D. R.; LIBERATO, A. B.; DOMINICINI, C. K.; VILLACA, R.;
MARTINELLO, M.; RIBEIRO, M. R. N. Latency Measurement as a Virtualized
Network Function using Metherxis. ACM SIGCOMM Computer Communication
Review. https://ccronline.sigcomm.org/, 2016.
8. MAFIOLETTI, D. R.; LIBERATO, A. B.; DOMINICINI, C. K.; VILLACA, R.;
MARTINELLO, M.; RIBEIRO, M. R. N. Metherxis: Virtualized Network Func-
tions for Micro-second Grade Latency Measurements In: ACM SIGCOMM, 2016,
Florianópolis. ACM SIGCOMM Workshop on Fostering Latin-American Research
in Data Communication Networks (LANCOMM), 2016.
9. LIMA, D. S. A.; GUIMARAES, R.; VASSOLER, G. L.; MARTINELLO, M.; VIL-
LACA, R.; LIBERATO, A. B. Avaliação do Uso do OpenFlow na Recuperação
de Falhas em Data Centers Centrados nos Servidores In: XIV Workshop em Desem-
penho de Sistemas Computacionais e de Comunicação (WPerformance 2015), 2015,
Pernambuco-Recife. XXXIV Congresso da Sociedade Brasileira de Computação –
CSBC, 2015.
10. LIBERATO, A. B.; MAFIOLETTI, D. ; SPALLA, E. ; VILLACA, R. ; MAR-
TINELLO, M. Avaliação de Desempenho de Plataformas para Validação de Redes
Definidas por Software. In: Wperfomance, 2014, Brasília. WPerformance - XIII
Workshop em Desempenho de Sistemas Computacionais e de Comunicação, 2014.
11. LIBERATO, A. B.; SPALLA, E.; MAFIOLETTI, D.; VILLACA, R.; MARTI-
NELLO, M. Balanceamento de Carga em SDN Provido por Comutadores Estocás-
ticos de Prateleira. In: IV Workshop de Pesquisa Experimental da Internet do
Futuro (WPEIF), 2014, Florianópolis. Simpósio Brasileiro de Redes de Computa-
dores - SBRC, 2014.
As seguintes publicações (listadas em ordem cronológica inversa) não estão direta-
mente conectadas ao tema desta proposta. Contudo foram favoráveis à construção do
conhecimento e portanto devem ser consideradas também contribuições relevantes.
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1. SPALLA, E. S.; MAFIOLETTI, D. R.; LIBERATO, A. B.; VILLACA, R.;
ROTHENBERG, C. E.; CAMARGOS, L.; EWALD FILHO, G.; MARTINELLO,
M. AR2C2: Actively Replicated Controllers for SDN Resilient Control Plane In:
IEEE/IFIP Network Operations and Management Symposium, 2016, Istanbul. IE-
EE/IFIP Network Operations and Management Symposium, 2016.
2. SPALLA, E.; MAFIOLETTI, D.; LIBERATO, A. B.; Rothenberg C.; CAMAR-
GOS, L.; VILLACA, R.; MARTINELLO, MAGNOS. Estrategias para Resiliência
em SDN: Uma Abordagem Centrada em Multi-Controladores Ativamente Replica-
dos. In: XXXIII Simpósio Brasileiro de Redes de Computadores e Sistemas Distri-
buídos, 2015, Vitoria-ES. Anais do SBRC, 2015.
3. SPALLA, E.; MAFIOLETTI, D.; LIBERATO, A. B.; VILLACA, R.; MARTI-
NELLO, M. Resiliência no Plano de Controle para Redes Definidas por Software.
In: IV Workshop de Pesquisa Experimental da Internet do Futuro (WPEIF), 2014,
Florianópolis. Simpósio Brasileiro de Redes de Computadores - SBRC, 2014.
4. MARTINELLO, M.; VILLACA, R.; LIBERATO, A. B.; MAFIOLETTI, D.;
SPALLA, E.; CABELINO, R. Plataformas Abertas para Infraestruturas Definidas
por Software: Projeto, Implementação e Experimentos. In: Infraestruturas Defini-
das por Software (IDS) no WRNP, 2014, Florianópolis. Workshop da Rede Nacional
de Ensino e Pesquisa (WRNP), 2014.
7.1 Trabalhos Futuros
A RDNA contribuiu para o estado da arte através de uma arquitetura original que fornece
resiliência na comunicação unicast além de uma abordagem de roteamento e encaminha-
mento escalável para comunicação multicast. Todavia, no período de pesquisa, projeto e
implementação desta tese observamos diversas outras oportunidades de pesquisa e algu-
mas limitações que poderão ser investigadas futuramente.
Uma dessas oportunidades está em implementar um algoritmo de balanceamento de
carga para distribuição dos fluxos entre todos os caminhos disponíveis na topologia, a par-
tir de um par (origem e destino). Atualmente, a RDNA depende da decisão do controlador
que calcula diferentes identificadores para rota principal e emergencial. Esses identificado-
res são enviados do controlador para o switch de borda, que é responsável pela codificação
nos campos existentes antes de encaminhar o pacote. Portanto, uma forma de realizar o
balanceamento de carga seria calcular um conjunto de identificadores de rota (principal e
emergencial) via controlador e entregar uma lista com este conjunto de caminhos para os
switches de borda (de forma proativa ou reativa). Este agrupamento poderia ser realizado
via endereço IP entre os pares (origem e destino). Assim o próprio switch de borda já po-
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deria distribuir os fluxos entre todos os múltiplos caminhos disponíveis, sem depender do
controlador. Esta distribuição poderia considerar todos os caminhos de forma igualitária,
implementando uma lista circular simples “round-robin (RR)”, por exemplo. Deste modo,
os fluxos poderiam ser melhor distribuídos sem mensagens de controle entre o switch de
borda e o controlador. Esse, contudo, manteria a flexibilidade permitindo que essa lista
fosse atualizada a qualquer instante. Outras abordagens mais sofisticadas poderiam con-
siderar inclusive a classificação do fluxo em função de seu tamanho, auxiliando o plano
de dados da arquitetura RDNA, por exemplo, reservando um caminho para fluxos elefan-
tes, assim todos fluxos com essa classificação poderiam disputar este único caminho sem
prejudicar os fluxos menores.
Atualmente uma das limitações da RDNA é que não consideramos o tratamento de
prioridades nas filas para garantia de Qualidade de Serviço (QoS). Portanto, a implemen-
tação de mecanismos que auxiliem a QoS é uma importante melhoria para a arquitetura
RDNA. Consideramos que a associação de serviços de QoS para diferentes classes de trá-
fego, conforme utilizado em [Oliveira et al. 2018], poderá atender a esta demanda. Deste
modo, um próximo passo importante é avaliar o impacto no comprimento do cabeçalho
para a comunicação unicast, e a partir desse resultado avaliar a integração com nossa
arquitetura.
No Capítulo 5 demonstramos a eficiência da arquitetura RDNA versus SDN OpenFlow
tradicional. Entretanto, acreditamos que é possível melhorar nossos resultados em termos
de latência de encaminhamento paralelizando o cálculo nas operações de resíduo, inclusive
no mesmo ciclo de (clock) [Nunez-Yanez et al. 2016]. Outro aspecto é a economia de
energia, eliminando-se a TCAM e explorando técnicas de adaptação na frequência do clock
para projetar switches com consumo de energia proporcional à demanda de tráfego. Os
trabalhos desenvolvidos em [Cercós et al. 2015, Nunez-Yanez et al. 2016] podem auxiliar
nesta linha de investigação.
Soluções de roteamento e encaminhamento multicast são tipicamente complexas e li-
mitadas em termos de comprimento (tamanho) de seus cabeçalhos. A RDNA avançou no
estado da arte com relevante redução no tamanho do cabeçalho sem perder a flexibilidade
exigida por este tipo de comunicação, além disso, nossa arquitetura não requer reescrita
do cabeçalho a cada salto sequer estado armazenado em tabela nos switches de núcleo.
Entretanto, uma possível limitação da nossa abordagem esta no cálculo do polinômio espe-
cífico utilizado. Sabe-se que a complexidade de tempo computacional da função algébrica
utilizada no polinômio de grau 𝑛 com coeficientes de tamanho fixo é 𝒪(𝑛) [Knuth 1998].
Deste modo, dependendo da quantidade de portas do switch, do tamanho da topologia
e do algoritmo usado para calcular a expressão polinomial, pode-se inserir nos switches
de núcleo certa sobrecarga de processamento, resultando no incremento de latência para
o encaminhamento dos pacotes na comunicação multicast. Portanto, a implementação
e experimentação do roteamento e encaminhamento RDNA multicast é um tema a ser
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investigado como consequência desta tese.
Em relação a implementação e experimentação do roteamento e encaminhamento
RDNA multicast consideramos que os avanços do plano de dados programáveis, conforme
discutido em: [Bosshart et al. 2013] baseado em SDN e hardware (FPGA), propostas uti-
lizando P4 [Bosshart et al. 2014, Sivaraman et al. 2015] e Protocol Independent Switch
Architecture (PISA) como Barefoot Tofino [Barefoot 2018], além do Protocol Oblivious
Forwarding (POF) [Li et al. 2017], permitirão a implementação e a validação da nossa
abordagem.
A partir dos resultados obtidos nesta tese, e da crescente demanda da Internet das
Coisas, 5G e Indústria 4.0, acreditamos que a RDNA possui características únicas que
permitirão atender a demanda de serviços de conectividade para Data Centers de borda,
preferencialmente localizados próximos aos usuários. Portanto, um próximo cenário a
ser investigado é a implementação da RDNA em hardware dedicado, dado que a porta
física da NetFPGA que conduz o sinal internamente não é otimizada [Ramanujam 2018].
Ademais, a implementação de uma infraestrutura piloto para continuação do desen-
volvimento da arquitetura RDNA se faz necessária. Para isso, pretendemos explorar
uma integração da rede RDNA com um orquestrador de nuvem, por exemplo o OpenS-
tack [Corradi et al. 2012].
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