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あらまし 近年，GPUや FPGA等のヘテロなハードウェアの利用が増えており，IoTデバイスも増えている．しか
し，ヘテロなハードウェアの活用には，技術的ハードルが高い．そこで，将来的には，開発者は行いたいロジックだ
け記述すると，ソフトウェアが環境に適応し，ヘテロなハードウェアを活用できることが必要になると考える．そこ
で，本稿では，アプリケーションを一度書けば，配置される場所の環境に応じて，GPUや FPGA，IoTデバイスを扱
えるようにコードが変換，自動設定され，高い性能で運用できる，環境適応型ソフトウェアを提案する．環境適応型
ソフトウェアの実現に向けた処理フローと要素技術を説明する．
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Abstract Recently, heterogeneous hardware such as GPU and FPGA is used in many systems and also IoT devices
are increased repidly. However, to utilize heterogeneous hardware, the hurdles are high because of much technical
skills. In order to break down such a situation, we think it is required in the future that application programmers
only need to write logics to be processed, then software will adapt to the environments with heterogeneous hardware,
to make it easy to utilize heterogeneous hardware and IoT devices. Therefore, in this paper, we propose environment
adaptive software to operate an once written application with high performance by automatically converting the
code and configuring setting so that we can utilize GPU, FPGA and IoT devices in the location to be deployed. We
explain a proceesing flow and elemental technologies to achieve environment adaptive software.
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1. は じ め に
近年，ムーアの法則が終焉し，CPUが 1.5年で 2倍の密度
になることが期待できなくなるのではと言われている．その状
況も踏まえて，CPUだけでなく，GPU（Graphics Processing
Unit）や FPGA（Field Programmable Gate Array）といっ
たヘテロジニアスなハードウェアをシステムに用いることが増
えている．例えば，Amazonは，GPU，FPGAのインスタン
ス [1]をクラウド技術（例えば，[2] [3] [4]）を使って提供してお
り，Microsoft は FPGA を使って Data Center の効率を高め
ている [5]．
しかし，ヘテロなハードウェアをアプリケーションで適切に活
用するためには，ハードウェアに合わせたプログラミングや設定
が必要で，CUDA（Compute Unified Device Architecture）[6],
OpenCL（Open Computing Language）[7]といった技術知識
が求められ，多くのプログラマーにとってハードルは高い．
IoT（Internet of Things）技術（例えば，[8]- [13]）の進展に
伴い，IoTデバイスは増加を続けており，2020年には数百億，
2020 年代後半には兆に達するデバイスがネットワークに繋が
ると言われている．IoTの応用分野は，製造，流通，医療，農
業等多岐に渡り，サービス連携技術等 [14]- [21]を用いて，製品
の製造過程を可視化するといった，多彩なアプリケーションが
出ている．
IoTアプリケーションで，IoTデバイスのより細かい制御を
行う際は，組込みソフトウェアの知識やアセンブリ等が必要に
なる．ゲートウェイ（GW）で，複数の IoTデバイスを集約し
て制御することも数多くされているが，ゲートウェイのリソー
スは限られるため，利用する環境に応じた設計が必要である．
整理すると，GPUや FPGA等のヘテロなハードウェア，多
くの IoTデバイスを活用したアプリケーションの期待は高まっ
— 1 —
ているが，それらの活用にはハードルが高いのが現状である．
そこで，そのような現状を打破するため，ヘテロなハードウェ
アや，IoTデバイスを容易に活用できるようにするため，アプ
リケーションプログラマーは処理したいロジックだけを書き，
使う先の環境（ヘテロハードウェアや利用する IoTデバイス）
に合わせて，ソフトウェアが適応して，環境にあった動作をす
ることが，将来的に求められると考える．
1995年に登場した Java [22]は，一度書いたソフトウェアを，
別のマシンでも動作できるようにする，環境適応のパラダイム
シフトを起こした．しかし，移行した先での性能については，
特に考慮がされていなかった．私達は，一度書いたソフトウェ
アを，配置先環境で GPUや FPGA，IoTデバイス等を活用で
きるように，コード変換等を自動で行う事で，高性能でアプリ
ケーションを動作させることを目標にした，環境適応型ソフト
ウェアを提案する．
2. 既存関連技術
環境適応ソフトウェアという点では，Java が挙げられる．
Javaは，Java Virtual Machineという仮想実行環境を用いて，
一度書いたソフトは，再度のコンパイル不要で，異なるOSのマ
シンでも動作可能にしている（Write Once, Run Anywhere）．
しかし，移植した先で，期待する性能が出るかは考慮がされ
ておらず，性能チューニングや，移植した先でのデバッグ等
の稼働は小さくないことが課題であった（Write Once, Debug
Everywhere）．
GPUの計算能力を画像処理以外にも使うGPGPU（General
Purpose GPU）のための開発環境 CUDA が発展している．
CUDAはGPGPU向けの開発環境だが，GPU, FPGA, メニー
コア CPU等のヘテロハードウェアを統一的に扱うための標準
規格として OpenCL も登場している．CUDA や OpenCL で
は，C言語の拡張によるプログラミングを行うが，GPU等の
デバイスと CPUの間のメモリコピー，解放等を記述する必要
があり，記述の難度は高い．
簡易に GPGPU を行うため，ディレクティブベースで，並
列処理すべき個所を指定し，ディレクティブに従いコンパイラ
がデバイス向けコードに変換する技術が有る．技術仕様とし
て，OpenACC [23]等，コンパイラとして PGIコンパイラ [24]
等がある．OpenACCは C/C++向けであるが，IBMの Java
JDK [25]は，ラムダ記述に従い GPUオフロード処理が可能で
ある．
このように，CUDA, OpenCL，OpenACC等の技術により，
GPUや FPGAへのオフロードが可能になっている．しかし，
GPU 処理は行えるようになっても，高速化には課題が多い．
マルチコア CPU向けには，例えば，Intelコンパイラ [26]等の
自動並列化機能を持つコンパイラがある．自動並列化時は，プ
ログラム上の for 文等の並列可能部を抽出するが，GPU を用
いる場合は，CPU-GPUメモリ間のデータ転送オーバヘッドの
ため性能が出ないことも多い．GPUを用いて高速化する際は，
スキル者が，CUDAでのチューニングや，PGIコンパイラ等
で適切な並列処理部を探索することが必要になっている．
このため，スキルが無いユーザが GPU や FPGA を使って
アプリケーションを高性能化することは難しいし，自動並列化
技術等を使う場合も並列処理可否の試行錯誤や高速化できない
場合があった．
IoTデバイスに関しては，計算リソース等が限られている IoT
デバイスでは，細かい制御を行う際は，アセンブリ等の組み込
みソフトウェアの知識が必要になるのが現状である．Rasberry
Pi等のシングルボードコンピュータでは，リソース量は限られ
るものの，Linux や Java 等が動作するため，Rasberry Pi を
GW として複数の IoT デバイスからデータを収集したり制御
したりする等の自由度が開発者に出てくる．しかし，IoTデバ
イスを何台収容するかや，IoTデバイスとシングルボードコン
ピュータでどのように処理を分担するか等は，アプリケーショ
ン，利用形態によって異なり，環境に合わせた設計が必要で
ある．
3. 環境適応型ソフトウェアの提案
3. 1 環境適応型ソフトウェアで考慮する要素
近年，サービス連携（ [27] [28] [29]等）で外部コンポーネン
トと連携してアプリケーションを作り，クラウドファーストと
いう言葉もあるように，作ったアプリケーションをクラウド等
の事業者設備で動作させることは一般的となっている．その際
に，ユーザはアプリケーションを低コストで高性能に運用する
ことを求めている．アプリケーションを動作させる場合にコス
トや性能に大きく影響する点として以下の考慮が必要である．
まず，GPUや FPGA等のアクセラレータを使う方が性能，
コストで効果がある場合にそれらの利用が考えられる．勿論，
通常の CPU向けに作られたコードではそれらのアクセラレー
タは使えないため，画像処理や FFT（Fast Fourier Transform）
処理といった，GPUや FPGAに適した処理を，それらハード
ウェアにオフロードするコードに変換やライブラリ呼び出しを
行う必要がある．コード変換は，IoTデバイスの制御等の処理
を，Rasberry Piのようなシングルボードコンピュータに切り
出して，配置する際も必要である．
動作させるアプリケーションのコードが決まると，どの程度
のリソース量を確保するかの決定が必要である．例えば，CPU
とGPUで動作させるアプリケーションの場合に，CPU処理が
1000秒で，GPU処理が 1秒等の場合は，仮想マシンの CPU
リソースを増強した方がシステムとして性能が出ることが期待
できる．
アプリケーションを実行する場所も性能に影響する．例え
ば，IoTカメラの画像分析で不審者探索を 0.5sec以内に行いた
い場合に，クラウドまでデータを上げてから画像分析しては遅
延が大きくなるので，カメラデータを集約するゲートウェイや，
NWの端点であるエッジサーバで画像分析することが必要にな
る等，処理場所の考慮が必要である．また，画像分析をエッジ
サーバで行い，不審者がいる場合だけ詳細画像をクラウドに送
る場合でも，処理場所によって，計算量，通信トラフィックが
変わるため，コストも変化する．
ハードウェアに合わせたコード変換，リソース量調整，配置
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場所調整が終わり，アプリケーションの運用を開始しても，運
用中にリクエスト特性が大きく変わった場合など，開始当初の
性能が保てなくなる場合がある．そういった際は，運用中に構
成を変更することで，システムとしての性能，コストを改善す
ることも考慮が必要である．
以上の通り，環境適応ソフトウェアでは，コード変換，リソー
ス量調整，配置場所調整，運用中再構成の 4つを，対象とする．
3. 2 環境適応型ソフトウェアの処理フロー
前サブ節で上げた点を考慮した環境適応を実現するため，図
1を用いて，以下の処理フローを提案する．環境適応型ソフト
ウェアは，環境適応機能，テストケース DB，コードパターン
DB，設備リソース DB，検証環境，商用環境からなる機能が連
携して実現される．
Step1コード分析：
ユーザは動作させたいアプリケーションコードと利用を想定
したテストケース，要望する性能とコストを，環境適応機能に
指定する．環境適応機能は，アプリケーションのコードを分析
する．分析では，ループ文や変数の参照関係，処理する機能ブ
ロック（FFT処理）等，コードの構造を把握する．
Step2オフロード可能部抽出：
環境適応機能は，アプリケーションコードの並列処理可能な
ループ文や FFT処理の機能ブロック等，オフロード可能な処
理をコードパターン DBを参照して特定し，オフロード先に応
じた中間言語（OpenCL等）を抽出する．なお，中間言語抽出
は一度で終わりでなく，適切なオフロード領域探索のため，実
行試行して最適化するため反復がされる．
Step3適切なオフロード部探索：
次に，環境適応機能は，検証用環境として，GPUや FPGA，
IoTデバイス用GW等を備えた検証用環境に，中間言語から導
かれる実行ファイルをデプロイする．配置したファイルを起動
し，想定するテストケースを実行して，オフロードした際の性
能を測定する．ここで，GPUや FPGA等オフロード先に応じ
て，この性能測定結果を用いて，より適切なオフロードとする
ため，Step2の中間言語抽出のステップに戻り，別パターンの
抽出を行い，性能測定を試行する．検証環境での性能測定を繰
り返し，最終的にデプロイするコードパターンを決定する．
Step4リソース量調整：
Step3でコードパターンを決定後は，環境適応機能は，適切
なリソース量の設定を行う．Step3の検証環境性能測定で取得
される，想定するテストケースの処理時間の中で，CPU処理
時間と GPU等の CPU以外ハードウェアの処理時間を分析し，
適切なリソース比（CPU と GPU 等ハードウェアの確保する
リソースの比．例：vCPUコア 4：仮想 GPU1が適切等）を定
める．次に，ユーザの要望する性能，コストと適切なリソース
比を鑑みて，実際に確保するリソース量を定める（例：vCPU
コア 8，仮想 GPU2が，性能，コストを満たす量）．
Step5配置場所調整：
Step3で定めたコードパターンの実行ファイルを，Step4で
定めたリソース量を確保して配置する際に，環境適応機能は，
性能，コストが適切になる場所を計算し配置先を決める．実行
するアプリケーションの想定するテストケースの特性，設備リ
ソース DBの情報から，性能とコストが適切になる配置場所を
計算する．例えば，IoTカメラの画像情報を分析して不審者を
見つける処理を，0.5sec 以内の遅延で行いたいような場合は，
IoTカメラに近いエッジサーバを特定して，配置する．ここで，
配置したい場所には，リソース量制限から，必要なリソースを
確保できない場合等は，リソース量や場所を再調整するため，
Step4に処理を戻す場合がある．
Step6実行ファイル配置と動作検証：
Step5で定めた商用環境配置場所に，Step3で定めたコード
パターンの実行ファイルを，Step4で定めたリソース量を確保
して配置すると，期待通りの動作となるかを，環境適応機能
は，動作検証試験を行う．ユーザが指定した想定テストケース
や，テストケース DBに保持されているアプリケーションリグ
レッションテストケースを用いて，動作検証する．この際に，
想定テストケースの商用環境での実際の性能を，確保した全リ
ソースのスペックやコストも含めて，ユーザに提示し，ユーザ
にサービス開始判断をもらい，OKの場合にアプリケーション
の運用を開始する．
Step7運用中再構成：
Step6で開始したアプリケーション運用にて，リクエスト特
性変化等で当初期待していた性能が出ない場合に，環境適応機
能は，ソフトウェア設定，ソフトウェア/ハードウェア構成を再
構成する．ソフトウェア設定とは，リソース量や配置場所の再
変更を意味しており，例えば，CPU と GPU の処理時間バラ
ンスが悪い場合に，リソースの比を変更したり，リクエスト量
が増え応答時間が劣化してきた場合に，リソースの比はキープ
して量を増やす．あるいは，配置する場所を別のクラウドに変
えるなどである．ソフトウェア/ハードウェア構成とは，コー
ド変換から行い，GPUであればオフロード処理するロジック
を変更したり，FPGAのようにハードウェアロジックを運用中
に変更できる場合はハードウェアロジックを再構成することを
意味している．例えば，後者で，SQL DB と No SQL の DB
を両運用している場合に，元々 SQLリクエストが多かったが，
NoSQLリクエストが一定よりも増えてきた場合に，NoSQLを
アクセラレートする FPGAにロジックを再構成する．
ここで，Step1-7で，環境適応に必要な，コード変換，リソー
ス量調整，配置場所調整，運用中再構成を一括して行う処理フ
ローを説明したが，行いたい処理だけ切出すことも可能である．
例えば，GPU向けにコード変換だけ行いたい場合は，Step1-3
だけ行い，環境適応機能や検証環境等必要な部分だけ利用すれ
ば良い．
4. 環境適応ソフトウェアの要素技術
3節提案のフローを実現する要素技術を説明する．
4. 1 コード変換
Step1のコード分析については，Clang [30]等の構文解析ツー
ルを用いて，アプリケーションコードの分析を行う．コード分
析は，オフロードするデバイスを想定した分析が必要になるた
め，一般化は難しいが，ループ文や変数の参照関係等のコード
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図 1 環境適応ソフトウェア処理フロー
の構造を把握したり，機能ブロックとして FFT処理を行う機
能ブロックであることや，FFT 処理を行うライブラリを呼び
出している等を把握する．機能ブロックの判断は，Machineが
自動判断する事は難しいが，CCFinderX [31] 等の類似コード
検出ツールを用いて類似度判定等で把握する．また，Clangは
C/C++向けツールであるが，解析する言語に合わせたツール
を選ぶ必要がある．
Step2-3は処理をオフロードする，GPU，FPGA，IoTデバ
イス制御用 GW 等，オフロード先に合わせた検討が必要とな
る．一般に，性能に関しては，最大性能になる設定を一回で自
動発見するのは難しいため，オフロードパターンを何度か性能
測定を検証環境で繰り返し試行し，高速化できるパターンを見
つけることを行う．
本サブ節では既に検討が進んでいる，GPU向けオフロード
と FPGA向けオフロードについて説明する．
4. 1. 1 GPU向けオフロード
アプリケーションは，多種多様だが，映像分析のための画像
処理（ [32]等），センサデータ分析のための機械学習等，計算量
が多いアプリケーションでは，繰り返しが多い．そこで，アプ
リケーションのループ文を GPUに自動でオフロードする事で
の高速化を行う．
しかし，2節で記載の通り，高速化には適切な並列処理が必要
である．特に，GPUを使う場合は，CPUと GPU間のメモリ
転送のため，データサイズやループ回数が多くないと性能が出
ないことが多い．また，メモリプロセスの持ち方やメモリデー
タ転送のタイミング等により，並列高速化できる個々のループ
文の組み合わせが，最速とならない場合等がある（例：10個の
for文で，1番，5番，10番の 3つが CPUに比べて高速化出来
る場合に，1番，5番，10番の 3つの組み合わせが最速になる
とは限らない等）．
そこで，著者の以前の研究である [33]では，CPU向け汎用
プログラムから，自動で適切なオフロード領域を抽出するため，
並列可能ループ文群に対して遺伝的アルゴリズム（GA）を用
いて検証環境で性能検証試行を反復し適切な領域を探索する．
遺伝子の部分の形で，高速化可能な並列処理パターンを保持し
組み換えていくことで，取り得る膨大な並列処理パターンから，
効率的に高速化可能なパターンを探索を狙っている．GA は，
生物の進化過程を模倣した組合せ最適化手法の一つで，GAの
フローチャートは，初期化→評価→選択→交叉→突然変異→終
了判定である [34]．
しかし，[33]では，オフロードに適切なループ文探索はでき
るが，ループ毎に CPUと GPUのデータ転送が発生する場合
等効率的でない場合や，オフロードしても高速にならない場合
もある等，高速化できるアプリケーションが限られていた．
そこで，更に，非効率なデータ転送を低減するため，明示的
指示行を用いたデータ転送指定を，GAでの並列処理の抽出と
合わせて行う事を提案する．提案方式は，GAで生成された各
個体について，ループ文の中で利用される変数データの参照関
係を分析し，ループ毎に毎回データ転送するのでなくループ外
でデータ転送して良いデータについては，ループ外でのデータ
転送を明示的に指定する．
データ転送の種類は，CPU から GPU へのデータ転送，及
び，GPUから CPUへのデータ転送がある．
・CPUから GPUへのデータ転送．
CPU プログラム側で定義した変数と GPU プログラム側で
参照する変数が重なる場合は，CPU から GPU へのデータ転
送が必要として，データ転送指定を行う．データ転送を指定す
る位置は，GPU処理するループ文かそれより上位のループ文
で，該当変数の設定，定義を含まない最上位のループとする．
データ転送指示行の挿入位置は，for, do, while等のループの直
前に行う．
・GPUから CPUへのデータ転送．
GPU プログラム側で設定した変数と CPU プログラム側で
参照する変数とが重なる場合は，GPU から CPU へのデータ
転送が必要として，データ転送指定を行う．データ転送を指定
する位置は，GPU処理するループ文か，それより上位のルー
プ文で，該当変数の参照，設定，定義を含まない最上位のルー
プとする．データ転送指示行の挿入位置は，for, do, while等の
ループの直前に行う．
このように，出来るだけ上位のループでデータ転送を一括し
て行うように，データ転送を明示的に指示することで，ループ
毎に毎回データを転送する非効率な転送を避けることができる．
更に，gcov [35]，gprof [36]等のプロファイリングツールを用
いて，ループ回数を事前にチェックし，GPUオフロードを試
行開始するかの振り分けをしても良い．
まとめると，GPU向けオフロードについては，ループ文の
GA等を用いた適切なオフロード部の探索と，変数参照関係を
用いたデータの一括転送により，自動での高速化を行える．
4. 1. 2 FPGA向けオフロード
GPUでは高速化は，ループ文等の並列処理が中心であった．
一方，FPGAでは，並列処理とパイプライン処理を活用して高
速化するのが一般的であり，オフロードの自由度は高いが，機
械がオフロード用のロジックを自動生成することは難しいのが
現状である．そこで，FPGAのオフロードでは，今までにプロ
グラマーが蓄積したノウハウ（Well-knownパターン）を生か
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して，大きな単位でオフロードする [37]．
具体的には，Step1のコード分析で把握した，類似コード検出
等を用いたコード機能ブロックが FFT処理である場合や，ライ
ブラリ呼び出しで FFT処理を呼び出している場合に，FFT処
理で既に定義されている FPGAロジックに置換して，オフロー
ドを行う．この置換のために，コードパターン DBは，FPGA
にオフロード可能な処理のライブラリ呼び出しや機能ブロック
と，オフロードする FPGAの処理ロジックをOpenCLやHDL
で記述したコードを，登録している．環境適応機能は，コード分
析結果と，コードパターン DBを照合し，オフロード可能な処
理を，FPGAにオフロードする処理ロジック記述に置換する．
4. 2 リソース量調整
Step4のリソース量調整については，まず適切なリソース比
を決め，次に性能，コスト要件に合うリソース量に設定する．
アプリケーションを CPUと GPUで動作させるようオフロー
ドするコードに Step1-3で変換したとして，コード自体は適切
であっても，CPUとオフロード先であるGPUとのリソース量
が適切なバランスでない場合は，性能が出ない．例えば，ある
処理を行う際に，CPUの処理時間が 1000秒，GPUの処理時間
が 1秒では，CPUがボトルネックとなるっている．[38]では，
CPU と GPU を使って MapReduce フレームワークで処理し
ている際に，CPUと GPUの実行時間が同じになるようMap
タスクを配分することで，全体の高性能化を図っている．私達
も，リソース比を決める際は，[38]等を参考に，何れかのハー
ドウェアでの処理がボトルネックとなる配置を避けるため，想
定するテストケースの処理時間から，CPUとオフロード先の
処理時間が同等オーダーになるよう，リソース比を決定する．
リソース比を決定後は，想定するテストケースの処理性能が，
Step1でユーザが指定した要求性能及びコスト要求を満たすよ
うに，リソース比はキープして，リソース量を決定する．
4. 3 配置場所調整
Step5の配置場所調整では，性能，コストが適切になる場所
を計算し配置先を決める．適切な配置先を決める手法について
は，最適化計算を用いた手法を検討している [?]．配置先を決め
るための情報としては，配置するアプリケーションの想定する
テストケースの性能情報（処理遅延やスループット）と，シス
テムで利用できる設備リソース情報（クラウド，エッジ，Home
GW等の計算リソース，ノード間帯域，及びその既に利用され
ている量と，利用した際のコスト）がある．
配置先を決定するロジックは以下のようになる．想定テスト
ケースの性能結果から，アプリケーションを配置した際の計算
量と発生トラフィックを算出する．合わせて，クラウド，エッ
ジ，Home GW 等のリンク関係をモデル化しておく．アプリ
ケーションを特定のノードに配置した際に，コストが要求条件
に収まることを制約条件に，処理遅延やスループット等の性能
を最大化する配置，あるいは性能が要求条件を満たす形でコス
トが最低になる配置を，線形計画手法等を用いて導く．
4. 4 動 作 検 証
Step6 の動作検証では，Step1-3 で決まった実行ファイル
を Step4 の指定リソース量で Step5 の指定場所に配置した後
に，期待通りの動作であることを，性能検証テストケースやリ
グレッションテストケースを実行することで確認する．性能
検証テストケースは，ユーザが指定した想定テストケースを
Jenkins [39]Selenium [40] 等の試験自動実行ツールを用いて行
い，処理時間やスループット等を測定する．リグレッションテ
ストについては，システムにインストールされるミドルウェア
や OS等のソフトウェアの情報を取得して，それらに対応する
リグレッションテストを Jenkins等を用いて実行する自動検証
技術が検討されており [41]，それらを用いる．
4. 5 運用中再構成
アプリケーション運用にて，Step6の運用開始後，リクエス
ト特性の変化等で当初期待していた性能が出ない場合に，環境
適応機能は，ソフトウェア設定，ソフトウェア/ハードウェア構
成を再構成する．再構成の判断は，運用開始前に想定したテス
トケースでなく，現在の実運用にマッチするテストケースを元
に，Step1-5のコード変換，リソース量調整，配置場所調整を
試行模擬し，性能，コストが，ユーザの期待を満たす場合に，
再構成をユーザに提案し，了承後，再構成する．
4. 5. 1 ソフトウェア設定
ソフトウェア設定の変更は，Step4-5の処理を，周期的，また
は，性能がある閾値以下となった場合に試行模擬し，性能向上
やコスト低減度合を計算する．リソース量の変更や配置場所の
変更で性能やコストが改善できる見込みがある場合は，ユーザ
に再構成を提案する．ユーザ了承を得て，再構成を実施する場
合に，リソースを変更する際は，クラウド関連技術により，メ
モリ量等の変更であれば断時間は無く変更できることが多い．
配置場所変更の際は，一括プロビジョニング技術（Open-
Stack [42] Heatを使った手法等 [43]）を用いて，移行先環境を
複製しておき，そこに移行元からマイグレーションを行う．
4. 5. 2 ソフトウェア/ハードウェア構成
ソフトウェア/ハードウェア構成の変更は，Step1-3 の処理
を，周期的，または，性能がある閾値以下となった場合に試行
模擬し，コード変換して，GPUオフロードのソフトロジック
変更や FPGAのハードロジックの変更 [44]で，性能やコスト
が改善できる見込みがある場合は，ユーザに再構成を提案する．
ユーザ了承を得て，再構成を実施する際に，GPUオフロード
するソフトロジックの変更等，ソフトウェア構成の変更の場
合は，更新する実行ファイルを起動する環境を複製後，アプリ
ケーション実行中のデータをマイグレーションする．
再構成する際に，FPGA等のハードロジックを変更する場合
は，FPGAのハードロジックを運用中に再構成する．FPGAの
ハードロジック構成の再構成は，近年の Altera, Xilinxのツー
ル [45]を用いると，運用中の数秒単位での再構成が可能である．
5. ま と め
本稿では，GPU, FPGA, IoTデバイス等環境が多様になる
中で，アプリケーションを環境に合わせて適応させ，GPUや
FPGA等を適切に活用し，高性能にアプリケーションを動作さ
せるための環境適応型ソフトウェアを提案した．環境適応型ソ
フトウェアにより，一度書いたソフトウェアを，異なる環境で
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も高性能に動作させることを狙う．
環境適応型ソフトウェアは，アプリケーションの実行依頼に
基づき，処理フローとして，コード変換，リソース量調整，配
置場所調整，動作検証を行って，アプリケーションを実稼働さ
せる．更に運用中に，ソフトウェア設定，ソフトウェア/ハード
ウェア構成の再構成を行う事で，リクエスト数変化等の状況変
化に対応する．環境適応型ソフトウェアの個々の処理を実現す
る要素技術の基本検討を行った．
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