Abstract. We study the stability and instability of periodic traveling waves in the vicinity of the origin in the spectral plane, for equations of BenjaminBona-Mahony (BBM) and regularized Boussinesq types permitting nonlocal dispersion. We extend recent results for equations of Korteweg-de Vries type and derive modulational instability indices as functions of the wave number of the underlying wave. We show that a sufficiently small, periodic traveling wave of the BBM equation is spectrally unstable to long wavelength perturbations if the wave number is greater than a critical value and a sufficiently small, periodic traveling wave of the regularized Boussinesq equation is stable to square integrable perturbations.
Introduction
We study the stability and instability of periodic traveling waves for some classes of nonlinear dispersive equations, in particular, equations of Benjamin-Bona-Mahony (BBM) type (1.1) u t + M(u + u 2 ) x = 0 and regularized Boussinesq type (1.2) u tt − M 2 (u + u 2 ) xx = 0.
Here, t ∈ R is typically proportional to elapsed time and x ∈ R is the spatial variable in the primary direction of wave propagation; u = u(x, t) is real valued, representing the wave profile or a velocity. Throughout we express partial differentiation either by a subscript or using the symbol ∂. Moreover M is a Fourier multiplier, defined via its symbol as
and characterizing dispersion in the linear limit. Note that (1.3) m(k) = the phase speed and (km(k)) = the group speed.
Throughout the prime means ordinary differentiation.
Assumption 1.1. We assume that (M1) m is real valued and twice continuously differentiable, (M2) m is even and, without loss of generality, m(0) = 1, (M3) C 1 |k| α < m(k) < C 2 |k| α for |k| 1 for some α −1 and C 1 , C 2 > 0, (M4) m(k) = m(nk) for all k > 0 and n = 2, 3, . . . . Assumption (M1) ensures that the spectra of the associated linearized operators depend in the C 1 manner on the (long wavelength) perturbation parameter; here we are not interested in achieving a minimal regularity requirement. Assumption (M2) is to break that (1.1), or (1.2), is invariant under spatial translations. Assumption (M3) ensures that periodic traveling waves of (1.1) or (1.2) are smooth, among others. Assumption (M4) rules out the resonance between the fundamental mode and a higher harmonic.
The present treatment works mutatis mutandis for a broad class of nonlinearities. Here we assume for simplicity the quadratic power-law nonlinearity. Incidentally it is characteristic of numerous wave phenomena.
In the case of M = (1 − ∂ 2 x ) −1 , note that (1.1) reduces to the BBM equation
(1.4) u t − u xxt + u x + (u 2 ) x = 0, which was proposed in [BBM72] , as an alternative to the Korteweg-de Vries (KdV) equation
(1.5) u t + u x + u xxx + (u 2 ) x = 0, to model long waves of small but finite amplitude in a channel of water. In the case of M 2 = (1−∂ 2 x ) −1 , moreover, (1.2) reduces to the regularized Boussinesq equation
(1.6) u tt = u xxtt + u xx + (u 2 ) xx .
It does not explicitly appear in the work of Boussinesq. But (280) in [Bou77] , for instance, after several "higher order terms" drop out, becomes equivalent to what Whitham derived in [Whi74, Section 13.11]. Under the assumption that u t + u x is small (which implies right running waves), one may, in turn, derive (1.6), or the singular Boussinesq equation
(1.6') u tt = u xxxx + u xx + (u 2 ) xx .
Moreover (1.6) finds relevance in other physical situations such as nonlinear waves in lattices; see [Ros87] , for instance. The phase speed of a plane wave solution with the wave number k of the linear part of (1.6) is (see (1.3))
and it agrees up to the second order with the phase speed √ 1 − k 2 for (1.6') when k is small. Hence (1.6) and (1.6') are equivalent for long waves. But (1.6) is preferable over (1.6') for short and intermediately long waves. As a matter of fact, the initial value problem associated with the linear part of (1.6') is ill-posed, because a plane wave solution with k > 1 grows unboundedly, whereas arbitrary initial data lead to short time existence for (1.6). Note that (1.2) factorizes into two sets of (1.1) -one moving to the left and the other to the right.
Related to (1.1) and (1.2) are equations of KdV type (1.7) u t = (Mu + u 2 ) x .
Note that (1.1), (1.2) and (1.7) share the dispersion relation in common, but their nonlinearities are different. They are nonlocal unless m, or m −1 in the case of (1.1) and (1.2), is a polynomial in ik. Examples include the Benjamin-Ono equation, for which m(k) = |k| in (1.7), and the intermediate long wave equation, for which m(k) = k coth k in (1.7). Another example, which Whitham proposed in [Whi74] to argue for wave breaking in shallow water, corresponds to m(k) = tanh k/k in (1.7); see [Hur15] , for instance, for details.
By a traveling wave of (1.1), (1.2) or (1.7), we mean a solution which progresses at a constant speed without change of form. For a broad class of dispersion symbols, periodic traveling waves with small amplitude may be attained from a perturbative argument, for instance, a Lyapunov-Schmidt reduction; see Appendix A for details. We are interested in their stability and instability in the vicinity of the origin in the spectral plane. Physically, it amounts to long wavelength perturbations or slow modulations of the underlying wave.
Whitham in [Whi65, Whi67] (see also [Whi74] ) developed a formal asymptotic approach to study the effects of slow modulations in nonlinear dispersive waves. Since then, there has been considerable interest in the mathematical community in rigorously justifying predictions from Whitham's modulation theory. Recently in [BH14, Joh13, HJ15a, HJ15b] (see also [BHJ16] ), in particular, long wavelength perturbations were carried out analytically for (1.7) and for a class of Hamiltonian systems permitting nonlocal dispersion, for which Evans function techniques and other ODE methods may not be applicable. Specifically, modulational instability indices were derived either with the help of variational structure (see [BH14] ) or using asymptotic expansions of the solution (see [Joh13, HJ15a, HJ15b] ). HJ15a, HJ15b] ). Under Assumption 1.1, a 2π/k-periodic traveling wave of (1.7) with sufficiently small amplitude is spectrally unstable with respect to long wavelength perturbations if
Otherwise, it is stable to square integrable perturbations in the vicinity of the origin in the spectral plane.
Here we take matters further and derive modulational instability indices for (1.1) and (1.2). Theorem 1.3 (Modulational instability index for (1.1)). Under Assumption 1.1, a sufficiently small, 2π/k-periodic traveling wave of (1.1) is spectrally unstable to long wavelength perturbations if
Theorem 1.4 (Modulational instability index for (1.2)). Under Assumption 1.1, a sufficiently small, 2π/k-periodic traveling wave of (1.2) is spectrally unstable to long wavelength perturbations if
(1.14)
and
Theorem 1.2 and Theorem 1.3 identify four resonances which cause change in the sign of the modulational instability index, and hence change in modulational stability and instability:
(R1) (km(k)) = 0 at some k > 0, i.e. the group speed (see (1.3)) attains an extremum at some wave number k; (R2) (km(k)) = 1 = m(0) at some k > 0, i.e. the group speed coincides with the phase speed of the limiting long wave as k → 0, resulting in the resonance between long and short waves; (R3) m(k) = m(2k) at some k > 0, i.e. the phase speeds of the fundamental mode and the second harmonic coincide, resulting in the "second harmonic resonance"; (R4) i KdV (k), i BBM (k) = 0 at some k > 0. Theorem 1.4 identifies the same four resonances which cause change in the sign of the modulational instability index, but in bidirectional propagation. In other words, the phase and group speeds are signed quantities. Resonances (R1) through (R3) are dispersive, and (1.1), (1.2), and (1.7) share in common. Resonance (R4), on the other hand, depends on the nonlinearity of the equation. We shall illustrate this in Section 4.3 by comparing (1.1), (1.2), and (1.7) with fractional dispersion.
Thanks to the Galilean invariance * , the result of Theorem 1.2 depends merely on the wave amplitude, whereas the results of Theorem 1.3 and Theorem 1.4 depend on the wave height. A small amplitude, but not necessarily small height, periodic traveling wave of (1.1) or (1.2) may be studied in like manner. But the modulational instability indices become quite complicated. Hence we do not include them here.
The proofs of Theorem 1.3 and Theorem 1.4 follow along the same line as the arguments in [HJ15a] , for instance, inspecting how the spectrum at the origin, in the case of the zero Floquet exponent, varies with small values of the Floquet exponent and the amplitude parameter. But the proof of Theorem 1.4 necessitates some nontrivial modifications. Specifically, in the case of the zero Floquet exponent and * Note that (1.7), in the coordinate frame moving at the speed c, remains invariant under
for any v > 0.
a small but nonzero amplitude parameter, we find four eigenfunctions corresponding to the zero eigenvalue of the associated linearized operator. In the case of a nonzero Floquet exponent and the zero amplitude, on the other hand, eigenfunctions for the near-zero eigenvalues do vary with the Floquet exponent at the leading order. Thus we must concoct basis functions which depend continuously on small values of the Floquet exponent and the amplitude parameter. In the case of (1.1) (and (1.7)), to compare, eigenfunctions in the case of the zero Floquet exponent agree, to the leading order, with eigenfunctions for nonzero Floquet exponents. Theorem 1.4 is merely a sufficient condition for modulational instability. In case the modulational instability index is positive, the associated linearized operator admits either four stable spectra or four unstable ones, depending on the nature of the roots of a characteristic polynomial, whose coefficients are made up of inner products of the basis elements near the origin in the spectral plane and involve asymptotic expansions of the associated linearized operator for small Floquet exponents. We shall discuss in Appendix B how to classify the roots of a quartic polynomial, which will help us to derive supplementary instability indices. We do not include the detail in Theorem 1.4. Instead in Section 4.2, we shall illustrate how to use it to determine the modulational stability and instability for the regularized Boussinesq equation.
We shall discuss in Section 4 some applications of Theorems 1.3 and Theorem 1.4. In particular, we shall show that a sufficiently-small, 2π/k-periodic traveling wave of the BBM equation is spectrally unstable to long wavelength perturbations if k > √ 3 and spectrally stable to square integrable perturbations if k < 2 3/5. To compare, well-known is that periodic traveling waves of the KdV equation (not necessarily of small amplitudes) are spectrally stable. Hence the BBM equation appears to qualitatively reproduce the Benjamin-Feir instability † of Stokes waves when the KdV equation fails. But Resonance (R1) following Theorem 1.3 results in the instability in (1.4), whereas Resonances (R1) through (R3) do not occur in the water wave problem, for which m 2 (k) = tanh k/k (see [HJ15a, HP16] , for instance). In other words, the modulational instability mechanism in (1.4) is different from that in water waves.
The result agrees with that in [Joh10] , where the author showed that periodic traveling waves of the BBM equation with sufficiently small wave numbers (but not necessarily small amplitudes) are modulationally stable. The result complements that in [Har08] , where the author derived a similar modulational instability index and showed the stability of periodic traveling waves of (1.4) with sufficiently small amplitudes, but for c > 1. Here we study when c < 1.
Moreover, we shall show that all sufficiently small, periodic traveling waves of the regularized Boussinesq equation are stable to square integrable perturbations in the vicinity of the origin in the spectral plane. To the best of the authors' knowledge, these are new findings.
The treatment in Section 3 may extend to a broad class of systems of nonlinear dispersive equations. In a forthcoming work [HP16] , in particular, the authors will propose bi-directional Whitham, or Boussinesq-Whitham, equations for shallow water waves and demonstrate the instability of the Benjamin-Feir kind. In contrast, (1.2), or (1.1), for which m 2 (k) = tanh k/k, describing dispersion of water waves, fails to capture such instability.
Notation. Let L p 2π in the range p ∈ [1, ∞] denote the space of 2π-periodic, measurable, real or complex valued functions over R such that
, p > 1, moreover, then the Fourier series converges to f pointwise almost everywhere. For 0 < α < 1, we define the Sobolev space of fractional order via the norm f
and we define the L 2 2π -inner product as
.
Equations of Benjamin-Bona-Mahony type
We discuss how to follow the arguments in [HJ15a] to prove Theorem 1.3. Details are found in [HJ15a] and references therein. Hence we merely hit the main points.
By a traveling wave of (1.1), we mean a solution of the form u(x, t) = u(x − ct) for some c > 0, the wave speed, and u satisfying by quadrature that
for some b ∈ R. We seek a 2π/k-periodic traveling wave. That is, k > 0 is the wave number and, abusing notation, u is a 2π-periodic function of z := kx, satisfying that
Here and elsewhere,
and it is extended by linearity and continuity. Note from (M2) of Assumption 1.1 that M k maps even functions to even functions. Note from (M3) of Assumption 1.1 that
for all k > 0 for all s 0 is bounded. Consequently, if u ∈ H 1 2π solves (2.1) for some c > 0, k > 0 and b ∈ R then u ∈ H ∞ 2π . In the case of α < 0, indeed, it follows from the Sobolev inequality that
2π . In the case of α > 0, similarly, (see [HJ15c, Proposition 2.2 and Lemma 5.1], for instance)
The claim then follows from a bootstrapping argument.
For an arbitrary k > 0, a straightforward calculation reveals that
makes a constant solution of (2.1) for all c > 0 and |b| sufficiently small. (The other constant solution is u = (1 − b)(c − 1) + O(b 2 ), which we discard for the sake of near-zero solutions.) We are interested in determining at which value of c there bifurcates a family of non-constant H 1 2π -solutions, and hence smooth solutions, of (2.1). A necessary condition, it turns out, is that the linearized operator of (2.1) about u 0 allows a nontrivial kernel. This is not in general a sufficient condition. But bifurcation does take place if the kernel is one dimensional. Under (M4) of Assumption 1.1, a straightforward calculation reveals that
For arbitrary k > 0 and |b| sufficiently small, one may then employ a LyapunovSchmidt reduction and construct a one-parameter family of non-constant, even and smooth solutions of (2.1) near u = u 0 (k, b) and c = c 0 (k, b). Below we summarize the conclusion. The proof is in Appendix A.
Lemma 2.1 (Existence). Under Assumption 1.1, for each k > 0 and |b| sufficiently small, a one-parameter family of 2π/k-periodic traveling waves of (1.1) exists and, abusing notation,
for |a| sufficiently small; u and c depend analytically on k, a, b, and u is smooth, even and 2π-periodic in z, and c is even in a. Furthermore,
In the remainder of the section we assume that b = 0; that means, loosely speaking, the wave height is small. A small amplitude, but not necessarily small height, periodic traveling wave of (1.1) may be studied in like manner. But expressions become quite complicated. Hence we do not pursue here. Let u = u(k, a, 0) and c = c(k, a, 0) for k > 0 and |a| sufficiently small, be as in Lemma 2.1. We are interested in its stability and instability.
Linearizing (1.1) about u in the coordinate frame moving at the speed c, we arrive at that
We say that u is spectrally unstable if the L 2 (R)-spectrum of L intersects the open, right half plane of C and it is stable otherwise. Note that v need not have the same period as u. Since the spectrum of L is symmetric with respect to the reflections about the real and imaginary axes, u is spectrally unstable if and only if the L 2 (R)-spectrum of L is not contained in the imaginary axis.
It follows from Floquet theory (see [BHJ16] , for instance, and references therein) that nontrivial solutions of (2.7) cannot be integrable over R. Rather they are at best bounded over R. Furthermore it is well-known that the L 2 (R)-spectrum of L is essential. In the case of the KdV equation, for instance, the (essential) spectrum of the associated linearized operator may be studied with the help of Evans function techniques and other ODE methods. Confronted with a nonlocal operator, unfortunately, they are not viable to use. Instead, it follows from Floquet theory (see [BHJ16] , for instance, and references therein) that λ ∈ C belongs to the
In other words, the continuous
Notation. In the remainder of the section, k > 0 is fixed and suppressed to simplify the exposition, unless specified otherwise. Let
The eigenvalue problem (2.8) must in general be investigated numerically. But in case when λ is near the origin and ξ is small, we may take a perturbation theory approach in [HJ15a] , for instance, and address it analytically. Specifically, we first study the spectrum of L 0,a at the origin. We then examine how the spectrum near the origin of L ξ,a bifurcates from that of L 0,a for ξ small. Note in passing that ξ = 0 corresponds to the same period perturbations as the underlying wave and ξ small physically amounts to long wavelength perturbations or slow modulations of the underlying wave.
In the case of a = 0, namely the zero solution, a straightforward calculation reveals that
where (2.10)
In particular, the zero solution of (1.1) is spectrally stable to square integrable perturbations. Observe that
and ω n,0 = 0 otherwise. Therefore, zero is an L 2 2π -eigenvalue of L 0,0 with algebraic and geometric multiplicity three, and (2.11) cos z, sin z and 1 form a (real-valued) orthogonal basis of the corresponding eigenspace. For ξ small (and a = 0), furthermore, they form an orthogonal basis of the spectral subspace associated with eigenvalues iω 1,ξ , iω −1,ξ , iω 0,ξ of L ξ,0 . For |a| small but ξ = 0, on the other hand, zero is a generalized L 2 2π -eigenvalue of L 0,a with algebraic multiplicity three and geometric multiplicity two, and
form a basis of the corresponding generalized eigenspace. Indeed, differentiating (2.1) with respect to z, a, b, we find that
respectively, and (2.12)-(2.14) follows at once; see [HJ15a, Lemma 3.1] for details.
In the case of a = 0, note that (2.12)-(2.14) reduce to (2.11).
To recapitulate, in the case of ξ small and a = 0, L ξ,0 possesses three purely imaginary eigenvalues near the origin and functions in (2.11) form an orthogonal basis of the associated spectral subspace. In the case of ξ = 0 and a small, moreover, L 0,a possesses three eigenvalues at the origin and functions in (2.12)-(2.14) form a basis of the associated eigenspace. In order to study how three eigenvalues at the origin vary with ξ and |a| small, we proceed as in [HJ15a] and compute 3 × 3 matrices
where φ j 's, j = 1, 2, 3, are in (2.12)-(2.14) and , = , L 2 2π is in (1.16). Note that B ξ,a and I a , respectively, represent actions of L ξ,a and the identity on the spectral subspace associated with three eigenvalues at the origin. For ξ and |a| sufficiently small, eigenvalues of L ξ,a agree in location and multiplicity with the roots of the characteristic equation det(B ξ,a − λI a ) = 0; see [Kat76, Section 4.3.5], for instance, for details.
Using (2.7), (2.8) and (2.5), (2.6), we make a Baker-Campbell-Hausdorff expansion to write that
Note moreover that L = L ξ,0 up to the second order for ξ 1 and M 1 is the O(ξ) term in the asymptotic expansion of L ξ,0 for ξ 1. We use (2.9) and (2.10), or its Taylor expansion (see (M1) of Assumption 1.1), to compute that
as ξ → 0. Therefore we infer that
Similarly,
Substituting (2.12)-(2.14) into (2.16), and using the above and (2.9), we make a lengthy but straightforward calculation to find that
as ξ, a → 0. Recall (1.16). Using the above and (2.12)-(2.14), we make another lengthy but straightforward calculation to find that
as ξ, a → 0. Moreover we use (2.12)-(2.14) to compute that
as ξ, a → 0. To summarize, (2.15) becomes
and (2.18)
as ξ, a → 0. Here I denotes the 3 × 3 identity matrix.
We turn the attention to the roots of the characteristic polynomial
for ξ and |a| sufficiently small, where B ξ,a and I a are in (2.17) and (2.18). Details are found in [HJ15a, Section 3.3]. Hence we merely hit the main points.
Observe that D j = ξ 3−j d j , j = 0, 1, 2, 3, for some real d j 's. We may therefore write that
The underlying, periodic traveling wave of (1.1) is modulationally unstable if det(B ξ,a − (−iξ)λI a ) admits a pair of complex roots, or equivalently, the discriminant of the cubic polynomial
< 0 for ξ and |a| sufficiently small, while it is modulationally stable if disc BBM (ξ, a) > 0. Observe that disc BBM (ξ, a) is even in ξ and a, whereby we may write that
as ξ, a → 0. It is readily seen from (2.17) and (2.18) that disc BBM (k; ξ, 0) > 0 for all k > 0. Specifically, a Mathematica calculation reveals that
Therefore the sign of ind BBM (k) determines modulational stability and instability. As a matter of fact, if ind BBM (k) < 0 then disc BBM (k; ξ, a) < 0 for ξ sufficiently small, depending on a sufficiently small but fixed, implying modulational instability, whereas if ind BBM (k) > 0 then disc BBM (k; ξ, a) > 0 for all k and ξ, |a| sufficiently small, implying modulational stability. Recalling (2.17) and (2.18), a Mathematica calculation then reveals that the sign of ind BBM (k) agrees with that of (1.11). This completes the proof of Theorem 1.3.
Equations of regularized Boussinesq type
We discuss how to extend the arguments in [HJ15a] and the previous section to prove Theorem 1.4. It is convenient to write (1.2), equivalently, in the Hamiltonian form ‡ (3.1)
Throughout the section, u = (u, q).
3.1. Remark on periodic traveling waves. We seek a 2π/k-periodic traveling wave of (1.2), and hence (3.1). That is, u(x, t) = u(k(x − ct)), where c > 0 is the wave speed, k > 0 is the wave number, and, abusing notation, u is a 2π-periodic function of z := kx, satisfying by quadrature that
Observe that (3.2) is identical to (2.1) after replacing M k by M 2 k and c by c 2 . The existence and regularity results in the previous section therefore hold for (3.2), and hence (3.3). Below we summarize the conclusion.
Lemma 3.1 (Existence). Under Assumption 1.1, for arbitrary k > 0 and |b 1 |, |b 2 | sufficiently small, a one-parameter family of 2π/k-periodic traveling waves of (1.2), and hence (3.1), exists and, abusing notation,
for |a| sufficiently small; u = (u, q) and c depend analytically on k, a, b 1 , b 2 , and u, q are smooth, even and 2π-periodic in z, and c is even in a. Furthermore,
2 )) ‡ The present development does not rely on the Hamiltonian structure. But (3.1) puts the associated spectral problem in the traditional form, where the spectral parameter dapperly linearly. 5) c(k, a, b 1 , b 2 
as a, b 1 , b 2 → 0, where
and (3.8)
It remains to show (3.4)-(3.5) and (3.6)-(3.7). For an arbitrary k > 0, a straightforward calculation reveals that
form a constant solution of (3.3) for all c > 0 and |b 1 |, |b 2 | sufficiently small. Thanks to (M4) of Assumption 1.1, it then follows from bifurcation theory that a family of non-constant, even and H One may therefore deduce (3.6)-(3.7). Furthermore (3.9)
up to multiplication by a constant. Let k > 0 be fixed and suppressed, to simplify the exposition. We assume that b 1 = b 2 = 0. As a matter of fact, it suffices to find u and q up to the linear order in b 1 and b 2 . Since u, q and c depend analytically on a for |a| sufficiently small and since c is even in a, we write that
as a → 0, where u 1 and q 1 are in (3.9), u 2 , u 3 , q 2 , q 3 , . . . are even and 2π-periodic in z. Substituting these into (3.3), at the order of a 2 , we gather that
A straightforward calculation then reveals that u 2 (z) = U 0 + U 2 cos 2z and q 2 (z) = Q 0 + Q 2 cos 2z, where U 0 and U 2 are in (3.8), and
Continuing, at the order of a 3 ,
This completes the proof.
3.2. Modulational instability. In the remainder of the section we assume that b 1 = b 2 = 0; that means, loosely speaking, the wave height is small. A small amplitude, but not necessarily small height, periodic traveling wave of (1.2), and hence (3.1), may be studied in like manner. But expressions become quite complicated. Hence we do not pursue here.
Let u = u(k, a, 0, 0) and c = c(k, a, 0, 0), for k > 0 and |a| sufficiently small, form a sufficiently small, 2π/k-periodic traveling wave of (3.1), whose existence follows from Lemma 3.1.
Linearizing (3.1) about u in the coordinate frame moving at the speed c, we arrive at that
Seeking a solution of the form v(z, t) = e λkt v(z), where λ ∈ C and v ∈ L 2 2π × L 2 2π , moreover, we arrive at that (3.10)
We say that u is spectrally unstable if the L 2 (R) × L 2 (R)-spectrum of L intersects the open, right half plane of C and it is stable otherwise. Note that v need not have the same period as u. Since (3.10) remains invariant under v →v and λ →λ and under z → −z and λ → −λ, the spectrum of L is symmetric with respect to the reflections about the real and imaginary axes. Therefore u is spectrally unstable if and only if the L 2 (R) × L 2 (R)-spectrum of L is not contained in the imaginary axis.
We repeat the argument in the previous section (see also [HJ15a, BHJ16] and references therein) to learn that λ ∈ C belongs to the
2π -spectrum of L ξ comprises entirely of discrete eigenvalues of finite multiplicities. Moreover
it suffices to take ξ ∈ [0, 1/2].
Notation. In what follows, k > 0 is fixed and suppressed to simplify the exposition, unless specified otherwise. Let
3.3. Spectra of L ξ,a 's. We proceed as in [HJ15a] , or the previous section, to study the L 2 2π × L 2 2π -spectra of L ξ,a near the origin for ξ, |a| sufficiently small. Recall that ξ = 0 corresponds to the same period perturbations as the underlying wave and ξ small physically amounts to long wavelength perturbations or slow modulations of the underlying wave.
In the case of a = 0, namely the zero solution, a straightforward calculation reveals that In particular, the zero solutions of (1.2), and hence (3.1), is spectrally stable to square integrable perturbations. Observe that 
Observe that functions in (3.13) for ξ = 0 vary with small values of ξ to the leading order, since the directions of the vector-valued functions vary with ξ to the leading order, and therefore functions in (3.15) vary to the linear order. This may cause change in an eigenvalue near the origin of L ξ,a at the leading order. Hence we must take it into account when we construct basis functions of the spectral subspace associated with near-zero eigenvalues. In the case of (1.1), or (1.7), (see the previous section, or [HJ15a] ), in contrast, functions in (2.11) form a basis for L ξ,0 for ξ = 0 and all ξ small. 
form a basis of the corresponding generalized eigenspace. Indeed, differentiating (3.3) with respect to z, a, b 1 , b 2 , we find that
respectively. Moreover L 0,a 0 1 = 0. Therefore (3.17) follows at once; see [HJ15a,  Lemma 3.1] for details. In the case of a = 0 note that φ j,a 's, j = 1, 2, 3, 4, in (3.17) reduce to functions in (3.14). Ultimately, let
where α is in (3.16). Note that φ j 's, j = 1, 2, 3, 4, depend continuously on ξ and a. In the case of a = 0, they reduce to φ j,ξ 's, j = 1, 2, 3, 4, in (3.15), and in the case of ξ = 0, they reduce to φ j,a 's, j = 1, 2, 3, 4, in (3.17).
To recapitulate, in the case of ξ small and a = 0, L ξ,0 possesses four purely imaginary eigenvalues near the origin and functions in (3.18)-(3.21), restricted to a = 0, form an orthogonal basis of the associated spectral subspace. In the case of ξ = 0 and |a| small, moreover, L 0,a possesses four eigenvalues at the origin and functions in (3.18)-(3.21), restricted to ξ = 0, form a basis of the associated eigenspace.
In order to study how the four eigenvalues at the origin of L 0,a vary with ξ and |a| small, we proceed as in [HJ15a] , or in the previous section, and compute 4 × 4 matrices
and We begin by computing that
as ξ, a → 0. The first equality uses (3.10), (3.11) and (3.4), (3.5), and the second equality uses a Baker-Campbell-Hausdorff expansion. Note that L = L ξ,0 to the second order for ξ sufficiently small. Using (3.12) and (3.13), or its Taylor expansion (see (M1) of Assumption 1.1), we make an explicit calculation and fine that
Substituting (3.18)-(3.21) into (3.23), and using the above and (3.12), we make a lengthy but straightforward calculation to find that
as ξ, a → 0. Recall (1.17). Using the above and (3.18)-(3.21), we make another lengthy but straightforward calculation to find that
as ξ, a → 0. Moreover we use (3.18)-(3.21) to compute that
as ξ, a → 0. To summarize, (3.22) becomes
as ξ, a → 0. Here I denotes the 4 × 4 identity matrix.
3.4. Proof of Theorem 1.4. We turn the attention to the roots of the characteristic polynomial
for ξ and |a| sufficiently small, where B ξ,a and I ξ,a are in (3.24) and (3.25). Details are similar to those in [HJ15a, Section 3.3], or in the previous section. Hence we merely hit the main points. Note that D j 's, j = 0, 1, 2, 3, 4, are all real and depend smoothly on ξ and a for ξ, |a| sufficiently small. Note moreover that D 1 , D 3 are even in ξ and D 0 , D 2 , D 4 are odd and that D j 's, j = 0, 1, 2, 3, 4, are even in a. Since λ = 0 is a root with multiplicity four for ξ = 0 and |a| sufficiently small, D j = ξ 4−j d j , j = 0, 1, 2, 3, 4, for some d j 's, real and smooth in ξ, a and even in a. We may therefore write that
The underlying, periodic traveling wave of (1.2), and hence (3.1), is then modulationally unstable, provided that det(B ξ,a − (−iξ)λI ξ,a ) admits a pair of complex roots, or equivalently disc Bnesq (ξ, a) :=256d 
as ξ, a → 0. Since (3.24) and (3.25) become
and I ξ,0 = I for ξ sufficiently small, disc Bnesq (k; ξ, 0) > 0 for all k > 0. Therefore if ind Bnesq (k) < 0 then disc Bnesq (k; ξ, a) < 0 for ξ sufficiently small, depending on a sufficiently small, implying modulational instability. A Mathematica calculation reveals that the sign of ind Bnesq (k) agrees with that of (1.13). This complete the proof.
In case ind Bnesq (k) > 0, on the other hand, disc Bnesq (k; ξ, a) > 0 for all k > 0 and ξ, |a| sufficiently small, whence B ξ,a − (−iξ)λI ξ,a will admit either four real eigenvalues or four complex eigenvalues. We discuss in Appendix B the classification of the roots of a quartic polynomial, which will help to completely determine the modulational stability and instability.
Applications
We illustrate the results in Section 2 and Section 3 by discussing some examples. 
for |a| 1, make a sufficiently small, 2π/k-periodic wave of the BBM equation traveling at the speed c(k, a). Note that c(k, a) < 1 for all k > 0 and |a| sufficiently small. We pause to remark that another family of periodic traveling waves of the BBM equation with sufficiently small amplitudes was constructed in [Har08] near c − 1, for which c > 1 and k < 1.
A straightforward calculation reveals that
(1 + k 2 ) 2 < 0 and i 
for all k > 0, where i BBM is in (1.12). Collectively, ind BBM (k) < 0 if and only if k > √ 3, where ind BBM is in (1.11). It then follows from Theorem 1.3 that (4.1) is modulationally unstable if k > √ 3 and it is stable in the vicinity of the origin in the spectral plane, otherwise.
Away from the origin in the spectral plane, since the L 2 2π -spectrum of L ξ,a associated with (1.4) is symmetric about the imaginary axis, its eigenvalues may leave the imaginary axis, leading to instability, as ξ and a vary, only through collisions with other purely imaginary eigenvalues. Recall (2.9) and (2.10). Since m(k) decreases in k, we deduce that · · · < ω −3,ξ < ω −2,ξ < 0 < ω 1,ξ < ω 2,ξ < ω 3,ξ < . . .
for each ξ ∈ [0, 1/2]. Moreover it is readily seen that ω 0,ξ < 0 and ω −1,ξ > 0 for all ξ ∈ [0, 1/2]. A straightforward calculation reveals that if ω −1,ξ and ω n,ξ collide for some n 1 an integer and ξ ∈ [0, 1/2] then n = 1, whence
But the underlying wave is modulationally unstable in the range. Similarly if ω 0,ξ and ω n,ξ collide for some n −2 an integer and ξ ∈ [0, 1/2] then
For k < 2 3/5, therefore, eigenvalue collide only at the origin, which incidentally does not lead to instability since ind BBM (k) > 0. In other words, the underlying wave is spectrally stable. Below we summarize the conclusion.
Corollary 4.1 (Modulational instability vs. spectral stability for the BBM equation). A sufficiently small, 2π/k-periodic traveling wave of (1.4) is spectrally unstable to long wavelength perturbations if k > √ 3, and it is spectrally stable to square integrable perturbations if 0 < k < 2 3/5.
For 2 3/5 < k √ 3, one may make a Krein signature calculation to study the stability and instability. But we do not pursue here.
Corollary 4.1 agrees with that in [Joh10] , where the author proved that periodic traveling waves of the BBM equation of sufficiently large periods, or conversely sufficiently small wave numbers, (but not necessarily small amplitudes) are modulationally stable. As a matter of fact, periodic traveling waves of the BBM equation are expected to tend to solitary waves as their period increases to infinity.
Moreover Corollary 4.1 complements the result in [Har08] , where the author employed a similar method to show that a periodic traveling wave of (1.4) with sufficiently small amplitude near c − 1 is modulationally stable. 
for |a| 1, make a sufficiently small, 2π/k-periodic wave of (1.6) traveling at the speed c(k, a). A straightforward calculation reveals that
(1 + k 2 ) 3 < 0 and i 
for all k > 0, where i Bnesq is in (1.15). Collectively, ind Bnesq (k) > 0 for all k > 0, where ind Bnesq is in (1.13). This is inconclusive since if the discriminant of the quartic polynomial disc Bnesq (B ξ,a − (−iξ)λI ξ,a ) > 0 for all k > 0, where B ξ,a and I ξ,a are in (3.24) and (3.25), then P (λ; k, ξ, a) := det(B ξ,a − (−iξ)λI ξ,a ) possesses either four real roots, implying stability, or two pairs of complex roots, implying instability; see the previous section for details. In order to determine the nature of the roots of the quartic characteristic polynomial, we calculate additional discriminants (B.1) and (B.2) in Theorem B.1. A Mathematica calculation reveals that
as ξ, a → 0. Therefore it follows from Theorem B.1 that P = det(B ξ,a −(−iξ)λI ξ,a ) possesses four real roots for all k > 0 for ξ and |a| sufficiently small. In other words, the underlying wave is modulationally stable. Below we summarize the conclusion.
Corollary 4.2 (Modulational stability for regularized Boussinesq equation).
A sufficiently small, 2π/k-periodic traveling wave of (1.6) is stable to square integrable perturbations in the vicinity of the origin in the spectral plane.
Here we do not study collision of eigenvalues away from the origin. 
respectively, where Λ = −∂ 2 x is defined via the Fourier transform as
In the case of α = 2, note that (4.3) corresponds to the KdV equation (see (1.5)), and in the case of α = 1 the Benjamin-Ono equation. In the case of ¶ α = −1/2, moreover, (4.3) was argued in [Hur12] to have relevance to water waves in two dimensions in the infinite depth.
Since )(k) in (1.13) enjoy the same sign. As a matter of fact, they are positive for all k > 0. Consequently, the modulational stability and instability of a sufficiently small, periodic traveling wave of (4.3), (4.4) or (4.5) is determined by the sign of (see (1.10), (1.12) or (1.15))
respectively. Note that i KdV is independent of k and it is negative if α < 1, implying modulationally instability, whereas it is positive if α > 1, implying modulational stability. The result agrees with that in [Joh13] , which requires that the dispersion symbol be merely once continuously differentiable. Figure 1 illustrates regions of instability for (4.4) and (4.5) in the range α > 2, where all solutions of (4.3) are stable. We deduce that for each α > 2, a sufficiently small, periodic traveling wave of (4.4) or (4.5) is modulationally unstable if the wave number is greater than a critical value. The critical wave number for (4.4) is larger than that for (4.5), implying that the nonlinear effects of (4.5) are stronger. Therefore Q − (a,ā, r, b) = 0, which is trivial. Taking z 0 = − arg(a) in (A.6), similarly, Q + (a,ā, r, b) = Q + (|a|, |a|, r, b).
Therefore Q + (a, a, r, b) = 0 for any a ∈ R. Since (A.5) implies that a −1 V (a, a, r, b) is analytic in a for |a| sufficiently small, we arrive at that Q + (a, a, r, b) = It remains to show (2.5) and (2.6). Let k > 0 be fixed and suppressed to simplify the exposition. We assume that b = 0. Since u and c depend analytically on a for |a|, |b| sufficiently small and since c is even in a, we write that This completes the proof.
value of 1 is q 0 − q 2 2 /4, and hence q 2 < 0 and q 0 − q 2 2 /4 < 0 imply (2). If q 2 > 0 or q 0 − q 2 2 /4 > 0 then 1 and 2 intersect at most twice, and hence Q has at most two real roots. But Q has either four real roots or two pairs of complex conjugate roots. This proves (3).
