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The design of a space trajectory is strongly linked to the gravitational and non-gravitational
environment and the dynamical frameworks required to model it. These dynamical models
may range from low to high-fidelity, with corresponding computational costs. This paper
proposes a multi-fidelity approach for the computation of nearly resonant trajectories with the
Earth. This framework is used to compute trajectories for the capture of Near-Earth Asteroids
(NEA) into Libration Point Orbits (LPO) of the Sun-Earth system. The transfer is first
computed in a suitable low-fidelity model—the Keplerian Map—and a multi-fidelity approach
is subsequently used to refine the solution from an impulsive approximation into a low-thrust
transfer in the Circular Restricted Three-Body Problem. The entire trajectory follows a nearly
resonant motion with the Earth, lasting less than two synodic periods: starting when the
retrieval spacecraft attaches itself to the asteroid, they will encounter the Earth twice, being
captured into the target orbit at the end of the second encounter. A velocity change maneuver
is carried out at the beginning of the motion, so that the first encounter with the Earth provides
a gravitational perturbation resulting on a reduction of overall propellant costs of the transfer.
The developed framework is very flexible in terms of the desired accuracy and allows for the
low computational cost exploration of a vast number of possible trajectories. The obtained
low-thrust transfers yield, for six asteroids, a much higher retrievable mass in comparison with
direct capture trajectories, which do not undertake Earth-resonant encounters.
I. Introduction
Our Solar System is swarmed by millions of minor bodies, including asteroids and comets. These minor celestial
bodies have received significant attention in recent years, since their study may hold the key to understand the
formation and evolution of our Solar System. NASA, ESA, JAXA and recently also the CNSA (China National Space
Administration) have conceived and launched a series of missions to obtain data from such bodies; particularly, from
Near-Earth Objects (NEOs). NEOs have come under the spotlight because of two important aspects: they are among
∗PhD Candidate, School of Aerospace, Transport and Manufacturing, Centre for Cyberphysical Systems, r.neves@cranfield.ac.uk, Student AIAA
Member
†Associate Professor, School of Aerospace, Transport and Manufacturing, Centre for Cyberphysical Systems, jp.sanchez@cranfield.ac.uk
the easiest celestial bodies to reach from the Earth and may also represent a threat to our planet [1].
Furthermore, the concept of utilization of in-space resources is also receiving a renewed attention. This would open
the possibility for otherwise unaffordable mission scenarios to start being pursued [2]. More scientists and engineers are
now advocating for the necessary technologies to prospect, mine and utilize materials in space [3]. Asteroids are again
particularly appealing sources of potential resources, since they contain a plethora of useful materials [4].
Amid these trends, asteroid retrieval, or capture, missions were proposed. The concept envisages a spacecraft that
performs a rendezvous with an asteroid, lassos it and then hauls it back to the Earth’s neighborhood, so that it can be
more easily accessed. The mission has clear synergies with all three of the above aspects of asteroid missions; science,
planetary defense and mining.
The concept of retrieving asteroids was first conceived by rocketry futurists [5, 6], early in the space age, although
its original root may likely be traced back into classical science fiction. However, a much more level-headed concept,
together with a serious effort to develop it, have been pursued very recently within NASA’s Asteroid Initiative [7].
The Asteroid Initiative was announced in 2013 and, among other activities, it included the Asteroid Redirect Robotic
Mission (ARRM), aimed at hauling an asteroid to a Lunar Distant Retrograde Orbit (LDRO). The original ARRM
concept was proposed in 2011 after a feasibility study workshop at the Keck Institute of Space Studies [8]. Since then,
several developmental activities have advanced key technologies for the mission, such as high power solar electric
propulsion and the asteroid capture inter-phase mechanism. Nevertheless, these activities have been put on hold by the
current US administration [9].
The focus of this paper is on the design of capture trajectories for asteroid retrieval missions. Many asteroids have
masses several orders of magnitude larger than that of the typical interplanetary spacecraft (∼ 103 kg). As such, for a
capture to be feasible, it may have to be done using extremely low-energy transfers. These are pathways that exploit
the simultaneous gravitational interactions from the Sun, planets and moons [10]. NASA’s ARRM trajectories, for
example, aimed at inserting the asteroid (or part of it) into a LDRO [11, 12]. In order to accomplish such a trajectory,
the gravitational interactions of the Sun, Earth and Moon needed to be considered very carefully.
Several endgame orbits for captured asteroids have been studied in literature, each implying different methodologies
to approach the design of the capture transfer. A substantial amount of work has not targeted a specific final capture orbit,
but has instead considered the energy conditions to enable permanent (or quasi-permanent) capture within the Earth’s
sphere of influence [13–18]. Another common approach is to target a specific final orbit for the captured object: LDROs
for NASA’s ARRM concept [11, 12], Sun-Earth Libration Point orbits (LPOs) [19–22] or Earth-Moon LPOs [23, 24].
The exploitation of encounters with other bodies in the Solar System for asteroid capture has been previously studied,
particularly swing-bys of the Moon [12, 17] and Earth [18], using the patched conic approximation. However, the
most Easily Retrievable Objects [21] of the NEA population move on such a regime of motion that they rarely get
close enough to the Earth for a swing-by maneuver. Nevertheless, even if the asteroid undergoes an encounter with the
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Earth outside its sphere of influence, its gravitational interaction will still be noticeable and may substantially modify
the asteroid’s trajectory. Thus, the current paper focuses on the design of retrieval trajectories to transfer asteroids
into Sun-Earth LPOs. However, this work goes beyond previous publications [21, 22, 25] by including multiple Earth
encounters along the capture trajectory, occurring outside the sphere of influence of the Earth in a low-energy regime,
and solving the optimal control problem for the final low-thrust transfer.
For this work, the patched conic approximation is not a suitable dynamical model to estimate the Earth’s perturbative
effects during an encounter. Even within the Earth’s sphere of influence, this model does not render a good accuracy in
a low-energy regime [26], which is relevant for the type of asteroid that requires a minimum energy to be captured
[27, 28]. Nevertheless, the approach of using a lower-fidelity model, as long as it captures well the underlying dynamics
that we seek to control, is still a reasonable approach to explore the infinite continuum of possible trajectories. Thus, this
paper proposes a novel low-fidelity model which is based on semi-analytical approximation of the Circular Restricted
Three-Body Problem (CR3BP): the Keplerian Map (KM). A multi-fidelity approach is then used to refine the solution
from an impulsive approximation, in a low-fidelity dynamical model, into a low-thrust transfer in the CR3BP.
The paper is organized in the following way: Section II provides an overview of the different dynamical frameworks
used. Section III defines the impulsive approximation capture trajectory in depth, as well as the design process. Section
IV describes the low-thrust optimal control problem, and the process of solving it from the initial impulsive seeds
obtained from Section III. Finally, Section V showcases and discusses the results obtained, while Section VI highlights
the conclusions of the work.
II. Multi-Fidelity Dynamical Framework
In order to choose the dynamical model in which to compute the motion of a body in space, a trade-off has to be
done between accuracy and computational cost. Besides, the chosen one has to take into consideration the perturbative
accelerations caused by nearby celestial bodies.
Instead of choosing only one model, this paper proposes a multi-fidelity framework for the asteroid ∗ motion in a
capture mission scenario. In this way, a sequential pruning of the NEA population can be made with increasingly higher
fidelity models. Thus, with adequate accuracy, it is possible to compute an extensive number of trajectories with lower
computational cost, and refine only the interesting ones.
As such, the asteroid’s trajectory is first computed with a lower-fidelity model—the KM—and then refined into a
CR3BP motion. Both models are described separately in this section and their accuracy and computational costs are
compared later on, in Sub-section V.D. The framework leaves the possibility of further refinement beyond the CR3BP,
using for instance homotopy continuation methods [29]; this is, however, out of the scope of this paper.
∗For the sake of simplicity, the system formed by the coupling of the spacecraft with the asteroid will be henceforth referred to as the asteroid.
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A. Circular Restricted Three-Body Problem
In its general form, the motion of any system with more than two bodies is not integrable, which means no analytical
solution exists. The motion of a dynamical system composed of three bodies can be computed numerically; for that
purpose, the CR3BP is used. This framework appears as a simplification on the three-body problem (3BP), in which the
third body’s mass is deemed insignificant compared to the other two, the primaries, and their orbits are circular around
each other.
The CR3BP is typically represented in the synodic reference frame; all the physical quantities are normalized in such
a way that both the sum of the primaries’ masses and the distance that separates them is equal to 1 [30]. The normalized
position and velocity in this model obey the following equations of motion:
Üx − 2 Ûy − x = −(1 − µ)(x + µ)
r13
− µ(x − 1 + µ)
r23
Üy + 2 Ûx − y = −(1 − µ)y
r13
− µy
r23
Üz = −(1 − µ)z
r13
− µz
r23
(1)
where r1 and r2 are the distances to each of the primaries and µ is the normalized gravitational parameter of the system.
Since these equations can only be solved numerically and the influence of the two primaries is computed throughout
the entirety of the third body’s motion, this is a higher fidelity model than the KM, bearing greater computational cost.
This claim will be substantiated in Sub-section V.D.
1. LPOs and Invariant Manifolds
In the synodic reference frame of the CR3BP, there are five equilibrium points in which a third body can maintain
the same position relative to the primaries. These are called the libration points, caused by the gravitational interactions
in the CR3BP.
Several types of periodic orbits can be found around them, from which the following can be highlighted: Horizontal
Lyapunov orbits, in the orbital plane of the motion of the secondary; Vertical Lyapunov orbits, horizontally symmetric
and shaped like a figure-eight; Halo orbits, which bifurcate from the Horizontal Lyapunov orbit family. These orbits are
regarded as interesting targets for asteroid retrieval, as they are located in convenient positions in regards to the Solar
System and require little station-keeping [31].
Connected to the LPOs, one can find invariant manifolds—dynamical structures composed of countless orbits [32].
In this way, the goal of moving the asteroid into an LPO requires a trajectory design that inserts the asteroid into one of
its invariant manifold orbits; then, needing nearly no further maneuvering, the asteroid will reach the desired target.
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B. The Keplerian Map
When computing the motion of an object in the Solar System, the simplest dynamical model assumes that there is
only one body exerting gravitational influence on it. This is the case of the previously mentioned two-body problem,
whose equations of motion can be analytically solved.
The KM is a general perturbation technique first formulated by Ross and Scheeres [33] and then expanded into
three-dimensional motion by Alessi and Sánchez [34]. The KM accounts for the disturbing acceleration of a third-body
in two-body motion. Its use is very fitting for the study of Earth-resonant encounters, since it allows the computation of
the Earth’s perturbative influence on an asteroid orbiting the Sun.
The KM equations are described in orbital elements using the Lagrange planetary equations. The disturbing function
R in Equation 2 is based on the expression of the Hamiltonian of the three-body problem in a synodic reference frame,
using to a series expansion with the mass of the third body as the small parameter:
R = −µ
(
1
r
+
cos θ
r2
− 1√
1 + r2 − 2r cos θ
)
(2)
where µ is the normalized gravitational parameter, r is the distance to the barycenter and θ is the angle formed by the
vectors connecting the third body to the primary and the secondary [34].
This method can then be used to compute the changes in the orbital elements of the asteroid, caused by the Earth’s
gravitational influence. This calculation is made at each of its periapsis passages (ν = 0); these changes are then added
to the previously known orbital elements to obtain the updated motion. In this way, the action of the KM can be
represented by the mapping K:
K : {a, e, i, ω |αPn } 7→ {∆a,∆e,∆i,∆ω |αPn+1 } (3)
where a, e, i, ω are the commonly denominated orbital elements and the parameter αP represents the phasing of the
perturbed body with the one provoking the disturbance at the motion’s periapsis. In contrast, the variable α is used to
account for the phasing at an arbitrary point in the orbit: it is the angle in between the Sun-Earth line and the projection
of the Sun-asteroid line in the ecliptic plane, using the synodic reference frame. This variable is computed as a function
of the longitude of the ascending node Ω [34], but is used here instead for a better visualization of the problem.
The equations that yield the mapping K are given by Picard’s first iteration on the previously mentioned Lagrange
planetary equations:
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∆a =
2
na
∫ pi
−pi
∂R
∂ν
dν
∆e =
1 − e2
n a2e
∫ pi
−pi
∂R
∂ν
dν −
√
1 − e2
n a2e
∫ pi
−pi
∂R
∂ω
dν
∆i = −
∫ pi
−pi
1
na2
√
1 − e2 sin i
∂R
∂Ω
− cos i
na2
√
1 − e2 sin i
∂R
∂ω
∆ω =
∫ pi
−pi
√
1 − e2
n a2e
∂R
∂e
− cos i
na2
√
1 − e2 sin i
∂R
∂i
∆α = 2pi
(√
a3
n+1
1 − µ − 1
)
(4)
The KM is not computed throughout the entire motion; instead, it is used inside a neighboring region of the Earth,
within which its gravitational perturbation is non-negligible. This region is defined by an interval of α values, shown to
capture the extent of the disturbing effect; outside it, the gravitational perturbation of the Earth is so small that can be
effectively neglected. In addition, as a perturbation model, the KM requires the asteroid to be outside the Earth’s sphere
of influence to be accurate; otherwise, some of the approximations that its equations entail cease to be valid. In this
case, other models can be considered, such as Öpik’s method [26, 35, 36] or the pseudostate technique [37, 38]. From a
planetary protection point of view, this condition also acts as a safety measure, as it binds the asteroid’s motion to a
region in which the collision risk with the Earth is mitigated.
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Fig. 1 Kick-map: change in ∆a with αP for asteroid
2016 RD34
Fig. 2 Three different Earth encounters of asteroid
2016 RD34
An interesting application of the KM is the kick-map, a visual representation of the orbital elements’ variation as a
function of αP . As an example, Figure 1 shows the kick-map representing the semi-major axis change as a function
of the phasing αP , for asteroid 2016 RD34. Three points are highlighted, corresponding to the particular changes
undergone by three different possible encounters shown in Figure 2 (Earth’s radius is scaled to the size of Hill radius, for
visibility). It is worth noting that the semi-major axis function is also computed using the CR3BP, as shown on Figure 1.
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The corresponding plot overlaps with the kick-map computed with the KM, reporting a very good accuracy for the latter
model.
III. Design of Earth-Resonant Captures
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Fig. 3 Earth-resonant capture trajectory for asteroid 2011 MD in the synodic reference frame, divided in two
sequential synodic periods for clarity
This section summarizes the steps involved in the design of an Earth-resonant capture trajectory using themulti-fidelity
dynamical framework.
Figure 3 illustrates the end product of the multi-fidelity design: a low-thrust nearly resonant Earth capture. The
term resonant is here loosely used to account for two consecutive encounters with the Earth. These encounters, which
correspond to the asteroid’s closest approaches to the Earth, occur outside the planet’s sphere of influence. Nevertheless,
their geometry is ultimately defined by a strict relation between the orbital periods of the Earth and the asteroid. The
trajectory arrives to a stable invariant manifold orbit connected to an LPO after two sequential synodic periods, wherein
each includes one Earth encounter. The two zoomed out arcs of Figure 3 depict the thrusting segments; for the remaining
orbits, the asteroid is coasting (Earth’s radius is increased for better visualization).
The entire multi-fidelity dynamical framework, trajectory design and asteroid selection processes can be observed in
the flowchart on Figure 4, from the initial asteroid filtering to the multi-fidelity high-thrust and low-thrust trajectory
designs.
Following Figure 4, the pruning process detailed in Sub-section III.A starts by obtaining NEA’s ephemerides from
the Minor Planet Center (MPC) website [39]. An estimate of the capture ∆vI is made using a filter, and all asteroids
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Fig. 4 Flowchart detailing the proposed multi-fidelity design of resonant captures
whose capture cost does not comply with a threshold are discarded.
Subsequently, detailed orbital parameters are obtained from the Horizons JPL database [40] and the multi-fidelity
high-thrust design starts, as expanded in Sub-section III.B. First, the computation of the resonant capture is made for the
current asteroid pool, using the KM as the model of motion. Then, the trajectory for the remaining asteroids is refined in
the CR3BP. Lastly, the filter estimate of the capture cost ∆vI is replaced by a Lambert arc optimization. The obtained
trajectory is used as a first guess for the low-thrust optimization, which is further explained in Section IV.
It is important to highlight the difference between the Earth-resonant design and a direct capture trajectory. For the
latter, the asteroid is moved from its initial orbit directly into the invariant manifold connected to the LPO, without
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exploiting previous Earth’s approaches. As such, a direct capture requires only one maneuver: the manifold insertion,
henceforth referred to as ∆vI .
A. Asteroid Pruning
In order to select the asteroids in which the proposed Earth-resonant trajectory would show the greatest advantages,
the entire population of registered NEA was considered for the initial asteroid pool. Their orbital elements, as of June,
2018, were obtained from the MPC website.
From this pool, the targets deemed unfit were pruned out. In order to do so, a filter was employed. It computes
an estimate of ∆vI based on an analytical bi-impulsive transfer approximation to each invariant manifold trajectory,
returning the minimum cost and corresponding orbit. The filter has been shown to act as a lower threshold to a
Lambert arc capture cost, while still being a good approximation for it [22]. Thus, its main purpose is to work as a fast
decision-maker to rule out clearly unfit targets. As indicated in Figure 4, it is only used in a preliminary stage, being
later replaced by a Lambert arc optimization.
For completeness, this section includes a brief summary of how the filter works, as first described by Sánchez et al.
[20] and later expanded upon [22]. The bi-impulsive maneuver implemented here considers one burn on the perihelion
and one on the aphelion, in which only one of the two is responsible for an inclination correction, and both include a
semi-major axis change. This is described by Equation 5:
∆vI =
√
∆v2
a1 + ∆v
2
i1 +
√
∆v2
a2 + ∆v
2
i2 (5)
in which ∆va is the classical change in semi-major axis maneuver, whereas ∆vi is the inclination change. Thus, there
are four computed values for ∆vI , depending on whether the perihelion or aphelion burn is the first and which of them
will include the inclination correction; the lowest value out of these will be the filter output.
The filter was then used to estimate the direct capture cost for each candidate; a rough limit of ∆vI =1.2 km/s was
imposed, as it left already a large pool of asteroids for study, while pruning out those whose capture fuel would clearly
be too high for a feasible mission.
Posteriorly, the detailed ephemerides from this reduced list were taken from the Horizons JPL database [40],
representing the period between 2020 and 2100. There are, in this time-frame, several synodic periods which can
be selected for capture, and a careful choice yields the lowest ∆vI . The preferred period is the one in which the
asteroid experiences the greatest change in orbital elements when encountering the Earth. This decision comes from the
assumption that this change corresponds to a greater sensitivity to the Earth’s perturbation and, therefore, to the highest
optimization sensitivity.
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B. Multi-Fidelity High-Thrust Design
After the reduced asteroid list is obtained, the process to develop the multi-fidelity high-thrust trajectory is applied
to each candidate. This motion is used as an initial guess for the low-thrust optimization of the trajectory, which can be
visualized on Figure 3. The full motion can be divided in four different phases, which are highlighted in Figure 5 and
further explained here:
Phase A starts when the asteroid is at the first periapsis right outside the perturbative region of influence of the
Earth; at this point, the asteroid’s velocity is changed by ∆vM , altering its path. In the low-thrust capture motion,
this maneuver corresponds to a short thrusting period in the beginning of the motion. This can be seen in Figure 3,
in the highlighted section in Synodic Period 1.
Phase B corresponds to the first encounter with the Earth, in which the asteroid is affected by its perturbation. This
region is defined by |α | = pi8 + ∆αP2 , which delimits a sufficiently large zone to encompass all αP in which the
object’s motion is noticeably perturbed. In Figure 5, the region is marked by the diagonal lines forming a conical
region in space.
Phase C consists on the motion in between Earth encounters, including the maneuver to insert the asteroid into an
invariant manifold connected to an LPO, with a cost given by the variable ∆vI . In the low-thrust trajectory, this
maneuver equates to a short thrusting period before insertion into the LPO. This can be seen on Figure 3, in the
highlighted section in Synodic Period 2.
Phase D culminates with the second Earth encounter, where the asteroid moves from the invariant manifold where
it was inserted into the LPO.
v
I
vM
Fig. 5 Phases of the Earth-resonant capture trajectory in sequence. The direction of the motion represents an
asteroid of semi-major axis > 1
The dynamics in Phases A and C are modeled with a simple two-body problem, with the Sun exerting the central
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gravitational attraction; its path is only altered by an initial ∆vM , and a ∆vI at the end of the latter. However, due to the
close proximity to the Earth, its perturbation cannot be neglected in Phase B, and both the KM and CR3BP will be used
to model its dynamics. Finally, the invariant manifold dynamics in Phase D are modeled using the CR3BP, as described
by previous publications by Sánchez et al. [22].
The final capture ∆vC is the added total of the two different maneuvers, shown in Equation 6 for the resonant and
direct cases—the latter of which, as previously mentioned, only consists of Phases C and D.
∆vC =

∆vM + ∆vI, Resonant Capture
∆vI, Direct Capture
(6)
The multi-fidelity framework for the high-thrust motion is then divided into three steps, distinctive due to their
different dynamical models and increasing complexity. The resulting trajectory acts as an initial guess to reach a
low-thrust controlled solution.
For the Grid Search and the Refinement steps, the capture trajectory for Phase B is modeled respectively in the KM
and in the CR3BP. The ∆vI cost from Phase D is estimated by the filter described in Equation 5, which is later replaced
by a Lambert arc optimization. As discussed in Sub-section III.A, the filter is useful to obtain a quick estimate of the
transfer costs, so that the initial optimization can focus on exploiting Earth’s perturbation. Nevertheless, future work
could consider more accurate approaches to obtain ∆vI , such as a fast Lambert arc estimator [41].
It is important to denote that the goal, when developing this high-thrust trajectory, is to achieve the smallest possible
∆vC ; according to the Tsiolkovsky equation, this will correspond to the highest retrievable mass for a fixed amount of
propellant.
1. Step 1: Grid Search
In this step, the modeling of the Earth encounter in Phase B is made using the KM, with the capture cost ∆vC
computed as the sum of ∆vM and the filter estimate for ∆vI . The purpose of implementing ∆vM in the beginning of the
transfer is to ensure that the orbital changes occurring during the Earth encounter, due to the Earth’s perturbation, are
optimal: the KM is used for a quick assessment of how the asteroids’ positioning relative to the Earth will impact their
orbits.
As such, the grid search is performed by computing ∆vC for values of ∆vM from approximately -50 m/s to 50 m/s,
with a step of 0.02 m/s: values that cause significant change in the final capture cost, while being comparatively very
small. This is done in the following order: each computed motion starts with a change in orbital elements provoked by
their respective ∆vM . Then, the KM equations are used to calculate the {∆a,∆e,∆i,∆ω} set of orbital element changes
for each case. Finally, a grid is obtained, with the ∆vC cost as computed on Equation 6 as a function of ∆vM . This grid,
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together with the minimum value for ∆vC , can be seen in Figure 6 for asteroid 2016RD34.
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Fig. 6 Grid search for asteroid 2016RD34
Using this grid, the smallest capture cost value and its corresponding initial maneuver are retrieved. On Figure 6,
this value is highlighted with a red cross. Throughout this paper, these have the respective denominations of ∆v(1)
C
and
∆v
(1)
M . These are the values to pass on to the next section, Refinement.
On Figure 6 it can be seen that, by performing no maneuver (i.e. ∆vM = 0, represented by ∆v(0)C ), the capture ∆vC
would be much higher in the case of asteroid 2016RD34. This is a good example of a case in which a very small ∆vM
decreases immensely the final capture value, demonstrating the value of optimizing the Earth encounter.
One simplification must be mentioned: although ∆vM will cause a change in the orbital elements before the first
Earth encounter, this change is so small that makes a negligible difference when computing the KM perturbation as a
function of the asteroid’s phasing. In this way, the mapping shown on Equation 3 needs only to be determined for the
initial set of orbital elements in an adequate range of α. The αP of each motion in the grid can be interpolated out of
this computation.
Another point to be made is that, if the absolute value of ∆vM is increased without any bounds, the asteroid’s orbit
is eventually going to move forwards or backwards one epicycle, causing αP to be the same. Thus, the analysis is
restricted to ∆vM inside limits that correspond to the asteroid moving backwards or forwards only one epicycle. These
limits are further defined after the rough estimate of 50 m/s previously mentioned; for the actual computation, the Gauss’
form of the variational equations are employed, as following:
∆vM =
µSun∆a
2a2vP
(7)
where µSun is the Sun’s gravitational parameter, vP is the velocity at the periapsis and ∆a represents the variation in
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initial semi-major axis corresponding to the addition of one epicycle to the asteroid’s motion.
2. Step 2: CR3BP Refinement
While the KM is able to accurately represent the underlying gravitational disturbance caused by the Earth, resulting
in a reduction of capture costs, other non-linear effects may completely distort the sought outcome when passing the
solution to the CR3BP. In this way, the solution yielded by Step 1, using the previously optimal ∆vM , needs to be refined
to achieve a similar behavior and capture cost.
In general terms, the closer the asteroid is to the perturbing body, the greater its influence on it becomes; as such, the
object may undergo several periapsis passages in the region of the Earth’s perturbation, but it can be roughly assumed
that the one that will exert the most significant impact on its motion will be the one in which αP is the closest to zero.
Following this logic, in order to get a similar orbital change using the CR3BP as the one obtained in the previous step
with the KM, the closest of its periapsis passages, αclosest , should be the same in both models.
In order to target the same αclosest , a differential corrector was utilized, which is now explained. This tool will
compute the value of ∆vM that yields the encounter with the intended αclosest . This value will be henceforth referred to
as ∆v(2)M , while the resulting capture cost will be, analogously, ∆v
(2)
C
.
Differential Corrector A differential corrector is a numerical algorithm purposed to solve the equations of motion of
the problem in such a way as to reach a final intended state, in the following manner:
η f = f (η, t) (8)
where η is the body’s state vector, with η f being the final desired state.
For the case in which η describes a six dimensional state vector of position and velocity (η = {x, y, z, Ûx, Ûy, Ûz}), many
differential correctors have been described in literature (e.g. [42]). The mathematical development of such a tool is well
known: defining the relationships between the initial state vector and a nearby-one as:
η(t) = η0(t) + δη(t) (9)
and expanding about the reference solution in a Taylor series, the following equation appears:
δ Ûη = A(t)δη (10)
where A is the Jacobian, or sensitivity matrix of f . Then, the solution to Equation 9 is:
δη(t) = Φ(t, t0)δη(t0) (11)
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which describes the changes in the final state vector as dependent on the initial one, as well as its state transition matrix
Φ.
A differential corrector can also be developed for the case in which the state vector is expressed as orbital elements
(η = {a, e, i,Ω, ω,M}). This proposal employs the semi-analytical approach developed by Alessi and Sánchez [34].
Instead of considering the differential correction of all six orbital elements, the computation is based on the premise
to change only one: the mean anomaly M , which, assuming the dependencies to other variables to be negligible, will
provide a much faster computation. The mean anomaly change as a function of the initial semi-major axis can be
described by Equation 12:
δMf = Φδa (12)
where ÛΦ = AΦ. For these parameters, the Jacobian A can be simply described as
A(t) = δ
ÛM
δa
(13)
The equation that yields ÛM is further expanded here:
ÛM = d
dt
n(t f − t0) + 2µna
[
1 − e2
1 + e cos ν
(
− 1
r2
− 2 cos θ
r3
+
r − cos θ(
1 + r2 − 2r cos θ)3/2
)
+
3MΘ
2n
(
1
r2
− r(
1 + r2 − 2r cos θ)3/2
)]
+
µ(1 − e2)
nea2
[(
1
r2
+
2 cos θ
r3
− r − cos θ(
1 + r2 − 2r cos θ)3/2
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where Θ = sinΩrot cos(ω + ν) + cosΩrot sin(ω + ν) cos i, β = − sin E(1 + 1−e cosE1−e2 ), r =
a(1−e2)
1+e cosν and n is the mean
motion.
3. Step 3: Lambert Arc Optimization
Finally, the ∆vI guess established by the filter for Phase D is replaced by the computation of a Lambert arc, adding
another fidelity level to the framework.
The design of an orbital transfer requires the determination of the specific orbit that goes through two points in
space, at a certain time. The task of finding the orbit is called Lambert’s Problem, which is the boundary solution for the
differential gravitation equation of the two-body problem below:
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Ü®r = −µC · ®r‖r‖3 (14)
in which ®r is the position vector and µC is the central body’s gravitational parameter.
A solution to the Lambert’s problem is called a Lambert arc, a trajectory that connects two ephemerides. As
an example, in order to devise a trajectory from Earth to Mars, one can fix a calendar date and take the positions
of the planets to compute the appropriate Lambert arc; however, an optimizer can be used to determine the date at
which the transfer is the most cost-effective. In this paper, this optimization problem is tackled by EPIC [43], a global
trajectory optimizer. EPIC performs domain decomposition, where each domain is evaluated based on the evolution of
a population of agents; its purpose is to generate a series of very good local optima instead of a global one, such that
there is more flexibility to the mission design.
This Lambert arc connects one of the invariant manifold trajectories to the asteroid’s trajectory after the first
encounter with the Earth. EPIC is then employed to compute several arcs, depending on the number of orbital revolutions
chosen—in this case, the maximum value was 4. The solution with lowest ∆vI is the one chosen for the design, except
in cases where the time of flight of the computed arc was too small for the low-thrust trajectory to be feasible.
IV. Low-Thrust Asteroid Hauling
A low-thrust propulsive system is characterized by generally having an ISP at least ten times higher than a chemical-
thrust one. Therefore, it uses less propellant for the same amount of spacecraft mass. This makes the use of low-thrust
engines very attractive for asteroid retrieval, when the combined spacecraft-asteroid system’s mass can be very high.
Thus, the computation of the low-thrust trajectory required for asteroid hauling starts with the multi-fidelity model
previously utilized. The considered initial setting is akin to the one used by NASA’s Asteroid Redirect Robotic Mission
concept [8]: a spacecraft of 5,500 kg dry mass and 10 tonnes of propellant, using a high power solar electric propulsion
system of roughly 40 kW and ISP of 3,000 s, yielding a maximum thrust capability of 2 N.
For each phase of the optimization, the asteroid’s mass that can be hauled by the low-thrust engine is heavily
dependent on the thrust vector, which is the decision variable of the optimization. The entire system’s mass can only be
computed after solving the optimal control problem. An initial guess for this can be estimated, using the chemical-thrust
∆vC solution and the Tsiolkovsky equation. This mass will prove to be quite far from the actual value; in order to correct
it, a mass homotopy will be performed, which will be explained in Sub-section IV.C. Since the spacecraft’s fuel and dry
masses are fixed, maximizing the system’s mass is equivalent to doing so for the carried asteroid mass.
15
A. Mass Considerations
In order to establish the feasibility of the mission, the spacecraft must be able to carry its own weight, the fuel mass
and the asteroid’s. This is described by:
mast + mdry + mfuel = mopt (15)
where mdry and mfuel are already established as respectively 5.5 and 10 tonnes, and mopt is the output result of the
optimal control problem, representing the entire system’s mass. The asteroid mass that can be hauled by the spacecraft,
mast, can be computed by solving Equation 15, once mopt is known.
B. Optimal Control Problem
The conversion from the high-thrust trajectory into a low-thrust motion is done by formulating an optimal control
problem, where the thrust is the control variable and the objective is to maximize the final system’s mass (after the
propellant is depleted), while constrained by the motion’s boundaries and position targets. In order for this to be
computationally solvable, the optimal control problem has to be transformed into a non-linear programming problem
(NLP). GPOPS-II is the software employed for this purpose [44]; it uses orthogonal collocation to transform the
continuous problem into a discrete one, which is posteriorly tackled by an NLP solver—IPOPT, an interior point
optimizer [45]. The applied collocation method is a Legendre-Gauss-Radau (LGR) scheme: the solution is given by a
polynomial that can fit the continuous problem in selected points, called the collocation points: the dynamics are solved
in these, and they are evaluated against the candidate Legendre polynomials.
Since GPOPS-II is an hp-adaptive method, both the number of mesh intervals (p) and the degrees of the polynomials
in question (h) can be chosen for optimal performance. The way in which GPOPS-II is set up to manipulate these
parameters can be found in [46, 47].
The optimal control problem to be tackled is defined in the general form: to determine the state x(t), control u(t),
initial time t0, final time t f , integrals q and the static parameters s that minimize the cost function:
J = Φ[x(t0), t0, x(t f ), t f , q, s] (16)
subject to the dynamic constraints
Ûx = f [x(t), u(t), t, s] (17)
the event constraints
bmin ≤ b[x(t0), t0, x(t f ), t f , q, s] ≤ bmax (18)
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the inequality path constraints
cmin ≤ c[x(t), u(t), t, s] ≤ cmax (19)
and the integral constraints
qmin ≤ q ≤ qmax, qi =
∫ t f
t0
Qi[x(t), u(t), t, s]dt (20)
This general problem is then adapted to fit the low-thrust trajectory case. As already stated, the decision variable
will be the thrust vector throughout the motion; starting from the initial time and state, this variable is optimized in such
a way that the final system’s mass is the highest. Each state is computed using the equations of motion of the problem
coupled with the acceleration provided by the thrust, forming the dynamical constraints.
A multi-fidelity model, going from a two-body equinoctial system to the CR3BP, was implemented to find a solution
to the optimal control problem. The selection of the two-body equinoctial system allows a straightforward definition of
the states’ bounds, guaranteeing an improved convergence. Furthermore, this description avoids the singularities that
could be encountered when dealing with easily retrievable NEAs [21], whose orbits are frequently quasi-circular and
quasi-planar. The parameters for the two-body system are presented in Equation 21 [48].
Ûp = 2p
w
√
p
µ
Tθ
m
Ûf =
√
p
µ
[sin(L)Tθ
m
+
1
w
[(w + 1) cos(L) + f ]Tθ
m
− g
w
(h sin(L) − k cos(L))Tn
m
]
Ûg =
√
p
µ
[− cos(L)Tr
m
+
1
w
[(w + 1) sin(L) + g]Tθ
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− f
w
(h sin(L) − k cos(L))Tn
m
]
Ûh = p
µ
s2
2w
cos(L)Tn
m
Ûk = p
µ
s2
2w
sin(L)Tn
m
ÛL = √µp(w
p
)2 1
w
√
p
µ
(h sin(L) − k cos(L))Tn
m
(21)
where w = pr = 1 + f cos(L) + g sin(L) and s = 1 + h2 + k2.
Once a solution is computed using the aforementioned dynamical model, it is used as a first guess for a final
optimization in the CR3BP. Using a simplified model as a first solution makes it simpler and faster for the program to
converge, as these types of problems are extremely sensitive to the set up and the process is very time consuming.
Each of the models has a few more differences, detailed on Table 1. The bounds and event constraints are defined
using the Lambert arc initial guess and the target state vector.
The computation of the objective function is common for both cases, as shown in Equation 22:
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Table 1 Definition of parameters and functions for the two-body and CR3BP optimal control problems
Problem Parameters 2BP CR3BP
State Vector x {p, f , g, h, k, L,w} {x, y, z, Ûx, Ûy, Ûz}
Control Vector u {ur, uθ, un} {ux, uy, uz}
Dynamical Constraints Equation 21 Equation 1∗
Reference Frame Earth-Centered Inertial Synodic
Objective Function J −m(t f )
∗ Including the added thrust component
Ûm = − ‖T‖
ISPg0
(22)
C. Mass Homotopy
The final mass is the optimized parameter of this process. In simple terms, the goal of the optimal control problem
is to utilize the propellant in the most efficient way, starting from a given initial system mass (as in Equation 15). This
does not, however, change the initial mass. For the first iteration, the mass is computed such that the total thrust time is
equal to 1% of the time of flight. Yet, this value is very far from the capabilities of the low-thrust system engine. As
such, the initial mass can be increased after each iteration on GPOPS-II using a continuation method, here described as
a mass homotopy.
Thus, at each iteration, the initial mass value is raised in small steps. This increase has to be small enough at each
iteration for the optimal control problem to converge quickly using the previous iteration solution as initial guess. As
such, the initial mass at each iteration is estimated by means of the Tsiolkovsky equation, using the still available thrust
time and propellant mass as tuning parameters.
Finally, the entire low-thrust trajectory is developed as follows: starting from the high-thrust guess, the optimization
is performed until a solution is reached. If the difference in between final and initial mass is smaller than 10 tonnes (the
propellant), and the total thrust time is shorter than the total transfer time, then the mass homotopy is performed and the
optimization occurs again for the new solution; otherwise, the process is terminated.
V. Results and Discussion
This section presents the obtained values at each step of the multi-fidelity design process (see Figure 4). The benefits
of employing an Earth-resonant transfer for asteroid retrieval are analyzed, and the different fidelity models that make
up the framework are compared in terms of accuracy and computational cost.
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Table 2 Dates, times of flight (TOF) and final capture orbit for each asteroid in the candidate list
Asteroid Initial Date TOFDirect [y] TOFResonant [y] Capture LPO
2016 RD34 05-22-2033 12.92 35.40 VL2a
2012 TF79 01-02-2020 19.76 37.38 VL2
2011 MD 01-08-2070 14.73 36.73 VL2
2011 BL45 23-12-2072 17.62 42.76 VL2
2014 BA3 09-09-2035 10.48 25.22 VL1b
2000 SG344 22-01-2033 41.48 81.04 PL2c
2017 FJ3 10-03-2047 4.46 11.21 PL2
2017 BN93 17-04-2034 13.86 47.30 VL2
2010 VQ98 15-01-2063 16.66 48.77 VL2
2008 UA202 01-01-2020 29.39 40.53 PL2
2006 JY26 01-01-2020 44.05 30.93 HL2d
2006 BZ147 21-01-2039 38.26 58.11 HL2
a Vertical Lyapunov in L2
b Vertical Lyapunov in L1
c Planar Lyapunov in L2
d Halo in L2
A. Asteroid Candidate List
From the MPC database, over 18,000 asteroids were considered. The filter described in Sub-section III.A was used
to prune the ones whose ∆v with direct capture was higher than 1.2 km/s. Then, the ephemerides of the remaining 88
asteroids were retrieved from the JPL database. For each candidate, the synodic period with the greatest orbital changes
was selected, as described in Sub-section III.A.
To retrieve the minimum ∆v for a resonant capture, the grid search is performed on each of these NEA. The values
are posteriorly compared with the direct capture ∆v for each asteroid. The selection of candidates for refining and
further analysis is based on whether or not the resonant capture ∆v is smaller than the direct one by at least 30%; this
resulted in a total of 12 asteroids. Captures with lesser improvements than this threshold were simply deemed not
interesting enough to pursue, given how much longer the transfer time of a resonant capture would become, as compared
with the direct option.
Table 2 shows the candidate list asteroids’ designations, the times of flight and the date when each transfer begins
(chosen as explained in Sub-section III.A).
B. Trajectory Design
For each of these asteroids, the values found for every step detailed in Subsection III.B are depicted on Table 3, as
well as the values of αclosest to be targeted by the differential corrector. It is important to note that the direct ∆vC is the
optimized Lambert arc cost, as detailed in Sub-section III.B.3. Again, the resonant ∆v have different denominations
19
Table 3 Analysis of αclosest and ∆v values on each step for the resulting asteroids. The excluded asteroids are
pinpointed by reasons a or b
Asteroid αclosest [◦]
Direct ∆vC Resonant ∆vC [m/s]
∆v
(1)
C
∆v
(2)
C
∆v
(3)
C
2016 RD34 0.84 323.36 136.28 62.14 84.90
2012 TF79 0.86 272.81 94.27 83.46 72.85
2011 MD 0.57 206.22 64.94 54.34 138.94
2011 BL45b 2.24 377.28 47.94 60.30 339.00
2014 BA3a -16.11 - - - -
2000 SG344a 2.60 - - - -
2017 FJ3 1.52 1002.3 718.26 475.08 659.31
2017 BN93 1.18 539.70 145.06 125.76 274.90
2010 VQ98 2.03 265.01 118.77 148.89 130.89
2008 UA202a -4.37 - - - -
2006 JY26a -3.63 - - - -
2006 BZ147b -26.72 1412.10 874.29 991.70 1239.50
a Too close to the Earth
b Filter underestimation
depending on the step in the multi-fidelity design: ∆v(1)
C
corresponds to the KM grid search, ∆v(2)
C
to the CR3BP
refinement and ∆v(3)
C
includes the Lambert arc optimization.
Six asteroids were excluded from the candidate list, for two different reasons. First, the cases of asteroids 2008
UA202, 2006 JY26, 2000 SG344 and 2014 BA3 are particular ones in which the dynamics are too sensitive for an
adequate capture trajectory to be computed by the suggested method, as the motion easily enters the Hill radius. These
do not have the ∆v values for each step on Table 3, as the framework did not tackle motions so close to the Earth. The
appropriate way to tackle these cases would be to use a model that adequately approximates motions close to the Earth,
such as Öpik’s method [26, 35, 36] or the pseudostate technique [37, 38].
Second, asteroids 2011 BL45 and 2006 BZ147 are outliers in the sense that, although the capture ∆vI determined
with the filter was shown to fit the criteria, the value resulting from the Lambert arc computed with EPIC was too great
to achieve a high capture mass. It was understood that both were cases in which the filter severely underestimated the
capture ∆v, and therefore there was no point in pursuing their study. This can possibly be avoided in the future by using
a different estimate of ∆vI , such as a Lambert arc estimator or a similar fast transfer maneuver [41].
Even though the filter proves to be an under-estimator for most cases, the efficiency of the resonant trajectory
compared to the direct one is kept for most asteroids. After this process, six asteroids remained for the computation of
the low-thrust transfer.
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Table 4 Retrievable masses of the candidate asteroids for direct and Earth-resonant captures
Asteroid mPublished [t] mDirect [t] mResonant [t] Balance [t]
2016 RD34 - 357 1227 +870
2012 TF79 739a 705 3161 +2456
2011 MD 800b 784 1496 +712
2017 FJ3 - 193 293 +100
2017 BN93 - 322 521 +199
2010 VQ98 727c 493 1515 +1022
a TOF of 7.30 years [22]
b TOF of roughly 6 years [11]
c TOF of 8.86 years [22]
C. Mass Comparison
As described on Section IV, the chemical-thrust guess was used for the optimization of the low-thrust solution.
By iterating through several steps on the mass homotopy process, GPOPS-II achieved the final retrievable masses for
the direct and resonant captures. Table 4 shows the comparison between these two values, and also includes some
previously published results that assumed similar low-thrust systems.
As expected, the increase in retrievable mass between the direct and resonant trajectories was over 30% for all
cases. The obtained mass values are also much higher than the ones found in literature and, in some cases, allow for the
retrieval of over 1000 tonnes of material back to Earth. When comparing the computed low-thrust motion for both
models used (2BP with equinoctial elements and CR3BP), the difference in values presented is less than 0.01%, so there
was no need to present a distinction.
Figure 7 shows the complete thrust profile of the Earth-resonant capture trajectory for asteroid 2011MD in the
CR3BP. It depicts the thrust history throughout time, starting with a small control output corresponding to the ∆vM
maneuver. Then, the asteroid continues coasting until the trajectory reaches the Lambert arc segment, which this proves
to be the hardest to optimize as it is associated with the ∆vI maneuver.
Despite the higher complexity of the CR3BP low-thrust optimal control problem, the final solution features a
substantially neat on-off control, indicative that optimality conditions are well satisfied.
D. Model Comparison
The KM model was suggested to have a similar accuracy to the CR3BP, coupled with a shorter computational time.
In order to support these claims, the results of both models are compared for 88 different sets of initial asteroid orbital
elements, and the time spent on each is analyzed. Further comprehensive testings on the KM model can be found in [34].
On Figure 8, the logarithmic mean value of the relative error for the semi-major axis updated with the KM is shown
for 300 different α values. The black full-lined plots display the mean error over the 88 asteroids regardless of their
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Fig. 7 Thrust profile for the full low-thrust trajectory in the CR3BP as a function of time for asteroid 2011MD
closest approach to the Earth, while the red dotted plots consider only the ones that never cross the sphere of influence
of the planet, totaling 36 bodies. As discussed in Sub-section II.B, the relative error is much smaller when the cases that
cross the Hill radius are removed: the KM model works best when outside Earth’s sphere of influence. Also, the error
increase for values close to α = 0 is correlated to the closest proximity to the Earth, where the Earth’s perturbation is the
most influential.
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Fig. 8 Logarithm of the mean error for semi-major axis update as a function of α
In terms of computational time, both models were used to compute 60 different initial ∆vM maneuvers for the 88
previously mentioned asteroids. It was found that the KM takes roughly 30 times less computational time than the
CR3BP.
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Table 5 Comparison between the maneuver values in the KM (Step 1) and CR3BP refinement (Step 2) models
Asteroid ∆v(1)M [m/s] ∆v
(2)
M [m/s]
2016 RD34 -3.60 -2.86
2012 TF79 6.42 6.58
2011 MD 1.02 1.60
2017 FJ3 -16.47 -13.24
2017 BN93 6.46 7.06
2010 VQ98 -5.11 -3.98
Considering the multi-fidelity trajectory design, it was observed that the ∆vM to reach the same αclosest was very
similar in both the KM and the CR3BP, albeit the latter yielding slightly lower ∆vC results, which can be seen on Table
3. This allows the inference that the former, being a lower-fidelity framework, models the trajectory nearly as accurately
as the higher-fidelity one. The ∆vM for the KM grid search and the CR3BP refinement can be found on Table 5: they
are extremely small, when compared to the overall capture ∆vC .
This comparison allows for the validation of the KM as a relatively accurate model that can provide a good stepping
stone for an increase in fidelity in the current framework. The lower computational cost allows for a feasible analysis of
the amount of NEA described on this paper, while still presenting very similar results to higher complexity models of
motion.
VI. Conclusions
This paper presents a framework to design nearly resonant trajectories in a multi-fidelity model. The design is
carried out in several steps, starting from a high-thrust motion using the KM model and ending in a fully developed
low-thrust trajectory in the CR3BP.
This trajectory is applied to the concept of asteroid capture missions, exploiting the orbital perturbations occurring
in an Earth-resonant motion to increase the retrievable mass for a list of candidate NEA. These are hauled into LPOs in
less than two synodic periods, encountering the Earth twice in their motion.
The retrieved asteroid mass from the resonant trajectory is compared to the one obtained by direct motion and
previously published results. Six of them (asteroids 2016 RD34, 2012 TF79, 2011 MD, 2017 FJ3, 2017 BN93 and 2010
VQ98) showed a huge increase with respect to the direct motion and the state of the art. This can be mainly attributed to
two decisions: first, the selection of the synodic period with the most advantageous Earth encounter - since each passage
will have the asteroid in a different configuration with the planet, distinct results will be obtained; second, the careful
exploitation of this encounter with an initial maneuver, to put the asteroid into an optimal insertion orbit. In the end, the
cost of this initial maneuver is negligible compared to the insertion cost, but both the former and the Earth encounters
are performed mainly to place the asteroid in the best possible orbital configuration at the manifold insertion. Thus, the
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highly increased amount of retrievable mass presented by Earth-resonant trajectories is an extremely good case for their
usefulness in asteroid capture missions. These trajectories may become valuable options within a future portfolio of
asteroid capture missions.
The main drawback of this method is the increased mission time as opposed to a direct capture. This comes down to
a mission design trade-off problem, in which flexibility, time and cost have to be juggled. This method proves to be the
most advantageous when the asteroid’s mass is too great for any other type of capture to be feasible. Still, mission time
can be decreased by scheduling the spacecraft’s rendezvous with the asteroid to happen closer to the Earth encounter.
Actually, Figure 7 contains a large coasting period (Phase A) that could be easily removed by performing the phasing
maneuver much later. However, the cost of this maneuver would grow which, in consequence, would slightly decrease
the amount of retrievable mass.
The multi-fidelity framework presented in this paper is very flexible in terms of the desired accuracy, as the user can
choose not to undertake all the steps in the process, but instead to stop at wherever it is the most convenient. Plus, the
framework can be expanded on fidelity with different tools, depending on the intended application. Future options to
include in the framework would be the option to compute trajectories going inside the Hill radius using an alternative
to the KM, or a continuation of the design into a full ephemerides model. Nevertheless, the KM proves to be a very
good model to approximate the third-body effects while maintaining a low-computational cost, which is very useful
for the assessment of multiple trajectory designs. Hence, the framework presented can be adapted to other planetary
systems (i.e. Earth-Moon, Jupiter-Europa), and be used for other purposes than asteroid capture, such as moon tours or
end-of-life disposal strategies, showing a range of applications worthy of further study.
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