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ABSTRACT
A cosmological preferred direction was reported from the type Ia supernovae (SNe Ia)
data in recent years. We use the Union2.1 data to give a simple classification of such
studies for the first time. Because the maximum anisotropic direction is independent
of isotropic dark energy models, we adopt two cosmological models (ΛCDM, wCDM)
for the hemisphere comparison analysis and ΛCDM model for dipole fit approach. In
hemisphere comparison method, the matter density and the equation of state of dark
energy are adopted as the diagnostic qualities in the ΛCDM model and wCDM model,
respectively. In dipole fit approach, we fit the fluctuation of distance modulus. We find
that there is a null signal for the hemisphere comparison method, while a preferred
direction (b = −14.3◦±10.1◦, l = 307.1◦±16.2◦) for the dipole fit method. This result
indicates that the dipole fit is more sensitive than the hemisphere comparison method.
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1 INTRODUCTION
Einstein’s general relativity and the cosmological principle
are the two key foundations in modern cosmology. Cosmol-
ogists usually assumed that the general relativity is the per-
fect law of gravity from small to large scales, which has
been tested by many tests in solar system and a few cos-
mological tests (e.g.(Zhang et al. 2007)). The cosmological
principle (Weinberg 2008) assumes that the universe is ho-
mogeneous and isotropic on a sufficiently large scale. In prac-
tice, the homogeneity and isotropy are confirmed by a vari-
ety of cosmological observations, such as cosmic microwave
background radiation (CMBR) (Hinshaw et al. 2013), the
secondary effect of CMB (Zhang & Stebbins 2011), galaxy
pairs (Marinoni et al. 2012; Wang & Dai 2013) and the
large scale structure (LSS) (Sebastian et al. 2011). So far
there is no any conclusive evidence for an anisotropic cos-
mological model.
However, a possible challenge to the cosmologi-
cal principle was reported in recent years. Schwarz &
Weinhorst (2007) claimed that a statistically significant
anisotropy of the Hubble diagram was found at 2σ
level at z < 0.2 by using SNe Ia data. SNe Ia data
has been examined previously to test the isotropy of
the universe (Kolatt & Lahav 2001; Bonvin et al. 2006;
⋆ E-mail:xfyang@nju.edu.cn
† E-mail:fayinwang@nju.edu.cn
Gordon et al. 2007; Schwarz & Weinhorst 2007). For com-
parison, we can divide the previous studies into two
approaches as follows. (i) Local Universe Constraint is
defined as searching for preferred direction work with
low redshift astronomical probes (e.g.(Colin et al. 2011;
Kalus et al. 2012)). (ii) Non-local Universe Constraint is de-
fined as the study with intermediate and high redshift data
(e.g.(Antoniou & Perivolaropoulos 2010; Cai & Tuo 2012)),
which includes the redshift tomography analysis (dividing
full sample into different redshift bins).
Since there is no well accepted upper limit value of red-
shift about how large the local universe is currently, we sim-
ply choose zlocal 6 0.2 in our classification. It is obvious
that if a preferred direction or any other kind of anisotropy
really exists, the physical origins may be different between
local and non-local universe. Various local effect can lead
to anisotropy in local universe, such as the bulk flow to-
wards the Shapley supercluster (Colin et al. 2011). Thus,
the explanation of local universe anisotropy is complicate
and subtle. But if the non-local universe anisotropy was
confirmed by observation, the standard cosmological model
(ΛCDM) based on cosmological principle must be modi-
fied. So there are two merits of our classification. First,
it provides the difference of the probing scale. Second, it
implicates the different theoretical origins. At the same
time, one can easily take the study by model-independent
manner in local universe constraint (Kalus et al. 2012) and
by model-dependent way in non-local universe constraint
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(Cai & Tuo 2012). In previous works, there are serious dif-
ferences and disagreements among the studies on the pos-
sible cosmological anisotropy. Some works found no statis-
tically significant evidence for anisotropy using the SNe Ia
data (Tomita 2001; Blomqvist 2008; Gupta et al. 2008, 2010;
Blomqvist 2010). However, many studies found that there is
a statistically significant anisotropy (Schwarz & Weinhorst
2007; Cooke & Lynden 2010; Colin et al. 2011) or a cos-
mological preferred direction (Antoniou & Perivolaropoulos
2010; Cai & Tuo 2012; Mariano & Perivolaropoulos 2012;
Cai et al. 2013; Zhao et al. 2013). A few works either gave
no distinct results (Cooray et al. 2010; Campanelli et al.
2011) or argued that the anisotropic result of local uni-
verse constraint is not contradiction to the ΛCDM model
(Kalus et al. 2012).
In this work, we search for a cosmological preferred
direction from the latest Union2.1 data for the first time.
For the anisotropic analysis, we adopt two typical and
sophisticated approaches which are hemisphere compar-
ison (Antoniou & Perivolaropoulos 2010) and dipole fit
(Mariano & Perivolaropoulos 2012). Since the preferred di-
rection is almost independent of isotropic dark energy mod-
els (Cai & Tuo 2012), we choose two simple cosmological
models, ΛCDM and wCDM for the hemisphere comparison
approach, and ΛCDM for the dipole fit. In the first approach,
we use the matter density and the equation of state of dark
energy as the diagnostic qualities in the ΛCDM and wCDM,
respectively. In the second method, we employ distance mod-
ulus as the diagnostic quality in ΛCDM model.
The paper is organized as follows.We present the
Union2.1 data and the two methods in section 2. Section
3 gives the numerical results. We compare and discuss our
results with other works in section 4. Section 5 is a brief
summary.
2 THE DATA AND METHODS
2.1 The Union2.1 data and preliminary formulae
SNe Ia are important probes of the evolution of the uni-
verse. In this work, we use the Union2.1 sample which is a
compilation consisting of 580 SNe Ia. The redshift range is
from 0.015 to 1.414 (Suzuki et al. 2012). Comparing to the
Union2 data, the updated Union2.1 data consists other 23
SNe Ia. Here we get the directions of Union2 data in the
equatorial coordinates (right ascension and declination) to
each SN Ia from Blomqvist et al. (2010). We get the di-
rections of additional 23 datapoints from NED website1.We
also use the Union2.1 table from the SCP website2, which
includes each SN Ia’s name, redshift, distance modulus and
uncertainties. We translated the equatorial coordinates of
SNe Ia to galactic coordinates (l, b) in the galactic systems
(Smith 1989).
In Figure.1, we show the angular distributions of the
Union 2.1 datapoints in galactic coordinates. The color rep-
resents the value of redshift according to the legend on the
right. The figures are viewed above the north galactic equa-
tor and south galactic equator in the left panel and right
1 http://ned.ipac.caltech.edu
2 http://supernova.lbl.gov
panel, respectively. For avoiding confusion, we do’t show
Union2 data and additional 23 data on the same sphere. We
show Union2 data in top panels and additional 23 data in
bottom panels, respectively. Some of datapoints are nearly
overlap in different redshift because of the similar angular
direction. It is obvious that the distribution of additional 23
datapoints are slightly more isotropic than the distribution
of Union2 data.
We study the SNe Ia data in the classical way by ap-
plying the maximum likelihood method. In a flat FLRW
cosmological model, the luminosity distance is
DL(z) = (1 + z)
∫ z
0
dz′
E(z′)
. (1)
In the flat ΛCDM model, E(z) can be parameterized by
E2(z) = Ωm0(1 + z)
3 + (1− Ωm0), (2)
where Ωm0 is the matter density. For the wCDM model,
E(z) is
E2(z) = Ωm0(1 + z)
3 + (1− Ωm0)(1 + z)
3+3w, (3)
where w is the equation of state of dark energy.
We use the distance modulus of SN Ia data by mini-
mizing the χ2. The χ2 for SNe Ia is obtained by comparing
theoretical distance modulus
µth(z) = 5 log10
(
DL(z)
)
+ µ0, (4)
here,
µ0 = 42.38 − 5 log10 h (5)
is a nuisance parameter. The theoretical model parameter
(Ωm0 or w) is determined by minimizing the value of χ
2
with observed µobs of SNe Ia:
χ2SN(Ωm0, µ0) =
580∑
i=1
(
µobs(zi)− µth(Ωm0, µ0, zi)
)2
σ2µ(zi)
. (6)
Since the nuisance parameter µ0 is independent of
the dataset, we can expand χ2SN with respect to µ0
(Nesseris & Perivolaropoulos 2005):
χ2SN = A− 2µ0B + µ
2
0C, (7)
here
A =
580∑
i=1
(
µobs(zi)− µth(zi, µ0 = 0)
)2
σ2µ(zi)
,
B =
580∑
i=1
µobs(zi)− µth(zi, µ0 = 0)
σ2µ(zi)
,
C =
580∑
i=1
1
σ2µ(zi)
.
The value of Eq. (7) is minimum for µ0 = B/C at
χ˜2SN = χ
2
SN,min = A−B
2/C, (8)
which is not rely on µ0.
2.2 The hemisphere comparison approach
Currently, it is not easy to find the angular dependence of
anisotropy at small scale with significant confidence level
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. (color online) The Union2 data (up panels) and additional 23 data (bottom panels) in galactic coordinates. They are shown
with viewpoint above the north galactic equator and south galactic equator in the left panel and right panel, respectively. The color of
each point corresponds to the redshift of each SN Ia.
using SNe Ia. The reason is that the number density of
SNe Ia is relatively low, particular in the tomography anal-
ysis. Thus, we firstly employ the hemisphere comparison for
searching the largest possible anisotropy in the largest scale
of π/2. An early similar research has been done to a CMB
sky map analysis (Eriksen et al. 2004). The subsequent stud-
ies found one of the several anomalies in the WMAP data
(e.g.(Copi et al. 2007)). The hemisphere comparison method
was firstly proposed for searching largest possible anisotropy
with SNe Ia by Schwarz & Weinhorst (2007). It was further
developed and used for finding the possibly preferred direc-
tion (Antoniou & Perivolaropoulos 2010; Cai & Tuo 2012).
In recent works, different cosmological parameters
are chosen as the diagnostic qualities, such as Ωm0
(Antoniou & Perivolaropoulos 2010), q0 (Cai & Tuo 2012)
and H0 (Kalus et al. 2012). Since the preferred direction
is weakly depended on dark energy models (Cai & Tuo
2012), we simply consider two cosmological models, such
as ΛCDM and wCDM models. We also adopt Ωm0 and w
for ΛCDM and wCDM as the diagnostic qualities, respec-
tively. It could be convenient to compare previous results
(Antoniou & Perivolaropoulos 2010) with ours.
We review the procedure of hemisphere comparison
method in short (Antoniou & Perivolaropoulos 2010). (i)
Generate a random direction with the same probability in
unit sphere. (ii) Divide the dataset into two subsets accord-
ing to the sign of the product between the vector generated
in the step (i) and the unit vector describing the direction of
each SN Ia in the dataset. We can split the data in two op-
posite hemispheres, denoted by up and down. (iii) Calculate
the best fit value of cosmological parameter on each hemi-
sphere. (iv) Repeat a large times from step (i) to step (iii),
and search the maximum normalized difference for the full
data, thus one can get the preferred direction of maximum
anisotropy.
One can get more details of this method from the two
references (Antoniou & Perivolaropoulos 2010; Cai & Tuo
2012). Here, we just describe the third step of this method,
which estimates the best parameter in each hemisphere.
The subscripts u and d represent the best parameter fit-
ting value in the ‘up’ and ‘down’ hemispheres, respec-
tively. For estimating Ωm0 in ΛCDM model, we can define
(Antoniou & Perivolaropoulos 2010)
δ =
∆Ωm0
Ω¯m0
=
Ωm0,u − Ωm0,d
(Ωm0,u + Ωm0,d)/2
. (9)
For fitting w in the wCDM model, we define the relative
anisotropic level with the equation of state of dark energy
as
δ′ =
∆w
w¯
=
wu − wd
(wu +wd)/2
, (10)
where wu and wd are the best fitting equation of state in
the ‘up’ and ‘down’ hemispheres, respectively. The number
c© 0000 RAS, MNRAS 000, 000–000
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of random axes should be more than the number of SNe Ia
on each hemisphere. For Union2.1 sample, the number of
data points per hemisphere is approximate 290, we choose
400 axes in this works. Since the hemisphere comparison ap-
proach is not pretty fine and sensitive enough to particular
types of anisotropy (Mariano & Perivolaropoulos 2012), it
is just a rough estimation for global property. We only im-
plement the non-local universe constraint without redshift
tomography if there is no any anisotropic signal in global
constraint with the full sample in all redshift ranges.
2.3 The dipole fit approach
Dipole anisotropic fit method has been used for search-
ing the anisotropy of fine structure constant with quasars
on cosmological scale. Mariano & Perivolaropoulos (2012)
firstly applied this method to anisotropic study using SNe
Ia (Mariano & Perivolaropoulos 2012). The main steps of
the dipole fit method are shown as follows:
• Convert the equatorial coordinates of SNe Ia to galactic
coordinates.
• Give the Cartesian coordinates of unit vectors nˆi corre-
sponding each SN Ia with galactic coordinates (l, b). So, we
obtain
nˆi = cos(bi) cos(li )ˆi+ cos(bi) sin(li)jˆ + sin(bi)kˆ. (11)
• Define the angular distribution model with dipole and
monopole
(
∆µ
µ¯
) = d cos θ +m, (12)
where µ is distance modulus, m and d denote the monopole
and dipole magnitude, respectively, cos θ is the angle with
the dipole axis defined by the vector
~D ≡ c1 iˆ+ c2jˆ + c3kˆ. (13)
So
nˆi · ~D = d cos θi. (14)
Then, we can fit the SNe Ia data to a dipole anisotropy
model (12) using the maximum likelihood method by mini-
mizing
χ2( ~D,m) =
580∑
i=1
[
(∆µ
µ¯
)i − d cos θi −m
]2
σ2i
. (15)
• At last, we can obtain the magnitude and direction of
the best fit dipole in galactic coordinates from the best fit ci
coordinates (e.g. d =
√
c21 + c
2
2 + c
2
3). The corresponding 1σ
errors are obtained using the covariance matrix approach.
3 THE RESULTS
3.1 Results of hemisphere comparison method
We apply the hemisphere comparison method using the
latest Union2.1 dataset. Generally, one can expect that
we should get the similar results with recent works
from Union2 sample (Antoniou & Perivolaropoulos 2010;
Cai & Tuo 2012). It is surprised that we get different results
compared with previous works.
Table 1 shows our numerical results with the Union2.1
dataset, which could be clearly compared with previous re-
sults shown in the second row (Antoniou & Perivolaropoulos
2010). The 1 σ error is propagated from the uncertainties of
the SNe Ia distance moduli. The superscript Real and Sim
denote the maximum anisotropic values which are obtained
from real SNe Ia dataset and a typical isotropic simulated
dataset, respectively. The simulated isotropic dataset has
been constructed by replacing each real data distance mod-
ulus to a random number from the normal distribution with
mean and standard deviation obtained by the best fitting
value of µth(zi) and by uncertainties of the corresponding
real data point, respectively. Comparing to the result de-
rived from Union2 dataset, it is clear that the maximum
anisotropy level is 0.31±0.05 for the Union2.1 dataset. How-
ever, the value is 0.35 ± 0.05 for simulation data, which is
larger than the one of real data. In this calculation, the same
parameter and cosmology model (ΛCDM) are used for the
two different datasets.
The maximum anisotropic value will convergence in cal-
culations with real data by enlarging the random selected
axes, whereas it’s precise value will be fluctuated in re-
peated estimations with simulated data for random selected
effect. In wCDM model calculation, the value of Eq.(10) is
0.27± 0.07 and 0.37± 0.07 in real data and simulated data,
respectively. The value of real data is smaller than the one in
ΛCDM fitting (0.31±0.05) for different cosmological param-
eter and model. The value (0.37 ± 0.07) in this simulation
dataset is still larger than the one in real data (0.27± 0.07).
Although our results show that the maximum
anisotropy level is lower than simulation isotropic dataset
from Union2.1 dataset, we still process the same numeri-
cal experiments as shown in the Antoniou & Perivolaropou-
los (2010). The purpose is to answer whether the maxi-
mum anisotropy level for real data is higher or lower than
statistical isotropy. This kind of numerical experiments is
not intend to identify the maximum anisotropic direction
in standard 400 axes searching procedure. We only want to
compare the real data with the isotropic simulation data.
It is important to repeat the comparison many times (40
in our case) for acceptable statistics. Because of the limita-
tions of searching time, we adopt 10 axes for employing fast-
speed Monte Carlo experiments (Antoniou & Perivolaropou-
los 2010). This numerical experiment is important because
of more fluctuated values with maximum anisotropy level in
the simulation data.
From a set of numerical experiments, we get different re-
sults from Union2.1 dataset comparing with Union2 dataset
in Table 2. The Real or Sim denotes the number of cases
which maximum anisotropic value of real data is larger or
smaller than that of simulated data, respectively. For Union2
dataset, there is about 1/3 of the numerical experiments
with δSimmax > δ
Real
max , which means that the anisotropy level
was larger than the one of the isotropic simulation data
(Antoniou & Perivolaropoulos 2010). However, we find that
the possibility of real data and simulation data which have
a larger maximum anisotropic value is nearly equal. The re-
sults in Table 2 are not consistent with the work of Antoniou
& Perivolaropoulos (2010). In order to test the dependence
on the number of axes, we increase the random axes from
10 to 50. As shown in Table 2, our conclusion is unchanged.
Since there is no anisotropic signal in global constraint
c© 0000 RAS, MNRAS 000, 000–000
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Table 1. The value of maximum anisotropy for Union2.1 dataset
and isotropic simulation dataset. The second row is the value
calculated from Union2 dataset (Antoniou & Perivolaropoulos
2010).
Model(Sample) Diagnostic δRealmax δ
Sim
max
ΛCDM(Union2) Ωm0 0.43 ± 0.06 0.36± 0.06
ΛCDM(Union2.1) Ωm0 0.31 ± 0.05 0.35± 0.05
wCDM (Union2.1) w 0.27 ± 0.07 0.37± 0.07
Table 2. The results of 40 times numerical experiments for the
value of maximum anisotropy with Union2.1 dataset and isotropic
simulation datasets. The second row is the result from Union2
dataset (Antoniou & Perivolaropoulos 2010). The Real or Sim
denotes the number of cases which maximum anisotropic value
of real data is larger or smaller than that of simulated data, re-
spectively.
Model(Sample) Axes×All times Real Sim
ΛCDM(Union2) 10× 40 26 14
ΛCDM(Union2.1) 10× 40 19 21
20× 40 17 23
30× 40 20 20
40× 40 22 18
50× 40 18 22
wCDM (Union2.1) 10× 40 18 22
20× 40 19 21
30× 40 17 23
40× 40 21 19
50× 40 20 20
with full Union2.1 data, we will not apply the redshift to-
mography analysis in this work. We use tomography anal-
ysis in next subsection which implements a more sensitive
searching approach.
3.2 Results of dipole fit method
We study the latest Union2.1 dataset using the dipole fit
method, which includes non-local universe constraint and
tomography constraint. First, we report the result of non-
local universe constraint with full Union2.1 data. Then, we
will show the local universe constraint and tomography re-
sults.
We find the direction of the dark energy dipole with full
data
b = −14.3◦ ± 10.1◦, l = 307.1◦ ± 16.2◦. (16)
The values of the dipole and monopole magnitudes are
dUnion2.1 = (1.2± 0.5) × 10
−3, (17)
mUnion2.1 = (1.9± 2.1) × 10
−4. (18)
The statistical significance of the dark energy dipole
is about at the 2σ level. The direction of Union2
dipole is (b = −15.1◦ ± 11.5◦, l = 309.4◦ ±
18.0◦)(Mariano & Perivolaropoulos 2012), and the dipole
and monopole magnitudes are
dUnion2 = (1.3 ± 0.6) × 10
−3, (19)
mUnion2 = (2.0 ± 2.2) × 10
−4. (20)
The statistical significance of the dark energy dipole is also
at the 2σ level using Union2, thus, our results are consistent
with Mariano & Perivolaropoulos 2012.
According to the dipole fit approach
(Mariano & Perivolaropoulos 2012), we determine the
likelihood of the observed dark energy dipole magnitude
with performing a Monte Carlo simulation consisting of
104 Union2.1 datasets constructed under the assumption of
isotropic ΛCDM. The distance modulus of point i is defined
as
µMC(zi) = g(µ¯(zi), σi), (21)
where g is the Gaussian random selection function
(Mariano & Perivolaropoulos 2012), and µ¯(zi) is the best fit
distance modulus of the Union2.1 full data in ΛCDM model
at redshift zi. It is convenient to construct
(
∆µ(zi)
µ¯(zi)
)
MC
for
each Monte Carlo dataset and search its best fit dipole di-
rection and magnitude. In Figure. 2 we show the probability
distribution of the dark energy dipole magnitude along with
the observed dipole magnitude represented by an arrow. As
expected from Equation. (17) merely 4.55% of the simula-
tions had a dark energy dipole magnitude bigger than the
value in real dataset. The result is consistent with Equa-
tion. (17) which indicates that the statistical significance of
the dark energy dipole is about 2σ. For the number of Monte
Carlo simulation, previous work proved that 104 adopted as
the number of simulated datasets is enough to obtain a sig-
nificant results (Mariano & Perivolaropoulos 2012).
We also take the redshift tomography analysis for in-
dicating these effects in different redshift ranges. We adopt
two subsample allocations similar as previous work based
on Union2 (Mariano & Perivolaropoulos 2012), one is par-
titioning full sample with three redshift bins and the other
is changing the redshift upper limit. In the first method,
we divide full dataset into three redshift bins which have
nearly the same number of SNe Ia. Then we perform the
similar works as above in each bin and compare the results
of each bin with respect to the quality of data with errors,
the dipole magnitudes and the dipole directions. For the
second method, we set first and second subsample with an
redshift upper limit consisting of about a half of the full dat-
apoints. Then we enlarge the redshift upper limit properly
so that the largest subsample almost includes full dataset.
We study each subsample of the six cumulative dataset parts
with the same procedure as above.
Table 3 shows our results in different redshift ranges
with each subsample of Union2.1, which includes our above
non-local universe constraint in the second line. It also shows
the deviled method of redshift bins and the datapoints num-
ber of each redshift bin. In 2nd to 5th columns, the results in
brackets are from Union2 data (Mariano & Perivolaropoulos
2012). In the last column, the number in and out brack-
ets is the datapoints of Union2 and Union2.1, respectively.
There is no additional datapoint from Union2 to Union2.1
in the redshift 0.14 < z 6 0.43. In each redshift bin or
range, we show the corresponding best fit monopole mag-
nitude, the dipole magnitude and the direction of the best
fit dipole in galactic coordinates. The uncertainties shown
in Table 3 are calculated via the covariance matrix ap-
proach. We have checked and confirmed that they are con-
sistent with the corresponding 1σ errors calculated from
the Monte Carlo simulations. All the results we reported
here in the Table 3 are consistent with the results from
Union2 (Mariano & Perivolaropoulos 2012). We also find
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. (color online). Histogram of distribution indicates the dark Energy dipole magnitudes from the Monte Carlo simulation. The
arrow position is the observed best fit value. The deeper green region shows fraction of the Monte Carlo datasets that give a dipole
magnitude larger than the observed best fit one.
that the “best” redshift bin with the smallest errors for
the Union2.1 data is the lowest redshift bin (0.015 < z 6
0.14), which is also similar to previous work from Union2
(Mariano & Perivolaropoulos 2012).
4 DISCUSSION
If a preferred direction or any other anisotropy could be
really confirmed at high significant level, particular in non-
local universe (z > 0.2), we should abandon cosmological
principle and study the anisotropic cosmological models, e.g.
vector field model, Bianchi type I model or extended topo-
logical quintessence model (Mariano & Perivolaropoulos
2012). A comprehensive introduction of various observa-
tional probes on the preferred axis could be found in the pa-
per (Perivolaropoulos 2011). So far, the largest anisotropic
value (> 0.7) is given by Cai & Tuo (2010)’s work from
Union2 data, which adopted the deceleration parameter q0
for estimation via hemisphere comparison method. However,
in all of previous works, the significance of the violation to
isotropic assumption of cosmological principle are not high.
In fact, most of them are no more than 2 σ confidence level.
Although people have proved that the significance could
be improved by correlations with other preferred axes from
different observations (Antoniou & Perivolaropoulos 2010),
none of them has been confirmed or has acceptable funda-
mental physical theory. Since there are tensions in cosmo-
logical constraints with different observations, maybe it need
more works on this issue with different probes.
There are merely adding 23 data points in this pa-
per, thus it is not reasonable that we get the different re-
sults compared with previous works based on Union2. In-
teresting, we have the different results by the hemisphere
comparison method but obtain the same results by the
dipole fit method. There are three potential reasons for
such differences. The first is the possible tension between
Union2 and Union2.1. Second, the different space distri-
bution is another factor. The third reason is the differ-
ent method’s sensitivity. For the data tension, recently,
some other independent works focused on constraining the
dark energy model point out the tension in datasets be-
tween Union2 and Union2.1 (e.g.(Zhang et al. 2013)). For
the different distribution, we show that the distribution
of Union2.1 dataset is slightly better-distributed than the
one of Union2, this hint could be found in Figure 1. How-
ever, Kalus et al.(2012) argued that the non-uniform distri-
bution has no significant impact on such anisotropic esti-
mation. Since their work is just local universe constraint
whereas our and the two other hemisphere comparison
works (Antoniou & Perivolaropoulos 2010; Cai & Tuo 2012)
are non-local universe constraints, the detailed analysis of
the different anisotropic searching results by hemisphere
comparison method and other methods beyond the scope
of this work. The third aspect may be the main point,
which is caused by that the dipole fit method is more sen-
sitive and effective than hemisphere comparison method
(Mariano & Perivolaropoulos 2012). Generally, our results
confirm this idea with Union2.1 data. On the other hand,
although hemisphere comparison method is neither precise
nor perfect, it is really a model-independent approach. Since
we should define the angular distribution model as a fidu-
cial model in diploe fit method, it is much more model-
dependent than hemisphere comparison method. This situ-
ation is similar to the studies on dark energy reconstruc-
tion. Many dark energy parameterizations could enhance
the precision of dark energy parameters constraint, but
c© 0000 RAS, MNRAS 000, 000–000
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Table 3. The results of diploe fit approach including non-local, local constraints and tomography analysis. In the 2nd to 5th columns,
we show the monopole magnitude, dipole magnitude and direction from the estimation with Union2.1 (Union2) data in different redshift
ranges (1st column). Expect for the last column, the results in brackets are the calculations from Union2 data (Mariano & Perivolaropoulos
2012) for comparison. In the last column, the number in and out brackets represents the datapoints of Union2 and Union2.1, respectively.
There are the same datapoints between Union2.1 and Union2 in the redshift 0.14 < z 6 0.43.
mU2.1(mU2)
10−4
dU2.1(dU2)
10−3
bdU2.1 (bdU2) ldU2.1 (ldU2 ) U2.1(U2)
0.015 6 z 6 1.414 1.9± 2.1(2.0± 2.2) 1.2 ± 0.5(1.3 ± 0.6) −14.3 ± 10.1( −15.1 ± 11.5) 307.1 ± 16.2(309.4 ± 18.0) 580(577)
0.015 < z 6 0.14 2.5± 3.1(2.6± 3.4) 1.5 ± 0.7(1.7 ± 0.8) −9.8 ± 14.6(−10.1 ± 15.1) 304.3 ± 21.4(308.8 ± 22.8) 193(184)
0.14 < z 6 0.43 2.6± 5.6 1.2 ± 1.9 −10.7 ± 28.7 291.4 ± 37.2 186(186)
0.43 < z 6 1.414 0.6± 3.7(0.7± 4.3) 0.7 ± 0.7(0.9 ± 0.8) −25.9 ± 29.7(−25.1 ± 30.6) 35.7 ± 73.1(34.3 ± 75.7) 201(187)
0.015 6 z 6 0.23 3.2± 2.7(3.3± 2.9) 1.6 ± 0.6(1.8 ± 0.7) −7.8 ± 11.9(−8.5 ± 12.4) 300.3 ± 16.1(302.2 ± 16.6) 248(239)
0.015 6 z 6 0.31 3.5± 2.7(3.8± 2.9) 1.7 ± 0.6(1.9 ± 0.7) −6.8 ± 11.1(−7.6 ± 11.6) 304.5 ± 13.6(307.0 ± 14.7) 301(292)
0.015 6 z 6 0.41 2.8± 2.6(3.0± 2.7) 1.6 ± 0.6(1.8 ± 0.7) −13.8 ± 9.7(−14.4 ± 10.3) 301.5 ± 13.5(303.6 ± 14.4) 361(352)
0.015 6 z 6 0.51 2.1± 2.5(2.2± 2.6) 1.3 ± 0.6(1.4 ± 0.7) −14.1 ± 12.1(−14.9 ± 12.7) 298.8 ± 17.8(301.3 ± 18.8) 415(406)
0.015 6 z 6 0.64 2.0± 2.2(2.1± 2.4) 1.3 ± 0.5(1.4 ± 0.6) −15.5 ± 10.7(−16.0 ± 11.0) 302.4 ± 16.1(305.3 ± 16.9) 474(464)
0.015 6 z 6 0.89 1.8± 2.1(2.2± 2.3) 1.3 ± 0.5(1.4 ± 0.6) −14.8 ± 10.0(−15.6 ± 10.4) 307.3 ± 15.2(309.8 ± 16.0) 531(519)
the parameterizations also impose some bias on the ex-
act evolution of dynamical dark energy. Correspondingly,
if we adopt any specific angular distribution model in dipole
fit method, such as the Equation.12 or the parameteri-
zation in Cai et al’s work (Cai et al. 2013), it may af-
fect the result of the potential unbias anisotropy of the
universe. We will investigate this interesting issue in fu-
ture works. The high-redshift data, such as gamma-ray
bursts will be included (Basilakos & Perivolaropoulos 2008;
Wang, Qi & Dai 2011; Wang & Dai 2011).
5 SUMMARY
In this paper, we search for a preferred direction of accel-
eration using the Union2.1 SNe Ia sample. At the begin-
ning of this paper we simply specify and classify previous
searching works into two types according to their sample’s
redshift ranges. Many authors found that a maximum (min-
imum) expansion (acceleration) in a preferred direction by
applying the hemisphere comparison method and dipole fit
method to SNe Ia sample. We use the latest Union2.1 sam-
ple on this study for the first time. We adopt two cosmo-
logical models (ΛCDM, wCDM) for hemisphere comparison
method and ΛCDM model for dipole fit. In hemisphere com-
parison approach, we use matter density and the equation
of state of dark energy as the diagnostic qualities in ΛCDM
and wCDM models, respectively. In dipole fit approach, we
study the fluctuation of distance modulus and take the to-
mography analysis with different redshift ranges. Comparing
with Union2, we find a null signal for cosmological preferred
direction by hemisphere comparison method. But there is a
preferred direction (b = −14.3◦ ± 10.1◦, l = 307.1◦ ± 16.2◦)
by dipole fit approach. Our results confirm that the dipole
fit method is more sensitive than the hemisphere compar-
ison method for the searching of a cosmological preferred
direction with SNe Ia.
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