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|Yθ • Y m
|ψ Y RY((−1)mθ)|ψ























































































































































































encodé.Considéronsmaintenantl’état|A4 ⊗ A⊥ .NousavonsalorsA5|A4 ⊗ A⊥ =
ei6π/3|A4 ⊗ A⊥ =|A4 ⊗ A⊥ etdonc,
A∏
S
|A4 ⊗ A⊥ =∏
S
A5|A4 ⊗ A⊥ =∏
S
|A4 ⊗ A⊥ . (1.19)

















ρA=(1− )|A A|+ |A⊥ A⊥|, (1.22)
c.-à-d.unétatsetrouvantlelongdel’axederotationdeA.Aulong,l’étatàcinqqubits
s’écrit
ρ⊗5A =(1− )5|A5 A5|+(1− )4|A4A⊥ A4A⊥| (1.23)




















sX1 = 1l 1l 1l X X X X
sX2 = 1l X X 1l 1l X X
sX3 = X 1l X 1l X 1l X
sZ1 = 1l 1l 1l Z Z Z Z
sZ2 = 1l Z Z 1l 1l Z Z
sZ3 = Z 1l Z 1l Z 1l Z
X = X X X X X X X





















































































Tr ΠSXΠSZ|H6H⊥ H6H⊥|=1/128, (1.38)
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X H = H Z
(a)
Z H = H X
(b)




X X X X
(d)
Z • = • Z
X X
(e)
• = • Z



































si= CΛj(Xi)C† CZiC† CΛj(Xi)C†



















































































































| i • Z(X)((1)m✓)| i
|H0i X |0i(|1i)
|Hi • |Hi+1i(|Hi1i)
|H0i H X • 0
|H0i(|+i) • • H 0
|H0i H X • • H H| 0(1)i
|H0i X Z X 0
|H0i • • H 0
|H0i X X H | 2i
|H0i • X 0





| • Z(X)((1)m✓)| i
|H0i X |0i(|1i)
|Hi • |Hi+1i(|Hi1i)
|H0i H X • 0
|H0i(|+i) • • H 0
|H0i H X • • H H| 0(1)i
|H0i X Z X 0
|H0i • • H 0
|H0i X X H | 2i
|H0i • X 0





































































































three|H0 states,theaveragecosttoproduce|ψ10 is12.95|H0 states. Fig.4(a)showsacircuitwhichpro-
ducestheoutputstate|ψ20 =cosφ20|0+sinφ20|1with























































tionangles: = ∆φ. In[12],thedistance measure

















| i • Z(X)((1)m✓)| i
|H0i X |0i(|1i)
|Hi • |Hi+1i(|Hi1i)
|H0i H X • 0
|H0i(|+i) • • H 0
|H0i H X • • H H| 0(1)i
|H0i X Z X 0
|H0i • • H 0
|H0i X X H | 2i
|H0i • X 0




| i • Z(X)((1)m✓)| i
|H0i X |0i(|1i)
|Hi • |Hi+1i(|Hi1i)
|H0i H X • 0
|H0i(|+i) • • H 0
|H0i H X • • H H| 0(1)i
|H0i X Z X 0
|H0i • • H 0
|H0i X X H | 2i
|H0i • X 0

































































FIG. 7. (Color online) Cost of (a) randomZ-rotations and
(b) random unitaries as a function of precision. Solid line:
SK decomposition [12]. Dotted line: Oﬄine cost using|H ,
or{|ψ0,|ψ1,|ψ2}as initial resources. Dashed line: On-
line cost using|H ,or|ψ0,|ψ1,|ψ2}as initial resources.
The shaded regions around the dashed and dotted lines repre-
sent the standard deviation around the mean. (a) ln(CZSK)=−4.88 + 4.41 ln(ln(1/)); ln(CZOn)=−0.46 + 1.04 ln(ln(1/));ln(CZOﬀ) =0.96 + 1.64 ln(ln(1/)). (b) ln(CSK) =−2.67 +3.40 ln(ln(1/)); ln(COn) =−0.46 + 1.04 ln(ln(1/)) + ln 3;ln(COﬀ)=0.96 + 1.64 ln(ln(1/)) + ln 3.
tation by angleφ: Prepareoﬄinethe state|Z(φ)using
the protocol described to apply|Z(φ)to a|0 ancila.
Then, use|Z(φ)onlineto apply the rotation to the de-
sired qubit. With probability12, the rotationZ(φ)isapplied and the online cost is 1. If it fails, prepareoﬄine
|Z(2φ); with probability12,Z(φ) is applied online andthe online cost is 2. If it fails, prepareoﬄine|Z(4φ),
and so on. The probability that the procedure requires
exactlyniterations decreases exponentialy withn;the
process is a negative binomial of parameterp= 12andthe expected number of online rotations for success is
∼ 1p= 2. We simulated this process for random angles
0<φ<2πand accuracies 10−12< <10−4and found
the expected number of online rotations isCon =1.99and the oﬄine cost iscoﬀ∼1.75. Note that any methodcan be used to prepare the ancila state oﬄine, and here
we use our protocol for preparation. We discovered after
writing that a similar technique was described in [16].
θ C =10−4 =10−8 =10−12
π/16 CSK 43.83 2646 29120
Con 10.20 24.52 41.95
Con 5.88 12.48 19.38Coﬀ 73.06 349.8 874.4
Coﬀ 98.29 306.1 595.0
π/128CSK 53.84 2879 29530
Con 5.47 18.96 39.27
Con 3.32 9.27 16.91Coﬀ 49.18 313.0 923.9
Coﬀ 52.60 234.1 560.8
π/1024CSK 128.1 2594 15075
Con 7.99 23.08 42.93
Con 3.00 8.37 15.23Coﬀ 77.42 381.3 969.1
Coﬀ 65.75 245.5 530.7
TABLE I I.ConandCoﬀare online and oﬄine costs using only




FIG. 8. (Color online) Comparison of online (solid) and of-
ﬂine (dashed) costs to decompose Z rotations vs. accuracy
. Methods plotted includeCPAR [16],CPS [13],CBS [12],
CF [17].COn,COﬀ,COn,COﬀ,COn,COﬀ represent our|Hladder, dense ladder, and minimal online cost with the dense
ladder, respectively. The oﬄine costs forC{BS,PS,F}are equal
to their online costs.
Table II lists the expected cost of Solovay-Kitaev
decomposition [12] compared to our protocols forZ-
rotations of anglesConandCoﬀare the online and of-
ﬂine costs using only|H states,ConandCoﬀrefer to thecosts for the denser protocol, andCSKis the extrapolated
cost averaged over al unitaries [12]. In al cases, the on-
line cost is minimal when our proposed scheme enhanced
by{|ψ00,|ψ10,|ψ20}is used. For rougher precision, e.g.,10−4, a Solovay-Kitaev decomposition may be desirable,
while for ﬁner precision, e.g., 10−8or 10−12,thecostof
the Solovay-Kitaev decomposition becomes prohibitive,
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Figure 2.2Coût, en nombre de|H, nécessaire à la production des états|Hi. Les points
centraux donnent le coût moyen alors que ceux au-dessus et au-dessous donnent
l’écart-type. La région ombragée représente donc l’intervale de coût typique. Tous
les points ont des barres d’erreurs représentant l’erreur statistique de l’échantilon
de taile 1000 pour les valeurs1≤i≤40. L’erreur sur la moyenne est de l’ordre




Tableau 2.1Régressions linéaires des données de la Fig.2.2.
(a)ln(Con)=−0.46+1.04 ln ln(1/)ln(ΔCon)=−0.072+0.619 ln ln(1/)
(b)ln(Cof)=0.96+1.64 ln ln(1/)ln(ΔCof)=1.46+1.21 ln ln(1/)
Figure 2.3Coûts direct(Con)et diﬀéré(Cof)en fonction de la précision désirée.



















δ erreursa erreursb erreursc
10−4 (2.08×10−3)2.31−i (1.17×10−3)2.31−i (8.28×10−4)2.31−i
10−6 (1.63×10−5)2.28−i (1.03×10−5)2.30−i (7.32×10−6)2.30−i
























































Figure 3.1Quelques états de la famile|Yk. Ils se retrouvent tous sur le méridienXZde lasphère de Bloch.
3.2 Résumé
La section I de l’article discute du problème de goulot d’étranglement dans le cadre du
calcul tolérant aux fautes. La section II introduit la famile d’états magiques et reformule
le problème de la compilation dans ce contexte. Davantage de détails sont donnés dans la
section3.3ci-dessous. La section III introduit le circuit de distilation et analyse ses perfor-
mances. Certaines précisions sont apportées aux sections3.4et3.5. La section IV discute
d’un problème où l’utilisation de cete famile d’états est particulièrement appropriée : la
simulation en chimie quantique. Ele propose aussi quelques façons d’améliorer encore da-
vantage le protocole proposé. L’appendiceAdonne des détails supplémentaires concernant
l’analyse d’erreurs et l’appendiceBmontre que la décomposition en angles d’Euler d’une
petite rotation n’implique que de petits angles.
3.3 Famile d’états magiques
La famile d’états magiques que nous considérons s’exprime simplement : pourk≥2,
posons|Yk =cos(θk/2)|0+sin(θk/2)|1,oùθk=2π/2k. Tous ces états se retrouvent
le long du méridienXZde la sphère de Bloch comme le montre la Fig.3.1. À l’aide de
l’injection d’états, ceux-ci sont utilisés pour appliquer des rotations d’angleθk. Il se trouve
que ces rotations permetent de déﬁnir à leur tour une famile d’opérateurs indispensables







Figure 3.2Exemple de rotationW4. Nous appliquons d’abord la rotationZd’angleπ(en
vert), qui correspond à une réﬂexion du planXZ. Puis, nous appliquons la rotation
Yd’angle2θ4=θ3à l’aide de l’état|Y3 (en rouge).
d’angleπautour de l’axe déﬁni par la base{|Yk,Yk}.1Pour ce faire, nous appliquons
d’abord la rotationZd’angleπ, qui correspond à une réﬂexion du planXZ. Puis, nous
appliquons la rotationYd’angle2θkà l’aide de l’état|Yk−1. La Fig.3.2ilustre l’exemple




Ses valeurs propres sont donc +1 et−1et ces états propres|Yk etYk. Il s’agit en fait de
l’opérateur phase dans la base correspondante.
3.4 Circuit de distilation
Les états magiques de la famile introduite ci-haut ne peuvent être préparés avec une
précision arbitrairement grande. Or, la précision de ces états limite directement la précision
des portes appliquées par leur injection. Dans le but de les rendre de plus en plus précis,
nous les distilons. Cela est fait à l’aide du circuit présenté à la Fig.3.3, circuit que nous avons
conçu, inspirés par les travaux de Meier, Eastin et Knil [25]. Nous notonsρkune préparation
imparfaite de|Yk. Nous verrons à la section suivante pourquoi ce circuit permet en eﬀet
d’améliorer la précision des états d’entrée.
1. Dans ce chapitre la barre au-dessus des états signiﬁe⊥plutôt que « encodé », contrairement aux autres
chapitres.
40
|+ • • X m
ρk × ×





























|+ • • X 0
|Yk × ×
|Yk × Wk ×
(a)Sansaucuneerreur.
|+ • • X 1
Yk × ×
|Yk × Wk ×
(b)Avecuneerreursurlepremierétatma-
gique.
|+ • • X 1
|Yk × ×
Yk × Wk ×
(c)Avecuneerreursurledeuxièmeétatma-
gique.
|+ • • X 0
Yk × ×


















+YkYk Λ(Swap)−−−−→ 0YkYk + 1YkYk ,

























=(1−δ)2|Yk Yk|Yk Yk|+δ2|Yk Yk|Yk Yk|





























































































































































a)|Yki • Y m
| i Y RY((1)m✓k)| i


















































| i H | i⇥
|i H |i⇥
c)










|0i R3 Z R†3 Z |0i R3 Z R†3 Z
⇢k R3 Z R†3 R3 Z R†3



















Giventheorthogonalbasis |Yk,|Yk = Y|Yk =isin(θk/2)|0−icos(θk/2)|1,wedeﬁnethephaseﬂip
operatorWk =|Yk Yk|−|Yk Yk|. Adirectcalcula-tionshowsthatWk=RY(θk−1)Z,sothegateWkcan
berealizedbyinjecting|Yj stateswithj <k. ThecircuitofFig.1.b)performsameasurementofthetwo-
qubit‘parity’operatorMk=Wk⊗Wk.Tounderstandhowthisleadstoerrorsuppression,supposeforsimplic-
itythateachinputqubitispreparedinthefaultymagic
state√1− |Yk +√|Yk (theargumentgeneralizestoarbitraryformsofnoise,seeappendixA),suchthat =0
correspondstoaperfectmagicstate.Theirjointstateis
















































ρk= 1− k ∆k∆∗k k (5)







































































































































































































































































































































Aperfectdistilationcircuitgives outk =(ink)2. Withtheuseofimperfectmagicstates|Yj,thisoutputaccuracy
isinsteadoutk ≈(ink)2+ j<kαjβjj forsomeintegersαjandβj. Giventhis,weuseresourcestates|Yj ofaccu-
racyj≈[(ink)2/αj]1/βj.Theintuitionbehindthisruleisthateachsourceoferrorwilcontributeequalytothe
outputerror outk .Inpractice,wehadoneruleforthe|Y3 statesin-volvedintheΛ(SWAP)andanotherruleforthestates

















andwherewehavedeﬁnedρ+ =RY(θk−1)ρR†Y(θk−1)correspondingto measurementoutcome+1andρ− =
















































R3 Y Z R†3 Y
C†
Z 0 |+i •
|0i R3 Y Z R†3 Y Z 0! ⇢k ⇥
⇢k R3 Y Z R†3 Y ⇢k ⇥


































From normalized ρout, wecanextract out =
























































































































k\#rounds 0 1 2 3
4 (2,1) (3.46,49.3) (6.83,233) (13.6,1.11e3)
5 (2,1) (3.50,73.2) (6.78,351) (13.5,1.70e3)
6 (2,1) (3.53,97.4) (6.76,482) (13.4,2.36e3)
7 (2,1) (3.55,122) (6.75,626) (13.3,3.10e3)
8 (2,1) (3.57,147) (6.74,782) (13.3,3.93e3)
9 (2.21,0) (3.80,168) (6.87,946) (13.4,4.84e3)
















































[23] M.B.Hastings,D. Wecker,B.Bauer, and M.Troyer,
“Improvingquantumalgorithmsforquantumchemistry,”
(2014),arXiv:1403.1539.











































































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
S1 X X . X X . . X X . X X . . .
S2 . X X . X X . . X X . X X . .
S3 . . . X X X X . . . X X X X .
S4 . . . . . . . X X X X X X X X
S5 Z Z . Z Z . . . . . . . . . .
S6 . Z Z . Z Z . . . . . . . . .
S7 . . . Z Z Z Z . . . . . . . .
S8 . . . . . . . Z Z . Z Z . . .
S9 . . . . . . . . Z Z . Z Z . .
S10 . . . . . . . . . . Z Z Z Z .
S11 . . . . . . . Z Z Z . . . . Z
S12 Z Z . . . . . Z Z . . . . . .
S13 . Z Z . . . . . Z Z . . . . .
S14 Z . . Z . . . Z . . Z . . . .
X X X X X X X X X X X X X X X X
Z Z Z Z . . . . . . . . . . . .
Tableau4.1GénérateursdustabilisateuretopérateurslogiquesducodedeReed-Muler
quantiqueà15qubits.
1 2 3 4 5 6 7
S1 X X . X X . .
S2 . X X . X X .
S3 . . . X X X X
S4 Z Z . Z Z . .
S5 . Z Z . Z Z .
S6 . . . Z Z Z Z
X X X X X X X X





/ X • • X































1 2 3 4 5 6 7
S1 X . . X X . .
S2 . X . . X X .
S3 . . . X X X X
S4 . Z . Z Z . .
S5 Z . Z . Z Z .
S6 . . . Z Z Z Z
X X . X X X X X






























































































































C={|ψ ∈(C2)⊗n:A|ψ =|ψ ∀A∈A}. (1)
Equivalently,itcanbedeﬁnedastheimageofthecode
projectorPA = A∈AI+A2 = 12|A| S∈SSwhereSisthestabilizergroupgeneratedbyA. Whenacodestate
|ψ ∈CundergoesaPaulierrorE,errorcorrectionis
realizedby measuringthestabilizergenerators. The
±1 measurementoutcomeof measuringAj∈ Aindi-



















Gm+1= Gm Gm 0
T





















































controled-Z gatefork ≤ m −2. Notethatthe
transversalk-foldcontroledgateactsonabasisstate
|x1|x2 ...|xk+1 byintroductionofaphasefactor(−1)x1·x2·...xk+1. Alogicalstate|¯y isthesuperposi-
tionofstatesoftheform|x+y1 wherex∈RM(1,m).
Whenactedonbyatransversal k-foldcontroled-Zgate,


























xm × Axm ⊗ I,I⊗n ⊗ Xm ⊗ X , and (8)
Azm+1= A








Azm ⊗ I⊗n ⊗ IAxm ⊗ I⊗n ⊗ II⊗n ⊗ Azm ⊗ II⊗n ⊗ Axm ⊗ II⊗n ⊗ Zm ⊗ Z




Azm × Azm ⊗ IAxm × Axm ⊗ II⊗n ⊗ Zm ⊗ Z
I⊗n ⊗ Xm ⊗ X













































































































































































































































1·GTm 0 . (7)
































































Correcting Codes (North-HolandPublishing Company,
1977)





























































(a)Réseau 4.8.8 sur lequel se trouve un qubit par
sommet. Nous avons mis en évidence une face
fet la frontière d’une autre,δf.
(b)Réseau d’arêtes coloriées. La couleur d’une
arête est déterminée par la couleur des faces
qu’ele relie.
Figure 5.1
5.3 Déﬁnition du code de couleurs 4.8.8
Considérons un réseau 4.8.8 (cf. Fig.5.1a). Il est nommé ainsi, car chaque sommet est
entouré d’un losange et de deux octogones, qui ont quatre et huit côtés, respectivement.
Notons que ce réseau est trivalent, ce qui nous permet d’y déﬁnir un code de couleurs. En
eﬀet, nous pouvons ainsi munir le réseau d’un coloriage en trois couleurs : les losanges sont
rouges, la moitié des octogones verts et l’autre moitié, bleus. Nous en proﬁtons aussi pour
colorier les arêtes (cf. Fig.5.1b) : la couleur d’une arête est donnée par la couleur des deux
faces qu’ele rejoint. L’utilité de ce coloriage apparaitra plus loin. Le code stabilisateur se
déﬁnit comme suit :
1. Un qubit réside sur chaque sommet.






oùδfest l’ensemble des qubits à la frontière de la facef.
3.Le code est le sous-espace propre +1 de tous les stabilisateurs ou de manière équiva-










































(a)Deux défauts verts aux extrémités
d’un chemin vert.
(b)Deux défauts bleus aux extrémités
d’un chemin bleu.
(c)Deux défauts rouges aux extrémités
d’un chemin rouge.
Figure 5.2Exemples de chemins de chacune des trois couleurs mis en évidence par les traits
gras. En appliquant desZ(X)sur les qubits le long du chemin considéré, des
défautsSX(SZ)de la même couleur sont créés/annihilés.
Proposition 2.Une excitation ponctueleSX-rouge (SZ-rouge) est équivalente à une paire d’exci-
tations ponctueles, uneSX-bleue (SZ-bleue) et uneSX-verte (SZ-verte).
Démonstration.Imaginons une région ne contenant qu’une excitation ponctueleSX-rouge,
c’est-à-dire vivant sur un losange, comme le montre la Fig.5.3. L’application d’un opérateur
Zsur n’importe lequel des sommets du losange transforme cete excitation en une paire
d’excitations (SX-vert,SX-bleu) sur les octogones adjacents au dit sommet. Un raisonnement
similaire s’applique aux excitations du typeSZ-rouge.
Figure 5.3UnZ(X)sur un qubit du losange (le qubit de droite ici) transforme un défaut








































Figure 5.4Granulation du réseau 4.8.8 pour en faire un réseau carré. Chaque site granulé
contient 16 qubits. Tous les générateurs du stabilisateur ont une dimension linéaire
d’au plus deux sur le nouveau réseau. La ﬁgure montre comment ratacher chaque
générateur du stabilisateur à un seul site.
ponctuele de chaque charge élémentaire. De plus, chaque stabilisateur a une taile linéaire
d’au plus deux sur le réseau granulé.
Ce n’est pas absolument nécessaire de le faire à cete étape-ci, mais dans le but de
simpliﬁer les discussions à venir, nous redéﬁnissons les générateurs du stabilisateur pour
qu’un site ne contienne qu’un générateur par charge élémentaire et que tous les autres soient
de charge triviale. Pour ce faire, nous avons besoin de la proposition4.
Proposition 4.Considérons deux générateurs du stabilisateurS1etS2de chargesc1etc2respec-
tivement. Si nous remplaçons le générateurS1parS1=S1S2, alorsS1a une chargec1etS2a une
chargec2=c1c2.
Plutôt que de la démontrer, nous étudions un exemple d’application de la proposition.
Prenons les deux générateursSAXetSFXde la Fig.5.5. DéﬁnissonsSFX=SAXSFX. Puis, rempla-
çons la paire de générateursSAX,SFXpar la paireSAX,SFX. Le groupe généré reste inchangé, car
nous pouvons facilement retrouverSFXà partir deSAXetSFX. Voyons maintenant quele est
leur charge respective. Un opérateur n’anti-commutant qu’avecSFXdans l’ancien générateur,
n’anti-commutera qu’avecSFXdans le nouveau générateur. Nous en déduisons queSFXala
même charge que cele deSFXdans l’ancien générateur, c.-à-d.cvX. Par contre,SAXa mainte-
nant une charge triviale. En eﬀet, commeSAXetSFXavaient la même charge dans l’ancien







Figure 5.5Un site du réseau granulé qui contient 16 qubits et auquel est associé huit géné-
rateursXdu stabilisateur ainsi que huit générateursZ. L’opérateurPobtenu en
appliquant desZaux deux qubits du trait vert foncé n’anti-commute qu’avecSAXetSFX.
opérateurs. Il est ilustré à la Fig.5.5par le trait vert foncé. Or, il s’ensuit quePcommute
avecSFX. Donc, dans le nouveau générateur,Pn’anti-commute qu’avecSAX. Ce dernier a
une charge triviale, car son excitation peut être créée ou annihilée localement. Il est très
important de remarquer que la charge d’un stabilisateur dépend du choix de l’ensemble
générateur.
Pour n’avoir qu’un générateur par charge élémentairecβαsur un site donné, il suﬃt
de choisir de manière arbitraire un générateur de cete charge et de le remplacer par le
produit de tous les générateurs dudit site dont la charge contientcβα. Dans le cas qui nous
intéresse, nous devons remplacer quatre générateurs. Explicitons le cas de la chargecvX
en exemple. Reprenons le générateurSFX, cf. Fig.5.5. Remplaçons-le plutôt par le produit
SFX→ SFX=SAXSFXSCXSDXSGXSHX. En eﬀet, avec notre choix de charges élémentaires,SCXa une
charge compositecvXcbXet contient donccvX. Il en va de même pourSDX,SGXetSHX. Après ce
premier changement, d’après la proposition4,SFXa une chargecvX,SAXa une charge triviale
et les générateurs des losanges rouges ont une chargecbX, car(cvx)2=1l. Puis, nous faisons la
même chose pour la chargecbX, en substituantSEX→ SEX =SBXSEXSCXSDXSGXSHX. Il s’ensuit que
les générateursSXdes losanges ont une charge triviale. Nous faisons un traitement similaire
pourcvZetcbZ. Au ﬁnal, il n’y a que quatre générateurs sur chaque site dont la charge n’est pas
triviale. Chacun a une charge élémentaire diﬀérente. Le changement est résumé au Tab.5.1.
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Anciensgénérateurs Charge Nouveauxgénérateurs Charge
SAX cvX SAX 1
SBX cbX SBX 1
SCX cbXcvX SCX 1
SDX cbXcvX SDX 1
SEX cbX SBXSEXSCXSDXSGXSHX cbX
SFX cvX SAXSFXSCXSDXSGXSHX cvX
SGX cbXcvX SGX 1



















(a)Opérateur de saut horizontal vert.
hα,bi,j,Hi, j
(b)Opérateur de saut horizontal bleu.
hα,vi,j,V
i,j
(c)Opérateur de saut vertical vert.
hα,bi,j,V
i,j
(d)Opérateur de saut vertical bleu.
Figure 5.6Opérateurs de sauthα,βi,j,oùα∈{X,Z}etβ∈{b,v}: il suﬃt d’aﬀecter parXou
bien parZles qubits mis en évidences par les traits gras sur les diﬀérentes ﬁgures.













































(b)Sur le réseau granulé
Figure 5.8Les statistiques mutueles decbXetcvXsont semioniques, car{hX,bV ,hZ,vH }=0.
cvZ ↔ cbX
cbZ ↔ cvX
Tableau 5.2Paires de semions pour le code de couleurs 4.8.8.
sur deux copies indépendantes du code topologique de Kitaev contenant chacun une paire
de semions.
5.7 Code topologique de Kitaev
Nous supposons une familiarité du lecteur avec le code topologique de Kitaev (CTK).
Celui-ci possède deux charges élémentaires. On les note souventm, la charge magnétique
ete, la charge électrique, par analogie aux théories de jaugeZ2de l’électromagnétisme.
Les chargesmeteont des statistiques propres bosoniques et des statistiques mutueles
semioniques. Il s’ensuit que le groupe de charge du CTK estCk= m,e={1l ,m,e,f},oùf,
la particule composite, est un fermion. Dans le cas du code de couleurs 4.8.8, le groupe de
charge est généré par les deux paires de semions décrites ci-haut. En notantC488le groupe

















































































































h˜e1I,J→ Z1,I,J h˜m1I,J→ X1,I,J (5.12)









































































































































































































































































































































































































FIG. 5: a) Mutual statistics do not depend on the microscopic
details of strings: only their respective charges determine the
commutation relations. For two Pauli operatorsaandb,let
(a, b) =1ifaandbcommute and (a, b) =−1otherwise.
Then, for two diﬀerent choices of stringsq1,s1andq2,s2,we
must have (q1,s1)=(q2,s2)becauseq1q2q3q4ands1s2s3s4
are stabilizer operators and consequently must commute. b)




Given a non-trivial chargecand a lengthL,wecan
construct a lattice Λc={α0+nLx+mLy|n, m∈Z}of segment operators as in Fig. 6. Each segment is a
horizontal or vertical string of chargecwith common
endpoints at sites separated by a distanceL. The prod-
uct of the segments forming a plaquetteπon Λcis, upto a phase, a stabilizer. This folows from the fact that
it has trivial syndrome and is local, and only stabilizers
can have that property by deﬁnition of TSC. Thus, such
a plaquette operatorπmust be proportional to a product
of stabilizer generators{Sa}. The support of these{Sa}
is highly constrained. First, if the support of a stabilizer
generatorSis not contiguous to the smalest bal con-
taining the plaquette operatorπ,thenScannot be one
of theSageneratingπ. To prove this, we can construct
astringpas in Fig. 6 with one endpointSand the other
endpoint as far away as needed so that it does not over-
lap with any of theSa.Thispcommutes withπbecause
they do not share support, but anti-commutes only with
the stabilizer generatorS(and possibly other stabilizer
generators arbitrarily far), showing thatScannot be one
of the generators ofπ. Second, there cannot be a hole
inside the plaquetteπwhere none of theSageneratingπ
has support, see Fig. 7. To prove this, we can construct
the productqof thoseSawith support in the lower half





FIG. 6: Lattice of horizontal and vertical segment operators of
lengthLand of a given charge (e.g. green). Stabilizer genera-
tors of a plaquetteπmust be contained in the shaded region.
Indeed, if there existed at least one generator outside this re-
gion (represented by a black square), then we could build a
string operator anti-commuting only with this particular gen-
erator (we imagine the other endpoint to be as far as needed
from the plaquette). Thus, the string must also anti-commute
with the plaquette. However, the plaquette and the string do
not share support (green and blue circles respectively) and




FIG. 7: The shaded regions represent the union of the sup-
port of the stabilizer generators{Sa}entering into the decom-
position ofπ. The green loop is a string operator forming the
plaquetteπ. a) We consider the possibility that the support
of the stabilizer generators of a plaquette has a hole inside it.
b) By multiplying the bottom half of the stabilizer genera-
tors we obtain a stabilizer operator which localy looks like a
green string on its lowest portion. c) If we cut this operator
in half verticaly, its new endpoint wil contain an excitation
of green charge, since it is localy identical to the green string.
However, the other endpoint has no excitation at al since it
is constructed with stabilizers generators, so it holds a trivial
charge, a contradiction.
closed and is a stabilizer, so it must have trivial charge,
but it coincides withpin the lower part of the plaquette,
a contradiction sincepis charged.























































































































































8generatorsSαa,wherealabels the diﬀerent stabilizers at
a given lattice site. We can arrange theSαa andS˜αa in acanonical form. Choose an ordering inZ2that is TI, so
thatα<βiﬀα+γ<β+γ,e.g. (αx,αy)<(βx,βy)⇔αy<βyorαy=βyandαx<βx. Extend that orderingon pairs (α,a), for instance (α,a)<(β,b)⇔ α<βor
α=βanda<b.Foreach˜Sαa, consider the ﬁnite set
B(˜Sαa):={(β∈Z2,b)|(β,b)<(α,a),[˜Sαa,˜Sβb]=0}




Then theS˜α are TI and together with theSα form a
canonical Pauli basis ofZ(PS).
We have thus constructed a local TI canonical basis
for the Pauli group consisting of pairs of segment oper-
ators (σαei,σαmi) and pairs (Sαa,˜Sαa) consisting of stabi-lizer generators with trivial charge and their canonicaly
conjugated partner. The mapping to KTC is now triv-
ial. The (σαei,σαmi) map to the single qubit Pauli opera-tors (σz,α,i,σx,α,i)whereilabels theN2 distinct copiesof KTC andαlabels the (tilted) lattice sites. We ob-
tain the usual picture of qubits located on edges of the
lattice by choosing a lattice rotated by 45◦. The addi-
tional Pauli operators (Sαa,˜Sαa) are mapped onto aux-iliary qubits (σz,α,a,σx,α,a). The constraintSαa =+1implies that these auxiliary qubits are al in the state
|0.
B. Example
We ilustrate this mapping for topological color codes
(TCCs) [15, 25]. A TCC can be constructed on any 3-
valent lattice with 3-colorable faces, but we take in par-
ticular the square-octagon regular lattice of Fig. 11. This
lattice is particularly useful in terms of fault-tolerance
[15]. Qubits are located at the vertices of the lattice, and




The excitations in this model carry 16 diﬀerent topolog-
ical charges that correspond exactly to the charges ob-
tained from two copies of KTC. For the two copies of
KTC, these 16 charges are generated by the four “ele-
mentary” chargesejandmjwithj=1,2 labeling the
two KTCs. Among the 16 charges of the color code, we
can choose four with the same topological interactions as
theej,mj. Furthermore, we can ﬁnd “hopping opera-
tors” for these elementary charges. In KTC, the hopping
operator for, say, the chargee1is aσzoperator on the
ﬁrst copy of KTC, as this operator has the eﬀect of mov-
ing ane1charge around. Once these elementary hopping
L
FIG. 11: Regular square-octagon lattice for TCC. The di-
amonds can be labeledA orBaccording to a chessboard
pattern. There are two stabilizers Eq. (7) associated to each
plaquette. Here is an example of the mapping from one TCC
to two copies of KTC. The black dots (stars) representσz
(σx) operators. AZ-plaquette on aA-diamond of the TCC
gets mapped to a plaquette operator on the ﬁrst KTC and to
a site operator on the second KTC. The complete mapping
for 1-qubit Pauli operators is shown in Fig.12.
FIG. 12: Mapping between the 1-qubit Pauli operators of the
square-octagon TCC an two copies of Kitaev’s code KTC1,
KTC2. The ﬁrst (last) two columns are for theA(B) sub-
lattice. Circles (stars) representσz(σx) operators. For in-
stance, the upper left diagram indicates that aσxlocated at
the top of a diamond of theAsub-lattice gets mapped to aσx
on KTC1and twoσzon KTC2. Al commutation relations
are preserved by this mapping, so it is unitary and obviously
local.
operators have been identiﬁed, the mapping proceeds by
identifying the hopping operators of the color code with
those of the two KTCs. This procedure leads to the map-
ping shown at Fig. 12. It can be directly veriﬁed that it
maps stabilizer generators of TCC to stabilizer genera-









































































































































































Depolarizing channel strength, p%
l=8
l=16l=32l=64l=128































































































ulatingdiscussions. This work waspartialyfunded
byIARPAQCSprogram,NSERC,FQRNT, Mprime,
IndustryCanada, Ontario MRI, MICINN,CAM,and
93
11
UCM-BS. Computationalresources wereprovidedby RQCHP.






























































































































0 0 0 1
1 0 0 0
0 1 0 0






1 0 0 0
0 i 0 0
0 0 −1 0





























































































































































































































































































































































































































































































































































































[9]A. Nussenzweig,J. Hare, A. M.Steinberg, L. Moi,
M.Gross,andS.Haroche,EPL(EurophysicsLetters)
14,755(1991).





































































































































































































FIG. 1: (a) A 2D topological code is cut into unit celsα,β,
.. Gauge lines representing the non-trivial cycles (solid red
lines) are chosen arbitrarily. Computing the ﬂow of charge
through the gauge lines is equivalent to decoding. (b) Each
region has four boundaries that we label north (N), east (E),
south (S)andwest(W).
II. HEURISTIC PHYSICAL DESCRIPTION
In this Section, we provide a heuristic physical descrip-
tion of the problem of interest, and of the numerical tools
we have developed to solve it. A more detailed mathe-
matical description is presented in Sec. III.
A. Decoding problem
Consider a 2D sheet of topological matter supporting
Abelian anyons. For simplicity, suppose that the system
has periodic boundary conditions, so it forms a torus.
The information is encoded in the degenerate ground
state of the system. Excitations above the ground state
manifold are localized Abelian anyons—they carry con-
served charges{a, b, c, . . .}that obey “deterministic” fu-
sion rules, e.g.a×b=c. The information in the ground
state can be modiﬁed by creating a particle-antiparticle
pair (a,¯a), dragging one of the particle around a topo-
logicaly non-trivial cycle, and fusing it with its original
partnera×a¯=1.
In the presence of errors, such a process could occur
spontaneously. For instance, the creation of a particle-
antiparticle pair could result from a thermal ﬂuctuation.
Once created, additional errors could cause the parti-
cles to diﬀuse on the sheet. To prevent corruption of the
memory, we must therefore keep track of the homology of
the particles’ world-lines. Periodic measurements of the
particles’ location yield partial information about their
trajectories, and thedecoding problembecomes one of
statistical inference: it sets to determine the most likely
homology of the particles’ world-lines given two consec-
utive snapshots of their locations. Concretely, we can
arbitrarily choose two gauge lines representing the two
non-trivial cycles of the torus [c.f. Fig. 1(a)], and the
FIG. 2: Structure of the RG cels. A unit cel is composed
of four regions (unit cels of the previous RG iteration). In
each unit cel (red square), the charge of only three of the
four regions is measured (green squares); the south-east cor-
ner is not measured, leaving the total charge of the unit cel
undetermined. This missing measurement is replaced at the
folowing RG iteration by a measurement of the entire unit
cel (red square), which is now a region of a renormalized unit
cel (blue square). Note that this modiﬁcation of the charge
measurement does not need to be implemented physicaly, it
only reﬂects a change in bookkeeping.
decoding problem consists in determining the net ﬂow of
charge, or current, across these two gauge lines.
B. RG algorithm
In [1, 2], we proposed a renormalization group tech-
nique to tackle this problem. First, we break the lattice
into 2×2 sublattices, or “unit cels”, as ilustrated on
Fig. 1(a). Given a microscopic noise model, we can com-
pute the probability for the value of the current across
each of the four wals [North, South, East, West, c.f.
Fig. 1(b)] of each cel, conditioned on the charge conﬁg-
uration observed inside this cel. This produces a prob-
ability distributionPα(Nα,Eα,Sα,Wα) for each celα,
whereNα,Eα,Sα,Wαtake values representing the pos-
sible currents.2
Concretely, the presence of a charge, say, in the north-
east corner of the unit cel would lead to the assignment
of a probabilityO(p) to a current through the northern or
eastern wals, and a probabilityO(p2) for the southern or
2To specify the mathematical structure of the current variables,
we can choose a minimal set{a1,a2,...ak}ofk“elementary”
charges that generate al other charges under fusion. Then, any
charge can be written asaα11 ×aα22 ×...aαkk , or more succinctlyrepresented by the vector (α1,α2,...,αk)∈Zh1×Zh2×...Zhk
where hj is the order of chargeaj, meaning thathj copies
ofajalways fuse to the identity. Then, the current variables
NA,SA, EA,andWA each take value inZh1×Zh2×...Zhk.
In the case of the toric code for instance, there are two elementary








































































































































































































When an error E∈Gnaﬀects the system initialy in
codespace, the task of error-correction is to bring the sys-
tem back in the codespace by matching every excitations
in pairs—thus annihilating them al—without changing
the encoded information. This is realized by applying
a correction operator,C ∈Gn. If the total operator
ECis homologicaly non-trivial, a logical operation wil
be implemented as the system is brought back to the
codespace, so the information wil be corrupted. To be
successful, the correctionCmust therefore be homologi-
caly equivalent to the errorE.
The decoding problem can be formulated in terms of
this equivalence. Given an error syndrome—i.e., an exci-
tation conﬁguration—the decoder must ﬁnd a Pauli op-
erator that is homologicaly equivalent to the error that
has created this syndrome. This is a statistical inference
problem. One approach to this problem is to ﬁnd, among
al errors that are consistent with the observed excita-
tion conﬁguration, the one with the highest probability.
When the noise model is independent and uniform, this
error is simply the lowest weight operator consistent with
the excitation conﬁguration, where the weight ofCis the
number of non-trivial single-qubit Pauli operators inC.
The Perfect Matching Algorithm (PMA) performs this
task with aO(6) complexity [3, 8].
This turns out not to be the optimal solution however.
To understand this, lettdenote an operator with the
correct excitation conﬁguration. We suppose thattis
chosen in some canonical way, so it is in one-to-one cor-
respondence with excitation conﬁgurations. The proba-
bility that the errorEis homologicaly equivalent totis
simply proportional to the sum of the error probability
P(Q) over al errorsQequivalent tot. Since the equiv-
alence relation is generated by elements of the stabilizer
groupS,thisis s∈SP(ts). On the other hand,tcoulddiﬀer from the actual errorEby a combination of logical
operators Eq. (3), i.e. a non-trivial cycle. Thus, we can
use the group generated by the logical operators Eq. (3)
to label the equivalence classes of errors. Generalizing
the above reasoning, the probability that the errorE
is homologicaly equivalent totldeﬁnes the probability
associated to the classl∈ Xi,Zi conditioned on the




where the normalization factor isP(t) = l,sP(tls).The optimal decoding consists in choosing thelthat max-
imizes Eq. (4) (so the normalizationP(t) is not relevant).
The producttlsis a speciﬁc Pauli operator andP(tls)
is the probability of this operator as given by the noise
model. This computation is intractable because|S|scales
exponentialy with the system size.
The type of mathematical manipulation leading to
Eq. (4) wil be used extensively by the algorithm and in
FIG. 5: Left: Choice of a 2×2 unit cel used to perfom the RG
on the KTC. Green disks represent plaquette operators, blue
squares represent site operators, and edges represent qubits.
The two generators which are left out are represented by an
empty square and a circle. Right: The RG yields a renormal-
ized lattice. The eigenvalue of the renormalized generators
corresponds to the total charge of the region and the renor-
malized noise model corresponds to the net ﬂow of charges
throught the boundaries (eq. 6 ).
the folowing discussion, so Appendix A provides some
formal background and examples that should be con-
sulted before reading the next sections.
C. RG decoding algorithm
The RG algorithm decomposes the lattice into unit
cels. Wechoosethemtobe2×2 squares enclosing four
plaquette and four site generators, see Fig. 5. As ex-
plained in the previous section, the RG decoder requires
knowledge of al but one of the magnetic and one of the
electric operators it encloses. By symmetry, we choose
to leave out the south-east plaquette operator and the
north-west site operator. As a consequence, the scheme
wil folow our description of Sec. II for the magnetic
ﬂuxes, but for the electric charges the lattice is rotated
by 180orelative to our description of Sec. II . We include
in the cel al the qubits that participate in the excita-
tions measured operators, so a cel contains 12 qubits in
total. Some of the qubits are shared between neighbour-
ing cels, and this wil be responsible for the constraint
(b) that correlates their current variables.
To set up calculations, we deﬁne the folowing basis for
the 12 qubits of the unit cel, see Fig. 6 for qubit labeling
S0=X0X2X3X8 T0=Z0 E0=X6X10 X0=X2X6
S1=X1X4X5X9 T1=Z1 E1=X7X11 X1=X5X7
S2=X3X4X6X7 T2=Z0Z3 E2=Z0Z8 Z0=Z0Z2
S3=Z0Z1Z3Z4 T3=X4X7 E3=Z1Z9 Z1=Z1Z5
S4=Z2Z3Z6Z10 T4=X6 E4=X8
S5=Z4Z5Z7Z11 T5=X7 E5=X9 (5)
E6=Z10
E7=Z11
The physical interpretations of these operators are the
folowing. The stabilizer generatorsSjare the six ex-
citation measurement operators used in the unit cel;

























































































































































































































× × → /2× × . Forthenextstep,rotatethe













malizethethirddirection: /2×/2× → /2×/2×/2.
Forthiscel,wechoosethefolowingoperatorbasis
S0=X1X3X4 T0=X3 E0=X3X6 L0=X0X3





S0=X0X3X5 T0=X5X9 E0=X9X12 L0=X3X9
S1=X5X6X9X11 T1=X9 E1=X11X13 L1=X10
















































































































































































































































































































Q1,Q2,Q3 andT = Q4,Q5 betwosubgroupsof
Gn. AnelementK ofKcanbedecomposedasK =




















Q i=1,2,3yijzij , (A7)


















































































































































Figure 8.1Maile élémentaire du CSS et ses 16 qubits.
(a)Sur trois qubits (b)Sur deux qubits (c)Sur un qubit
Figure 8.2Représentation graphique du canal dépolarisantXsur un, deux ou trois qubits.
la maile élémentaire dans un cycle de mesure de syndrome. Notons que chaque qubit
intervient dans quatre opérateurs triangles, deuxXet deuxZ, c’est pourquoi chaque qubit
est aﬀecté par quatre canaux, convenablement marginalisés. Le produit de tous ces canaux
corrèle les erreurs sur l’ensemble de la maile élémentaire. Ce produit est le modèle d’erreurs
à priori que nous utilisons pour décoder.
Nous voulons utiliser le décodeur RG tolérant aux fautes (3D) du code topologique de
Kitaev (CTK) pour décoder le code de surface à sous-systèmes. Nous constatons que les
qubits sur les sites n’apparaissent pas dans le CTK. Nous devons reformuler le problème
pour qu’il soit compatible avec le décodeur RG, c.-à-d. que nous devons transformer les
erreurs sur les sites en erreurs sur les arêtes seulement. Pour ce faire, nous utilisons une
interprétation en termes de ﬂots de charges. Les erreurs agissant sur les qubits le long des
arêtes restent inchangées. Par contre, les erreurs agissant sur les qubits des sites sont plutôt
transformées en erreurs à deux qubits le long des arêtes comme l’ilustre la Fig.8.4a. Ce choix
est arbitraire, l’essentiel est que l’erreur choisie produise le même syndrome, ce qui est le cas
ici. De plus, si la nouvele erreur devait aﬀecter un qubit à l’extérieur de la maile élémentaire,
nous ne considérons que la partie de l’erreur contenue dans la maile, cf. Fig.8.4b. Il ne reste
plus qu’à inclure l’erreur de mesure. Il s’agit d’un simple canal d’inversion de paramètrep.
Nous avons donc un syndrome et un modèle d’erreurs à priori complets. Il suﬃt ensuite de
le soumetre au décodeur du CTK tolérant aux fautes adapté aux distributions corrélées sur
les mailes élémentaires.
125
Figure 8.3Canaux dépolarisantsXaﬀectant les 16 qubits de la maile élémentaire. Chaque
qubit participe à quatre opérateurs triangles. C’est pourquoi chaque qubit est
aﬀecté par quatre canaux convenablement marginalisés.
(a)Les erreurs sur les sites sont remplacées par des erreurs à deux qubits sur les arêtes.
(b)Les erreurs aﬀectant des qubits à l’extérieur de la maile élémentaire sont négligées.



























































twoqubitswithlogicalPaulioperatorsXL = X1X2,ZL=Z1Z3andXG =X1X3,ZG =Z1Z2.Ifonlytheﬁrstlogicalqubitisusedtoencodeinformation,thesyn-
drome(eigenvalue)ofSX canbedeterminedindirectly
by measuringeigenvaluesoftheunusedlogicalopera-

































































































































































































































































SXp = G(TSWp )G(TNEp ),
SZp = G(TSEp )G(TNWp ), (2)















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































···MxGx1 Gx2 Gx3MxGx1 Gx2 ···
···Gz2 Gz3MzGz1 Gz2 Gz3Mz···
ThegatesGx1andGz3mustbedisjoint. Similarly,thegatesGx3andGz1mustbedisjoint. Hencewecande-formthediagrambymovingGx1,Gz1oneroundforwardandmovingGx3,Gz3oneroundbackwardobtaininganequivalentcircuit:
··· Mx Gx1Gx2Gx3 Mx Gx1Gx2Gx3···








···Mx Gx1 Gx2Gx3Mx Gx1 ···
···Gz3 MzGz1Gz2 Gz3 Mz···
Byassumption,thegatesGx3andGz1commute.HencewecandeformthediagrambymovingGx3oneroundback-wardandmovingGz1oneroundforward.Inaddition,wecanmoveGx1oneroundforwardandmoveGz3oneroundbackward.Itgivesanequivalentcircuit:
···Mx Gx1Gx2Gx3 Mx Gx1Gx2Gx3···



















































































































































(x,y,t±1) 6 2 2 11p/2
(x±1,y,t) 8 0 0 2p
(x±1,y∓1,t) 8 0 0 2p
(x,y±1,t) 4 0 0 p
(x,y±1,t±1) 2 0 0 p/2
(x∓1,y,t±1) 2 0 0 p/2
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[38]Thislaststepplaysnofundamentalrole,itonlysavesus
fromprogrammingadistinctRGdecoderforeachcode:
sincethedecodingproblemofany2Dtranslationaly-
invariantstabilizercodecanbe mappedtothatofde-
codingofthestandardtoriccode[20],thesameprogram
canbeusedwithdiﬀerentcodes.
[39]Sincethesubsystemtoriccodeandtheerrormodelare
symmetricunderexchangeofPauliX andZ,theerror
thresholdmustbethesameforthemodelswithonlyX
andonlyZerrors.Correctingeachtypeoferrorsindepen-
dentlyforthefulerrormodelcanincreasethedecoding
failureprobabilityatmostbyafactoroftwocompared
withthecaseofXerrorsonly(usetheunionbound).
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Conclusion
Danscetethèse,j’aiprésentél’ensembledemestravauxquionttouchédeuxaspects
importantsducalcultolérantauxfautes.Premièrement,j’aitravailésurdesprotocoles
permetantderéaliserunensembleuniverseldeportesdemanièretoléranteauxfautes.Deux
d’entreeuxsontbaséssurl’injectiond’étatsmagiques.AvecKrystaSvore,j’aidécouvertune
nouvelefamiled’étatsquenousavonsappelée«écheled’états»(Chapitre2).J’aiproposé
lecircuitpermetantdelescréeretj’aimontréqu’ileﬀectuaitenréalitéunefaibledistilation.
J’aiaussirevisitélanotiondecompilationdanslebutd’utilisercesétatsressources.J’ai
ensuiteobservédesgainsparrapportauxprotocolesdéjàétablisàcemoment.Plustard,j’ai
poussécestravauxavecDavidPoulinenétudiantuneautrefamiled’étatsmagiques,plus
élégante,cequinousapermisdemieuxtraiterleproblèmedelacompilation(Chapitre3).
J’aiconçuetanalysélescircuitsquienpermetentladistilation.Encoreunefois,j’aiobservé
desgainspourcertainesrotationsdePauliquisontpertinentesàlatransforméedeFourier
quantiqueetàlasimulationenchimiequantique.LetroisièmeprotocoleélaboréavecJonas
AndersonetDavidPoulinproﬁted’uneautreapprochequinenécessitepasd’étatsmagiques
(Chapitre4).Ils’agitd’unedéformationdecodestoléranteauxfautes.Nousavonsmontré
qu’àl’aidedeseulementquinzequbits,ilestpossiblederéaliserunensembleuniverselde
portesendéformantlecodeSteaneencodedeReed-Muleretvice-versa.
Deuxièmement,j’aitravailéàgénéraliserlaméthodededécodagedecodestopologiques
parrenormalisationquej’aidéveloppéeaucoursdemamaîtrise.Toutd’abord,j’aicolaboré
avecHéctorBombinetDavidPoulinpourmontrerquetouslescodestopologiquesstabilisa-
teursinvariantssoustranslationsontéquivalents,c.-à-d.qu’ilsappartiennenttousàlamême
phasetopologique(Chapitre5).Ceteéquivalencesetraduitdemanièreopérationnele:il
existeunetransformationdeCliﬀordlocalepermetantdepasserd’uncodeàl’autre.Cete
transformationpermetalorsd’adapteruneméthodededécodagesuruncodeàtousles
autresdemanièrenaturele.Celam’apermisd’utilisermondécodeurducodetopologique
deKitaevpourdécoderlecodedecouleurs4.8.8etlecodeàsous-systèmesassocié.Puis,j’ai
adaptélaméthodeauxcodestopologiquesdeKitaevsurdesqudits(Chapitre6).Danscecas,
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j’aiobservéunaccordinatenduentrelesseuilsobtenusetlabornedehachagegénéralisée.
Toutefois,celaestcohérentaveclaconjecturedeNishimori.Ensuite,j’aigénéralisémon
décodeuraucastolérantauxfautesetj’aiobservéunseuilcomparableauxméthodesde
décodagesparappariementhabituelementutilisées(Chapitre7).Aussi,j’aiappliquéla
méthodeaucodedesurfaceàsous-systèmesdeSergeyBravyietj’aimontréquedanslecas
oùlesmesuresdesyndromeàtroisqubitssonteﬀectuéesdemanièresimultanées,leseuil
observéestcomparableauseuilducodetopologiquedeKitaevhabituel(Chapitre8).
Finalement,énuméronsquelquespistesderecherchesintéressantesdonnantsuiteaux
articlesprésentésci-haut.Danslebutdecomparerlesdiﬀérentesméthodesdecompilation
etdedistilation,ilseraitjudicieuxqu’uneseuleéquipesimuletouslesprotocolespourune
colectiond’anglesdonnés.Leproblème,c’estquechacundesprotocolesaétéétudiéenvase
clos,enprenantdesmoyennes,enfaisantdesapproximations,etc.Ilestalorsdiﬃcilede
comparerdemanièrejustelesdiﬀérentsprotocoles.Parrapportauxtravauxeﬀectuésavec
KrystaSvore,uneétudeplussystématiqueduprocessusde«densiﬁcation»del’échele
d’étatsàl’aidedenouveauxcircuitsdeCliﬀordseraitproﬁtable.Parexemple,étantdonné
unnombremdequbitsdansl’état|H etunnombrendequbitsstabilisateurs,quepeut-on
diredesétatsqu’ilestpossibledecréeràl’aided’uncircuitdeCliﬀordetdemesuresde
Pauli?D’unautrepointdevue,celarevientàgénéraliserlecircuitd’injection.Parrapport
auxtravauxsurl’autreprotocolededistilationélaboréavecDavidPoulin,ilseraitproﬁtable
d’optimiserleprogramme(schedule)dedistilation.Aussi,dansladeuxièmepartiedumême
article,portantsurleprotocolegénéralisé,l’analyseaétéfaitedemanièreapproximative
àl’aidedecourbesajustéesauxdonnées.Ilseraitbondepousseraussiloinquepossible
l’analyseexactedeserreurs.Encoreunefois,ilestpossiblededensiﬁerlafamiled’états
accessiblescommediscutédansl’article.Ilfaudraitanalyserlesperformancesdedistilation
pourcesétats.Lestravauxsurladéformationdecodesnousontamenésàconsidérerles
codesdeReed-Muleràrendementconstant.Quelessontlesportestransversesdecescodes?
Permetent-elesdemeileursrendementsdedistilationd’étatsmagiques?Enﬁn,ilserait
intéressantdedévelopperetdeprogrammerunstandardeﬃcacepermetantd’interfacerle
problèmedudécodagesurn’importequelcodetopologiquestabilisateuraudécodeurdu
codetopologiquedeKitaev,tolérantauxfautesounon.
Bibliographie
[1]TomasJochym-O’ConnoretRaymondLaﬂamme.PhysicalReviewLeters112(1),010505
(2014).
[2]JensKoch,TerriM.Yu,JayGambeta,A.A.Houck,D.I.Schuster,J.Majer,Alexandre
Blais,M.H.Devoret,S.M.Girvin,etR.J.Schoelkopf.PhysicalReviewA76(4)(2007).
[3]DanielGotesman.PhysicalReviewA57(1),127–137(1998).
[4]EricDennis,AlexeiKitaev,AndrewLandahl,etJohnPreskil.JournalofMathematical
Physics43(9),4452–4505(2002).
[5]MartinSuchara,ArvinFaruque,Ching-YiLai,GerardoPaz,FredericTChong,etJohn
Kubiatowicz.arXivpreprintarXiv:1312.2316(2013).
[6]ChristopherMDawsonetMichaelANielsen.arXivpreprintquant-ph/0505030(2005).
[7]VadymKliuchnikov,DmitriMaslov,etMicheleMosca.QuantumInformation&Compu-
tation13(7-8),607–630(2013).
[8]AdamPaetznicketKrystaMSvore. QuantumInformation&Computation14(15-16),
1277–1301(2014).
[9] NeilJRossetPeterSelinger.arXivpreprintarXiv:1403.2975(2014).
[10]MichaelANielsenetIsaacLChuang. Quantumcomputationandquantuminformation.
Cambridgeuniversitypress,(2010).
[11]JohnPreskil.CaliforniaInstituteofTechnology(1998).
[12]DGotesman.Stabilizercodesandquantumerrorcorrection.ThèsedeDoctorat,Caltech,
(1997).
[13]GuilaumeDuclos-Cianci. MémoiredeMaîtrise,UniversitédeSherbrooke,(2010).
[14]AlexanderYu.Vlasov.PhysicalReviewA63(5)(2001).
[15]HectorBombinetMiguelAngelMartin-Delgado.PhysicalReviewLeters97(18),180501
(2006).
[16]SergeyBravyietAlexeiKitaev.PhysicalReviewA71(2),022316(2005).
[17]BenWReichardt.QuantumInformationProcessing4(3),251–264(2005).
[18]CharlesHBennet,DavidPDiVincenzo,JohnASmolin,etWiliamKWooters.Physical
ReviewA54(5),3824(1996).
142
Bibliographie 143
[19]RaymondLaﬂamme,CesarMiquel,JuanPabloPaz,etWojciechHubertZurek.Physical
ReviewLeters77(1),198(1996).
[20]AndrewMSteane.PhysicalReviewLeters77(5),793(1996).
[21]AlexBocharov,YuriGurevich,etKrystaMSvore.PhysicalReviewA88(1),012313(2013).
[22] KrystaSvoreetGuilaumeDuclos-Cianci(2013).USPatentApp.13/948,171.
[23]Scot AaronsonetDanielGotesman.PhysicalReviewA70(5),052328(2004).
[24]AndrewJLandahletChrisCesare.arXivpreprintarXiv:1302.3240(2013).
[25]AdamMMeier,BryanEastin,etEmanuelKnil.arXivpreprintarXiv:1204.4221(2012).
[26] HBombin.PhysicalReviewA81(3),032301(2010).
[27] HBombinetMAMartin-Delgado.PhysicalReviewA77(4),042322(2008).
[28]AYuKitaev.AnnalsofPhysics303(1),2–30(2003).
[29]HidetoshiNishimorietKojiNemoto.JournalofthePhysicalSocietyofJapan71(4),1198–
1199(2002).
[30]DanielGotesman.DansQuantumComputingandQuantumCommunications,302–313.
Springer(1999).
[31]DavidPDiVincenzoetFiratSolgun.NewJournalofPhysics15(7),075001(2013).
