Invariance of a random discrete distribution under size-biased permutation is equivalent to a conjunction of symmetry conditions on its nite-dimensional distributions. This is applied to characterize residual allocation models with independent factors that are invariant under size-biased permutation. Apart from some exceptional cases and minor modi cations, such models form a two-parameter family of generalized Dirichlet distributions.
Introduction
Let (P n ) = (P 1 ; P 2 ; ) be a random discrete distribution over f1; 2; g.
That is to say, the P n are non-negative random variables with P n P n = 1. De ne (P n ), a size-biased random permutation (SBP) of (P n ), by the following procedure. Given (P n ), let X(1); X(2); be i.i.d random variables with distribution (P n ). Let (n) = X(N n ) where 1 = N 1 < N 2 < are the successive times that new values appear in the sample sequence X(1); X(2); . LetP n = P (n) , with the conventionP n = 0 if there are fewer than n distinct values in the sample sequence. It is easily seen that (P n ) is a random discrete distribution over f1; 2; g. Call (P n ) invariant under size-biased permutation (ISBP) if the sequence (P n ) has same nite dimensional distributions as (P n ). The main motivation for study of random discrete distributions that are ISBP is described in the next paragraph. See Patil Let be a random discrete probability measure on the real line, or a standard Borel space. Given , let X 1 ; X 2 ; be i.i.d random variables with distribution . Let P n be the -measure of the nth distinct value observed in the random sample (X i ) from , with the convention P n = 0 if there are fewer than n distinct values in the sample sequence. That is to say, P n is the almost sure limiting frequency in the sequence (X 1 ; X 2 ; ) of the nth distinct value observed in the sequence of exchangeable random variables (X 1 ; X 2 ; ). Think of the atoms of as representing the frequencies with which various species are present in an in nite population. Then X 1 ; X 2 ; represents the sequence of species obtained by random sampling. And P n is the proportion in the whole population of the nth species observed in the random sample. It is easily veri ed that the most general possible distribution for (P n ) is one that is ISBP.
As a consequence of the previous paragraph and the representation theory of random partitions due to Kingman 12, 13] , the same class of random discrete distributions that are ISBP can be described a little di erently as follows. Consider a partition of the positive integers into equivalence classes A 1 ; A 2 ; for an exchangeable random equivalence relation, where the classes A n are ordered by their least elements. Then the long run relative frequencies P n of A n exist almost surely, and, assuming P n P n = 1 almost surely, (P n ) is ISBP. The distribution of the random partition can then be recovered from the product moments of (P n ) displayed later in formula (5) .
The problem considered in this paper is how to characterize those random discrete probability distributions (P n where x = 1 ? x, and the beta(a; 0) distribution is a unit mass at 1. McCloskey derived the \if" part of his result by showing that if (P n ) is the sizebiased permutation of the random probability distribution ( n ) on f1; 2; g de ned by n = X n = ; (2) where X 1 > X 2 > are the points of a Poisson point process on(0; 1) with intensity measure (dx) = x ?1 e ? x ; x > 0 for some > 0, > 0, and = P n X n , then (1) holds for independent W i with beta(1; ) distribution. The distribution of the ranked sequence ( n ) is then the Poisson-Dirichlet distribution with parameter , introduced by Kingman 11] . See also Watterson 21] , Ignatov 10 ], Hoppe 9] .
Perman, Pitman and Yor 16] found the joint law of (P n ) derived as above from a Poisson process on (0; 1) with a more general intensity measure such that < 1 a.s.. McCloskey formulated the \only if" part of his result assuming (P n ) was the SBP of ( n ) derived as in (2) from the points of such a Poisson process on (0; 1). But McCloskey's argument establishes the more general result stated in Theorem 1, as it is based equating moments in the following identity, which holds for any (P n ) that is ISBP: If P 0 is a random variable which given (P n ) is such that P 0 = ( P 1 with probability P 1 P 2 with probability 1 ? P 1 ;
then P 0 has the same distribution as P 1 . To see this, let P n represent the -measure of the nth distinct value observed in a random sample (X i ) from some random discrete distribution . Then P 1 = (X 1 ), P 2 = (X 2 ) if X 2 6 = X 1 , and P 0 as above is obtained by setting P 0 = (X 2 ). A multidimensional form of this property appears in Theorem 4 below, which gives a symmetry condition on the joint distribution of (P 1 ; ; P n ) for n = 2; 3; that is both necessary and su cient for (P n ) to be ISBP. Motivation for this development is provided by the following problem posed by Patil and Taillie 15] , and solved in this paper: for what independent, perhaps non-identically distributed sequences (W n ) does the formula (1) de ne a random discrete distribution (P n ) that is ISBP? The model (1) for a random discrete distribution (P n ), with independent W n , is called a residual allocation model (RAM). This model has been considered in a number of contexts. Freedman 8] , Fabius 7] , and Connor and Mosimann 2] studied the model in the setting of Bayesian statistics. A prior distribution of this form over probabilities on f1; 2; g has the feature that given data from a sequence of observations, which given (P n ) are i.i.d according to (P n ), the posterior distribution of (P n ) is of the same form. Such priors are called tail free, or completely neutral. If for each n the distribution of W n is beta(a n ; b n ) for some a n , b n , the joint distribution of (P 1 ; P 2 ; ) is known as a generalized Dirichlet distribution. In particular, in case b k = P m i=k+1 a i for some m 2, the joint distribution of (P 1 ; ; P m ) is the Dirichlet (a 1 ; ; a m ) distribution, that is to say the joint distribution of 
Results
According to the following theorem and its corollary, apart from some simple examples and modi cations, the only RAM's that are ISBP are the McCloskey and Patil-Taillie schemes discussed above, and a scheme considered in quite di erent contexts by Engen 5] Theorem 2 Let (P 1 ; P 2 ; ) be such that P n 0, P n P n = 1, P 1 < 1, and P n = W 1 W n?1 W n for independent W i . Then (P n ) is ISBP i one of the following four conditions (i), (ii)a), (ii)b) or (ii)c) holds:
(i) P n > 0 a.s. for all n, in which case the distribution of W n is beta(1? ; +n ), for every n = 1; 2; , for some 0 < 1, > ? . or (ii) fn : P n > 0g = f1; ; mg a.s. for some integer constant m, in which case either a) for some > 0, the distribution of W n is beta(1 + ; m ? n ) for n = 1; ; m. or b) W n = 1=(m ? n + 1) a.s., that is to say P n = 1=m a.s., for n = 1; ; m, or c) m = 2 and the distribution F on (0; 1) de ned by
is symmetric about 1=2. For 0 < < 1, > 0, Engen 5] showed that for (P n ) as in case (i) of Theorem 2, a single size-biased pick from (P n ) has the same distribution as P 1 . The full invariance of (P n ) under size-biased permutation in this case follows from the work of Perman, Pitman and Yor 16]. For 0 < < 1, = 0, they showed that (P n ) as in case (i) of Theorem 2 appears as the SBP of (X n = ) derived from a Poisson process of points X n with intensity measure (dx) = Kx ? ?1 dx; x > 0 for a constant K, so that the distribution of = P n X n is stable with index . For 0 < < 1 and > ? , they showed that if the underlying probability measure is changed by a density factor proportional to ? , relative to the Poisson model, then (P n ) remains ISBP, while the W n are independent with beta(1? ; +n ) distributions. (In the special case = k for some positive integer k, that (P n ) stays ISBP follows from the case = 0 by simply shifting along the sequence: if (W 1 ; W 2 ; ) induces (P n ) that is ISBP, then so does (W k+1 ; W k+2 ; ) given W 1 W 2 W k > 0, for each k 1. This can be seen directly, or obtained as a consequence of Remark 8.)
Sections 3 and 4 of this paper provide a uni ed proof of Theorem 2, without using the Poisson representation for the \if" part. The following immediate corollary of Theorem 2 takes care of the possibility that P(P 1 = 1) > 0. See Zabell 23] for an application where this possibility is of some interest.
Corollary 3 Let (P n ) be a random discrete distribution on f1; 2; g, represented as P n = P 1 W 2 W n?1 W n , n 2, for independent P 1 , W 2 ; W 3 ; . Assuming that P(P 1 < 1) > 0, let W 1 be independent of W 2 ; W 3 ; with the distribution of P 1 given P 1 < 1. Then (P n ) is ISBP i either P 1 = 1 a.s. or W 1 ; W 2 ; is of one of the forms described in Theorem 2.
Put another way, the distribution of (P n ) is a probabilistic mixture of the degenerate distribution that makes P 1 = 1, and one of the distributions of (P n ) described by Theorem 2. The above results show that the ISBP condition imposes severe restrictions on the joint law of (P n ). These restrictions seem at rst hard to understand, as the ISBP condition appears to be essentially in nite dimensional. The central result of this paper is that despite these appearances, a simple conjunction of conditions on the nitedimensional joint distributions of a sequence (P 1 ; P 2 ; ) is equivalent to ISBP. This is stated in the following theorem, which is established in Section 3 , and applied to prove Theorem 2 in Section 4.
Theorem 4 Let (P 1 ; P 2 ; ) be a sequence of random variables satisfying the almost sure constraints P i 0 for i 1, and P n i=1 P i 1; n = 1; 2; . Let G k denote the measure on R k whose density with respect to the joint probability distribution of (P 1 ; ; P k ) at (p 1 ; ; p k ) is Q k?1 i=1 (1 ? P i j=1 p j ) : G k (dp 1 ; ; dp k ) = P(P 1 2 dp 1 ; ; P k 2 dp k )
The following statements are equivalent: (i) P i P i = 1 a.s. and (P 1 ; P 2 ; ) is ISBP. (ii) P 1 > 0 a.s. and for each k = 2; 3; , the measure G k is symmetric with respect to permutations of the coordinates in R k . (iii) P 1 > 0 a.s. and for each k = 2; 3; the function of k-tuples of positive
is a symmetric function of (n 1 ; ; n k ). Note the surprising feature of Theorem 4 that the condition P i P i = 1 a.s. in (i) is not assumed in (ii) and (iii), but is nonetheless implied by these symmetry conditions. By contrast, for arbitrary random variables P i 0 the condition P i P i = 1 a.s. alone is obviously not just a simple conjunction of conditions on the joint distributions of P 1 ; ; P k . (For the condition P i P i = 1 a.s. imposes no constraint on the law of P 1 ; ; P k besides P k 1 P i 1, and the conjunction of these conditions is P i P i 1 a.s.). The proof of Theorem 4 provides a probabilistic interpretation of the measure G k in (4) . And it shows that the function in (5) for (n 1 ; : : : ; n k ) with P i n i = n de nes the distribution of a random partition of the rst n positive integers derived from an exchangeable random partition of all positive integers, constructed in such a way that the P k are the long run relative frequencies of classes ordered by their least elements. In the case of McCloskey's Theorem 1, the corresponding random partition of n is that de ned by Ewens' sampling formula. See Ewens 6] . See Pitman 18, 17] for analysis of the two-parameter family of random partitions corresponding to Theorem 2, and Pitman-Yor 20] regarding the two-parameter analog of the Poisson-Dirichlet distribution.
3 Symmetry in size-biased sampling This section presents a proof of Theorem 4, then draws some corollaries.
Proof of Theorem 4 (i) ) (ii): Because (P k ) is ISBP, it can be assumed that (P k ) is represented as P k = (X N(k) ); k = 1; 2; where = ( (1); (2); ) is a random discrete probability distribution distributed like (P 1 ; P 2 ; ), given the (X i ) are i.i.d. according to , and the N(k) are the times that successive distinct X-values appear, with the convention P k = 0 in case fewer than k distinct X-values ever appear. De ne indicator random variables Z k = 1fX 1 ; ; X k are all distinctg:
Then for each k the random vector
clearly has an exchangeable joint distribution. But since
the distribution of the exchangeable random vector (7) and measure G k dened by (4) are identical when restricted to R k ? f0g, where 0 is the origin in R k . Thus G k is symmetric.
(ii) , (iii): This is immediate from the de nition of G k , and the fact that De ne a sequence n of partitions of N n := f1; ; ng as follows: 1 = f1g; and for each n 2 N, conditionally given n = ffA i g k 1 g, where fA i g is a partition of N n into non-empty subsets of sizes n i that satisfy the order constraint: 1 2 A 1 , the least element not in A 1 is in A 2 , and so on, n+1 is an extension of n in which element n + 1 attaches to class A i with probability P i , 1 i k, and forms a new class with probability R i := 1 ? P 1 ? ? P i . By construction, the partitions n are consistent as n varies, so they induce a random partition of N. Also by construction, for fA i g k 1 that satisfy the order constraint:
This probability depends on A 1 ; ; A k only through their sizes n 1 ; ; n k , and hypothesis (iii) amounts to symmetry of the right hand side of (8) as a function of (n 1 ; ; n k ), for each k 2. It follows that is exchangeable in Aldous' sense. Aldous 1] uses further randomization to construct a random probability distribution on 0; 1], and a random sequence (X 1 ; X 2 ; ), which given is i.i.d. according to , and which generates as the collection of equivalence classes for the equivalence relation i j , X i = X j ; i; j 2 N:
From the original construction of and the law of large numbers, P k is the long run relative frequency of numbers in the kth class of to appear. But Aldous' construction identi es P k as the -measure of the kth distinct value to appear in the sequence (X 1 ; X 2 ; ). If P( P k P k = 1) < 1 then must have a non-trivial continuous component with positive probability, and given this event there is positive probability that X j is distinct from X 1 for every j > 1, in which case P 1 = 0. But this possibility is precluded by the assumption that P 1 > 0 a.s.. Thus P k P k = 1 a.s., and (P k ) is a size-biased presentation of the atoms of . Therefore (P k ) is ISBP. 2
An immediate consequence of Theorem 4 is Corollary 5 Suppose (P 1 ; P 2 ; ) is a sequence of random variables such that for each n, P(P 1 2 dp 1 ; ; P n 2 dp n ) = f n (p 1 ; ; p n )dp 1 ; ; dp n ; for a joint density f n such that f n (p 1 ; ; p n ) = 0 unless p i 0 and P n i=1 p i 1, and f n (p 1 ; ; p n )
is a symmetric function of (p 1 ; ; p n ). Then (P 1 ; P 2 ; ) de nes a random discrete probability distribution which is ISBP.
By change of variables the above condition on f n becomes a simpler condition on the joint density g n of W 1 ; ; W n such that P n = W 1 (i) (P n ) is a random probability distribution that is ISBP.
(ii) (P n ) satis es each of these three conditions: a) the law of (W 1 ; W 2 ) is acceptable; b) for each k = 1; 2; , on the event P 1 + + P k < 1 there is a version of the conditional law of (W k+1 ; W k+2 ) given (P 1 ; ; P k ) that is acceptable; c) the conditional law in b) can be chosen to depend symmetrically on (P 1 ; ; P k ).
Proof. Denote by p(n 1 ; ; n k ) the function of (n 1 ; ; n k ) de ned by (5 The implication (i) ) (ii) follows from this. For example (ii)b) comes from the symmetry of p(n 1 ; ; n k+1 ; n k+2 ) as a function of (n k+1 ; n k+2 ) for xed (n 1 ; ; n k ), and the fact that polynomials are dense among continuous functions of (P 1 ; ; P k ). And (ii)c) follows from the symmetry of p(n 1 ; ; n k+1 ; n k+2 ) as a function of (n 1 ; ; n k ) for xed (n k+1 ; n k+2 ). The converse implication (ii) ) (i) is proved by induction on k, starting from k = 2. Note rst that from (ii)b) and (13) with k ? 1 instead of k that p(n 1 ; ; n k+1 ) is symmetric in (n k ; n k+1 ) for xed (n 1 ; ; n k?1 ): (14) Also, condition (ii) c) implies
(ii)c') for each k = 1; 2; the conditional distribution of W k+1 given (P 1 ; ; P k ) on the event R k > 0 can be chosen to be a symmetric function of (P 1 ; ; P k ) Now make the inductive hypothesis that p(n 1 ; ; n k ) is symmetric, and use the condition (ii)c') in formula (12) to see that p(n 1 ; ; n k+1 ) is symmetric in (n 1 ; ; n k ) for xed n k+1 : (15) Combining (14) and (15) shows that p(n 1 ; ; n k+1 ) is fully symmetric in (n 1 ; ; n k+1 ), completing the induction. 2 Remark 8 The proof shows that the corollary holds just as well with (ii)c) replaced by the weaker condition (ii) c'). A variation of the argument shows that every (P n ) that is ISBP satis es the following stronger from of (ii) b)-c):
(ii)d) for each k = 1; 2; there is a version of the conditional distribution of (P k+n =R k ; n = 1; 2 ) given (P 1 ; ; P k ) on the event R k > 0 that is ISBP and that depends symmetrically on P 1 ; ; P k .
Remark 9 Condition (ii) of the Corollary is analogous to the following necessary and su cient condition for a sequence (X 1 ; X 2 ; ) to be exchangeable: (X 1 ; X 2 ) is exchangeable, and for each n = 2; 3; there is a version of the conditional law of (X n+1 ; X n+2 ) given (X 1 ; ; X n ) that is exchangeable, and that depends exchangeably on (X 1 ; ; X n ). The proof of Corollary 7 follows the same pattern as the proof of this more intuitively obvious result, with extra density factors in the calculations.
Residual Allocation Models
This section applies the general results of Section 3 to the RAM P n = W 1 W n?1 W n for independent W i . The nal result is Theorem 2 stated in the introduction. The rst step is provided by Lemma 10 Let (W 1 ; W 2 ) be a sequence of independent random variables with 0 < W i 1 a.s., and let P n = W 1 W n?1 W n , n = 1; 2; . Then the following are equivalent:
(i) (P n ) is a random probability distribution that is ISBP.
(ii) the law of (W n ; W n+1 ) is acceptable for every n < m, where m = inffn : P(W n = 1) = 1g:
Proof. This follows immediately from Corollary 7.
The problem now boils down to characterizing all acceptable laws for (W; Z) say, where W and Z are independent. That is to say, from (11), all possible pairs of distributions for random variables W and Z with 0 < W 1,
is symmetric function of non-negative integers r and s. From (10) for n = 2 we obtain an elementary su cient condition for acceptability of independent W and Z with densities say f and g on (0; 1), namely:
for 0 < p < 1, 0 < q < 1. In particular, in case f and g are beta densities with parameters (a; b) and (c; d) respectively ( 
(ii) either A) the distribution F on (0; 1), de ned by
is symmetric about 1=2. or B) W has beta( ; ) distribution for some < + 1 or C) W = c a.s. for some constant c with 0 < c < 1=2.
In case A), Z = 1 a.s., whereas in case B), Z has beta( ; + 1 ? ) distribution, and in case C), Z = c=(1 ? c) a.s. In any case, identity (18) Next, suppose that (i) holds, and that Y is neither constant, nor symmetric about 1=2. Then by the preceding argument, P(Z = 1) < 1. Since we assume 0 < Z 1 a.s., this implies
Now (20) Uniqueness Claim. For all 1 
Structural Distributions
Given a random discrete distribution (P n ) let F denote the distribution on (0; 1] ofP 1 which is a size-biased pick from (P n ), that is the rst term of a SBP (P n ) of (P n ). Following Engen 5] , call F the structural distribution of (P n ). As noted by Engen and others, this one-dimensional probability distribution carries a great deal of information about the distribution of the whole sequence (P n ). For example, any positive measurable function g
Taking g(v) = 1(a < v < b) gives an expression in terms of F for the mean number of n such that a < P n < b. Thus v ?1 F(dv) is the measure known as the frequency spectrum in population genetics 6]. The structural distribution F also appears in formulae related to Kingman's partition structure induced by (P n ). To illustrate, given (P n ), let N 1 ; N 2 ; be i.i.d. with distribution (P n ), and let the set N n := f1; 2; ; ng be partitioned by the random equivalence relation i j i N i = N j . Let K n be the number of classes in this random partition of N n . That is to say K n is the number of distinct values observed in the sequence (N 1 ; ; N n ). It is elementary and well known that
As noted by Engen 5] , E(K n ) is a polynomial moment of F of degree n ? 1:
In particular, the distribution of both K 2 and K 3 can be recovered from moments the structural distribution. In applications to species sampling as in 5], K n would represent the number of distinct species found in a sample of size n from a population in which distinct species are present with random frequencies (P n ). In population genetics, K n might represent the number of distinct alleles found in a sample of size n from a population with allelic frequencies (P n ). Call a distribution F on (0; 1] a structural distribution if F is the structural distribution of some random discrete distribution (P n ). The set of all structural distributions coincides with the set of all possible distributions of P 1 for a sequence (P n ) that is ISBP. Proposition 15 A necessary condition for a distribution F on (0; 1] to be a structural distribution is the following: for every 0 < a 1 (or, equivalently, for every 0 < a 1=2),
Proof. According to Theorem 4, if P 1 is the rst atom sampled from a random discrete distribution, and (X; Y ) are r.v.s with P(X 2 dx; Y 2 dy) = P(P 1 2 dx; P 2 2 dy)x E(P 1 ) ;
then (X; Y ) is exchangeable with X 0, Y 0, X + Y 1. (Assume that P(P 1 < 1) > 0, so E(P 1 ) > 0.) Now it is easy to see that given some distribution for X with 0 X 1, there exists an exchangeable joint distribution for (X; Y ) with X + Y 1, and the given X-marginal, i X is stochastically smaller than 1 ? X, i.e. P(X a) P(1 ? X a) (33) for every 0 a 1 (or, equivalently, every 0 a 1=2). Now from (32) P(X a) P(X a) = EP 1 1(P 1 a) EP 1 1(P 1 a) ; so (33) reduces to condition (31) on the distribution F of P 1 .
Problem. Find a necessary and su cient condition for F to be a structural distribution.
According to , a su cient condition is that F admits a density f(u) = F(du)=du such that (1 ? u)f(u) is a decreasing function of u for 0 < u < 1. But this condition is far from necessary, just as condition (31) is far from su cient. Some easy remarks are that the set of structural distributions is convex, not closed in the weak topology, but closed under the multiplicative analog of convolution. In particular, if f and g are two structural densities then so is h de ned by h(u) := 
To verify this closure property, de ne the product of two random discrete distributions (P n ) and (Q n ) de ned on the same probability space to be the random discrete distribution (R n ) obtained by ranking the collection of products fP m Q n ; m = 1; 2; ; n = 1; 2; g. IfP 1 is a size-biased pick from (P n ) andQ 1 is a size-biased pick from (Q n ), and (P 1 ; P 1 ; P 2 ; ) and (Q 1 ; Q 1 ; Q 2 ; ) are independent, it is easily seen thatP 1Q1 is a size-biased pick from the ranked product of (P n ) and (Q n ).
6 Concluding Remarks.
It is natural to look for some sequential procedure for generating the most general distribution (P 1 ; P 2 ; ) that is ISBP, but it is not at all evident how to describe such a procedure.
The constraint on (P 1 ; P 2 ) that G 2 is symmetric is necessary but not su cient for the existence of (P 1 ; P 2 ; ) that is ISBP with a prescribed law for (P 1 ; P 2 ). The point is that the later constraints, e.g. that G 3 is symmetric, impose further restrictions on the allowed joint laws for (P 1 ; P 2 ). A trivial example which illustrates this point is the degenerate prescription P 1 = P 2 = c, that is W 1 = c, W 2 = c=(1 ? c) for a constant c. This (W 1 ; W 2 ) is an acceptable pair for any c 1=2. However, it is obvious without calculation that there exists a (P 1 ; P 2 ; ) that is an ISBP extension of this prescription i c = 1=n for some integer n 2. The question \what laws of (P 1 ; ; P n ) are the start of a law for (P 1 ; P 2 ; P 3 ; ) that is ISBP?" was raised in the previous section for n = 1, and can be posed also for n > 1. But the present paper o ers no satisfactory answer without the side condition of independence of the ratios W 1 ; W 2 ; .
