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NON-LIPSCHITZ DIFFERENTIABLE FUNCTIONS ON
SLIT DOMAINS
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G.A. MUN˜OZ-FERNA´NDEZ**, AND J.B. SEOANE-SEPU´LVEDA**
Abstract. It is proved the existence of large algebraic structures
–including large vector subspaces or infinitely generated free algebras–
inside the family of non-Lipschitz differentiable real functions with boun-
ded gradient defined on special non-convex plane domains. In particular,
this yields that there are many differentiable functions on plane domains
that do not satisfy the Mean Value Theorem.
1. Introduction
A standard result from Real Analysis states that, for any interval I of
the real line R, a differentiable function f : I −→ R is Lipschitz if and only
if it has bounded derivative. Recall that a mapping ϕ : (X, d1) → (Y, d2)
between two metric spaces is called Lipschitz whenever there is a constant
k ∈ (0,+∞) such that d2(ϕ(P ), ϕ(Q)) ≤ k d1(P,Q) for all P,Q ∈ X. One
could think if the above mentioned result still holds for domains of sev-
eral variables. If N ∈ N := {1, 2, 3, . . . }, by a domain of RN we mean a
nonempty connected open subset Ω ⊂ RN . If Ω is a convex domain, a sim-
ple application of the Mean Value Theorem yields that every differentiable
function f : Ω → R with bounded gradient is Lipschitz. This statement
does not hold if Ω is not convex. In fact, Jime´nez, Mun˜oz and Seoane
[11, Theorem 3.2] showed in 2012 that even in the case of the (very simple,
nonconvex) domain of R2 given by
D = {(x, y) ∈ R2 : x2 + y2 < 1} \ {(x, y) ∈ R2 : x = 0 and y ≥ 0}
there is a plethora of such non-Lipschitz functions. Their result reads as
follows. By c we denote the cardinality of the continuum.
Theorem 1.1. The set of differentiable functions f : D → R with bounded
gradient, non-Lipschitz and therefore not satisfying the classical Mean Value
Theorem contains, except for the zero function, a c-dimensional vector space.
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Our aim in this paper is to study the existence of such special functions
on more general plane domains. In fact we will produce dense vector spaces
as well as infinitely generated algebras consisting, except for zero, of these
pathological objects. This will be accomplished in Section 4. In Section 2
some notation will be fixed, and a number of concepts about lineability will
be recalled, while in Section 3 a positive (non-pathological) statement will
be provided, so as to motivate the geometrical restrictions given in Section
4 for the corresponding domains.
2. Lineabity notions and notation
We need some background about the modern topic of lineability, that
nowadays has had a major influence in many different areas on mathematics.
The goal of lineability is to describe the algebraic size of a set that not
necessarily enjoys any algebraic structure. The concepts provided in the
next paragraph where coined in [3, 5, 9]; see also the survey paper [7] and
the book [1] for a source of notions and results.
If X is a vector space, µ is a cardinal number and A ⊂ X, then A is
said to be lineable if there is an infinite dimensional vector space M such
that M \ {0} ⊂ A, and µ-lineable if there exists a vector space M with
dim(M) = µ and M \ {0} ⊂ A. If, in addition, X is a topological vector
space, then A is said to be dense-lineable (µ-dense-lineable) in X whenever
there is a dense (a dense µ-dimensional, resp.) vector subspace M of X
satisfying M \{0} ⊂ A. When X is a topological vector space contained in
some (linear) algebra then A is called strongly µ-algebrable if there exists a
µ-generated free algebra M with M \ {0} ⊂ A. Note that if X is contained
in a commutative algebra then a set B ⊂ X is a generating set of some free
algebra contained in A if and only if for any N ∈ N, any nonzero polynomial
P in N variables without constant term and any distinct f1, . . . , fN ∈ B,
we have P (f1, . . . , fN ) 6= 0 and P (f1, . . . , fN ) ∈ A.
Under the above terminology, Theorem 1.1 tells us that the set described
in it is c-lineable.
The next auxiliary, general result about lineability will be used later.
Many variants of it have been proved, and it can be found in [1, 7] and the
references contained therein.
Lemma 2.1. Assume that X is a metrizable separable topological vector
space. Let A ⊂ X be µ-lineable, where µ is an infinite cardinal number.
Suppose that there exists a dense vector subspace B ⊂ X such that A+B ⊂
A and A ∩B = ∅. Then A is µ-dense-lineable in X.
Remark 2.2. In connection with the Lipschitz property, additional results
completing Theorem 1.1 can be found in [11], as for instance:
(a) The set of continuous functions on [0, 1] which are a.e. differentiable,
with a.e. bounded derivative and not Lipschitz, is c-lineable.
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(b) The set of differentiable functions f : R −→ R2 that do not enjoy
the classical Mean Value theorem is c-lineable.
All three results (a), (b) and Theorem 1.1 can be improved to dense-lineability
by means of Lemma 2.1. Concerning (a), see also [10].
Now, we recall some notions and fix some notation, most of it standard.
By |z| we represent the Euclidean norm (z21 + · · · + z2n)1/2 of the point
z = (z1, . . . , zN ) ∈ RN . A domain in RN is a nonempty connected open
subset of RN . If z and w are points of a domain Ω ⊂ RN then an arc
in Ω ⊂ RN joining z to w is a continuous function γ : [0, 1] → Ω with
γ(0) = z and γ(1) = w. The family of these arcs will be denoted by
Γ(z, w; Ω). The length of an arc γ is the supremum of the lengths of all
polygonal curves inscribed in it, that is,
length (γ) = sup

p∑
j=1
∣∣γ(tj)− γ(tj−1)∣∣ : 0 = t0 < t1 < · · · < tp = 1, p ∈ N
 .
If z0 ∈ RN then an arc joining z0 to infinity is a continuous mapping
γ : [0,+∞)→ RN such that limt→+∞ |γ(t)| = +∞. By abuse of language,
we will sometimes identify the arc γ with its curve, that is, with the image
Γ = γ(I) (I = [0, 1] or [0,+∞)). A Jordan arc is an arc γ without self-
intersections, that is, the mapping γ is one-to-one. A domain in R2 is said
to be simply connected provided that its complement with respect to the
one-point compactification of R2 (the extended plane) is connected.
Finally, the symbol C(Ω) will stand for the vector space of all real con-
tinuous functions defined on a domain Ω. It is well known that this space
becomes a complete metrizable topological vector space when it is endowed
with the topology of uniform convergence in compacta. Moreover, it is se-
parable, and the polynomials form a dense subset of it. The space C∞c (Ω)
of infinitely differentiable functions having compact support contained in Ω
(the “test” functions) is also dense in C(Ω).
3. Lipschitz property and convexity of domains
In view of the comments made in the Introduction, one might believe
that every non-convex domain in RN supports a non-Lipschitz differentiable
function having bounded gradient. This is far from being true. In fact, the
probability for finding such functions depends strongly on the structure of
the domain. In this structure, convexity plays an essential but not deter-
mining role. We will show that if the non-convexity “is not extreme”, such
pathological functions are forbidden. In order to do this formally, we intro-
duce the concept given in the next definition.
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Definition 3.1. Let Ω ⊂ RN be a domain. The modulus of non-convexity
of Ω is defined as the number
ωnc(Ω) = sup
z,w∈Ω
z 6=w
inf{length (γ) : γ ∈ Γ(z, w; Ω)}
|z − w| .
Obviously, ωnc(Ω) ∈ [1,+∞], and if Ω is convex then ωnc(Ω) = 1. The
reverse is not true because, for instance, a convex domain with one point
removed has modulus equal to 1. The domain D of Theorem 1.1 satisfies
ωnc(D) = +∞; indeed, there are pairs of points in D that are arbitrarily
close in R2 but being far from each other when “walking” along D. As
an intermediate example, consider, for given α ∈ (0, pi/2), the non-convex
domain
Ωα = {reiθ : 0 < r < 1 and α < θ < 2pi − α},
where we have identified R2 and the complex plane C in the usual way, so
that their elements can be written as z = (x, y) = x+iy = reiθ. Elementary
trigonometrical arguments lead us to
1 < ωnc(Ωα) ≤ secα+ cosecα+ cosecα cotanα.
Proposition 3.2. Let Ω ⊂ RN be a domain satisfying ωnc(Ω) < +∞.
Then any differentiable function Ω→ R with bounded gradient is Lipschitz.
Proof. By hypothesis, there exists a constant C ∈ (0,+∞) such that, for
every pair of distinct points z, w ∈ Ω and every ε > 0, there is an arc
γ ∈ Γ(z, w; Ω) satisfying length (γ) ≤ C|z − w|+ ε. Choosing ε = |z − w|,
we get an arc γ ∈ Γ(z, w; Ω) with length (γ) ≤ (C+1)|z−w|. Since the curve
γ([0, 1]) is a compact subset of Ω, one has ρ := dist (γ([0, 1]),RN \ Ω) > 0.
Because of the uniform continuity of γ on the compact set [0, 1], there
exists a δ > 0 such that |γ(u)− γ(v)| < ρ provided that u, v are points of
[0, 1] with |u − v| < δ. Take p ∈ N such that 1/p < δ, and let tj = j/p
(j = 0, 1, . . . , p). The selection of these points guarantees that each segment
[γ(tj−1), γ(tj)] remains in Ω, so that we can apply the Mean Value Theorem
to the points γ(tj−1), γ(tj) for any differentiable function Ω→ R.
Assume that f is one of such functions and that, in addition, grad f is
bounded. Then there is α ∈ (0,+∞) such that |grad f(ξ)| ≤ α for all
ξ ∈ Ω. Due to the Main Value Theorem and the triangle inequality, we
obtain for certain ξj ∈ [γ(tj−1), γ(tj)] (j = 1, . . . , p) that
|f(z)− f(w)| ≤
p∑
j=1
|f(γ(tj))− f(γ(tj−1))| ≤
p∑
j=1
|grad f(ξj)| |γ(tj)− γ(tj−1)|
≤ α
p∑
j=1
|γ(tj)− γ(tj−1)| ≤ α length (γ) ≤ α (C + 1)|z − w|,
which shows that f is Lipschitz (with constant k = α (C + 1)). 
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Figure 1. A slit domain Ω.
As a consequence, it seems that, in order to obtain non-Lipschitz differen-
tiable functions with bounded gradient, the complement of Ω must be very
“thin” somewhere. This motivates the introduction of the special domains
considered in the next section.
4. Slit domains and non-Lipschitz functions with bounded
gradient
In this section, we restrict ourselves to the case N = 2, that is, our
domains will live in R2 = C. This is illustrative enough because, simply by
fixing N − 2 variables, we obtain immediately examples of domains in RN
(N ≥ 3) supporting non-Lipschitz differentiable functions.
Definition 4.1. A domain Ω ⊂ R2 is said to be a slit domain (see Figure
1) whenever there exist a domain G ⊂ R2, a point z0 ∈ G, a Jordan arc Γ
joining z0 to infinity, and a ray L starting from z0, such that Ω = G \ Γ
and the set Γ ∩ L ∩G is finite.
As simple instances, C \ [0,+∞) is a slit domain and D (see Introduc-
tion) is a bounded slit domain. But note that if Γ is the spiral ρ = θ (in
polar coordinates) then C \ Γ is not a slit domain.
Theorem 4.2. Let Ω ⊂ R2 be a slit domain. Then the following holds:
(a) The set of non-Lipschitz bounded continuously differentiable func-
tions Ω → R having bounded gradient is c-dense-lineable in C(Ω)
and strongly c-algebrable.
(b) If, in addition, Ω is bounded, the set of non-Lipschitz bounded real-
analytic functions Ω→ R having bounded gradient is dense-lineable.
Proof. (a) There exist a domain G, a point z0, an unbounded Jordan arc
Γ and a ray L satisfying the conditions in Definition 4.1. Without loss of
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generality, we may assume that z0 = 0. Since Γ is a Jordan arc joining 0
to ∞, its complement C \ Γ is a simply connected domain not containing
the origin. Therefore (see, e.g., [13]) there is a continuous branch ϕ(z) of
arg z in C \ Γ, which in turn is the imaginary part of a continuous branch
ψ of log z in C \Γ. Hence ϕ is harmonic, so continuously differentiable as
a function of (x, y). In addition, the Cauchy–Riemann equations as applied
to ψ(x, y) = 12 ln (x
2 + y2) + i ϕ(x, y) yield
∂ϕ
∂x
(z) =
−y
x2 + y2
=
−y
|z|2 and
∂ϕ
∂y
(x, y) =
x
x2 + y2
=
x
|z|2 (z = (x, y)).
Furthermore, we have that G∩L∩Γ is finite, say card (G∩L∩Γ) = N .
Then it is easy to see that if an arc joins any two points inside Ω = C \ Γ
then the argument of a variable point along such an arc cannot increase (or
decrease) continuously more than 2pi(N+1). In other words, the amplitude
of the interval given by the image of G under ϕ is less than 2pi(N + 1), so
ϕ is bounded on G. By adding an appropriate 2pim (m ∈ N), we may even
assume that ϕ(z) > 0 for all z ∈ G.
Next, we focus on the origin z0 = 0 of Γ. Take R > 0 such that z ∈ G
whenever |z| < R. Let γ : [0,+∞)→ C be a parametrization of Γ, so that
γ is one-to-one, γ(0) = 0 and |γ(t)| → +∞ as t→ +∞. The continuity of
γ together with the fact that |γ(t)| → +∞ as t→ +∞ entails the existence,
for given ε, ε˜ with 0 < ε˜ < ε < R, of at least one point ξ ∈ Γ\{0} such that
ε˜ < |ξ| < ε. If δ1 := min{|ξ| − ε˜, ε− |ξ|} then the open disc {|z − ξ| < δ1}
is contained in G. Still it may be the case that there is no need to surround
0 in order to connect two given points of {|z−ξ| < δ1}\Γ belonging to two
different components of this set. In order to bridge this problem, let Γ1 be
the connected component (in {|z−ξ| < δ1}) of Γ∩{|z−ξ| < δ1} containing
ξ. Then Γ1 is the (bijective) image under γ of an interval (a, b) ⊂ (0,+∞),
so that ξ = γ(c) for a unique c ∈ (a, b). Since Γ is a Jordan arc tending
to infinity, the set Γ2 := γ([0, a] ∪ [b,+∞)) = Γ \ Γ1 is closed in C and it
does not contain the point ξ. Therefore dist (ξ,Γ2) > 0. Let
δ0 := min{δ1, dist (ξ,Γ2)} > 0.
For each δ ∈ (0, δ0), the set {|z − ξ| < δ} ∩ Γ is contained in Γ1 and,
by construction, there are points u, v (belonging to certain two different
components of the “old” set {|z−ξ| < δ1}\Γ) satisfying |u−ξ| < δ, |v−ξ| <
δ, and for which one needs to surround 0 in order to connect them inside
G without crossing Γ. Moreover, taking δ small enough, we can make the
increment of arg z as close to 2pi (or to 2piN , for some N ∈ N) as desired
when z goes from u up to v inside Ω. Altogether, we conclude with the
help of the triangle inequality the following assertion:
(A) Given ε, ε˜ with 0 < ε˜ < ε < R and δ > 0, there are u, v ∈ Ω such
that ε˜ < |u| < ε, ε˜ < |v| < ε, |u− v| < δ and |ϕ(u)− ϕ(v)| ≥ 1.
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Let us consider, for every c ∈ (1, 2), the function fc : Ω→ R given by
fc(z) =
|z|c
1 + |z|2 ϕ(z).
From the boundedness of ϕ (say, |ϕ(z)| ≤ M on Ω), it follows that |fc(z)|
is not greater than
M |z|c
1 + |z|2 , and this function is continuous on C and tends
to 0 as z → ∞ (because 0 < c < 2). Hence it is bounded on C, so fc is
bounded on Ω. Now, simple calculations give
∂fc
∂x
(z) =
cx|z|2c−1 − 2x|z|c
(1 + |z|2)2 ϕ(z) +
−y
|z|2
|z|c
1 + |z|2 and
∂fc
∂y
(z) =
cy|z|2c−1 − 2y|z|c
(1 + |z|2)2 ϕ(z) +
x
|z|2
|z|c
1 + |z|2 ,
which are continuous on Ω because ϕ is continuous and 0 6∈ Ω. Therefore
every fc is a bounded continuously differentiable function. Moreover, from
the fact |x|, |y| ≤ |z|, it follows that both |∂fc∂x | and |∂fc∂y | are not greater
than
c|z|2c + 2|z|c+1
(1 + |z|2)2 M+
|z|c−1
1 + |z|2 . The last function is continuous on C and
tends to 0 as z →∞ because 0 < 2c < 4, 0 < c+1 < 4 and 0 < c−1 < 2.
Thus, it is bounded, which entails the boundedness of grad fc on Ω.
Now, fix a set H ⊂ (1, 2) with card(H) = c and linearly independent over
the field Q of rational numbers. Let us consider the algebra A generated
by the functions fc (c ∈ H). Trivially, A consists of bounded continuously
differentiable functions Ω → R having bounded gradient. It should be
shown that A is freely generated by the fc’s and that each nonzero member
of A is non-Lipschitz on Ω. Since card(H) = c and, trivially, any non-
Lipschitz function is not identically zero, it is enough to prove the following:
(B) Given p ∈ N, a non-identically zero polynomial P of p real varia-
bles without constant term and different reals c1, . . . , cp ∈ H, the
function F := P (fc1 , . . . , fcp) is non-Lipschitz on Ω.
In order to prove (B), a little more notation is needed. We set N0 =
N ∪ {0}. If p ∈ N then each element of [0,+∞)p (in particular, each
element of Np0) has the form c = (c1, . . . , cp) with cj ≥ 0 for all j. We
let |c| = c1 + · · · + cp. For u,v ∈ [0,+∞)p, we adopt the notation uv =
(u1v1, . . . , upvp), so that |uv| = u1v1 + · · ·+ upvp.
Fix a function F = P (fc1 , . . . , fcp) as in (B). Then there is a nonempty
subset J ⊂ Np0 \{(0, . . . , 0)} as well as nonzero reals αm (m ∈ J) such that
F (z) =
∑
m∈J
αm
|z||mc|
(1 + |z|2)|m| · ϕ(z)
|m| for all z ∈ Ω.
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Due to the linear Q-independence of c1, . . . , cp, the numbers |mc| (m ∈ J)
are pairwise different. There is a unique n ∈ J such that |nc| = min{|mc| :
m ∈ J}. For every pair of points u, v ∈ Ω we can write
F (u)− F (v) = αn
(
|u||nc|
(1 + |u|2)|n| · ϕ(u)
|n| − |v|
|nc|
(1 + |v|2)|n| · ϕ(v)
|n|
)
+
∑
m∈J\{n}
αm
(
|u||mc|
(1 + |u|2)|m| · ϕ(u)
|m| − |v|
|mc|
(1 + |v|2)|m| · ϕ(v)
|m|
)
=
αn|u||nc|
(1 + |u|2)|n| ·
(
ϕ(u)|n| − ϕ(v)|n|)
+ αn
(
|u||nc|
(1 + |u|2)|n| −
|v||nc|
(1 + |v|2)|n|
)
· ϕ(v)|n|
+
∑
m∈J\{n}
αm
(
|u||mc|
(1 + |u|2)|m| · ϕ(u)
|m| − |v|
|mc|
(1 + |v|2)|m| · ϕ(v)
|m|
)
=: S1(u, v) + S2(u, v) + S3(u, v).
Our final goal is to prove the following: given K ∈ (0,+∞), there are
two points u, v ∈ Ω such that |F (u)− F (v)| > K|u− v|.
Before going on, an elementary inequality is needed. Namely, if a, b ∈
(0,+∞) and |a−b| ≥ 1 then |am−bm| ≥ 1 for all m ∈ N. Indeed, if a > b,
say, then a ≥ 1. It follows that |am − bm| = am − bm = (a − b)(am−1 +
am−2b+ am−3b2 + · · ·+ bm−1) ≥ (a− b)am−1 ≥ 1 · 1 = 1.
Recall that ϕ is positive and bounded on Ω. Fix K ∈ (0,+∞). Let us
denote
α := 2 max
{
(sup
z∈Ω
ϕ(z))|m| : m ∈ J
}∑
m∈J
|αm| (1)
γ := min{|mc| − |nc| : m ∈ J \ {nc}}. (2)
Note that γ > 0. Fix an ε > 0 with
ε < min
{
1, R,
( |αn|
2|n|+2α
)1/γ}
. (3)
From (3) one derives that α εγ 2|n|+2/|αn| < 1. Choose any β with(
α εγ 2|n|+2
|αn|
) 1
|nc|
< β < 1. (4)
Define ε˜ := β ε. Then 0 < ε˜ < ε. Now, the uniform continuity of the
function z 7→ |z||nc|
(1+|z|2)|n| on the compact disc {|z| ≤ ε} entails the existence
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of a δ > 0 such that∣∣∣∣∣ |u||nc|(1 + |u|2)|n| − |v||nc|(1 + |v|2)|n|
∣∣∣∣∣ < ε˜ |nc|2|n|+1(supz∈Ω ϕ(z))|n| (5)
whenever |u|, |v| < ε and |u−v| < δ. We can select such a δ > 0 to satisfy,
in addition,
δ <
|αn| ε˜ |nc|
2|n|+2K
. (6)
From the triangle inequality, we obtain
|F (u)− F (v)| ≥ |S1(u, v)| − |S2(u, v)| − |S3(u, v)| for all u, v ∈ Ω.
According to (A), there are u, v ∈ Ω such that ε˜ < |u| < ε, ε˜ < |v| < ε,
|u − v| < δ and |ϕ(u) − ϕ(v)| ≥ 1. Then |ϕ(u)|n| − ϕ(v)|n|| ≥ 1. Since
ε˜ < |u| < ε < 1, we get
|S1(u, v)| ≥ |αn| |u|
|nc|
(1 + |u|2)|n| · 1 ≥
|αn| ε˜ |nc|
2|n|
. (7)
From (5), it follows that
|S2(u, v)| ≤ |αn| ε˜
|nc|
2|n|+1
. (8)
Now, as a consequence of (1), (2) and the fact ε < 1 (note that ε|m| =
ε|mc|−|nc| ε|nc| ≤ εγ ε|nc| if m 6= n), we derive
|S3(u, v)| ≤ α εγ ε|nc|. (9)
Finally, from (4), (6), (7), (8) and (9), we can conclude
|F (u)− F (v)| ≥ |αn| ε˜
|nc|
2|n|
− |αn| ε˜
|nc|
2|n|+1
− α εγ ε|nc|
≥ |αn|β
|nc| ε |nc|
2|n|+1
− |αn|β
|nc| ε |nc|
2|n|+2
=
|αn|β |nc| ε |nc|
2|n|+2
> K δ > K|u− v|,
as required. The strong c-algebrability has been proved.
As for the c-dense-lineability, note that the algebra A above is, of course,
a c-dimensional vector space. Hence the family A consisting of all functions
having the properties given in the statement of (a) is c-lineable. Trivially,
every test function is bounded, has bounded gradient and is Lipschitz on Ω,
because it can be extended to be a test function on the whole R2. Moreover,
the sum of a Lipschitz function with a non-Lipschitz one cannot be Lipschitz.
Therefore A∩B = ∅ and A+B ⊂ A, where B := C∞c (Ω). An application
of Lemma 2.1 (with X = C(Ω) and µ = c) yields the desired result.
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(b) It is well known that every polynomial R2 → R and every harmonic
function are real-analytic (see, e.g., [8]). Therefore each function
gn(z) := |z|2nϕ(z) = (x2 + y2)n ϕ(x, y) (n ∈ N)
is real-analytic. Here ϕ is the (bounded, positive) continuous branch of
arg z provided in (a) (again, we assume z0 = 0). Recall that Ω is bounded
this time. It is easily seen that each gn is bounded and has bounded gradi-
ent. Hence each member of the linear span of {gn : n ∈ N} is also bounded
and has bounded gradient in Ω. By following the steps of (a) (but in a
much easier way), one can prove that every nontrivial linear combination
F = λ1g1 + · · ·+ λNgN is non-Lipschitz. Hence the family A consisting of
all functions having the properties given in the statement of (b) is lineable.
Every polynomial is Lipschitz on a bounded domain and, again, the sum of a
Lipschitz function with a non-Lipschitz one cannot be Lipschitz. Therefore
A ∩ B = ∅ and A + B ⊂ A, where by B we have denoted the set of (the
restrictions to Ω of) all real polynomials. Again Lemma 2.1 comes in our
help (with X = C(Ω) and µ = card (N)), so concluding the proof. 
Remarks 4.3. 1. Note that since dim (C(Ω)) = c Theorem 4.2 is optimal
in terms of dimension and of number of algebra generators.
2. In the last proof, the possibility of approaching a point of a Jordan arc
through two different directions has played a crucial role. Note that if the
arc were not Jordan then the mentioned property would not be guaranteed.
Indeed, a well known result due to E. Netto (see [12] or [14, Theorem 6.4])
asserts that a Jordan arc never fills in a space, that is, its associated curve
has empty interior. Nevertheless, a Jordan arc may well be of positive bi-
dimensional Lebesgue measure; see [14, Chapter 8].
3. The proof of Theorem 1.1 given in [11, Theorem 3.2] and [1, Theorem
6.7.1] contains a mistake, namely, the functions fλ(x, y) (λ > 1) used there
do not work as they were defined. The proof can be completed simply by
replacing yλ in the expression of fλ by |y|λ. We apologize for this mistake.
Acknowledgements. We are indebted to our colleague Jose´ Antonio
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