1. Introduction.
Introduction.
In this paper, we derive new bounds for the L2 and L" norms of derivatives of the error in polynomial spline interpolation. These bounds improve and generalize the known error bounds, cf. [1] and [5] , in the following important ways: (1) these bounds can be explicitly calculated and are not merely asymptotic error bounds such as those given in [1] and [5] ; (2) explicit lower bounds are given for the error for a class of functions; (3) the degree of regularity required of the function, /, being interpolated is extended, i.e., in [1] and [5] we demand that the mth or 2mth derivative of / be in L2, if we are interpolating by splines of degree 2m -1, while here we demand only that some/?th derivative of /, where m g p ^ 2m, be in L2; and (4) bounds are given for high-order derivatives of the interpolation errors. Moreover, let (P(a, b) = Uw-o VmÍu, b).
If A G (Piuia, b), m is a positive integer and z is an integer such that m-1 S zg2m-2,we define the spline space, S(2m -1, A, z), to be the set of all real-valued functions six) G C' [a, b] such that on each subinterval (x,, ;ti+i), 0 ;£ i g M, six) is a polynomial of degree 2m -1. We remark that our definition is identical with the definition of deficient splines of [1] . For generalizations of this concept of spline subspace, the reader is referred to [5] . In particular, it is easy to verify that all the results of this paper remain essentially unchanged if one allows the number z to depend on the partition points, xi; 1 á » Ú M, in such a way that m-li z(x.) = 2m -2 for all 1 g i ^ M. The details are left to the reader. We remark that the preceding interpolation mapping corresponds to the Type I interpolation of [1] . It is easy to modify the results of this paper for the cases in which the interpolation mapping corresponds to Types II, III, and IV interpolation of [1] . The details are left to the reader. 
where the Xd are arranged in order of increasing magnitude and repeated according to their multiplicity. We remark that the problem (3.4)~(3.5) has a countably infinite number of eigenvalues, all of which are nonnegative and it may be shown that
Using the bootstrapping technique of [1, p. 92] , and letting Ä = max (x, + 1 -Xi) and A = min (*,-+, -x¡), for all A G Pitia, b), we have the following generalization of Theorem 7 of [5] . Theorem 3.4. Using (3.28) to bound the right-hand side of (3.27) gives us the right-hand inequality of (3.23). The left-hand inequality of (3.23) follows as in Theorem 3.4. Q.E.D.
We now recall a fundamental inequality of E. Schmidt which will be used several times in the remainder of this paper. Proof. Cf. [2] . QED. Proof. Cf. [6] . Q.E.D.
As an extension of Theorem 10 of [5] , we prove Theorem 5.4. 
