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Glass phase of two-dimensional triangular elastic lattices with disorder
David Carpentier and Pierre Le Doussal
CNRS-Laboratoire de Physique The´orique de l’Ecole
Normale Supe´rieure, 24 rue Lhomond, 75231 Paris Cedex-France∗
We study two dimensional triangular elastic lattices in a background of point disorder, excluding
dislocations (tethered network). Using both (replica symmetric) static and (equilibrium) dynamic
renormalization group for the corresponding N = 2 component model, we find a transition to a glass
phase for T < Tg, described by a plane of perturbative fixed points. The growth of displacements
is found to be asymptotically isotropic with u2T ∼ u
2
L ∼ A1 ln
2 r, with universal subdominant
anisotropy u2T − u
2
L ∼ A2 ln r. where A1 and A2 depend continuously on temperature and the
Poisson ratio σ. We also obtain the continuously varying dynamical exponent z. For the Cardy-
Ostlund N = 1 model, a particular case of the above model, we point out a discrepancy in the value
of A1 with other published results in the litterature. We find that our result reconciles the order of
magnitude of the RG predictions with the most recent numerical simulations.
LPTENS preprint 96/065
I. INTRODUCTION
There is a lot of current interest in the problem of elas-
tic lattices in the presence of substrate disorder. This is
important in various physical systems such as flux lattices
in superconductors1, charge density waves2, colloids and
magnetic bubbles3, Wigner crystals4, interface roughen-
ing with disorder and solid friction of surfaces5. An im-
portant distinction is whether topological defects such as
dislocations are present in the system or not. These de-
fects may appear spontaneously because of disorder or
not, or may be explictly excluded from the model (e.g
flux lines in d=1+1 geometry6–8, tethered networks with
permanent bonds). Systems which are both elastic and
periodic and do not contain topological defects are be-
lieved to form glass states with many metastable states,
diverging barriers and slow dynamics9–13. There are very
few analytical methods to study these states and their
physics is far from being completely elucidated, despite
help from extensive numerical simulations. When topo-
logical defects are present the problem is even more diffi-
cult and very little is known. A crucial question of course
is whether these topological defects, when allowed in the
model, will appear spontaneously at low temperature be-
cause of disorder.
The general problem of a lattice on a disordered sub-
strate was addressed in a previous work11,12 and it was
predicted that in d = 3 and for weak pointlike (uncorre-
lated) disorder a thermodynamic phase free of unbound
dislocations should exist and be stable. In this phase,
called the Bragg glass, translational order decays very
slowly beyond a translational quasi-order length Ra (at
most algebraically). These results11,12 being obtained
by mapping the lattice problem onto a multicomponent
version of a random field XY model the very same predic-
tions (i.e absence of vortices and quasi long range order)
obviously hold for the usual random field XY model as
well. These results are at variance from previous stud-
ies which either argued for14 or assumed15 the sponta-
neous generation of dislocations, or did not address the
issue1,16,17,10. Predicted consequences12 for the phase di-
agram of type II superconductors, i.e existence of a low
temperature low field Bragg glass phase of vortices under-
going a transition into an amorphous state upon raising
the field seem to be in agreement18 with the most recent
experiments. The existence of a d = 3 defect free, Bragg
glass type phase was confirmed in several numerical sim-
ulations either in the context of superconductors19 or for
the random field XY model20. Though a rigorous proof
is still lacking there is also at present further theoretical
support for the stability of the Bragg glass: analytical
variational7,8 and RG studies7 in a layered geometry and,
very recently, a proof using improved scaling and energy
arguments21.
The Bragg glass is thus an example of an elastic glass
phase with internal periodicity. In the physics of this type
of glasses two dimensions play a particular role. In ad-
dition, further analytical methods become available22–24
in d = 2. When dislocations are excluded by hand, it is
believed that the lower critical dimension of these elastic
glasses with internal periodicity is dlc = 2, with a glass
phase existing for T < Tg in d = 2. For theN = 1 compo-
nent model (random field XY model) this is the result of
the Cardy Ostlund (CO) RG calculation22. By analogy
it can be argued12 that the same holds in the case of the
triangular lattice, but it has not yet been directly verified.
A triangular lattice requires a fully coupled N = 2 com-
ponent model. The CO N = 1 calculation could in prin-
ciple describe a N = 2 decoupled square lattice, except
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that such a lattice has usually a more complicated elas-
ticity tensor which again couples the components. When
topological defects are allowed, it was shown in22 that for
the N = 1 component model they are perturbatively rel-
evant near the glass transition Tg. As argued in
12 Tg for
the triangular lattice is well above the KTNHY melting
temperature Tm and dislocations should then be relevant
near Tg for the N = 2 triangular lattice as well. At low
temperature however, much less is known about the im-
portance of dislocations. The common belief1, which is
by no means rigorously established, is that if dislocations
are allowed, no glass phase will exist in d = 2. This is
also hinted at by the results obtained in25 on the simpler
case of the random phase shift model, relevant to describe
a lattice with internal (i.e structural) disorder26 (a sub-
set of the present problem). In these early studies25,26
the high temperature phase with unbound dislocations
was found to be rentrant at low temperatures suggesting
the importance of topological defects at low tempera-
ture. However, it was pointed out in12, from a careful
study of the CO RG flow, that at low temperature the
scale at which the lattice is effectively dislocation-free
(i.e the distance between unpaired dislocations) can be
much larger than the translational length Ra. Thus even
in d = 2 the Bragg glass fixed point may be useful to
describe the physics, as a very long crossover or maybe
directly at T = 0. Furthermore, it was also pointed out
in27 that the conventional CO RG will not be adequate at
low temperature since it assumes a thermalized descrip-
tion of the vortices and neglects important effect such
as the pinning of dislocations by disorder (i.e that the
fugacity depends on the position). A similar idea was re-
cently proposed by Nattermann et al.28 who reconsidered
the simpler random phase shift model. They explicitly
showed that25,26 was incorrect at low temperature and
proposed a modified coulomb gas RG. It is still an open
question how these new set of ideas and techniques apply
to the present problem.
In the present paper we study the statics and the dy-
namics of two dimensional isotropic lattices interacting
with point like disorder excluding dislocations. We use
a (replica symmetric) Renormalisation Group (RG) ap-
proach as well as equilibrium dynamics RG. Though we
will not attempt to include dislocations, it is still interest-
ing for several reasons. First, it is the natural continua-
tion to d = 2 of the non trivial fixed point which describes
the Bragg glass phase for d = 3. The only other analyti-
cal approaches available to describe the Bragg glass phase
are the replica variational method11,29,12 and Fisher’s
functional RG30 in a d = 4 − ǫ expansion11,12. Thus,
the study of the present fixed point in d = 2 is also use-
ful by comparison. Second, it is of general interest for
systematic study of the d = 2 glass phases and allows
to show that the lower critical dimension is d = 2. It is
also a first step towards the study of the more difficult
problem of lattices with disorder in d = 2 with disloca-
tions allowed. Also, since it has more parameters that
the N = 1 component model and can be similarly stud-
ied numerically, it may lead to further useful numerical
checks of the replica symmetric RG in this problem as
well as the dynamics (see discussion below). Finally, it
may be possible to realize such tethered networks exper-
imentally. It was argued recently5 that internal disorder
which breaks the internal periodicity of the network (and
may occur in e.g polymerization) drive the system to an-
other universality class. Even if this claim, which we
will not investigate here, is correct, crossover lengths will
probably be large for weak internal disorder.
TheN = 1 Cardy-Ostlund model, which is a subcase of
our present calculation, has also generated a lot of atten-
tion recently, for different reasons. The gaussian replica
variational method (GVM) applied to this model, leads
to a one step replica symmetry breaking (RSB) solution
below Tg and to mean squared displacements which grow
as u2 ∼ Tg ln r, a different result from the replica sym-
metric (RS) RG prediction u2 ∼ A1 ln2 r. Note that the
GVM, being by construction an approximation which ne-
glect some non linearities has no reason to yield the exact
result (see however31). However it was also shown32,33
that the Cardy Ostlund RS-RG flow is unstable to an
infinitesimal RSB perturbation at and below Tg. The is-
sue was thus raised32 of whether the RS-RG may miss
some of the physics related to RSB. It is thus important
to perform numerical simulations and carefully check the
predictions of the RS-RG, as well as carefully define the
observables to be computed. The numerical studies on
the random phase sine-gordon model presently available
show discrepancies, and their analysis is not satisfactory.
In34 no effect of disorder was found, while in35 the re-
sults seem close to the predictions of the GVM. In the
more recent36,37 the results seem to agree qualitatively
with the RS-RG but with an amplitude much smaller
than the the prediction for A1 quoted in
38,39 to which
it was compared. Let us also point out the two very
recent studies40,41 of the random substrate SOS model
(believed to be in the same universality class) directly at
zero temperature which also yield u2 ∼ A1 ln2 r.
In view of the above interest, it is thus important to
compute accurately the amplitude A1 predicted by the
RS-RG. This is one of the result of the present paper.
Our result, smaller by a factor of 4 from the previous
result38,39 is different from any of the previously pub-
lished results38,39,23 and, we argue, is correct. This seems
to reconcile, at least in order of magnitude, the result of
the RS-RG with the result of the numerical simulations
of36,37. A finer and more precise analysis than the one
performed in36,37 is however needed, including predicted
finite size scaling corrections, since a more careful treat-
ment of the effects of RSB may reveal that deviations
from the RS-RG result are small42 e.g only in the ampli-
tude of the log2 r43. Another consequence of our results
is that the distribution of rescaled displacements u/ ln r
should be gaussian at large scale, which we propose as a
useful numerical check of the RS-RG method.
Along these lines, one notes that the equilibrium dy-
2
namical RG studied here, because it obeys by construc-
tion the Fluctuation Dissipation Theorem (FDT), gives,
as we illustrate explicitly, identical answers for static
quantities than the replica symmetric static RG. (it thus
provides for us a useful check on our statics calculations).
As discussed above, it is possible that the static RG does
need a RSB structure (either strong, i.e in the ground
state as in mean field - or weak, i.e only in the low ly-
ing excitations) and a proposal for its construction was
made in32. Also, we interpret the recent results28 on the
simpler random phase shift model, i.e its mapping on
some version of Derrida’s random energy model, as an-
other hint that RSB may be important in these models.
If this is the case, it is then obvious that an equivalent
statement should exist in the dynamics, i.e that one may
need to construct a RG which violates FDT and replaces
it with a generalized FDT structure, a program which
was successfully carried in mean field dynamics44,45 We
will not address this question further here but will lucidly
concentrate on the predictions of the replica symmetric
RG which is certainly a good starting point in this prob-
lem.
The paper is organized as follows. In Section (II)
we define the model for a triangular lattice on a disor-
dered substrate. In Section (III) we study the statics
of the problem. First we use a mapping onto the repli-
cated Coulomb gas and derive the RG equations (Section
(III A). Then we analyze the RG flow and compute the
correlation functions (III B). The results for the trian-
gular lattice can be found in (III B 1). In (III B 2) we
give the results for the N = 1 Cardy Ostlund model
and review the discrepancy with other published results.
In Section (IV) we study the dynamics. In (IVA) we
carry first order perturbation theory and in (IVB) we
obtain the results for the dynamical RG. We then com-
pute the dynamical exponent, and obtain the scaling
behaviour of transport quantities at the transition. In
particular we identify an “effective critical force” at the
transition. Section (V) gives the conclusion. Technical-
ities are releguated in the appendices. In Appendix (A)
we discuss in detail the regularization, obtain the RG
equations and show explicitely the cutoff independence
of some universal ratios. In Appendix (B) we perform
the RG directly on the static replica effective action. In
Appendix (III) we perform the dynamical RG to second
order. In Appendix (IV) we study some consequences of
the statistical tilt symmetry.
II. THE MODEL
We consider a set of identical “atoms”. The interac-
tions between them is such that the ground state config-
uration in the absence of disorder is a perfect triangular
lattice (see fig. 1) of equilibrium positions R0i and lat-
tice spacing a0. Both thermal fluctuations and disorder
will result in displacements of the atoms from their ideal
positions R0i to new positions Ri = R
0
i +u(R
0
i ). Further-
more the connectivity of the lattice is fixed: each site
will have exactly six neighbors (see fig 1). This can be
realized in principle by considering a network of identi-
cal and permanent nearest neighbor bonds (tethers) with
the topology of a perfect triangular lattice. Dislocations
are thus excluded in this model by construction. As dis-
cussed in the Introduction, the model can also be rele-
vant at length scales and in regions of the phase diagram
where dislocations can be neglected.
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FIG. 1. Representation of the elastic lattice and its recip-
rocal lattice vectors of minimal modulus.
The interaction energy can be described in terms of
the local displacement field ~u(~r) by the harmonic hamil-
tonian
H0 =
1
2
∫
d2~q
(2π)2
ui(~q)Φij(~q)uj(−~q) (1)
where Φij(~q) is the elastic matrix of the 2D lattice.
In this paper we will consider isotropic (i.e triangular)
lattices which can be described by only two independant
elastic coefficients :
Φij(~q) = c11q
2PLij + c66q
2PTij (2)
where PLij = qˆiqˆj = qiqj/q
2 and PTij = δij − qˆiqˆj =
(qˆ⊥)i(qˆ⊥)j are respectively the longitudinal and trans-
verse projectors.
The interaction of the lattice with the impurity disor-
der of the substrate is modelled by adding to the hamil-
tonian:
HV =
∫
d2~x ρ(~x)V (~x) (3)
where ρ(~x) is the local density of atoms, ρ(~x) =∑
i δ
(2)(~x − ~Ri). The random potential is gaussian with
short range correlator V (x)V (x′) = h(x− x′). The sym-
bol .. denotes average over disorder, while 〈..〉 denotes
thermal averages.
This model can be transformed, as described in details
in12 (see Section II-B), into the following random phase
model:
3
Z =
∫
d[u]exp − 1
T
(H0 +Hdis) (4)
1
T
Hdis =
∫
~x
1
2
σij(x)(∂iuj + ∂jui) (5)
+2
√
g
∑
ν
cos
(
~Kν .~u(x) + φν(x)
)
The first terms corresponds to random local stresses
and comes from the q ∼ 0 part of the disorder12. The
effect of only this term was studied in26 (in the pres-
ence of dislocations), and would also arise in a problem
of structural disorder (with no substrate). The second
term originates from the Fourier components of the sub-
strate potential VK close to one of the reciprocal lattice
vectors12. The random field is a phase distributed uni-
formly over [0, 2π] and satisfies:
〈ei(φν(x)−φν′(x′)〉 = δν,ν′δ(2)(x− x′) (6)
Note that we are keeping only the terms which are rele-
vant in the RG sense near Tg. There are additional higher
harmonics terms which are irrelevant in d = 2 near Tg.
There are also higher non linear terms which are small in
the elastic limit |~u(~Ri+1)− ~u(~Ri)| ≪ a where the deriva-
tion of (1) is valid and also irrelevant by power counting.
These term will correct the bare values of the relevant
coupling constants46
The random stress field has the general correlator:
σij(x)σkl(x′) =
1
T
[(∆11 − 2∆66)δijδkl (7)
+∆66(δikδjl + δilδjk)]
The bare value is ∆66 = 0 and ∆11 = ρ
2
0hk=0/T (from
12
) but they will flow under renormalization.
We will study both the statics and the dynamics of
this model. The statics of this model can be studied us-
ing replicas to average over the disorder potential V (~x)47.
The replicated model reads:
Zn =
∫
d[ua]exp − 1
T
(
H
(n)
0 +HI
)
(8)
H
(n)
0 =
1
2
∑
ab
∫
q
[(c11P
L
ij + c66P
T
ij )δab (9)
−(∆11PLij +∆66PTij )]q2uai (q)ubj(−q)
HI
T
= −g
∑
ν=1,2,3
n∑
a,b=1
cos ~Kν .
[
~ua(~x)− ~ub(~x)] (10)
g is related to the fourier coefficient ∆K0 and the con-
stant density ρ0 : g = ρ
2
0hK0/T
2. We will also use the
dimensionless coupling constant g˜ = ga2.
III. STUDY OF THE STATICS USING A
COULOMB GAS FORMULATION
In this Section we study the statics of the model. We
first derive the renormalization group equations from a
Coulomb gas formulation. In the second part we compute
the static displacement correlation functions.
A. derivation of the RG equations from the
Coulomb gas
The model (8) is the analogue for a two-component
field of the two dimensional random field XY model
whose RG equations have been derived using the
Coulomb Gas approach by Cardy and Ostlund22. But
contrarily to them, our Coulomb gas formulation48–50 is
obtained by first using a Villain approximation51 before
averaging over the disorder. This results in a natural
coupling between the continuous replicated displacement
field ua(~x) and vector charges ~naν(~x) = n
a(~x, ν). ~Kν where
~Kν is one of the three (ν = 1, 2, 3) reciprocal lattice vec-
tor of minimal modulus (see fig 1) and na(~x, ν) ∈ Zn
:
Zn =
∫
d[ua]
∑
[naν(~x)]
exp
(
− 1
T
Hn0 − i
∫
~r
~naν .~u
a(~r) (11)
+
∫
~r
ln(
√
g)
∑
a,ν
(~na)
2
(~r, ν)
)
with the condition ∀(~x, ν) ∑a na(~x, ν) = 0. The RG
equations will be derived to lowest order in the charge fu-
gacity
√
g, since higher order operators are irrelevant near
the critical point52 : thus we can only consider charges
of the form na(x, ν) = δaα − δaβ ≡ δaα,β where α and β
are replica integers between 0 and n. The effective fu-
gacity of these minimal charges is g. Integrating over the
smooth field u(~x) one recover a 2D vector Coulomb Gas
with charges having both a spatial and a replica struc-
ture, and whose action is (omitting the fugacity term):
S[n] =
T
2
∑
ν,ν′
∫
~q
~naν,i(q)(Φ
−1)abij ~n
b
ν′,j(−q) (12)
= −T
2
∑
ν,ν′
∫
~r,~r′
~naν,i(~r)V
ab
ij (~r − ~r′)~nbν,j(~r′) (13)
where the interaction V (~r) is obtained by a Fourier
transform. We have incorporated the replica off diagonal
terms in Φ−1ab .
In this section, as is usualy done, we will use53, instead
of the full interaction, its asymptotic form49 (r ≫ a) (see
Appendix A) :
Vij(~r) = δij
(
κab1 ln
r
a
+
1
2
κab2
)
− κab2
rirj
r2
(14)
and κab1 =
(
c−166 + c
−1
11
)ab
/4π, κab2 =
(
c−166 − c−111
)ab
/4π.
We will use the notation κab1 = κ1δab − κ1 and (c11)ab =
c11δ
ab −∆11.
4
We won’t deal with possible appearence of dislocations
in this model. This will lead to an electromagnetic vector
CG which neads more work54. This simplification allows
us to derive RG equations by working on the 2-point
correlation function55 instead of the replicated partition
function50,49. These two schemes are equivalent56 to or-
der (at least) g2. The renormalised elastic matrix can be
defined as
q2
(
Φ−1R
)ab
ij
= (c−111,R)
abPLij + (c
−1
66,R)
abPTij (15)
= lim
q→0
q2
T
〈uai (~q)ubj(−~q)〉 (16)
To be consistent this definition must be independant of
the direction qˆ : this is simply a direct consequence of
the isotropic nature of the 2nd order invariant tensors
on the triangular lattice. The explicit expression for the
renormalised elastic coefficients naturally follows :
(
c−111,R − c−111
)ab
= (17)
−T lim
q→0
q2〈~ncν,l(~q)~ndν′,m(−~q)〉S[n]PLij
(
Φ−1
)ac
il
(
Φ−1
)bd
jm
where i, j, l,m are cartesian coordinates, and we used the
notation ~ncν,l = n
c ×
(
~Kν
)
l
. The same holds for c−166 by
simply replacing PLij by P
T
ij .
(α,β)
(β,α)
0
r
(α,β)
(b)
r
(α,β)
  (a)
(α,β)
(γ,α)
r
(c)
0
R
(α,β)
(β,γ)
R
0
FIG. 2. Representation of the three different configu-
rations that contribute to the correlation function of the
Coulomb Gas charge ~n. Configuration (a) is of order g2
whereas (b) and (c) are of order g3.
Replacing Φ−1 by its expression (2) and using the
Fourier transform of the charge correlation, we obtain
(
c−111,R
)ab
=
(
c−111
)ab
+
T
2
PLij
(
c−111
)ac (
c−111
)bd
(18)
×
∫
~r
(qˆ.~r)2〈~ncν,i(~0)~ndν′,j(~r)〉S[n]
This equation is the starting point of our RG study.
Note that itis a definition of the renormalised elastic co-
efficient exact to all order in g. We now proceed as follow
: first we expand perturbatively in g the right-hand side
of this equation. One can then apply a coarse-graining
procedure which leaves the form of this perturbative ex-
pansion unchanged, thus defining coarse-grained elastic
coefficients. To order g3 only three terms appear (see
fig.2) : (a) of order g2 and (b) and (c). Corrections
coming from the coarse-graining of configuration (a) de-
fines the coarse-grained elastic constant c−111 (l) to order
g2 and g(l) to order g, where l is the scaling parame-
ter. In the spirit of Coulomb Gas renormalisation48, this
corresponds to the annihilation of charges (screening of
the coulomb interaction), whereas the fusion of charges
is given by the contributions of configurations (b) and
(c) when |~R| ≪ |~r| or when |~R− ~r| ≪ |~r|. This gives the
correction of g(l) to order g2.
First, let us develop the two point correlation function
〈~ncν,i(~0)~ndν′,j(~r)〉 to order g3 : it is given by the three
contributions (a), (b), and (c) (see fig 2) :
〈~ncν,l(~0)~ndν′,m(~r)〉S[n] = g2A1(~0, ~r) + g3A2(~0, ~r) (19)
where the first term corresponds to the only neutral 2-
charges configuration :
A1(~0, ~r) =
∑
ν
n∑
α6=β
δcα,βδ
d
β,α(Kν)l(Kν)me
−Sa (20)
and configurations (b) and (c) contribute to the factor
A2 :
A2(~0, ~r) = 2
∫
~R
∑
ν 6=ν′
n∑
α6=β
δcα,βδ
d
α,β(Kν)l(Kν′)me
−Sb
+ 2
∫
~R
∑
ν
n∑
α6=β 6=γ
δcα,β(δ
d
β,γ + δ
d
γ,α)(Kν)l(Kν)me
−Sc
In these expressions, Sa, Sb, Sc are the respec-
tive actions of the three configurations : Sa =
2T | ~K|2
(
κ1 ln(r/a)− κ2(Kˆ.rˆ)2 + κ2/2
)
. The two others
can be easily expressed in terms of Sa. We can put this
back in the expression (18) of c−111,R. The angular inte-
gral of the g2 term can be performed, using the parameter
α = κ2| ~K|2T :
B11
66
(α) =
∑
ν
∫
drˆ (qˆ.rˆ)
2
(
qˆ‖
⊥
.Kν
)2
e2α(Kˆ.rˆ)
2−α (21)
= K2
3π
4
(±I1(α) + 2I0(α)) (22)
where I0 and I1 are the modified Bessel functions. The
function B11 appears in the expression of c
−1
11,R while c
−1
66,R
involvesB66. Using the following results on the replicated
charges
5
∑
α,β
δaα,βδ
b
β,α = −2
(
nδab − 1)
∑
α6=β 6=γ
δaα,βδ
b
β,γ = (2− n)
(
nδab − 1)
and the definition g˜ = ga2, we can express c−111,R as(
c−111,R
)ab
=
(
c−111
)ab
(l) (23)
− T
c211
g˜2(l)(nδab − 1)B11(α)
∫ ∞
a
dr
a
( r
a
)3−2| ~K|2K1T
+
T
c211
g˜3(l)(nδab − 1)
∫
|~r|≥a
d2~r
a2
K2Λ(~r)
The integrand in the last term is given by :
Λ(~r) =
∫
|~R|≥a
d2 ~R
a2
3
8
( r
a
)2 (
cos 2(Kˆ, rˆ) + 2
)
× ((2 − n)e−Sc − e−Sb)
We can then apply the coarse-graining procedure to
this self-consistent equation. We thus rescale the hard-
core cut-off from a to a˜ = aedl ≈ a + adl. The first
integral split into two terms (η = | ~K|2κ1T ) :
∫ ∞
a
dr
a
( r
a
)3−2η
−→
∫ aedl
a
dr
a
( r
a
)3−2η
+
∫ ∞
aedl
dr
a
( r
a
)3−2η
≈ dl + el(4−2η)
∫ ∞
a˜
dr
a˜
( r
a˜
)3−2η
Hence the first terms contribute to c−111 (l) while the
second renormalises g˜(l) :
d [c−111 ]
ab(l) = −g˜2(nδab − 1)TB11(α)c−211 dl (24)
d g˜2(l) = (4− 2| ~K|2κ1T )g˜2 dl (25)
For the purpose of this paper, we are only interested
in the contribution of the last term of eq. (23) to dg2. It
corresponds to configuration (b) and (c) of (fig.2), when
a ≤ |~R| ≤ a(1 + dl) or a ≤ |~R− ~r| ≤ a(1 + dl).
The renormalisability of the model that one can di-
rectly see in our procedure ensures that this correction
can be written as a a contribution to g˜2(l) of order g˜3.
First of all we check these renormalisation properties of
the hamiltonian :
lim
|~R|→a
e−Sb(~r,
~R) = e−Sa(~r) e−2α(Kˆ1.Rˆ)(Kˆ2.Rˆ)−
α
2
lim
|~R|→a
e−Sc(~r,
~R) = e−Sa(~r) eα(Kˆ1.Kˆ)
2−α2
The corresponding correction is
δΛ(~r) =
3
4
( r
a
)2 (
cos 2(Kˆ, rˆ) + 2
)
e−SaBg(α) (26)
where the fonction Bg(α) is given by
Bg(α) =
∫
dRˆe−α/2[(2 − n)eα cos2(Kˆ,Rˆ) (27)
− e−2α cos(Kˆ,Rˆ) cos(Kˆ′,Rˆ)]
= 2π [(2− n)I0(α/2)− I0(α)]
Integration over ~r leads to∫
d2~r
a2
K2δΛ(~r) = 2Bg(α)B11(α)
∫ ∞
a
dr
a
( r
a
)3−2K2κ1T
This is exactly the expected form, which can be written
as a correction to g2 :
d(g2) = −dl g˜32Bg(α) (28)
where
Bg(α) = −2π (I0(α) + (n− 2)I0(α/2))
The final equations, obtained after the n→ 0 limit, are
d c11
d l
=
d c66
d l
= 0 (29a)
d ∆11(l)
d l
= g˜2TB11(α) (29b)
d ∆66(l)
d l
= g˜2TB66(α) (29c)
d g˜
d l
= (2 −K2κ1T )g˜ − g˜2Bg(α) (29d)
with g˜ = ga2. From now on Bg(α) denotes its value at
n = 0.
It is useful to compare these equations with the one
for the n = 1 component model of Cardy and Ostlund.
To obtain them we set c11 = c66 = c (i.e α = 0),
∆11 = ∆66 = ∆ and consider the two reciprocal lat-
tice vectors (instead of three) of a square lattice in the
interaction term with K2 = 1. This gives two decoupled
n = 1 component model with RG equations obtained by
B11 = B66 → π and drop the term not proportional to
n− 2 in the g2 correction.
dc
dl
= 0 (30a)
d∆(l)
dl
= πg˜2T (30b)
dg˜
d l
= (2 − T
2πc
)g˜ − 4πg˜2 (30c)
the transition temperature is thus TCOg = 4πc.
B. Analysis of the RG flow and static correlation
functions
We now study the RG flow and compute the correla-
tions. In the case of the N = 1 model this was first done
in22,23 and later reconsidered in24,57.
6
1. triangular lattice
The flow defined by the above RG equations (29) has
similarities with the one obtained for the random field
XY model22. There is a transition at Tg = 2/(K
2κ1) =
8πK−2c11c66/(c11+ c66) and one has K
2 = 16π2/3a20 for
the triangular lattice.
In the high temperature phase T > Tg the disor-
der renormalizes to zero. At low temperature T < Tg
the coupling constant g˜(l) converges towards a pertur-
bative fixed point g˜∗. Introducing the reduced temper-
ature τ = (Tg − T )/Tg, one has: g˜∗ = 2τ/Bg(α) with
Bg(α) = 2π(2I0(α/2) − I0(α)). It depends continuously
on the value of α, defined in (21) and which we can evalu-
ate at Tg since we work near Tg. Using the above value for
Tg one finds that α(Tg) = αg = 2(c11−c66)/(c11+c66) =
2(1 + σ)/(3 − σ) where σ is the Poisson ratio defined as
usual as σ = 1 − 2c66/c11 = λ/(λ + 2µ). Thus we find
that the obtained fixed point depends continuously on
the Poisson ratio. Since the Poisson ratio is not renor-
malized one has now a plane of fixed points, rather than
a line in the case of the N = 1 Cardy Ostlund model,
parametrized by the temperature τ and the Poisson ra-
tio σ.
One must check however that the perturbative fixed
point does indeed exist, i.e that Bg(α) > 0 on the allowed
domain of variations of α. This is indeed the case since
one finds that Bg(α) > 0 as long as α ≤ α∗ ≈ 2.218. This
condition is fullfilled since c66 > 0 implies that α < 2.
At this fixed point both ∆11(l) and ∆66(l) grow to non
perturbative values. This is not a problem since due to
statistical symmetry58 they do not feedback in the RG
equations. This produces however a change in the corre-
lation functions (see e.g Appendix IV).
We can integrate the above RG equations and the so-
lution reads:
g˜(l) =
g0e
2τl
1 + χ(e2τl − 1) (31)
∆11,66(l) = ∆(0) +
D11,66
2τ
(
ln(1 + χ(e2τl − 1)) (32)
−χ(1− χ) e
2τl − 1
1 + χ(e2τl − 1)
)
where we defined D11,66 = 4τ
2TB11,66(α)/B
2
g(α) and
χ = g0Bg(α)/(2τ). Note that χ = g0/g˜
∗ for τ > 0. Thus
at large l one has in the glass phase (τ > 0):
g˜(l) = g˜∗ +O(e−2τl) (33)
∆11,66(l) = D11,66 ln
(
ael
ξ
)
+∆11,66(0) +O(e−2τl) (34)
where we have introduced the length:
ξ = a exp
(
1− χ− lnχ
2τ
)
(35)
For weak disorder g0 ≪ 2τ/Bg it corresponds to the
length ξ ∼ Ra ∼ (2τ/g0)1/(2τ) ≫ a at which trans-
lational order decays asymptotically (also equal to the
Larkin length Rc for this lowest harmonic model
7, valid
near Tg). Note that one can define another length scale
ξc defined as the crossover length between a log(r) be-
haviour of the mean squared displacements (see below)
for r < ξc to a large r regime which corresponds to a
log2(r) asymptotic correlation. This length diverges ex-
ponentially as ξc ∼ exp(−cst/τ2) at the transition τ = 0.
We now compute the correlation functions24. We will
be interested in the following correlation functions:
Bij(r) = 〈(ui(~r)− ui(~0))(uj(~r)− uj(~0))〉 (36)
= 2
∫
d2~q
(2π)2
(1− ei~q.~r)〈ui(~q)uj(−~q)〉
= BL(r)P˜
L
ij +BT (r)P˜
T
ij
where the projectors are defined by P˜Lij = rˆirˆj and
P˜Tij = (rˆ⊥)i(rˆ⊥)j . The longitudinal correlator is thus
given by
BL(r) = 2
∫
d2~q
(2π)2
(
1− ei~q.~r) P˜Lij 〈ui(~q)uj(−~q)〉 (37)
The transverse correlation function follows by replacing
P˜L by P˜T .
We define
Γij(~q,∆11,66(0), g˜(0)) = 〈~ui(~q)~uj(−~q)〉 (38)
Using usual dimensional scaling relations, we can write
Γij(~q,∆11,66(0), g˜(0)) = e
2l Γij(e
l~q,∆11,66(l), g˜(l))
We then choose the scaling parameter l such that24
qel = 1/a. The large r behaviour of the correlation func-
tion thus corresponds to the limit el →∞. The RG flow
approaches its fixed point in that limit : g˜ → g˜∞ ≈ g˜∗.
Assuming that Γij(1/a,∆11,66(l), g˜
∗) can be evaluated
perturbatively in g˜∗ near Tc We can then evaluate the
correlation function :
Γij(~q,∆11,66(0), g˜(0)) = (39)
T
q2
(
(c−111 +
∆11(l)
c211
)PLij + (c
−1
66 +
∆66(l)
c266
)PTij
)
The correlation function then takes the following form
near Tg:
〈~ui(~q)~uj(−~q)〉
q→0≃ −Tg
q2
ln(qξ)
(
D11
c211
PLij +
D66
c266
PTij
)
(40)
The angular integrals can be easily performed using
the formula:
7
12π
∫
dqˆ(1− ei~q.~r)Pαij P˜ βij =
1
2
(1− J0(qr) + ǫαβJ2(qr))
(41)
with α, β = L, T and ǫLL = ǫTT = 1 and ǫLT = ǫTL =
−1.
This gives:
BL,T (r) =
1
2π
(B˜11 + B˜66)
∫
dq
q
ln(1/(qξ))(1− J0(qr)) (42)
± 1
2π
(B˜11 − B˜66)
∫
dq
q
ln(1/(qξ))J2(qr)
where B˜11,66 = TgD11,66/c
2
11,66. The integrals can be
evaluated as:
1
2π
∫ 2pi
a
0
dq
ln(qξ)
q
(1− J0(qr))
= − 1
4π
ln2
(
r
ξ
)
+O
(
ln
( r
a
))
1
2π
∫ 2pi
a
0
dq
ln(qξ)
q
J2(qr)
= − 1
4π
(
ln
(
r
ξ
))
+O (1)
The difference between the expressions of BL and BT
is the sign of the second order Bessel function J2(qr).
Both these correlations have the same leading term in
the limit of large r, given to the lowest order in τ by:
BL(r) ∼ BT (r) ∼ b(α)
K2
τ2 ln2
(
r
ξ
)
(43)
with a universal coefficient (the cut-off dependence
drops out) b(α) = (B˜11 + B˜66)/(4π) Another univer-
sal quantity (in the limit of large r) is the difference
BT (r)−BL(r) since the leading integral, with all its cut-
off dependent corrections in ln r/a cancel exactly. One
obtains:
BT (r) −BL(r) ∼ b˜(α)
K2
τ2 ln
(
r
ξ
)
(44)
The coefficient of the log is a universal function of c11
and c66, b˜(α) = (B˜66 − B˜11)/(4π). Specifically one finds
(see fig.3 for a plot of these functions) :
b(α) = 6
2I0(α)(1 +
α2
4 )− αI1(α)
(2I0(α/2)− I0(α))2 (45)
b˜(α) = 6
I1(α)(1 +
α2
4 )− 2αI0(α)
(2I0(α/2)− I0(α))2 (46)
(47)
where α = αg = 2(c11 − c66)/(c11 + c66).
Here it is interesting to remark that in addition to the
two terms (43,44), BL,T (r) contains a non universal term
proportional to ln(r/a) (e.g a term like ∆(0) ln(r/a)).
Therefore when comparing the RG predictions with e.g
numerical results, one should be careful in identifying the
different components of the spatial correlations.
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FIG. 3. Plot of the numerical coefficients of the correla-
tion functions BT,L(r) and BT (r) − BL(r) : b(α) and b˜(α)
as function of the elastic ratio α = 2(1 + σ)/(3 − σ). We
have also plotted the coefficient of the dynamical exponent :
θ(α) = (z − 2)/τ . θco, the corresponding value for the planar
random field XY model (the Cardy-Ostlund model) is shown
as a reference. See the text for the details.
As we discuss in the Appendix IV the distribution of
rescaled displacements u/ ln r should be gaussian. Thus
we have also obtained the decay of the structure factor
at large r:
CK0(r) = e
iK0.u(r)e−iK0.u(0) ∼ exp(−1
2
b(α)τ2 ln2(
r
ξ
)) (48)
the corresponding result for the N = 1 CO model
structure factor is given in 10 of the Appendix IV.
Though the ln2 r term is isotropic there is subdominant
anisotropy. For instance one has for the decay in different
directions:
CK0(r ‖ K0)
CK0(r ⊥ K0)
∼ (ξ
r
)
b˜(α)τ2
2 (49)
which is the analogous for d = 2 of Eq. (4.32) of Ref.12.
High temperature phase
Finally, the high temperature phase is characterised by
g˜(l →∞) = 0 and a non universal value of ∆i(l)→ ∆∞i .
From (31) we find
8
∆∞11,66 = ∆11,66(0) +
D11,66
2τ
(ln(1 − χ) + χ) (50)
which depends on the initial bare values of ∆ but remains
finite at the transition τ → 0−.
Since the renormalised theory is gaussian, the corre-
lation function is straightforwardly given in the limit of
large r by:
〈(ui(~r)− ui(~0))(uj(~r)− uj(~0))〉 ∼ (51)
T
π
δij ln
( r
a
)(
(c−111 +
∆∞11
c211
) + (c−166 +
∆∞66
c266
)
)
2. Cardy-Ostlund model
In the case of the Cardy Ostlund N = 1 problem, de-
fined in its replicated version, as:
H
T
=
∑
ab
∫
r
(
1
2T
(cδab −∆ab)∇ua∇ub − g cos(K(ua − ub)) (52)
one finds, using (30):
B(r) = 〈(u(r) − u(0))2〉 ∼ 2
K2
τ2 ln2(r/ξ) (53)
where, we recall τ = (Tg − T )/Tg. As announced in the
Introduction, this result is different from all the results
previously published (to our knowledge). Since it is im-
portant for comparison with several existing numerical
simulations, we now discuss in more details this discrep-
ancy.
Our result is smaller by a factor of 2 from the original
result (5.24) of Ref.23. It is smaller by a factor of 4 from
the result quoted in Ref.38, and still by a factor of 2 from
its later corrected value59 (it is also larger by a factor of
4 from the result obtained in57).
As discussed above the RG equations which read at Tg,
d∆/dl = c1g
2, dg/dl = c2g
2 are not universal but the fol-
lowing amplitude ratio, defined in38 R = Tgc1/(cc2)
2 is
universal. We find here that R = π. (as well as in Ref.7).
This is also the valued we inferred from the static and
dynamic RG equations of23,60 and we thus agree with
their RG equations. This value was R = 2π and thus
incorrect in38 but later corrected back to R = π59.
The origin of the discrepancy between (53) and the
result (5.24) of Ref.23 thus lies in the calculation of the
correlation function. It can probably be traced to the
algebraic mistake between equations (5.23) and (5.24) of
Ref.23. Finally the discrepancy with57 lies first in their
RG equations with N = 1 (we extracted their amplitude
ratio as being R = π/2) and later in a factor of two
in the calculation of the correlations (correcting for the
additional misprint between formulae (13) and (14)).
As discussed in the Introduction this improves the
comparison between numerical simulations and the RS-
RG. Indeed in Ref.36 a result smaller by a factor of
5 than38 was found, and we find here a result smaller
than38 by a factor of 4. Concerning the recent quoted
results40 of the numerical determination of the ground
state, we find that it is about twice the naive continua-
tion of our amplitude to T = 0, i.e setting (τ = 1) in the
above result (53).
IV. DYNAMICS
In this section we study the dynamics of the triangular
lattice on a disordered substrate. We study directly the
dynamics of the original random sine gordon model (5).
The method we use is to perform the renormalisation on
the dynamical effective action associated to (5) and com-
pute dynamical quantities. We find that this method
is more convenient, and leads to more tractable calcu-
lations, than the method60,61 originally used by Gold-
schmidt and Schaub to study the dynamics of the Cardy-
Ostlund model. In order to obtain the dynamical expo-
nent z one needs, in addition to purely dynamical quanti-
ties, some information on the statics. It would be poten-
tially erroneous to attempt to extract from the previous
Section the necessary information on the statics, since
we used in the previous Section a different method with
a different regularisation scheme. Instead, the consis-
tent approach is to use the same method and the same
regularisation scheme in the statics and the dynamics.
We will thus carefully reobtain the results for the stat-
ics within the same dynamical RG. This is possible, as
we will demonstrate, because we are studying the equi-
librium dynamics. Using the fluctuation dissipation the-
orem (FDT), which then holds exactly by assumption,
one can then reobtain the statics. We will also show
(see Appendix B) that the same effective action method,
but applied to the replica symmetric theory gives the
same results for the static as the FDT equilibrium dy-
namics. Also clearly demonstrate how the cutoff depen-
dence comes in the RG equations and how at T = Tg
the physical amplitudes become universal, as detailed in
Appendix A.
A. perturbation theory on the dynamical action
The dynamics of the model (5) can be described by a
Langevin type equation:
η
∂
∂t
uα(x, t) = − δH
δuα(x, t)
+ ζα(x, t) (54)
with 〈ζα(x, t)ζβ(x′, t′)〉 = 2ηT δαβδ(x− x′)δ(t− t′) be-
ing the thermal noise and η is the friction coefficient. The
hamiltonian H is the sum H0 +Hdis defined in (5). The
equation of motion reads, specifically:
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η
∂
∂t
uα = c66∇2uα + (c11 − c66)∂α∂βuβ (55)
+ fα1 (x) + f
α
2 (x) + ζ
α(x, t)
fα1 (x) = −2T
√
g
∑
ν
~Kαν sin
(
~Kν .~u(x) + φν(x)
)
(56)
fα2 (x) =
T
2
(∂βσαβ + ∂βσβα) (57)
A convenient method to study the dynamics is to use
the de Dominicis-Janssen (or Martin Siggia Rose) gen-
erating functional. Using the Ito prescription it can be
readily averaged over disorder. The disordered averaged
functional reads:
Z[h, hˆ] =
∫
DuDuˆe−S[u,uˆ]+hu+ihˆuˆ (58)
S[u, uˆ] = S0[u, uˆ] + S2[u, uˆ] + Sint[u, uˆ]
S0[u, uˆ] =
∫
q,t
iuˆα−qt(η∂t + c11q
2PLαβ + c66q
2PTαβ)u
β
q,t (59)
− ηT
∫
r,t
(iuˆαrt)(iuˆ
α
rt)
S2[u, uˆ] = −T
2
∫
q,t,t′
(iuˆαq,t)(iuˆ
β
−q,t′)q
2 (60)
× (∆66PTαβ(q) + ∆11PLαβ(q))
Sint[u, uˆ] = −1
2
∫
rtt′
(iuˆαrt)(iuˆ
β
rt′)∆
αβ(urt − urt′) (61)
where the correlator of the pinning force is
f1(r, urt)f1(r′, ur′t′) = ∆
αβ(urt − ur′t′). ¿From this
functional one can obtain the disorder averaged corre-
lation function Cα,βrt,r′t′ = 〈uαrtuβr′t′〉 and response function
Rα,βrt,r′t′ = δ〈uαrt〉/δhβr′t′ which measures the response to
a perturbation applied at a previous time. They are ob-
tained from the above functional as Cαβrt,r′t′ = 〈uαrtuβr′t′〉S
and Rαβrt,r′t′ = 〈uαrtiuˆβr′t′〉S respectively. Causality im-
poses that Rrt,r′t′ = 0 for t
′ > t and the Ito prescription
imposes that Rrt,r′t = 0. All correlations uˆuˆ vanish.
We will assume here time and space translational invari-
ance and denote indifferently Crt,r′t′ = Cr−r′,t−t′ and
Rrt,r′t′ = Rr−r′,t−t′ by the same symbol, as well as their
Fourier transforms when no confusion is possible. Note
that in this problem Cr,−t = Cr,t.
In the absence of disorder the action is simply
quadratic S = S0 and the response function is thus (for
t > 0):
Rαβq,t = P
L
αβ(q)µe
−c11q
2µtθ(t) + PTαβ(q)µe
−c66q
2µtθ(t)
(62)
we have introduced the mobility µ = 1/η. The corre-
lation function is:
Cαβq,t = P
L
αβ(q)
T
c11q2
e−c11q
2µt + PTαβ(q)
T
c66q2
e−c66q
2µt
(63)
They satisfy the fluctuation dissipation theorem
(FDT), i.e that:
Rαβr,t = −θ(t)
1
T
∂tC
αβ
r,t (64)
In the presence of disorder one will study perturbation
theory expanding in the interaction term Sint using the
quadratic part S0 + S2 as the bare action. The disorder
has a quadratic part S2 which is purely static and is im-
material in the perturbation theory. Indeed the response
function of S0 + S2 is identical to the one of S0 and the
correlation function is changed as: Cαβq,t → Cαβq,t +Cstatαβq,t
with:
Cstat
αβ
q,t = T
∆66
c266q
2
PTαβ(q) + T
∆11
c211q
2
PLαβ(q) (65)
which is purely static and does not appear in any di-
agram of perturbation theory. Thus for any practical
purpose one can consider that S0 is used as the bare ac-
tion.
We will perform the calculations on the general form
for the correlator of the disorder :
∆αβ(u) =
∑
K
∆αβK e
iK.u (66)
In the case of the triangular lattice for later conve-
nience the sum is over the six reciprocal lattice vectors
K = 1, 2, 3,−1,−2,−3. We will specialize at the end to
the case of interest here, i.e a triangular lattice with the
model introduced in Section II:
∆αβ(u) = 2gT 2
∑
K=1,2,3
KαKβ cos(K.u) (67)
where we denote by 1, 2, 3 the three reciprocal lattice vec-
tors Kν with ν = 1, 2, 3 of (5).
In fact, the condition ∆αβK = ∆KKαKβ is a potential
condition which is preserved under RG and describes the
dynamics of the model studied in the previous Section.
With no loss of generality ∆(u) is an even function and
thus ∆K = ∆−K and ∆K is real. The model of Section
II is thus obtained for ∆K = gT
2, and more generally
the relation with the statics studied in Appendix C is
∆K = 2T
2gK .
To establish the dynamical RG equations we will com-
pute the effective action in perturbation of Sint using
S0+S2 as the bare theory. The calculation to second or-
der is performed in the appendix and we will only quote
the results. Here we compute the effective action Γ[u, uˆ]
to lowest order in the interacting part Sint:
Γ[u, uˆ] = S0[u, uˆ] + S2[u, uˆ] (68)
+〈Sint[u+ δu, uˆ+ δuˆ]〉δu,δuˆ +O(S2int)
where the averages over δu, δuˆ are performed with the
action S0 + S2. The calculation gives:
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Γ[u, uˆ] = S0 + S2 −
∫
rtt′
Rγβrt,rt′(iuˆ
α
rt)〈∆αβ;γ(urt − urt′)〉
−1
2
∫
rtt′
(iuˆαrt)(iuˆ
β
rt′)〈∆αβ(urt − urt′)〉 (69)
Here the symbol 〈F [u]〉 means 〈F [u + δu]〉δu and we
have used the symmetry ∆αβ = ∆βα. We denote
∆αβ;γ(u) = ∂γ∆
αβ(u) etc.. This can be rewritten as:
Γ[u, uˆ] = S0 + S2 +
∫
rtt′
(iuˆαrt)Σ(urt − urt′ , t− t′)uβrt′
−1
2
∫
rtt′
(iuˆαrt)(iuˆ
β
rt′)D
αβ(urt − urt′ , t− t′) (70)
with:
Σαβ(urt − urt′ , t− t′) = Rγδrt,rt′(〈∆αβ;γδ(urt − urt′)〉 − δtt′
∫
t′′
Rγδrt,rt′′〈∆αβ;γδ(urt − urt′′)〉) (71)
= −
∑
K
∆αβK e
iK(urt−urt′ )(K.R0,t−t′ .Ke
−K.(C0,0−C0,t−t′ ).K − δ(t− t′)
∫
τ
K.R0,τ .Ke
−K.(C0,0−C0,τ ).K) (72)
Dαβ(urt − urt′ , t− t′) = 〈∆αβ(urt − urt′)〉 =
∑
K
∆αβK e
−K.(C0,0−C0,t−t′ ).KeiK(urt−urt′ ) (73)
One can check that the exact FDT equalities are sat-
isfied (for t > t′):
∂t′D
αβ(urt − urt′ , t− t′) = −TΣαβ(urt − urt′ , t− t′) (74)
where the time derivative acts only on the explicit time
dependence (i.e second argument) of the function62
In the above effective action to first order we will keep
only the relevant terms, namely:
(i) the disorder, by definition:
∆αβR = D
αβ(urt − urt′ ,∞) (75)
(ii) the thermal noise, by definition:
δ(ηT )αβ =
1
2
∫
τ
(Dαβ(0, τ)−Dαβ(0,∞)) (76)
which will be in practice a diagonal tensor δ(ηT )αβ =
δ(ηT )δαβ .
(iii) the friction coefficient, by definition:
δηαβ = lim
ω→0
i∂ωΣ
αβ(0, ω) = −
∫
τ>0
τΣαβ(0, τ) (77)
Let us note that in the same way that the disorder
term D generated in the effective action can be split into
a time persistent (i.e non local in time) operator (dis-
order (i)) which become relevant at Tg and an operator
local in time (thermal noise (ii)), the term Σ gives a local
operator (friction (iii)) and an additional time persistent
kinetic term (iv) not written above. In the present ap-
proach these terms are directly related via the FDT. and
we do not need to consider (iv) separately, though it may
be important in other cases.
Using the above FDT relation, integrating by parts
and using the symmetry Cr,−t = Cr,t one immediately
finds that Tδηαβ = δ(ηT )αβ , i.e that temperature is not
renormalized:
δT = 0 (78)
The non-renormalization of temperature holds to all
orders and is guaranteed by the FDT relations.
Thus, to first order one has simply to consider the dis-
order:
∆RK = ∆Ke
−K.(C0,0−C0,t=∞).K (79)
and the correction to the friction:
δηαβ =
1
T
∑
K
∆αβK
∫ +∞
0
dt(e−K.(C0,0−C0,t).K
−e−K.(C0,0−C0,t=∞).K)
Using that ∆αβK = ∆KKαKβ , ∆K = gT
2 for the model
of interest and isotropy one gets that δηαβ = δηδαβ with:
δη =
gT
2
∑
K
K2
∫ +∞
0
dt(e−K.(C0,0−C0,t).K (80)
−e−K.(C0,0−C0,t=∞).K) (81)
which becomes infrared divergent below Tg. We now
turn to the full result up to second order and the renor-
malization.
B. RG equations to second order and calculation of
the dynamical exponent
The calculation of the effective action Γ to second order
in Sint is performed in the Appendix. We now summa-
rize all the results up to second order, specializing to the
case of interest here, i.e model (5) with ∆K = gT
2. We
have also introduced the dimensionless disorder strength
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g˜ = ga2. We have specified a short-scale regularization,
which we keep as general as possible (see Appendix for
all details):
Cij(~r, t, a) = T
∫
d2~q
(2π)2
φ(aq)
q2
ei~q.~r (82)
×
(
c−111 P
L
ije
−c11q
2µt + c−166 P
T
ij e
−c66q
2µt
)
with φ(0) = 1.
One has:
Bij(r, t, a) = 2(Cij(0, 0, a)− Cij(r, t, a)) (83)
= Bij(r/a, t/a
2, 1) (84)
With these definitions one finds:
gR = e
− 12K.B(0,t=∞,a).Ka−2(g˜ + g˜2a−2
∫
r
(eK.B(r,0,a).K
′ − 2e− 12K.B(r,0,a).K)) (85a)
∆66,R = ∆66 +
1
2
g˜2a−4T
∑
K
∫
r
(
3
8
K2r2 − 1
4
(K.r)2)e−K.B(r,0,a).K (85b)
∆11,R = ∆11 +
1
2
g˜2a−4T
∑
K
∫
r
(
1
8
K2r2 +
1
4
(K.r)2)e−K.B(r,0,a).K (85c)
ηR = η +
1
2
T g˜a−2
∑
K
K2
∫ +∞
0
dte−
1
2K.B(0,t,a).K (85d)
In the first line K ′ 6= K. The last line is our previ-
ous first order result (80). Studying the variation with
respect to an infinitesimal change of cutoff a→ a′ = ela
leads to the following RG equations, derived in detail in
the Appendix:
d∆66(l)
dl
= A66(φ)T g˜(l)
2 (86a)
d∆11(l)
dl
= A11(φ)T g˜(l)
2 (86b)
dg˜(l)
dl
= (2− κ1K2T )g˜(l) + g˜(l)2Ag(φ) (86c)
dη(l)
dl
= Aη(φ)T g˜(l) (86d)
with Tc = 2/κ1K
2. The amplitudes Ai(φ) in general
depend on the details of the regularisation and are com-
puted in the Appendix. When evaluated at T = Tg how-
ever, they have a simple form:
A66 =
3π
4
K2e8πC(φ)(2I0(α) − I1(α)) (87a)
A11 =
3π
4
K2e8πC(φ)(2I0(α) + I1(α)) (87b)
Ag = 2πe
4πC(φ)(I0(α) − 2I0(α/2)) (87c)
Aη =
3
2
eγ+4πC(φ)K2
1
c66
(
c66
c11
)
c66
c11+c66 η = Bη (87d)
One sees that all cutoff dependence drops out of the uni-
versal ratios determining the critical exponents.
The dynamical exponent z below Tg is determined
from:
d ln η(l)
dl
= TBg˜(l) (88)
At the fixed point g˜(l) = g˜∗ = −2τ/Ag with τ =
(T − Tc)/Tc one has η(L) ∼ Lz−2 where the dynamical
exponent is:
z − 2 = −2τ TgB
Ag
=
12eγτ
2I0(α/2)− I0(α) (
c66
c11
)
c66
c11+c66
c11
c11 + c66
using K2Tg = 8π/(c
−1
11 + c
−1
66 ). This yields our result
for the dynamical exponent to lowest order in τ :
z − 2
τ
= θ = 3eγ
(2 + α)(2−α2+α )
2−α
4
2I0(α/2)− I0(α) (89)
with α(Tg) = αg = 2(c11 − c66)/(c11 + c66) = 2(1 +
σ)/(3 − σ) where σ is the Poisson ratio defined as usual
as σ = 1− 2c66/c11 = λ/(λ + 2µ). See fig.3 for a plot of
this exponent θ.
One checks that in the case of the N = 1 Cardy
Ostlund model one recovers previous result. Performing
the substitutions explained before equation (30), with
g˜∗ = τ/(2π), BCO = eγ/c, TCOg = 4πc, one finds:
zCO − 2 = g˜∗TCOg BCO = 2eγτ (90)
which is the result of Goldschmidt and Schaub60,61
(they use
√
c = eγ/2).
One can obtain further dynamical quantities near the
transition. Explicitly integrating the RG equation (31)
one has:
∫ l
0
dlg˜(l) =
1
Bg
ln(1 + χ(e2τl − 1)) (91)
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This yields the diffusion coefficient D = c/η at scale
L = a ln l. We denote D0 = D(a) the bare diffusion
coefficient D0 = D(a). Exactly at Tg one finds:
D(L)
D0
= exp(−BT
∫ l
0
dlg˜(l)) =
1
(1 + ln(L/a)ln(ξ0/a) )
θ
(92)
with ξ0 = a exp(1/(g0Bg)) is the characteristic length
at Tg and the exponent θ = limτ→0+(z−2)/τ is given by
the formula (89) above.
Above and near Tg one has:
D
D0
= exp(−θ ln(1 + g0Bg
2|τ | )) (93)
Finally below Tg one has:
D
D0
= (1 +
g0Bg
2τ
(e2τl − 1))θ ∼ e(2−z)l (94)
One can also study the velocity v of the system in re-
sponse to a small force f . We follow the analysis of61
based on stopped RG arguments as in63. Above Tg one
has v ∼ µf with µ = D (Einstein relation), and D was
obtained in (93). In the glass phase T ≤ Tg one iterates
the RG until a scale L ∼
√
c/f and then match the RG
to an asymptotic ohmic regime. One thus obtains the
v − f characteristics as v = µ(L =
√
c/f)f . For τ > 0
one has:
v ∼ µ0f
(1 + ( fcf )
τ − ( fcf0 )τ )
z−2
2τ
(95)
with f0 = c/a
2 and fc is the effective critical force.
Since we work at T > 0 there cannot be a true criti-
cal force, but one can always define an effective critical
force1. In the case of vortices in superconductors it is
gives the critical current jc. It is also possible to relate
fc to the Larkin length Rc = a(2τ/g0Bg)
1/(2τ) which is
similar to Ra in this single cosine model. The relation is
fc/f0 = (a/Rc)
2. Thus for weak disorder one has:
v ∼ µ0f
(
f
fc
) z−2
2
(96)
Exactly at the transition τ = 0 one finds:
v ∼ µ0 f
(1 +
ln(
f0
f
)
ln(
f0
fc
))θ
(97)
with fc = cξ
−2
0 .
Note that we have used near-equilibrium arguments
which assume the irrelevance of KPZ type terms near
the transition and ignores possible violations of Einstein
relation. A more detailed analysis goes beyond the scope
of this paper61.
V. CONCLUSION
In this paper we have studied the problem of a triangu-
lar elastic lattice on a disordered substrate, excluding dis-
locations. This problem is interesting in relation to vor-
tex lattices in superconductors, friction of surfaces, mag-
netic bubbles. We have constructed the N = 2 compo-
nents model necessary to describe correctly the triangular
lattice and we have studied both the statics and the dy-
namics using several methods of renormalization. These
methods have yielded consistent results. We have stud-
ied several regularizations and showed explicitely that the
amplitude ratios which determine the exponents become
independent of the regularization procedure at Tg.
We have obtained that there is a glass phase for T < Tg
where disorder is perturbatively relevant and yields to
behaviour qualitatively similar, but quantitatively more
complex than the N = 1 component version of this model
studied so far. We found that the glass phase is described
by a a plane of fixed points, parametrized by temperature
and the Poisson ratio. We obtained that a u2 ∼ A1 ln2 r
growth of the static displacements and computed the am-
plitude A to lowest order in T − Tg. We found that it
is a universal function of the Poisson ratio. We showed
that the asymptotic behaviour of the correlation function
in the glass phase is isotropic uT ∼ uL, but also found
a universal subdominant anisotropy u2T − u2L ∼ A2 ln r.
These behaviours are reminiscent of the behaviour for the
Bragg glass in d = 4 − ǫ or in d = 3 obtained from the
GVM, with the difference that u2 ∼ Ad ln r in that case
and u2T − u2L ∼ cst.
We have also studied the equilibrium dynamics of the
model. We have obtained the dynamical exponent z,
which is also a function of temperature and the Poisson
ratio. This value is larger than the one for the N = 1
component model indicating that the system is more
glassy. We also computed the effective critical current
in the glass phase and related it to the Larkin length.
Finally, we also reexamined the statics of the N = 1
Cardy-Ostlund model (planar random field XY model).
We obtained an expression for the amplitude of the
u2 ∼ A ln2 r growth of the displacements which seems
compatible in order of magnitude with the numerical
simulations, though more extensive simulations would
be useful. Another prediction is that the distribution of
rescaled displacements u/ ln r is a gaussian at large scale.
We propose that this could provide a new and non trivial
numerical check of the validity of the replica symmetric
Cardy-Ostlund RG.
We thank T. Giamarchi, L. Cugliandolo, J. Kurchan
for useful discussions.
Note added:
While this manuscript was under completion we re-
ceived a preprint by C. Carraro and D.R. Nelson, cond-
mat/9607184 who study the same model (5). Their re-
sults are different from ours. Their static RG calculation
does not take into account angular integrals and thus
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shows no dependence on the Poisson ratio. The two cal-
culations may coincide only for the case α = 0, but a
direct comparison was difficult since they did not com-
pute the ln2 r amplitude. Our result for z, obtained by
carefully using the same regularization in the statics and
the dynamics, also disagrees with their result.
APPENDIX A: REGULARISATION AND
UNIVERSALITY
In this appendix we detail the method we used to
renormalise eqs. (85), with a general regularisation func-
tion φ. This is interesting for several reasons: first as
we have seen it is crucial to use the same cut-off pro-
cedure in the dynamics and static RG approach. Sec-
ond, using a general cut-off gives a well-defined method
to determine the universal quantities, and moreover it
might be crucial to avoid the usual logarithmic approxi-
mation when comparing results with experiments (or nu-
merical calculations) : for the case of He film, see the
discussion of Nozie`res and Gallet63. The procedure we
develop originates from the momentum renormalisation
of the XY model by Knops and Den Ouden64. We use
here a method that allows a real-space renormalisation :
thus direct comparison with the hard core procedure is
possible.
In order to study a change of the cutoff in eqs. (85)
we introduce:
hij(~r, t, a) = aT
∫
d2~q
(2π)2
φ′(aq)
q
ei~q.~r (A1)
×
(
c−111 P
L
ije
−c11q
2µt + c−166 P
T
ij e
−c66q
2µt
)
Note that the above integral for hij(~r, t, a) has no in-
frared divergence in q. First we notice that (with κ1
defined in (14)) :
Kihij(~0, 0, a)K
′
j = −κ1TK.K ′
and also:
hij(~r, t, a) = hij(0, 0, a)− 1
2
ad/daBij(~r, t, a) (A2)
= hij(0, 0, a) +
1
2
~r.∇~rBij(~r, 0, a) (A3)
= hij(0, 0, a) + t∂tBij(~0, t, a) (A4)
Then upon a change of the cut-off parameter a→ a˜ =
ael, we have the following change of cut-off function to
first order in l:
φ(aq) = φ(a˜q)− qla˜φ′(a˜q) (A5)
This gives:
Bij(r, t, a) = Bij(r, t, a˜) + 2l(hij(r, t, a˜)− hij(0, 0, a˜)) (A6)
Let us focus for example on the definition of the renor-
malised ∆66,R (eq. 85b). Using (A6) in it we obtain
:
∆66,R = ∆66 +
1
2
g˜2
a˜4
Te2l(2−Tκ1K
2)
∑
~K
∫
r
e−K.B(r,0,a˜).K (A7)
×
(
3
8
K2r2 − 1
4
(K.r)2
)
(1− 2l K.h(r, 0, a˜).K)
which can be put in the same form as the original equa-
tion (85b) with the following definition of the running
coupling constants:
g˜(l) = g˜el(2−Tκ1K
2) (A8)
d∆66(l)
dl
= A66(φ)T g˜(l)
2 (A9)
The scaling amplitude A66(φ) depends on the cutoff
function but not on a˜ which can be eliminated by rescal-
ing r/a˜→ r :
A66(φ) = −
∑
~K
∫
~r
(
3
8
K2r2 − 1
4
(K.r)2
)
(A10)
×K.h(r, 0, 1).Ke−K.B(r,0,1).K
Note that this integral over r is by construction finite
and convergent in the infrared and ultraviolet.
Similarly from (85c,85d) one obtains the equations
(86b,86d) with the RG amplitudes
A11(φ) = −
∑
~K
∫
~r
(
1
8
K2r2 +
1
4
(K.r)2
)
(A11)
×K.h(r, 0, 1).Ke−K.B(r,0,1).K
Aη(φ) = −
∑
~K
K2
∫ +∞
0
dt (A12)
×K.h(0, t, 1).Ke−12K.B(0,t,1).K
The same method can be used for the RG equation of
g˜ in the case t =∞:
Bij(0,∞, a) = Bij(0,∞, a˜) + 2l(hij(r,∞, a˜)− hij(0, 0, a˜)) (A13)
= Bij(0,∞, a˜) + 2lTκ1δij (A14)
We used hij(r, t =∞, a˜) = 0. Thus we obtain the RG
eq. (86c) with
Ag(φ) = 2
∫
~r
(K.h(r, 0, 1).K ′eK.B(r,0,1).K
′
(A15)
+K.h(r, 0, 1).Ke−
1
2K.B(r,0,1).K)
As we have seen these RG amplitudes depends in a non
trivial way on the cut-off procedure (here the fonction φ).
However they enter (for example) the expression of the 2-
point correlation functions, whose asymptotic behaviour
should be universal at Tc. Thus we have to compute
the values of the amplitudes Ai(φ) at T = Tc. As we
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will see they involves the asymptotics of the propagators
Bij(~r, 0, a) (|~r| ≫ a) and Bij(0, t, a) (t≫ a2).
First we focus on the r-propagator, which gives also the
asymptotic interaction of the Coulomg-Gas (see (14)):
V (~r, a) = Bij(~r, 0, a) = E(r)δij + F (r)rˆirˆj
.
where F (r) is given by
F (r) = 2T
1
2π
(c−111 − c−166 )
∫
dq
φ(aq)
q
J2(qr) (A16)
The other coefficient is given by 2E(r) = Tr.B(r) −
F (r) where
Tr.B(~r) =
∑
i
Bii(~r, 0, a) (A17)
=
T
π
(c−111 + c
−1
66 )
∫
d2~r′
a2
φ(r′/a) ln
( |~r − ~r′|
|~r′|
)
The large r behaviour of the integral follows from the
formula (|~r| ≫ a):∫
d2~q
(2π)2
φ(aq)
q2
(
ei~q.~r − 1) ≈ − 1
2π
ln(r/a) + C(φ) (A18)∫
dq
φ(aq)
q
J2(qr) ≈ 1
2
φ(0) (A19)
where C(φ) = 12π
∫
d2~r′φ(r′) ln(r′). The asymptotics of
the interaction is then :
E(r) ≈ 2Tκ1 [ln(r/a)− 2πC(φ)] + Tκ2 (A20)
D(r) ≈ −2Tκ2 (A21)
Now we turn back to the time propagator, which is
given by
Bij(0, t, a) = Tδij
[
c−111 F (c11, t, a) + c
−1
66 F (c66, t, a)
]
(A22)
where we define the function
F (c, t, a) =
∫
d2~q
(2π)2
φ(aq)
q2
(
1− e−cq2tµ
)
(A23)
= − 1
4π
∫
d2~rφ(r)Ei
(
−r
2a2
4ct
)
(A24)
where Ei means the Exponential-Integral function which
verifies (γ is the Euler constant) :
Ei(−x) = γ + ln(x) +
∞∑
n=1
an
xn
Taking the limit of large time in (A22) using the above
equation, we find
Bij(0, t, a) ≈ Tδij
[
κ1
(
ln
(
4tµ
a2
)
− γ − 4πC(φ)
)
(A25)
+
1
4π
(
c−111 log c11 + c
−1
66 log c66
)]
We are now able to find the expression of the RG am-
plitudes Ai(φ) at Tc. We will give a detailed calculation
for Aη(φ), the others being similar. Using the property
(A2) : K.h(0, t, 1).K = −2T/Tc + t∂t(K.B(0, t, 1).K),
we can write Aη(φ) (eq. (A12)) (after an integration by
part) as
Aη(φ) = −1
2
∑
~K
(
2(1− T
Tc
)
∫ ∞
0
dte−
1
2K.B(0,t,1).K (A26)
−2
[
te−
1
2K.B(0,t,1).K
]∞
0
)
This expression is valid for T > Tc,as well as for T = Tc
provided the first term is set to 0. With the asymptotic
form of the time correlator (A25) :
e−
1
2K.B(0,t,1).K ≃ (4tµ)− TTc ΓK
with
ΓK = exp
(
−1
2
TK2 (−κ1(γ + 4πC(φ)) (A27)
+
1
4π
(c−111 log c11 + c
−1
66 log c66)
))
we obtain the expression at Tc :
Aη =
1
4
∑
~K
K2µ−1ΓK (T = Tc) (A28)
We now turn back to the other amplitudes
(A11,A10,A15). By the same method, and using the
asymptotics (A21) :
e−K.B.K ≃ r−4 TTc e2α(Kˆ.rˆ)2e−α+8πC(φ) (A29)
where α has been defined in section II : α = κ2K
2T
we obtain at T = Tc:
A66(φ) =
1
2
e−α+8πC(φ) (A30)
×

∑
~K
∫ 2π
0
K2dθ
(
3
8
− 1
4
cos2(θ)
)
e2α cos
2(θ)


A11(φ) =
1
2
e−α+8πC(φ)
×

∑
~K
∫ 2π
0
K2dθ
(
1
8
+
1
4
cos2(θ)
)
e2α cos
2(θ)


For Ag the integral split into two terms and we need
another asymptotic expression (the first one follows di-
rectly from (A29)):
15
e
1
2K.B.K
′ ≃ r−2 TTc e−α2+4πC(φ)e−2α(Kˆ.rˆ)(Kˆ′.rˆ)
Thus
Ag = 2e
−α2+4πC(φ) (A31)
×
∫ 2π
0
dθ
(
1
2
e−2α cos(θ) cos(θ+2π/3) − e−α cos2(θ)
)
Performing the angular integration one finds the for-
mulae (87) in the text.
APPENDIX B: STATIC RG CALCULATION
FROM THE EFFECTIVE ACTION
In this Appendix we obtain the perturbation theory
result (85) from the statics replica calculation, using the
effective action method.
The replicated partition function is Zn = Trne
−S with
S[u] = S0[u] + Sint[u] and:
S0[u] =
∑
ab
1
2
(C−1)ab,αβ(q)ua,α(−q)ub,β(q)
Sint[u] = −
∫
r
∑
ab
R(uar − ubr) (B1)
We will study the general model:
R(u) =
∑
K
gKe
iK.u (B2)
In the case of the triangular lattice, the sum is over
the six reciprocal lattice vectors K = 1, 2, 3,−1,−2,−3.
With no loss of generality R(u) is an even function and
thus gK = g−K and gK is real. Note here the re-
dundancy in the sum under the symmetry (K ↔ −K,
(a, b)↔ (b, a)).
The original model (5) we want to study is:
R(u) = g
∑
K=1,2,3
cos(K.u) (B3)
where we denote by 1, 2, 3 three reciprocal lattice vec-
tors. This model is obtained as a particular case of (B2)
for gK = g/2.
To obtain the effective action Γ[u] to second order in
disorder, one has to study all possible Wick contractions
of the two vertex operators, with all one particle reducible
diagrams being absent (see below):
− 1
2
∫
rr′
∑
abcd
R(uar − ubr + δuar − δubr)R(ucr′ − udr′ + δucr′ − δudr′)
(B4)
The contractions are of the form:
− 2Γ(2) = 〈R(z1)R(z2)〉 − 〈R(z1)〉〈R(z2)〉 (B5)
−〈R′(z1)〉〈z1z2〉〈R′(z2)〉
In Fourier it reads:∫
q1,q2
R(q1)R(q2)e
− 12 q
2
1〈z
2
1〉e−
1
2 q
2
2〈z
2
2〉 (B6)
×(e−q1q2〈z1z2〉 − 1 + q1q2〈z1z2〉)
The result is:
Γ2 = −1
2
∫
rr′
∑
abcd
∑
KK′
V ab,cdK,K′ (r − r′)eiK.(u
a
r−u
b
r)eiK
′.(uc
r′
−ud
r′
)
(B7)
with
V ab,cdKK′ (r) = gKgK′e
− 12K.B
ab(0).Ke−
1
2K
′.Bcd(0).K′ (B8)
×(e−K.(Ccar +Cdbr −Ccbr −Cdar ).K′ − 1
+K.(Ccar + C
db
r − Ccbr − Cdar ).K ′) (B9)
The points r and r′ are constrained to be within a small
distance. The contraction of the points r and r′ result
in new local operators which will correct the effective ac-
tion. The coefficients can be computed using a standard
short distance expansion. The relevant new terms are of
two types:
(i) the fusion terms:
they are of the form:
Γ2 =
∫
r
∑
ab
∑
K
δgKe
iK.(uar−u
b
r) (B10)
These fusion terms can be split in two types, δgK =
δ1gK + δ2gK , the same K vector δ1gK and different K
vector δ2gK .
(i1) same K fusion terms:
The terms ( K ′ = K, c = b or d = a) and (K ′ = −K
and c = a or d = b) lead to:
δ1gK =
1
2
∫
r
∑
c
(V ac,cbK,K (r) + V
ac,bc
K,−K(r) (B11)
+V cb,acK,K (r) + V
cb,ca
K,−K(r))
(there are of course four other terms obtained by the
symmetry (K ↔ −K, (a, b) ↔ (b, a)) which correct the
corresponding symmetric term).
This correction can then be computed explicitly. One
finds that for a 6= b performing a sum over c 6= a, b:
δ1gK = 2(n− 2)e− 12K.B
ab(0).K(gK)
2
∫
r
e−
1
2K.B(r).KA(r)
(B12)
with
A(r) = 1− e−K.C(r).K(1 +K.C(r).K) (B13)
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This yields, upon setting gK = g/2, part of the equa-
tion (85).
(i2) different K fusion terms:
These terms are a peculiarity of the triangular lattice.
This other correction comes from a = b and c = d, or
a = d and c = b.
δ2gK+K′ =
1
2
∫
r
(V ab,abK,K′ (r) + V
ab,ba
K,−K′(r)) (B14)
For a given K3, for each (K1,K2) such that K1+K2 =
K3 one finds:
δ2gK3 = gK1gK2e
− 12K3.B
ab(0).K3
∫
r
eK1.B(r).K2 (B15)
This yields, upon setting gK = g/2, the remaining part
of the equation (85), taking into account that two couples
(K1,K2) and (K2,K1) correct gK3 .
(ii) annihilation terms:
Finally the subcase K ′ = −K gives a correction to the
quadratic hamiltonian. It gives the local operator:
Γ2 = (−1
2
)
∫
r
∑
ab
∑
K
(−1
2
) (B16)
× [(r.∇)(ua − ub).K]2(V ab,abK,−K(r) + V ab,baK,K (r))
which gives:
Γ2 = −∂αuaγ∂βubδ
∑
K
(gK)
2KγKδ
∫
r
rαrβe
−K.B(r).K
(B17)
This should correct:
− 1
2T
∂αu
a
γ∂βu
b
δ((∆11 −∆66)δαγδβδ +∆66(δαβδγδ))
(B18)
Let us define a tensor:
Tαγ,βδ = Aδαβδγδ +
B
2
(δαγδβδ + δαδδβγ) (B19)
Then one finds:
A =
3
8
Tαγ,αγ − 1
4
Tαα,γγ B = −1
4
Tαγ,αγ +
1
2
Tαα,γγ
(B20)
Using this algebra it yields, upon setting gK = g/2,
the corresponding part of the equation (85).
APPENDIX III: DYNAMICAL EFFECTIVE ACTION TO SECOND ORDER
In this appendix we derive the perturbative expression of the effective dynamical action to second order in disorder.
We then identify the relevant terms which correct the bare disorder and lead to divergences below Tg. This procedure
amounts to a short distance, short time operator product expansion. Note that the operators are local in r but non
local in time, which makes the expansion more involved.
The effective action to second order in the interaction term is60:
− 2Γ(2)[U ] = 〈Sint[U + δU ]2〉δU − 〈Sint[U + δU ]〉2δU − 〈
δSint[U + δU ]
δU
〉δUG〈δSint[U + δU ]
δU
〉δU (1)
with U = (u, uˆ) and δU = (δu, δuˆ) and a gaussian average over δU is performed using the bare quadratic action
S0 + S2 in (58). The last term merely ensures that all one particle reducible diagrams be absent.
One thus has to study all possible Wick contractions of the two vertex operators:
iuˆα1r1t1 iuˆ
β1
r1,t′1
∆α1β1(ur1,t1 − ur1,t′1)∆α2β2(ur2t2 − ur2,t′2)iuˆα2r2t2iuˆ
β2
r2,t′2
(2)
imposing that at least two contractions joining the two vertices 1 and 2.
A tedious calculation gives, for the iuˆiuˆ term (in short notations):
−2Γ = 2(iuˆα1t1 )(iuˆα2t2 )〈∆α1β1(ut1 − ut′1)∆α2β2;γδ(ut2 − ut′2)〉cR
δβ2
t2t′2
(Rγβ1t2t′1
−Rγβ1t′2t′1)
+
1
2
(iuˆα2t2 )(iuˆ
β2
t′2
)〈∆α1β1(ut1 − ut′1)∆α2β2;γδ(ut2 − ut′2)〉(R
γα1
t2t1 −Rγα1t′2t1)(R
δβ1
t2t′1
−Rδβ1t′2t′1) +
(iuˆα1t1 )(iuˆ
α2
t2 )〈∆α1β1;δ(ut1 − ut′1)∆α2β2;γ(ut2 − ut′2)〉(R
γβ1
t2t′1
−Rγβ1t′2t′1)(R
δβ2
t1t′2
−Rδβ2t′1t′2)
+〈∆α1β1;δ(ut1 − ut′1)∆α2β2;γ(ut2 − ut′2)〉c(iuˆα1t1 )(iuˆ
β1
t′1
)Rγβ2t2t′2
(Rδα2t1t2 −Rδα2t′1t2) (3)
Using the assumption of time and space translational invariance it can be put under the form Γ =
− 12 (iuˆαrt1)(iuˆβr+r′,t2)δ∆
αβ
r′ . One finds four terms: δ∆ =
∑
i=1,4 δ∆
(i)
eff :
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δ∆
(1)
r′ = 2R
δλ(τ2, 0)R
γρ(τ1, r
′)〈∆βλ;γδ(ur+r′,t2 − ur+r′,t2−τ2)
[∆αρ(urt1 − ur,t2−τ1)−∆αρ(urt1 − ur,t2−τ1−τ2)]〉c
δ∆
(2)
r′′ =
1
2
δ(r′′)Rγρ(τ,−r′)Rδλ(τ ′,−r′)〈∆αβ;γδ(urt1 − urt2)
[∆ρλ(ur+r′,t1−τ − ur+r′,t1−τ ′) + ∆ρλ(ur+r′,t2−τ − ur+r′,t2−τ ′)−
∆ρλ(ur+r′,t1−τ − ur+r′,t2−τ ′)−∆ρλ(ur+r′,t2−τ − ur+r′,t1−τ ′)]〉
δ∆
(3)
r′ = R
γρ(τ2, r
′)Rδλ(τ1,−r′)[〈∆αρ;δ(ur,t1 − ur,t2−τ2)∆βλ;γ(ur+r′,t2 − ur+r′,t1−τ1)〉 −
〈∆αρ;δ(ur,t1 − ur,t1−τ1−τ2)∆βλ;γ(ur+r′,t2 − ur+r′,t1−τ1)〉 −
∆αρ;δ(ur,t1 − ur,t2−τ2)∆βλ;γ(ur+r′,t2 − ur+r′,t2−τ1−τ2)〉]
δ∆
(4)
r′′ = δ(r
′′)Rγρ(τ2, 0)R
δλ(τ1,−r′)〈∆αβ;δ(ur,t1 − ur,t2)
[∆λρ;γ(ur+r′,t1−τ1 − ur+r′,t1−τ1−τ2)−∆λρ;γ(ur+r′,t2−τ1 − ur+r′,t2−τ1−τ2)]〉c (4)
We have written these terms in that form for simplicity, but one must keep in mind that in addition they must be
symmetrized under α → β and r → −r when necessary. Note that, to avoid making the notations even more heavy,
we have deliberately chosen in this Appendix not to write systematically all space and time integrals and we assume
that the reader can restitute the necessary integrations.
We now identify the new operators generated in a short distance expansion. As discussed in the text we will not
pay special attention here to the kinetic term (i.e the friction to second order as well as the contributions to the time
persistent kinetic term) but rather focus on the contributions to the disorder. Note also that it is also possible to
use a supersymmetric perturbation theory formalism to study the dynamics of this model. However since we may
also be interested in the future to cases which are not potential66 and to which supersymmetry does not apply as
conveniently, we will use a more pedestrian (and painful) approach.
The above terms (4) give either a contribution of fusion that we write under the form:∫
r,t1,t2
δ∆αβK e
iK(urt1−urt2 )e−
1
2K.B0,t1−t2 .K (5)
( We have defined Bαβr,τ = 2(C
αβ
0,0 − Cαβr,τ ), identical to definition (83) and we use that Bαβ0,t1−t2+τ1 = Bαβ0,t1−t2 +
O(τ1/(t1 − t2)) ),
or, they give a contribution annihilation of the form: − 12 (iuˆαrt1)∇2(iuˆβr+r′,t2). This analysis parallels the one of the
preceding section from a static replica calculation.
(i) different K fusion terms
The terms which give (from the Coulomb gas analogy) the fusion of the type K1+K2 → K3 are the last two terms
of δ∆(2) and the first term of δ∆(3). The last two terms of δ∆(2) give:
δ∆αβK+K′ =
1
2
KγKδ∆
αβ
K ∆
ρλ
K′R
γρ
−r,τR
δλ
−r,τ ′e
K.(2C0,0−Cr,−τ−Cr,−τ′).K
′
(6)
where a factor KB0,t1−t2K
′ has been absorbed in front to make exp(−1/2(K +K ′)2B0,t1−t2) appear in front, as
required by the definition (5) of ∆αβK+K′ , and
δ∆αβK−K′ =
1
2
KγKδ∆
αβ
K ∆
ρλ
K′R
γρ
−r,τR
δλ
−r,τ ′e
−K.(2C0,0−Cr,−τ−Cr,−τ′).K
′
(7)
Adding to these terms the first term of δ∆(3) gives a total contribution:
δ∆αβK+K′ =
1
2
KγKδ∆
αβ
K (∆
ρλ
K′ +∆
ρλ
−K′)R
γρ
−r,τR
δλ
−r,τ ′e
K.(2C0,0−Cr,−τ−Cr,−τ′).K
′
+
K ′γKδ∆
αρ
K ∆
βλ
−K′R
γρ
r,τR
δλ
−r,τ ′e
K.(2C0,0−Cr,τ−Cr,−τ′).K
′
(8)
Using now that ∆αβK = ∆KKαKβ , the symmetries ∆
αβ
K
= ∆αβK , the r → −r symmetry of R and C, and the τ → −τ
symmetry of C, one finds that all three terms combine into:
δ∆αβK+K′ = ∆K∆K′(KαKβ +KαK
′
β)(K.Rr,τ .K
′)(K.Rr,τ ′ .K
′)e
1
2K.(Br,τ+Br,τ′).K
′
(9)
Putting together the contribution of (K,K ′) and (K ′,K) one has finally:
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δ∆αβK+K′ = ∆K∆K′(K +K
′)α(K +K
′)β
∫
r,τ,τ ′
(K.Rr,τ .K
′)(K.Rr,τ ′ .K
′)e
1
2K.(Br,τ+Br,τ′).K
′
(10)
This expression can be simplified using the FDT theorem (64) ∂tC
αβ
r,t = TR
αβ
r,t . Integrating by part and noting that
Br,τ=0 = Bstat(r) one finds:
δ∆αβK+K′ = ∆K∆K′
1
T 2
(K +K ′)α(K +K
′)β
∫
r
eK.Br,0.K
′
(11)
we have also assumed K.Br,τ=∞.K
′ = −∞. This is yields the result (85a) if one uses ∆K = gT 2. It coincides also
with the result of the statics (see previous section).
(ii) annihilation terms
The annihilation term (i.e the first term of δ∆(3) for K ′ = K and the last two terms of δ∆(2) for K ′ = −K ) gives
(assuming the K → −K symmetry):
δ∆αβ0 (r) =
∑
K
∫
τ,τ ′
KγKδ(δ(r)∆
αβ
K ∆
ρλ
K
∫
r′
Rγρ−r′,τR
δλ
−r′,τ ′e
−K.(2C0,0−Cr′,−τ−Cr′,−τ′ ).K +
∆αρK ∆
βλ
K R
γρ
r,τR
δλ
−r,τ ′e
−K.(2C0,0−Cr,τ−Cr,−τ′).K (12)
Thus assuming all symmetries it yields:
δ∆γδ0 (q) =
∫
r
(eiq.r − 1)fγδ(r) ∼ −1
2
qαqβ
∫
r
rαrβfγδ(r)
fαβ(r) =
∑
K
∫
τ,τ ′
KγKδ(∆K)
2(K.Rr,τ .K)(K.Rr,τ ′.K)e
−K.(2C0,0−Cr,τ−Cr,−τ′).K (13)
The time integrals can again be performed using FDT. One finds:
fγδ(r) =
1
T 2
∑
K
KγKδ(∆K)
2e−K.Br,0.K (14)
Since, by definition δ∆γδ0 (q) ∼ −T [(∆11 −∆66)qγqδ +∆66q2δγδ], one gets:
(δ∆11 − δ∆66)1
2
(δγαδδβ + δγβδδα) + δ∆66δαβδγδ =
1
2
∫
r
rαrβfγδ(r) (15)
which yields equations (85b,85c) when using ∆K = gT
2.
(iii) same K fusion terms
Finally the same K fusion terms are the most delicate. There are a priori four distinct contributions. Let us start
with the first one, which as we show vanishes identically: the last two terms of δ∆(3) give, respectively:
δ∆αβK = Kδ∆
αρ
K
∑
K′
K ′γ∆
βλ
K′R
γρ
r,τ2R
δλ
−r,τ1e
− 12K
′.B0,τ1+τ2 .K
′
e−K.(Cr,−τ1−Cr,τ2).K
′
(16)
and
δ∆αβ−K = Kγ∆
βλ
K
∑
K′
K ′δ∆
αρ
K′R
γρ
r,τ2R
δλ
−r,τ1e
− 12K
′.B0,τ1+τ2 .K
′
e−K.(Cr,τ2−Cr,−τ1).K
′
(17)
However these last two terms give zero identically. Indeed using all symmetries and definitions and remembering
the necessary symmetrization one finds first that the last two terms of δ∆(3) give:
δ∆αβK =
∑
K′
∆K∆K′(K
′.Rr,τ2 .K)(K
′.Rr,τ1 .K)e
− 12K
′.B0,τ1+τ2 .K
′
(KαK
′
β −KβK ′α)e−K.(Cr,τ1−Cr,τ2).K
′
(18)
Each term vanish because of the symmetry τ1 → τ2 which makes the summmand over K ′ odd under K ′ → −K ′.
The three remaining contributions are:
(i) The δ∆
(1)
r′ term which gives:
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δ∆αβK = −2∆αρK
∑
K′
K ′γK
′
δ∆
βλ
K′R
δλ
0,τ2R
γρ
r,τ1e
− 12K
′.B0,τ2 .K
′
(eK.(Cr,τ1−Cr,τ1−τ2 ).K
′ − eK.(Cr,τ1+τ2−Cr,τ1).K′)
(ii) the first two terms of δ∆(2) which give a contribution:
δ∆αβK = −KγKδ∆αβK
∑
K′
∆ρλK′R
γρ
−r,τR
δλ
−r,τ ′e
− 12K
′.B0,τ′−τ .K
′
coshK.(Cr,−τ − Cr,−τ ′).K ′ (19)
(iii) the term δ∆(4) gives:
δ∆αβK = Kδ∆
αβ
K
∑
K′
K ′γ∆
λρ
K′R
γρ
0,τ2
Rδλ−r,τ1e
− 12K
′.B0,τ2 .K
′
(e−K.(Cr,−τ1−Cr,−τ1−τ2 ).K
′ − eK.(Cr,−τ1−Cr,−τ1−τ2).K′)
Using FDT we will show that the last two contributions will almost cancel. First we need to rearrange the first
one. The δ∆
(1)
r term gives:
δ∆
(1)
K = −
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′(K
′.R0,τ2 .K
′)(K ′.Rr,τ1 .K)e
− 12K
′.B0,τ2 .K
′
(eK.(Cr,τ1−Cr,τ1−τ2 ).K
′ − eK.(Cr,τ1+τ2−Cr,τ1).K′)
We now split this term in two parts:
δ∆
(1,1)
K = −
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′
∫
τ2>τ1
(K ′.R0,τ2 .K
′)(K ′.Rr,τ1 .K)
e−
1
2K
′.B0,τ2 .K
′+K.(Cr,τ1−Cr,τ2−τ1 ).K
′
which can be changed into, using FDT:
δ∆
(1,1)
K = −
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′
∫
τ2>τ1
(K ′.Rr,τ2−τ1 .K)(K
′.Rr,τ1 .K)
e−
1
2K
′.B0,τ2 .K
′+K.(Cr,τ1−Cr,τ2−τ1 ).K
′
+(
1
T
)
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′
∫
τ1
(K ′.Rr,τ1 .K)[e
− 12K
′.B0,τ2 .K
′+K.(Cr,τ1−Cr,τ2−τ1 ).K
′
]∞τ2=τ1 (20)
The first integral can be rewritten using τ = τ1 and τ
′ = τ2 − τ1 and becomes symmetric in τ → τ ′. It is still odd
in K ′ however and thus is identically zero. Thus:
δ∆
(1,1)
K = (
1
T
)
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′
∫
τ1
(K ′.Rr,τ1 .K)[e
− 12K
′.B0,τ2 .K
′+K.(Cr,τ1−Cr,τ2−τ1 ).K
′
]∞τ2=τ1 (21)
The second piece is:
δ∆
(1,2)
K = −
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′(K
′.R0,τ2 .K
′)(K ′.Rr,τ1 .K)e
− 12K
′.B0,τ2 .K
′
(eK.(Cr,τ1−Cr,τ1−τ2 ).K
′
θ(τ1 − τ2)− eK.(Cr,τ1+τ2−Cr,τ1).K
′
)
This last term can be transformed, changing τ1 → τ1 + τ2 in the first integral, into:
δ∆
(1,2)
K = −
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′(K
′.R0,τ2 .K
′)(K ′.Rr,τ1+τ2 .K −K ′.Rr,τ1 .K)
e−
1
2K
′.B0,τ2 .K
′
eK.(Cr,τ1+τ2−Cr,τ1).K
′
(22)
which can be integrated using FDT into:
δ∆
(1,2)
K = (
1
T
)
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′
∫
τ2
(K ′.R0,τ2 .K
′)e−
1
2K
′.B0,τ2 .K
′
[eK.(Cr,τ1+τ2−Cr,τ1).K
′
]τ1=∞τ1=0
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Similarly the first two terms of δ∆(2) give a total contribution:
δ∆
(2)
K = −KαKβ
∑
K′
∆K∆K′(K.Rr,τ .K
′)(K.Rr,τ ′ .K
′)e−
1
2K
′.B0,τ′−τ .K
′
eK.(Cr,τ−Cr,τ′).K
′
(23)
The term δ∆(4) gives:
δ∆
(4)
K = 2KαKβ
∑
K′
∆K∆K′(K
′.R0,τ2 .K
′)(K.Rr,τ1 .K
′)e−
1
2K
′.B0,τ2 .K
′
e−K.(Cr,τ1−Cr,τ1+τ2 ).K
′
Using FDT this term and integrating by part over τ2 this term gives:
δ∆
(4)
K = −2KαKβ
∑
K′
∆K∆K′(K
′.Rr,τ1+τ2 .K)(K.Rr,τ1 .K
′)e−
1
2K
′.B0,τ2 .K
′
e−K.(Cr,τ1−Cr,τ1+τ2 ).K
′ −
(
−1
T
)2KαKβ
∑
K′
∆K∆K′
∫
τ1
(K.Rr,τ1 .K
′)[e−
1
2K
′.B0,τ2 .K
′−K.(Cr,τ1−Cr,τ1+τ2).K
′
]τ2=∞τ2=0
and thus:
δ∆
(4)
K = −δ∆(2) + (
1
T
)2KαKβ
∑
K′
∆K∆K′
∫
τ1
(K.Rr,τ1 .K
′)[e−
1
2K
′.B0,τ2 .K
′−K.(Cr,τ1−Cr,τ1+τ2 ).K
′
]τ2=∞τ2=0 (24)
where τ = τ1 + τ2 and τ
′ = τ1 has been used, as well as the symmetry in τ → τ ′ of δ∆(2) which allows to write it
as twice the integral over τ ≥ τ ′.
Thus, one has:
δ∆
(1)
K + δ∆
(2)
K + δ∆
(4)
K = (
1
T
)
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′
(
∫
τ1
(K ′.Rr,τ1 .K)[e
− 12K
′.B0,τ2 .K
′+K.(Cr,τ1−Cr,τ2−τ1 ).K
′
]τ2=∞τ2=τ1 +∫
τ2
(K ′.R0,τ2 .K
′)e−
1
2K
′.B0,τ2 .K
′
[eK.(Cr,τ1+τ2−Cr,τ1).K
′
]τ1=∞τ1=0 ) +
(
1
T
)2KαKβ
∑
K′
∆K∆K′
∫
τ1
(K.Rr,τ1 .K
′)[e−
1
2K
′.B0,τ2 .K
′−K.(Cr,τ1−Cr,τ1+τ2).K
′
]τ2=∞τ2=0 (25)
This can be rewritten as:
δ∆
(1)
K + δ∆
(2)
K + δ∆
(4)
K = (
1
T
)
∑
K′
(KαK
′
β +K
′
αKβ)∆K∆K′∫
τ
(K ′.Rr,τ .K)e
−K′.C0,0.K
′+K.Cr,τ .K
′
+ (K ′.R0,τ .K
′)e−K
′.C0,0.K
′+K′.C0,τ .K
′
−
∫
τ
(K ′.Rr,τ .K +K
′.R0,τ .K
′)e−K
′.(C0,0−C0,τ ).K
′+K.(Cr,τ−Cr,0).K
′
+(
2
T
)KαKβ
∑
K′
∆K∆K′
∫
τ
(K ′.Rr,τ .K)(e
−K′.C0,0.K
′−K′.Cr,τ).K − 1) (26)
Using the symmetry K ′ → −K ′ one see that the second term vanishes. Using FDT and this symmetry one finds
that the first and third term cancel. Finally one finds:
δ∆
(1)
K + δ∆
(2)
K + δ∆
(4)
K = −(
2
T 2
)KαKβ
∑
K′
∆K∆K′
∫
τ
e−K
′.C0,0.K
′−K′.Cr,0.K (27)
The divergent integrals at Tg correspond to K
′ = −K, with the final result:
δ∆
(1)
K + δ∆
(2)
K + δ∆
(4)
K = −(
2
T 2
)KαKβ
∑
K′
(∆K)
2
∫
τ,r
e−K.(C0,0−Cr,0).K (28)
Note that we have used that Cr,τ=∞ = 0.
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APPENDIX IV: STATISTICAL SYMMETRY AND
CORRELATION FUNCTION
In this Appendix we detail some useful consequences
of the statistical tilt symmetry. It allows for instance to
obtain a useful form for the real space Callan-Symanzik
equations referred to in the text. We consider for sim-
plicity the N = 1 planar random field XY model defined
in its replicated version as (52), the generalisation to (5)
being straightforward.
First we derive the Ward Identities of the statistical
tilt symmetry on the replicated model. Under a local tilt
ua(x) → ua(x) + ǫ(x) the correlation generating func-
tional Z(n)[J ] remains unchanged. This invariance can
be written∫
d2xǫ(x)
(
c
T
∇2
∑
a
δ
δJa(x)
+
∑
a
Ja(x)
)
Z(n)[J ] = 0
Introducing the generating functional of the connected
correlation W (n)[J ] and using a Legendre transform65
we arrive at the Ward identities for the 1PI replicated
functional Γ(n)[u] :
− c
T
∑
a
∇2ua(x) =
∑
a
δΓ(n)[u]
δua(x)
(1)
¿From this one deduces useful consequences, e.g that c is
not renormalized to all order.
Another useful consequence of this symmetry is to re-
late the correlation functions of the original model to the
one of the model with ∆ = 0, as noted in12. This is easier
to demonstrate on the unreplicated model (analogous to
(5)). Consider:
Gh(x) = 〈ei
∫
h(x)u(x)〉 (2)
Using the local shift ∇u → ∇u − Tc ~σ where ~σ is the
local random stress for the N = 1 version of model (5)
(one can assume ~σq to be purely longitudinal), we can
(up to a redefinition of the random field φ which does
not modify the average ) factorize out the ∆ dependance
of the correlation function (2) :
Gh(x) = e
− 12
∫
q
T∆
c2q2
hqh−q Gh(x)|∆=0 (3)
If one consider for instance the regularized two point
correlation function of the operator eipu(x):
G(x, a) = 〈eipu(x)e−ipu(0)〉 (4)
obtained from the above with for h(y) = pδ(y − x) −
pδ(y), one has:
G(r, a) = Z(∆, T ). G(r, a)|∆=0 (5)
where G(r, a)|∆=0 is the correlation function with ∆
set to zero in the model (), and the factor
lnZ(∆, T ) = −p
2T∆
c2
∫
d2q
(2π)2
1− cos(q.r)
q2
(6)
Using formula (A18) we find
lnZ(∆, T ) = −p
2T∆
2πc2
ln
( r
a
)
(7)
This can now be used to study the real space Callan-
Symanzik equation57. The two point function behaves
under a rescaling as:
G(r,∆(0), g˜(0)) = e−ld
∗
pG(re−l,∆(l), g˜(l)) (8)
where d∗p is the anomalous dimension of the operator
eipu(x) (which was computed e.g in Appendix B of24).
The invariance of this correlation function under a change
of cut-off parameter a → ael gives the Callan-Symanzik
equation:(
− ∂
∂ ln r
− d∗p +
d∆
dl
∂
∂∆
+
dg˜
dl
∂
∂g˜
)
G(r, a) = 0 (9)
Using the above relation into (9) we obtain(
− ∂
∂ ln r
− d∗p −
p2T
2πc2
ln
( r
a
) d∆(l)
dl
+
dg˜
dl
∂
∂g˜
)
G(r, a) = 0
Thus we obtain that if the operator eipu(x) is multiplica-
tively renormalisable to all order, the dominant term in
the large r limit will be to all order an exp(λ. ln2(r/a))
term. To first order, using (30) we find on the low tem-
perature fixed line (dg˜/dl = 0), near Tg = 4πc, g˜ = τ/2π
:
lnG(r, a) = −p2τ2 ln2
( r
a
)
+O(ln(r/a))
Note that this shows that the dominant term (r ≫ a)
has a gaussian distribution. Thus one obtains permuting
the limit p→ 0 and the disorder average):
B(r) = −2 1
p2
lnG(r, a) = 2τ2 ln2(r/a) +O(ln(r/a)) (10)
which is the result obtained in Section (III B 2) by an-
other method.
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