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We study the nondifferentiated, nonlinear Volterra equation 
x(t) + f,” a(t - s) g@(s)) ds = f(t) 
in a Hilbert space H. The kernel a is supposed to be positive definite. We show 
that extensions of some earlier boundedness and asymptotic results which 
MacCamy and Gripenberg have obtained by inverting the kernel can be deduced 
directly from energy estimates. 
1. INTRODUCTION 
We study the abstract equation 
x(t) + ,: a(t - s) y(s) ds =f(t) (1.1) 
in a real Hilbert space H. When referring to (1.1) we suppose throughout that 
x, y and f are strongly measurable, locally square integrable H-valued functions 
on R/m = [O, co), that a is a locally integrable, positive definite real function on 
R’, and that (1.1) holds for almost all t E R+. The functions x and y are inter- 
related through 
(x(t), y(t):, 3 0 for almost all t E R+, (1.2) 
where f , ;, is the inner product in H. In applications one usually has 
y(t) = g(s(t), t), where for each fixed t E R+, the map s M g(x, t) is monotone 
(possibly multi-valued) from H into itself. 
This study has been motivated by MacCamy’s [2, Theorem II} and 
Gripenberg’s [ 1, Theorems 1 and 2 and Corollaries 1 and 21. In these ,theorems 
and corollaries conditions are imposed on a and f, and estimates on x, y are 
obtained through an inversion of the derivative of the kernel U. Here we show 
that one can get the same estimates directly without inverting any kernel, and 
that some of the hypotheses in [l] and [2] can be weakened. For simplicity we 
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most of the time stick to the case when a is real-valued, but in Section 5 we point 
out the changes which are needed when one wants to work with MacCamy’s 
operator-valued kernel. In one respect our result is more limited than 
Gripenberg’s [l, Theorem 21, as Gripenberg allows N to be a Banach space. 
2. A BASIC ENERGY ESTIMATE 
For each v ELF&R+; H), T E R+, we define 
As a is positive definite, _O(v, T, a) > 0 (cf. [7]). 
Our first goal is to obtain 
SUP [j-’ (Y(t), r(t)> dt + Q(y, T, a)/ < 00. TERT 0 
To get (2.2) we suppose that a dominatesf in the following sense: 
For each 4~ ELF&JR+; H) there exists 
ci , c2 E R+ such that for each T E R+, 
Is 
T 
<dt), f(t)> dt ’ e cl + c, SUP Q(v, t, 4. 
0 I o<t<r 
(2.1) 
(2.2) 
(2.3) 
LEMMA 2.1. If (l.l), (1.2), (2.3) hold, then so does (2.2). 
To prove Lemma 2.1 one takes the inner product of y(t) and (1. I), integrates 
over (0, T), and makes some quite obvious estimates (cf. [6]), 
The conditions used by MacCamy in [2, Theorem II] and Gripenberg in 
[l , Theorems 1 and 21 (specialized to the case when a is real and H is a Hilbert 
space) imply (2.3). In MacCamy’s Case (1) and Gripenberg’s Theorem 1, 
where u(t) - p is positive definite for some p > 0 and f is of bounded variation, 
one performs the same calculation as is done in [6, Section 21 in the scalar case. 
In MacCamy’s Case (2) and Gripenberg’s Theorem 2 one uses the facts that 
the kernel is strongly positive definite and f, f’ E L2(R+; H), and argues as in 
[6, Section 41 (here f’ is the distribution derivative off). In particular, in the 
second case, the conditions f, f’ EL~(R+; H) used by both MacCamy and 
Gripenberg are superfluous, and the conditions used by MacCamy and 
Gripenberg on the kernel can be weakened to strong positive definiteness. 
(However, before we arrive at all the conclusions which MacCamy and 
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Gripenberg get we have to add some assumptions an a. See the following 
sections.) 
3. CONSEQUENCES OF (2.2) 
From Lemma 2.1 it is easy to derive further estimates. E.g., the following 
result is obvious: 
PROPOSITION 3.1. Let (1.1) and (2.3) hold. Moreoaer, suppose that for some 
6 > 0 and for almost all t E Rf, 
<x(t), y(t):> > E I x(t)[“. (3.1) 
Then x E P(R+; H). 
Condition (3.1) is used by MacCamy to get s EL”(R+; H), but not by 
Gripenberg. Gripenberg’s x E L”(R+; H) can be deduced from a different 
estimate. We suppose that 
a E ,V(R+; R), and for some y E Rf, 
1 Z(W)\~ < y Re a(w) (W E R), 
(3.2) 
where d(w) = JR+ e-‘lWta(t) dt. That Gripenberg’s kernel in [I, Corollary 21 
satisfies (3.2) follows, e.g., from [5, Theorem Z(ii)]. 
PROPOSITION 3.2. Let (l.l), (1.2), (2.3) and(3.2) hokd. Thenx -~EL”(R+; H)” 
Proposition 3.2 follows directly from (1 .I), (1.2), Lemma 2.1 and [5, Lemma l], 
which by the same proof as in [5j is valid also in a Hilbert space. 
If a is continuous, then s -f is bounded: 
PROPOSITION 3.3. Let (l.l), (1.2) and (2.3) hold. In addition, suppose that 
a is continuous on R+ (in particular, a(0) < co). Then N -f E L%(RT; H). 
Proposition 3.3 follows from (l.l), (1.2), Lemma 2.1 and [4, Lemma 6.11, 
which by the same proof as in [4] is valid also in a Hilbert space. 
4. ANOTHER ENERGY ESTIMATE 
Gripenberg has an interesting additional conclusion in his Corollary 1, 
namely x’, 3’ EL”(R+; H). To get the same conclusion we have to follow 
Gripenberg and differentiate (1.1). 
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a is nonnegative and nonincreasing, and a(0) < 
either a( “3) > 0, and f’ E L2; H), or 
the measure d&t) = da(t) is not purely 
singular, limf(t) =f(a) exists, and 
t+m 
f -f(a>,f’ eL2(R+; H), 
s T inf TSR+ II <y(t), x’(t)> dt > --cc). 
mo, (4-l) 
(4.2) 
(4.3) 
Here f’ and x’ stand for the (distribution) derivatives of f, X. Note that 
f’ EL~,JR+; H) together with (1.1) and (4.1) implies x’ EL&JR+; H) (cf. [7]). 
Also note that (1.2) and (4.3) r a e o a i f d ff erent nature. If one in both cases has 
y(t) = g(x(t)), where g maps H into itself, then (1.2) holds e.g. if g is monotone 
with g(0) = 0, and (4.3) can be expected to hold e.g. if g is the gradient of a 
nonnegative function. 
Analogously to (2.1), for each v E LT&R+; H), T E R+, we define 
(4.4) 
where p is the measure one gets when one differentiates a in the distribution 
sense (in particular, p has a point mass at zero of size a(O+)). That (4.4) is 
meaningful follows from the discussion in [7, Section 21. 
LEMMA 4.1. Let (1 .l) arzd (4.1)-(4.3) hold. Then 
SUP Q(Y, T, CL) -c ~0. 
T&l+ 
(4.5) 
In Lemma 4.1, as well as in Proposition 4.2 below, the presumed positive 
definiteness of a is irrelevant. 
OutZz%e of Proof. As in [7] we observe that (1 .l) can be differentiated to 
valid for almost all t E R+. Take the inner product of y(t) and (4.6), and integrate 
over (0, T) to get 
JOT <y(t), x’(t)> dt + Qb, T, ,4 = 6 <u(W’(t)> dt. 
A VOLTERRA EQUATION 289 
Thus by (4.3) 
Qz(y, T, P) d K + f- M>,f’W 4 
0 
where K is a fixed constant. By slightly modifying the argument leading to 
[6, Theorem 5.31 (start from [6, line (5.12)], and use only the absolutely con- 
tinuous part of a when a(cc) = 0) and rewriting it for the Hilbert space case, 
one can show that p dominatesf’ in a sense analogous to (2.3). From this (4.5) 
follows easily. 
PROPOSITION 4.2. Let (1 .l) and (4.1)-(4.3) hold. Then x’ E La(R+; EL). If 
mo~eovm a( co) > 0, then y EL”(R+; H). 
The proof of Proposition 4.2 is essentially the same as the proof of 
[6, Theorems B (ii) and 5.31. 
When a( XI) = 0, then we have to use both (2.2) and (4.5) to get y EL”(R+; H): 
PROPOSITION 4.3. Let (l.l), (1.2), (2.3) and (4.1)~(4.3) hold. Moreover, 
suppose tlaat the real part of the Fourier transform of a is strictly positive at zero. 
Then y E L2(R+; EL). 
Here the additional condition on the Fourier transform of a should be inter- 
preted as in [4, Definition 221. If, e.g., a c Lr(R+; R) or a is convex and a + a(O), 
then the additional condition is automatically satisfied. 
Outline of Proof of Proposition 4.3. By (1.2) and Lemmas 2.1 and 4.1, 
sup (Q(Y, T, a) + Q(Y, T, p)) c 00. 
TER+ 
By [4, Lemma 2.21 and the strict positivity of the real part of the Fourier 
transform of a at zero, there exists a positive definite function b EL~(R+; R) 
such that JR+ b(t) dt > 0, and a - b is positive definite. In particular, 
SUP WV, T, b) +O(y, T, v)) < ~0, 
TER+‘- - 
(4.7) 
where Q( y, T, b) is defined as in (2.1) but with a replaced by b. Defining 
YTW = I 
r(t), 0 < t < T, 
0, otherwise, 
we can rewrite (4.7) using Fourier transforms: 
(4.X) 
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(the computation performed in [3, p. 1071 g eneralizes easily to this case). Now 
lim infj,l,, Rep(w) > 0, Re /i(w) > 0, Re 6(m) 3 0 for each o # 0, and 
Re 6(O) > 0. Thus 
i:i Re{b^(w) + p(w)} > 0 
Substituting this into (4.9) we get 
sup 
s Tdl+ R 
I jT(W)I’ &J < a, 
and so by Parseval’s identity and (4.8) 
TERC 0 
1 y(t)l” dt < co s T sup 
This is exactly what we wanted. 
5. AN OPERATOR-VALUED KERNEL 
All the estimates in Sections 2 and 3 can be generalized to operator-valued 
kernels, although one has to be careful with Proposition 3.3. We replace (1.1) 
bY 
x(t) + jt A(t - s) y(s) ds =f(t), 
0 
where the general assumption concerning (1.1) remains valid, except that /I 
is operator-valued. Mac&my [2, Theorem Ir] supposes A E V)(R+; L(H)), 
lim,,, A(t) = A(co) exists, A(a) > 0, A - A(a), A’, A” EL~(R+;L(H)), 
A(0) 3 al for some (Y > 0, /I’(O) < - /3I for some p > 0, A(t) is selfadjoint 
for all t E Rf, and given N > 0 there exists 6(N) > 0 such that Re %(w) > 
S(N) I for all j w 1 < iV. Here L(H) stands for the Banach space of bounded 
linear operators in H, I is the identity operator, a,(,) = JR+ ciwt[A(t) - 
A(a)] dt, and the notation B > C means that the operator B - C is positive 
(semi)definite. Note that A0 is an operator from the complexification ff of H 
into itself. 
Under MacCamy’s assumption, by the Riemann-Lebesque lemma (stars 
denote adjoints), 
I$nn co”(~,(c~~) + &(co)) =-2 ,$lim w2 I+ cos(wt)(d(t) - A(m)) dt 
= 2 ,$% j R+ 
(1 - cos(ut)) A”(t) dt = -2,4’(O). 
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This, together with a’(O) < --$I and the existence of S(N) postulated above? 
shows that Mac&my’s kernel is strongly positive definite, i.e., there exists 
E > 0 such that for all w ER, 
(5.1) 
Equivalently, there exists c > 0 such that ,4(t) - ~e-~l is positive definite. In 
MacCamy’s case (l), where A(W) 3 y1 for some y > 0, it is moreover true that 
A(t) - 71 is positive definite. (5.2) 
It is also easy to see that under MacCamy’s assumption, 
We now go back to the discussion in Sections l-3. In the sequel, whenever we 
directly or indirectly refer to a formula in Sections 1-3, please replace a by -4 
if necessary. 
MacCamy’s 4 andf satisfy (2.3). This follows just as in Section 2, because 
the only properties that are needed of d are (5.1) (5.2). Thus Lemma 2.1 
applies. 
Obviously, in Proposition 3.1 it is completely irrelevant if the kernel is real 
or operator-valued. 
The generalization of (3.2) to an operator-valued kernel reads 
A EL~(R+; L(H)), and for some y E R+: 
&+a) &) < ,(&) $ A*(w)) (w E R), 
(5.5) 
where A(W) = JR+ e-“wtA(t) dt. This condition on A^ is equivaient to the following: 
For all w E R, x E R, / lt(coj x I2 < 2~ Re(x, A(a) x>. 
Proposition 3.2 remains valid if one replaces (3.2) by (5.5). The proof remains 
essentially the same. In MacCamy’s Case (2), where S(W) = 0, the kernel 
satisfies (5.5). This follows from (5.1) and (5.3). Thus, in MacCamy’s Case (2) 
one can weaken (3.1) to (1.2) and still obtain x E La(R+; H). 
The generalization of Proposition 3.3 to an operator-valued kernel is less 
obvious. One runs into difficulties if one tries to replace the continuity of a 
by e.g. strong continuity of A. However, in the case studied by MacCamy, 
we are saved by (5.4) or more precisely, by the fact that 
50j/jZj2-IO 
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Below we outline how one can verify the crucial inequality which Proposition 3.3 
follows from. Basically it is the same computation as in [4, pp. 234-2351, although 
we have to derive a new version of HBlder’s inequality. 
Define yr as in (4.8), and put 
%(W) = 
27772, 
(0, otherwise 
Then C,(U) is positive definite, and it has a positive definite square root. 
Compute 
= 2 [II A(m)ll + & s, II &4 + &%~)ll dw] Sk T> 4 
where Q( y, T, A) is defined in (2.1). Ob serve that this is in complete agreement 
with [6, Lemma 6.11, because in the scalar case one has 
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and substituting this in the computation above we get exactly [6, line (6.11)]. 
Here no similar identity is valid, but for our purposes it is good enough that 
Thus, for MacCamy’s kernel, the conclusion of Proposition 3.3 remains valid. 
Results analogous to those in Section 4 can also be derived for operator- 
valued kernels. 
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