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a b s t r a c t
The deteriorating job scheduling problems have received increasing attention recently.
However, most researchers assume that the actual job processing time is a linear function
of its starting time. In fact, in some situations, the deterioration rate might increase or
decrease as time passes. For example, the temperature of the ingot in the rolling machine
might drop at a slower pace as the surface cools down. Thus, the drop of the ingot
temperature might have a decreasing rate. On the other hand, the time to control a fire
might go dramatically as time passes, and the time to cease a fire might have an increasing
rate. In this paper, we propose a new deteriorating model where the deterioration rate
might be increasing or decreasing as time passes. Under the proposed model, we provide
the optimal solutions for some single-machine problems and some flowshop problems.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In classical scheduling theory, the job processing times are assumed to be known and fixed; however, there are many
situations in which a job that is processed later consumes more time than the same job when it is processed earlier. For
example, the temperature of an ingot, while waiting to enter the rolling machine, drops below a certain level, requiring the
ingot to be reheated before rolling [1]. The time and effort required to control the fire increases if there is a delay in the start
of the fire-fighting effort [2]. Scheduling in this setting is known as scheduling deteriorating jobs. However,most researchers
assume that the actual job processing time is a linear function of its starting time. This assumption might only reflect some
situations. In many realistic situations, the deterioration rate of the job might increase or decrease over time. For example,
the temperature of the ingot in the rolling machine might drop at a slower pace as the surface cools down. Thus, the drop
of the ingot temperature might have a decreasing rate as shown in Fig. 1. On the other hand, the time to control a fire might
go dramatically as time passes, and the time to cease a fire might have an increasing rate as shown in Fig. 2. In this paper,
we propose a new deteriorating model where the deterioration rate might be increasing or decreasing as time passes.
The deteriorating job scheduling problem was first introduced independently by Gupta and Gupta [1] and Browne
and Yechiali [3]. Gupta and Gupta [1] introduced the problem with polynomial processing time functions and proposed
the branch-and-bound and heuristic algorithms to search for the optimal and near-optimal solutions for the makespan
problem. Browne and Yechiali [3] introduced the makespan problems with exponential job processing times and provided
insight into problem solutions. Sundararaghavan and Kunnathur [4] proposed optimal and heuristic algorithms tominimize
the makespan and the total weighted completion time, respectively. Chen [5] considered a single-processor scheduling
model where the execution time of a task is a decreasing linear function of its starting time, and presented an O(n2)-time
dynamic programming algorithm tominimize the number of late tasks. Cheng andDing [6] considered a family of scheduling
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Fig. 1. An example of decreasing deterioration rate.
Fig. 2. An example of increasing deterioration rate.
problems for a set of start-time-dependent tasks with release times and linearly increasing/decreasing processing rates on
a single machine to minimize the makespan. Bachman et al. [7] proved that minimizing the total weighted completion
time is NP-hard when the processing time is a linear function. Ng et al. [8] investigated three scheduling problems with
deteriorating jobs to minimize the total completion time on a single machine. Cheng and Ding [9] considered a piecewise-
linearmodel where each task has a normal processing time that deteriorates as a step function if its starting time is beyond a
given deterioration date. Cheng et al. [10] studied scheduling problems for a set of non-preemptive jobs on single- or multi-
machines without idle times where the processing time of a job is a piecewise non-increasing function of its start time.
Cheng and Ding [11] studied the feasibility problem of scheduling a set of start-time-dependent tasks on a single machine
with known deadlines and processing rates and identical initial processing times. Wang et al. [12] provided the optimal
and near-optimal solutions for the total completion time problem in two-machine flowshop. Moreover, Wang and Xia [13]
showed that the problems to minimize makespan or total weighted completion time is still polynomially solvable under
the assumption of dominating machines. Wu et al. [14] investigated a single-machine problem in which processing times of
jobs are start time dependent and the aim is to minimize the total weighted completion time. Wang et al. [15] considered
single-machine scheduling problems with deteriorating jobs and the jobs are related by a series–parallel graph.
In addition, topics relating to deteriorating jobs in the multi-machine environment, Hsieh and Bricker [16] studied two
deteriorating job multi-machine scheduling problems with the goal of minimizing the makespan. For the simple linear
deterioration model, they proposed a heuristic algorithm, proved that the ratio of the makespan obtained by the heuristic
algorithm to the optimal makespan was bounded, and showed that their heuristic algorithm possessed an asymptotic
optimality property. For the general linear deteriorationmodel, they proposed three heuristic algorithms and indicated that
these heuristic algorithms provided good solutions by a complete enumeration. Later, Hindi and Mhlanga [17] proposed a
steepest descent search scheme and a simulated annealing search scheme for solving the makespan minimization problem
on identical parallel machines under the simple linear deterioration and the general linear deterioration models. Lee
and Wu [18] investigated a multi-machine scheduling problem in which job processing times are increasing functions
of their starting times and machines are not always available. Job processing times are assumed to follow simple linear
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deteriorations. An extensive survey of different models and different criteria can be found in Alidaee and Womer [19] and
Cheng et al. [20]. Recently, Zhao and Tang [21] considered the single machine scheduling problems where job processing
time is a decreasing linear function of its starting time. Based on this assumption, they provided the optimal solutions for
the problems to minimize the sum of earliness penalties subject to no tardy jobs, to minimize the resource consumption
with makespan constraints and to minimize the makespan with the total resource consumption constraints, respectively.
Wang et al. [12] considered the two-machine flowshop mean flow time problem under the assumption of simple linear
deterioration functions, while Wu and Lee [22] studied the same problem under the assumption of linear deterioration
functions with constant deterioration rates. They both presented a branch-and-bound and several heuristic algorithms.
Wang and Xia [13] addressed no-wait or no-idle flowshop scheduling problems where job processing time is an increasing
function of its starting time. They showed that the problems tominimizemakespan or weighted sum of completion time are
polynomially solvable under the assumption of simple linear deterioration functions and dominating relationships between
machines. Lee et al. [23] considered the two-machine flowshopmakespan problem. They derived an exact algorithm to solve
most of the problems of up to 32 jobs in a reasonable amount of time. Wang et al. [15] considered some single-machine
scheduling problems inwhich job processing times are increasing functions of their starting times, and the jobs are related by
a series–parallel graph. They showed that for the general linear problem to minimize the makespan, polynomial algorithms
existed. They also showed that for the proportional linear problem of minimization of the total weighted completion time,
polynomial algorithms existed. Moreover, Lee and Wu [24] considered the deteriorating job scheduling problem in the
parallel machines with maintenance periods. Leung et al. [25] considered the problem of multiple parallel and identical
machines, where the jobs are processed in batch and the job processing time is a step function of its waiting time. They
showed that the total completion time problem is NP-hard in the strong sense even if there is a single machine and identical
extended processing time. Wu et al. [26] studied the single machine group scheduling problems where the setup times
as well as the job processing times deteriorate. They showed that the makespan and total completion time problems are
polynomially solvable. Low et al. [27] considered a single machine scheduling problemwith an availability constraint under
simple linear deterioration. The non-preemptive case is taken into account as well. Wang [28] dealt with single-machine
scheduling problems with decreasing linear deterioration, i.e., jobs whose processing times are a decreasing function of
their starting times. In addition, the jobs are related by parallel chains and a series–parallel graph precedence constraints,
respectively. Zhao and Tang [29] considered single machine scheduling with an aging effect in which the processing time of
a job depends on its position in a sequence.
In the literature of deteriorating job scheduling problems, most researchers assume that the actual job processing time
is a linear function of its starting time, which implicitly implies that the deterioration rate of any given job is constant over
time. The research on non-linear models is relatively limited. Gupta and Gupta [1] introduced the problemwith polynomial
processing time functions. They proposed branch-and-bound and heuristic algorithms to search for the optimal and near-
optimal solutions for the makespan problem. Browne and Yechiali [3] introduced the makespan problems with exponential
job processing times and provided insight into problem solutions. Voutsinas and Pappis [30] introduced a new type ofmodel
where the job value deteriorates exponentially over time. For more recent problems with deteriorating jobs in different
settings, we refer the reader to [31–42], etc.
The remainder of this paper is organized as follows. The solution procedures for single-machine problems to minimize
makespan, total completion time, total lateness, total weighted completion time, total tardiness, maximum lateness, and
maximum tardiness are presented in the next section. In Section 3, we consider some special cases of the multiple machine
permutation flowshop problems. The conclusion is given in the last section.
2. Some single-machine problems
In this section, we will first describe the proposed model in the single-machine case. Consider a set of n jobs ready to
be processed on a single machine. Each job j has a normal processing time pj and a due date dj. Due to the phenomenon of
deterioration, the actual processing time of job j is
pj[r] = pj

z(r)+
r−1
l=1
αlp[l]
a
,
if it is scheduled in the rth position in a sequence, where [i] denotes the ith position in the sequence, z(r) is a non-increasing
function of the job position r, α1, α2, . . . , αn are a sequence of coefficients with αi ≥ 0, and a ≥ 2. Furthermore, let
Cj, Lj = Cj−dj and Tj = max{0, Cj−dj}denote the completion time, the lateness and the tardiness of job j, respectively. Under
the proposed model, the actual job processing time might have an increasing or decreasing deterioration rate depending
on the values of z(r), α1, α2, . . . , αn and a. For example, if n = 50, pj = 1 for all j, a = 2, z(r) = 1 − 0.001r , and
αl = 0.025 − 0.0005l, then the deterioration rate is a decreasing function, as shown in Fig. 1. On the other hand, if
n = 50, pj = 1 for all j, a = 2, z(r) = 1 − 0.001r , and αl = 0.03 − 0.0001l, then the deterioration rate is an increasing
function, as shown in Fig. 2.
Following the problem descriptions, we will address several single-machine problems under the proposed deteriorating
model. We first show that the makespan, the total completion time and the total lateness problems are polynomially
solvable, and the total weighted completion time, the total tardiness, the maximum lateness and the maximum tardiness
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problems are still polynomially solvable under certain agreeable conditions. Before presenting themain results,we first state
two lemmas that will be used in the proofs of the properties in the sequel. The lemmas can be derived from differentiation.
Lemma 1. g(λ) = λ[1− (b+ y)a] − [1− (b+ λy)a] ≥ 0 for λ ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2.
Lemma 2. g(λ) = (λ− 1)+ λk[1− (b+ y)a] − 1k [1− (b+ λky)a] ≥ 0 for λ ≥ 1, k ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2.
Let S and S ′ be two job schedules where the difference between S and S ′ is a pairwise interchange of two adjacent jobs i
and j, i.e., S = (π, i, j, π ′) and S ′ = (π, j, i, π ′), where π and π ′ each denotes a partial sequence. Furthermore, we assume
that there are r − 1 scheduled jobs in π . In addition, let A denote the completion time of the last job in π . Under S, the
completion times of jobs i and j are respectively
Ci(S) = A+ pi

z(r)+
r−1
l=1
αlp[l]
a
(1)
and
Cj(S) = A+ pi

z(r)+
r−1
l=1
αlp[l]
a
+ pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
. (2)
Similarly, the completion times of jobs j and i in S ′ are respectively
Cj(S ′) = A+ pj

z(r)+
r−1
l=1
αlp[l]
a
(3)
and
Ci(S ′) = A+ pj

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
. (4)
Property 1. The shortest processing time (SPT) yields an optimal schedule for the 1/pj[r] = pj

z(r)+∑r−1l=1 αlp[l]a /Cmax
problem.
Proof. Suppose that pi ≤ pj. To show that S dominates S ′, it suffices to show that Cj(S) ≤ Ci(S ′).
Taking the difference between Eqs. (2) and (4), we have
Ci(S ′)− Cj(S) = (pj − pi)

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
− pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
. (5)
Substituting u = z(r)+∑r−1l=1 αlp[l], v = z(r + 1)− z(r), λ = pjpi , b = 1+ vu and y = αrpiu into Eq. (5), we have
Ci(S ′)− Cj(S) = piua{λ[1− (b+ y)a] − [1− (b+ λy)a]}. (6)
Since λ = pjpi ≥ 1, y =
αrpi
u ≥ 0, 0 < b < 1 and a ≥ 2, and from Lemma 1, we have
Ci(S ′)− Cj(S) ≥ 0. (7)
For the jobs that are in π ′, their completion time may be delayed owing to (7), that is Ck(S ′) ≥ Ck(S) if k ∈ π ′. Thus,
it is also implied that the makespan for the jobs in sequence S is less than that in S ′. Therefore, repeating this interchange
argument for all the jobs not sequenced in the SPT order completes the proof of the property. 
Property 2. The SPT order yields an optimal schedule for the 1/pj[r] = pj

z(r)+∑r−1l=1 αlp[l]a /∑ Ci problem.
Proof. The proof is omitted since it is similar to that of Property 1. 
Next, we show that the weighted shortest processing time (WSPT) rule provides the optimal solution for the total
weighted completion time problem under the proposed deterioration model if the processing times and the weights are
agreeable, i.e., pjpi ≥
wj
wi
≥ 1 for all jobs i and j.
Property 3. The WSPT rule yields an optimal schedule for the 1/pj[r] = pj

z(r)+∑r−1l=1 αlp[l]a /∑wiCi problem if the
processing times and the weights are agreeable.
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Proof. Suppose that pjpi ≥
wj
wi
≥ 1. Since pi ≤ pj, it implies from Property 1 that Cj(S) ≤ Ci(S ′). Thus, to show that S
dominates S ′, it suffices to show thatwiCi(S)+ wjCj(S) ≤ wjCj(S ′)+ wiCi(S ′). From Eqs. (1)–(4), we have
[wjCj(S ′)+ wiCi(S ′)] − [wiCi(S)+ wjCj(S)] = (wipj − wjpi)

z(r)+
r−1
l=1
αlp[l]
a
+wjpj

z(r)+
r−1
l=1
αlp[l]
a
−

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
−wipi

z(r)+
r−1
l=1
αlp[l]
a
−

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
. (8)
Substituting u = z(r) +∑r−1l=1 αlp[l], v = z(r + 1) − z(r), y = αrpiu , λ = pj/wjpi/wi , b = 1 + vu , and k = wjwi into Eq. (8), we
have
[wjCj(S ′)+ wiCi(S ′)] − [wiCi(S)+ wjCj(S)] = wjpiua

(λ− 1)+ λk[1− (b+ y)a] − 1
k
[1− (b+ λky)a]

. (9)
Since λ = pj/wjpi/wi ≥ 1, k =
wj
wi
≥ 1, y = αrpiu ≥ 0, 0 < b < 1 and a ≥ 2, we have from Lemma 2 that wjCj(S ′) +
wiCi(S ′) ≥ wiCi(S) + wjCj(S). Thus, S dominates S ′. Repeating this interchange argument for all the jobs not sequenced in
the WSPT order completes the proof of Property 3. 
In the following, we will show that the earliest due date (EDD) order still provides the optimal solutions for the total
tardiness, the maximum lateness, and the maximum tardiness problems under the proposed model if the job processing
times and the due dates are agreeable, i.e., di ≤ dj implies pi ≤ pj for all jobs i and j.
Property 4. The EDD order yields an optimal schedule for the 1/pj[r] = pj

z(r)+∑r−1l=1 αlp[l]a /∑ Ti problem if the job
processing times and the due dates are agreeable.
Proof. Suppose that di ≤ dj. It also implies pi ≤ pj. The total tardiness of the first r − 1 jobs are the same since they are
processed in the same order. Since the makespan is minimized by the SPT rule (Property 1), the total tardiness of partial
sequence π ′ in S will not be greater than that of partial sequence π ′ in S ′. Thus, to prove that the total tardiness of S is less
than or equal to that of S ′, it suffices to show that Ti(S)+ Tj(S) ≤ Tj(S ′)+ Ti(S ′).
From Eqs. (1)–(4), it is derived that the tardiness of jobs i and j in S are
Ti(S) = max

A+ pi

z(r)+
r−1
l=1
αlp[l]
a
− di, 0

,
and
Tj(S) = max

A+ pi

z(r)+
r−1
l=1
αlp[l]
a
+ pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
− dj, 0

.
Similarly, the tardiness of jobs i and j in S ′ are
Tj(S ′) = max

A+ pj

z(r)+
r−1
l=1
αlp[l]
a
− dj, 0

,
and
Ti(S ′) = max

A+ pj

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
− di, 0

.
To compare the total tardiness of jobs i and j in S and in S ′, we divide it into two cases. In the first case that
A+ pj

z(r)+∑r−1l=1 αlp[l]a ≤ dj, the total tardiness of jobs i and j in S and in S ′ are
Ti(S)+ Tj(S) = max

A+ pi

z(r)+
r−1
l=1
αlp[l]
a
− di, 0

+ max

A+ pi

z(r)+
r−1
l=1
αlp[l]
a
+ pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
− dj, 0

,
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and
Tj(S ′)+ Ti(S ′) = max

A+ pj

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
− di, 0

.
Suppose that neither Ti(S) nor Tj(S) is zero. Note that this is the most restrictive case since it comprises the case that
either one or both Ti(S) and Tj(S) are zero. From Property 1 and di ≤ dj, we have
{Tj(S ′)+ Ti(S ′)} − {Ti(S)+ Tj(S)} = (pj − pi)

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
− pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
+ dj − A− pi

z(r)+
r−1
l=1
αlp[l]
a
≥ 0.
Thus, {Tj(S ′) + Ti(S ′)} − {Ti(S) + Tj(S)} ≥ 0 in the first case. In the second case that A + pj

z(r)+∑r−1l=1 αlp[l]a > dj,
the total tardiness of jobs i and j in S and in S ′ are
Ti(S)+ Tj(S) = max

A+ pi

z(r)+
r−1
l=1
αlp[l]
a
− di, 0

+ max

A+ pi

z(r)+
r−1
l=1
αlp[l]
a
+ pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
− dj, 0

,
and
Tj(S ′)+ Ti(S ′) = 2A+ 2pj

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
− di − dj.
Suppose that neither Ti(S) nor Tj(S) is zero. From Property 1, di ≤ dj and pi ≤ pj, we have
{Tj(S ′)+ Ti(S ′)} − {Ti(S)+ Tj(S)} = 2(pj − pi)

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
− pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
≥ 0.
Thus, {Tj(S ′)+ Ti(S ′)} − {Ti(S)+ Tj(S)} ≥ 0 in the second case. This completes the proof of Property 4. 
Property 5. The EDD order yields an optimal schedule for the 1/pj[r] = pj

z(r)+∑r−1l=1 αlp[l]a /Lmax and the 1/pj[r] =
pj

z(r)+∑r−1l=1 αlp[l]a /Tmax problems if the job processing times and the due dates are agreeable.
Proof. Suppose that di ≤ dj. It also implies pi ≤ pj. Themaximum lateness among the first r−1 jobs are the same since they
are processed in the same order. Since the makespan is minimized by the SPT rule (Property 1), the maximum lateness in
partial sequence π ′ of S will not be greater than that in partial sequence π ′ of S ′. Thus, to prove that the maximum lateness
of S is less than or equal to that of S ′, it suffices to show that max{Li(S), Lj(S)} ≤ Li(S ′).
From Eqs. (1)–(4), it is derived that the lateness of jobs i and j in S are
Li(S) = A+ pi

z(r)+
r−1
l=1
αlp[l]
a
− di,
and
Lj(S) = A+ pi

z(r)+
r−1
l=1
αlp[l]
a
+ pj

z(r + 1)+
r−1
l=1
αlp[l] + αrpi
a
− dj.
Similarly, the lateness of jobs i and j in S ′ are
Lj(S ′) = A+ pj

z(r)+
r−1
l=1
αlp[l]
a
− dj,
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and
Li(S ′) = A+ pj

z(r)+
r−1
l=1
αlp[l]
a
+ pi

z(r + 1)+
r−1
l=1
αlp[l] + αrpj
a
− di.
Thus, Li(S) ≤ Li(S ′) since pi ≤ pj and pi

z(r + 1)+∑r−1l=1 αlp[l] + αrpja ≥ 0. From Property 1 and di ≤ dj, it also implies
that Lj(S) ≤ Li(S ′). Thus, S dominates S ′.
The maximum tardiness Tmax is defined as Tmax = max{0, Lmax}. Therefore, the result above can be implied directly to
the 1/pj[r] = pj

z(r)+∑r−1l=1 αlp[l]a /Tmax problem. This completes the proof of Property 5. 
3. Somem-machine permutation flowshop problems
The formulation of the proposed model on the m-machine permutation flowshop case is similar to that on the single-
machine case and given as follows. There are n jobs to be processed onmmachines. Each job consists ofm operations to be
processed on one machine each. Operation of job j on machine i + 1 can start only when operation of job j on machine i is
completed. Each job j has a due date dj. A machine can handle one job at a time and preemption is not allowed. The actual
processing time pij[r] of job j on machine i is
pij[r] = pij

z(r)+
r−1
l=1
αlpi[l]
a
,
if it is scheduled in the rth position in a sequence where [l] denotes the lth position in the sequence, pij is the normal
processing time of job j on machine i, z(r) is a non-increasing function of the job position r, α1, α2, . . . , αn are a sequence
of coefficients with αi ≥ 0, and a ≥ 2. Furthermore, let Cmj, Lj = Cmj − dj and Tj = max{0, Cmj − dj} denote the completion
time, the lateness and the tardiness of job j, respectively.
In the following, we first consider a special case where the processing times on all the machines for any given job are
identical, i.e., pij = pj. Under the proposed model, the completion time of the rth job in a given sequence S is
Cm[r](S) = [z(1)]ap[1] +
r−
k=2

z(k)+
k−1
l=1
αlp[l]
a
p[k]
+ (m− 1)max

(z(1))ap[1], (z(2)+ α1p[1])ap[2], . . . ,

z(r)+
r−1
l=1
αlp[l]
a
p[r]

. (10)
Property 6. The SPT order yields an optimal schedule for the Fm/pij[r] = pij

z(r)+∑r−1l=1 αlpi[l]a /Cmax problem if pij = pj.
Proof. Suppose that pu ≤ pv . Let S and S ′ are two job schedules and the difference between S and S ′ is a pair-wise
interchange of two adjacent jobs u and v, i.e., S = (π, u, v, π ′) and S ′ = (π, v, u, π ′), where π and π ′ each denotes a
partial sequence. Furthermore, we assume that there are r − 1 jobs in π and let A denote the completion time of the last job
in π . To show that S dominates S ′, it suffices to show that Cmv(S) ≤ Cmu(S ′). From Eq. (10), it is derived that the completion
time of job v in S is
Cmv(S) = A+ pu

z(r)+
r−1
l=1
αlp[l]
a
+ pv

z(r + 1)+
r−1
l=1
αlp[l] + αrpu
a
+ (m− 1)max

(z(1))ap[1], . . . ,

z(r)+
r−1
l=1
αlp[l]
a
pu,

z(r + 1)+
r−1
l=1
αlp[l] + αrpu
a
pv

. (11)
Similarly, it is derived from Eq. (11) that the completion time of job u in S ′ is
Cmi(S ′) = A+ pv

z(r)+
r−1
l=1
αlp[l]
a
+ pu

z(r + 1)+
r−1
l=1
αlp[l] + αrpv
a
+ (m− 1)max

(z(1))ap[1], . . . ,

z(r)+
r−1
l=1
αlp[l]
a
pv,

z(r + 1)+
r−1
l=1
αlp[l] + αrpv
a
pu

. (12)
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Since a ≥ 2 and pu ≤ pv , we have
max

(z(1))ap[1], . . . ,

z(r)+
r−1
l=1
αlp[l]
a
pv,

z(r + 1)+
r−1
l=1
αlp[l] + αrpv
a
pu

≥ max

(z(1))ap[1], . . . ,

z(r)+
r−1
l=1
αlp[l]
a
pu,

z(r + 1)+
r−1
l=1
αlp[l] + αrpu
a
pv

. (13)
Thus, we have from Eqs. (11)–(13) that
Cmu(S ′)− Cmv(S) ≥ pv

z(r)+
r−1
l=1
αlp[l]
a
+ pu

z(r + 1)+
r−1
l=1
αlp[l] + αrpv
a
− pu

z(r)+
r−1
l=1
αlp[l]
a
− pv

z(r + 1)+
r−1
l=1
αlp[l] + αrpu
a
. (14)
Substituting U = z(r) +∑r−1l=1 αlp[l], V = z(r + 1) − z(r), λ = pvpu , y = αrpuU , and b = 1 + VU into Eq. (14), it is derived
from Lemma 1 that
Cmu(S ′)− Cmv(S) ≥ puUa{λ[1− (b+ y)a] − [1− (b+ λy)a]} ≥ 0.
Since λ = pvpu ≥ 1, y = αrpuU ≥ 0, 0 < b < 1 and a ≥ 2. Thus, S dominates S ′. Therefore, repeating this interchange
argument for all the jobs not sequenced in the SPT order completes the proof of the property. 
Property 7. The SPT order yields an optimal schedule for the Fm/pij[r] = pij

z(r)+∑r−1l=1 αlpi[l]a /∑ Cmj problem if pij = pj.
Proof. The proof is omitted since it is similar to that of Property 6. 
Property 8. The EDD rule yields an optimal schedule for the Fm/pij[r] = pij

z(r)+∑r−1l=1 αlpi[l]a /∑ Tj problem if pij = pj,
the job processing times and the due dates are agreeable, i.e., di ≤ dj implies pi ≤ pj for all jobs i and j.
Proof. The proof is omitted since it is similar to that of Property 4. 
Property 9. The EDD rule yields an optimal schedule for the Fm/pij[r] = pij

z(r)+∑r−1l=1 αlpi[l]a /Lmax and the Fm/pij[r] =
pij

z(r)+∑r−1l=1 αlpi[l]a /Tmax problems if pij = pj, the job processing times and the due dates are agreeable, i.e., di ≤ dj implies
pi ≤ pj for all jobs i and j.
Proof. The proof is omitted since it is similar to that of Property 5. 
4. Conclusions
This paper provides a new deteriorating model in which the deterioration rate might be an increasing or a decreasing
function as time passes. Under the proposed deteriorating model, we showed that the single-machine makespan and
total completion time, total lateness problems are polynomially solvable. In addition, we showed that the total weighted
completion time, total tardiness, maximum lateness and themaximum tardiness problems are polynomially solvable under
certain agreeable conditions. For the case of m-machine flowshop, we presented polynomial-time optimal solutions for
the problems to minimize makespan and total completion time under the assumption of identical processing times on all
the machines or under the assumption of increasing dominant machines. Moreover, we showed that the total tardiness,
maximum lateness and the maximum tardiness problems are polynomially solvable under certain agreeable conditions for
the cases of identical processing times on all the machines.
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Appendix
Lemma 1. g(λ) = λ[1− (b+ y)a] − [1− (b+ λy)a] ≥ 0 for λ ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2.
Proof. First, we want to show that
f (y) = 1+ ay(b+ y)a−1 − (b+ y)a ≥ 0. (A.1)
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Since y ≥ 0, 0 < b < 1, and a ≥ 2, we have
f ′(y) = a(a− 1)y(b+ y)a−2 ≥ 0.
This implies that f (y) is a non-decreasing function on y ≥ 0. Since f (0) = 1− ba > 0 for 0 < b < 1, we have f (y) ≥ 0.
Taking the first and second derivatives of g(λ)with respect to λ, we have
g ′(λ) = 1− (b+ y)a + ay(b+ λy)a−1
and
g ′′(λ) = a(a− 1)y2(b+ λy)a−2.
Since λ ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2, it implies that g ′′(λ) ≥ 0. Therefore, g ′(λ) is a non-decreasing function for λ ≥ 1.
From Eq. (A.1), we have
g ′(1) = 1− (b+ y)a + ay(b+ y)a−1 ≥ 0.
Using the fact that g ′(λ) is a non-decreasing function for λ ≥ 1, it implies that
g ′(λ) ≥ g ′(1) ≥ 0.
Therefore, g(λ) is also a non-decreasing function for λ ≥ 1. Since g(1) = 0, we have g(λ) ≥ 0. This completes the proof. 
Lemma 2. g(λ) = (λ− 1)+ λk[1− (b+ y)a] − 1k [1− (b+ λky)a] ≥ 0 for λ ≥ 1, k ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2.
Proof. First, we want to show that
f (y) = 1+ k[1− (b+ y)a] + ay(b+ ky)a−1 ≥ 0. (A.2)
Since k ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2, we have
f ′(y) = −ka(b+ y)a−1 + a(b+ ky)a−1 + a(a− 1)ky(b+ ky)a−2 > 0.
This implies that f (y) is a non-decreasing function for y ≥ 0. Since f (0) = 1+ k[1− ba] > 0, we have f (y) > 0.
Next, we want to show
h(y) = k[1− (b+ y)a] − 1
k
[1− (b+ ky)a] ≥ 0. (A.3)
Since k ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2, we have h′(y) > 0. This implies that h(y) is a non-decreasing function for y ≥ 0.
Since h(0) = k− 1k  (1− ba) > 0, we have h(x) > 0.
Taking the first and second derivatives of g(λ)with respect to λ, we have
g ′(λ) = 1+ k[1− (b+ y)a] + ay(b+ λky)a−1,
and
g ′′(λ) = a(a− 1)ky2(b+ λky)a−2.
Since λ ≥ 1, k ≥ 1, y ≥ 0, 0 < b < 1, and a ≥ 2, we have g ′′(λ) ≥ 0. This implies that g ′(λ) is a non-decreasing function
for λ ≥ 1. From Eq. (A.2), we have
g ′(λ) ≥ g ′(1) = 1+ k[1− (b+ y)a] + ay(b+ ky)a−1 ≥ 0.
This implies that g ′(λ) ≥ 0 and g(λ) is a non-decreasing function for λ ≥ 1, too. Therefore, we have from Eq. (A.3) that
g(λ) ≥ g(1) = k[1− (b+ y)a] − 1
k
[1− (b+ ky)a] ≥ 0.
This completes the proof. 
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