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Abstract
The string theory on symmetric product describes the second-quantized string
theory. The development for the bosonic open string was discussed in the previous
work.[1] In this paper, we consider the open superstring theory on the symmetric
product and examine the nature of the second quantization. The fermionic partition
functions are obtained from the consistent fermionic extension of the twisted bound-
ary conditions for the non-abelian orbifold, and they can be interpreted in terms of
the long string language naturally. In the closed string sector, the boundary/cross-
cap states are also constructed. These boundary states are classified into three
types in terms of the long string language, and explain the change of the topology
of the world-sheet. To obtain the anomaly-free theory, the dilaton tadpole must be
cancelled. This condition gives SO(32) Chan-Paton group as ordinary superstring
theory.
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1 Introduction
The second quantization of the string is one of the most important issue in the string
theory. There has been considerable works for the second-quantization of the string
theoy.[2, 4, 5] Especially the extension for the superstring theory[7, 8] needs complicated
formulation since the superstring field theory suffers from many problems as picture-
changing interactions and Lorentz invariance.[6, 7, 8]
On the other hand, the non-perturbative analysis for the string theory has been devel-
oped recently. The new ideas as D-branes and M-theory give more profound understanding
for the strongly coupled string theory. Therefore, there are many approach for the descrip-
tion of M-theory. Some of them are Matrix theory[9] and Matrix string theory.[11, 12, 10]
Especially, Matrix string theory describes M-theory in terms of a 1+1 dimensional super
Yang-Mills theory and this theory goes to the conformal field theory on the symmetric
product space in the IR limit. The IR dynamics of the matrix string was well-analyzed
in terms of super Yang-Mills theory.[16, 17] There are many progresses in this direction
recently.[19, 20, 21]
The analysis of the string theory on the symmetric product space was given for the
closed string case.[13][15] The twisted sector can be interpreted physically as the long
string which is constituted from the string bits by connecting their edges. This interpre-
tation can be established further by evaluating the partition function. The generating
function of the partition function is expressed by exponential lifting of the one-body par-
tition function. This nature of the partition function is the string theory version of the
sum of the connected Feynman diagrams for vacuum in the quantum field theory. As
discussed by L.Susskind[14], this partition function has the structure of the discrete light-
cone quantization (DLCQ). Thus this theory can be interpreted as the second-quantized
string theory in DLCQ.
In the previous work[1], we developed these ideas into the bosonic open string theory.
In the open string case, the twisted sector on the orbifold singularity of the symmetric
product can be also interpreted as the long strings. But these long strings have two types,
the long open strings and the long closed strings. Furthermore, the annulus partition
function can be interpreted as the annulus, Mo¨bius strip, Klein bottle and torus partition
function in terms of the long string sense. Therefore this theory can be interpreted as
the second quantization of the unoriented open/closed string theory. To establish this
structure, we constructed the boundary states for this theory. These boundary states
are classified into three types, the boundary states, the cross-cap states, and the joint
states. Here the joint states describes the connection of two strings at the boundary. The
appearance of the cross-cap states means that this theory describes the unoriented theory
and joint state implies the possibility of open/closed interactions. So the physical inter-
pretation can be explained naturally from the closed string sector. Finally we discussed
the consistent Chan-Paton gauge group for the anomaly-free theory. This group can be
determined from the dilaton tadpole cancellation, and the result was SO(213) as ordinary
string theory.
Generally speaking, the representation of the second-quantized string theory by the
symmetric product is much simpler than the string field theory. Especially, as the su-
perstring field theory has complicated formulation, we aim to describe open superstring
theory in simple way. In this paper, we extended the ideas in the previous work[1] to
the open superstring case. We found the boundary condition for fermionic fields on the
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non-abelian orbifold by the Z2 extension of the bosonic boundary conditions and classi-
fied the solutions for the consistency conditions of the permutation orbifold. For these
classified boundary conditions. we calculated the partition function and examined that
the annulus, Mo¨bius strip, Klein bottle and torus partition function for the superstring
appears. In the closed string sector, we constructed the boundary/cross-cap states for
the fermionic fields. The fermionic boundary states also describe the boundary, cross-cap
and joint states and explain the change of the topology of the world-sheet. Finally, from
the dilaton tadpole cancellation condition, the Chan-Paton group can be determined to
be SO(32) as ordinary Type I superstring.
The organization of this paper is as follows. In section 2, we review the closed string on
the symmetric product space. Here we calculate the partition function for the superstring
in detail as the preparation for the open string calculation. In section 3, we consider
the consisteny condition for the periodicities and boundary conditions of non-abelian
orbifold and classify the solutions. Then we calculate the fermionic partition function
for the irreducible sets. These considerations are made for the annulus, Mo¨bius strip
and Klein bottle diagrams. These results are summarized in the final subsection and we
will calculate the the generating function for the partition functions. In section 4, we
construct the boundary/cross-cap states for fermionic string. After the classification for
the irreducible combination of the periodicity and the boundary condition, we calculate
the inner products of the boundary states which correspond to the situation of section
3. In section 5, we consider the dilaton tadpole cancellation condition and determine the
consistent Chan-Paton gauge group. In section 6, we discuss about the interaction briefly
and show some future direction of this work.
2 Closed Superstring on Symmetric Product
The closed string theory on the symmetric product space describes the second-quantized
closed string theory.[13] In this section we will review this nature and calculate the par-
tition function in detail for the prepartion of the open string case.
2.1 Hilbert space of closed string on symmetric product
Let M be some manifold. The symmetric product of this space is defined as SNM ≡
M⊗N/SN , where SN denotes the permutation group. On this symmetric product space,
the twisted sector of the the bosonic field XI(σ) (I = 0, · · · , N − 1) which belongs to the
Hilbert space HN is defined as,
XI(σ + 2π) = (h ·X)I(σ), h ∈ SN , (2.1)
where we denoted as, h ·X ≡∑I hI,JXJ and σ represents the space-like coordinate of the
world-sheet. This Hilbert space can be decomposed into that of the twisted sectors of the
conjugacy classes. The conjugacy class [h] for the permutation group SN is classified by
the partition of N and written as the product of the elements of the cyclic permutation
group (n) as,
[h] ≡ (1)N1(2)N2 · · · (k)Nk , (2.2)
N =
k∑
n=1
nNn. (2.3)
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Thus the Hilbert space is decomposed as,
HN =
⊕
{Nn}
N =
∑
n nNn
H{Nn}, (2.4)
where the Hilbert space H{Nn} represents the twisted sector of the conjugacy class.
In general, the orbifold partition function which is invariant under the group action Γ
can be obtained by summing over all twisted sectors as,
Z(τ, τ¯) =
1
|Γ|
∑
h,g∈Γ
χh,g, (2.5)
χh,g(τ, τ¯) ≡ TrHhge
[
τL0 − τ˜ L˜0
]
, (2.6)
e[x] ≡ e2piix. (2.7)
From the consistency of the path integral, in the case of the non-abelian orbifold, we need
to restrict above summation to the elements which satisfied the condition,
hg = gh. (2.8)
Therefore, we have to choose the twist along the time direction as the centralizer group
Ch for the the conjugacy class [h]. The centralizer group can be written as,
g ∈ SN1 × (SN2 × Z2) · · · (SNk × Zk). (2.9)
Thus the partition function for the symmetric product space is written as,
ZN(τ, τ¯ ) =
1
|SN |
∑
g, h ∈ SN
hg = gh
χh,g(τ, τ¯)
=
∑
i
1
|Ni|
∑
g∈Ni
χh,g(τ, τ¯), (2.10)
where h belongs to the conjugacy class Ci and we denoted Ni as its centralizer group and
summation is taken over all conjugacy class. In the derivation of above representation, we
used the relation |SN | = |Ci| · |Ni|. The number of the elements of the contralizer group
(2.9) is,
|Nh| =
k∏
n=1
nNnNn!. (2.11)
The physical interpretation of this twisted sector can be given as follows. Let h
be the cyclic permutation of n elements Tn, the periodicity for the bosonic field XI
(I = 0, · · · , n− 1) along the space direction is,
XI(σ + 2π) = XI+1(σ), (2.12)
where I is defined mod n. This means that n short strings are connected to form the long
stirng of length n,
XI(σ + 2πn) = XI(σ). (2.13)
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These short strings are sometimes called “srting bits”. For the general element (2.2), N
short strings form Nn long strings of length n.
For the fermionic fields Ψ on the permutation orbifolds the twisted sector which cor-
responds to above bosonic fields can be expressed as,
ΨI(σ + 2π) = e
[αI
2
]
ΨI+1(σ). (2.14)
αI is 0 or 1. The physical meaning for this twisted sector is that n short NS or R string
are connected to form the long fermionic string of length n which has the peridicity as,
ΨI(σ + 2πn) = e
[α
2
]
ΨI(σ), (2.15)
α ≡
n−1∑
I=0
αI , (mod 2). (2.16)
The action of the centralizer group (2.9) is has clear interpretation. The factor Zn
means the rotation of the string bits that constitute a long string of length n. The factor
SNn reshuffle the long strings of the same length n.
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Figure 1: Same type of long strings are reshuffled in each irriduceble sets
In order to evaluate the partition function explicitly, we should decompose these el-
ements into the “irreducible sets”. In the element of the centralizer group, SNn can be
decomposed further into its conjugacy class as,
[SNn ] = (1)
Mn,1(2)Mn,2 · · · , (2.17)∑
sn>0
snMn,sn = Nn. (2.18)
The “irreducible set” is the pair h ∈ Z⊗snn , g ∈ Z⊗snn × Zsn .
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For the fermionic field, the action of the centralizer group is more complicated than
the bosonic case. From the consistency condition hg = gh, the action of the centralizer
group is the rotations and reshuffling of the long strings which have the same length and
belong to the same fermionic sector, and appropriate Z2 action. In the next subsection,
we will discuss the action of the centralizer group in more detail.
Thus we see how the conjugacy classes and its centralizers decompose into the irre-
ducible sets. The full partition function is evaluated as the sum of the product of the
partition function for the irreducible sets.
2.2 Partition function for closed string
2.2.1 Fermionic partition function for the irreducible set
To consider the partition ffunction of the superstring theory on SNR8, we have to evaluate
that of the complex fermionic fields. For the fermionic fields, the orbifold group is extended
to SN × Z⊗N2 .
The irreducible sets can be reduced to nm complex fermionic free fields where h and
g act as,
h = diag(A0Tn, · · · , Am−1Tn),
g = diag(B0T p0n , · · · , Bm−1T pm−1n ) · T m , (2.19)
where Tn and T m acts on nm free fermionic fields ΨI,J (I = 0, · · · , n − 1 and J =
0, · · · , m− 1) as,
(Tn ·Ψ)I,J = ΨI+1,J ,
(T m ·Ψ)I,J = ΨI,J+1. (2.20)
AJ ’s and BJ ’s are n× n matrices AJ = diag(e
[α0,J
2
]
, · · · , e[αn−1,J
2
]
),
BJ = diag(e
[
β0,J
2
]
, · · · , e
[
βn−1,J
2
]
) where αI,J and βI,J takes their values in 0 or 1. The
actions of h and g on Ψ are written asas,
(h ·Ψ)I,J = e
[αI,J
2
]
ΨI+1,J ,
(g ·Ψ)I,J = e
[
βI,J
2
]
ΨI+pJ ,J+1, (2.21)
The consistency condition hg = gh becomes nontrivial conditions for α’s and β’s as,
βI,J + αI+PJ ,J+1 = αI,J + βI+1,J . (2.22)
Taking a sum of I in the above relation, the condition for αJ ≡
∑n−1
I=0 αI,J is
αJ = αJ+1. (2.23)
Thus αJ ’s do not depend on J . This fact means that all long strings in the irreducible
sets have same periodicity on space direction. So we define α ≡ αJ where α is defined
modulo 2.
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By diagonalizing the action for h, we should introduce the basis for the fermionic field
ψa,J which is constructed from the discrete Fourier transformation of the fermionic field
ΨI,J as,
ψa,J ≡ 1√
n
n−1∑
I=0
e
[
−aI
n
− αI
2n
+
I−1∑
K=0
αK,J
2
]
ΨI,J , a = 0, · · ·n− 1. (2.24)
The mode expansion for ψa,J is
ψa,J = i−1/2
∑
r∈Z
(
ψa,Jr+ a
n
+ α
2n
ei(r+
a
n
+ α
2n
)w + ψ˜a,Jr− a
n
− α
2n
e−i(r−
a
n
− α
2n
)w¯
)
, (2.25)
where w = σ1+ iσ0. Since the fermionic fields are complex fields, there are also conjugate
fields Ψ¯I,J . The mode expansion for the conjugate field ψ¯a,J is
ψ¯a,J = i−1/2
∑
r∈Z
(
ψ¯a,Jr− a
n
− α
2n
ei(r−
a
n
− α
2n
)w + ˜¯ψ
a,J
r+ a
n
+ α
2n
e−i(r+
a
n
+ α
2n
)w¯
)
. (2.26)
The commutation relations are
{ψa,Jr+ a
n
+ α
2n
, ψ¯b,L
s− b
n
− α
2n
} = δJ,Lδr+s,0δa,b. (2.27)
The action of g on this diagonalized basis ψa,J becomes,
(g · ψ)a,J = e
[
β0,J
2
−
pJ−1∑
K=0
αK,J+1
2
+
apJ
n
+
αpJ
2n
]
ψa,J+1. (2.28)
The eigenvalues for g action are evaluated as,
µa,b = e
[
β{p}
2m
+
ap
nm
+
αp
2nm
+
b
m
]
, (2.29)
p ≡
m−1∑
J=0
pJ , β
{p} ≡
m−1∑
J=0
(
β0,J −
pJ−1∑
K=0
αK,J+1
)
, (2.30)
a = 0, · · · , n− 1, b = 0, · · · , m− 1.
The action of g on diagonalized oscillator ψa,br+a/n+α/2n is written as,
(g · ψ)a,br+a/n+α/2n = µa,bψa,br+a/n+α/2n. (2.31)
Using these diagonalized fields, the (chiral) oscillator part of the partition function
can be evaluated as,
n−1∏
a=0
m−1∏
b=0
∞∏
r=1
(
1− e
[
β{p}
2m
+
ap
nm
+
αp
2nm
+
b
m
]
e[(r − a/n− α/2n)τ ]
)
,
=
n−1∏
a=0
∞∏
r=1
(
1− e
[
β{p}
2
+
ap
n
+
ap
2n
]
e[(r − a/n− α/2n)mτ ]
)
,
=
n−1∏
a=0
∞∏
r=1
(
1− e
[
β{p}
2
]
e[−p(r − a/n− α/2n)] e[(r − a/n− α/2n)mτ ]
)
,
=
∏
s∈N−α/2
(
1− e
[
β{p}
2
]
e
[(mτ − p
n
)
s
])
. (2.32)
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Thus the partition function for the nm fermionic strings in the irreducible set are knitted
together to give the partition function for the one long fermionic string on the torus with
modified moduli parameter τn,m,p,
τn,m,p ≡ mτ − p
n
. (2.33)
To evaluate the full partition function for the irreducible set, we need to add some
important factors. At first, we consider the multiplicity of αJ ’s and βJ ’s. If we sum over
all αJ ’s and βJ ’s, the value of α and β
{p} can be taken freely. So under fixing α and β{p},
the number of the multiplicity of αJ ’s and βJ ’s is 2
nm−1. Thus we have to add the factor
as (Z2 is the action of fermionic boundary condition),
2nm−1
|Z2|nm =
1
2
. (2.34)
And we replace β{p} to β.
Next we consider the zero-point energy. The zero-point energy for the fermionic field
which has the fractional moding as Z− θ is[23],
− 1
2
ωθ ≡ −1
2
∞∑
n=1
(n− θ) = − 1
48
− 1
16
(2θ − 1)2. (2.35)
Therefore the zero-point energy of a (complex) fermionic string with length n on SNR2
is
n−1∑
a=0
(
−1
2
ωθ=
a
n
+ α
2n − 1
2
ωθ=1−
a
n
− α
2n
)
,
=
n−1∑
a=0
(
− 1
24
+
1
8
{
2(
a
n
+
α
2n
)− 1
}2)
,
=
1
12n
− α
4n
+
α2
8n
. (2.36)
Thus the zero-point energy for the long string with length n is 1
n
of short string zero-point
energy.
Here we consider the oscillator part of conjugate fermionic fields Ψ¯I,J . The calculation
is the same as that of ΨI,J . The result is∏
s∈N−(1−α/2)
(
1− e
[−β{p}
2
]
e
[(mτ − p
n
)
s
])
. (2.37)
Finally we consider the various factors that comes from the vacuum. Since the vacuum
for the ψa,br−a/n−α/2n (0 ≤ a/n + α/2n ≤ 1/2) has charge 12 − a+α/2n , the contribution from
the ground state charge for the irreducible set is evaluated as,
e
[(β{p} − 1)(1− α)
8
− p
8n
(
α2 − 2α)− (β˜{p} − 1)(1− α˜)
8
+
p
8n
(
α˜2 − 2α˜)]. (2.38)
For the irreducible set of nm strings, m long string with length n moving coherently. Its
toggled vacuum is assigned to the toggled world-sheet as ordinary strings. So the fermion
8
number of the vacuum and the space-time fermion number for the various sector is the
same as that of ordinary string theory.
Gathering all these factors, the full (chiral) fermionic partition function for the irre-
ducible set of SNR8 is expressed as follows.[23, 24]
Type IIA,B
ZII(n,m, {p}|τ, τ¯) = Z+(τn,m,p)Z±(τ¯n,m,p)∗, (2.39)
Z±(τ) =
1
2
[Z00(τ)
4 − Z01(τ)4 − Z10(τ)4 ∓ Z11(τ)4], (2.40)
Zab (τ) ≡ q(3a
2−1)/24e[ab/8]
×
∞∏
m=1
(
1− e[b/2] qm−(1−a)/2
)(
1− e[−b/2] qm−(1+a)/2
)
, (2.41)
where q ≡ e[τ ].
Type 0A,B
Z0(n,m, {p}|τ, τ¯) = 1
2
[|Z00 |N + |Z01 |N + |Z10 |N + |Z11 |N ]. (2.42)
where N = 8.
Thus we obtained the partition function for the irreducible set of the SNR8.
2.2.2 Generating function of the partition function
As we obtained the partition function for the irreducible sets, we evaluate the partition
function on SNR8 by summing all products of irreducible sets. The combinatorial feature
of the partition function for the irreducible set is same as that of bosonic case.[1]
The partition function for each conjugacy class (2.2) can be written as follows,
χh,g =
∏
n,sn>0
(nsnZ(n, sn))
Mn,sn, (2.43)
Z(n,m) =
1
nm
∑
{p}
Z(n,m, {p}|τ, τ¯) = 1
n
∑
p
Z(n,m, p|τ, τ¯). (2.44)
Gathering all factors, the whole partition function is written as,
ZN(τ, τ¯) =
∑
Nn,Mn,m ≥ 1∑
nNn = N∑
mMn,m = Nn
∏
n,m≥1
1
Mn,m!
(
1
m
Z(n,m|τ, τ¯)
)Mn,m
. (2.45)
The generating function of the partition function can be evaluated as,
Z(ζ |τ, τ¯) ≡
∞∑
N=0
ζNZN(τ, τ¯),
= exp
(
∞∑
N=1
ζNVN · Z1(τ, τ¯)
)
, (2.46)
VN · f(τ, τ¯) ≡ 1
N
∑
a, d = 1, · · · , N
b = 0, · · · , d− 1
ad = N
f
(
aτ + b
d
,
aτ¯ + b
d
)
(2.47)
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The operator VN is called Hecke operator[25, 26] which maps a modular form to another
one with the same weight.
In large N limit, this partition function becomes as,
∞∑
m=1
1
nm
n−1∑
p=0
Z1(τ, τ¯)→
∫
d2τ
Imτ
Z1(τ, τ¯ ). (2.48)
Thus our partition function can be interpreted as the discretized version of the ordinary
amplitude for the light-cone quantization. As we reproduced the integral of moduli in the
continuum limit, we set the redundant variable τ to τ = i.
3 Open Superstring on Symmetric Product
We will consider the open superstring theory on the symmetric product space. The nature
of the second-quantized open string can be established by the evaluation of the partition
function. Since the Hilbert space of the open string sector can be determined by specifying
the boundary conditions, we have to calssify the boundary condition. The twisted sector
in the open string theory on the abelian orbifold is well-known.[27, 28] Although the
boundary condition for the abelian orbifold reduces to Neumann or Dirichlet condition,
the boundary condition for the non-abelian orbifold has various sectors. The consistency
condition for the bosonic boundary condition on the non-abelian orbifold is discussed in
the previous work.[1] In this article, we generalize the previous results to fermionic case
and then calculate the partition function for the permutation orbifold.
3.1 Open string Hilbert space
The Hilbert space for the open string is specified by the two boundary conditions. In this
subsection, we concentrate on the fermionic fields. The fermionic action for the ordinary
string is,
S = − i
2π
∫ pi
0
dσ1
∫ ∞
−∞
dσ0Ψ(σ0, σ1)ρα∂αΨ(σ
0, σ1), (3.1)
where ρα is two-dimensional Dirac matrix. The translation invariance of the action gives
the boundary condition for the fermionic field,
ΨL(σ
0, σ10)± fΨR(σ0, σ10) = 0, f ∈ Z2, (3.2)
where σ10 is the boundary value of σ
1. The sign ± in the boundary condition are referred
as Neumann and Dirichlet condition. When the values of f take different value at two
boundary, this sector is called Neveu-Schwarz (NS) sector and when the values of f take
same value at two boundary, this sector is called Ramond (R) sector. Thus the Hilbert
space of the open string is specified by the boundary conditions.
Next we will discuss the case that the target space is the orbifold M/Γ. At the fixed
point of the action of the discrete group Γ, the boundary condition for the fermionic field
is modified as,[29]
ΨL(σ
0, σ10)± f ·ΨR(σ0, σ10) = 0, f ∈ Γ× Z2. (3.3)
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We assume that the left- and right-mover have the same form of the boundary condition
for the orbifold action and admit the asymmetry for the fermionic Z2 part,
1
f 2 = E , E ∈ Γ× Z2, (3.4)
where E belongs to the identity element in Γ.
For the permutation orbifold, the boundary twist f belongs to the conjugacy class as,
f ∈ [(1)N1(2)N2]× Z⊗N2 , (3.5)
where N = N1+2N2. The physical interpretation of this boundary twist is as follows. The
boundary twist in the element of (1) expresses the loose end of the string. In this article, we
assign Neumann condition for this boundary condition to discuss the fundamental string.
On the other hand, the boundary twist if the element of (2) expresses the connection
of two strings at this boundary. In this article, we assign Dirichlet condition for this
boundary condition because two strings are connected smoothly.
NS
R
NS
NS
(1)
(12)
(23)
(34)
(4)
(14) (12)
(23) (34)
Long closed NS-R stringLong open NS string
NS
NS
NS
R
Figure 2: Long open (closed) superstrings
The open string Hilbert space for the permutation orbifold can be specified by choosing
the two boundary twists f1, f2 as above. For example, we illustrate the situation for a
long open string (Figure 2 left),
f1 = [+T1]⊗ [diag(−1,−1)T2]⊗ [−T1] ,
f2 = [diag(−1,−1)T2]⊗ [diag(+1,+1)T2] .
Three NS open string bits and one R open string bit are connected and constitute a NS
long open string. The situation for a long closed string is (Figure 2 right),
f1 = [diag(+1,+1)T2]⊗ [diag(−1,−1)T2] ,
f2 = [diag(−1,−1)T2]⊗ [diag(−1,+1)T2] .
1 Here we imposed the Z2 extended constraint for the fermionic boundary condition. In the permu-
tation orbifold case, if one want to realize only the long closed string which has the same periodicity, one
can impose the completely left-right symmetric constraint.
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Three NS open string bits and one R open string bit are connected and constitute a NS-R˜
long closed string. It is clear that we may realize the long open and closed string of the
arbirary length by the pair of the boundary twists (f1, f2).
3.2 Partition function for Annulus diagram
The partition function for the oriented open superstring is defined on the annulus diagram,
TrHf1,f2 (ge[τL0]). (3.6)
Here and in the following sections, the moduli parameter τ for the annulus is pure imagi-
nary. We will discuss the partition function of the fermionic field in this section to obtain
the superstring partition function.
The boundary conditions for the fermionic field are written as,
ΨL(σ
0, 0) = f1 ·ΨR(σ0, 0),
ΨL(σ
0, π) = f2 ·ΨR(σ0, π). (3.7)
To write the mode expansion for this field, a chiral field Ψ should be introduced on the
double cover of the annulus diagram (Figure 3).[27]
0 pi pi2
h
g
f f
1 2
Figure 3: Double cover for annulus diagram
This chiral field has following periodicities,
Ψ(σ0, σ1 + 2π) = h ·Ψ(σ0, σ1), Ψ(σ0 + 2π, σ1) = g ·Ψ(σ0, σ1). (3.8)
For the consistency of the path integral, h and g must satisfy
hg = gh. (3.9)
From the boundary condition at σ1 = π, the left- and right-moving fields are identified to
this chiral field as,
ΨL(σ
0, σ1) = Ψ(σ0, σ1), ΨR(σ
0, σ1) = f2 ·Ψ(σ0, 2π − σ1), 0 ≤ σ1 ≤ π. (3.10)
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To satisfy the boundary condition at σ1 = 0, h and f ’s must be related as,
h = f−12 · f1. (3.11)
The consistency condition for the periodicity along the time direction and the bound-
ary conditions is given as, 2
g · f1 = D1 · (f1 · g), g · f2 = D2 · (f2 · g), (3.12)
where D1, D2 are Z2 twists.
In the case of permutation group Γ = SN , there are irreducible set of the twists
h, g, f1, f2. The irreducible set of the solution for the consistency conditions are classified
into three types in bosonic case.[1]
• IA type solution:
h = diag(
m︷ ︸︸ ︷
Tn, · · · , Tn),
g = diag(T p0n , · · · , T pm−1n ) · T m,
f1 = diag(T q0n Sn, · · · , T qm−1n Sn),
f2 = diag(T q0+1n Sn, · · · , T qm−1+1n Sn), (3.13)
where pJ , qJ take their values in 0, 1, · · · , n−1 (mod n) and qJ ’s satisfy the condition,
qJ+1 − qJ ≡ 2pJ(mod n). (3.14)
• IIA type solution:
For even m, there is a solution which has the same form of h and g as IA case and
fi takes the form as,
f1 = diag(T q0n Sn, · · · , T qm−1n Sn) · (T m/2)m/2,
f2 = diag(T q0+1n Sn, · · · , T qm−1+1n Sn) · (T m/2)m/2, (3.15)
where pJ and qJ satisfy the conditions,
qJ+1 − qJ ≡ pJ + pJ+m/2,
qJ+m/2 ≡ qJ , (mod n). (3.16)
• I˜IA type solution:
For even m, there is another solution which has the same form of h and f1,f2 as IIA
case and g takes the form as,
g = diag(T p0n , · · · , T pm−1n ) · diag(T m/2, T m/2), (3.17)
2 We note that this condition is less restrictive than the bosonic one. If we consider Type 0 theory,
we can use the bosonic condition (3.12). But in order to realize the NS-R˜ and R-N˜S sector, we have to
impose this condition. In the construction of the boundary state, we can understand the reason why this
codition should be imposed.
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where pJ and qJ satisfy the conditions,
qJ˜ − qJ ≡ pJ + pJ+m/2,
qJ+m/2 ≡ qJ , (mod n), (3.18)
where J˜ is defined as,
J˜ =
{
J ′ (0 ≤ J ≤ m/2− 1)
J ′ +m/2 (m/2 ≤ J ≤ m− 1)
J ′ ≡ J + 1 (mod m/2).
The solution for the fermionic fields are obtained by Z2 extension. In the following, we
we will solve the consistency conditions for IA, IIA and I˜IA.
3.2.1 Fermionic partition function for IA
The periodicity and boundary condition for the nm fermionic fields which corresponds to
the IA-type bosonic solution is,
h = diag(A0Tn, · · · , Am−1Tn),
g = diag(B0T p0n , · · · , Bm−1T pm−1n ) · T m,
f1 = diag(F
(1)
0 T q0n Sn, · · · , F (1)m−1T qm−1n Sn),
f2 = diag(F
(2)
0 T q0+1n Sn, · · · , F (2)m−1T qm−1+1n Sn), (3.19)
where AJ , BJ and F
(i)
J (i = 1, 2) is the Z2 twists as,
AJ = diag
(
e
[α0,J
2
]
, · · · , e
[αn−1,J
2
])
,
BJ = diag
(
e
[
β0,J
2
]
, · · · , e
[
βn−1,J
2
])
,
F
(i)
J = diag
(
e
[
φ
(i)
0,J
2
]
, · · · , e
[
φ
(i)
n−1,J
2
])
,
J = 0, · · · , m− 1, i = 1, 2. (3.20)
αI,J , βI,J and φ
(i)
I,J take value 0 or 1. From the fermionic consistency conditions (3.11),
(3.9) and the left-right symmetry (3.4), αI,J , βI,J and φ
(i)
I,J are constrained as,
αI,J = φ
(1)
I,J − φ(2)I+1,J ,
βI,J + αI+pJ ,J+1 = αI,J + βI+1,J ,
φ
(1)
I,J + φ
(1)
n−1+qJ−I,J
= ǫI,J ,
φ
(2)
I,J + φ
(2)
n+qJ−I,J
= ǫI,J , (3.21)
where these equations are defined mod 2. ǫI,J is the matrix element of E in (3.4) which is
defined as,
E = diag (E0, · · · , Em−1)
EJ = diag
(
e
[ǫ0,J
2
]
, · · · , e
[ǫn−1,J
2
])
, (3.22)
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where ǫI,J ’s take value 0 or 1. The constraint for pJ and qJ can be obtained from (3.12),
qJ+1 − qJ ≡ 2pJ , (mod n). (3.23)
If we sum up J , we obtain the following relation,
2p ≡ 0, (mod n), (3.24)
p ≡
m−1∑
J=0
pJ ,
where p is also defined mod n. From the condition (3.21), we obtain the following relation
αJ = α, J = 0, · · · , m− 1, (3.25)
αJ ≡
n−1∑
I=0
αI,J .
Under these constraints, the action of h and g is diagonalized as torus case. The mode
expansion for the diagonalized field ψa,J with respect to h is,
ψa,JL (σ
0, σ1) = i−1/2
∑
r∈Z
ψa,J
r+ a
n
+
αJ
2n
exp
[
i(r +
a
n
+
αJ
2n
)w
]
,
ψa,JR (σ
0, σ1) = (f2 · ψL)a,J(σ0, σ1),
= e
[
−a+ α/2
n
(n+ qJ) +
φ
(2)
0,J
2
+
n+qJ−1∑
K=0
αK,J
2
]
×i−1/2
∑
r∈Z
ψ¯a,Jr− a
n
− α
2n
exp
[
i(r − a
n
− α
2
)w
]
. (3.26)
The action of g on the oscillators is evaluated as,
(
g · ψr+ a
n
+ α
2n
)a,J
= e
[
β0,J
2
+
(a+ α/2)pJ
n
−
pJ−1∑
K=0
αK,J+1
2
]
ψa,J+1r+ a
n
+ α
2n
(3.27)
Using the oscillators and the eigenvalues of g, we can evaluate the fermionic partition
function for this condition. The calculation is the same as that of the torus case but the
value of p is restricted to 2p ≡ 0 (mod n).
• Odd n case:
For odd n case, only p = 0 is admitted. The fermionic partition function for this
case is,
Z− (τn,m,0) , (3.28)
τn,m,0 =
m
n
τ.
This can be interpreted as the partition function for the large annulus.
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• Even n case:
For even n case, p = 0 and p = n/2 are admitted. The fermionic partition function
for p = 0 is same as above and the fermionic partition function for p = n/2 becomes,
Z− (τn,m,0 + 1/2) (3.29)
This can be interpreted as the partition function for the large Mo¨bius strip.
Thus from IA type solution, we obtain the annulus and Mo¨bius strip amplitude for
the long string.
3.2.2 Fermionic partition function for IIA
For even m, we have the solution which corresponds to the bosonic IIA-type. The solution
has the same form as IA case for h and g. The solution for f1 and f2 is,
f1 = diag(F
(1)
0 T q0n Sn, · · · , F (2)m−1T qm−1n Sn) · T m/2m ,
f2 = diag(F
(2)
0 T q0+1n Sn, · · · , F (2)m−1T qm−1n Sn) · T m/2m . (3.30)
The constraints for αI,J , βI,J and φ
(i)
I,J which come from the fermionic consistency
conditions (3.11) and (3.9) is same as that of IA-type solution. The constraints which
come from the left-right symmetry (3.4) is
φ
(1)
I,J + φ
(1)
n−1+qJ−I,J+k
= ǫI,J ,
φ
(2)
I,J + φ
(2)
n+qJ−I,J+k
= ǫI,J , (3.31)
where k = m/2. The constrints for pJ and qJ is,
qJ+1 − qJ ≡ pJ + pJ+m/2, (mod n),
qJ = qJ+k. (3.32)
Summing up J , we obtain the following relation,
2k−1∑
J=0
pJ = 0, (3.33)
where we denote k ≡ m/2.
Under these constraints, we will evaluate the eigenvalue for h and g. The mode
expansion which satisfies this boundary condition can be obtained as IA case,
ψa,JL (σ
0, σ1) = i−1/2
∑
r∈Z
ψa,J
r+ a
n
+
αJ
2n
exp
[
i(r +
a
n
+
αJ
2n
)w
]
,
ψa,JR (σ
0, σ1) = e
[
−a + αJ/2
n
(n+ qJ ) +
φ
(2)
0,J
2
+
n+qJ−1∑
K=0
αK,J+k
2
]
×i−1/2
∑
r∈Z
ψ¯a,J+k
r− a
n
−
αJ+k
2n
exp
[
i(r − a
n
− αJ+k
2
)w
]
, (3.34)
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where we used the relation αJ = α for all J = 0, · · · , m− 1 as IA case. The action of g is
the same as IA case.
Thus the partition function can be calculated as the torus with p = 0 as,
Z−(2τn,k,0). (3.35)
This partition function can be interpreted as the Klein bottle partition function for the
long string.
3.2.3 Fermionic partition function for I˜IA
For even m, we have another solution which corresponds to the bosonic I˜IA-type solution.
This solution has same h, f1 and f2 as the IIA-type solution. The solution for g is
g = diag(B0T p0n , · · · , Bm−1T pm−1n ) · diag(T m/2, T m/2). (3.36)
From the consistency condition, p’s and q’s should satisfy the constraints as,
qJ˜ − qJ ≡ pJ + pJ+m/2, qJ+m/2 = qJ , (3.37)
where the J˜ is defined as,
J˜ =
{
J ′ (0 ≤ J ≤ m/2− 1)
J ′ +m/2 (m/2 ≤ J ≤ m− 1)
J ′ ≡ J + 1 (mod m/2).
By the consistency condition (3.9), we have the constraint for αI,J and βI,J as,
αI,J + βI+1,J = βI,J + αI+pJ ,J˜ . (3.38)
The other constraints are same as IIA case.
The mode expansions for the fermionic fields are same as IIA case (3.34). In I˜IA case,
we should define
αL ≡ αJ , J = 0, 1, · · · , k − 1,
αR ≡ αJ , J = k, k + 1, · · · , m− 1, (3.39)
where we denote k ≡ m/2. αL and αR do not depend on J by the constraint (3.38) and
take independent value.
The eigenvalue of g is evaluated independently for the diagonalized field Ψa,J (J =
0, · · · , k − 1) and Ψa,J (J = k, · · · , m− 1).
From the consistency condition (3.12),
qJ˜ − qJ ≡ pJ+k + pJ , (mod n),
qJ = qJ+k. (3.40)
Therefore pL ≡
∑k−1
J=0 pJ and pR ≡
∑m−1
J=k pJ are related as,
pL = −pR ≡ p (mod n). (3.41)
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The oscillator part of the partition function for ΨI,J is evaluated as,
∏
r∈N−αL/2
(
1− e
[
β
{p}
L − 1
2
]
e
[
kτ − p
n
r
]) ∏
s∈N−αR/2
(
1− e
[
β
{p}
R − 1
2
]
e
[
kτ + p
n
s
])
,
β
{p}
L ≡
k−1∑
J=0
(β0,J +
pJ−1∑
K=0
αK,J+1), β
{p}
R ≡
m−1∑
J=k
(β0,J +
pJ−1∑
K=0
αK,J+1). (3.42)
Gathering various factors, we obtain the partition function for I˜IA-type solutiuon,
Z−(τn,k,p)Z
−(τ¯n,k,p)
∗, (3.43)
Thus we obtained the torus partition function for the long string.
3.3 Partition function for Mo¨bius strip diagram
The partition function for the unoriented open superstring is defined as that of the Mo¨bius
strip,
TrHf1,f2 (Ωge[τL
open
0 ]), (3.44)
where Ω is the orientation flip for the open string.
From the path-integral consistency condition for this partition function, the invariance
of the Hilbert space under the action of Ωg is necessary. The action of Ωg on the left-
and right-moving fermionic field is,
Ωg ·ΨL(σ1) = g ·ΨR(π − σ1),
Ωg ·ΨR(σ1) = Cg ·ΨL(π − σ1). (3.45)
Since these fermionic fields satisfy the open string boundary condition (3.7), the boundary
condition for Ωg acted fermionic field is,
Ωg ·ΨR(0) = Cg ·ΨL(π),
= Cgf−12 ·ΨR(π),
= Cgf−12 g−1 · (Ωg ·ΨR(0)) , (3.46)
where we denoted the boundary condition at σ1 = 0, the boundary condition at σ1 = π
can be evaluated as above. As the boundary condition must be invariant under the action
of Ωg for the consistency of the Hilbert space, we need the constraint,
f1 = Cgf−12 g−1, f2 = Cgf−11 g−1. (3.47)
The twist along the time direction can be obtained as,
h = f−12 f1 = gf1g
−1C−1f1. (3.48)
If these h and g satisfy the consistency condition for the unoriented world sheet,
ghg−1 = h−1, (3.49)
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C, f1, f2, and g should be constrained as,
gf 21g
−1 = Cf1Cf1. (3.50)
In terms of the path integral on the Mo¨bius strip diagram, the fermionic fields in the
Hilbert space Hf1,f2 must satisfy the following conditions at σ1 = 0, π/2,
ΨR(σ
0, 0) = f1 ·ΨL(σ0, 0),
ΨR(σ
0 + π, π/2) = Cg ·ΨL(σ0, π/2),
ΨL(σ
0 + π, π/2) = g ·ΨR(σ0, π/2). (3.51)
The boundary condition at σ1 = π/2 is the cross-cap condition. It is consistent if the
following condition is satisfied,
[g, C] = 0. (3.52)
In order to consider the mode expansion, we introduce the chiral field Ψ on the double
cover of the Mo¨bius diagram (Figure 4).[27]
α
β f 1
g
Figure 4: Double cover for Mo¨bius strip diagram
The chiral field satisfies the following periodicity,
Ψ(σ0 + π, σ1 + π) = α ·Ψ(σ0, σ1),
Ψ(σ0 + 2π, σ1) = β ·Ψ(σ0, σ1), α, β ∈ Γ× Z2. (3.53)
By the above boundary conditions, the chiral field Ψ and the fields in Hf1,f2 can be
identified as,
ΨL(σ
0, σ1) = Ψ(σ0, σ1),
ΨR(σ
0, σ1) = g−1 ·Ψ(σ0 + π, π − σ1). (3.54)
The periodicities can be written by the boundary twists as,
α = gf1, β = Cg2. (3.55)
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The periodicity and the boundary condition along σ1 = 0 implies,
[f1, β] = [f1, Cg2] = 0. (3.56)
Thus we specfied the unoriented open string Hilbert space from the boundary conditions
and obtained the consistent boundary conditions.
In the bosonic case[1], the solution of the periodicity and the boundary conditions for
the irreducible set of the permutation group are calssified as IM , IIM and I˜IM .
• IM type solution:
h = diag(
m︷ ︸︸ ︷
Tn, · · · , Tn),
g = diag(T p0n Sn, · · · , T pm−1n Sn) · T m,
f1 = diag(T q0n Sn, · · · , T qm−1n Sn), (3.57)
where pJ , qJ take their values in 0, 1, · · · , n − 1 (mod n) and pJ and qJ satisfy the
condition,
qJ+1 + qJ ≡ 2pJ − 1(mod n). (3.58)
• IIM type solution:
For even m, there is a solution which has the same form of h and g as IM case and
f1 takes the form as,
f1 = diag(T q0n Sn, · · · , T qm−1n Sn) · (T m/2)m/2 (3.59)
where pJ and qJ satisfy the conditions,
qJ+1 + qJ ≡ pJ + pJ+m/2 − 1,
qJ+m/2 ≡ qJ , (mod n). (3.60)
• I˜IM type solution:
For even m, there is another solution which has the same form of h and f1 as IIM
case and g takes the form as,
g = diag(T p0n Sn, · · · , T pm−1n Sn) · diag(T m/2, T m/2), (3.61)
where pJ and qJ satisfy the conditions,
qJ˜ + qJ ≡ pJ + pJ+m/2 − 1,
qJ+m/2 ≡ qJ , (mod n), (3.62)
where J˜ is defined as,
J˜ =
{
J ′ (0 ≤ J ≤ m/2− 1)
J ′ +m/2 (m/2 ≤ J ≤ m− 1)
J ′ ≡ J + 1 (mod m/2).
The solution for the fermionic boundary conditions can be obtained by Z2-extending the
bosonic solution and then solving the consistency condition for the Z2-twists.
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3.3.1 Fermionic partition function for IM
The periodicity and the boundary condition for nm fermionic fields which corresponds to
the IM -type bosonic solution is
h = diag(A0Tn, · · · , Am−1Tn),
g = diag(B0T p0n Sn, · · · , Bm−1T pm−1n Sn) · T m,
f1 = diag(F0T q0n Sn, · · · , Fm−1T qm−1n Sn),
C = diag(C0, · · · , Cm−1),
CJ ≡ diag
(
e
[c0,J
2
]
, · · · , e
[cn−1,J
2
])
, J = 0, · · · , m− 1. (3.63)
We will find the consistency condition for α’s, β’s, φ’s and c’s. From the consistency
condition for the Mo¨bius strip diagram (3.52),(3.48),(3.56),(3.50), we obtain the following
relations,
cI,J = cn−1−I+pJ ,J+1,
αI,J = φI,J + φI+pJ−1−qJ ,J−1 − βI+pJ−1−qJ ,J−1
+βn−1+qJ−1+qJ−pJ−1−I,J−1 + cn−1−I+qJ ,J ,
2pJ−1 − qJ−1 − qJ ≡ 1 (mod n),
φI,J + φI+PJ+1−pJ ,J+2 − (cI,J − cn−1+qJ−I,J)
−(βI,J − βn−1+qJ−I,J) + (βI+pJ−qJ ,J+1 − βn−1+pJ−I,J+1) = 0,
φn−1+pJ−1−I,J−1 + φI+qJ−1−pJ−1,J−1,
= φI,J + cI,J + φn−1+qJ−I,J + cn−1+qJ−I,J . (3.64)
If we sum up I in the above constraints, we obtain the following relations,
αJ = φJ − φJ−1 + cJ , φJ = φJ+2, cJ = cJ+1, (3.65)
αJ ≡
n−1∑
I=0
αI,J , cJ ≡
n−1∑
I=0
cI,J , φJ ≡
n−1∑
I=0
φI,J .
Using these relations, we get
αJ ≡ α, J = 0, · · · , m− 1. (3.66)
Under these constraints, the action of Ωg on the oscillator ψa,Jr+ a
n
+ α
2n
in the mode
expansion (3.26) is evaluated as,
(Ωg · ψ)a,Jr+ a
n
+ α
2n
=
e
[
a+ α/2
n
(pJ − qJ) + 1
2
(
φ0,J + βn−1+qJ ,J −
pJ−qJ−1∑
K=0
αK,J+1
)
− a+ α/2
2n
]
×(−1)rψa,J+1r+ a
n
+ α
2n
. (3.67)
The eigenvalue for Ωg is evaluated as torus case by diagonalizing J .
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Thus the oscillator part of the partition function for IM case is calculated as,
n−1∏
a=0
m−1∏
b=0
Za,b =
∞∏
r=1
n−1∏
a=0
(
1− (−1)mre
[
β{p,q}
2
]
e
[
a + α/2
n
· p
2
]
e
[
mτ(r − a
n
− α
2n
)
])
,
p ≡
m−1∑
J=0
(2pJ − 2qJ − 1), β{p,q} ≡
m−1∑
J=0
(
φ0,J + βn−1+qJ ,J −
pJ−qJ−1∑
K=0
αK,J+1
)
. (3.68)
The constraint (3.64) implies p ≡ 0 (mod n). However we need to evaluate it in mod
2n to get the accurate phase factor. So the partition function can be classified as follows.
• n:odd and m:odd
In this case, only p ≡ n (mod 2n) can be admitted. Using the relation (−1)ms =
(−1)s = (−1)ns and gathering all factors, we obtain the partition function,
Z(n,m|τ) = Z−(τn,m,0 + 1
2
). (3.69)
In this case, we can interpret this result as the partition function for the large
Mo¨bius strip.
• n:odd and m:even
In this case, only p ≡ 0 (mod 2n) can be admitted. Using (−1)ms = 1 and gathering
all factors, we obtain the partition function,
Z(n,m|τ) = Z−(τn,m,0). (3.70)
In this case, we can interpret this result as the partition function for the large
annulus.
• n:even and m:even
In this case, p ≡ 0, n (mod 2n) can be admitted. The partition function can be
calculated as above.
1. p ≡ 0 case
If we use (−1)ms = 1, the partition function becomes,
Z(n,m|τ) = Z−(τn,m,0). (3.71)
Thus we obtained the partition function for the large annulus.
2. p ≡ n case
If we use (−1)ms = 1 = (−1)ns, the partition function becomes,
Z(n,m|τ) = Z−(τn,m,0 + 1/2). (3.72)
Thus we obtained the partition function for the large Mo¨bius strip.
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3.3.2 Fermionic partition function for IIM
For even m, we have the solution which corresponds to the bosonic IIM -type solution.
The solution has the same form as IM case for h and g. The solution for f1 is
f1 = diag(F0T q0n Sn, · · · , Fm−1T qm−1n Sn) · T m/2m . (3.73)
In this case, the consistency condition becomes,
αI,J = φI,J + φI+pJ+k−1−qJ ,J+k−1 − βI+pJ+k−1−qJ ,J+k−1
+βn−1+qJ+k−1+qJ−pJ+k−1−I,J−1 + cn−1−I+qJ ,J+k,
pJ−1 + pJ+k−1 − qJ+k−1 − qJ ≡ 1, (mod n),
qJ = qJ+k,
φI,J + φI+PJ+1−pJ ,J+2 − (cI,J − cn−1+qJ−I,J+k)
−(βI,J − βn−1+qJ−I,J+k) + (βI+pJ+k−qJ ,J+k+1 − βn−1+pJ−I,J+1) = 0,
φn−1+pJ−1−I,J−1 + φI+qJ−1−pJ−1,J+k−1,
= φI,J + cI,J + φn−1+qJ−I,J+k + cn−1+qJ−I,J+k. (3.74)
where we denote k = m/2. The condition cJ is same as IM case. If we sum up I in the
above constraints, we obtain the following relations,
αJ ≡ φJ + φJ+k−1 + βJ−1 − βJ+k−1 + cJ+k,
φJ − φJ+2 ≡ (βJ − βJ+k)− (βJ+k+1 − βJ+1) + (cJ − cJ+k),
βJ ≡
n−1∑
I=0
βI,J . (3.75)
Using these relations, we get the recursion relation,
αJ ≡ αJ+k+1. (3.76)
For odd k case, this recursion relation is solved as,
αR ≡ α0 = α2 · · ·α2k−2, αL ≡ α1 = α3 · · ·α2k−1. (3.77)
For even k case, this recursion relation is solved as,
α ≡ αJ , J = 0, · · · , m− 1. (3.78)
Under these constraints, the action of Ωg on the oscillator in (3.34) is evaluated as,
(Ωg · ψ)a,J
r+ a
n
+
αJ
2n
=
e
[
a + αJ/2
n
(pJ+k − qJ) + 1
2
(
φ0,J + βn−1+qJ ,J+k −
pJ+k−qJ−1∑
K=0
αK,J+k+1
)
− a + αJ/2
2n
]
×(−1)rψa,J+k+1
r+ a
n
+
αJ
2n
. (3.79)
Since the value of αJ depends on k, we classify the partition function as follows.
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• k:even case
In this case, αJ = α. By the constraint (3.74), we have only p ≡
∑m−1
J=0 (2pJ+k −
2qJ − 1) = 0. Thus the oscillator part of the partition function is evaluated as,
n−1∏
a=0
m−1∏
b=0
Za,b =
∏
r∈N−α/2
(
1− e
[
β{p,q}
2
]
e
[
2kτ
n
r
])
,
β{p,q} ≡
m−1∑
J=0
(
φ0,J + βn−1+qJ ,J+k +
pJ+k−qJ−1∑
K=0
αK,J+k+1
)
. (3.80)
Gathering all factors, we obtain the partition function for IIM case,
Z(n,m|τ) = Z−(2τn,k,0). (3.81)
Identifying ψa,J as the left-mover for J :odd and as the right-mover for J :even, we
can interpret this partition function as that of large Klein bottle.
• k:odd case
In this case, we can take independent value for αL and αR. So the partition functions
are evaluated for odd and even J independently. Thus the oscillator part of the
partition function is evaluated as,
n−1∏
a=0
k−1∏
b=0
ZJ :odda,b Z
J :even
a,b ,
=
∏
r∈N−αL/2
(
1− e
[
β
{p,q}
L
2
]
e
[
kτ − p
n
r
]) ∏
r∈N−αR/2
(
1− e
[
β
{p,q}
R
2
]
e
[
kτ + p
n
r
])
,
p ≡
k−1∑
M=0
p2M+1+k −
k−1∑
M=0
q2M+1 − k/2,
β
{p,q}
L ≡
∑
J :odd
(
φ0,J + βn−1+qJ ,J+k −
pJ+k−qJ−1∑
K=0
αK,J+k+1
)
,
β
{p,q}
R ≡
∑
J :even
(
φ0,J + βn−1+qJ ,J+k −
pJ+k−qJ−1∑
K=0
αK,J+k+1
)
. (3.82)
Gathering all factors, we obtain the partition function,
Z(n,m, p|τ) = Z−(τn,k,p)Z−(τ¯n,k,p)∗. (3.83)
This can be interpreted as the partition function for the large torus. However, p
takes half-odd value. So we call this diagram “twisted” torus.
3.3.3 Fermionic partition function for I˜IM
For even m, we have another solution which corresponds to the bosonic I˜IM -type solution.
The solution has the same form as IIM case for h and f1. The solution for g is
g = diag(B0T p0n Sn, · · · , Bm−1T pm−1n Sn) · diag(Tm/2, Tm/2). (3.84)
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The consistency condition becomes as,
cI,J = cn−1+pJ−I,J˜ ,
αI,J = φI,J + φI+p
Jˆ+k
−qJ ,Jˆ+k
− βI+p
Jˆ+k
−qJ ,Jˆ+k
+βn−1+q
Jˆ+k
+qJ−pJˆ+k−I,Jˆ
+ cn−1−I+qJ ,J+k,
pJ + pJ+k − qJ+k − qJ˜ ≡ 1, (mod n),
qJ = qJ+k,
φI,J + φI+P
J˜
−pJ ,
˜˜J
− (cI,J − cn−1+qJ−I,J+k)
−(βI,J − βn−1+qJ−I,J+k) + (βI+pJ+k−qJ ,J˜+k − βn−1+pJ−I,J˜) = 0,
φn−1+p
Jˆ
−I,Jˆ + φI+q
Jˆ
−p
Jˆ
,Jˆ+k,
= φI,J + cI,J + φn−1+qJ−I,J+k + cn−1+qJ−I,J+k, (3.85)
where we denoted as k = m/2 and defined Jˆ as,
Jˆ =
{
J ′′ (0 ≤ J ≤ m/2− 1)
J ′′ +m/2 (m/2 ≤ J ≤ m− 1)
J ′′ ≡ J − 1 (mod m/2).
As IIM case, we can find the following relations. For even k,
αR ≡ α0 = αk+1 = α2 = · · · = αk,
αL ≡ α1 = αk+2 = α3 = · · · = αk+1. (3.86)
For odd k,
α ≡ αJ , J = 0, · · · , m− 1. (3.87)
The action of Ωg on the oscillator ψa,Jr+a/n+α/2n is written as,
(Ωg · ψ)a,J
r+ a
n
+
αJ
2n
=
e
[
a + αJ/2
n
(pJ+k − qJ ) + 1
2
(
φ0,J + βn−1+qJ ,J+k −
pJ+k−qJ−1∑
K=0
αK,J˜+k
)
− a + αJ/2
2n
]
×(−1)rψa,J˜+k
r+ a
n
+
αJ
2n
. (3.88)
Since the value of αJ depends on k, we classify the partition function as follows.
• k:odd case
In this case, α ≡ αJ . From the constraint (3.85), only p = 0 can be admitted. The
partition function can be calculated as in even k case of IIM . The result is,
Z(n,m|τ) = Z−(2τn,k,0). (3.89)
This can be interpreted as the partition function on the large Klein bottle.
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• k:even case
In this case, αL and αR can take independent values. The partition function can be
calculated as in odd k case of IIM . The oscillator part of the partition function can
be written as,
n−1∏
a=0
k−1∏
b=0
ZLa,bZ
R
a,b =
∏
r∈N−αL
(
1− e
[
β
{p,q}
L
2
]
e
[
kτ − p
n
r
])
×
∏
r∈N−αR
(
1− e
[
β
{p,q}
R
2
]
e
[
kτ + p
n
r
])
,
p ≡
k/2−1∑
M=0
(p2M + p2M+k+1)−
k−1∑
M=0
qM − k/2, (3.90)
where β
{p,q}
L and β
{p,q}
R can be defined as IIM case. Gathering all factors we obtain
the partition function for I˜IM as,
Z(n,m, p|τ) = Z−(τn,k,p)Z−(τ¯n,k,p)∗. (3.91)
This can be interpreted as the partition function for the large torus.
3.4 Partition function for Klein bottle diagram
The partition function for the unoriented closed superstring is defined as,
TrHh
(
Ωge
[
τ(L0 + L˜0)
])
, (3.92)
where Ω is the orientation flip operator for the closed string. We will consider the consis-
tent boundary condition for fermions.
From the path-integral consistency condition for this partition function, the invariance
of the Hilbert space under the action of Ωg is necessary. The actions of Ωg on the fermionic
fields in the Hilbert space Hh are written as,
Ωg ·Ψ(σ1) = g · Ψ˜(2π − σ1),
Ωg · Ψ˜(σ1) = g ·Ψ(2π − σ1). (3.93)
The periodicity of the Ωg acted fermionic field is evaluated as,
Ωg ·Ψ(σ1 + 2π) = g · Ψ˜(−σ1),
= gh−1 · Ψ˜(2π − σ1),
= gh−1g−1 · (Ωg ·Ψ(σ1 + 2π)) . (3.94)
As the Hilbert space Hh must be invariant under the action of Ωg, we obtain the following
constraint,
h−1 = ghg−1. (3.95)
In terms of the path integral on the Klein bottle diagram, the fermionic fields in the
Hilbert space Hh must satisfy the following conditions at σ1 = 0, π,
ΨR(σ
0 + π, 0) = Cf1ΨL(σ0, 0), ΨL(σ0 + π, 0) = f1ΨR(σ0, 0), (3.96)
ΨR(σ
0 + π, π) = Cf2ΨL(σ0, π), ΨL(σ0 + π, π) = f2ΨR(σ0, π). (3.97)
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Both of these conditions are cross-cap conditions. These conditions are consistent if the
boundary twists satisty the following conditions,
h = f−12 f1,
[f1, C] = [f2, C] = 0. (3.98)
In order to consider the mode expansion, we introduce the chiral field Ψ on the double
cover of the Klein bottle diagram (Figure 5).[27]
h
β
f f
1 2
Figure 5: Double cover for Klein bottle diagram
This field has the following periodicities,
Ψ(σ0, σ1 + 2π) = h ·Ψ(σ0, σ1), Ψ(σ0 + 2π, σ1) = β ·Ψ(σ0, σ1). (3.99)
We identify these fields as,
ΨL(σ
0, σ1) = Ψ(σ0, σ1), ΨR(σ
0, σ1) = Cf2Ψ(σ0 − π, 2π − σ1). (3.100)
The cross-cap conditions (3.96),(3.97), the twist β must be written in terms of the bound-
ary twists as,
β = Cf 21 = Cf 22 . (3.101)
If we set g = f1, two conditions (3.95) and (3.101) are identical.
In the bosonic case[1], the solution for h and g is obtained for the irreducible set of
the permutation group,
h = diag(
m︷ ︸︸ ︷
Tn, · · · , Tn),
g = diag(T p0n Sn, · · · , T pm−1n Sn) · T m. (3.102)
The solution for the fermions can be obtained by Z2 extention. We will find the consistency
condition for Z2 twists and evaluate the partition function in the following.
3.4.1 Partition function for Klein bottle
The solution for nm left-moving fermionic fields ΨI,J on the Klein bottle diagram is
h = diag(A0Tn, · · · , Am−1Tn),
g = diag(B0T p0n Sn, · · · , Bm−1T pm−1n Sn) · T m. (3.103)
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The solution for nm right-moving fermionic fields Ψ˜I,J is
h = diag(A˜0Tn, · · · , A˜m−1Tn),
g = diag(B˜0T p0n Sn, · · · , B˜m−1T pm−1n Sn) · T m, (3.104)
where A˜J and B˜J are defined as,
A˜J = diag
(
e
[
α˜0,J
2
]
, · · · , e
[
α˜m−1,J
2
])
,
B˜J = diag
(
e
[
β˜0,J
2
]
, · · · , e
[
β˜m−1,J
2
])
.
By the consistency condition (3.95), the consistency condition for α’s, β’s, α˜’s and β˜’s
become,
αI,J + α˜n−2+pJ−I,J+1 = βI,J − βI+1,J ,
α˜I,J + αn−2+pJ−I,J+1 = β˜I,J − β˜I+1,J . (3.105)
Summing up I in above relation, we obtain,
αJ = −α˜J+1, α˜J = −αJ+1,
α˜J ≡
n−1∑
I=0
α˜I,J . (3.106)
For odd m case, these relation can be solved as,
α ≡ αJ = −α˜J , J = 0, · · · , m− 1. (3.107)
For even m case,
αL ≡ α2J = −α˜2J+1, αR ≡ α2J+1 = −α˜2J , J = 0, · · · , m/2− 1. (3.108)
Under these constraints, we will evaluate the eigenvalue for Ωg. Ωg acts on the
fermionic field Ψ, Ψ˜ ∈ Hh as,
(Ωg ·Ψ)I,J = e
[
βI,J
2
]
Ψ˜n−1+pJ−I,J+1, (Ωg · Ψ˜)I,J = e
[
β˜I,J
2
]
Ψn−1+pJ−I,J+1. (3.109)
Therefore the action of Ωg on the oscillator in the mode expansion (2.25) can be written
as the Mo¨bius strip case,
(Ωg · ψ)a,Jr+a/n+αJ/2n = e
[
−a + αJ/2
n
(n− 1 + pJ) + β0,J
2
−
n−2+pJ∑
K=0
α˜K,J+1
2
]
×ψ˜−a,J+1r+a/n−α˜J+1/2n,
(Ωg · ψ˜)−a,Jr+a/n−α˜J/2n = e
[
−a− α˜J/2
n
(n− 1 + pJ) + β˜0,J
2
−
n−2+pJ∑
K=0
αK,J+1
2
]
×ψa,J+1r+a/n+αJ+1/2n. (3.110)
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In order to evaluate the eigenvalue of Ωg on ψψ˜, we need to find a combination of left-
and right-movers which is invariant up to scalar multiplication under the action of Ωg.
This combination must be taken between ψ’s in the same sector. So we consider even m
case and odd m case case seperately in the following.
• Odd m case:
In this case, αJ = −α˜J ≡ α holds. Therefore the liner combination can be defined
as,
dar+a/n+α/2n ≡
m−1∑
J=0
DJψ
a,J
r+a/n+α/2n,
d˜−ar+a/n+α/2n ≡ (Ωg · d)ar+a/n+α/2n. (3.111)
If one can find appropriate coefficients DJ such that d’s satisfy,
(Ωg · d˜)ar+a/n+α/2n = λdar+a/n+α/2n, (3.112)
dar+a/n+α/2nd˜
−a
r+a/n+α/2n becomes diagonal under the action of Ωg.
Ωg · (dar+a/n+α/2nd˜−ar+a/n+α/2n) = λ(dar+a/n+α/2nd˜−ar+a/n+α/2n). (3.113)
The necessary recursion relation for DJ is
λDJ+2 = e
[a + α/2
n
(pJ+1 − pJ) + β0,J
2
+
β˜0,J+1
2
−
n+pJ−2∑
K=0
α˜K,J+1
2
−
n+pJ+1−2∑
K=0
αK,J+2
2
]
DJ . (3.114)
By using this recursion m times and from the condition D0 = D2m, the eigenvalue
λb for Ωg can be evaluated as,
λb = e
[
β{p}
2m
+
b
m
]
, (3.115)
β{p} ≡
m−1∑
l=0
(
β0,J + β˜0,J −
n−2+p2l∑
K=0
α˜K,2l+1 −
n−2+p2l+1∑
K=0
αK,2l+2
)
. (3.116)
Thus we can evaluate the partition function. The oscillator part of the partition
function is written as, ∏
r∈N−α/2
(
1− e
[
β{p}
2
]
e
[
2mτ
n
r
])
. (3.117)
Gathering all factors we obtain the partition function for Klein bottle as,
Z(n,m|τ) = Z−(2τn,m,0). (3.118)
This can be interpreted as the partition function for the large Klein bottle.
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• Even m case:
In this case, we have two different α’s corresponding to even J and odd J . So the
eigenvalue for Ωg is evaluated independently as odd m case, Therefore the partition
function is evaluated as,
n−1∏
a=0
m/2−1∏
b=0
ZJ :evena,b Z
J :odd
a,b
=
∏
r∈N−αL/2
(
1− e
[
β
{p}
L
2
]
e
[
mτ − p
n
r
]) ∏
r∈N−αR/2
(
1− e
[
β
{p}
R
2
]
e
[
mτ + p
n
r
])
,
β
{p}
L ≡
m/2−1∑
l=0
(
β0,2l + β0,2l+1 −
n−2+pm−2−2l∑
K=0
α˜K,m−1−2l −
n−2+pm−1−2l∑
K=0
αK,m−2l
)
,
β
{p}
R ≡
m/2−1∑
l=0
(
β0,2l+1 + β˜2l −
n−2−pm−1−2l∑
K=0
α˜K,m−2l −
n−2−pm−2−2l∑
K=0
αK,m−2l+1
)
,
p ≡
m/2−1∑
l=0
pm−1−2l −
m/2−1∑
l=0
pm−2l, (3.119)
Gathering all factors, we obtain the partition function for this case,
Z(n,m, p|τ) = Z−(τn,m,p)Z−(τ¯n,m,p)∗. (3.120)
This can be interpreted as the partition function for the large torus.
3.5 Generating function of Partition function
The partition functions for the irreducible sets are calculated for various topologies of the
world-sheets. We proved that the interpretation for these partition functions can be made
consistent with the bosonic open string case. Since the fermionic partition functions are
classified in the same way as the bosonic case, we quote the table in the previous work[1]
here.
Short string sector n m Long string sector Partition function
KB ∗ odd Klein Bottle ZKB(τn,m,0)
∗ even Torus ZT (τn,m,p, τ¯n,m,p)
Annulus: IA odd ∗ Annulus ZA(τn,m,0)
even ∗ Annulus+Mo¨bius ZA(τn,m,0) + ZM(τn,m,0)
Annulus: IIA ∗ 2× ∗ Klein Bottle ZKB(τn,m/2,0)
Annulus: I˜IA ∗ 2× ∗ Torus ZT (τn,m/2,p, τ¯n,m/2,p)
Mo¨bius: IM odd odd Mo¨bius ZM(τn,m,0)
odd even Annulus ZA(τn,m,0)
even even Annulus+Mo¨bius ZA(τn,m,0) + ZM(τn,m,0)
even odd — 0
Mo¨bius: IIM ∗ 2×odd Torus ZT (τn,m/2,p∗ , τ¯n,m/2,p∗)
∗ 2×even Klein Bottle ZKB(τn,m/2,0)
Mo¨bius: I˜IM ∗ 2×even Torus ZT (τn,m/2,p, τ¯n,m/2,p)
∗ 2×odd Klein Bottle ZKB(τn,m/2,0)
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In this table, p is an integer from 0 to n − 1 and p∗ is the half-odd integer from 0 to n.
The modular parameter is defined as τn,m,p ≡ (mτ − p)/n, where τ is pure imaginary.
The partition functions which appear in this table expressed as,
ZT (τ, τ¯) = (Im τ)−4Z
−(τ)
η(τ)8
·
(
Z−(τ¯)
η(τ¯ )8
)∗
,
ZA(τ) = N2(2Im τ)−4Z
−(τ)
η(τ)8
,
ZMS(τ) = ηN(2Im τ)−4Z
−(τ + 1/2)
η(τ + 1/2)8
,
ZKB(τ) = (Im τ)−4Z
−(2τ)
η(2τ)8
, (3.121)
where Z− is defined as (2.40) and we denoted N as the rank of the Chan-Paton group.
When η = 1, this group is Sp(N) and when η = −1, this group is SO(N).
By considering the combinatorial factors, the generating function of the partition
function can be calculated as the closed string case. The proof for this is same as the
bosonic open string case.[1] These functions can be also interpreted as the DLCQ partition
functions. The result is as follows.
• Annulus:
When the world-sheet topology is annulus, the partition function for the SNR8 is
defined as,
ZAN(τ) ≡
1
N !
∑
h,g∈SN
TrHf1,f2 (ge[τL0]), (3.122)
with the constraints, gf1 = D1f1g, gf2 = D2f2g, f 21 = f 22 = E , h = f−12 f1. The
generating function for this partition function can be written as,
∞∑
N=0
ζNZAN(τ)
= exp
( ∞∑
n,m=1
ζnm
m
ZA(τn,m,0) +
∞∑
n,m=1
ζ2nm
m
ZMS(τ2n,m,0)
+
∞∑
n,m=1
ζ2nm
2m
ZKB(τn,m,0) +
∞∑
n,m=1
ζ2nm
2nm
n−1∑
p=0
ZT (τn,m,p, τ¯n,m,p)
)
. (3.123)
• Mo¨bius strip:
When the world-sheet topology is Mo¨bius strip, the partition function for the SNR8
is defined as,
ZMSN (τ) ≡
1
N !
∑
h,g∈SN
Trf1,f2(Ωge[τL0]), (3.124)
with the constraints, f2 = Cgf−11 g−1, h = gf1g−1f , f 21 = E , [C, g] = 0, [Cg2, f1] = 0.
The generating function for this partition function can be written as,
∞∑
N=0
ζNZMSN (τ)
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= exp
( ∞∑
n,m=1
ζ2nm
2m
ZA(τn,2m,0)
+
∞∑
n,m=1
ζ (2n−1)m
m
ZMS(τ2n−1,m,0) +
∞∑
n,m=1
ζ2nm
2m
ZKB(τn,m,0)
+
∞∑
n,m=1
ζ2nm
2nm
n−1∑
p=0
ZT (τn,m,p+n/2, τ¯n,m,p+n/2)
)
. (3.125)
• Klein bottle:
When the world-sheet topology is Klein bottle, the partition function for the SNR8
is defined as,
ZMSN (τ) ≡
1
N !
∑
h,g∈SN
Trh(Ωge[τL0]), (3.126)
with a constraint hg = gh−1. The generating function for this partition function
can be written as,
∞∑
N=0
ζNZKBN (τ)
= exp
( ∞∑
n,m=1
ζn(2m−1)
2m− 1 Z
KB(τn,2m−1,0)
+
∞∑
n,m=1
ζ2nm
2nm
n−1∑
p=0
ZT (τn,2m,p, τ¯n,2m,p)
)
. (3.127)
4 Boundary State for Fermionic Fields
In the previous section, we considered the open string on the permutation orbifold in the
open string sector. In this section, we will construct the boundary state and see how the
change of the world-sheet topology occurs. Here we concentrate on the case of SNR1,
since the generalization to SNR8 is clear.
4.1 Boundary state for the irreducible sets
In terms of the closed string sector, we will consider the irreducible combination of the
twist g along the space direction and the boundary twist f . The closed string Hilbert
space is specfied by the twist along the space direction. As discussed in section 2, we can
decompose the Hilbert space Hg into that of the conjugacy class and from the condition
fg = Dgf , the boundary twist belongs to its centralizer group. Thus the irreducible
combination of (g, f) can be written as,
g = diag(A0T n, · · · , Am−1T n), f = diag(F0T p0n , · · · , Fm−1T
pm−1
n ) · Tm. (4.1)
For this irreducible combination of the twists, further constraint (3.4) must be imposed.
This constraint needs the value ofm to be 1 or 2. As a result, we can classify the irreducible
sets into three types.
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• m = 1, n:odd case.
In this case, the boundary twist f can be written as f = F0T p00 . The condition
f 2 = E imposes the condition,
2p0 ≡ 0, (mod n). (4.2)
For odd m case, we have only one solution p0 ≡ 0 (mod n).
• m = 1, n:even case.
In this case, the boundary twist f is same as above case. But there are two solutions
for (4.2) as p0 ≡ 0 (mod n) and p0 ≡ n/2 (mod n).
• m = 2 case.
In this case, the boundary twist f is written as f = diag(F0T n, F1T n) · T2. The
condition f 2 = E imposes the condition,
p0 + p1 ≡ 0, (mod n). (4.3)
We will construct the boundary states corresponding to these boundary twists. Though
we imposed the condition fg = Dgf in the open string setor, we impose the condition
fg = gf here and the non-commuting condition is imposed on another boundary.
(i)Boundary states for the long string:
In this case, the combination of twists is (g, f) = (AT n, F ). The consistency condition
fg = gf implies,
φ ≡ φI , f = e
[
φ
2
]
· 1n. (4.4)
If we use the mode expansion for the closed string (2.25), the boundary state can be
written as,
|B : AT n, F 〉〉 = exp
(
−ie
[
φ
2
] ∞∑
r=1
n−1∑
a=0
ψ
(a)
−r+a/n+α/2nψ˜
(n−a)
−r+a/n+α/2n
)
|0〉n, (4.5)
where we denote α =
∑n−1
I=0
αI .
We introduce the long string oscillator of length n as,
Ψnr+a+α/2 ≡ ψ(a)r+a/n+α/2n, Ψ˜nr+a+α/2 ≡ ψ˜(n−a)r+a/n+α/2n. (4.6)
These oscillators satisfy the commutation relation {Ψr,Ψs} = δr+s,0. The commutation
relation with Hamiltonian is modified to [L0,Ψr] = − rnΨr. In terms of these variables,
the boundary state can be rewritten as,
|B〉n ≡ exp
−ie[φ
2
] ∑
r∈N−α/2
Ψ−rΨ˜−r
 |0〉n. (4.7)
This boundary state can be interpreted as the boundary state for the long string.
(ii)Cross-cap states for the long string:
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If n is even, there is a combination of twists (g, f) = (AT n, FT n/2n ). The consistency
condition fg = gf implies,
φI − φI+1 = αI − αI+l, (4.8)
where we denoted as l ≡ n/2. Under this relation, the action of f on the diagonalized
field ψ(a) becomes,
f · ψ(a) = e
[
β
2
]
(−1)a+α/2ψ(a), (4.9)
β ≡ φ0 −
I−1∑
K=0
αK . (4.10)
In deriving above action, we used the relation,
φI −
I+l−1∑
K=0
αK +
I−1∑
K=0
αK = φ0 −
l−1∑
K=0
αK ,
which is derived from the relation (4.8).
The boundary state for this twist can be written as,
|B : AT n, FT n/2n 〉〉 ≡ |C〉n,
= exp
(
−ie
[
β
2
] ∞∑
r=1
n−1∑
a=0
(−1)a+α/2ψ(a)−r+a/n+α/2nψ˜(n−a)−r+a/n+α/2n
)
|0〉n,
= exp
−ie[β
2
] ∑
r∈N−α/2
(−1)rΨ−rΨ˜−r
 |0〉n. (4.11)
This boundary state can be intepreted as the cross-cap state for the long string. This is
the origin of the topology change from the oriented world-sheet to the unoriented one.
(iii)Joint state:
In this case, m = 2. and the combination of the twists is,
g =
(
A0T n 0
0 A1T n
)
, f =
(
0 F0T p0n
F1T p1n 0
)
. (4.12)
The consistency condition fg = gf implies,
φI,J − φI+1,J = αI,J − αI+p
J
,J+1, (4.13)
I = 0, · · · , n− 1, J = 0, 1.
Summing up I, we obtain α ≡ αJ .
Under this relation, the acion of f on the diagonalid field ψ(a,J) can be written as,
f · ψ(a,J) = e
[
βp
2
+
(a+ α/2)pJ
n
]
ψ(a,J+1), (4.14)
βp
J
≡ φ0,J −
p
J
−1∑
K=0
αK,J+1. (4.15)
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In deriving above action, we used the relation,
φI,J −
I+p
J
−1∑
K=0
αK,J+1 +
I−1∑
K=0
αK,J = φ0,J −
p
J
−1∑
K=0
αK,J+1,
which is derived from the relation (4.13).
The boundary state for this twist can be written as,
|B : g, f〉〉 ≡ |J(12), p〉n,
= exp
(
ie
[
βp0
2
]
∞∑
r=1
n−1∑
a=0
e
[
(a+ α/2)p
n
]
ψ
(a,1)
−r+a/n+α/2nψ˜
(n−a,2)
−r+a/n+α/2n
+ie
[
βp1
2
]
∞∑
r=1
n−1∑
a=0
e
[−(a+ α/2)p
n
]
ψ
(a,2)
−r+a/n+α/2nψ˜
(n−a,1)
−r+a/n+α/2n
)
|0〉n,
= exp
(
ie
[
βp0
2
] ∑
r∈N−α/2
e
[
rp
n
]
Ψ
(1)
−rΨ˜
(2)
−r
+ie
[
βp1
2
] ∑
r∈N−α/2
e
[
−rp
n
]
Ψ
(2)
−rΨ˜
(1)
−r
)
|0〉n, (4.16)
where we denoted p ≡ p0 = −p1 and Ψ(J) (J=1,2) is the oscillator for two long stings.
This boundary state represents the interconnection of two long strings at the boundary.
So we call this state as “Joint state”. 3
4.2 Cross-cap state for the irreducible set
As considered in the open string analysis, the cross-cap state satisfies g = f 2C. The
irreducible combination of the twists can be found from (4.1). The cross-cap condition
impose the value of m to be 1 or 2. The boundary twists are classified as follows.
• m = 1 case.
In this case, the boundary twists f can be written as f = F0T p0n . The cross-cap
condition g = f 2C imposes the following condition,
2p0 ≡ 1, (mod n). (4.17)
For odd n case, we have one solution p0 = (n − 1)/2. For even n case, we have no
solution for above condition.
• m = 2 case.
3 By construction, the joint state represents the single type of the connected string. So, if we take the
inner product between the products of only joint states, the amplitude becomes the left-right symmetric
(Type 0 string) character on the torus. This is originated from [f, g] = 0. Since the joint state is
the local representation for the interconnection of the two strings, the global representation needs the
generalization of the consistency condition. Therefore, in order to realize Type I superstring theory, we
need the Z2-extended boundary conditions (3.12).
35
In this case, the boundary twist f is written as f = diag(F0T n, F1T n) · T2. The
cross-cap condition g = f 2C imposes the following condition,
p0 + p1 ≡ 1, (mod n). (4.18)
We will construct the cross-cap states corresponding to these boundary twists.
(i)Cross-cap state for long string:
When m = 1, there is a combination of twists (g, f) = (AT n, FT (n+1)/2n ) for odd n.
The constraint [f, C] = 0 and [f, g] = 0 implies C = diag (e[ c
2
]
, · · · , e[ c
2
])
.
From the constraint g = f 2C, we obtain the condition as,
αI = c+ φI + φI+(n+1)/2. (4.19)
The action of f on the diagonalized field ψ(a) is
(f · ψ)(a) = e
[
a+ α/2
n
· n + 1
2
+
(n+ 1)c
4
+
φ
2
]
ψ(a).
The cross-cap condition is written as,(
ψ(a)(σ0, σ1 + π) + if · ψ˜(n−a)(σ0, σ1)
)
|C : g, f〉〉 = 0. (4.20)
This condition is solved as,
|C : g, f〉〉 = exp
(
−ie
[
φ
2
+
(n + 1)c
4
] ∞∑
s=1
n−1∑
a=0
×e
[
s− a− α/2
2
]
ψ
(a)
−s+a/n+α/2nψ˜
(n−a)
−s+a/n+α/2n
)
|0〉n,
= exp
−ie[φ
2
+
(n+ 1)c
4
] ∑
r∈N−α/2
(−1)rΨ−rΨ˜r
 |0〉n. (4.21)
This can be interpreted as the cross-cap state for the long string.
(ii)Joint state:
For m = 2, we have the twists as,
g =
(
A0T n 0
0 A1T n
)
, f =
(
0 F0T p0n
F1T p1n 0
)
. (4.22)
The condition [f, C] = 0 and [g, f ] = 0 implies C = diag(C,C), C = diag(e[ c
2
]
, · · · , e[ c
2
]
).
From the constraint g = f 2C, we obtain the condition as,
αI,J = c+ φI,J + φI+p
J
,J+1. (4.23)
Summing up I, we obtain the relation α ≡ αJ .
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The action of f on the diagonalized field ψ(a,J) is written as,
(f · ψ)(a,J) = e
[
(a+ α/2)
n
+
βp
J
2
]
ψ(a,J+1), (4.24)
βp
J
≡ φ0,J −
p
J
−1∑
K=0
αK,J+1. (4.25)
The cross-cap condition (4.20) is solved as,
|C : g, f〉〉
= exp
(
ie
[
βp0
2
]
∞∑
s=1
n−1∑
a=0
(−1)−s+a/n+α/2ne
[
(
a
n
+
α
2n
)p
]
ψ
(a,0)
−s+a/n+α/2nψ˜
(a,1)
−s+a/n+α/2n
+ie
[
βp1
2
]
∞∑
s=1
n−1∑
a=0
(−1)−s+a/n+α/2ne
[
−(a
n
+
α
2n
)(p+ 1)
]
ψ
(a,1)
−s+a/n+α/2nψ˜
(a,0)
−s+a/n+α/2n
)
|0〉n,
= exp
(
ie
[
βp0
2
]
∞∑
s=1
n−1∑
a=0
(−1)−se
[
(
a
n
+
α
2n
)(p+ 1/2)
]
Ψ
(a,1)
−ns+a+α/2Ψ˜
(a,2)
−ns+a+α/2
+ie
[
βp1
2
]
∞∑
s=1
n−1∑
a=0
(−1)−se
[
−(a
n
+
α
2n
)(p+ 1/2)
]
Ψ
(a,1)
−ns+a+α/2Ψ˜
(a,2)
−ns+a+α/2
)
|0〉n. (4.26)
Two short strings are connedted at this boundary in curious way. The factor p + 1/2 is
the origin of the “half-twist” in the large torus amplitude.
4.3 Inner product between boundary states
In order to reproduce the open string amplitudes which we calculated in the previous
section, we will consider the inner products between the boundary states. If the ir-
riducibility condition for the periodicity and boundary twist is loosened, the open string
partition functions for the irreducible sets can be realized. So we use the following general
twists for the boundary conditions,
f1 = diag(F
(1)
0 T p
(1)
0
n , · · · , F (1)m−1T
p
(1)
m−1
n ) · T q1m Sm,
f2 = diag(F
(2)
0 T
p
(2)
0
n , · · · , F (2)m−1T
p
(2)
m−1
n ) · T q2m Sm, (4.27)
where these twists satisfy the condition f 2i = E .
For the consistency of the amplitude, the condition [h, g] = 0 must be satisfied. This
condition gives the following constraint for α and φ(i),
αI,J − αI+p(1)
J
+p
(2)
m−1−J+q1
,Jq2−q1
= φ
(1)
I,J
− φ(1)
I+1,J
+ φ
(2)
I+p
(1)
J
,m−1−J+q1
− φ(2)
I+p
(1)
J
+1,m−1−J+q2
, (4.28)
where we defined h ≡ f2f1. On the other hand, the condition f 2i = E gives the following
constraint for pJ and qJ as,
p
(i)
J
+ p
(i)
m−1−J+qi
≡ 0 (mod n). (4.29)
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To classify the amplitudes, we need to interpret the boundary condition physically. If
there are string bits which is invariant under the boundary twist (4.27), the long string
has the loose ends. The condition which the long string has the loose ends is,
l ≡ m− 1− l + qi (mod n). (4.30)
From the solution for this condition, we can classify the boundary twists into two types.
• Long open string boundary:
If the boundary twists f1 and f2 admit two loose ends which satisfy the condition
(4.30), this sector expresses the long open string. The condition for this case is that
m is even and q1 − q2 is odd or m is odd. So we set q1 = 1 and q2 = 0 as the
representative.
Before evaluating the eigenvalue of h = f2f1, the constraint (4.28) implies α ≡ αJ .
So the eigenvalue for f2f1 can be calculated as before,
µa,b = e
[
(a + α/2)p
nm
+
β{p
(1),p(2)}
2m
+
b
m
]
,
p ≡
m−1∑
J=0
(p
(1)
J
+ p
(2)
J
),
β{p
(1),p(2)} ≡
m−1∑
J=0
φ(1)0,J + φ(2)p(1)
J
,m−J
−
p(1)+p
(2)
m−J−1
−1∑
K=0
αK,J−1
 . (4.31)
Because of (4.29), p depends only on the value at the loose ends p = p
(1)
l
+ p
(2)
l
′ .
For annulus and Klein bottle, we have p = 0 (mod n). For Mo¨bius strip, we have
p = n/2 (mod n).
In the explicit evaluation, we use the following formulae,
〈0|e−ifI,J2 ψI ψ˜Jqe−ifK,L1 ψ†K ψ˜†L|0〉 =
∏
a
(1 + µaq), (4.32)
where oscillators satisfy the commutation relations {ψI , ψ†J} = {ψ˜I , ψ˜†J} = δI,J and
µa is the eigenvalue for f2f1.
Thus the oscillator contributions of annulus and Klein bottle amplitudes are evalu-
ated as,
〈〈B : g, f2 |qL0+L˜0 |B : g, f1〉〉
=
∞∏
s=1
n−1∏
a=0
m−1∏
b=0
(
1 + e
[
β{p
(1),p(2)}
2m
]
e
[
b
m
]
q2(s−a/n−α/2n)
)
,
=
∏
r∈N−α/2
(
1− e
[
β{p
(1),p(2)} +m
2
]
q2mr/n
)
. (4.33)
38
For Mo¨bius strip, the oscillator contribution is written as,
〈〈B : g, f2 |qL0+L˜0 |B : g, f1〉〉
=
∞∏
s=1
n−1∏
a=0
m−1∏
b=0
(
1 + e
[
β{p
(1),p(2)}
2m
]
e
[
b
m
+
a + α/2
2m
]
q2(s−a/n−α/2n)
)
,
=
∏
r∈N−α/2
(
1− (−1)re
[
β{p
(1),p(2)} +m
2
]
q2mr/n
)
. (4.34)
Thus we have reproduced the annulus, Mo¨bius strip and Klein bottle amplitudes
for the long string from the inner products of the boundary states.
• Long closed string boundary:
If the boundary twists f1 and f2 admit no loose end, this sector expresses the
long closed string. In order not to have any solutions for the condition (4.30), the
necessary condition is that m is even and both q1 and q2 is even. So we set m is
even and q1 = 2 and q2 = 0 as the representative.
From the consistency conditions f 2 = E and [h, g] = 0, we have the consistency
condition for the boundary twists for the torus amplitude as,
p
(1)
J
+ p
(1)
m−1−J+2
≡ 0, p(2)
J
+ p
(2)
m−1−J
≡ 0, (4.35)
αI,J − αI+p(1)
J
+p
(2)
m−1−J+2
,J−2
= φ
(1)
I,J
− φ(1)
I+1,J
+ φ
(2)
I+p
(1)
J
,m−1−J+2
− φ(2)
I+p
(1)
J
+1,m−1−J
. (4.36)
Summing up I in (4.36), we have αJ = αJ−2. Therefore the eigenvalue for f2f1
should be calssified by J .
For even J , the eigenvalue can be calculated as,
µLa,b = e
[
a+ αL/2
n
· pL
k
+
β
{p(1),p(2)}
L
2k
+
b
k
]
,
β
{p(1),p(2)}
L ≡
k−1∑
J=0
φ(1)0,2J + φ(2)p(1)
2J
,m−2J+1
−
p
(1)
2J
+p
(2)
m−2J+1
−1∑
K=0
αK,2J−2
 ,
αL ≡ α2J ,
pL ≡
k−1∑
J=0
(p
(1)
2J
+ p
(2)
m−2J+1
), (4.37)
where we denote k ≡ m/2.
For odd J , the eigenvalue can be calculated as,
µRa,b = e
[
a+ αR/2
n
· pR
k
+
β
{p(1),p(2)}
R
2k
+
b
k
]
,
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β
{p(1),p(2)}
R ≡
k−1∑
J=0
φ(1)0,2J+1 + φ(2)p(1)
2J+1
,m−2J
−
p
(1)
2J+1
+p
(2)
m−2J
−1∑
K=0
αK,2J−1
 ,
αR ≡ α2J+1,
pR ≡
k−1∑
J=0
(p
(1)
2J+1
+ p
(2)
m−2J
). (4.38)
From the consistency condition (4.36), we have pL = −pR ≡ p.
The oscillator contribution for the torus amplitude is written as,
〈〈B : g, f2 |qL0+L˜0 |B : g, f1〉〉
=
∞∏
s=1
n−1∏
a=0
k−1∏
b=0
(
1 + e
[
β
{p(1),p(2)}
L
2k
]
e
[
b
k
+
(a + αL/2)p
kn
]
q2(s−a/n−αL/2n)
)
×
(
1 + e
[
β
{p(1),p(2)}
R
2k
]
e
[
b
k
− (a+ αR/2)p
kn
]
q2(s−a/n−αR/2n)
)
=
∏
r∈N−αL/2
(
1− e
[
β
{p(1),p(2)}
L + k
2
]
e
[
2kτ − p
n
r
])
×
∏
r∈N−αR/2
(
1− e
[
β
{p(1),p(2)}
R + k
2
]
e
[
2kτ + p
n
r
])
. (4.39)
Thus we reproduced the torus amplitude from the inner product of the boundary
states.
5 Tadpole Condition
In usual string theory, the consistent theory has no the divergence which comes from
the dilaton tadpole. Here we consider the tadpole cancellation condition and determine
the consistent Chan-Paton gauge group for the superstring theory on the permutation
orbifold.
The usual GSO-projected boundary and cross-cap states for NS-N˜S sector is written
as,4
|B〉〉NS = |B : +〉〉NS − |B : −〉〉NS,
|C〉〉NS = |C : +〉〉NS − |C : −〉〉NS, (5.1)
where we denoted as |B(C) : ±〉〉NS ≡ |B(C) : α = 1, f = ±1〉〉. The tadpole cancellation
condition for these states is
|B〉〉NS0 − i|C〉〉NS0 = 0, (5.2)
where we denoted subscript 0 for the restriction to the massless part.
4 The boundary/cross-cap states expressed in this section is the direct product of the bosonic
boundary/cross-cap states which we constructed in the previous paper[1] and the bosonic boundary/cross-
cap states which constructed in the previous section for SNR8.
40
In our case, in order to construct the GSO-projected boundary states, we will consider
the GSO-projected boundary, cross-cap and joint states and combine them. To accomplish
the tadpole cancellation between the boundary states which represents the boundary and
cross-cap state, we restrict n to be even. The action of (−1)F on these states can be
written as,
(−1)F |B(C) :, η〉〉NSn = −|B(C) : −η〉〉NSn ,
(−1)F1 | J : (η1, η2), p〉〉NSn = −| J : (−η1, η2), p〉〉NSn ,
(−1)F2 | J : (η1, η2), p〉〉NSn = −| J : (η1,−η2), p〉〉NSn .
The action of (−1)F˜ is similar as above. Therefore the GSO-projected boundary states
for the irreducible combination is,
|B〉〉NSn = κB
(|B : +〉〉NSn − |B : −〉〉NSn ) ,
|C〉〉NSn = κC
(|C : +〉〉NSn − |C : −〉〉NSn ) ,
| J : p〉〉NSn =
κJ
2
(| J : (+,+), p〉〉NSn + | J : (−,−), p〉〉NSn
−| J : (+,−), p〉〉NSn − | J : (−,+), p〉〉NSn ), (5.3)
where κB, κC and κJ is the normalization factor for each states.
The general boundary states can be written as the product of these states. The locus
of the long string boundary is
l ≡ m− 1− l + q (mod n).
and can be calssified by m. When m is even, we have two solutions l = (q−1)/2, (q−1+
m)/2. In this case, the long string have two loose ends at one boundary and no loose ends
another boundary (Figure 6 left). When m is odd, we have one solution for each boundary
conditions. In this case, the long string have one loose end at each boundaries (Figure 6
right). Thus we will construct the boundary states for even m and odd m seperately.
m=4 m=3
q:oddq:even
Figure 6: Loose ends of long string
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For odd m case, the long string have one loose end at each boundaries. Therefore the
boundary and cross-cap states for the long string is written as, 5
|B : fB〉〉NSn ≡ |B〉〉NSn
(m−1)/2⊗
i=1
| J(2i− 1, 2i) : pi〉〉NSn , (5.4)
|B : fC〉〉NSn ≡ |C〉〉NSn
(m−1)/2⊗
i=1
| J(2i− 1, 2i) : pi〉〉NSn . (5.5)
For these states, we consider the tadpole cancellation condition as,
|B : fB〉〉NSn0 − i|B : fC〉〉NSn0 = 0. (5.6)
This condition can be factorized into the following condition,
|B〉〉NSn − i|C〉〉NSn = 0. (5.7)
Thus the tadpole condition is satisfied when,
κB − κC = 0, (5.8)
and there is no constraint for κJ .
For even m, the long string have two loose ends at one boundary and no loose end at
another boundary. The boundary state |B : fJ〉〉NSn which have no loose end does not give
any contribution for the tadpole condition. Therefore, we consider the tadpole condition
for the boundary states which have two loose ends. We introduce the boundary states as,
|B : fA〉〉NSn ≡ |B(1)〉〉NSn ⊗ |B(m)〉〉NSn
m/2−1⊗
i=1
| J(2i, 2i+ 1) : pi〉〉NSn , (5.9)
|B : fMS〉〉NSn ≡ (|B(1)〉〉NSn ⊗ |C(m)〉〉NSn + |C(1)〉〉NSn ⊗ |B(m)〉〉NSn )
m/2−1⊗
i=1
| J(2i, 2i+ 1) : pi〉〉NSn , (5.10)
|B : fKB〉〉NSn ≡ |C(1)〉〉NSn ⊗ |C(m)〉〉NSn
m/2−1⊗
i=1
| J(2i, 2i+ 1) : pi〉〉NSn . (5.11)
The tadpole cancellation condition is,
|B : fA〉〉NSn0 + |B : fMS〉〉NSn0 + |B : fKB〉〉NSn0 = 0. (5.12)
This condition is also factorized into the condition (5.7). Therefore, if κB = κC is satisfied,
the tadpole for m long strings is cancelled.
To determine Chan-Paton group, we consider the modular property for the parti-
tion functions calculated before. Gathering all sectors, the inner products between the
5 If the torus amplitude is not considered, we can use the boundary/cross-cap state which is the
products of the joint states.
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boundary states are written as,
Annulus : 2κm−2J κ
2
B
(
Z00(− mnτ )4
η(− m
nτ
)8
− Z
0
1(− mnτ )4
η(− m
nτ
)8
)
,
Mo¨bius strip : 4iκm−2J κBκC
(
Z00(− mnτ + 12)4
η(− m
nτ
+ 1
2
)8
− Z
0
1(− mnτ + 12)4
η(− m
nτ
+ 1
2
)8
)
,
Klein bottle : 2κm−2J κ
2
C
(
Z00(− mnτ )4
η(− m
nτ
)8
− Z
0
1(− mnτ )4
η(− m
nτ
)8
)
. (5.13)
After the modular transformation, the amplitudes are written as,
Annulus : 2κm−2J κ
2
B
(
2kτ
im
)−4(
Z00(
2kτ
m
)4
η(2kτ
m
)8
− Z
1
0(
2kτ
m
)4
η(2kτ
m
)8
)
,
Mo¨bius strip : 4κm−2J κBκC
(
kτ
im
)−4(
Z00(
kτ
2m
+ 1
2
)4
η( kτ
2m
+ 1
2
)8
− Z
0
1 (
kτ
2m
+ 1
2
)4
η( kτ
2m
+ 1
2
)8
)
,
Klein bottle : 2κm−2J κ
2
C
(
2kτ
im
)−4(
Z00(
2kτ
m
)4
η(2kτ
m
)8
− Z
1
0(
2kτ
m
)4
η(2kτ
m
)8
)
, (5.14)
where we denoted k = n/2. These expressions should be compared with the partition
functions which calculated in the open string sector as,
Annulus :
N2
4
(
2mτ
in
)−4(
a
Z00(
mτ
n
)4
η(mτ
n
)8
+ c
Z10(
mτ
n
)4
η(mτ
n
)8
)
,
Mo¨bius strip : ηN
(mτ
ik
)−4(
a
Z00(
mτ
2k
+ 1
2
)4
η(mτ
2k
+ 1
2
)8
− bZ
0
1 (
mτ
2k
+ 1
2
)4
η(mτ
2k
+ 1
2
)8
)
,
Klein bottle :
1
2
(
kτ
in
)−4(Z00(2kτn )4
η(2kτ
n
)8
− Z
1
0(
2kτ
n
)4
η(2kτ
n
)8
)
, (5.15)
where N is the rank of the Chan-Paton group and η = ±1 comes from the action of Ω on
the Chan-Paton group. When η = 1, this group is Sp(N) and When η = −1, this group
is SO(N). Since κJ should not depend on the length factor, we need to impose κJ = 1.
By comparing (5.14) and (5.15), we need to impose,
• Annulus: m = 2k, n = m
• Mo¨bius strip: m = k, k = m
• Klein bottle: k = k, n = n
Under these correspondences and tadpole condition (5.8), we obtain the following rela-
tions,
aN2
4
= 29κ2B,
cN2
4
= −29κ2B,
aNη = −26κ2B, −bNη = −26κ2B,
2κ2B =
1
4
. (5.16)
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These equations can be solved as,
a = b = −c = 1
2
, κB =
1
2
,
η = −1, N = 25. (5.17)
Thus the consistent Chan-Paton group is SO(32), and this is the standard gauge group
for Type I theory.
For R-R˜ sector, the tadpole cancellation condition can be found in similar way. The
GSO-projected boundary and cross-cap states for R-R˜ sector is written as,
|B〉〉Rn = iκ′B
(|B : +〉〉Rn + |B : −〉〉Rn ) ,
|C〉〉Rn = iκ′C
(|C : +〉〉Rn + |C : −〉〉Rn ) ,
| J : p〉〉Rn =
κ′J
2
(| J : (+,+), p〉〉Rn + | J : (−,−), p〉〉Rn
+| J : (+,−), p〉〉Rn + | J : (−,+), p〉〉Rn ), (5.18)
Since the coefficient κ′J should not depend on the length of the long string, we set κ
′
J = 1
The boundary state for odd m is expressed as the products of the boundary, cross-cap
and joint states,
|B : fB〉〉Rn ≡ |B〉〉Rn
(m−1)/2⊗
i=1
| J(2i− 1, 2i) : pi〉〉Rn , (5.19)
|B : fC〉〉Rn ≡ |C〉〉Rn
(m−1)/2⊗
i=1
| J(2i− 1, 2i) : pi〉〉Rn . (5.20)
The boundary state for even m can be written as NS-N˜S sector. The tadpole condition
is also factorized into that of the irreducible combination.
The non-zero inner products between these boundary states are written as,
Annulus : −(κ′B)2
Z10(− mnτ )4
η(−m
nτ
)8
,
Mo¨bius strip : −κ′Bκ′C
Z10(− mnτ + 12)4
η(−m
nτ
+ 1
2
)8
,
Kleinbottle : −(κ′C)2
Z10 (− mnτ )4
η(− m
nτ
)8
, (5.21)
where the minus signs come from the ghost sector. 6 These inner products should be
compared with the partition function which calculates in the open string sector,
Annulus : −N2 b
4
(
2mτ
in
)−4 Z01(mτn )4
η(mτ
n
)8
,
Mo¨bius strip : cηN
(mτ
ik
)−4 Z10(mτ2k + 12)4
η(mτ
2k
+ 1
2
)8
,
Kleinbottle : −1
2
(
2kτ
in
)−4 Z01(2kτn )4
η(2kτ
n
)8
. (5.22)
6 In this section, we are considering the superstring theory on R1,1 × SNR8.
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We can determine the unknown factors as (5.17) and κ′B = −κ′C . Thus the tadpole
cancellation condition can be satistied for NS-N˜S and R-R˜ consistently for the Chan-
Paton gauge group SO(32).
6 Discussion
In this paper, we showed that the open superstring on symmetric product can be inter-
preted as the second quantized Type I superstring theory. From the calculation of the
partition function, we found that the oriented open string bits are connected to become
the unoriented open/closed strings. From the construction of the boundary states, we
found that they are classified into three types of the boundary states and explain the
change of the world-sheet topology. Although we mainly discussed about Type I super-
string theory, the consideration for the Type 0 superstring theory can be done in similar
way by taking diagonal GSO projection. Such a theory expresses the second-quantized
Type 0 string theory.
In our model, the description of the D-brane can be done straightforwardly by changing
the loose ends of the long strings. Furthermore, if one want to treat the anti-D-brane,
we should make the opposite GSO projection for each boundary/cross-cap/joint state.
As an application of our model, we hope that our description of the second-quantized
superstring theory becomes useful for the calculation of the tachyon condensation in the
string field theory.[34, 35]
Here we comment about the interaction vertex operator. One of the advantage of
the representation of the string field theory by the symmetric product, is the econom-
ical description of the interactions. It was verified that the interaction vertex opera-
tor is consistently introduced to the matrix string theory by evaluating the four-point
functions.[31][32] By evaluating the four-tachyon scattering amplitude in the large N
limit as [31], it is verified that three-open string interaction is consistently introduced to
the open bosonic string theory on the symmetric product SNR24 as the twist operator
with conformal weight 3
2
on the boundary of the world-sheet.[33] As already discussed by
C.V.Johnson[22], there is only one open superstring vertex operator Σ·ΦKL. The operator
ΦKL interchanges K’th and L’th open strings at the boundary. The operator Σ expresses
the spin field and this is the picture-changing operator in NSR formalism[10]. Naively, in
terms of the boundary states, this operator mixes the boundary/cross-cap states and the
joint states as,
• e
[
α(φK + φL)
2
]
| J(KL) : α, (e[φK/2] , e[φL/2])〉〉
↔ e
[
αφ′K
2
]
|B(K) : α, e[φ′K/2]〉〉 ⊗ e
[
αφ′L
2
]
|B(L) : α, e[φ′L/2]±〉〉
• e
[
α(φK + φM)
2
]
| J(KM) : α, (e[φK/2] , e[φM/2])〉〉
⊗e
[
α(φL + φN)
2
]
| J(LN) : α, (e[φL/2] , e[φN/2])〉〉
↔ e
[
α(φ′L + φ
′
M)
2
]
| J(LM) : α, (e[φ′L/2] , e[φ′M/2])〉〉
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⊗e
[
α(φ′K + φ
′
N)
2
]
| J(KN) : α, (e[φ′K/2] , e[φ′N/2])〉〉. (6.1)
We depicted above interaction in Figure 7. However we do not know whether this inter-
action vertex becomes Lorentz invariant and can be consistently introduced to our model.
This is one of the most important issue which should be clarified in the future work.
K
L
M
N
K
L
Figure 7: Open string interaction
The intereting problem for the future work is as follows. The description of the second-
quantized superstring theory is discussed in a slightly different way.[36] The fermionic
Z2-twisting is identified with the H
2(SN , U(1)), and the supersymmetry is described in
more compact way. The consideration for the open string in this context will be inter-
esting. The other direction is the non-trivial background. Recently the string theory in
the non-commutative geometry has been developing.[37] The Matrix string theory in the
B-field background is also discussed.[18] Whether the open string theory on the symmetric
product of the non-commutative geomtry naturally describes the string field theory in the
non-commutative geometry is very interesting issue. Furthermore, the matrix model is dis-
cussed in the Melvin background.[38] The extension of our model to this background will
be also interesting. The string theory on the symmetric product of the curved background
as Calabi-Yau manifold was partially discussed.[39] We expect that the construction of
the boundary states which represent the D-branes wrapping around the supersymmetric
cycle or holomorphic cycle may shed new light on the string field theory on the Calabi-Yau
manifolds[40, 41] and the open string instanton calculations.[42]
Acknowledgement: The author is obliged to Y.Matsuo for his useful suggestions.
The author is supported by the JSPS fellowship for Young Scientist.
References
[1] H.Fuji and Y.Matsuo, “Open String on Symmetric Product”,
Int.J.Mod.Phys.A16 (2001) 557-608, hep-th/0005111.
[2] M.Kaku and K.Kikkawa, “Field Theory of Relativistic Strings. I. Trees”,
Phys.Rev.D10 (1974) 1110-1133; “Field Theory of Relativistic Strings. II. Loops
and Pomerons”, Phys.Rev.D10 (1974) 1823-1843.
[3] E.Cremmer and J.L.Gervais, “Combining and Splitting Relativistic Strings”,
Nucl.Phys.B76 (1974) 209-230; “Infinite Component Field Theory of Interacting
Relativistic Strings and Dual Theory”, Nucl.Phys.B90 (1975) 410-460.
46
[4] E.Witten, “Non-commutative Geometry and String Field Theory”, Nucl.Phys.B268
(1986) 79-324;
“Interacting Field Theory of Open Superstring Field Theory”,
Nucl.Phys.B276 (1986) 291-324.
[5] H.Hata, K.Itoh, T.Kugo, H.Kunitomo and K.Ogawa, “Covariant String Field
Theory”, Phys.Rev.D34 (1986) 2360-2429; “Covariant String Field Theory, II”,
Phys.Rev.D35 (1987) 1318-1355.
[6] S.Mandelstam, “Interacting-String Picture of the Neveu-Schwarz-Ramond Model”,
Nucl.Phys.B69 (1974) 77-106; “Lorentz Properties of The Three-String Vertex”,
Nucl.Phys.B83 (1974) 413-439.
[7] M.B.Green and J.H.Schwarz, “Superstring Interactions”, Nucl.Phys.B218 (1983)
43-88; “Superstring Field Theory”, Nucl.Phys.B243 (1984) 475-536.
[8] N.Berkovits, “Super-Poincare Invariant Superstring Field Theory”, Nucl.Phys.B450
(1995) 90-102, hep-th/9503099.
[9] T.Banks, W.Fischler, S.H.Shenker and L.Susskind, “M Theory As A Matrix
Model:A Conjecture”,Phys.Rev.D55 (1997) 5112-5128, hep-th/9610043.
[10] R.Dijkgraaf, E.Verlinde and H.Verlinde, “Matrix String Theory”, Nucl.Phys.B500
(1997) 43-61, hep-th/9703030.
[11] L.Motl, “Proposals on Nonperturbative Superstring Interactions”, hep-th/9701025.
[12] T.Banks and N.Seiberg, “Strings from Matrices”, Nucl. Phys. B497 (1997) 44-55,
hep-th/9702187.
[13] R.Dijkgraaf, G.Moore, E.Verlinde and H.Verlinde, “Elliptic Genera of Symmetric
Products and Second Quantized Strings”, Commun.Math.Phys. 185 (1997) 197-209,
hep-th/9608096.
[14] L.Susskind, “Another Conjecture about M(atrix) Theory”, hep-th/9704080,
[15] P.Bantay, “Characters and modular properties of permutation orbifolds”,
Phys.Lett.B419 (1998) 175-178, hep-th/9708120; “Permutation orbifolds”, hep-
th/9910079; Z.Kadar, “The torus and the Klein Bottle amplitude of permutation
orbifolds”, Phys.Lett.B484 (2000) 289-294, hep-th/0004122.
[16] I.Kostov and P.Vanhove, “Matrix String Partition Functions”, Phys.Lett.B444
(1998) 196-203, hep-th/9809130; C.Bachas, C.Fabre, E.Kiritsis, N.A.Obers, and
P.Vanhove, “Heterotic / type I duality and D-brane instantons”, Nucl.Phys.B509
(1998) 33-52, hep-th/9707126.
[17] F.Sugino, “Cohomological Field Theory Approach to Matrix Strings”
Int.J.Mod.Phys.A14 (1999) 3979-4002, hep-th/9904122.
[18] G.Griani, M.Orsel and Semenoff, “Matrix strings in a B-field”,JHEP.0107 (2001)
004, hep-th/0104112.
47
[19] L.Smolin, “M theory as a matrix extension of Chern-Simons theory”,
Nucl.Phys.B591 (2000) 227-242; “The cubic matrix model and a duality between
strings and loops”, hep-th/0006137; “The exceptional Jordan algebra and the ma-
trix string”, hep-th/0104050.
[20] F.Sugino and P.Vanhove, “ U-duality from Matrix Membrane Partition Function”,
Phys.Lett.B522 (2001) 145-154, hep-th/0107145.
[21] Y.Sekino and T.Yoneya, “From Supermembrane to Matrix String”, Nucl.Phys.B619
(2001)22-50, hep-th/108176.
[22] Clifford V.Johnson, “On Second-Quantized Open Superstring Theory”,
Nucl.Phys.B537 (1999) 144-160, hep-th/9806115.
[23] J.Polchinski, “String Theory I,II”, Cambridge University Press (1998).
[24] S.Lang, “Introduction to Modular Forms ”, Graduate Texts in Mathematics 222,
Springer-Verlarg (1976).
[25] J.-P.Serre, “A Course in Arithmetics”, Graduate Texts in Mathematics 7, Springer-
Verlag (1973).
[26] T.M.Apostol, “Modular Functions and Dirichlet Series in Number Theory”, Grad-
uate Texts in Mathematics 41, Springer-Verlarg (1976).
[27] G.Pradisi and A.Sagnotti, “Open String Orbifolds”, Phys.Lett.B216 (1989) 59-67.
[28] N.Ishibahi and T.Onogi, “Open String Model Building”, Nucl.Phys.B318 (1989)
239.
[29] J.A.Harvey and J.A.Minahan, “Open Strings on Orbifolds”, Phys.Lett.B188 (1987)
44-50.
[30] Y.Cai and J.Polchinski, “Consistency of the Open Super String”, Nucl.Phys.B296
(1988) 91-128.
[31] G.E.Arutyunov and S.A.Frolov, “Virasoro amplitude from the SNR24 orbifold sigma
model”, Theor.Math.Phys.114 (1998) 43-66, hep-th/9708129.
[32] G.E.Arutyunov and S.A.Frolov, “Four graviton scattering amplitude from SNR8
supersymmetric orbifold sigma model”, Nucl.Phys.B524 (1998) 159-206, hep-
th/9712061; G.Arutyunov, S.Frolov and A.Polishchuk “On Lorentz invariance and
supersymmetry of four particle scattering amplitudes in SNR8 orbifold sigma
model”, Phys.Rev.D60 (1999) 066003, hep-th/9812119.
[33] H.Fuji, Ph.D thesis in University of Tokyo, 2002.
[34] A. Sen and B. Zwiebach, “Tachyon condensation in string field theory” JHEP0003
(2000) 002, hep-th/9912249.
[35] N. Berkovits, A. Sen and B. Zwiebach, “Tachyon condensation in superstring field
theory”, Nucl.Phys.B587 (2000) 147-178. hep-th/0002211.
48
[36] R.Dijkgraaf, “Discrete Torsion and Symmetric Products”, hep-th/9912101.
[37] N.Seiberg and E.Witten, “String Theory and Noncommutative Geometry”, JHEP
9909 (1999) 032, hep-th/9908142.
[38] L.Motl, “Melvin Matrix Models”, hep-th/0107002.
[39] A.Klemm and M.G.Schmid, “Orbifolds by Cyclic Permutations of Tensor Product
Conformal Field Theories”, Phys.Lett.B245 (1990) 53-58; J.Fuch, A.Klemm and
M.G.Schmid, “Orbifolds by Cyclic Permutations in Gepner Type Superstrings and
in the Corresponding Calabi-Yau Manifolds”, Annals. Phys.214 (1992) 221-257.
[40] E.Witten, “Chern-Simons Theory As A String Theory”, hep-th/9207094.
[41] N.Berkovits, “Covariant Quantization of the Green-Schwarz Superstring in a Calabi-
Yau Background”, Nucl.Phys.B431 (1994) 258-272, hep-th/9404162; “Review of
Open Superstring Field Theory”, hep-th/0105230; “The Ramond Sector of Open
Superstring Field Theory”, hep-th/0109100.
[42] T.Kawai and K.Yoshioka, “String Partition Functions and Infinite Products”,
Adv.Theor.Math.Phys. 4 (2001) 397-485, hep-th/0002169.
49
