Sample entropy based tests, methods of sieves and Grenander estimation type procedures are known to be very efficient tools for assessing normality of underlying data distributions, in one-dimensional nonparametric settings. Recently, it has been shown that the density based empirical likelihood (EL) concept extends and standardizes these methods, presenting a powerful approach for approximating optimal parametric likelihood ratio test statistics, in a distribution-free manner. In this paper, we discuss difficulties related to constructing density based EL ratio techniques for testing bivariate normality and propose a solution regarding this problem. Toward this end, a novel bivariate sample entropy expression is derived and shown to satisfy the known concept related to bivariate histogram density estimations.
Introduction and the statement of problem
Various statistical topics dealt with bivariate normally distributed data have broadened their appeal in recent theoretical and applied publications that provide a long cohort of new methods for multivariate statistical analysis (e.g., Balakrishnan and Lai [2] ). This motivates the growing need for developing and evaluating powerful tests for bivariate normality (e.g., Balakrishnan and Lai [2] ; Hawkins [7] ;
Kowalski [13] ; Mecklin and Mundfrom [19] ). Testing bivariate data for normality is much more difficult in practice than when data are univariate. Commonly techniques for detecting departures from the bivariate normal distribution are developed using modifications of conventional test procedures known in the context of assessing univariate normality. In many cases, in order to test goodness-of-fit of two-dimensional normal distribution functions, the literature proposes one-dimensional test statistics (e.g., Balakrishnan and Lai [2] ). In this framework, we note that it is not sufficient to test corresponding univariate marginal distributions for normality, since scenarios, when the marginal distributions are normal but the joint distribution fails to be bivariate normal, may be in effect.
In this paper we propose and examine a bivariate extension to the one-dimensional sample entropy based concept (e.g., Vasicek [30] ) using the density based empirical likelihood (EL) methodology (e.g., Vexler et al. [33] ). Then, we propose the density based EL ratio tests for bivariate normality. To this end, we shall first outline the following material regarding basic sources we use in the new development.
Empirical likelihood and sample entropy
When functional forms of underlying data distributions are completely specified, the parametric likelihood approach is unarguably a powerful tool that provides optimal statistical inference. In such cases, by virtue of the Neyman-Pearson lemma, the likelihood ratio tests yield the most powerful decision making rules (e.g., Lehmann and Romano [16] ; Vexler et al. [33] ). However, the parametric likelihood methods cannot be applied properly if assumptions on the forms of data distributions do not hold. The distribution function based EL methods were introduced as nonparametric alternatives to parametric likelihood techniques (e.g., Lazar and Mykand [14] ; Owen [22] ). Commonly, the conventional EL function has the form The recent statistical literature has introduced the density-based EL (dbEL) approach for creating nonparametric test statistics that approximate parametric Neyman-Pearson statistics (e.g.,
Vexler et al. [33] ). The dbEL method proposes to consider the likelihood function in the form . In this case, the following lemma (Vexler and Gurevich [31] ) has a key role. that is known to be an efficient test statistic based on sample entropy (e.g., Vasicek [30] ; Arizono and Ohta [1] ). In order to develop the sample entropy based test for normality, Vasicek [30] applied the property of the normal distribution that its entropy exceeds that of any other distribution with a density that has the same variance. The dbEL approach extends this sample entropy based mechanism to general methods for univariate goodness-of-fit testing. The test for normality based on sample entropy is an exponential rate optimal procedure (see Tusnady [28] for details). This is in conjunction with the fact that likelihood ratio type tests oftentimes have optimal statistical properties.
In the construction process of the test statistic mn T shown above, we used the approximation to the constraint ( ) 
In this case, the integer m should increase when n → ∞ , provided that 0 / → n m , since, in light of Lemma 1, corresponding remainder terms related to the constraint ( )
need to vanish asymptotically (e.g., Vexler et al. [32] ). In general cases, if m has a fixed value, the approximation ( ) Note that the dbEL technique mentioned above can be employed in order to estimate density functions in the maximum likelihood manner, obtaining a class of histogram density estimators (e.g.,
Izenman [9] ; Prakasa Rao [23] ). In this framework, we may use fixed values of m , assuming that f is a monotonically decreasing density function. This can yield procedures related to Grenander's estimation and the method of sieves in the context of nonparametric density functions' evaluations (Izenman [9] ; Carolan and Dykstra [4] ; (Vexler and Gurevich [31] ). In general cases, the optimal values of m , which maximize the power of the test based on mn T , can be calculated using information regarding the alternative distribution of the observations.
The dbEL method was successfully applied to construct various nonparametric decisionmaking schemes, significantly improving power as compared to the corresponding classical procedures (e.g., Vexler, Hutson and Chen, 2016 
In this case, according to the dbEL technique, we aim to achieve maximization of f L , holding an empirical constraint with respect to the requirement ( , ) 1 f x y dxdy = ∫∫ . The problem is to approximate the double integral ( , ) f x y dxdy ∫∫ using only n data points. That is to say although it would be desired to apply n n × points in a Riemann-type manner to approximate the double integral, we cannot employ the couples ( ) 
In order to avoid the issue above, one can reduce the dimension of the testing problem via an application of projection pursuit techniques (Zhu et al. [38] Carlo study is employed to support this conclusion.
In Section 7 the proposed tests are applied to a biomarker study associated with myocardial infarction (MI) disease. The epidemiological literature indicates significant associations between the biomarkers "vitamin E", "cholesterol" and the MI disease. We demonstrate that the new tests based on measurements related to "vitamin E" and "cholesterol" biomarkers exhibit high and stable power characteristics in comparison to the well-known decision making procedures. We conclude with remarks in Section 8. Finally the technical proofs of the theoretical results shown in this paper are given in the Supplement. The online supplementary material of this paper also presents R code to implement the proposed method.
The bivariate density based empirical likelihood
In this section, we introduce the algorithm for developing the bivariate dbEL approximation to the likelihood function f L defined in (1) . 
where / 2 m n < .
Next, we will use Lemma 1 to approximate
To this end, we rewrite the left term of (2) as ( (3) 
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It is clear that Equations (2)- (6) provide the constraint
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Thus, using (8)- (10), we represent constraint (7) in its empirical form 
: :
: (11) is a sum of ( ) 
Therefore, there are several summands in m,k H  with equivalent multipliers
This can complicate the use of the Lagrange method for deriving values of 1
that maximize f L defined in (1), satisfying (11) . Taking into account this issue, we will rewrite m,k H  via a sum of n variables with coefficients 1
To this end, we define the rank of the
where ( ) I ⋅ is the indicator function and 1 c d n ≤ ≤ ≤ . Then, using some reorganization (see the Supplement, Appendix B, for details), we have
where i,m,k G are defined in accordance with the following scheme:
: 0 
yielding the approximation . Employing the maximum likelihood technique described in Section 1.1, we conclude that the dbEL approximation to f L is
where 0 0 5 . 
consists of 2 1 m + summands. Taking into account the formal notations used in Kim and van Ryzin [11] , we denote the statistics C n, j and D n, j satisfy the conditions presented in Kim and van Ryzin [11] . In this context, we note that, for
A and C n, j are invariant under permutations of (
Regarding the positive integer-valued and indexing random variables n, j B and D n, j , we have 
Thus, the theoretical arguments shown in Kim and van Ryzin [11] provide that, for all
as n → ∞ .
An asymptotic consistency of the bivariate density based empirical likelihood
Here we confine the density function ( ) f x, y to be continuous and bounded on its support,
a f x, y a < < , where
where the dbEL, n ∆ , is defined by (14) .
The proof of the result above is based on a formal scheme in a manner, which can be associated with the explanations mentioned in Section 3. We use the theoretical arguments shown in [11] , [29] and [37] to present the rigorous proof of the dbEL consistency in the Supplement (Appendix C).
We employed various Monte Carlo evaluations based on more than one hundred different scenarios of ) , ( Y X -distributions and a variety of sample sizes n in order to examine a critical necessity of the condition ( )
a f x, y a < < for the asymptotic result shown in this section. These studies demonstrated that the bivariate dbEL approach is consistent in more general cases of ( ) f x, y -forms.
The dbEL ratio tests for bivariate normality
Should the underlying data follow the density function ( )
where the parameters n n x yV log n log n C πσ σ ρ
where the statistic n ∆ is defined in (14) and C is a test-threshold.
It is clear that the transformation ( ) 
increases. We will evaluate this fact in the next section. Unfortunately, in the bivariate case, when we construct appropriate test statistics, the property mentioned above cannot be held in many scenarios. In this framework, the conventional approach is to standardize the bivariate data ( ) 
In this context, in addition to the relevant literature mentioned in Section 1, we would like to refer the reader to Looney [18] , Henze and Zirkler [8] , Lee et al. [15] , Villaseñor-Alva and González-Estrada [36] . For example, the widely-applied R procedure (R Development Core Team [24] ) "mvShapiro. We may then propose the dbEL ratio test that rejects the null hypothesis iff
where the statistic n ∆ by (14) is calculated employing the data ( )
..,n, = the notation 1 2 n log( / ( )) n π − corresponds to the approximate likelihood function of ( )
..,n, = under the null hypothesis, and C is a test-threshold.
Remark. The dbEL literature shows that the power of dbEL tests does not depend significantly on values of parameters that have roles similar to that of δ at definition (14) (e.g., Tsai et al. [27] ; Vexler et al. [33, 35] [20, 21] ), we will focus on finite sample sizes without attempting to provide here an asymptotic solution for the critical values for the proposed tests in the two-dimensional setting.
The critical values for the dbEL ratio tests can be accurately approximated using Monte Carlo techniques. In order to tabulate the percentiles of the null distributions of the test statistics (14), we drew 50,000 samples of ( ) 
where 0 05 . C α = 's are shown in Tables 1 and 2 . In this study, we also analyzed the Shapiro-Wilk test (SW), using the R procedure "mvShapiro.Test". For each value of ρ and n , the Type I error rates were derived using 25,000 samples of ( ) 
and the anticipated significance level is Remark. In practice, in order to implement the proposed approach in a simple and rapid manner, one can suggest applying a hybrid method for computing the p-values of the tests (15), (16), by combining
Monte Carlo simulations and the critical values displayed in Tables 1 and 2 . In this framework, employing Bayesian type procedures, we can derive relevant information from the Monte Carlo experiments via likelihood type functions, whereas the tabulated critical values can be used to reflect prior distributions (Vexler et al. [34] ). The hybrid technique for computing the p-values has been employed in STATA and R statistical packages (Vexler et al. [33] ).
Power of the tests
It is clear that in the nonparametric setting of testing bivariate normality, there are no most powerful decision making procedures. In this section, we only exemplify several scenarios where the power of the proposed tests is compared with that of the Shapiro-Wilk (SW) test and classical Mardia's test (MT) for bivariate normality at the significance level of 5%. The following scenarios of source distributions were treated: Johnson [10: p. 185] Johnson [10: p. 197] ). In order to reduce the power of the considered tests, we define
, where ξ 's and η 's are independent and identically 6 3 U( , ) − -distributed random variables.
where ξ 's and η 's are independent and identically 2 1 Gamma( , ) -distributed random variables. Note that, commonly, sample entropy based tests for univariate normality do not outperform the corresponding Shapiro-Wilk test when underlying data are from a gamma distribution (e.g., Table 2 in Vasicek [30] , where the case with 2 1 X~Gamma( , ) is evaluated). Table 4 shows the results of the power evaluations of the proposed tests ( Wilk test is biased. Mardia's test is biased under the designs of (B), (D), (E), and (F). In these scenarios, the new tests exhibit high and stable power characteristics. The proposed tests perform reasonably well, and are generally competitive with the classical tests in case (I). In this scenario, it is anticipated that the Shapiro Wilk test has higher power than the other considered tests. In parallel with studies regarding properties of tests for univariate normality, the shown Monte Carlo results are consistent with those related to one-dimensional sample entropy based tests (e.g., Vasicek [30] ]).
Data analysis
Myocardial infarction is commonly caused by blood clots blocking the blood flow of the heart leading heart muscle injury. The heart disease is leading cause of death affecting about or higher than 20% of populations regardless of different ethnicities according to the Centers for Disease Control and
Prevention (e.g., Schisterman et al. [25, 26] ).
We illustrate the application of the proposed approach based on a sample from a study that evaluates biomarkers associated with myocardial infarction (MI). The study was focused on the residents of Erie and Niagara counties, 35-79 years of age. The New York State department of Motor Vehicles drivers' license rolls was used as the sampling frame for adults between the age of 35 and 65 years, while the elderly sample (age 65-79) was randomly chosen from the Health Care Financing Administration database. The biomarkers "high density lipoprotein (HDL)-cholesterol" and "vitamin E" are often used as a discriminant factor between individuals with (MI=1) and without (MI=0) myocardial infarction disease (e.g., Schisterman et al. [25, 26] ). The HDL-cholesterol levels were examined from a 12-hour fasting blood specimen for biochemical analysis at baseline. A total of 240 measurements of the biomarkers were evaluated by the study. The sample of 120 biomarkers values was collected on cases who survived on MI and the sample of 120 measurements on controls who had no previous MI.
Oftentimes, measurements related to biological processes follow a log-normal distribution (e.g., Limpert et al. [17] ). The aim of this study is to investigate the joint distribution of logtransformed vitamin E measurements, say X , and log-transformed (HDL)-cholesterol measurements, say Y , with regard to MI disease. Towards this end, we implemented the new tests, the Shapiro-Wilk test (SW) and Mardia's test (MT) for bivariate normality using the data described above. Figure and 70 were randomly selected from the "vitamin E/ HDL-cholesterol" data to be tested for bivariate normality at 5% level of significance. We repeated this strategy 5000 times calculating the frequencies of the events { (14) . The obtained experimental powers of the four tests are shown in Table 5 . In this study, the proposed tests significantly outperform the SW and MT tests in terms of the power properties when detecting that the log-transformed biomarkers' values are not jointly distributed as bivariate normal random variables. For example, when 35 n = and MI=1, the dbEL ratio tests reveal the experimental powers that are approximately two times larger than those of the SW and MT tests.
That is, the dbEL ratio tests are more sensitive as compared with the known methods to rejecting the null hypothesis of bivariate normality regarding joint distributions of the log-transformed values of the "vitamin E" and "HDL-cholesterol" biomarkers.
Concluding remarks
In this paper, we extended the density based empirical likelihood approach to construct new goodness of fit tests for bivariate normality. The main idea of our method was to propose a consistent technique that employs histogram/sample entropies density based estimations in the bivariate framework. We compared the performance of the dbEL ratio tests to the known decision making procedures, the Shapiro-Wilk test and Mardia's test. The conducted simulation study displayed that the proposed tests outperformed the known tests in many important scenarios of alternative distributions as well as the new tests provided power levels in a similar manner to their univariate sample entropy based analogs.
Finally, we applied our tests on a real data set, where the proposed technique exhibited high and stable power characteristics.
Certainly, the proposed testing strategy is computational intensive. In this context, we would like to note that the known principles regarding bivariate histogram developments deal with strong computational requirements in general. In the modern age we are generally no longer constrained by computational issues and have a greater flexibility in terms of the statistical approaches that we may employ to data analysis problems. Advances in computation and the fast and cheap computational facilities now are available to statisticians. This can support that the dbEL methodology can be suggested to be modified and extended in order to be applied to various multivariate problems encountered in statistical studies.
Our main objective of this paper is twofold: (1) to show that the density based empirical likelihood technique can be a valuable tool in multivariate statistical analysis and (2) to convince readers of the usefulness of the sample entropy based approach that should be more widely investigated in multivariate frameworks.
Supplementary material related to this article can be found online 
is the empirical distribution function and
Vasicek [30] showed the following results: ( ) ( 
Appendix B. Proof of Equation (12).
The summands presented in the definition of m,k H  at (11) consist of the items In order to show that Definitions (11) and (12) are identical, we provide the following scheme for detecting summands in (11), which consist of equivalent multipliers
Consider Case (a) in (12) Step 1.1: 
Thus,
Step 1 
Thus, the part (a) of Equation (12) (11) . The number of these summands in (11) and (12) 
uniformly as n → ∞ , where
Proof.
Taking into account formal notations used in Equation (2.1) of Kim and van Ryzin [11] , we present
where
The mean value theorem for double integrals provides the result
where ( ) ( )
where ( ) ( ) ( ) ( )
Here the distribution functions ( )
Note that ( ) ( ) Note also that the random variables 
In a similar manner to the analysis shown above, one can obtain that 
Results (C6), (C11) applied to (C12) complete the proof of Lemma C.
In order to prove that ( ) Since, for any fixed 0 
