Classical adaptive optics (AO) usually uses the simple but efficient control algorithm like proportional-integral (PI) to achieve high resolution imaging. In the point of view of the minimum variance controller, it is not optimal. So far, Linear Quadratic Gaussian Control (LQG) is an interesting control algorithm with global optimum. However it still encounters one unexpected problem in practice, leading to the divergence of control in AO. Hence, the Modified LQG (MLQG) is proposed in this paper and analyzed explicitly. The test in the lab shows strong stability and high precision compared to the classical control. 
1: Introduction
Due to the atmospheric turbulence, the ground-based telescopes can not achieve the expected diffraction limit. Adaptive optics (AO) has become a main technique to improve the performance of these telescopes [13] . The basic feedback control loop is usually adopted by the AO system since the time delay is of great significance. The simple control algorithm Proportional plus Integral (PI) control law is still the mainstream of the AO systems. However, the PI control is not the optimal control algorithm and limitations of AO application such as Multi Conjugated AO (MCAO) should be drawn attention [12, 26] . The efficient AO control algorithm is developed by means of optimizing gain of the control parameter, such as optimized modal gain integrator (OMGI) [7, 10, 11] which is not the optimal algorithm. Linear Quadratic Gaussian (LQG) introduced in 1993 in AO was considered to be the promising control algorithm in AO and has been developed by many research groups [2-6, 8-9, 12, 14-22, 24-30] in the world. It is built on the base of the minimum mean-square error estimator. The interior merits such as needlessly precise knowledge of the priors and the precise control [17] arouse interests of AO researchers. Although the LQG control has been successfully applied in many aspects such as vibration filtering [25] , MCAO [17, 26] , and extreme AO (XAO) [31] [32] [33] , there are also some restrictions. Stability of atmosphere turbulence and measurement noises are two preconditions of the LQG applied in AO. Usually, the measurement noises, like the noise of devices is stable with the same variance, but the atmospheric turbulence is not stable and even varies abruptly depending on the weather conditions. Moreover, we can only be informed of the statistical property of atmosphere. Up to now, the divergence of the control has been to some extent central to some applications such as paper machine headbox [35] , GPS and lower Cost INS sensors [36] and Accuracy Improvement of a Laser Interferometer [36] , etc. So far, only the weak turbulence or weak wavefront error has been introduced in the lab and corrected by LQG method in AO. However, the divergence is probable and is rarely taken into account. The LQG control in AO is proved to be more and more fruitful, although the divergence issue is still a concern. In this paper, we present the unstable control of LQG algorithm and determine influential factors of divergence via a set of experiments that is conducted on a classical AO system. The modified LQG control is then proposed and is inspected in the experiment. Comparison with the PI control law presents the advantage of the optimal control. The paper is organized as follows. Section 2 reviews the classical PI control and the state-of-art LQG control. The modified LQG is described in the third section and corresponding results are showed in Section 4 compared to PI control.
Eq. (1) proposed by Brice Le Roux etc [17] and works very well in the optimal control of MCAO. Therefore, the state vector can be decomposed by
Therein, k ϕ is the measurement and k u is the control vector. Consider a simple integrator control with recurrence equation
G is integral gain. S k is the noise compared to the real noise v k in Eq.(3). Eq. u + . We can usually obtain the optimum G by manual adjusting. G is also usually a constant and should be tested for each PI controller. Using anything else than gain G leads therefore implacable to a sub-optimal control with respect to the minimum variance criterion.
A. Prediction control way-Linear Quadratic Gaussian control
A classical prediction equation of LQG control can be described as follow.
Eq. (8) is the close-loop state equation with the
. y k is the measured output state and k y is the output predictor. In our case, the measured state is the slopes of the wavefront and the input state is the Zernike mode. Here we want to look for an optimal observation gain L to achieve the optimal prediction 1/ k k x + . It is equal to: 
At the first sight, this equation may plunge us into despair, as it seems to be incompatible with real-time constraints, but it does not depend on the measurement. It can be calculated off-line, and even be replaced by its constant asymptotic solution as L in Eq. (9). This is the prediction process separated from whole control process by separation theory in Least Square sense. According to the separation theory, optimal estimator and optimal control can be separated. We can get the optimal predictor by Kalman filter and get the optimal control by the following equation.
P is the projector of the phase on the DM basis and is equal to the operator in Ref. [17] . The discrete-time optimality criterion is 
The minimizing J is equivalent to minimize ,2 r J since only the second term depends on the control vector k u .
We could get the best control k u via the optimal discrete-time control law. As stated above, LQG linear control theory is companied with the theoretical object state which should be built before the control. There are two different types of turbulence model [17] . The first one is the phase generation model, which is used to generate the time series of the turbulent phase. The second type is prior model. The classical atmosphere model is built as the second one which is the first order Auto-Regression (AR) turbulence model. In the first order AR model, matrix A is diagonal and its elements are adjusted according to the temporal evolution of the turbulence. The characteristic time of evolution of the AR generated turbulence is defined as the correlation time at 1/e where e is the natural exponent. The decorrelation of the first order AR turbulence is exponential, which corresponds to a Power Spectral Density (PSD) that is a constant before a cutoff frequency f c and then decreases with 2 f − law. AR turbulence model contains more energy at high temporal frequencies. A higher-order AR model may produce PSD closer to a Taylor model. However, the higher order may increase the computation burden and thus decrease the control stability.
Modified LQG control
The Kalman filter usually diverges when it is applied to correct the aberration in the atmospheric turbulence since the turbulence is always not stable and the covariance of wavefront also fluctuates. Therefore, accurate state-space model is almost impossible to be obtained. The normal idea is to update the statistical state of Eq.(8)-Eq. (11) every several minutes in LQG control. The other idea is to suppress the divergence in real time by some restrictions. In this paper, we only consider the second way to suppress the divergence since apparently the first one is not able to suppress the error when the measured polluted state due to the noise appears.
Eq. (9) and Eq. (11) are usually used to calculate the gain of the state equation. Once the statistical state equation is obtained, the gain can be calculated offline, since the C k+1/k will converges to the limit after tens steps. We now expand the kalman filter. The initial kalman filter is the iterative and regressive method where the kalman gain is obtained through calculation of the state prediction covariance. Here, the divergence can be suppressed via increasing the gain or reducing the gain in Eq. (12) when the statistical model is built. Then the extra scale k λ is introduced to modify the state in the followed two equations.
L is a gain same to Eq.(9). Eq. (14) is the covariance matrix of the prediction error and Eq. (15) is the covariance matrix of the filtered error. These two equations are the basically iterative equations in Karlman filter and also the decomposition of the Eq. (11) . The key point is to look for the appropriate k λ to modify the predicted state and thus minimize the residual measurement error. In the second section, we review the classical LQG control where one important factor is always ignored, which is that the invariant state equation is not always correct since the atmospheric turbulence is always unstable. Thus two modifications are proposed in the following to restrict k λ in real time.
A. The reasons of the control divergence of LQG
In the practical LQG control, the divergence happens not only in AO but also in other applications [35, 36, 37] . However, the reasons why the control diverges are similar.
(1) The rough measurement data due to the unstable setup. This happens in the quite adverse condition like the bad seeing (r 0 is only in the scale of several centimeters) when the unexpected fierce wind appears and lasts for seconds. In addition, the control may go out of the scale of the corrector, leading to the controlling crash. (2) The statistical states especially the covariance of errors deviates from the real states due to the variation of the ambient condition after the control running for several minutes. (3) The calculation error due to the limit byte size will result in indefinite of the error covariance. This error is only considered on few cases, since nowadays, most of the controlling setup is precision enough. In the normal LQG control, once the preconditions are obtained via the statistics of the state error and measurement noise, they will be kept unchanging along the whole correction process. If it diverges, the correction has to be stopped and restarted again. Therefore, the two methods are introduced in the following to avoid this defect.
B. Dealing with the singular value
The drawback of this idea is that we never know the exact instant when the abrupt change of the wavefront happens. The problem appears when the second term of Eq. (13) is destroyed by the abrupt noise. This will lead to the big deviation of the DM control vector. Thus, the LQG diverges and even worse the calculated control vector may be out of the scale range of the DM. This abrupt change is named by the singular value which should be dealt with. Since the wavefront is predicted by the Zernike modes, the gain L k could be handled to adjust the control vector Y k in Eq. (8) . A critical criterion should be focused on. It is assumed that the measurement of state X k is Z 1 , Z 2 ,…, Z k-1 , prediction value is X k/k-1 and the deviation of the predicted state is d k . (16) where the distribution of d k is the fitting of Gaussian with average equating to 0. The covariance is / 1 [ , ]
Then we judge each element of Z k depending on
If the condition in Eq. (18) is not fulfilled, the i ed line of gain matrix L k is set by zero and other variables are kept unchanged. W is the scale factor which is usually much bigger than 1 such as 7 or 8. Moreover, the explicit factor depends on the applied environment. This modification deletes the large error state component and of course loses some wavefront information, leading to the degradation of the correction performance. Nevertheless, the residual wavefront error will jump only at the exact moments when the dramatically varying states happen and the divergence is able to be suppressed efficiently.
C. Modification of the optimal gain
In addition to the singular value in section 3.A, the other noticable problem, selection of the optimal gain, should be addressed exceptionally. If the statistically priori variances of noise are not stable, the gain L in Eq. (9) are not optimal, even worse leading to the evolution divergence. Therefore, the basic assumption of the previous is difficult to be achieved. An adjustable scale factor on the gain k λ is able to reduce the divergence. We will review the simplest one and also the most efficient one which will be used in the experiment. The covariance of the best filter among different moments is usually uncorrelated. Then the covariance is
Then we can deduce the specific covariance
where 0
. The condition of Eq.(19) will be evaluated to be true if and only if
It is almost impossible to get the absolute zero in Eq.(21).
We define
The target currently is turned to minimize g k . The basic idea to minimize g k is using the optimization algorithm such as steepest descent method. However, it is the iterative algorithm which is not an appropriate method applied under the real condition. Here we assume Q k , R k and V 0 are positive definite. The key of the one-step AKAF algorithm is to deduce the fading factor with one simple step. The optimal forgetting factor can be computed by Here, α is the scale factor which is adjusted upon the practical condition. The proof of the algorithm above can be found in Ref. [35] . The formula Eq.(23) above is the basic equation which is used in the experiment. When the optimal ratio k λ is obtained, then the optimal gain can be calculated via the followed equations. Currently, the optimal estimation has to be executed step by step. The gain of the Modified LQG algorithm is (26) Then the updated gain can be calculated by Eq. (24)- (26) . With the extra fading factor, the divergence of the state evolution of LQG method is suppressed.
D. The modified LQG algorithm
In order to reduce the divergence of the LQG resulted from the different situations, it is possible to combine the methods in section 3.B and 3.C. The first method is to suppress the divergence due to the wrong measured state and the second is to further modify the prediction to achieve the higher precision of the correction. The process is presented in the following.
Step 1: Check the deviation of predicted state from measurement with method in section 3.A to delete the singular value.
Step 2: Estimate the measured noise through Eq.(16) -Eq. (18) and then get the modified gain L k .
Step 3: calculate optimal ration k λ with method in Section 3.C.
Step 4: calculate the predicted state via Eq.(8) and control vector u k via Eq.(12).
Step 5: repeat step 1 to step 4 to correct the continuous wavefront. Since the modified method should be executed on the real time, it still increases the computation burden. The most consuming time of the calculations is the matrix operation, so there is superiority to test it based on Matlab Software from Mathworks Company in the section 4.
4: Laboratory study on MLQG

A. The model of the laboratory study
The model of the experiment is the classical Adaptive Optics (AO) model as showed in Fig. 1 . We calculate the gain on each step rather than the fixed gain calculated offline before the execution as described in section 3. In our experiment, the basic calculation model is listed below. The effective aperture pupil D of setup is 4.5 mm. The response time of DM is 1ms. The sampling frequency of WFS is 407 Hz, which is composed of 32*32 lenslet array and a 2048*1088 pixel camera. This is an approximated two-frame-delay system depending on our estimation. The input states are the Zernike modes of the wavefront. Since the actuator number of our DM is 52, the first 52 zernike modes are selected to be corrected and totally measured mode number is 150. The tip/tilt stroke of DM is bigger than 50 μm and wavefront inter-actuator stroke is bigger than 3μm. The CPU of the computer is Intel@ core I7-3720. The wavefront is introduced by the phase screen (PS) which is quite rough and not fitted to the Kolmogrov turbulence model very well. The turbulence is produced by PS with D/r 0 =90 according to the statistical variance of Zernike mode coefficients in Fig.  1(b) , where the theoretical value is derived from Noll in turbulence and the divergence. The Power Spectrum Density (PSD) of the PS is showed in Fig. 2(a) . The abrupt decreasing of the spectrum is usually named by cutoff frequency and is about f c =3V/D which is about 10 times bigger than the Tyler cutoff frequency and is set by the cutoff frequency of the model. After the cutoff frequency, the spectrum decreases with 5/3 f − and then 7/3 f − law, not followed by the Kolmogorove spectrum 11/3 f − law continuously [1] . This fits the assumed turbulence model in section 2, in which the higher frequency error takes the bigger proportion. The basic Proportional-Integral (PI) controller is tested in our system as a reference in our new method. The updated state equation is discretized as Eq. (5). The most important factor is G n which determines the optimal control. There is also a series of the predicted control algorithm such as Least Square (LS) predicted algorithm to optimize G n . However, these methods are not optimal. For the simplification here, the gain is set by a fixed constant 0.5. The different gains are also tested, but there is no apparent improvement.
B. Checking the control divergence
Regarding to the setup discussed in this paper, the normal LQG control is not able to be applied successfully since the control diverges after several minutes when the loop is closed to correct the error introduced by the PS. Therefore, the different aspects are checked. Firstly, the calculation error of the third reason in the subsection 3.A is ignored thanks to the default data on the kind of double-precision floating point in MATLAB software. The tip and tilt are a little bit smaller than the Kolmogorov statistic. Beyond that, it also denotes that the first and the second aspects in subsection 3.A may appear in the close-loop control. Fig. 3 shows that both reasons appear in the practical control. Fig. 4 also shows that the abrupt noise and the control diverging appear on the correction with LQG method. These indirectly state that the LQG method is fragile to the strong turbulence. In addition, there is another defect of the setup, that the imaging camera is not accurate enough. With the same laser power, since the PS dims the PSF severely, the image pixels on camera will be saturated on the closed loop if the image on open loop can be detected. To the contrary, the image on open loop will be difficult to be recorded if the image pixels are not saturated on closed loop, while you can only record the random noise. Therefore, the PSF on both open loop and closed loop can be only recorded on different laser power levels or the different integration time of camera.
C. Experimental results
C.1 Monitor the MLQG control method
The gain factor L n and scale λ are the main monitoring objects. They will vary when the turbulence produced by the PS changes violently. If there is the sudden noise similar to unexpected impulse, the evolution will be very likely to diverge. The shortcoming is that the specific modes related to the noise will be ignored and thus the residual error will be increased. The gain L n will be amplified by multiplying λ when the variance of the wavefront increases. In this sense, the modified method is much more like a kind of filter of the LQG.
The variation of scale factor λ is plotted in Fig. 3(a) .
After about 6.5s, it starts to fluctuate. This states that the wavefront variation goes beyond the initially statistics. There are total 52 modes to be optimized, so the 52 diagonal elements of L k are plotted in Fig. 3(b) , where the crosses dots in the circles are the modes deleted according to the criteria Eq. (18) . The elements of L k also increase gradually along with time, stating the same results as in Fig. 3(a) . Apparently, the MLQG starts to work in this situation. 
C.2 Comparing to the PI control method
For the convenient comparing, the RMS on closed loops with PI, LQG and MLQG and on open loop is plotted in Fig. 4 . The RMS on open loop varies dramatically, even achieving over 4 um at a certain moment the 130 th second when the error is still in the correction range of the DM. The residual RMS of wavefront after correction by PI control is a little bit bigger usually than that with MLQG method. The residual RMS after correction by PI is about 1/5λ while that is about 1/6λwith MLQG method. In the following, LQG method is not considered any more with which the correction usually diverges. The advantage is quite apparent for the specific Zernike modes, the first, the third, the 5 th and the 52 th order in /s) of PS is also 16 pixels, 18 pixels and 19 pixels respectively when the loop is closed with MLQG, while it is 12 pixels without PS. This shows that the correction doesn't achieve the designed goal. It is because that DM is only composed of 52 actuators and thus at most 52 modes can be corrected, while the higher modes take a big part in the wavefront aberration. According to the statistical estimation of the PS, the first 52 orders take up about 99% of the wavefront and the residual errors after correction with both PI and MLQG methods take about 47% of the residual errors when the wavefront is decomposed by 150 modes. In all recorded data, the modes coefficients after 52ed mode (amplitude varies in the range of 10 nm) are comparable with the first 52ed (amplitude varies in the range of 10-20 nm) and even worse in a few cases. This partially explain that why the correction of turbulence can't achieve the best one without PS. The residual RMS also shows the faster of the rotating PS, the worse of the performance. The Strehl ration of close loop with MLQG is 9.56 percent higher than that with PI control way and about 40 times higher than that on the open loop. The power spectrums of both open loop and closed loop are plotted in Fig. 7 . The comparing between open loop and close loop shows the superiority of MLQG to the normal PI method. We sample all the data on one circle of PS and compare the partial data of the sampling to the whole spectrum, getting the same results as in Fig. 7 . Since the control software is Matlab from MathsWorks Company, it is impossible to get the very high bandwidth. Therefore, the bandwidth in Fig. 7 is around 2-5 Hz. The LQG controlling can still improve it comparing to PI controlling in Fig. 7 . . We didn't observe the apparently longer delay of MLQG compared to PI controlling, where the consumption of calculation time of the former is prolonged about 1/3 sampling period than the latter. This short latency is ignored in the model and the dynamic characteristic of DM is also neglected.
D. Discussion
In addition to the advantages of mentioned above, the shortcomings should be stressed too. Here, the static error of the setup is ignored since it has been calibrated very well. The Strehl ratio of the setup without PS is about 0.966 and the RMS of the static error is about λ /32, while the residual RMS on the closed loop with PS is λ /7 for MLQG and λ /6 for PI. If static errors of the system cannot be ignored such as the results in the lower Strehl (smaller than 0.9), the static error should also be added into the state equation Eq.(8) as presented in Ref. 7 . The first modified method in subsection 3.B is the basic filter to get rid of the singular error. It is very important since sometimes the abrupt noise may lead to the control output out of the scale of a corrector, even worse, damaging the corrector. Definitely, the second one in subsection 3.B dealing with gradually changing errors also plays the same role, with a slight difference in increasing the ratio of adjacent states in the gain to converge the control. Actually, if it is unnecessary to achieve very high precision (may be worse than PI since part of states is discarded), the first one is robust enough to suppress the divergence and can also save the consuming time since the gain L in Eq. (9) is the one and only parameter to be modified and can be calculated off line. Moreover, if the wavefront error is stable and only a few singular values appear, the gain L can be also obtained off-line and modified online according to the rules in subsection 3.B. However, the reason why the LQG is introduced in most cases is that it can lead to higher performance than the normal control. Therefore, the both modification methods are considered. In addition, thanks to the strong capability of dealing with the matrix operation, there is no obvious demerit compared to the simple PI control. If it is transplanted to another control software or system, the time consumption of the calculation should be noted. It is also noted that the modification for all the modes of a wavefront is identical. If k λ was adjusted for each component of gain L k respectively, the accuracy of correction could be further improved. Finally, considering that only 52 modes are corrected in the experiment, it is foreseeable that higher performance will be achieved if a better DM with larger number of actuators is selected.
Conclusion
The LQG algorithm is developed in this paper. Two restrictions have been proposed to modify the LQG algorithm which diverges in our experiment. Given different wind speeds, the Modified LQG can effectively correct the wavefront error while the LQG diverges in most cases. Compared to the original LQG controlling, the gain of the filter in MLQG has to be updated in real time. However, only in this way, the divergence can be suppressed and the controlling can keep stable in our case.
The experiment confirms a successful application of MLQG on AO to correct the dynamically varying turbulence and to deal with abrupt noises. Then compared to the classical control, the correction with MLQG leads to higher strehl ratio according to our test on the strong turbulence. These two modifications can strengthen the LQG controlling potentially when it is applied in practice such as vibration filtering or some other controllings under extreme circumstances.
