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„Die Genealogie kann darum nicht umhin, 
sich zu bescheiden: Sie hat die Einmaligkeit 
der Ereignisse unter Verzicht auf eine 
monotone Finalität ausfindig zu machen; sie 
muss den Ereignissen dort auflauern, wo 
man sie am wenigsten erwartet und wo sie 
keine Geschichte zu haben scheinen – in den 
Gefühlen, der Liebe, dem Gewissen, den 
Instinkten […]“ (Foucault [1971] 1974: 83). 
Begreift man Regieren im weitesteten Sinne als Bündel von Praktiken, die „das mögliche 
Handlungsfeld anderer […] strukturieren“ (Foucault in Kerchner 2006b: 72), erscheint die 
Vermittlung von Beziehungen durch eine dritte Partei als wichtige Regierungspraktik. So 
zufällig die Entscheidung für oder gegen potentielle Partner:innen im Einzelfall auch 
erscheinen mag, wie und mit wem Intimbeziehungen geschlossen werden können, 
unterliegt immer auch spezifischen, historisch kontingenten Möglichkeitsbedingungen. 
Wie diese Möglichkeitsbedingungen des Handelns (vgl. auch Kerchner 2006b: 73) für den 
Zusammenschluss von Individuen in Intimbeziehungen gegenwärtig vordefiniert sind, ist 
die leitende Frage der vorliegenden Arbeit. Das Fallbeispiel, das dazu untersucht wird, ist 
die Online-Dating Plattform OKCupid.  
Während sich ein Großteil der Literatur zu Online Dating vor allem auf die Frage 
kapriziert, inwiefern Intimbeziehungen im Zuge von Online-Dating ökonomisierter, 
kommerzialisierter oder ent-emotionalisierter werden, fragt die Arbeit dabei nach der 
Regierungspraxis von OKCupid. Im Anschluss an Foucaults Vorlesungen zur „Geschichte 
der Gouvernementalität“ wird OKCupid dabei als Teil algorithmischer 
Gouvernementalität in den Blick genommen. Gouvernementalität bzw. Regierung meint 
dabei „nicht nur die Institutionen des Staats“, sondern „umfassender die Lenkung, 
Kontrolle und Leitung von Individuen und Kollektiven, die Technologien der Selbst- und 
Fremdführung“ (Bröckling 2000 in Kerchner 2006: 152). Emotionen im Allgemeinen und 
Liebe im Speziellen sind so betrachtet konstitutiver Bestandteil von Gouvernementalität 
verstanden; sie sind „integrale Bestandteile gouvernementaler Prozesse, die nicht als rein 
technokratische missverstanden oder verkürzt werden dürfen“ (D’Aoust 2013: 258).  
In einem ersten Schritt rekonstruiert die Arbeit dazu, wie OKCupid funktioniert. Wie 
sieht die Benutzeroberfläche aus? Welche Möglichkeiten und Einschränkungen bieten 
sich Nutzer:innen im Umgang mit der Plattform? Wie werden potenzielle Partner 
gematcht? In den Blick genommen werden insbesondere recommender system bzw. 
collaborative filtering Algorithmen, auf denen OKCupid im Wesentlichen aufbaut. Anders 
als beim Pater Familias z.B., auf dessen Initiative und Zustimmung hin Ehen im 
Römischen Reich geschlossen wurden, funktioniert die Beziehungsanbahnung im Fall 
von Online-Dating Plattformen in großen Teilen über Algorithmen. Als „automatisierte 
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Entscheidungsverfahren, die den Informationsüberfluss reduzieren und formen, so dass 
sich aus den von Maschinen produzierten Datenmengen Informationen gewinnen lassen, 
die der menschlichen Wahrnehmung zugänglich sind“ (Stalder 2016: 96) haben diese 
dabei nicht nur im Bereich von Intimbeziehungen an Bedeutung gewonnen, sondern 
organisieren auch darüber hinaus eine Vielzahl von Lebensbereichen.  
In einem zweiten Schritt kommt die rhetorisch-argumentative Rechtfertigung der 
Funktionsweisen in den Blick. Untersucht wird, wie die Regierungspraxis durch 
OKCupid reflektiert und rationalisiert, d.h., wie sie begründet und legitimiert wird. Im 
Fokus steht hier die Frage, welche Ziele mit der Regierungstätigkeit verfolgt werden, auf 
welche Legitimationsgrundlage sich die Plattform stützt, welcher Wissensordnungen sie 
sich bedient und welche Techniken sie anwendet. Als Material dient allen voran das 
Buch Inside Big Data – Unsere Daten zeigen wer wir wirklich sind (Rudder 2014). Das 
2014 erschienene Buch ist größtenteils aus dem Weblog (https://theblog.okcupid.com/) 
hervorgegangen, auf dem seit der Gründung von OkCupid Analysen diverser Aspekte der 
Plattform, insbesondere zum Verhalten der Nutzer:innen, veröffentlicht werden. Neben 
detaillierteren Versionen dieser Analysen sind im Buch auch Analysen anderer 
Plattformen, u.a. von Anwendungen wie Twitter und google books enthalten, lt. Rudder 
eine „Datensammlung zwischenmenschlicher Interaktion, […] die wahrscheinlich größer 
als die jedes anderen Privatmannes ist – sie umfasst die meisten, wenn nicht alle 
wichtigsten Interdatenquellen unserer Zeit“ (Rudder 2014: 12).  Chris Rudder, Gründer 
und Data Analyst von OKCupid, gibt darin Aufschluss über die spezifische 
Rationalität, die dem politischen Programm algorithmisch gesteuerter 
Partnervermittlung zugrunde liegt. Foucaults „Geschichte der Gouvernementalität“ 
(1978/79) dient dabei als konzeptionelle Bezugsfolie vor der erscheinende Begriffe, 
Regelhaftigkeiten und Argumentationslinien verstanden und mit historischen Vorläufern 
in Bezug gesetzt werden.  
Vor diesem Hintergrund wird die Regierungspraxis von OKCupid im Ergebnis dabei 
sowohl pastoral (‚in der Sorge um‘; zum Ziel der Führung der Seele) und polizeylich (‚die 
Verwaltung von‘; zum Ziel des Glücks der Bevölkerung), als auch liberal (bezogen auf die 
Selbsttätigkeit des Subjekts) gedeutet. Mit der Staatsräson hat OKCupid die 
Begründungsweise gemein: Im Rekurs auf  „die Gesetze der Natur“ findet die Regierung ihre 
Bestimmung. Die Wissensordnungen, die diese spezifische Regierungsweise legitimieren, 
sind die Mathematik und Statistik sowie im besonderen Maße die (Sozial-)Psychologie.  
Zusammengefasst verfolgt die Arbeit also erstens eine Analyse der Regierungspraxis, „wie 
sie sich darstellt“, zweitens eine Analyse der Regierungspraxis, „wie sie sich reflektiert 
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Die Regierungspraxis von OKCupid 
 
OKCupid1 wurde 2004 von vier Harvard Studenten ins Leben gerufen2 und ist damit eine 
der ältesten, kostenlosen3 Partnervermittlungs-Plattformen im Internet. OKCupid basiert, 
wie praktisch alle Partnerbörsen im Internet, einen Matching-Algorithmus, der die 
Kompatibilität von Benutzern entlang einer Reihe von Fragen und Antworten festzustellen 
sucht. Indem Antworten bestimmte numerische Werte zugeschrieben werden, ergibt sich 
ein Quotient, dessen Anspruch es ist, die Passgenauigkeit potentieller Partner zu 
prognostizieren. Die Fragen bilden damit den Kern von OKCupid und sind zum größten 
Teil von den Nutzern selbst generiert.4 Die Programmatik besteht dabei im Wesentlichen 
darin, durch die Fragen herauszufinden, ‘wer die Nutzer sind‘, und was sie suchen.5 
OKCupid bietet ein heterogenes Leistungsspektrum an: Nutzer:innen können auswählen, 
ob sie an new friends, casual dating oder short or longterm-dating interessiert. 
Interessanterweise bildet sich dieses heterogene Leistungsspektrum in den 
Erfolgsgeschichten, die OKCupid auf ihrer Seite öffentlich machen nicht ab (vgl. auch 
Shepherd 2012: 200): In erster Linie sind es die Geschichten heterosexueller Paare in 
monogamen Ehen, die OKCupid als Erfolgsbeispiele zur Schau stellt. Als 
Partnervermittlungsseite, deren primäre Funktion es ist, Allianzen zu finden, die in einer 
Ehe münden, oder Ehe-ähnliche Verhältnisse nachahmen, lässt sich OKCupid so auch 
als zeitgenössische Heiratsvermittlungsinstanz analysieren (vgl. auch Shepherd 2012: 
54). Im Folgenden sind die wichtigsten Funktionen der Benutzeroberfläche von OKCupid 
aufgelistet und kurz beschrieben. Ausgehend von autoethnografischen Beobachtungen 
zur Benutzeroberfläche, frage ich schließlich danach, wie die Benutzeroberfläche den 
Möglichkeitshorizont der Nutzer:innen strukturiert. Wie zu zeigen sein wird, bildet sich 
hier eine kontinuierliche Verschränkung von Selbst- und Fremdregierungstechniken ab.  
 
                                                             
1 Hervorgegangen ist OKCupid aus der Anwendung TheSpark, bzw. der später eingeführten Anwendung SparkNotes, 
einer Lernplattform, die mit zusätzlichen Features, u.a. dem Kompatibilitätstests nach Myers-Briggs ausgestattet 
gewesen und aus dem das Tool SparkMatch als Experiment hervorgegangen ist. Dieses erlaubte es Nutzern andere 
Nutzer, die den Kompatibilitätstest ebenfalls durchlaufen hatten, mittels ihrer Ergebnisse zu suchen und zu 
kontaktieren. Als SparkMatch sehr populär, wurde als eigenständige Seite aus SparkNotes ausgekoppelt und später 
zu OkCupid umbenannt (pid.com/about/okcupid). 
 
3 Zwar bietet OKCupid auch zwei bezahlpflichtige Varianten an (A-List bzw. A-List Premium), alle wesentlichen 
Funktionen, insbesondere die Kontaktaufnahme und Suche von potenziellen Partnern sind aber kostenfrei 
zugänglich. In der A-List Variante lässt sich die Suche nach weiteren Suchkriterien steuern, außerdem bleibt die 
Werbung, über die sich die Seite sonst finanziert, ausgeschaltet. Die A-List Premium Variante bietet zusätzlich eine 
Steigerung der Popularität des Nutzerprofils ans: Das Nutzer Profil erscheint auf der Such-Seite anderer dann weiter 
oben (https://okcupid.desk.com/customer/en/portal/articles/1148364-paid-features). 
4 Wie OKCupid auf seinem Blog schreibt: “First, a reminder: OkCupid match questions are written by OkCupid users, not by 
staff. The community writes the questions, and our software simply asks them. Good questions climb to the top, and 
new users are asked to answer these first. By “good” I mean people (1) disagree over them and (2) feel strongly about them. 
God and sex are hot topics, as you’d expect. So are dating expectations, personal politics, and habits” 
(https://theblog.okcupid.com/rape-fantasies-and-hygiene-by-state-210139b24cc2). 
5 “At OkCupid, we learn about our members’ personalities by asking multiple-choice questions. These questions show 
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Die Funktionsweise von OKCupid 
Das Nutzerprofil 
Profile: Im Reiter Profile, rechts oben auf der Seite und exemplarisch in Abbildung 1 
dargestellt, findet sich das Nutzerprofil. Neben einer Reihe von Daten (sexuelle 
Orientierung, Geschlecht, Beziehungsstatus), lassen sich hier auch detaillierte Angaben 
zur gesuchten Beziehungsform, Körpergröße und -Typ, gesprochenen Sprachen, 
Ethnicity, Bildungstand und religiöser Zugehörigkeit machen. Eine dritte Zeile ermöglicht 
außerdem Angaben zum Lebensstil (Raucher / Nicht-Raucher, Alkoholund 
Drogenkonsum) und Ernährungsgewohnheiten (vegetarisch, vegan), Kindern, Haustieren 
und Sternzeichen. 
Abbildung 1. Screenshot eines Profils auf OKCupid, Benutzerprofil der Autorin, 2018, 
https://www.okcupid.com/profile 
 
Self Summary Neben dem Steckbrief, lässt sich das Nutzerprofil personalisieren. In der 
default, also der Standardeinstellung, stehen dafür sechs Fragen zur Verfügung, die 
Werte, Geschmack und Lebensstil abfragen. Der Umfang der Antworten ist nicht begrenzt 
und kann demnach zwischen wenigen Stichpunkten und längeren Texten variieren. Die 
Selbstbeschreibungen sind wikifiziert; d.h. dass einzelne Wörter zu globalen Suchen 
verlinkt werden, um andere Nutzer nach keywords, Interessen oder 
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Matching-Percentage: Der Matching-Quotient ist das Herzstück der Technologie von 
OKCupid und wird für zwei Personen berechnet, sobald diese eine Mindestanzahl von 50 
Fragen beantwortet haben. Fragen können beliebig übersprungen oder ausgelassen 
werden, wobei die vorgeschlagenen Fragetypen angepasst werden, falls Nutzer bestimmte 
Fragetypen häufig auslassen.6 Um den Quotienten zu berechnen wird die Relevanz der 
Fragen in einen numerischen Wert übersetzt (irrelevant = 0; somewhat important = 10; 
very important = 50 Punkte) und im Anschluss addiert. 





Ein Benutzer A bekommt, aus Sicht von Benutzer B, diejenige Anzahl von Punkten, die 
dieser einer Frage hinsichtlich der Relevanz zugeordnet hat, sofern diese im Bereich der 
‚zulässigen Antworten‘ (answer(s) you’ll accept) liegt – und anders herum. Die Punkte 
werden dann durch die Punktzahl dividiert, die maximal erreichbar gewesen wäre. So soll 
der Quotient schließlich abbilden, zu wie viel Prozent ein anderer Nutzer dem jeweiligen 
Idealbild, dargestellt durch die idealen Antwortmöglichkeiten entspricht. Er beschreibt 
damit die „Verträglichkeit oder Kompatibilität zweier Kandidaten“7 (Rudder 2014: 112).
                                                             
6 Wenn ein Nutzer also Fragen zum Sexualverhalten bspw. häufig übersprungen hat, werden ihm weniger Fragen 
dieses Typs angezeigt. 
7 Das scheint Eva Illouz‘ Hypothese zu bestätigen, der nach sich die ‚moderne‘ Partnerwahl insbesondere dadurch 
auszeichnet, dass es um die ‚fein abgestimmte Vereinbarkeit‘ zweier hochindividualisierter Subjekte geht: „In einer modernen 
Ehe kommt ein hochgradig individualisiertes und ausdifferenziertes Selbst mit einem zweiten solchen zusammen; 
und es ist ihre fein abgestimmte Vereinbarkeit, die eine erfolgreiche Ehe ausmacht, nicht die Zurschaustellung von Rollen“ 
(Illouz [2011] 2012: 77), wie Illouz die Partnerwahl in ‚vor-modernen‘ Zeiten, insbesondere dem Viktorianismus, umgesetzt 
sieht, indem es festgeschriebene Rollen und Verhaltensschemata seien, die Intimbeziehungen einleitete 
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Browse Matches: Die wichtigste Funktion von OKCupid, die Suche nach bzw. die 
Vorschläge von potenziellen Matches, ist über den Reiter links oben zu erreichen. 
Grundsätzlich lässt sich jedes beliebige Profil finden (sofern nicht einer von beiden die 
andere Person blockiert oder ausgeblendet hat). Zum Anzeigen der Profile biete OKCupid 
verschiedene Möglichkeiten der Sortierung. Hierbei handelt es sich um eine nicht-
erschöpfende Suche, sodass die Suchergebnisse sich auch bei fester Sortierung bei 
jedem Aufruf unterscheiden. Standardmäßig sind die Vorschläge nach einem 
sogenannten Special Blend angeordnet, demnach die Partnervorschläge nach einer 
speziellen Mischung aus berechnetem Matching-Quotienten, Entfernung, und 
Attraktivität8 kombiniert sind. Daneben lässt sich eine Sortierung nach Match, also der 
Prozentzahl der Kompatibilität, Entfernung (Distance), Zeit seit dem letzten LogIn (Last 
Online) oder Enemy, quasi der Gegenspieler zum Matching Quotienten, bzw. der 
Quotient der Unverträglichkeit zweier Kandidaten, vornehmen. 
Abbildung 4. Screenshot des Browse Matches, mit anonymisierten Partnervorschlägen, Benutzerprofil der Autorin, 
2018, https://www.okcupid.com/profile. 
 
                                                             
8 Die Attraktivität stellt OKCupid auf Basis von Profilaufrufen und Verweildauer fest. Da Matches in der Suche als 
Einträge mit Foto angezeigt werden, leitet OKCupid aus dem Verhältnis von Suchtreffern und Aufrufen des Profils die 
Attraktivität des Profilbildes ab. Je nachdem, ob das Profil zu den attraktiveren oder unattraktiveren 50 % der Benutzer 
zählt, wird es diesen in den Suchergebnissen bevorzugt angezeigt a9e3990d6ae2). Es handelt sich dabei also um die 
Erfassung von Attraktivität auf der Basis von impliziten Feedback. 
Alina Wandelt 
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Advanced Search Filter  
Neben den über Algorithmen generierten Vorschlägen, haben Nutzer die Möglichkeit,  
selbst nach potenziellen Partner:innen zu  suchen. OKCupid bietet dazu die sogenannte 
‚advanced search‘ Filter Suche an, welche die Suche anhand folgender Kriterien ermöglicht: (1) 
Looks, (2) Background, (3) Availability, (4) Personality, (5) Vices, (6) Questions die eine 
gezielte Suche nach speziellen Antworten möglich macht – und (7), die Möglichkeit der 
Eingrenzung potenzieller Partner nach Bildungsstand, Kinder (-wunsch) und Haustieren, 
sowie Interessen in Form einer Suche nach bestimmten keywords. Zwei der 
Eingrenzungsmöglichkeiten, Looks und Personality, sind bis auf das Filtern nach 
Körpergröße nur als bezahlte Optionen erhältlich. Die Abbildungen 5-9 illustrieren die 
erweiterten Suchkriterien auf den folgenden Seiten genauer. 
Abbildung 5. Advanced Search Filter (1) Looks 
 
 
Abbildung 6. Advanced Search Filter (2) Background 
 
 
Abbildung 7. Advanced Search Filter (3) Availability 
 
Abbildung 8. Advanced Search Filter (4) Personality 
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Abbildung 9. Advanced Search Filter (5) Vices 
 
 
Abbildung 10. Advanced Search Filter More 
 
 
Neben Strukturdaten (Bildungsstand, Hintergrund), erfasst die Detail Suche eine 
Klassifizierung des Lebensstils: Als wichtig für den Erfolg einer Partnerschaft gilt neben 
dem Bildungsstand und der Herkunft einer Person also auch, ob und wie viel Alkohol die 
Person trinkt, ob und in welchem Umfang sie Drogen nimmt und ob sie raucht. In der 
Spalte availability kann der Nutzer angeben, ob er (auch) an neuen Freunden, Langzeit- 
oder Kurzzeitbeziehungen oder lediglich am casual dating interessiert ist. 
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Die Technologie von OKCupid 
Recommender Systems: content-based und collaborative filter Algorithmen 
„Es ist unmöglich, Milliarden Websites sinnerfassend zu lesen. Deshalb sind wir auf Angebote 
wie den Google-Suchalgorithmus angewiesen, die uns die Datenflut (Big Data) auf eine Menge 
reduzieren und in jene Formate übersetzen, die Menschen verstehen können (Small Data). Damit 
machen sie menschliches Verstehen und Handeln in der auf digitale Technologie aufbauenden 
Kultur überhaupt erst möglich und beeinflussen es in ambivalenter Weise. Sie schaffen 
gleichzeitig neue Abhängigkeiten, indem sie die (informationelle) Welt vorsortieren und zugänglich 
machen, und sie sorgen für Autonomie, indem sie die Voraussetzungen der persönlichen 
Handlungsfähigkeit generieren“ (Stalder 2016: 96). 
 
Algorithmen sind „automatisierte Entscheidungsverfahren, die den 
Informationsüberfluss reduzieren und so formen, dass sich aus den von Maschinen 
produzierten Datenmengen Informationen gewinnen lassen, die der menschlichen 
Wahrnehmung zugänglich sind (Stalder 2016: 96). Angesichts der riesigen von Menschen 
und Maschine generierten riesigen Datenmengen, sind ein konstitutiver Bestandteil und 
notwendige Voraussetzung menschlichen Handelns (ebd.). Wie aber genau funktionieren 
Algorithmen? Und wie strukturieren sie Handeln vor? Die Technologie, die bei OKCupid 
zum Einsatz kommt, ist eine Form von Algorithmen, die unter dem Begriff recommender 
systems gefasst wird.9 Neben dem durch Fragen berechneten Matching-Quotienten sind 
es diese Algorithmen, die die Suchvorschläge von Nutzern generieren. Ziel von 
recommender systems ist, Nutzern Produkte, Dienstleistungen oder – wie im Fall von 
OkCupid – Menschen vorzu schlagen, die von Interesse sein könnten (Andrews 2015: 3), 
um Entscheidungsprozesse zu vereinfachen. Vor der Annahme einer Informationsflut, die 
sonst nicht zu bewältigen wäre, haben recommender systems also primär eine Ordnungs- 
und Entlastungsfunktion. In der Regel werden zwei Typen von Empfehlungssystemen 
unterschieden: (1) content-based und (2) collaborative filtering Systeme: 
 
(1) Content-based Systeme empfehlen Nutzern neue Entitäten danach, ob 
Merkmale mit Merkmalen bereits bewerteter Entitäten korrelieren (vgl. z.B. 
Ahrendt 2016: 9). Die Empfehlung basiert also auf den Eigenschaften einer 
Entität. Das Matching erfolgt dann auf Basis der Ähnlichkeit zweier Objekte 
anhand der erfassten Merkmale, die äußerliche Merkmale (bspw. Körpergröße, 
Alter), aber auch ‚funktionale‘ Merkmale (Interessen, keywords in der 
Selbstbeschreibung) miteinschließen. 
(2) Collaborative filtering Systeme matchen Entitäten danach, davon 
auszugehen, dass andere Benutzer mit ähnlichem Geschmack (festgestellt nach 
Bewertungen in der Vergangenheit) auch in der Zukunft einen ähnlichen 
Geschmack beweisen werden. Die Empfehlung basiert also im Wesentlichen auf 
der Annahme, dass Benutzer, die unterschiedliche Objekte ähnlich bewerten, 
dieselben Interessen bzw. denselben Geschmack haben (Ahrendt 2016: 5). 
                                                             
9 Shepherd 2012 argumentiert, dass die angeführten Technologien im Kontext von Online Dating angemessener als 
‚Technologies of Matching‘ zu beschreiben seien, da sowohl der Begriff ‚collaborative‘ als auch ‚recommendation‘ Konnotationen 
hervorrufe, welche in den Mechanismen nicht angelegt seien: Während ‚collaborative‘ (fälschlicherweise) ein Wissen um und eine 
Absicht zur Beteiligung am vermeintlichen kollaborativen Prozesses evoziere, in der Praxis aber häufig ohne Mitwissen 
der Benutzer stattfinde, sei der Begriff ‚recommendation‘ ursprünglich eine Form einer Anpreisung einer Qualität eines 
Freundes oder Familienmitglieds bezogen, die Shepherd nach in der entmenschlichten Zuordnung von Entitäten 
zueinander nicht gegeben ist (vgl. Shepherd 2012: 11/12). Da die Zuordnung durch Algorithmen aber keine primär 
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Es lassen sich also folgende Prämissen ausmachen: (1) “Similar individuals like similar 
things“ (Reigeluth 2017: 10) und (2) „Similarity observed in the past will occur in the future“ 
(ebd.).  
Im Kontext von Online-Dating genügt es dabei nicht, dass eine Entität der anderen 
gefällt; das Kriterium wechselseitiger Präferenz, oder Reziprozität ist also das, was 
Empfehlungssysteme hier von Plattformen wie Amazon unterscheidet (vgl. auch Andrews 
2015: 5ff). Das soll durch die Auswertung von explizitem und implizitem Feedback 
sichergestellt werden, wie im folgenden Abschnitt dargestellt wird. 
 
Explizites und implizites Feedback 
 “For this type of recommendation to occur there must be some kind of persona or "profile" that 
mimics our behaviors and selects relevant contents. This profile, however, is not the individual, 
nor is it a pure statistical aggregate. It is both before and beyond the individual. "Before" in that 
it tracks those behaviors which escape the conscious purview of the individual (what Deleuze 
would call the "dividual"4); and "beyond" in that it results from the correlation of traces that are 
not our "own". In other words, there is something in the "profile" which seems, against all odds, 
to answer the call of "subjectivity". The algorithmic recommendation processes focused on here 
are primarily concerned with online retailing and cultural content where the customer is 
expected, in some form or another, to partake in a process used to inform its preferences and 
desires” (Reigeluth 2017: 3/4). 
 
Recommender systems operieren mit explizitem (direkt abgefragte Bewertungen) und 
implizitem Feedback. Das ist im Fall von OKCupid ist das bspw. die Verweildauer auf 
Seiten bzw. Nutzerprofilen oder das Kommunikationsverhalten (Kontaktaufnahme mit 
bestimmten Nutzern, Länge und Inhalt der Nachricht). Beide Vorgänge sind dabei 
gleichermaßen auf den Nutzer angewiesen, wie von automatisierten 
Handlungsvorschriften abhängig, wie auch der folgende Ausschnitt aus der 
schematischen Darstellung des Workflows von OKCupid (Shepherd 2012: 135) zeigt: 
 
Die genutzten Algorithmen funktionieren also im Wechselspiel der Selbsttätigkeit der 
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OKCupid als Beispiel algorithmischer Gouvernementalität 
Die algorithmische Funktionsweise von OKCupid lässt sich als Teil einer 
Regierungspraxis beschreiben, die in den governementality studies in den letzten Jahren 
auch als algorithmische Gouvernementalität beschrieben worden ist. Dieser, 
insbesondere von Antoinette Rouvroy geprägte, Foucaultsche Neologismus wird im Artikel 
„Algorithmic Governmentality and Prospects of Emancipation“ zum ersten Mal dezidiert 
eingeführt, um veränderte Modi der Regierung und „Wahrheits-Bildung“ in Zeiten der 
Digitalisierung zu erfassen. Insbesondere vier Charakteristika sind für diese Logik 
kennzeichnend: Erstens die Verschiebung von einer deduktiven zu einer vermeintlich 
„rein induktiven Logik“. Statt Schlussfolgerungen aus allgemeinen Regeln herzuleiten, 
wird in großen Datenmengen nach Mustern gesucht, welche Regeln begründen. An die 
Stelle der Frage nach Ursachen, tritt also das „reine Ereignis“ in den Vordergrund (vgl. 
auch Rouvroy / Stiegler 2016: 8).Weshalb OKCupid also z.B. Nutzer:innen Partner:innen 
mit einem ähnlichen Hintergrund bevorzugen, spielt zunächst keine Rolle. Entscheidend 
ist, dass sie es tun. Die Plattform stellt sich auf dieses Ereignis vermeintlich nur ein.  
Ein zweites Charakteristikum algorithmischer Gouvernementalität ist der 
spezifische Zeitbezug, durch den sie sich auszeichnet. Weil Algorithmen auf der Basis von 
Daten aus der Vergangenheit bzw. – wenn diese in Echtzeit erfasst werden – der 
Gegenwart operieren, lässt sich nur das erfassen, was tatsächlich (bereits) realisiert 
wurde oder realisiert wird (vgl. auch Aradau / Blanke 2017: 373). Nicht-realisierte 
Alternativen bleiben außen vor. Damit verschwindet der Moment des Utopischen; die 
Zukunft stellt sich so gesehen lediglich als eine fortgeschriebene Vergangenheit dar. Dieses 
Momentum stellt eine ziemlich drastische Veränderung des Raums des Möglichen dar. 
Hier ist zwar die Unterscheidung zwischen recommender systems und collaborative 
filtering Systemen wichtig, aber auch im Fall kollaborativer Filter Systeme wird mit 
Ereignissen, Geschmäckern und Verbindungen hantiert, die bereits existieren. 
Algorithmische Gouvernementalität beschreibt damit das Verhältnis zu Unsicherheit 
grundlegend neu (vgl. dazu auch Amoore / Raley 2017: 3). Trifft ein Nutzer bspw. 
ausschließlich Menschen mit demselben Bildungsabschluss, wird wohl nie erfahrbar 
werden, ob nicht auch ein Nutzer mit einem anderen beruflichen Hintergrund zum Glück 
verhelfen könnte. Es ist also mit einer ansteigenden Homogenität bei der Partnerwahl zu 
rechnen. Letztlich ließe sich schlussfolgern, dass der algorithmisch regierte Mensch 
immer nur das werden kann, was er schon ist, oder der, der schon jemand anderes ist. 
Ein drittes Kennzeichen algorithmischer Gouvernementalität bezieht sich auf die 
Art Differenz abzubilden. Diese Verschiedenheit wird nicht in einer Unterschiedlichkeit 
der Art, sondern als Verschiedenheit des Grads erfasst. Qualitative Unterschiede werden 
also zu quantitativen Unterschieden (vgl. Amoore / Piotukh 2015: 349/350). Weil jede 
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für den Computer aufbereitete Information darauf angewiesen ist, binär codierbar, binär 
‚übersetzbar‘ zu sein, bleiben Merkmale, die nicht (oder noch nicht) transformiert werden 
können unberücksichtigt. Stimme, Geruch, Gesten, aber auch die vitale Interaktion 
zwischen zwei Nutzer:innen bleiben also zwangsläufig ausgeblendet. 
Viertens zeichnet sich algorithmische Gouvernementalität durch die Annahme 
aus, dernach Daten „für sich selbst sprechen“ (vgl. Rouvroy / Stiegler 2016: 7). Das hat 
Implikationen für die Konzeption von Repräsentation: die Unterscheidung zwischen einem 
Gegenstand und seiner Repräsentation fällt dabei weg bzw. wird verschleiert. Dem 
zugrunde liegt die Annahme eines Zusammenfallens der Welt der Dinge und der Welt der 
Ideen. Wissen muss nicht mehr produziert werden, sondern kann direkt entdeckt werden 
(vgl. auch Rouvroy / Stiegler 2016: 9).10 Diese Art und Weise Daten zu verstehen, zeigt 
sich dabei auch sehr deutlich im Buch „Inside Big Data“, in dem der OKCupid Gründer 
Rudder die Funktionsweise von OKCupid erläutert und legitimiert und sich dabei als 
Entdecker und nicht als Autor der Daten stilisiert, die vermeintlich „für sich selbst 
sprechen“, also zu scheinbar sprechenden Entitäten werden. Beschreibungen werden auf 
Zahlen gegründet, oder vielmehr Zahlen werden als Beschreibungen verstanden (Rudder 
2014: 14), ein Ansatz, der in den „Schlackehalden der Statistik“ entstanden ist (ebd.) und 
die Art und Weise, wie Beziehungen geschlossen werden, grundlegend verändert hat. Wo 
bestimmte Sinneseindrücke Vorherrschaft erlangen (sehen) und numerisch übersetzt 
werden, fallen andere (Riechen, Schmecken, Fühlen) weitestgehend unter den Tisch. 
Bewertet wird das Ergebnis als ein Mehr an Information, das Entscheidungen stützt und 
absichert.  
  
                                                             
10 „Ständig möchte irgendeine Webseite von Ihnen, dass Sie abstimmen, denn dadurch wird etwas Fließendes und 
Idiosynkratisches – Ihre Meinung – so formalisiert, dass auch ein Rechner sie versteht. Auf den Webseiten von 
Partnervermittlungen sollen die Nutzer einander gegenseitig bewerten, weil sich so erste Eindrücke wie 
Er hat schöne Augen 
Hmmm, sieht ganz gut aus, aber ich mag keine 
Rothaarigen Iiih, wie eklig 
in einfache Zahlen verwandeln, zum Beispiel fünf, Drei und Eins auf einer Fünf-Punkte-Skala“ (Rudder 2014: 15/16). 
Auch wenn er dieser Übersetzungsleistung gewahr ist, überwiegen für ihn die Vorteile einer solchen Vorgehensweise 
zugunsten eines besseren Verständnisses menschlicher Verhaltensweisen: „Dieses Spannungsverhältnis – nämlich zwischen 
dem Kontinuum menschlicher Verhaltensweisen, die wir als ‚unquantifizierbar‘ abzutun gewohnt sind, neu zu sehen und besser 
zu verstehen“ (Rudder 2014: 15). 
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Die Regierungsrationalität von OKCupid 
Auf Basis der vorangestellten Ausführungen, soll die spezifische Regierungsrationalität 
von OKCupid nun entlang von vier Dimensionen genauer charakterisiert und zu den 
Regierungsformen, die Foucault in der Geschichte der Gouvernementalität identifiziert, in 
Bezug gesetzt werden. Behelfsweise werden dazu vier Fragen gestellt. Erstens, die nach 
den Zielen der Regierung: Welche Ziele verfolgt OKCupid? Was ist der Zweck des 
Eingreifens, des Strukturierens? Zweitens, die nach der Legitimation. Wie rechtfertigt 
OKCupid das strukturierende Eingreifen in das Handlungsfeld anderer? Wie wird die 
Regierungspraxis also reflektiert und rationalisiert? Drittens, die nach dem Wissen. 
Welches Wissen kommt dabei zum Einsatz? Hieran schließt sich, viertens, die Frage nach 
den Techniken an. Mittels welcher Strategien und Praktiken gelangen die Ziele zur 
Umsetzung?  
Regierungsziele: OKCupid zwischen pastoraler und polizeylicher Macht 
 
Was will OKCupid? Menschen soll dabei geholfen werden, sich schneller miteinander zu 
verbinden (Abbildung 12). Hier sind zwei verschiedene Kalküle im Spiel – das der Wohltat, 
wie das einer möglichst effizienten Verwaltung, die an zwei unterschiedliche 
Regierungslogiken anknüpfen, die im Folgenden als pastorale und polizeyliche 
identifiziert werden. 





Bis auf wenige Funktionen ist der Service von OKCupid kostenfrei und die Pflicht ‚das Gute‘ 
zu tun als wesentlicher Antrieb der Gründer im Vordergrund. OKCupid lässt sich dann 
als pastorale Macht verstehen, die „gänzlich durch ihre Wohltätigkeit definiert ist“ 
(Foucault [1978] 2014: 189), als eine ‚Macht der Sorge‘: „Sie versorgt die Herde, sie versorgt 
die Individuen der Herde, sie wacht, damit die Mutterschafe nicht leiden, sie sucht natürlich 
diejenigen, die verletzt sind“ (Foucault [1978] 2014: 189/190). Die Algorithmen, die hier 
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zum Hirten werden, steuern strukturellen Ungleichheiten wie dem popular bias11 
entgegen und sorgen dafür, dass jede Kategorie von Nutzern das erhält, was sie braucht, 
und zwar in einem ausreichenden Maße. Dabei wird kein Individuum ausgelassen – die 
Algorithmen hüten die Gesamtheit aller Nutzer, sie wenden das Unglück ab 
(Zurückweisung), sie wachen darüber, dass für jeden Nutzer alles zum Besten steht, wobei 
sich die Algorithmen unermüdlich zeigen und kontinuierlich selbst verbessern. 
Damit erfüllt OKCupid drei charakteristische Merkmale einer vor-christlichen, 
pastoralen Logik, wie Foucault sie beschreibt: Erstens funktioniert sie nicht territorial, 
sondern ist auf eine Herde bezogen; OKCupid also als eine Macht, die sich auf die 
Gesamtzahl der Benutzer richtet. Zweitens als wohltätige Macht: 
 
„Weil nämlich Moses, als er Hirte in Ägypten war, seine Schafe so gut weiden lassen konnte und er zum 
Beispiel wusste, dass, als er auf einer Wiese ankam, er zuerst die jüngeren Schafe auf die Wiese 
schicken musste, die nur das zarteste Gras fressen konnten, dann schickte er die etwas älteren 
Schafe und erst darauf die ältesten, auch kräftigsten Schafe auf die Wiese, diejenigen, die das 
härteste Gras fressen konnten. Und so hatte jede Kategorie von Schafen tatsächlich das Gras, 
das sie brauchte und ausreichend Nahrung. Er war derjenige, der diese gerechte, berechnete 
und überlegte Nahrungsverteilung überwachte“ (Foucault [1978] 2014: 190). 
Drittens, ist die Macht von OKCupid, wie die pastorale Macht, durch ihre Hingabe 
gekennzeichnet; sie manifestiert sich nicht in ihrer Stärke, sondern in ihrem Eifer, ihrem 
unendlichen Fleiß ([1978] 2014: 190), der im Fall von Technologien absolut verstanden 
werden kann: ohne Pause arbeiten die Algorithmen, auf eine vollständige und tatsächlich 
unermüdliche Weise an der Erfüllung ihres Zwecks. 
Dabei ist jeder Nutzer, jedes Schaf, im Fokus. Gleichermaßen geht es aber auch 
um die Gesamtheit der Nutzer. Die Gesamtheit der Nutzer ist insofern bedeutsam, als 
dass auf der Basis von Daten über alle Nutzer Maßnahmen abgeleitet, die wiederum eine 
Verbesserung der Plattform für den Einzelnen im Blick hat – das ‚wachsame Auge‘ ist also 
gleichermaßen und gleichzeitig auf jeden Einzelnen wie auch die Gesamtheit gerichtet. 
Polizeyliche Logik 
Im claim: ‚to help people connect faster‘ (Abbildung 11) steckt neben der Hilfe, wie sie oben 
als pastorale Macht eingeordnet worden ist, auch das Ziel einer Effizienzsteigerung. Was 
hat diese im Blick? Die schnellere Kontaktaufnahme von Menschen. Es geht also nicht 
nur um das Individuum, dessen Beziehungsleben zum Besten geregelt werden soll, 
sondern auch um die Menge der Menschen insgesamt und die optimale Administration 
dieser Menschen und ihrer Kontakte. 
Hier taucht also gleichermaßen eine polizeyliche Regierungsform auf12, die mit der 
                                                             
11 Der popular bias beschreibt die Über-Bewertung von besonders beliebten Entitäten, die im Handel mit Produkten 
kein Problem darstellt, denen im Online-Dating aber aktiv entgegengesteuert wird: „On the other hand, if a 
recommendee receives too many negative responses when sending initiatives to his or her recommendations, it may 
discourage the user. It is thus vital not to overburden popular users by overrepresenting them in recommendations 
(Andrews 2015: 7) 
12 Foucault verortet den entscheidenden Punkt dafür im 18. Jahrhundert: „Man muss vom Sex sprechen wie von einer Sache, 
die man zum größtmöglichen Nutzen aller regeln und optimal funktionieren lassen muss. Der Sex, das ist nicht nur 
eine Sache der Verurteilung, das ist eine Sache der Verwaltung. Er ist Sache der öffentlichen Gewalt, er erfordert 
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bestmöglichen Verwaltung von Vorgängen befasst ist, und die entscheidend mit dem 
Auftauchen der Bevölkerung als ökonomisches und politisches Problem verknüpft ist.13 
Bislang sind also zwei Elemente der Zielsetzung von OKCupid expliziert: ‚help‘ und 
‚people‘.Wie es um ‚faster‘ bestellt ist, und weshalb dieses Ziel dennoch keine (neo-)liberale 
Praktik markiert, soll im Folgenden begründet werden. 
Warum OKCupid nicht (oder nur teilweise) dem Liberalismus zuzuordnen ist 
Versteht man die Logik des (bei Foucault bis ins 18. Jahrhundert zurückzuführenden) 
Liberalismus als einer grundsätzlichen In-Frage-Stellung jeglicher regierenden 
Einflussnahme, einem Streben nach freier Entfaltung von Markt und Wettbewerb (vgl. 
Kerchner 2006b: 72), passt die Funktionsweise von OKCupid nicht ins Raster liberaler 
Regierungslogik. Zwar ist die Plattform auf die Selbsttätigkeit der Individuen 
angewiesen14, die Selbstbestimmung ist aber nur teilweise gegeben. 
Schaut man sich die technologische Weiterentwicklung von OKCupid an, stellt 
man sogar fest, dass diese immer weiter eingeschränkt wird zuletzt durch die 
Überarbeitung eines Features15, das es Nutzern nicht mehr erlaubt, sich uneingeschränkt 
gegenseitig zu kontaktieren: Zwar kann der Kontakt immer noch frei hergestellt werden, 
die Nachricht wird einem Nutzer allerdings erst angezeigt, wenn sich beide vorher geliked, 
also ein codiertes Signal gegenseitigen Interesses gesendet haben. Damit soll vorgebeugt 
werden, dass besonders beliebte Nutzer zu viele Anfragen (von Nutzern an denen sie kein 
Interesse haben) erhalten, während andere Nutzer keine oder nur wenige Nachrichten 
erhalten. Insofern lässt nur wenig an der Softwarearchitektur von OKCupid auf die 
Mechanismen eines freien Marktes schließen, in dem sich freie Konkurrenz entfalten 
kann. Dies kann als Indiz gewertet werden, dass eben nicht das ,Recht des Stärkeren‘ gilt, 
wie es Eva Illouz beispielsweise in ihrer (marxistischen) Kritik am modernen Liebesleben 
(„Warum Liebe weh tut“, 2011) beschreibt. Vielmehr greifen Algorithmen regulierend ein, 
um ungleiche Positionen auszugleichen.16 Die Technologie ist also weniger auf der Basis 
von Prinzipien des freien Marktes, als getragen von einer Sorge um die Zufriedenheit der 
Benutzer modelliert. Finanzielle Ziele spielen dabei zwar letztlich auch eine Rolle, und 
                                                             
Verwaltungsprozeduren, er muss analytischen Diskursen anvertraut werden. Der Sex wird im 18. Jahrhundert zu 
einer Angelegenheit der Polizei“ (Foucault [1976] 1992: 36). 
13 „Eine der großen Neuerungen in den Machttechniken des 18. Jahrhunderts bestand im Auftreten der ‚Bevölkerung‘ als 
ökonomisches und politisches Problem: die Bevölkerung als Reichtum, die Bevölkerung als Arbeitskraft oder 
Arbeitsfähigkeit, die Bevölkerung im Gleichgewicht zwischen ihrem eigenen Wachstum und dem ihrer Ressourcen. 
Die Regierungen entdeckten, dass sie es nicht nur mit Untertanen, auch nicht bloß mit einem ‚Volk‘, sondern mit einer 
‚Bevölkerung‘ mit spezifischen Problemen und eigenen Variablen zu tun haben wie Geburtenrate, Sterblichkeit, 
Lebensdauer, Fruchtbarkeit, Gesundheitszustand, Krankheitshäufigkeit, Ernährungsweise und Wohnverhältnissen“ 
(Foucault [1976] 1992: 37/38). 
14 „Die Menschen selbst werden nur indirekt regiert, in dem Maße, wie sie auch selbst an Bord des Schiffes sind“ 
(Foucault[1978] 2014: 185) 
15 Update vom 17. Februar 2018. 
16 Die Abwägungen einer solch pastoralen Logik, lassen sich beispielsweise in technischen Beiträgen zur Optimierung 
für recommender systems für Online Dating herauslesen: Die Technologie soll also dafür Sorge tragen, dass Nutzer 
nicht entmutigt oder unzufrieden sind. Neuere Entwicklungen berücksichtigen sogar ganz ausdrücklich die Idee, 
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auch OKCupid darauf bedacht sein, die Bevölkerung ‚im Detail‘ zu führen, wie auch 
drohenden Unsicherheiten durch den Appell an Eigenverantwortung und individuelle 
Risikovorsorge zu begegnen (vgl. Kerchner 2006b: 72), sobald sich ein Nutzer allerdings 
erst einmal ‚aus freiem Willen’ auf die Plattform begeben hat, lassen sich die Operationen 
weniger als liberale Rationalität, denn als pastorale Sorge oder polizeyliche Rationalität 
verstehen. Soweit möglich, nimmt OKCupid dem Nutzer die Entscheidung ab, um im 
Interesse des größtmöglichen Glücks einer größtmöglichen Zahl Beziehungen zwischen 
Individuen zu stiften und zu steuern. 
Regierungslegitimation: Big Data und die ‚Natur des Menschen‘ 
„Wir brachten Analytik und Methode in ein Feld, das traditionell die Domäne von Liebes’experten‘ und 
grinsenden Zauberern ist. [...] Der Service funktioniert eigentlich ganz einfach – wie sich 
herausgestellt hat, braucht man an Mathematik, um den Vorgang einer Partnersuche zu 
modellieren, lediglich etwas nüchterne Arithmetik“ (Rudder 2014: 9). 
Wie legitimiert OKCupid diese Rationalität nun? Anders als andere 
Partnervermittlungsdienste, formuliert OKCupid explizit den Anspruch seine Nutzer so zu 
sehen, wie sie wirklich sind und die Individualität seiner Nutzer in den Vordergrund zu 
stellen: 
“Most dating apps just show you a photo, a name and barely anything else, meaning no real indication 
of what a person is really like. OkCupid has always been the dating app that’s done more to help you 
find people who care about the same things you do — by asking thousands of questions and highlighting 
user profiles” (that-helps-you-search-for-shared-passions-14229b2ffcf5). 
Abbildung 13. Screenshot des Artikels “How OkCupid shows off your individuality (in ways other apps don’t” 
(https://theblog.okcupid.com/how-okcupid-shows-off-your-individuality-in-ways-other-apps-dont-bf53edbf60ae) 
 
In Inside Big Data formuliert Rudder das Ziel, „menschliche Universalien“ (Rudder 2014: 
12) aufzudecken17: Daten „bisher unbekannter Reichweite, Vollständigkeit und 
                                                             
17 „Ich habe dabei eine Datensammlung zwischenmenschlicher Interaktion zusammengetragen, die wahrscheinlich größer ist als 
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Bedeutsamkeit“ (Rudder 2014: 13) ermöglichten es, die ‚menschliche Dimension‘ 
freizulegen18 (ebd.). Legitimiert wird dieser ambitionierte Anspruch durch den Umfang 
und die Reichweite der gesammelten Daten19, die uns jetzt realistisch zeigten, „wie wir 
lieben, wie wir altern, wer wir sind und wie wir uns verändern“ (Rudder 2014: 13). Drei 
Elemente der Rhetorik von Rudder, die als stellvertretend für OKCupid geltend gemacht 
wird, die für eine Charakterisierung der Regierungsrationalität von OKCupid besonders 
bedeutsam erscheinen, sollen im Folgenden näher besprochen und auf ihre Prämissen 
hin geprüft werden. 
Die ‚Natur des Menschen‘ / sprechende Daten / Daten als absolute Realität 
Mit Daten lassen sich, wie Rudder es formuliert, ‚menschliche Universalien‘ ergründen. 
Was drückt sich darin aus? Erstens, dass es eine Art universeller Natur des Menschen 
gibt, zweitens, dass es prinzipiell möglich ist, diese zu ergründen, und zwar mit Hilfe von 
Daten. 
Rudder geht anscheinend von einem mechanistischen Weltbild auszugehen, in 
der die Welt durch Naturgesetze regiert wird, die sich wahr und vollständig erfassen 
lassen. Indem sie auf kleine Elemente reduziert wird, lässt sich eine exakte Kenntnis der 
Welt (und ihres Fortgangs) erreichen. Die Daten sind dabei gleichzeitig das Mittel der 
Erkenntnis, wie an die Stelle desjenigen treten, der Erkenntnis gewinnt: Wertneutrale 
Agenten einerseits, sprechende Entitäten andererseits.20 Wo andere Formen der 
Erkenntnis unzulänglich bleiben, zeigen die Daten, ‚was wirklich passiert‘: 
„Aber irgendwann lag uns genug Information zur Analyse vor, um größere Trends erkennen zu können, 
großräumige Muster, die sich aus den kleinen ergaben. Besser noch, ich merkte, wie ich 
Tabuthemen wie die Rassenfrage durch direkte Erhebung untersuchen konnte. Ich musste also 
keine Fragebögen verteilen oder Studien mit begrenzten Teilnehmergruppen durchführen – das 
ist die alte Methode der Sozialpsychologie – sondern ich konnte hingehen und mir anschauen, 
was wirklich passiert […]“ (Rudder 2014: 11, eigene Betonung). 
Dieser Realitätsbezug von quantifizierten Daten ist problematisch: zuletzt verwies 
beispielsweise Mau 2017 darauf, dass die Quantifizierung bestimmter Phänomene immer 
schon eine Übersetzungsleistung in eine bestimmten „Sprache“ (hier: der Mathematik) 
darstellt und nur eine ganz spezifische Repräsentation bzw. Erkenntnisform unter vielen 
darstellt. Bestimmte Eigenschaften werden dabei in den Blick genommen, andere 
systematisch ausgeblendet.21  
                                                             
die jedes anderen Privatmannes – sie umfasst die meisten, wenn nicht alle wichtigsten Internetdatenquellen unserer 
Zeit. Im Folgenden spreche ich also nicht nur von den Gewohnheiten der Nutzer, sondern auch über menschliche Universalien“ 
(Rudder 2014: 12). 
18 Rudder grenzt sich dabei explizit von einem kommerziellen Ziel ab: „Wenn die zwei Hauptanwendungen für Big Data in den 
letzten Jahren Überwachung und Profit gewesen sind, so kann man sagen, arbeite ich an einer dritten, der 
menschlichen Dimension“ (Rudder 2014: 13). 
19 „Erstens können wir, weil es OKCupid schon ein ganzes Jahrzehnt lang gibt, an den Daten ablesen, wie sich das 
Kommunikationsverhalten der Menschen durch den technischen Fortschritt verändert“ (Rudder 2014: 75). 
20 Rudder benutzt sehr viele Aktivkonstruktionen in Bezug auf die sprechenden Daten: „hier sagen die Daten“ (Rudder 
2014: 18); „aber die Kurve im ersten Beispiel sagt eben etwas anderes“ (Rudder 2014: 18; eigene Betonung). 
21 Inwiefern eine solche Quantifizierung performativ sein kann, zeigt z.B. Hansen Krause 2015; wie Zahlen dabei 
bewusst mobilisiert werden und stets mit einem menschlichen Agenten bzw. Narrativ verbunden bleiben – entgegen der 
Haltung Rudders lässt sich auch bei Kitchin 2014 oder Matzner 2017 nachlesen; eine allgemeine Kritik dieses Trends 
zur Quantifizierung findet sich auch in Rottenburg 2015. 
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‚Das was tatsächlich passiert‘ / Analytik und Methode / ‚Nüchterne‘ Arithmetik 
Daten werden hier also als etwas begriffen, das darstellt, was tatsächlich passiert, als 
neutrale Entität. Auf welcher Wissensordnung gründet sich diese Logik? Rudder nimmt 
eine explizite Hierarchisierung verschiedener Wissensformen vor: Analytik und Methode 
und nüchterne Arithmetik sind dabei das, was als gut und wertvoll erscheint. Je mehr 
Daten22, desto besser – desto valider die Ergebnisse und damit die Darstellung der Welt 
derart, wie sie wirklich beschaffen ist.23 
Die Notwendigkeit – OKCupid und die Legitimation und Staatsräson 
„Wenn [die politische Ökonomie] diese Natur durcheinanderbringen sollte, wenn sie sie nicht 
berücksichtigen oder gegen die Gesetze handeln sollte, die durch jene Natürlichkeit der 
Gegenstände, die sie manipuliert, festgelegt wurden, wird das unverzüglich negative 
Auswirkungen für sie selbst haben, anders gesagt, es wird Erfolg oder Misserfolg geben, Erfolg 
oder Misserfolg, die nun das Kriterium des Regierungshandelns sind, und nicht mehr 
Legitimität oder Illegitimität. Die Legitimität wird also durch [Erfolg] ersetzt“ (Foucault [1979] 
2006: 34). 
Rudder beruft sich auf die Natur des Menschen, die durch die Sammlung von Daten 
erfasst und freigelegt werden könne. Dabei finde keine Bewertung, sondern lediglich eine 
Sichtbarmachung dessen, was schon da ist, statt.24 Das Regieren von OKCupid ruft also 
keine metaphysische Legitimation ab, sondern argumentiert mit den Gesetzen der Natur. 
Das erinnert stark an die Art Regierung zu legitimieren, wie Foucault sie der 
Regierungskunst des 17. Jh. zuschreibt (vgl. Foucault [1978] 2014: 375).  An die Stelle von 
Legitimität tritt Erfolg – das haben die Staatsräson und OKCupid gemeinsam.  
Der Einbezug der Staatsräson als einem Vergleichshorizont ist hier aus drei 
Gründen hilfreich: Erstens zeigt der Vergleich, inwiefern eine Legitimation, die am Erfolg  
gemessen wird, nicht unbedingt neu ist und sich möglicherweise schon im 17. Jh. verorten 
lässt. Auch OKCupid begründet nicht, weshalb es legitim ist, Intimbeziehungen zwischen 
Menschen (auf der Grundlage von Algorithmen) zu schließen, sondern verweist lediglich 
darauf, dass es funktioniert. Zweitens zeigt der Vergleich von OKCupid mit der Staatsräson, 
inwiefern die politische Ökonomie als Wissensform für OKCupids 
Begründungszusammenhang wesentlich ist (im Besonderen im Zusammenhang mit dem 
Paradigma des „Regierens in der Realität“ und der Natur, wie sie für das Wissen der 
Sozialpsychologie grundlegend ist). An die Stelle einer „Kenntnis der Gesetze“ tritt Foucault 
nach zu Beginn des 17. Jh. eine „Kenntnis der Dinge“ bzw. das, was man damals Statistik 
nennt (ebd.; 396). Die Staatsräson markiert die „Geburt der Statistik“ (vgl. Foucault [1978] 
                                                             
22 Rudder geht so weit, in der Dichte der Daten einer big datafizierten Welt eine neue Geschichtsschreibung zu sehen, 
die statt einer kleinen Menge an Menschen nun alle erfasse: „Dabei werden die meisten Menschen mehr oder weniger 
namenlos bleiben, aber sie zählen jetzt alle“ (Rudder 2014: 28; eigene Betonung). 
23 „Die Datenmengen, mit denen wir arbeiten werde, umfassen mehrere Tausend Mal so viele Menschen wie eine 
klassische Meinungsumfrage; das ist offensichtlich. Weniger offensichtlich ist, dass sie auch viel aussagekräftiger sind 
als die meisten sozialpsychologischen Studien. In der Sozialpsychologie gibt es nämlich ein schon lange bekanntes, aber 
nur selten öffentlich erwähntes Problem: Fast alle ihre grundlegenden Thesen gründen sich auf Untersuchungen an 
kleinen Gruppen von Collegestudierenden“ (Rudder 2014: 24). 
24 “Using this kind of analysis, we were able find the interests, hobbies, tastes, and self-descriptions that are specially 
important to each racial group, as determined by the words of the group itself. The information in this article is not our 
opinion. It’s data, aggregated from the essays of half a million real people” like-66b131aa3ac8) 
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2014: 396 ff.), die für OKCupid ebenfalls grundlegend ist. Drittens macht der Vergleich 
deutlich, dass auch in Bezug auf das Problem der Geheimhaltung, das Foucault als 
konstitutives Element der Staatsräson beschreibt, OKCCupid an eine Art und Weise zu 
regieren erinnert, die sich im 17. Jh. verorten lässt und die auch der Logik der verdeckt 
operierenden Algorithmen eingeschrieben ist.  
„(…) Denn das Wissen, das der Staat von sich selbst und aus sich heraus formen muss, diese 
Wissen riskierte, eine gewisse Anzahl seiner Effekte einzubüßen und nicht die Folgen zu haben, 
die man von ihm erwartet, wenn im Grunde alle Welt wüsste, was geschieht […] Also 
Notwendigkeit der Geheimhaltung. Infolgedessen Notwendigkeit von Erhebungen, die 
gewissermaßen koextensiv im Verhältnis zur Ausübung einer Administration sind, doch auch 
Notwendigkeit einer präzisen Codierung dessen, was veröffentlicht werden kann, und dessen, 
was nicht veröffentlicht werden darf. Das ist es, was man damals die arcana imperii, die 
Geheimnisse der Macht nannte und was eindeutig ein Bestandteil der Staatsräson war, und 
insbesondere die Statistiken sind lange Zeit als Geheimnisse der Macht, die nicht 
bekanntgemacht werden dürfen, betrachtet worden“ (Foucault [1987] 2014: 397). 
Das implizite Ziel einer solchen Funktionsweise ist es, Nutzer dazu anzuhalten, sich 
möglichst natürlich zu verhalten. Wäre transparent, welche Signale welche Mechanismen 
in Gang setzen würde, so würde dies – so die Annahme – zu einem Mangel an Ehrlichkeit 
und Manipulation führen (vgl. dazu auch Pentland in Reigeluth 2017: 9). Rudder ist sich 
dieses Vorgangs bewusst: „Gleichzeitig muss man aber so viel wie möglich das Je ne sais 
quoi  dieses Vorgangs beibehalten, damit der Nutzer weiter glaubt, echtes Leben geboten 
zu bekommen“ (Rudder 2014:15).  
 
Wissensordnungen: Mathematik, Statistik, (Sozial-)Psychologie 
OKCupid operiert also mit ähnlichen Instrumenten (Statistik), einem ähnlichen Wissen 
(Politische Ökonomie) und gründet auf ähnlichen ontologischen Grundlagen (die Natur), 
wie die Gouvernementalität der Staatsräson. Anstelle nach Ähnlichkeiten zu früheren 
Regierungsformen, soll im Folgenden nun aber nochmal nach der Spezifizität der 
Wissensordnung von OKCupid gefragt werden: 
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Wie Abbildung 14 verdeutlicht, ist die Mathematik die offensichtlichste und die 
grundlegendste Wissensordnung, auf der OKCupid fußt. Sie genießt für Rudder einen 
besonderen Status als ‚präzise Wissenschaft‘, die ‚nicht ohne Grund‘ die älteste präzise 
Wissenschaft sei, und deshalb ‚so oft wie möglich zu Hilfe‘ genommen werden sollte (2014: 
40). In der Tat lässt sich OKCupid als Versuch, Verfahren und Ergebnisse anhand von 
mathematischem Handwerkszeug zu formalisieren, feststellen und damit auch als 
Symptom einer Ökonomisierung darstellen, deren Begriffe in Bereiche eingetaucht sind, 
die bis dato nicht als ökonomisch betrachten worden sind (Foucault [1979] 2006: 305). 
Diese Gegebenheit ist aber nicht unbedingt wesentlich. Tatsächlich lässt sich das 
‚Erscheinen des Menschen‘ (im Zuge der Konstituierung der Humanwissenschaften) sogar 
als Korrelat einer „Demathematisierung“ deuten (vgl. dazu Foucault [1966] 1994: 419). 
Entscheidend ist vielmehr das Auftauchen einer anderen Wissensordnung, die sich zwar 
mathematischen Handwerkszeuges bedient, deren Eigenheit aber eine andere ist: Die 
Rede ist von der Sozialpsychologie, auf die sich Rudder wiederholt beruft (z.B. 2014: 48).  
Der „therapeutische Ethos“, so Illouz, habe sich dabei als „gesetzesförmige Sprache“ 
durchgesetzt (bd. [2008] 2011: 21) , weil er „sowohl Theorie als auch konkrete Geschichten, 
Allgemeines und Besonderes, Urteilsabstinenz und Normativität“ miteinander verbindet 
(ebd.; 21). Die Anziehungskraft der psychologischen Sprache bestehe gerade darin, eine a-
moralische Perspektive auf Sexualität und Beziehungen anbieten zu können. Deshalb sie 
so erfolgreich bis in alle Ecken der Kultur gedrungen. Anders als Foucault, der in seiner 
Geschichte des Wahnsinns nach den Fluchtpunkten des Auseinanderfallens von Vernunft 
und Wahnsinn sucht, interessiert sich Illouz für die besondere Attraktivität des 
therapeutischen Diskurses, wie er sich mit Freud durchgesetzt habe, der gerade in der 
Verwischung der Grenzen um einen neuen ‚Normalpunkt‘ liege (vgl. (Illouz [2008] 2011: 
18/19). Dieses Momentum der Normalität ist in entscheidend: Moralische Verfehlungen 
verschwinden mit der Psychologie von der Bildfläche und werden in einen therapeutischen 
Auftrag umgemünzt, dessen Aufgabe es ist, Normalität herzustellen. 
Das was Eva Illouz hier als Entpolitisierung deutet, markiert mEn in erster Linie 
eine andere Vorstellung von Natur, die Foucault in der GdG genau beschreibt, und die ich 
für die Sozialpsychologie neben der gerade dargestellten Re-Konzeptualisierung von 
Normalität als konstitutiv erachte: eine Natur, die mit dem Auftauchen der Bevölkerung 
zusammenhängt und die Foucault mit der Logik der Ökonomen in Verbindung bringt: 
 „Es handelt sich dabei nicht um Prozesse der Natur selbst, sondern um eine Natürlichkeit, die für 
die Beziehungen der Menschen untereinander spezifisch ist, dafür, was spontan geschieht, wenn 
sie zusammenwohnen, wenn sie zusammen sind, wenn sie Dinge tauschen, wenn sie etwas 
herstellen. Das heißt, dass es sich um eine Natürlichkeit von etwas handelt, das im Grunde bis 
damals noch nicht existierte und das, auch wenn es nicht so genannt wurde, doch anfängt, als 
solches analysiert zu werden, nämlich die Naturalität der Gesellschaft“ (Foucault [1978] 2014: 
501). 
Mit dieser Naturalität der Gesellschaft erscheint die Bevölkerung als eine Wirklichkeit, die 
eine ‚andere Dichte, Stärke und Naturalität‘ hat (ebd., 505). Die Bevölkerung, an der sich 
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das Regieren orientiert, ist für Foucault mit der Wissensform der Politischen Ökonomie 
verbunden.Anders als bei den Ökonomen, in der der Fokus die ‚neue Wirklichkeit‘ (505) 
der Bevölkerung ist, überblickt die Sozialpsychologie als Wissensordnung hingegen beide 
Entitäten, also das Individuum und die Bevölkerung. Sie umfasst den Menschen also 
beidseitig in seiner ‚Natürlichkeit‘ – als psychologisches Subjekt, das in bestimmten 
gesetzesförmigen Bewegungen um eine Normalität kreist und als Teil einer Bevölkerung‚ 
die sich in bestimmten gesetzesförmigen Bewegungen verhält, OKCupid regiert also 
gleichermaßen Individuum wie Bevölkerung. 
Dabei bildet sich eine neue Vorstellung von Natur heraus: Im unterstützenden 
Regieren der Bevölkerung ‚in der Realität‘ wie in der Forderung des therapeutischen Ethos 
nach dem Herausschälen des ‚wahren‘ Selbst: Wie Illouz schreibt, ist die Idee des wahren 
Selbst eines der zentralen Axiome der Psychologie; dieses zu offenbaren bedarf ‚enormer 
Geschicklichkeit und größter Vorsicht‘ ([2008] 2011: 220) und deshalb der Unterstützung 
und Technik von Experten (ebd.). 
Wie stark sich diese Vorstellung auch durch OKCupid zieht, zeigt auch die kürzlich 
vollzogene Umstellung auf Klarnamen im Dezember 2017, durch die Pseudonyme 
abgeschafft werden sollen. Nutzer müssen seitdem ihre richtigen Namen verwenden, um 
die Plattform nutzen zu können. Begründet wird dies von OKCupid dadurch, "echteres" 
Dating sicherzustellen. Wie der Standard kommentierte, wolle man, „dass die User sich 
als die Menschen zeigten, die sie seien anstatt sich ‚hinter einer weiteren Schicht Mystik‘ 
zu verbergen.25  
 
Regierungstechniken: OKCupid Zwischen Normalisierung und Normation 
Foucault unterscheidet Regierungsmodalitäten im Wesentlichen entlang von drei 
Dimensionen: 
(1) Raum: Wie wird Raum behandelt? Geht es um die Grenzen eines Territoriums 
(Souveränität), den Körper des Individuums (Disziplin) oder die Gesamtheit einer 
Bevölkerung (Sicherheit) (Foucault [1978] 2014: 27)? 
(2) Zeit: Wie wird ‚das‘ Ereignis (in seiner zeitlichen Dimension) behandelt? Wird von 
der Gegenwart ausgegangen, geht es bspw. um einen aktuellen Fehlbestand 
(Souveränität), wird versucht vorzubeugen (Disziplin) oder geht es darum, „ein 
eventuelles Ereignis vorwegzunehmen, ein Ereignis, dessen Entstehung man zu 
verhindern sucht, noch bevor es sich in die Wirklichkeit eingeschrieben hat?“ 
(Foucault [1978] 2014: 57) (Sicherheit)? 
(3) Normalisierungsform: Spielt ‚das Normale‘ ,auch über das bloße Korrektiv für die 
Bevölkerung (siehe Foucault [1978] 2014: 20 ff.), eine Rolle (Disziplin; Sicherheit)? 
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Falls ja, geht dieses Normale von einer Norm aus (Normation; Disziplin (Foucault 
[1978] 2014: 90) oder konstituiert sich ‚das Normale‘ anhand einer „Ortung des 
Normalen und des Anormalen“ in der das Normale zuerst kommt, aus der sich die 
Norm ableitet? (Foucault [1978] 2014: 98) (Normalisierung; Sicherheit)? 
Auf die ersten beiden Dimensionen ist in der Analyse bereits eingegangen worden. Wie 
lässt sich nun die Regierungsmodalität von OKCupid hinsichtlich ihrer 
Normalisierungsform charakterisieren? Dass die Daten der Gesamtheit der Nutzer von 
OKCupid grundlegend für die Plattform sind, sollte deutlich geworden sein: Alle 
Funktionen und Weiterentwicklungen gehen von einer fortlaufenden Beobachtung dieser 
Einheit aus, die als „Gesamtheit […] ohne Diskontinuität, ohne Bruch, berücksichtigt wird 
und die damit die Bevölkerung darstellt (vgl. Foucault [1978] 2014: 96). „Über den Modus 
der Quantifizierung, sowohl des Rationalen als auch des Kennzeichenbaren“ Foucault 
[1978] 2014: 94), konstituiert sich das Normale also aus dem, was der Durchschnitt bzw. 
Mittelwert ist. Also Sicherheit, nicht Disziplin. 
Inwiefern OKCupid dabei aber tatsächlich mit einer Technik der Normalisierung 
operiert, die, wie Foucault beschreibt, darin besteht, „zu versuchen, die ungünstigsten, im 
Verhältnis zur normalen, allgemeinen Kurve am stärksten abweichenden Normalitäten 
zurechtzustutzen, sie auf diese normale, allgemeine Kurve herunterzudrücken“ (Foucault 
[1978] 2014: 97), lohnt einer genaueren Überprüfung. Erhellend ist dazu ein Blick auf die 
die Spalte Personality, die der Nutzer:in auf Basis der Antworten, die sie gibt, ein 
Persönlichkeitsprofil zuordnet, das am Durchschnitt gemessen wird. Es findet also eine 
Normalisierung statt. Scheinbar wird dabei nicht bewertet, ob eine Antwort auf eine 
bestimmte Frage gut oder schlecht ist. Was allerdings nicht wertneutral ist, ist die 
Clusterung der Antworten: OKCupid zeigt nämlich nicht nur, wie sich eine Antwort zu 
den Antworten des Durchschnitts verhält, sondern fasst diese (auf eine Art, die für die 
Benutzer:innen nicht einzusehen ist) zu Indikatoren für Persönlichkeitsmerkmale 
zusammen. Ohne zu wissen, auf welcher Grundlage dieser Schluss gezogen wurde, 
erfahre ich so z.B., dass ich „more organized“ und „less old-fashioned“ als der 
Durchschnitt der Nutzer bin. Zwar erfolgt die Darstellung graduell, also nicht explizit 
wertend, die Begriffe, in denen die Persönlichkeitsmerkmale gefasst werden, rufen 
allerdings automatisch Konnotationen hervor, die mit gewissen Normen verknüpft sind. 
Hier lässt sich das Spannungsverhältnis zwischen Sicherheit und Disziplin, zwischen 
Disziplinierung und Normation, von OKCupid gut illustrieren: Zwar findet zunächst eine 
Normalisierung, eine weitgehend wertneutrale Erfassung aller Ausprägungen statt, aus 
denen das Normale aus der am häufigsten gegebenen Antwortmöglichkeit hervorgeht, in 
der Clusterung und Zuordnung dieser Antworten zu bestimmten Kategorien, die 
Persönlichkeitsmerkmalen darstellen sollen, findet im Anschluss allerdings ein 
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Abbildung 15. Screenshot eines Profils auf OKCupid, Benutzerprofil der Autorin, 2018, https://www.okcupid.com/profile 
 
 
Noch deutlicher wird diese disziplinarische Komponente, wenn die Funktion show graph 
ausgewählt wird (Abbildung 15), die die Persönlichkeit, – und deren individuelle 
Abweichungen vom Durchschnitt – anhand eines Balkendiagramms zeigen. So wird das 
Normale zwar durch eine Bestandsaufnahme des Durchschnitts konstituiert, schließlich 
aber ‚hinter den Kulissen‘, so weiter transformiert, dass sich Normen festschreiben, die 
Bestimmungen des Normalen und Anormalen möglich machen (vgl. auch Foucault [1978] 
2014: 90). Bin ich zu organisiert? Vertraue ich zu schnell, sollte ich konservativer sein? 
Automatisch setzt der Normalisierungsprozess eine Selbst-Befragung in Gang, die sich als 
(selbst-)disziplinarische Technik lesen lässt: Eine Technik, die nicht die Bevölkerung als 
Zielobjekt hat, sondern dezidiert am (Körper des) Individuum(s) ansetzt. 
 
Möglichkeitshorizonte der Benutzeroberfläche 
Wie strukturiert diese Funktionalität nun den Möglichkeitshorizont der Nutzer?  Eine 
gängige Argumentation in der Kritik von Online-Dating legt nahe, dass Online-Dating 
Plattformen zu einer Ökonomisierung des Liebeslebens führen. In der Tat finden sich 
auch bei OKCupid einige Motive, die sich ökonomische deuten lassen: Wie beim Einkauf 
von Produkten, lassen sich gewünschte Merkmale auswählen, die ein gewisses Objekt 
(bzw. potentielles Liebes-Subjekt) aufweisen soll. Der Charakter einer Person wird in 
kontext- und zeitunabhängige, teilbare Einzelelemente zerlegt, die entweder binär 
angegeben oder skaliert werden. Bemerkenswert ist auch die Spalte availability, die 
gewissermaßen eine vorgelagerte Festschreibung der Beziehung darstellt, bevor diese 
überhaupt aufgenommen worden ist. Statt die Form der Beziehung also in Abhängigkeit 
einer jeweiligen Person bzw. der Interaktion mit derselben auszuhandeln und damit in der 
Entwicklung zu entscheiden, welchen Verlauf die Beziehung nehmen könnte, ist bereits 
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vor der ersten Kontaktaufnahme entschieden, welches Modell zu haben ist und welches 
nicht.26 
Auch die Taxonomie der Kategorien in der Benutzeroberfläche strukturiert den 
Möglichkeitshorizont der Nutzer:innen. Welche Kategorien auftauchen, und welche nicht, 
welche neben oder übereinanderstehen, und welche Auswahlmöglichkeiten zur 
Verfügung stehen, setzt immer schon eine spezifische Hierarchisierung voraus. Solche 
Taxonomien sind niemals neutral, wie sich besonders eindrücklich an den advanced 
search Filtern zeigen lässt, insbesondere die des Background .Hier lässt sich auswählen, 
welche „Ethnie“ der potenzielle Partner haben soll oder darf. Entlang speziell gebildeter 
regionaler Cluster (Asian, Black; Hispanic / Latin, …) lässt sich also der soziokulturelle 
Hintergrund des Partners bestimmen und als Kriterium für die Partnerwahl hinzuziehen. 
Nimmt man nun an, dass Nutzer:innen aufgrund der Tatsache, dass sie etwas auswählen 
können, eher dazu geneigt sind, dies auch zu tun, wirkt der programmatische Anspruch von 
OKCupid, „enthüllend“ und damit emanzipatorisch, dezidiert anti-rassistisch27 
aufzuklären und zu wirken zynisch. Rudder, der „die Wahrheit“ enthüllen will, dernach 
Nutzer:innen in der Regel beim Beantworten zwar angeben, dass sie nicht ausschließlich 
jemanden mit derselben Hautfarbe zusammen sein wollen würden, schließlich aber 
anders handeln, ist durch die Bereitstellung dieser Taxonomie, also der Produktion einer 
solchen Wahrheit, selbst an deren Stratifizierung beteiligt. Denn wem schließlich nur oder 
zumindest häufiger Vorschläge potenzieller Partner der eigenen Hautfarbe gemacht 
werden, weil statistisch erscheint, dass diese attraktiver bewertet werden, trifft 
konsequenterweise auch nur diese Menschen. Das führt statistisch wiederum zu seiner 
höheren Vermittlungsquote von Menschen mit einer ähnlichen Hautfarbe. Merkmale, die 
bei der Partnerwahl sonst ebenfalls einen Einfluss haben (oder haben könnten), die sich 
allerdings nicht binäre übersetzen lassen (z.B. Stimme, Geruch, Gesten, aber auch die 
vitale Interaktion zwischen Nutzer:innen) bleiben gleichzeitig ausgeblendet. Die 
Perpetuierung so entstehender Pfadabhängigkeiten ist der algorithmischen 
Gouvernementalität also bereits programmatisch eingeschrieben.  
 
  
                                                             
26 Hierin lässt sich Indiz für die Individualisierung sehen, die Illouz als eines der konstitutiven Merkmale moderner 
Beziehungen ausdeutet, in der eine gesunde Sexualität eine exakte Kenntnis der eigenen Bedürfnisse voraussetzt; denn 
„wahre Intimität“ zu erlangen bedeutet, einen gleichwertigen Status zu haben, was wiederum eine Kenntnis der eigenen 
Bedürfnisse voraussetzt, anhand derer Beziehungen auszurichten sind (Illouz [2008] 2011: 223). 
 
27 „Unsere einmaligen Daten enthüllen Einstellungen, zu denen sich die meisten Menschen niemals öffentlich bekennen 
würden, und wir werden sehen, dass Rassenvorurteile nicht nur ausgeprägt, sondern auch hartnäckig sind. Sie 
wiederholen sich fast verbatim (gut, eigentlich numeratim) auf jeder untersuchten Webseite“ (Rudder 2014: 2) 
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Mit dem Aufkommen von Online-Dating Plattformen hat sich – so zumindest ein gängiger 
Topos – grundlegend und radikal verändert, wie und mit wem partnerschaftliche 
Beziehungen geschlossen werden. Diskutiert werden Online-Dating Plattformen dabei vor 
allem unter den (kritisch gemeinten) Stichworten Selbstoptimierung und 
Neoliberalisierung, Kommerzialisierung oder Ökonomisierung. Ziel der Arbeit war es, 
einen Schritt hinter diese routinierten Deutungen zurückzutreten und OKCupid als Teil 
Regierungspraxis zu untersuchen, damit also zunächst mal zu fragen, wie die Plattform 
funktioniert, wie sie legitimiert wird und wie sich diese Regierungsweise historisch 
einordnen lässt.  
Vor dem Hintergrund von Foucaults Geschichte der Gouvernementalität habe ich 
schließlich insbesondere analysiert, wie sich die Regierungsweise von OKCupid 
charakterisieren lässt. Eine der grundlegenden Thesen der Vorlesungen ist dabei die 
Beschreibung von gegenwärtigem Regieren als einem Problem, das sich im Wesentlichen 
in Begriffen der Sicherheit stellt (vgl. Foucault [1978] 2014: 26). In Bezug dazu gesetzt, lässt 
sich OKCupid als Sicherheitstechnik und Technologie lesen, die Risiko zu minimieren 
sucht, indem die Kompatibilität zweier Menschen im Vorhinein möglichst gut kalkuliert 
wird. Liebe wird also unter dem Aspekt von Sicherheit betrachtet (vgl. auch Badiou 2009: 
16): Der ereignishafte Charakter des Zufalls soll ausgeschaltet werden, indem 
vorweggenommen wird, wie gut Menschen zueinander passen, sich in Zukunft also 
verstehen werden. Gleichzeitig lässt sich OKCupid als spezifische Ausprägung 
algorithmischer Gouvernementalität beschreiben.  
Entgegen üblicher Deutungsschema, die Online-Dating in erster Linie als neoliberale 
Praktik fassen, zeigt die Arbeit, dass OKCupid am ehesten pastoralen bzw. polizeylichen 
Traditionslinien folgt: mittels disziplinarischer, wie ökonomischer Techniken soll das 
Glück des Individuums (Pastorat) und der Bevölkerung (Polizey) sichergestellt werden. 
Anders als im Pastorat oder in den polizeylichen Ordnungen des 17. und 18. 
Jahrhunderts fungieren dabei Algorithmen als „Pastor“ bzw. Verwaltung dieser Vorgänge. 
Als zentrifugales Mittelstück zwischen Programmierer:innen und Nutzer:innen 
strukturieren diese die Möglichkeiten des Handelns vor. Umsorgend und verwaltend 
schalten sich Algorithmen ein, um für das Glück seiner Nutzer:innen zu sorgen. Die 
Wissensordnung, die dabei zum Zug kommt, ist die Sozialpsychologie, die gleichermaßen 
Individuum und Bevölkerung im Blick hat.  
Als spezifische Form der Heiratsvermittlung kontextualisiert, kann am Beispiel von 
OKCupid außerdem deutlich werden, inwiefern das Aufkommen von Online Dating 
Plattformen nicht unbedingt Symptom einer stärkeren Ökonomisierung oder 
Kommerzialisierung von Beziehungsanbahnungen gelesen werden muss. Denn 
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kommerziell gestiftete Beziehungen stellen im Grunde eine historische Kontinuität dar 
und geraten erst verhältnismäßig spät als „sittlich anstößig“ in Verruf – und zwar 
ungefähr im 19. Jh. (vgl. Schmidt 2015). Während die gewerbsmäßige Vermittlung in 
Rom beispielsweise noch als tolerierte Praxis gilt (siehe Schindler 1901: 9ff.), geraten 
diese im 20. Jahrhundert in die Kritik. Zwar hätten sich die Anbahnung von Beziehungen 
„ihren unentgeltlichen privaten Charakter gerade bei den Rechtsakten des 
Familienlebens am längsten bewahrt“ (Schindler 1901: 7/8), aber es sei „bekannt, dass 
es derzeit eine große Anzahl von Instituten giebt, die sich ausschließlich mit der 
Vermittlung von Ehen befassen“ (Schindler 1901: 21). „Diese Ehervermittlungsanstalten 
haben völlig kaufmännisch eingerichteten Betrieb, sie haben, ebenso wie andere 
Geschäfte, ihren Kreis an ‚Kunden‘, an diese sie ihre Fragebogen zwecks Aufnahme der 
Vermögens. Und Personalverhältnisse senden und nach denen sie die Listen der 
Heiratskandidaten zusammenstellen“ (ebd.).28 
Die kommerzielle Anbahnung von Beziehungen ist also im Wesentlichen nichts 
neues. In Abgrenzung zu Anbahnungen durch die Familie, Freunde oder Bekannte, 
„einen gelegentlichen, auf Gefälligkeit und menschlicher Hilfsbereitschaft beruhenden 
unentgeltlichen ‚Freundesdienst‘“ ist die moderne Heiratsvermittlung seit langer Zeit 
durch „Planmäßigkeit, Rationalität, Gewerbsmäßigkeit und Öffentlichkeit“ (Schöpf 1962: 
1) gekennzeichnet. Das Aufkommen von Online-Dating Plattformen stellt also nicht 
zwangsläufig einen Bruch im Modus der Anbahnung von partnerschaftlichen 
Beziehungen dar. Ganz im Gegenteil weisen viele, als vermeintlich „vor-moderne“ 
Praktiken der Heiratsvermittlung gerahmte, Modi der Beziehungsanbahnung eine 
überraschende Schnittmenge mit OKCupid (und anderen Plattformen) auf. So erinnern 
die Kriterien indischer Eheschließung (wo über 90 % der geschlossenen Ehen weiterhin 
über die Eltern angebahnt werden) beispielsweise sehr stark an die Logik von OKCupid. 
Denn im Prozess, der wenige Tage, aber auch Monate dauern kann, werden dabei nicht 
nur die Kandidaten selbst unter die Lupe genommen, sondern auch ihre Familien, die 
Horoskope, ebenso wie Kaste, Bildungsstand, Beruf, Einkommen, Hautfarbe und 
Essensvorlieben (Möllhoff 2016), da man – ähnlich wie bei OKCupid – glaubt, „dass 
gemeinsame Werte und Interessen ein besseres Fundament für eine Ehe bilden als 
schnell vergängliche Verliebtheit“ (ebd.).  
Die ökonomischen Erwägungen, die sich aus der Funktionsweise von OKCUpuid 
ablesen lassen, stellen insofern kein Novum dar, sondern standen vielmehr schon immer 
im Vordergrund, wenn Beziehungen gestiftet wurden (vgl. Shepherd 2012: 56ff.). Als 
Mittel zur Mobilisierung von Status und Eigentum, sind lediglich die Prozesse zur 
                                                             
28 Christliche Motive scheinen dabei eine Schlüsselrolle eingenommen zu haben: „Es ist schließlich auch möglich, 
dass nicht nur infolge der ökonomischen und sozialen Uebelstände der degenerierten Kaiserzeit, sondern auch durch 
den Einfluss des Christentums, das über die Ehe einen den Römischen Anschauungen fremde Auffassung entwickelt, 
sich einer der Heiratsvermittlungs missgünstige Auffassung Bahn brach“ (Schindler 1901: 12/13). 
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Schließung von Beziehungen formaler und restriktiver geworden. Das Auftauchen von 
(formalisierten) Prozessen und Plattformen zur Schließung von Beziehungen bedeutet 
dabei nicht zwangsläufig, dass diese auch „ent-emotionalisierter“ oder „rationaler“ 
gestaltet sind: Genauso wenig wie im 16. Jh. kein Verschwinden des Pastorats zu beobachten 
ist, sondern vielmehr eine Intensivierung desselben, „in seinen spirituellen Formen, seiner 
Ausdehnung und zeitlichen Effizienz“ (Foucault [1978] 2014: 334), lässt sich argumentieren, 
dass die neuen Praktiken in der Schließung von Beziehungen weniger mit einer 
Rationalisierung, als mit einer Intensivierung des Gefühlslebens einhergegangen sind (vgl. 
dazu Illouz 2017: 20).  
In einen größeren Kontext gestellt, lässt sich die Funktionsweise von OKCupid 
gleichzeitig als Symptom einer Verschiebung hin zu einer (auch über den Bereich der 
Schließung von Intimbeziehungen hinaus bedeutsamen) Regierungsweise lesen, die als 
algorithmische Gouvernementalität beschrieben worden ist. Diese zeichnet sich u.a. 
dadurch aus, (vermeintlich neutral) nach Mustern in Datenmengen zu suchen (ohne sich 
für deren Ursachen oder Auswirkungen zu interessieren), die Vergangenheit 
fortzuschreiben, weil von Algorithmen vornehmlich die Optionen favorisiert werden, die 
bereits realisiert wurden, qualitative Unterschiede zu rein quantitativen umzuformen und 
– damit einhergehend – zu negieren, dass Daten produziert (und nicht nur erkannt 
werden). Diese Regierungsweise geht mit diversen Implikationen und explizit politischen 
Auswirkungen einher: Zeichnet sich beispielsweise „in den Daten“ ab, dass Nutzer:innen 
andere Nutzer:innen mit einem ähnlichen Bildungshintergrund bevorzugen, reproduziert 
sich diese Differenz, indem von vorneherein diese Partner:innen privilegiert vorgeschlagen 
werden. Es ist also mit einer ansteigenden Homogenität bei der Partnerwahl zu rechnen. 
Wem schließlich nur oder zumindest häufiger Vorschläge potenzieller Partner des eigenen 
Bildungsabschlusses (oder aber sogar nur der eigenen Hautfarbe gemacht werden, weil 
statistisch erscheint, dass diese attraktiver bewertet werden, trifft konsequenterweise 
auch nur diese Menschen. Die vermeintlichen Fakten, auf die sich OKCupid beruft, 
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