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Abstract
We review the construction of the mixed Painleve´ PIII−V system in terms of
a 4-boson integrable model and discuss its symmetries. Such a mixed system
consist of an hybrid differential equation that for special limits of its parameters
reduces to either Painleve´ PIII or PV .
The aim of this paper is to describe solutions of PIII−V model. In particular,
we determine and classify rational, power series and transcendental solutions
of PIII−V . A class of power series solutions is shown to be convergent in
accordance with the Briot-Bouquet theorem. Moreover, the PIII−V equations
are reduced to Riccati equations and solved for special values of parameters.
The corresponding Riccati solutions can be expressed as Whittaker functions
or alternatively confluent hypergeometric and Laguerre functions and are given
by ratios of polynomials of order n when the parameter of PIII−V equation is
quantized by integer n ∈ Z.
1 Introduction
The Painleve´ equations were introduced almost 100 years ago as second order dif-
ferential equations that have no movable critical points other than poles (Painleve`
property). Among 50 second order differential equations that possess the Painleve`
property, 44 could either be linearized or reduced to ordinary differential equations
with solutions expressed in terms of known transcendental functions. The remaining
6 equations turned out to have solutions that are new transcendental functions. We
refer to these 6 equations as Painleve´ PI , PII , . . . , PV I equations.
The Painleve` equations and their solutions are ubiquitous in various areas of Math-
ematical Physics. Painleve´ PIII equation emerged in studies of Ising and ferromag-
netic models [18, 19]. The transport of ions under electric field can be studied using a
pair of first order differential equations (Nernst-Planck equations) [6] connected with
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Painleve´ PII equation. Painleve´ PV equations appeared in the context of impene-
trable Bose gas model [13]. More recently the scattering on two Aharonov-Bohm
vortices was exactly solved in terms of solutions of the Painleve´ III equation [7].
Ablowitz Ramani and Segur (ARS) showed a connection between the mKdV in-
tegrable model and the Painleve´ PII equation when self-similarity limit was im-
plemented. They suggested that such connection could be generalized to other
integrable models [1] meaning that the self-similarity limit would lead for integrable
models to equations with the Painleve` property.
More recently, it was found [3] that the 2n boson integrable model obtained as
particular reductions (Drinfeld-Sokolov) of KP integrable models connected to Toda
lattice hierarchy gives rise to higher Painleve´ equations invariant under extended
affine Weyl groups. In particular, investigation of various Dirac reduction schemes
applied to the 4-boson (n = 2) integrable model with Weyl symmetry structure
A
(1)
4 led to emergence of a new mixed PIII−V model [4]. The second order PIII−V
equation for a canonical variable q is given by:
qzz =− qz
z
+
(
1
2q
+
1
2(q − r1)
)(
q2z − ǫ20r20z4C
)− (2α2 + α1 + α3 − 1) (q − r1) qr0
z
+
qr20
2
(q − r1)(2q − r1) + α
2
1r1(q − r1)
2z2q
− α
2
3r1q
2z2(q − r1)
+
ǫ0r0z
−J−2
q(q − r1)
(
(α1 + α3 − J)q2 + qr1(J − 2α1) + α1r21
)− 2ǫ1r1zJ−1q(q − r1),
(1)
where J ≡ −(1 + 2C), C, r0, r1, α1, α2, α3, ǫ1, ǫ0 are all parameters. They will be
introduced later in the text. For special values of some of these parameters PIII and
PV will emerge from (1).
In reference [4] the Painleve´ property test was established in the context of equation
(1) with arbitrary ǫi, i = 0, 1. The idea of combining two different Painleve´ equations
has been explored in the literature in different settings and a good example of such
work is [15].
In this paper we study the solutions of the mixed PIII−V model and explore their
features that seem to differ from the known solutions of the two sub-models PIII
and PV .
The paper is organized as follows.
In section 2 we review the derivation of the mixed model PIII−V equation, its hamil-
tonian and its symmetries as well as the limits, PV or PIII equations, that will be
shown to follow from equation (1) for special values if its parameters. Apart from
serving as a review this section also allows us to introduce few fundamental features
of the PIII−V model that there not derived previously in [4], namely the special form
of the Hamiltonian in eq. (8), as well as automorphisms given in their explicit forms
in this setting in relations (11) and (12).
The class of power series solutions of PIII−V model is identified in Section 3 and
their convergence is established based on the Briot-Bouquet theorem for a range of
its parameters.
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In Section 4 the PIII−V equations are reduced to Riccati equations and solved for
the three values of the underlying parameter C. Those solutions reduce to rational
solutions for special values of parameters and it is shown that they are labeled by
n ∈ Z. In this framework we provide examples in subsection 4.2 of how solutions
to PIII−V equation reduce to solutions of PV and PIII equations when some of the
parameters of PIII−V model are adjusted to zero.
In Section 5 we provide construction and classification of a class of rational solutions
of PIII−V that are not simultaneously solutions of the Riccati equation and are
obtained by computer-algebraic calculations. This construction is presented for
cases with one and also two deformation parameters. The rational solutions with
two independent parameters are found in the former case, while the rational solutions
that dependent on three parameters are associated with the latter case. Finally, in
Section 6 we conclude this paper by stressing few fundamental features of solutions
that possibly reflect the structure of parameter space of PIII−V model. Appendix
A lists the alternative solutions to Whittaker solutions of Riccati equation in terms
of the confluent hypergeometric functions and Laguerre polynomials that is being
used to obtain a large class of rational solutions.
It would be interesting to establish physical interpretation for a system of mixed
Painleve´ equations. This is a long term goal of our present investigation.
2 Review of PIII−V equations and their symme-
tries
In this section we present an overview of the mixed Painleve´ III - V model, its
symmetry structure formed by extended affine Weyl groups acting as Ba¨cklund
symmetries and its Hamiltonian representation.
The mixed Painleve´ III - V equations are defined as [4] :
zfi, z = fifi+2
(
fi+1 − fi+3
)
+ (−1)ifi
(
α1 + α3 + C
)
+ αi
(
fi + fi+2
)
(2)
− (−1)[i/2]ǫi+1
(
fi+1 + fi+3
)
, i = 0, 1, 2, 3 ,
where fi = fi+4, ǫi = ǫi+2, the symbol [i/2] is i/2, if i is even or (i+1)/2, if i is odd.
C, αi, i = 0, 1, 2, 3 are constant parameters of the model. Explicitly for f1, f2 these
equations become:
zf1, z = f1f3
(
f2 − f0
)− f1 (α1 + α3 + C)+ α1(f1 + f3)+ ǫ0(f0 + f2), (3)
zf2, z = f0f2
(
f3 − f1
)
+ f2
(
α1 + α3 + C
)
+ α2
(
f0 + f2
)
+ ǫ1
(
f1 + f3
)
, (4)
As follows by summing equations (2) separately for even and odd indices the com-
binations f0 + f2 and f1 + f3 must satisfy constraints:
f1 + f3 = r1z
−C , f0 + f2 = r0z
(C+Ω) , (5)
where r0, r1 are integration constants of (2) and Ω is a constant defined by relation:
Ω = α0 + α1 + α2 + α3 6= 0 . (6)
3
Throughout the paper we will set Ω to one: Ω = 1, without any loss of generality.
Note that the dependence on z on the right hand sides of equations (5) is identical
for C = −1/2. Further, for special cases of C = 0 and C = −1 the sums f1 + f3 or
f0 + f2, respectively, are constants.
For readers familiar with a conventional symmetric formulation of PV equations :
zfi, z = fifi+2
(
fi+1−fi+3
)
+(−1)ifi
(
α1+α3− 1
2
)
+αi
(
fi+fi+2
)
, i = 0, 1, 2, 3 , (7)
that follow from (2) by inserting C = −1/2 and ǫi = 0, and which can be obtained
from the Hamiltonian (see e.g. [21, 16, 17])
h0 = f0f1f2f3 +
1
4
(α1 + 2α2 − α3)f0f1 + 1
4
(α1 + 2α2 + 3α3)f1f2
− 1
4
(3α1 + 2α2 + α3)f2f3 +
1
4
(α1 − 2α2 − α3)f0f3 + 1
4
(α1 + α3)
2
it might be helpful to point out that equations (2) can be derived from the following
generalization of the above Hamiltonian:
h¯0 = h0 +
ǫ0
2
(f 20 − f 22 ) +
ǫ1
2
(f 21 − f 23 ) . (8)
We refer to ǫi, i = 0, 1 as deformation parameters. In the case of vanishing deforma-
tion parameters the equations (2) are invariant under the extended affine Weyl A
(1)
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symmetry group [22, 23] with parameters α0, α1, α2 and α3 entering expressions for
A
(1)
3 Ba¨cklund symmetry transformations as follows :
si(αi) = −αi, si(αk) = αk + αi (k = i± 1), si(αk) = αk (k 6= i, i± 1),
si(fi) = fi, si(fk) = fk ± αi
fi
(k = i± 1), si(fk) = fk (k 6= i, i± 1),
π(αk) = αk+1, π(fk) = z
J (−1)k+1fk+1, i, k = 0, 1, . . ., 3 , (9)
where for convenience we introduced in the last line of equation (9) the quantity
J = −(1 + 2C) . (10)
For C = 0,−1/2,−1, J takes values J = −1, 0, 1. Transformations si, π, i = 0, 1, 2, 3
from (9) do not change the value of the parameter C. They satisfy basic A
(1)
3
relations:
s2k = 1, (sisk)
2 = 1, k 6= i, i± 1, (sisk)3 = 1, k = i± 1, π4 = 1, πsi = si+1π,
where i, k = 0, 1, 2, 3.
In general for ǫi 6= 0, i = 0, 1 the mixed Painleve´ equations (2) are only invariant
under an automorphism π generalizing the one defined in relation (9) by extending
it to act on the parameter space (αi, fi, ǫk, C, rk) with i = 0, 1, 2, 3, k = 0, 1 via :
π(αi) = αi+1, π(fi) = fi+1, i = 0, 1, 2, 3
π(ǫ0) = ǫ1, π(ǫ1) = −ǫ0, π(C) = −1− C,
π(r0) = r1, π(r1) = r0 .
(11)
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We note that the above generalization of an automorphism π acts non-trivially on
C and J via π(J) = −J with the value C = −1/2 or J = 0 fixed under (11). The
constraints (5) transform into each other under π defined in (11). One derives from
(11) that π2 : fi → fi+2, αi → αi+2, ǫi → −ǫi, C → C, ri → ri will keep the mixed
Painleve´ equations (2) invariant without changing the value of C. Also, the above
automorphism π (11) keeps the additional ǫ-dependent terms in (8) invariant.
Apart from the obvious case of vanishing deformation parameters ǫi = 0, i = 0, 1
there are also special values of the parameter C and integration constants ri, i = 0, 1
for which equations (2) will have extended symmetry properties. We will now discuss
these special cases.
First, for the special value of C = −1/2 or J = 0 and the non-zero integration
constants ri 6= 0, i = 0, 1 and the deformation parameters ǫi 6= 0, i = 0, 1 the mixed
Painleve´ equations (2) can be shown to remain invariant under the above extended
affine Weyl A
(1)
3 symmetry group due to the fact that terms with ǫi can be absorbed
in re-definitions of αi’s (without affecting the sum
∑
i αi = 1) and equations (2) can
accordingly be cast in the form of PV equation (7).
Secondly, in ri → 0 limits for either i = 0 or i = 1 the mixed Painleve´ equations (2)
reduce to PIII equations with its own extended affine Weyl symmetry as have been
shown in [4], see also equation (20) below.
In addition to its invariance under π the mixed Painleve´ III-V equations (2) also
remain invariant under another authomorphism ∆ :
∆(f2k−1) = (−1)1+Cf2k, ∆(f2k) = (−1)−Cf2k−1, k = 1, 2
∆(z) = −z, ∆(j) = −j, ∆(r0) = r1, ∆(r1) = r0,
∆(ǫ0) =(−1)−Jǫ1, ∆(ǫ1) = (−1)Jǫ0,
∆(αi) = αi+1, i = 1, 3, ∆(αi) = αi−1, i = 0, 2
(12)
The repeating application of ∆ on fi yields ∆
2(fi) = (−1)(−1)i2Cfi and therefore as
long as C is an integer it holds that ∆2 = 1 . Also, it holds that [π2,∆] = 0.
When one of the deformations parameters ǫ0 or ǫ1 is zero (with integration con-
stants ri being non-zero) the extended automorphism π from relation (11) is broken
although π2 remains a symmetry. One can show that in such case π2 with s2k or
s2k+1 for k = 0, 1 form the extended affine Weyl symmetry group that keeps the
model (2) invariant. For example setting ǫ1 to zero: ǫ1 = 0, results in invariance of
mixed Painleve´ III-V equations (2) under Ba¨cklund transformations s0, s2 defined
in relation (9) for any values of C, ri 6= 0, i = 0, 1 and arbitrary ǫ0 6= 0. In such case
s0, s2, π
2 will form the extended affine Weyl symmetry group W (s0, s2, π
2):
s20 = s
2
2 = (π
2)2 = 1, s0s2 = s2s0, π
2s0 = s2π
2 , (13)
that leaves equations (2) and the value of the parameter C invariant.
For ǫ0 = 0 the Ba¨cklund transformations s1, s3 defined in relation (9) will leave
the mixed Painleve´ III-V equations invariant for any values of C, ri 6= 0, i = 0, 1
and arbitrary ǫ1 6= 0 and with s1, s3, π2 forming the extended affine Weyl symmetry
group W (s1, s3, π
2) isomorphic to (13).
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Thus in case of only one non-zero deformation parameter ǫi 6= 0 one has two different
realizations of the Ba¨cklund symmetry group depending on whether one sets i = 0 or
i = 1. The action of π (and ∆) is such that it flips between these two different realiza-
tions of the extended affineWeyl symmetry groups meaning that π takes equation (2)
with parameters (αi, fi, ǫ0 6= 0, ǫ1 = 0, C, rk) , i = 0, 1, 2, 3, k = 0, 1 and transforms it
to the same equation (2) but with the parameters (αi, fi, ǫ0 = 0, ǫ1 6= 0, C, rk) , i =
0, 1, 2, 3, k = 0, 1.
In this context the commutation relations πs1 = s2π and πs3 = s0π etc. hold and
can be summarized by
πs2k−1π = s2k, πs2kπ = s2k−1, ∆s2k−1∆ = s2k, ∆s2k∆ = s2k−1, k = 1, 2 . (14)
with s2k−1 and s2k on both sides of relations defined for ǫ0 = 0 or ǫ1 = 0, respec-
tively. The relations (14) establish the extended π as defined in relation (11) as
a generalization of the Ba¨cklund automorphism π in the setting of mixed Painleve´
PIII−V equations.
Define canonical variables q, p as:
q = f1 z
C , p = −f2 z−C , (15)
then equations (2) can be rewritten as two Hamilton equations:
zqz =
∂h¯0
∂p
= q (q − r1) (2p+ r0z)− (α1 + α3) q + α1r1 + ǫ0r0z1+2C (16)
zpz = −∂h¯0
∂q
= p (p+ r0z) (r1 − 2q) + (α1 + α3)p− α2r0z − ǫ1r1z−2C (17)
that follow from the Hamiltonian (8).
Eliminating p from equation (17) one obtains a second order equation (1) [4]. Equa-
tion (1) contains both Painleve´ V and III equations in special limits. Setting both
deformations parameters ǫi, i = 0, 1 to zero reproduces a standard PV equation
yzz(z) =
(
1
y − 1 +
1
2y
)
y2z −
yz
z
+
(y − 1)2
(
αy + β
y
)
z2
+
γy
z
+
δy(1 + y)
y − 1 , (18)
for
y = 1− r1
q
,
with PV parameters given by :
α =
α21
2
, β =
−α23
2
, γ = − (−1 + α1 + 2α2 + α3) r0r1, δ = −r
2
0r
2
1
2
. (19)
Taking a limit r1 → 0 of (1) yields
qzz = −1
z
qz +
1
q
(
q2z − ǫ20r20z4C
)− (2α2 + α1 + α3 − 1)q2r0
z
+ r20q
3 + ǫ0r0z
−J−2(α1 + α3 − J) .
(20)
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For C = 0 or J = −1 this equation takes a form of a conventional PIII equation
[24]. One can show that this result extends to any C 6= −1 by a simple rescaling of
variables while for C = −1 (or J = 1) the model becomes one of 44 solvable Painleve´
equations [2]. Similarly, for r0 → 0 with ǫi 6= 0, i = 0, 1 equation (1) reduces to PV
with the parameter δ = 0 in (18) for C 6= 0, which, as it is well-known [10], is fully
equivalent to PIII equation. For C = 0 the model becomes in the r0 → 0 limit one
of the solvable Painleve´ equations [2].
In reference [4] the Painleve´ property test was established in the context of equation
(1) with arbitrary ǫi, i = 0, 1. The idea of of generalizing two different Painleve´
equations has been explored in the literature in different settings and good examples
of such work are [15], [25].
In the rest of the paper we focus our attention on the PIII−V model with ǫ0 6= 0 and
ǫ1 = 0 invariant under the extended affine Weyl symmetry group W (s0, s2, π
2) from
(13) and study its solution. For that reason we will keep in this paper both r0 6= 0
and r1 6= 0 and, unless explicitly stated, C 6= −1/2 (J 6= 0).
3 The Briot-Bouquet System and Power Series
Solutions for J = −(1 + 2C) ≤ 0
We will derive a class of (convergent) power series solutions to equations (16),(17)
for J ∈ Z and J ≤ 0 with ǫ1 = 0 and ǫ0 6= 0. The opposite setting of ǫ1 6= 0 and
ǫ0 = 0 can be described using π from relation (11).
Consider expansion for small z (J ≤ 0) :
q(z) =
∞∑
i=0
qiz
i, p(z) =
∞∑
i=0
piz
i = p0 + p1z
1 + p2z
2 + · · · . (21)
There are two such solutions to the system (16),(17) that can be obtained for ǫi =
0, i = 0, 1 and their first few terms are
p0 = 0, p1 =
α2r0
−1 + α1 + α3 , q0 =
α1r1
α1 + α3
, (22)
and
p0 =
α1 − α3
r1
, p1 = −(α
2
3 − α3 + α2α3 − α2 − α1 + α21 + α1α2)r0
−1 + (α1 − α3)2 , q0 =
α1r1
α1 − α3 ,
(23)
Note that the above expression for p0 is finite as we keep r1 6= 0 as stated above.
For J < 0 with ǫ0 6= 0, ǫ1 = 0 there is a solution to (16),(17) with the same p0, p1, q0
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as (22) and with higher terms p2, q1 given by (for J = −2,−3, . . .)
p2 =
α2 r0
2r1 (α1
2 − α32 + α1 α2 − α2 α3 − α1 + α3)
Denomp2
,
Denomp2 = −2α1 − 2α3 + 5α12 + 5α32 + 10α1 α3 − 4α13 − 4α33 + α14 + α34
− 12α12α3 − 12α1 α32 + 4α13α3 + 6α12α32 + 4α1 α33 ,
q1 = − α1 r1
2r0 α3 (−1 + α3 + α1 + 2α2)
−α12 − α32 − 2α1 α3 + 4α13α3 + 6α12α32 + 4α1 α33 + α14 + α34
= − r1
2r0 α1 α3 (α2 − α0)
−α12 − α32 − 2α1 α3 + 4α13α3 + 6α12α32 + 4α1 α33 + α14 + α34 .
For J = −1 we encounter presence of ǫ0 in q1.
To establish convergence of (21) we apply the Briot-Bouquet theorem (see e.g. [11]
or [10]) that states that if the system of equations :
zu′j = fj(z, u1, . . ., un), j = 1, . . ., n , (24)
with functions fj , j = 1, . . ., n, that are analytic in some neighborhood of the point
z = u1 = · · · = un = 0 and satisfy initial conditions
fj(0, . . ., 0) = 0 j = 1, . . ., n , (25)
has a formal solution:
uj(z) =
∞∑
k=1
C
(j)
k z
k, C
(j)
k ∈ C , (26)
then the expansion (26) is convergent in a neighborhood of z = 0. We will work
with a n = 2 version of the Briot-Bouquet theorem with u1 = u, u2 = v.
Substituting q = u + r1/2 and p = −(v + r0 z)/2 or into equations (16),(17) with
ǫ0 6= 0, ǫ1 = 0 yields :
zuz =
r1(α1 − α3)
2
− (α1 + α3) u+ vr21/4− u2v + ǫ0r0z(−J) ,
zvz = (α1 + α3 + 2α2 − 1)r0 z − r20z2 u+ (α1 + α3) v + u v2 .
(27)
For ǫ0 = 0 we can easily establish connection with Painleve´ V model since in such
case (27) becomes
zuz = −h− (a+ c) u+ v/4− u2v
zvz = γz + 2δz
2u+ (a+ c) v + u v2 ,
(28)
as given in [12]. Note that a =
√
2α, c =
√−2β and γ are coefficients of the standard
Painleve´ V equation (18), while h = (a− c)/2.
Let u =
∑
∞
i=0 uiz
i and v =
∑
∞
i=0 viz
i then the Briot-Bouquet theorem will hold for
U = u − u0 =
∑
∞
i=1 uiz
i and V = v − v0 =
∑
∞
i=1 viz
i as long the condition (25)
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holds. For this condition to hold all constant terms must cancel on the right hand
side of (27). For ǫ1 = 0 and for ǫ0 6= 0 with J < 0 that amounts to
0 =
r1(α1 − α3)
2
− (α1 + α3) u0 + v0r21/4− u20 v0 ,
0 = (α1 + α3) v0 + u0 v
2
0 ,
since ǫ0r0z
(−J) → 0 for z → 0 and J < 0.
The above conditions are satisfied automatically for the solution (22) with
p0 = 0, q0 =
α1r1
α1 + α3
→ v0 = 0, u0 = α1r1
α1 + α3
− r1
2
.
Also for the solution (23) with
p0 =
α1 − α3
r1
, q0 =
α1r1
α1 − α3 , → v0 = −2
α1 − α3
r1
, u0 +
α1r1
α1 − α3 −
r1
2
,
the initial conditions are satisfied automatically.
Thus we have used the Briot-Bouquet theorem to establish the convergence of the
power series (21) for negative J and non-zero value of the deformation parameter ǫ0.
This extends the result that holds for J = 0 for a conventional Painleve´ V model.
4 Solutions of Riccati Equations
The discussion of Riccati equations and its solutions starts with an observation that
equation (17) is solved for
p = −r0z, ǫ1 = 0, α2 = 1− α1 − α3 → α0 = 0 . (29)
Note that alternatively we could have chosen p = 0 and α2 = 0 as solutions of
equation (17) but this configuration can be obtained from (29) by π2 transformation
(37).
Plugging the values (29) in equation (16) yields
dq
dz
= −r0q(q − r1)− (α1 + α3) q
z
+
α1r1
z
+ ǫ0r0z
2C . (30)
For the three values of J given by J = −1, 0, 1 (C = −1,−1/2, 0) the above Riccati
equation has solutions given in terms of Whittaker functions.
Substituting q = (1/(wr0))dw/dz we obtain a linearized version of equation (30) for
w;
z
d2w
dz2
= (r0 r1z − α1 + α3) dw
dz
+ α1r0r1w + ǫ0r
2
0z
Jw , (31)
which for the value J = 0 is recognized as Kummer’s equation and for J = 1 as the
extended confluent hypergeometric equation, however J = −1 introduces additional
singularity in equation (31). To systematically obtain solutions of equation (31)
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for those three values of J we will apply further transformations. Performing an
additional substitution and change of a variable:
w(z) = z−
α1+α3
2 exp
(r0r1z
2
)
f(τ), τ = r0 r1 z ,
transforms the differential equation (31) into a differential equation for f(τ):
d2f
dτ 2
+
(
−1
4
− ǫ0r
2
0τ
2C
(r0r1)2+2C
+
α3 − α1
2
1
τ
+
(
1
4
−
(
α1 + α3 − 1
2
)2)
1
τ 2
)
f(τ) = 0 ,
(32)
which for the three values of 2C = −1,−2, 0 or J = −1, 0, 1 can be cast as a second
order differential Whittaker’s equation :
f ′′(x) +
(
−1
4
+
a
x
+
(
1
4
− b2
)
1
x2
)
f(x) = 0 , (33)
with a solution:
f(x) = c1WhittakerW(a, b, x) + c2WhittakerM(a, b, x) ,
given in terms of the Whittaker functions WhittakerW and WhittakerM. See Ap-
pendix A for alternative solutions to equation (33) in terms of confluent hyperge-
ometric functions and generalized Laguerre polynomials. The above derivation of
solutions to the Riccati equation (31) by reformulating this equation as Whittaker
equation suggests that solutions of (31) only exist for J = −1, 0, 1. This observation
is further strengthened by the fact that neither Maple or Mathematica was able to
find solutions to equation (31) for other cases of J .
Note that for C = −1,−1/2 it holds that x = τ while for C = 0 rewriting equation
(32) as (33) requires an additional change of a variable from τ to x 6= τ . In summary
we obtain the following solutions of equation (31):
wC=0 = z
−
α1+α3
2 exp
(r0r1z
2
)(
c1WhittakerW
(
r1(α3 − α1)
2
√
r21 + 4ǫ0
,
α1 + α3 − 1
2
, r0
√
r21 + 4ǫ0z
)
+ c2WhittakerM
(
r1(α3 − α1)
2
√
r21 + 4ǫ0
,
α1 + α3 − 1
2
, r0
√
r21 + 4ǫ0z
))
, (34)
wC=−1 = z
−
α1+α3
2 exp
(r0r1z
2
)(
c1WhittakerW
(
α3 − α1
2
,
1
2
√
(α1 + α3 − 1)2 + 4r20ǫ0, r0r1z
)
+ c2WhittakerM
(
α3 − α1
2
,
1
2
√
(α1 + α3 − 1)2 + 4r20ǫ0, r0r1z
))
, (35)
wC=−1/2 = z
−
α1+α3
2 exp
(r0r1z
2
)(
c1WhittakerW
(
α3 − α1 − 2ǫ0r0/r1
2
,
α1 + α3 − 1
2
, r0r1z
)
+ c2WhittakerM
(
α3 − α1 − 2ǫ0r0/r1
2
,
α1 + α3 − 1
2
, r0r1z
))
. (36)
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We first note that all three solutions (34)-(36) for ǫ0 = 0 coincide with the PV
solution derived from Riccati equation for ǫ0 = 0 as expected from construction of
the PIII−V model. For application of Whittaker functions to construct solutions of
Painleve´ V equation see e.g. [26].
We will now address a question whether there exist algebraic relations between
the above solutions (34)-(36) with different values of the parameters. We are only
interested in keeping ǫ0 6= 0 in this discussion as otherwise the underlying Riccati
equation becomes simply the Riccati equation of PV equation. We first observe that
the expression for wC=−1/2 will agree with the solution of (31) for ǫ0 = 0 when we
replace α3 − ǫ0r0/r1 by α3 and α1 + ǫ0r0/r1 by α1. Thus by simple redefinition of
the parameters α1, α3 in a way that does not change the condition (6) we are able
to obtain from (36) a solution to PV equation. This follows from the fact that,
as explained in the introductory Section 2, PIII−V model with J = 0 (C = −1/2)
agrees effectively with the model with zero deformation parameters. However similar
attempts to find algebraic relations between expressions (34), (35) and (36) fail as
long as ǫ0 6= 0. For example rewriting the second argument of (35) in the same form
as the second argument of (36) : (α′1 + α
′
3 − 1)/2 with some new parameters α′1, α′3
introduces an extra dependence on z from the term z−
α1+α3
2 in (35). Also, there is
no Ba¨cklund transformation that would relate these three solutions as neither s0, s2
or π2 are able to change the value of the parameter J labeling these three solutions.
Due to π2 symmetry :
π2(q) = r1 − q, π2(p) = −p− r0z, π2(αi) = αi+2, π2(ǫi) = −ǫi, i = 0, 1 (37)
of equations (16),(17) the solution with p = −r0z, ǫ1 = 0, α0 = 1−α1−α3−α2 = 0
is transformed by π2 to a solution with p = 0 and α2 = 0, ǫ1 = 0 and with the same
value of C
The above two families of solutions give rise via the π operation to two other classes
of solutions; one with q = r0 and α3 = 0, ǫ0 = 0 and ǫ1 6= 0 and the other one with
q = 0 and α1 = 0, ǫ0 = 0. Recall that π maps J → −J or C → −(1 − C) and thus
the solution with C = 0 is mapped to one with C = −1 and vice versa, while the
C = −1/2 solution is mapped to another solution with an unchanged value of C.
4.1 Rational Solutions from Whittaker functions
The Whittaker functions take simpler expressions when their first two arguments
differ by ±1/2:
WhittakerW(a, a− 1/2, z) = WhittakerM(a, a− 1/2, z)
= WhittakerW(a,−a + 1/2, z) = za exp(−z/2), (38)
and
WhittakerM(a,−a− 1/2, z) = z−a exp(z/2) . (39)
For C = 0 and for special values of ǫ0 such that :
r1(α3 − α1)√
r21 + 4ǫ0
= α1 + α3,
r1(α3 − α1)
2
√
r21 + 4ǫ0
= −α1 + α3 − 2
2
.
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Due to Whittaker relations (38) the expressions (34) and (35) simplify considerably
and yield rational solutions. For an ansatz p = −r0z, ǫ1 = 0, α0 = 1−α1−α3−α2 =
0 we find for C = 0, J = −1 from (38):
q(z) =
α1r1
α1 + α3
, ǫ0 = − α1α3r
2
1
(α1 + α3)2
q(z) =
r1(α3 − 1)
α1 + α3 − 2 +
1− α1 − α3
r0z
, ǫ0 = −(α1 − 1)(α3 − 1)r
2
1
(2− α1 − α3)2 .
(40)
For C = −1, J = 1 similar considerations based on Whittaker relations (38) yield :
q(z) = − α1
r0z
, ǫ0 =
α1(1− α3)
r20
q(z) = r1 − α3
r0z
, ǫ0 =
(1− α1)α3
r20
,
(41)
where the first formula have been derived from (38) and the second formula from
(39). Thus the case of C = −1 contains both proper rational solutions and solutions
that are proper up to a constant.
Other similar solutions can be obtained from the above solutions by actions of π2,
and si, i = 0, 2. For example the first of equations in (40) transforms under π
2 to
another solution with J = −1:
p = 0, q(z) =
α1r1
α1 + α3
, α2 = 0, ǫ0 =
α1α3r
2
1
(α1 + α3)2
. (42)
All three transformations s0, s2 and π
2 preserve the constraint α1 = α3. In all three
cases new solutions have the same dependence on z and can be obtained through
internal re-definitions of αi-parameters generated by these transformations.
4.2 Rational Solutions in terms of Laguerre polynomials
There is a class of rational solutions that one can obtain from equation (73) in the
Appendix A for C = 0 with c1 = 0 and with the condition√
r21 + 4ǫ0 =
r1(α3 − α1)
2n + α1 + α3
, n ≥ 0, integer , (43)
which could be rewritten as
ǫ0 = −r21
n2 + α1α3 + n(α1 + α3)
(2n+ α1 + α3)2
, (44)
to show that ǫ0 is being “quantized” in terms of integer n under the condition (44)
and fully expressed by n and α1, α3.
The condition (44) ensures that the first argument of solution (73) is a non-negative
integer n and the equation (73) is expressed in terms of the associated Laguerre
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polynomial L[n, α1 + α3 − 1, zr0
√
r21 + 4ǫ0]. Substituting such solution into q =
(1/(wr0))dw/dz one obtains
qC=0,n(z) =
r1(n+ α1)
2n+ α1 + α3
− r1(α3 − α1)
2n + α1 + α3
L[n− 1, α1 + α3, zr0r1(α3 − α1)/(2n+ α1 + α3)]
L[n, α1 + α3 − 1, zr0r1(α3 − α1)/(2n+ α1 + α3)] ,
(45)
for n > 0 and integer. For n = 1 one obtains:
qC=0,n=1(z) =
r1(1 + α1)
2 + α1 + α3
+
r1(α3 − α1)
zr0r1(α3 − α1)− (α3 + α1)(2 + α1 + α3) ,
ǫ0 = −r21
1 + α1α3 + (α1 + α3)
(2 + α1 + α3)2
.
(46)
For special values of α1 = −1 or α3 = −1 in the above formula the deformation
parameter ǫ0 vanishes and subseqently qC=0,n=1(z) solves Painleve´ V equation. We
find that for α1 = −1, y(z) = 1− r1/qC=0,n=1(z) = −r0r1z + α3 solves PV equation
(18) with the parameters (19) given by α = 1/2, β = −α23/2, γ = α3−2, δ = −r21r20/2.
Setting α3 = −1 results in y(z) = 1/(r0r1z + α1) that solves PV equation (18) with
α = α21/2, β = −1/2, γ = α1 − 2, δ = −r21r20/2. Setting r1 = 0 in the formula (46)
yields in agreement with equation (20) a relatively simple solution q = 1/(r0z) of
PIII equation:
yzz = −1
z
yz +
y2z
y
+Ay
2
z
+ Cy3 + B
z
+
D
y
with A = α1 + α3 − 1, C = r20,B = 0,D = 0.
Generally the expression (45) can be written as a ratio of polynomials of order n.
The above formula extends to n = 0 due to L[0, λ, x] = 1 and reproduces for this
value of n the first of equations in (40). Inserting n = −1 into (44) and into equation
(73) with c2 = 0 reproduces the second of equations in (40). Remarkably both
expressions (44) and equation (73) with c2 = 0 allow for an extension to negative
values of n. For example for n = −2 one gets
qC=0,n=−2(z) =
r1(−2 + α1)
−4 + α1 + α3 −
−2 + α1 + α3
zr0
− (−2 + α1 + α3)(−4 + α1 + α3)
zr0(8 + α21 + α3(−6 + α3 − zr0r1) + α1(−6 + 2α3 + zr0r1))
ǫ0 = −r21
4 + α1α3 − 2(α1 + α3)
(−4 + α1 + α3)2 ,
(47)
Also in this case setting α1 = −2 or α3 = −2 to ensure that the deformation
parameter ǫ0 vanishes yields solutions to PV equation that this time also depend on
a second order polynomial in z. Repeating this contruction for higher values of n
would produce PV solutions in terms of polynomials of higher order.
See subsection A.1 for generalization of the above solutions to other values of integer
n.
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Correspondingly, for C = −1 and the Appendix equation (75) by setting
ǫ0 =
1
r20
(n+ α1)(n+ 1− α3), n ≥ 0, integer (48)
one ensures that the first argument of the generalized Laguerre function is a non-
negative integer and the corresponding rational q is given by the formula :
qC=−1,n = −n + α1
r0z
− r1L[n− 1,−2n− α1 + α3, zr0r1]
L[n,−2n− α1 + α3 − 1, zr0r1] , n ≥ 0, integer , (49)
which for n = 1 is given by
qC=−1,n=1(z) = −1 + α1
r0z
+
r1
r0r1z + 2 + α1 − α3 , ǫ0 =
1
r20
(α1 + 1)(2− α3)) .
The expression (49) can be cast as a ratio of polynomials of order n. Also, in this
case the formula (48) extends beyond values of n. Setting n = 0, n = −1 we obtain
respectively the first and second formula in equation (41). See subsection A.2 for
generalization of the above solutions to other values of integer n.
5 Construction and classification of solutions by
by computer-algebraic calculations
5.1 Necessary conditions for rational solutions a´ la Kitaev,
Law, and McLeod
Before we present a method to derive a class of rational solutions based on computer
calculations let recall the Proposition 2.2 in [14] that lists necessary conditions for
rational solutions of Painleve´ V equation. In this subsection we give result of a
similar approach applied to equation (1) for J = ±1 cases. For large z we investigate
expressions of the type: q = K0+a/z+b/z
2+c/z3+0(z−4). withK0 being a constant.
For the case of C = 0, J = −1 we find that solutions exist for two values of K0:
(1) K0 = r1/2 with
a = r21
r21(1− α1 − α3 − 2α2) + 4ǫ0(α1 + α3 − 1)
r0(−r41 + 16ǫ20)
b =
−2r31
r20(−r41 + 16ǫ20)
(r41(α
2
1 − α23)
+ 8ǫ0r
2
1(−α21 + α23 + α1 − α3 − 2α1α2 + 2α2α3) + 16ǫ20(α21 − α23 − 2α1 + 2α3))
(2) K0 =
1
2
r1 ± 12
√
r21 ± 4ǫ0. For instance for
q =
1
2
r1 +
1
2
√
r21 − 4ǫ0 + a/z + b/z2 + c/z3 + 0(z−4)
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one finds:
a =
1
2r0(−r21 + 4ǫ0)
(−r21(α1 + α3) + r1
√
r21 − 4ǫ0(α1 − α3) + 4ǫ0(α1 + α2 + α3))
etc.
For the case C = −1, J = 1 we find that solutions exist for the following values of
K0:
1. K0 = 0 (see e.g. the first of equations (41))
a = ±α1
r0
, ; b = ±−α1(α3 + 2α2 − 1) + ǫ0r
2
0
r1r
2
0
2. K0 = r1/2 (see e.g. solution (69)) exists with
a =
α1 + α3 + 2α2 − 1
r0
, b =
2(−α21 + α23)
r1r
2
0
Remarkably, the series truncates for the choice α1 = α3 with b and higher
terms vanishing as well.
3. K0 = r1 (see e.g. the second of equations (41)) exists with
a = ±α3
r0
, ; b+ = −α3(1− α1 − 2α2) + ǫ0r
2
0
r1r20
, b− =
α3(1− α1 − 2α3 − 2α2) + ǫ0r20
r1r20
For a = −α3/r0 and α2 = 1 − α1 − α3 the above solution agrees with the
second of expressions in (41).
We will see in what follows that the class of solutions obtained below will agree with
the above results.
5.2 A method for deriving a class of rational solutions for
q(z).
Equations (16) and (17) with ǫ0 6= 0, ǫ1 = 0 are invariant under Ba¨cklund trans-
formations s0, s2 that transform q but leave p unchanged. It is therefore natural to
classify solutions of equations (16) and (17) in terms of p(z).
Our method is based on an assumption of p(z) being a finite Laurent series p(z) =∑n2
k=−n1
pkz
k with finite integers n1, n2.
One can verify from equations (16) and (17) that if we start with p(z) =
∑n2
k=−n1
pkz
k
then the consistency of (16) and (17) requires that p(z) is limited to expression:
p(z) = p−Jz
−J + p0 + p1z . (50)
with only three allowed terms containing z of power 0, 1 and −J . p−Jz−J is a
separate term from p0 and p1z as long as J 6= 0,−1. It is possible to verify that
the expression (50) with J 6= 0,−1 and p−J 6= 0 and p0 = 0 requires that q(z) is
either equal to r1/2 or a Ba¨cklund transform of q(z) = r1/2. We therefore start by
considering the special case of q(z) = r1/2.
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5.3 The case of q =r1
2
.
Inserting q(z) = r1
2
into (16) we obtain:
p(z) =
(α1 − α3)
r1
− z r0
(
r21 − 4z2Cǫ0
)
2r21
. (51)
Plugging this expression together with q(z) = r1
2
into (17) we arrive at the equation
:
0 = 2r1(α
2
1 − α23) + z r0r21 (1− α1 − 2α2 − α3) + z1+2Cr0ǫ0 (−4 − 8C + 4α1 + 4α3) .
(52)
When studying expression (52) we need to consider separately the three cases of the
parameter C taking values C = 0 or C = −1/2 or the remaining case of C 6= 0, C 6=
−1/2.
Solving for α1, α2, α3 for all three cases we obtain (for r0 6= 0, r1 6= 0) :
C = 0 : α3 = −α1, α2 = 1
2
− 2ǫ0
r21
or α1 = α3, α2 = −(−1 + 2α3) (r
2
1 − 4ǫ0)
2r21
(53)
C = −1
2
: α3 = −α1, α2 = 1
2
or α3 = α1 +
2r0ǫ0
r1
, α2 =
1
2
− α1 − r0ǫ0
r1
(54)
C = other : α1 =
1
2
+ C, α2 = −C, α3 = 1
2
+ C. (55)
We notice that all of the above cases with α3 = α1 will have a common solution :
p(z) =
2z1+2Cr0ǫ0
r21
− zr0
2
, (56)
with p(z) derived from eq. (51).
For α1 = −α3 6= 0 we obtain
p(z) =
2α1
r1
− z r0
(
r21 − 4z2Cǫ0
)
2r21
, C = 0,−1/2 . (57)
We notice that for the special case of α1 = 0 the above equation agrees with the
formula (56). Finally for α3 = α1 + 2r0ǫ0/r1 and C = −1/2 we obtain p = −zr0/2.
We note that this class of solutions also includes expressions for rational functions
q(z) obtained from acting on q = r1/2 by Ba¨cklund transformations s0 and s2. For
example for C = −1 we obtain multiplet of solutions by first substituting C = −1
into α1 =
1
2
+C, α2 = −C, α3 = 12 +C and then acting on q = r1/2 by s2, s0, s0s2 =
s2s0, obtaining respectively :
αC=−1 ≡(α1 = α3 = −1
2
, α2 = 1), q0(z) ≡r1
2
s2(αC=−1) =(α1 = α3 =
1
2
, α2 = −1), s2(q0)(z) =r1 (−4zr1 + z
2r0r
2
1 − 4r0ǫ0)
2r0 (z2r21 − 4ǫ0)
s0(αC=−1) =(α1 = α3 =
1
2
, α2 = 1), s0(q0)(z) =
4zr21 + z
2r0r
3
1 + 4r0r1ǫ0
2z2r0r21 + 8r0ǫ0
s0s2(αC=−1) =(α1 = α3 =
3
2
, α2 = −1), s0s2(q0)(z) =r1 (−32zr1ǫ0 + r0 (z
4r41 − 16ǫ20))
2r0 (z4r41 − 16ǫ20)
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The above solutions share the same p(z):
p(z) = r0
(
−z
2
+
2ǫ0
zr21
)
and form a class of one-parameter solutions with a free parameter ǫ0.
5.4 A class of two-parameter solutions
Starting with an the ansatz :
p(z) = p0 + p1z . (58)
(with the term pJz
−J in (50) removed) gives rise to a wider class of rational solutions
for q(z). We will describe here a class of 2-parameter solutions corresponding to the
ansatz (58) that exists for special values of C = ±1/2, 0,−1.
Plugging expression (58) into equations (16) and (17) yields
q(z) =
1
2
(
r1 +
−p1z + p(z)(α1 + α3)− α2r0z
p(z)(p(z) + r0z)
)
. (59)
Note that the Riccati cases of p(z) = 0 and p(z) = −r0z, that were already discussed
separately, lead to divergences in the above expression for q(z) and therefore can
not be obtained by this method.
Below we obtain closed expressions for special values of C = −1, 0,+1/2.
For C = −1/2 as expected the case reduces to the standard Painleve´ V system since
the term ǫ0r0z
1+2C becomes a constant and the epsilon terms can be absorbed by
redefinition of α1, α3 : α1 → α1 + ǫ0r0r1 , α3 → α3 − ǫ0r0r1 . After this redefinition the
solution (54) describes the two configurations with a common q = r1/2 and αi’s
given by α1 = −α3, α2 = 1/2 and α1 = α3, α2 = 1/2 − α1. In [10] the Ba¨cklund
transformations si, i = 0, 1, 2, 3 were used to obtain from this solution the rational
solutions other than the solutions to the Riccati equations.
5.4.1 C = 0
Plugging the ansatz (58) and expression (59) into equations (16) and (17) we find
that for C = 0 there are only two allowed values for p0:
p0 = 0 or p0 =
α1 − α3
r1
, (60)
while the allowed values for p1 are
p1 = 0 or p1 = −r0 or p1 = 1
2
r0
(
4ǫ0
r21
− 1
)
. (61)
Given that the π2 symmetry (37) transforms solutions with p0 = 0, p1 = −r0 and
p0 = 0, p1 = 0 into each other we will only need to describe two of the three
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cases shown in (61) for p0 = 0. Discarding those solutions that are connected
with divergences in (59) (i.e. Riccati solutions with p0 = p1 = 0 or p0 = 0, p1 =
−r0) leaves us with a number of solutions that can be parametrized by one or two
variables.
There are two choices for the value of p0 according to equation (60). Considering
the only remaining case of p0 = 0 and p1 6= 0,−r0 from equation (61) we obtain two
possible solutions :
p0 = 0, p1 =
1
2
r0
(
4ǫ0
r21
− 1
)
, α1 = α3
α2 = −(2α3 − 1) (r
2
1 − 4ǫ0)
2r21
, q(z) =
r1
2
(62)
and
p0 = 0, p1 =
1
2
r0
(
4ǫ0
r21
− 1
)
, α1 = α3
α2 =
(2α3 − 1) (r21 − 4ǫ0)
8ǫ0
, q(z) = r1
(2α3 − 1)r1 + 2zr0ǫ0
4zr0ǫ0
, (63)
with ǫ0 and α3 selected as two free parameters.
For p0 = (α1 − α3)/r1 6= 0 we find a class of solutions with
α2 = ±(r
2
1 − 4ǫ0)
2r21
. (64)
This class of solutions is defined by values of the sum α1+α3 with four possibilities
:
α1 + α3 = 1± 4ǫ0
r21
, α1 + α3 = 1∓ 1 .
The plus/minus signs in the above equation are correlated with the plus/minus signs
in expression (64) for α2.
We first present solutions for the cases α1 + α3 = 1± 4ǫ0/r21 :
p1 =
1
2
r0
(
4ǫ0
r21
− 1
)
, α2 = ±(r
2
1 − 4ǫ0)
2r21
,
α1 = −α3 + 1± 4ǫ0
r21
, p0 = −∓4ǫ0 + r
2
1(2α3 − 1)
r31
q(z) =
r1
2
r0r1z(r
2
1 ± 4ǫ0) + 4r21(±1 ∓ α3) + 16ǫ0
r0r1z(r21 ± 4ǫ0) + 2r21(±1 ∓ 2α3) + 8ǫ0
. (65)
Solutions for the remaining cases of α1 + α3 = 1± 1 are given by
p1 =
1
2
r0
(
4ǫ0
r21
− 1
)
, α2 = ±(r
2
1 − 4ǫ0)
2r21
,
α1 = −α3 + 1∓ 1,
q−(z) =
r1(z
2r20(−16ǫ20 + r41)− 16r21r0zp0ǫ0 − 4r41p20 − 8r31p0)
2(zr0r21 − 4r0zǫ0 − 2r21p0)(zr0r21 + 4r0zǫ0 + 2r21p0)
q+(z) =
r1
2
, (66)
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with the condition p0 = (α1−α3)/r1 being satisfied. Note that limz→∞ q = r1/2 for
all the above results in (62), (63), (65) and (66) in agreement with one of the results
of Subsection 5.1.
For p1 = 0, p0 6= 0 there is a one-parameter class of solutions with |α2| = 1:
α1 − α3 = p0r1, α1 + α3 = 1, α2 = ±1 ,
for which we obtain:
p0 = X, q(z) =
r0r1zX(r
2
1 − 4ǫ0) +X(r21 − 4ǫ0)∓ r0z(r21 − 4ǫ0) + r1
2(zr0X(r21 − 4ǫ0) + 1)
, (67)
where X is a root of equation
X2(r21 − 4ǫ0)− 1 = 0 .
Furthermore there is also a two-parameter solution with p1 = 0 and p0 = (α1 −
α3)/r1 6= 0 for which α2 and α3 are determined in terms of α1, ǫ0 from conditions:
α2 = X
α1 − α3
r1
0 = X
(
α1 − α3 + α23 − α21
)
/r1 + α1 + α3 − α23 − α21 + 2ǫ0 (α1 − α3)2 /r21 ,
where again X is a root of equation X2(r21−4ǫ0)−1 = 0. Corresponding expressions
for solutions q(z) are
q(z) = r1 (r0z(r1 −X) + 2α1)
(−r21 + 2ǫ0 +Xr1)D−1 , (68)
where the denominator D is given by
D = 2r1α1(−r1 +X)−Xr1 + r21 ±
√
2
√
−r21(−r21 + 2ǫ0 +Xr1)
− 2r0r1z(r21 − 2ǫ0 + r1X) .
Limits for z →∞ for q(z) given in (67) and (68) are r1/2+X/2, in agreement with
Kitaev et al type of expressions from Subsection 5.1.
There is also a constant solution with p1 = 0 with p0 and ǫ0 being parameters :
α3 = Y p0, α1 = Y p0 + r1p0, α2 = −p0(−2Y − r1 + (r
2
1 − 4ǫ0)p0)
−1 + 2Y p0 + r1p0 ,
q(z) =
r1(−1 + r1p0) + r21p0 − Y − 2ǫ0p0
−1 + 2Y p0 + r1p0 ,
where Y is a root of equation Y 2 + ǫ0 + r1Y = 0.
19
5.4.2 C = −1
Plugging the ansatz (58) and expression (59) into equations (16) and (17) we obtain
for C = −1 that p0 = 0 and p1 must take one of the following values:
p1 = 0, or p1 = −r0, or p1 = −r0/2 .
The first two solutions correspond to singularities in (59) that are connected with
Riccati cases.
We will now focus on the remaining case of p0 = 0 and p1 = −r0/2 for ǫ0 6= 0 that
implies a relation:
α1 = α3 .
Plugging p(z) = −r0 z/2 and α1 = α3 into the underlying equations we arrive at a
single two-parameter solution :
q(z) =
1
2
zr1(2α3 − 1) + 2ǫ0r0
z(2α3 − 1) , (69)
in terms of two parameters α3, ǫ0 and with
α2 =
− (1− 2α3) 2 + r20ǫ0
2(2α3 − 1) .
5.4.3 C = 1/2
For C = 1/2 (J = −2) we find a generalization of formula (55) to values of α2 other
than α2 = −1/2 required by (55). This generalized solution is based on p(z) given
by:
p(z) = p0 + p1z + p2z
2 = −r
2
1r0(4α
2
2 − 1)
32ǫ0
− r0
2
z +
2r0ǫ0
r21
z2 , (70)
that for α2 = ±1/2 coincides with the formula (56).
The two solutions corresponding to (70) when parametrized by α2 and ǫ0 will have
two possible choices for the parameter α1 and the corresponding solutions q(z):
α1 =
32ǫ0 + r
3
1r0(1− 4α22)
64ǫ0
q(z) =
r1(64z
2r0ǫ
2
0 − 32zǫ0r0r21α2 − 32ǫ0r1 + 4r0r41α22 − r0r41)
2r0(8zǫ0 − 2r21α2 − r21)(8zǫ0 − 2r21α2 + r21)
,
(71)
and
α1 =
32ǫ0(1− 2α2) + r31r0(1− 4α22)
64ǫ0
q(z) =
r1(64z
2r0ǫ
2
0 − 32ǫ0r1(1 + 2α2)− 4r0r41α2(1 + α2)− r0r41)
2r0(8zǫ0 − 2r21α2 − r21)(8zǫ0 + 2r21α2 + r21)
,
(72)
with α3 such that α3 = α1 − p0r1 with p0 from eq.(70).
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5.5 Solutions with two non-zero deformation parameters
ǫ0, ǫ1
In this case the mixed Painleve´ PIII−V equations have only invariance under the
automorphism π from (11). The ansatz p(z) = p0+p1z leads to rational solutions for
q(z) even when both deformation parameters are present. In this case we encounter
three-parameter solutions for two values of C parameter: C = 0 and C = −1.
5.5.1 The case of C = 0
For C = 0 the only solution with q(z) = r1/2 present in this case is conveniently
expressed in terms of p1, α1, α3 as follows:
p0 =
α1 − α3
r1
, α2 =
p1(α1 + α3 − 1)
r0
ǫ0 =
r21(r0 + 2p1)
4r0
, ǫ1 =
α21 − α23
r21
.
5.5.2 The case of C = −1
For C = −1 there are three solutions, each with p0 = 0, and each expressed by
three-parameters here chosen to α1, α2, α3. First there is a solution with α1 6= α3:
q(z) =
(α3 + α1 + 2α2 − 1)(α1 + α3) + r0zr1α1
r0z(α3 + α1)
and
p0 = 0, p1 = −r0/2
ǫ0 =
(α1 + α3 − 1)(α1 + 2α2 + α3 − 1)
r20
, ǫ1 =
(α1 − α3)r20
4(α1 + α3)
.
The two remaining solutions are given in terms ǫ0, α1, α3 and map into each other
under the substitution α1 ↔ α3, ǫ1 → −ǫ1. We give expressions for one of the
solutions:
p0 = 0, p1 =
−ǫ0r20 + α1α3 − α1
2ǫ0r0
α2 =
(−ǫ0r20 + α1α3 − α1)(−ǫ0r20 − 2α3 + 1 + α23)
2ǫ0r20(α3 − 1)
ǫ1 =
(−ǫ0r20 + α1α3 − α1)(ǫ0r20 + α1α3 − α1)
4ǫ20r
2
0
and with
q(z) =
r0ǫ0
z(α3 − 1) .
For the other solution obtained by substitution α1 ↔ α3, ǫ1 → −ǫ1 applied on
p1, α2, ǫ1 it holds that
q(z) =
r0ǫ0
z(α1 − 1) + r1 .
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6 Discussion
Having formulated the mixed Painleve´ III - V model and its symmetries for one
or two non-zero deformation parameters in [4] we were interested in finding its
solutions in anticipation that these solutions will show features that will reflect
non-conventional symmetries and structures of parameters of the underlying model.
Most of this paper is focused on a search for rational solutions in the setting of
PIII−V model with one non-zero deformation parameter that could be chosen to
be ǫ0 without any loss of generality. Given a different symmetry of the underlying
model for the non-zero ǫ0 as compared with the symmetry of PV equation one
would expect that the structure of rational solutions of the model would be vastly
different from those obtained for the zero value of ǫ0. This is confirmed by results
of this paper. Dependence of solutions on two (and even, in some cases, three)
independent parameters is clearly a feature that can be directly related to richer
parameter space of the underlying equation. There are some features of solutions
that were less expected. For example, although the formulation of PIII−V model
with its Weyl symmetry group W [s0, s2, π
2] can be developed for an arbitrary value
of the parameter C, apart from two exceptions we were only able to obtain its
rational solutions as well as solutions to the underlying Riccati equations for two
values of C, namely C = 0 and C = −1. The two exceptions to this rule are
C = −1/2 (but that is not surprising given that in this case the model is equivalent
to PV equation and solutions to PV are well known [8, 9, 10, 14, 16, 17]) and, more
surprisingly, C = 1/2 for which we were able to find rational solutions described by
relations (70), (71) and (72).
In analyzing the structure of solutions for different values of the underlying param-
eters one needs to recognize limitations imposed by structure of the Weyl symmetry
group W [s0, s2, π
2] of PIII−V . Contrary to the situation present in PIII and PV
models the underlying symmetry of PIII−V does not allow for construction of non-
Riccati solutions out of Riccati solutions. The reason is simply that s0 and s2 never
change the underlying constraint α0 = 0. The automorphism π
2 flips only the α0
and α2 parameters without essentially changing the nature of solution. Thus the
Toda-type structure of Ba¨cklund transformations common in PIII and PV models is
absent in PIII−V and does not give rise to determinant solutions build out of Riccati
solutions. Although the Toda like symnmetry structure is evidently missing from
the PIII−V model we remarkably find a class of rational solutions of the underly-
ing Riccati equation with parameters that are “quantized” by integer n ∈ Z (see
equations (44)-(47)).
While Ba¨cklund symmetry of PIII−V model does not offer ability to generate a
chain of solutions of increased complexity which exists in submodels the trade-off
is provided by much richer parameter space. This is reflected in existence of two-
parameter solutions of PIII−V which can be reduced to solutions of submodels by
fixing one of these parameters to special values. We have provided explicit examples
(see below equations (46) and (47)) of how by projecting on special directions in the
parameter space of PIII−V model one recovers solutions PV and PIII from solutions
of PIII−V with parameters that are “quantized” by integer n ∈ Z. This understand-
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ing also provides a heuristic argument for why solutions PIII−V can not be recovered
from solutions to PV or PIII by simple rescaling of parameters of PV or PIII . Ef-
forts to better understand algebraic relations between solutions of different Painleve´
equations are an active area of research and recently progress has been made that
imply that there are no general Ba¨cklund transformations between generic Painleve´
equations from different families PI -PV [20]. It should be interesting to include
PIII−V model in such studies.
Let us also discuss potential limitations of the strategy used to obtain rational
solutions by computer algebraic methods. One such potential limitation was a key
assumption of p(z) being a finite Laurent series.. It will be interesting to explore if
one can lift such condition and what it would imply for possible additional solutions.
Appendix A Alternative Solutions of Riccati Equa-
tions in terms of Laguerre Functions
A linearized version of the Riccati equation (31) has been solved in this paper in
terms Whittaker functions for three values of J = −1, 0, 1. In this Appendix we
provide alernative solution for (31) with the same values of J as linear combination
of of the generalized Laguerre functions L[ν, λ, z] and the confluent hypergeometric
functions U[ν, λ, z] [5, 27]:
wC=0 = e
1
2
zr0
(
r1−
√
r2
1
+4ǫ0
)(
c1U
[
α1 + α3
2
+
r1(α1 − α3)
2
√
r21 + 4ǫ0
, α1 + α3, zr0
√
r21 + 4ǫ0
]
+ c2L
[
−α1 + α3
2
− r1(α1 − α3)
2
√
r21 + 4ǫ0
, α1 + α3 − 1, zr0
√
r21 + 4ǫ0
])
(73)
wC=− 1
2
= c1U
[
α1 +
r0ǫ0
r1
, α1 + α3, zr0r1
]
+ c2L
[
−α1 − r0ǫ0
r1
, α1 + α3 − 1, zr0r1
]
(74)
ωC=−1 = z
1
2
(1−α1−α3+ξ)
(
c1U
[
1
2
(1 + α1 − α3 + ξ) , 1 + ξ, zr0r1
]
+ c2L
[
1
2
(−1− α1 + α3 − ξ) , ξ, zr0r1
] )
, (75)
where ξ =
√
(α1 + α3 − 1)2 + 4r20ǫ0.
The above solutions (74) for C = −1/2 appeared in the context of PV model [8, 9,
16, 17]
Our wish is to be able to express the hypergeometric functions, solutions of the
PIII−V associated Ricatti equation, in a systematic way as ratio of polynomials.
Dealing only with the hypergeometric part of the solution, we are able to do so.
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A.1 C=0
When we solve the above equation (30) for C = 0 and impose the quantized values
(n ∈ Z):
ǫ0 → −(n + α1) (n+ α3) r
2
1
(2n+ α1 + α3) 2
,
we obtain:
q(z) =
r1 (H1 −H2α1 +H2α3)−
√
r2
1
(α1−α3)2
(2n+α1+α3)2
(H1 +H2α1 +H2α3)
2H1
, (76)
where
H1 =U

r1 (α1 − α3) + (α1 + α3)
√
r2
1
(α1−α3)2
(2n+α1+α3)2
2
√
r2
1
(α1−α3)2
(2n+α1+α3)2
, α1 + α3, zr0
√
r21 (α1 − α3) 2
(2n+ α1 + α3) 2


(77)
H2 =U

r1 (α1 − α3) + (2 + α1 + α3)
√
r2
1
(α1−α3)2
(2n+α1+α3)2
2
√
r2
1
(α1−α3)2
(2n+α1+α3)2
, 1 + α1 + α3, zr0
√
r21 (α1 − α3) 2
(2n + α1 + α3) 2

 .
(78)
Although the above expressions are solutions for both positive or the negative values
of the square root, the confluent hypergeometric function U assumes polynomial
values just for negative integers of its first argument. For that reason we choose the
sign of the square root depending on the sign of n. Consistently for negative values
of n we choose the negative sign for the root, getting from (76):
q(z) =
r1 (−α21 − α1n+ α3 (α3 + n))U
(
n + α1 + α3 + 1, α1 + α3 + 1,
zr0r1(α1−α3)
2n+α1+α3
)
(α1 + α3 + 2n)U
(
n+ α1 + α3, α1 + α3,
zr0r1(α1−α3)
2n+α1+α3
)
+
r1 (α3 + n)
α1 + α3 + 2n
,
which are polynomials (although more compactly written as U functions) due to
identities
U [a, b, z] =z1−bU [a− b+ 1, 2− b, z] (79)
U [−n, b, z] =(−1)nn!Lb−1n (z) . (80)
The first identity shows that U appearing in the above expression for q(z) can be
rewritten to have the first argument of U equal to n + 1. The second identity tells
us that it becomes a Laguerre polynomial, once n is a negative integer.
For non-negative values of n we must choose the positive sign for the root, getting:
q(z) =
(α3 − α1)nr1U
(
1− n, α1 + α3 + 1,−zr0r1(α1−α3)2n+α1+α3
)
(α1 + α3 + 2n)U
(
−n, α1 + α3,−zr0r1(α1−α3)2n+α1+α3
) + r1 (α1 + n)
α1 + α3 + 2n
. (81)
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A.2 C=-1
In this case we insert :
ǫ0 → (n+ α1) (1 + n− α3)
r20
in (76) leading to solution:
q(z) =
− (H3 + zH4r0r1)α1 + (H3 − zH4r0r1)
(
1 +
√
(1 + 2n+ α1 − α3) 2 − α3
)
2zH3r0
,
(82)
where
H3 =U
(
1
2
(
α1 − α3 +
√
(α1 − α3 + 2n+ 1) 2 + 1
)
,
√
(α1 − α3 + 2n+ 1) 2 + 1, r0r1z
)
(83)
H4 =U
(
1
2
(
α1 − α3 +
√
(α1 − α3 + 2n+ 1) 2 + 3
)
,
√
(α1 − α3 + 2n+ 1) 2 + 2, r0r1z
)
.
(84)
As before, the choice of signs is determined by the value of n. For negative values
of n we choose the positive root resulting in:
q(z) =
−a3 + n + 1
r0z
−r1 (a1 − a3 + n+ 1)U (n+ a1 − a3 + 2, 2n+ a1 − a3 + 3, zr0r1)
U (n+ a1 − a3 + 1, 2n+ a1 − a3 + 2, zr0r1) .
(85)
For non-negative values of n we choose a negative root resulting in:
q(z) =
nr1U (1− n,−2n− a1 + a3 + 1, zr0r1)
U (−n,−2n− a1 + a3, zr0r1) −
a1 + n
r0z
. (86)
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