A range of database services are being offered on clusters of workstations today to meet the demanding needs of applications with voluminous datasets, high computational and I/O requirements and a large number of users. The underlying database engine runs on cost-effective off-the-shelf hardware and software components that may not really be tailored/tuned for these applications. At the same time, many of these databases have legacy codes that may not be easy to modulate based on the evolving capabilities and limitations of clusters. An indepth understanding of the interaction between these database engines and the underlying operating system (OS) can identify a set of characteristics that would be extremely valuable for future research on systems support for these environments. To our knowledge, there is no prior work that has embarked on such a characterization for a clustered database server.
Abstract
A range of database services are being offered on clusters of workstations today to meet the demanding needs of applications with voluminous datasets, high computational and I/O requirements and a large number of users. The underlying database engine runs on cost-effective off-the-shelf hardware and software components that may not really be tailored/tuned for these applications. At the same time, many of these databases have legacy codes that may not be easy to modulate based on the evolving capabilities and limitations of clusters. An indepth understanding of the interaction between these database engines and the underlying operating system (OS) can identify a set of characteristics that would be extremely valuable for future research on systems support for these environments. To our knowledge, there is no prior work that has embarked on such a characterization for a clustered database server.
Using IBM DB2 Universal Database (UDB) Extended Enterprise Edition (EEE) V7.2 Trial version and TPC-H like 1 decision support queries, this paper studies numerous issues by evaluating performance on an off-the-shelf Pentium/Linux cluster connected by Myrinet. These include detailed performance profiles of all kernel activities, as well as qualitative and quantitative insights on the interaction between the database engine and the operating system.
Introductions
Clusters of workstations built with commodity processing engines, networks and operating systems are becoming the platform of choice for numerous high performance computing environments. Commodity hardware and software com-ponents make the price, upgradeability and accessibility of clusters very attractive, facilitating their widespread deployment in several application domains. It is no longer just the traditional scientific or engineering community (for computational physics, chemistry, computer-aided design, etc.) that are using such systems. An increasing number of commercial applications (web servers, database engines, search engines, e-commerce, image servers, media bases, etc.) are being hosted on clusters, that are usually back-ends for a web-based interface. Vendors have come out with medium to high end database engines that can exploit a cluster's capabilities [4, 10, 5, 7, 8] .
Most commodity off-the-shelf software (including the operating system) are not specifically tuned for cluster environments, and it is not clear if gluing together individual operating systems, that do not know the presence of each other, is the best approach to handle such loads [2] . Further, off-theshelf operating systems are meant to be for general purpose usage, with most of them really tuned for desktop applications or uniprocessor/SMP class server applications. Their suitability for cluster applications is not well understood.
At the same time, these applications are in turn not extensively tuned for these operating systems. An important reason is the fact that the database engines have legacy codes that have evolved over several revisions/optimizations over the years, and it is difficult to fundamentally change their design overnight in light of these new systems (regardless of how modular they may be), which are still evolving.
Our goal in this paper is not to develop applicationspecific operating systems, nor is it to find out what OS mechanisms/capabilities are needed for extensibility/customization as other researchers have done [10] . Rather, coming from the applications viewpoint, we would like to make a list of recommendations based on the execution characteristics that can benefit future developments. We have also taken the liberty of suggesting possible mechanisms and their implementation (specifically in Linux) for optimizing the execution based on these gleaned characteristics.
A detailed characterization of the execution of applications on a cluster from the OS perspective can contribute to the knowledge-base of information that can be used for guiding future developments in systems software and applica-tions for these environments. It would also be invaluable for fine tuning the execution for better performance and scalability, since each of these applications/environments has high commercial impact. With this motivation, this paper embarks on characterizing the complete execution of the IBM DB2 Universal Database (UDB) Extended Enterprise Edition Version 7.2 (which can be downloaded from [1] for 90 day free trial) 2 on a Linux cluster from the OS perspective. A comprehensive study of several database workloads is overly ambitious and is on our future research agenda. In this paper we focus specifically on TPC-H queries [9] , a decision-support database workload.
It is well understood that I/O is the biggest challenge faced by database engines on uniprocessors/SMPs and there is a large body of prior work proposing hardware and software enhancements to address this problem. It is not clear if I/O becomes any less important when we move the engine to a cluster environment, since there is another factor to consider, which is the network communication. System scalability with cluster size is dependent on how parallel is the computation division across the cluster nodes, how balanced are the I/O activities on different nodes, and how does the communication traffic change with data set and cluster sizes. All this requires a careful profiling and analysis of the execution of the queries on the database engine. To our knowledge, there has been no prior investigation of completely characterizing the execution of TPC-H on a clustered database engine, and studying these characteristics for optimization at the application-OS boundary.
The next section reviews literature related to this work, and Section 3 gives details on the experimental setup. Section 4 gives the overall system execution profile. Based on the system profile, the I/O and network characteristics and optimizations are discussed in sections 5 and 6. Finally, Section 7 summarizes the results and contributions of this study.
Related Work
Operating systems support for databases has long been considered an important issue for performance [18, 13, 11] . In fact, using the research prototype INGRES system, Stonebraker [18] argues that the buffer manager, file system, scheduling and ipc of Unix are not necessarily those that are suitable for a database engine. Several other studies over the years [20, 21] have addressed specific database engine and OS interaction issues for buffer and virtual memory management, file system support, and network support. Most of these studies have been on systems where the database engine runs on a single node. While there has been some investigation [10] for cases when the database engine runs on multiple nodes, these have been limited to specific issues and did not examine the complete picture. There have been recommendations from developers in the database industry 2 Our goal in this paper is NOT to benchmark the database engine on a cluster, or commend/criticize its implementation. We understand that there are several issues in configuring and tuning the database engine for boosting performance, which we may have not attempted. In order to prevent any misconceptions about its absolute performance, which may or may not match the numbers available from the Transaction Processing Performance Council, we do not give absolute execution times or mention the clock speed of the processors used in this study. [3] suggesting features to incorporate in Linux for database support.
Databases on clusters have drawn little attention from the systems angle (note that there is a large body of work on parallel databases which are not closely related to this work), except for certain specific issues. It has been pointed out that one could harness the physical memory pool across the cluster to create a larger buffer space for reducing I/O [10] .
On the characterization front, there has been prior work [14, 15] in I/O characterization for the TPC-C, TPC-D and some production workloads using simulation on traces obtained from a Windows NT SMP multiprocessor. There is also a recent study [16] examining the I/O characteristics of TPC-H on an Intel Xeon server. Message exchange characterizations between processing nodes has not been investigated previously. This is the first study to look at the complete execution picture of a commercial database engine on a cluster environment with TPC-H.
Experimental Setup
The clustered version of DB2 that we use is based on a shared-nothing architecture, wherein each cluster node has its own processor, memory and disk, and the nodes are connected by a communication medium that supports sockets.
Our experiments use an 8 dual node Linux/Pentium cluster, that has 256 MB RAM and 18 GB disk on each node. The nodes (both the server nodes and the client node) are connected by both switched Myrinet and Ethernet. We use Linux 2.4.8, which was the latest release at the time of conducting the experiments. This kernel has been instrumented in detail to glean different statistics, and also modified to provide insight on the database engine execution since we are treating it as a black box. We have also considered the overheads of instrumentation by comparing the results with those provided by the proc file system to ensure validity.
TPC-H [9] is a standard benchmark for decision-support workloads provided by Transaction Processing Performance Council (TPC).It contains a sequence of 22 queries (Q1 to Q22), which examine large volumes of data, execute queries with a high degree of complexity, and give answers to critical business questions. We downloaded the utility from TPC site, and generated the dataset of 30 GBytes and the queries. We fired the queries one after another to the database engine 3 . There are several measures that are used to determine their performance as specified in [9] . In this paper, our consideration is the response time for each query, i.e. the time interval between submitting the query and getting back the results.
Operating System Profile
We first present a set of results that depict the overall system behavior at a glance. The following results have been obtained by both sampling the statistics exposed by the Linux proc file system (stat, net/dev, process/stat) as well as by instrumenting the kernel. In fact, these two approaches complement each other, with each helping to vali-date the results obtained from the other approach. The kernel instrumentation was done by inserting code in the Linux system call jump mechanism, as well as in the scheduler and points where there is pre-emption (such as blocking) or resumption. For instance, in a read system call, there is time spent executing the system call operations on the CPU following which the process is blocked. At this instant, time accounting for this process has to be stopped and needs to be resumed when the CPU schedules this again. The instrumentation should again account for time just before the process leaves the system call. A high resolution timer available on the Pentium was used for measuring time, and we observed that the overheads and intrusiveness of the instrumentation was negligible (overall results matched those in the proc file system). The proc file system information is used to present the percentage utilization of the system in different modes, the rates/frequency of I/O, page fault and network activities. The profile of different system calls is presented from the kernel instrumentation.
The first set of results is shown in Table 1 , which gives system statistics for each query in terms of: the percentage of time that the query spent executing on the CPUs in user mode (relative to its overall execution time), the percentage of time that the query spent executing on the CPUs in system mode (relative to its overall execution time), the average number of page faults incurred in its execution per jiffy (10 milliseconds in Linux), average number of file blocks read per jiffy, average number of file blocks written per jiffy, average number of packets sent over the network per jiffy, the average number of packets received from the network per jiffy, and the percentage utilization of the CPU(s) by the database engine during I/O operations (captures the overlap of work with I/O operations). The file block size is 4096 bytes, and the Maximum Transfer Unit (MTU) for network packets is 3752 bytes. In addition to these, the table also shows the top four system calls (in terms of time) exercised by each query during its execution, and the percentage of system time that is spent in each of these calls. We have not included system calls that take less than 1% of system time. These statistics help us understand what components of the OS are really being exercised, and the relative importance of these components.
Observations
From these results, we make the following observations:
As is to be expected with database applications, a large portion of execution time is spent in I/O. Disk operations are so dominating in some queries (Q1, Q8, Q12, Q17) that the CPU utilization does not cross 50% in these queries. I/O costs not only result in poor CPU utilization overall but also in significantly increasing the system call overhead itself. In some cases (such as Q12), the system CPU time (overheads) even exceeds the amount of time spent executing the useful work in the query at the user-level. The bulk of the execution time in the system mode is taken up by file system operations (pread/pwrite). Note that this system call overhead (system CPU time) does not include the disk latencies. Rather, this high overhead is due to memory copying, buffer space management and other book-keeping activities.
Though the numbers are not explicitly given here, we would like to point out that the high read overheads are not only because of the higher number of file system read calls, but are also due to the higher cost per invocation of this call. We noticed that a pread call can run to nearly a millisecond in some queries. Of all the system calls considered, we found the per pread invocation taking the maximum amount of time.
When we examine the CPU utilization during I/O (last column of Table 1 ), we find that there is some overlap of work with disk activity in many queries. However, there is still much room for improvement -only 5 queries out of 22 have more than 50% CPU utilization during I/O.
After the file system calls, we found socket calls (select, socketcall) to be the next dominant system overhead. Sockets are used to transmit queries and results between the client machine and the server nodes. In addition, sockets are also used to exchange information between the server nodes during the processing of a query.
Despite the dominance of I/O in many queries, queries like Q11 have a high CPU fraction (particularly in the user mode). Even though there are I/O operations in these queries, their costs are overshadowed by useful work (CPU utilization is around 66% even during periods of disk activity, and the bulk of it is in the user mode).
In summary, from the OS designer's viewpoint, file system I/O and message transfers using sockets are the two crucial services for optimization for this database engine (with the former issue being much more critical).
I/O Subsystem: Characterization and Possible Optimizations
We find that I/O is still the dominant component in many queries of TPC-H for clustered database servers. We now set out to look at the I/O subsystem more closely, trying to characterize its execution and look for possible optimizations.
In the interest of space we specifically present results and suggestions for the read component of I/O (pread), which is usually much more dominant at least in decision support workloads, such as TPC-H. Table 1 : System Profile (statistics are collected from node 1) Table 2 sorts the queries in decreasing order based on the fraction of total query execution time spent in the pread system call obtained from earlier profile results. We can see that pread is a significant portion of the execution time in many queries. It takes over 10% of the execution time in 11 of the queries. It should be noted that this is the time spent in the system call (i.e. in buffer management, book-keeping, copying across protections domains, etc.), and does not include the disk costs itself. This implies that it is not only important to lower or hide disk access costs, but to optimize the pread system call itself. In the interest of space, we focus on queries Q6 and Q14 which incur the maximum pread overhead in the rest of this section (the trends/arguments are similar for the others).
Characteristics
Before presenting the characterization results for these queries, we would like to briefly explain how we believe the reads are invoked in the query execution. The database engine has several agent processes that actually perform the work in the queries, and prefetcher processes that make pread calls to bring in data from disk ahead of when the agent may need it. In addition to the prefetcher reads that are usually invoked 32 blocks (i.e. 32 * 4K = 128K bytes) at a time, the agent also occasionally invokes pread calls, and we find these requests are usually for individual blocks (4096 bytes). Figures 1 (a) , (b) pictorially show these observations for the two queries when one looks at the Cumulative Density Function (CDF) of read request sizes that are issued by the prefetcher and the agents individually. The other graphs (c), (d) in the same figure show the CDF of the temporal separation of the pread requests. We observe that the agent reads are more bursty, coming in closer proximity, than the reads issued by the prefetcher.
We found that the preads issued by the agent are usually for a block that has been recently read by the prefetcher just before that invocation. It may come as a surprise as to why this block could not have been serviced by the prefetcher directly (if it was only recently read), instead of going to the kernel. One possible explanation is that the agent is doing a write on this block, and it may not want to write into a page that is residing in the prefetcher. Instead of making ipc calls to remove the page from the prefetcher, it would be better to create a copy within the agent by using a pread call directly. For further credibility on this hypothesis, before returning from pread calls, we modified the kernel to set the corresponding data pages to be read-only mode, and we found the agent to incur (write) segmentation faults (indicated as copyon-write in Table 4 ) on nearly all those pages (compare the copy-to-user and copy-on-write columns for the agent in Ta- We also include in Table 3 the fraction of pread block requests that hit in the Linux file cache for the prefetcher and the agents. As was pointed out, the agent requests come very soon after the prefetcher request for the same block, and thus nearly always hit in the Linux file cache. With the prefetcher requests on the other hand, we find the file cache hits range between 40-60%. We mentioned earlier that the prefetcher requests are usually for 32 blocks at a time. The Linux file cache manager itself does some read ahead optimizations based on application behavior and brings in 64 blocks (twice this size). With a lot of regularity (sequentiality) in I/O request behavior for this workload, this read ahead tends to cut down the number of disk accesses by around 50%, which actually indicates that Linux file caching is quite useful in supporting the database application.
Recommendations and Possible Optimizations
A significant portion of pread cost is expended in copying data (that is in a block in the file cache, either already or brought in upon disk I/O completion), from the kernel file cache to a user page, which needs to cross a protectiondomain boundary (using the copy-to-user() mechanism). In the current 2.4.8 Linux implementation, a copy is actually made at this time (a patch addressing this is available [6] ).
This problem of reducing copying overheads for I/O has been looked at by several previous studies [19, 12, 17] . There are different techniques one could use, and a common one (which is used by Linux itself in several other situations to reduce copying) is to simply set the user page table pointer to the buffer in the file cache. This could affect the semantics of the pread operation in some cases, particularly when more than one user process reads the same block. In the normal semantic, once the copy is done, a process can make updates to it without another seeing it, while the updates would be visible without copies. This is usually addressed (as is by Linux in several other situations) by the copy-on-write mechanism, i.e. map the frame into user space, but make it read-only. If the user process does write into it, a segmentation fault is incurred and at this time we actually copy the data from the file cache buffer into another frame and update the process page table accordingly. Some studies [12, 19, 17] suggest that even this may not be very efficient since updating virtual address mappings can become as expensive as copying. Instead, sharing of buffers between user and kernel domains is advocated. However, this may require extensions to the kernel interface, and application exploitation of this extension, which as we pointed out early on can become cumbersome for legacy applications.
To examine the potential benefits of such an implementation, we track the total number of copy-to-user() calls that are made (actually one for each page) and the number of these calls that cannot be avoided (you cannot avoid it when there is a write segment violation and we need to do a copyto-user at that time), during the execution of these queries after setting these pages to read-only mode. These numbers are shown in Table 4 . As we can observe, the number of copy-on-writes that are actually needed is much lower than the number of copy-to-user invocations, as was suspected initially. In general, we get no less than 65% savings in the number of copies, with actual savings greater than 80% for most queries (see the last column of this table). Most of these savings are due to the prefetcher reads. Our measurements of copy-to-user routine for a single block using the high resolution timer takes around 30 microseconds for one page. For 32 block reads that the prefetcher issues, avoiding this cost can be a significant savings. By avoiding these copies, we can use file system to achieve the performance of using raw device, without all the disadvantages of using raw device. This is particularly true when the blocks hit in the file cache (and there is no disk I/O) since this cost is a significant portion of the overall time required to return back to the application. Table 3 shows that this happens nearly 50% of the time. Even with disk activity, Table 1 shows CPU utilization higher than 50% in most queries, suggesting that removing this burden of copying by the CPU would help query execution. Table 4 : % of copy-to-user calls that can be avoided. Of the given copy-to-user calls, only the number shown under the copy-on-write are actually needed. The statistics are given for the prefetcher and agents separately, as well as the overall savings.
6 Network Subsystem: Characterization and Possible Optimizations
Characteristics
We next move on to the other exercised system service, namely TCP socket communication. As in the earlier section, we first attempt to characterize this service based on certain metrics that we feel are important for optimization. We examine the message exchanges based on the following characteristics: the message sizes, the inter-injection time , and the destination for a message. We present these characteristics using density functions.
In the interest of space, we show these characteristics pictorially in Figure 2 for two queries (Q7 and Q11), which have the highest message injection rates shown in Table 1 . These results have been obtained by instrumenting the kernel and logging all the socket events, their timestamps and arguments at the system call interface. As will be pointed out later on, for some characteristics we also needed to log messages themselves or at least their checksums.
From the density function graphs, we observe the following:
The message length CDF graph shows that just a handful of message sizes are used by DB2. In fact, we observed messages were usually either 56 bytes or 4000 bytes. We hypothesize that the shorter size (56 bytes) is used for control messages, and the larger size (4000 bytes) is used for actual data packets.
There are many messages that are sent out in close proximity (temporally). In fact, Figures 2 (c),(d) show that nearly 60% of the messages are separated by less than 1 millisecond from each other temporally. In fact, the temporal separations are much lower for queries Q2, Q7, Q10, Q13, Q14, Q15, Q16, Q18 and Q19. In Q7, which is shown in Figure 2(c) , while there are a few messages that are farther apart, nearly 90% of the messages are within 1 millisecond. We found similar observations for most of the other queries as well. Communication usually occurs after processing some data from disk, which takes some time during which there are periods of network inactivity.
The destination PDF graph is considerably influenced by the nature of database operations. In DB2, joins usually involve all-to-all communication of their corresponding portions of the table, and thus queries that are join intensive (such as Q11 that is shown here) have the PDF evenly distributed across the nodes. There are a few queries, such as Q7, that are not really join intensive, but perform more specific operations that are based on values of certain primary keys. With such executions, there is a slight bias in communication towards nodes that have those values.
Recommendations and Possible Optimizations
The above message characteristics say that messages are clustered together, often coming in close temporal proximity. Further, database operations such as joins use all-to-all communication of messages which have a high probability of being the same size. These observations suggest an hypothesis that many of these messages may actually be point-to-point implementations of a multicast/broadcast that the database engine would like to perform. It should be noted that a multicast can send the same information to several nodes at a much lower cost than sending individual point-to-point messages. This saves several overheads at a node (copies, packetization, protocol header compositions, buffer management, etc.) and can also reduce network traffic/congestion if the hardware supported it. Possible implementations of multicast are discussed later in this discussion.
To find out how many of the message exchanges can be modeled as multicasts, we investigated several approaches. During the execution, in addition to the above events, we also logged the messages themselves. These logs were then Another approach that we tried (which is actually a possible one to use within the OS during the course of execution itself to detect multicasts) is to compare checksums of successive messages. We found that both the approaches -actually comparing the messages or comparing the checksums -gave us similar results, and Table 5 gives the percentage of reduction in the number of messages that would be sent if the underlying infrastructure supported multicasts. This information is given for both the short and long messages to verify if multicasts are beneficial to any one class of messages or for both. We find that there is a substantial multicast potential in these queries. There is a reduction in the total number of messages ranging from 8% to as high as 76%. This potential can be realized only if the underlying network supports multicasts (incidentally, we found a large number of these multicasts are in fact broadcasts, which Ethernet can support). Even assuming that the underlying infrastructure (either at the network interface level, or in the physical network implementation) supports multicast, the message exchanges should be injected into this infrastructure as multicast messages. This can be done at two levels. First, the application (i.e. the database engine) can itself inject multicast messages into the system. The other approach, which we investigate, is to automatically detect multicast messages within the operating system (or middleware before going to sockets) and perform the optimizations accordingly. We next describe an online mechanism for such automatic detection.
The online algorithm in the OS or middleware can make the system wait for a certain time window while collecting messages detected as multicasts, without actually sending these out. At the end of this window, we send a single multicast message for all the corresponding destinations of the saved messages. The advantage with this approach is that we do not send a message to a destination that the application does not send to. The drawback is that the time between successive messages and time window may be too long a wait that it may be better off just sending them as point-to-point messages. Further, if the window is not long enough, we may not detect some multicasts, and end up sending pointto-point messages. Consequently, it is important to understand the impact of window size on multicast potential with this online algorithm. If we use such an algorithm within the OS/middleware, then the percentage reduction in the number of messages that need to be sent out with this approach is given in Figure 3 as a function of the time window that it waits for Q7, Q11, and Q16. As is to be expected, expanding the window captures a large fraction of multicasts until the benefits taper off. However, one cannot keep expanding a window arbitrarily since this can slow down the application's forward progress in case this message is needed immediately at the destination. We noticed that the TCP socket implementation on the underlying platform had one-way end-toend latencies of around 100 microseconds. So it is not unreasonable to wait for comparable time windows since the message would anyway take a large fraction of that time to leave that node. If we consider, window wait times of say 500 microseconds, then we can see reduction of around 40% of the messages for Q7. On the other hand, Q11 does not benefit much from such an online algorithm (nor from the offline algorithm). We found that queries Q6, Q7, Q9, Q15, Q16, Q17 (the graphs are not explicitly given here) had at least 15% message reduction with a wait time of 500 microseconds.
Summary of Results and Concluding Remarks
Clustered database services that are being offered to host applications are becoming increasingly popular in medium and large scale enterprises, to meet the needs of demanding queries, voluminous datasets and the large number of concurrent users. The understanding of the interactions between these applications and the underlying OS is critical to provide better system and architectural support for such system software. This is the first study to embark on such a characterization and to present a range of performance statistics for the execution of TPC-H queries, an important decision support workload for enterprises, on a medium sized Linux cluster of SMP nodes (a popular configuration in today's commercial market) connected by Myrinet and Ethernet.
Moving from a uniprocessor/SMP to a cluster does not make I/O any less important for a database engine. We find that disk activity can push CPU utilization as low as 30% in some queries. The overhead of I/O is not just because of the disk latencies, and a significant portion is in the pread system call itself (copying costs mainly). We find that it is extremely important to optimize the pread system call itself, by reducing the amount of copying. There are several known techniques for reducing copying costs , and in this study we examined the virtual address remapping scheme to show how many copies can actually be avoided. By employing such a scheme, we can utilize the benefits given by file system (such as ease to manage, structured dataset, etc), while avoiding the disadvantages of it (file caching).
The other system service that is also exercised is the socket communication to exchange control and data messages amongst the nodes. We find messages are often bunched together, and there are two main message sizes (56 or 4000 bytes). Further, many of these messages are identical, suggesting potential for multicasts/broadcasts, which the database engine implements as point-to-point messages. We find that a significant number of messages (particularly the shorter ones) can be reduced by multicasts.
It should be noted that our goal in this paper is not to recommend specific implementations or designs for improving performance. Rather, we are trying to identify characteristics of application-OS interactions and to suggest issues that can help improve performance for this workload.
