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The set of all absolute normalized norms on R2 (denoted by AN2) and the set of all convex
functions ψ on [0,1] satisfying max{1− t, t} ψ(t) 1 for t ∈ [0,1] (denoted by Ψ2) are
identiﬁed by a one to one correspondence ψ(t) = ‖(1 − t, t)‖ψ for t ∈ [0,1]. The set AN2
has a convex structure which is isomorphic to that of Ψ2. In this paper, we determine the
set of all extreme points of AN2 by considering the set Ψ2. Moreover, we will give the von
Neumann–Jordan constant of (R2,‖ · ‖) when ‖ · ‖ is an extreme point of AN2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
A norm ‖ · ‖ on R2 is said to be absolute if ‖(x, y)‖ = ‖(|x|, |y|)‖ for all (x, y) ∈ R2, and normalized if ‖(1,0)‖ =
‖(0,1)‖ = 1. The set of all absolute normalized norms on R2 is denoted by AN2. Let Ψ2 be the set of all convex functions
ψ on [0,1] satisfying max{1− t, t} ψ(t) 1 for t ∈ [0,1]. Ψ2 and AN2 can be identiﬁed by a one to one correspondence
ψ → ‖ · ‖ψ with the relation ψ(t) = ‖(1− t, t)‖ψ for t ∈ [0,1]. For 1 p ∞, we denote
ψp(t) =
{
{(1− t)p + t p} 1p (1 p < ∞),
max{1− t, t} (p = ∞).
ψp ∈ Ψ2, and they correspond to the lp-norms ‖ · ‖p on R2 deﬁned by
∥∥(x, y)∥∥p =
{
(|x|p + |y|p) 1p (1 p < ∞),
max{|x|, |y|} (p = ∞).
The set AN2 has a convex structure, that is,
‖ · ‖,‖ · ‖′ ∈ AN2 ⇒ (1− λ)‖ · ‖ + λ‖ · ‖′ ∈ AN2
for λ ∈ [0,1]. The correspondence ψ → ‖ · ‖ψ preserves the operation to take a convex combination, that is,
(1− λ)‖ · ‖ψ + λ‖ · ‖ψ ′ = ‖ · ‖(1−λ)ψ+λψ ′
for ψ,ψ ′ ∈ Ψ2 and λ ∈ [0,1]. Hence, Ψ2 and AN2 are isomorphic with respect to this convex structure.
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In the case of ψp (1 p ∞), it is easy to see that ‖ · ‖p is an extreme point of AN2 if and only if p = 1 or p = ∞.
In Section 2, we determine the family of all extreme points of AN2 by considering the set Ψ2. In the proof the argument
is mostly on some convex functions on [0,1], and we apply some basic facts in convex analysis. In Section 3, we consider
the von Neumann–Jordan constant CN J ((R2,‖ · ‖)) from the viewpoint of the convex structure of Ψ2 or AN2. It is proved
that CN J ((R2,‖ · ‖)) is convex as a function on Ψ2. Moreover, we will give the von Neumann–Jordan constant explicitly for
some norms ‖ · ‖ which are extreme points of AN2.
2. The set of extreme points of AN2
Let 0 α  12  β  1. For the case (α,β) 
= ( 12 , 12 ), we deﬁne
ψα,β(t) =
⎧⎨
⎩
1− t (t ∈ [0,α]),
α+β−1
β−α t + β−2αββ−α (t ∈ [α,β]),
t (t ∈ [β,1]).
For the case that (α,β) = ( 12 , 12 ), we put ψ1/2,1/2 = ψ∞ particularly.
Then ψα,β ∈ Ψ2 for every α,β , and we note that ψ0,1 = ψ1 and ψα,β = ψ∞ if α = 12 or β = 12 . The norm corresponding
to ψα,β is given by
‖(x1, x2)‖ψα,β =
⎧⎪⎪⎨
⎪⎪⎩
|x1| (|x2| α1−α |x1|),
f (x1, x2) (
α
1−α |x1| < |x2|, 1−ββ |x2| < |x1|),
|x2| (|x1| 1−ββ |x2|)
where f (x1, x2) = (1−2α)ββ−α |x1| + (2β−1)(1−α)β−α |x2|, for (x1, x2) ∈R2.
We denote the set of these functions by E , that is,
E =
{
ψα,β
∣∣∣ 0 α  1
2
 β  1
}
.
Clearly E ⊂ Ψ2, and now we state the main result.
Theorem 2.1. The following conditions are equivalent.
(1) ‖ · ‖ψ is an extreme point of AN2 .
(2) ψ is an extreme point of Ψ2 .
(3) ψ ∈ E.
The equivalence of (1) and (2) is obvious because the correspondence ψ → ‖ · ‖ψ is isomorphic with respect to the
convex structure. In order to prove the equivalence of (2) and (3), we will need some basic notions about the convex
functions on R. For a subset C of R, the convex hull of C is deﬁned to be the smallest convex set including C , and is
denoted by coC . Similarly, the convex hull of a continuous bounded function h on a convex set in R is deﬁned to be the
largest convex function coh with coh  h. It is well known that coh is given by the pointwise supremum of all linear
functions majorized by h.
To prove Theorem 2.1, we need two lemmas. Let 0 α < 12 < β  1, and f , g ∈ Ψ2. Let (·) be a linear function of the
form (t) = ct + d with c,d ∈R. We suppose that
(a) f (α) = g(α) = (α),
(b) f (β) = g(β) = (β),
(c) f (t) < g(t) < (t) for t ∈ (α,β).
For every k ∈ [−1,1], we deﬁne
Ck =
{
t ∈ [α,β] ∣∣ h(t) − kt =mk}
where h(t) = 2g(t) − f (t), and mk = min{h(s) − ks | s ∈ [α,β]}. Since h is continuous on [α,β], Ck is a non-empty compact
set in [α,β]. Hence if Ck consists of more than one point, coCk is a closed interval contained in [α,β]. Moreover, we have
α ∈ C−1, β ∈ C1 and⋃
coCk = [α,β]. (2.1)
k∈[−1,1]
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(coh)(t0) = inf
{
(1− λ)h(s1) + λh(s2)
∣∣ t0 = (1− λ)s1 + λs2},
where the inﬁmum is taken over all expressions of t0 as a convex combination of two points in [α,β] [6, Corol-
lary 17.1.5]. Since h is continuous and [α,β] is compact, this expression attains its inﬁmum. Hence we can write (coh)(t0) =
(1− λ0)h(t1)+ λ0h(t2) for some t1, t2 ∈ [α,β] and λ0 ∈ [0,1] such that t0 = (1− λ0)t1 + λ0t2. In the case when t0 = t1 = t2,
we have (coh)(t0) = h(t0). Thus t0 ∈ Ck ⊂ coCk holds for any k in the subdifferential
∂(coh)(t0) =
{
k ∈R ∣∣ (coh)(t0) − kt0  (coh)(t) − kt (t ∈ [α,β])}⊂ {k ∈R ∣∣ h(t0) − kt0  h(t) − kt (t ∈ [α,β])}
which is non-empty and contained in [−1,1]. Hence we assume that t1 < t0 < t2. For any t ∈ (t0, β] and λ ∈ (0,1) such that
t0 = (1− λ)t1 + λt , we have
(1− λ0)h(t1) + λ0h(t2) (1− λ)h(t1) + λh(t).
This yields that (1 − λ0)H(t1) + λ0H(t2)  (1 − λ)H(t1) + λH(t), where H(t) = h(t) − kt − h(t1) + kt1 (t ∈ [α,β]) and k =
h(t2)−h(t1)
t2−t1 . Since H(t1) = H(t2) = 0, we have H(t)  0. In the case that t ∈ [α, t0) we can prove H(t)  0 similarly. By the
continuity of H at t0, we obtain h(t1) − kt1 = h(t2) − kt2  h(t) − kt for t ∈ [α,β]. This implies that t1, t2 ∈ Ck , and so
t0 ∈ coCk .
For each k ∈ [−1,1], we deﬁne two functions hk and fk as follows. For k ∈ [−1,1] such that Ck consists of one point of
[α,β], we put hk = h and fk = 2g −hk respectively. Since fk = f for such k, fk is convex on [α,β]. For k ∈ [−1,1] such that
Ck consists of more than one point in [α,β], there exist t1, t2 ∈ [α,β] such that coCk = [t1, t2]. In this case we deﬁne hk by
hk(t) =
{
h(t) (t ∈ [α, t1] ∪ [t2, β]),
kt +mk (t ∈ [α,β]), (2.2)
fk(t) = 2g(t) − hk(t)
(
t ∈ [α,β]). (2.3)
It is easy to see that if coCk = [t1, t2], then hk(t1) = h(t1) and hk(t2) = h(t2).
Lemma 2.1. Keep the notations and the assumptions as above. Then for each k ∈ [−1,1], fk is a convex function on [α,β].
Proof. We will show that
fk(u) (1− λ) fk(s) + λ fk(t) (2.4)
for s, t,u ∈ [α,β] and λ ∈ [0,1] such that α  s < u < t  β , and u = (1− λ)s + λt.
Case 1. (s, t,u ∈ [α, t1] ∪ [t2, β])
Since fk = f at s, t , and u, there is nothing to prove in this case.
Case 2. (s, t,u ∈ [t1, t2])
Since fk = 2g − hk at s, t,u and hk is a linear function, (2.4) obviously holds.
Case 3. (s < u  t1 < t < t2)
Since t1 < t < t2, we have h(t) − kt mk , and so h(t) kt +mk = hk(t). Thus we have
fk(u) = f (u)
 (1− λ) f (s) + λ f (t)
= (1− λ) f (s) + λ(2g(t) − h(t))
 (1− λ) fk(s) + λ
(
2g(t) − hk(t)
)
= (1− λ) fk(s) + λ fk(t).
Case 4. (s t1  u < t  t2)
Since s < t1 < u, we write t1 = (1 − μ)s + μu for some μ ∈ [0,1]. By case 3, fk(t1)  (1 − μ) fk(s) + μ fk(u). Since
u = 1−λ1−μλ t1 + λ(1−μ)1−μλ t , it follows from case 2 that
fk(u)
1− λ
1− μλ fk(t1) +
λ(1− μ)
1− μλ fk(t)
 1− λ
1− μλ
(
(1− μ) fk(s) + μ fk(u)
)+ λ(1− μ)
1− μλ fk(t).
Thus we obtain fk(u) (1− λ) fk(s) + λ fk(t).
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In this case we can prove by a similar argument in case 3.
Case 6. (s t1  u  t2  t)
Since u < t2 < t , we write t2 = (1 − ν)u + νt for some ν ∈ [0,1]. By case 5, we have fk(t2) (1 − ν) fk(u) + ν fk(t). On
the other hand, u = (1 − λ)s + λt = (1 − λ)s + λν (t2 − (1 − ν)u), and it follows that u = 1ν+λ−λν (ν(1 − λ)s + λt2). Applying
the case 4, we have
fk(u)
1
ν + λ − λν
(
ν(1− λ) fk(s) + λ fk(t2)
)
= 1
ν + λ − λν
(
ν(1− λ) fk(s) + λ(1− ν) fk(u) + λν fk(t)
)
.
Hence we obtain fk(u) (1− λ) fk(s) + λ fk(t). This completes the proof of Lemma 2.1. 
Lemma 2.2. Keep the notations and the assumptions as above. Then
(coh)(t) = inf
k∈[−1,1]
hk(t)
(
t ∈ [α,β]).
Proof. Let at +b be an arbitrary linear function satisfying at +b  h(t) (t ∈ [α,β]). If Ck consists of one point, then at +b 
h(t) = hk(t) for every t ∈ [α,β]. Suppose that Ck = [t1, t2], where α  t1 < t2  β . Since at1 + b  h(t1) = hk(t1), at2 + b 
h(t2) = hk(t2), and hk(t) = kt +mk on [t1, t2], we have at + b hk(t) for t ∈ [t1, t2]. Since hk(t) = h(t) on [α, t1] ∪ [t2, β], we
have at + b  hk(t) for t ∈ [α,β]. Hence (coh)(t) hk(t) holds for every k ∈ [−1,1], and we obtain coh  infk∈[−1,1] hk on
[α,β].
Conversely, we take t0 ∈ [α,β] arbitrarily, then by (2.1) there exists k ∈ [−1,1] such that t0 ∈ coCk . Since kt +mk  h(t)
on [α,β], we have kt +mk  (coh)(t) on [α,β]. Hence infk∈[−1,1] hk(t0) hk(t0) = kt0 +mk  (coh)(t0). Since t0 ∈ [α,β] is
arbitrary, it proves the converse inequality. 
Proof of Theorem 2.1. Let ψα,β ∈ E , and suppose that ψα,β = 12 (ψ + ψ ′), ψ,ψ ′ ∈ Ψ2. Since they cannot be less than ψ∞ ,
ψα,β = ψ = ψ ′ on [0,α] ∪ [β,1]. Moreover, by the convexity of ψ and ψ ′, this equality holds on [α,β]. To prove the
converse, we take g ∈ Ψ2 \ E . Let α =max{t ∈ [0, 12 ] | g(t) = 1− t}, β =min{t ∈ [ 12 ,1] | g(t) = t}, then α < 12 < β . We deﬁne
(t) = α + β − 1
β − α t +
β − 2αβ
β − α ,
f (t) = ψ∞(t) =
{
1− t (t ∈ [0, 12 ]),
t (t ∈ [ 12 ,1]).
Then we have f (α) = g(α) = (α), f (β) = g(β) = (β), and f (t) < g(t) < (t) for t ∈ (α,β). Hence hk, fk can be deﬁned by
(2.2) and (2.3), and both Lemma 2.1 and Lemma 2.2 are applicable. Since g < g + (g − f ) = h on (α,β) and g is a convex
function, we have g  coh on (α,β). Moreover, we assume that there exists t0 ∈ [α,β] such that g(t0) = (coh)(t0), and
take k ∈ [−1,1] such that t0 ∈ coCk . Since (coh)(t0) < h(t0) in this case, there exist t1, t2 ∈ [α,β] and λ ∈ (0,1) such that
coCk = [t1, t2] and t0 = (1−λ)t1+λt2. Then, (coh)(t0) = (1−λ)h(t1)+λh(t2) > (1−λ)g(t1)+λg(t2) g(t0). This contradicts
the assumption, and we have g < coh on (α,β). By Lemma 2.1, each fk is convex on [α,β], and so is f¯ = supk∈[−1,1] fk . It
follows from Lemma 2.2 that
f¯ = sup
k∈[−1,1]
(2g − hk)
= 2g − inf
k∈[−1,1]
hk
= 2g − coh
< g
on (α,β). Hence, g = 12 ( f¯ + coh), and f  f¯ < g < coh on (α,β). We deﬁne
f˜ (t) =
⎧⎨
⎩
1− t (t ∈ [0,α]),
f¯ (t) (t ∈ [α,β]),
t (t ∈ [β,1]),
h˜(t) =
⎧⎨
⎩
1− t (t ∈ [0,α]),
coh(t) (t ∈ [α,β]),
t (t ∈ [β,1]),
then f˜ , h˜ ∈ Ψ2, and g = 12 ( f˜ + h˜) on [0,1]. This means that g is not an extreme point of Ψ2 and the proof is complete. 
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In this section, we consider the von Neumann–Jordan constant of (R2,‖ · ‖ψ) concerning the convex structure and the
extreme structure of AN2.
For a Banach space (X,‖ · ‖) the von Neumann–Jordan constant is deﬁned by
CN J
((
X,‖ · ‖))= sup{‖x+ y‖2 + ‖x− y‖2
2(‖x‖2 + ‖y‖2)
∣∣∣ x, y ∈ X \ {0}}.
1 CN J (X) 2 holds for any Banach space X , and CN J (X) = 1 if and only if X is a Hilbert space. For 1 p ∞, CN J (Lp) =
2
2
min{p,q} −1 holds where 1p + 1q = 1 and dim Lp  2. CN J (X) < 2 if and only if X is uniformly non-square. For the case when
X = R2, it is known that CN J ((R2,‖ · ‖ψ)) = CN J ((R2,‖ · ‖ψ¯ )), where ψ ∈ Ψ2 and ψ¯(t) = ψ(1 − t) for all t ∈ [0,1]. In [3],
the condition for the relation
CN J
((
R
2,‖ · ‖ψ
))= J((R2,‖ · ‖ψ ))2/2
is investigated, where J ((R2,‖ · ‖ψ)) is the James constant deﬁned by
J
((
R
2,‖ · ‖ψ
))= sup{min{‖x+ y‖ψ,‖x− y‖ψ} ∣∣ x, y ∈R2, ‖x‖ψ = ‖y‖ψ = 1}.
For further properties of the von Neumann–Jordan constant and the James constant, we refer to [1–5,7,8]. For instance we
have
Proposition 3.1. (See [8].) If ψ2 ψ ∈ Ψ2 (resp. ψ2 ψ ∈ Ψ2), then
CN J
((
R
2,‖ · ‖ψ
))= max
0t1
ψ(t)2
ψ2(t)2
(
resp. max
0t1
ψ2(t)2
ψ(t)2
)
.
Proposition 3.2. (See [8].) If ψ ∈ Ψ2 satisﬁes ψ(t) = ψ(1− t) for all t on [0,1], and M1 =max0t1 ψ(t)ψ2(t) or M2 =max0t1
ψ2(t)
ψ(t)
is taken at t = 12 , then
CN J
((
R
2,‖ · ‖ψ
))= M21M22.
CN J ((R2,‖ · ‖ψ)) can be regarded as a function of ψ ∈ Ψ2. We will assert that it is a convex function on Ψ2. In fact, we
can prove the following general result. For a vector space X , we denote the set of all norms on X by NX . Clearly, NX has a
convex structure, that is, for ‖ · ‖,‖ · ‖′ ∈ NX and λ ∈ [0,1], (1− λ)‖ · ‖ + λ‖ · ‖′ ∈ NX .
Theorem 3.1. For ‖ · ‖ ∈ NX , we denote ϕ(‖ · ‖) = CN J (X,‖ · ‖). Then ϕ is a convex function on NX , that is,
ϕ
(
(1− λ)‖ · ‖ + λ‖ · ‖′) (1− λ)ϕ(‖ · ‖) + λϕ(‖ · ‖′)
holds for ‖ · ‖,‖ · ‖′ ∈ NX and λ ∈ [0,1].
Proof. For each x ∈ X , we deﬁne a function gx : NX −→ [0,∞) by gx(‖ · ‖) = ‖x‖2 (‖ · ‖ ∈ NX ). Then each gx is a convex
function on NX . In fact, by the convexity of the function f (x) = x2, we have ((1− λ)x+ λy)2  (1− λ)x2 + λy2 for x, y ∈R,
λ ∈ [0,1]. Hence
gx
(
(1− λ)‖ · ‖ + λ‖ · ‖′)= ((1− λ)‖x‖ + λ‖x‖′)2
 (1− λ)‖x‖2 + λ‖x‖′2
= (1− λ)gx(‖ · ‖) + λgx
(‖ · ‖′)
holds for ‖ · ‖,‖ · ‖′ ∈ NX and λ ∈ [0,1]. By a simple transformation of the deﬁnition of CN J (X,‖ · ‖), we can write
ϕ(‖ · ‖) = CN J
(
X,‖ · ‖)
= sup
{‖x+ y‖2 + ‖x− y‖2
2(‖x‖2 + ‖y‖2)
∣∣∣ x ∈ S X , y ∈ BX
}
= sup
{‖x+ tz‖2 + ‖x− tz‖2
2(1+ t2)
∣∣∣ x, z ∈ S X , t ∈ [0,1]
}
= sup
{
gx+tz(‖ · ‖) + gx−tz(‖ · ‖)
2
∣∣∣ x, z ∈ S X , t ∈ [0,1]
}2(1+ t )
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supremum of convex functions are also convex, the convexity of ϕ is proved. 
As a special case of the theorem, we have
Corollary 3.1. The function ψ −→ CN J ((R2,‖ · ‖ψ)) is convex on Ψ2 .
We note that ψ1−β,β ψ2 if and only if 12  β 
1√
2
. The following proposition is a consequence of Proposition 3.2.
Proposition 3.3.
CN J
((
R
2,‖ · ‖ψ1−β,β
))=
⎧⎨
⎩
β2+(1−β)2
β2
(β ∈ [ 12 , 1√2 ]),
2(β2 + (1− β)2) (β ∈ [ 1√
2
,1]).
In particular, CN J ((R2,‖ · ‖ψ
1− 1√
2
, 1√
2
)) = 4−2√2. Hence it is not a Hilbert space while its James constant is √2. Applying
Proposition 3.1, we obtain the following result.
Theorem 3.2. If ψα,β ψ2 , then
CN J
((
R
2,‖ · ‖ψα,β
))=
⎧⎨
⎩
α2+(1−α)2
(1−α)2 (α + β  1),
β2+(1−β)2
β2
(α + β  1).
Proof. It is easy to see that ψ2(t)
ψα,β (t)
takes its maximum at t = α (resp. t = β) if α + β  1 (resp. α + β  1). Hence by
Proposition 3.3,
CN J
((
R
2,‖ · ‖ψα,β
))=
⎧⎨
⎩
ψ2(α)
2
ψα,β (α)2
(α + β  1),
ψ2(β)
2
ψα,β (β)2
(α + β  1),
and the conclusion follows from this immediately. 
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