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Abstract
Discriminating between quantum states is an indispensable part of quantum infor-
mation theory. This thesis investigates state discrimination of continuous quantum
variables, focusing on bosonic communication channels and Gaussian states. The
specific state discrimination problems studied are (a) quantum illumination and (b)
optimal measurements for decoding bosonic channels. Quantum illumination is a
technique for detection and imaging which uses entanglement between a probe and
an ancilla to enhance sensitivity. I shall show how entanglement can help with the
discrimination between two noisy and lossy bosonic channels, one in which a target re-
flects back a small part of the probe light, and the other in which all probe light is lost.
This enhancement is obtained even though the channels are entanglement-breaking.
The main result of this study is that, under optimum detection in the asymptotic
limit of many detection trials, 6 dB of improvement in the error exponent can be
achieved by using an entangled state as compared to a classical state. In the study of
optimal measurements for decoding bosonic channels, I shall present an alternative
measurement to the pretty-good measurement for attaining the classical capacity of
the lossy bosonic channel given product coherent-state inputs. This new measurement
has the feature that, at each step of the measurement, only projective measurements
are needed. The measurement is a sequential one: the number of steps required is
exponential in the code length, and the error rate of this measurement goes to zero
in the limit of large code length. Although not physically practical in itself, this new
measurement has a simple physical interpretation in terms of collective energy mea-
surements, and may give rise to an implementation of an optimal measurement for
lossy bosonic channels. The two problems studied in my thesis are examples of how
state discrimination can be useful in solving problems by using quantum mechanical
properties such as entanglement and entangling measurements.
Thesis Supervisor: Seth Lloyd
Title: Professor of Mechanical Engineering
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Chapter 1
Introduction
1.1 The notion of a quantum state
All information about a quantum system is encoded in its quantum state [49], repre-
sented by a positive, Hermitian operator, p with trace 1. When an experimentalist
performs the same measurement on two quantum systems with identical quantum
states, he obtains the same probabilities for outcomes. All sets of preparations that
lead to the same state are therefore observationally equivalent [53]. When two quan-
tum systems are in different states, then there exists at least one measurement that
can be performed on the two systems that yields different probabilities for outcomes.
Distinguishing between states can be interpreted as distinguishing between the prepa-
rations that gave rise to the states. The process by which one distinguishes between
two or more states is called state discrimination.
1.2 Measuring a quantum state
To obtain the information that is encoded in the quantum state, we have to perform
measurements. Measurement outcomes are classical. They can be the number of
clicks of a photodetector or the position of an electron in an ion trap. Although
the notion of a quantum state is an abstract one, measurements give the state an
operational meaning. Every time a quantum measurement is done on a state, we get
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an outcome that is a random variable. If we have an infinite number of copies of a
quantum system prepared in this state, we can perform the measurement an infinite
number of times and find the statistical distribution of the random variable. We can
imagine doing this for all possible measurements. The state is then characterized
by the probabilities of the various outcomes of every possible measurements. This
statement can be formalized by the postulates of the quantum theory of standard
measurements [9, 11, 57]:
1. To every observable in quantum mechanics there corresponds an Hermitian
operator X which has the spectral representation X = E A, 1j) (j.
2. The projectors P = lj) (j| span the entire Hilbert space. Thus, they are a
complete set of operators: , P = ]I. They are also orthogonal: PiP = okP .
3. A measurement of X yields one of the eigenvalues Aj.
4. The state of the system after the measurement is
p= (1.1)
tr(P#Pj)
if the outcome is Aj.
5. The probability that the outcome Aj is found as the measurement result is
pj = tr(#P) (1.2)
6. If we perform the measurement but we do not record the results, the post-
measurement state can be described by the density operator
y' = P#(1.3)
In stating the postulates, I have assumed that the Hilbert space is finite and
discrete to keep the notation simple. However, in principle the postulates apply for
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states with infinite-dimensional Hilbert spaces as is the case with continuous variables.
The postulates clearly state that the measurement process is random and there is a
range of values that the outcome of the measurement can take. The number of possible
outcomes is equal to the dimension of the Hilbert space of the state. The projection
operators P are called projective measurements or von Neumann measurements. It
turns out that we can relax the requirement that measurement operators be projective
measurements and still have a meaningful statistical distribution for the outcomes.
Postulate 3, in particular, provides us with an algorithm to generate probabilities for
the outcomes. If we replace the projective measurement P with a positive operator
7Ij that may not be a projection, we get
p3 = tr(#U-Ij) . (1.4)
Because H3 is a positive operator, pj > 0 and if we require that a set of such operators
for some finite set of values for j be complete, i.e. E, UI7 = I, then the values pj can
be interpreted as probability of outcomes for the set of measurement operators {fU}.
Such a set of measurement operators are called positive operator valued measure
(POVM). Because the elements of a POVM set do not have to be orthogonal, we can
have a number of outcomes that is larger than the Hilbert space of the state that is
being measured. Using POVM, we can replace the postulates of the quantum theory
of standard measurements with the more flexible ones given below:
1. Measurement operators are positive operators Hj > 0 where the set of all such
operators are complete: E> y = ff. The set of such operators is called a POVM.
The elements of the POVM can be written in terms of generalized measurement
operators Aj, where U3 = AA,. The generalized measurement operators can
be non-Hermitian though the elements of the POVM must be Hermitian by
construction.
2. Each element of the POVM set represents a possible outcome of the measure-
ment.
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3. The state of the system after the measurement is
= A.A (1.5)
tr(AjpAt)
4. The probability that this outcome "j" indexing the measurement operator H
is found is
pj = tr(LIjjp) (1.6)
5. If we perform the measurement but we do not record the results, the post-
measurement state is described by the density operator, p'= E AjpA .
The above POVM formalism gives a way of describing classical information ob-
tained from a quantum entity, the state, by way of a measurement. State discrimina-
tion is about processing this information so that we can tell what quantum state we
have, to the best of our knowledge. How well can we discriminate between quantum
states? This is a question that lies at the heart of quantum mechanics. When the set
of possible states are orthogonal to one another, it would be possible to discriminate
perfectly between them always. We can do this by choosing a set of projection opera-
tors that correspond exactly to the set of possible states. However, when the possible
states are not orthogonal they cannot be discriminated perfectly. We then have to
define some optimum discrimination with respect to some figure of merit. Finding
this optimum discrimination is often non-trivial. In the next section I shall set up the
problem of state discrimination and describe two commonly used strategies of state
discrimination. Then I will discuss some interesting well-known measurements, such
as the pretty-good measurement and the no-measurement, that do not fall into the
two categories of minimum-error discrimination and unambiguous discrimination.
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1.3 State Discrimination
Consider an ensemble of quantum systems such that each system is prepared in one
of N possible states, say P1i,... pN with a priori probabilities Pi,... PN respectively,
where j=1 pj = 1. In general, the states can be pure or mixed. They can also be
either discrete variable states or continuous variable states. The observer performing
the state discrimination has full knowledge of the ensemble being prepared, i.e. he
knows the possible states and their prior probabilities. However, he does not know
which one of the N states he has and he has to make a measurement to determine
this. State discrimination describes how he should make the measurements.
There are two commonly used strategies for state discrimination. I shall first
describe them briefly and then in the next two sections describe them in more detail.
The first strategy for state discrimination is discrimination with minimum error. It
has been attributed to Helstrom [25] who studied distinguishing between two given
quantum states. He found an optimum measurement strategy for both mixed and
pure states that minimizes the probability of errors. The optimum measurement
strategy is known as the Helstrom measurement and the minimum error is known
as the Helstrom bound. The general problem of discriminating between N > 2
states with minimum error is a much harder problem. The necessary and sufficient
conditions for an optimal measurement have been found [24, 26]. However, except for
a few special cases, how to implement such an optimal measurement is still an open
problem.
The second strategy is unambiguous discrimination. It was first proposed by
Ivanovic [28]. This strategy gives the ability to discriminate between two non-
orthogonal states perfectly but with the caveat that a non-conclusive answer be al-
lowed. The case for discriminating between 2 pure non-orthogonal states are solved
for by Dieks [20] and Peres [52]. In the general case of discriminating unambiguously
between N pure states is still an open problem. It has been shown by Chefles [16] that
this is only possible if the states to be distinguished are linearly independent. There
are also areas of active research to extend the strategy of unambiguous discrimination
19
to mixed states [69].
Having described the two strategies briefly, let's describe the strategies more in
detail.
1.3.1 State Discrimination with Minimum Error
In this measurement strategy, we will always end up with a conclusion of which state
was prepared. However, errors in making this conclusion are inevitable. The point of
the optimal strategy is to minimize the detection error. To have a definite optimiza-
tion problem, we have to define what it means to have an error in detection. Let us
define the operator H, to be the POVM element corresponding to the state pj being
prepared. Then according to the postulate of the quantum theory of measurements,
the probability that we guess that Aj to be the state prepared is tr(prH,) if the ac-
tual prepared state is p. This state occurs with probability pj. We guess correctly if
4 y. As such the probability that we guess correctly is
N
Pcorr = pjtr(pjrUj) . (1.7)
j=1
The error of the detection is defined to be
Perr = 1 - Pcorr . (1.8)
To minimize the error, we have to minimize Perr over all possible sets of El, for
j 1,..., N with the constraints, l > 0 and N_, rYJ = E. We call the POVM
that minimizes the error-the optimal measurement, and the error that results from
this measurement-the minimum error. The special case in which single copies of two
(mixed) states are distinguished will be derived in Section 3.3.1.
1.3.2 Unambiguous State Discrimination
Unlike discrimination with minimum error, in unambiguous discrimination we are not
allowed to make a measurement error. However, this strategy does not succeed 100%
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of the time. This is the trade-off necessary for no measurement errors. To see how
unambiguous state discrimination works, let us look a simple example.
In this example, we would like to discriminate between two pure states |@o) and
I>1), occurring with equal a priori probabilities, which are given by
10o) = cosO 0)+sinO 1) (1.9)
|1K) coso60)-sin6|1) . (1.10)
Consider the following POVM measurement for distinguishing between 10o) and |1):
Iuo = ao(sinO 0)+cosOIl))(sinO(0| + cosO(1|) (1.11)
1I1  a1(sin 0) - cos 0|1))(sin (0| - cos 0 (11) (1.12)
I2 = - 110 - 1, (1.13)
where the POVM elements are chosen such that
(0 0 1 ilo) = (0 1|Io 1) = 0 , (1.14)
and where 0 < ao, ai < 1. When outcome 0 is realized, we can say for sure that the
state is 10) and when outcome 1 is realized, we can say for sure that the state is |1).
However, when outcome 2 is realized, we cannot say for sure which state is given. The
discrimination can be further optimized by minimizing the probability of occurrence
of the inconclusive result. The minimum value of the probability of occurrence is
called the Ivanovic-Dieks-Peres (IDP) limit. For the example given above the IDP
limit is given by
P(inconclusive result) = cos(20) . (1.15)
Analytical solutions for the IDP limit is not known in the general case of N > 2 pure
states, but the solution for three pure states is given by Peres and Terno [54]. Some
numerical techniques for calculating the IDP limit in the general case have also been
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considered [55, 78].
1.3.3 Pretty-Good Measurement
More often than not in minimum-error state discrimination, it is not possible to find
the optimal measurement. In such cases, the pretty-good measurement (PGM) also
known as the square-root measurement [79, 50, 33] is - as its name suggests - a good
measurement strategy to pursue. For a given set of N possible states , we can always
construct the following POVM elements of the PGM:
i= pip-2pip- 2, for i = 1, ... , N, (1.16)
where # = Eipipi and pi is the probability of the ith state pi occurring. The POVM
elements of eq. 1.16 satisfies positivity and completeness. Although the PGM is not
the optimum measurement in the general case, for many of the cases in which the
minimum-error measurement is known it turns out to be the PGM [6, 18, 32]. Some
of these results are summarized in [45].
1.3.4 Other Measurement Strategies
An interesting state discrimination strategy is the no-measurement strategy [27]. For
some set of states, the optimum measurement is to make no measurements at all
and just guess the state which is most likely. One practical example where no-
measurement strategy would apply is that of distinguishing a state from random
noise. If we have a low enough signal-to-noise ratio then we should always guess that
the state received was random noise.
There exists mixed strategies that allow inconclusive results and minimize the
error of detection. These mixed strategies were considered by Chefles and Barnett
[17]. The suggested potential use of such mixed strategies is added flexibility of a
potential eavesdropper to 'listen' in on a cryptographic protocol.
Having discussed some of the strategies of state discrimination, some urgent ques-
tions still remain: How does state discrimination help with our understanding of
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quantum mechanics? How can we use state discrimination in quantum protocols? In
the next section, I will answer these questions.
1.4 The Role of State Discrimination in Quantum
Information Theory
- communication
- imaging
- cyptography
0Quantum
Protocols
- error-correction
Quantum \
coding
- optimal measurements
- implementations
Quantum
measurements
Quantum
channels and states
- characterization
- channel capacity
Quantum
algorithms
- probabilistic quantum algorithms
Figure 1-1: An overview of the central role of quantum state discrimination in quan-
tum information theory. Dotted line indicates that the adjoining topic is not the
subject of research in this thesis.
Quantum state discrimination lies at the heart of quantum computation and com-
munication. The strategy of state discrimination applied depends on the given task
in quantum information theory to be solved. For example, using state discrimination
techniques we can show that quantum mechanics does not permit perfect discrimina-
tion between nonorthogonal states |1) and IV)i) (which is also a direct result of the
no-cloning theorem). To show this, assume that we have POVM with two elements
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Ho and H1 . For perfection discrimination, we require that
o = 0 (1.17)
U1| = 0 . (1.18)
This means that if we get outcome 0, we deduce that we are given |I@'o) and if we get
outcome 1, we deduce that we are given |@1). The POVM operators satisfy
fo + f =I . (1.19)
Let's multiply eq. 1.19 by (0ol from the left and |/,1) from the right,
(01ol -o0i) + (<ol1|1) = (4oli) = 0 . (1.20)
The above condition can only be satisfied if the states |@o) and |11) are orthogonal.
Insights such as these are prevalent when applying state discrimination to problems
in quantum information theory. The fact that we cannot distinguish between non-
orthogonal states perfectly makes quantum key distribution possible [8, 47].
Another use of state discrimination is to characterize properties of states, such as
entanglement and separability. Much research has been done in this area [15, 22, 771.
One of the main motivations behind such a study is to find out if entangled states are
useful for certain task, or if entanglement is needed for such a task at all. Quantum
metrology [73], quantum imaging [35] and classical capacity of quantum channels [48]
are examples of such study.
State discrimination is indispensable in quantum error correction. One cannot do
error correction without syndrome measurement [5, 13, 21]. A syndrome measurement
determines if a quantum state has been corrupted, and if so, which part of the state
has been affected. The syndrome measurement is usually a multi-state measurement
that does not disturb the encoded state but still gives us information about the error.
Such measurements lie at the heart of error correction.
Last but not least, state discrimination has found uses in quantum algorithms via
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one variant of state discrimination called quantum state filtering. In quantum state
filtering, one wants to determine whether an unknown quantum state is one, say
1@1), of a set of known states-{|@V1) ,..., ibN)}, or one of the others. Using optimal
solutions in quantum state filtering, it is possible to run an efficient probabilistic
quantum algorithm that distinguishes between sets of Boolean functions, which is a
generalization of the Deutsch-Jozsa algorithm [29]. It has also been proposed by Svozil
[68] that quantum decision problems can be characterized by state discrimination.
Having discussed the role of state discrimination in the various major topics of
quantum information theory, I will now introduce the encoding of information onto
continuous variable states.
1.5 Continuous Variables in Quantum Mechanics
While quantum information is primarily concerned with discrete quantum variables,
e.g., qubits, continuous variables states have always played an important role in quan-
tum mechanics. The position and momentum of the quantized harmonic oscillator are
continuous variables. Because a mode of the electromagnetic field can be thought of as
a harmonic oscillator, its quadrature amplitudes (E and B) are continuous variables.
Because of the connection to the quantized electromagnetic field, the development of
the laser in the 1960s inspired considerable research into the properties of continuous
quantum variables.
Continuous variables also play an important role in quantum information. The
thought experiment on the EPR paradox [1] was originally formulated in terms of
the entangled momentum and position states of two particles. One of the original
experimental demonstrations of quantum teleportation was performed using contin-
uous variable states [3]. Many aspects of discrete quantum information theory have
continuous analogues, for example, quantum codes [12, 37]. It is even possible to
formulate a theory of universal quantum computation over continuous variables by
combining linear optical devices such as phase shifters and beamsplitters, with non-
linear elements such as downconverters and parametric amplifiers [61].
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The primary reason for developing a theory of quantum information over contin-
uous variables is a practical one. Most communication channels involve the exchange
of bosons (e.g., photons or phonons), which correspond to quantized harmonic oscil-
lators. Accordingly, the theory of quantum information over continuous variables is
essential for understanding the physical limits to communication. Moreover, many
important sensing and measurement techniques rely on bosonic systems (microscopy,
radar, etc.). Quantum information over continuous variables is the key to understand-
ing the limits to sensing and measurement, and for devising methods for attaining
those limits. Understanding the limits to quantum communication and sensing, and
devising techniques for attaining those limits, is the subject of this thesis.
1.6 Scope of the Thesis
I shall list some of the major areas of research in continuous variable quantum com-
puting and quantum information, and explain where the work reported on in this
thesis fits within these areas.
Major areas of research include:
1. Channel Capacity of the Noisy, Lossy Bosonic Channel
What is the maximum rate that we can send information down a bosonic channel
in the presence of loss and noise? The capacity of a quantum channel S with
inputs drawn from an ensemble of states 1k with probabilities Pk is its Holevo
quantity [65],
X({Pk,k})= S  PkS - S (E(&)) (1.21)
k k
where S(#) is the von Neumann entropy of the state p. Maximizing over all
possible ensembles, including entangled inputs for multiple uses of the channel,
yields the channel capacity. This maximization is often difficult to perform.
The capacity of the bosonic channel with linear loss is known, and is attained
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for sending ensembles of coherent states down the channel [71]. By contrast, the
capacity of the bosonic channel with linear loss and thermal noise is unknown,
although that also is conjectured to be attained by sending ensembles of coherent
states [60, 70].
2. Minimum Output Entropy Conjecture
The capacity of the bosonic channel with linear loss and thermal noise is in-
deed attained by coherent state inputs if the bosonic minimum output entropy
conjecture holds. That conjecture states that coherent-state input yields the
output that has the minimum output (von Neumann) entropy of the bosonic
channel with additive Gaussian noise [70]. Proving the bosonic minimum output
entropy conjecture (or disproving it, if it is in fact false!), is perhaps the most
important open problem in continuous variable quantum information theory.
3. Optimal Measurements for Distinguishing Bosonic States
Distinguishing quantum states is an important component of quantum infor-
mation science. Key results, such as the no-cloning theorem, the quantum
teleportation protocol, and more recently the Yuen no-go theorem, have their
origins in problems of state discrimination. The Helstrom bound gives the min-
imum probability of error technique for discriminating between two quantum
states. The quantum Chernoff bound is an upper bound to the Helstrom limit
of multiple-copy binary state discrimination, which is asymptotically tight in
the error exponent. While the measurement techniques for attaining the Hel-
strom bound is known in principle, devising experimentally practical measure-
ment techniques for attaining the the Helstrom bound is not known in general.
Moreover, even when the channel capacity for a quantum channel is attained
by product state (unentangled) inputs, the measurement required to attain the
capacity is the entangling 'pretty-good' measurement, which may be hard to
perform in practice. For example, even though the channel capacity for the
bosonic channel with linear loss is attained by coherent state inputs, practical
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decoding techniques that attain this bound are not currently known.
The subject of this thesis lies in the intersection of the areas described above. The
work reported here can be divided into two parts, quantum illumination using Gaus-
sian states and the decoding of bosonic channels. These topics are closely linked in
that they are both state discrimination problems. The quantum illumination protocol
is a quantum protocol for which entanglement gives rise to an increase in detection
sensitivity. In the case of decoding the bosonic channel, we provide a decoding tech-
nique that is an alternative to pretty-good measurements for attaining the channel
capacity. In both topics, we use methods of Gaussian state analysis to derive novel
measurement techniques.
1.7 Layout of the Thesis
So far, I have explained why continuous variables represent an important in quantum
information theory, and outlined some key research areas for continuous variables in
the context of bosonic systems. Chapter Two lays down the groundwork for continu-
ous variable quantum computing, setting up mathematical formalism and introducing
terminology. I start with a quantum harmonic oscillator, introduce its annihilation
and creation operators and the canonical commutation relationship. I will then de-
scribe how one can build up various Hamiltonians in terms of annihilation and creation
operators, and describe the evolution of continuous variable systems through unitary
operations in terms of exponentials of such operators.
Chapter Three introduces Gaussian states, and introduces measures of distin-
guishability for such states.
Chapter Four describes the quantum illumination protocol. Quantum illumination
is a technique that employs entangled-states to discriminate between two channels.
Quantum illumination results in an improvement over classical-state detection tech-
niques even when noise and loss destroys the entanglement. I provide an analysis of
quantum illumination for Gaussian channels and use the quantum Chernoff bound to
derive limits for discriminability of Gaussian states.
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Chapter Five presents the problem of optimal decoding for bosonic channels with
coherent-states inputs. I review notions that are important in quantum informa-
tion science, such as typicality and Shannon tricks. I then introduce a measurement
scheme that is sequentially built up from projections onto typical sequences of co-
herent state outputs, interspersed with projections onto the overall typical output
subspace. I show that such measurements achieve the channel capacity. Our pro-
posed measurement is conceptually different from the pretty-good measurement for
achieving channel capacity, and has a natural physical realization in terms of energy
threshold measurements.
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Chapter 2
Continuous Variable Quantum
Information Theory
2.1 Introduction
Just like discrete variable quantum information theory, continuous variable (CV)
quantum information theory is a diverse field with a correspondingly diverse set of
formalisms for describing continuous quantum variables. This chapter reviews the
basics of continuous variable theory before moving onto the various quantum infor-
mation protocols which utilize continuous variable states. There are three reasons
for taking some extra space here to set up an unified formalism for continuous vari-
able quantum information. The first reason is that quantum information theory is
normally developed in terms of qubits, the quantum analogue of the classical bit;
consequently, concepts of continuous quantum information are less familiar for work-
ers in the field. Second, although the intuition for many protocols is the same, there
are subtleties in quantum information using continuous variables that do not exist
for discrete variables. For example, without imposing any further constraints, the
entropies of continuous variable channels are almost always infinite. Third, there is
a need to study CV quantum information because some important quantum systems
are continuous variable systems. In the next section, I shall discuss the quantum
harmonic oscillator. These oscillators are important because they are realized in a
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field mode of light or as the vibrational degree of freedom of an ion in an ion trap.
These implementations are achievable today.
I shall start with the quantization of the electromagnetic (EM) field from which
the quantum harmonic oscillator Hamiltonian arises. The quantized electromagnetic
field is an important motivating example for studying CV states-if for no other reason
than because photons are a cheap resource for quantum information processing. I shall
then describe the Hamiltonian using mode annihilation and creation operators. These
operators obey the bosonic commutator relations. Here, the Fock states appear as
eigenstates of the Hamiltonian. Then, I shall discuss some well-known quantum gates
constructed from bosonic mode operators. These quantum gates are best described
by evolution in phase space, so I shall introduce some representations of quantum
states in phase space, such as the characteristic and Wigner functions. Then I shall
discuss some examples of continuous variable quantum states.
The formalism developed and the examples given are chosen to to allow in later
chapters the ready description and solution of the specific research problems that are
solved in this thesis.
2.2 Quantization of the Electromagnetic Field
As noted, one of the most important motivation for studying continuous variables
is that they are a natural way to describe quantum states of the EM field. In this
section, I shall show a classical plane-wave EM mode which obeys Maxwell's equations
gives rise to a Hamiltonian for simple harmonic motion. Since each mode behaves
like an harmonic oscillator, we can then second quantize each harmonic oscillator to
get quantum operators for the EM field.
Imagine that we have an EM field mode in a cavity of volume V enclosed by
perfectly-reflecting mirrors. This mode is parametrized by its polarization and prop-
agation vector. The latter indicates the direction in which the field is traveling. Let
the field be polarized in the i, direction and have propagation in the iz direction,s
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$(z, t) = (xq(t) sin Kz , (2.1)4e0VAeoV
where q(t) is the field amplitude, w is the field oscillation frequency and K is the
wave number K = w/c. The field amplitude exhibits simple harmonic motion:
Q(t) = -Uw2 q(t) (2.2)
Using one of Maxwell's equations, V x E =L- we get the magnetic field,
-1 1
B(z, t) = iy q(t)- cos Kz . (2.3)
c /4e0oV
Up to this point the field amplitude, q(t), is a complex-valued dimensionful quantity.
It will be convenient to replace q(t) with a dimensionless number,
a(t) = cwq(t) . (2.4)
Eq. (2.1) and (2.3) becomes
$(z,t) = Ia(t) 2V sinKz , (2.5)
1 F 2hB(z,t) = c 4wcV cos Kz . (2.6)
Putting eq. (2.1) and (2.3) into the Hamiltonian for the classical EM energy,
H =- I dV eoE2 + ), (2.7)
2 yV yo)
we get
H = hw(q 2 +p 2 ) . (2.8)
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This is exactly the Hamiltonian for a simple harmonic oscillator with unit mass. Thus,
the EM field can be quantized by quantizing the simple harmonic oscillator, which
will be done in the next section.
2.3 Bosonic Modes from the Harmonic Oscillator
The Hamiltonian of a single classical system corresponding to a simple harmonic
oscillator, such as that of the EM field discussed above, is
H = hw(q2 + p 2 ) , (2.9)
where q and p are the classical position and momentum of the system in question.
To quantize the system, observable quantities such as position and momentum are
replaced by Hermitian operators, so that the Hamiltonian can be written as the
operator
- hw(42 + p 2 ) (2.10)
where the operators 4 and P correspond to position and momentum respectively.
In the context of the quantized electromagnetic field, 4 and P are also called the
quadrature operators of the field. They obey the commutator relations,
[4,3] = 2 (2.11)
We introduce the annihilation and creation operators & and at respectively,
a = 4+if , (2.12)
at= -ip. (2.13)
'We follow the quantum optical convention here. The commutator relations can take different
form and with different units.
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These obey the commutator relation
[&Jtt] = 1 , (2.14)
and the Hamiltonian in terms of the annihilation and creation operators is
(2.15)
The eigenstates of the annihilation operator & are called coherent states, i.e.
& la) = a la). The expansion of a coherent state in terms of Fock states is
a) = e_ 1 z ka2 1 C
n=O
(2.16)
The importance of the annihilation and creation operators for the applications
considered here, is that they provide a natural way to describe the Fock states, which
span the infinite-dimensional vector space L2. Let's define the number operator,
N = at a . (2.17)
The Fock states are eigenstates of the operator N,
N|n) = n In) (2.18)
If we think of the Fock state In) as a state with n quanta (e.g., photons), the
annihilation and creation operators add and remove one quanta from it respectively,
& In)
etf In)
- Vii n - 1) , n = 1, 2, ...
- rn- -+ In + 1) , n = 0, 1,
(2.19)
(2.20)
I now introduce the state of zero quanta, 10), from which we can create the state
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+1)
2
of n quanta via
In) = I (&f) |0) (2.21)
Having introduced a system of just one harmonic oscillator, I shall extend this
formalism to multiple harmonic oscillators. A system made of multiple harmonic
oscillators is described by their annihilation operators,
ak , k =1, ... , n. (2.22)
They satisfy the canonical commutation relation
[ak, at] = 41 . (2.23)
The Hilbert space of the system is the tensor product of the infinite dimensional Fock
spaces of the n modes
(2.24)
The Hilbert space of each oscillator is spanned by the Fock states, which are
eigenstates of the number operator &t k. The free Hamiltonian of the system is given
by
n
H= Z(&dk + 12k=1
(2.25)
The corresponding quadrature operators, like for the single oscillator, are defined
through the Cartesian decomposition of the mode operators. For the kth mode,
1 1
2 2i (2.26)
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The corresponding commutation relations are given by
[4k pljA=1 641 -(2.27)
2
We describe the phase space of the n bosonic modes with the vector2
R = (414, i .. ,) . (2.28)
The vector of quadrature operators, R, inherits a commutation relation from the
quadrature operators,
z[Ri, RJ] = Qi, (2.29)
2
where Ni is the ith operator element of the vector R, and
n 0 1Q= w ,= =@ ) . (2.30)
k=1 (-1 0)
Q is called the symplectic form of the underlying phase space. It preserves the commu-
tator relation of the conjugate quadrature operators 4k and Pk Classically, they pre-
serves the Hamilton equations of the position and momentum of the particle [4]. The
symplectic structure of the phase space has significant operational meaning in contin-
uous variable systems, and even more so for Gaussian states and operations because
of Williamson's Theorem [76]. The relationship between the symplectic structure of
phase space and linear transformations in phase will be discussed in the next section,
while Williamson's Theorem will be discussed in the section of Gaussian states. But
first, I shall wrap up the introduction to phase space described by R by introducing
the covariance matrix.
The quantum state of n-modes is uniquely described using the mean and covari-
2it is possible to describe the same phase space with a different ordering of the operators
1, ... , n,p1, ... ., . The resulting vector can be obtained from the one in eq. (2.28) via a suitable
permutation matrix. A full description can be found in [2].
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ance matrix when the joint-state is Gaussian. The mean, R, is defined as
P = tr(pN)
and the covariance matrix, o-, is defined as
O'kI ({2Rk 11}) 1 (R1 ) KRk)
(2.31)
(2.32)
where {A, B} = AB + BA denotes the anticommutator and
(0) = 0 = tr(1 O) (2.33)
is the expectation value of the operator 0, with p being the density matrix of the
system.
2.4 The Symplectic Structure of Phase Space
2.4.1 Sp(2n, R)
In eq.(2.30), I introduced the symplectic form Q which arises from the canonical
commutator relations in eq.(2.29) between the quadrature operators. Let's define the
set of real 2n x 2n matrices as M(2n). A symplectic matrix S E M(2n) is one that
satisfies
(2.34)
The set of real 2n x 2n matrices that satisfies eq.( 2.34) forms a group, called the real
symplectic group Sp(2n, R).
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STGS = Q .
2.4.2 Sp(2n, R) and Canonical Linear Transformations
Here, we shall see that real canonical linear transformations in 2n dimensions and
real 2n x 2n symplectic matrices have a one-to-one correspondence.
Let S be a real canonical linear transformations on R, such that
R' = SR. (2.35)
We require that R' obeys eq.(2.29). So,
[iR1]1 -9k (2.36)
2
-> SkkQkiii ( ST )1ii = k ( 2.37)
=> SQST = Q, (2.38)
where repeated indices in eq. (2.37) are summed over. In other words, S is a real 2n x
2n symplectic matrix. Any matrix S that satisfies eq. (2.38) is in the real symplectic
group Sp(2n, R).
2.4.3 Quadratic Hamiltonians and Symplectic Transforma-
tions
It is important to understand symplectic transformations because unitary evolutions
generated by Hermitian Hamiltonians which are quadratic in Qk and pk produce sym-
plectic transformations on the canonical variables in R. A proof of this statement can
be found in Appendix C. This is an important connection in the analytic description
of bosonic modes.
In Gaussian states, it is even more relevant because Gaussian states are completely
described by their means and covariance matrices and the symplectic transformation
tells us how these moments in phase space transform under the equivalent channel op-
eration. The quadratic Hamiltonian also maps Gaussian states into Gaussian states.
'A real canonical linear transformation is one that preserves the canonical relation in eq.(2.29)
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For this reason the unitary transformations generated by this Hamiltonian are called
Gaussian transformations (or sometimes Gaussian gates in the circuit model). They
are also part of the Clifford group and hence not capable of universal CV quantum
computation [31].
The most general n-mode quadratic Hamiltonian can be written in the following
form:
n n
= g + &i 7 + (3) &t -+h.c.&.k k gY 9k kI E 9k1 aka+l~c
k>1=1
(2.39)
k,l=1
The terms in the Hamiltonian gives the generators of the unitary evolution on the
mode. We see this most clearly by writing out the unitary operator U as an expo-
nentiation of the (Hermitian) Hamiltonian,
U = e- (2.40)
The action of a H quadratic in mode operators gives rise to a symplectic trans-
formation on R in phase space,
R - SR + d, (2.41)
where d are real vectors, and S is a symplectic transformation. The covariance matrix
also evolve accordingly as
o -+ So-ST . (2.42)
A description of Gaussian transformations will be given in the next section.
2.5 Quantum Gates in Continuous Variables
In the previous section, I have introduced the Gaussian transformations generated by
Hamiltonians quadratic in the canonical operators 4k and pk. These transformations
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Gate Symbol Mode Operation
Fourier F exp (i(7r/2)(q 2 + p2)) CV version of the
Hadamard gate
Z Z(t) e"4 Gives momentum a shift
factor of amount t.
CPHASE Oz exp (idi 0 42) Controlled-phase gate
Phase P(k) eikq2  A combination of rotations
and squeezers
Table 2.1: Summary of Clifford gates for CV quantum computing.
are also part of the Clifford group for CV quantum computing. Here I shall define
what the Clifford group is for CV and describe in detail the transformations that are
in the Clifford group.
The Clifford group for CV is defined [66] to be the semidirect product group4 of
the Weyl-Heisenberg group, HW(n), and the real symplectic group Sp(2n, R). Here,
HW(n) is the normal subgroup. It consists of displacements with all one-mode and
two-mode squeezing transformations. The full list of gates that generate the Clifford
group can be found in [66] and are summarized in Table 2.1. I shall only list those
that are relevant to the work of my thesis. These are the displacement operator,
the one- and two-mode squeezing operators, and the two-mode mixing operators.
These operations form an important tool box for creating Gaussian states which are
a resource for quantum computing.
A few techniques useful for describing transformations and their actions on modes
and states are
1. Putting the unitary operators into normal form, and
2. Deriving the mode evolutions for a unitary transformation, U, of the form UtL.
We can achieve 1. by using the Baker-Campbell-Hausdorf Theorem, while 2.
using its corollary, the Baker-Hausdorf Lemma. These techniques are discussed in
Appendix D.
4 A semiproduct product is a particular way in which a group can be put together from two
subgroups, one of which is a normal subgroup
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2.5.1 Displacement Operator
The displacement operator for a single boson is
b(a) = exp (a&t - a*&) , (2.43)
where a E C. Written in normal ordering obtained from eq.(2.5.1) via the Baker-
Campbell-Hausdorf expansion (see Appendix D),
b(a) = eat e- 2 e (2.44)
The mode evolution under the displacement operation is
b(a)tdb(a) = & + a (2.45)
b(a)I&tb(a) =& + a* . (2.46)
The mode evolution can be calculated via the Baker-Campbell Lemma (see Appendix
D). The displacement operator acting on the vacuum state gives the coherent state:
la) = MOO)|0) . (2.47)
For n bosons, the displacement operator is defined as
n
D(6)= bk (ak) , (2.48)
k=1
where a = (al..., an)T, and bk(ak) = exp{adit - a*&k} is the single-mode dis-
placement operator for the kth mode. Likewise, ek and &It are the mode creation and
annihilation operators for the kth mode respectively. Writing each mode shift ak in
terms of its real and imaginary part, i.e. ak = ak + ibk and introduce the vector
A =( ai, bi,.. . , an, bn)T, we can rewrite D(s) as
b(a) = exp (2iNTQX) . (2.49)
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h(s) is sometimes called the Weyl operator. It is a representation of the Weyl-
Heisenberg group HW(n), where n is the dimension of the system in the sense of the
number of bosons.
2.5.2 Single-mode Squeezing Operator
The squeezing operator for a single boson is
- *&2) (2.50)5(() = exp (
where the squeezing parameter is ( = reio and parametrized by squeezing amplitude
r and squeezing angle 6. The interpretation of r and 0 comes naturally in the Wigner
function picture which will be explained in section 2.6.2. Squeezing transformations
correspond to Hamiltonians of the form f c (&f)2 + h.c.. The squeezing operator
written in the normal ordering is
2
-p (2.51)
From this, we obtain the action of the squeezing operator on vacuum |() = 5(U)0),
the squeezed vacuum state,
l) = 5() 10) .(2.52)
Expansion of the squeezed vacuum state over the number basis contains only the even
Fock states,
1 vk
V1) = = 2-t
V/(2k)!
2k)
The mode evolution effected on a mode & is
$(()f5(() = Pa + v&f,
s()f&f$() = pdf + V*,
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(2.53)
(2.54)
(2.55)
$()=exp (- )2 - e
(2p
where y = cosh r, and v = e-o sinh r.
From the mode evolution eq. (2.54) and (2.59), we get the symplectic transfor-
mation effected on R:
N -+ SgN
SR = p
(2.56)
(2.57)+ Re(v) Im(v)
Im(v) p - Re(v)
2.5.3 Two-mode Squeezing Operator
Two-mode squeezing transformations correspond to Hamiltonians of the form fH c
tbt + h.c.. The two-mode squeezing transformation corresponds to
$2( ) = exp (dt bt (2.58)
In normal ordering, it is
$ )= exp P 2 expdibf (2.59)
The mode evolution effected by $2( ) is given by
(2.60)
(2.61)
=Pa + vbt
=v*d, + pbt ,I
where again p = cosh r and v - e=0 sinh r.
The action of $2 (() on the vacuum state can be evaluated by using the normal
form of $2( ) in eq.(2.59),
S2( )|0) = -
A
|k) |k). (2.62)
k=0 A
This state is known as the two-mode squeezed vacuum state or also as the twin-beam
state. It has perfect correlation in the photon number between the two modes.
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From the mode evolution eq. (2.60)-(2.61), we get the symplectic transformation
effected on R expressed as a 4 x 4 symplectic matrix S2C:
NR-+ S2 N
S2e
R
(2.63)
(2.64)
where the entries in the block form are
]12 = ( 1
0
Re(v)
Im(v)
0
1 )
Im(V)
-Re(v) ) (2.65)
2.5.4 Two-mode Mixing (Beam-splitter Operator)
Another transformation that we will come across frequently in CV is the beamsplitter
operator. It is a two-mode operation that takes two modes and mixes them. It comes
from Hamiltonians of the form H oc 6i + bid. The transformation is written as
Ui() = exp (dtb _ *abt) , (2.66)
where ( = #ci E C. We can write # in a more physical manner, as the transmittivity
of the beamsplitter,
r/ = cos 2 # . (2.67)
In normal ordering, the transformation becomes
U(() = exp(-e-'o tan # bf')(cos 2 0)6t5b6b exp(eo tan # at b)
The evolution of modes under the above transformation is
(2.68)
Ut ()&(c)
I ( )U(0)
= cos #5 + eZG sin #6
= -eio sin #5 + cos #6
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(2.69)
(2.70)
, R 
= (
The above unitary transformation effects the following symplectic transformation on
R I= BNR, (2.71)
where
cos &
0
- cos 0 sin
sin 0 sin #)
0
cos 4)
-sin 0 sin
- cos 0 sin p
sin & cos 0
sin & sin 0
cos
0
- sin # sin 0
sin @ cos 0
0
cos #
It is easy to
77 = cos 2 4:
check that B satifies BTQBg = Q. It is useful to write Bt in terms of
0
- /1 -qcos 0
V1 - 77 sin 0
0
- /1 - ,qsin 0
-V1 -77 cos 0
1l - ?cos 0
V/1 - 77 sin 0
0
- ,1 - T sin 0
1 - 7 Cos 0
0
Using just the two-mode mixing and two-mode squeezing operators, we would be able
to generate an entangled CV state. In fact, it is possible to produce the maximally-
entangled two-mode Gaussian-state with them. This will be discussed in the section
for quantum CV states.
2.6 Representations in Phase Space
2.6.1 Characteristic Functions
In classical probability and statistics, the characteristic function of a random vari-
able completely defines its probability distribution. Thus, it serves as an alternative
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(2.72)
(2.73)
B
B
function to the probability distribution to work with. In quantum theory, the charac-
teristic function completely defines an operator. In analogy to the classical probability
theory, it provides a probabilistic interpretation for quantum state and processes.
The characteristic function of a generic operator, O, is defined to be
X ) = tr (OD()) , (2.74)
where a is a vector in the phase space of n bosons. In eq. (2.74), given the ordering of
the annihilation and creation operators, the characteristic function is called the sym-
metrized, Weyl-ordered or Wigner characteristic function. Other possible orderings
are the normally-ordered characteristic function,
XN[O] (6) = tr ( e k e- &k) (2.75)
(k=1
and the anti-normally ordered characteristic function
XA[O] (a--) = tr (& 0e-akde akc4) (2.76)
(k=1
Here, I will use the symmetrized characteristic function whenever I refer to the char-
acteristic function. So for simplicity, I will drop the subscript.
The characteristic function of a special class of quantum states called Gaussian
states, pG, takes the following form:
x[ G = exp ( ~ .A -+A R) , (2.77)
where R = (R). In other words, Gaussian states are defined solely by their covari-
ance matrix, o-, and mean, R, in phase space. Interesting quantum features such as
entanglement are encoded in o- while the mean describes no such features.
The usefulness of the characteristic function becomes clear when we look at trace
rules in phase space, discussed in Section 2.6.4.
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2.6.2 Wigner function
Like the characteristic function, the purpose of the Wigner function is to map Hilbert
space operators to phase space functions. The Wigner function is thus important in
the analysis of quantum information in phase space. It is also useful as a tool for
visualizing quantum states and relating to quantum features such as non-classicality.
Eugene Wigner conceived of the Wigner function to study quantum corrections to
classical statistical mechanics [75]. Jose Enrique Moyal derived it independently later
in 1949 and also recognized it as the quantum moment-generating function for phase
space operators [46].
For single-mode density operator, p, the Wigner function is
W(x, p) = I (x - y lx + y) e2Py/hdy . (2.78)
For the special case when p is a pure state, then
W(x, p) = Ij @*(x + )@(x Y )e2y/hdy (2.79)
7rh 
_-00
where O(x) is the Schrodinger wave function for a pure state |V), i.e. @(x) -- (xl@).
The Wigner function is an equivalent description of a n-mode quantum state
in phase space to the characteristic function, and it can be defined as the Fourier
transform of the characteristic function,
W[0](a) = j exp (Ad 5YZ) x[0](A). (2.80)C 7F2n
2.6.3 P distribution
The P representation is a diagonal representation in terms of coherent states. The
coherent states, { Ia) , c c C} are not orthogonal but may still be used as a basis set
despite being an over-complete set.
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Representation Positivity Existence Statistical interpretation
Wigner May be non- Always exists Is a quasi-probability distri-
positive. Always bution.
positive definite
for Gaussian
states.
Characteristic Always positive Always exists. Is the moment-generating
function definite. function of p.
P-representation May be non- May be singu- Is a projection onto non-
positive definite, lar, e.g. coherent orthogonal states, so no
even for Gaus- states. analogous relation to classi-
sian states. For cal probability distribution.
e.g. squeezed
states, shows
so-called phe-
nomenon of
anti-bunching.
Table 2.2: Table of Comparison between the different phase space representation
A single-mode density operator, p, written in the P-representation is
p = P(a) 1a) (al da . (2.81)
Higher-order modes can be described by tensor products of operator description of
each mode.
Since f P(a)da = 1, it might be tempting to interpret P(a) in eq.(2.81) as a
probability distribution. Sometimes, specifically in classical states, the P-function
is a probability density. However, in general, as the projection |a) (al are not onto
orthogonal states, P(a) cannot be interpreted as such. However, in the limit la -
a'| > 1, la) and la') are approximately orthogonal. This shall become useful when
considering decoding coherent input-states in Section 5.
2.6.4 Trace rules in Phase Space
In this section, I shall list trace rules which allows us to evaluate operators' traces
as integrals in phase space. As traces of operators have operational meaning in
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quantum measurement theory and distinguishability measures, these identities will
be invaluable for analysis.
For any generic operator acting on the Hilbert space of n-modes:
j d 2 Ax[0](A)>() t . (2.82)
The above identity is called the Glauber expansion of an operator. For a pair of
such operators 01 and 02, we can express tr(O0 2) as an integral over phase space
(which turns out to be a lot easier than calculating the eigenspectrum of 0102).
tr(01 0 2 ) = X[Oi](I)x[O 2](-I) . (2.83)
cn 7dn
An equivalent identity for the Wigner function is
tr(0 10 2) = 7r" d2nA W[Oi](A)W[d 2](I) . (2.84)
C n
In the Appendix, I shall use the above trace rules to derive the fidelity and Quan-
tum Chernoff Bound for Gaussian states.
2.7 Uncertainty Principle
In Section 2.4, we saw how the symplectic form of phase space is derived from the
canonical commutator relations between conjugate quadrature operators. It is unsur-
prising then that uncertainty relations among canonical operators impose a constraint
on the covariance matrix, corresponding to the inequality [58],
o- + Q > 0 . (2.85)4 -
All physically meaningful quantum states have to satisfy eq. (2.85). It expresses in
a compact form the positivity of the density matrix for which the covariance matrix
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or has been defined. In contrast, for a classical probability distribution over a classical
2n-dimensional phase space, any real symmetric positive-definite matrix is a valid,
i.e., physically realizable covariance matrix.
2.8 Quantum States in Continuous Variables
In this section I will introduce some of the commonly encountered quantum states in
CV quantum information. A lot of these states are Gaussian states which have Wigner
functions (or equivalently characteristic functions) which are of Gaussian forms.
2.8.1 Coherent states
A coherent state 1a) is a displaced vacuum state,
1a) = (a) |0) , (2.86)
where 10) is the vacuum state and b(a) is the displacement operator. A coherent
state is a minimum uncertainty state with equal q and j uncertainty and an eigenstate
of the annihilation operator,
&Ia) =ala) . (2.87)
We can also write it in the Fock state basis as
0o n
Iae) = e-Ja2/2 1 a I n) .(2.88)
n=1\/-
The coherent states 1a) and 1) for a /3 are not orthogonal. The overlap of
these two coherent states is given by
(01a) = e-lo-3I ei}aI*-#a*) (2.89)
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The Wigner function of the coherent state, 1a), where a = qo + ipo is
W(x,p) - 2exp (-2(q - qo) 2 - 2 (p - Po)2 )7r (2.90)
0.3
0.2
V(x.p)
0.1
Figure 2-1: Wigner function for a coherent state, la), where a = qo + ipo. Here, the
plot is show for qO = po = 5.
For the plot of the above Wigner function, see Fig 2-1. This function is Gaussian
and hence the coherent state is a Gaussian state. The mean and covariance matrix
for the coherent state in eq. (2.90) is given respectively by:
qo /1 0
PO 4 (0 1
(2.91)
2.8.2 Squeezed States
Squeezed states are states in which the uncertainty in one quadrature value is reduced
below its value in a coherent state. An example of a squeezed state is the squeezed
vacuum state which is
() = 10) ,(2.92)
where $(() is the single-mode squeezing operator. Like the coherent state, this
squeezed state is a minimum uncertainty state but with unequal q and P uncer-
tainties, and also a Gaussian state. The Wigner function of the squeezed state when
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X
2 exp (-2e2rx 2 
- 2e- 2rP2 )7F
Figure 2-2: Wigner function for a squeezed
and squeezing angle 0 = 0.
state, Ir), for squeezing parameter r = 1
From eq. (2.93), we can get the Wigner function for a general complex squeezing
parameter ( = re'0 by rotating the x - p axes about the origin anti-clockwise by 0
(or equivalently a passive rotation of the Wigner function by 0 clockwise).
2.8.3 Thermal States
The thermal states are the first mixed continuous variable states I shall introduce. In
the Fock state basis, the thermal state density matrix is
1+N n=(1+N
(2.94)
where N is the average photon number. The Wigner function of the thermal state is
Gaussian and is given by
- 2W(x, P) = 2
7r(1 + 2N) exp (- 
(z 2
(2N + 1
The Wigner function for the thermal state is given in Fig 2-3.
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0 = 0 is
W(x, p) = (2.93)
0.2W(MP)
+ p2) ) (2.95)
--- ---
-5
002
5
Figure 2-3: Wigner function for a thermal state for average photon number N = 5.
The mean and covariance matrix of the thermal state in eq.(2.94) are
1 2N + 1 0
= 0 ,Uo-= . (2.96)
4(0 2N+1)
2.8.4 Fock States
I have introduced the Fock states, In), in eq. 2.18 as the eigenstates of the number
operator N = &t&. A special example of a Fock state for n = 0 is the vacuum state
10) (which also happens to be a coherent state). This is the lowest energy state and
also the state of of zero photon number.
The Fock states for n # 0 are non-Gaussian states. Their Wigner functions also
take on negative values (see Fig 2-5). The Wigner function for In) is given by:
W(x,p) = exp(-2q2 - 2p2 )L,(2q 2 + 2p 2 ) . (2.97)
7r
2.8.5 EPR States
The EPR state is the first entangled continuous variable state introduced in this
section. It is sometimes also known as the twin beam state. The EPR state is the
two-mode squeezed vacuum state,
|EPR) = S 2( )|0) 10) = n In) . (2.98)
y n P
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Figure 2-4: Wigner function for the vacuum state, 10). The vacuum state is the only
Fock state that is also a coherent state. Its Wigner function is also positive, unlike
the other Fock states for which n $ 0. Note also the similarity in Gaussian features
in its Wigner function to the coherent states and the thermal states.
000
-0.2
-x0-
Figure 2-5: Wigner function for the Fock state of 1 photon, 1). It is clear that the
Wigner function takes negative values around the origin.
The EPR state shows perfect correlation in the photon number. By a proper
choice of the reference phase, it will be enough to consider y as real. The EPR state
can also be written in terms of tanh r, where r is the squeezing parameter,
00
EPR)= - A2E (-A)" In) In)
n=o
(2.99)
If we have no squeezing r = 0, then we have |EPR) -+ 0) 0). For any n > 0, the
quadratures of this state are maximally entangled given the average photon number.
Simple Gaussian gates are all we need to create an entangled CV state. The EPR state
may be generated using single-mode squeezers and the two-mode mixer. The circuit
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0
generating the EPR state from vacuum is shown in the Figure 2-6. The mathematical
statement showing this is:
52(() = U (e ) $(reO) $(-re-i)U (e4 . (2.100)
The converse of the above statement is that an EPR state entering a balanced
beam-splitter is transformed into a factorized state composed of two squeezed vacuum
states with opposite squeezing phases.
2.8.6 Creating a Gaussian EPR pair
An entangled two-mode Gaussian state can be created by passing two single-mode
squeezed vacuum states, each squeezed along an axes that is orthogonal to the other,
into the two ports of a balanced beam-splitter. As defined in Figure 1, the two input
modes are labelled d and 6. The beam-splitter transforms & and 6 into 2 and d via
c =v/1 - r/d + V6
ci =- r/6 -7et .
We can use the beamsplitter to create the Gaussian EPR state by passing the
following squeezed state through the above 50-50 beamsplitter:
5(rei0 ) 0 5(-re-i0 ) . (2.101)
It will useful for later calculations to find the covariance matrix for the Gaussian
EPR state. The single-mode squeezed vacuum S() 10) has the following statistics:
(E ld |) =((5 &11) = 0
((I d|() = -eisinhrcoshr
(a|5taf|) = -e-'O sinh r cosh r
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where 1() is state of squeezed vacuum, with squeezing parameter = re". The EPR
state is given by
|EPR) = 52 () 10); |0)2 = U (4ei9) 5(reO) 9 $(-re-i)U e 0); 0)2 (2.102)
After passing the two vacuum states through the individual squeezers, we would
obtain the state 5(re6 ) 10), 0 $(-re-) 10)2. Given the statistics of the single-mode
squeezed state above, the correlation matrix is given by
([a at b bt]T[at a bt b]) =
(sinh r) 2
- sinh r cosh r
0
0
- sinh r cosh r
(sinh r) 2 + 1
0
0
0
0
(sinh r) 2 + 1
sinh r cosh r
0
0
sinh r cosh r
(sinh r) 2
. This gives the following covariance matrix for the state $(reo) 10); @$(-re-O) 0)2:
1
4-=
e-r 0
0 e2r
0 0
0 0
0
0
e2r
0
0
0
0
e-
2
r
(2.103)
A short comment here is that the state $(rel) |0) 1 0S(-re-O) 10)2 is a product state.
This is reflected in the fact that its covariance matrix in eq. (2.103) is a tensor sum
of two 2 x 2 covariance matrices, one for each mode. We shall soon observe that this
will not be true of the Gaussian EPR state which has off-diagonal terms.
Now let's pass the state $(reo) |0)I ®$(-re-) 0)2 through a 50-50 beamsplitter
to obtain the EPR state:
(2.104)OEPR =BoinBt| ,
where
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- $(-re-- )|0)
S(reo) 0)
Figure 2-6: Circuit using only Gaussian gates to create a Gaussian EPR state. The
two output modes are entangled.
/1/2 0 i1/2
0 1 /2
- V1/2 2
0
0
0 V-1i/2
0 V/1/2
- V1 /2
0
0 -/1 /2
Therefore, we obtain the covariance matrix, OEPR, of the EPR state:
1
0EPR = 4
cosh 2r 0 - sinh 2r
0 cosh 2r
sinh 2r
0
0 - sinh 2r
0 cosh 2r
0 - sinh 2r
0
0 cosh 2r
(2.105)
2.9 Summary and Further Reading
Sections 3.4 and 13.1 of [43] have a very clear exposition of the quantization of the
simple harmonic oscillator and of the EM field. For ordered expansions of CV opera-
tors, there is a very detailed description by Cahill and Glauber [14]. A good reference
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for quantum optics which utilizes the CV formalism is [41].
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Chapter 3
State Discrimination with
Gaussian States
3.1 Introduction
Having set up the basic formalism and notation for continuous variable states, we
now turn to the problem of discriminating between such states, with an emphasis on
Gaussian states.
A state of a continuous variable system is called Gaussian if its Wigner function,
or equivalently its characteristic function, is Gaussian. In other words,
1 (1- --flW[]() R (R (3.1)(27r)nv/det U 2
or equivalently,
= exp (-Au A XR (3.2)
The Gaussian state p is solely defined by its covariance matrix a and mean R. The
covariance matrix is given a more phenomenological meaning by the Williamson's
Theorem which gives a decomposition of the covariance matrix into a symplectic ma-
trix and a diagonal matrix of its symplectic eigenvalues. All of the entanglement
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properties of the Gaussian state are described by o-. Indeed, entanglement is not
changed by local operations on multipartite states, therefore the mean vector ? can
be changed arbitrarily by phase space translations without affecting the state of en-
tanglement in 3. Vice versa, we would not be able to create entanglement without a
nonlocal operation on p.
3.2 Normal form decomposition
A useful theorem for expressing the covariance matrix of a Gaussian state is the
Williamson's Theorem given here.
Theorem 3.2.1. (Williamson) Given a real 2n x 2n symmetric and positive matrix,
o-, there exist a real and symplectic 2n x 2n matrix, S, and a real n x n diagonal and
positive matrix W such that
o-=STWS, (3.3)
where
n
W = dkE 2 , (3.4)
k=1
and
l 2  ( (3.5)
(0 1
The elements dk of W are called symplectic eigenvalues and can be calculated
from the spectrum of iQu, while matrix S is the symplectic matrix performing a
symplectic decomposition. Finding the symplectic eigenvalues of a covariance matrix
is usually easy, but finding the symplectic matrix doing the symplectic decomposition
is frequently difficult. Performing the symplectic decomposition of Gaussian states
is a key part of the process of determining the distinguishability of those states.
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For example, it turns out that in order to calculate the quantum Chernoff Bound for
Gaussian states - an asymptotic disinguishability measure for states that will be used
extensively in this thesis - we have to find the symplectic decomposition of the states
involved [56].
The phenomenological statement implied by eq. (3.3) is that every Gaussian state,
PG, can be obtained from a thermal state 4th (described by a diagonal covariance
matrix in eq. (2.96) ) by performing the unitary transformation Us associated with
the symplectic matrix S that performs the symplectic decomposition:
#G = Sth4 (3.6)
where #th = th,1 0 ... 0 th,n is a product of thermal states #th,k for k = 1,... , n.
3.3 Distinguishability of States
In this section, I shall discuss the problem of distinguishing two possible states, Po
(hypothesis Ho) and pi (hypothesis H1 ). I shall assume these two hypotheses to
be equiprobable for the given system: the generalization to different probabilities is
straightforward. Two possible quantities can be analyzed in determining the distin-
guishability of the states. One is a measure of the 'distance' between the states and
the other is the error of distinguishing between the two states given a measurement.
Here, I shall discuss one distance measure which is the fidelity, and for the error of
distinguishing the states, I shall derive the Helstrom's bound [25], which gives the
minimum error probability and the measurement that gives the minimum error. In
that sense, Helstrom's measurement is the optimal measurement. Then I shall discuss
some bounds which can be used to bound the minimum error probability.
3.3.1 Helstrom's Optimal Discrimination
I shall derive the Helstrom's optimal discrimination here. In order to achieve an
optimal discrimination, it is sufficient to consider a dichotomous POVM {Eo, E1 },
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whose elements are associated with HO and H1 respectively. The error probability for
such a measurement is given by
1
PE = -(P(Ho IH1 ) + P(HiIHo)),2 (3.7)
where P(Hi|Hj) is the probability of concluding that Hi is correct when actually H
is correct. It is given by
P(HilH j) = tr(fijEi) .
Given that the POVM set is complete, i.e. o + Ei = I, we must have
1
2
(3.8)
(3.9)
To get to the minimum error probability, we have to minimize over the measurement
operator P 1. Let's define the following:
= #1 - Po . (3.10)
Since tr() = 0, and both po and A1 are positive operators, thus - has both positive
and negative eigenvalues. Thus, the optimal #1 is one which projects onto the positive
part, '+, of '. In other words, it projects onto the subspace spanned by the eigenstates
of ' with positive eigenvalues.
Thus, we have tr(1Ei) = tr(+) = Ii, where |lli' = trljl = tr i'.
the minimum error probability is given by
-n 1
PE""") 2 (1 - |y1 - loi) .
Then,
(3.11)
The calculation of the minimum error in eq.(3.14) is usually difficult. Fortunately,
instead of calculating P(m") one can instead calculate the quantum Chernoff Bound
[30, 34].
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The quantum Chernoff Bound gives the asymptotic dependence on the probability
of error if we have N copies of each state for the quantum hypothesis test, i.e.
Ho: po 0 . . . @S po (3.12)
Hi : 41 0 . .. #1 . (3.13)
In this case, the optimal joint measurement and minimum error probability is given
by
(3'14)P Mn) = (1-||N 1),
where
7N = P1 -- PlPO .- PO
The formula for the quantum Chernoff Bound will be given below.
3.3.2 Fidelity
The fidelity between states 1 and #2 is given by:
F(p, #2) = (tr
(3.15)
(3.16)( )12
The properties of the fidelity that make it a good distance measure between quan-
tum states are:
1. F(# 1, 1 2 ) <; 1 , with equality iff pi P2 ,
2. F(pi, #2 ) = F(# 2, 1)
3. If pi is a pure state, #1 = |@i) (4il, then F(pi,#2) = (#1|#21),
4. F(pi, #2) is invariant under unitary transformations on the state space, and
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5. F(#10 &1, #2 (9 &2) = F(#1, p2)F(&1, &2).
3.3.3 Quantum Chernoff Bound
The quantum Chernoff Bound gives a measure of distinguishability [30, 34]. It func-
tions like the fidelity or the trace distance, giving a measure of distance between
quantum states in statistical terms. It provides one advantage which the trace-norm
and fidelity does not provide, that is it has an easy exponential dependence in N for
a N-trial hypothesis test whereas in the case of the fidelity and the trace-norm one
has to find the eigenvalues of a tensor product of density matrices. More importantly,
it is exponentially tight in the limit of large N (see eq. 3.20). In the case of the
single-mode Gaussian state, the quantum Chernoff bound has also been shown to
provide a measure of non-classicality [39].
The quantum Chernoff bound is an upper bound to the minimum error probability
given in eq. (3.14):
where
P(N) exp(-N) (3.18)
and
= - In min trwop s)) . (3.19)
0O<s<1
The quantum Chernoff bound is exponentially tight in that
lim (ln(Pgjn)/N) = -, . (3.20)
N--COo E
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Another useful way of writing the quantum Chernoff Bound is
P (N) I QN
where
Q = min Q, ,0<s<1 (3.22)
and
Qs = tr(p0 -).
To calculate the quantum Chernoff bound, we have to do a minimization of Q,
over all values of s E [0, 1]. If we set s = i, we will also have a bound. This bound is
not asymptotically tight like the quantum Chernoff bound, but it is nonetheless still
useful. This bound is called the quantum Bhattacharyya bound:
B(N = I (tr(1 2 (3.24)V3o0T))
If po ~ then p(N) p(N) We also have the following inequalities [49]:
- F(po, #1)
2 -
p(l) <p()
- QC
- 2 (3.25)
Q is a lower bound for Q,. Q, is a convex function over s and joint-concave over
po and pi [30]. Q, is an upper bound for Pyin for all values of s.
There is an especially nice analytic form for the quantum Chernoff bound of
Gaussian states [56], and it is discussed briefly in Section 3.5.
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(3.21)
(3.23)
3.4 Fidelity for Gaussian States
3.4.1 Single-mode Gaussian States
The fidelity for two single-mode squeezed thermal (with zero mean) states with co-
variance matrices o1 and o-2 is given by [51):
2
Vdet (oi+ o-2 )(Vdet(O) - Vdet(0) - 1)
(3.26)
where o-i is the covariance matrix of pj, and
Pdet(O) =1 + -
det(o, + U2 )
P = (det(a) - 1)(det(o2) - 1) .
(3.27)
(3.28)
Following the same argument that was used in [51], I derived the fidelity for
two single-mode displaced squeezed thermal states. By Williamson's Theorem, any
arbitrary single-mode Gaussian state can be expressed as a displaced squeezed thermal
state. The fidelity is thus for any single-mode Gaussian state:
(3.29)F(pip2) = Fo( 1i, p2) exP (51 - P2) (51
where Fo(pi, #2) has been defined in eq. (3.26) and
r = fI - (<D(o-1) + -2 ) (0 2 + iQ) (3.30)
3.4.2 Multimode Gaussian States
The fidelity for comparing two multi-mode squeezed thermal states (with zero mean)
was derived in [51], and given to be
F(pi, , 2) = \/L det (<b(0)) (3.31)
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FO (pi,) = -
where
D(A) = A(I + VI + (JA)- 2 )
L-' = det((o))- det ((U) + u2 det 0 i ( 1 ) - U)
U = (o-2 - iQ)() (01) + O-2) (1 2 + iQ)
0 (01r) - (4#(O-1) -in) (or2 + (01) - (0o- - inl)(41(Oi) + 02)-1(12 + 0))-((i+in
3.5 Quantum Chernoff Bound for Gaussian States
Let there be two arbitrary n-mode Gaussian states 1A and AB with the symplectic
decomposition matrix SA and SB respectively, symplectic eigenvalues {ak, k 1 ... n}
and {/k, k = 1... n} respectively and the mean in phase space XA and XB respectively.
The symplectic eigenvalues can be written in terms of the average photon number,
NA and NB, of the thermal states 1A and 1B respectively:
ak = 2NA+ 1 (3.32)
#k = 2NB + 1 . (3.33)
The quantum Chernoff bound for these two states is given by [56]:
S= Q, exp (- d (VA(s) + VB(1 - )(334)
where
2 n l= G.~ G(ak) Gl-s(k)
Q8 2- [_G~gG_(4 k3.35)
= det (VA(S) + VB(1 -
and
d= XA - B (3.36)
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Also needed are the formulas:
VA(S) = SA As(ak) k SA (3.37)
\k=1/
VB (1 - S) = SB A1-s(k) k SBT (3.38)
k=1
and
G,(x) = (3.39)(x + i)P - (x - 1)P
A( =(x + 1) + (x - 1)P(3(x + 1)P - (x - 1)P
Using the above formula, it is possible to calculate the quantum Chernoff bound
at least numerically. In most cases though, an analytic solution would be difficult
because of the minimization over s that is required to be computed.
This ends the review of Gaussian state discrimination. We now have at hand all
the techniques that will be required to investigate the use of entanglement to improve
the sensitivity of detection and imaging using Gaussian states.
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Chapter 4
Quantum Illumination
4.1 Introduction
Having reviewed notation and known results about discrimination between Gaussian
states, we now analyze the use of entanglement in enhancing sensitivity of detection.
The particular technique that we will investigate is called quantum illumination.
Quantum illumination [36, 63] is the process of using entangled quantum states
to provide enhanced sensitivity for the purpose of "seeing" a target region. The
probe that is used to explore the target region is entangled with an ancilla, and mea-
surements are made on probe and ancilla together. The conjecture is that the use
of quantum-mechanically entangled light to illuminate objects can provide substan-
tial enhancements over unentangled light for detecting and imaging objects in the
presence of high levels of noise and loss. Quantum illumination falls into the class
of protocols called quantum sensing in which quantum correlations are exploited to
achieve sensitivity or resolution that is better than can be achieved using only clas-
sical correlations. Important examples of such a quantum increase in sensitivity are
quantum metrology [72, 73], in which measurements of physical parameters are made
more sensitive or obtain more resolution with help from squeezing or entanglement,
and quantum imaging [35] in which images are made with higher resolution with help
from entanglement.
In quantum illumination, we would like to learn as much as possible about what is
71
in the target region. This scenario is different from quantum communication in which
we would like to send as much information as we can given a particular channel. The
different objects that could inhabit the target region can be modeled as operators,
01,... , O acting on the quantum states that are sent as probes by Alice. The goal
of the protocol is to determine the label j of the operator Oj that has acted on the
states. Here, I shall only consider the case of two possible operators, 01 or d2. In
this realization of the protocol, there are other operations which describe noise and
loss. Without loss of generality, we can describe the action of the target region on
the quantum state p as a channel Ej (p), where j = 0 or 1. The idea of quantum
illumination is to find the optimal probe states and measurements to discriminate
between the two different quantum operations. We do this by mapping the problem
onto that of a binary hypothesis test conditioned on the input state we use.
The first example in which quantum illumination was found to give a significant
advantage, i.e. an example in which an entangled input can enhance target detection,
was given in [36]. There, the probe is a one photon from a maximally-entangled pair.
The other entangled photon is retained at the receiver for use in a joint measurement
with whatever light is received from the region of interest. The two photons are
entangled over N modes, e.g., frequency, time of arrival, spatial, or momentum modes.
Lloyd [36] showed that this entangled transmitter gives an improved sensitivity in
photodetection in a lossy and noisy scenario when compared to what is achieved
with unentangled single photon states. The enhancement of sensitivity is N-fold.
Since spontaneous parametric downconversion routinely gives entanglement over N ~
103 modes, this entanglement-induced enhancement of sensitivity can in principle be
significant.
The photodetection is predicated on the detection of one photon, whether from
the return of the probe photon or from the background noise. The performance of
the photodetection divides into a "good" and a "bad" regime; the former is indepen-
dent of the background noise whereas that in the latter is dominated by that noise.
When the entangled transmitter is used, the "good" regime is extended by N times
the background noise photons, i.e. we can afford N times higher noise levels while
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achieving the same performance. Moreover, when we use the entangled transmitter
in the "bad" regime, we achieve an error of detection that is N times lower than that
when we use the unentangled single-photon transmission in the same regime. Lloyd
also predicted in [36] that a Gaussian-state analysis of quantum illumination for the
high loss regime would lift the restriction that only at most one photon is received.
This Gaussian-state analysis is what I set out to do.
For the analysis in this thesis, we restricted our attention for input states for use
in quantum illumination to the subclass of Gaussian continuous variable states. The
results of this thesis have been published in [63]. The reasons for using Gaussian
states are the following: The output from lasers are Gaussian states, hence they are
readily available. We also know how to implement many of the unitary operations
generated by the Clifford group for Gaussian states such as phase shift, mixing of two
modes and squeezing. The analysis of Gaussian states is greatly simplified owing to
the fact that they can be described completely by a covariance matrix and a mean,
and of course Williamson's theorem then allows us to write the covariance matrix
in a symplectic decomposition. Finally, in terms of bosonic modes, it takes only a
quadratic Hamiltonian interaction to create Gaussian entanglement.
The hypothesis test then becomes a test between the following two hypotheses for
M trials:
1. Target not present,
Ho : jo = ,D0 (IG) - -' 0(G), and (4.1)
M
2. Target present,
H1I: 1= 1$ - - (lG) 42
M
I shall perform the analysis of optimal discrimination between the two channels.
First, I shall describe thermal-noise channel which is used to model the channel under
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Gaussian states Joint detection
Memoryless channels
Figure 4-1: A schematic diagram showing M uses of the quantum illumination chan-
nel. Inputs are restricted to Gaussian states. The channel is also memoryless, i.e.
the input on each use of the channel is independent of the output from other uses.
the hypothesis H 1. Second, I shall discuss the Gaussian states that are to be used in
the detection scheme. Then, I shall derive the covariance matrices and means of the
output states under the unitary transformation effected by the channels under the
two hypotheses. Next, I shall compute the symplectic decomposition of the covari-
ance matrices of these output states. The symplectic decomposition of the covariance
matrices of the output states are needed to use the results of [56] to calculate the
asymptotic error rates of discriminability between the outputs of the channels under
the two possible hypotheses. Third, the error rates for optimum discrimination be-
tween the two channels are derived for the different input states. These error rates are
compared to those obtained from doing sub-optimal measurements, such as homodyne
and heterodyne detection techniques.
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4.2 A Channel Description of Quantum Illumina-
tion
Channel operations, i.e. operations that are completely positive and trace-preserving,
on states are described by Kraus operators. For the input p, a channel E with a set
of Kraus operators {Ek} takes [10]
5:~- k4~k (4.3)
k
where the Kraus operators satisfy the completeness relation Ek -Ek = I[. Stine-
spring's dilation ensures us that we can represent these Kraus operators by unitary
operations and tracing out ancilla modes [67].
In quantum illumination, I have a system that consists of the probe state together
with an ancilla with which the probe is entangled, and a target region which I shall
represent by a lossy and noisy channel. The channel can be one of two possibilities.
Under hypothesis H0 when no target is present, we have the following channel:
SO : i5 -- k , (4.4)
where pE is the thermal state. The Fock-state representation of the thermal state is
PE 1 NB In) (n. (4.5)
1+ n=o I+N
The channel in eq. (4.5) models what happens when there is no target in the target
region. In this case, the probe state passes through the target region and none of the
signal photons is reflected into the receiver. Thus, we will only receive photons from
the thermal background. Eq. 4.4 and 4.6 do not address the possibility of an ancilla.
I shall describe the channels under HO and H1 when we include the possibility of an
ancilla that is entangled with the probe in the next section.
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Under hypothesis H1 when the target is present, we have the following channel:
E1 trE B()p EB (4.6)
where the unitary transformation UB( ) is the beamsplitter transformation, given
by eq. (2.66). The target in the target region is modeled by a beamsplitter. The
beamsplitter couples the signal state and the background thermal state and mixes
them. The return beam includes photons from the signal state and the background
thermal state. This model for a lossy and noisy channel is called the thermal-noise
model which will be described in more detail in Section 4.2.2.
It is useful to write UB(() in terms of the physically-meaningful transmittivity 1,
assuming that E R we have
UB(77) = exp (di6 - &bt) arctan , (4.7)
where the phase 0 in has been set to zero. We shall see soon why this can be done
without loss of generality: the states we shall consider for the signal are phase invari-
ant. The above unitary transformation leads to the beam-splitter transformation on
the modes
a * B(T7)taUJB(r7) = T/O + N1 -'ib, (4.8)
(4.10)
4.2.1 Use of ancillae
In the case of a signal that is entangled, the probe state is part of a composite Hilbert
space, in the sense that p c 71I. The subscript "S" denotes the signal and the
subscript "I" denotes the idler. The signal is sent as the probe into the target region
while the idler is kept at the receiver for joint detection with the return state. In our
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case, the signal is the probe and the idler is the ancilla.
The channel under HO is
Eo :,# 3E0Trg3) (4.11)
The above channel replaces the signal part of the state with the thermal state and
it keeps the idler part intact. Now, under H1 we have the following channel:
Ei : # - TrE ((U( )sE 01) 0 9 E(U( )SE & T)) - (4.12)
In this channel, the background mode is traced out at the end. The number of modes
received at the end of S1 can be more than one and is the same as that in p. However,
there is a coupling to the background mode via U( )SE. Nothing happens to the idler
state that is kept at the receiver.
4.2.2 Thermal-Noise Model
In the last section, we have described the two channels under the precondition that
HO or H1 is true. When the object is absent, i.e. HO, the signal is completely lost
and all we get is the background noise. However, when the object is present, H1,
some bit of the signal is reflected but it is mixed in with the background noise. We
have to fill in details about the probe states before we can do a fair comparison of
the performances of the different probes, and that will be done in a later chapter.
Under H1, the model of noise and loss we have used is called the thermal-noise
channel [70]. It is represented in the form of a beamsplitter that couples the input
signal to an (amplified thermal) noise source. The noise source, pE, has a parameter
NB that controls how much noise is injected into the target region. If NB = 0, then
we have a zero-temperature reservoir and the channel <bi represents the pure-loss
channel, in which each input photon has probability r of reaching the output. For
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positive NB, the noise source is active, injecting noise photons into the channel mode.
For 77 = 1, the CP map is the identity and the reservoir does not couple to the output.
We get back the state that is sent in to probe the target region. Here, I shall discuss
the temperature of the thermal bath which is parametrized by its average photon
number under the H1 hypothesis.
If a mode & is sent into a beamsplitter that has a thermal state input 6 in the other
port, then one of the returning (unentangled) single-mode from the beam-splitter is
given by the mode, 6 = vl5& + V1 - jb. The average photon number of the returning
6 is
(at ) = g (gtd) + (1 - ) (btb) + 1(1 - q) (afb + abt) . (4.13)
The first term is the contribution to the average photon number of the output mode,
, from the input mode, a, and the second term is that from mode 6, while the last
term is that from the correlations that exist between modes & and 6. If 5 is the signal
state, and 6 is the noise mode of the bath, the received photon number from either
mode has been attenuated by a factor of 77 and 1 - ij respectively. Because the bath
is uncorrelated with the input state, the last two terms of eq. (4.13) vanishes. If
no signal is sent to probe the target region, the return signal will have the following
average number of photons:
Kf8) = (1- )(fb) . (4.14)
The expression in eq. (4.14) contains a signature of the target object, that is its
transmittivity, 77. It is as if the object, when present, has cast a shadow against
the background noise. However, in the analysis I am doing, I am interested in the
effect of entanglement on the quantum illumination protocol. I shall thus remove
this "shadow" effect by amplifying the average photon number of the bath under
hypothesis H1 by a factor of I. This amplification describes a situation where the
object to be detected is at the same temperature as the background thermal noise,
so that it emits thermal radiation itself. A thermal object in a thermal background
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casts no shadow.
In other words, the background bath I shall be using under the two hypotheses is
given by:
1 O* fjn\"
Pbath )'Jnr(r j (4.15)
ni+11+n
n=o
HO : ri=NB (4.16)
NBHi : N (4.17)
1 
-r
4.3 State Preparation
4.3.1 Choosing the Quantum States
A variety of states can be created by acting on vacuum with the gates introduced in
Section 2.5. Some of the states that can be created this way are described in Sec-
tion 2.8. The choice of quantum states to be used for quantum illumination affects
the performance of the detection protocol. Since we are distinguishing between two
channels, if the outputs are more similar then the distinguishability would be worse.
However, if we were to choose our input states more cleverly and maximize the "dis-
tance" between the output states, then we would get the optimal distinguishability
between the channels.
It may very well be that a non-Gaussian state would give the optimal distinguisha-
bility among all possible input continuous variable states. However, such states are
difficult to create: it takes at least one non-Clifford gate to create such a state. More-
over, it is possible to create multimode Gaussian states which have entanglement
between the modes. If a significant enhancement can be obtained via quantum illu-
mination using Gaussian states, then such a technique might prove quite practical.
Without further apology, then, because they are relatively easy to create and to an-
alyze, for the purpose of finding an enhancement with quantum illumination using
entanglement, we restrict our attention here to Gaussian states.
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4.3.2 Displacing versus Squeezing the Vacuum
To compare the performance of different input Gaussian states for use in quantum
illumination, we have to control the average photon number of the input state. This
is effectively an energy constraint because the energy of a n-mode bosonic state is
E = nk + 2 4 ,~ (4.18)
k=1
where Wk is the frequency of the k-mode oscillator. Energy is then a resource that
we can put to use in creating an input state for use in quantum illumination. For
example, if we constrain the input average photon number to be Ns, we can either
displace a vacuum state to get a coherent state 1a) such that Ia12 = Ns, or we can
squeeze a vacuum state to get fr) such that Ns = sinh 2 r or many other things.
Because it is "expensive" to squeeze a state-for r > 1, there is an exponential
increase in average photon number with respect to an increase in r as opposed to just
a quadratic increase in displacing vacuum, we conjecture that the energy budget will
be better spent by using coherent states rather than squeezed states. The question
is: does inputing a squeezed state or a coherent state give an output that is more
distinguishable from a thermal state?
I shall study the distinguishability of the two channels upon inputting a displaced
squeezed state, f(a)$() 10). The displaced squeezed state has a covariance matrix
given by:
UDS = 11 1 2 )(4.19)
(21 U22
where
1
u1  = -(cosh(2r) + sinh(2r) cos(#)) (4.20)4
1
o 2 2 = -(cosh(2r) - sinh(2r) cos(#)) (4.21)4
1
U1 2 = 0 2 1 = -- sinh(2r) sin(#) . (4.22)4
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Here, r and 4 are the squeezing parameter and squeezing angle respectively. The
mean of the displaced squeezed thermal state is
(4.23)cos(O)
( sin(O)
Under HO, the return state is just the thermal
NB whose covariance matrix and mean are
state with average photon number
(01 2NB + 1I(0) (4.24)
Under H1 , the covariance matrix and mean of the output state are (under the com-
pensated thermal-noise model):
(1) o-11  o-12  1 2NB + 1-I
o-ut = 7 + 0
o-021 o-22 ) 4( 0
0 cos(O)
2NB+ 1 - Ro sin(0))(4
where oij are given in eq. (4.20)-(4.22).
I shall use the fidelity to calculate the distinguishability of Uol? and o(). The
average photon number, Ns, of the displaced squeezed vacuum state is given by
Ns = |a|2 + sinh(2r) . (4.26)
I shall study the distinguishability under different levels of squeezing and displacement
of the input state. The closed form for the fidelity of distinguishing two displaced
squeezed thermal states given in eq. (3.29) will be used to evaluate the fidelity.
FIG 4-2 shows a comparison of the fidelity achieved by using a purely displaced
vacuum input (i.e. a coherent-state input) and a purely squeezed vacuum input. It
shows that under the noise level, NB = 100, and loss level, 7 = 0.01, the purely
displaced state input gives the better distinguishability up to photon levels of 25.
Because I will be interested in noisy and or lossy scenarios, the above result
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Figure 4-2: The fidelity between the output states of the two hypotheses, given the
input state is either a purely-displaced vacuum state (solid line) or a purely squeezed
vacuum state (dotted line). When no signal state is sent, i.e. Ns = 0, the outputs
under the two hypotheses are indistinguishable, so the fidelity is unity. This is a
feature of using the compensated thermal-noise model.
suggests that displacing vacuum states would give better distinguishability between
the two channels. As such, I shall choose to use the coherent-state input with average
photon number, Ns, for the unentangled single-mode signal. This is the case where
an ancilla will not be used for illumination. I shall then consider an input states
which require the use of an ancilla. This entangled state is the two-mode EPR
state discussed in Section 2-6. This state has the maximum non-classical correlations
allowed for quantum states with zero mean and average photon number Ns per mode.
4.4 Covariance Matrices of States at the Receiver
4.4.1 Coherent-State Input
Under H1 , for the coherent-state input vS), the covariance matrix of the output
at the receiver is
(2NB+ 1 0
o- = (4.27)
4 0 2NB + 1
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Under HO, we receive the thermal state with the
covariance matrix,
1
4-=(2NB + 1 00 2NB + 1 (4.28)
but with a different mean: R = 0.
Coherent state =
from ensemble
p 1 2raaexp() a >< al
1 CO
~ 1NBl
noise N' = NB
aB
loss
s
signal
R=y/Ns
1
o-= -
4
aR = 0_/lS + Vl-0B
Figure 4-3: The coherent-state |a) for ja|2 = Ns is used for quantum illumination.
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and the mean is T? = v/r/Ns.
4.4.2 Two-Mode Entangled Signal-Idler Input
Under H 1, for the two-mode entangled input, the mean of the joint output state is
R = 0 and the covariance matrix is
0
V'TCq
0 o
A
0
0 -/71Cq
Cq 0
0 -iCq
S 0
0 S
(4.29)
where A =2rNs + B, S = 2Ns + 1 and C. =2 Ns( Ns + 1).
Under HO, the output mode has zero mean and its covariance matrix is
B
1
o-=
0
0
0
0 0 0
B 0 0
0 S 0
0 0 S
(4.30)
where B = 2NB + 1.
The symplectic decomposition of eq. (4.29) is needed to use the results of [56].
The symplectic matrix needed to diagonalize eq. (4.29) is
(4.31)
where X+ and X_ are 2 x 2 block diagonal matrices given by:
0
0
X.
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1
o~- =-
A4
(4.32)X, 
= (
S = -1
4
signal - idler state created from SPDC
ft = 0
S o
41 0
S = 2Ns+1, Cy= 2.
0 - C,
S 0
S 1
signal
s+ 1)1+1
o=
A 0
0 A
4 V,fr~ 0
0 -VC0
A = 2rNs + 2NB + 1
aR
0
S
0
Figure 4-4: The EPR state is used as the signal-idler for quantum illumination. This
state is created by spontaneous parametric downconversion (SPDC). The signal passes
through the quantum illumination channel. Under H 1, it mixes with the thermal bath
and the correlation with the idler state is attenuated. The idler state is kept at the
receiver for joint detection with the received state from the channel.
Here, we define x± to be
2 (OA+S)2 -4C
2 ( A + S)2- -4 C2
(4.33)
The associated symplectic eigenvalues are
(A +S)2_ 4C2) (4.34)
for k = 1, 2. The symplectic matrix for the symplectic decomposition of eq. (4.30) is
114, the 4 x 4 identity matrix and its symplectic eigenvalues are B and S.
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4.5 Error Bounds
4.5.1 Coherent-State Input
The Bhattacharyya bound for optimum detection using the coherent-state input over
M uses of the channel is given by
PM") < exp (-BNsM(vNB + 1 - NB)2 (4.35)
I shall now compare the above bound for optimum detection to that obtained by
using homodyne detection and heterodyne detection.
A homodyne measurement, which is an optical implementation that realizes the
quadrature measurement, on the coherent-state output from the thermal-noise chan-
nel using the compensated noise model gives measurement value, y, where y is a
random variable taken from the Gaussian distribution A(p, o.2), where pu is the mean
and U2 is the variance of the distribution, and the values of p and o,2 under the two
different hypotheses are
HO : = 0, a = 2NB 1 (4.36)4
H, : p oz at i u2  2NB + 1 (437)4
When given two classical probability distributions, pi and P2 for the random vari-
ables X 1, ... , Xn, p 2(X, ... , Xn), the classical Chernoff bound is defined to be:
P(N) 1 exp(-qM) (4.38)
where
r= -ln min QSci) , (4.39)
0O<s<1
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and
QSci = dxpi(x, . -. , X.)P2(xI, ... , Xz)1-S . (4.40)
The special case of s = } gives the Bhattacharyya bound, just like in the quantum
scenario. The classical Bhattacharyya bound of error probability using homodyne
detection gives the error bound,
P(mn) <_ex _ MrNs (4.41)M,E 
- 2 2(2NB I)
A heterodyne measurement, which is a joint measurement of both quadratures of
the EM field optically, on the coherent-state output using the thermal-noise channel
using the compensated noise model gives two measurement values, x1 and x2. Each
random variable, xi for i = 1, 2, is taken from a Gaussian distribution. Let the mean
and variance of random variable xi be pi and af respectively. The values of the means
and variances under the different hypotheses are:
Ho : pi=0, 2 NB +1 (4.42)1 - 2
P2 = 2 NB - 1 (4.43)2
HI Ioz/'f, 2 NB +1(.4Hi~~ ~~ :p=ao- = 2 (~4
A2 0 2 _NB +1 (4.45)2 - 2
The classical Chernoff bound for the heterodyne measurement is given by:
p(min) < 1exp ( M7Ns) (4.46)M,E 
- 2 4(NB + 1)
When NB > 1, the bounds for optimum, homodyne and heterodyne detections in
eq. (4.35), (4.41) and eq. (4.46) respectively reduce to
p(mn) <_I exp -M 7 Ns (4.47)
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The homodyne and heterodyne detection measurements both approach the optimal
measurement in a very noisy landscape.
I shall also discuss another regime that is of interest, and that is the no-noise
and low-signal regime, i.e. NB = 0 and Ns < 1. In this limit, the error bounds for
target detection using the coherent-state input under the various detection schemes
are given by:
exp (-MlNs) , optimum
p(min) exp ( MNs) , homodyne (4.48)
exp (MrNs) , heterodyne
4.5.2 Two-Mode Entangled Signal-Idler Input
The exact Bhattacharyya bound for error probability of target detection using the
two-mode signal-idler input can be calculated using eq. (3.34) and the symplectic
decomposition of the state at the receiver given in eq. (4.31)-(4.34). However, the
full formula is too long to be written down here. I shall present the Bhattacharyya
bound in the limits of r, NB and Ns that are of interest. The bound given by using
the entangled input will also be compared to those of the coherent-state input in the
same limits.
In the strong noise limit, i.e. NB>> 1, we have the following Bhattacharyya bound
on the error probabilities for optimum detection:
T )min)~ 1 (MriNS(NS +1) ( ,r-PME -2 exp + Ns + 1 - N )2NB . (4.49)
The Bhattacharyya bounds on the error probabilities of homodyne and heterodyne
detection are,
P(1 M 1 NsP < exp(-(ln(1 + 2Ns + -NB + ) (4.50)ME 2 4 2 NB
+ ln(1 + 2Ns + -NB + Ns Ns (4.51)2 NB NB
- 2 In(1 + 2Ns + -NB + Ns+ r/ S (4.52)2 NB 2NB
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and
p(min) < 1 exp(M(ln(1 + Ns + + N) (4.53)M,E - 2NB B
1 Ns Ns N2(4
- ln(1+Ns + + + n+ s))), (4.54)NB NB 4NB 4NB
respectively. When NB> 1, both of the above bounds for homodyne and heterodyne
detection reduce to
P(Mi) < exp - .N (4.55)
I shall now discuss the no-noise and low-signal regime, i.e. NB = 0 and Ns < 1,
for the entangled-input. In this limit, the error bounds for target detection using the
coherent-state input under the various detection schemes are given by:
exp (-M(1 - V/l -,q + R)Ns) , optimum
PE - exp (- M'7Ns) , homodyne (4.56)
exp (M/NS heterodyne
4.6 Discussion
In this analysis, the two-mode entangled state input has the maximum non-classical
correlations allowed for quantum states with zero mean and average photon number
Ns per mode. In this sense, it is the maximally-entangled bipartite Gaussian state.
However, when NB > 77, its output from the thermal-noise channel used in quantum
illumination under hypothesis H1 is unentangled. This is because the off-diagonal
elements, ,FCq, of eq. (4.29) falls below the classical-state limit, 2/Ns(7,Ns + NB)
when NB > 7. In the noisy scenario, there is no entanglement between the received
state and the idler.
Let us compare the Bhattacharyya bounds obtained by optimum detection for the
coherent-state input and the entangled-state input in the limit of 77 < 1, NB > 1
and Ns < 1. I shall call the error probability of detection under the coherent-state
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Figure 4-5: Here I have plotted the upper (black solid line) and lower bounds (red
solid line) of the error probability for the coherent state input versus M, the number
of modes sent, and the upper bound (blue dashed line) of the error probability for
the entangled state input. The dashed blue line falls below the red solid line for some
region region of M, this means that it is possible to have the entangled input perform
better than the coherent state even in the worst-case scenario for the former.
input Pr(e)cs and that under the entangled-state input Pr(e)Qi. Then, taking the
right limits of eq. (4.35) and eq. (4.49), I have the following limits for the regime of
rj < 1, NB > 1 and Ns < 1:
Pr(e)cs < - exp (- (4.57)
2 4NB
Pr(e)QJ < - exp -MNs (4.58)
2 NB
Despite the destruction of the pre-existing entanglement, the entangled state signal-
idler state gives a factor of 4 improvement in the error exponent with optimum detec-
tion as compared to the coherent state input. Because I have used the Bhattacharyya
bound to calculate the above bounds, I can also write a lower bound for the error
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probability, Pr(e), with a coherent-state input. I have,
Pr(e)cs > -(1 - 1 - exp I-2M)Ns(vNB+ 1 - N )2)) (4.59)
In the limit of large noise, NB> 1, this lower bound becomes
1 (MNs\Pr(e)cs > - exp -. N (4.60)
4 ( 2NB)
I have plotted the upper and lower bounds of the error probability using the coherent
state input versus M, the number of signal modes sent, for the following values of
noise, loss, signal photons and thermal photons: q = 0.01, NB- 20 and Ns = 0.01.
On the same plot I have plotted the upper bound of the error probability with using
the entangled state input. The upper bound of the entangled state input always
fall below the upper bound of the coherent state input as derived in eq.(4.57) and
eq.(4.58). Furthermore, this upper bound of the error probability of the entangled
input falls below the lower bound of the error probability of the coherent state input
for some M values. This means that in this region, the entangled state input always
performs better than the coherent state input. The lower bound applies to any classical
joint state of signal and idler with the total average transmitted photon number
constrained to be no more than MNs [63].
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Chapter 5
Optimal Measurement for Bosonic
Channels
5.1 Introduction
In this section, I shall discuss an alternative measurement to the pretty-good measure-
ment that will achieve the capacity of a lossy bosonic channel. This measurement
is a sequential measurement. Moreover, at every step of the measurement we will
only need projective measurements. This measurement has important physical im-
plications for the type of measurements that are able to achieve capacity, i.e. optimal
measurements, in bosonic channels.
5.2 Communication with Bosonic Channel
Consider a memoryless channel through which Alice sends information to Bob. Alice
picks a set of N states randomly according to some probability measure. She then
encodes her message onto her states, transforming them into codewords. A codeword
is then picked out to be sent to Bob through n uses of the channel, where n is the
code length. Bob then receives the output of the channel and he has to decode the
message, i.e. he has to decide which codeword Alice sent by measuring the state he
has received using a suitable POVM.
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The channel I shall consider in my thesis is a lossy bosonic channel, K : T(H) -+
T(7), where R is an infinite-dimensional Hilbert space. In the optical regime, the
lossy bosonic channel is one of the most common of communication channels, corre-
sponding, e.g., to free-space optical communication, or to undoped fiber-optic com-
munication. When the input energy of this channel is limited, the capacity of the
channel is known and is attained when Alice sends sequences of coherent states down
the channel [71]. The purpose of this chapter is to devise a novel optimal decoding
technique that attains the channel capacity.
To attain the channel capacity, Alice adopts the following encoding scheme. The
kth codeword can be written as:
fjk)=P[)~u). 2 i4 n ® Ho (5.1)
Alice sends sequences of coherent states |I) down the channel K, where 1 = (PI, t
. 
)
and pt E C, Vi = 1, ... , n. Let k label the message Alice is to send down the channel.
To send the message index k, Alice encodes it with a linear code of block length
n. Alice uses the following encoding: each letter in the codeword is taken from the
Gaussian canonical ensemble with average photon number h, that is, the density
matrix,
exp(-- -)52p J=d2,P _) " ) (pl . (5.2)d 7rn , 1t
This is equivalent to picking the ith-letter coherent state in the codeword of message
k, |p), with probability density function
exp (--|ptg|21h(p) = p(_/ . (5.3)
7rn
For multimode bosonic channels, K is given by o®_1k where Kk is the loss map
for the kth mode which can be obtained by tracing away the vacuum noise mode bk
from the Heisenberg evolution
&'k =v &+ -- bk, (5.4)
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with ek and d' being the annihilation operators of the input and output modes re-
spectively and 0 < Tj < 1 is the mode transmissivity. For the encoding given in
eq.(5.2) and the channel in eq.(5.4), the capacity of the lossy channel is given by
C = g(sa) , (5.5)
where g(x) = (x + 1) log(x + 1) - x log x. Now, since for coherent state inputs, the
outputs from A are also coherent states, we can without loss of generality set r = 1.
We can always rescale the coherent states to re-attain the loss parameter r,. The
capacity in eq.(5.5) tells us that as long as we send information down the channel
at a rate R = g() - j for some T > 0, we know that we can reliably decode the
channel outputs. Given the capacity of the noiseless bosonic channel, we generate a
codespace C with N L2 ng(h)J = 2n(g(n)-n) messages.
5.3 Statistical Properties of the Encoding Ensem-
ble
In this scheme, |L and |ple#' are equally likely for arbitrary phases # E [0, 27r).
This is because the measure Alice has chosen depends only on the amplitude of the
displacement from vacuum. As such we conclude that # is a random variable taken
from a continuous uniform distribution U(0, 27). The corollary to that statement is
that upl2 is a random variable taken from the exponential distribution given by the
probability density function,
f= - , [pl2 ;> 0 (5.6)
where i > 0 is a scale parameter and also the mean of the distribution. This gives us
a nice statistical picture about the random variable |p12 of the chosen coherent state
p).
Quite naturally, this generalizes to picking n such coherent states randomly from
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the ensemble #0" by writing down the likelihood function of the sample configuration
pi, .. . , [p. The likelihood function for fi, given an i.i.d. sample = (i,.. . , n)
drawn from the random variable in eq.(5.6) is
nexp-
L = ef2) (5.7)
n
= exp - pil2 (5.8)
nin n
i=1
Let's define the norm in the complex space C" of #
I l pil2 .(5.9)
Since the distribution in the random phases #1, ... # is uniform, the process of Alice
picking a state from the ensemble pOf is equivalent to picking a state that lives on
the surface of the hypersphere S 2n- 1 of radius R = , where the distribution of
R2 ~ L(ii) in eq.(5.7) . For long codewords, i.e. where n is large, Alice is picking
codewords randomly distributed on its surface of a hypersphere S2n-1 of radius v/m5.
This result can be understood in terms of the law of large numbers which explains
the behavior of random variables in large sample sizes. The law of large numbers is
explained in the next section.
5.4 Typicality
The codes that Alice uses are typical sequences of coherent states selected from an
ensemble with given statistical properties. Let us review the properties of such se-
quences starting with the asymptotic equipartition property theorem.
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5.4.1 Asymptotic Equipartition Property Theorem (AEP)
Theorem 5.4.1. (Law of Large Numbers) The Law of Large Numbers states that for
independent, identically distributed (i.i.d.) random variables, K =_ Xi is close to
its expected value E[X] for large values of n with high probability.
Theorem 5.4.2. (AEP) The AEP states that 1 log 1 - is close to the Shan-
non entropy H, where X 1,..., X, are i.i.d. random variables andp(X1,..., Xn) is the
probability of observing the sequence X 1,..., Xn. This the probability p(X1,... , Xn)
assigned to an observed sequence will be close to 2 -nH
5.4.2 Classical Typical Subset
The AEP Theorem [19] states that if pi, P2..., pn are i.i.d. random variables with
distribution p(p) =-a exp(- ). Then for a sufficiently large n,
1
lo p(pi, p2, ... ,pn) -+* H(p) (5.10)
n
where H(pu) = - f d2a p(p) log(p(p)) = log(7riie) (in bits) is the Shannon entropy of
the distribution p(A).
This theorem will have implications later when we define the typical subspace for
quantum states, especially when the chosen basis for communications is not orthogo-
nal. Coming back to the definition of a typical set, the typical set T(n, e) with respect
to p(p) is the set of sequences (Ai, p2,..., pn) with the property
2 ~-n(H(pt)+E) < p(1 p, - , p < 2 n(Hip)-c) , (5.11)
where
P(Pi, . n..,p) = (Pi) = 1 - (5.12)
i1 / =
A sequence (i, ... , pAn) that is in the typical set T(n, e) is called an E-typical sequence.
Eq. (5.11) and (5.12) tells us that in the typical sequence,
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nn 1) < n (1+ + . (5.13)logie 
-- _- log(e)
Eq. (5.13) tells us that in a typical sequence, the Euclidean norm lies close to nri.
5.4.3 Quantum Typical Subspace
Let's define an e-typical state to be a state |I) = |pi) ... Jn) for which the sequence
(pi, . . . , p,) is E-typical. An c-typical subspace, An, is then the subspace spanned
by all -typical states. Is it possible to come up with a quantum version of the idea
of typical sequences, even though the coherent states p) are not orthonormal for
different complex ampitudes p?
The answer turns out to be yes! We define the typical projections in an orthonor-
mal basis. For the case of coherent-state codewords, a natural basis is the Fock basis
{|m)}. The typical projection Pe C E('h) is
PnE = E I) (ri . (5.14)
ni E-typical
It is obvious that the typical projection obeys the property of projections: P'U=
Pnc, and Pn,, = Pn. Because we have written the typical projection in the n-
mode Fock basis, what a typical projection does to a random chosen set of density
operators is to photon-count it and throw away those that have more than e of the
average number of photons.
Alice draws the codewords consisting of sequences of coherent states where each
coherent state in the sequence is drawn from a Gaussian ensemble, that is, from
the ensemble whose density matrix is the thermal state. Here, the average photon
number of each alphabet in the codeword, m1 ,...,mn are i.i.d. random variables
with probability mass function p(mi) = n ( ")". By the AEP theorem, for a
98
sufficiently large n we have x
1 1
-- log(p(mi, ... , mn)) - -- log(p(ni) ... p(nn)) - S(n)
n n
(5.15)
where S(i) = (n+1) log(i+1)-h log(ni) is the von Neumann entropy of a single-mode
thermal state with average photon number h. S(nh) = g(i), where g(x) is defined in
eq. (5.5).
The trick here is to define the typical subspace in terms of the basis with re-
spect to which the single-symbol density matrix is diagonal, i.e., the Fock basis. We
can then define the typical set A,E with respect to p(m) to be the set of sequences
(n 1 , m 2 ,... , mn) with the property
2-n(S(+<) < p(mi, M 2 , ... , mn) < 2 -n(S(n-c) (5.16)
We can define an energy shell of states that are in the typical subspace, in analogy
with the typical norm in eq. (5.13),
n
n~h- < Tn < ~i 1 (5.17)
where 3 = e/ log( 'i2). Although we have defined the typical energy shell in the Fock
basis, this can be expressed in any basis natural to the codewords in terms of the
average photon number of the n-mode codeword. In a basis-free notation,
n
n(n - 6) < (aiaj), < n(h+3) . (5.18)
If we pick coherent states |pi) from p, then (a ai), = |pil2.
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5.4.4 Typical Subspace Theorem
Theorem 5.4.3. For p given by eq. (5.2), and Pn,E given by eq. (5.14),
tr(Pf,Ep O) > 1 - 6 ,
p(mi,. . , mn)
(5.19)
(5.20)
This is the probability that the sequence pi, ... , y is typical. From the AEP theorem,
we know that this occurs with probability greater than 1 - 6, where 6 > 0. D
It will be useful to define the subnormalized typical state of the encoding ensemble,
p, where
(5.21)P= Pn,e#OnPn,e .
The eigenvalues of 15 are pf = p(mi)p(m 2 ) ... p(mn) for 'i E An,,. Then Eq. (5.11) is
a bound on these eigenvalues.
Theorem 5.4.4. For any fixed e > 0, and 6 > 0, for sufficiently large n, the dimen-
sion of of An,,, |An,,|= tr(Pn,,) satisfies:
(1 - 6) 2 n(S(n)-E) < |An,jE < 2 n(S(n)+) (5.22)
Proof. For the first part, notice that from the definition of the typical subspace the
probability that 2 -n(S(n)+e) < p(mi. mn) 2 -n(S(n)e) is greater than 1 - 6, for
some 6 > 0, e > 0. So,
1 > E
ffi e-typicali e-typical
2 -n(S(n)+E) - IAn,E12-n(S(n)+E) (5.23)
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for some 6 > 0
Proof. We have
tr(Pn,ep On) =
p(mi, . . . , Mn) >
This gives
|An,e I < 2 n(S(n)+e)
Similarly,
1-6< 
-i
in- E-typical
I: 2~n(s(h)-e) = IAn,e 2~n(S(n)-E) . (5.25)
TA c-typical
That gives,
Hence,
|An, I;> (1 - 6 ) 2 n(S (- ) .
(1 - 6 )2 n(S(i)-e) < |An,, I < 2 n(S(n)+e)
This part of the typical subspace theorem tells us that for n sufficiently large, the
size of the typical subspace is 2ns(n) FD
We can use eq. (5.11) and eq. (5.22) to derive bounds for the eigenvalues of
integer powers of the typical state P:
Theorem 5.4.5. For j E Z+,
2 n(s(ft)(1-j)-c(1+j)) < trp57 < 2 n(s(h)(1-j)+E(1+j))
Proof.
trP = p
iEAn,e
< |An,|2-"j(S(l)-E)
< 2 n(S(n)+E) 2 ~nj(S(n)-c)
= 2n(s(h)(1-j)+e(1+j)) ,
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(5.24)
(5.26)
(5.27)
(5.28)
(5.29)
(5.30)
(5.31)
(5.32)
p(mi, . . . , mn) <
and
trj = p (5.33)
nfiEAn,e
> |A, |2 -nj(S(n)+E) (5.34)
> (1 - 6 )2 n(S(f)-E) 2-- nj(S()+E) (5.35)
= (1 - 6 .)2 n(S()(1-j)-e(1+J)) (5.36)
This ends the review of typical sequences and subspaces.
5.5 Decoding for the Lossy Channel
In this section I shall describe the sequential decoding scheme that will achieve the
capacity of the lossy channel. The basic scheme is for Bob to project sequentially
onto each possible received codeword. (Recall that for the lossy bosonic channel,
a received codeword is simply the same sequence of coherent states that Alice sent
down the channel, attenuated by the loss.) If Bob simply projects onto each possible
received codeword, however, the decoding technique fails to achieve channel capacity.
Instead, Bob must interleave his projections onto codewords with projections onto
the overall output typical subspace. This interleaved technique will be shown in the
next section to attain the capacity of the channel. All proofs rely heavily on the
properties of typical subspaces given in the previous section.
5.5.1 The Sequential Decoder
The idea of this scheme is to determine the codeword that has been sent in N steps
with an error rate that asymptotically goes to zero as the code length n gets large.
The sequence for the measurements is as follows:
1. Fix an ordering of the codewords, yielding the ordered sequence {A1, 2 ... ,
with pT E C. Define the projection operators, P = |di) (P 1.
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2. Project onto the typical space of the encoding ensemble corresponding to the
projection Pf,E in (5.14) to check if the state is in the typical space of "f. If
the answer is NO, then stop and declare failure. If YES, continue with Step 3.
3. Check if the state after Step 2 is jj7) by applying P1. If the answer is YES,
the protocol stops and we identify the codeword as ,7. If not, we continue with
Step 4.
4. Project onto the typical space of the encoding ensemble corresponding to the
projection P,, in (5.14) to check if the state is in the typical space of # ". If
the answer is NO, then stop and declare failure. If YES, continue with Step 5.
5. Check if the state after Step 4 is I'k) for k = 2 by applying P2. If the answer is
YES, the protocol stops and we identify the codeword as '72. If not, we continue
with the repetitions in Step 4 and then Step 5 (if we get there) with k -+ k + 1
until we either have an inconclusive measurement or an answer for the codeword
Alice sent.
This measurement procedure has a binary tree structure shown in FIG 5-1. The
tree has N levels and N + 1 outcomes. Let the elements of the effective POVM for
these outcomes be Eu, for u = 0,... , N. Because of completeness of the POVM, we
also have E0 = ]I - EN E. Eo represents all of the "failed" outcomes, including
those that failed when Pn,, was applied. On the dth step of the measurement sequence
a two-element POVM is applied. Its generalized measurement operators are
{Pdi f Pd} , (5.37)
where I have defined 0 for an operator e to be:
0 = Pn,EIPn,E . (5.38)
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The generalized measurement operators of the effective POVM are given by
A(')- 1 (5.39)
A - 2 - (5.40)
A = - - 1) (5.41)
(5.42)
A(N) N -PN-1).-- 2  ~-1) (5.43)
A(N) - 0N A-N)- - ) (5.44)
The effective POVM for our sequential measurement is thus
E = A(u)tA(u) , U > 0 (5.45)
N
E0= ] - E E. (5.46)
U=1
The reason we are interested in the generalized measurement operators is that it
gives us the post-measurement state. On the other hand, if we are only interested
in the post-measurement statistics, the POVM elements of a measurement would be
sufficient. Given that the kth codeword, Pk, was sent, the post-measurement state
after m failed measurements, where m < N, is
p0 = A 0 (5.47)
k 0 pkA
Amplitude of success
Having established the form of our decoding POVM, we can now calculate the
quantum-mechanical amplitude that the decoding succeeds in identifying the cor-
rect codeword. The probability of successful decoding is just the modulus squared of
the amplitude of success. We then calculate the average amplitude of success over all
possible encodings, and use this average amplitude to bound from below the average
probability of success. The average amplitude for success will be seen to be exponen-
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R - A1 Ni
A1) A
AA(2) 2
11-P 3  P3
A 
A(l"
0 1
A(N--1)AO l
IT--PN PN
A (N) AN)
Figure 5-1: This binary decision tree shows the structure of our sequential mea-
surement scheme. It is effectively a (N + 1)-outcome POVM whose elements are
{E}, u = 0, ... , N. A (d) where i = 0, 1 are the general measurement operators at the
dth level. Here, E, = A(u)A(u) for u > 0 and Eo - A(N)tA (N)
1 1 0 0
tially close to 1, and so, consequently, will be the average probability of success.
The amplitude that the decoding succeeds after m+1 trials given that the (m+1)th
codeword,
The average of A(yes) over the possible codes is
m+1
A(yes) = 1 J d2n-'p(i)tr((I - Pm)..- ( - P1 )|p ln+) ([-m+1| (5.48)
i=1
= tr (P (-)p )m Ppe) (5.49)
= tr((P - P)P) (5.50)
S (n) (-1)k tr (k+l) (5.51)
k=0 k)
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Considering the first two terms of eq. (5.51) separately,
m 
tr(t 2 k)
2k - 1 J
(5.52)
(5.53)
(5.54)
(5.55)
A(yes) = trp - mtrp2
+ (-1) k6 - mk+1)n
k=2 (k
;> 1 -- -m2-n(s(RN)-36)
m/2 m
+ 1
k=1 ( k
m/2
tr (p2k+1) 
__ 1
k=2 (
First, let's consider the last term in eq.(5.52) for m = N = 2 n(S(N)- 7)
m2~n(S(i)--se)= 2-n(-s3c) (5.56)
which means that the above term vanishes for some large enough n if r > 3e.
Next, we shall show that the remaining error terms, eq.(5.55), are negligible. The
first term contains only positive quantities, so it can be removed when retaining a
lower bound:
m/2
k=1
m/2
>- 1
k=1
m t-m/2) tr +
(k1 t k=1
M tr(P 2k)
( m tr(P 2k)2k - 1/
)(1-2k)+E(1+2k))
m/22k
k=1 2 ->
m/2
_Em a2k-
k=1 2 -
p-2 S ak-k
k=1 k)
3 -(2k+1)
- 1) ,
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(5.57)
(5.58)
(5.59)
(5.60)
(5.61)
(5.62)-#-2 1 +
where I have used the binomial expansion,
aI:- = (1 + . (5.63)
k=0 k
where a 2 -ns(0) and 3 2
When m = 2 n(S(n) -7) and n is large, eq.(5.62) becomes
/3-2 1 + - 1 (5.64)
S ~2 exp m ln 1 + a)) 1 (5.65)
= 22nE (exp ( 2n(S(]V)-71) ln(1 + 2 -n(S(i))-e) (5.66)
22ne (exp (2 n(S(n)-) 2 -n(S(n)-e)) - 1) (5.67)
= 22ne (exp (2-(-)) - 1) (5.68)
22nE (1+ 2-- - 1) (5.69)
S 2- n- ), (5.70)
so the above term becomes negligible for some large enough n as long as q > 3e.
Now we have a lower bound for (A(yes)) in the worst-case scenario as long as we
choose 1 > 3E,
A(yes) > 1 - e - 2-ndT-3e)+1 , (5.71)
The average amplitude of getting (N-1) "NO" s for the wrong codewords, followed by
a "Yes" for the right codeword, becomes asymptotically close to 1 as n gets large. That
is the average amplitude for successful decoding can be made as close to 1 as desired.
What we really want is the average probability of successful decoding, that is, the
average of the amplitude modulus squared. But since the average of the amplitudes
modulus squared (|Al 2(, is greater than or equal to the average amplitude, modulus
squared, |(A) 2, the average probability of successful decoding is also asymptotically
close to 1.
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That is, the sequential decoder can sustain a number m of wrong measurements
with m being as large as N. Since N is the number of codes in C where the code
is one that achieves the capacity of the lossy channel M, the sequential decoder is
an optimal one, i.e. it can reliably decode all the codewords that are necessary to
achieve the capacity.
This is the primary result of this chapter of the thesis: sequential projective de-
coding attains channel capacity. We do not claim that sequential projective decoding
is physically practical, since it involves an exponentially long sequence of measure-
ments. Compared with pretty good measurements, the only other known method
for decoding such channels, projective sequential decoding has a physically simple
interpretation. In particular, the projection onto the overall typical subspace is sim-
ply a collective measurement of energy. In addition, the individual projections onto
sequences of coherent states can be phrased as a collective measurement of energy
simply by displacing each of the individual coherent states in the candidate sequence
to the vacuum state, and then performing a collective projective measurement to as-
certain whether all states in the sequence are indeed in the vacuum. So the sequence of
projective measurements has a natural interpration in terms of energy measurements.
5.5.2 Projections onto codewords with Typicality
Having established that sequential projective decoding attains channel capacity for
the lossy bosonic channel, I would like to take some time to explore the various
features of typical codewords. This exploration will allow us to explain the failure of
the simpler decoding scheme of sequential projection onto output codewords without
the interleaved projections onto the overall typical subspace.
In this section, I shall investigate the statistical properties of the overlap between
the codewords after each one has been projected onto the typical subspace A,. Let's
define the sub-normalized state, 1jk) E Af,E, obtained after projection onto the typical
space
iilk) = Pncfk) . (5.72)
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Here, we define the projective measurements, Pk, used by Bob to be
Pk = 7k)( k= Pn,ePk]Pn,E
where Pk = | k
Theorem 5.5.1. Given |'k ) picked randomly from the thermal ensemble p f, the
n
probability of it containing an average photon number Z |mi| 2 in the range nn -6 <
mi < nii - 6, where 6 = o ) is given byflo( IV )I
tr(Pnc | I) k  >1 - ,
62
2-4n .
tr(P,e |lf ) ( ) = --- kPn,li' / )
-~1 S JKTrnj) 2
rfi e-typicalj=1
- S p(mi)p(m2) ... p(mn),
m E-typical
where p(mj) = I(pitm) 12 e nm . p(mi)p(m 2) ... p(mn) is the probability that
we get photon-count of the sequence n-' = (Mi, ... , mn). The exact photon-counting
statistic is that of a multinomial distribution (see derivation in Appendix B), but for
finding a bound here we do not need to use the exact distribution. All we need is
that for a selected codeword to be typical, its total photon-count has to be within 6
of the mean photon-count n-n,
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(5.73)
where
Proof.
(5.74)
(5.75)
(5.76)
(5.77)
(5.78)
=Pr m -- ni <)
1-Prob(
Prob mi - ni > 6) is the probability of lying outside the typical subspace.
m is the photon-count of the coherent state I p).
so that mi - Poisson
Recall that mi ~ Poisson(Ai),
Ai . Also,
where c is a constant. We can bound this
Var mi - c
probability using
=hVar s i i n,
Chernoff's inequality for
the sum X = mi - nni . This inequality gives
Prob (IXI > 6) < 2e- ,4
where or2 = n is the variance of X. Thus,
tr(P,e P L) 0_1k1) > 1 -
where ( 2e-4n.
Note that the norm of I jk) is (jik 1ilk), so 1 - ( (j< kk) 1.
a sub-normalized state.
Thus, liik) is
For h large, Jk) is approximately normalized. However,
when i is small, then we have to select our codeword size n to be large enough, i. e.
n - 0(1/rh), for the normalization to be 1.
This gives us the order of the typically-projected amplitudes of the coherent states,
(Plpn,e|lp) 
=
ni c-typicalj=l
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(5.79)
(5.80)
(5.81)
(5.82)
El
(5.83)
tr(Pn,6 |#lk) (Ok|1)
mni - nn
I Pl~n 1.
The zeroth-order term in the expansion of eq.(5.124) is
tr(pPslepklPfl,) - k |Pn~ek|)2 1, (5.84)
for n sufficiently large.
Eq. (5.83) tells us that the sum of amplitudes | (1k 1 2 over the typical subspace
of I'7 ) adds up to one. However, it does not tell us the behavior of 1(-k )|2 for
each given typical codeword ITn). Because of the symmetry on the hypersphere of
the probability measure, we would expect I (gk r )2 to be the same on average for
any typical codeword, and since the size of the typical subspace is IAn,rl = 2nS(n)
(Theorem 5.4.4), |(ik ) 2 2 S(n) on average. In the next section is a proof
that the overlap of a codeword (chosen uniformly over a hypersphere) with a typical
codeword is equal to 2 -nS(f) regardless of which codeword or typical codeword you
have chosen.
This nice result arises from Levy's Lemma[44] well-known in asymptotic theory
of finite dimensional normed spaces. It tells you that if you have a point picked at
random uniformly over a d-hypersphere, a well-behaved function evaluated at that
point can be made arbitrarily close to its mean value over the hypersphere by choosing
a large d. It only requires that the overlap function is smooth over the hypersphere,
i.e. that its Lipschitz constant is bounded by a finite number, which I will shown.
Levy's Lemma was also used in [62]. There, they showed that any given system will
be thermalized for all pure states of the universe. Levy's Lemma was used to give
bounds on the errors. We shall do the same here.
5.5.3 Levy's Lemma applied to Overlap of Codewords
Lemma 5.5.2. (Levy's Lemma) Given a function f : Sd -> R defined on the d-
dimensional hypersphere Sd, and a point & C S chosen uniformly at random,
Prob (If (#) - (f) I > E) < 2 exp 2C(d+1)E2  , (5.85)
/2
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where q is the Lipschitz constant of f, given by q = sup|Vf , and C is a positive
constant.
Theorem 5.5.3. Given some complex random vector |1k) =14) ... |pn) c s2n-1
" exp (- P 1 2 i)
picked with probability density p(4 p, . . .,yk) = ]7J ,and a vector I|')
ji
in its typical subspace, we can define a function f S2n-1
f?(;k) - k 12 (5.86)
Then
Prob I (m Ik)2 212 (n e) 2-ne (5.87)
where C is some finite constant.
Proof. The probability measure with which we select the vector |1k) depends only on
the radial values {|p I, k = 1,..., n}, thus the random vector is selected uniformly
from S2n-1. This means that we can apply Levy's lemma to the function f (ik). To
get the form in eq. (5.87), we have to do two things. First, to show that TI < N/2 and
that (f 7 k)) = 2ns(n)
For two vectors /I and p3,
f( k) n f, ) 2  2t ) 01 1 - ) )) (5.88)
I tr ( I k) (k -p i) (,p 1 2 , (5.89)
where we have used the fact that |iM) (r is a projection and has eigenvalues 0 or 1
to derive the last inequality. Notice that 'trip - o- = |ip - o11, the trace distance
between p and o. Using the expression for trace distance between two pure states,
we have
f(7k) -f )1 2 < 4(1 -*(1jj)l2) (5.90)
< 4 _k) - #j) 2 , (5.91)
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Taking the square root,
Thus,
r = sup Vf
- A A k A <2
Next, we want to show that the average value of f() taken over the distribution
of I|tk) is (f,:( k)) 2 = .
-1d 2 n-k (4k ) ( p(pi ... Pn)
n
14
n
=1
n
j:=1 (+ 
=1 ()1++(1
(1
(1+n1 2 nn
= 2~ns(i)
Using Theorem 5.5.3,
f(ik) - fm(#I (5.92)
(5.93)
(fr(7k))
00
dte
0
-ttmj
F(mj + 1)
(5.94)
(5.95)
(5.96)
(5.97)
(5.98)
(5.99)
(5.100)
(5.101)
E
I ( - k I ) 12 - l
j=1
]7J e-
2 nS()
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(5.102)
<211k ) .ii~
e I tk1/f 1 2n1Il 1 g
d 2p A
m + 1+n
1 nj
n "1
1+nf =
Rearranging the terms, we get the following identity which will be useful in estimating
error sizes,
jr1 Pie =) (5.103)j=1 3j nSh
Let's pick two codewords from the distribution described in Theorem 5.5.3 and
calculate their overlap. To see this, we start first with Qki = (k ,7). We have
Qki (k i) (5.104)
- Pk p) (5.105)
n
y-p y) (5.106)
j=1
-- 3pe|2 /2-1p |2 /2 3 ei(#j- #)mj (5.107)
r E-typicalj=1j3
2-43 im( -#) (5.108)
ff e-typical j=1
_ 2 -nS(n) -i(k-i). (5.109)
fin E-typical
So Qki (jMk ii) comprises of an amplitude 2 -nS(n) plus a phase part. The phase
part in this overlap prevents the overlap building up as our projection measurements
disturb the state in each step of the sequential measurement. As we shall soon see, the
phase part when averaged over the uniform distribution over the (2n - 1)-hypersphere
interferes destructively mostly and whenever the indices are different, the product of
overlaps has at most a contribution of 2 ns(fi). To illustrate this point, let's take a look
at the first-order term in probability of error defined ahead in eq. (5.124),
tr(pIP,EpkPIF,E) - (fi I k) (jilk i) (5.110)
= QikQki (5.111)
(gIIP,eI pk) (jkVPn, cI) (5.112)
2 -2nS(n) -in1. ((i -Sk) e--in2-( k-5 ) (5.113)
nT1 E-typical ni2 E-typical
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_ 2 -2nS(n) E E
n77il c-typical rn2 E-typical
ei(nii - 72) i(ni2--nii).55114)
In eq. (5.114), when we average over the uniform distribution of the phases q$ and $k,
k # i, we get the delta-dirac function 6(nini - ri 2). This would contract two sums
over the typical subspace to just one. Hence,
tr(pP,,pPn,E) = i1j zk) (utk Iui) (5.115)
(5.116)
(5.117)
We can do the same contractions for higher order terms. However, we have to
worry about the different cases whereby some of the indices are the same. For the
next order term, we have
tr(piPn,cpjPn,cpklPn,c) = 0e 1 ) (j) i )
Qij~jkai
1,i=j = k,
2 -2ns(ft),
I2 Q3 jk
(5.118)
(5.119)
(5.120)
And then
QijQjkQkIQlm
1,ijk = 1
2-3nS(), i # j # k #1 .
(5.121)
(5.122)
I conjecture that this trend is likely to continue with higher number of terms in the
contraction. If this conjecture is true. The overlap between different codewords falls
off with n the code length.
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= ik~ak
1,i = k ,
2 -nS(h), i / k.
5.6 Projections onto codewords without Typical-
ity
In this section, I shall show that the simpler method of sequential projections onto out-
put codewords, without the projections onto the typical subspace, fails. In particular,
without the typical projections, the error rates would not approach zero indepen-
dently of i, the average photon number of the encoding ensemble. I shall show that
in the limit of small ni, we will always be in the bad regime where the error rate would
grow exponentially with ii. Bob will apply the following sequential measurement:
1. Fix an ordering of the codewords, yielding the ordered sequence {W1, 2
with p? E C. Define the projection operators, P = |5P) (jil.
2. Check if the state received is |i1) by applying P1 . If the answer is YES, the
protocol stops and Bob identify the codeword as #". If not, we continue with
Step 3.
3. Check if the state after Step 2 is 1' 2) by applying P2 . If the answer is YES, the
protocol stops and Bob identify the codeword as 1' 2). If not, we continue with
the rest of the codewords according to order until we get a "YES" for one of the
measurements. If we do not get a conclusion after N steps, then we conclude
that our measurement has failed.
The probability of successfully identifying the codeword if ,m were sent is
Psucc = tr(Pm(I - Pi) ... (If - Pm-)#m(l - Pi) ... (II - Pm-1)Pm) . (5.123)
The error rate is given by
P-e = _ Psucc (5.124)
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Here, the projective measurements are defined to be projections onto the code-
words, i.e. Pm = |r") (p~"j. We expand eq.(5.123) to the first order in PiP:
tr (Pm(I - Pm-1) .. - - Pi)pm(I - Pi) .. (1- Pm-1)) (5.125)
m-1 m-1
tr(PMpm - Pm Pipm - PmpM Pi) +... (5.126)
m-1
= 1-2E (ppi)|2 +... (5.127)
i=1
The greater the overlap between jpM) and I#) I (p-~"I li) 2, is, the greater the error
Pl" is for a fixed m. I shall show that the sum in eq.(5.124) does not fall off with
length of codeword when A is small for this projective measurement.
The n-mode coherent-state codeword Ip-") for a 2n-dim space is embedded in
the infinite dimensional space of quantum states. Such spaces have a metric and a
symplectic form. The overlap is
([Ik) = (piai)(p2a2)...(Pal (5.128)
n
= 
_( , , 1)-2a/2-(Pi,2a -i,2) 2 /2 aii,2 Ai, I -Pi,2 , (5.129)
where the complex number, ai, of the coherent state lai) is ai = ai,1 + iai,2 . Then,
n
(#|I 20 1-pa-472-9404/ (5.130)
i=1
- e- 1 (2 -i, '+(Iai,2-a ,2 (5.131)
= e- ~.( , (5.132)
where dn( 1, ()2 = (p,1 -a 1 1 )2 +(pi, 2 -a 1,2 )2+... (A,1 - an,1) 2 + (Pn,2 - an,2 )2 = r
the Euclidean distance between the n-tuples of complex numbers, (pi,..., pn) and
(ai, . . , an).
For adjacent codewords |p-r") and I|p"- 1), estimate |(pflj-l) 2 by considering
the geometry on the surface of the 2n-sphere, S2n. The surface on the (2n - 1)sphere
is a volume of 52n-2. Since the codewords are uniformly distributed on the surface of
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the hypersphere S2n-1, we can assume that the codewords shares equally the entire
surface area, i.e. each codeword has an area a = V 2 , where N is the number of
codewords. Let's assume that the radius of §2n-1 be R, as before. The volume is
d
V2 n- 2  d V2n-1dR
= (C2n-iR 2n- 1 )dR
(2n - 1)C2,-1R2n-2
(5.133)
(5.134)
(5.135)
where Cn is defined as
Cn
wn/
2
l'(+1)
n even n
2 (n+1)/2 r(n-1)/2 even nI. ~n!,enm
a=(2ni - 1)n C2n-R2n-2N
(5.136)
(5.137)
(5.138)
If we see the area a as a volume in S 2n-2, then we get
a =C2n-2r2n-1 (5.139)
where r is the radius of the hypersphere §2n-2 each area is embedded in. If we equate
eq.(5.138) and eq.(5.139), we can solve for r:
2 C2n-1
2n(S().-c) C2n-2)
1
2n-2
Assume that the codewords are long, n > 1, then
2 n
r ~ 2n C2n-1)
r 2n(s(ft)-e) C2n-2
V'-
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Then
R'R= vn. (5.140)
(5.141)
1
2nC2n-1 2n
C2n-2
Vr 2nC2n-1 2n v95
n C2n-2 ) 2sOI-e,
(5.142)
(5.143)
Let's define the following two functions. The first is a function of n, the length of
the codeword, and the second is a function of ft, the average boson number of the
ensemble Alice started with.
F(n)
G(n)
What's the behavior of 02n- as n
S2n-2
Stirling's formula, we get
C2n-1
C2n-2
2nC2n-1 2n
C2n-2 )1
-oo? Now using eq.(5.137), (2n - 1)!! =
7r (2 n)!
22n (n!)2
nr
In fact, in the limit of large n, it is also true that C2n- - /r/n. Hence, the ratio of
C/Cj_1 does not depend on whether i = is even or odd when i is large. Putting this
back in our equation for r, we get
r = V/ (2n -)
n
1
2n
(5.147)
2 nn
r 2(s(ft)-e). (5.148)
Then the overlap between two n-mode coherent state codewords is |(j4) 12 e-r 2
e-nft/2(s(f)-<>. If the number of codewords is N - 2 n(S(n)-e), then the total overlap
between one codeword and the rest of the (N - 1) codewords is
N (-t|) 2 =ens(n)- 2 sU-3 (5.149)
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(5.144)
(5.145)
2! and2n
(5.146)
or
(5.150)
Hence, we can define a good regime, h > S(F ), and a bad regime, m < S(h). Let's
take a look at the behavior of S(nh) in the limit of large and small h. When D is large
(i >> 1), S(h) ~ Innii and since h > Innh, we are always in the good regime. However,
when h is small (h < 1), S(ii) % i(h + 1) - Iln h and S(h) > h. Hence we are
always in the bad regime. This tells us that these projective measurements are not
good decoders because there are regimes of h values where they do not work.
That is, the simplest technique for sequential projection fails. Sequential projec-
tion only works when projections onto output codewords are interleaved with projec-
tions onto the overall typical output subspace.
5.7 Discussion
In this section, I proved that there is an alternative measurement to the pretty-good
measurement that achieves the capacity for a lossy bosonic channel given that the
inputs are coherent product states. I have shown that this measurement gives an
error rate that is asymptotically zero when the code length, n, is large. One might
argue that this result arises from the orthogonality of the input states in the limit of
large n. I then explored the role that typical projections play in this new POVM: it is
necessary for the typical projections to be interspersed between the projections onto
the codewords in order for the codewords to remain distinguishable. In particular, if
we remove the projections onto the typical space the error will blow up exponentially
when the average energy of the encoding ensemble is small.
The POVM of our sequential measurement is an entangling POVM, in the sense
that we cannot write the individual POVM elements as separable operators. It was
been shown in [15] that entanglement is necessary to carry out separable measure-
ments. This follows the conventional wisdom that entanglement at the measurement
stage is necessary to achieve the classical capacity. At least one channel is known
for which entangling measurements are required [22]. Note, however, that the mea-
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surement process proposed here is asymptotically non-entangling in the sense that
althought sequence of measurements perturbs the unentangled output state, that
state remains as close as desired to an unentangled state throughout the measure-
ment process.
The projections required for our new decoder have a natural physical description.
The projective measurement onto the overall typical output subspace simply selects
states that have energies close to the mean energy of the encoding ensemble. Similarly,
the projections onto the output codewords can be implemented by displacements of
the individual codewords followed by an overall projection onto the vacuum state. So
if we can implement collective energy measurements on sequences of states, then we
can perform our sequential decoding. This thesis has focused simply on the existence
of such an alternative decoding scheme: how to implement such collective measure-
ments lies outside its scope. We note however, that nonlinear quantum optics can in
principle perform good approximations to such projective energy measurements.
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Chapter 6
Conclusion
The goal of my work in this thesis has been to understand state discrimination in the
context of Gaussian states and bosonic channels and to devise measurements in which
optimal, or close to optimal, discrimination can be achieved. The primary scientific
contributions of the thesis are to determine the sensitivity enhancement afforded by
the use of Gaussian states for quantum illumination, and to devise a novel decoding
scheme for the lossy bosonic channel.
In the study of quantum illumination for Gaussian states, I have shown that, as
in the case of quantum illumination with photon pairs, it is possible for entanglement
to help target detection even when the channels in question are noisy and lossy, i.e.
entanglement-breaking. Although none of the entanglement is left after the probe has
been through the channel, the pre-channel entanglement of the probe with the ancilla
gives a non-trivial enhancement in detection. The enhancement in sensitivity afforded
by entangled Gaussian states is a factor of four above the sensitivity afforded by non-
entangled states. Although this enhancement is less than the N-fold enhancement
afforded by photon pairs entangled over N modes, it is nonetheless significant.
The techniques used in arriving at the results are (a) finding the symplectic de-
composition of Gaussian states, (b) using phase space integrals to find the character-
istic functions of composite Gaussian states, (c) describing entanglement in two-mode
Gaussian states and (d) using the quantum Chernoff bound. These techniques allow
one to assess the discriminability of Gaussian states and the effectiveness of using
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entanglement in a protocol. The limits to the probability of error of detection in
quantum illumination were found through these techniques. These techniques may
also prove useful for analyzing other problems involving Gaussian states and bosonic
channels, such as quantum key distribution and phase estimation.
Some of the techniques described here were formulated while the research in quan-
tum illumination was under study. For example, the quantum Chernoff bound was
established only in 2007 as a distinguishability measure for quantum states. Prior to
its foundation, I had used the fidelity as a figure of merit for discriminability. The
quantum Chernoff bound turned out to be a more powerful tool, however, because
it gives an asymptotically tight bound in the limit of a large number of trials and
there is a closed form expression for Gaussian states that is computable. By contrast,
the fidelity for multiple copies of two Gaussian states is not trivially known in closed
form. Many open questions remain concerning quantum illumination with Gaussian
states. Perhaps the most important such questions is whether we construct an opti-
mal measurement for quantum illumination that will achieve the theoretical limits of
distinguishability derived here. A near-optimal receiver has been conceived [23] that
is shown to achieve up to a 3 dB error-exponent advantage over the classical sensor.
In the case of quantum illumination, which is a target detection problem, an
optimum measurement is one which gives the minimum error rate, i.e. the Helstrom
error probability. Related questions arise in the context of channel capacity. If we are
given a bosonic channel, can we construct a measurement that achieves its capacity
for sending classical information? The optimum measurement in this case is one (and
there may be more than one) which can distinguish between the maximum number
of codewords given by the Holevo quantity of the channel, the input of the channel
and the encoding for the input with an error rate that asymptotically goes to zero
with the code length. This question is the basis for the second problem investigated
in this thesis.
In the study of the optimal decoder for the lossy bosonic channel, I have shown that
there exists an alternative measurement to the pretty-good measurement for achieving
the channel capacity. The lossy bosonic channel is one of the few channels for which
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we know the exact form of its classical capacity: the capacity is attained by sending
sequences of coherent states down the channel. At the beginning of this project
we conjectured that product measurements, i.e. measurements with POVM elements
which are product operators, would be sufficient to give an optimal decoding. Perhaps
not surprisingly in retrospect, we were unable to find such separable measurements
for decoding. We were, nonetheless, able to find a decoding in terms of sequential
projective measurements, where one projector is a projector onto a pure product
state, and the other projector is its complement. Although non-separable, this new
POVM is still interesting because it has a straightforward physical interpretation in
terms of energy of the encoding ensemble. The measurement is sequential, in that we
determine the codeword by applying a series of YES/NO measurements. Although
the number of steps it takes to find the right codeword may be exponentially large in
the limit of large code length, the received state is minimally disturbed by all of the
measurements in the sequential measurements and the error rate vanishes with the
code length. The measurement is asymptotically unentangling in the sense that the
received product state can be made to remain as close as desired to a product state
in the limit that the code length becomes large.
The two subjects of my thesis span key areas of research in continuous variable
quantum information theory. Quantum illumination changes the way we think of
using entanglement: in detection and imaging problems, entanglement between probe
photon and ancilla photon can enhance sensitivity even though that entanglement is
completely destroyed during the passage of proble to target and back again. In
the case of bosonic channels, the optimal decoder I have constructed may pave a
path towards a practical implementation of such optimal measurements. To resolve
these problems, my colleagues and I have developed techniques for analyzing the
distinguishability of continuous variable states that we hope will prove useful for
research and researchers to come.
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Appendix A
Proof of S(p) < H(p(x))
One of the subleties in the techniques used in this thesis is that the use of non-
orthogonal states for coding leads to different values for the von Neumann entropy
for an individual state sent down the channel, and the Shannon entropy over the
classical probabilities for sequences of codewords. In this appendix we derive a simple
inequality relating these quantities.
In general, the possibility of preparing different but non-orthogonal states means
that the Shannon entropy and the Von Neumann entropy can take different values
for the same set of preparation probabilities [7]. Let the event A be the selection and
the preparation of one of a set of pure states. If A takes the value aj, then we prepare
the state 4'b). The Shannon entropy for this is
H(A) = - P(aj) log(P(ai)) . (A.1)
However, the Von Neumann entropy is that associated with the a priori density
operator,
S(p) = -tr(p log p) , (A.2)
where
p = Z P()i)@) (@bi . (A.3)
Theorem A.0.1. The Shannon information is strictly greater than or equal to the
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Von Neumann entropy, i.e.
H(A) > S(p) , (A.4)
with equality holding only if the states {|@i)} are mutually orthogonal.
We shall prove that here for a discrete set of basis, but the theorem can be applied
to continuous variables.
Proof. p is a trace-class operator because trp = 1 < oc.
are compact ([59], Theorem VI.21).
All trace-class operators
By the Hilbert-Schmidt Theorem ([59], Theo-
rem VI.16), every self-adjoint compact operator has a complete orthonormal basis of
eigenvectors. Thus, we are guaranteed a complete orthonormal basis of eigenvectors,
say |Ai), for p. Let the eigenvalues of |Ai) be Ai. We can write p as
(A.5)p = E Ai lAi) (A .
As such the von Neumann entropy of p is
(A.6)S(p) = - Alog Ai
Now, using Eq. (A.5), we have
(Ail p|A) = Ai . (A.7)
Also from Eq. (A.3), we have
Ailpl Ai) ( pA) p (a j) (Aj A) ( A 2)
> (Ail p lAi) p(ai) (Aj Ai) (AilAi)
= P(aj)
(A.8)
(A.9)
(A.10)
where the equality comes in only if { 1i) } were an orthonormal basis. Combining Eq.
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(A.7) and (A.8), we have
A> P(ai) -#+ S(p) < H(A) .(A. 11)
D
This completes the proof. When the codewords used are non-orthogonal, the <
typically becomes a strict inequality, a feature which is responsible for the failure of
our 'naive' encoding procedure which fails to interleave projections onto the overall
typical subspace with the projections onto the codewords.
129
130
Appendix B
Photon-counting Statistics of Some
Gaussian States
The results derived here were used in calculating the detection error probabilities for
squeezed states.
B.1 Single-Mode Squeezed Thermal State
The probability that N photons are detected given the squeezed thermal state, PsT(n)
is given by
PST (N) = TR (4sT ()|IN) (N|)
n==
00
n=O
.n(.
( +f1 )
(B.1)
(B.2)
(B.3)
where Gnm = (nJ S(s) im) is given by [42, 64]
Gnm
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(NJ $( )|jn) (n| $()IN)
ei(n-mo/2(_1)(m+n)/2(_2I mn)i/2(tanh r)(m+n)/2 E (sinh2r for m, n even,
cosh r 2 A(2A)! A!g-
i(n-m)/2(_ (m+n)/2-3/2( m!n! )1/2tanhr(m+n)/2-1 ( _n-
cos-h r 2 A (2A+ 1)! - - A -
0, otherwise .
Taking the absolute value and squaring eq. (B.4) removes the phase factors and
minuses,
(nN) (anhr) N+ncashr 2 :
(-4/ sinh 2 r) 2
, for N & n even,
n!N! ) {tanhr)N+n-2 (-4/ sinh 2r)x 2 for N & n odd.
cosha ) 2 /E A (2A\+1)!(--- - A)! - A)
(B.6)
In eq. (B.4) and (B.6), the sums over A are done to keep the factorial terms
positive. An alternative form of eq. (B.6) is given in [40].
B.2 Multimode Coherent State
The probability that N1 , N2,.. . N, photons are detected in the n-mode coherent state
|a) = |al) . . . an) is
n
| ( 2= fJ(aINj) (Nj Iaj)
j=1
= H e- a.1I 
j1N
=1 3j
j==1
= e-EEN 313
3~> N!
= n N
=e(E-N InE)I j=1 3 
j=1N!
(B.7)
(B.8)
(B.9)
(B.10)
where 6j = |aj| 2/E and
E 0
j=1
= 1 (B.11)
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1' for in, n
GNn 12 =
nEmj = N. (B.12)
j=1
Eq.(B.10) gives us a multinomial distribution for the photon-counts of a n-mode
coherent state.
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Appendix C
Unitary evolution of n-mode
Quadratic Hamiltonians
This theorem was used to determine the effect of quantum channels on Gaussian
states in their symplectic representation.
Theorem C.O.1. Let
(C.1)
and HI be a self-adjoint and symmetric hamiltonian that is quadratic in Rj,
Hl : L2 (R) -* L2(R)
Define an unitary transformation, U,
U =e-
= S(h)R ,
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(C.2)
(C.3)
Then,
(C.4)
(C.5)
E Sp(2n, R). 
The converse is also true. Given any S C Sp(2n, R), there exists a unitary evolution
U.
Proof. Let's introduce a parameter that "switches" on the unitary evolution,
U(t)
U(t)tU(t)
Se-itH
= (I+ itH + O(t 2))R(I -itH + O(t 2))
= R - i[N, N]t + O(t 2).
(C.7)
(C.8)
(C.9)
For a quadratic hamiltonian,
[R e, f]
A [N,$]
= [RaE h RR6]
- ( -iho6 R4Oa
= 1 i3, h~p
(C.10)
(C.11)
(C.12)
(C.13)- iMR,
where M = Qh and where I have used the commutator relation in eq.(2.29) and the
fact that Qa = -QO, and h"'3 = hO'. The unitary evolution can then be written for
an infinitesimal t as
U(t)tRU(t) = e R.
What is left is to show that eM preserves the symplectic form,
(etM)TQetM - etMT QetM
Se-thQQetQh
~ (1 - thQ)Q(1 + tQh)
~ -thQ2 + tQ 2h
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(C.14)
(C.15)
(C.16)
(C.17)
(C.18)
S(h) (C.6)
=- . (C.19)
So up to first order in t, etM is a symplectic matrix.
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Appendix D
Baker- Campbell-Hausdorf
Theorem
We used the Baker-Campbell-Hausdorf Theorem and Lemma extensively in our anal-
ysis of the use of squeezed and entangled states for quantum detection and quantum
illumination. Here we review these well-known results and derive the specific exam-
ples that we used for analyzing continuous variable states.
D.0.1 Baker-Campbell-Hausdorf Theorem
The Baker-Campbell-Hausdorf Theorem gives for two non-commuting operators A
and f,
e e =e e 2 ii + [i A12,[k .. (D. 1)
The terms in the exponent of the above formula have coefficients that are well-
known for the first few terms. For the purpose of this thesis, I shall only need some
special cases of the Baker-Campbell-Hausdorf Theorem.
The first special case is when [A, B] = 0, then
e ee -ee (D.2)
139
Another useful special case is for [A, [A, B]] = [B, [B, A]] = 0, then
e s = enee-[ A =- e-[A,]eAef. (D.3)
D.O.2 Baker-Hausdorf Lemma
A useful corollary of the Baker-Campbell-Hausdorf Theorem is the Baker-Hausdorf
Lemma. It is useful for calculating unitary evolutions of mode operators. The lemma
is given by:
eA b Ae~B = O , Z
nno
(D.4)
where A C C and A, B and On are operators. On is defined recursively as a series of
commutators (except for O0),
(D.5)
(D.6)
(D.7)
(D.8)
(D.9)
O = A
Oi = [B, Oo]
02 = [b, 0 1]
On = [b, On-1]
For the special case when [B, [B, A]] = 0, we have
eBAe-f = A+ [I A]. (D.10)
Another case which is commonly encountered in CV states is the case of SU(1, 1)
algebra whose three generators obey the commutation relations
[Ko, K±] = tK±
K+, K_ = -2Ko .
(D.11)
(D.12)
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A general form for the generators that satisfy the above algebra can be found in
[38]. One example of a generator satisfying the above commutation relations are
K+= (&)2 K_ &2 and Ko=- + K = f + 2]. They occur for the
single-mode squeezing operator: $( ) in eq. (2.54). When K+ ad K_ satisfies eq.
(D.11) and (D.12), then the operator D2 () = exp(K+ - (*K_) can be written the
in the following normal order [74],
D 2 ( ) = exp(P+K+) exp(ln(Fo)Ko) exp(F K ) , (D.13)
where ( = reio, Fo = (cosh r)- 2 and r± = te±' tanh r.
D.O.3 Putting Unitary Operators into Normal Ordering
The Baker-Hausdorf-Campbell Theorem can be used to put operators into normal
ordering. Normal ordering is then useful for evaluating the action of these operators
on quantum states expressed in the Fock state basis.
1. Displacement operator: b(a):
(a) eaat-a*d (D.14)
= ta e * -I[aat,-a*a] (D.15)
= e -ae - ji . (D.16)
2. Single-mode Squeezing Operator: $() = exp (j(&f)2
Let's define the following generators:
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K+= -(a)2 (D.17)
2K_ = --5 (D. 18)
1 i1 1
Ko = -[K+, K_] = [f p + ] , (D.19)2 2 2
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It is an algebraic exercise to show that the above generators satisfy the SU(1, 1)
commutator relations. As such, we can apply the normal ordering in eq. (D.13)
for the given generators for single-mode squeezing. A bit more work is then
needed to get to
$()S exp (- ) A ei 2 .x (D.20)
3. Two-mode Squeezing Operator: 52( ) = exp (&ab - *ab
Let's define the following generators:
K+ = ti (D.21)
K_ = 66 (D.22)
Ko = -- [K+, K_] = [at& + N + 1] . (D.23)
2 2
They satisfy the SU(1, 1) commutator relations. And thus, we can apply the
normal ordering in eq. (D.13) for the given generators for single-mode squeezing.
From there, we can get to
$2( ) = exp (Kitbt) Pi(at a+btb) exp - b . (D.24)
4. Two-mode Mixing Operator: (() = exp (&tb - (*db
The mixing operator is different from the previous two operators in that it has
generators for the SU(2) Lie algebra (as opposed to the SU(1, 1) for the single-
mode and two-mode operators). The normal ordering for this operator has been
derived in [38].
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The generators for SU(2) satisfies the following commutation relations
[JoJ±] = if
J+, J_ = 2Jo.
(D.25)
(D.26)
The generators for the mixing operator are J+ = tb, J- = (J+)t = &t and
Jo = 1[J+, J-] = 1(at& - btb).
Using results from [38], the normal form for the mixing operator is
U(() = exp(-e-'0 tan # &bt)(cos2 q 5 ata-btb exp(eio tan # t&tb) (D.27)
D.O.4 Calculating the Evolution of Modes
In this section, I shall use the Baker-Hausdorf Lemma to calculate expressions of the
form:
UtdUf (D.28)
where U is an unitary operator and & is the annihilation mode operator.
1. Displacement operator: D(a):
b(a)t b
2. Two-mode Mixing Operator: UB( ) = exp (atb-- c*dt , here I shall set ( to
be real.
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= aat+a*a e +aat-a*b
S -[at - a* , a]
=& + a0.
(D.29)
(D.30)
(D.31)
(D.32)
BU =U exp (-(ditb - &t)) & exp ((dtb - 66t)) (D.33)
=C (D.34)
n=O
where Cn is defined in eq. (D.5)-(D.9). In the case of the mixing operator,
we have Co = a, C1 = IC 2 = -&,,C3 = -b, and so on. It turns out that
Cn,neven = i"n& and Cn,nodd = in+36. Putting this expression back into eq. (D.33),
I get
U tB = e cos(0) + b sin(0) . (D.35)
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Appendix E
Characteristic Functions of P1P2
and /y
Our path to determining the distinguishability of Gaussian states required us to
represent them in terms of their characteristic functions. In this Appendix, I derive
some identities involving the characteristic functions of various operators that were
used for calculating distance measures, such as the fidelity and the quantum Chernoff
Bound.
E.O.5 Defining the Characteristic Function of Bipartite Gaus-
sian States
First, let's define the displacement operator for 2-modes:
D((, T) = exp ((t - *b) (E.1)
Here the commutator relations are
[a, at] = , [6, t]= 1 , (E.2)
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and
[a, bt] = 0 , [a, b] = 0 . (E.3)
Note that eq. (E.3) does not imply that the two modes & and 6 are not entangled.
Entanglement in the context of Gaussian states have a specific definition in terms of
the covariance matrix.
The characteristic function of a bipartite Gaussian-state, H E Ra 0 7 b, with the
two modes having mode operators & = e1 + id2 and b = , + iA2 respectively is
X= trq)((,)) ,C, EC (E.4)
= (b(, g))(E.5)
= (exp((ft - (* +))bt (E.6)
(exp(-2i(id 2 + 2iC2 di - 2ir162 + 2iI261)) , (E.7)
where
=(1 +C2 (E.8)
7 =71 + i?72 , (E.9)
and the quantum mechanical mean of an operator, 0, with the system described by
the density operator, p, is defined to be
(0) = tr(,O) . (E.10)
To get to the characteristic function of Gaussian form, we can draw some intuition
from classical probability theory. In classical probability theory, if we have a variable
Z which follows a Gaussian probability distribution function, the mean of the expo-
nential a linear function of Z, can be expressed in terms of its covariance matrix, C,
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and mean, y,
(eioZ) esoAy-2orco
C = ((Z - t)(Z -_p) T )
and the mean, (0), is defined as:
(C) = fz dzp(Z)O .
If we were to apply eq. (E.11) directly to eq. (E.7) without worrying that we are
dealing with vectors of operators instead of vectors over real fields, then the Gaussian
random variable is
ai
d2
b1
(E.15)
and the cartesian coordinates parametrizing the characteristic function is
0 -
(2
-12
0
-1
1
0
(2
?71
772
=JA, (E. 16)
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where
(E.11)
(E.12)
(E.13)
(E.14)
2
k=1
where
(11
A=L (E.17)
Unfortunately, to derive the Gaussian form for the (quantum) characteristic func-
tion properly, we would have to put the operator in eq. (E.7) into normal ordering
and then evaluating the mean of that operator with respect to the density operator of
the system f. It gets us the same result as eq. (E.11), that is that the characteristic
function is a gaussian function described by a mean and a covariance matrix.
The (quantum) characteristic function of the Gaussian mode, p, is
X[p](E) = exp(- E AE + iE R), (E.18)2
where o and R are the covariance matrix and mean of the state p.
E.O.6 Characteristic Function of the Product of Bipartite
Gaussian States
The Glauber expansion of the bipartite density operator, p is
= 2f2 Xj]( 2)i(,g (E. 19)
where (, r E C. The Glauber expansion expresses a general operator (not necessarily
a density operator) in terms of its characteristic function.
Now, let #1 and 42 both be a bipartite Gaussian states. Their product, pip2 has
also to be a bipartite Gaussian operator. Let the characteristic function of pip2 be
given by X(, q; pip2). Using Eq. (E.19) and (E.4),
X[/1/32]((, n) = tr (# 1p2 D(,r/) (E.20)
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d2('d 2r'd 2 ("d2 r/" X[ (, ')XI icICI [/2]( (",") (E.21)
(E.22)
where I have used the following identity to get the last equality:
(E.23)
Now, there is an identity for the product of single-mode displacement operators:
b((i)b((2) = D(Ci + (2) exp(-((1(2* - (*(2)) . (E.24)
Since b((1 , (2) = D(( 1)D(( 2), we can extend the above result to a bipartite dis-
placement operator:
(2, 71 + 772) exp ((!(2*- ~1~2)) exp ( (1l72* - T1*72) (E.25)
Using this identity iteratively, we can evaluate the product of three displacement
operators,
tr(D(-(', -1'D (-(", -q") D((,)) x
=tr (D(-(' - (", -TI' - 77") D((, 77)) x
exp( -(('("* - ("(')) exp(('"*2 2
r (D (( - (' ("7'q 7T1 - 77")) X
exp( (-((('2
exp(-I(-, (q2
-,q" *))
+ ( + ("))) exp( (('(
+ q")* +g*(q + 77"))) exp( ('"*
= r2( _ 77' _ "7)(( _ (' _ (") X
exp( 1 (-(( C2
exp(-I(-7(n72
+ (")* +± *( + (")))exp(- (('("*2
+ ")* + * (T + 77"))) exp2( (7'"* - n"'
(E.26)
(E.27)
(E.28)
(E.29)
(E.30)
(E.31)
(E.32)
(E.33)
(E.34)
149
D((1, i)D((2, T12) = D((i +
-~ (*') x
-~ ("*)) x
tr(b(-( ,I -n)b(-(",n -b ((, TI)) ,
_b((, TI)t = b(-(, -TI) .
Putting the above identity back into the integral in eq. (E.20), and then integrating
over q' and (" simplifies eq. (E.20) to:
X[y121((, TI)
IC
exp
d 2 1 ] , )X 2 ]( -
72IC
- (('* + rq'* -
In terms of A and A', the characteristic functions in the above expression are
x[#1](A') exp (iAiTR 1 -
X[#2] (E - A')
AlT
2
A')
exp - IT A2 - ( -)TC2( -A'))
Let's write the exponent in eq. (E.35) in terms of J, A and A':
1
exp(1 (('* + h,* - ('* -'))2
1
- exp('[(' ) ((1 - iC2 ) + (7' + i') (1 - iT12 )8
1- i(')((1 + iK2 ) - (r'1 - r7)(271 + 'q2)])
= exp iATJE')
We can then write eq. (E.35) as:
X[#1P2] (A) I(1'X[ #2]( E
(E.37)
(E.38)
(E.39)
(E.40)
(E.41)
(E.42)
(E.43)
The above result is written for a bipartite state in which each system is in a single-
mode state. It is easy to generalize it to a bipartite state in which each system is in
a n-mode state:
X[P1P2] (A)
2 d2n
A' (E.44)
Using the following identity for a N x N symmetric matrix, A, we can evaluate
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(" ,7 - 77) x
TM'*))
(E.35)
(E.36)
- E') exp iETj JE'
- A') exp - AI i Tj
(4
the above integral:
e-Aijxixj+Bixi dNx = VdjetA exp (BT A-1B). (E.45)
Writing out all the characteristic function terms in eq. (E.44) out explicitly,
d2n exp
exp (i(A - A') T
exp iATJA'
exp (AT B
1 -AE'T 1E' I2 /
- ( ') TC2(A
2
--A'))
- AT A') exp (iAT 2 -
(E.46)
(E.47)X
(E.48)
T C A) (E.49)
Applying the integral identity in eq. (E.45), we get the result that we need:
X[ip2] (A)
exp
det (CIjC2)
exp (DT (C1
D~( 1 R)C 2 J
+ C2)<1D)
where
D= =i(A1- R2) +C2A - -JEA4
When 1-= 3, the above result simplifies to:
X[p 2 1(A) v det C exp iATA !AT2
IJC-1J A)( -
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I
X[lpip 2) (A) =I
-
IATc 2 A)
(E.50)
(E.51)
(E.52)
(E.53)
(E.54)
d2ngi
(iET A2 -
E.O.7 Characteristic Function of the Square Root of Bipar-
tite Gaussian States
Here, I would like to discuss the calculation of the characteristic function of N, where
# is a bipartite Gaussian state. The characteristic function of p is
x[p](A) = exp (iETA - 1 .2 ACA) (E.55)
I exert that the characteristic function N/'- must also be a Gaussian function:
x[ A]() = Kexp (iEp --
since p3 = \7/p/, we have using eq. (E.54):
K 2 =(det(C))-
p =
C = -@(C)-.2 32
Rearranging the second equation, we have
J(C) - =______ 2JC .
16
Solving this equation gets us,
4(C) = C + C 1-+ (JC)-2,
where the second solution to the quadratic equation has been discarded because C is
a positive, symmetric matrix.
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Appendix F
Symplectic eigenvalues and
eigenvectors of the Output of the
Signal-Idler for use in Quantum
Illumination
In order to derive the quantum Chernoff bound for Gaussian states, we must find
the symplectic eigenvalues and eigenvectors of these states. This appendix shows
how to derive these quantities for the specific states used in our Gaussian quantum
illumination protocol.
F.1 Finding the covariance matrix of the output
The input to the target region is the EPR state as described by the covariance matrix
in eq.(2.105). Let's restate the covariance matrix here, but calling it the signal-idler
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in order to imply the function of such a state in the quantum illumination protocol:
1
os 1 = 4
cosh 2r
0
sinh 2r
0
0
cosh 2r
0
- sinh 2r
- sinh 2r
0
cosh 2r
0
0
- sinh 2r
0
cosh 2r
(F.1)
Applying the photon number constraint on
state, we have
the signal part of the two-mode signal-idler
Ns = sinh 2 r . (F.2)
We can then write os1 appropriately in terms of Ns.
In the quantum illumination protocol, we send the signal part of the beam into
a beamsplitter under hypothesis H1 at which point it mixes with the thermal back-
ground. The output resulting from sending in the entangled probe state cannot be
derived from the same simple expression. This is because the output would retain
some of the probe's entanglement to the ancilla. Consider the setup in Figure 2.
a
N
p
Figure F-1: Showing the input and outmodes of the beamsplitters, the one on the
left is balanced and the one on the right has transmittivity r/. The states and d are
entangled as denoted by the blue dotted and arrowed line.
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The combined covariance matrix of the 8, 8, and d modes is
2NB + 1 0
0 2NB + 1
2Ns + I1
0
2 Ns(1+Ns)
0
0
0
2Ns +1
0
2 -Ns(1 + Ns)
0
2Ns+1
-2 Ns(1+Ns) 0
0
-2 Ns(1+ Ns)
0
2Ns+1
where NB is the average number of thermal photons in the background and Ns is
the average photon number of the signal state (for the signal-idler state, the idler has
the same number of photons as the signal state-they are perfectly entangled in the
photon number). The input state is transformed according to ugfd= UUecdUt, where
0 1- 0 0 0
0
0 -V1 -- 7
0
0
0 41 -- 7r 0 0
0 0 0
/77 00
0 1 0
0 0 1
0
0
Computing the covariance matrix of the output state, agd = trf (Ogfd)
_1
Ugd
A 0 B 0
0
B
L
A 0 -B
0 CO0
0 -B 0 C
, gives us
where A = 2Ns(1 -q) + 2NB +N1 and B = 2Ns(Ns + 1) -i7, and C = 2Ns +1.
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Uecd
1 (
1
0
- 1-9I
0
0
F.2 Symplectic transformation
There exists a symplectic transformation, S, that performs a symplectic diagonaliza-
tion on ogd, where
v is defined as
v/ =
STUgdS = V.
A, 0 0 0
0 A, 0 0
0 0 A2
0 0 0
and A± are the symplectic eigenvalues of agd, which can be found by taking the
absolute value of iJo-gd. Given the symplectic basis chosen in defining g9 d, J is given
by
F 0 1 0 0
-1 0 0 0
0 0 0 1
0 0 -1 0
The eigenvalues of iJo-d are k{(A-C-I(A - 2B+ C)(A + 2B+ C)), and k{{A-
C+ V/(A - 2B + C) (A + 2B + C)). The symplectic eigenvalues of -gd are the positive
values eigenvalues of iJogd.
eigenvalues are:
Using positivity of the matrix -gd, the 2 symplectic
A - (A-C+ v(A8 - 2B + C)(A + 2B + C))
1
A2 = -(-A+C+ /(A-2B+C)(A+2B+C)).8
Let P be a matrix that diagonalizes iJogd, it is given by the 4 x 4 matrix:
P = V1V 2 V3 V4 I ,
where vi, v 2, v 3 and v 4 are column vectors, in fact eigenvectors corresponding to the
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(F.3)
0
A2
eigenvalues, -A 2 , A2 , A,, and -A, respectively of iJogd. They are given by:
Vi -
and
V2 =
V3 =
i(A+C+ (A-2B+C)(A+2B+C))
A+C + -{A - 2B+C)( A+ 2B+C)
-2Bi
2B
-i(A+C+ I(A - 2B+C)(A+2B+C))
A+C+ /(A - 2B+C)(A+2B+C)
2Bi
2B
i(-A -C+ I(A-2B+C)(A+2B+C))
A+C - (A -2B+C)(A+2B+C)
2Bi
2B
-i(-A - C + V(A
A+C- (A-
Let D be the diagonal matrix
A 0 0 0
0 -A 0 0
U U A2
0 0 0 -A 2
so iJo-gd = PDP-1 . The diagonal matrices v and D are related by D = U-liJvU,
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V4 =
- 2B+C)(A+2B+C))
2B+C)(A+2B+C)
-2Bi
2B
0
where U is the unitary matrix:
1
U = t
Putting all that together, gives us
U- iJSTa'+9 SU
U-'S- 1 (iJUg)SU
= S = PU- 1 ,
= P 1 (iJGd)P,
= P-(iJ-gd)P
The above condition tells us that the symplectic transformation S must satisfy the
above condition. However, it does not tell us what choices of eigenvectors of iJogd
for use in P will give us the correct S that transforms agd properly to v. To illustrate
this point, take for example the choice of P above. This choice gives
S=vf2
L
A +C +a
0
-2B
0
0
A+C+a
0
2B
-A-C+a
0
2B
0
0
0
2B
where a = /(A - 2BH+C) (A+ 2B+C), and
ST gdS =
/3
0
0
0
0
13
0
0
0
0
7-
0
0
0
0
7
158
i
1
0
0
0
0
i
1
0
0
1
1
0
0
where
3 = A3 - 2B 2a + A2(2C + a) + A(-4B2 + C(C + a))
S= A3 + 2B 2a - A2 (-2C + a) + A(-4B2 + C(C - a)) .
This is close to the form we want but not quite. Another transformation of the form,
0 0 0
0 ri 0 0
U U r 2
0 0 0
0
where
A1
VA 3 - 2B 2a + A2(2C + a) + A(-4B2 + C(C + a))
A,
A2
T2=
VA 3 + 2B 2a - A2 (-2C + a) + A(-4B 2 + C(C - a))
will put ogd into its normal form, i.e. RTSTUdgSR = v. The symplectic transforma-
tion is
ri(A+C + a)
0
-2Br 1
( 0
X 0 -Y 0
0 X 0 Y
0 x 0
Y 0 X
0
r 1(A+C+a)
0
2Br 1
r2 (-A - C + a)
0
2Br 2
0
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SR
0
r2(A+C -a)
0
2Br 2
-Y
0
r1
r1 ---
where
A+C+ a
2a
Now, we have to check that the transformation SR is symplectic:
(SR)TJ(SR) = J ,
and indeed it is, after a quick calculation done on Mathematica.
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