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ABSTRACT 
 
Often in practice, researchers have a (“target”) dataset that is desirable in many ways, but is 
missing some key variables, or “knowledge”, that would greatly enrich the value of the data for 
investigating questions of interest. If this knowledge could be extracted from a different but related 
(“source”) dataset and transferred between them by way of variables common to both datasets, it 
could improve the ability to perform analyses and increase the value of the dataset itself at a rela-
tively minimal cost. In the current study, the target dataset comprises responses to the 2009 Nation-
al Household Travel Survey (N ≈ 100,000), and the key missing variables are transportation-relat-
ed attitudes, which could greatly improve the ability to predict travel behaviors. Our source dataset 
is obtained from the 2011-12 Multitasking Survey of Northern California Commuters (MSNCC, 
N ≈ 2000). 
To evaluate approaches to informing one dataset with knowledge from another and to eval-
uate the performance of the knowledge transferred into the target dataset, we developed transfer 
learning and external validation frameworks, respectively. To implement the transfer learning 
framework, the set of common variables was first augmented by obtaining a large number of built 
and social environment characteristics linked to the residential locations of observations in each 
dataset. Then, applying machine-learning methods to the categorical and continuous attitudinal 
variables of the MSNCC, the LASSO (least absolute shrinkage and selection operator) regression 
learner showed the lowest generalization error over the 10 cross-validation folds in the context of 
the source dataset. The pro-transit, pro-active transportation, and pro-density attitudinal factor 
scores showed the greatest improvement over a naïve learner of assigning the average; correlations 
of the predicted and observed scores on these factors were 0.564, 0.538, and 0.571, respectively.  
The external validation framework was implemented by estimating vehicle ownership 
linear regression models, and comparing their goodness of fit with and without attitudes. The 
results showed that in the source dataset the observed attitudes account for an 8.0% model lift (i.e., 
improvement in goodness of fit), while in the target dataset the predicted attitudes account for a 
1.2–5.4% model lift, depending on the extensiveness and nature of the variables used to impute 
them. Although these initial results are modest, we believe they show substantial promise, and the 
process has identified a number of opportunities for improvement and further research. 
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1 INTRODUCTION 
 
We live in an increasingly data-rich world where information is becoming a universally tradable 
commodity. Data-driven insights can serve human activities by filling knowledge gaps and 
securing efficiencies unattainable before, and thus, potentially, improving prosperity and well-
being. However, being a maturing component of the economy, data streams are commonly 
sporadic, disjoint, inconsistent, and noisy. The best way to channel these streams into meaningful 
and useful information is neither readily apparent, nor constant across all contexts. This study 
involves the purposeful exploration of such ways, in a single specific context of interest. 
Travel demand forecasting and travel behavior modeling experience both the benefits and 
disadvantages associated with the increased data availability in the age of information technology. 
In travel behavior, embracing new data acquisition techniques, such as GPS-based trajectory 
records of movement, smartphone geolocation, Bluetooth, and Near Field Communication (NFC) 
sensing, has been a pioneering effort that allows gathering more data while keeping the 
respondents’ burden at a minimum. However, many important factors that influence where and 
how people travel lie outside of manifest travel behavior dimensions, and are still mainly collected 
in the form of self-reported, disaggregate survey data. Among these factors, we consider lifestyles, 
attitudes, motivations, intentions, and similar constructs to be especially critical. 
Despite the development of internet-based surveys and smartphone-based lightning polls, 
a crucial problem with this type of data still exists: there is a direct relationship between the amount 
of useful information to be collected from respondents and their resource burden during this 
process, and correspondingly an inverse relationship between that burden and the likelihood of 
obtaining the desired information. For decades, a quest for the optimal balance, given fixed (and 
modest) budgets, forced investigators to target narrower topics and sacrifice breadth for depth (or, 
vice versa) with respect to the collected information. For example, the 2009 National Household 
Travel Survey (NHTS), which surveyed more than 150,000 households in all 50 US states, 
collected mainly socio-economic characteristics and observed travel behavior attributes. Alterna-
tively, numerous researchers collect much smaller samples, generally within a limited geograph-
ical area, studying travel behavior phenomena and measuring numerous explanatory variables that 
are not captured by the NHTS. This collection of thematically, spatially, and temporally disparate 
narrow samples possesses a unique combination of variables, including socio-economic attributes, 
travel behavior indicators, attitudinal measurements, land use data, travel information, and so on. 
Any two of these samples could have differing numbers of common variables that are commen-
surate across samples, but the rest of the information would be unique to each one. Besides partial 
variable commonalities, samples could intersect in space and time. Overall, a collection of samples 
creates a three-dimensional space (variables, space, and time) that has regions of redundant and 
unique information. 
In this study, we implement and evaluate a number of methods for using a sample con-
taining attitudinal measures, among other variables (the “source dataset”), to predict attitudes for 
the observations in an unrelated dataset (the “target dataset”). The choice of the target for the 
transferred information was motivated by its value to the agency funding this work. The 
Transportation Energy Evolution Modeling (TEEM) program of the Oak Ridge National 
Laboratory (ORNL) aims at quantitatively characterizing and predicting policy-relevant system 
dynamics during the transition to alternative forms of transportation energy that might shift away 
from the current oil-dominated transportation landscape. One model in the program is the MA3T 
model that simulates consumer choices of various vehicle powertrain technologies (conventional 
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gasoline, conventional diesel, hybrid gasoline, plug-in hybrid, battery electric, and fuel cell 
vehicles for mid-size cars, small SUVs, large SUVs and pickup trucks). The consumer 
segmentation and characterization in MA3T has largely been based on Census Data and the 2009 
NHTS, but without systematic linkages to attitude data. Conversely, a number of databases have 
collected various types of attitudinal measures, but these samples are generally much smaller than 
the NHTS and not nationally representative. 
For this study, the attitudinal data source is the travel-multitasking survey administered by 
the authors in Northern California in 2011-2012 (referred to as the Multitasking Survey of 
Northern California Commuters – MSNCC, in the remainder of the document). This sample 
contains more than 2,000 records. For each record, a large set of individual attitudes were 
collected, including general opinions, personality traits, multitasking and time use preferences, and 
transportation mode perceptions. All attitudes were measured with 5- and 3-point ordinal scales. 
Additionally, factor analyses were performed to identify the latent constructs underlying each 
block of interrelated items, and factor scores were stored in the dataset. Thus, MSNCC provides 
flexibility in selecting appropriate attitudinal variables. Both source and target datasets contain a 
comparable pool of socio-economic variables, which is further complemented by merging it with 
supplemental land use data from the Decennial Census 2010, the American Community Survey 
2013, and the U.S. Environmental Protection Agency Smart Location Database. 
To inform one dataset (NHTS) with the information available in another (MSNCC) and 
evaluate the performance of this process, we propose two separate frameworks: The first one is 
the transfer learning framework. It is tasked to robustly evaluate the performance of predicting 
functions given the knowledge to be transferred (attitudes) and the pool of common variables 
(socio-economic and land use). The second one is the external validation framework. In the context 
of the target dataset, it assesses how valuable the transferred knowledge is for model building. 
These frameworks are developed to be readily transferrable beyond the context of this study and 
can be applied in the various settings where one dataset is merged with the variables from another 
one via statistical inferences. 
The rest of the report is organized as follows: Section 2 formally defines transfer learning 
and provides some background on key machine learning concepts and on the methods that are used 
in the report. Section 3 identifies the working substrate of this study (the NHTS and MSNCC 
datasets) and establishes the transfer learning and external validation frameworks, which are 
responsible for enriching the NHTS dataset with attitudes and evaluating their performance, 
respectively. Practical details of applying the transfer learning framework and the subsequent 
results are laid out in Section 4. In Section 5, we describe and discuss the results of the external 
validation exercise, implemented as a vehicle ownership model. Section 6 summarizes the results 
of the study and highlights avenues for further research. References to the cited literature and used 
data sources are available in Section 7. Finally, in the Technical Appendix of Section 8, we provide 
expanded study findings. The report is accompanied by datasets containing the attitudes transferred 
to the NHTS, and the R code used to conduct the analysis, which can be used to replicate and build 
upon the results of this study.  
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2 BACKGROUND AND REVIEW OF RELATED LITERATURE 
 
2.1 Definitions, terminology, and key concepts 
 
There are several terminology conventions that describe the process of informing one dataset using 
data from others. Data fusion, or information fusion, commonly refers to the task of reconciling 
information sources describing the same phenomenon from different perspectives, to improve the 
derived knowledge (e.g., Hall and Llinas, 1997). Data augmentation is the process of supple-
menting a dataset with information available in (an)other dataset(s) via establishing statistical 
inference between the pool of common variables (link variables) and target variables (Hütten-
rauch, 2016). Transfer learning is a machine-learning framework that defines formal means of 
knowledge transfer between domains (datasets, or variable spaces) using tasks – combinations of 
predictive learning methods and target variables (Pan and Young, 2010). Informing one dataset 
with knowledge from others is usually called imputation in the data augmentation framework. The 
same process is referred to as prediction in the transfer learning framework. 
The scope of this report is described well by the data augmentation framework. However, 
the transfer learning framework offers a more holistic approach, encompassing dataset contents, 
probability distributions of variables, and methods used for prediction. Furthermore, this frame-
work provides well-documented approaches to dealing with various transfer learning applications, 
e.g., inductive transfer learning and transductive transfer learning (Pan and Yang, 2010). Finally, 
the transfer learning framework is firmly established within the overarching data science realm, 
the home of the machine-learning methods upon which we extensively draw in this study. For 
these reasons the present report will adopt the transfer learning framework and terminology 
henceforth. 
Following the transfer learning framework outlined in Pan and Yang (2010), we begin with 
the concept of a variable space 𝒳𝒳, which is the set of all available variables of interest to a study. 
A specific n × p data matrix to be analyzed is denoted X, whose n rows constitute n cases or 
observations on p variables of interest, i.e., n particular elements of a p-dimensional 𝒳𝒳 or of a p-
dimensional subspace of a larger-dimensional 𝒳𝒳. The values of n and p could change in the course 
of the analysis, as cases are filtered out (or, less commonly, added) and variables are added or 
dropped (see discussions in Sections 3.1 and 4.1). A domain 𝐷𝐷 consists of a variable space 𝒳𝒳, and 
probability distribution 𝑃𝑃(𝑋𝑋) over the n observations of a specific X matrix to be analyzed. The 
simplest case of transfer learning involves two datasets. Let a source domain, 𝐷𝐷𝑆𝑆 = {𝒳𝒳𝑆𝑆,𝑃𝑃(𝑋𝑋𝑆𝑆)}, 
contain the dataset that possesses the information of interest (i.e., variables), 𝒴𝒴𝑆𝑆, to be transferred. 
Let a target domain, 𝐷𝐷𝑇𝑇 = {𝒳𝒳𝑇𝑇 ,𝑃𝑃(𝑋𝑋𝑇𝑇)}, contain the other dataset, which will be the recipient of 
the transferred information. Then, if there is an intersection between 𝐷𝐷𝑆𝑆 and 𝐷𝐷𝑇𝑇 (a subset of 
variables that are common to both source and target, with an equal probability distribution 𝑃𝑃(𝑋𝑋) 
in both domains), i.e., a 𝐷𝐷𝑆𝑆′ ⊆ 𝐷𝐷𝑆𝑆 and 𝐷𝐷𝑇𝑇′ ⊆ 𝐷𝐷𝑇𝑇  such that 𝐷𝐷𝑆𝑆′ = 𝐷𝐷𝑇𝑇′ , we can define a function 𝑓𝑓(∙) 
that, given 𝒴𝒴𝑆𝑆 associated with 𝐷𝐷𝑆𝑆, learns on 𝐷𝐷𝑆𝑆′  and predicts 𝒴𝒴�𝑇𝑇 for 𝐷𝐷𝑇𝑇, given 𝐷𝐷𝑇𝑇′ . 
A combination of the to-be-transferred variables 𝒴𝒴 and learning function 𝑓𝑓(∙) constitutes 
a learning task, 𝒯𝒯 = {𝒴𝒴,𝑓𝑓(∙)}. In the current application of knowledge transfer, a learning task is 
invariant for the source and target domains. This means that the same 𝑓𝑓(∙) is applied to the source 
and target domains: to calibrate function parameters on the former, and to predict 𝑌𝑌�𝑇𝑇 on the latter. 
As with 𝒳𝒳 and X, we will use Y to denote specific realizations of the variable space 𝒴𝒴, i.e. a 
collection of n specific vectors to be predicted in the case of 𝑌𝑌�𝑇𝑇, or used to train the learning 
function in the case of YS. 
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In a given dataset, a specific transfer variable 𝑦𝑦 ∈ 𝑌𝑌 = {𝑦𝑦1, … ,𝑦𝑦𝑖𝑖} could be either categor-
ical or continuous. Based on this differentiation, the learning function 𝑓𝑓(∙) would respectively 
involve either a classification or regression method. Note that according to the naming convention 
adopted in machine learning, “regression” represents a broad group of methods that go beyond the 
simple linear or logistic model. 
The quality of the prediction of the transferred variables depends on the quality and 
relevancy of the inputs, 𝑋𝑋, and the fitness of the learning function 𝑓𝑓(∙). Intuitively it might seem 
that the more variables incorporated into 𝑓𝑓(∙), the better the predictions that are generated. How-
ever, this intuition collapses in higher dimensions, thanks to the phenomenon commonly known 
as the curse of dimensionality (Bellman, 1961). This concept refers to the exponential inflation of 
Euclidean hyperspace relative to the unit hypercube as the number of dimensions increases (Keogh 
and Mueen, 2010). This inflation causes the data to spread out sparsely across the hyperspace and 
to “drift” towards its edges, all of which leads to a higher variance of the fitted function 𝑓𝑓(∙) and 
the prevalence of extrapolation over interpolation (Hastie et al., 2009). Possible approaches to 
abating the curse of dimensionality include variable selection (e.g., stepwise regression) and dim-
ensionality reduction (e.g., principal components analysis). 
The fitness of the learning function 𝑓𝑓(∙) can be determined with cross-validation, a staple 
method in the statistical model selection toolbox. Cross-validation resamples the data at random 
without replacement (unlike bootstrapping, which resamples with replacement) to estimate the 
generalization error of the model 𝑓𝑓(∙) (Du and Swamy, 2013). In a popular variation of leave-one-
out cross-validation, namely k-fold cross-validation, the dataset is partitioned randomly into k 
equally-sized subsets. The learning function 𝑓𝑓(∙) is fitted over the combination of k-1 subsets 
(training data) while the remaining subset (test data) is used to evaluate the performance of the 
function. The process repeats k times on the same partition, with a different subset being used as 
the test data each time. The prediction errors of 𝑓𝑓(∙) are averaged across the trials to get an unbiased 
estimate of the generalization error. 
Machine learning practice offers a number of different approaches to formulate and 
estimate the learning function 𝑓𝑓(∙). All primary algorithms used in this study fall into the category 
of supervised learning, namely that 𝒴𝒴 exists and is known for the source domain, 𝐷𝐷𝑆𝑆 – i.e., 𝒴𝒴𝑆𝑆 is 
a subspace of 𝒳𝒳𝑆𝑆. In contrast, unsupervised learning includes algorithms such as k-means clus-
tering, principal components analysis (PCA), and many others that do not require the prior know-
ledge of 𝒴𝒴 for execution. We implemented a variety of supervised learning algorithms so as to 
maximize the ability to identify the best ones. The rest of this section will briefly describe the high-
level mechanics of the algorithms we used. 
 
2.2 Overview of machine-learning methods implemented in this study 
 
The random hot deck (RHD) method is not a machine-learning algorithm per se. Nevertheless, it 
represents the naïve idea of predicting variables based on the distribution of their observed values, 
and can play the role of a benchmark against which to evaluate other methods. In one of its 
implementations, the method fills 𝑌𝑌�𝑇𝑇 in the target sample with random draws from the values of 
𝑌𝑌𝑆𝑆 observed in the source sample (Andridge and Little, 2010). The method makes no parametric 
assumptions with respect to covariates 𝑋𝑋; and the only considered parameters are those associated 
with the marginal distribution, 𝑃𝑃(𝑌𝑌𝑆𝑆). Avoiding uncertain and unrealistic extrapolations, 𝑌𝑌�𝑇𝑇 is 
defined strictly within the range of observed values 𝑌𝑌𝑆𝑆. However, the lack of parametric 
connections to the domain 𝐷𝐷𝑆𝑆 increases the bias of the prediction. 
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While RHD uses the whole training sample to predict  𝑌𝑌�𝑇𝑇, the prediction accuracy could be 
improved if the consideration pool were limited only to similar observations. The k-nearest 
neighbors (kNN) method is a non-parametric, locally-approximated algorithm for classification 
and regression problems that implements this “informational” homogeneity. In the method, 
observations from both domains are mapped in the hyperspace defined by 𝑋𝑋. Then, for each 
observation from the target domain, the k closest neighbors from the source domain are “polled”, 
and the distribution of their “votes” (namely, the most-commonly-appearing class for predicting a 
categorical 𝑌𝑌𝑇𝑇, and an averaged value for predicting a continuous 𝑌𝑌𝑇𝑇) defines the value of the 
dependent variable. The proximity of neighbors is determined by a Euclidean, weighted, or other 
distance function. The value of k has an inverse relation with the complexity of the model and 
homogeneity of neighborhoods: larger ks correspond to fewer, more heterogeneous 
neighborhoods. Since kNN is very susceptible to the curse of dimensionality, dimensionality 
reduction and variable selection methods are recommended to elevate the prediction accuracy. 
Linear regression is another method that provides a simple yet powerful and interpretable 
model of how inputs 𝑋𝑋 affect outputs 𝑌𝑌. The method may surpass more complicated, non-linear 
models in cases of small numbers of observations, sparse data, and low signal-to-noise ratio 
(Hastie et al., 2009). However, two particular challenges often arise in situations when “wide” 
datasets (having many variables or columns) are considered. First, by increasing the number of 
parameters (variable coefficients) in 𝑓𝑓(∙), we overfit the model to the training dataset and sacrifice 
its transferability (the so-called variance-bias tradeoff, in which an overfit model reduces the bias 
involved in using a simpler model to reflect a more complex reality, but increases the variance 
between predicted and actual values when transferring the model to a new context). Second, the 
interpretability of such a model suffers because of the clutter created by copious parameters with 
associated marginal effects.  
To overcome these challenges, subset selection and shrinkage methods are used in practice. 
Subset selection is a discrete approach in which variables are selected based on their performance 
in the model. Best-subset selection method searches the entire combinatorial space to pick the best 
performing specification. However, under current computational constraints, best-subset selection 
quickly becomes infeasible after 40 variables in the starting set. Forward- and backward-stepwise 
selection methods test each variable and at each stage include (exclude) the variable that most 
improves (least reduces) the fit until convergence at the given threshold is reached. Shrinkage 
methods offer a continuous solution to the problem of overspecification. Instead of the discrete 
choice of dropping or retaining a variable coefficient, they introduce an additive penalty term into 
the model, e.g., 𝜆𝜆∑ 𝛽𝛽𝑗𝑗2
𝑝𝑝
𝑗𝑗=1  in the case of ridge regression (where the 𝛽𝛽𝑗𝑗 are parameters or variable 
coefficients, 𝑝𝑝 is the number of parameters, and 𝜆𝜆 is the shrinkage operator), which is estimated 
simultaneously with the model and which prevents the large coefficient magnitudes that are 
common in the presence of multicollinearity (i.e., it shrinks the coefficient magnitudes toward 
zero). The penalty term for Least Absolute Shrinkage and Selection Operator (LASSO) regression, 
𝜆𝜆∑ |𝛽𝛽|𝑗𝑗𝑝𝑝𝑗𝑗=1 , is similar to the one for ridge regression and also shrinks coefficient magnitudes; how-
ever, its non-linear nature allows LASSO to take the best of both discrete and continuous methods: 
by allowing some coefficients to shrink to zero (unlike ridge regression), it can effectively perform 
subset selection as well as shrinkage, which is essential for high-dimensionality problems 
(Hastie et al., 2009). Zou and Hastie (2005) proposed a convex combination of ridge and LASSO 
regression – the elastic net. Its penalty, 𝜆𝜆∑ �𝛼𝛼𝛽𝛽𝑗𝑗2 + (1 − 𝛼𝛼)�𝛽𝛽𝑗𝑗��𝑝𝑝𝑗𝑗=1 , is a generalization, which 
yields ridge or LASSO when 𝛼𝛼 = 1 or 𝛼𝛼 = 0, respectively. 
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If kNN attempts to create complex non-parametric boundaries between observations in 
hyperspace, multiple machine-learning methods, such as logistic regression and linear (quadratic) 
discriminant analysis, tackle this problem by imposing a functional relationship between 𝑋𝑋 and 𝑌𝑌. 
However, this separation could be one of infinitely many and may not be optimal, thus leading to 
misclassification of the new data points that map close to the class boundaries. Support Vector 
machines (SVMs) are a method for classification and regression that solves this problem by finding 
optimal separating hyperplanes, that is, boundaries with the widest margins between classes. 
SVMs can handle inseparable problems and minimize the overlap of classes. Additionally, usage 
of kernel functions (e.g., nth-degree polynomial, radial, and neural network) allows for creating 
non-linear boundaries in the original hyperspace. 
Decision trees for classification and regression problems are a staple in the machine-
learning field. The name refers to the way a model of this type is presented: it is a type of directed 
acyclic graph (DAG; Pelikan et al., 2001) with several nodes, each denoting a (usually binary) 
split based on the value of an explanatory variable. A tree starts with the first single split. Its child 
nodes may be iteratively split again, with the variables and split-points potentially differing by 
node. Tracing a branch down to a terminal node represents a set of conditions defining a group of 
observations that are predicted to have a certain value of the dependent variable, 𝑦𝑦�. Another way 
to illustrate the model is to partition the variable space into a set of volumes, each of which would 
correspond to a single (averaged) value of 𝑌𝑌. These partitions are bounded by the split-planes that 
are equivalent to the binary split-nodes in the tree representation. The task of the model estimation 
algorithm, then, is to find independent variables 𝑋𝑋 and their split-points that result in a more 
accurate prediction of Y. 
Among the “tree-growing” methods used in practice, the classification and regression tree 
(CART; Breiman et al.,1984) and C5.0 (including its earlier versions ID3 and C4.5; Quinlan, 2014) 
are considered to be the “classic” algorithms. Varying in small details, they both use a greedy 
heuristic to do iterative splitting, and implement a tree-pruning cost function to avoid 
overspecification. Other variations include recursive binary partitioning (Horton et al., 2006), 
which employs non-parametric modeling, and globally-optimal trees obtained via evolutionary 
learning (Grubinger et al., 2014). 
As summarized by Hastie et al. (2009), decision trees possess several desirable qualities: 
Decision trees can handle mixtures of continuous, ordered, and categorical independent variables 
naturally. They are insensitive to irrelevant inputs (e.g., case ids, comment fields, etc.), and can 
treat item non-response as an explanatory variable. Scaling and other monotone transformations 
of the data do not affect the performance of tree models, nor does the presence of egregious 
outliers. Decision trees are computationally scalable and adequately interpretable. However, there 
are several issues common to the method:  
◦ Trees are inherently unstable, noisy, very sensitive to the training data, and display high 
variance of the prediction. 
◦ Using categorical independent variables with many levels could lead to severe overfitting 
because the number of possible partitions grows exponentially with the number of variable 
levels. 
◦ In regression problems, lack of smoothness could degrade performance of the learning 
function, if it is assumed to be smooth. 
◦ Multiway (rather than the more common binary) splits are possible but they rapidly 
fragment and deplete data for the next level down. 
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◦ Additive structures are increasingly difficult to capture as the number of additive effects 
grows. 
Ensemble methods in machine-learning try to alleviate one of the most severe shortcomings of the 
decision trees – overfitting to the training data. One approach involves a resampling method of 
bootstrap aggregation, or bagging. Bagging averages the prediction 𝑌𝑌�  over multiple bootstrap 
samples, thereby reducing the variance of the fitted values and improving their accuracy at the 
price of losing the interpretable model structure. Moreover, bagging is beneficial only in cases 
when the unbagged model specification is not optimal, e.g., when parameters that cause overfitting 
are non-zero (Breiman, 1996). Random forests (Breiman, 2001) offer a substantial improvement 
over bagging procedures, by building multiple “de-correlated” decision trees. By randomly picking 
a subset of independent variables to grow each tree in the ensemble (hence, the name), the 
algorithm decreases the correlation between trees and, therefore, the variance of the averaged fitted 
values. The random forests approach is a quite popular, ready-to-use machine-learning method 
that requires very little tuning and produces robust results if the ratio of relevant to all variables in 
the dataset is not small. 
Boosting, also an ensemble method, takes a different approach by assembling the “voting 
committee” from separate models. Adaptive boosting, or AdaBoost (Freund and Schapire, 1997), 
is the most widely used boosting algorithm. The algorithm relies on producing successive “weak” 
learners (decision trees), whose fitted outcomes could be just slightly better than a random guess. 
After each fitting iteration, observations in the training dataset are reweighted based on how well 
the model has performed: weights for observations that were predicted correctly by the previous 
learner are decreased, and weights for observations with unsuccessful predictions are increased. 
This procedure encourages each ensuing model to pay more attention to the difficult-to-predict 
cases. After models are estimated, their prediction results are averaged, while weighting the results 
from the more accurate models more heavily (in contrast to the observation weights mentioned 
above) to increase the influence of the better learners. 
It is widely agreed in the machine-learning community that boosting is one of the best 
general machine-learning treatments available off-the-shelf. In many cases, boosting, which has 
decision trees serving as the basic algorithm, helps to overcome the main drawback of decision 
trees – inaccuracy due to their large variance – at the price of lower computational speed and some 
reduction in interpretability. 
Apparently, there is no silver bullet when it comes to selecting the best algorithm for the 
task: its performance is contingent on various factors, such as nature, content, and representation 
of the explanatory and dependent variables, and the strength of associations between them. In this 
study, we test all aforementioned machine-learning algorithms. For the comparative performance 
tables, refer to Tables 8.1 and 8.2 of the Technical Appendix. 
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3 METHODOLOGY 
 
3.1 Transfer learning framework 
 
In this study, the target domain (the recipient of transfer learning) is represented by the 2009 
National Household Travel Survey (NHTS) dataset. This domain contains a wide array of disag-
gregate travel behavior data collected for all 50 states and different land use settings (U.S. 
Department of Transportation, Federal Highway Administration, 2009). However, the NHTS 
sample lacks the attitudinal information that could be instrumental in improving our understanding 
of travel behavior. It is the purpose of the current study to inform the NHTS dataset with relevant 
attitudinal data for future use. 
Given this objective, a successful source domain (the donor of transfer learning) must in-
clude attitudinal variables of interest and should be compatible with the target domain on several 
levels: First, the two domains should occupy a comparable spatial and temporal continuum to 
maximize their congruence on unobserved attributes. Second, the two domains should possess a 
pool of observed attributes that are equivalent (or can be made equivalent) in their definition, 
measurement, and marginal distributions, 𝑃𝑃(𝑋𝑋′). We refer to this pool as common variables, de-
noted 𝑋𝑋𝑆𝑆′  for the source domain and 𝑋𝑋𝑇𝑇′  for the target domain. 
With these requirements in mind, we selected the Multitasking Survey of Northern 
California Commuters (MSNCC) to be the source domain for this study. The MSNCC was 
administered by the authors between October 2011 and February 2012 (Neufeld and Mokhtarian, 
2012). The working cleaned sample contains more than 2,000 observations of commuting adults 
(this number varies by variable due to scattered, residual item non-response). Attitudes are 
represented by general opinions (Table 3.1), personality traits, multitasking and time use 
preferences, and transportation mode perceptions. They are measured on 5- and 3-point ordinal 
scales representing degree of agreement with statements or attributes. In addition to the observed 
raw data, a series of factor analyses (e.g., Table 3.2) was performed to identify the latent constructs 
underlying each block of interrelated statements (the technical memos describing these factor 
analyses are available upon request from the authors). Individuals’ measurements on these latent 
constructs are expressed by standardized, continuous Bartlett factor scores. The sign of the factor 
score indicates individual agreement (+) or disagreement (–) with the latent construct while the 
magnitude of the score shows the extent of it. Overall, the MSNCC provides a flexible source of 
categorical and continuous attitudinal data available for transfer learning. 
The MSNCC and NHTS data were collected within the same reasonably narrow time win-
dow, which makes the two domains temporally comparable. Yet spatially, the domains are not 
adequately comparable because the geographic area of the MSNCC is a small subset of that of the 
NHTS. So, unless only a geographically equivalent subset of the NHTS is used (which would 
dramatically reduce the available sample size and could limit the value of the transferred attitudes 
for subsequent analysis purposes), extrapolating attribute marginal distributions of the Northern 
California population (demonstrably not representative of the entire country) to the rest of the 
target domain could have tenuous validity. However, most attitudinally-rich datasets are geograph-
ically limited, and therefore for the purposes of learning more about the circumstances under which 
these methods are useful, it is pertinent to investigate whether information from a local/regional 
source can be successfully transferred to a national target. Furthermore, it is possible that although 
marginal distributions of variables differ between the domains, conditional relationships among 
multiple variables could be more stable (Babbie, 2010). Accordingly, the analysis reported here 
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was conducted on the nationwide scope of the NHTS dataset. As a future extension, we suggest 
repeating the analysis on a Northern California subset of the data and comparing the results. 
 
TABLE 3.1: Attitudinal statements in the general opinions section of the MSNCC 
(N=2,849) 
Variable name Statement Median valuea 
A1a_goodcommute My commute is generally pleasant. Agree 
A1b_jobmoney The main benefit of my job is that it gives me the money to pay for the things I really enjoy doing. Agree 
A1c_closestore When I need to buy something, I usually prefer to get it at the closest store possible.  Agree 
A1d_prefdrive I'd rather drive than travel by any other means. Neutral 
A1e_boring The act of traveling is boring. Disagree 
A1f_deadline I feel more productive when I am under pressure to complete work by a deadline. Agree 
A1g_yards I like the idea of living somewhere with large yards and lots of space between homes. Agree 
A1h_newtech I like to track the development of new technology. Agree 
A1i_traffic Getting stuck in traffic doesn’t bother me much. Disagree 
A1j_transit I like the idea of transit as a means of travel for me. Agree 
A1k_trendset I often introduce new trends to my friends. Neutral 
A1l_dayoff Occasionally, I'd be willing to give up a day's pay to get a day off work. Agree 
A1m_grocery I like the idea of living in a neighborhood where I can walk to the grocery store. Agree 
A1n_timetowork I do my best work when I have more than enough time to complete it. Agree 
A1o_eproducts I like to be among the first to own new electronic products. Disagree 
A1p_travelwaste Time spent traveling is generally wasted time. Disagree 
A1q_stresscommute My commute is stressful. Disagree 
A1r_goodjob I am generally satisfied with my job. Agree 
A1s_walkbike I prefer to walk or bike rather than drive whenever possible. Neutral 
A1t_closetransit I prefer to live close to transit, even if it means I'll have a smaller home and more people living nearby. Neutral 
A1u_liketravel I generally enjoy the act of traveling itself. Agree 
A1v_useminute I feel like I need to make the most of every single minute. Neutral 
A1w_techproblems Technology brings at least as many problems as solutions. Neutral 
A1x_destination The only good thing about traveling is arriving at your destination. Disagree 
A1y_payquicktrip I would pay money to reduce the time I spend traveling. Neutral 
A1z_transitovercar I prefer to take transit rather than drive whenever possible. Neutral 
(Table 3.1 is continued on the next page) 
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TABLE 3.1: Attitudinal statements in the general opinions section of the MSNCC 
(N=2,849) (CONT’D) 
Variable name Statement Median value 
A1aa_noisyshops 
Mixing different types of businesses (e.g., shops, restaurants, offices) 
with the homes in my neighborhood causes (or would cause) too much 
traffic or noise. 
Neutral 
A1ab_hurry I'm often in a hurry to be somewhere else. Neutral 
A1ac_carjustmove To me, a car is mostly just a way to get from place to place. Agree 
A1ad_wanttravel I sometimes travel more than I have to, because I want to. Neutral 
A1ae_likeinternet The internet makes life more interesting. Agree 
A1af_driving I like the idea of driving as a means of travel for me. Agree 
A1ag_busy I'm too busy to do many things I'd like to do. Agree 
A1ah_impressivecar I (would) like to own a car that impresses other people. Disagree 
A1ai_fewtrips I prefer to organize my errands so that I make as few trips as possible. Agree 
A1aj_welcomecommute My commute serves as a welcome transition between home and work. Agree 
A1ak_wbovercar I like the idea of walking (or biking) as a means of transportation. Agree 
A1al_neverbehind I never get very far behind on things I'm trying to get done. Neutral 
A1am_goodlife I am generally satisfied with my life. Agree 
a Reporting scale has five levels: “Strongly disagree”, “Disagree”, “Neutral”, “Agree”, and “Strongly Agree”. 
The source and target domains were identified to have 26 common variables between them 
(Table 3.3). These variables are reported on individual and household levels, which correspond to 
the person and household files in the NHTS distribution package. Some of the variables have 
equivalent meaning and measurement in both domains (for instance, age, gender, race, and 
household size), while some of the variables require additional manipulation to maximize their 
congruence (for instance, harmonizing family income categories, determining household life cycle 
for the MSNCC). 
The marginal distributions of the common variables are predominantly different across the 
two datasets, as is shown in Table 3.4 through visual inspection as well as Kolmogorov-Smirnov 
and chi-squared tests for continuous and discrete variables, respectively. There are several possible 
causes for this mismatch: the spatial inequality of domains, varying survey sampling rates, dif-
ferent sampling and data collection strategies, survey non-response, and exclusion of observations 
due to item non-response. In the transfer learning framework, transductive transfer learning offers 
specific ways to address the inequivalence of source and target domains, in general, and of the 
marginal distribution of variables, in particular. For example, assuming that 𝒴𝒴𝑇𝑇 is partially known, 
domain adaptation (Daume and Marcu, 2006) factorizes the marginal distributions of each domain 
into common and specific parts and uses the three resulting distributions for model estimation and 
prediction. Alternatively, the iterative proportional fitting procedure could be employed for the 
key variables to find a set of weights that mitigate the distribution mismatch. However, given the 
limited time and resources allotted for the present project, the authors decided to leave for future 
research the process of designing, adding, and evaluating a distribution reconciliation procedure. 
Nonetheless, readers should keep this caveat in mind while assessing the results presented in this 
report. 
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TABLE 3.2: General attitudinal latent constructs (factors) 
Constructsa Statements Pattern matrix 
loadingsb 
Pro-transit 
[AVT9_protransit]c 
I prefer to take transit rather than drive whenever possible. 0.739 
I'd rather drive than travel by any other means. –0.588 
I like the idea of driving as a means of travel for me. –0.536 
I like the idea of transit as a means of travel for me. 0.510 
Travel is wasted 
time 
[AVT9_nec_oftravel] 
I generally enjoy the act of traveling itself. –0.774 
The act of traveling is boring. 0.710 
Time spent traveling is generally wasted time. 0.592 
The only good thing about traveling is arriving at your destination. 0.567 
I sometimes travel more than I have to, because I want to. –0.389 
To me, a car is mostly just a way to get from place to place. 0.308 
Pro-technology 
[AVT9_protech] 
I like to be among the first to own new electronic products. 0.755 
I like to track the development of technology. 0.747 
I often introduce new trends to my friends. 0.577 
The internet makes life more interesting. 0.343 
Technology brings at least as many problems as solutions. –0.305 
Commute benefit 
[AVT9_comm_ben] 
My commute is generally pleasant. 0.773 
My commute is stressful. –0.769 
My commute serves as a welcome transition between home and work. 0.372 
Time pressure – 
reality 
[AVT9_timepres_real] 
I'm often in a hurry to be somewhere else. 0.674 
I'm too busy to do many things I'd like to do. 0.476 
I feel like I need to make the most of every single minute. 0.433 
Time pressure – 
preference 
[AVT9_timepres_pref] 
I do my best work when I have more than enough time to complete it. –0.709 
I feel more productive when I am under pressure to complete work by a deadline. 0.532 
Pro-active 
transportation 
[AVT9_pro_activetrans] 
I like the idea of walking (or biking) as a means of transportation. 0.895 
I prefer to walk or bike rather than drive whenever possible. 0.767 
I like the idea of living in a neighborhood where I can walk to the grocery store. 0.420 
Satisfaction 
[AVT9_satisfaction] 
I am generally satisfied with my life. 0.806 
I am generally satisfied with my job. 0.550 
Pro-density 
[AVT9_prodensity] 
I like the idea of living somewhere with large yards and lots of space between homes. –0.635 
I prefer to live close to transit, even if it means I'll have a smaller home and more 
people living nearby. 0.625 
Mixing different types of businesses (e.g., shops, restaurants, offices) with the homes 
in my neighborhood causes (or would cause) too much traffic or noise. –0.549 
a Principal axis factor extraction with oblimin rotation was used. 
b Represents the degree of association between the statement and the construct. Only loadings greater than 0.3 in magnitude are 
reported. 
c Variable name in the input/output datasets. 
 
12 
 
TABLE 3.3: Socio-economic variables common to the MSNCC and NHTS datasets 
NHTS variable 
name 
Variable content (following the 
NHTS) 
Variable description (following the 
NHTS) 
HH_HISP Hispanic Binary 
HH_RACE Race 
Categorical: 1=White, 2=Black, 3=Asian, 
4=Native American, 5=Native Hawaiian, 
6=Multi ethnic 
DRVRCNT Number of drivers in HH Count 
HHFAMINC Derived total annual HH income Ordinal: 1 to 16=$0k to $80k w/ $5k increments, 17=$80-100k, 18= >$100k 
HHSIZE Count of HH members (HHMs) Count 
HHVEHCNT Count of HH vehicles Count 
NUMADLT Count of adult HHMs at least 18 years old Count 
WRKCOUNT Number of workers in HH Count 
LIF_CYC Life cycle classification for the HH Categorical: 1 to 10=combination of adults and children of various age categories. 
BORNINUS Respondent was born in U.S. Binary 
CONDNIGH Medical condition results in limiting driving to daytime Binary 
CONDPUB Medical condition results in using bus/subway less frequently Binary 
DRIVER Driver status of respondent Binary 
EDUC Highest grade completed Ordinal: 1= <HS, 2=HS, 3=Some college, 4=Bachelor’s, 5=Graduate degree 
GCDWORK Great circle distance (miles) between home and work Continuous 
OCCAT Job category 
Categorical: 1=Sales/service, 2=Clerical/admin, 
3=Manufacturing, 4=Profess./managerial, 
97=Other 
R_AGE Respondent age (years) Continuous 
R_SEX Respondent gender Binary: 1=Male, 2=Female 
SELF_EMP Self-employed Binary 
TIMETOWK Minutes to go from home to work last week Continuous 
TRAVDAY Travel day – day of week Categorical: 1=Sunday,…, 7=Saturday 
WKFTPT Work full or part-time Binary: 1=Full-time, 2=Part-time 
WORKER Respondent worker status Binary 
WRKTRANS Transportation mode to work last week 
Categorical: 1=Car, 2=Van, 3=SUV, 4=Pickup 
truck, 5=Other truck, 6=RV, 7=Motorcycle, 
8=Light EV, 9=Local bus, 10=Commuter bus, 
11=School bus, 12=Charter bus, 13=Intercity 
bus, 14=Shuttle bus, 15=Amtrak, 
16=Commuter train, 17=Subway/elevated, 
18=Streetcar, 19=Taxi, 20=Ferry, 21=Airplane, 
22=Bicycle, 23=Walk, 24=Spec transit, 
97=Other 
DISTTOWK One-way distance to workplace (miles) Continuous 
TDAYDATE Date of travel day (YYYYMM) Date 
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TABLE 3.4: Comparison of selected variable distributions in the source and target 
domains 
Variable 
Mean Test 
stat.a p-value Source Target 
HH_HISP 0.08 0.08 0.014 0.90 
HH_RACE: White 0.66 0.86 694.175 0.00 
HH_RACE: Black 0.04 0.05 6.268 0.01 
HH_RACE: Asian 0.15 0.03 1072.830 0.00 
HHFAMINC: $0-25k 0.08 0.07 0.065 0.80 
HHFAMINC: $25-50k 0.14 0.20 45.504 0.00 
HHFAMINC: $50-75k 0.19 0.20 1.141 0.29 
HHFAMINC: $75-100k 0.19 0.19 0.001 0.97 
HHFAMINC: >$100k 0.38 0.29 70.913 0.00 
DRIVER 0.96 0.98 47.174 0.00 
EDUC: less than HS degree 0.00 0.04 79.752 0.00 
EDUC: HS degree 0.03 0.23 530.803 0.00 
EDUC: less than BS/BA degree 0.24 0.29 29.938 0.00 
EDUC: BS/BA degree 0.31 0.24 62.672 0.00 
EDUC: graduate degree 0.42 0.18 853.179 0.00 
OCCAT: service 0.06 0.25 433.764 0.00 
OCCAT: clerical 0.15 0.12 9.878 0.00 
OCCAT: manufacture 0.02 0.13 282.541 0.00 
OCCAT: professional 0.64 0.44 404.836 0.00 
R_SEX: female 0.61 0.49 127.523 0.00 
WORKER 0.94 1.00 1821.530 0.00 
WRKTRANS: car 0.51 0.94 6204.507 0.00 
WRKTRANS: motorcycle 0.01 0.01 0.076 0.78 
WRKTRANS: local bus 0.06 0.01 435.505 0.00 
WRKTRANS: express bus 0.07 0.00 1969.312 0.00 
WRKTRANS: heavy rail 0.08 0.01 1560.817 0.00 
WRKTRANS: light rail 0.16 0.00 7757.984 0.00 
WRKTRANS: bicycle 0.10 0.01 2485.862 0.00 
WRKTRANS: walk 0.02 0.02 0.160 0.69 
DRVRCNT 2.20 2.23 0.097 0.00 
HHSIZE 2.70 2.93 0.086 0.00 
HHVEHCNT 2.04 2.58 0.214 0.00 
NUMADLT 1.97 2.23 0.138 0.00 
WRKCOUNT 2.19 1.80 0.163 0.00 
R_AGE 43.87 47.57 0.139 0.00 
TIMETOWK 44.66 24.24 0.343 0.00 
DISTTOWK 21.16 14.29 0.150 0.00 
a Kolmogorov-Smirnoff and chi-square statistics are used for continuous and categorical 
variables, respectively. 
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Additionally to the common variables that are directly available in the MSNCC and NHTS 
datasets, auxiliary land use and “environmental” (i.e., socio-economical aggregates of the imme-
diate surroundings) variables were obtained to aid the transfer learning exercise. As explained 
further in Section 4.1, data from the Decennial census 2010 (U.S. Census Bureau, 2011), American 
Community Survey (ACS) 2013 (U.S. Census Bureau, 2014), and Smart Location Database 2013 
(U.S. Environmental Protection Agency, 2014) were spatially matched to the residential block-
group of observations in the source and target domains (for the MSNCC, residential locations were 
reported by the respondents and were therefore available to us, whereas for the NHTS they are 
made available to researchers upon special request and under strict confidentiality conditions). 
This augmentation provides supplemental knowledge that could potentially improve the learning 
function goodness-of-fit. However, such a dramatic increase in the size of the variable space 𝒳𝒳 
prompts a need to deal with the curse of dimensionality effectively to mitigate computational 
burden and overfitting. 
The last piece of the transfer learning framework that has not been defined yet is the 
learning function 𝑓𝑓(∙), which completes the learning task 𝒯𝒯 together with the transferred 
information 𝒴𝒴 (attitudes) , 𝒯𝒯 = {𝒴𝒴, 𝑓𝑓(∙)}. In the context of this study, the learning task is invariant 
for both source and target domains, i.e., the learning function is estimated on the source domain 
and applied unmodified to the target domain to predict 𝑌𝑌𝑇𝑇. Section 2 offers a few illustrations of 
how the specification of 𝑓𝑓(∙) can differ based on inputs, outputs, their interrelationships, form, and 
preconceived knowledge of all of the above. Each learning function has its strengths and 
weaknesses with respect to the learning task at hand. The intrinsic uncertainty of which function 
would perform better in the current setting motivated us to develop a learning-function testing 
framework as a stage in the project methodology. Applied to the source domain, this framework 
evaluates the performance of each function by averaging the generalization errors after the 10-fold 
cross-validation procedure. The learner with the lowest average generalization error (mean-
squared error and misclassification error for continuous and categorical dependent variables, 
respectively) for the test sample is considered the most effective in the current case of transfer 
learning. 
Overall, the methodology of the transfer learning framework involves complicated data 
manipulations, multiple parallel function fittings, and conditional decision-making. It can be suc-
cinctly characterized by the following sequence. 
 
0. Select and obtain data from the source and target domains: the MSNCC and NHTS (person 
file). 
1. Identify and select common variables across the domains. Reconcile their meaning and 
units of measurement if necessary 
2. Select and obtain auxiliary land use data at the block group level from Census 2010 
(summary file, all variables), ACS 2013 (summary file, all variables), and Smart Location 
Database 2013 (all variables). Expand variable space of the Census and ACS datasets 
threefold by creating interactions of all variables with the reciprocal of total population and 
area of a block group, respectively, to create relative, size-independent, land use measures. 
3. On each expanded Census and ACS dataset, perform data reduction via principal 
components analysis (PCA) to extract (unrotated) orthogonal projections of the respective 
variable spaces. 
4. Spatially match the residential locations of the observations in the source and target 
domains with the Smart Location Database, principal components of the Census data, and 
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principal components of the ACS data, intelligently selecting the number of principal 
components used from each source. This is important for tuning the computational 
complexity of the subsequent analyses. 
5. On the common variable data matrix 𝑋𝑋𝑆𝑆′  (now including land use data) of the source 
domain, evaluate the fitness of learning functions by running the 10-fold cross-validation 
procedure and averaging the generalization errors across the folds. 
6. Select tasks (corresponding pairs of an attitudinal dependent variable and learning 
function) with the lowest average generalization error. 
7. For each selected task, estimate the learning function (𝑓𝑓𝑆𝑆) on the entire source domain 
(rather than on the 90% at a time which was used at the cross-validation stage) and use that 
function to predict the value of the attitudinal variable for the target domain. Merge the 
target domain with the transferred knowledge (i.e., predicted attitudes). 
 
Additionally to the description above, during phase #5 we evaluate the performance of the learning 
functions by investigating both categorical and continuous output variables. At the end of phase 
#7, we complete the process of the transfer learning by obtaining the target domain augmented 
with the knowledge from the source domain. Alternatively, the main elements of the aforemen-
tioned sequence can be presented schematically (Figure 3.1). 
 
 
FIGURE 3.1: Transfer learning framework 
Source: Authors’ liberal modification of Fig. 1 of van der Putten et al. (2002) 
 
3.2 External validation framework 
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Cross-validation is a powerful tool that evaluates how well a prediction function performs if the 
values of 𝒴𝒴 are known. We do not have this benefit when evaluating the transferred knowledge in 
the context of the target domain. Nevertheless, it is important to assess the added value of that 
transferred knowledge. To do that, we propose an external validation framework that is sum-
marized in Table 3.5.  
In this framework, external validation is realized in the form of a (travel behavior) model 
implemented on the source and target domain data. To begin, we select a dependent variable that 
is to be modeled as a function of the rest of the information, including 𝑌𝑌 (or 𝑌𝑌� ; note then that in 
this stage of the analysis, 𝑌𝑌 and 𝑌𝑌�  indicate explanatory variables, whereas in the preceding stages 
they were dependent variables, or outcomes, of the learning function). Next, we develop models 
on the source dataset, comparing the outcomes (with respect to quality, fit, and accuracy) across 
models estimated respectively with 𝑌𝑌𝑆𝑆, 𝑌𝑌�𝑆𝑆, and neither of those. Finally, we perform a similar 
analysis on the target dataset, comparing the outcomes obtained across models with and without 
the transferred (predicted) variables 𝑌𝑌�𝑇𝑇. 
 
TABLE 3.5: External validation framework 
Model 
specifi-
cation 
𝒀𝒀 Specification Rationale 
Source Domain 
1 Observed Best Benchmark 
2 None Same as 1, 
except w/o 𝑌𝑌𝑆𝑆 
Assess how much explanatory power the observed 𝑌𝑌𝑆𝑆 has 
3 Predicted Same as 1 Assess the loss in the goodness-of-fit of the benchmark model when 
only the predicted 𝑌𝑌�𝑆𝑆 is available 
4 Predicted Best new Assess how different a model might be from the benchmark, when 
only the predicted 𝑌𝑌�𝑆𝑆 is available and the specification of the model 
for the true 𝑌𝑌𝑆𝑆 is unknown 
Target Domain 
5 Predicted Same as 1 & 3 Assess how well 1 performs within the target domain and with the 
predicted 𝑌𝑌�𝑇𝑇 
6 Predicted Best new Same as for 4 
7 None Same as 6, 
except w/o 𝑌𝑌�𝑇𝑇 
See how much explanatory power the estimated 𝑌𝑌�  have 
 
The first model specification of the framework, which is estimated on the source domain with the 
observed 𝑌𝑌𝑆𝑆, establishes the benchmark of how well the model performs on the observed data. The 
second model uses the same specification of the previous model except for the exclusion of 𝑌𝑌𝑆𝑆 
from the inputs. Comparing the fits of models 1 and 2 allows evaluating the contribution that 𝑌𝑌𝑆𝑆 
brings to the explanatory power of the benchmark external validation model. The third model has 
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a specification identical to the first one, only instead of the observed 𝑌𝑌𝑆𝑆 it uses the predicted 𝑌𝑌�𝑆𝑆, 
that is, the output of the learning function 𝑓𝑓(∙) trained on the common variables 𝑋𝑋𝑆𝑆′  of the source 
domain. The rationale behind this step is to assess how the unavoidably incorrect prediction 𝑌𝑌�𝑆𝑆 
influences the quality of the validation model. The fourth model seeks for the best new specifi-
cation, given the prediction 𝑌𝑌�𝑆𝑆, to assess how the model so obtained might differ from the original 
model (best specification given the observed 𝑌𝑌𝑆𝑆). Those differences reflect the data’s best compen-
sation for the inaccurate prediction of the transferred knowledge (i.e., some variables may increase 
or decrease in importance, and other variables may enter the model, to pick up some of the 
explanatory power lost by replacing the observed 𝑌𝑌𝑆𝑆 with an imperfect prediction). An assessment 
of this compensatory mechanism in the source domain can be useful in evaluating the model’s 
performance in the target domain. 
These aforementioned four specifications applied to the source domain can provide 
valuable initial insight into how the external validation (travel behavior) model performs with the 
observed and predicted data. However, the core of the framework lies in the application of the 
model to the target domain, in which the observed 𝑌𝑌𝑇𝑇 is unknown. There, we take the changes in 
model quality detected in the context of the source domain to be an indication of similar changes 
in the target domain. Accordingly, the fifth model, which is estimated on the target domain using 
the same specification as for the first model, has the dual role of establishing a benchmark for the 
target domain and examining the quality change (compared to that of model 1) due to the error in 
the predicted 𝑌𝑌�𝑇𝑇. With the search for the best new specification, the sixth model attempts to com-
pensate for the error in the predicted 𝑌𝑌�𝑇𝑇 to get a better model. Finally, the seventh model specifi-
cation allows an evaluation of the effects (on the quality of model 6) of the exclusion of the trans-
ferred knowledge. 
Although the NHTS is rich in travel behavior variables, the MSNCC is not. However, 
vehicle ownership is one such variable common to both samples. Accordingly, in this study, we 
use a vehicle ownership (VO) model for external validation of the transfer learning procedure. We 
model VO, represented by a count of household vehicles, as a function of variables such as income, 
number of workers and drivers, and presence of children. Both domains are well-equipped to allow 
for the specification of a reasonable baseline VO model. Moreover, attitudes have also been found 
to influence VO (see, e,g., Wu et al., 1999; Cao et al., 2007). Thus, VO is a suitable candidate for 
the external validation. 
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4 TRANSFER LEARNING RESULTS 
 
4.1 Data preparation 
 
This subsection describes phases #0 to #4 from the transfer learning methodological sequence 
defined in Section 3.1. 
The initial MSNCC dataset 𝑋𝑋𝑆𝑆, an 𝑛𝑛 × 𝑝𝑝 matrix, consists of 1,118 attributes (𝑝𝑝) defined for 
2,849 observations (𝑛𝑛). The person file of the NHTS supplies the dataset 𝑋𝑋𝑇𝑇 of 113 attributes 
defined for 308,901 observations. Extracting common variables from the datasets shrinks the 
variable space to 86 and 87 attributes for the source and target domains, respectively (Table 4.1). 
The discrepancy is due to the identification fields: one (person) in the SMNCC and two (household 
and person) in the NHTS. This variable space size is larger than the list presented in Table 3.3 
because categorical variables are transformed into sets of dummy variables. Since missingness 
(especially in the case of Missing at Random, MAR, data) can provide additional knowledge, item 
non-response of the common categorical variables is coded into an extra dummy variable (=1 if 
the value of variable 𝑥𝑥𝑛𝑛 is missing, =0 otherwise). This approach to handling missing data pre-
serves observations for future analyses instead of discarding them as would otherwise typically be 
done. 
 
TABLE 4.1: Evolution of the source and target domain datasets 
Phase Manipulation 
Source domain (MSNCC) Target domain (NHTS) 
Observation 
count (n) 
Attribute 
count (p) 
Observation 
count (n) 
Attribute 
count (p) 
#0 Original data obtained 2,849 1,118 308,901 113 
#1 Common variables 
identified and selected; 2,849 86 308,901 87 
 Observations with missing 
data on common variables 
excluded listwise 
2,396 86 112,026 87 
#4 Matched domains with the 
land use data; 2,352 379 91,362 380 
 Performed basis expan-
sion (i.e., allowed for non-
linearity) 
2,352 969 91,362 970 
 
For the commuting mode variable, which contains a sizable amount of item non-response, our 
approach to handling missing data is different. The source domain includes primarily commuters 
(except for 294 non-commuting respondents), while the person file of the NHTS dataset contains 
entire families where commuting behavior is not guaranteed for every observation. Thus, 
excluding non-commuters from the target domain has several advantages such as asserting the 
comparability of the domains, preserving commute mode variables for later analyses, and avoiding 
arbitrary predictions for non-commuting populations (e.g., minors and elderly). After filtering out 
non-commuters and observations with item non-response for continuous variables, the target 
domain shrinks to 112,026 observations. 
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Before spatial matching, all involved data sources (the source and target domains, ACS, 
Census, and Smart Location; see Section 3.1) needed to be brought to a common geographic 
reference. The MSNCC data provides XY coordinates for residential locations, which can be 
matched with any geography. Obtained through a special request, the confidential version of the 
so-called NHTS DOT file includes block-group identifiers for the residential address of each 
observation. However, these spatial IDs were defined using the 2000 Census block-group 
boundaries, whereas the three auxiliary land use datasets have adopted the block-group boundaries 
defined for the 2010 Census. We reconcile these two geographies by matching the 2000 Census 
block-group centroids to the 2010 Census polygons and assigning the corresponding 2010 block-
group IDs to the NHTS observations. In this way, all data sources are defined with respect to the 
2010 Census geographies. 
Each ACS and Census summary file is a collection of datasets that contains all possible 
geographies (rows) and several variables (columns) characterizing a “topic” of interest (e.g., 
population composition by age, sex, race, or combinations of those variables). To create a 
consolidated dataset for every data source, the topic-centered datasets of these collections are 
merged together, keeping only block-group geographies and all available variables. The Census 
and ACS consolidated datasets have dimensions of 217,547 observations and 3,355 variables, and 
217,739 observations and 3,563 variables, respectively. The discrepancy in the number of block 
groups between the two consolidated datasets is due to the presence of block groups entirely falling 
into bodies of water in the ACS data.  
Since some of the variables will be duplicated (i.e., total block-group population will 
appear for multiple topics, or tabulations), variables having perfect correlation with any others are 
removed from each consolidated dataset. Also, block groups located on bodies of water and those 
with incomplete information are excluded from the consolidated datasets. In addition to the 
absolute numbers originally reported in both the Census and ACS datasets, block-group total 
population and area are used to create two sets of relative measures: share and density – expanding 
the variable spaces of each consolidated dataset threefold and bringing the dimensions to 
216,860 × 9,990 and 216,665 × 10,672 for the Census and ACS consolidated datasets, 
respectively. 
Expanding the common variable space of the transfer learning domains by about 20,000 
attributes is computationally burdensome and potentially unjustified with respect to prediction 
accuracy (see the “curse of dimensionality” discussion in Section 2). Moreover, the source domain, 
which contains just over 2,000 observations, would face the high-dimensionality problem of 
𝑝𝑝 ≫ 𝑛𝑛, which requires special techniques to treat. For these reasons, we choose to employ a 
dimensionality reduction method, namely, principal components analysis (PCA), to decrease the 
number of attributes while preserving their supplemental knowledge as much as possible. PCA 
creates successively orthogonal linear combinations (called principal components, PCs) of the 
original (intercorrelated) set of variables, in such a way that the first PCs account for the largest 
shares of the total variance of the original variables. Census and ACS PCs are extracted separately 
due to the exponential growth in runtime with the increase in 𝑝𝑝. In each case, the total number of 
extracted PCs is 𝑝𝑝 − 1: 9,989 and 10,671 PCs for the Census and ACS datasets, respectively. 
Essentially all variance of the original set of variables is explained by the first 5,084 and 6,187 
PCs for the Census and ACS, respectively (Table 4.2). These attribute counts are far lower than in 
the original data but still unmanageable. As a cutoff, we choose 75% and 50% of the cumulative 
variance explained, corresponding to 120 and 76 PCs, for the Census and ACS, respectively. In an 
attempt to further decrease the number of attributes, we combined the 5,084 and 6,187 PCs of the 
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two datasets and performed a second-order PCA on those. This second-order PCA does not afford 
any parsimony over using the initial PCAs: it takes 1,356 second-order PCs to explain the first 
50% of the total variance of the first-order PCs, which may indicate only a narrow overlap between 
the variables available from the two land use datasets. Accordingly, we retain the first-order PCs 
for further analysis. 
The Smart Location dataset contains 220,653 observations (geographies at the block-
group, county, and county-equivalent levels) and 117 variables, which cover such topics as 
demographics, employment, density, diversity, design, transit, and destination accessibility (the 
full data dictionary is available in Ramsey and Bell, 2014). The relatively small variable space of 
this auxiliary land use dataset allows spatially matching the data without requiring a dimensionality 
reduction step.  
After the auxiliary land use datasets are spatially matched based on the residential location, 
the dimensions of the domains are 2,352 × 379 and 91,666 × 380 for the source and target, 
respectively. As before, the reduction in the number of observations is caused by missing data 
(e.g., transit data in the Smart Location dataset is not available for rural counties). 
 
TABLE 4.2: Cumulative variance explained for land use datasets PCA 
Cumulative 
variance explained 
PC count 
First-order PCA Second-order  
PCA of Census and 
ACS PCs Census 2010 
ACS 2013, 5-yr 
estimates 
25% 3 4 559 
50% 10 76 1,356 
75% 120 742 2,273 
90% 618 1,762 2,899 
95% 1,127 2,487 3,148 
99% 2,350 4,169 3,428 
100% 5,084 6,187 3,609 
 
The final step of data preparation is to augment the common continuous variables in both domains 
by replacing them with their natural cubic splines (degrees of freedom = 3). This process is called 
basis expansion. In mathematics, a spline is a smooth function that is piecewise-defined by 
polynomial functions that connect at certain points, called knots. A natural cubic spline has an 
advantage over simple polynomial functions because it is linear beyond the boundary knots (Hastie 
et al., 2009); thus, it avoids wide fluctuations in the extrapolated regions. Using splines is a 
relatively simple way to allow for non-linearity in relationships. However, a downside of 
expanding the basis is the inflation of the variable space by the factor of the degrees of freedom 
(assuming all variables are continuous). After replacing continuous variables (including PCs) in 
the transfer learning domains with their cubic splines, the variable space of source and target 
datasets expanded to 968 attributes (excluding ID fields). 
 
4.2 Best learning function search and selection 
 
For the source domain (2,352 × 969), the search for the best-performing learning function is 
accomplished by measuring the generalization error and averaging it over a 10-fold cross-
validation (CV) routine. We explored two different approaches to predicting attitudes. In the first 
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approach we focused on directly predicting the continuous-valued factor scores that had been 
previously computed for the source domain (see Table 3.2 for examples of factor content). In the 
second approach we first predicted the ordinal responses to individual attitudinal statements (such 
as those in Table 3.1), and then factor-analyzed those predicted responses.  
The search for best learning function is performed separately for the continuous (attitudinal 
factor scores) and categorical (attitudinal statements) dependent variables, respectively instances 
of the regression and classification problems described in Section 2.1. Recall that in the present 
discussion, the “dependent variable” refers to the attitudinal variable being predicted (𝑦𝑦�𝑖𝑖), in 
contrast to the dependent variable (in our case, vehicle ownership) of the model introduced for 
external validation in Section 3.2, in which the observed (𝑦𝑦𝑖𝑖) and predicted (𝑦𝑦�𝑖𝑖) attitudes are 
explanatory variables. This subsection describes phase #6 from the transfer learning methodolo-
gical sequence defined in Section 3.1. 
 
4.2.1 Regression problem 
 
For the regression problem, Table 4.3 presents selected generalization errors (the mean squared 
errors, MSEs) obtained for the continuous dependent variables given the corresponding learning 
functions (“learners”), i.e., regression tasks (the full results can be found in the Technical 
Appendix, Table 8.1). We tested eleven different learners: random hot deck (RHD), assigning the 
mean value, forward stepwise linear regression, classification and regression tree (CART), 
evolutionary regression tree, recursive tree, bagging, random forest, LASSO regression, support 
vector machine (SVM), and AdaBoost. Among these, LASSO regression (linear regression kernel) 
shows the best performance by having the minimum generalization error for all 𝒴𝒴 variables, except 
for the Time-pressure – reality factor score. On average, the LASSO MSE is 0.894 (which, taking 
the square root, represents about one standard deviation off the observed value) across the nine 
dependent variables shown, which is an 11% and 55% improvement over assigning the mean value 
and RHD, respectively. The RHD learner, as expected, demonstrates the worst performance with 
an MSE of 1.986 (1.4 standard deviations off the observed value). Mean value assignment, the 
other learner that is free of conditional assumptions, outperforms only two methods: RHD and 
forward stepwise linear regression. The latter performed relatively poorly because of the increased 
prediction variance due to overfitting at the training stage. This is especially interesting since 
LASSO is also a linear regression method with a variable selection routine. The difference between 
the two is that LASSO has a built-in cross-validation procedure (done for each fold of the higher-
order CV) to prevent overfitting. 
The prediction performance of the tasks varies across the dependent variables. Pro-density, 
pro-transit, and pro-active transportation factor scores are predicted by LASSO regression with 
an MSE below 0.8. For these variables, the greatest deviation (improvement) from the mean value 
assignment is achieved: ΔMSE is above 0.20. Commute benefit has a slightly worse prediction 
success with a generalization error of 0.898 (ΔMSE=0.11). The other five variables show 
substantially less improvement over the mean value assignment method, with ΔMSEs below 0.07. 
It stands to reason that the observed distribution of the generalization error is affected by the 
knowledge content (i.e., relevance) of the common variables used for prediction. The heavy 
prevalence of land use inputs in the source domain caused the learning functions to explain 
relatively well the attitudes associated with built environment attributes. Specifically, commuters 
who score high on pro-density, pro-transit, pro-active transportation, and commute benefit 
attitudes are more likely to live in denser neighborhoods with more transit, bicycling, and walking 
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options due to residential self-selection, a phenomenon that prominently features in recent 
literature (Bagley and Mokhtarian, 1999; Schwanen & Mokhtarian, 2007). 
 
TABLE 4.3: Cross-validation results for the regression problem 
Variable Best learner Lowest 
MSE 
Mean  
assignment 
MSE 
ΔMSE (mean 
assignment vs. 
best learner) 
Pro-transit LASSO regression 0.757 0.993 –0.236 
Travel is wasted time LASSO regression 0.985 1.001 –0.016 
Pro-technology LASSO regression 0.951 1.017 –0.066 
Commute benefit LASSO regression 0.898 1.008 –0.110 
Time pressure – reality Evolutionary regression tree 0.994 1.009 –0.015 
Time pressure – 
preference LASSO regression 0.936 0.994 –0.058 
Pro-active transportation LASSO regression 0.789 1.009 –0.220 
Satisfaction LASSO regression 0.976 1.004 –0.028 
Pro-density LASSO regression 0.748 1.005 –0.257 
 
In a regression problem, trying to predict a continuous variable could produce an unsatisfactorily 
large generalization error if variables that strongly influence the error’s bias and variance 
components are unobserved and unaccounted for. In this situation, solving a classification 
problem, where the goal is to predict to which one of a (usually) small number of predefined 
categories to which the observation belongs, could mitigate the role of the unobserved inputs and 
decrease the influence of the error’s components. Additionally, classification problems require 
certain changes in the algorithm of the learning functions, or the use of completely new learners, 
which, potentially, might better capture the associations existing in the data. Finally, in using 
predicted attitudinal items as inputs to a factor analysis, we speculate that random errors associated 
with predicting each single item could partially counteract each other and result in predicted factors 
that are more accurate (closer to the “observed” factor scores previously computed from the 
observed attitudinal items) than those predicted directly as just described. Accordingly, we turn 
now to the prediction of individual items with ordered categorical responses. 
 
4.2.2 Classification problem 
 
Selected cross-validation results of the classification tasks are presented in Table 4.4 (the full 
results can be found in the Technical Appendix, Table 8.2). The CV-aided search for the best 
learner is similar to the one presented for the regression problem, with the exception of a few 
details. Specifically, instead of MSE, the misclassification error (MCE) is used as the 
generalization error. K-nearest neighbors (kNN) and forward stepwise multinomial logit (MNL) 
are added to the pool of the learning functions. Assigning the mean value and CART learners are 
replaced by assigning the median value and C5.0, respectively. For the forward stepwise linear 
regression learner, predicted values are rounded to the nearest eligible integer that represents a 
response category. 
Across 13 learning functions, kNN achieves the minimum MCE for 20 out of 39 dependent 
variables while LASSO regression (MNL kernel) delivers minimum MCE only for 13 dependent 
variables. However, after averaging MCE results over all dependent variables, LASSO regression 
23 
 
has a slight edge over kNN – 0.567 and 0.569, respectively (indicating correct classification of 433 
or 431 observations out of 1,000). Overall, the results demonstrate that even the best-performing 
learners do a rather inadequate job in predicting attitudes given the available inputs: on average, 
LASSO regression predictions are only ΔMCE=0.034 more accurate (i.e., with only 34 more 
correct per 1,000 observations) than assigning the median. 
As in the regression problem, the generalization errors vary across the board for the 
attitudinal variables. For only nine variables out of 39 is the MCE lower than 0.5, meaning that 
prediction success is achieved for more than 50% of the test observations. These variables load on 
the travel is wasted time (3 variables), satisfaction (2), commute benefit (1), pro-active 
transportation (1), and pro-technology (1) factors, in addition to the statement “I prefer to organize 
my errands so that I make as few trips as possible”, which is not included in the factor analysis. 
However, in all but one case the prediction rate is attained mainly because of the variable 
distributions (demonstrating extreme peakedness) rather than the performance of a sophisticated 
learning function: the MCE deviation from the median assignment learner is 0 (i.e., the median is 
the best or one of the best predicting functions) or very close to 0. Only for the statement, “I like 
the idea of living in a neighborhood where I can walk to the grocery store”, is the MCE 0.487 for 
the LASSO regression, which constitutes a 0.059 improvement over assigning the median. When 
the distribution of 𝒴𝒴 is not very peaked, conditional learning functions could noticeably improve 
the generalization errors. For example, the SVM learner gains 0.184 of ΔMCE over the median 
for the statement “I sometimes travel more than I have to, because I want to”, indicating that the 
explanatory variables improved the prediction of this variable. 
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TABLE 4.4: Cross-validation results for the classification problem 
Variable Best learner Lowest MCE Median 
assignment 
MCE 
ΔMCE (median 
assignment vs. 
best learner) 
A1a_goodcommute 
Median/ LASSO/ 
SVM/ AdaBoost/ 
kNN 
0.433 0.433 0.000 
A1b_jobmoney kNN 0.623 0.628 –0.005 
A1c_closestore AdaBoost/ kNN 0.536 0.537 –0.001 
A1d_prefdrive kNN 0.673 0.751 –0.078 
A1e_boring Median/ kNN 0.577 0.577 0.000 
A1f_deadline kNN 0.556 0.557 –0.001 
A1g_yards kNN 0.597 0.619 –0.022 
A1h_newtech kNN 0.589 0.590 –0.001 
A1i_traffic LASSO 0.588 0.602 –0.014 
A1j_transit LASSO 0.560 0.583 –0.023 
A1k_trendset kNN 0.630 0.663 –0.033 
A1l_dayoff kNN 0.546 0.547 –0.001 
A1m_grocery LASSO 0.487 0.546 –0.059 
A1n_timetowork Median/ Recursive tree/ LASSO 0.575 0.575 0.000 
A1o_eproducts Recursive tree 0.620 0.630 –0.010 
A1p_travelwaste kNN 0.562 0.569 –0.007 
A1q_stresscommute LASSO 0.509 0.511 –0.002 
A1r_goodjob Median/ LASSO/ SVM/ kNN 0.407 0.407 0.000 
A1s_walkbike LASSO 0.627 0.786 –0.159 
A1t_closetransit kNN 0.614 0.764 –0.150 
A1u_liketravel Recursive tree/ AdaBoost/ kNN 0.492 0.493 –0.001 
A1v_useminute Recursive tree 0.644 0.720 –0.076 
A1w_techproblems MNL/ LASSO 0.644 0.709 –0.065 
A1x_destination AdaBoost/ kNN 0.450 0.451 –0.001 
A1y_payquicktrip SVM 0.645 0.683 –0.038 
A1z_transitovercar LASSO 0.602 0.766 –0.164 
A1aa_noisyshops AdaBoost 0.593 0.749 –0.156 
A1ab_hurry Recursive tree 0.650 0.737 –0.087 
A1ac_carjustmove LASSO 0.498 0.500 –0.002 
A1ad_wanttravel SVM 0.639 0.823 –0.184 
A1ae_likeinternet kNN 0.465 0.467 –0.002 
A1af_driving Median/ kNN 0.546 0.546 0.000 
A1ag_busy Median/ LASSO/ AdaBoost/ kNN 0.535 0.535 0.000 
A1ah_impressivecar AdaBoost 0.637 0.645 –0.008 
A1ai_fewtrips Median 0.494 0.494 0.000 
A1aj_welcomecommute Recursive tree/ kNN 0.594 0.628 –0.034 
A1ak_wbovercar LASSO 0.503 0.553 –0.050 
A1al_neverbehind kNN 0.630 0.782 –0.152 
A1am_goodlife SVM/ AdaBoost 0.415 0.416 –0.001 
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4.2.3 Comparison of the outcomes of the regression and classification problems 
 
To compare the results of continuous and categorical dependent variable prediction, we investigate 
how the direct prediction of factor scores (regression problem) fares relative to the prediction of 
the raw statements (classification problem) with subsequent factor analyses of the predicted data. 
In all factor analyses we use the original method: principal axis factoring with oblimin rotation. 
Table 4.5 summarizes the results, which are explained in detail below. 
First, we confirm that the factor analysis on the source domain used in this study produces 
the same pattern matrix as was found originally. This is necessary because the original factor 
analysis was performed on the MSNCC dataset with 2,849 observations, and the factor scores used 
in the regression problem (Section 4.2.1) belong to the original factor analysis, whereas now the 
working sample size consists of 2,352 observations. The pattern matrix produced by the 2,352 
observations is virtually identical to the original one, and the correlations of the respective factor 
scores are above 0.99 in all cases (Band 1 of Table 4.5). Thus, losing about 500 observations does 
not cause a substantial shift in definition of the underlying latent structures in the attitudinal data. 
For comparison purposes, in the remainder of this subsection and the table we use the factor 
analysis conducted on the working dataset (2,352 observations) as the base from which to evaluate 
the performance of the predicted attitudes. 
Next, we compare the observed factor scores, obtained from the new factor analysis on the 
2,352 observations, to the direct predictions of those scores obtained from the regression process 
described in Section 4.2.1. As shown in Band 2 of Table 4.5, the correlations between the observed 
and directly-predicted scores range from 0.233 to 0.571, with the highest correlations, not 
surprisingly, corresponding to the best-predicted factors identified in Section 4.2.1: pro-density 
(0.571), pro-transit (0.564), pro-active transportation (0.538), and commute benefit (0.453). While 
these correlations can be considered moderate rather than high, they compare quite favorably to a 
typical correlation between an instrumental variable and the endogenous explanatory variable it is 
replacing in a model. 
Finally, we compare the observed factor scores to the predicted ones obtained in a two-
stage process: in the first stage we predict individual item responses using the classification 
methods described in Section 4.2.2, and in the second stage we factor-analyze those predicted 
responses and compute the associated factor scores. Band 3 of Table 4.5 shows the resulting 
correlations for the five most promising classification learners (recursive tree, LASSO regression, 
SVM, AdaBoost, and kNN), together with RHD as the benchmark. 
Assigning the median value is not included in the list due to the intrinsic invariance of the 
predicted values generated by this learner, which is not suitable for any meaningful analysis. We 
should note here that no task is immune from producing an invariant prediction, particularly when 
dependent variable distributions are relatively peaked. This happens in our study too: for example, 
AdaBoost predicts A1l_dayoff as a constant (=“Agree”) for the MSNCC dataset. Obviously, when 
this occurs one cannot use such an invariant variable in a factor analysis (which functions by detec-
ting patterns of common covariation among the variables, and a constant cannot covary). This, in 
turn, could yield inequivalent comparisons since the input variable spaces would be different be-
tween the observed and predicted factor scores, and across learners. We address this problem 
below. 
Unlike the direct prediction of factor scores using regression methods, this two-stage 
process requires a new factor analysis on the predicted attitudinal items. Accordingly, before com-
paring the observed and predicted factor scores it is important to evaluate how the factor structure 
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obtained in this new factor analysis compares to the base structure previously obtained for the 
observed attitudinal items. For all but one learner, the pattern matrices varied considerably vis-à-
vis that base (the technical memo is available upon request from the authors). Occasionally, one 
to three (out of nine) latent constructs observed in the base solution might be identified in the 
pattern matrices of the factor analyses based on the predicted attitudes; however, even in these 
cases, the constructs are far from identical. Surprisingly, RHD-predicted attitudes produce the 
pattern matrix that is most similar to the base one – in fact is nearly indistinguishable from it. 
This fortuitous result from the worst-performing learner does not carry over to another 
element of evaluation: correlations of the RHD-based factor scores (computed using the pattern 
matrix of the base factor analysis) with their counterparts created from the observed attitudinal 
items never exceed 0.009 and are often negative (first row of Band 3 of Table 4.5). This is a clear 
indication that even replicating the factor loadings pattern does not lead to equivalency of the 
outcomes, evidently because of the inequivalencies between the observed and predicted inputs 
(attitudinal items) to the factor analysis. For the rest of the learners, dissimilarity of the underlying 
latent constructs (pattern matrices) makes it difficult if not impossible to compare the resulting 
factor scores.  
To address this problem, as well as to accommodate invariance in some of the predicted 
variables, we apply the factor score coefficient matrix from the base factor analysis previously 
performed on the source domain (N=2,352) to the predicted categorical attitudinal statements, to 
compute factor scores. This imposes a consistent variable-to-factor relationship structure across 
all learners, while using the learner-specific predicted variables to compute learner-specific factor 
scores. In this step, we use the predicted attitudinal items obtained from the five best learners 
(CART, LASSO with MNL kernel, SVM, AdaBoost, and kNN), as well as an average across their 
predictions. In the typical application of LASSO with MNL kernel (which is the application 
included in the average), a multinomial logit model is estimated that predicts the probability of 
each categorical response for a given item, and the assigned outcome for a given observation is 
the response category whose predicted probability is the highest. However, we were dissatisfied 
with the highest-probability rule, which made no distinction between a category having a 95% 
probability of being correct and one having only a 22% probability of being correct (with the 
remaining four categories having even smaller probabilities). Therefore, we also used the predicted 
probabilities of each ordered response to compute an expected value of the response (i.e., 𝑎𝑎�𝑖𝑖 =
∑ 𝑎𝑎𝑖𝑖𝑗𝑗𝑃𝑃(𝑎𝑎𝚤𝚤𝚤𝚤)�5𝑗𝑗=1 , where aij is response category j for item i and 𝑃𝑃(𝑎𝑎𝚤𝚤𝚤𝚤)�  is the predicted probability 
of that response; observation subscripts have been suppressed for simplicity).  
Comparison of (1) the factor scores obtained from multiplying the common factor score 
coefficient matrix by the various sets of predictions to (2) the scores originally computed using the 
observed attitudes (Band 3 of Table 4.5) shows consistent high correlations for the same constructs 
identified in the regression problem: pro-density, pro-transit, and pro-active transportation. 
However, for the most part the highest correlations obtained in this step are still worse (lower) than 
the results of the regression problem, shown in Band 2 of the table. We conclude that at least in 
this instance, the direct prediction of factor scores is better (and more straightforward) than the 
two-stage process of prediction of individual statements and factor-analyzing them. However, it is 
still potentially useful to have access to the predicted attitudinal statements, for situations where 
individual items may be of specific interest, and/or do not load heavily on any factor. 
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4.2.4 Selection of the best-performing learner 
 
The cross-validation and correlation results presented in this section support the following conclu-
sions: 
 
1. LASSO regression produces better predictions more consistently when compared to the 
other learners, for both classification and regression tasks. 
2. The regression task, i.e. the direct prediction of continuous factor scores, performs better 
than the two-stage process of factor-analyzing the item predictions yielded by the classifi-
cation task. 
 
Given these considerations, we select continuous factor scores predicted by LASSO regression as 
the recommended task (combination of the transferred knowledge and learning function) for the 
external validation exercise. However, we note in passing that compared to the continuous 
LASSO-regression-predicted factor scores, SVM applied to the classification task leads to substan-
tially higher correlations between observed and predicted scores for pro-transit and pro-density, 
and somewhat higher for pro-active transportation (while substantially lower for commute benefit; 
comparison of Band 2 with the SVM row of Band 3 in Table 4.5). This indicates a potential benefit 
to using different learners for different dependent variables. 
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TABLE 4.5: Replicating observed attitudes (factor scores) with direct and indirect approaches 
 
   Pro-
transit 
Travel is 
wasted 
time 
Pro-
tech-
nology 
Com-
mute 
benefit 
Time pressure Pro-active 
transpor-
tation 
Satis-
faction 
Pro-
density 
Reality Prefer-
ence 
1.  Correlations of (1) observed FSs obtained from old FA on 2,849 observations with (2) those obtained from new FA on 2,352 observations  
   0.999 1.000 1.000 0.999 0.999 0.998 1.000 0.999 0.997 
2.  Correlations of (1) observed FSs obtained from new FA on 2,352 observations with (2) FSs directly predicted via LASSO regression on common variables for 
same observations 
 
    0.564 0.233 0.343 0.453 0.273 0.323 0.538 0.338 0.571 
3.  Correlation of (1) observed FSs obtained from new FA on 2,352 observations with (2) FSs obtained by first predicting item responses for the same observations 
via classification learners using common variables, and then applying new factor score coefficient matrix obtained from FA on observed items to predicted items 
  
Learner 
 
         
1. RHD  –0.002 –0.010 –0.003 –0.003 0.009 –0.038 0.008 –0.014 –0.031 
          
2. CART 0.492 0.094 0.130 0.084 0.144 0.123 0.394 0.023 0.417 
3. LASSO (MNL kernel) 0.509 0.132 0.167 0.118 0.159 0.150 0.449 0.050 0.522 
4. SVM 0.635 0.236 0.296 0.213 0.074 0.087 0.552 0.136 0.642 
5. AdaBoost 0.484 0.236 0.285 0.083 0.321 0.193 0.474 0.060 0.499 
6. kNN 0.383 0.090 0.077 0.036 0.085 0.052 0.343 0.015 0.414 
Predictions from #2–#6 
averaged 0.548 0.082 0.166 0.073 0.238 0.071 0.473 0.012 0.551 
Expected value LASSO  
(MNL kernel) 0.530 0.249 0.325 0.378 0.212 0.263 0.497 0.223 0.568 
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4.3 Transfer learning 
 
For the transfer learning procedure, we apply the learning task to the entire source domain (as 
opposed to the CV procedure, which uses only a subset of the domain), corresponding to phase #7 
in the methodological sequence defined in Section 3.1. The common variable space contains all 
variables described in Table 3.3 and the land use data described in Section 4.1. The learning task 
consists of LASSO regression as the learning function and attitudinal dependent variables (sequen-
tially paired with the learner). However, even though the regression problem is shown to be better 
suited in the setting of the current study, it is not computationally-burdensome to carry out the 
classification problem also. Accordingly, using LASSO regression with, respectively, linear 
regression and MNL kernels for the regression and classification tasks, we estimate the learner for 
each transferred variable on the source domain and apply this learner to the target domain. At the 
end of the transfer learning procedure, the target domain variable space receives 9 continuous and 
39 categorical attitudinal variables defined for 91,362 observations (respondents in the NHTS 
person file). Table 4.6 presents selected distribution parameters of the transferred continuous 
variables, and Table 4.7 presents distributions of the transferred categorical variables. We briefly 
discuss each in turn (Tables 8.3 and 8.4 of the Technical Appendix contains similar information 
on the predicted attitudes for the source domain.) 
 
TABLE 4.6: Descriptive statistics of the transferred continuous attitudes for the NHTS 
(N=91,362) 
Variable Number missinga Mean SD Median Min Max Skew Kurtosis 
Pro-transit 1 –0.31 0.29 –0.34 –3.21 3.26 1.41 5.33 
Travel is wasted 
time 0 0.01 0.10 0.01 –0.58 3.84 5.03 124.49 
Pro-technology 5 0.00 0.25 0.01 –4.02 4.97 0.94 15.45 
Commute benefit 0 0.10 0.34 0.10 –3.49 3.04 –0.66 7.96 
Time pressure – 
reality 0 –0.05 0.11 –0.05 –0.77 0.76 0.01 0.02 
Time pressure – 
preference 0 –0.05 0.19 –0.04 –1.86 0.99 –0.21 0.13 
Pro-active 
transportation 5 –0.39 0.29 –0.42 –1.94 4.98 1.77 16.57 
Satisfaction 1 0.12 0.21 0.14 –1.65 4.17 –0.08 12.85 
Pro-density 3 –0.42 0.45 –0.46 –1.53 3.28 0.70 1.17 
a Predicted values beyond +/–5.0 are coded as missing. Since the learning function is trained on a smaller sample, 
prediction for some observations in the NHTS sample (which is larger, more heterogeneous, and with a greater 
chance of extreme input values) could be a result of extrapolation rather than interpolation. The former is known 
to be more unstable and produce unrealistic outcomes. 
 
With respect to the continuous attitudes (factor scores), we first note that attitudes per se do not 
have an “absolute” zero point – they can only be measured relative to some arbitrary benchmark. 
Accordingly, in the source domain, the attitudinal factor scores were standardized variables, so 
that each of their means were zero, and standard deviations equal to one (for the MSNCC dataset, 
N=2,849). This effectively makes the Northern California sample of the source domain the bench-
mark against which the national sample of the target domain is measured. A mean factor score that 
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is close to zero in the target domain signifies that on average, the national sample holds an attitude 
similar to that of Northern California. With that in mind, we can see from Table 4.6 that based on 
the nationwide predicted factor scores, respondents are considerably less pro-transit, pro-active 
transportation, and pro-density than those in the Northern California sample are (while national 
respondents are comparatively somewhat more satisfied with life and job, and view the benefits of 
commuting somewhat more positively). Although this may not be surprising in terms of Northern 
California stereotypes, it is important to keep in mind that the MSNCC sample is deliberately 
enriched with non-drive-alone commuters (Neufeld and Mokhtarian, 2012), and as such, in raw 
form it is not even representative of Northern California.  
It is also important to note that all the standard deviations of the imputed scores are mar-
kedly smaller than one. While in theory this could indicate that attitudes in the Northern California 
sample are considerably more variable in the aggregate than are attitudes nationwide1 (which could 
be another consequence of the choice-based sampling strategy), it is presumably to a much greater 
extent a reflection of imputation error: given that most sources of variability in attitudes are unmea-
sured, the learning function will tend to make predictions that do not vary far from the sample 
mean. 
This supposition is strongly supported by a comparison of Tables 8.3 (descriptive statistics 
for the observed scores in the source sample) and 8.5 (descriptive statistics for the predicted scores 
in the source sample): whereas standard deviations (s.d.s) of the observed scores are all close to 
one (by design), standard deviations of the predicted scores are never higher than 0.48. Not sur-
prisingly, the three predicted attitudes with the largest standard deviations (where, in this case, a 
s.d. that is larger – therefore closer to that of the observed attitude – is better, suggesting that the 
learning function is better at explaining the natural variability of the factor) are pro-density (0.48), 
pro-transit (0.46), and pro-active transportation (0.45) – the three best-predicted attitudes in this 
analysis (Section 4.2.1). Commute benefit (0.34) comes in fourth, also in keeping with its predic-
tability. 
Comparing the standard deviations of the source domain’s predicted factor scores (Table 
8.5) to those of the target domain’s predicted scores (Table 4.6) offers further insight: for most of 
the nine factors, the s.d.s are nearly equal, whereas for two of the better-predicted factors (pro-
transit and pro-active transportation), they shrink by about a third in the target domain, indicating 
that the cross-sample transferred factor scores are substantially less variable than the own-sample 
predicted ones are. Interestingly, the ranges of observed and predicted factor scores display a dif-
ferent pattern: they lie between 5 and 7 for the observed continuous attitudes (Table 8.3); they 
shrink at least twofold (up to ninefold in some cases) for the predicted attitudes in the source data-
set (Table 8.5); and they take on more variable amplitudes – larger as well as smaller (2-9) – for 
the predicted attitudes in the target domain (Table 4.6). While the larger ranges in the latter instance 
suggest a promising departure from the mainly homogeneous predictions seen in the source data-
set, it might be an artificial effect created by the learning function struggling with extrapolation in 
the context of the greater sample heterogeneity of the NHTS. 
                                                 
1 Of course, the range of attitudes in Northern California will be encompassed by the range for the nation that contains 
Northern California, but (loosely speaking) if in the national sample extreme attitudes are a smaller share of the total, 
the standard deviation will be smaller. On the other hand, it can be argued that choosing a source sample to have 
greater variability than the target sample (i.e., choosing it to overrepresent more extreme opinions) is not necessarily 
a bad thing: a more variable source can draw on more knowledge in predicting a less variable target, than if a more 
homogeneous source were attempting to predict for a more variable target. 
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The role of prediction error is also clear when examining the predicted categorical attitudes, 
to which we now turn. Table 4.7 shows that in many cases, the attitudinal variable is overwhelm-
ingly predicted to take a single value. Specifically, for 24 of the 39 variables, 90% or more of the 
predictions returned the same value. Comparison with Table 3.1 shows that at least the median 
values coincide in both source and target domains, for all but six of the 39 variables2. However, as 
is the case with the factor scores, standard deviations of the observed attitudinal items are larger 
than for their predicted counterparts in both domains (Tables 4.7, 8.4, and 8.6). S.d.s of the 
predicted variables are roughly similar between the source and target datasets. Interestingly, the 
attitudes whose predicted s.d.s are the closest to the observed s.d.s are often those that demonstrate 
the largest improvement over the median assignment during the cross-validation routine. 
In sum, these statistics offer a useful reminder of the relativity of attitudinal measures. It is 
clear that the source sample differs substantially from the target sample in its distribution of the 
target variables. As discussed in Section 3.1, in future work the source sample (if not initially 
drawn from the same population as the target sample, which would be preferable) can be weighted 
to be more representative of the target in terms of the common variables, which should reduce or 
eliminate these differences. In the meantime, future users of the scores predicted for the national 
target domain may wish to re-standardize them. This would at least establish the national mean as 
the benchmark, although it would not resolve the lower variability in predicted values.  
 
TABLE 4.7: Descriptive statistics of the transferred categorical attitudes for the NHTS 
(N=91,362) 
Variable 
Proportional sharesa 
Mean SD Strongly 
disagree Disagree Neutral Agree 
Strongly 
agree 
A1a_goodcommute 
 
0.000 0.003 0.968 0.029 4.026 0.179 
A1b_jobmoney 0.004 0.001 0.087 0.903 0.005 3.904 0.352 
A1c_closestore    1.000  4.000 0.000 
A1d_prefdrive 0.008 0.256 0.313 0.423 0.000 3.150 0.830 
A1e_boring  0.996 0.004 0.000  2.004 0.063 
A1f_deadline  0.282 0.004 0.715 0.000 3.433 0.899 
A1g_yards 0.000 0.001 0.004 0.568 0.427 4.419 0.514 
A1h_newtech 0.000  0.235 0.759 0.007 3.772 0.436 
A1i_traffic 0.194 0.806    1.806 0.395 
A1j_transit  0.025 0.384 0.563 0.028 3.595 0.588 
A1k_trendset  0.000 0.650 0.350  3.350 0.478 
A1l_dayoff 0.001 0.000 0.000 0.999 0.000 3.997 0.089 
A1m_grocery  0.001 0.047 0.864 0.088 4.039 0.369 
A1n_timetowork    1.000  4.000 0.000 
 
(Table 4.7 is continued on the next page) 
                                                 
2 In those six cases, the median value for the source domain is always “neutral”, compared to the following values for 
the target domain: A1t_closetransit “disagree”; A1v_useminute “agree”; A1w_techproblems “agree”; 
A1z_transitovercar “disagree”; A1ad_wanttravel “disagree”; and A1al_neverbehind “agree”. 
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TABLE 4.7: Descriptive statistics of the transferred categorical attitudes for the NHTS 
(N=91,362) (CONT’D) 
Variable 
Proportional sharesa 
Mean SD Strongly 
disagree Disagree Neutral Agree 
Strongly 
agree 
A1o_eproducts 0.008 0.742 0.231 0.017 0.002 2.264 0.506 
A1p_travelwaste 0.001 0.951 0.006 0.042  2.090 0.409 
A1q_stresscommute 0.028 0.964 0.003 0.005  1.986 0.225 
A1r_goodjob   0.001 0.992 0.007 4.006 0.087 
A1s_walkbike  0.205 0.564 0.212 0.019 3.044 0.700 
A1t_closetransit 0.000 0.957 0.011 0.022 0.009 2.084 0.423 
A1u_liketravel   0.001 0.999 0.000 4.000 0.027 
A1v_useminute   0.003 0.997  3.997 0.051 
A1w_techproblems  0.027 0.122 0.851  3.824 0.446 
A1x_destination 0.000 1.000 0.000 0.000  2.000 0.031 
A1y_payquicktrip  0.132 0.766 0.102  2.970 0.483 
A1z_transitovercar 0.025 0.901 0.013 0.057 0.004 2.115 0.539 
A1aa_noisyshops 0.003 0.515 0.145 0.330 0.007 2.824 0.923 
A1ab_hurry  0.543  0.457  2.915 0.996 
A1ac_carjustmove  0.001 0.000 0.999 0.000 3.997 0.070 
A1ad_wanttravel  1.000    2.000 0.000 
A1ae_likeinternet    1.000 0.000 4.000 0.011 
A1af_driving 0.000 0.000 0.014 0.985  3.985 0.125 
A1ag_busy 0.000 0.068 0.010 0.922 0.000 3.855 0.510 
A1ah_impressivecar 0.029 0.927 0.032 0.012  2.026 0.328 
A1ai_fewtrips    1.000 0.000 4.000 0.010 
A1aj_welcomecommute  0.021 0.114 0.864 0.001 3.845 0.420 
A1ak_wbovercar  0.000 0.008 0.973 0.018 4.009 0.167 
A1al_neverbehind  0.060  0.940  3.880 0.475 
A1am_goodlife    1.000  4.000 0.000 
a Pure zeros (categories that are never predicted for any observation) are suppressed for clarity. Residual “0.000”s indicate 
marginal predictions that are below three-significant digits’ precision. 
 
 
  
33 
 
5 EXTERNAL VALIDATION MODEL RESULTS 
 
In Section 3.2, we presented the external validation framework. As described therein, in this 
section we proceed with specifying vehicle ownership (VO) models for the source and target 
domains. The dependent variable, number of household vehicles (HHVEHCNT in the NHTS data 
dictionary), is defined in both domains as a count of motorized vehicles that a household owns.  
For the pool of potential explanatory variables, we select attributes common to both 
domains that have been used extensively in the literature and proven to influence VO. (Note that 
the same variables, albeit a superset of them, are used in the transfer learning exercise.) This pool 
includes race, gender, age, education, immigrant status, full/part-time work status, occupation, 
conditions preventing driving/taking public transit, household income, presence of children, 
number of children, number of drivers, number of workers, interaction between number of workers 
and number of drivers, distance to work, and land use variables. For greater interpretability, 
selected land use variables are sourced from the Smart Location Database, instead of using the 
mechanically derived and conceptually abstract Census and ACS principal components described 
in Section 4.1. The selected variables include: 
1. D1A – Gross residential density (housing units, HUs/acre) on unprotected land; 
2. D1B – Gross population density (people/acre) on unprotected land; 
3. D1C – Gross employment density (jobs/acre) on unprotected land; 
4. D1D – Gross activity density (employment + HUs) on unprotected land; 
5. D2A_JPHH – Jobs per household (per block group); 
6. D3a – Total road network density; 
7. D5ar – Jobs within 45 minutes of auto travel time, time-decay (network travel time) 
weighted. 
In addition to this list, the pool of explanatory variables includes attitudes, represented by the three 
latent constructs that showed the lowest generalization error during the cross-validation step: pro-
transit, pro-active transportation, and pro-density. We believe that these attitudes should capture 
effects associated with transportation mode preference and (through residential self-selection) 
availability, thus influencing the household’s VO. To avoid undesired circularity, the transfer 
learning for the data used in the external validation is implemented by excluding HHVEHCNT 
from the pool of common variables3. There is a caveat with using individually-defined variables, 
such as attitudes but also including some of the other variables mentioned above, to model a 
household-level choice of VO. For simplicity, however, and for consistency with the MSNCC 
dataset in which each household is represented by a single person, we assume that there is enough 
homogeneity within a household that its decisions can be represented by an individual member. 
Accordingly, in the NHTS dataset, we randomly select a person from among the commuting adults 
of each household, shrinking the sample size of the target domain to 64,412 observations. 
                                                 
3 Because the imputed attitudes may be put to a variety of desired purposes, to maximize the performance of the 
learning function we used all possible variables as inputs during the cross-validation routine and process of transferring 
the attitudes to the NHTS. That is, for the permanent set of variables created for the target sample, we did not exclude 
any of the common variables. Accordingly, users of these variables should be aware of the potential for circularity. 
For example, the land use variables were important contributors to the prediction of the three “best-estimated” 
attitudes, and so using the resulting attitudes either to predict residential location attributes, or as explanatory variables 
together with such attributes, could yield misleading results. 
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Several times, the external validation framework requires finding the best model specifica-
tion for a certain composition of the data. Considering the plethora of possible influences (explana-
tory variables) and their interactions, this search can be very resource-consuming if done exhaus-
tively. Therefore, we develop an operational shortcut that consists of two steps. First, LASSO 
regression is used to narrow the pool of prospective explanatory variables through its selection and 
shrinkage algorithm, which has proven itself during the transfer learning exercise. Second, the 
manual selection of variables follows the first step to maintain statistically significant (at the 5% 
level) coefficient estimates. We make an exception for the three attitudinal variables, where, for 
illustrative purposes, our default is to retain coefficient estimates even if they are insignificant. 
There are several conventional ways a VO model could be specified, including using linear 
regression, Poisson, negative binomial, zero-inflated Poisson, zero-inflated negative binomial, 
ordinal response, or multinomial discrete choice (including nested) functional forms. The choice 
among these forms depends on the assumptions about the dependent variable (continuous for linear 
regression; respectively count, ordinal, or nominal for the rest) and the preferred goodness-of-fit 
measure – (adjusted) 𝑅𝑅2 for linear regression, and log-likelihoods, Akaike information criterion 
(AIC), and pseudo-𝑅𝑅2 measures for the rest. For this study, we choose linear regression due to the 
interpretability of its standard goodness-of-fit measure – unlike the log-likelihood and AIC, which 
are best understood by comparing them across models, the proportion-of-variance-explained 
meaning of the 𝑅𝑅2 provides an absolute measure of the goodness of the model. Furthermore, our 
testing shows that the linear regression and Poisson model formulations produce very close esti-
mates. Experimentations with the negative binomial model formulation consistently estimated 
very large theta parameters, suggesting a Poisson distribution of the dependent variable. Finally, 
the zero-inflated Poisson model formulation was not consistently better than its simple Poisson 
counterpart, suggesting that the two-stage estimation is unnecessary. To keep the scope of this 
phase manageable, we did not test ordinal or multinomial response models. 
Table 5.1 shows the explanatory variables and significance of their coefficients in the seven 
linear regression model specifications that constitute the external validation framework (the 
estimated coefficients themselves are available in Table 8.7 of the Technical Appendix). Model 1, 
a benchmark, is estimated on the source domain with observed attitudes. All coefficients have the 
expected sign; in particular the attitude coefficients are strongly significant and negative, indica-
ting that the more pro-transit, pro-active transportation, and/or pro-density the respondent is, the 
fewer vehicles her/his household will tend to own. The adjusted 𝑅𝑅2 of this specification is 0.45 – 
an indication of a reasonably well-specified model. Model 2, obtained by setting the attitudinal 
coefficients to zero, has an adjusted 𝑅𝑅2 of 0.42, which signifies a 0.03 (8.0%) “model lift” 
(improvement in fit) attained by accounting for the three attitudinal constructs in Model 1. Using 
the same benchmark specification but replacing observed with predicted attitudes (Model 3) fits 
the data even slightly better (∆𝑅𝑅2 = 0.0015). In this specification, even with the Pro-active 
transportation coefficient being insignificant (yet still negative), the three predicted attitudes 
combined are able to explain the variance of the dependent variable better than the originally 
“observed” attitudes. One possible explanation for this could be the knowledge from the tens of 
thousands of variables used to predict the attitudes (see Section 4.1). I.e., this multitude of 
“hidden” variables, which are not present in Model 1, evidently contains a small amount of 
explanatory power above and beyond the variables that do appear in that model. Model 4 reinforces 
this empirical result by showing that an optimized model with predicted attitudes improves over 
the previous two (𝑅𝑅2 = 0.46). 
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TABLE 5.1: External validation framework results: linear regression VO model results 
Model specificationa 1 2 3 4 5 6 7 
Domain Source Source Source Source Target Target Target 
Attitudes Observed N/A Predicted Predicted Predicted Predicted N/A 
Specification Best 1 w/o atts. 1 New best 1 New best 
6 w/o 
atts. 
Adjusted R-squared 0.4544 0.4209 0.4559 0.4565 0.3849 0.3894 0.3848 
Variableb        
Intercept +++ +++ +++ +++ +++ +++ +++ 
Pro-transit --- 0 --- ---   0 
Pro-active transportation -- 0   --- --- 0 
Pro-density --- 0 --- --- --- --- 0 
HH_HISP 0 0 0 0 0 --- -- 
HH_RACE: Black -- -- -- --- --- --- --- 
HH_RACE: Asian 0 0 0 - 0 -- -- 
HH_RACE: Multi -- -- --- ---  0 0 
HH_RACE: Other - - - --  0 0 
HHFAMINC: $0-25k --- --- --- --- --- --- --- 
HHFAMINC: $25-50k --- --- --- --- --- --- --- 
HHFAMINC: $50-75k --- --- --- -- --- --- --- 
HHFAMINC: $75-100k --- -- --- 0 --- --- --- 
HHFAMINC: >$100k 0 0 0 +++ 0 0 0 
Was born in the US? ++ ++ ++ + +++ +++ +++ 
Condition preventing 
using public transit 0 0 0 0 0 --- --- 
EDUC: less than HS 
degree 0 0 0 0 0 +++ +++ 
EDUC: HS degree 0 0 0 0 0 +++ +++ 
EDUC: less than BS/BA 
degree 0 0 0 0 0 +++ +++ 
OCCAT: service 0 0 0 0 0 +++ +++ 
OCCAT: clerical 0 0 0 0 0 +  
OCCAT: manufacture +++ +++ ++ ++ +++ +++ +++ 
OCCAT: professional 0 0 0 0 0 +++ ++ 
(Table 5.1 is continued on the next page) 
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TABLE 5.1: External validation framework results: linear regression VO model results 
(CONT’D) 
Model specificationa 1 2 3 4 5 6 7 
Domain Source Source Source Source Target Target Target 
Attitudes Observed N/A Predicted Predicted Predicted Predicted N/A 
Specification Best 1 w/o atts. 1 New best 1 New best 
6 w/o 
atts. 
Adjusted R-squared 0.4544 0.4209 0.4559 0.4565 0.3849 0.3894 0.3848 
Variableb 
       
R_SEX 0 0 0 0 0 --  
SELF_EMP 0 0 0 0 0 +++ +++ 
Works full time? 0 0 0 0 0 --- --- 
DRVRCNT +++ +++ +++ +++ +++ +++ +++ 
WRKCOUNT +++ +++ +++ +++ +++ +++ +++ 
R_AGE 0 0 0 0 0 -  
DISTTOWK + + + + +++ +++ +++ 
Population density - ---  0 --- --- --- 
Activity density 0 0 0 0 0 --- --- 
Jobs per HH - -- - 0  0 0 
Road network density 0 0 0 0 0 --- --- 
Jobs within 45 mins --- ---  -- --- 0 0 
Number of children -  -- -- --- --- --- 
Presence of children 0 0 0 0 0 --- -- 
DRVRCNT*WRKCOUNT 
interaction --- --- --- --- 
 0 0 
a Numbering corresponds to Table 3.5. 
b Model coefficients are represented by their sign (+ for positive, – for negative, blank for insignificant) and significance 
(one sign for p < 5%, two signs for p > 1%, three signs for p > 0.1%). Zeros indicate the coefficient’s absence from the 
model specification. 
 
The benchmark model specification applied in the target domain context (Model 5) shows a loss 
of significance of the pro-transit coefficient and changes its sign to a counterintuitive positive one. 
However, given the national coverage of the NHTS, it is not surprising that a pro-transit attitude 
plays a lesser role outside the relatively small number of transit-oriented areas. This explanation 
is further corroborated when the subset of urbanized regions with well-developed transit is isolated 
from the target domain for model estimation purposes. For example, Model 5 estimated only on 
the State of New York produces a highly significant and negative pro-transit coefficient. Returning 
to the model estimated on the full target domain, compared to the first specification, the goodness-
of-fit measure is lower (𝑅𝑅2 = 0.38), which could be another effect of the greater heterogeneity in 
the nationwide sample. Model 6 is a product of the search for the best specification in the context 
of the target domain. It slightly improves over Model 5 (∆𝑅𝑅2 = 0.0045), with the attitudinal 
effects demonstrating the same pattern (i.e., the pro-transit coefficient is not statistically 
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significant, and is positive). Finally, Model 7 answers the main question of the value of the trans-
ferred knowledge (attitudes) for future analyses. The exclusion of attitudes from the model 
specification results in a drop in the goodness-of-fit measure of 0.0046, or conversely, adding the 
three attitudinal latent constructs to the VO model specification increases the variance explained 
by 1.2%. 
At first glance, the model lift of 1.2% is rather weak. However, it is useful to consider what 
variables have been used for the knowledge transfer and external validation processes. By design, 
the inputs of both the LASSO regression learning function and the VO model are drawn from the 
greatly overlapping subsets of the common variables. The same socio-economic, travel behavior, 
and selected land use variables are used in both of these linear-in-parameters functions (LASSO 
regression prediction is also a linear combination of the inputs). This creates an undesired 
circularity and redundancy when a variable A is used to predict variable B, and variable C is 
predicted by both A and B. When the circularity is removed, i.e., when only land use variables are 
used in the transfer learning step and only socio-economic and travel behavior variables (together 
with the imputed attitudes) are used in the external validation step, the model lift rises to 5.4%, or 
∆𝑅𝑅2 = 0.0197, comparable to the difference between Models 1 and 2 (full models shown in Table 
8.8 of the Technical Appendix). 
In an extreme case when both models are linear in parameters and all inputs are recycled 
(i.e., the transfer learner uses the same set of explanatory variables as the external model does), 
the external model should result in no loss in the goodness-of-fit. However, there are several rea-
sons why one might avoid following this route. The sheer number of potential significant attributes 
in the external model could make it overspecified and cumbersome to interpret. Additionally, 
hypothesis-based interpretation of some coefficients could produce counterintuitive and unattain-
able implications. On the other hand, having a handful of transferred variables that have absorbed 
the knowledge from the thousands of related attributes might be a beneficial approach to incorpor-
ating the auxiliary information in a meaningful way. 
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6 SUMMARY AND CONCLUSIONS 
 
In this report, we have proposed a transfer learning framework that aims to enrich one domain 
(consisting of a data matrix and the probability distribution of the variables) with knowledge 
obtained from other related domains. At the heart of this framework lies the process of identifying 
the set of variables common across the datasets and training a learning function that performs the 
knowledge transfer from the source domain (in which the transferred variables of interest are 
observed) to the target domain (where the transferred variables of interest are statistically 
inferred). To evaluate the performance of the transferred knowledge, we have also proposed an 
external validation framework. This framework employs a model, external to the transfer learning 
process, which is estimated using the transferred knowledge as inputs. Thus, the external validation 
model provides empirical insight into how valuable the transferred knowledge is to the target 
domain. 
In practice, we have applied the transfer learning and external validation frameworks to the 
problem of transferring attitudes (peoples’ opinions, beliefs, perceptions, etc.) from a small local 
travel behavior study to a large nationwide travel behavior sample. For the source domain, we used 
the 2011-12 Multitasking Survey of Northern California Commuters, MSNCC (whose effective 
sample size is about 2,000) and for the target domain, we used the 2009 National Household Travel 
Survey, NHTS (whose effective sample size is about 90,000). Auxiliary land use data included the 
2010 Decennial Census, the 2013 American Community Survey (5-year estimates), and the U.S. 
Environmental Protection Agency (EPA) Smart Location Database. The land use data was spati-
ally matched with the source and target domains to augment the common variable space. For the 
transfer learning framework, we have implemented practical recipes for harmonizing data origin-
ating from various sources, data reduction techniques, basis expansion to account for non-linearity, 
and the learning function search and selection routine. 
For both classification (in which attitudes are categorical statements measured on a 5-point 
scale) and regression (in which attitudes are continuous factor scores) problems, the LASSO (least 
absolute shrinkage and selection operator) regression learner showed the lowest generalization 
error over the 10 cross-validation folds in the context of the source domain. The minimum generali-
zation error (mean squared error and misclassification error in the regression and classification 
problems, respectively) varied greatly across transferred (dependent) variables – for some, using 
a benchmark learner of the mean (median) value assignment was the (virtually) best performing 
method of transfer learning. 
For the regression problem, pro-transit, pro-active transportation, and pro-density 
attitudinal factor scores showed the lowest generalization error and the greatest improvement over 
the benchmark. It is safe to assume that the observed performance of the learning function was 
primarily driven by the inputs that were closely associated with indicators of high-level travel 
behavior (e.g., mode choice) and residential self-selection (mainly socio-economic, and land use- 
and transportation-related variables). Therefore, future research should pay special attention to the 
knowledge content that the common variable space brings to the transfer learning exercise, because 
it will define the efficiency of the process and accuracy of the outcomes. 
With respect to the classification problem, we created a two-stage process in which we first 
predicted the categorical item responses and then obtained factor scores from the resulting 
predictions. We found that the directly-predicted factor scores from the regression problem 
generally had higher correlations with the originally-observed scores than did the scores obtained 
indirectly from the predicted categorical statements. Additionally, it became apparent that even a 
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sophisticated conditional learning function, which is estimated for a categorical variable with an 
acutely peaked distribution, can produce an invariant prediction that prevents any meaningful 
usage of this transferred knowledge. 
The external validation framework was implemented by using a vehicle ownership linear 
regression model estimated on the source and target domains with observed and predicted atti-
tudinal factor scores. The external validation revealed that in the source domain the observed atti-
tudes account for an 8.0% model lift, and in the target domain the predicted attitudes account for 
a 1.2% model lift. The latter modest result can be explained by the widely overlapping variable 
space that was used in both the transfer learning and external validation frameworks, which forced 
the predicted attitudes to compete with their predictors for explanatory power within the same 
external validation model. This effect was aggravated by the linear-in-parameters nature of the 
functions used in both frameworks, which created a more straightforward substitution and “double 
counting” patterns among the same variables. If the dependency on the same variable space for 
both frameworks is broken (i.e., in this instance, when only land use variables are used in the 
transfer learning step and only socio-economic and travel behavior variables, together with the 
imputed attitudes, are used in the external validation step), the target domain shows a model lift of 
5.4% when the attitudinal factor scores are included. 
This apparent benefit of strict separation between inputs of the two frameworks is, perhaps, 
the most important finding of this study. Arguably, the transfer learning process could be viewed 
as a dimensionality reduction exercise that integrates a vast input variable space into a handful of 
attributes that gain their definition and meaning from the original knowledge (dependent variables) 
to be transferred. On the one hand, this suggests that for a subsequent analysis involving the trans-
ferred variables, one should avoid the knowledge recycling phenomenon identified here (i.e., 
including both the transferred variables and the predictors of those variables as explanatory varia-
bles in a new model), because the estimated effects on the dependent variable in such a model 
could distribute unpredictably across the transferred variables and their predictors. On the other 
hand, taking the opposite approach could also lead to biased effect estimates. Consider the present 
application: if we employ land use-related variables to impute attitudes and therefore exclude land 
use variables from a model of vehicle ownership, we are also distributing estimated effects unpre-
dictably, in that the included attitudes will be partly accounting for the explanatory power of the 
excluded land use variables (in an ironic reversal of the usual residential self-selection problem, 
where included built environment variables are partly representing the explanatory power of the 
excluded attitudes; Cao et al., 2007). 
This dilemma arises because of our hybrid approach to the problem: we are seeking to 
marry the ad hoc, correlation-based approach of machine learning to the traditional, causally-
defensible econometric/statistical approach to model-building – in effect, trying to have it both 
ways, or put more charitably, trying to wring the best from both approaches. We are by no means 
the first researchers to use machine learning approaches in the service of causal models (Athey 
and Imbens, 2015; Dutt and Tsetlin, 2016; Sliva, et al., 2017) even if our twist is distinctive, and 
some scholars embrace what each approach can bring to the other (Williamson, 2004; Guyon et 
al., 2008; Rose et al., 2012; Dhar, 2013) – even while a spirited debate between the two “camps” 
lives on (e.g., Anderson, 2008; Breiman, 2001 and the comments that followed; also, the session 
titled “Machine learning is from Venus, econometric modeling is from Mars: Two different travel 
forecasting perspectives” held at the 2017 Annual Meeting of the Transportation Research Board 
in Washington, DC). Ardent proponents of machine learning would scoff at the desire for a 
conceptually-driven behavioral model from which reactions to new policies or technologies could 
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be estimated with some confidence; they would view predictions of future vehicle ownership (for 
example) as just another set of missing data to be imputed by the same transfer learning methods 
as were used to impute attitudes. Econometric modelers assert the enduring value of understanding 
cause and effect (especially in predicting reactions to a change in inputs), and of properly 
apportioning causality among the conceptually plausible influences on an outcome. 
From the standpoint of the latter group, a theoretical answer to the dilemma of knowledge 
recycling is essentially to treat the imputed attitudes as endogenous explanatory variables (EEVs) 
in the subsequent behavior model – a perspective which highlights the ability to apply well-
established econometric methods for dealing with EEVs. For example, an instrumental-variable-
oriented approach could be used either in imputing the attitudes in the first place, or in purging 
them of their endogenous component after imputation (or both). We recommend the latter choice 
rather than the former, to maximize the amount of knowledge transferred into the imputed 
variables while retaining maximum flexibility with respect to future uses of those variables (e.g. 
the imputed attitudes may be EEVs in one context but not in another). 
However, just as with the search for instrumental variables under ordinary circumstances, 
a practical answer to the knowledge recycling conundrum may not be easy to find in many in-
stances. What is clear regardless, though, is that the value of the transferred knowledge in the 
context of the target domain is determined by the relevancy of available input variables to the 
formational content of the variables being transferred. Strong associations between the transferred 
variables and the inputs to the learning functions are essential for more accurate predictions. 
In light of these findings, we recommend applying the transfer learning framework to 
auxiliary datasets (e.g., land use, marketing, socio-economic environment data, etc.) that offer rea-
sonable ways to match them to the source and target domains, have strong associations with the 
transferred knowledge, and serve as valuable informational supplements to future analyses. 
This study is far from conclusive. Throughout the text of this report, the reader can find 
multiple limitations and convenience/necessity shortcuts that warrant further investigation. Here, 
we recapitulate the seven most imperative ones. All but one can be implemented on the current 
versions of the datasets used in the present study; the exception (#5) involves adding new variables 
to the augmented set of common variables. All seven suggestions could be conducted with either 
the same source and target samples, or with one or the other or both being replaced with different 
ones. The order of these points closely follows the components of the transfer learning and external 
validation frameworks developed in this study: the first two points address the need for domain 
manipulation at the outset of the process; the third and fourth points aim to test the breadth and 
depth of the learners; the fifth point appeals for collecting more data, while the sixth one advocates 
a more comprehensive and systematic evaluation of combinations of the aforementioned points. 
Finally, the seventh point invites future investigations of the external validation models. 
1. Domain adaptation. Achieving spatial and temporal equivalence between the source and 
target domains could be a difficult task, given the heterogeneity that exists in the data 
acquisition field. Thus, more effort should be dedicated to researching methods of assuring 
comparability among domains, including reconciling the marginal distributions of the 
common variables. For example, researchers may want to abate the spatial inequivalence 
between the domains in this study by selecting only the northern California subsample of 
the NHTS, or by implementing weighting. 
2. Capturing populations of interest. Tied with the previous point, the smaller the 
populations of interest are, the more limitations exist and the more carefully data selection 
should be exercised. In this study, we had to exclude non-commuting, rural-dwelling, 
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minor-aged strata for various compatibility reasons, which caused a substantial drop in 
sample sizes and in some cases a drop in the availability of useful supplemental knowledge. 
3. Knowledge transfer functions. The machine-learning field continues developing more 
advanced and sophisticated methods for more accurate and reliable predictions. For 
example, deep learning/ artificial neural networks, which have recently gained 
consequential traction in the fields of computer vision, speech recognition, and 
reinforcement learning, offer “black-box” solutions that could be more suitable for a 
mechanistic transfer learning exercise than the simpler learners that were used in this study. 
4. Statistical data imputation methods. Knowledge transfer can be viewed as a missing data 
imputation exercise. But other well-developed approaches exist to fill missing values, such 
as expectation maximization and multiple imputation. It is of interest to investigate how 
well they perform vis-à-vis machine-learning methods. 
5. Obtaining a variety of data. This study showed a relatively strong connection between 
the informational content of the common variable space (i.e., travel behavior and land use) 
and the kind of variables that were transferred more accurately than others. It stands to 
reason that acquiring more data from various sources could lead to better predictions for a 
wider class of transferred variables. Some possible sources include marketing data, credit 
card transactions information, economic and business aggregates, social media activity, 
geolocation data, and so on. 
6. Evaluating performance of tasks given the available data. Variety of data, learning 
functions, and transferred variables offers a large number of possible combinations of these 
three components. This study covered just a small portion of the total possible tasks (tuples 
of a transferred variable and learning function). A more systematic investigation of the 
possible tasks (i.e., mapping generalization errors for various combinations of inputs, de-
pendent variables, and learners) will help to establish generalizable patterns that could ena-
ble future studies to skip an exploratory search for the best transfer learning approach. 
7. Evaluating external validation framework. Similar to the previous point, numerous 
combinations of components that come into play for the external validation framework 
need to be further investigated. Effects of knowledge recycling (or its absence) on model 
lift and different kinds of external validation models are pertinent topics for future research. 
In the present study, the relatively minor contribution (8% lift) of even the originally-
observed attitudes to vehicle ownership did not provide a lot of room for demonstrating the 
value of the imputed attitudes. At least in retrospect, this small an impact is not unexpected 
(it is consistent with Cao et al., 2007, for example), in view of the logistical necessity of 
vehicle ownership in most of the U.S., preferences to the contrary notwithstanding. Accor-
dingly, in future studies it would be desirable to identify a more promising dependent varia-
ble on which test the usefulness of the imputed attitudes. 
In a world where more than 2.3 million terabytes of data are generated every day (VCloudNews, 
2015) – and this rate is growing rapidly – the problem of distilling data into humanly-tractable and 
actionable knowledge is paramount. With the current transfer learning methodology, we arrived at 
a dimensionality reduction technique of predicting transferred variables as a surrogate for the 
common variable space. We see this approach as an effective way of treating the 𝑝𝑝≫𝑛𝑛 problem 
with an advantage of substituting vast variable spaces with meaningful transferred variables, which 
are suitable for subsequent classical statistical analyses and decision-making processes. 
Nevertheless, there is much left to learn and improve. 
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8 TECHNICAL APPENDIX 
 
TABLE 8.1: Cross-validation results for the regression problem 
Variable 
MSE 
Best learner 
ΔMSE 
(mean 
assignment 
vs. best 
learner) 
RHD Assigning the mean 
Forward 
stepwise 
linear 
regression 
CART 
Evolutionary 
regression 
tree 
Recursive 
tree Bagging 
Random 
forest LASSO SVM AdaBoost 
Pro-transit 2.021 0.993 0.895 0.829 0.815 0.816 0.826 0.823 0.757 0.801 0.771 LASSO –0.236 
Travel is 
wasted time 1.952 1.001 1.146 1.003 1.000 0.992 1.071 1.078 0.985 1.005 1.012 LASSO –0.016 
Pro-
technology 2.035 1.017 1.110 0.971 0.965 0.962 1.022 1.026 0.951 0.968 0.971 LASSO –0.066 
Commute 
benefit 2.080 1.008 1.279 0.932 0.930 0.904 0.959 0.963 0.898 0.961 0.919 LASSO –0.110 
Time pressure 
– reality 2.003 1.009 1.169 1.002 0.994 1.002 1.075 1.083 1.003 0.995 1.022 
Evolutionary 
regression 
tree 
–0.015 
Time pressure 
– preference 1.903 0.994 1.112 0.963 0.968 0.955 1.004 1.005 0.936 0.953 0.954 LASSO –0.058 
Pro-active 
transportation 2.009 1.009 0.923 0.848 0.847 0.854 0.863 0.866 0.789 0.842 0.811 LASSO –0.220 
Satisfaction 1.904 1.004 1.156 0.995 0.991 0.994 1.045 1.046 0.976 0.993 0.996 LASSO –0.028 
Pro-density 1.970 1.005 0.848 0.847 0.828 0.829 0.831 0.837 0.748 0.762 0.761 LASSO –0.257 
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TABLE 8.2: Cross-validation results for the classification problem 
Variable 
MCE 
RHD Assigning the median 
Forward 
stepwise linear 
regression 
C5.0 
Evolutionary 
classification 
tree 
Recursive tree Bagging Random forest 
A1a_goodcommute 0.615 0.433 0.526 0.508 0.437 0.434 0.496 0.506 
A1b_jobmoney 0.744 0.628 0.658 0.676 0.641 0.629 0.663 0.666 
A1c_closestore 0.703 0.537 0.638 0.627 0.547 0.537 0.602 0.601 
A1d_prefdrive 0.775 0.751 0.690 0.712 0.679 0.686 0.700 0.715 
A1e_boring 0.705 0.577 0.647 0.667 0.608 0.582 0.646 0.648 
A1f_deadline 0.703 0.557 0.691 0.655 0.576 0.563 0.617 0.630 
A1g_yards 0.725 0.619 0.648 0.663 0.637 0.619 0.638 0.650 
A1h_newtech 0.717 0.590 0.632 0.642 0.604 0.596 0.614 0.636 
A1i_traffic 0.686 0.602 0.629 0.641 0.618 0.603 0.643 0.652 
A1j_transit 0.709 0.583 0.591 0.612 0.601 0.586 0.598 0.614 
A1k_trendset 0.722 0.663 0.648 0.685 0.676 0.656 0.664 0.663 
A1l_dayoff 0.712 0.547 0.710 0.612 0.562 0.549 0.602 0.604 
A1m_grocery 0.672 0.546 0.519 0.554 0.521 0.511 0.550 0.553 
A1n_timetowork 0.688 0.575 0.631 0.660 0.590 0.575 0.630 0.631 
A1o_eproducts 0.739 0.630 0.672 0.709 0.643 0.620 0.693 0.691 
A1p_travelwaste 0.703 0.569 0.656 0.645 0.573 0.570 0.620 0.629 
A1q_stresscommute 0.679 0.511 0.585 0.600 0.516 0.514 0.564 0.574 
A1r_goodjob 0.585 0.407 0.493 0.483 0.412 0.408 0.475 0.479 
A1s_walkbike 0.766 0.786 0.680 0.674 0.679 0.660 0.663 0.683 
A1t_closetransit 0.775 0.764 0.655 0.672 0.647 0.638 0.653 0.656 
A1u_liketravel 0.645 0.493 0.601 0.596 0.514 0.492 0.537 0.538 
A1v_useminute 0.729 0.720 0.696 0.691 0.686 0.644 0.684 0.683 
A1w_techproblems 0.728 0.709 0.687 0.663 0.678 0.649 0.665 0.667 
A1x_destination 0.626 0.451 0.583 0.528 0.458 0.454 0.507 0.516 
A1y_payquicktrip 0.711 0.683 0.658 0.687 0.675 0.668 0.682 0.666 
(Table 8.2 is continued on the next page) 
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TABLE 8.2: Cross-validation results for the classification problem (CONT’D) 
Variable 
MCE 
RHD Assigning the median 
Forward 
stepwise linear 
regression 
C5.0 
Evolutionary 
classification 
tree 
Recursive tree Bagging Random forest 
A1z_transitovercar 0.762 0.766 0.673 0.678 0.642 0.609 0.650 0.678 
A1aa_noisyshops 0.736 0.749 0.674 0.685 0.627 0.618 0.647 0.651 
A1ab_hurry 0.707 0.737 0.703 0.704 0.682 0.650 0.692 0.695 
A1ac_carjustmove 0.674 0.500 0.663 0.594 0.509 0.500 0.572 0.572 
A1ad_wanttravel 0.744 0.823 0.769 0.688 0.653 0.653 0.685 0.688 
A1ae_likeinternet 0.618 0.467 0.485 0.533 0.484 0.467 0.520 0.524 
A1af_driving 0.676 0.546 0.608 0.598 0.564 0.554 0.575 0.586 
A1ag_busy 0.692 0.535 0.656 0.618 0.538 0.537 0.613 0.610 
A1ah_impressivecar 0.740 0.645 0.665 0.691 0.664 0.648 0.698 0.696 
A1ai_fewtrips 0.563 0.494 0.525 0.533 0.535 0.496 0.543 0.550 
A1aj_welcomecommute 0.711 0.628 0.673 0.671 0.626 0.594 0.653 0.648 
A1ak_wbovercar 0.705 0.553 0.581 0.596 0.517 0.513 0.560 0.592 
A1al_neverbehind 0.723 0.782 0.735 0.678 0.663 0.662 0.667 0.666 
A1am_goodlife 0.578 0.416 0.479 0.489 0.426 0.416 0.469 0.472 
(Table 8.2 is continued on the next page) 
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TABLE 8.2: Cross-validation results for the classification problem (CONT’D) 
Variable 
MCE 
Best learner 
ΔMCE 
(median 
assignment vs. 
best learner) 
MNL LASSO SVM AdaBoost kNN 
A1a_goodcommute 0.487 0.433 0.433 0.433 0.433 Median/ LASSO/ SVM/ AdaBoost/ kNN 0.000 
A1b_jobmoney 0.682 0.624 0.639 0.627 0.623 kNN –0.005 
A1c_closestore 0.594 0.537 0.545 0.536 0.536 AdaBoost/ kNN –0.001 
A1d_prefdrive 0.699 0.680 0.692 0.674 0.673 kNN –0.078 
A1e_boring 0.639 0.583 0.588 0.579 0.577 Median/ kNN 0.000 
A1f_deadline 0.593 0.560 0.560 0.562 0.556 kNN –0.001 
A1g_yards 0.642 0.609 0.612 0.602 0.597 kNN –0.022 
A1h_newtech 0.617 0.590 0.599 0.594 0.589 kNN –0.001 
A1i_traffic 0.611 0.588 0.604 0.617 0.595 LASSO –0.014 
A1j_transit 0.611 0.560 0.574 0.581 0.575 LASSO –0.023 
A1k_trendset 0.678 0.642 0.659 0.649 0.630 kNN –0.033 
A1l_dayoff 0.601 0.547 0.552 0.547 0.546 kNN –0.001 
A1m_grocery 0.524 0.487 0.505 0.501 0.495 LASSO –0.059 
A1n_timetowork 0.627 0.575 0.587 0.585 0.576 Median/ Recursive tree/ LASSO 0.000 
A1o_eproducts 0.658 0.629 0.635 0.625 0.629 Recursive tree –0.010 
A1p_travelwaste 0.619 0.566 0.578 0.564 0.562 kNN –0.007 
A1q_stresscommute 0.563 0.509 0.517 0.515 0.510 LASSO –0.002 
A1r_goodjob 0.449 0.407 0.407 0.408 0.407 Median/ LASSO/ SVM/ kNN 0.000 
A1s_walkbike 0.649 0.627 0.678 0.649 0.658 LASSO –0.159 
A1t_closetransit 0.652 0.615 0.621 0.620 0.614 kNN –0.150 
A1u_liketravel 0.528 0.493 0.498 0.492 0.492 Recursive tree/ AdaBoost/ kNN –0.001 
A1v_useminute 0.706 0.645 0.654 0.647 0.648 Recursive tree –0.076 
A1w_techproblems 0.664 0.644 0.670 0.656 0.651 MNL/ LASSO –0.065 
A1x_destination 0.511 0.452 0.458 0.450 0.450 AdaBoost/ kNN –0.001 
A1y_payquicktrip 0.665 0.647 0.645 0.657 0.654 SVM –0.038 
(Table 8.2 is continued on the next page)  
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TABLE 8.2: Cross-validation results for the classification problem (CONT’D) 
Variable 
MCE 
Best learner 
ΔMCE 
(median 
assignment vs. 
best learner) 
MNL LASSO SVM AdaBoost kNN 
A1z_transitovercar 0.656 0.602 0.654 0.607 0.652 LASSO –0.164 
A1aa_noisyshops 0.651 0.602 0.603 0.593 0.601 AdaBoost –0.156 
A1ab_hurry 0.682 0.660 0.677 0.670 0.664 Recursive tree –0.087 
A1ac_carjustmove 0.541 0.498 0.507 0.501 0.499 LASSO –0.002 
A1ad_wanttravel 0.669 0.660 0.639 0.651 0.640 SVM –0.184 
A1ae_likeinternet 0.489 0.467 0.471 0.469 0.465 kNN –0.002 
A1af_driving 0.586 0.550 0.557 0.556 0.546 Median/ kNN 0.000 
A1ag_busy 0.580 0.535 0.543 0.535 0.535 Median/ LASSO/ AdaBoost/ kNN 0.000 
A1ah_impressivecar 0.648 0.639 0.652 0.637 0.641 AdaBoost –0.008 
A1ai_fewtrips 0.522 0.496 0.510 0.524 0.502 Median 0.000 
A1aj_welcomecommute 0.639 0.597 0.608 0.601 0.594 Recursive tree/ kNN –0.034 
A1ak_wbovercar 0.536 0.503 0.547 0.513 0.538 LASSO –0.050 
A1al_neverbehind 0.667 0.632 0.650 0.640 0.630 kNN –0.152 
A1am_goodlife 0.448 0.417 0.415 0.415 0.417 SVM/ AdaBoost –0.001 
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TABLE 8.3: Descriptive statistics of the observed continuous attitudes for the MSNCC 
(N=2,352) 
Variable NA’s Mean SD Median Min Max Skew Kurtosis 
Pro-transit 0 –0.01 1.00 –0.05 –3.06 2.76 0.03 –0.46 
Travel is wasted time 0 0.01 1.00 –0.15 –2.39 3.62 0.46 0.03 
Pro-technology 0 –0.01 1.01 –0.04 –2.85 2.95 0.01 –0.26 
Commute benefit 0 0.00 1.00 0.23 –3.60 2.00 –0.76 0.47 
Time pressure – reality 0 0.01 1.00 0.01 –3.06 3.94 0.03 –0.34 
Time pressure – 
preference 0 0.02 0.99 –0.01 –2.85 3.02 0.03 –0.32 
Pro-active 
transportation 0 0.00 1.00 0.15 –2.94 1.80 –0.45 –0.38 
Satisfaction 0 0.01 1.00 0.09 –4.12 1.96 –0.89 1.27 
Pro-density 0 0.00 1.01 –0.07 –3.02 2.77 0.16 –0.30 
 
 
TABLE 8.4: Descriptive statistics of the observed categorical attitudes for the MSNCC 
(N=2,352) 
Variable 
Proportional sharesa 
Mean SD Strongly 
disagree Disagree Neutral Agree 
Strongly 
agree 
A1a_goodcommute 0.011 0.076 0.158 0.566 0.189 3.846 0.854 
A1b_jobmoney 0.037 0.158 0.260 0.373 0.171 3.483 1.065 
A1c_closestore 0.017 0.173 0.202 0.462 0.146 3.546 0.994 
A1d_prefdrive 0.157 0.311 0.250 0.200 0.082 2.738 1.183 
A1e_boring 0.165 0.422 0.261 0.128 0.023 2.423 0.986 
A1f_deadline 0.041 0.216 0.198 0.444 0.101 3.347 1.053 
A1g_yards 0.029 0.115 0.177 0.379 0.300 3.807 1.077 
A1h_newtech 0.028 0.146 0.268 0.408 0.151 3.509 1.005 
A1i_traffic 0.357 0.400 0.142 0.089 0.011 1.999 0.980 
A1j_transit 0.025 0.099 0.244 0.419 0.213 3.695 0.994 
A1k_trendset 0.037 0.220 0.339 0.348 0.056 3.165 0.956 
A1l_dayoff 0.073 0.190 0.145 0.454 0.139 3.395 1.155 
A1m_grocery 0.008 0.048 0.136 0.454 0.355 4.099 0.862 
A1n_timetowork 0.005 0.129 0.292 0.427 0.147 3.582 0.909 
A1o_eproducts 0.164 0.369 0.263 0.150 0.053 2.559 1.093 
A1p_travelwaste 0.100 0.434 0.238 0.200 0.028 2.621 1.001 
A1q_stresscommute 0.162 0.489 0.198 0.127 0.023 2.361 0.974 
A1r_goodjob 0.018 0.071 0.143 0.591 0.178 3.839 0.861 
(Table 8.4 is continued on the next page) 
 
51 
 
 
TABLE 8.4: Descriptive statistics of the observed categorical attitudes for the MSNCC 
(N=2,352) (CONT’D) 
Variable 
Proportional sharesa 
Mean SD Strongly 
disagree Disagree Neutral Agree 
Strongly 
agree 
A1s_walkbike 0.041 0.224 0.244 0.307 0.184 3.368 1.138 
A1t_closetransit 0.090 0.299 0.235 0.258 0.119 3.017 1.179 
A1u_liketravel 0.011 0.111 0.261 0.508 0.110 3.595 0.864 
A1v_useminute 0.018 0.240 0.281 0.357 0.103 3.287 1.001 
A1w_techproblems 0.033 0.268 0.292 0.346 0.061 3.133 0.986 
A1x_destination 0.109 0.548 0.199 0.124 0.020 2.400 0.910 
A1y_payquicktrip 0.047 0.284 0.321 0.305 0.044 3.015 0.975 
A1z_transitovercar 0.075 0.302 0.233 0.268 0.122 3.060 1.164 
A1aa_noisyshops 0.110 0.384 0.219 0.240 0.047 2.730 1.086 
A1ab_hurry 0.033 0.323 0.262 0.332 0.049 3.041 0.992 
A1ac_carjustmove 0.034 0.182 0.147 0.502 0.135 3.521 1.044 
A1ad_wanttravel 0.080 0.351 0.178 0.338 0.054 2.934 1.104 
A1ae_likeinternet 0.004 0.031 0.132 0.533 0.300 4.093 0.764 
A1af_driving 0.044 0.131 0.295 0.454 0.076 3.387 0.957 
A1ag_busy 0.017 0.187 0.182 0.466 0.147 3.540 1.010 
A1ah_impressivecar 0.271 0.358 0.198 0.142 0.031 2.305 1.107 
A1ai_fewtrips 0.006 0.016 0.062 0.506 0.409 4.296 0.711 
A1aj_welcomecommute 0.036 0.190 0.270 0.403 0.100 3.341 1.012 
A1ak_wbovercar 0.027 0.113 0.193 0.446 0.221 3.720 1.016 
A1al_neverbehind 0.062 0.324 0.219 0.352 0.044 2.992 1.048 
A1am_goodlife 0.007 0.050 0.128 0.585 0.230 3.982 0.786 
a Pure zeros (categories that are never predicted for any observation) are suppressed for clarity. Residual “0.000”s indicate 
marginal predictions that are below three-significant digits’ precision. 
 
 
  
52 
 
 
TABLE 8.5: Descriptive statistics of the predicted continuous attitudes for the MSNCC 
(N=2,352) 
Variable NA’s Mean SD Median Min Max Skew Kurtosis 
Pro-transit 0 –0.01 0.46 –0.04 –1.12 1.21 0.15 –1.11 
Travel is wasted time 0 0.01 0.10 0.01 –0.39 0.27 –0.33 –0.11 
Pro-technology 0 –0.01 0.25 –0.02 –0.63 1.42 0.38 0.22 
Commute benefit 0 0.00 0.34 0.00 –1.14 1.15 0.05 –0.37 
Time pressure – reality 0 0.01 0.11 0.01 –0.38 0.55 0.06 –0.11 
Time pressure – 
preference 0 0.02 0.21 0.04 –1.05 0.48 –0.28 –0.14 
Pro-active 
transportation 0 0.00 0.45 –0.09 –1.05 1.53 0.96 0.53 
Satisfaction 0 0.01 0.20 0.02 –1.06 1.17 –0.47 1.36 
Pro-density 0 0.00 0.48 –0.05 –1.32 1.81 0.42 0.16 
 
 
TABLE 8.6: Descriptive statistics of the predicted categorical attitudes for the MSNCC 
(N=2,352) 
Variable 
Proportional sharesa 
Mean SD Strongly 
disagree Disagree Neutral Agree 
Strongly 
agree 
A1a_goodcommute   0.000 0.994 0.006 4.006 0.080 
A1b_jobmoney 0.000 0.007 0.104 0.886 0.002 3.882 0.353 
A1c_closestore    1.000  4.000 0.000 
A1d_prefdrive 0.090 0.569 0.191 0.150  2.401 0.849 
A1e_boring 0.000 0.989 0.011   2.010 0.105 
A1f_deadline 0.000 0.035  0.965  3.929 0.369 
A1g_yards 0.002 0.023 0.040 0.673 0.261 4.170 0.617 
A1h_newtech   0.124 0.874 0.003 3.879 0.334 
A1i_traffic 0.231 0.769    1.769 0.422 
A1j_transit  0.000 0.152 0.744 0.103 3.950 0.504 
A1k_trendset  0.001 0.456 0.543  3.543 0.500 
A1l_dayoff  0.002 0.000 0.998  3.996 0.085 
A1m_grocery   0.000 0.711 0.289 4.288 0.454 
A1n_timetowork    1.000  4.000 0.000 
A1o_eproducts 0.000 0.893 0.097 0.009 0.000 2.116 0.353 
A1p_travelwaste 0.001 0.970 0.006 0.023  2.050 0.308 
A1q_stresscommute 0.011 0.983 0.005 0.000  1.994 0.134 
A1r_goodjob   0.002 0.997 0.002 4.000 0.058 
(Table 8.6 is continued on the next page) 
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TABLE 8.6: Descriptive statistics of the predicted categorical attitudes for the MSNCC 
(N=2,352) (CONT’D) 
Variable 
Proportional sharesa 
Mean SD Strongly 
disagree Disagree Neutral Agree 
Strongly 
agree 
A1s_walkbike  0.169 0.173 0.528 0.130 3.618 0.913 
A1t_closetransit  0.507 0.088 0.349 0.056 2.955 1.039 
A1u_liketravel   0.000 1.000  4.000 0.021 
A1v_useminute   0.006 0.994  3.994 0.074 
A1w_techproblems  0.094 0.173 0.733  3.639 0.646 
A1x_destination  0.998  0.002  2.003 0.082 
A1y_payquicktrip  0.093 0.506 0.401  3.308 0.632 
A1z_transitovercar  0.514 0.014 0.440 0.031 2.989 1.040 
A1aa_noisyshops 0.009 0.760 0.031 0.201  2.423 0.814 
A1ab_hurry  0.429  0.571  3.143 0.990 
A1ac_carjustmove  0.002 0.001 0.997  3.995 0.097 
A1ad_wanttravel  1.000    2.000 0.000 
A1ae_likeinternet    1.000  4.000 0.000 
A1af_driving 0.001 0.002 0.099 0.899  3.895 0.320 
A1ag_busy  0.012 0.012 0.975 0.000 3.963 0.247 
A1ah_impressivecar 0.186 0.783 0.025 0.006  1.851 0.463 
A1ai_fewtrips    1.000  4.000 0.000 
A1aj_welcomecommute  0.007 0.067 0.925 0.001 3.920 0.298 
A1ak_wbovercar  0.001 0.014 0.852 0.133 4.116 0.372 
A1al_neverbehind  0.251  0.749  3.497 0.868 
A1am_goodlife    1.000  4.000 0.000 
a Pure zeros (categories that are never predicted for any observation) are suppressed for clarity. Residual “0.000”s indicate 
marginal predictions that are below three-significant digits’ precision. 
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TABLE 8.7: External validation framework full results: linear regression VO model results 
Model specificationa 1 2 3 4 5 6 7 
Domain Source Source Source Source Target Target Target 
Attitudes Observed N/A Predicted Predicted Predicted Predicted N/A 
Specification Best 1 w/o atts. 1 New best 1 New best 
6 w/o 
atts. 
Adjusted R-squared 0.4544 0.4209 0.4559 0.4565 0.3849 0.3894 0.3848 
Variableb        
Intercept 0.890*** 0.944*** 0.754*** 0.579*** 0.576*** 0.670*** 0.756*** 
Pro-transit –0.106*** 0 –0.190*** –0.194*** 0.025*** 0.008*** 0 
Pro-active 
transportation –0.156
*** 0 –0.072*** –0.086*** –0.082*** –0.110*** 0 
Pro-density –0.160*** 0 –0.461*** –0.471*** –0.291*** –0.228*** 0 
HH_HISP 0 0 0 0 0 –0.057*** –0.048*** 
HH_RACE: Black –0.269*** –0.273*** –0.304*** –0.318*** –0.073*** –0.077*** –0.070*** 
HH_RACE: Asian 0 0 0 –0.124*** 0 –0.064*** –0.062*** 
HH_RACE: Multi –0.838*** –0.842*** –0.906*** –0.893*** 0.004*** 0 0 
HH_RACE: Other –0.355*** –0.364*** –0.444*** –0.457*** –0.012*** 0 0 
HHFAMINC: $0-25k –0.706*** –0.706*** –0.687*** –0.497*** –0.550*** –0.538*** –0.526*** 
HHFAMINC: $25-50k –0.470*** –0.444*** –0.475*** –0.291*** –0.316*** –0.312*** –0.296*** 
HHFAMINC: $50-75k –0.356*** –0.339*** –0.356*** –0.168*** –0.156*** –0.153*** –0.139*** 
HHFAMINC: $75-100k –0.182*** –0.156*** –0.193*** 0 –0.074*** –0.071*** –0.057*** 
HHFAMINC: >$100k 0 0 0 0.201*** 0 0 0 
Was born in the US? 0.117*** 0.123*** 0.131*** 0.107*** 0.129*** 0.101*** 0.114*** 
Condition preventing 
using public transit 0 0 0 0 0 –0.261
*** –0.246*** 
EDUC: less than HS 
degree 0 0 0 0 0 0.077
*** 0.112*** 
EDUC: HS degree 0 0 0 0 0 0.041*** 0.153*** 
EDUC: less than BS/BA 
degree 0 0 0 0 0 0.072
*** 0.137*** 
OCCAT: service 0 0 0 0 0 0.060*** 0.054*** 
OCCAT: clerical 0 0 0 0 0 0.042*** 0.033*** 
OCCAT: manufacture 0.509*** 0.614*** 0.465*** 0.461*** 0.163*** 0.184*** 0.185*** 
OCCAT: professional 0 0 0 0 0 0.062*** 0.046** 
(Table 8.7 is continued on the next page) 
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TABLE 8.7: External validation framework results: linear regression VO model results 
(CONT’D) 
Model specificationa 1 2 3 4 5 6 7 
Domain Source Source Source Source Target Target Target 
Attitudes Observed N/A Predicted Predicted Predicted Predicted N/A 
Specification Best 1 w/o atts. 1 New best 1 New best 
6 w/o 
atts. 
Adjusted R-squared 0.4544 0.4209 0.4559 0.4565 0.3849 0.3894 0.3848 
Variableb 
       
R_SEX 0 0 0 0 0 –0.025*** –0.008*** 
SELF_EMP 0 0 0 0 0 0.160*** 0.136*** 
Works full time? 0 0 0 0 0 –0.060*** –0.060*** 
DRVRCNT 0.514*** 0.530*** 0.511*** 0.514*** 0.780*** 0.765*** 0.781*** 
WRKCOUNT 0.314*** 0.300*** 0.319*** 0.323*** 0.128*** 0.109*** 0.111*** 
R_AGE 0 0 0 0 0 –0.001*** –3e-04*** 
DISTTOWK 0.001*** 0.001*** 0.002*** 0.001*** 0.001*** 0.001*** 0.001*** 
Population density –0.003*** –0.005*** –0.002*** 0 –0.004*** –0.003*** –0.005*** 
Activity density 0 0 0 0 0 –0.001*** –0.001*** 
Jobs per HH –0.009*** –0.011*** –0.008*** 0 2e-05*** 0 0 
Road network density 0 0 0 0 0 –0.007*** –0.013*** 
Jobs within 45 mins –2e-6*** –2e-6*** –7e-07*** –9e-07*** –2e-07*** 0 0 
Number of children –0.038*** –0.018*** –0.052*** –0.051*** –0.056*** –0.036*** –0.034*** 
Presence of children 0 0 0 0 0 –0.052*** –0.042*** 
DRVRCNT*WRKCOU
NT interaction –0.041
*** –0.037*** –0.043*** –0.044*** –0.009*** 0 0 
a Numbering corresponds to Table 3.5. 
b Significance is represented by asterisks: * for p < 5%, ** for p > 1%, *** for p > 0.1%). Zeros indicate the coefficient’s 
absence from the model specification. 
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TABLE 8.8: Non-circular external validation framework full results: linear regression VO 
model results 
Model specificationa 1 2 3 4 5 6 7 
Domain Source Source Source Source Target Target Target 
Attitudes Observed N/A Predicted Predicted Predicted Predicted N/A 
Specification Best 1 w/o atts. 1 New best 1 New best 
6 w/o 
atts. 
Adjusted R-squared 0.4368 0.3813 0.4432 0.4435 0.3788 0.3859 0.3662 
Variableb        
Intercept 0.237 0.050 0.489*** 0.384*** 0.318*** 0.362*** 0.213*** 
Pro-transit –0.122*** 0 –0.051*** –0.060*** 0.100*** 0.081*** 0 
Pro-active 
transportation –0.050
*** 0 –0.126*** –0.123*** –0.009*** –0.003*** 0 
Pro-density –0.214*** 0 –0.622*** –0.627*** –0.435*** –0.406*** 0 
HH_HISP 0 0 0 0 0 –0.063*** –0.087*** 
HH_RACE: White 0 0 0 0 0 0.034*** 0.099*** 
HH_RACE: Black –0.367*** –0.394*** –0.333*** –0.326*** –0.027*** 0 0 
HH_RACE: Multi –0.765*** –0.736*** –0.854*** –0.852*** 0.023*** 0 0 
HH_RACE: Other –0.363*** –0.373*** –0.426*** –0.411*** –0.010*** 0 0 
HHFAMINC: $0-25k –0.610*** –0.580*** –0.619*** –0.465*** –0.534*** –0.561*** –0.506*** 
HHFAMINC: $25-50k –0.440*** –0.400*** –0.438*** –0.272*** –0.292*** –0.326*** –0.277*** 
HHFAMINC: $50-75k –0.313*** –0.271*** –0.331*** –0.161*** –0.140*** –0.166*** –0.125*** 
HHFAMINC: $75-100k –0.144*** –0.094*** –0.182*** 0 –0.067*** –0.078*** –0.047*** 
HHFAMINC: >$100k 0 0 0 0.180*** 0 0 0 
Was born in the US? 0.111*** 0.110*** 0.135*** 0.136*** 0.157*** 0.106*** 0.175*** 
Condition preventing 
using public transit 0 0 0 0 0 –0.256
*** –0.351*** 
EDUC: less than HS 
degree 0 0 0 0 0 0.064
*** 0.126*** 
EDUC: HS degree 0 0 0 0 0 0.112*** 0.157*** 
EDUC: less than BS/BA 
degree 0 0 0 0 0 0.102
*** 0.124*** 
EDUC: graduate 
degree 0 0 0 0 0 –0.060
*** –0.078*** 
OCCAT: service 0 0 0 0 0 0.076*** 0.094*** 
OCCAT: clerical 0 0 0 0 0 0.051*** 0.063*** 
OCCAT: manufacture 0.453*** 0.559*** 0.525*** 0.532*** 0.175*** 0.200*** 0.250*** 
OCCAT: professional 0 0 0 0 0 0.075*** 0.095*** 
(Table 8.8 is continued on the next page) 
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TABLE 8.8: Non-circular external validation framework results: linear regression VO 
model results (CONT’D) 
Model specificationa 1 2 3 4 5 6 7 
Domain Source Source Source Source Target Target Target 
Attitudes Observed N/A Predicted Predicted Predicted Predicted N/A 
Specification Best 1 w/o atts. 1 New best 1 New best 
6 w/o 
atts. 
Adjusted R-squared 0.4368 0.3813 0.4432 0.4435 0.3788 0.3859 0.3662 
Variableb 
       
SELF_EMP 0 0 0 0 0 0.141*** 0.147*** 
Works full time? 0 0 0 0 0 –0.057*** –0.059*** 
DRVRCNT 0.571*** 0.628*** 0.558*** 0.554*** 0.792*** 0.801*** 0.845*** 
WRKCOUNT 0.325*** 0.336*** 0.306*** 0.302*** 0.134*** 0.134*** 0.175*** 
R_AGE 0.005*** 0.006*** 0.001*** 0 0.002*** 0 0 
TIMETOWK 0.001*** 0.001*** –2e-4*** 0 1e-4*** 0 0 
DISTTOWK 0 0 0 0 0 0.001*** 0.002*** 
Number of children 0 0 0 0 0 –0.035*** –0.028*** 
Presence of children 0 0 0 0 0 –0.037*** –0.045*** 
DRVRCNT*WRKCOU
NT interaction –0.053
*** –0.056*** –0.048*** –0.047*** –0.008*** –0.011*** –0.025*** 
a Numbering corresponds to Table 3.5. 
b Significance is represented by asterisks: * for p < 5%, ** for p > 1%, *** for p > 0.1%). Zeros indicate the coefficient’s 
absence from the model specification. 
 
 
