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Introduction
Dans cette the`se, nous e´tudions la loi conditionnelle de processus stochastiques en temps
continu connaissant un certain type d’informations sur sa trajectoire.
Que ce soit en statistiques ou en the´orie des probabilite´s, l’estimation de donne´es man-
quantes revient de manie`re persistante. On retrouve ce proble`me par exemple dans l’im-
putation de donne´es, on pense alors a` l’estimation parame´trique a` l’aide d’un algorithme
EM (pour Expectation-Maximization, cf. [DLR77]) ou` l’on simule les donne´es manquantes
a` chaque fois a` l’aide du parame`tre estime´ a` l’e´tape pre´ce´dente. De meˆme, la the´orie du
filtrage cherche a` estimer la loi conditionnelle de ces donne´es sachant les observations.
Pour un processus stochastique, le proble`me peut se traduire par la reconstruction
d’une trajectoire disposant d’informations sur ses valeurs a` certains temps de´terministes.
La donne´e manquante est alors la trajectoire comple`te. Pour revenir au filtrage, celui-ci
cherche a` calculer de manie`re explicite (comme dans le cas du filtrage de Kalman) ou
d’approcher (filtrage particulaire) la distribution conditionnelle du processus par rapport
aux observations obtenues. La plupart du temps, ces techniques re´alisent une estimation
point par point, ce qui ne donne pas une bonne estimation de la trajectoire, on parle alors
d’inconsistance temporelle. Notre approche cherche a` simuler directement les trajectoires
conditionnelles. He´las, cela se re´ve`le ge´ne´ralement impossible, c’est pourquoi nous pro-
posons une me´thode relevant de l’e´chantillonnage pre´fe´rentiel. Pour ce faire, nous allons
mettre en place des re´sultats d’e´quivalence de lois.
Concentrons-nous sur les diffusions. Cette classe de processus stochastiques apparaˆıt
dans de nombreux champs d’application : en me´canique, en me´te´orologie, en finances etc.
Pour une diffusion x, de´finie comme la solution d’une e´quation diffe´rentielle stochastique
(EDS), nous conside´rons des observations du type LkxTk = vk avec k = 1, . . . , N , ou` Lk est
une matrice rectangulaire et Tk est un temps d’observation de´terministe. Ceci traduit un
manque d’information sur la variable xTk . On peut tre`s bien imaginer la dynamique d’un
mobile dont on observe seulement la position par exemple. On cherche donc a` reconstruire
le processus x a` l’aide de ces observations. Plus exactement, nous cherchons a` de´crire la
loi conditionnelle L (x|(LkxTk = vk)1≤k≤N) a` l’aide d’autres solutions d’EDS. Notre cahier
des charges
– de´terminer l’EDS ve´rifie´e par la loi conditionnelle,
– une me´thode pour simuler facilement la loi conditionnelle
– des applications pour utiliser cette me´thode,
– l’extension des re´sultats a` d’autres types de processus,
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Conditionnement de diffusions
Les principaux re´sultats pre´sente´s dans ce manuscrit portent sur cette classe de pro-
cessus stochastiques. Une diffusion est un processus markovien a` trajectoires continues, il
est de´fini par une EDS. Conside´rons donc le processus n-dimensionnel x, solution forte sur
[0, T ] de l’EDS suivante
dxt = bt(xt)dt+ σt(xt)dwt, x0 = u, (1)
ou` b, σ et u sont de´terministes et w est un mouvement brownien de dimension n. Le
caracte`re markovien apparaˆıt naturellement vu que les coefficients ne de´pendent que de
la position courante. Notre objectif est d’obtenir la loi conditionnelle de x connaissant
des valeurs prises par des combinaisons line´aires de coordonne´es a` certains instants. La
Proposition 2.0.1 p.11 nous assure le fait que le processus conditionne´ est encore markovien.
On cherche a` montrer que celui-ci est de plus une diffusion, et bien suˆr a` de´crire les
parame`tres de l’EDS associe´e.
Afin de familiariser le lecteur aux diffe´rents outils intervenant, un premier chapitre est
consacre´ au pont brownien, qui est le processus suivant la loi d’un mouvement brownien
conditionne´ par sa valeur au temps 1. Ce chapitre introductif expose les diffe´rentes ca-
racte´risations du pont brownien en fonction de celles du mouvement brownien. Ces axes
d’e´tude sont ceux utilise´s dans le cadre ge´ne´ral des processus markoviens, meˆme si leur
traitement est plus simple dans le cas du mouvement brownien.
Pour rechercher la loi conditionnelle, il paraˆıt alors naturel de s’inte´resser au proble`me
de martingale associe´ en ajoutant a` la tribu initialeFw0 , toute l’information σ ((LkxTk)1≤k≤N)
ge´ne´re´e par les variables observables, (Fwt ) e´tant la filtration naturelle du mouvement
brownien w. Ceci fait appel a` une the´orie plus ge´ne´rale, celle du grossissement de filtra-
tion. Nous verrons que dans certaines situations, nous serons en mesure de donner l’EDS
ve´rifie´e par le processus conditionnel. Cependant, dans la majorite´ des cas, ce re´sultat reste
principalement the´orique, au sens ou` dans la de´rive de l’EDS conditionnelle apparaissent
des densite´s de transition, le plus souvent inconnues, du processus initial x. Il est donc,
en pratique, quasiment impossible de simuler des trajectoires directement. Pour pallier ce
de´faut, une alternative consiste a` introduire un processus auxiliaire, solution d’une EDS
facile a` simuler (par un sche´ma d’Euler) dont la loi est e´quivalente a` celle de´sire´e.
Grossissement de filtration
Avant de de´velopper la the´orie ge´ne´rale, on peut s’inte´resser a` un papier de T.J.Lyons
& W.A.Zheng [LZ90], dans lequel ils e´tablissent, dans le cas homoge`ne, un re´sultat de
conditionnement du processus x par rapport a` sa valeur terminale en T = 1. Ils introduisent
le processus y, solution sur [0, 1] de l’e´quation suivante
dyt = b(yt)dt+ σ(yt)dwt + σ(yt)σ(yt)
∗∇x log p1−t(x, v)|x=ytdt, y0 = u, (2)
ou` ps(x, y) est la densite´ de transition du processus x, c’est a` dire la densite´ de la loi de
xs sachant x0 = x. Sous des conditions articule´es autour de l’uniforme ellipticite´ de σσ
∗,
iii
c’est a` dire que cette fonction satisfait uniforme´ment λ−1In < σσ∗ < λIn (λ > 0) au sens
des matrices syme´triques, le processus y suit la distribution conditionnelle de x sachant
x1 = v. Pour le de´montrer, ils re´e´crivent le proble`me de martingale, mais en travaillant
directement sur les densite´s de transition, sans grossir la filtration par l’information ge´ne´re´e
par x1. Cependant, dans des cas plus ge´ne´raux, cette approche peut ne pas aboutir, car
elle ne´cessite une intuition du terme additionnel dans la de´rive.
La the´orie de grossissement de filtration caracte´rise le candidat de manie`re claire. Les
deux livres [Jeu80] et [JY85] en pre´sentent les re´sultats fondamentaux. Le but originel de
cette the´orie est de trouver des conditions suffisantes pour lesquelles les semi-martingales
d’une filtration donne´e (Ft)t≥0 sont encore des semi-martingales pour une filtration plus
grande (Gt)t≥0 au sens ou` Ft ⊂ Gt, pour tout t positif. Comme e´voque´ pre´ce´demment, nous
allons grossir la filtration naturelle du mouvement brownien (Fwt ) avec la tribu ge´ne´re´e
par les observations Y1 = (L1xT1 , . . . , LNxTN )
Gt = ∩ε>0 (Ft+ε ∨ σ(Y1)) . (3)
Ceci est appele´ grossissement initial, car il s’inte´resse uniquement a` la filtration (Gt)
de´fini comme la plus petite filtration continue a` droite contenant (Ft) et l’information
σ(Y1) en tout temps. Il a e´te´ e´tudie´ par, entre autres, J.Jacod [Jac85], M.Yor [JY85]
et T.Jeulin [Jeu80] ou plus tard par H.Fo¨llmer & P.Imkeller [FI93] pour ne citer qu’eux.
Sous certaines hypothe`ses concernant la distribution conditionnelle L (Y1|Ft), des re´sultats
donnent la de´composition canonique d’une (Ft)-semi-martingale continue en tant que (Gt)-
semi-martingale. Ceci permet de de´duire une extension du re´sultat de Lyons & Zheng pour
le meˆme type de conditionnement (xT = v) mais pour des coefficients inhomoge`nes. Le
processus conditionnel est alors donne´ par
dyt = bt(yt)dt+ σt(yt)dwt + σt(yt)σt(yt)
∗∇x log pt,T (x, v)|x=ytdt, y0 = u, (4)
ou` ps,t(x, y) est la densite´ de xt sachant que xs = x.
Dans le cadre du The´ore`me 2.3.4 p.24, le conditionnement est plus laˆche. On doit alors
faire des hypothe`ses sur chacune des distributions L (Yk|Ft), ou` Yk = LkxTk , . . . , LNxTN
et t ∈]Tk−1, Tk[. Ceci vient du fait, que localement, on ne tient compte que des condition-
nements futurs. L’e´tude sur [0, T ] est ramene´ a` une e´tude sur chaque intervalle [Tk−1, Tk[
(par convention T0 = 0). On obtient alors la de´composition canonique du processus x en
tant que (Gt)-semi-martingale exprime´e a` l’aide d’un (Gt)-mouvement brownien β sur [0, T ]
inde´pendant de Y1 ∈ G0 donne´ par le Lemme 2.3.3
βt = wt −
N∑
k=1
∫ Tk∧t
Tk−1∧t
σ(xs)
∗∇x log q(k)s (x, Yk)|x=xsds, (5)
ou` q
(k)
s (x, yk) est la densite´ de Yk sachant xs = x.
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Remarquons tout de meˆme, que si les coefficients b et σ sont C1,2b et que, de plus, la
fonction σσ∗ est uniforme´ment elliptique, les estime´es d’Aronson (cf. Annexe) permettent
de ve´rifier les conditions requises. Ces estime´es donnent un encadrement des densite´s de
transition par des noyaux gaussiens. Le processus conditionne´ y ve´rifie alors
dyt = bt(yt)dt+ σt(yt)dwt + σt(yt)σt(yt)
∗∑N
k=1∇x log q(k)t (x, vk)
∣∣
x=yt
1[Tk−1,Tk)(t)dt,
y0 = x0.
(6)
Approche par absolue continuite´
Bien que disposant de l’e´quation exacte ve´rifie´e par le processus conditionnel, le terme
additionnel - fonction des de´rive´es du logarithme des densite´s de transition - n’est que tre`s
rarement explicite. Une simulation directe de cette e´quation se re´ve`le presque irre´alisable.
Nous n’avons pas cherche´ a` de´velopper des me´thodes ou algorithmes dans ce sens. Une
autre approche introduite par B.Delyon et Y.Hu [DH06] consiste a` contourner le proble`me
en de´finissant un processus auxiliaire dont la loi se trouve eˆtre e´quivalente a` la loi cible´e.
Ce processus auxiliaire y est donne´ comme la solution d’une EDS ou` le terme de de´rive
qui nous de´rangeait jusqu’alors est remplace´ par la de´rive du pont brownien
dyt = bt(yt)dt+ σt(yt)dwt +
v − yt
T − t dt, y0 = u. (7)
Ce terme suffit a` contraindre les trajectoires a` converger presque suˆrement vers l’observa-
tion. Les auteurs choisissent alors un cadre d’hypothe`ses, leur garantissant, entre autres,
les estime´es d’Aronson, ils montrent ainsi, que pour toute fonction mesurable positive f
E[f(x)|xT = v] = E[f(y)D(y)], (8)
ou` la densite´ D est connue. Le fait qu’il ne travaille qu’avec un seul conditionnement se
justifie par la proprie´te´ de Markov. Par contre, pour un conditionnement partiel, au sens
ou` l’on observe seulement des combinaisons line´aires de coordonne´es Y1 = (v1, . . . , vN), on
se retrouve a priori oblige´ de conside´rer tous les conditionnements simultane´ment.
Cependant, le The´ore`me 2.3.9 p.31 va quelque peu remettre en question cette intuition.
Cette e´tude fait l’objet d’un article en cours de soumission [Mar11]. Finalement ce qui
importe est l’action des termes correcteurs dans un voisinage a` gauche des temps d’obser-
vation, ce qui va nous permettre de les traiter presque se´pare´ment. C’est ce qui motive,
par ailleurs, le choix du processus auxiliaire y
dyt = bt(yt)dt+ σt(yt)dwt +
N∑
k=1
σt(yt)β
k
t (yt)
vk − yt
Tk − t 1(Tk−δk,Tk)dt, y0 = u, (9)
vavec pour tout z ∈ Rn et [0, T ]
βkt (z) = σt(z)
∗L∗k (Lkσt(z)σt(z)L
∗
k)
−1 (10)
et ou` les δk > 0 sont choisis de telle sorte que deux corrections ne se chevauchent pas. On
montre par ailleurs que le processus ve´rifie les bonnes convergences presque suˆres vers les
observations. Sous des hypothe`ses proches de celles faites pour le The´ore`me 2.3.4 sur les
lois conditionnelles L (Yk|Ft), on a pour toute fonction continue borne´e
E[f(x)|(LkxTk = vk)1≤k≤N ] = E[f(y)D(y)], (11)
ou` la densite´ D est connue, et s’apparente a` une densite´ de Girsanov
D(y) = C
∏N
k=1 ηk(yTk) exp
{− ‖βkTk−δk (yTk−δk )(LkyTk−δk−vk)‖2
2δk
+
∫ Tk
Tk−δk
− (Lkys−vk)∗Aks (ys)Lkbs(ys)ds
Tk−s −
(Lkys−vk)∗d(Aks (ys))(Lkys−vk)
2(Tk−s)
+
∫ Tk
Tk−δk
−∑1≤i,j≤mk d
〈
Ak(y.)i,j ,(Lky.−vk)i(Lky.−vk)j
〉
s
2(Tk−s)
}
(12)
ou` 0 < C < +∞ est la constante de normalisation et avec pour tout z ∈ Rn et [0, T ]
Akt (z) = (Lkσt(z)σt(z)
∗L∗k)
−1 et ηk(z) =
√
det
(
AkTk(z)
)
. (13)
Pour exploiter un tel re´sultat, il suffit d’appliquer une me´thode de Monte-Carlo en
simulant des e´chantillons yi, i = 1, . . . ,M et la loi des grands nombres nous donne une
estimation du terme de droite dans l’e´quation ci-dessus, ainsi
E[f(x)|(LkxTk = vk)1≤k≤N ] ≈
∑M
i=1 f(y
i)D(yi)∑M
i=1D(y
i)
. (14)
La de´monstration du the´ore`me est construite autour d’une transformation de Girsanov.
Afin d’eˆtre en mesure de l’utiliser, on s’affranchit des singularite´s en stoppant la correction
a` une distance ε des temps d’observation. Ceci de´finit une EDS de´pendant de ε, dont la
solution est une approximation yε du candidat y. Ainsi pour toute fonction continue borne´e
f
E[f(x)Gε(x)] = E[f(y
ε)Hε(y
ε)]
ou` Gε/Hε est la densite´ de Girsanov. Le de´coupage permet d’isoler le facteur Gε qui est
une approximation de l’unite´ et va alors garantir la convergence du membre de gauche vers
l’espe´rance conditionnelle. Le traitement du membre de droite est autrement plus com-
plexe ; la partie la plus de´licate re´sidant dans la de´monstration de l’uniforme inte´grabilite´
des Hε(y
ε).
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Application du re´sultat par absolue continuite´
Afin d’illustrer ce re´sultat, E´tienne Me´min et Anne Cuzol, deux chercheurs de l’Inria
ont propose´ d’appliquer cette me´thode a` un mode`le d’e´coulement fluide. On cherche ainsi a`
reconstruire le champ des vitesses en exploitant des images satellites d’une zone ge´ographique
donne´e. Pour re´soudre ce proble`me, les gens utilisent, en ge´ne´ral, le filtrage particulaire,
ou toute autre me´thode s’en inspirant.
La the´orie du filtrage particulaire est une me´thode dynamique base´e sur le choix d’une
loi a priori pour le champ de vecteurs, celle-ci sera corrige´e re´cursivement en fonction des
nouvelles donne´es observe´es. La distribution conditionnelle est alors estime´e a` l’aide d’une
moyenne ponde´re´e des positions de particules. Celles-ci sont propage´es a` chaque e´tape a`
l’aide de la loi a priori et de l’e´tat estime´ a` l’e´tape pre´ce´dente. Les poids sont calcule´s a`
chaque e´tape, la logique e´tant qu’un fort poids implique une forte vraisemblance et inverse-
ment. Il existe diffe´rentes variantes (on pourra consulter [PMCG10] pour une introduction
aux me´thodes les plus classiques) afin d’ame´liorer cette estimation, mais he´las, le nombre
de particules ne´cessaires reste toujours un proble`me, surtout, comme ici, en grande dimen-
sion. Pour se donner une ide´e de la dimension qui nous inte´resse ici, pour chaque pixel
de la came´ra, le vecteur vitesse est estime´ en fonction de la luminance en ce pixel, ce qui
nous donne 4 variables par pixel, si maintenant on conside`re une re´solution raisonnable de
128 × 128, quel nombre de particules doit-on utiliser pour espe´rer reconstruire la distri-
bution conditionnelle de´finie sur un espace de dimension 65536 ? On peut mentionner un
article, [SBBA08], dans lequel les auteurs mettent en e´vidence par simulation, pourtant
dans un cas gaussien simple, que le nombre de particules ne´cessaires e´volue de manie`re ex-
ponentielle en fonction de la dimension. Le phe´nome`ne sous-jacent s’observe en pratique :
seules quelques particules prennent tout le poids.
Le The´ore`me 2.3.9 permet la simulation directe de trajectoires conditionnelles et les
poids des particules sont alors calcule´es a` l’aide de la densite´. On devrait ainsi e´viter ce
proble`me de particules ineptes. Mais pour pouvoir utiliser ce re´sultat, il faut au pre´alable,
mettre en place un mode`le qui rentre dans les hypothe`ses. Celui-ci a e´te´ construit comme
une version bruite´e de la formulation lagrangienne des e´quations de Navier-Stokes bidi-
mensionnelles dans le cas d’un fluide incompressible
dXzt = Vt(X
z
t )dt+ Σt(X
z
t )dWt,
dVt(X
z
t ) = −
1
ρ
∇Pt(Xzt )dt+ ν∆Vt(Xzt )dt,
dIt(X
z
t ) = 0,
div (Vt(x)) = 0.
(15)
La diffe´rence flagrante avec le mode`le de´terministe re´side dans le terme de perturba-
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tion dans la dynamique des particules. Ceci implique, entre autres choses, qu’a` x fixe´ les
processus Vt(x) et It(x) sont des semi-martingales. Ainsi Vt(X
z
t ) n’est plus la vitesse de la
particule partie de z, ce n’est meˆme pas la vitesse moyenne. Le choix de la perturbation
peut se justifier par des erreurs de discre´tisation du proble`me, des erreurs de mesures. Ce
qu’il faut remarquer e´galement, c’est que ce mode`le ne re´pond pas a priori aux lois de la
physique, c’est principalement une me´thode d’estimation.
On montre alors que l’on peut de´terminer un syste`me e´quivalent pour le rotationnel de
V . Ce syste`me sera plus simple, plus manipulable notamment car le terme de pression ∇P
disparaˆıt. On effectue ensuite une discre´tisation des ope´rateurs diffe´rentiels a` l’aide de la
grille de pixels pour retomber sur une EDS. Des simulations ont, par ailleurs, e´te´ re´alise´es.
Conditionnement de processus ponctuels markoviens
Dans un article [JY79] ou` ils mettent e´galement en place le pont brownien a` l’aide d’un
grossissement de filtration, T.Jeulin et M.Yor obtiennent l’expression du pont poissonnien
par la meˆme me´thode. On sait qu’un processus re´el est entie`rement caracte´rise´ par sa
mesure associe´e (cf. [BJ77] ). Dans le cas ou` elle est absolument continue par rapport a` la
mesure de Lebesgue, on parle alors d’intensite´ stochastique. Le re´sultat de Jeulin & Yor
s’e´tend directement au cas d’une intensite´ de´terministe. On de´montre (Corollaire 4.1.12
p.81) que le processus conditionnel N v qui suit la loi L (N |NT = v) admet sur [0, T ]
l’intensite´ stochastique
λvt =
λt∫ T
t
λsds
(v −N vt−) (16)
Ainsi graˆce a` un the´ore`me de changement de mesure a` la Girsanov, on peut montrer un
re´sultat (Corollaire 4.1.14 p.82) d’absolue continuite´ lorsque l’intensite´ est stochastique.
Prenons deux processus ponctuels re´els N et N ′, d’intensite´s respectives λ et λ′, ou` λ est
de´terministe. Sous certaines conditions supple´mentaires entre les deux intensite´s, on a alors
E[f(N ′)|N ′T = v] = E[f(N v)D(N v)], (17)
ou` le processus ponctuel N v est le processus ponctuel donne´ pre´ce´demment.
Pour les processus de Markov a` saut, on se restreint aux espaces d’e´tats finis. Dans l’op-
tique d’une simulation directe du processus conditionnel, on recherche la loi des intersauts.
Il suffit de de´terminer le semi-groupe associe´. Pour cela, on calcule les lois de transition du
processus conditionnel en fonction des densite´s de transition du processus originel. Quelque
part, on adopte l’approche de Lyons & Zheng dans leur article mentionne´ plus haut [LZ90].
Ainsi, si X est un processus de Markov a` sauts de ge´ne´rateur (Lt). Le processus condition-
nel X˜ suivant la loi L (X|XT = v) admet sur l’ensemble F (S) des fonctions sur l’espace
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d’e´tats S le ge´ne´rateur suivant
L˜t : F (S) → F (S)
f 7→ Lt
(
fpt,T (., v)
)− fLtpt,T (., v)
pt,T (., v)
,
(18)
ou` pour tout x, y dans l’espace d’e´tats S et tout 0 ≤ s ≤ t
ps,t(x, y) = P(Xt = y|Xs = x). (19)
Perspectives
Diffusions
Dans le cadre des diffusions, deux approches du conditionnement partiel sont aborde´es.
Un premier axe d’e´tude consiste a` obtenir l’EDS ve´rifie´e par la loi conditionnelle, et un
second a` mettre en place une me´thode de simulation conditionnelle. Dans le premier cas
on suppose ve´rifie´e l’Hypothe`se 2.3.1, et dans le second l’Hypothe`se 2.3.5. Ces deux cadres
sont tre`s proches, ils portent sur les proprie´te´s des lois du type
L (LkxTk , . . . , LNxTN |Ft),
pour t ∈ (Tk−1, Tk). On souligne, par ailleurs, l’e´ventualite´ que l’Hypothe`se 2.3.5 pourrait
eˆtre re´duite. En effet, il semble plausible que certaines assertions pourraient eˆtre directe-
ment de´duites de l’hypothe`se d’uniforme ellipticite´ des fonctions Lkσσ
∗L∗k
λ−1Imk < Lkσσ
∗L∗k < λImk . (20)
En plus de simplifier ce dernier cadre, l’uniforme ellipticite´ de ces blocs pourraient e´galement
permettre de ve´rifier l’Hypothe`se 2.3.1. A la lumie`re de l’article [DM10] de F.Delarue et
S.Menozzi, il est envisageable, au moins dans certains cas, de mettre en place des estime´es
type Aronson sous l’hypothe`se d’uniforme ellipticite´ de certains blocs. De telles estime´es
nous suffiraient pour conclure.
Bien suˆr, il serait e´galement naturel de conside´rer d’autres types de conditionnement.
Par exemple, si on observe des variables du type fk(xTk), le The´ore`me 2.3.4 reste vrai, a`
quelques hypothe`ses supple´mentaires pre`s sur les fonctions fk. Il serait alors inte´ressant de
mettre en place la simulation conditionnelle correspondante.
Application
Une application avec des donne´es re´elles est bien suˆr l’objectif a` terme de ce travail.
Avant cela, il faut valider l’approche, e´valuer les performances de l’algorithme sur des
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mode`les jouets pour le comparer aux me´thodes existantes. Il y a certainement quelques
ame´liorations a` apporter a` l’algorithme, notamment en ce qui concerne le calcul des ma-
trices inverses.
Pour ame´liorer les simulations, on peut jouer par exemple sur le choix de la de´rive.
En effet, le The´ore`me 2.3.13 nous laisse une certaine liberte´ dans le choix de la de´rive
du pont, qui ne doit plus eˆtre ne´cessairement celle du processus initial que l’on cherche a`
reconstruire. On pourrait imaginer une de´rive additionnelle qui guiderait encore plus les
trajectoires pour ainsi re´cupe´rer des meilleures re´alisations de meilleurs poids.
On peut envisager e´galement une me´thode hybride avec du filtrage type Kalman d’en-
semble. En effet, la simulation conditionnelle permettrait une meilleure estimation dans
l’e´tape de pre´diction.
Processus ponctuels et autres
Seulement des conditionnements totaux ont e´te´ conside´re´s dans les e´tudes de processus
ponctuels re´els et processus de Markov a` sauts. L’extension naturelle consiste a` regarder
ce que l’on est en mesure de mettre en place pour les processus ponctuels marque´s en
ge´ne´ral. On pourrait alors s’inte´resser a` des conditionnements partiels. Une fois ce type de
conditionnement mis en place, on pourrait facilement imaginer e´tendre le re´sultat a` des
processus de Le´vy ou encore a` des diffusions dont les coefficients sont pilote´s par une chaˆıne
de Markov sur un espace d’e´tats fini. Ceci consisterait alors en un jeu entre les classes de
processus de´ja` e´tudie´es.
Plan de la the`se
Comme indique´ pre´ce´demment, ce manuscrit ouvre sur un premier chapitre portant sur
le pont brownien. Le pont brownien est le processus dont la loi est celle d’un mouvement
brownien conditionne´ par sa valeur en un temps T ici choisi e´gal a` 1. Cette partie pre´sente,
a` travers les diffe´rentes caracte´risations du mouvement brownien, les repre´sentations cor-
respondantes que l’on a du pont brownien. Ces diffe´rents axes d’e´tude restent valables
dans des cadres plus ge´ne´raux de processus markoviens. D’ou` la volonte´ de pre´senter ces
re´sultats dans le cas simple du mouvement brownien, afin d’introduire les outils qui nous
serviront par la suite.
Le deuxie`me chapitre porte sur les diffusions. Il contient les deux principaux re´sultats
obtenus au cours de cette the`se. Ceux-ci ont e´te´ pre´sente´s pre´ce´demment et re´pondent
a` deux questions, le premier (The´ore`me 2.3.4 p.24), the´orique, donne l’EDS associe´e au
processus conditionnel, le second (The´ore`me 2.3.9 p.31), pratique, fournit une me´thode de
simulation conditionnelle via un re´sultat d’e´quivalence de lois. Afin d’illustrer ce dernier,
des simulations ont e´te´ re´alise´es sur un exemple simple en deux dimensions.
Ce troisie`me chapitre consiste e´galement a` utiliser le re´sultat de simulation condition-
nelle mais sur un mode`le plus concret : la reconstruction d’e´coulements fluides, utile a`
l’e´tude de mouvements oce´aniques, en me´te´orologie, etc. Ceci a ne´cessite´ la construction
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d’un nouveau mode`le stochastique pour se placer sous les hypothe`ses du The´ore`me 2.3.9.
Ce travail a e´te´ re´alise´ conjointement avec E´tienne Me´min et Anne Cuzol, chercheurs a`
l’Inria.
Le quatrie`me et dernier chapitre pre´sente d’autres re´sultats du meˆme type pour des
classes de processus ponctuels markoviens. Le conditionnement conside´re´ consiste en la
valeur prise par le processus en un temps final.
Enfin, une annexe donne des re´sultats ge´ne´raux utilise´s c¸a` et la`. Notamment, on rappelle
certaines proprie´te´s des densite´s de transition des diffusions, essentielles pour justifier nos
diffe´rents cadres d’hypothe`ses.
Certaines parties sont re´dige´es en anglais, car elles ont e´te´ originellement e´crites comme
telles. Toute la section portant sur le The´ore`me 2.3.9 ayant fait l’objet d’une soumission, on
retrouve a` quelques arrangements pre`s, le corps de l’article soumis. Tout le dernier chapitre
portant sur les processus ponctuels est e´galement re´dige´ en anglais.
Notations ge´ne´rales
– L’espace des matrices de dimension n× d a` coefficients dans R sera note´ Rn×d,
– La matrice identite´ de dimension n sera note´e In,
– Pour toute matrice M , sa transpose´e sera note´e M∗,
– Par L (X) on de´signera la loi de X,
– La tribu engendre´e par une variable ale´atoire X sera note´e σ(X),
– Par (Ft)t≥0 on de´signera la filtration de re´fe´rence. Pour la filtration naturelle d’un
processus (Xt)t≥0, on notera (FXt )t≥0
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Chapitre 1
Diffe´rentes repre´sentations du pont
brownien
Nous allons pre´senter ici, les diffe´rentes approches que l’on peut avoir pour traiter
le proble`me du conditionnement du mouvement brownien par ses valeurs aux bords. Ce
chapitre consiste, sur un exemple simple, a` pre´senter les techniques qui seront utilise´es
par la suite. Le choix se justifie e´galement par le fait qu’historiquement, les travaux sur le
pont brownien ont fourni la base des travaux sur le conditionnement pour des processus
plus ge´ne´raux. Nous essaierons de discuter les avantages et inconve´nients des approches
conside´re´es. Les preuves seront donne´es, pour initier aux arguments qui nous serviront plus
tard.
Rappelons le principe du pont brownien : on recherche la loi du mouvement brownien
conditionne´ par le fait qu’au temps 1, il doit eˆtre nul. On de´sire de´crire la loi conditionnelle
L (w|w1 = 0) ou` w est un mouvement brownien re´el (w0 = 0).
1.1 L’approche e´le´mentaire
Le mouvement brownien est un processus gaussien. On rappelle alors un re´sultat de
conditionnement de variables gaussiennes
Proposition 1.1.1. Soient X et Y deux variables gaussiennes, respectivement dans Rm
et Rn, telles que (XY ) est un vecteur gaussien respectivement d’espe´rance et de matrice de
covariance (
X¯
Y¯
)
et
(
QX QXY
QY X QY
)
.
Si QY , la matrice de covariance de Y , est inversible, la loi conditionnelle de X par rapport
a` Y = y est donne´e par la loi du vecteur gaussien
Z = X −QXYQ−1Y (Y − y). (1.1)
La variable Z admet respectivement pour espe´rance et matrice de covariance
M = X¯ −QXYQ−1Y (Y¯ − y) et QZ = QX −QXYQ−1Y QY X .
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Remarque 1.1.2. Ce re´sultat, classique, tre`s utilise´ en statistiques par exemple, apparaˆıtra
ulte´rieurement, dans d’autres sections qui traiteront des processus gaussiens.
De´monstration. Il suffit d’e´crire
X = (X −QXYQ−1Y Y ) +QXYQ−1Y Y. (1.2)
Le premier terme est inde´pendant de Y
E[(X −QXYQ−1Y Y )∗Y ] = QXY −QXYQ−1Y QY = 0. (1.3)
Retournons au mouvement brownien, pour tout temps t ∈ [0, 1], on peut ainsi obtenir
L (wt|w1 = 0). Cette loi est donne´e par celle de la variable
yt = wt − tw1. (1.4)
L’e´norme inconve´nient de ce re´sultat tient dans le fait que le processus y n’est pas
adapte´. En effet, le processus de´pend pour tout temps t ∈ [0, 1], de la valeur de w1. On
pourrait grossir la filtration, en incluant en tout temps, l’information ge´ne´re´e par w1. Mais
alors, on se heurte a` un second proble`me : le processus w n’est plus un mouvement brownien
pour cette filtration grossie.
Remarque 1.1.3. En utilisant la covariance du mouvement brownien, on peut montrer
que le processus y peut s’e´crire sur [0, 1) a` l’aide d’un mouvement brownien change´ de
temps
yt
L
= (1− t)w t
1−t
. (1.5)
En effet, si 0 ≤ s < t < 1,
E[(1− t)w t
1−t
] = E[yt] = 0,
E[(1− s)w s
1−s
(1− t)w t
1−t
] = (1− t)s = E[ysyt].
1.2 Le grossissement de filtration
Nous allons montrer ici comment la the´orie des grossissements de filtration s’applique
dans le cas du pont brownien. Conside´rons un espace filtre´ (Ω,F , (Ft)t≥0,P), ou` la fil-
tration (Ft)t≥0 = (Fwt )t≥0 est celle naturelle d’un mouvement brownien w conside´re´. On
introduit la filtration grossie continue a` droite (Gt)t≥0 de´finie pour tout t par
Gt =
⋂
ε>0
(Ft+ε ∨ σ(w1)).
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Le but est de mettre en e´vidence un mouvement brownien pour la filtration grossie qui nous
permette d’exprimer le pont sans calcul anticipatif, i.e. sans faire apparaˆıtre la variable
w1. En effet, on a apporte´ dans la section pre´ce´dente une repre´sentation possible du pont
brownien
yt = wt − tw1, (1.6)
mais on ne reconnaˆıt pas directement une (Gt)-semi-martingale. Cette nouvelle approche
nous fournira donc une autre repre´sentation du pont avec une structure claire.
On notera les travaux sur les grossissements de manie`re plus ge´ne´rale de Thierry Jeulin,
Marc Yor et alii (cf. [JY85], [Jeu80]), ainsi que de Hans Fo¨llmer et Peter Imkeller (cf.
[FI93]) pour ne citer qu’eux. Pour ce qui est du point qui nous inte´resse ici, on se penchera
principalement sur l’article [JY79] de Thierry Jeulin et Marc Yor.
Le the´ore`me qu’ils de´montrent est le suivant
The´ore`me 1.2.1. Le processus β = (βt)t≥0 de´fini par
βt = wt −
∫ t∧1
0
w1 − ws
1− s ds, (1.7)
est un (Gt)-mouvement brownien standard. En conse´quence, le processus (wt) est une (Gt)-
semi-martingale. De plus, le processus (βt) est inde´pendant de σ(w1) ⊂ G0.
Corollaire 1.2.2. Le processus (yt)0≤t<1 de´fini par l’e´quation (1.4) est lie´ au (Gt)-mouvement
brownien standard β = (βt)0≤t<1 par la formule
yt
L
= (1− t) ∫ t
0
dβs
1−s . (1.8)
En conse´quence, les deux processus (yt) et (βt) ont meˆme filtration naturelle.
Remarque 1.2.3.
1. Ces re´sultats peuvent eˆtre de´montre´s directement en terme de processus gaussiens. Il
suffit de calculer les moyennes et covariances. Mais la de´monstration suivante a le
me´rite d’eˆtre constructive. Ce qui est important si on veut utiliser ce type d’approche
pour des processus non gaussiens.
2. On se retrouve alors avec une formule de changement de temps pour le brownien, en
effet a` l’aide des e´quations (1.5) et (1.8), on obtient l’e´galite´ en loi
w t
1−t
=
∫ t
0
d
(
w s
1−s
)
L
=
∫ t
0
dws
1− s.
De´monstration du the´ore`me. L’inte´grale de Riemann
∫ t∧1
0
w1−ws
1−s ds est absolument conver-
gente, car
E
∫ 1
0
|w1 − ws|
1− s ds =
√
2
π
∫ 1
0
ds√
1− s.
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Montrons que βt = wt −
∫ t∧1
0
w1−ws
1−s ds est une (Gt)-martingale.
On se restreint sans perte de ge´ne´ralite´ a` l’intervalle de temps [0, 1]. Pour tout t ∈ [0, 1],
on introduit une filtration auxiliaire (G ′t ) de´finie par
G
′
t = Ft ∨ σ(w1) = Ft ∨ σ(w1 − wt).
Pour tout 0 ≤ s < t ≤ 1, la tribu Fs e´tant inde´pendante du processus (ws+h − ws)h≥0, on
a
E[wt − ws|G ′s] = E[wt − ws|w1 − ws] =
t− s
1− s(w1 − ws),
la dernie`re e´galite´ e´tant obtenue par la Proprie´te´ (1.1.1) sur le conditionnement de vecteurs
gaussiens. Sachant que Gs =
⋂
ε>0 G
′
s+ε, soit donc gs une variable Gs mesurable, alors pour
tout ε > 0,
E[(wt − ws+ε)gs] = t− s− ε
1− s− εE[(w1 − ws+ε)gs],
un passage a` la limite dans L1 entraˆıne
E[wt − ws|Gs] = t− s
1− s(w1 − ws).
Ceci implique que le processus (βt) est une (Gt)-martingale. En effet
E[βt − βs|Gs] = E[wt − ws|Gs]−
∫ t
s
E[w1 − wu|Gs]
1− u du
=
t− s
1− s(w1 − ws)−
∫ t
s
E[w1 − wu|Gs]
1− u du.
Pour traiter l’inte´grale, on montre que l’inte´grande est inde´pendant de u
E[w1 − wu|Gs]
1− u =
E[w1 − ws|Gs]
1− u +
E[ws − wu|Gs]
1− u
=
w1 − ws
1− u −
(u− s)(w1 − ws)
(1− u)(1− s) =
w1 − ws
1− s .
D’ou`
E[βt − βs|Gs] = t− s
1− s(w1 − ws)−
∫ t
s
w1 − ws
1− s du = 0.
De l’approximation des variations quadratiques par des sommes de carre´s d’accroissements,
on obtient
〈β〉Gt = 〈w〉Ft = t,
l’exposant est la` pour rappeler la filtration a` partir de laquelle le calcul est effectue´. On uti-
lise alors le the´ore`me de Le´vy pour conclure que la martingale (βt) est un (Gt)-mouvement
brownien.
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L’avantage de cette approche re´side dans la construction d’un mouvement brownien β
pour la filtration grossie qui est alors inde´pendant de w1. L’expression de β nous fournit
ainsi une repre´sentation du pont brownien adapte´e par rapport a` la filtration grossie.
Nous verrons que cette approche est encore possible dans le cadre du conditionnement de
solution d’une e´quation diffe´rentielle stochastique (EDS). Dans ce cas-la`, le brownien mis
en e´vidence, permettra d’e´crire l’EDS ve´rifie´e par le processus conditionne´.
1.3 Le pont, processus markovien
Le mouvement brownien est un processus de Markov, ainsi le pont l’est e´galement.
On peut donc e´tudier le conditionnement a` travers les densite´s de transition. En effet,
si (ps,t)0≤s≤t et (p˜s,t)0≤s≤t sont respectivement les familles de densite´s de transition du
mouvement et du pont browniens, alors pour tout 0 ≤ s < t ≤ 1, et tout couple (x, y) de
re´els
p˜s,t(x, y) =
ps,t(x, y)pt,1(y, 0)
ps,1(x, 0)
.
Apre`s le temps 1, le pont devient un mouvement brownien initialise´ a` 0 en 1. Or les densite´s
de transition du mouvement brownien sont gaussiennes
ps,t(x, y) =
e−
(y−x)2
2(t−s)√
2π(t− s) .
Ainsi, pour tout 0 ≤ s < t < 1, et tout couple (x, y) de re´els, les densite´s de transition du
pont brownien sont donne´es par
p˜s,t(x, y) =
√
1−s
2π(1−t)(t−s) exp{ x
2
2(1−s) − (y−x)
2
2(t−s) − y
2
2(1−t)} (1.9)
Remarque 1.3.1. Au passage, il est bon de remarquer que le pont n’est pas un processus
homoge`ne, et donc ses densite´s de transition ne peuvent s’e´crire comme celles du mouve-
ment brownien ps,t = pt−s. Ainsi le ge´ne´rateur infinite´simal du pont de´pendra du temps.
Inte´ressons-nous alors au ge´ne´rateur du pont brownien. On rappelle que celui du mou-
vement brownien est donne´ pour tout intervalle I ⊂ R par le couple (L,DI) de´fini par
DI = {f ∈ Cob (I,R) : f ′′ ∈ Cob (I,R)},
∀f ∈ DI , Lf = 1
2
d2
dx2
f.
ceci se montre, par exemple, en utilisant les e´quations de Kolmogorov, liant le semi-groupe
associe´ au mouvement brownien et le ge´ne´rateur. Pour le semi-groupe (Ps,t)s,t, lorsque les
de´rive´es partielles existent, le ge´ne´rateur (Lt)t est donne´ par
∂tPs,t = Ps,tLt,
∂sPs,t = −LsPs,t. (1.10)
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Notons (Pt)t le semi-groupe d’un mouvement brownien w, et (P˜s,t)s,t celui du pont, auquel
on associera e´galement le ge´ne´rateur (L˜t)t que l’on cherche a` de´terminer. Soit une fonction
f ∈ DI et x ∈ I,
P˜s,tf(x) = E[f(wt)|ws = x, w1 = 0]
=
∫
R
f(y)p˜s,t(x, y)dy =
∫
R
f(y)gs,t(x, y)ps,t(x, y)dy,
ou`
gs,t(x, y) =
pt,1(y, 0)
ps,1(x, 0)
,
est la densite´ de la loi conditionnelle. Remarquons que
∂tgs,t(x, y) = −Lgs,t(x, y) = −1
2
d2
dy2
gs,t(x, y),
d
dy
gs,t(x, y) = − y
1− tgs,t(x, y).
On peut alors e´crire
∂tP˜s,tf(x) = ∂tPs,t
(
fgs,t(x, .)
)
(x)
=
1
2
Ps,t
[
d2
dy2
(
f(y)gs,t(x, y)
)− f(y) d2
dy2
gs,t(x, y)
]
(x)
= Ps,t
[
gs,t(x, y)
(1
2
d2
dy2
f(y)− y
1− t
d
dy
f(y)
)]
(x)
= P˜s,t
[
1
2
d2
dy2
f(y)− y
1− t
d
dy
f(y)
]
(x).
Ainsi, par identification, le ge´ne´rateur du pont brownien est
L˜t : D˜I → D˜I
f 7→ 1
2
d2
dx2
f − .
1−t
d
dx
f
(1.11)
ou` D˜I = {f ∈ Cob (I,R) : f ′, f ′′ ∈ Cob (I,R)}.
Encore ici, a` l’instar de la section pre´ce´dente, la repre´sentation donne´e du pont brow-
nien ne semble pas la plus naturelle, ni la plus manipulable. Cependant, pour des processus
markoviens a` sauts, c’est bien le ge´ne´rateur qui permettra de de´finir le processus condi-
tionne´. Dans l’optique d’une simulation, le ge´ne´rateur apportera e´galement la loi des temps
de sauts.
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1.4 Le pont, solution d’une EDS
Le pont a e´te´ donne´ sous plusieurs formulations explicites. L’inte´reˆt de l’exprimer
comme solution d’une e´quation implicite, est de permettre d’entrevoir les solutions qui
se proposent pour une possible ge´ne´ralisation a` des familles d’e´quations diffe´rentielles sto-
chastiques.
Dans leur article [JY79], Thierry Jeulin et Marc Yor, relient leur The´ore`me 1.2.1 a` un
re´sultat de Vigirdas Mackevicius dans l’article [Mac80]. En effet, si on conside`re l’e´quation
(1.8), on aboutit au fait que la loi d’un mouvement brownien standard w conditionne´e par
w1 = x est donne´e par celle du processus
(
tx+ (1− t)
∫ t
0
dw˜s
1− s
)
0≤t≤1
,
ou` w˜ est un mouvement brownien re´el.
On ve´rifie alors, en posant x = 0, que la loi du pont brownien est donne´e par celle de
la solution y sur [0, 1] de l’e´quation
dyt = dw˜t − yt1−tdt, y0 = 0. (1.12)
Pour cela il suffit d’appliquer la formule d’Itoˆ
d
(
yt
1− t
)
=
dyt
1− t +
yt
(1− t)2dt =
dwt
1− t .
On retrouve logiquement le meˆme ge´ne´rateur que le pont brownien donne´ par l’e´quation
(1.11).
Une autre fac¸on de voir que la loi de y, solution de l’e´quation (1.12) est celle d’un pont
brownien, est d’utiliser le calcul stochastique pour des processus line´aires gaussiens (cf.
[Kle05] p.132 ).
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1.5 Discussion
On rappelle ici, tous les repre´sentations du pont brownien pre´sente´es
Type d’approche Expression du re´sultat
Variable gaussienne ∀t ∈ [0, 1], yt = wt − tw1 (1.4)
Grossissement de filtration ∀t ∈ [0, 1], yt = (1− t)
∫ t
0
dws
1−s (1.8)
Ge´ne´rateur ∀t ∈ [0, 1], Ltf = 12 d
2
dx2
f + .
1−t
d
dx
f (1.11)
EDS ∀t ∈ [0, 1], dyt = − yt1−tdt+ dwt, y0 = 0 (1.12)
La premie`re E´quation (1.4), on l’a vu, pre´sente un proble`me de taille, en effet ce pro-
cessus est non-adapte´, ce qui limite l’inte´reˆt de l’expression pourtant obtenue a` l’aide d’un
re´sultat e´le´mentaire. De plus, meˆme un grossissement de filtration ne re´sout pas direc-
tement ce de´faut, car alors, le processus w pre´sent dans l’expression (1.4) n’est plus un
mouvement brownien pour la filtration grossie
(
Gt =
⋂
ε>0(F ∨σ(w1)
)
. On a pu cependant
obtenir une expression du pont dans cette nouvelle filtration en exhibant un mouvement
brownien qui y est adapte´, l’e´quation (1.7) se simplifie alors lorsque l’on fixe la valeur
w1 = 0 (1.8). Cette dernie`re expression a le me´rite d’eˆtre totalement explicite et finalement
dans le cas du conditionnement brownien semble bien plus exploitable que l’e´quation impli-
cite (1.12) sous forme d’EDS. Cette seconde fournira cependant un point de de´part naturel
pour le conditionnement de processus de´finis via une EDS. Le ge´ne´rateur, lui, re´pondra aux
proble`mes discrets par exemple, car dans ce cas, cela constitue l’approche la plus naturelle
si on veut e´viter le calcul anticipatif, c’est-a`-dire une expression ou` une variable du futur
apparaˆıt.
Chapitre 2
Conditionnement de diffusions
Lors de la discussion sur les diffe´rentes approches du pont brownien, son expression
sous forme d’EDS a e´te´ pre´sente´e comme un outil de base pour un travail plus ge´ne´ral sur
les EDS. Nous n’allons ici e´tudier qu’un seul type de telles e´quations. Il sera de´fini comme
suit : sur [0, T ], conside´rons l’e´quation suivante en dimension n
dxt = bt(xt)dt+ σt(xt)dwt, x0 = u, (2.1)
ou` w est un mouvement brownien n-dimensionnel, b et σ sont des fonctions de´terministes
que l’on supposera au moins C1,2 par la suite. Par une fonction C1,2, on entend une fonction
C1 en temps et C2 en espace. Les valeurs u ∈ Rn et T ∈ R sont de´terministes. Le point qui
nous inte´resse dans ce chapitre est le conditionnement de cette diffusion par rapport a` des
observations partielles. Le processus vit dans un espace de dimension n, une observation
partielle consistera en une projection sur un sous-espace de plus petite dimension. En
d’autres termes, on se donne une suite de temps de´terministes 0 < T1 < T2 < · · · < TN = T ,
ainsi que des matrices (Lk)1≤k≤N respectivement dans Rmk×n avec mk ≤ n. On cherche
alors a` re´cupe´rer la loi conditionnelle
L
(
x|(LkxTk = vk)1≤k≤N
)
,
ou` les vk sont des valeurs de´terministes. On pose par convention T0 = 0.
En premier lieu, nous allons e´noncer une proprie´te´ qui garantit qu’un processus de
Markov conditionne´ de la sorte conserve ce caracte`re.
Proposition 2.0.1. Le processus, dont la loi est donne´e par le conditionnement d’un
processus de Markov par des observations partielles, est encore un processus de Markov.
De´monstration.
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-
s t uTj TkTi
Le processus conditionne´ est markovien si et seulement si pour tout triplet (s, t, u) de re´els
positifs tels que s ≤ t ≤ u, et pour toutes fonctions positives fs et gu respectivement
σ(xs)-mesurable et σ(xu)-mesurable,
E[fsgu|xt, (LkxTk)1≤k≤N ] = E[fs|xt, (LkxTk)1≤k≤N ]E[gu|xt, (LkxTk)1≤k≤N ] p.s..
Du fait que x est markovien, ceci e´quivaut a`
E[fsgu|xt, (LkxTk)1≤k≤N ] = E[fs|xt, (LkxTk)Tk<t]E[gu|xt, (LkxTk)Tk≥t] p.s..
On se donne trois fonctions positives ϕt ∈ σ(xt), ψ1 ∈ σ1 ∆= σ
(
(LkxTk)Tk<t
)
et ψ2 ∈ σ2 ∆=
σ
(
(LkxTk)Tk≥t
)
. On cherche alors a` exprimer l’espe´rance conditionnelle
E[fsguϕtψ1ψ2] = E
[
E[fsguϕtψ1ψ2|xt, xu, σ1, σ2]
]
= E
[
E[fs|xt, xu, σ1, σ2]guϕtψ1ψ2
]
or x est markovien, d’ou`
= E
[
E[fs|xt, σ1]guϕtψ1ψ2
]
= E
[
E
[
E[fs|xt, σ1]guϕtψ1ψ2|xt, σ1, σ2
]]
et par la proprie´te´ de Markov, ceci s’e´crit encore
= E
[
E[fs|xt, σ1]E[gu|xt, σ2]ϕtψ1ψ2].
D’ou`
E[fsgu|xt, (LkxTk)1≤k≤N ] = E[fs|xt, (LkxTk)Tk<t]E[gu|xt, (LkxTk)Tk≥t] p.s..
Ainsi, on conserve la proprie´te´ de Markov meˆme si le conditionnement ne porte pas sur la
totalite´ de la valeur du processus a` chaque temps Tk. Cependant ce type de conditionnement
ne´cessite de conside´rer toutes les observations a` la fois, et on verra que ceci ame`ne de
nouvelles difficulte´s non-ne´gligeables.
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Le chapitre s’ouvrira sur les processus line´aires gaussiens, car, on l’a vu, a` l’aide de la
Proprie´te´ 1.1.1, il est possible d’exprimer le processus conditionne´. On verra dans quelles
mesures ce re´sultat nous permettra d’obtenir un re´sultat le´ge`rement plus ge´ne´ral. S’ensui-
vra alors le fond du proble`me que l’on traitera en deux e´tapes : la premie`re rappellera les
re´sultats existants lorsque l’on se limite a` un conditionnement dans le cas d’une observation
totale de la valeur du processus aux temps Tk, c’est-a`-dire que Lk = In. Ici on pourra sans
perte de ge´ne´ralite´ conside´rer un unique temps d’observation T . Ce qui ne sera pas le cas
pour les re´sultat plus ge´ne´raux de la deuxie`me partie ou` l’observation n’est que partielle.
2.1 Processus line´aires gaussiens et parents proches
Le processus gaussien est quelque peu ide´al. Il se caracte´rise simplement a` l’aide des
moyenne et covariance, les densite´s de transition sont explicites, beaucoup de choses de-
viennent alors calculables, etc. Dans cette section, la cle´ de vouˆte re´side dans la Pro-
prie´te´ 1.1.1 p.3 qui donne de manie`re totalement explicite les moyenne et covariance condi-
tionnelles. Dans l’exemple qui suit, nous calculons a` la main, la de´rive du processus gaussien
conditionnel. Puis nous verrons qu’il est possible de caracte´riser le processus conditionnel a`
l’aide de ses moyenne et covariance. Ceci nous me`ne alors a` un re´sultat de conditionnement
plus ge´ne´ral a` l’aide d’une transformation de Girsanov. En effet, si une diffusion admet une
matrice de diffusion homoge`ne en espace, on peut s’affranchir de la de´rive et ainsi retomber
sur une loi gaussienne.
2.1.1 Un exemple, avec calcul de de´rive
En premier lieu, nous e´tudions un cas simple, en cherchant a` calculer directement
la de´rive du processus conditionnel correspondant. On se propose d’effectuer le calcul
de la de´rive d’un mouvement brownien 2-dimensionnel conditionne´ par des combinaisons
line´aires de coordonne´es. Pour obtenir la de´rive, nous allons utiliser le fait que
Bt(yt) = lim
h→0
E[yt+h − yt|yt]
h
.
Pour cela, on se donne donne deux temps d’observation S < T . Les conditionnements sont
donne´s par deux vecteurs aS = ( 10 ) et aT = (
1
a ) ou` a est un re´el quelconque. On pose
τ = 1 + a2 et q = S(τT − S). On dispose e´galement des matrices de covariance
RtT =
(
t ∧ S t ∧ T
0 a(t ∧ T )
)
, RTT =
(
S S
S τT
)
.
Cette e´tude sera divise´e en trois parties correspondant aux trois cas possibles pour un
temps t, suivant son positionnement par rapport aux deux temps S et T .
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Cas t < S
On cherche a` expliciter l’espe´rance conditionnelle suivante
E[yt+h − yt|yt].
Le processus y correspond en loi a` un mouvement brownien 2-dimensionnel w conditionne´
par a∗SwS = cS et a
∗
TwT = cT , ou` cS et cT sont deux re´els, par la suite on notera c le vecteur
( cScT ). Pour obtenir la loi de y on se sert de la formule de projection de variables gaussiennes
(cf. Proposition 1.1.1)
yt = wt −RtTR−1TTWT − c),
ou`
WT =
(
w1S
w1T + aw
2
T
)
.
On notera mt l’espe´rance de yt et Cst la covariance de ys avec yt. On a
mt = RtTR
−1
TT c, Cst = (s ∧ t)Id−RsTR−1TTRTt.
Toujours a` l’aide de la form ule de projection, on e´crit
E[yt+h − yt|yt] = mt+h − yt + E[yt+h −mt+h|yt] = mt+h − yt + C(t+h)tC−1tt (yt −mt).
Apre`s calcul, on obtient
Ctt = t Id− t
2
q
(
τT − S 0
0 a2S
)
, C(t+h)t = t Id− t(t+ h)
q
(
τT − S 0
0 a2S
)
.
Ainsi
E[yt+h − yt|yt] = mt+h − yt +
(
1− h
S−t 0
0 1− ha2
τT−S−ta2
)
(yt −mt).
Afin de simplifier on remplace mt par son expression, et finalement
E[yt+h − yt|yt] = −h
( 1
S−t 0
0 a
2
τT−S−ta2
)
(yt −
(
a∗S
a∗T
)−1
c).
On en de´duit la de´rive du processus conditionnel y
Bt(yt) = −
( 1
S−t 0
0 a
2
τT−S−ta2
)
(yt −
(
1 0
− 1
a
1
a
)
c),
que l’on peut re´e´crire
Bt(yt) = −
(
1
S−t 0
− a
τT−S−ta2
a
τT−S−ta2
)
(
(
a∗S
a∗T
)
yt − c).
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Cas S < t < T
En suivant le meˆme raisonnement, on obtient apre`s calcul
Bt(yt) = − 1
τ(T − t)
(
1 a
a a2
)
(yt −
(
1 0
− 1
a
1
a
)
c),
que l’on peut e´crire e´galement
Bt(yt) = − 1
τ(T − t)
(
0 1
0 a
)
(
(
a∗S
a∗T
)
yt − c).
Cas t > T
Toujours de la meˆme fac¸on, il se trouve que dans ce cas, vu que la matrice RtT ne
de´pend pas de t, on se retrouve avec une de´rive nulle. Ce re´sultat e´tait pre´visible, sachant
que l’on travaille ici avec un processus de Markov, il semble logique a priori de se dire que
les conditionnements n’influent pas sur le comportement du processus apre`s T .
Simulation
Afin d’illustrer ce calcul, une simulation du mode`le a e´te´ re´alise´e. Pour cela on a fixe´
S = 4, T = 9, a = 5 et c = ( 11 ). La simulation a e´te´ effectue´e suivant un sche´ma d’Euler
de pas 10−4. On a choisi, pour des raisons e´videntes, de repre´senter les trajectoires des
variables observables a∗Sy (en rouge) et a
∗
Ty (en bleu). Les points de passages (S, cS) = (4, 1)
et (T, cT ) = (9, 1) ont e´te´ repe´re´s par le symbole ⊕.
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Trajectoires des coordonnees de A^*x
Figure 2.1 – Exemple avec S = 4,T = 9, cS = cT = 1, a = 5, le pas de discre´tisation du
sche´ma d’Euler est de 10−4
2.1.2 Re´sultats
Le calcul pre´ce´dent apparaˆıt rapidement laborieux. De plus, nous n’utilisons pas plei-
nement la caracte´risation des processus gaussiens. Nous nous proposons alors de mettre
en place une me´thode base´e sur la recherche des moyennes et covariances du processus
conditionnel.
On conside`re les processus x et ξ solutions respectives des syste`mes n-dimensionnels
suivants
dxt = (σtht(xt) +Dtxt + bt)dt+ σtdwt, x0 = u, (2.2)
dξt = (Dtξt + bt)dt+ σtdwt, ξ0 = u. (2.3)
Les quantite´s D, σ et b sont de´terministes et uniquement fonctions du temps t a contrario
le vecteur h est fonction de la position e´galement. Toutes ces applications sont mesurables
et localement borne´es. On introduit e´galement pour s et t positifs la matrice de covariance
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Rst des vecteurs ξs et ξt. C’est a` dire que
(Rst)i,j = Cov(ξ
i
s, ξ
j
t ) = E[ξ
i
sξ
j
t ]− E[ξis]E[ξjt ].
On rappelle un re´sultat e´nonce´ dans [KS91] (p.354) sur la covariance Rst,
Rst = Ps
[∫ s∧t
0
P−1u σuσ
∗
u(P
−1
u )
∗du
]
P ∗t ,
ou`
dPt
dt
= DtPt, P0 = In.
On introduit de nouvelles matrices
ξoT =


L1ξT1
...
LNξTN

 , v =


v1
...
vN

 ,
RotT =
(
RtT1L1 . . . RtTNLN
)
,
Γ =


L1RT1T1L
∗
1 . . . L1RT1TNL
∗
N
...
. . .
...
LNRTNT1L
∗
1 . . . LNRTNTNL
∗
N

 .
Le re´sultat est le suivant
The´ore`me 2.1.1. La distribution du processus pt donne´e par
pt = ξt −RotTΓ−1(ξoT − v)
est celle du processus ξ conditionne´ par ξoT = v (avec comme convention
1
0
= 0). On a de
plus pour toute fonction mesurable positive f
E[f(x)|(LkxTk = vi)1≤k≤N ]
= C E[f(p) exp{
∫ T
0
h∗t (pt)(σ
−1
t dpt − σ−1t (Dtpt + bt)dt)−
1
2
‖ht(pt)‖2dt}]. (2.4)
De´monstration. Il suffit de re´adapter directement la de´monstration propose´e dans [DH06].
Le 1er re´sultat vient du fait que la loi de ξ conditionne´e est encore une loi gaussienne que
l’on connaˆıt (cf. Proprie´te´ 1.1.1). Pour obtenir le re´sultat d’absolue continuite´, on utilise
une transformation de Girsanov (cf. [KS91] p.190). On conclut alors a` l’aide du Lemme
A.2.1 donne´ en annexe.
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2.2 Conditionnement par rapport a` la valeur finale
On retourne de´sormais au cadre plus ge´ne´ral, l’EDS (2.1) en dimension n
dxt = bt(xt)dt+ σt(xt)dwt, x0 = u.
On suppose de plus, ve´rifie´e
Hypothe`se 2.2.1. Les fonctions b et σ sont C1,2 a` valeurs respectivement dans Rn et
Mn,n(R). Ces deux fonctions ainsi que leurs de´rive´es sont borne´es, de plus, σ ve´rifie la
condition d’uniforme ellipticite´
λIn < a < ΛIn,
ou` a = σσ∗ et λ,Λ > 0 sont deux constantes.
Remarque 2.2.2. Ces hypothe`ses impliquent les estime´es d’Aronson ( cf. The´ore`me A.1.1)
des densite´s de transition ps,t(x, y) du processus x. On dispose alors d’un encadrement des
ces densite´s par des noyaux gaussiens.
On ne prend en compte ici que des conditionnements totaux. Ce qui nous rame`ne a`
l’e´tude de la loi L (x|xT = v), sans perte de ge´ne´ralite´ et ceci graˆce a` la proprie´te´ de Markov.
La section pre´ce´dente sur les processus gaussiens a permis d’exprimer, via le the´ore`me de
Girsanov, le conditionnement de processus dont l’e´quation variait d’une de´rive inhomoge`ne
en espace et en temps. Finalement cela me´rite discussion. En effet suivant l’objectif que
l’on se fixe, un re´sultat par absolue continuite´ peut eˆtre suffisant voire plus efficace. Si
on cherche a` simuler selon la loi conditionnelle, il peut eˆtre plus simple de passer par un
processus auxiliaire facile a` simuler plutoˆt que de vouloir simuler la loi exacte. Ceci se
justifiera a posteriori une fois les deux principaux re´sultats e´nonce´s.
2.2.1 Re´sultat exact
Nous allons pre´senter ici le re´sultat qui permet de re´cupe´rer la loi exacte du processus
conditionne´. Pour montrer ce re´sultat, nous allons utiliser la the´orie des grossissements de
filtration, plus pre´cise´ment le The´ore`me 2.1 p.20 dans le chapitre [Jac85] e´crit par Jean
Jacod dans le livre [JY85].
Une autre approche, que l’on retrouve par exemple dans [LZ90] dans le cas homoge`ne,
consiste a` partir de la solution de l’EDS (2.5) pour aboutir a` l’e´galite´ en loi recherche´e.
L’avantage du grossissement est de faire apparaˆıtre naturellement le terme de correction
dans la de´rive de l’EDS (2.5). Ce qui fournira un cadre plus ge´ne´ral, qui s’ave´rera utile
dans le cas des conditionnements partiels. Conside´rons une variable ale´atoire L a` valeurs
dans un espace (E,E ) et la filtration grossie
G
L
t =
⋂
ε>0
(Fwt+ε ∨ σ(L)).
Notons Qt(dz) une version re´gulie`re de la loi conditionnelle de L sachant F
w
t .
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Hypothe`se 2.2.3. Il existe une mesure positive σ-finie η sur (E,E ) telle que pour tout
t > 0 et tout ω ∈ Ω
Qt(ω, .)≪ η(.).
Sous cette hypothe`se
Lemme 2.2.4. Il existe une fonction positive Fˆt = ∩s<t(E ⊗Fws )-mesurable (ω, t, z) 7→
qzt (ω), a` trajectoires ca`dla`g, telle que
1. pour tout z ∈ E, qz est une Fwt -martingale, et si T z = inf{t : qt− = 0}, on a qz > 0
et qz− > 0 sur [0, T
z[ et qz = 0 sur [T z,+∞[,
2. pour tout t, la mesure η(dz)qzt (ω) sur E est une version de Qt(ω, dz).
Le re´sultat est le suivant
The´ore`me 2.2.5 (Jacod, 1985). Supposons l’Hypothe`se 2.2.3 ve´rifie´e, et que qz est la
version des densite´s construite par le lemme pre´ce´dent.
Soit M une (Fwt )-martingale locale continue. Il existe une fonction (ω, t, z) 7→ kzt (ω)
pre´visible relativement a` la filtration Fˆt = ∩s<t(E ⊗Fws ), telle que
〈qz,M〉t =
∫ t
0
kzsq
z
s−d〈M〉s.
De plus, pour toute fonction k ve´rifiant ces proprie´te´s, on a
1. presque suˆrement, pour tout t positif∫ t
0
|kLs |d〈M〉s < +∞,
2. le processus suivant est une (G Lt )-martingale
Mt −
∫ t
0
kLs d〈M〉s.
Dans le cas qui nous inte´resse, nous cherchons a` appliquer ce dernier re´sultat afin de
de´terminer l’e´quation diffe´rentielle stochastique ve´rifie´e par le processus conditionnel. De
la meˆme fac¸on que pour le pont brownien, l’approche consiste a` exhiber la de´composition
canonique du mouvement brownien w dans la filtration grossie par la variable L = xT , et
ainsi e´tablir celle de la diffusion x. Il restera alors a` fixer la valeur xT = v pour obtenir
l’e´quation recherche´e.
Corollaire 2.2.6. Sous l’Hypothe`se 2.2.1, la loi conditionnelle de x sachant xT = v est
donne´e par la loi du processus y solution de
dyt = bt(yt)dt+ σt(yt)dwt + σt(yt)σt(yt)
∗∇x log pt,T (x, v)
∣∣
x=yt
dt, y0 = u (2.5)
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De´monstration. Dans le cas L = xT , on peut expliciter la mesure Qt a` l’aide des densite´s
de transition de x. Si ps,t(z, .) est la densite´ de xt sachant xs = z, on peut e´crire
Qt(dz) = pt,T (xt, z)dz
quantite´ strictement positive et continue en temps, graˆce au The´ore`me A.1.1. C’est donc
la bonne version des densite´s. Il suffit de poser
kzt = ∇x log pt,T (x, z)
∣∣
x=xt
=
∇pt,T (x, z)|x=xt
pt,T (x, z)|x=xt
Not
= ∇ log pt,T (xt, z).
Si on remarque
dpt,T (xt, v) = (∇xpt,T (x, v)|x=xt)∗[btdt+ σtdwt] +
∑
i,j
a(xt)
i,j
t
2
∂i,jpt,T (xt, v)dt,
ou` a = σσ∗. On ve´rifie que
d〈qz,M〉t = (kzt qzt−)d〈M〉t.
Le The´ore`me A.1.1 nous permet d’affirmer alors que cette fonction k correspond au cadre
du The´ore`me 2.2.5. Ainsi, en raisonnant coordonne´e par coordonne´e, ce dernier the´ore`me
nous dit que pour tout 1 ≤ k ≤ n
βkt = w
k
t −
∫ t
0
[
σs(xs)
∗∇ log ps,T (xs, xT )
]
k
ds
est une (G xTt )-martingale. Or
〈βk, βj〉t = 〈wk, wj〉t = δkj
Ainsi, le processus β est un (G xTt )-mouvement brownien sur [0, T ] inde´pendant de σ(xT ) ⊂
G0. On se retrouve ainsi avec une expression de x en tant que (Gt)-processus
dxt = bt(xt)dt+ σt(xt)dβt + at(xt)∇ log pt,T (xt, xT )dt
ainsi x = F (β, xT ) ou` F est bi-mesurable (les solutions pouvant eˆtre construites a` l’aide
de la me´thode de Picard). On conclut donc en utilisant l’inde´pendance de β avec xT pour
obtenir le re´sultat voulu.
2.2.2 Re´sultat par absolue continuite´
Comme on l’a de´ja` laisse´ entendre, l’aspect simulation nous inte´resse. Or dans la ma-
jorite´ des cas, les densite´s de transition n’ont pas de forme explicite, ce qui nous pose
un proble`me vu le terme de de´rive en gradient du logarithme. Il est naturel d’essayer de
trouver malgre´ tout une fac¸on de simuler cette loi cible´e.
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Dans le cas d’une observation totale, i.e. xT = v, Bernard Delyon et Ying Hu [DH06]
ont apporte´ une re´ponse, en faisant intervenir une loi absolument continue par rapport a` la
loi conditionnelle recherche´e. Cette ide´e avait de´ja` e´te´ propose´e par J.M.C. Clark [Cla90]
dans le cas d’un mouvement brownien avec de´rive (i.e. σ ≡ In). La lecture des deux articles
montre que supposer une matrice de dispersion plus ge´ne´rale engendre quelques difficulte´s.
Cette loi auxiliaire a le bon gouˆt d’eˆtre facilement simulable a` l’aide, par exemple, d’un
sche´ma d’Euler. Si un processus y suit cette loi auxiliaire, le re´sultat qui est pre´sente´ ici
est de la forme
E[f(x)|xT = v] = E[f(y)G(y)]
pour des fonctions continues positives, ou` G est la densite´. En termes de simulations, on
effectue un tirage de N variables yi suivant la loi auxiliaire, par exemple, a` l’aide d’un
sche´ma d’Euler. Ensuite on e´value la densite´ en chacune des trajectoires obtenues, ainsi
par la loi des grands nombres
E[f(x)|xT = v] ≃ 1∑N
i=1G(y
i)
N∑
i=1
f(yi)G(yi) (2.6)
Pour ce qui est du choix de la loi auxiliaire, ils ont introduit l’EDS en dimension n suivante
sur [0, T )
dyt = bt(yt)dt+ σt(yt)dwt − yt − v
T − t dt, y0 = u. (2.7)
On sait que dans le cas du mouvement brownien (b ≡ 0, σ ≡ In) cette loi est exactement
celle du processus conditionne´. En fait le terme correctif −yt−v
T−t , aussi na¨ıf peut-il paraˆıtre,
est en quelque sorte une approximation raisonnable au voisinage a` gauche de T du terme
de de´rive en ∇ log pt,T , qui apparaissait dans le re´sultat exact.
Le re´sultat est le suivant
The´ore`me 2.2.7 (Delyon & Hu, 2006). Sous l’Hypothe`se 2.2.1, l’e´quation (2.7) admet
une unique solution sur [0, T ] avec yT = v. De plus, pour toute fonction mesurable positive
f
E[f(x)|xT = v]
= CE[f(y) exp{− ∫ T
0
2y˜∗tAt(yt)bt(yt)dt+y˜
∗
t (dAt(yt))y˜t+
∑
i,j d〈Ai,jy,y˜iy˜j〉t
2(T−t) }]
(2.8)
ou` At(z) =
(
σt(z)σt(z)
∗)−1, y˜t = yt − v et C > 0 est une constante.
La premie`re remarque a` faire porte sur l’inutilite´, en pratique, de la connaissance de la
constante C dans le cadre de la simulation. En effet, si on l’on suit le sche´ma induit par
l’e´quation (2.6), cette valeur n’apparaˆıt pas.
On discutera de la possibilite´ de choisir une de´rive b non-borne´e dans la partie suivante
plus ge´ne´rale.
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2.3 Conditionnement partiel
2.3.1 Re´sultat exact
On l’a vu dans le cas d’une observation totale, le processus conditionne´ peut eˆtre obtenu
a` l’aide de l’e´quation (2.5). Le but ici est d’e´tablir l’e´quation correspondante dans le cas
d’observations partielles. Pour cela, nous allons nous pencher sur la de´monstration du
The´ore`me 2.2.5 qui repose essentiellement sur le calcul effectif du (Gt)-compensateur d’une
(Ft)-semi-martingale. On retrouvera finalement un re´sultat tre`s proche de ce que Fabrice
Baudoin [Bau02] a pu obtenir a` la diffe´rence pre`s, que dans notre cas il faut raisonner e´tape
par e´tape et recoller ensuite les morceaux, a` cause du type de conditionnement conside´re´.
On introduit en premier lieu, la filtration grossie de´finie par
Gt =
⋂
ε>0
(
σ(Y1) ∨Ft+ε
)
,
ou` (Ft) = (F
w
t ) est la filtration naturelle associe´e au mouvement brownien w et pour
tout j = 1, . . . , N , la variable Yj est de´finie par Yj = (LkxTk)j≤k≤N ou` x est solution de
l’e´quation (2.1)
dxt = bt(xt)dt+ σt(xt)dwt, x0 = u.
Pour tout 1 ≤ k ≤ N , on appelle
Ik = [Tk−1, Tk),
l’intervalle ouvert de´fini par deux temps d’observation successifs. Nous allons maintenant
de´finir le cadre de cette e´tude
Hypothe`se 2.3.1. La fonction σ est borne´e. Pour tout t ∈ Ij, la loi L (Yj|Ft) admet une
densite´ q
(j)
t (xt, yj), presque suˆrement continue en temps, ve´rifiant pour tout yj ∈
∏N
k=j R
mk
q
(j)
t (xt, yj) > 0. (2.9)
De plus, la fonction x 7→ q(j)t (x, yj) est de´rivable et pour tout 1 ≤ ℓ ≤ n, la de´rive´e partielle
par rapport a` la ℓie`me coordonne´e de x ve´rifie∣∣∣∂ℓq(j)t (x, yj)∣∣∣ ≤ Λ. (2.10)
pour un certain Λ > 0.
Remarque 2.3.2. Il est important de noter ici, que sous l’Hypothe`se 2.2.1 ces conditions
sont ve´rifie´es. En effet dans ce cas-la`, on peut donner une expression de ces densite´s a`
l’aide des densite´s de transition du processus x
q
(j)
t (x, yj) =
∫
pt,Tj(xt, ξj)d(Ljξj)
∏
k>j
pTk−1,Tk(ξk−1, ξk)d(Lkξk). (2.11)
Les estime´es d’Aronson ( cf. The´ore`me A.1.1) nous garantissent alors de rentrer dans le
cadre pre´ce´dent.
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Lemme 2.3.3. Le processus β, de´fini sur [0, T ] par
βt = wt −
N∑
k=1
∫ Tk∧t
Tk−1∧t
σ(xs)
∗∇ log q(k)s (xs, LkxTk , . . . , LNxTN )ds, (2.12)
est un (Gt)-mouvement brownien inde´pendant de (L1xT1 , . . . , LNxTN ).
De´monstration. Dans un premier temps, nous allons construire les (Gt)-mouvements brow-
niens correspondant aux n coordonne´es conditionne´es du mouvement brownien initial w qui
ge´ne`re le processus x. On cherche donc a` obtenir pour tout 1 ≤ j ≤ N et tout 1 ≤ i ≤ n,
les compensateurs respectifs de wiIj dans la filtration grossie.
Soient s, t ∈ Ij, avec s < t, et 1 ≤ i ≤ n. On conside`re Zs une variable positive Fs
mesurable, et fj une fonction positive mesurable relativement a` σ(Yj) = σ ((LkxTk)j≤k≤N).
Ainsi,
E
[
Zs(w
i
t − wis)fj(Yj)
]
= E
[
Zsw
i
t
∫
q
(j)
t (xt, yj)fj(yj)dyj
]
− E
[
Zsw
i
s
∫
q(j)s (xs, yj)fj(yj)dyj
]
=
∫
E
[
Zs
(
witq
(j)
t (xt, yj)− wisq(j)s (xs, yj)
)]
fj(yj)dyj.
Or le processus (witqt(xt, yj)− 〈w, q.(x., yj)〉t)t est une (Ft)-martingale. D’ou`
E
[
Zs(w
i
t − wis)fj(Yj)
]
=
∫
E
[
Zs
〈
wi, q(j)(x., yj)
〉
t
− 〈wi, q(j)(x., yj)〉s] fj(yj)dyj
De plus, un calcul d’Itoˆ nous donne
d〈wi, q(j). (x., yj)〉t =
n∑
ℓ=1
∂ℓq
(j)
t (x, yj)|x=xtσ(xt)ℓidt,
ou` ∂ℓ est la de´rive´e partielle par rapport a` la coordonne´e x
ℓ. Finalement
E
[
Zs(w
i
t − wis)fj(Yj)
]
=
∫
E[Zs
∫ t
s
n∑
ℓ=1
∂ℓq
(j)
u (xu, yj)σ(xu)ℓidu]fj(yj)dyj
=
∫
E[Zs
∫ t
s
n∑
ℓ=1
∂ℓq
(j)
u (xu, yj)
q
(j)
u (xu, yj)
σ(xu)ℓidu]q
(j)
u (xu, yj)fj(yj)dyj
= E
[
Zs
{∫ t
s
n∑
ℓ=1
∂ℓ log q
(j)
u (xu, Yj)σ(xu)ℓidu
}
fj(Yj)
]
.
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Or, la fonction t 7→ q(j)t (xt, yj) est continue presque suˆrement et strictement positive, il
existe alors une variable ale´atoire C(ω) strictement positive telle que pour tout t ∈ [0, T ]
q
(j)
t (x, yj) ≥ C(ω) > 0.
Ainsi ∣∣∂ℓ log q(j)u (xu, Yj)σ(xu)ℓi∣∣ ≤ ΛC(ω) ,
qui est inte´grable au voisinage de Tj. Ainsi pour tout 1 ≤ i ≤ n, le processus, de´fini sur Ij
par
βit = (β
i
Tj−1
− wTj−1) + wit −
∫ t
Tj−1
n∑
ℓ=1
∂ℓ log q
(j)
s (xs, Yj)σ(xs)ℓids
est une (Gt)t∈Ij -martingale. Un calcul rapide de crochets nous ame`ne au fait que le processus
de´fini sur Ij,
βt =


β1t
...
βnt

 = (βTj−1 − wTj−1) + wt −
∫ t
Tj−1
σ(xs)
∗∇ log q(j)s (xs, Yj)ds,
est un (Gt)t∈Ij -mouvement brownien de dimension n, inde´pendant de la variable Yj =
(LjxTj , . . . , LNxTN ) ∈ G0. De plus, ce processus e´tant presque suˆrement continu sur [0, T ],
alors
βt = wt −
N∑
k=1
∫ Tk∧t
Tk−1∧t
σ(xs)
∗∇ log q(j)s (xs, Yj)ds
est un (Gt)t∈[0,T ]-mouvement brownien.
The´ore`me 2.3.4. Sous l’Hypothe`se 2.3.1, la loi conditionnelle de x sachant (L1xT1 =
v1, . . . , LNxTN = vN) est donne´e par la loi du processus y, solution sur [0, T ] de
dyt = bt(yt)dt+ σt(yt)dwt + σt(yt)σt(yt)
∗∑N
k=1∇x log q(k)t (x, vk)
∣∣
x=yt
1[Tk−1,Tk)(t)dt,
y0 = x0.
(2.13)
De´monstration. On sait maintenant que le processus β de´fini sur [0, T ] par
βt = wt −
N∑
k=1
∫ Tk∧t
Tk−1∧t
σ(xs)
∗∇ log q(k)s (xs, Yk)ds
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est un (Gt)t∈[0,T ]-mouvement brownien inde´pendant de (L1xT1 , . . . , LNxTN ). A l’aide de ce
processus, il vient
dxt = bt(xt)dt+ σt(xt)dβt +
N∑
k=1
σt(xt)σt(xt)
∗∇ log qkt (xt, Yk)1[Tk−1,Tk)(t)dt
ainsi x = F (β, Y1) ou` F est bi-mesurable (les solutions pouvant eˆtre construites a` l’aide
de la me´thode de Picard). On conclut donc en utilisant l’inde´pendance de β avec Y1 pour
obtenir le re´sultat voulu.
2.3.2 Re´sultat par absolue continuite´
Cette partie, re´dige´e en anglais, vise a` e´tendre le re´sultat de B.Delyon et Y.Hu dans le
cadre d’observations partielles. La diffe´rence majeure re´side e´videmment dans le manque
d’informations sur les coordonne´es non-observe´es au voisinage des temps d’observation. On
ne peut alors effectuer un conditionnement pas-a`-pas en utilisant la proprie´te´ de Markov.
Il nous faut donc conside´rer tous les conditionnements a` la fois.
Pour s’en convaincre, prenons un mouvement brownien 2-dimensionnel w = ( w
1
w2
). La
loi de w conditionne´e par w1S = u et w
2
T = v avec S < T est donne´e par celle de y, solution
de
dyt = dwt −
(
y1t−u
S−t 1t<S
y2t−v
T−t 1t<T
)
dt, y0 = 0.
Chaque coordonne´e est alors un pont brownien.
En premier lieu, nous allons de´finir nos contraintes. Pour chaque temps de´terministe
Tk, k = 1, . . . , N ve´rifiant 0 < T1 < · · · < Tk < · · · < TN = T , on observe partiellement le
processus, ce qui se traduit a` l’aide de transformations line´aires des vecteurs xTk , LkxTk , ou`
Lk est une matrice de´terministe a` valeur dans R
mk,n dont les mk lignes forment une famille
orthonormale. On cherche alors a` de´crire la loi conditionnelle L (x|(LkxTk = vk)1≤k≤N) ou`
les vecteurs vk sont des vecteurs de´terministes arbitraires.
Dans l’optique de faciliter la lecture de cette section, les deux prochaines pages sont
de´die´es a` l’explication de sa strucure ge´ne´rale.
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Cette section est articule´e autour de la de´monstration d’un re´sultat central : le The´ore`me
2.3.9. Cette dernie`re repose sur l’utilisation d’approximations yε d’un candidat y (e´quation
2.16 de type ρ, e´quation 2.14) inspire´ de celui de Delyon et Hu (e´quation 2.7). La raison
de l’introduction de ces approximations provient des singularite´s pre´sentes dans la de´rive
de l’EDS satisfaite par y. On de´finit alors les yε en stoppant les termes singuliers a` une
distance ε des temps correspondants, ces processus sont de la forme ge´ne´rale des ρε ap-
proximations de ρ. On traite dans un premier temps ces diffe´rents processus en e´tablissant
des controˆles de natures diffe´rentes qui seront utiles pour la suite (Lemmes 2.3.6, 2.3.7 et
le Corollaire 2.3.8). Notre choix d’approximation nous permet d’appliquer une transforma-
tion de Girsanov pour passer de la loi de x - le processus d’origine - a` celle de chacun des
yε, ainsi pour toute fonction continue borne´e f
E[f(x)Dε(x)] = E[f(yε)].
L’essence de la me´thode re´side dans le fait que la densite´ de Girsanov Dε peut-eˆtre
de´compose´e comme le quotient de deux fonctions ψε et ϕε
Dε =
ψε
ϕε
.
Ceci nous permet d’e´crire de fac¸on e´quivalente
E[f(x)ψε(x)]
E[ψε(x)]
=
E[f(yε)ϕε(yε)]
E[ϕε(yε)]
,
ou` ψε(x) est une approximation de l’unite´ au sens ou` le terme de droite converge vers
l’espe´rance conditionnelle de f(x) sachant nos observations lorsque ε tend vers 0 ( Lemme
2.3.10). Le traitement du second membre, plus complexe, repose sur la combinaison des
Lemmes 2.3.11 et 2.3.12 qui vont nous permettre d’appliquer le lemme de Scheffe´, et ainsi de
conclure (l’existence de la limite e´tant garantie par le Lemme 2.3.17). En effet le premier
donne la convergence presque suˆre de ϕε(yε) vers ϕ(y) et le second la convergence L1
uniforme.
Les de´monstrations de ces deux lemmes ne´cessitent l’utilisation de la batterie de re´sultats
obtenus au pre´alable, le Lemme 2.3.10 ainsi que ceux obtenus sur le pont y et sur leurs
approximations yε. De plus, un re´sultat supple´mentaire, le Lemme 2.3.18, sur un processus
auxiliaire θ nous fournira un controˆle local de la quantite´ ψε aux voisinages des singularite´s.
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We define an SDE on [0, T ],
dρt = bt(ρt)dt+ σt(ρt)dwt −
N∑
k=1
P kt (ρt)
ρt − uk
Tk − t 1(Tk−δk,Tk)(t)dt, ρ0 = u, (2.14)
where for all time t ∈ [0, T ], z ∈ Rn and for all 1 ≤ k ≤ N , the matrix P kt (z) is an oblique
projection and uk is any vector satisfying Lkuk = vk. The correction term operates only
on the interval (Tk − δk, Tk) where Tk − δk < Tk for technical reasons. We will show that
with a suitable choice for those projections (see equation (2.26)) we have the following
equivalence in law for the corresponding solution y
L (x|(LkxTk = vk)1≤k≤N) ∼ L (y),
with an explicit density (Theorem 2.3.9 below). This result seems to rely on one main
assumption, that is the uniform ellipticity of the functions Lkσσ
∗L∗k. This allows us to
control almost all the convergences. However, some additional technical requirements on
specific transition laws are needed. The question that those requirements can be deduced
from the uniform ellipticity of the functions Lkσσ
∗L∗k remains open.
Notations
Let Tk, k = 0, . . . , N be N + 1 non negative numbers verifying 0 = T0 < T1 < · · · <
TN = T , where T is the finite horizon of our study. We define also the matrices
Lk ∈ Rmk,n, k = 1, . . . , N whose rows form an orthonormal family.
We define arbitrary positive numbers δk, k = 1, . . . , N , such that Tk−1 < Tk−δk < Tk.
Moreover, we denote their minimum by δ0
∆
= min
k
{δk}.
The set C1,2b is the subspace of C
1,2 of the functions whose derivatives are bounded.
Let the functions a, Ak, and βk, k = 1 . . . , N , defined for all (t, z) ∈ [0, T ]× Rn by
at(z) = σt(z)σt(z)
∗, Akt (z) = (Lkσt(z)σt(z)
∗L∗k)
−1 , βkt (z) = σt(z)
∗L∗kA
k
t (z).
We denote by x, y, and yε, the n-dimensional processes, which are the solutions on
[0, T ] of
dxt =bt(xt)dt+ σt(xt)dwt, x0 = u, (2.15)
dyt =bt(yt)dt+ σt(yt)dwt +
N∑
k=1
σt(yt)β
k
t (yt)
yt − vk
Tk − t 1(Tk−δk,Tk)dt, y0 = u, (2.16)
dyεt =bt(y
ε
t )dt+ σt(y
ε
t )dwt +
N∑
k=1
σt(y
ε
t )β
k
t (y
ε
t )
yεt − vk
Tk − t 1(Tk−δk,Tk−ε)dt, y
δ
0 = u,
(2.17)
(2.18)
respectively, where w is a n-dimensional Brownian motion.
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For the sake of readability, we choose not to specify arguments when not necessary.
For example, the equation (2.1) becomes
dxt = btdt+ σtdwt.
First of all, let introduce the general assumptions of our framework
Assumption 2.3.5. The functions b, σ are locally Lipschitz, in addition, σ is bounded.
The functions Ak, k = 1, . . . , N defined for all z ∈ Rn by
Akt (z) = (Lkσt(z)σt(z)
∗L∗k)
−1
belong to C1,2b and satisfy
λ−1Imk < Ak < λImk (2.19)
in the sense of symmetric matrices, for some λ > 0.
Moreover, for any 0 ≤ ε ≤ δ0, and for all 0 ≤ i < j ≤ k ≤ N , the conditional
law L (LjxTj−ε, Lj+1xTj+1−ε, . . . , LkxTk−ε|FTi) admits a density qεTi, continuous in ε and in
space, which satisfies
qεTi(zj, . . . , zk) ≤ µ (2.20)
where µ > 0 is a constant. An additional assumption on q := qT0 = q0 is needed
q(v1, . . . , vN) > 0. (2.21)
This framework is larger than Delyon & Hu’s one. Indeed, if b and σ are supposed to
belong to C1,2b , we may use Aronson’s estimates (see e.g. [Aro67] or [PE`84]) which imply
these assumptions. In the case of a degenerated matrix σσ∗, there is no general rule, some
studies exist in special cases. For example, in [DM10], the authors present the solution x
of a system of n linked equations, each of dimension d, where the noise term only appears
in the first equation. The noise propagates in the system through the different coefficients.
The authors set density estimates which imply our assumptions if we choose the constant
matrix Lk = L, such that LX is the solution of the first d-dimensional equation.
Bridges
We recall that a bridge is defined as a solution of (2.14){
dρt = bt(ρt)dt+ σt(ρt)dwt −
∑N
k=1 P
k
t (ρt)
ρt−uk
Tk−t 1(Tk−δk,Tk)(t)dt
ρ0 = u0
Suppose (Assumption 2.3.5) holds, we assume in addition that b is bounded and that
(t, z) 7→ P kt (z)
is a C1,2b function and that for any z
LkP
k
t (z) = Lk and ker(Lk) = ker(P
k
t (z)). (2.22)
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As a remark, this implies the existence of a constant C > 0 such that for every z, x ∈ Rn
‖P kt (z)x‖ ≤ C‖Lkx‖. (2.23)
Indeed, if E = ker(Lk)
⊥, then the restriction LE of Lk is a bijection from E to its image,
so that
PE = PEL
−1
E LE
First of all, we present a lemma to describe the behaviour of process y
Lemma 2.3.6. The SDE (2.14) admits a unique strong solution on [0, T ] in the sense of
the absolute convergence, meaning that∫ Tk
Tk−δk
‖P kt (ρt)(ρt − uk)‖
Tk − t dt < +∞.
For all k, we have LkyTk = Lkuk almost surely (a.s.). Moreover, for any time t such that
Tk − δk < t < Tk, then ‖Lk(yt − uk)‖2 ≤ Ck(ω)(Tk − t) log log[(Tk − t)−1 + e] a.s., where
Ck is a positive random variable.
Proof. Let us remark that for times in [Tk−1, Tk] (with T0 = 0) the SDE (2.14) becomes
dρt = btdt− P kt
ρt − uk
Tk − t 1(Tk−δk,Tk)(t)dt+ σ(ρt)dwt.
So that we may reduce the proof to the study of (2.14) with only one observation time,
but we here have to consider random initial conditions. If uniqueness holds it will lead to
the result by concatenation. The proof in the case N = 1 is given in Lemma 2.3.14 in the
appendix.
Bridge approximations
Let us introduce approximations that will be useful in the proof of the main result in
next section. Let 0 < ε < δ0, we set
dρεt = bt(ρ
ε
t)dt+ σt(ρ
ε
t)dwt −
∑
k
P kt (ρ
ε
t)
ρεt − uk
Tk − t 1(Tk−δk,Tk−ε)(t)dt, ρ
ε
0 = u0 (2.24)
The only difference with the bridge equation (2.14) is that each correction term is stopped
from a distance ε from the observation time.
Lemma 2.3.7. For any positive integer q, we introduce a stopping time τq
τq = inf{t ∈ [0, T ] : ‖ρt‖ > q}.
Let αq = (Cq + 1)
−N , then for all q ∈ N∗
sup
t∈[0,T ]
E[‖ρεt∧τq − ρt∧τq‖2] ≤ Cεαq
for all 0 < ε < (δ0 ∧ 1) where C is a positive constant. The numbers C and αq depend on
T , N , the (δk)k, the (Ak)k, and the bounds for b and σ.
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Proof. Given in the appendix, the proof uses classical techniques and auxiliary processes
defined on [Tk−1, Tk].
Corollary 2.3.8. 1. For all ε < 1,
E[ sup
t∈[0,T ]
‖ρt∧τq − ρεt∧τq‖] ≤ Cε
αq
2 (1− log ε),
2. there exists a sequence (εq)q, such that for all t ∈ [0, T ]
lim
q→∞
‖ρt − ρεqt ‖ = 0 a.s..
Result in the case of partial observation
We aim to obtain a Delyon&Hu-type theorem that gives absolute continuity of process
x conditioned on observations (LkxTk = vk)1≤k≤N with respect to a bridge process y.
For all 1 ≤ k ≤ N , we define
at(z) := σt(z)σt(z)
∗, Akt (z) := (Lkat(z)L
∗
k)
−1,
βkt (z) := σt(z)
∗L∗kA
k
t (z) and ηk(z) :=
√
det(AkTk(z)),
where (t, z) ∈ [0, T ]× Rn. Let us remark that
βkt (z)
∗βkt (z) = A
k
t (z) and Lkσt(z)β
k
t (z) = Imk . (2.25)
We now consider a specific projection P , defined for all k and z by
P kt (z) := at(z)L
∗
kA
k
t (z)Lk = σt(z)βt(z)Lk. (2.26)
Here are both systems we now consider
dxt = bt(xt)dt+ σt(xt)dwt, x0 = u
dyt = bt(yt)dt+ σt(yt)dwt −
N∑
k=1
σt(yt)β
k
t (yt)
Lkyt − vk
Tk − t 1(Tk−δk,Tk)dt, y0 = u.
The result is the following
Theorem 2.3.9. Assume (A 2.3.5) is satisfied, and b is bounded. Then for every bounded
continuous function f (for the uniform norm)
E[f(x)|(LkxTk = vk)1≤k≤N ]
= CE
[
f(y)
N∏
k=1
ηk(yTk) exp
{−‖βkTk−δk(LkyTk−δk − vk)‖2
2δk
+
∫ Tk
Tk−δk
−(Lkys − vk)
∗Aks(ys)Lkbs(ys)ds
Tk − s
− (Lkys − vk)
∗d
(
Aks(ys)
)
(Lkys − vk)
2(Tk − s) −
∑
1≤i,j≤mk
d
〈
Ak(y.)i,j, (Lky. − vk)i(Lky. − vk)j
〉
s
2(Tk − s)
}]
,
(2.27)
where C is a positive constant.
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Proof. As said before, to explicit both functions ψε and ϕε, we apply Girsanov’s theorem
with the additional drift term hεt(xt) defined by
hεt(z) =
N∑
k=1
βkt (z)
vk − Lkz
Tk − t 1(Tk−δk,Tk−ε).
Then for all bounded continuous functions f
E[f(yε)] = E[f(x) exp{−
∫ T
0
hεt(xt)
∗dwt +
1
2
‖hεt(xt)‖2dt}].
Using properties (2.25) of the functions βk, an Itoˆ’s formula for t ∈ (Tk − δk, Tk − ε) gives
d
(‖βkt (xt)(Lkxt − vk)‖2
Tk − t
)
=
2(Lkxt − vk)∗Akt (xt)Lkdxt
Tk − t +
‖βkt (xt)(Lkxt − vk)‖2
(Tk − t)2 dt
+
(Lkxt − vk)∗d
(
Akt (xt)
)
(Lkxt − vk)
Tk − t +
mk
Tk − tdt
+
∑
1≤i,j≤mk
d
〈
Aki,j(x.), (Lkx. − vk)i(Lkx. − vk)j
〉
t
Tk − t .
The kth term of the sum hεt(xt)
∗dwt may now be isolated from that one in dxt above. Then,
− 2(Lkxt − vk)
∗Akt σtdwt
Tk − t −
‖βkt (Lkxt − vk)‖2
(Tk − t)2 dt
=− d
(‖βkt (Lkxt − vk)‖2
Tk − t
)
+
mk
Tk − tdt+
2(Lkxt − vk)∗AktLkbtdt
Tk − t
+
(Lkxt − vk)∗dAkt (Lkxt − vk)
Tk − t +
∑
1≤i,j≤mk
d
〈
Aki,j, (Lkx− vk)i(Lkx− vk)j
〉
t
Tk − t . (2.28)
Since we have
‖hεt‖2dt =
∑
k
‖βkt (Lkxt − vk)‖2
(Tk − t)2 1(Tk−δk,Tk−ε)(t)dt
and
(hεt)
∗dwt = −
∑
k
1(Tk−δk,Tk−ε)(t)
(Lkxt − vk)∗AktLkσtdwt
Tk − t ,
we obtain −2(hεt)∗dwt−‖hεt‖2dt adding the terms given by (2.28). Finally, it leads us to a
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new expression for the density given by Girsanov’s theorem
E[f(yε)] = E
[
f(x) exp
{ N∑
k=1
−‖β
k
Tk−ε(LkxTk−ε − vk)‖2
2ε
+
‖βkTk−δk(LkxTk−δk − vk)‖2
2δk
+
∫ Tk−ε
Tk−δk
(Lkxt − vk)∗AktLkbtdt
Tk − t +
mk
2(Tk − t)dt+
(Lkxt − vk)∗dAkt (Lkxt − vk)
2(Tk − t)
+
∑
1≤i,j≤mk
d
〈
Aki,j, (Lkx− vk)i(Lkx− vk)j
〉
t
2(Tk − t)
}]
.
In an equivalent way,
E[f(yε)ϕε] = E[f(x)ψε], (2.29)
with
ϕε := ϕε(yε) = Cε
N∏
k=1
ηδk(y
ε
Tk−ε) exp
{ N∑
k=1
−‖β
k
Tk−δk(Lky
ε
Tk−δk − vk)‖2
2δk
+
∫ Tk−ε
Tk−δk
−(Lky
ε
t − vk)∗AktLkbtdt
Tk − t −
(Lky
ε
t − vk)∗dAkt (Lkyεt − vk)
2(Tk − t)
−
∑
1≤i,j≤mk
d
〈
Aki,j, (Lky
ε − vk)i(Lkyε − vk)j
〉
t
2(Tk − t)
}
(2.30)
and
ψε := ψε(x) = Cε
N∏
k=1
ηεk(xTk−ε) exp{−
‖βkTk−ε(xTk−ε)(LkxTk−ε − vk)‖2
2ε
} (2.31)
where for all z ∈ Rn
ηε(z) =
√
det
(
AkTk−ε(z)
)
and Cε =
∏
k
ε−
mk
2 .
Now using it in the case where f = 1, we get formally
E[f(x)ψε]
E[ψε]
=
E[f(yε)ϕε]
E[ϕε]
.
The fact that the left-hand side converges toward the conditional expectation is given
by Lemma 2.3.10 in the appendix, for finite-dimensional distributions. This proof justifies
the choice for the matrices P k.
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An obvious candidate for the limit of the ϕε is
ϕ := ϕ(y) = Cδk
N∏
k=1
ηk(yTk) exp
{− ‖βkTk−δk(yTk−δk)(LkyTk−δk − vk)‖2
2δk
+
∫ Tk
Tk−δk
−(Lkyt − vk)
∗AktLkbt(yt)dt
Tk − t −
(Lkyt − vk)∗d
(
Akt (yt)
)
(Lkyt − vk)
2(Tk − t)
−
∑
1≤i,j≤mk
d
〈
Aki,j(y.), (Lky. − vk)i(Lky. − vk)j
〉
t
2(Tk − t)
}
(2.32)
Thanks to Lemma 2.3.17 given in the appendix, ϕ is well defined. Moreover, E[ϕ] is also
finite. We want to conclude thanks to Scheffe´’s Lemma. Finally, the main difficulties of
the proof stand in showing almost and uniform convergences for the ϕε(yε). Thanks to
Lemmas 2.3.11 and 2.3.12 given in next section, we are able to say that both convergences
hold for a subsequence (εq)q∈N.
Finally we have shown that for every continuous function g
E[g(xt1 , . . . , xt1)|(LkxTk = vk)1≤k≤N ] = CE[g(xt1 , . . . xtN )ϕ(y)]
this could be extended to bounded continuous functions of whole path, since C([0, T ],R)
is a Polish space.
Lemmas
This section provides the main lemmas on which the proof of Theorem 2.3.9 is based.
Lemma 2.3.10. There exist three positive constant numbers ε′, c1, c2 such that for all
0 ≤ ε ≤ ε′,
c1 ≤ E[ψε] ≤ c2
Moreover, for any increasing sequence (tj)1≤j≤M in [0, T ], and for all bounded continuous
functions g
lim
ε→0
E[g(xt1 , . . . , xtM )ψ
ε]
E[ψε]
= E[g(xt1 , . . . , xtM )|(LkxTk = vk)1≤k≤N ].
Proof. Let recall
ψε =
N∏
k=1
ε−
mk
2
√
det
(
AkTk−ε(xTk−ε)
)
exp{−(LkxTk−ε − vk)
∗AkTk−ε(xTk−ε)(LkxTk−ε − vk)
2ε
}.
Then, using the uniform ellipticity of the Ak, k = 1 . . . , N , we are able to get
N∏
k=1
ε−
mk
2 λ−
n
2 exp{−λ‖LkxTk−ε − vk‖
2
2ε
} ≤ ψε ≤
N∏
k=1
ε−
mk
2 λ
n
2 exp{−‖LkxTk−ε − vk‖
2
2λε
}.
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We first work with the left-hand side to get a lower bound for E[ψε]
eελ : = E
[
N∏
k=1
ε−
mk
2 λ−
n
2 exp{−λ‖LkxTk−ε − vk‖
2
2ε
}
]
=
∫
qε(ζ1, . . . , ζN)
N∏
k=1
ε−
mk
2 λ−
n
2 exp{−λ‖ζk − vk‖
2
2ε
}dζk.
We then apply the change of variable ζk =
√
εzk + vk,
eελ =
∫
qε(
√
εz1 + v1, . . . ,
√
εzN + vN)
N∏
k=1
λ−
n
2 exp{−λ‖zk‖
2
2
}dzk
≥
∫
K
qε(
√
εz1 + v1, . . . ,
√
εzN + vN)
N∏
k=1
λ−
n
2 exp{−λ‖zk‖
2
2
}dzk,
where K ⊂ Rm1 × · · · ×RmN is a compact set containing 0. Since qε is uniformly bounded,
we may apply Lebesgue’s theorem to get
∫
K
qε(
√
εz1 + v1, . . . ,
√
εzN + vN)
N∏
k=1
λ−
n
2 exp{−λ‖zk‖
2
2
}dzk ε→0−→ q(v1, . . . , vN)C(λ) > 0
where C(λ) > 0. Then, by continuity, there exists 0 < ε′ < δ0, such that for all 0 ≤ ε ≤ ε′,
E[ψε] ≥ eελ ≥
∫
K
qε(
√
εz1+v1, . . . ,
√
εzN+vN)
N∏
k=1
λ−
n
2 exp{−λ‖zk‖
2
2
}dzk ≥ q(v1, . . . , vN)C.
Now, in order to get the limit toward the conditional expectation
Eελ(g) := E[g(xtj , . . . , xtM )ψ
ε] =
∫
E[g(xt1 , . . . , xtM )ψ
ε|(LkxTk−ε = ζk)1≤k≤N ]qε(ζ1 . . . , ζN)
N∏
k=1
dζk.
Applying the same change of variable as before,
Eελ(g) =
∫
E[g
N∏
k=1
ηkTk−ε exp{−
‖βkTk−εzk‖2
2
}|(LkxTk−ε =
√
εzk + vk)1≤k≤N ]qε
(
(
√
εzk + vk)k
)
dzk.
By uniform ellipticity of the functions Ak,
Eελ(g) ≤ ‖g‖∞
∫
qε
(
(
√
εzk + vk)k
) N∏
k=1
λ
n
2 exp{−‖zk‖
2
2λ
}dzk.
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First, for g ≡ 1 this gives an uniform upper bound for E[ψε]. Now, since qε is uniformly
bounded in ε and space, we may apply Lebesgue’s theorem
lim
ε→0
Eελ(g) =
∫
E[g
N∏
k=1
ηkTk exp{−
‖βkTkzk‖2
2
}|(LkxTk = vk)1≤k≤N ]q0 ((vk)k) dzk.
It remains to integrate with respect to the zk, k = 1, . . . , N
lim
ε→0
Eελ(g) = q(v1, . . . , vN)E[g(xt1 , . . . , xtN )|(LkxTk = vk)1≤k≤N ].
Finally
lim
ε→0
E[g(xt1 , . . . , xtN )ψ
ε]
E[ψε]
= E[g(xt1 , . . . , xtN )|(LkxTk = vk)1≤k≤N ].
Lemma 2.3.11. There exists a decreasing sequence (εq)q∈N tending to 0 such that
lim
q→∞
|ϕεq − ϕ| = 0 a.s.
Proof. First, we use triangular inequality
|ϕε(yε)− ϕ(y)| ≤ |ϕε(yε)− ϕε(y)|+ |ϕε(y)− ϕ(y)|.
By Lemma 2.3.17 the second summand on the right hand side converges toward 0. We now
treat the term |ϕε(yε)− ϕε(y)|,
ϕε(yε)
ϕε(y)
=
N∏
k=1
ηεk(y
ε
Tk−ε)
ηεk(yTk−ε)
exp
{
−‖β
k
Tk−δk(y
ε
Tk−δk)(Lky
ε
Tk−δk − vk)‖2 − ‖βkTk−δk(yTk−δk)(LkyTk−δk − vk)‖2
2δk
+
∫ Tk−ε
Tk−δk
−(Lky
ε
t − vk)∗Akt (yεt )Lkbt(yεt )− (Lkyt − vk)∗Akt (yt)Lkbt(yt)
Tk − t dt
− (Lky
ε
t − vk)∗d
(
Akt (y
ε
t )
)
(Lky
ε
t − vk)− (Lkyt − vk)∗d
(
Akt (yt)
)
(Lkyt − vk)
2(Tk − t)
−
∑
i,j
d
〈
Aki,j(y
ε
. ), (Lky
ε
. − vk)i(Lkyε. − vk)j
〉
t
− d〈Aki,j(y.), (Lky. − vk)i(Lky. − vk)j〉t
2(Tk − t)
}
.
By respecting the order above, we may write it as
ϕε(yε)
ϕε(y)
Notation
=
N∏
k=1
Ξεk exp{Υεk +Ψεk +Θεk + Φεk}.
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According to Corollary 2.3.8, there exists a decreasing sequence (εq)i∈N tending to 0
satisfying for all k that y
εq
Tk−εq converges almost surely to yTk . From this we obtain the fact
that Ξ
εq
k converges almost surely toward 1 and Υ
εq
k toward 0 using regularity of σ. Then
for all k, since b and σ are regular functions
|Ψεk| ≤ c
∫ Tk−ε
Tk−δk
‖yεt − yt‖
Tk − t dt,
where c > 0 only depends on Lk, b and σ. It remains to show that the integral converges
to 0 almost surely at least for a subsequence. Let us remark that the process y is almost
surely bounded since it is continuous on [0, T ]. This implies the existence of an integer
valued random variable Q := Q(ω) such that τQ > T . Then for all q ≥ Q∫ Tk−ε
Tk−δk
‖yεt − yt‖
Tk − t dt =
∫ Tk−ε
Tk−δk
‖yεt∧τq − yt∧τq‖
Tk − t dt
Now, we use Corollary 2.3.8, let recall that αq = (cq + 1)
−N and εq = e−(cq+1)
N+1
. After
intervertion, we get
E[
∑
q≥1
∫ Tk−εq
Tk−δk
‖yεqt∧τq − yt∧τq‖
Tk − t dt] ≤
∑
q≥1
∫ Tk−εq
Tk−δk
ε
αq
q (1 + log εq)
Tk − t dt
≤
∑
q≥1
2Ce(cq+1)(1 + 2(cq + 1)N+1)2
which converges. So that the integral
∫ Tk−εq
Tk−δk
‖yεqt∧τq−yt∧τq‖
Tk−t dt converges almost surely to 0 as
q tends to infinity. That leads us to almost sure convergence for all k of |Ψεqk | to 0. Now
we use identity (2.50)
Θεk =
∫ Tk−ε
Tk−δk
‖Lkyt − v‖2
Tk − t pt(yt)dt+
‖Lkyt − v‖2
Tk − t qt(yt)dwt +
‖Lkyt − v‖2
(Tk − t)2 rt(yt)dt
− ‖Lky
ε
t − v‖2
Tk − t pt(y
ε
t )dt−
‖Lkyεt − v‖2
Tk − t qt(y
ε
t )dwt −
‖Lkyεt − v‖2
(Tk − t)2 rt(y
ε
t )dt
where p, q, and r are all C1,2b functions. Hence using Lemma 2.3.6 and Corollary 2.3.8 as
above we obtain that limεq→0 |Θεqk | = 0 up to a subsequence. It remains to treat the term
Φεk. Still using identity (2.50), Lemmas 2.3.6 and 2.3.7 we show that limεq→0 |Φεqk | = 0 for
some subsequence (εq)q tending to 0.
Lemma 2.3.12. There exists a decreasing sequence (εq)q∈N tending to 0 such that
lim
q→∞
E [|ϕεq − ϕ|] = 0.
38 CHAPITRE 2. CONDITIONNEMENT DE DIFFUSIONS
Proof. As a first consequence of Lemma 2.3.10, thanks to identity (2.29), the quantity
E[ϕε] is finite so that ϕ
ε
E[ϕε]
is a density. We may also use Fatou’s lemma to get
E[ϕ] ≤ lim inf
ε→0
E[ϕε] ≤ c2.
It takes more work to control lim supε→0 E[ϕ
ε].
Let us introduce the heuristic of this proof. Since ϕε converges almost surely toward
ϕ as ε tends to 0 (for a given subsequence), we know, thanks to Scheffe´’s lemma, that it
suffices to show that E[ϕε] converges to E[ϕ]. In order to treat the lim supε→0 E[ϕ
ε], we
will express ϕ as the limit of a uniform integrable family indexed by ε. That is why we
introduce a stopping time τ ε, that controls the oscillations of ψε and ϕε thanks to a level
J . We know that identity 2.29 allows us to work on ψε instead of ϕε if necessary. The
role of this stopping time is crucial, because it provides, through Lemma 2.3.18, a lower
bound depending on level J for E[ψ
ε
1T=τε ]
E[ψε]
, and so for E[ϕ
ε
1T=τε ]
E[ϕε]
. Then, it remains to show
the uniform integrability of the family (ϕε1T=τε)ε>0, it is obtained thanks to the definition
of τ ε and Novikov’s lemma. Finally, we let ε goes to 0 and J to ∞ to conclude.
Let J > 0 be a large number, we introduce for all process (zt)t∈[0,T ] and for all 1 ≤ k ≤ N
the stopping time τ εk
τ εk = τ
ε
k(z) = inf{tk < t ≤ Tk − ε :
1√
Tk − t
exp{−‖Lkzt − vk‖
2
2(Tk − t) D} ≤ J
−1}
= inf{tk < t ≤ Tk − ε : ‖Lkzt − vk‖
2
2(Tk − t) ≥ D
−1 log
(
J√
Tk − t
)
}.
where D is a positive constant such that DId ≤ Ak. We know that such a constant exists
according to assumptions on the functions Ak. The tk are chosen to be real numbers
contained in (Tk−1, Tk − ε). As a convention we set τ εk = Tk if the condition is empty. Let
τ ε be the first of the τ εk such that the condition is non-empty
τ ε = inf
k
{τ εk : τ εk < Tk},
we set as convention τ ε = T if for all k, τ εk = Tk. Then, for every bounded continuous
function f
E[f(yε)1τε<Tϕ
ε]
E[ϕε]
=
E[f(x)1τε<Tψ
ε]
E[ψε]
We recall that
ψε =
∏
k
ε−
mk
2 ηεk(xTk−ε) exp{−
‖βkTk−ε(LkxTk−ε − vk‖2
2ε
}.
We now consider to be on set {τ ε = τ εk}
tk
τ ε
TkTk−1 Tk − ε
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We decompose ψε into a product of three factors
F1 =
∏
j<k
ε−
mj
2 ηεj (xTj−ε) exp{−
‖βjTj−ε(LjxTj−ε − vj)‖2
2ε
},
F2 = ε
−mk
2 ηεk(xTk−ε) exp{−
‖βkTk−ε(LkxTk−ε − vk)‖2
2ε
},
F3 =
∏
j>k
ε−
mj
2 ηεj (xTj−ε) exp{−
‖βjTj−ε(LjxTj−ε − vj)‖2
2ε
}.
We are interessed in
E[ψε1τε=τε
k
] = E[F1F2F31τε=τε
k
].
We now use Markov’s property to get independence between Past and Future knowing
Present (cf [DM75] see last chapter about conditional expectations)
E[ψε1τε=τε
k
] = E
[
F1F21τε=τε
k
E[F3|FTk ]
]
= E
[
F1E
[
F21τε=τε
k
E[F3|FTk ]|Fτεk
] ]
. (2.33)
First, due to the uniform ellipticity of the functions Aj, we may write
E[F3|FTk ] ≤
∫
qεTk(ζj+1, . . . , ζN)
∏
j>k
λ
n
2 ε−
mj
2 exp{−‖Ljζj − vj‖
2
2λε
}.
Then, in a same way as in the proof of Lemma 2.3.10, after a suitable change of variable, we
use the uniform upper bound for the density to get a constant upper bound for E[F3|FTk ].
In order to study the factor E[F21τε=τε
k
|Fτε
k
] we introduce
θt =
1√
Tk − t
exp{−‖β
k
t (Lkxt − vk)‖2
2(Tk − t) }.
Thanks to Lemma 2.3.18, we know that there exist a bounded adapted process π, a mar-
tingale M both defined on [Tk−1, Tk − ε] and a positive number 0 < h < 1, such that
dθt = dMt + θ
1−h
t (Tk − t)−
1+h
2 πtdt.
We now integrate it for t ∈ (τ εk , Tk − ε]
θt = θτε
k
+Mt −Mτε
k
+
∫ t
τε
k
πsθ
1−h
s (Tk − s)−
h+1
2 ds.
This leads to the following
E[θt1τε
k
<t] ≤ J−1 + π¯
∫ t
tk
E[θs1τε
k
<s]
1−h(Tk − s)−h+12 ds,
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where π¯ = sups |πs|. So E[θ1τεk<t] is bounded by the function u, which is the solution of
dus = π¯u
1−h
s (Tk − s)−
h+1
2 ds, utk = J
−1,
and this equation has an explicit solution
ut =
{
2hπ¯
1− h [(Tk − tk)
1−h
2 − (Tk − t) 1−h2 ] + J−h
} 1
h
≤
{
ck(Tk − tk) 1−h2 + J−h
} 1
h
,
where ck is a positive constant. Then for all t ∈ [Tk−1, Tk − ε]
E[θt1τε
k
<t|τ εk , xτεk ] ≤ {ck(Tk − tk)
1−h
2 + J−h} 1h .
In particular when t = Tk − ε
E[F21τε
k
<Tk−ε|Fτεk ] = E[θTk−ε1τεk<Tk−ε|Fτεk ] ≤ {ck(Tk − tk)
1−h
2 + J−h} 1h .
We now come back to equation (2.33), we get a first bound
E[ψε1τε=τε
k
] ≤ C{ck(Tk − tk) 1−h2 + J−h} 1hE[F1].
for a constant C > 0. We find a constant upper bound for E[F1] in a same way as we get
the upper bound for E[F3|FTk ].
Finally the inequality we get from equation (2.33) is the following
E[ψε1τε=τε
k
] ≤ G{ck(Tk − tk) 1−h2 + J−h} 1h
where G is a positive constant. From this we deduce
E[ψε1T>τε ] =
∑
k
E[ψε1τε=τε
k
] ≤ Gmax
k
{
(ck(Tk − tk) 1−h2 + J−h) 1h
}
.
According to this last result and using the lower bound of E[ψε] given by Lemma 2.3.10
we finally have
E[ψε1T=τε ]
E[ψε]
≥ 1−Gmax
k
{
(ck(Tk − tk) 1−h2 + J−h) 1h
}
,
where G is positive constant. So using inequality (2.29) we obtain
E[ϕε1T=τε ]
E[ϕε]
≥ 1−Gmax
k
{
(ck(Tk − tk) 1−h2 + J−h) 1h
}
. (2.34)
Moreover, the family (ϕε1T=τε)ε is uniformly integrable. Indeed by definition of τ
ε we can
get upper bounds depending on J for the different factors in expression (2.30) of ϕε or
(2.32) of ϕ, for all 0 ≤ ε < 1
ϕε =
N∏
k=1
ε
−mk
2
k η
ε
k(y
ε
Tk−ε) exp{−
∫ Tk−ε
Tk−δk
(Lky
ε
t − vk)∗AktLkbtdt
Tk − t −
(Lky
ε
t − vk)∗dAkt (Lkyεt − vk)
2(Tk − t)
−
∑
1≤i,j≤mk
d〈Aki,j, (Lkyε − vk)i(Lkyε − vk)j〉t
2(Tk − t) −
‖βkTk−δk(yεTk−δk)(LkyεTk−δk − vk)‖2
2δk
},
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in fact ”ϕ0 = ϕ”.
In order to prove the uniform integrability, we first find controls on the different inte-
grands appearing in ϕε by using the definition of τ ε. We recall that b and σ are bounded
so are the functions ηk. Then on {t ≤ τ ε}
∥∥∥∥(Lkyεt − vk)∗AktLkbtTk − t
∥∥∥∥ ≤ C√Tk − t
√√√√log
(
J
(Tk − t)
mk
2
)
,
which is an integrable quantity in Tk, and C is a positive constant depending on the
choice of b and σ. A same method gives an upper bound for the terms where quadratic
variation appears. We may express the canonical decomposition of remining terms dAkt in
the following way
(Lky
ε
t − vk)∗dAkt (Lkyεt − vk)
2(Tk − t) =
‖L∗kyεt − vk‖2
Tk − t r
k
t (y
ε
t )dwt +
‖Lkyεt − vk‖2
Tk − t q
k
t (y
ε
t )dt,
where rk and qk are bounded adapted functions. We denote by Zε, the martingale defined
on [0, T ] by
Zεt =
∑
Tk−δk<t
∫ (Tk−ε)∧t
(Tk−δk)
‖Lkyεs − vk‖2
Tk − s r
k
sdws.
Then for fixed J , there exists a constant K such that
ϕε1t≤τε ≤ K
∏
k
exp{Zεt∧τε −
1
2
〈Zε.∧τε〉t}.
Let us remark that for all p > 0
exp{p
2
2
〈Zε.∧τε〉t} = exp{p
∑
k
∫ (Tk−ε)∧t∧τε
(Tk−δk)∧t∧τε
‖Lkyεs − vk‖4
2|Tk − s|2 ‖r
k
s‖2ds}]
≤ exp{p
∑
k
∫ Tk
Tk−δk
[
log
(
J
(Tk − s)
mk
2
)]2
ds} ≤ Cp,
where C is a positive constant. Thus, for any positive number p, we apply Novikov’s lemma
(cf [KS91] p.198) on the continuous local martingale (pZεt∧τε)t∈[0,T ]. It comes
E
[
exp{pZεt∧τε −
p2
2
〈Zε.∧τε〉t}
]
= 1,
for every p > 0.
Then we take the lim infε→0 and use Lebesgue’s theorem to obtain
E[ϕ1T=τ ]
lim supε→0 E[ϕε]
≥ 1−N max
k
{
(ck(Tk − tk) 1−h2 + J−h)
} 1
h
(2.35)
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Now 1T=τ converges almost surely to 1 as J tends to infinity. We are able to say after
letting the tk tend to Tk that
lim sup
ε→0
E[ϕε] ≤ E[ϕ] (2.36)
We finish the proof by Scheffe´’s lemma (cf [DM75] p.36)
Case where b is unbounded
Suppose now that b is locally Lipschitz with respect to x and is locally bounded. Moreo-
ver the SDE (2.1) admits a strong solution. We use a Girsanov theorem (see e.g. [DH06])
to reduce the problem to the case of a bounded drift.
We obtain
Theorem 2.3.13. Suppose σ, σ−1 and the Ak, k = 1, . . . , N to be C
1,2
b -functions. Assume
that b is a locally bounded function, which is locally Lipschitz with respect to x. Let y be
the solution of
dyt = bˆt(yt)dt+ σt(yt)dwt −
N∑
k=1
σt(yt)β
k
t (yt)
Lkyt − vk
Tk − t 1(Tk−εk,Tk)(t)dt
where bˆ satisfies the assumptions of Theorem 2.3.9.
Then for any bounded continuous function f
E[f(x)|(LkxTk = vk)1≤k≤N ]
= CE
[
f(y)
N∏
k=1
ηk(yTk) exp
{−‖βkTk−εk(LkyTk−εk − vk)‖2
2εk
+
∫ Tk
Tk−εk
−(Lkys − vk)
∗Aks(ys)Lkbˆs(ys)ds
Tk − s
− (Lkys − vk)
∗d
(
Akt (yt)
)
(Lkys − vk)
2(Tk − s) −
∑
1≤i,j≤mk
d
〈
Ak(y.)i,j, (Lky. − vk)i(Lky. − vk)j
〉
s
2(Tk − s)
+
∫ T
0
bˇ∗t (yt)at(yt)
−1dyt − 1
2
‖σt(yt)−1bˇt(yt)‖2dt
}]
where C is a positive constant and bˇ = b− bˆ.
Proof. Let xˆ be the solution of
dxˆt = bˆt(xˆt)dt+ σt(xˆt)dwt, xˆ0 = u
Then from Girsanov theorem (see e.g. [DH06]), for any bounded continuous function f and
g
E[f(x)g(L1xT1 , . . . , LNxTN )] = E[f(xˆ)g(L1xˆT1 , . . . , LN xˆTN )e
∫ T
0 bˇ
∗
t (xˆt)at(xˆt)
−1dxˆt− 12‖σt(xˆt)−1bˇt(xˆt)‖2dt]
=
∫
E[f(xˆ)e
∫ T
0 bˇ
∗
t (xˆt)at(xˆt)
−1dxˆt− 12‖σt(xˆt)−1bˇt(xˆt)‖2dt|(Lkxˆtk = vk)1≤k≤N ]g(v1, . . . , vN)
∏
k
dvk
It remains to apply Theorem 2.3.9.
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Appendix
Proofs of Lemma 2.3.7 and Corollary 2.3.8
Proof of Lemma 2.3.7 . We consider an interval of type [Tk−1, Tk). We introduce a process
ρk, a solution on this interval for the bridge equation (2.14) initialized at time Tk−1 by the
value ρεTk−1 . A picture to visualize what is going on is given by Figure 2.2 in page 44. We
use this new process ρk to write
E[‖ρεt∧τq − ρt∧τq‖2] ≤ 2E[‖ρεt∧τq − ρkt∧τq‖2] + 2E[‖ρkt∧τq − ρt∧τq‖2]. (2.37)
We will study both terms separately.
For the first one, on [Tk−1, Tk − ε) the term ‖ρεt∧τq − ρkt∧τq‖ is 0 a.s. and on [Tk − ε, Tk),
we can reduce the study to that of ‖xt − ρt‖2 with a same initialization ρε(Tk−ε)∧τq at time
Tk − ε.
E
[
E[‖ρεt∧τq − ρkt∧τq‖2|ρε(Tk−ε)∧τq ]
] ≤ 2E[E[‖ρk(Tk−ε)∧τq − ρkt∧τq‖2|ρε(Tk−ε)∧τq ]]
+ 2E
[
E[‖ρεt∧τq − ρε(Tk−ε)∧τq‖2|ρε(Tk−ε)∧τq ]
]
.
We then use Lemma 2.3.15 given in the appendix and classical techniques (see e.g. [IW89]
p.170) to obtain upper bounds
E
[
E[‖ρεt∧τq − ρkt∧τq‖2|ρε(Tk−ε)∧τq ] ≤ cε(1 +
√
εE[‖Lk(ρεTk−1∧τq − uk)‖2]), (2.38)
where c is a positive constant. Now in order to treat the remaining term we use Lemma 2.3.16
E
[
E[‖ρkt∧τq − ρt∧τq‖2|ρTk−1∧τq , ρεTk−1∧τq ]
] ≤ E[‖ρεTk−1∧τq − ρTk−1∧τq‖2]α.
Finally, on [Tk−1, Tk)
E[‖ρεt∧τq − ρt∧τq‖2] ≤ c′
[
ε(1 +
√
εE[‖Lk(ρεTk−1∧τq − uk)‖2]) + E[‖ρεTk−1∧τq − ρTk−1∧τq‖2]α
]
,
(2.39)
where 0 < α < 1 and c′ is a positive constant only depending on T , bounds b and σ. We
show by induction that there exists some constant C such that for all 1 ≤ k ≤ N
E[‖ρεTk∧τq − ρTk∧τq‖2] ≤ Ckεα
k−1
. (2.40)
The base case is given by equation (2.38). Indeed on [0, T1] processes ρ
1 and y are indis-
tinguishable since they have a same initialization at time 0. Suppose now for some k that
inequality (2.40) holds. We now use equation (2.39) to get
E[‖ρεTk+1∧τq−ρTk+1∧τq‖2] ≤ c′
[
ε(1 +
√
εE[‖Lk+1(ρεTk∧τq − uk+1)‖2]) + E[‖ρεTk∧τq − ρTk∧τq‖2]α
]
.
That gives us thanks to the induction assumption
E[‖ρεTk+1∧τq − ρTk+1∧τq‖2] ≤ c′kε(1 +
√
εE[‖ρεTk∧τq − ρTk∧τq‖2]) + E[‖ρεTk∧τq − ρTk∧τq‖2]α
≤ C[ε(1 +√ε) + Ckεαk ].
where C is a positive constant. This concludes the proof.
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Figure 2.2 – Illustration of the three different dynamics considered
Lky
LkyTk−1
Lky
k = Lky
ε
Lky
ε
Tk−1
Lky
k
Lky
ε
Lkuk
Lky
ε
Tk
Tk−1 Tk−ε0 Tk−ε Tk
1© 2© 3©
Let us recall
dxt = bt(xt)dt+ σt(xt)dwt (2.1)
dρt = bt(ρt)dt− Pt(ρt)ρt − uk
Tk − t + σt(ρt)dwt (2.14)
1© First, the three processes follow the dynamics of the initial diffusion (2.1) with a dif-
ferent initialization for ρ.
2© Now, the three processes follow the dynamics of the bridge (2.14), which means that the
correction term operates and forces these processes to get closer to the observation
3© At the end, only the processes y and ρk go on following the dynamics of the bridge
(2.14) and both tend to the observation, while ρε follows the initial dynamics (2.1)
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Proof of Corollary 2.3.8.
1. It consists in using Lemma 2.3.7 in order to set bounds for the different terms in the
following equation
ρt − ρεt =
∫ t
0
[bs(ρs)− bs(ρεs)]ds+ [σs(ρs)− σs(ρεs)]dws
+
N∑
k=1
P ks (ρs)
uk − ρs
Tk − s 1(Tk−δk,Tk)(s)− P
k
s (ρ
ε
s)
uk − ρεs
Tk − s 1(Tk−δk,Tk−ε)(s)ds.
For both first terms,
E[ sup
t∈[0,T ]
‖
∫ t∧τq
0
[bs(ρs)− bs(ρεs)]ds‖] ≤ E[
∫ T∧τq
0
‖bs(ρs)− bs(ρεs)‖ds] ≤ Cε
αq
2 ,
and thanks to Davis inequality (cf. [Kle05] p.201)
E[ sup
t∈[0,T ]
‖
∫ t∧τq
0
[σs(ρs)− σs(ρεs)]dws‖] ≤ cE[
√∫ T∧τq
0
‖σs(ρs)− σs(ρεs)‖2ds] ≤ Cε
αq
2 .
For the remaining terms, we decompose each integral into three parts
∫ t
0
P ks (ρs)
vk − Lkρs
Tk − s 1(Tk−δk,Tk)(s)− P
k
s (ρ
ε
s)
uk − ρεs
Tk − s 1(Tk−δk,Tk−ε)(s)ds
=
∫ t∧(Tk−ε)
t∧(Tk−δk)
[
P ks (ρs)− P ks (ρεs)
] uk − ρs
Tk − s ds+
∫ t∧(Tk−ε)
t∧(Tk−δk)
P ks (ρ
ε
s)
ρs − ρεs
Tk − s ds
+
∫ t∧Tk
t∧(Tk−ε)
P ks (ρs)
uk − ρs
Tk − s ds.
The regularity of σ and Lemma 2.3.15 give
E
[
sup
t∈[0,T ]
∥∥∥∥∥
∫ t∧τq∧Tk
t∧τq∧(Tk−δk)
[
P ks (ρs)− P ks (ρεs)
] uk − ρs
Tk − s ds
∥∥∥∥∥
]
≤ c
∫ τq∧Tk
0
E
[
‖ρs − ρεs‖
‖uk − ρs‖
Tk − s
]
≤ c
∫ τq∧Tk
0
E[‖ρs − ρεs‖2]
1
2√
Tk − s
E
[‖uk − ρs‖2
Tk − s
] 1
2
≤ Cεαq2 ,
where c > 0 and C > 0 are constant. Then
E
[
sup
t∈[0,T ]
∥∥∥∥∥
∫ t∧τq∧(Tk−ε)
t∧τq∧(Tk−δk)
P ks (ρ
ε
s)
ρs − ρεs
Tk − s ds
∥∥∥∥∥
]
≤
∫ τq∧(Tk−ε)
τq∧(Tk−δk)
E[‖ρs − ρεs‖]
Tk − s ds ≤ ε
αq
2 log(
δk
ε
).
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Then, thanks to Lemma 2.3.15, we may write
E
[
sup
t∈[0,T ]
∥∥∥∥∥
∫ t∧τq∧Tk
t∧τq∧(Tk−ε)
P ks (ρs)
uk − ρs
Tk − s ds
∥∥∥∥∥
]
≤ c
∫ Tk
Tk−ε
ds√
Tk − s
≤ c√ε.
2. We know that
E[ sup
t∈[0,T ]
‖ρt∧τq − ρεt∧τq‖] ≤ Cε
αq
2 (1− log ε).
Since αq = (cq + 1)
−N for a constant c, it suffices to take
εq = e
−(cq+1)N+1 .
Hence
E[
∑
q≥1
sup
t∈[0,T ]
‖ρt∧τq − ρεqt∧τq‖] ≤
∑
q≥1
Ce−(cq+1)(1 + 2(cq + 1)N+1),
which converges. This implies that for all t ∈ [0, T ], the quantity ‖ρt − ρεqt ‖ converges
almost surely toward 0.
Technical lemmas
Lemma 2.3.14. Let us consider equation (2.14) with random initial condition u on [0, T ]
with N = 1, which means only one observation time in T ,
dρt = bt(ρt)dt+ σt(ρt)wt − Pt(ρt)ρt − u1
T − t 1(T−ε1,T )(t)dt, ρ0 = u
Then this equation admits a unique strong solution on [0, T ). Moreover ‖L(ρt − u1)‖2 ≤
C(ω)(T − t) log log[(T − t)−1 + e] a.s., where C is a positive random variable.
Proof. We recall that parameters b and σ are locally Lipschitz functions. So that the
equation admits a unique solution on both intervals [0, T − ε1] and (T − ε1, T ) and so on
[0, T ). Moreover thanks to Itoˆ’s formula, on (T − ε1, T )
d
L(ρt − u1)
T − t = (T − t)
−1L[btdt+ σtdwt − Ptρt − u1
T − t dt] + L
ρt − u1
(T − t)2dt
then using (2.22), we have LPt = L so that
d
L(ρt − u1)
T − t = (T − t)
−1L[btdt+ σtdwt]
For all 1 ≤ i ≤ m the process {(∫ t
0
(T − s)−1Lσs(ρs)dws)i, t ≥ 0} is a continuous local
martingale whose quadratic variation τt =
∫ t
0
∑
1≤j,k≤n(T − s)−2 (Li,jσs(ρs)j,k)2 ds satisfies
limt→T τt = +∞ and τt ≤ cT−t where c is a positive constant. Hence we just have to apply
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the Dambis-Dubins-Schwarz theorem that gives us the existence of a Brownian motion Bi
such that (∫ t
0
(T − s)−1Lσs(ρs)dws
)
i
= Bi(τt)
The law of iterated logarithm allows us to conclude.
Lemma 2.3.15. Let us consider equation (2.14) with random initial condition u on [0, T ]
with N = 1 which means only one observation time in T
dρt = bt(ρt)dt− Pt(ρt)ρt − u1
T − t dt+ σt(ρt)dwt, ρ0 = u.
Then for all s < t < T ,
E[‖L(ρt − u1)‖2]
T − t ≤ c(1 +
√
T − tE[‖L(u− u1)‖2]), (2.41)
and
E[‖ρs − ρt‖2] ≤ C(t− s)(1 +
√
T − sE[‖L(u− u1)‖2]), (2.42)
where c and C are positive constants depending on T , ε1, bounds for b and σ.
Proof. Thanks to Identity (2.22), on (T − ε1, T )
dL(ρt − u1) = L[btdt+ σtdwt]− Lρt − u1
T − t dt.
Thus
d
(‖L(ρt − u1)‖2) = 2(ρt − u1)∗L∗L[btdt+ σtdwt]− 2‖L(ρt − u1)‖2
T − t dt+ Tr(LatL
∗)dt,
where the function Tr gives the sum of all diagonal terms. Finally
d
(‖L(ρt − u1)‖2
T − t
)
= 2
(ρt − u1)∗
T − t L
∗L[btdt+ σtdwt] +
Tr(LatL
∗)
T − t dt−
‖L(ρt − u1)‖2
(T − t)2 dt.
Setting Et = E
[
‖L(ρt−u1)‖2
T−t
]
, since b and σ are bounded, we get
E ′t ≤ C1
(√
Et + 1
T − t
)
− Et
T − t , (2.43)
where C1 is a positive constant depending on ‖b‖∞ and ‖σ‖∞.
E ′t ≤ (T − t)−1
[
C1
(
Et
2C1
+
C1
2
+ 1
)
− Et
]
= (T − t)−1(C − Et
2
), (2.44)
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where C = C1 +
C21
2
. Thus(
Et − 2C√
T − t
)′
=
E ′t√
T − t +
Et − 2C
2(T − t) 32 ≤ 0,
thanks to (2.44). Hence
Et − 2C√
T − t ≤
ET−ε1 − 2C√
ε1
,
which can be written as
Et ≤ 2C +
√
T − t
ε1
(ET−ε1 − 2C).
Similarly for t < T − ε1, inequality (2.43) becomes
Et ≤ C ′(E0 + 1) exp{C
′t
ε1
},
where C ′ is a positive constant only depending on T and bounds of b and σ. That gives us
(2.41).
By definition for s, t ∈ (T − ε1, T ) we have
ρt − ρs =
∫ t
s
bτdτ + στdwτ − Pτ ρτ − u1
T − τ dτ.
Since b and σ are bounded functions, using Minkowski’s inequality
E[‖ρt − ρs‖2] 12 ≤ E[‖
∫ t
s
bτdτ‖2] 12 + E[‖
∫ t
s
στdwτ‖2] 12 + E[‖
∫ t
s
Pτ
ρτ − u1
T − τ dτ‖
2]
1
2 . (2.45)
Thanks to Doob’s inequality (see e.g. [IW89] p.170) we get
E[‖
∫ t
s
bτdτ‖2] + E[‖
∫ t
s
στdwτ‖2] ≤ C2(t− s),
where C2 = C
2
1 is the square of the constant introduced above. Thanks to Minkowski’s
Integral Inequality (see e.g. [HLP88] p.146), assumptions (2.22) on matrix P and result
(2.41), we have
E
[∥∥∥ ∫ t
s
Pτ
ρτ − u1
T − τ dτ
∥∥∥2] ≤
(∫ t
s
E
[‖Pτ (ρτ − u1)‖2
(T − τ)2
] 1
2
ds
)2
≤ c(1 +√T − sE[‖L(u− u1)‖2])(
∫ t
s
dτ√
T − τ )
2 = 4c(t− s)(1 +√T − sE[‖L(u− u1)‖2]).
Finally using (a+ b+ c)2 ≤ 3(a2 + b2 + c2), we have on (T − ε1, T )
E[‖ρt − ρs‖2] ≤ (C2 ∧ 4c)(t− s)(2 +
√
T − sE[‖L(u− u1)‖2]).
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Using Doob’s inequality for s, t ∈ [0, T − ε1] with s < t
E[‖ρt − ρs‖2] ≤ C2(t− s),
this gives the second result (2.42).
Lemma 2.3.16. Let ρ and z be two bridges. For any positive integer q, we introduce a
stopping time τq
τq = inf{t ∈ [0, T ] : ‖ρt‖ > q}.
Then
sup
t∈[0,T ]]
E[‖ρt∧τq − zt∧τq‖2] ≤ C(E[‖ρ0 − z0‖2])
1
Cq+1 ,
where C > 0 depends on T , n, on the uniform bounds of the different coefficients, and
linearly on the number
√
E[‖Lz0 − v‖2] ∨
√
E[‖Lρ0 − v‖2].
Proof. By definition of both processes ρ and z, we are able to write on [0, T − δ0]
d‖ρt − zt‖2 = 2(ρt − zt)∗ {[bt(ρt)− bt(zt)]dt+ [σt(ρt)− σt(zt)]dwt}
+ Tr ([σt(ρt)− σt(zt)][σt(ρt)− σt(zt)]∗) dt (2.46)
On [T − δ0, T ]
d‖ρt − zt‖2 = 2(ρt − zt)∗ {[bt(ρt)− bt(zt)]dt+ [σt(ρt)− σt(zt)]dwt}
+ Tr ([σt(ρt)− σt(zt)][σt(ρt)− σt(zt)]∗) dt
+ 2(ρt − zt)∗
{
Pt(ρt)
v − Lρt
T − t − Pt(zt)
v − Lzt
T − t
}
. (2.47)
Let Et = E[‖ρt∧τq − zt∧τq‖2]. We decompose its study into two intervals [0, T − h] and
[T − h, T ] where h will be chosen small a posteriori.
First, on [T − h, T ], thanks to Lemma 2.3.15, we are able to get a rough estimate by
applying Cauchy-Schwarz inequality to equations (2.46) and (2.47).
E ′t ≤ C1
√
Et
T − t ,
where C1 > 0 depends on T , on the dimension n, on the uniform bounds of the different
coefficients, and linearly on the number
√
E[‖Lz0 − v‖2]∨
√
E[‖Lρ0 − v‖2]. Then by inte-
gration √
Et ≤ C1(
√
h−√T − t) +
√
ET−h ≤ C1
√
h+
√
ET−h.
By using the inequality (
√
a+
√
b)2 ≤ 2(a+ b),
Et ≤ 2(C21h+ ET−h)
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Now, for all (t, ρ, z) ∈ [0, T ]× Rn × Rn
Pt(ρ)
ρ− u1
T − t − Pt(z)
z − u1
T − t = [Pt(ρ)− Pt(z)]
ρ− u1
T − t + Pt(z)
ρ− z
T − t (2.48)
Since the coefficients b, σ, a and A are regular functions, we combine equations (2.46) and
(2.47) and also Lemma 2.3.15 to get
∀t ≤ τq, d‖ρt − zt‖2 ≤ C‖ρt − zt‖2(1 + qT−t)
∀t > τq, d‖ρt∧τq − zt∧τq‖2 = d‖ρτq − zτq‖2 ≤ C‖ρτq − zτq‖2(1 + qT−τq )
≤ C0‖ρt∧τq − zt∧τq‖2(1 + qT−t),
then E satisfies
E ′t ≤ C2
qEt
T − t ,
where C2 > 0 depends on T , on the dimension n, on the uniform bounds of the different
coefficients, and linearly on the number
√
E[‖Lz0 − v‖2]. This leads to
Et ≤ E0
(
T
T − t
)C2q
≤ E0
(
T
h
)C2q
.
Generally, on [0, T ], after substitution, we have obtained that
Et ≤ 2E0
(
T
h
)Cq
+ 2Ch,
where C = C21 ∨ C2. We choose h = (qE0TCq)
1
Cq+1 which minimizes the right-hand side
above. Then,
Et ≤ 2(E0TCq)
1
Cq+1 (q
−Cq
Cq+1 + Cq
1
Cq+1 ),
and the last factor in the right-hand side is bounded with respect to q.
Lemma 2.3.17. Almost surely, for all 1 ≤ k ≤ N the following integral is absolutely
convergent
∫ Tk
Tk−δk
(Lkyt − vk)∗Akt (yt)Lkbt(yt)dt
Tk − t +
(Lkyt − vk)∗dAkt (yt)(Lkyt − vk)
2(Tk − t)
+
∑
1≤i,j≤mk
d
〈
Aki,j(y.), (Lky. − vk)i(Lky. − vk)j
〉
t
2(Tk − t) (2.49)
Proof. We reduce the study without loss of generality to that of
dyt = bt(yt)dt+ σt(yt)dwt − σt(yt)βt(yt)Lyt − v
T − t 1(T−δ1,T )(t)dt.
We then treat integrability for each term.
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For the first term, since b and β are bounded, we use Lemma 2.3.6 to get
∥∥∥∥Lyt − vT − t
∥∥∥∥ ≤ C
√
log log
(
(T − t)−1 + e)
T − t ,
where C is a positive random variable. Now, for all positive α, we have log log x ≤ xα.
Then for α small enough, we obtain integrability of right-hand side.
For the second term in (2.49), we recall that for all z we have At(z) = βt(z)
∗βt(z) =
(Lat(z)L
∗)−1, hence
dAt = ptdt+ qtdwt + rt
Lyt − v
T − t dt,
where p, q and r are bounded adapted processes. So that
(Lyt − v)∗dAt(Lyt − v)
T − t =
‖Lyt − v‖2
T − t ptdt+
‖Lyt − v‖2
T − t qtdwt +
‖Lyt − v‖2
(T − t)2 rtdt, (2.50)
where p, q and r are bounded adapted processes. Using Lemma 2.3.6, we obtain that the
quantities ‖Lyt−v‖
2
T−t ,
‖Lyt−v‖2
(T−t)2 and
‖Lyt−v‖4
(T−t)2 are integrable in a left neighbourhood of T .
For the last term in (2.49), we use Itoˆ’s formula and the fact that Lσt(z)βt(z) = Id, so
that on (T − δk, Tk)
d(Lyt − v) = L[btdt+ σtdwt]− Lyt − v
T − t dt.
Hence
d
〈
Ai,j, (Ly. − v)i(Ly. − v)j
〉
t
≤ ‖Lyt − v‖ptdt,
where p is the same bounded adapted process given above. Finally
∑
i,j
d
〈
Ai,j, (Ly. − v)i(Ly. − v)j
〉
t
T − t ≤
‖Lyt − v‖pt
T − t dt,
for some bounded adapted process p, and this last term is integrable.
Lemma 2.3.18. Suppose assumptions of Theorem 2.3.9 are verified. Let process θ defined
on [t0, T ] by
θt =
1√
T − t exp{−
‖βt(Lxt − v)‖2
2(T − t) }.
Then, there exist a bounded adapted process π, a martingale M both defined on [t0, T ] and
a positive number h, such that
dθt = dMt + θ
1−h
t (T − t)−
1+h
2 πtdt.
52 CHAPITRE 2. CONDITIONNEMENT DE DIFFUSIONS
Proof. For t ∈ [t0, T ], let zt = Lxt − v, pt = ‖βt(Lxt − v)‖, we have
θt =
1√
T−t exp{−
p2t
2(T−t)} and p2t = z∗tAtzt.
It is also easy to see that
dzt = Lbtdt+ Lσtdwt,
and then d〈z〉t = LatL∗dt = (At)−1dt. We use Itoˆ’s formula
d(p2t ) = d(z
∗
tAtzt) = 2ztAtdzt + z
∗
t dAtzt +
∑
i,j
d〈Ai,j, zizj〉t +m dt.
Then
d
p2t
T − t =
2ztAtdzt
T − t +
p2tdt
(T − t)2 +
z∗t dAtzt
T − t +
m dt
T − t +
∑
i,j d〈Ai,j, zizj〉t
T − t .
First using definitions of z, β and A we get
z∗tAtdzt = z
∗
tAtLdxt = z
∗
sAtLσtσ
−1
t dxt
= z∗t (βt)
∗σ−1t btdt+ z
∗
t (βt)
∗dwt.
This leads us to the existence of two bounded adapted processes r(1) and r(2) defined on
[t0, T ] such that
z∗tAtdzt = ptr
(1)
t dt+ ptr
(2)
t dwt.
In a same way we remark that there exist two bounded adapted processes r(3) and r(4) such
that
d(LatL
∗) = r(3)t dt+ r
(4)
t dwt.
we get
z∗t dAtzt = z
∗
t
(
d(LatL
∗)−1
)
zt = p
2
t r
(3)
t dt+ p
2
t r
(4)
t dwt
for some bounded adapted processes r(3) and r(4). Finally, we obtain existence of two
bounded adapted processes r and r′ such that
d
p2t
T − t =
2ptdwt
T − t +
p2tdt
(T − t)2 + rt
p2t
T − tdwt +
dt
T − t + r
′
t
p2t + pt
T − t dt.
From this we deduce its quadratic variation
d
〈
p2t
T − t
〉
=
4p2t + r
2
t p
4
t + 4rtp
3
t
(T − t)2 dt.
Now we apply Itoˆ’s formula to the function θ always for t ∈ [t0, T ]
dθt =
θtdt
2(T − t) −
1
2
θtd
(
p2t
T − t
)
+
1
8
θtd
〈
p2t
T − t
〉
.
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We deduce from the three last equations after simplification of four terms that there exist
a martingale M and a bounded adapted process r′′ both defined on [t0, T ] such that
dθt = dMt + θtr
′′
t
(
p2t + pt
T − t +
p4t + p
3
t
(T − t)2
)
dt.
For any h > 0, functions x 7→ e−h z22 |z|m for m = 1, 2, 3, 4 are all bounded, then there exists
a constant ch such that
(
√
T − t θt)h
(
p2t + pt
T − t +
p4t + p
3
t
(T − t)2
)
≤ ch√
T − t .
This gives us the existence of a bounded adapted process π defined on [t0, T ] that allows
us to write
dθt = dMt + θ
1−h
t (T − t)−
1+h
2 πtdt.
2.3.3 Simulations
Afin d’illustrer le The´ore`me 2.3.9 nous allons pre´senter des simulations du mode`le
d’Heston (cf. [DJB05]). Utilise´ en finances, ce mode`le se traduit par une e´quation du
prix d’une action S dont la volatilite´ v est solution d’une seconde e´quation diffe´rentielle
stochastique autonome {
dvt = −γ(vt − θ)dt+ κ√vtdw1t ,
dSt = µStdt+
√
vtStdw
2
t
ou`
w2 = cos(α)w1 + sin(α)w3. (2.51)
ou` w1 et w3 sont deux mouvements browniens inde´pendants. La covariance cos(α) est un
parame`tre du mode`le.
– le coefficient µ correspond a` la tendance du marche´,
– le coefficent θ est la moyenne en temps long,
– le coefficient γ est le taux de relaxation de retour a` la moyenne,
– enfin, le coefficent κ est la variance du bruit.
Dans les faits, seule le prix de l’action est observable. On cherche donc a` utiliser notre
re´sultat afin de reconstruire la volatilite´ a` l’aide de ces seules observations du prix de
l’action a` des temps donne´s.
Remarque 2.3.19. La covariance des deux mouvements browniens w1 et w2 est tre`s im-
portante en pratique. En effet, afin de le mettre en e´vidence, reprenons les notations du
The´ore`me 2.3.9 en dimension quelconque. La matrice σ peut s’e´crire
σt(z) =
(
Lk
L⊥k
)∗(
πt(z) κt(z)
φt(z) ρt(z)
)(
Lk
L⊥k
)
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ou` les vecteurs lignes arbitraires de L⊥k comple`tent ceux de Lk pour former une base otho-
normale. Si la matrice Kt(z) = πt(z)φt(z)
∗ + κt(z)ρt(z)∗ 6= 0, alors le terme de correction
agit e´galement sur la variable observable ! En effet le terme correcteur devient
σt(z)σt(z)
∗L∗kAt(z) =
(
Lk
L⊥k
)∗(
Imk
L⊥k σt(z)[Lkσt(z)]
∗At(z)
)
=
(
Lk
L⊥k
)∗(
Imk
Kt(z)At(z)
)
(2.52)
(cette expression est bien inde´pendante du choix de L⊥k !) Ainsi, la loi de la variable d’e´tat
L⊥k x est e´galement corrige´e, on e´vite alors la simulation a` l’aveugle pour la variable d’e´tat.
C’est dans ce cadre que le The´ore`me 2.3.9 semble le plus inte´ressant finalement.
On introduit alors le processus z = log
(
S
S0
)
−µt. Ce qui nous donne le syste`me suivant
{
dvt = −γ(vt − θ)dt+ κ√vtdw1t ,
dzt = −vt2 dt+
√
vtdw
2
t .
Afin de satisfaire l’Hypothe`se 2.2.1, on limite l’e´volution des coefficients{
dvt = −γ(fr(vt)− θ)dt+ κ
√
fr(vt)dw
1
t ,
dzt = −fr(vt)2 dt+
√
fr(vt)dw
2
t .
avec fr(x) = max
(
min(x, r), 1
r
)
qui confine ainsi x dans une bande Er = [
1
r
, r].
On peut expliciter alors les quantite´s ne´cessaires a` la mise en place de la simulation
conditionnelle
σt(v, z) =
(
κ
√
fr(v) 0
cos(α)
√
fr(v) sin(α)
√
fr(v)
)
, at(v, z) =
(
κ2fr(v) κ cos(α)fr(v)
κ cos(α)fr(v) fr(v)
)
At(v, z) =
1
fr(v)
, atL
∗At =
(
κ cos(α)
1
)
.
Rappelons que ce dernier vecteur donne la direction de correction. Il apparaˆıt clairement
que le choix de la covariance des mouvements browniens, comme remarque´ plus haut, joue
un roˆle dans la correction de la variable d’e´tat (vt). Le pont correspondant est ainsi donne´
par {
dvˆt = −γ(fr(vˆt − θ)dt+ κ
√
fr(vˆt)dw
1
t + κ cos(α)
zk−zˆt
Tk−t 1(Tk−1,Tk)(t)dt,
dzˆt = −fr(vˆt)2 dt+
√
fr(vˆt) +
zk−zˆt
Tk−t 1(Tk−1,Tk)(t)dt,
(2.53)
ou` zk est la valeur observe´e de la variable zTk .
Pour la calibration du jeu de parame`tres du mode`le, nous avons choisi une estimation
de ceux-ci obtenus dans [SST]
γ = 0, 6067
θ = 0, 0707
κ = 0, 2928.
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On a alors traite´ deux cas, chacun re´alise´ a` partir d’une meˆme graine, avec 20 observa-
tions, et 1500 pas de discre´tisation. Dans le premier cos(α) = 0, 9 (Figures 2.3, 2.4 et 2.5
p.56-57) et dans le second cos(α) =
√
2
2
(Figures 2.6, 2.7 et 2.8 p.57-58). Dans les deux cas
on a simule´ 100 ponts correspondants et calcule´ la moyenne ponde´re´e a` l’aide de la den-
site´ du The´ore`me 2.3.9. Sur les graphiques pre´sente´s les trajectoires en noires repre´sentent
notre ≪ ve´rite´ terrain ≫, les observations ont e´te´ releve´es sur la trajectoire noire simule´e a`
l’aide de la loi de z. Les trajectoires rouges correspondent aux reconstructions re´alise´es par
la moyenne ponde´re´e. A chaque fois est e´galement repre´sente´ un histogramme des poids
obtenus. Par poids, on entend l’e´valuation de la fonction de densite´ a` la constante de nor-
malisation (constante inconnue) pre`s. On ne peut donc comparer directement les poids
suivant les deux types de corre´lation conside´re´s, vu que la densite´ et donc la constante
de normalisation inconnue de´pendent de la valeur du cos(α). Un e´tude plus approfondie
du comportement de ces poids permettrait certainement une interpre´tation des valeurs
obtenues. Cependant, il est inte´ressant de voir qu’il n’y a pas qu’une trajectoire qui prend
tout le poids. On a grossie`rement un facteur 10 entre le meilleur poids et le plus faible
dans chaque cas. Il ressort clairement que la reconstruction semble bien meilleure dans
le premier cas, la volatilite´ reconstruite suit la volatilite´ de re´fe´rence, alors que dans le
deuxie`me cas, c’est beaucoup moins flagrant.
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Figure 2.3 – Premier cas : cos(α) = 0, 9
Figure 2.4 – Premier cas : cos(α) = 0, 9
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Figure 2.5 – Premier cas : cos(α) = 0, 9
Figure 2.6 – Deuxie`me cas : cos(α) =
√
2
2
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Figure 2.7 – Deuxie`me cas : cos(α) =
√
2
2
Figure 2.8 – Deuxie`me cas : cos(α) =
√
2
2
Chapitre 3
Application
Ce travail a e´te´ re´alise´ en collaboration avec E´tienne Me´min et Anne Cuzol de l’e´quipe
Fluminance de l’Inria. Cette e´quipe s’inte´resse aux mode`les d’e´coulements fluides que
l’on retrouve en me´te´orologie et dans les mouvements oce´aniques. Un des objectifs d’E´tienne
Me´min et Anne Cuzol est de cre´er des me´thodes de reconstruction d’une telle dynamique a`
l’aide d’images observe´es voir Figure 3.1. C’est dans ce cadre que nous cherchons a` exploiter
le The´ore`me 2.3.9.
3.1 Mode`le Ge´ne´ral
Le mode`le de´terministe habituellement adopte´ repose sur les e´quations de Navier-
Stokes. Celles-ci de´crivent le bilan de quantite´ de mouvement et ainsi permettent de ca-
racte´riser la vitesse vt(xt) de chaque particule physique dont la position au temps t est
donne´e par la variable xt. Dans le cas d’un fluide incompressible, elles se traduisent par

xz0 = z,
dxzt = vt(x
z
t )dt,
dvt(x
z
t ) = −1ρ∇pt(xzt ) + ν∆vt(xzt )dt,
div (vt(x)) = 0,
ou` p est un terme de pression. Notre mode`le cherche a` ajouter une incertitude de position
dans la dynamique des particules. Mais nous allons tout de meˆme conserver certaines
hypothe`ses du mode`le de´terministe.
La premie`re ide´e importante dans notre choix de mode`le tient dans l’hypothe`se que
le long du flot, la de´rive t 7→ Vt(Xzt ) d’une particule Xzt initialise´e en z, satisfait a` la
formulation lagrangienne de l’e´quation de Navier-Stokes en dimension 2 dans le cas d’un
fluide incompressible
dVt(X
z
t ) = −
1
ρ
∇Pt(Xzt )dt+ ν∆Vt(Xzt )dt, (3.1)
div (Vt(x)) = 0. (3.2)
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Figure 3.1 – Exemple d’image observe´e.
Source : http://www.irisa.fr/fluminance/images/onera_bi.jpg
Le choix de la dimension se justifie par sa simplicite´, principalement parce que l’on
peut se ramener a` l’e´tude du rotationnel de V comme on le verra plus tard, et ainsi se
de´douaner du terme de pression. Ceci e´vite d’e´tudier ce champ, ce qui rajouterait des
e´quations d’e´volutions a` notre syste`me. Bien suˆr, dans notre cas, on suppose que cette
approximation d’un champ tridimensionnel est satisfaisante en terme d’interpre´tation phy-
sique. De nombreux travaux traitent de ce mode`le a` l’aide d’outils probabilistes. On peut
distinguer plusieurs classes suivant les objectifs. Certains se sont inte´resse´s a` une me´thode
type Monte-Carlo pour approcher la solution de´terministe. Sans eˆtre exhaustif (ce n’est pas
le but ici), on peut citer par exemple les travaux de C.Marcharo et M.Pulvirenti [MP82],
et plus re´cemment S.Me´le´ard [Me´l00] et [Me´l01]. Un second objectif possible est l’ajout
d’un terme ale´atoire repre´sentant une force qui vient s’ajouter au bilan de la quantite´ de
mouvement, cette contrainte physique va ainsi se re´percuter sur toutes les variables lie´es au
flot. On peut citer par exemple, entre autres encore une fois, les travaux de A.Bensoussan
et R.Temam [BT73], et plus re´cemment de R.Mikulevicius et B.Rozovskii [MR02], [MR04]
et [MR05], de M.Hairer et J.C.Mattingly [HM06], ou encore de G.Da Prato et A.Debussche
[DPD08]. Ces mode`les visent, entre autres, a` respecter rigoureusement une logique physique
de´terministe ou non et l’ale´a peut servir alors a` estimer les solutions ou bien a` inclure une
force non-de´terministe. Notre approche s’inscrirait dans une troisie`me classe de mode`les
lie´s aux e´quations de Navier-Stokes 2D. En effet, notre objectif est d’obtenir un lien entre
les repre´sentations eule´riennes du champ des vitesses et les images obtenues afin de recons-
truire le champ des vitesses. On inclut une incertitude de position des particules qui se
re´percute alors sur les variables d’inte´reˆt.
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Dans les choix que nous faisons, le champ V n’est plus la vitesse re´elle des particules.
On conside`re une erreur a` l’e´chelle du syste`me applique´e directement a` chaque particule.
Cette ale´a peut se justifier notamment par le fait qu’en pratique, on discre´tise la feneˆtre
d’observation en fonction des pixels de l’image, ce qui implique e´galement une discre´tisation
des ope´rateurs diffe´rentiels comme nous le verrons plus loin.
On se donne une grille G1 = {xp}1≤p≤G de points re´gulie`rement espace´s d’une distance
h dans chacune des directions des vecteurs (ei)1≤i≤3 de la base canonique. Cette grille
abstraite est plus grossie`re que la grille de pixels correspondant a` la structure meˆme des
images observe´es. On ge´ne`re le bruit du syste`me a` l’aide de mouvements browniens 2-
dimensionnels chacun rattache´ a` un point de la grille. On dispose alors d’un mouvement
brownien W de dimension 2 fois G le nombre de points de la grille G1.
La dynamique de chaque particule est alors donne´e par l’e´quation en dimension 2
suivante
dXzt = Vt(X
z
t )dt+ Σt(X
z
t )dWt, X
z
0 = z. (3.3)
La matrice Σt(x) a pour vocation de re´gulariser en espace le champ Σt(x)dWt. Dans
l’exemple traite´ plus loin, ce champ correspond a` une discre´tisation d’une convolution
entre un mouvement brownien de dimension infinie avec un noyau gaussien.
Pour structurer les images, on fait l’hypothe`se que chacune d’elles est obtenue comme
la capture simultane´e des luminances de chacune des particules se situant en face d’un
pixel. De plus, une particule est suppose´e de luminance constante, ainsi
dIt(X
z
t ) = 0. (3.4)
Notre premier objectif, est d’obtenir une repre´sentation eule´rienne des quantite´s d’inte´reˆt
a` partir des repre´sentations lagrangiennes du mode`le conside´re´. C’est a` dire que de la
repre´sentation des champs V et I le long du flot, nous cherchons a` de´terminer les expres-
sions des fonctions (t, x) 7→ Vt(x) et (t, x) 7→ It(x). Les calculs qui entrent en jeu sont
comparables a` ceux de P.Constantin et G.Iyer dans leur article [CI08] ou` ils proposent une
me´thode, type Monte-Carlo pour estimer les solutions des e´quations de Navier-Stokes 3D.
The´ore`me 3.1.1. Le mode`le the´orique suivant
dXzt = Vt(X
z
t )dt+ Σt(X
z
t )dWt,
dVt(X
z
t ) = −1ρ∇Pt(Xzt )dt+ ν∆Vt(Xzt )dt,
dIt(X
z
t ) = 0,
div (Vt(x)) = 0.
(3.5)
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pour V un champ C3 est e´quivalent a`
dVt(x) = −∇Vt(x)∗Vt(x)dt− 1ρ∇Pt(x)dt+ ν∆Vt(x)dt−∇Vt(x)∗Σt(x)dWt
−∑1≤i,j≤2 ai,jt (x)2 ∂ijVt(x)dt+∑1≤k≤2G
1≤i,j≤2
∂i
[
Σj,kt (x)∂jVt(x)
]
Σi,kt (x)dt,
dIt(x) = −∇It(x)∗Vt(x)dt−∇It(x)∗Σt(x)dWt
−∑1≤i,j≤2 ai,jt (x)2 ∂ijIt(x)dt+∑1≤k≤2G
1≤i,j≤2
∂i
[
∂jIt(x)Σ
jk
t (x))
]
Σi,kt (x)dt,
div (Vt(x)) = 0.
(3.6)
Remarque 3.1.2. La condition sur la divergence est e´quivalente a`
1
ρ
∆Pt(x) = −(∇V 1t (x))∗∂1Vt(x)− (∇V 2t (x))∗∂2Vt(x) +
∑
1≤k≤2G
1≤i,j≤2
1
2
[Σi,kt (x)(∇Σj,kt (x))∗dt
+ Σj,kt (x)(∇Σi,kt (x))∗]∂ijVt(x)dt+ [∂iΣj,kt (x)(∇Σi,kt (x))∗dt
+ Σi,kt (x)(∂i∇Σj,kt (x)∗]∂jVt(x)dt,
(∇Σ1,kt (x))∗∂1Vt(x) + (∇Σ2,kt (x))∗∂2Vt(x) = 0, ∀ 1 ≤ k ≤ 2G.
(3.7)
De´monstration. Supposons que
dVt(x) = bt(x)dt+ σt(x)dWt. (3.8)
On applique la formule d’Itoˆ-Wentzell (cf. The´ore`me A.3.1 en annexe) en utilisant les
e´quations (3.3) et (3.8), il vient
dVt(X
z
t ) =
(
bt(X
z
t ) +∇Vt(Xzt )∗Vt(Xt)
)
dt+
(∇Vt(Xzt )∗Σt(Xzt ) + σt(Xzt ))dWt
+
∑
1≤i,j≤2
ai,jt (X
z
t )
2
∂ijVt(X
z
t )dt+
∑
1≤k≤2G
1≤ℓ≤2
∂ℓ
(
σ1kt (X
z
t )
σ2kt (X
z
t )
)
Σℓkt (X
z
t )dt,
ou` la matrice a = ΣΣ∗, et les ope´rateurs sont applique´s a` chaque coordonne´e. On identifie
alors les fonctions b et σ en utilisant l’e´quation (3.1). Par exactement le meˆme raisonnement,
on retrouve l’e´quation pour I.
Pour que la divergence du champ des vitesses soit nulle, les coefficients b et σ doivent
ve´rifier certaines conditions
div
(
Vt(x)
)
= 0 ⇐⇒
{
div
(
bt(x)dt
)
= 0,
div
(
σt(x)dWt
)
= 0.
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Voyons ce que cela implique sur le coefficient σ. La condition sur la divergence est e´quivalente
a` dire que chaque colonne de σ est de divergence nulle. Ainsi en utilisant l’expression de
la de´rive (e´quation (3.6)), chaque colonne de σ s’e´crit
(
σ1
σ2
)
= −
(
∂1V
1 ∂2V
1
∂1V
2 ∂2V
2
)(
Σ1
Σ2
)
.
D’ou`
∂1
[
∂1V
1
t (x)Σ
1
t (x) + ∂2V
1
t (x)Σ
2
t (x)
]
+ ∂2
[
∂1V
2
t (x)Σ
1
t (x) + ∂2V
2
t (x)Σ
2
t (x)
]
= 0,
pour toute colonne
(
Σ1t (x)
Σ2t (x)
)
de la matrice Σt(x). Si le champ V est suffisamment re´gulier
en espace, en utilisant le fait que la divergence est nulle, la condition se simplifie
∂1V
1
t (x)∂1Σ
1
t (x) + ∂2V
1
t (x)∂1Σ
2
t (x) + ∂1V
2
t (x)∂2Σ
1
t (x) + ∂2V
2
t (x)∂2Σ
2
t (x) = 0.
Pour ce qui est de la condition de divergence sur la de´rive b, elle s’e´crit
div
{
−∇Vt(x)∗Vt(x)− 1
ρ
∇Pt(x) + ν∆Vt(x)
−
∑
1≤i,j≤2
ai,jt (x)
2
∂ijVt(x) +
∑
1≤k≤2G
1≤i,j≤2
∂i
[(
∂jV
1Σt(x)
1k
∂jV
2Σt(x)
1k
)]
Σikt (x)
}
= 0.
Or, l’ope´rateur de divergence commute avec toutes les de´rive´es partielles, ainsi
div (∇V ∗V ) = ∂1(V 1∂1V 1 + V 2∂2V 1) + ∂2(V 1∂1V 2 + V 2∂2V 2) = (∇V 1)∗∂1V + (∇V 2)∗∂2V,
div (1
ρ
∇P ) = 1
ρ
∆P,
div (ν∆V ) = ν∆div V = 0,
div (ai,j∂ijV ) = a
i,jdiv (∂ijV ) + (∇ai,j)∗∂ijV = (∇ai,j)∗∂ijV,
div (∂i[(∂jV
pΣpk)]Σik) = Σikdiv (∂i[(∂jV
pΣpk)]) + (∇Σik)∗∂i[(∂jV pΣpk)].
En utilisant le fait que la divergence du champ est nulle, on obtient,
div
{ ∑
1≤i,j≤2
ai,jt
2
∂ijVt −
∑
1≤k≤2G
1≤i,j≤2
Σikt ∂i
[
Σjkt ∂jVt
]}
= −
∑
1≤k≤2G
1≤i,j≤2
1
2
[Σik(∇Σjk)∗ + Σjk(∇Σik)∗]∂ijV + [∂iΣjk(∇Σik)∗ + Σik(∂i∇Σjk)∗]∂jV.
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Maintenant, vu que le champ V est a` divergence nulle, on peut obtenir un nouveau
jeu d’e´quations, en passant au rotationnel. En effet, si on de´finit un nouveau champ par
ξ = rot(V ) = ∂1V
2 − ∂2V 1, nous allons pouvoir e´crire un nouveau syste`me d’e´quation
ou` l’on se sera affranchi du terme de pression P . De plus, a` l’aide du noyau de Green
G(x) = log ‖x‖
2π
, il est possible de reconstruire V a` l’aide de ξ.
Corollaire 3.1.3. Le Syste`me (3.5), pour un champ de vitesses V re´gulier C3 est e´quivalent
a` (aux conditions aux bords pre`s)
dξt(x) = −∇ξt(x)∗Vt(x)dt+ ν∆ξt(x)dt−∇ξt(x)∗Σt(x)dWt
−∑2Gk=1 dWkt (det[∇Σ1t (x), ∂1Vt(x)]− det[∇Σ2t (x), ∂2Vt(x)]) .
−∑1≤i,j≤2 ai,jt (x)2 ∂i,jξt(x)dt+ 12det[∇ai,jt (x), ∂ijVt(x)]dt
+
∑
1≤k≤2G
1≤i,j≤2
Σi,kt (x)(∂iΣ
j,k
t (x)∂jξt(x)dt+ Σ
j,k
t (x)∂ijξt(x)dt
+ det(∇Σj,kt (x), ∂ijVt(x))dt+ ∂iΣj,kt (x)det(∇Σi,kt (x), ∂jVt(x))dt
+ Σj,kt (x)det(∇Σi,kt (x), ∂ijVt(x)])dt,
dIt(x) = −∇It(x)∗Vt(x)dt−∇It(x)Σt(x)dWt
−∑1≤i,j≤2 ai,jt (x)2 ∂ijIt(x)dt+∑1≤k≤2G
1≤i,j≤2
∂i
[
∂jIt(x)Σ
j,k
t (x))
]
Σi,kt (x)dt,
Vt(x) = ∇G ∗ ξt(x).
(3.9)
De´monstration. Si on reprend l’e´quation pour le champ V dans le Syste`me (3.6), il suffit
d’appliquer le rotationnel aux deux membres. On utilise le fait que pour un champ V et
une fonction re´elle f
rot(fV ) = rot(V )f + det[∇f, V ]. (3.10)
On remarque alors que
rot(∇V ∗V ) =
2∑
k=1
∂1[∂kV
2V k]− ∂2[∂kV 1V k]
=
2∑
k=1
(∂1kV
2 − ∂2kV 1)V k + (∂1V k∂kV 2 − ∂2V k∂kV 1)
= ∇ξ∗V + div (V )rot(V ) = ∇ξ∗V.
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De plus,
rot(∇P ) = 0.
Pour le laplacien, on utilise la re´gularite´ de V
rot∆V = ∂1∆V
2 − ∂2∆V 1 = ∆(∂1V 2 − ∂2V 1) = ∆ξ.
Le rotationnel du terme de bruit devient
rot(−∇V ∗ΣdW) = −rot(
2G∑
k=1
∇V ∗
(
Σ1k
Σ2k
)
dWk)
= −
2G∑
k=1
dWk [∂1(∂1V2Σ1k + ∂2V2Σ2k)− ∂2(∂1V1Σ1k + ∂2V1Σ2k)]
= −∇ξ∗ΣdW−
2G∑
k=1
dWk [∂1V2∂1Σ1k + ∂2V2∂1Σ2k − ∂1V1∂2Σ1k − ∂2V1∂2Σ2k)] .
La Formule (3.10) va nous permettre de traiter les termes restants
rot(
∑
i,j
aij
2
∂ijV ) =
1
2
∑
i,j
aij∂ijξ + det(∇aij, ∂ijV )
et
rot(
∑
i,j,k
Σik∂j[Σ
jk∂jV ]) =
∑
i,j,k
Σik∂irot(Σ
jk∂jV ) + det(∇Σik, ∂i[Σjk∂jV ]). (3.11)
Toujours a` l’aide de l’e´quation (3.10), il vient
rot(
∑
i,j,k
Σik∂j[Σ
jk∂jV ]) =
∑
i,j,k
Σik(∂iΣ
jk∂jξ + Σ
jk∂ijξ + det(∇Σjk, ∂ijV )
+ ∂iΣ
jkdet(∇Σik, ∂jV ) + Σjkdet(∇Σik, ∂ijV ]).
3.2 Un exemple
Dans cet exemple, on fixe la fonction Σ. Cette dernie`re est choisie afin de remplir
certains crite`res. Le bruit en un point x de l’espace est une combinaison line´aire de tous
les G diffe´rents mouvements browniens. Chaque coefficient e´tant une densite´ gaussienne
centre´e en les points xp de la grille G1. Ceci nous garantit une meilleure influence des proches
voisins de la grille de bruit G1. On se laisse en parame`tre local, la variance de chacune des
densite´s afin de pouvoir jouer, si besoin est, sur la zone efficace couverte par la densite´.
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De plus, afin d’eˆtre en mesure de mode´liser des impulsions locales, chaque coefficient est
multiplie´ par une fonction locale.
Nous allons ici traiter le mode`le pre´ce´dent, en fixant le parame`tre Σ
Σt(x) = Φt(x)⊗ I2 =
(
Φ1t (x) 0 Φ
2
t (x) 0 . . . Φ
G
t (x) 0
0 Φ1t (x) 0 Φ
2
t (x) . . . 0 Φ
G
t (x)
)
, (3.12)
ou` ⊗ est le produit de Kronecker et le vecteur ligne Φ est donne´ par
Φpt (x) = ϕp(‖x− xp‖2)hpt (xp), 1 ≤ p ≤ G, (3.13)
ou` ϕp(r) = (2π)
− 1
2 exp
(
−r
2ν2p
)
. Remarquons au passage que
at(x) = Σt(x)Σt(x)
∗ = ‖Φt(x)‖2I2. (3.14)
Le bruit applique´ a` une particule de´pendra de manie`re plus importante du bruit des points
de la grille dont elle est proche. On ajoute, a` l’aide de h, la possibilite´ de donner des
impulsions locales sur chaque point de la grille. Ainsi pour tout 1 ≤ i ≤ 2
∂iΣ
j,k
t (x) =
xi − xi⌈ k
2
⌉
ν2⌈ k
2
⌉
Σj,kt (x) (3.15)
ou` ⌈k
2
⌉ repre´sente la partie entie`re supe´rieure de k
2
.
On e´crit alors ce que devient le Syste`me (3.9)
dξt(x) = −∇ξt(x)∗Vt(x)dt+ ν∆ξt(x)dt− Φt(x)⊗∇tξt(x)∗dWt + 12‖Φt(x)‖2∆ξt(x)dt
+
∑G
p=1
Φp
ν2p
{
dW2p−1
[
x˜2p∂1V1 − x˜1p∂1V2
]
+ dW2p
[
x˜2p∂2V1 − x˜1p∂2V2
]}
+
∑G
p=1
Φpt (x)
2
ν2p
(
ξt(x) +∇ξt(x)∗x˜p + det[x˜p,∆Vt(x) + 2ν2p∇Vt(x)
∗x˜p]
)
dt,
dIt(x) = −∇It(x)∗Vt(x)dt− Φt(x)⊗∇It(x)∗dWt
+ 1
2
‖Φt(x)‖2∆It(x)dt+
∑G
p=1
Φpt (x)
2
ν2p
∇It(x)∗x˜pdt,
Vt(x) = ∇G ∗ ξt(x),
(3.16)
ou` x˜p = xp − x.
De´monstration. En effet, vu que a = ‖Φ‖2I2,∑
i,j
aij∂ijξ =
∑
i
‖Φ‖2∂iiξ = ‖Φ‖2∆ξ.
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De meˆme ∑
i,j
det[∇aij, ∂ijV ] =
∑
i
det[∇aii, ∂iiV ].
On rappelle que ‖Φ‖2 =∑p(ϕphp)2 et ∂jϕp = x˜jpν2pϕp, ainsi
∑
i
det[∇aii, ∂iiV ] =
∑
p,i
det[∇(ϕphp)2, ∂iiV ] =
∑
p
(ϕphp)
2
ν2p
det[x˜p,∆V ].
Pour les derniers termes, nous allons partir de leur factorisation (3.11). On utilise alors la
structure de Σ. Il n’y a qu’un seul terme non-nul sur chaque colonne de Σ,
rot
(∑
i,j,k
Σik∂j[Σ
jk∂jV ]
)
= rot
(∑
i,k
Σik∂i[Σ
ik∂i]V
)
.
On somme ensuite par paquets pour e´liminer les termes nuls
rot
(∑
i,j,k
Σik∂j[Σ
jk∂jV ]
)
=
∑
p
rot
(
Σ1(2p−1)∂1[Σ1(2p−1)∂1V ] + Σ2(2p)∂2[Σ2(2p)∂2V ]
)
.
Or Σ1(2p−1) = Σ2(2p) = Φp,
rot
(∑
i,j,k
Σik∂j[Σ
jk∂jV ]
)
=
∑
p
rot
(
Φp{∂1[Φp∂1V ] + ∂2[Φp∂2V ]}
)
=
∑
p
rot
(
Φp{∇V ∗∇Φp + Φp∆V }).
De plus, ∇Φp = Φp
ν2p
x˜p,
rot
(∑
i,j,k
Σik∂j[Σ
jk∂jV ]
)
=
∑
p
rot
(
(Φp)2{ 1
ν2p
∇V ∗x˜p +∆V }
)
=
∑
p
(Φp)2rot(
1
ν2p
∇V ∗x˜p +∆V ) + det[∇(Φp)2, 1
ν2p
∇V ∗x˜p +∆V ].
Cette dernie`re e´quation se simplifie, en effet
rot(∇V ∗x˜p) = ξ +∇ξ∗x˜p et rot(∆V ) = ∆ξ .
Ainsi
rot
(∑
i,j,k
Σik∂j[Σ
jk∂jV ]
)
=
∑
p
(Φp)2(
ξ
ν2p
+
∇ξ∗x˜p
ν2p
+∆ξ) +
2(Φp)2
ν2p
det[x˜p,
1
ν2p
∇V ∗x˜p +∆V ].
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Pour les facteurs du mouvement brownien, un calcul montre que pour tout vecteur v de
dimension 2
v∗Φ⊗ I2 = Φ⊗ v∗.
Il reste a` expliciter le dernier terme
−
2G∑
k=1
dWk [∂1V2∂1Σ1k + ∂2V2∂1Σ2k − ∂1V1∂2Σ1k − ∂2V1∂2Σ2k]
= −
G∑
p=1
dW2p−1 [∂1V2∂1Σ1k − ∂1V1∂2Σ1k] + dW2p [∂2V2∂1Σ2k − ∂2V1∂2Σ2k] .
Ensuite on utilise ∂iΣjp = x˜
i
p
Φp
ν2p
−
2G∑
k=1
dWk [∂1V2∂1Σ1k + ∂2V2∂1Σ2k − ∂1V1∂2Σ1k − ∂2V1∂2Σ2k]
= −
G∑
p=1
Φp
ν2p
{
dW2p−1
[
x˜1p∂1V2 − x˜2p∂1V1
]
+ dW2p
[
x˜1p∂2V2 − x˜2p∂2V1
]}
=
G∑
p=1
Φp
ν2p
{
dW2p−1
[
x˜2p∂1V1 − x˜1p∂1V2
]
+ dW2p
[
x˜2p∂2V1 − x˜1p∂2V2
]}
.
3.3 Sche´ma discret
On de´finit pour chaque direction les quantite´s suivantes qui approchent les de´rive´es
premie`re et seconde
∂ihf(t, x) =
1
2h
(f(t, x+ hei)− f(t, x− hei)), (3.17)
∂i,jh f(t, x) =
1
4h2
[
f
(
t, x+ h(ei + ej)
)
+ f
(
t, x− h(ei + ej)
)
(3.18)
− f(t, x+ h(ei − ej))− f(t, x+ h(−ei + ej))]. (3.19)
Ceci nous permet de de´finir les approximations de tous les ope´rateurs diffe´rentiels qui
interviennent dans (3.9).
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dξt(x) = −∇hξt(x)∗Vt(x)dt+ ν∆hξt(x)dt−∇hξt(x)∗Σt(x)dWt
+
∑G
p=1
Φp
ν2p
{
dW2p−1
[
x˜2p∂
1
hV1 − x˜1p∂1hV2
]
+ dW2p
[
x˜2p∂
2
hV1 − x˜1p∂2hV2
]}
−∑1≤i,j≤2 ai,jt (x)2 ∂i,jh ξt(x)dt+ 12det[∇hai,jt (x), ∂ijh Vt(x)]dt
+
∑
1≤k≤2G
1≤i,j≤2
Σi,kt (x)(∂
i
hΣ
j,k
t (x)∂
j
hξt(x)dt+ Σ
j,k
t (x)∂
ij
h ξt(x)dt
+ det(∇hΣj,kt (x), ∂ijh Vt(x))dt+ ∂ihΣj,kt (x)det(∇hΣi,kt (x), ∂jhVt(x))dt
+ Σj,kt (x)det(∇hΣi,kt (x), ∂ijh Vt(x)])dt,
dIt(x) = −∇hIt(x)∗Vt(x)dt−∇hIt(x)Σt(x)dWt
−∑1≤i,j≤2 ai,jt (x)2 ∂ijh It(x)dt+∑1≤k≤2G
1≤i,j≤2
∂ih
[
∂jhIt(x)Σ
j,k
t (x))
]
Σi,kt (x)dt,
Vt(x) = ∇G ∗h ξt(x),
(3.20)
ou` ∗h repre´sente la discre´tisation de la convolution. On introduit alors une grille d’observa-
tion G2 = {yq}1≤q≤F compose´ des F pixels de la feneˆtre. Ainsi, une fois le V substitue´, si ~ξ et
~I de´signent les vecteurs F -dimensionnels dont les q-ie`mes coordonne´es sont respectivement
ξ(yq) et I(yq)
d
(
~ξt
~It
)
=
(
~Bt(~ξt, ~It)
~bt(~ξt, ~It)
)
dt+
(
~Σt(~ξt, ~It)
~σt(~ξt, ~It)
)
dWt.
On se retrouve alors dans le cadre d’une e´quation diffe´rentielle stochastique que l’on
cherche a` conditionner par rapport a` certaines coordonne´es. La loi cible´e est ainsi
L
((
~ξ
~I
)∣∣∣(~ITm = Im)1≤m≤M
)
.
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On introduit alors un processus auxiliaire
(
ξˆ
Iˆ
)
solution sur [0, TM ] de
d
(
ξˆt
Iˆt
)
=
(
~Bt(ξˆt, Iˆt)
~bt(ξˆt, Iˆt)
)
dt+
(
~Σt(ξˆt, Iˆt)
~σ(ξˆt, Iˆt)
)
dWt
+
∑M
m=1
(
~Σt(ξˆt, Iˆt)~σt(ξˆt, Iˆt)
∗At(ξˆt, Iˆt)
IG
)
Im−~It
Tm−t 1(Tm−εm,Tm)(t)dt.
(3.21)
ou`
At(x, y) = (~σt(x, y)~σt(x, y)
∗)−1. (3.22)
Les εm correspondent aux longueurs des intervalles de temps sur lesquels on effectue la
correction, la seule contrainte Tm−1 < Tm − εm < Tm e´vite le chevauchement de deux
corrections. Le the´ore`me 2.3.9 nous donne le re´sultat suivant en supposant que les coef-
ficients rentrent dans les hypothe`ses (sinon on peut effectuer un travail de re´gularisation
supple´mentaire sur les coefficients)
E
[
f(~ξ, ~I)
]
= E
[
f(ξˆ, Iˆ)D(ξˆ, Iˆ)
]
, (3.23)
ou`
D(ξˆ, Iˆ) = C
∏M
m=1 ηm exp{−‖βTm−εm (ξˆTm ,IˆTm−εm )(
~ITm−εm−Im)‖2
2εm
+
∫ Tm
Tm−εm −
(~Is−Im)∗As~bs(ξˆs,Iˆs)ds
Tm−s
− (~Is−Im)
∗d
(
As(ξˆs,Iˆs)
)
(~Is−Im)
2(Tm−s) −
∑
1≤i,j≤F
d〈A.(ξˆ.,Iˆ.)i,j ,(~I.−Im)i(~I.−Im)j〉s
2(Tm−s) },
(3.24)
avec
ηm =
√
det(ATm(ξˆTm , IˆTm). (3.25)
Remarque 3.3.1. Les deux derniers termes peuvent eˆtre vus comme la limite de
∑
−
(~Itk+1 − Im)∗
(
Atk+1 − Atk
)
(~Itk+1 − Im)
2(Tm − tk)
=
∑
−
∑
1≤i,j≤F
(
Atk+1 − Atk
)
i,j
(
(~Itk+1 − Im)i(~Itk+1 − Im)j − (~Itk − Im)i(~Itk − Im)j
)
2(Tm − tk)
−
(~Itk − Im)∗
(
Atk+1 − Atk
)
(~Itk − Im)
2(Tm − tk) .
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3.4 Retour a` l’exemple
On peut e´crire ce que cela donne pour notre exemple (3.16)
~Bt(ξˆt, Iˆt)
q = ∇hξˆt(yq)∗
(−∇G ∗h ξˆt(yq))+ (ν + 1
2
‖Φt(yq)‖2)∆hξˆt(yq)
+
G∑
p=1
Φpt (yq)
2
ν2p
(
ξˆt(yq)+∇hξˆt(yq)∗x˜p,q+det[x˜p,q,∆h∇G∗h ξˆt(yq)+ 2
ν2p
∇h
(∇G∗h ξˆt(yq))∗x˜p,q])
avec x˜p,q = xp − yq,
~bt(ξˆt, Iˆt)
q = −∇hIˆt(yq)∗∇G ∗h ξˆt(yq) + 1
2
‖Φt(yq)‖2∆hIˆt(yq) +
G∑
p=1
Φpt (yq)
2
ν2p
∇hIˆt(yq)x˜p,q
et les q-ie`mes lignes des matrices de dispersion
~Σt(ξˆt, Iˆt)
q• = −Φt(yq)⊗∇hξˆt(yq)∗ +Mq
~σt(ξˆt, Iˆt)
q• = −Φt(yq)⊗∇hIˆt(yq)∗,
avec
Mq =
(
Φ1t
ν2p
x˜∗1,q∇hV 2 Φ
1
t
ν21
x˜∗1,q(−∇hV 1) . . . Φ
1
t
ν21
x˜∗1,q∇hV 2 Φ
G
t
ν2
G
x˜∗G,q(−∇hV 1)
)
Ainsi pour tous 1 ≤ i, j ≤ F[
~σt(ξˆt, Iˆt)~σt(ξˆt, Iˆt)
∗
]i,j
= Φt(yi)⊗∇hIˆt(yi)∗
(
Φt(yj)⊗∇hIˆt(yj)
)∗
= Φt(yi)
∗Φt(yj)∇hIˆt(yi)∗∇hIˆt(yj)
de meˆme[
~Σt(ξˆt, Iˆt)~σt(ξˆt, Iˆt)
∗
]i,j
= −Φt(yi)∗Φt(yj)∇hξˆt(yi)∗∇hIˆt(yj)
−
G∑
p=1
Φp(yi)Φp(yj)
ν2p
{[
x˜2p,i∂1V1(yi)− x˜1p,i∂1V2(yi)
]
∂1Iˆ(yj) +
[
x˜2p,i∂2V1(yi)− x˜1p,i∂2V2(yi)
]
∂2Iˆ(yj)
}
.
3.5 Simulations
Nous pre´sentons ici les dernie`res simulations obtenues par Anne Cuzol en utilisant ce
mode`le.
En premier lieu une trajectoire de re´fe´rence de la vorticite´ a e´te´ simule´e sur l’intervalle
[0, 36] avec un pas de 0,1 pour le sche´ma d’Euler, ainsi qu’une trajectoire des luminances
associe´es. Les images sont de taille 16×16, la grille de bruit posse`de un pas de 3 par rapport
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a` cette grille de pixels. A chaque temps d’observation Tm = 6, 12, 18, 24, 36 on rele`ve l’image
des luminances correspondante Im = (Itk(y))y∈G2 . On cherche donc a` appliquer la me´thode
pre´sente´e en conditionnant suivant ces observations. Une simulation de 60 trajectoires
conditionnelles ont e´te´ re´alise´es, et pour chacune d’elle, on a estime´ leur poids donne´ par
la densite´ e´value´e en cette trajectoire. Afin de comparer avec une simulation a` l’aveugle,
60 trajectoires ont e´te´ re´alise´es sans le terme correctif.
La difficulte´ principale re´side dans le calcul de la matrice inverse
At(Iˆt) = (τ t(Iˆt)τ t(Iˆt)
∗)−1.
La me´thode choisie par Anne Cuzol, conisiste en une estimation empirique de celle-ci
– On simule un ensemble de N re´alisations selon τ t(Iˆt)dwt
– On stocke ces re´alisations dans X de taille (G,N)
– On a donc 1
N
XX∗ approximation empirique de la covariance τ t(Iˆt)τ t(Iˆt)∗
– On calcule la SVD de X : X = UDV ∗
– Donc 1
N
XX∗ = 1
N
UDD∗U∗
– Finalement on approche (τ t(Iˆt)τ t(Iˆt)
∗)−1 par N(XX∗)−1 = NU(DD∗)−1U∗
Sur la Figure 3.2, page 73, on retrouve l’erreur moyenne en valeur absolue de chaque
vorticite´ simule´e par rapport a` la trajectoire de re´fe´rence. Les trajectoires bleues sont
obtenues a` partir des trajectoires conditionnelles, les noires sont celles lance´es a` l’aveugle
selon la loi initiale. Enfin, la trajectoire conditionnelle de plus fort poids a e´te´ repre´sente´e
en rouge. Il est rassurant de voir une nette diffe´rence entre les trajectoires bleues et noires.
On valide ainsi le re´sultat par simulation.
Les Figures 3.3 jusqu’a` 3.5 p.74 repre´sentent des simulations de luminances obtenues
aux temps 1, 2, . . . , 36. La premie`re ligne correspond a` la trajectoire de re´fe´rence, la se-
conde a` la trajectoire estime´e Iˆ obtenue a` l’aide d’une moyenne ponde´re´e des simulations
conditionnelles. Enfin la troisie`me ligne donne l’erreur point par point en valeur absolue
entre Iˆ et la trajectoire de re´fe´rence. Les Figures 3.6 jusqu’a` 3.8 p.75, quant a` elles, donnent
les simulations de vorticite´ correspondantes.
Ces simulations sont encourageantes, en effet, la reconstruction de la vorticite´ est sa-
tisfaisante. Cette e´tape ne repre´sente pourtant que le de´but de la cre´ation d’une me´thode
efficace surtout en re´analyse. En effet, pour l’instant nous n’avons travaille´ que sur un
mode`le jouet.
On pourrait voir ce que l’on est en mesure de re´aliser concre`tement avec ce mode`le a`
partir d’une base de donne´es re´elles. Ceci ne´cessiterait bien suˆr quelques modifications et
ame´liorations. Il serait e´galement inte´ressant de comparer cette approche avec les me´thodes
utilise´es en ge´ne´ral. Si on conside`re par exemple le filtrage particulaire, voire des me´thodes
plus e´volue´es comme le filtrage d’ensemble de Kalman et le filtrage d’ensemble de Kal-
man ponde´re´ (cf. [PMCG10]), on sait qu’en pratique, un grand nombre de particules est
ne´cessaire. On pourrait comparer les me´thodes par le nombre de particules a` conside´rer
afin d’obtenir une estimation raisonnable. Ceci fait partie des objectifs a` court terme que
nous espe´rons re´ussir a` traiter.
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Figure 3.2 – Erreur de la vorticite´ simule´e par rapport a` la trajectoire de re´fe´rence.
Figure 3.3 – Luminances simule´es et erreurs du temps 1 au temps 12
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Figure 3.4 – Luminances simule´es et erreurs du temps 13 au temps 24
Figure 3.5 – Luminances simule´es et erreurs du temps 25 au temps 36
Figure 3.6 – Vorticite´s simule´es et erreurs du temps 1 au temps 12
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Figure 3.7 – Vorticite´s simule´es et erreurs du temps 13 au temps 24
Figure 3.8 – Vorticite´s simule´es et erreurs du temps 25 au temps 36
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Chapitre 4
Conditionnement de processus
ponctuels
Les processus ponctuels forment e´galement une large classe de processus en temps
continu. Il paraˆıt naturel de se pencher sur leur cas, plus pre´cise´ment dans le cas marko-
vien, et de tenter de de´finir un pont poissonnien par exemple. Dans ce cas, la forme du terme
correcteur est identique (cf. [JY79] et [EK91]). Nous cherchons alors a` e´tendre ce re´sultat
dans le cas d’une intensite´ de´terministe variable. Un re´sultat de type ≪ Girsanov ≫nous
permettra d’e´largir le re´sultat de conditionnement a` une classe de processus ponctuels a`
intensite´ stochastique plus ge´ne´rale. Nous allons mettre e´galement en place un re´sultat de
conditionnement d’une classe de processus ponctuels n’admettant pas d’intensite´ stochas-
tique. Finalement, nous allons e´galement e´tudier le cas des processus de Markov a` sauts
en temps continu sur un espace d’e´tats fini. Tout repose encore une fois sur les proble`mes
de martingales associe´es a` ces diffe´rents processus ponctuels.
4.1 Real point processes
4.1.1 General results
This section gives a short recall of basic definitions and properties of real point processes,
please read [BB03] or [Bre´81] to learn more.
Definition 4.1.1. A counting measure on R is a countable sum of Dirac measures on R.
For any counting measure m, there exists a non decreasing sequence (tn)n∈N of numbers
belonging to R∪{−∞,+∞} such that m =∑n∈N δtn with the convention δ−∞ = δ+∞ = 0.
A counting measure is said to be simple when the sequence (tn)n∈N is increasing.
We denote by M(R) the set of all counting measures on R, we endow it with the
σ−algebra M (R) = σ({(m 7→ m(C)) : C ∈ B(R)}) The couple (M(R),M (R)) is called
the canonical space of real point processes.
Definition 4.1.2. A real point process N is a measurable application from a probability
space (Ω,F ,P) to (M(R),M (R)) where the image of N is contained in the subset of simple
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measures. We denote by Tn(ω) = tn(N(ω)) the n
th jumping time of N . We introduce the
process (Nt)t∈R defined by
Nt = N((−∞, t]),
so that the real point process N can be considered as a step function on R.
The point process N is said to be non-explosive if limn Tn =∞ a.s..
Theorem 4.1.3 (Dellacherie, Meyer). Let (Ω,F ,P, (Ft)t) be a filtered space, where (Ft)
is the natural filtration of process N . There exists a (Ft)-predictable random measure dAt
(or equivalently a non decreasing (Ft)-predictable process A) such that for all positive
(Ft)-predictable process X, we have
E[
∫
Xtd(Nt − At)] = 0.
Moreover such a measure is unique in the sense that any process A′ satisfying the same
conditions verify almost surely for all t ∈ R the equality A′t = At.
Proposition 4.1.4. The (Ft)-predictable random measure dAt is characterized through
the following
1. The process (Nt∧Tn − At∧Tn)t is a (Ft)-martingale for all n ≥ 1
2. ∫
[T∞,∞)
dAt = 0 a.s..
Remarque 4.1.5. In the case of a non-explosive point process, both conditions are reduced
to the fact that (Nt − At)t has to be a (Ft)-martingale.
Proposition 4.1.6. When for all ω, the measure dAt(ω) is absolutely continuous with
respect to the Lebesgue measure, there exists a positive process (λt), which can be chosen
(Ft)-predictable such that
At =
∫ t
0
λsds.
Then we say that the point process N admits the (stochastic) intensity (λt)t.
It is now time to see the link between the stochastic intensity and the Markov property.
In fact, if for all s ≥ 0, λs := λs(Ns−), then N is a Markov process. Moreover, if (λs) is
deterministic, then the increments of N are independent. The Poisson case corresponds to a
jump process with a constant deterministic intensity, which means stationary independent
increments
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4.1.2 Case of the deterministic intensity
We first give a result from [JY79] we will extend in the more general case of deterministic
intensities. We denote (Ft)0≤t≤T the natural filtration of the point process N ,
Qt = Nt −
∫ t
0
λsds
is the associated (Ft)-martingale. We set (Gt)0≤t≤T the enlarged filtration given by Gt =
∩ε>0(Ft+ε ∨ σ(QT )) = ∩ε>0(Ft+ε ∨ σ(NT )) (λ is deterministic).
Let N be a Poisson point process on [0, T ] × Ω with rate λ > 0 satisfying N0 = 0. In
[JY79], the authors show that η defined on [0, T ]× Ω given by
ηt = Nt −
∫ t
0
NT −Ns−
T − s ds,
is a (Gt)-martingale with the predictable quadratic variation
∫ t
0
NT−Ns−
T−s ds. Now we consider
a point process whose intensity (λt)0≤t≤T is deterministic. The result remains true in this
larger case. We introduce for s < t
Λs,t =
∫ t
s
λudu.
Theorem 4.1.7. There exists a (Gt)-martingale η defined on [0, T ]× Ω given by
ηt = Nt −
∫ t
0
λs
Λs,T
(NT −Ns−)ds,
whose quadratic variation is
〈η〉t =
∫ t
0
λs
Λs,T
(NT −Ns−)ds,
and (ηt)t is independent of σ(NT ) ⊂ G0.
Proof. We here use a similar proof to that of [EK91]. It consists in the concatenation of
Lemmas 4.1.8, 4.1.9, 4.1.10 and 4.1.11 which follow.
Lemma 4.1.8. Let X and Y be independent Poisson random variables with parameters
µX and µY respectively, and set α =
µX
µX+µY
. Then
E[X|X + Y ] = α(X + Y ).
Proof. It suffices to compute for all 0 ≤ k ≤ n the quantities P(X = k|X+Y = n). Indeed
P(X = k|X + Y = n) = P(X = k,X + Y = n)
P(X + Y = n)
=
P(X = k)P(Y = n− k)
P(X + Y = n)
=
e−µXµkX
k!
e−µY µn−kY
(n− k)! =
n!
e−µX−µY ((µX + µY )n
=
(
n
k
)
αk(1− α)n−k.
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The conditional law of X is binomial, then
E[X|X + Y = n] = αn.
Lemma 4.1.9. For 0 ≤ s ≤ t ≤ T
E[Qt −Qs|Gs] = Λs,t
Λs,T
(QT −Qs).
Proof. Since Fs and QT −Qs are independent, we have E[Qt −Qs|Fs ∨ σ(QT )] = E[Qt −
Qs|QT −Qs]. Then we use Lemma 4.1.8 with X = Nt −Ns and Y = NT −Nt to get
E[Qt −Qs|Fs ∨ σ(QT )] = Λs,t
Λs,T
(QT −Qs).
Now, let gs belong to Gs = ∩ε>0 (Fs+ε ∨ σ(QT )), then for any ε > 0,
E[(Qt −Qs+ε)gs] = Λs+ε,t
Λs+ε,T
(QT −Qs+ε).
It remains to take the limit in L1 as ε tends toward 0.
Lemma 4.1.10.
ηt = Nt −
∫ t
0
λs
Λs,T
(NT −Ns−)ds = Qt −
∫ t
0
λs
Λs,T
(QT −Qs−)ds
is a G−martingale.
Proof. Since NT is a.s. finite, the quantities
∫ t
0
λs
Λs,T
(NT −Ns−)ds and
∫ t
0
λs
Λs,T
(NT −Ns)ds
coincide for any t < T . Then
E[ηt − ηs|Gs] = E[Qt −Qs|Gs]−
∫ t
s
λu
Λu,T
E[QT −Qu|Gs]du
Thanks to Lemma 4.1.9 and the definition of Λs,t
E[ηt − ηs|Gs]
=
Λs,t
Λs,T
(QT −Qs)−
∫ t
s
λu
Λu,T
E[QT −Qs − (Qu −Qs)|Gs]du
=
Λs,t
Λs,T
(QT −Qs)−
∫ t
s
λu
Λu,T
(1− Λs,u
Λs,T
)(QT −Qs)du
=
Λs,t
Λs,T
(QT −Qs)−
∫ t
s
λu
Λu,T
(
Λs,T − Λs,u
Λs,T
)(QT −Qs)du
= 0
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Lemma 4.1.11. η has jumps of size 1 which coincide with those of N ,and
〈η〉t =
∫ t
0
λs
Λs,T
(NT −Ns−)ds
Proof. We use Itoˆ’s formula to obtain
(ηt)
2 = 2
∫ t
0
ηs−dηs + [η]t = 2
∫ t
0
ηs−dηs +Nt
= 2
∫ t
0
ηs−dηs + ηt +
∫ t
0
λs
Λs,T
(NT −Ns−)ds
and the first two terms are (Gt)−martingales.
Then by applying Proposition 4.1.4, it ensures
Corollary 4.1.12. For any v ∈ N, the conditional law L (N |NT = v) where N admits for
bounded deterministic intensity (λt)t is given by that one of the point process N
v whose
stochastic intensity λ˜t is defined by
λ˜t =
λt
Λt,T
(v −Nt−)
Proof. In fact the solution of
N vt = ηt +
∫ t
0
λs
Λs,T
(v −Ns−)ds
can be defined through a Picard’s iteration since we have
‖N (k+1)t −N (k)t ‖2 ≤
Cλ,T t
T − t
∫ t
0
‖N (k)
s−
−N (k−1)
s−
‖2ds
Thus it is measurable with respect to v. Then thanks to Theorem 4.1.7 we can show that
L (N |NT = v) is given by the law L (N v) by conditioning the canonical decomposition of
N as a (Gt)-semi-martingale
Nt = ηt −
∫ t
0
λs
Λs,T
(NT −Ns−)ds
4.1.3 Girsanov’s theorem
To extend the last result to a larger class we introduce a probability change theorem
given in [Bre´81] (T3 p.165 and T4 p.168).
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Theorem 4.1.13. Let N and N ′ be two non-explosive point processes define on [0, T ],
with intensities λt and λ
′
t, respectively. Suppose that λt is positive for any t ∈ [0, T ].
Moreover, suppose that for all t ∈ [0, T ], µt := λ
′
t
λt
< c and λt are both bounded. Then for
all Ft−measurable function f
E[f(N ′)] = E[f(N)(
∏
Tn≤t
µTn) exp{
∫ t
0
λs − λ′sds}].
Hence we have a new corollary of Theorem 4.1.7 by using Lemma A.2.1
Corollary 4.1.14. Let N and N ′ be two non-explosive point processes with positive in-
tensities λt and λ
′
t respectively. Suppose λt is deterministic and λ
′
t := λ
′
t(N
′
t−), and that
µt(n) :=
λ′t(n)
λt
is bounded. Then for all positive measurable function f
E[f(N ′)|N ′T = v] = CE[f(N v)(
∏
T vn≤t
µT vn ) exp{
∫ t
0
λs − λ′s(N vs−)ds}].
where N v is given by Corollary 4.1.12.
Proof. Thanks to Corollary 4.1.12, we know that
E[f(N)|NT = v] = E[f(N v)]
where the real point process N v admits for stochastic intensity
λt
Λt,T
v −N vt−
T − t .
Now, Girsanov’s theorem allows us to write for any positive continuous function g
E[f(N ′)g(N ′T )] = E[f(N)g(NT )(
∏
Tn≤t
µTn) exp{
∫ t
0
λs − λ′sds}].
Then, it remains to apply Lemma A.2.1 given in the appendix.
4.1.4 Case of a deterministic finite discrete associated measure
We are now considering a non-explosive point process N whose associated compensator
is at =
∑
s≤t∆as. We assume that ∆as ≤ 1. In order to understand the law of this process,
we use the characterization of point processes (cf. [Wat64] or [Bre´75]). So that N is a
process verifying
1. Nt −Ns and Fs are independent for s < t
2. E[exp{ıu(Nt −Ns)}] =
∏
s<r<t {1 + (eıu − 1)∆ar}
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In other words, this means, that at a finite number of discontinuity times t of a, the process
N jumps with probability ∆at.
At first, we study the case where the height of the jumps of a is 1/2. We define
nt = Card{s : s ≤ t,∆as > 0}
So that Nt is the sum of nt independent Bernoulli variables with parameter 1/2. We can
compute explicitly the law of Nt conditioned on NT = v, indeed for all k
P(Nt = k|NT = v) = P(Nt = k)P(NT −Nt = v − k)P(NT = v)−1
=
(
nt
k
)(
nT − nt
v − k
)(
nT
v
)−1
To obtain the law of the conditioned process, we want to find its associated measure.
Theorem 4.1.15. Let N be a point process admitting for associated measure the finite
sum at =
∑
s≤t∆as with ∆as =
1
2
if it is positive. The conditional point process N v
corresponding to the conditional of N knowing NT = v is (with the convention
0
0
= 1)
∑
s≤t
N vT −N vs−
aT − as− ∆as
Proof. We just have to consider the height of the jumps at the discontinuity times tk of a.
P(Ntk = vk|Ntk−1 = vk−1, NT = v) =
(
ntk − ntk−1
vk − vk−1
)(
nT − ntk
v − vk
)(
nT − ntk−1
v − vk−1
)−1
Hence If vk = vk−1 + 1 then
P(Ntk = vk|Ntk−1 = vk−1, NT = v) =
(
1
1
)(
nT − ntk−1 − 1
v − vk−1 − 1
)(
nT − ntk−1
v − vk−1
)−1
=
v − vk−1
nT − ntk−1
Else if vk = vk−1 then
P(Ntk = vk|Ntk−1 = vk−1, NT = v) =
(
1
0
)(
nT − ntk−1 − 1
v − vk−1
)(
nT − ntk−1
v − vk−1
)−1
=
nT − ntk−1 − v + vk−1
nT − ntk−1
= 1− v − vk−1
nT − ntk−1
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Now, let N ′ be a non explosive point process whose associated compensator is given
by a′t =
∑
s≤t∆a
′
s with ∆a
′
s ≤ 1. So that at each discontinuity of a′ the process N ′ jumps
with probability ∆a′. We can easily compute the probability of a path on [0, T ]. Indeed,
at each jump time T ′n, the process had a probability of ∆a
′
T ′n
to jump. For all others sites
s for which ∆as > 0, the process had a probability of 1 − ∆a′s not to jump. Finally, the
probability of a path can be written∏
T ′n≤T
∆a′T ′n
∏
s≤T
s 6=T ′n
(1−∆a′s).
Let N be the point process whose generator at =
∑
s≤t∆at possesses the same disconti-
nuities than a′ but with ∆at = 12 when it is positive. We are now able to compare both
laws of N and N ′, since the calculus above gives the probability of the same path under
the law of N , so that we are able to express a kind of Girsanov transformation. For any
FT -measurable positive function f
E[f(N ′)] = E[f(N)
∏
Tn≤T
∆a′Tn
∏
s≤T
s 6=Tn
(1−∆a′s)
∏
Tn≤T
∆a−1Tn
∏
s≤T
s 6=Tn
(1−∆as)−1]
= 2nTE[f(N)
∏
Tn≤T
∆a′Tn
∏
s≤T
s 6=Tn
(1−∆a′s)],
where nt = Card{s ∈ [0, T ] : ∆as > 0} is the number of sites at which the process
can jump. In fact, this could be deduced from a more global result appearing in [BJ77]
p.377. This gives the change of measure between two general point processes, by using
the corresponding representations given by Watanabe’s characterization ([Wat64],[Bre´75]).
Using this last computation, it ensues
Corollary 4.1.16. Let N and N ′ two non-explosive point processes with associated com-
pensators at =
∑
s≤t∆at and a
′
t =
∑
s≤t∆a
′
t, respectively. Suppose that a and a
′ admit
the same discontinuity times and ∆at =
1
2
when positive. Then, for any FT -measurable
positive function f
E[f(N ′)] = E[f(N v)
∏
T vn≤T
∆a′T vn
∏
s≤T
s 6=T vn
(1−∆a′s)].
Proof. We just have to apply Lemma A.2.1 given in the appendix.
4.2 Jump Markov processes on a finite set of states
4.2.1 Result
We set a probability space (Ω,Ft,P) and the finite set of states S. Let (Xt)t≥0 be a
jump Markov process on S and (Ft)t its natural filtration. The transition probabilities
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(ps,t(x, y))x,y∈S are defined for x, y ∈ S and s ≤ t by
ps,t(x, y) = P(Xt = y|Xs = x)
Let Ps,t be the operator acting on functions from S to R defined by
∀f : S → R, ∀x ∈ S, Ps,tf(x) = E[f(Xt)|Xs = x]
The family (Ps,t)0≤s≤t is a semi-group in the sense that for all 0 ≤ s ≤ t ≤ u
Ps,u = Ps,t ◦ Pt,u
Ps,s = Id
Definition 4.2.1. We say that the semi-group (Ps,t)0≤s≤t is differentiable in t if the fol-
lowing quantities
L+t = limh→0
h>0
Pt,t+h−Id
h
, L−t = limh→0
h<0
Pt−h,t−Id
h
exist and are equal.
If (Ps,t)0≤s≤t is differentiable for all t, we define the generator (Lt)t≤0 by Lt = L+t .
Proposition 4.2.2. Let the semi group (Ps,t)0≤s≤t be differentiable, then we have the Kol-
mogorov’s equations
∂tPs,t = Ps,tLt (4.1)
∂sPs,t = −LsPs,t (4.2)
Theorem 4.2.3. Let X be a jump Markov process with generator (Lt). Let X˜ be the
conditional process following the law of X conditioned on XT = v. Then X˜ admits for
generator
L˜t : F (S) → F (S)
f 7→ Lt
(
fpt,T (.,v)
)
−fLtpt,T (.,v)
pt,T (.,v)
with for all x, y in S and 0 ≤ s ≤ t
ps,t(x, y) = P(Xt = y|Xs = x)
Proof. First, the transition probabilities ps,t(x, y) := Ps,t(1y)(x) = P(Xt = y|Xs = x) of X
allow to express that ones p˜s,t of the conditional process X˜. For all s ≤ t and x, y ∈ S such
that ps,T (x, v) > 0
p˜s,t(x, y) = P(X˜t = y|X˜s = x) = ps,t(x, y) pt,T (y, v)
ps,T (x, v)
We define
gs,t(x, y) =
pt,T (y, v)
ps,T (x, v)
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so that, g gives the density of P˜ with respect to P . Indeed, for any positive function f ,
P˜s,tf(x) = E[f(X˜t)|X˜s = x] = E[f(Xt)gs,t(x,Xt)|Xs = x] = Ps,t
(
fgs,t(x, .)
)
(x)
Using this we can write thanks to Kolmogorov’s equations
∂tP˜s,tf(x) = ∂tPs,t
(
fgs,t(x, .)
)
(x)
= ∂tPs,t(fg)(x)|g=gs,t(.,x) + ∂tPs,u(fgs,t(x, .))(x)|u=t
First, let treat the second term
∂tPs,u(fgs,t(., x))(x) = Ps,u(f∂tgs,t(., x))(x).
Now, we use the definition of g, since pt,T (y, v) = Pt,T (1v)(y)
∂tgs,t(x, y) =
∂tpt,T (y, v)
ps,T (x, v)
=
−Ltpt,T (y, v)
ps,T (x, v)
= −Ltgs,t(x, y).
Hence
∂tP˜s,tf(x) = Ps,tLt
(
fgs,t(x, .)
)
(x) + Ps,t
(
f∂tgs,t(x, .)
)
(x)
= Ps,t
[
Lt
(
fgs,t(x, .)
)− fLtgs,t(x, .)] (x)
= Ps,t
[
gs,t(x, .)
(Lt − Ltgs,t(x, .)
gs,t(x, .)
)(
fgs,t(x, .)
)]
(x).
Finally
∂tP˜s,t = Ps,tL˜t,
with operator L˜t defined as follows
L˜t : F (S) → F (S)
f 7→ Lt
(
fgs,t
)
−fLtgs,t
gs,t
which does not depend on s since ps,T (x, v) cancels.
4.2.2 Simulation
Technique
In order to simulate a jump Markov process X with intensity (λt)t, one option is the
following :
Starting from X0 = a0, for all b 6= a0, we generate an inhomogeneous Poisson process
N b of parameter qa0b(t) = Lt1b(x). For this, we introduce Λa0b(t) =
∫ t
0
qa0b(s)ds, and then
we use the fact that
N bt = N
0
Λa0b(t)
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where N0 is a homogeneous Poisson process of parameter 1. We then obtain the first jump
T b1 of N
b by inverting Λ. Then we jump to the state a1 for which N
b jumps first. And so
on, we generate independent inhomogeneous Poisson processes N b for b 6= a1 of parameter
qa1b(T1 + t)...
The algorithm is the following
ALGORITHM For fixed number of states N , time horizon
H, and initial state a0.
• Initialization → For each state b 6= a0, generate an ex-
ponentially distributed variable Ea ∼ E (1), compute or es-
timate Λ−1a0b(E
a), then set T1 = minb 6=a0
(
Λ−1a0b(E
a)
)
and a1
the state for which the minimum is realized.
• While the last jump time t is lesser than H → If
N is the integer such that t = TN . For each state b 6= aN ,
generate an exponentially distributed variable Eb ∼ E (1),
compute or estimate Λ−1aN b
(
Eb+ΛaN b(TN )
)
, then set TN+1 =
minb 6=aN
(
Λ−1aN b(E
b)
)
and aN+1 the state for which the mini-
mum is realized.
• Truncation → For first t = TN for which t > T , set
t = H and aN = aN−1.
Example
We now choose to study the conditioning of a time-and-space homogeneous jump mar-
kov process of parameter λ on a state space S such that |S| = N . First, we compute the
new generator L˜
L˜t : F (S) → F (S)
f 7→ 1
pT−t(.,v)
∑
y∈S
(
f(y)− f(.))pT−t(y, v)
We need the expression of pT−t, we get it using the fact that Pt = exp(Qt). Thus, if 1N is
the square matrix with all coefficients equal to 1, and IN the identity matrix, we obtain by
computation
Pt = exp
(
λt(1−NIN)
)
= e−λNtIN +
1
N
(1− e−λNt)1N
This allows us to get L˜t1a(x) for all a 6= x ∈ S. The expression depends on the links
between a, x and v
If x = v then for all a 6= v
L˜t1a(v) = λ
pT−t(a, v)
pT−t(v, v)
= λ
1− e−λN(T−t)
(N − 1)e−λN(T−t) + 1
this leads to
Λva(t) = λt+
1
N − 1 log
(
(N − 1)e−λNT + 1
(N − 1)e−λN(T−t) + 1
)
but here we can not have an explicit formula for the inverse function.
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If x 6= v then
If a = v
L˜t1v(x) = λ
pT−t(v, v)
pT−t(x, v)
= λ
(N − 1)e−λN(T−t) + 1
1− e−λN(T−t)
so that
Λxv(t) = λt+ log
(
1− e−λNT
1− e−λN(T−t)
)
whose inverse has no explicit formula.
Else for a 6= x
L˜t1a(x) = λ
pT−t(a, v)
pT−t(x, v)
= λ
so that
Λxa(t) = λt and Λ
−1
xa (u) =
u
λ
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Figure 4.1 – Illustration of a simulation with 10 states
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The red curve whose generator is L defined by Lf =
∑
y f(y) is simulated to obtain
an observation in time 1. The blue curve with generator L˜ is simulated thanks to the
conditional law.
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Annexe A
Annexe
A.1 Densite´s de transition d’un processus de Markov
Nous e´nonc¸ons ici un re´sultat connu comme les estime´es d’Aronson suite a` l’article
[Aro67]. Ces estime´es donnent un encadrement des densite´s de transition par des noyaux
gaussiens.
On se donne une EDS n-dimensionnelle
dxt = bt(xt)dt+ σt(xt)dwt, x0 = u (A.1)
ou` w est un mouvement brownien d-dimensionnel. On conside`re alors les densite´s de tran-
sition ps,t(x, y) du processus x.
Ce re´sultat se trouve dans [Dyn65] p.227 The´ore`me 0.4.. On peut e´galement consulter
directement [IKO01].
The´ore`me A.1.1 (Il’in, Kalashnikov, Oleinik). Supposons que
1. Les fonctions σσ∗ et b sont borne´es sur une bande [0, T ]×Rn et α-Ho¨lder en espace
2. La fonction σσ∗ ve´rifie e´galement une condition d’Ho¨lder en temps sur [0, T ]
3. Il existe une constante λ telle que pour tout couple (t, x)
σt(x)σt(x)
∗ > λIn,
au sens des matrices syme´triques.
Alors
1. Pour tout 0 ≤ s < t ≤ T
ps,t(x, y) > 0.
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2. De plus
ps,t(x, y) ≤M(t− s)−n2 e−
α‖y−x‖2
t−s , (A.2)
|∂ips,t(x, y)| ≤M(t− s)−n+12 e−
α‖y−x‖2
t−s , (A.3)
|∂ijps,t(x, y)| ≤M(t− s)−n2−1e−
α‖y−x‖2
t−s , (A.4)
|∂tps,t(x, y)| ≤M(t− s)−n2−1e−
α‖y−x‖2
t−s , (A.5)
ou` M et α sont deux constantes strictement positives.
En re´alite´, il existe une borne infe´rieure de meˆme type pour les densite´s. Il est donne´
par exemple, dans [Aro67] ou encore [Aze84], [Str88] et e´galement dans [PE`84] The´ore`me
3.6. Pour des cadres plus larges.
The´ore`me A.1.2 (Aronson). Sous les meˆmes conditions que le re´sultat pre´ce´dent, pour
tous 0 ≤ s < t ≤ T
µ(t− s)−n2 e−λ‖y−x‖
2
t−s ≤ ps,t(x, y) ≤M(t− s)−n2 e−
α‖y−x‖2
t−s ,
ou` µ, λ,M, α > 0 sont des constantes.
Des re´sultats plus re´cents existent, ils visent a` affaiblir les hypothe`ses, notamment
l’uniforme ellipticite´. Par exemple, dans la pre´sentation du The´ore`me 2.3.9, on parle d’un
papier de F.Delarue et S.Menozzi [DM10] dans lequel ils mettent en place de telles estime´es
dans le cadre d’un syste`me de n e´quations de dimensions d. Un mouvement brownien
intervient uniquement dans la premie`re e´quation, l’ale´a se propageant aux autres e´quations
a` travers les diffe´rents coefficients.
A.2 Equivalence de lois et conditionnements
Le lemme suivant e´tablit le lien entre le conditionnement de deux variables de lois
e´quivalentes par la meˆme fonctionnelle. Ce re´sultat sert dans cette the`se, lorsque l’on
applique un changement de mesure a` la Girsanov pour se ramener a` une loi que l’on sait
conditionner.
Lemme A.2.1. Soient x, ξ deux variables ale´atoires de lois e´quivalentes, i.e. il existe une
fonction q > 0 telle que
E[f(x)] = E[f(ξ)q(ξ)]
Soit λ une fonction a` valeurs dans un Rm, on suppose que pour tout vecteur u, on a
l’existence d’une variable pu telle que :
E[f(ξ)|λ(ξ) = u] = E[f(pu)]
alors,
E[f(x)|λ(x) = u] = q−1λ (u)E[f(pu)q(pu)].
ou` qλ est la densite´ de la mesure image de x par rapport a` celle de ξ par λ.
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De´monstration. Soient f et g deux fonctions mesurables, l’e´quivalence de lois nous permet
d’e´crire
E[f(x)g ◦ λ(x)] = E[f(ξ)g ◦ λ(ξ)q(ξ)]
En utilisant l’hypothe`se faite sur le conditionnement de ξ
E[f(x)g ◦ λ(x)] =
∫
E[f(ξ)q(ξ)|λ(ξ) = u]g(u)µλ(ξ)(du) =
∫
E[f(pu)q(pu)]g(u)µλ(ξ)(du)
ou` µλ(ξ) est la distribution de λ(ξ). Ainsi, en re´utilisant l’e´quivalence de lois
E[f(x)g ◦ λ(x)] =
∫
E[f(pu)q(pu)]q
−1
λ (u)g(u)µλ(x)(du)
ou` µλ(x) est la distribution de λ(x) et qλ est la densite´ de µλ(x) par rapport a` µλ(ξ).
A.3 Formule d’Itoˆ-Wentzell
Nous pre´sentons ici une formulation multidimensionnelle de la ge´ne´ralisation de la for-
mule d’Itoˆ, dite Formule d’Itoˆ-Wentzell, donne´e dans le livre [Kun97] p.92, applique´e a` des
semi-martingales browniennes. Supposons
dXt = Vt(Xt)dt+ Σt(Xt)dwt
dFt(x) = bt(x)dt+ σt(x)dwt,
ou` Xt vit dans R
n, Ft(x) dans R
m et w est un mouvement brownien de dimension d.
The´ore`me A.3.1. Supposons que pour tout t ≥ 0, les fonctions x 7→ bt(x) et x 7→ σt(x)
appartiennent presque suˆrement a` C2(Rn).
dFt(Xt) = bt(Xt)dt+ σt(Xt)dwt +∇xFt(Xt)∗dXt
+
∑
1≤i,j≤n
ai,jt (Xt)
2
∂xi∂xjFt(Xt)dt+
∑
1≤j≤n
1≤k≤d
Σj,kt (Xt)∂xj


σ1,kt (Xt)
...
σm,kt (Xt)

 dt
(A.6)
ou` a = σσ∗.
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Re´sume´ : Le but de cette the`se est de de´crire la loi conditionnelle d’un processus mar-
kovien multidimensionnel connaissant la valeur de certaines combinaisons line´aires de ses
coordonne´es a` des instants donne´s. La description recherche´e consiste a` mettre en e´vidence
un processus de meˆme type, facile a` simuler, dont la loi est e´quivalente a` la loi conditionnelle
cible´e.
La classe principalement e´tudie´e est celle des processus a` diffusion. Dans un premier
temps, des techniques de grossissement de filtration (Jacod 1985) permettent de de´terminer
les parame`tres de l’e´quation diffe´rentielle stochastique ve´rifie´e par le processus conditionnel.
Cependant, on s’aperc¸oit alors que la de´rive n’est pas explicite, car celle-ci de´pend des
densite´s de transition du processus initial, inconnues en ge´ne´ral. Ceci rend impossible,
une simulation directe par exemple a` l’aide d’un sche´ma d’Euler. Afin de pallier ce de´faut,
nous proposons une alternative, dans l’esprit de Delyon et Hu (2006). L’approche consiste a`
proposer une e´quation diffe´rentielle stochastique de parame`tres explicites, dont la solution
est de loi e´quivalente a` la loi conditionnelle.
Une application en collaboration avec Anne Cuzol et Etienne Me´min de l’INRIA, dans
le cadre des e´coulements fluides est e´galement pre´sente´e. On applique la me´thode propose´e
pre´ce´demment a` un mode`le stochastique inspire´ des e´quations de Navier-Stokes.
Enfin, la classe des processus markoviens a` sauts est e´galement aborde´e.
Abstract : The aim of this work is to describe the conditional law of a multidimen-
sional Markov process knowing linear combinations of its coordinates at given times. We
are looking for a process of the same kind, whose law is equivalent to the targeted one.
The diffusion processes represent the most studied process class in this thesis. We
first use techniques of enlargement of filtrations (Jacod 1985) in order to determine the
parameters of the conditional stochastic differential equation (SDE). This theoretical result
does not allow direct simulation of conditional paths because of its drift. Indeed, this one
depends on the transition density functions of the initial diffusion, and those functions are
generally unknown. That is why, we provide an alternative, inspired by a Delyon & Hu
(2006), consisting in proposing a SDE, whose law is equivalent to the targeted conditional
distribution. Moreover, this SDE possesses explicit coefficents, and is easy to simulate
thanks to an Euler scheme. Same kind of results are also established in the case of real
point processes.
An application in collaboration with Anne Cuzol and Etienne Me´min from the INRIA is
also presented. It consists in applying the precedent result to a model, whose construction
is based on 2D-Navier-Stokes equations.
