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Abstract
Let A be an abelian category and C an additive full subcategory of A . We provide
a method to construct a proper C -resolution (resp. coproper C -coresolution) of one
term in a short exact sequence in A from that of the other two terms. By using these
constructions, we answer affirmatively an open question on the stability of the Gorenstein
category G(C ) posed by Sather-Wagstaff, Sharif and White; and also prove that G(C ) is
closed under direct summands. In addition, we obtain some criteria for computing the
C -dimension and the G(C )-dimension of an object in A .
1. Introduction
Auslander and Bridger generalized in [AB] finitely generated projective modules to
finitely generated modules of G-dimension zero over (commutative) Noetherian rings. Fur-
thermore, Enochs and Jenda introduced in [EJ1] Gorenstein projective modules for arbitrary
modules over a general ring, which is a generalization of finitely generated modules of G-
dimension zero. Also in [EJ1], Gorenstein injective modules were introduced as the dual of
Gorenstein projective modules. It is well known that the class of modules of G-dimension
zero and that of Gorenstein projective modules coincide for finitely generated modules over
a left and right Noetherian ring, and that Gorenstein projective modules and Gorenstein
injective modules share many nice properties of projective modules and injective modules,
respectively (cf. [EJ1, EJ2, H]). The homological properties of Gorenstein projective and
injective modules and some related generalized versions have been studied by many authors,
see [AB, AM, CFH, CFrH, CI, EJ1, EJ2, EJL, GD, H, HJ, HW, LHX, SSW1, SSW2, TW,
W], and the literatures listed in them.
Let A be an abelian category and C an additive full subcategory of A . Sather-Wagstaff,
Sharif and White introduce the Gorenstein category G(C ), which unifies the following no-
tions: modules of Gorenstein dimension zero ([AB]), Gorenstein projective modules, Goren-
∗2000 Mathematics Subject Classification: 18G10, 18G15, 18G20, 18G25.
†Keywords: (Strongly) proper resolutions, (Strongly) coproper coresolutions, Gorenstein categories, Gen-
erators, Cogenerators, Gorenstein syzygies, C -dimension.
‡E-mail address: huangzy@nju.edu.cn
1
stein injective modules ([EJ1]), V -Gorenstein projective modules, V -Gorenstein injective
modules ([EJL]), and so on. The Gorenstein subcategory G(C ) of A is defined as G(C ) = {M
is an object in A | there exists an exact sequence · · · → C1 → C0 → C
0 → C1 → · · · in C ,
which is both HomA (C ,−)-exact and HomA (−,C )-exact, such that M ∼= Im(C0 → C
0)}.
Set G0(C ) = C , G1(C ) = G(C ), and inductively set Gn+1(C ) = G(Gn(C )) for any n ≥ 1.
They proved that when C is self-orthogonal, G(C ) possesses many nice properties. For ex-
ample, in this case, G(C ) is closed under extensions and C is a projective generator and an
injective cogenerator for G(C ), which induce that Gn(C ) = G(C ) for any n ≥ 1. Also in this
case, they proved that G(C ) is closed under direct summands. In particular, they posed the
following open question:
Question 1.1. (see [SSW1, Question 5.8]) Must there be an equality Gn(C ) = G(C ) for
any n ≥ 1?
In this paper, we will prove that the answer to this question is affirmative. The used
methods are to construct a certain proper resolution (resp. coproper coresolution) of one
term in a short exact sequence from that of the other two terms. This paper is organized as
follows.
In Section 2, we give some terminology and some preliminary results.
In Section 3, we provide a method to construct a proper resolution (resp. coproper
coresolution) of the first or last term in a short exact sequence from that of the other two
terms. We will prove the following two theorems and their dual results.
Theorem 1.2. Let C be a full subcategory of an abelian category A and 0 → X →
X0 → X1 → 0 an exact sequence in A . Let
· · · → Cji → · · · → C
j
1 → C
j
0 → X
j → 0 (1.1(j))
be a proper C -resolution of Xj for j = 0, 1. Then
(1) We get the following exact sequences:
· · · → C1i+1
⊕
C0i → · · · → C
1
2
⊕
C01 → C → X → 0 (1.2)
and
0→ C → C11
⊕
C00 → C
1
0 → 0
(2) If the exact sequence (1.1(j)) is HomA (−,C )-exact for j = 0, 1, then so is the exact
sequence (1.2).
(3) If C is closed under finite direct sums and kernels of epimorphisms, then the exact
sequence (1.2) is a proper C -resolution of X.
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Theorem 1.3. Let C be a full subcategory of an abelian category A and
0→ X1 → X0 → X → 0 (1.3)
an exact sequence in A . Let
Cnj → · · · → C
1
j → C
0
j → Xj → 0 (1.4(j))
be a proper C -resolution of Xj for j = 0, 1. Then
(1) We get the following exact sequence:
Cn0
⊕
Cn−11 → · · · → C
2
0
⊕
C11 → C
1
0
⊕
C01 → C
0
0 → X → 0 (1.5)
(2) If all the exact sequences (1.3) and (1.4(j)) are HomA (−,C )-exact for j = 1, 2, then
so is the exact sequence (1.5).
(3) If the exact sequence (1.3) is HomA (C ,−)-exact, then the exact sequence (1.5) is a
proper C -resolution of X.
As applications of these constructions, in Section 4 we prove the following result, in which
the first assertion answers Question 1.1 affirmatively.
Theorem 1.4. Let A be an abelian category and C an additive full subcategory of A .
Then we have
(1) Gn(C ) = G(C ) for any n ≥ 1.
(2) G(C ) is closed under direct summands.
Let A be an abelian category and C a full subcategory of A . For a positive integer n,
an object A in A is called an n-C -syzygy object (of an object M) if there exists an exact
sequence 0 → A → Cn−1 → · · · → C1 → C0 → M → 0 in A with all Ci objects in C .
For an object M in A , C -dimM is defined as inf{n ≥ 0 | there exists an exact sequence
0 → Cn → · · · → C1 → C0 → M → 0 in A with all Ci objects in C }. We set C -dimM
infinity if no such integer exists.
In Section 5, assume that C is closed under extensions. We first prove that for a positive
integer n, an object A in A is n-C -syzygy if and only if it is n-cogenC -syzygy, where cogenC
is a cogenerator for C . Next we prove that if X is a generator-cogenerator for C , then for
any object M in A and n ≥ 0, C -dimM ≤ n if and only if for every non-negative integer t
such that 0 ≤ t ≤ n, there exists an exact sequence: 0 → Xn → · · · → X1 → X0 → M → 0
in A such that Xt is an object in C and all Xi are objects in X for i 6= t. As a consequence,
when C is self-orthogonal, we obtain some criteria for computing G(C )-dimM if it is finite.
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2. Preliminaries
Throughout this paper, A is an abelian category, all subcategories are full subcategories
of A closed under isomorphisms. We fix a subcategory C of A .
In this section, we give some terminology and some preliminary results.
Definition 2.1. ([E]) Let C ⊆ D be subcategories of A . The morphism f : C → D
in A with C an object in C and D an object in D is called a C -precover of D if for any
morphism g : C
′
→ D in A with C
′
an object in C , there exists a morphism h : C
′
→ C
such that the following diagram commutes:
C
′
g

h
~~⑦
⑦
⑦
⑦
C
f // D
The morphism f : C → D is called right minimal if a morphism h : C → C is an auto-
morphism whenever f = fh. A C -precover f : C → D is called a C -cover if f is right
minimal. Dually, the notions of a C -preenvelope, a left minimal morphism and a C -envelope
are defined. Following Auslander and Reiten’s terminology in [AR1], a C -(pre)cover and
a C -(pre)envelope are called a (minimal) right C -approximation and a (minimal) left C -
approximation, respectively.
Recall that an exact sequence in A is called HomA (C ,−)-exact if it remains still exact
after applying the functor HomA (C ,−). Let M be an object in A . An exact sequence:
· · ·
fi+1
−→ Ci
fi
−→ · · ·
f2
−→ C1
f1
−→ C0
f0
−→M → 0
in A with all Ci objects in C is called a C -resolution of M . Recall from [AM] that the
above exact sequence is called a proper C -resolution of M if it is a C -resolution of M
and is HomA (C ,−)-exact, that is, each fi is an epic C -precover of Im fi; and it is called
a minimal proper C -resolution of M if each fi is an epic C -cover of Im fi. Dually, the
notions of a HomA (−,C )-exact exact sequence, a C -coresolution and a (minimal) coproper
C -coresolution of M are defined.
We now introduce the notion of strongly (co)proper (co)resolutions as follows.
Definition 2.2. Let M be an object in A .
(1) A sequence:
· · · → Xi → · · · → X1 → X0 →M → 0
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in A is called strongly HomA (C ,−)-exact exact if it is exact and Ext
1
A
(C ,Ki) = 0 for any
i ≥ 1, where Ki = Im(Xi → Xi−1). Dually, the notion of a strongly HomA (−,C )-exact exact
sequence is defined.
(2) An exact sequence:
· · · → Ci → · · · → C1 → C0 →M → 0
in A is called a strongly proper C -resolution ofM if it is a C -resolution ofM and is strongly
HomA (C ,−)-exact. Dually, the notion of a strongly coproper C -coresolution ofM is defined.
Remark 2.3. (1) It is easy to see that a strongly (co)proper C -(co)resolution is a
(co)proper C -(co)resolution. But the converse does not hold true in general. For exam-
ple, let C be a full subcategory of A closed under finite direct sums such that there exists
an object M in C with Ext1
A
(M,M) 6= 0. Then the exact sequence:
0→M
(1M
0
)
−→ M
⊕
M
(0,1M )
−→ M → 0
is both a proper C -resolution and a coproper C -coresolution of M , but it neither a strongly
proper C -resolution nor a strongly coproper C -coresolution of M .
(2) For a ring R, we use ModR to denote the category of left R-modules. We have
that any projective resolution (resp. injective coresolution) of a left R-module M is just
a strongly proper P(ModR)-resolution (resp. strongly coproper I(ModR)-coresolution) of
M , where P(ModR) (resp. I(ModR)) is the subcategory of ModR consisting of projective
(resp. injective) modules.
(3) By the Wakamatsu’s lemma (see [X, Lemma 2.1.1]), if C is closed under extensions,
then a minimal (co)proper C -resolution of an objectM is a strongly (co)proper C -resolution
of M .
The following two observations are useful in next section.
Lemma 2.4. Let
M
g1

f1 // N
g

X
f // Y
be a commutative diagram in A and C an object in A .
(1) If this diagram is a pull-back diagram of f and g and HomA (C, g) is epic, then
HomA (C, g1) is also epic.
(2) If this diagram is a push-out diagram of f1 and g1 and HomA (g1, C) is epic, then
HomA (g,C) is also epic.
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Proof. Assume that the given diagram is a pull-back diagram of f and g and HomA (C, g)
is epic. Let α ∈ HomA (C,X). Then there exists β ∈ HomA (C,N) such that fα =
HomA (C, g)(β) = gβ. By the universal property of a pull-back diagram, there exists
γ ∈ HomA (C,M) such that α = g1γ = HomA (C, g1)(γ). So HomA (C, g1) is epic and
the assertion (1) follows.
Dually, we get the assertion (2). 
Lemma 2.5. (1) Let
K1

h // K0
α0

W1

g //W0

X1

f // X0

0 0
be a commutative diagram in A with exact columns and C an object in A . If all of
HomA (h,C), HomA (f,C) and HomA (α0, C) are epic, then so is HomA (g,C).
(2) Let
0

0

K1

h // K0

W1
β1

g //W0

X1
f // X0
be a commutative diagram in A with exact columns and C an object in A . If all of
HomA (C, h), HomA (C, f) and HomA (C, β1) are epic, then so is HomA (C, g).
Proof. (1) By assumption, we get the following commutative diagram with exact columns
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and rows:
0
0 HomA (K1, C)oo HomA (K0, C)
OO
HomA (h,C)oo
HomA (W1, C)
OO
HomA (W0, C)
HomA (α0,C)
OO
HomA (g,C)oo
0 HomA (X1, C)
OO
oo HomA (X0, C)
OO
HomA (f,C)oo
0
OO
0
OO
By the snake lemma, HomA (g,C) is epic.
(2) It is dual to (1). 
Definition 2.6. ([SSW1]) The Gorenstein subcategory G(C ) of A is defined as G(C ) =
{M is an object in A | there exists an exact sequence:
· · · → C1 → C0 → C
0 → C1 → · · · (2.1)
in C , which is both HomA (C ,−)-exact and HomA (−,C )-exact, such that M ∼= Im(C0 →
C0)}; in this case, (2.1) is called a complete C -resolution of M .
Remark 2.7. (1) Let R be a left and right Noetherian ring and modR the category of
finitely generated left R-modules. Put P(modR) the subcategory of modR consisting of
projective modules. Then G(P(modR)) coincides with the subcategory of modR consisting
of modules with Gorenstein dimension zero ([AB]).
(2) For any ring R, G(P(ModR)) (resp. G(I(ModR))) coincides with the subcategory
of ModR consisting of Gorenstein projective (resp. injective) modules ([EJ1]).
(3) Let R be a left Noetherian ring, S a right Noetherian ring and RVS a dualizing
bimodule. Put W = {V
⊗
S P | P is projective in ModS} and U = {HomS(V,E) | E is
injective in ModSop}. Then G(W ) (resp. G(U )) coincides with the subcategory of ModR
consisting of V -Gorenstein projective (resp. injective) modules ([EJL]).
3. The constructions of (strongly) proper resolutions
and coproper coresolutions
In this section, we introduce the notion of strongly (co)proper (co)resolutions of modules.
Then we give a method to construct a (strongly) proper resolution (resp. coproper cores-
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olution) of the first (resp. last) term in a short exact sequence from that of the other two
terms, as well as give a method to construct a (strongly) proper resolution (resp. coproper
coresolution) of the last (resp. first) term in a short exact sequence from that of the other
two terms.
We first give the following easy observation, which is a generalization of the horseshoe
lemma.
Lemma 3.1. Let 0→ A
f
−→ A
′ g
−→ A
′′
→ 0 be an exact sequence in A .
(1) If there exist morphisms α ∈ HomA (C,A), α
′′
∈ HomA (C
′′
, A
′′
) and h ∈ HomA (C
′′
, A
′
)
such that α
′′
= gh, then we have the following commutative diagram with exact rows:
0 // C
α

(1C
0
)
// C
⊕
C
′′
α
′
✤
✤
✤
(0,1
C
′′ )
// C
′′
α
′′

// 0
0 // A
f // A
′ g // A
′′ // 0
where α
′
= (fα, h)(∈ HomA (C
⊕
C
′′
, A
′
)).
(2) If there exist morphisms β ∈ HomA (A,D), β
′′
∈ HomA (A
′′
,D
′′
) and k ∈ HomA (A
′
,D)
such that β = kf , then we have the following commutative diagram with exact rows:
0 // A
β

f // A
′
β
′
✤
✤
✤
g // A
′′
β
′′

// 0
0 // D
(1D
0
)
// D
⊕
D
′′
(0,1
D
′′ )
// D
′′ // 0
where β
′
=
(
k
β
′′
g
)
(∈ HomA (A
′
,D
⊕
D
′′
)).
The following result contains Theorem 1.2, which provides a method to construct a
(strongly) proper resolution of the first term in a short exact sequence from that of the last
two terms.
Theorem 3.2. Let 0→ X → X0 → X1 → 0 be an exact sequence in A . Let
· · · → C0i → · · · → C
0
1 → C
0
0 → X
0 → 0 (3.1)
be a C -resolution of X0, and let
· · · → C1i → · · · → C
1
1 → C
1
0 → X
1 → 0 (3.2)
be a HomA (C ,−)-exact exact sequence in A . Then
(1) We get the following exact sequences:
· · · → C1i+1
⊕
C0i → · · · → C
1
2
⊕
C01 → C → X → 0 (3.3)
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and
0→ C → C11
⊕
C00 → C
1
0 → 0 (3.4)
(2) If both the exact sequences (3.1) and (3.2) are HomA (−,C )-exact, then so is the
exact sequence (3.3).
Assume that C is closed under finite direct sums and kernels of epimorphisms. Then we
have
(3) If the exact sequence (3.2) is a C -resolution of X1, then the exact sequence (3.3) is
a C -resolution of X.
(4) If both the exact sequences (3.1) and (3.2) are proper C -resolutions of X0 and X1
respectively, then the exact sequence (3.3) is a proper C -resolution of X.
(5) If both the exact sequences (3.1) and (3.2) are strongly proper C -resolutions of X0
and X1 respectively, then the exact sequence (3.3) is a strongly proper C -resolution of X.
Proof. (1) Put K0i = Im(C
0
i → C
0
i−1) and K
1
i = Im(C
1
i → C
1
i−1) for any i ≥ 1. Consider
the following pull-back diagram:
0

0

K11

K11

0 // X //M

// C10

// 0
0 // X // X0 //

X1

// 0
0 0
Because the third column in the above diagram is HomA (C ,−)-exact exact, so is the middle
column by Lemma 2.4(1). Thus by Lemma 3.1(1) we get the following commutative diagram
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with exact columns and rows and the middle row splitting:
0

0
✤
✤
✤ 0

0 //❴❴❴ K12

//❴❴❴❴ W1
✤
✤
✤
//❴❴❴❴ K01

//❴❴❴ 0
0 // C11

// C11
⊕
C00
✤
✤
✤
// C00

// 0
0 // K11

//M
✤
✤
✤
// X0

// 0
0 0 0
where W1 = Ker(C
1
1
⊕
C00 →M). It is easy to verify the upper row in the above diagram is
HomA (C ,−)-exact exact.
On the one hand, we have the following pull-back diagram:
0

0

W1

W1

0 // C //

C11
⊕
C00
//

C10
// 0
0 // X //

M //

C10
// 0
0 0
On the other hand, again by Lemma 3.1(1) we get the following commutative diagram with
exact columns and rows and the middle row splitting:
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0
0
✤
✤
✤ 0

0 //❴❴❴ K13

//❴❴❴❴ W2
✤
✤
✤
//❴❴❴❴ K02

//❴❴❴ 0
0 // C12

// C12
⊕
C01
✤
✤
✤
// C01

// 0
0 // K12

//W1
✤
✤
✤
// K01

// 0
0 0 0
where W2 = Ker(C
1
2
⊕
C01 →W1) and the upper row in the above diagram is HomA (C ,−)-
exact exact. Continuing this process, we get the desired exact sequences (3.3) and (3.4) with
Wi = Im(C
1
i+1
⊕
C0i → C
1
i
⊕
C0i−1) for any i ≥ 2 and W1 = Im(C
1
2
⊕
C01 → C).
(2) By assumption, both the first and third columns in the second diagram are HomA (−,C )-
exact. Then it is easy to see that both the first row and the middle column in this dia-
gram are also HomA (−,C )-exact. It follows that the first column in the third diagram is
HomA (−,C )-exact. Also by assumption, the first and third columns in the last diagram
are HomA (−,C )-exact. So the middle column in this diagram is also HomA (−,C )-exact.
Finally, we deduce that the exact sequence (3.3) is HomA (−,C )-exact.
(3) It follows from the assumption and the assertion (1).
(4) Assume that both the exact sequences (3.1) and (3.2) are proper C -resolutions of
X0 and X1 respectively. Then by the proof of (1) and [EJ2, Lemma 8.2.1], we have that
both the middle column in the second diagram and the first column in the third diagram are
HomA (C ,−)-exact exact; and in particular we have a HomA (C ,−)-exact exact sequence:
· · · → C1i+1
⊕
C0i → · · · → C
1
2
⊕
C01 →W1 → 0.
Thus we get the desired proper C -resolution of X.
(5) If both the exact sequences (3.1) and (3.2) are strongly proper C -resolutions of X0
and X1 respectively, then Ext1
A
(C ,Kji ) = 0 for any i ≥ 1 and j = 0, 1. By the proof of (1),
we have an exact sequence:
0→ K1i+1 →Wi → K
0
i → 0
for any i ≥ 1. So Ext1
A
(C ,Wi) = 0 for any i ≥ 1, and hence the exact sequence (3.3) is a
strongly proper C -resolution of X. 
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Based on Theorem 3.2, by using induction on n it is not difficult to get the following
Corollary 3.3. Let C be closed under finite direct sums and kernels of epimorphisms,
and let 0→ X → X0 → X1 → · · · → Xn → 0 be an exact sequence in A . Assume that
· · · → Cji → · · · → C
j
1 → C
j
0 → X
j → 0 (3.5(j))
is a (strongly) proper C -resolution of Xj for any 0 ≤ j ≤ n. Then we have
(1)
· · · →
n⊕
i=0
Cii+3 →
n⊕
i=0
Cii+2 →
n⊕
i=0
Cii+1 → C → X → 0 (3.6)
is a (strongly) proper C -resolution of X, and there exists an exact sequence:
0→ C →
n⊕
i=0
Cii →
n⊕
i=1
Cii−1 →
n⊕
i=2
Cii−2 → · · · → C
n−1
0
⊕
Cn1 → C
n
0 → 0.
(2) If all (3.5(j)) are HomA (−,C )-exact, then so is (3.6).
The next two results are dual to Theorem 3.2 and Corollary 3.3 respectively. The fol-
lowing result provides a method to construct a (strongly) coproper coresolution of the last
term in a short exact sequence from that of the first two terms.
Theorem 3.4. Let 0→ Y1 → Y0 → Y → 0 be an exact sequence in A . Let
0→ Y0 → C
0
0 → C
1
0 → · · · → C
i
0 → · · · (3.7)
be a C -coresolution of Y0, and let
0→ Y1 → C
0
1 → C
1
1 → · · · → C
i
1 → · · · (3.8)
be a HomA (−,C )-exact exact sequence in A .
(1) We get the following exact sequences:
0→ Y → C → C10
⊕
C21 → · · · → C
i
0
⊕
Ci+11 → · · · (3.9)
and
0→ C01 → C
0
0
⊕
C11 → C → 0 (3.10)
(2) If both the exact sequences (3.7) and (3.8) are HomA (C ,−)-exact, then so is the
exact sequence (3.9).
Assume that C is closed under finite direct sums and cokernels of monomorphisms. Then
we have
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(3) If the exact sequence (3.8) is a C -coresolution of Y1, then the exact sequence (3.9) is
a C -coresolution of Y .
(4) If both the exact sequences (3.7) and (3.8) are coproper C -coresolutions of Y0 and Y1
respectively, then the exact sequence (3.9) is a coproper C -coresolution of Y .
(5) If both the exact sequences (3.7) and (3.8) are strongly coproper C -coresolutions of
Y0 and Y1 respectively, then the exact sequence (3.9) is a strongly coproper C -coresolution of
Y .
Proof. It is dual to the proof of Theorem 3.2, we give the proof here for the sake of
completeness.
(1) Put Ki0 = Im(C
i−1
0 → C
i
0) and K
i
1 = Im(C
i−1
1 → C
i
1) for any i ≥ 1. Consider the
following push-out diagram:
0

0

0 // Y1 //

Y0

// Y // 0
0 // C01
//

N //

Y // 0
K11

K11

0 0
Because the first column in the above diagram is HomA (−,C )-exact exact, so is the middle
column by Lemma 2.4(2). Then by Lemma 3.1(2) we get the following commutative diagram
with exact columns and rows and the middle row splitting:
0

0
✤
✤
✤ 0

0 // Y0

// N
✤
✤
✤
// K11

// 0
0 // C00

// C00
⊕
C11
✤
✤
✤
// C11

// 0
0 //❴❴❴ K10

//❴❴❴❴ W 1
✤
✤
✤
//❴❴❴❴ K21

//❴❴❴ 0
0 0 0
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where W 1 = Coker(N → C00
⊕
C11 ). It is easy to verify that the bottom row in the above
diagram is HomA (−,C )-exact exact.
On the one hand, we have the following push-out diagram:
0

0

0 // C01
// N //

Y //

0
0 // C01
// C00
⊕
C11
//

C //

0
W 1

W 1

0 0
On the other hand, again by Lemma 3.1(2) we get the following commutative diagram with
exact columns and rows and the middle row splitting:
0

0
✤
✤
✤ 0

0 // K10

//W 1
✤
✤
✤
// K21

// 0
0 // C10

// C10
⊕
C21
✤
✤
✤
// C21

// 0
0 //❴❴❴ K20

//❴❴❴❴ W 2
✤
✤
✤
//❴❴❴❴ K31

//❴❴❴ 0
0 0 0
whereW 2 = Coker(W 1 → C10
⊕
C21 ) and the bottom row in the above diagram is HomA (−,C )-
exact exact. Continuing this process, we get the desired exact sequences (3.9) and (3.10)
with W i = Im(Ci−10
⊕
Ci1 → C
i
0
⊕
Ci+11 ) for any i ≥ 2 and W
1 = Im(C → C10
⊕
C21 ).
(2) By assumption, both the first and third columns in the second diagram are HomA (C ,−)-
exact. Then it is easy to see that both the first row and the middle column in this dia-
gram are also HomA (C ,−)-exact. It follows that the first column in the third diagram is
HomA (C ,−)-exact. Also by assumption, the first and third columns in the last diagram
are HomA (C ,−)-exact. So the middle column in this diagram is also HomA (C ,−)-exact.
Finally, we deduce that the exact sequence (3.9) is HomA (C ,−)-exact.
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(3) It follows from the assumption and the assertion (1).
(4) Assume that both the exact sequences (3.7) and (3.8) are coproper C -coresolutions of
X0 and X1 respectively. Then by the proof of (1) and the dual version of [EJ2, Lemma 8.2.1],
we have that both the middle column in the second diagram and the first column in the third
diagram are HomA (−,C )-exact exact; and in particular we have a HomA (−,C )-exact exact
sequence:
0→W 1 → C10
⊕
C21 → · · · → C
i
0
⊕
Ci+11 → · · · .
Thus we get the desired coproper C -coresolution of X.
(5) If both the exact sequences (3.7) and (3.8) are strongly coproper C -coresolutions of
Y0 and Y1 respectively, then Ext
1
A
(Kij ,C ) = 0 for any i ≥ 1 and j = 0, 1. By the proof of
(1), we have an exact sequence:
0→ Ki0 →W
i → Ki+11 → 0
for any i ≥ 1. So Ext1
A
(W i,C ) = 0 for any i ≥ 1, and hence the exact sequence (3.9) is a
strongly coproper C -coresolution of Y . 
Based on Theorem 3.4, by using induction on n it is not difficult to get the following
Corollary 3.5. Let C be closed under finite direct sums and cokernels of monomorphisms
and let 0→ Yn → · · · → Y1 → Y0 → Y → 0 be an exact sequence in A . Assume that
0→ Yj → C
0
j → C
1
j → · · · → C
i
j → · · · (3.11(j))
is a (strongly) coproper C -coresolution of Yj for any 0 ≤ j ≤ n. Then we have
(1)
0→ Y → C →
n⊕
i=0
Ci+1i →
n⊕
i=0
Ci+2i →
n⊕
i=0
Ci+3i → · · · (3.12)
is a (strongly) coproper C -coresolution of Y , and there exists an exact sequence:
0→ C0n → C
0
n−1
⊕
C1n → · · · →
n⊕
i=2
Ci−2i →
n⊕
i=1
Ci−1i →
n⊕
i=0
Cii → C → 0.
(2) If all (3.11(j)) are HomA (C ,−)-exact, then so is (3.12).
The following result contains Theorem 1.3, which provides a method to construct a
(strongly) proper resolution of the last term in a short exact sequence from that of the first
two terms.
Theorem 3.6. Let
0→ X1 → X0 → X → 0 (3.13)
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be an exact sequence in A . Let
Cn0 → · · · → C
1
0 → C
0
0 → X0 → 0 (3.14)
be a HomA (C ,−)-exact exact sequence and
Cn−11 → · · · → C
1
1 → C
0
1 → X1 → 0 (3.15)
a C -resolution of X1 in A .
(1) We get the following exact sequence:
Cn0
⊕
Cn−11 → · · · → C
2
0
⊕
C11 → C
1
0
⊕
C01 → C
0
0 → X → 0 (3.16)
(2) If all the exact sequences (3.13)–(3.15) are HomA (−,C )-exact, then so is the exact
sequence (3.16).
Assume that C is closed under finite direct sums. Then we have
(3) If the exact sequence (3.14) is a C -resolution of X0, then the exact sequence (3.16)
is a C -resolution of X.
(4) If the exact sequence (3.13) is HomA (C ,−)-exact and both the exact sequences (3.14)
and (3.15) are proper C -resolutions of X0 and X1 respectively, then the exact sequence (3.16)
is a proper C -resolution of X.
(5) If the exact sequence (3.13) is strongly HomA (C ,−)-exact and both the exact se-
quences (3.14) and (3.15) are strongly proper C -resolutions of X0 and X1 respectively, then
the exact sequence (3.16) is a strongly proper C -resolution of X.
Proof. (1) Put Kij = Im(C
i
j → C
i−1
j ) for any 1 ≤ i ≤ n − j and j = 0, 1. Consider the
following pull-back diagram:
0

0

K10

K10

0 //W1 //

C00
//

X // 0
0 // X1 //

X0 //

X // 0
0 0
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Note that the middle column in the above diagram is HomA (C ,−)-exact exact. So by
Lemma 2.4(1), the first column is also HomA (C ,−)-exact exact. Then by Lemma 3.1(1) we
get the following commutative diagram with exact columns and rows and the middle row
splitting:
0

0
✤
✤
✤ 0

0 //❴❴❴ K20

//❴❴❴❴ W2
✤
✤
✤
//❴❴❴❴ K11

//❴❴❴ 0
0 // C10

// C10
⊕
C01
✤
✤
✤
// C01

// 0
0 // K10

//W1
✤
✤
✤
// X1

// 0
0 0 0
where W2 = Ker(C
1
0
⊕
C01 → W1). It is easy to check that the upper row in the above
diagram is HomA (C ,−)-exact exact. Then by using Lemma 3.1(1) iteratively we get the
exact sequence (3.16) with Wi = Im(C
i
0
⊕
Ci−11 → C
i−1
0
⊕
Ci−21 ) for any 2 ≤ i ≤ n and
W1 = Im(C
1
0
⊕
C01 → C
0
0 ).
(2) By assumption, both the third row and the middle column in the first diagram are
HomA (−,C )-exact. Then the middle row in this diagram is HomA (−,C )-exact by Lemma
2.5(1). It is easy to see that the first column in this diagram is also HomA (−,C )-exact. Both
the first and third columns in the second diagram are HomA (−,C )-exact also by assumption,
so the middle column in this diagram is also HomA (−,C )-exact. Finally, we deduce that
the exact sequence (3.16) is HomA (−,C )-exact.
(3) It follows from the assumption and the assertion (1).
(4) If the exact sequence (3.13) is HomA (C ,−)-exact and both the exact sequences (3.14)
and (3.15) are proper C -resolutions of X0 and X1 respectively, then the middle row in the
first diagram is HomA (C ,−)-exact exact by Lemma 2.4(1). Thus by [EJ2, Lemma 8.2.1],
the exact sequence (3.16) is a proper C -resolution of X.
(5) If the exact sequence (3.13) is strongly HomA (C ,−)-exact and both the exact se-
quences (3.14) and (3.15) are strongly proper C -resolutions of X0 and X1 respectively, then
Ext1
A
(C ,Kij) = 0 for any 1 ≤ i ≤ n− j and j = 0, 1. By the proof of (1), we have an exact
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sequence:
0→ Ki0 →Wi → K
i−1
1 → 0
for any 1 ≤ i ≤ n (where K01 = X1). So Ext
1
A
(C ,Wi) = 0 for any 1 ≤ i ≤ n, and hence the
exact sequence (3.16) is a strongly proper C -resolution of X. 
Based on Theorem 3.6, by using induction on n it is not difficult to get the following
Corollary 3.7. Let C be closed under finite direct sums, and let
Xn → · · · → X1 → X0 → X → 0 (3.17)
and
C
n−j
j → · · · → C
1
j → C
0
j → Xj → 0 (3.18(j))
be exact sequences in A for any 0 ≤ j ≤ n.
(1) Let the exact sequence (3.17) be HomA (C ,−)-exact and (3.18(j)) a proper C -resolution
of Xj for any 0 ≤ j ≤ n. Then
n⊕
i=0
Cn−ii →
n−1⊕
i=0
C
(n−1)−i
i → · · · → C
1
0
⊕
C01 → C
0
0 → X → 0 (3.19)
is a proper C -resolution of X; furthermore, if (3.17) and all (3.18(j)) are HomA (−,C )-
exact, then so is (3.19).
(2) Let the exact sequence (3.17) be strongly HomA (C ,−)-exact and (3.18(j)) a strongly
proper C -resolution of Xj for any 0 ≤ j ≤ n. Then (3.19) is a strongly proper C -resolution
of X.
The next two results are dual to Theorem 3.6 and Corollary 3.7 respectively. The fol-
lowing result provides a method to construct a (strongly) coproper coresolution of the first
term in a short exact sequence from that of the last two terms.
Theorem 3.8. Let
0→ Y → Y 0 → Y 1 → 0 (3.20)
be an exact sequence in A . Let
0→ Y 0 → C00 → C
0
1 → · · · → C
0
n (3.21)
be a HomA (−,C )-exact exact sequence and
0→ Y 1 → C10 → C
1
1 → · · · → C
1
n−1 (3.22)
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a C -coresolution of Y 1 in A .
(1) We get the following exact sequence:
0→ Y → C00 → C
1
0
⊕
C01 → C
1
1
⊕
C02 → · · · → C
1
n−1
⊕
C0n (3.23)
(2) If all the exact sequences (3.20)–(3.22) are HomA (C ,−)-exact, then so is the exact
sequence (3.23).
Assume that C is closed under finite direct sums. Then we have
(3) If the exact sequence (3.21) is a C -coresolution of Y 0, then the exact sequence (3.23)
is a C -coresolution of X.
(4) If the exact sequence (3.20) is HomA (−,C )-exact and both the exact sequences (3.21)
and (3.22) are coproper C -coresolutions of Y 0 and Y 1 respectively, then the exact sequence
(3.23) is a coproper C -coresolution of Y .
(5) If the exact sequence (3.20) is strongly HomA (−,C )-exact and both the exact se-
quences (3.21) and (3.22) are strongly coproper C -coresolutions of Y 0 and Y 1 respectively,
then the exact sequence (3.23) is a strongly coproper C -coresolution of Y .
Proof. It is dual to the proof of Theorem 3.6, we give the proof here for the sake of
completeness.
(1) Put Kji = Im(C
j
i−1 → C
j
i ) for any 1 ≤ i ≤ n− j and j = 0, 1. Consider the following
push-out diagram:
0

0

0 // Y // Y 0 //

Y 1 //

0
0 // Y // C00
//

W 1 //

0
K01

K01

0 0
Note that the middle column in the above diagram is HomA (−,C )-exact exact by assump-
tion. So the third column is also HomA (−,C )-exact exact by Lemma 2.4(2). Then by
Lemma 3.1(2) we get the following commutative diagram with exact columns and rows and
19
the middle row splitting:
0

0
✤
✤
✤ 0

0 // Y 1

//W 1
✤
✤
✤
// K01

// 0
0 // C10

// C10
⊕
C01
✤
✤
✤
// C01

// 0
0 //❴❴❴ K11

//❴❴❴❴ W 2
✤
✤
✤
//❴❴❴❴ K02

//❴❴❴ 0
0 0 0
where W 2 = Coker(W 1 → C10
⊕
C01 ). It is easy to verify that the bottom row in the above
diagram is HomA (−,C )-exact exact. Then by using Lemma 3.1(2) iteratively we get the
exact sequence (3.23) with W i = Im(C1i−2
⊕
C0i−1 → C
1
i−1
⊕
C0i ) for any 2 ≤ i ≤ n and
W 1 = Im(C00 → C
1
0
⊕
C01 ).
(2) By assumption, both the first row and the middle column in the first diagram are
HomA (C ,−)-exact. Then the middle row in this diagram is HomA (C ,−)-exact by Lemma
2.5(2). It is easy to see that the third column in this diagram is also HomA (C ,−)-exact.
Both the first and third columns in the second diagram are HomA (C ,−)-exact also by
assumption, so the middle column in this diagram is also HomA (C ,−)-exact. Finally, we
deduce that the exact sequence (3.23) is HomA (C ,−)-exact.
(3) It follows from the assumption and the assertion (1).
(4) If the exact sequence (3.20) is HomA (−,C )-exact and both the exact sequences (3.21)
and (3.22) are coproper C -coresolutions of Y 0 and Y 1 respectively, then the middle row in
the first diagram is HomA (−,C )-exact exact by Lemma 2.4(2). Thus by the dual version of
[EJ2, Lemma 8.2.1], the exact sequence (3.23) is a coproper C -coresolution of Y .
(5) If the exact sequence (3.20) is strongly HomA (−,C )-exact and both the exact se-
quences (3.21) and (3.22) are strongly coproper C -coresolutions of Y 0 and Y 1 respectively,
then Ext1
A
(Kji ,C ) = 0 for any 1 ≤ i ≤ n − j and j = 0, 1. By the proof of (1), we have an
exact sequence:
0→ K1i−1 →W
i → K0i → 0
for any 1 ≤ i ≤ n (where K10 = Y
1). So Ext1
A
(W i,C ) = 0 for any 1 ≤ i ≤ n, and hence the
exact sequence (3.23) is a strongly coproper C -coresolution of Y . 
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Based on Theorem 3.8, by using induction on n it is not difficult to get the following
Corollary 3.9. Let C be closed under finite direct sums, and let
0→ Y → Y 0 → Y 1 → · · · → Y n (3.24)
and
0→ Y j → Cj0 → C
j
1 → · · · → C
j
n−j (3.25(j))
be exact sequences in A for any 0 ≤ j ≤ n.
(1) Let the exact sequence (3.24) be HomA (−,C )-exact and (3.25(j)) a coproper C -
coresolution of Y j for any 0 ≤ j ≤ n. Then
0→ Y → C00 → C
0
1
⊕
C10 → · · · →
n−1⊕
i=0
Ci(n−1)−i →
n⊕
i=0
Cin−i (3.26)
is a coproper C -coresolution of Y ; furthermore, if (3.24) and all (3.25(j)) are HomA (C ,−)-
exact, then so is (3.26).
(2) Let the exact sequence (3.24) be strongly HomA (−,C )-exact and (3.25(j)) a strongly
coproper C -coresolution of Y j for any 0 ≤ j ≤ n. Then (3.26) is a strongly coproper C -
coresolution of Y .
4. Gorenstein categories
In the rest of this paper, all subcategories are additive subcategories of A , that is, all
subcategories are closed under finite direct sums. Set G0(C ) = C , G1(C ) = G(C ), and
inductively set Gn+1(C ) = G(Gn(C )) for any n ≥ 1. As an application of the results in the
above section, we get the the following result, which answers Question 1.1 affirmatively.
Theorem 4.1. Gn(C ) = G(C ) for any n ≥ 1.
Proof. It is easy to see that C ⊆ G(C ) ⊆ G2(C ) ⊆ G3(C ) ⊆ · · · is an ascending chain of
additive subcategories of A .
Let M be an object in G2(C ) and
· · · → G1 → G0 → G
0 → G1 → · · ·
a complete G(C )-resolution of M with M ∼= Im(G0 → G
0). Then for any j ≥ 0, there exist
exact sequences:
· · · → Cij → · · · → C
1
j → C
0
j → Gj → 0
and
0→ Gj → Bj0 → B
j
1 → · · · → B
j
i → · · ·
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in A with all Cij and B
j
i objects in C , which are both HomA (C ,−)-exact and HomA (−,C )-
exact. By Corollaries 3.7 and 3.9, we get exact sequences:
· · · →
n⊕
i=0
Cn−ii → · · · → C
1
0
⊕
C01 → C
0
0 →M → 0
and
0→M → B00 → B
0
1
⊕
B10 → · · · →
n⊕
i=0
Bin−i → · · ·
which are both HomA (C ,−)-exact and HomA (−,C )-exact. So
· · · →
n⊕
i=0
Cn−ii → · · · → C
1
0
⊕
C01 → C
0
0 → B
0
0 → B
0
1
⊕
B10 → · · · →
n⊕
i=0
Bin−i → · · ·
is a complete C -resolution ofM withM ∼= Im(C00 → B
0
0), and hence M is an object in G(C )
and G2(C ) ⊆ G(C ). Thus we have that G2(C ) = G(C ). By using induction on n we get
easily the assertion. 
Definition 4.2. (cf. [SSW1]) A subcategory X of C is called a generator (resp. cogen-
erator) for C if for any object C in C , there exists an exact sequence 0→ C
′
→ X → C → 0
(resp. 0 → C → X → C
′
→ 0) in C with X an object in X ; and X is called a projective
generator (resp. an injective cogenerator) for C if X is a generator (resp. cogenerator) for
C and Exti
A
(X,C) = 0 (resp. Exti
A
(C,X) = 0) for any object X in X , any object C in C
and i ≥ 1.
As an immediate consequence of Theorem 4.1, we get the following three corollaries. The
first one generalizes [SSW1, Proposition 4.6] and answers positively a question in [SSW1,
p.492].
Corollary 4.3. (1) If X is a (projective) generator for C , then X is a (projective)
generator for Gn(C ).
(2) If X is an (injective) cogenerator for C , then X is an (injective) cogenerator for
Gn(C ).
We define res C˜ = {M is an object in A | there exists a HomA (C ,−)-exact exact
sequence · · · → Ci → · · · → C1 → C0 →M → 0 in A with all Ci objects in C }. Dually, we
define cores C˜ = {M is an object in A | there exists a HomA (−,C )-exact exact sequence
0→ C0 → C1 → · · · → Ci → · · · in A with all Ci objects in C } (see [SSW1]).
The next corollary generalizes [SSW1, Theorem 4.8].
Corollary 4.4. Let X be a subcategory of C . Then we have
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(1) If C ⊆ res X˜ , then Gn(C ) ⊆ res X˜ for any n ≥ 0.
(2) If C ⊆ cores X˜ , then Gn(C ) ⊆ cores X˜ for any n ≥ 0.
Proof. (1) Let C ⊆ res X˜ . Because X is closed under finite sums, G(C ) ⊆ res X˜ by
Corollary 3.7. Then the assertion follows from Theorem 4.1.
(2) It is dual to (1). 
We also have the following corollary, which generalizes [SSW1, Theorem 4.9].
Corollary 4.5. Let X be a subcategory of C . If C ⊆ res X˜
⋂
cores X˜ , then Gn(C ) ⊆
G(X ) for any n ≥ 1.
Proof. By using an argument similar to that in the proof of Theorem 4.1, we get G(C ) ⊆
G(X ). Then the assertion follows from Theorem 4.1. 
As another application of the results in the above section, we get the the following result,
in which the second assertion shows that the assumption of the self-orthogonality of C in
[SSW1, Proposition 4.11] is superfluous.
Theorem 4.6. (1) Both res C˜ and cores C˜ are closed under direct summands.
(2) G(C ) is closed under direct summands.
Proof. Assume that M = X
⊕
Y and
0→ Y
( 01Y )−→ M
(1X ,0)
−→ X → 0
is an exact and split sequence.
(1) We only prove res C˜ is closed under direct summands. Dually, we get that cores C˜ is
also closed under direct summands.
Let M be an object in res C˜ and
· · ·
fi+1
−→ Ci
fi
−→ · · ·
f3
−→ C2
f2
−→ C1
f1
−→ C0
f0
−→M → 0
a HomA (C ,−)-exact exact sequence in A with all C
i objects in C . Then
C0
(1X ,0)f0
−→ X → 0
is a HomA (C ,−)-exact exact sequence. Similarly,
C0
(1Y ,0)f0
−→ Y → 0
is a HomA (C ,−)-exact exact sequence. By Theorem 3.6, we get the following HomA (C ,−)-
exact exact sequences:
C0
⊕
C1 → C0 → X → 0
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and
C0
⊕
C1 → C0 → Y → 0.
Again by Theorem 3.6, we get the following HomA (C ,−)-exact exact sequences:
C0
⊕
C1
⊕
C2 → C0
⊕
C1 → C0 → X → 0
and
C0
⊕
C1
⊕
C2 → C0 → Y → 0.
Continuing this procedure, we finally get the following HomA (C ,−)-exact exact sequences:
· · · →
n−1⊕
i=0
Ci → · · · → C0
⊕
C1
⊕
C2 → C0
⊕
C1 → C0 → X → 0
and
· · · →
n−1⊕
i=0
Ci → · · · → C0
⊕
C1
⊕
C2 → C0
⊕
C1 → C0 → Y → 0,
which implies that both X and Y are objects in res C˜ .
(2) Let M be an object in G(C ) and
· · · → C1 → C0 → C
0 → C1 → · · ·
a complete C -resolution of M with M ∼= Im(C0 → C
0). By (1) and Theorem 3.6, we get the
following exact sequence:
· · · →
n−1⊕
i=0
Ci → · · · → C0
⊕
C1
⊕
C2 → C0
⊕
C1 → C0 → X → 0 (4.1)
which is both HomA (C ,−)-exact and HomA (−,C )-exact. Dually, we get the following exact
sequence:
0→ X → C0 → C0
⊕
C1 → C0
⊕
C1
⊕
C2 →
n−1⊕
i=0
Ci → · · · (4.2)
which is also both HomA (C ,−)-exact and HomA (−,C )-exact. Combining the sequences
(4.1) and (4.2), we conclude that X is an object in G(C ). 
We also have the following two out of three property.
Proposition 4.7. (1) If C is closed under kernels of epimorphisms, then so is res C˜ .
(2) If C is closed under cokernels of monomorphisms, then so is cores C˜ .
Let
0→ X → Y → Z → 0 (4.3)
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be an exact sequence in A .
(3) If the exact sequence (4.3) is HomA (C ,−)-exact and X,Y are objects in res C˜ , then
Z is also an object in res C˜ .
(4) If the exact sequence (4.3) is HomA (−,C )-exact and Y,Z are objects in cores C˜ , then
X is also an object in cores C˜ .
(5) If the exact sequence (4.3) is both HomA (C ,−)-exact and HomA (−,C )-exact, and
if any two of X,Y and Z are objects in G(C ), then the third term is also an object in G(C ).
Proof. We get (1) and (2) by Theorems 3.2 and 3.4 respectively. Dually, we get (3) and
(4) by Theorems 3.6 and 3.8 respectively.
(5) If X,Z are objects in G(C ), then so is Y by [SSW1, Proposition 4.4]. By the above
arguments, we get the other two assertions. 
5. Gorenstein syzygies and dimension
In this section, we fix subcategores C and X of A . We use genC (resp. cogenC ) to
denote a generator (resp. cogenerator) for C . The following result plays a crucial role in
this section.
Proposition 5.1. Let C be closed under extensions and
0→ A→ C1
f
→ C0 →M → 0 (5.1)
an exact sequence in A with C0 and C1 objects in C .
(1) Then we have the following exact sequences:
0→ A→ C
′
1 → P0 →M → 0 (5.2)
and
0→ A→ I1 → C
′
0 →M → 0 (5.3)
in A with C
′
1, C
′
0 objects in C , P0 an object in genC and I1 an object in cogenC .
(2) For an object D in A , if (5.1) is HomA (D,−)-exact (resp. HomA (−,D)-exact),
then so is (5.2) (resp. (5.3)).
Proof. (1) There exists an exact sequence:
0→ C
′
0 → P0 → C0 → 0
in A with P0 an object in genC and C
′
0 an object in C . Then we have the following pull-back
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diagram:
0

0

C
′
0

C
′
0

0 // N

// P0

//M // 0
0 // Im f

// C0

//M // 0
0 0
Consider the following pull-back diagram:
0

0

C
′
0

C
′
0

0 // A // C
′
1

// N

// 0
0 // A // C1

// Im f //

0
0 0
Because C is closed under extensions and both C
′
0 and C1 are objects in C , C
′
1 is also an
object in C . Connecting the middle rows in the above two diagrams, then we get the first
desired exact sequence. Dually, taking push-out, we get the second desired sequence.
(2) If (5.1) is HomA (D,−)-exact, then so are the middle rows in the above two diagrams
by Lemma 2.4. Thus (5.2) is also HomA (D,−)-exact. Dually, one gets the other assertion.

Definition 5.2. Let n be a positive integer. If there exists an exact sequence 0→ A→
Cn−1 → Cn−2 → · · · → C0 → M → 0 in A with all Ci objects in C , then A is called an
n-C -syzygy object (of M), and M is called an n-C -cosyzygy object (of A).
The following theorem is one of main results in this section.
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Theorem 5.3. Let C be closed under extensions, and let n ≥ 1 and
0→ A→ Cn−1 → Cn−2 → · · · → C0 →M → 0 (5.4)
be an exact sequence in A with all Ci objects in C . Then we have the following
(1) There exist exact sequences:
0→ A→ In−1 → In−2 → · · · → I0 → N → 0 (5.5)
and
0→M → N → X → 0
in A with all Ii objects in cogenC and X an object in C . In particular, an object in A is
an n-C -syzygy if and only if it is an n-cogenC -syzygy.
(2) There exist exact sequences:
0→ B → Pn−1 → Pn−2 → · · · → P0 →M → 0 (5.6)
and
0→ Y → B → A→ 0
in A with all Pi objects in genC and Y an object in C . In particular, an object in A is an
n-C -cosyzygy if and only if it is an n-genC -cosyzygy.
(3) For an object D in A , if (5.4) is HomA (D,−)-exact (resp. HomA (−,D)-exact),
then so are (5.5) (resp. (5.6)).
Proof. (1) We proceed by induction on n.
Let n = 1 and
0→ A→ C0 →M → 0
be an exact sequence in A with C0 ∈ C . Then there exists an exact sequence:
0→ C0 → I0 → X → 0
in A with I0 an object in cogenC and X an object in C .
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Consider the following push-out diagram:
0

0

0 // A // C0

//M

// 0
0 // A // I0

// N

// 0
X

X

0 0
Then the middle row and the third column in the above diagram are the desired exact
sequences.
Now suppose that n ≥ 2 and
0→ A→ Cn−1 → Cn−2 → · · · → C0 →M → 0
is an exact sequence in A with all Ci objects in C . Put K = Coker(Cn−1 → Cn−2). By
Proposition 5.1(1), we get an exact sequence:
0→ A→ In−1 → C
′
n−2 → K → 0
in A with In−1 an object in cogenC and C
′
n−2 an object in C . Put A
′
= Im(In−1 → C
′
n−2).
Then we get an exact sequence:
0→ A
′
→ C
′
n−2 → Cn−3 → · · · → C0 →M → 0
in A . Now we get the assertion by the induction hypothesis.
(2) The proof is dual to that of (1).
(3) It follows from Lemma 2.4 and Proposition 5.1 
For any n ≥ 1, we denote by Ωn
C
(A ) (resp. Ω−n
C
(A )) the subcategory of A consisting of
n-C -syzygy (resp. n-C -cosyzygy) objects.
Corollary 5.4. Let C be closed under extensions. Then for any n ≥ 1 we have
(1) If X is a cogenerator for C , then Ωn
C
(A ) = Ωn
X
(A ).
(2) If X is a generator for C , then Ω−n
C
(A ) = Ω−n
X
(A ).
For an object M in A , the C -dimension of M , denoted by C -dimM , is defined as
inf{n ≥ 0 | there exists an exact sequence 0 → Cn → · · · → C1 → C0 → M → 0 in A with
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all Ci objects in C }. We set C -dimM infinity if no such integer exists. A subcategory X of
C is called a generator-cogenerator for C if it is both a generator and a cogenerator for C .
Another main result in this section is the following
Theorem 5.5. Let C be closed under extensions and X a generator-cogenerator for C .
Then the following statements are equivalent for any object M in A and n ≥ 0.
(1) C -dimM ≤ n.
(2) There exists an exact sequence:
0→ Cn → Xn−1 → · · · → X1 → X0 →M → 0
in A with Cn an object in C and all Xi objects in X .
(3) There exists an exact sequence:
0→ Xn → Xn−1 → · · · → X1 → C0 →M → 0
in A with C0 an object in C and all Xi objects in X .
(4) For every non-negative integer t such that 0 ≤ t ≤ n, there exists an exact sequence:
0→ Xn → · · · → X1 → X0 →M → 0
in A such that Xt is an object in C and all Xi are objects in X for i 6= t.
Proof. (4)⇒ (2)⇒ (1) and (4)⇒ (3)⇒ (1) are trivial.
(1)⇒ (4) We proceed by induction on n.
Let C -dimM ≤ 1 and
0→ C1 → C0 →M → 0
be an exact sequence in A with C0, C1 objects in C . By Proposition 5.1 with A = 0, we get
the exact sequences
0→ C
′
1 → X0 →M → 0
and
0→ X1 → C
′
0 →M → 0
in A with X0,X1 objects in X and C
′
0, C
′
1 objects in C .
Now suppose C -dimM = n ≥ 2 and
0→ Cn → · · · → C1 → C0 →M → 0
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is an exact sequence in A with all Ci objects in C . Set A = Coker(C3 → C2). By applying
Proposition 5.1 to the exact sequence:
0→ A→ C1 → C0 →M → 0,
we get the following exact sequences:
0→ A→ C
′
1 → X0 →M → 0
and
0→ Cn → · · · → C2 → C
′
1 → X0 →M → 0
in A with C
′
1 an object in C and X0 an object in X . Set N = Coker(C2 → C
′
1). Then we
have C -dimM ≤ n− 1. By the induction hypothesis, there exists an exact sequence:
0→ Xn → · · · → Xt → · · · → X1 → X0 →M → 0
in A such that Xt is an object in C and Xi is an object in X for i 6= t and 1 ≤ t ≤ n.
In the following we only need to prove (4) for the case t = 0. Set B = Coker(C2 → C1).
By the induction hypothesis, we get an exact sequence:
0→ Xn → · · · → X3 → X2 → C
′
1 → B → 0
in A with C
′
1 an object in C and all Xi objects in X . Set K = Coker(X3 → X2). Then by
applying Proposition 5.1 to the exact sequence:
0→ K → C
′
1 → C0 →M → 0,
we get an exact sequence:
0→ K → X1 → C
′
0 →M → 0
in A with X1 an object in X and C
′
0 an object in C . Thus we obtain the desired exact
sequence:
0→ Xn → · · · → X2 → X1 → C
′
0 →M → 0.

Let R be a ring. For a module M in ModR (resp. modR), we use AddRM (resp.
addRM) to denote the subcategory of ModR (resp. modR) consisting of all modules isomor-
phic to direct summands of (finite) direct sums of copies of RM . Recall that a subcategory
D of ModR (resp. modR) is called projectively resolving if D contains (finitely generated)
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projective left R-modules, and D is closed under extensions and kernels of epimorphisms in
ModR (resp. modR).
Remark 5.6. Let R and S be rings. Then we have
(1) Let RCS be a semidualizing bimodule, that is, the following conditions are satisfied:
(c1) RC admits a degreewise finite R-projective resolution, and CS admits a degreewise
finite Sop-projective resolution; (c2) both the homothety maps RRR → HomSop(C,C) and
SSS → HomR(C,C) are isomorphisms; and (c3) Ext
i
R(C,C) = 0 = Ext
i
Sop(C,C) for any
i ≥ 1. Then P(ModR)
⋃
AddR C is a generator-cogenerator for the subcategory of ModR
consisting of GC-projective modules (see [W] and [LHX, Corollary 2.10]).
(2) P(ModR) is a projective generator and an injective cogenerator for the subcategory
G(ModR) of Gorenstein projective left R-modules. In particular, G(ModR) is projectively
resolving by [H, Theorem 2.5].
(3) If R is an Artinian algebra and T ∈ modR is cotilting, then addR(T
⊕
R) is a
generator-cogenerator for ⊥T by [AR1, Theorem 5.4(b)], and clearly ⊥T is projectively re-
solving, where ⊥T = {M ∈ modR | ExtiR(M,T ) = 0 for any i ≥ 1}.
(4) Put Ωn(ModR) = {M ∈ ModR | there exists an exact sequence 0 → M → Pn−1 →
Pn−2 → · · · → P0 in ModR with all Pi projective} for any n ≥ 1, and put Ω
∞(ModR) =⋂
n≥1Ω
n(ModR). Then P(ModR) is a generator-cogenerator for Ω∞(ModR). Put Ωn(modR)
= Ωn(ModR)
⋂
modR for any n ≥ 1, and put Ω∞(modR) =
⋂
n≥1Ω
n(modR). Then
P(modR) is a generator-cogenerator for Ω∞(modR) over a left Noetherian ring R. By
[AR2, Theorem 1.7 and Proposition 2.2], we have that for a left and right Noetherian ring
R, if the right flat dimension of the i-th term in a minimal injective coresolution of RR
is at most i + 1 for any i ≥ 0, especially if R is a commutative Gorenstein ring (cf. [B,
Fundamental Theorem]), then all Ωn(modR) and Ω∞(modR) are closed under extensions.
(5) A subcategory X of A is called self-orthogonal, denoted by X ⊥X , if Exti
A
(X,X
′
) =
0 for any objects X and X
′
in X and i ≥ 1. If X ⊥X , then G(X ) is closed under extensions
and X is a projective generator and an injective cogenerator for G(X ) by [SSW1, Corollaries
4.5 and 4.7]. In the rest of this section, we will focus on the self-orthogonal subcategories of
A .
Lemma 5.7. Let X ⊥X . Then G(X ) = (⊥X
⋂
X ⊥)
⋂
(res X˜
⋂
cores X˜ ).
Proof. It is easy to get the assertion by the definition of G(X ). 
As an application of Theorem 5.5, we have the following
Theorem 5.8. Let X ⊥X and M be an object in A with G(X )-dimM <∞. Then the
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following statements are equivalent for any n ≥ 0.
(1) G(X )-dimM ≤ n.
(2) There exists an exact sequence:
0→ Cn → Xn−1 → · · · → X1 → X0 →M → 0
in A with Cn an object in G(X ) and all Xi objects in X .
(3) There exists an exact sequence:
0→ Xn → Xn−1 → · · · → X1 → C0 →M → 0
in A with C0 an object in G(X ) and all Xi objects in X .
(4) For every non-negative integer t such that 0 ≤ t ≤ n, there exists an exact sequence:
0→ Xn → · · · → X1 → X0 →M → 0
in A such that Xt is an object in G(X ) and all Xi are objects in X for i 6= t.
(5) Extn+i
A
(M,X) = 0 for any object X in X and i ≥ 1.
(6) Extn+1
A
(M,Y ) = 0 for any object Y in A with X -dimY <∞.
(7) Extn+i
A
(M,Y ) = 0 for any object Y in A with X -dimY <∞ and i ≥ 1.
Proof. Because X ⊥X by assumption, G(X ) is closed under extensions and X is a
projective generator and an injective cogenerator for G(X ) by [SSW1, Corollaries 4.5 and
4.7]. So by Theorem 5.5, we have (1)⇔ (2)⇔ (3)⇔ (4).
(7)⇒ (6) and (7)⇒ (5) are trivial.
It is easy to get (1)⇒ (5)⇒ (7) by Lemma 5.7 and the dimension shifting, respectively.
(6) ⇒ (1) Let G(X )-dimM = m(< ∞). Then by Theorem 5.5, there exists an exact
sequence:
0→ Xm → Xm−1 → · · · → X1 → C0 →M → 0
in A with all Xi objects in X and C0 an object in G(X ). We claim that m ≤ n.
Otherwise, let m > n. Note that X -dim Im(Xn+1 → Xn) ≤ m − n − 1 < ∞. So
Ext1
A
(Im(Xn → Xn−1), Im(Xn+1 → Xn)) ∼= Ext
n+1
A
(M, Im(Xn+1 → Xn)) = 0 (note:
X0 = C0) by assumption and Lemma 5.7. Hence the exact sequence 0 → Im(Xn+1 →
Xn) → Xn → Im(Xn → Xn−1) → 0 splits and Im(Xn → Xn−1) is isomorphic to a direct
summand of Xn. By Theorem 4.6(2), Im(Xn → Xn−1) is an object in G(X ) and G(X )-
dimM ≤ n, which is a contradiction. 
As an immediate consequence of Theorem 5.8, we get the following
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Corollary 5.9. Let X ⊥X and M an object in A with G(X )-dimM < ∞. Then
G(X )-dimM = sup{n ≥ 0 | Extn
A
(M,X) 6= 0 for some object X in X } = sup{n ≥ 0 |
Extn
A
(M,Y ) 6= 0 for some object Y in A with X -dimY <∞}.
By Lemma 5.7 and Corollary 5.9, we get the following
Corollary 5.10. Let X ⊥X and 0→M3 →M2 →M1 → 0 be an exact sequence in A
with M3 6= 0 and M1 an object in G(X ). Then G(X )-dimM3 = G(X )-dimM2.
In general, we have G(X )-dimM ≤ X -dimM for any object M in A . By Corollary 5.9
we get the following
Corollary 5.11. Let X ⊥X and M an object in A with X -dimM <∞. Then G(X )-
dimM = X -dimM .
Proof. Let X -dimM = n < ∞. It suffices to prove G(X )-dimM ≥ X -dimM = n. It
is easy to get that Extn
A
(M,X) 6= 0 some object X in X , so G(X )-dimM ≥ n by Corollary
5.9. 
By the definition of G(X ), we have that each object in G(X ) can be embedded into
an object in X with the cokernel still in G(X ). The first assertion in the following result
generalizes this fact and [CFrH, Lemma 2.17].
Corollary 5.12. Let X ⊥X and M be an object in A and n ≥ 0, and let G(X )-
dimM = n <∞. Then we have
(1) There exists an exact sequence 0→M → N → G→ 0 in A with X -dimN = n and
G an object in G(X ).
(2) There exists an exact sequence 0→ N → G→M → 0 in A with X -dimN ≤ n− 1
and G an object in G(X ). This exact sequence is an epic G(X )-precover of M .
Proof. Let M be an object in A with G(X )-dimM = n <∞.
(1) We apply Theorem 5.3(1) with A = 0 to get an exact sequence 0→M → N → G→ 0
in A with X -dimN ≤ n and G an object in G(X ). By Corollary 5.10, we have G(X )-
dimN = n. Then it follows from Corollary 5.11 that X -dimN = n.
(2) By Theorem 5.8, there exists an exact sequence 0 → N → G → M → 0 in A with
X -dimN ≤ n − 1 and G an object in G(X ). Also by Theorem 5.8, Ext1
A
(G
′
, N) = 0 for
any object G
′
in G(X ). So the above exact sequence is an epic G(X )-precover of M . 
Remark 5.13. For an object M in A , we may define dually the C -codimension of M ,
denoted by C -codimM , as inf{n ≥ 0 | there exists an exact sequence 0→M → C0 → C1 →
· · · → Cn → 0 in A with all Ci objects in C }. We set C -codimM infinity if no such integer
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exists. We point out the dual versions on the C -codimension of all the above results (5.5
and 5.8–5.12) also hold true by using a completely dual arguments.
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