Abstract. We reprove Saito's vanishing theorem for mixed Hodge modules by the method of Esnault and Viehweg. The main idea is to exploit the strictness of direct images on certain branched coverings.
support is contained in Z. One can show that this definition is independent of the choice of embedding; for the convenience of the reader, an outline of the proof is included in §7 below. Given M ∈ MHM(Z), we write (M, F • M) for the underlying filtered D-module: M is a regular holonomic left D-module on X whose support is contained in Z, and F • M is a good filtration by coherent O X -modules. We set n = dim X, and denote by
the de Rham complex of M; by a theorem of Kashiwara, it is a perverse sheaf on X with support in Z. The complex DR(M) is naturally filtered by the family of subcomplexes
and one can use the properties of mixed Hodge modules to show that each Note that Kodaira's vanishing theorem is a special case: the pair (O X , F • O X ), with gr Although Theorem 2.1 is stated in terms of mixed Hodge modules, it is really a result about pure ones; we will see below that the same is true for the proof.
3. Reduction to the pure case. We now explain how to obtain Theorem 2.1 from a statement about pure Hodge modules. For a reduced and irreducible projective variety Z, we denote by HM Z (Z, w) the abelian category of polarizable Hodge modules of weight w with strict support Z; the precise definition is HM Z (Z, w) = HM Z (X, w), where X is a complex manifold containing Z, and where M ∈ HM(X, w) belongs to HM Z (X, w) iff the support of every nonzero subobject or quotient object of M is equal to Z. As before, one can show that this category does not depend on the choice of embedding; in fact, an important result by Saito [Sai90, Theorem 3.21] says that HM Z (Z, w) is equivalent to the category of generically defined polarizable variations of Hodge structure of weight w − dim Z. where L is any ample line bundle on Z.
It is easy to deduce Theorem 2.1 from this special case. Suppose first that Z is a reduced projective variety, and that M ∈ HM(Z, w) is a polarizable Hodge module of weight w. Then M admits a decomposition by strict support, and because the vanishing theorem is true for each summand by Theorem 3.1, it is true for M as well. To deal with the general case, recall that every M ∈ MHM(Z) has a finite weight filtration W • M with the property that gr W w M ∈ HM(Z, w); because the functor gr F p DR is exact, we obtain the vanishing theorem for arbitrary graded-polarizable mixed Hodge modules.
4. Idea of the proof. To prove Theorem 3.1, we shall use a method invented by Esnault and Viehweg. The general idea, explained for example in [EV92, §1] , is to deduce vanishing theorems from the E 1 -degeneration of certain spectral sequences.
As a motivation for what follows, let us briefly recall how Esnault and Viehweg prove the Kodaira vanishing theorem. Let L be an ample line bundle on a smooth projective variety X. For sufficiently large N , the line bundle L N becomes very ample, and we can find a smooth divisor D ⊆ X with L N ≃ O X (D). Such a divisor determines a branched covering π : Y → X (see §10), and one can show that
Now Y is again a smooth projective variety, and so its Hodge-de Rham spectral sequence degenerates at E 1 ; in particular, the mapping d :
Y ) is equal to zero. From this, one can deduce that the restriction mapping
is also equal to zero: the key point is that d :
, whose composition with the residue mapping is, up to a constant factor, equal to the O X -linear mapping
must be surjective; because of Serre duality,
must be injective. But now we can kill the right-hand side by taking N ≫ 0, and so we get the vanishing of H i (X, ω X ⊗ L) for i > 0. The proof of Theorem 3.1 follows the same path. Since Z may be singular, we first extend the line bundle L to a small open neighborhood X in some projective embedding of Z. We then take a sufficiently generic branched covering π : Y → X, and use the strictness of direct images for polarizable Hodge modules to prove that 5. Note to the reader. I wrote this paper for those who already know the definitions and basic results from the theory of polarizable Hodge modules [Sai88] . If you are not familiar with Saito's theory, but nevertheless interested in the proof of the vanishing theorem, I would recommend taking a look at Saito's nicely-written survey article [Sai94] or at the more recent [Sch14] . Two of the results that we need -about Hodge modules on singular varieties and about non-characteristic inverse images -are distributed among several of Saito's papers; in the interest of readability, I therefore decided to include an outline of their proof.
Please note that I chose to use left D-modules throughout: this is more convenient when working with inverse images and simplifies certain arguments with differential forms. However, because Saito uses right D-modules, a little bit of translation is needed when looking up results in [Sai88, Sai90] . The rules are as follows. Suppose that (M, F • M) is a filtered left D-module on an n-dimensional complex manifold X. Then the associated filtered right D-module is
, where ω, m, and ξ are sections of ω X , M, and the tangent sheaf T X , respectively.
The conventions for indexing the V-filtration are also different for left and right D-modules. In the case of M, the rational V-filtration along t = 0 is a decreasing filtration V
• M with the property that t∂ t − α acts nilpotently on gr α V M. The corresponding filtration on ω X ⊗ M [Sai88, Définition 3.1.1] is the increasing filtration
the change is needed to keep the (right) action of t∂ t −α on gr
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B. Some background 7. Mixed Hodge modules on singular varieties. Since Theorem 2.1 is stated for mixed Hodge modules on projective varieties, it may be helpful to review the definition of the category MHM(Z) in the case where Z is a possibly singular projective algebraic variety. The idea is to embed Z into a complex manifold X (such as projective space), and then to define
as the full subcategory of all graded-polarizable mixed Hodge modules on X whose support is contained in Z. To make this definition meaningful, one has to show that the resulting category does not depend on the embedding; we shall explain below how this is done.
Note. The same definition works for any analytic space that can be embedded into a complex manifold. On an arbitrary analytic space Z, such embeddings may only exist locally, and so one has to cover Z by embeddable open subsets and work with collections of mixed Hodge modules on the open sets that are compatible on intersections. This idea is developed in [Sai91a] .
From now on, let Z be a reduced projective algebraic variety. Given an embedding i : Z ֒→ X into a complex manifold, we consider the full subcategory
of all graded-polarizable mixed Hodge modules on X whose support is contained in the image of Z. Obviously, we can always take X to be projective space of some dimension; but for the proof of Theorem 2.1, it will be useful to allow other complex manifolds, too. It is easy to see that MHM(X, i) is an abelian category. The main result is that this category does not depend on the choice of embedding.
Proposition 7.1. Given two embeddings i : Z ֒→ X and j : Z ֒→ Y , one has a canonical equivalence of categories between MHM(X, i) and MHM(Y, j).
The tool for proving this is the following version of Kashiwara's equivalence for mixed Hodge modules. Now let us prove Proposition 7.1. Since we cannot directly compare X and Y , we use the product embedding (i, j) : Z ֒→ X × Y , as in the following diagram:
Because the situation is symmetric, it suffices to show that the direct image functor
is an equivalence of categories. Note that p * is obviously faithful: in fact, this is true for the underlying perverse sheaves because p is an isomorphism on the image of Z, and the functor from mixed Hodge modules to perverse sheaves is faithful. So the issue is to show that p * is essentially surjective. Let M ∈ MHM(X) be a graded-polarizable mixed Hodge module whose support is contained in i(Z). To construct from M an object on X × Y , we use the existence of good local sections for p. More precisely, for every point of Z, there is an open neighborhood U ⊆ X and a holomorphic mapping f : U → Y such that f • i = j; this follows from the basic properties of holomorphic functions. Now
is a closed embedding with the property that (id, f ) • i = (i, j), and so (id, f ) * M is a graded-polarizable mixed Hodge module on U × Y whose support is contained in the image of (i, j). If we choose a different holomorphic mapping f ′ : U → Y , then (id, f ) * M and (id, f ′ ) * M are canonically isomorphic by virtue of Proposition 7.2. This fact allows us to glue the local objects together into a well-defined object of MHM X × Y, (i, j) ; it is clear from the construction that its image under p * is isomorphic to the original mixed Hodge module M .
Subquotients of the de Rham complex.
In this section, we collect a few general results about the graded quotients of the de Rham complex. Let X be a complex manifold, and let (M, F • M) be a filtered D-module on X. We begin with a more careful local description of the differentials in the complex
Let x 1 , . . . , x n be local holomorphic coordinates on X. Then the differentials
in the de Rham complex are given by the formula
The extra factor of (−1) n is due to the shift in the definition of DR(M); it is part of a consistent set of sign conventions. Because F • M is a good filtration, it is obvious from this description that each
is a subcomplex. When we go to one of the graded quotients gr
, we obtain the following formula for the differentials:
Now let us consider the case where (M, F • M) is part of a mixed Hodge module on X. In the case where the support of M is contained in an analytic subset Z, the properties of mixed Hodge modules imply that each gr
Lemma 8.3. Let M ∈ MHM(X) be a mixed Hodge module on a complex manifold X. If the support of M is contained in an analytic subset Z ⊆ X, then each
is a well-defined complex of coherent O Z -modules; its isomorphism class in
is independent of the embedding of Z into a complex manifold.
Proof. We first prove that each gr 
whose support is contained in (i, j)(Z); as the situation is symmetric, it suffices to prove that
But because p is an isomorphism over the image of Z, this follows from the definition of the direct image functor for filtered
Another very useful result is the compatibility of the de Rham complex with the duality functor. In combination with Serre duality, it can be used to show that the two assertions for L and L −1 in Theorem 2.1 are equivalent.
Lemma 8.4. Let M ∈ HM(X, w) be a polarizable Hodge module on an n-dimensional complex manifold X. Then any polarization on M induces an isomorphism
Proof. Recall that a polarization of M induces an isomorphism M (w) ≃ DM with the dual Hodge module; in particular, the filtered D-module underlying DM is isomorphic to (M, F •−w M). The assertion therefore follows from the compatibility of the filtered de Rham complex with the duality functor [Sai88, §2.4.3]. Since the result is not explicitely stated there, we shall quickly sketch the proof. The main tool is the equivalence, on the level of derived categories, between filtered D-modules and filtered differential complexes [Sai88, §2.2]; under this equivalence, the pair (M, F • M) goes to the de Rham complex DR(M), endowed with the filtration in (8.2). Now choose an injective resolution
by right D X -modules that are injective as O X -modules; such a resolution exists because the injective dimension of ω X is equal to n. As explained in [Sai88, §2.4.11], the de Rham complex of DM is isomorphic, as a filtered differential complex, to the simple complex associated with the double complex
Here the filtration on the double complex is given by the rule
due to the fact that gr
This gives us a canonical isomorphism in the derived category between the associated graded of the de Rham complex of DM and
. Together with the remark about the polarization from above, this implies the asserted isomorphism.
This result also bounds the range in which the graded quotients of the de Rham complex are nontrivial. Since F p M = 0 for p ≪ 0, it makes sense to define 
9. Non-characteristic inverse images. In this section, we review the construction of inverse images for polarizable Hodge modules under sufficiently generic morphisms. Let f : Y → X be a holomorphic mapping between complex manifolds, and let r = dim Y − dim X denote its relative dimension. In this situation, we have the following morphisms between the cotangent bundles of X and Y :
Let M be a regular holonomic left D-module on X, and F • M a good filtration by coherent O X -modules. Recall that the characteristic variety Ch(M) ⊆ T * X is the support of the coherent sheaf determined by the coherent gr
The following definition is a slightly modified version of [Sai88, §3.5.1].
Definition 9.1. We say that the morphism f is non-characteristic for (M, F • M) if the following two conditions are satisfied:
(a) The restriction of df to p The first condition is a transversality property. Since M is regular holonomic, one can find a Whitney stratification adapted to it; note that every irreducible component of Ch(M) is the conormal variety of the closure of a stratum. Given a point y ∈ Y , let S ⊆ X be the stratum containing f (y); then we are asking that
In the case where Y is a subvariety of X, for example, this is saying that Y is transverse to every stratum. The second condition, on the other hand, is a kind of flatness property: we are asking that the higher derived functors are trivial when we pull back the O X -modules gr The point of the two conditions is that the naive pullback f * M is again a regular holonomic D-module on Y , and that the filtration
From now on, we consider the case of a polarizable Hodge module M ∈ HM(X,
This can be proved in several ways, but perhaps the cleanest one is to use the relationship between polarizable Hodge modules and polarizable variations of Hodge structure. According to [Sai90, Theorem 3 .21], the Hodge module M comes from a polarizable variation of Hodge structure of weight w − dim Z on a Zariski-open subset of the smooth locus of Z. We may clearly assume that f (Y ) intersects Z; the transversality condition implies that the preimage of the smooth locus of Z is dense in f −1 (Z), and that dim f −1 (Z) = dim Z + r. We can therefore pull the variation of Hodge structure back to a Zariski-open subset of f −1 (Z), and use Saito's result again to extend it to a polarizable Hodge module M Y ∈ HM f −1 (Z) (Y, w + r); this procedure explains why the weight changes by the relative dimension r. We denote the underlying filtered
By construction, this is true on the Zariski-open subset to which we pulled back the variation of Hodge structure; what we have to prove is that both sides are extended to Y in the same way. Here the strategy is to use some of the conditions in the definition of Hodge modules, in particular the compatibility between the Hodge filtration and the V-filtration.
We observe first that f factors through its graph as
because both p 2 and i are again non-characteristic for M , it suffices to deal separately with the case of a smooth morphism and the case of a closed embedding.
Lemma 9.4. When f : Y → X is a smooth morphism, Theorem 9.3 is true.
Proof. The question is local on X, and so we may assume that there is a holomorphic function g : X → C such that Z 0 = Z ∩ g −1 (0) contains the singular locus of Z, and such that M comes from a polarizable variation of Hodge structure on Z \ Z 0 . We now define h = g • f , and consider the following diagram:
Because of Proposition 7.2, it suffices to prove the assertion for the direct image (id, g) * M on X × C; this amounts to replacing (M,
where t denotes the coordinate on C and ∂ t = ∂/∂t the corresponding vector field. After making the obvious replacements, we may therefore assume that g −1 (0) and h −1 (0) are complex manifolds, and that we have holomorphic vector fields ∂ g and ∂ h with the property that [∂ g , g] = 1 and [∂ h , h] = 1.
We will first prove that
• M Y denote the rational V-filtrations along g = 0 and h = 0, respectively; for left D-modules, the conventions are that g :
and that the operator g∂ g − α acts nilpotently on gr
Now the point is that M has strict support Z, which is not contained in g −1 (0); this implies that
V M is surjective, and hence that
Recall that V >−1 M only depends on the restriction of M to Z \Z 0 , which is the flat bundle underlying our variation of Hodge structure. By construction, V >−1 M Y ≃ f * V >−1 M, and so we obtain
To get the corresponding statement for the filtrations, we will use the fact that M and M Y are Hodge modules. One of the conditions in the definition is that the mapping ∂ g :
M is surjective for every p ∈ Z and every α < −1; because M has strict support Z, this is also true when α = −1. According to [Sai88, Remarque 3.2.3], we therefore have
where j : X \ X 0 ֒→ X denotes the open embedding; the right-hand side is again determined by the variation of Hodge structure on Z\Z 0 . Now the flatness condition in the definition of being non-characteristic implies that
which is the result we were after.
Lemma 9.5. When f : Y → X is a closed embedding, Theorem 9.3 is true.
Proof. The problem is again local on X, and so we may assume that f is a complete intersection. If we factor f into a composition of closed embeddings of codimension 1, then each step is again non-characteristic by [Sai88, Lemme 3.5.4]; in this way, we reduce the problem to the case where Y is defined by a single holomorphic function g : X → C. Because the embedding is non-characteristic, it is not hard to show that V 10. Branched coverings. The proof of Theorem 3.1 makes use of certain branched coverings. We briefly review the construction in the special case that we need; for a more complete discussion, including proofs, see [EV92, §3] .
Let X be a complex manifold, and let L be a holomorphic line bundle on X. Suppose that for some integer N ≥ 1, there is a global section s ∈ H 0 (X, L N ) whose zero scheme is a smooth divisor D ⊆ X. In this situation, one can construct another complex manifold Y and a branched covering 
and, more generally, that
is the sheaf of logarithmic differential forms. For instance, the summand L −1 in the decomposition of π * O Y corresponds to t·O X , and the summand Ω
remembering that df /f = N dt/t. In both formulas, the N summands on the righthand side are in one-to-one correspondence with the characters of the group of N -th roots of unity, which acts on Y in the obvious way.
C. Proof of the theorem 11. Extending line bundles. We now begin with the preparations for the proof of Theorem 3.1. Let Z be a reduced and irreducible projective variety, and let L be an ample line bundle on Z. Fix an integer N ≥ 2 such that L N is very ample; then Z embeds into the projective space P = P H 0 (Z, L N ) , and the restriction of O P (1) is isomorphic to L N . The purpose of this section is to extend L to a small open neighborhood of Z in P ; this will allow us to work with branched coverings that are again complex manifolds. Proof. According to a result by Durfee [Dur83, Proposition 1.6 and §2], we can find an open set X ⊆ P containing Z, with the property that the inclusion Z ֒→ X is a homotopy equivalence. From the exponential sequence -which is also valid on Z by definition of the sheaf O Z -we obtain a commutative diagram
with exact rows. By construction, the first Chern class
, and is therefore divisible by N . This means that we can find a holomorphic line bundle M X with the property that
Consequently, there are two elements α ∈ H 1 (X, O X ) and
square brackets mean the isomorphism class of the corresponding line bundle. The element α Z − N β belongs to the image of H 1 Z, Z(1) ; by adjusting α, we can arrange that β is equal to the restriction of α/N . Now let L X be any holomorphic line bundle on X with
, and so we have found the desired extension of L.
12. Hodge modules and strictness. For the remainder of the argument, we may assume that Z is embedded into a complex manifold X, in such a way that the given ample line bundle on Z is the restriction of a holomorphic line bundle L on X. We may also assume that M ∈ HM Z (X, w) is a polarizable Hodge module on X with strict support Z; this is because the graded quotients of the de Rham complex do not depend on the embedding (by Lemma 8.3). It is important to keep in mind that the underlying filtered D-module (M, F • M) lives on X. Now let D ⊆ X be the divisor of a sufficiently general section s ∈ H 0 (X, L N ) or, more concretely, the intersection of X with a sufficiently general hyperplane H ⊆ P . Then D is non-characteristic for M , and so we obtain from Theorem 9.3 a polarizable Hodge module M D ∈ HM D∩Z (D, w − 1) with the property that
By construction, we have L N ≃ O X (D), and we denote by π : Y → X the resulting branched covering of X; since D is smooth, Y is again a complex manifold. It is easy to see that π is also non-characteristic for M ; this gives us another polarizable Hodge module
Both M Y and M D will play a role in the proof of Theorem 3.1. We begin by deducing the vanishing of certain morphisms from the fact that M Y is a polarizable Hodge module. By construction, the support of M Y is equal to the projective variety π −1 (Z). According to Saito's direct image theorem [Sai88, Théorème 5.3.1], the direct image of (M Y , F • M Y ) under the morphism from Y to a point is therefore strict; concretely, this means that the spectral sequence
degenerates at E 1 . Since the spectral sequence comes from a filtered complex, it is easy to describe the E 1 -differentials in terms of DR(M Y ). For each p ∈ Z, we have a short exact sequence of complexes 0 → gr
In the derived category of complexes of sheaves of C-vector spaces, it is part of a distinguished triangle; the third morphism in this triangle is Lemma 12.2. For every i, p ∈ Z, the induced morphism on cohomology
13. Comparison with the original complex. The purpose of this section is to obtain information about the complex gr Lemma 13.1. The complex π * DR(M Y ) has a direct summand isomorphic to
Proof. Note that the functor π * is exact because π is a finite morphism; the isomorphism M Y ≃ π * M and the projection formula therefore imply that
We now take the summand with L −1 in the decomposition of each term (see §10). To show that this leads to a subcomplex, we can exploit the group action: the group of N -th roots of unity acts on the entire complex, and we are taking the summand corresponding to the standard character. That the decomposition respects the filtration is obvious.
We shall give a second proof in local coordinates in §15 below. To simplify the notation, let us denote bỹ
the subcomplex in Lemma 13.1, together with the induced filtration. As before, we have a collection of C-linear connecting morphisms
in the derived category; becauseK is a direct summand, the degeneration of the spectral sequence in (12.1) means that the induced morphisms
are also equal to zero. To exploit this fact, we are now going to relate the graded quotients gr (a) We have a morphism of complexes The proof requires a small calculation in local coordinates; we postpone it until §15 and first state the main result.
Proposition 13.3. Up to a constant factor of (−1) n N , the composition
is equal to the restriction mapping.
The proof can be found in §15. The point is of course that, because of the above factorization, the induced morphism on cohomology
is equal to zero. Once this is known, Theorem 3.1 can be proved very easily by using Serre's vanishing theorem and induction on the dimension.
14. Proof of Saito's theorem. We are now ready to prove Theorem 3.1. We first observe that the two assertions
are equivalent to each other by virtue of Lemma 8.4; it is therefore enough to prove the second one. This will be done by induction on the dimension. Since D ⊆ X is a smooth divisor with L N ≃ O X (D), we have a short exact sequence
As shown in §15 below, it induces a short exact sequence of complexes
By induction, we can assume that the i-th cohomology of
vanishes for every i < 0; it follows that
Because we already know that the morphism in (13.4) is equal to zero, the injectivity of (14.4) means that the morphism
D is also equal to zero. This obviously implies the surjectivity of 
is surjective for every i < 0 and every sufficiently general section s ∈ H 0 (Z, L N ). By Lemma 8.4 and Serre duality, we have
This becomes equal to zero for N ≫ 0, because gr
is concentrated in non-positive degrees. The surjectivity of (14.5) therefore implies the desired vanishing for gr 15. Computations in local coordinates. We now prove Proposition 13.2 and Proposition 13.3, as well as the exactness of the sequence of complexes in (14.3). Since it is easiest to do this by a calculation in local coordinates, we shall first give a description of the complexK in a neighborhood of the divisor D.
Let x 1 , . . . , x n be local holomorphic coordinates on X, with the property that the divisor D is defined by the equation x n = 0. On Y , we can choose local holomorphic coordinates y 1 , . . . , y n in such a way that π : Y → X is represented by (x 1 , . . . , x n−1 , x n ) = (y 1 , . . . , y n−1 , y N n ). In particular, the line bundle L is trivial on the open set in question; note that the summand
Since L is trivial on the open set in question, the induced differentials
where ∇ is defined as in (8.1). With this description, Proposition 13.2 is easy.
Proof of Proposition 13.2. The formula in (15.1) shows that the morphisms 
where f is an arbitrary local defining equation for D; it interacts better with the sign conventions for the de Rham complex than the usual definition. The residue mapping induces morphisms
and we have to check that they are compatible with the differentials in both complexes. This is straightforward: the residue of
hence equal to what we get when we apply
Now we can prove the main technical result, namely Proposition 13.3.
Proof of Proposition 13.3. It suffices to check this in a neighborhood of any given point of D. After choosing local coordinates as above, the line bundle L becomes trivial on the open set in question, and the differentials in the complexK are given by the formula in (15.1). To simplify the notation, we define
and denote by δ p : gr If we compose this with the residue mapping, we find that the morphism r p−1δp f p = r p−1 (δ p f p − f p−1 δ p ) is equal to
and therefore agrees with the restriction mapping up to a factor of (−1) n N . 16. Connecting morphisms. In this section, we prove a small lemma about connecting morphisms in short exact sequences of complexes. Let B 1 and B 2 be two complexes in an abelian category, and suppose that we have a family of morphisms
that do not necessarily commute with the differentials; this is of course precisely the situation that we encountered during the proof of Proposition 13.3. If we define . Suppose in addition that we have the following commutative diagram:
In this diagram, all solid arrows are morphisms of complexes; both squares commute; and both rows are exact. Because e and g commute with the differentials, it is easy to see that ϕ = i 2 ψp 1 for a unique morphism of complexes ψ :
Note that although ϕ is homotopy equivalent to zero, this is no longer the case for ψ; in particular, viewed as a morphism in the derived category, ψ is typically nonzero.
In the derived category, each row of the diagram is part of a distinguished triangle, and we denote the third morphism in this triangle by δ k : C k → A k [1]. We can now consider the following square of morphisms:
Unless f is a morphism of complexes, the square is not commutative. The following lemma shows that Lemma 16.1. In the derived category, we have δ 2 g − eδ 1 = ψ.
Proof. We begin by describing the morphism δ k . Let
denote the mapping cone of i k : A k → B k , with differential given by the matrix
