Fixed parameter asymptotic statements are often used in the context of nonparametric curve estimation problems (e.g., nonparametric density or regression estimation). In this context several forms of superefficiency can occur. In contrast to what can happen in regular parametric problems, here every parameter point (e.g., unknown density or regression function) can be a point of superefficiency.
Introduction.
Asymptotic analysis as the sample size n ª ϱ is an important tool for developing and analyzing statistical procedures. Asymptotic statements can generally be classified into one of two varieties: those in Ž . which the limit is taken as the unknown parameter is held fixed, and those in which the limit is uniform over all of the parameter space, or at least over some significant subset of it. Asymptotic minimax and local minimax statements are examples of the second variety.
Fixed parameter statements are generally easier to formulate and prove than are uniform ones. However, it has long been recognized that they can involve misleading conclusions via the phenomenon of ''superefficiency'' in Ž . regular parametric problems. Le Cam 1953 presents Hodges superefficient estimator and the first comprehensive treatment of this topic. Further study has solidified understanding of superefficiency in regular parametric probw lems and has made it relatively straightforward to avoid this pitfall. See, Ž . Ž . Ž . x e.g., Huber 1966 , Weiss and Wolfowitz 1966 and Hajek 1972 .
Fixed parameter asymptotic statements are also commonly used in the Ž context of nonparametric curve estimation e.g., in nonparametric density or . regression problems . In spite of this it has not been widely understood that superefficiency can occur in several forms in these problems and can be much more dramatic than in regular parametric contexts. In parametric problems Ž . the set of superefficiency has Lebesgue measure zero. By contrast we show that in nonparametric problems every parameter point can be a point of superefficiency. This means that considerable caution is needed before interpreting such fixed parameter asymptotic statements as recommendations of asymptotic desirability or optimality.
Ž . Abramson 1982 presents a nonparametric example showing that superefficiency can hold everywhere in the parameter space. Our Section 2 discusses the way in which fixed parameter asymptotics often appear in nonparametric density estimation and presents a simplified form of Abramson's superefficiency phenomenon. Section 3 provides some notation and background needed for a more general treatment of the question. Section 4 reviews what is known in the regular parametric case, in order to provide further background.
Sections 5 through 8 present examples of superefficiency. The situation in Section 5 has a character similar to that in Section 2, but it is also shown Ž that the degree of superefficiency is somewhat limited in this context. See . Theorem 5.2, whose proof is deferred to the Appendix. Section 6 presents a different estimator which is even more superefficient than that in Section 5. Furthermore, this estimator has acceptable minimax behavior. This nonparametric example thus contrasts with the regular parametric situation in which superefficient estimators must behave poorly with respect to uniform criteria such as local minimaxity.
Section 7 shows there are nonparametric problems in which superefficient estimators do not exist to the dramatic degree present in Sections 5 and 6. Section 8, on the other hand, exhibits an even more extreme degree of superefficiency than that displayed in the earlier examples.
A generic example: adaptive estimation of a density at a point.
The first aim of this example is to focus attention on fixed parameter asymptotics by sketching how they have often appeared in the literature. The example then continues with a further development which suggests that these asymptotic statements can be misleading.
Ž . The following presentation is modelled on that in Woodroofe 1970 , which contains the earliest adaptive result of this type. Since then a number of other structurally similar treatments have appeared. We will later examine Ž . more carefully one by Abramson 1982 . For other instances see, for example, Ž . Hall 1993 and for the analogous nonparametric regression problem see, for Ž . Ž . example, Brockmann, Gasser and Herrman 1993 or Schucany 1995 . Let X , . . . , X be a sample of size n from a population with density f.
About f assume basically only that f g C r , the set of all densities with r q Ž . Ž r . Ž . Ž continuous derivatives and with f 0 ) 0, f 0 / 0. Additional technical . assumptions on f may be required in some treatments. The goal is tô
Ž . f 0 , where f denotes the estimated value of f 0 . Let K K denote the family w x of sth-order kernels with support in y1, 1 ; that is, those which satisfy
The kernel estimator with bandwidth b is defined as
Then R can be decomposed as a sum of varin f n n ance and squared-bias terms. If one further assumes that s s r, then this decomposition yields that2 
opt Ž . Expression 2.5 is an example of fixed parameter asymptotics. It is a statement in which the limit is computed for fixed values of f. This contrasts Ž . with uniform limits, like those in the minimax statements 3.3 in the next section.Ž . The statement 2.5 looks like a strong endorsement of f. Indeed, it has undoubtedly been interpreted by some as claiming that f is asymptotically optimal.
However, it is not hard to construct an estimator which does much better s Ž . than f in the sense of 2.5 . Let K g K K be any bounded kernel, with s ) r. Let
n␥ f and let f denote the corresponding estimator.
where P x is a polynomial of degree r with no constant term. From this and r Ž . 2.4 it is easy to see that the asymptotic bias B is
since K g K K s with s ) r. Calculation and comparison of the asymptotic variance terms reveals thať for ␥ sufficiently small the asymptotic variance of f is less than times that Ž . One presumably could conclude from 2.6 as compared to 2.5 that when ␥ĩ s small and n is sufficiently large f is a more desirable estimator than f. ␥ However, we suggest the appropriate conclusion is that fixed parameter Ž . asymptotics may be misleading, and that 2.5 itself is not a reliable arguw Ž . ment that f is desirable for sufficiently large n. Correspondingly, 2.6 is alsǒñ ot convincing evidence that f is preferable to f as a statistical procedure ␥ x for large n.
We remark that there are other ways to produce an estimator with the Ž . Ž . property in 2.6 . In particular, for the case r s 2, Abramson 1982 began with an arbitrary, bounded kernel K g K K 2 . He then defined the estimator
Ž . and showed that f also satisfies 2.6 for suitable f, f in the definition of
. An interesting feature of f is that it can be interpreted as an adaptive
version of a procedure involving a K K 2 kernel, and thus may appeal to those who allow adaptation but resist the use of kernels which are not nonnegative.
The remainder of this paper is devoted to an investigation of the forms of Ž . behavior and misbehavior of fixed parameter limits. We hope that the Ž . additional understanding this provides, along with much further research, will lead to a better understanding of such limiting statements. Perhaps w there is some simple supplementary information other than a minimax limit Ž .x such as 3.3 which might convert them into reliable measurements of the statistical value of procedures for sufficiently large n. 
In Sections 5 and 6, ⌰ will be the Sobolev space
and then In Section 2 the asymptotic standard R was defined via optimal kernel opt estimation with a particular r th-order kernel. For the problems to follow it is better to use a differently defined, more general standard. For any B -ϱ define the minimax value
Ž .x This type of limiting statement is uniform over ⌰ B , as opposed to the Ž . fixed parameter statements seen in Section 2 and again in 3.5 and later. Then denote
and investigate whether there exist procedures ␦ such that for some 0
x Typically, и # will have been chosen so that # / 0 implies m ) 0.
Ž . Ä An estimator which satisfies 3.5 will be called superefficient on : l -5 5 4 # -u .
Comments on standard, parametric models.
Superefficiency is a well-studied anomaly which occurs when using fixed parameter asymptotics. nªϱ with strict inequality for some g ⌰. However, it is also well known that the Ž . set on which inequality holds in 4.2 must have measure 0. Also, when p s 1, ␦ must behave poorly somewhere in a neighborhood of any point of n w Ž . superefficiency. See Brown and Low 1996b for a recently obtained result of x this type. It follows that in these parametric models R , ␦ Ž .
since the set of superefficiency has measure zero. Thus the answer here to the Ž . Ä 4 question at 3.5 is always negative, and there cannot exist estimators ␦ n which exhibit superefficiencies like those to be displayed in Sections 5, 6 and 8.
5. Global superefficiency: linear estimation over Sobolev parameter space. Consider the canonical Sobolev setting described in Section 3. The situation is very similar to that described in Section 2, as follows. or Donoho, Liu and MacGibbon 1990 . Let ␣ ) 0, ␤ n s n and y1 Ž . ␥ n s n , and define the linear estimator via truncation as
Ž .
Then the usual variance plus bias-squared decomposition yields
Ž .
since ␥ n r ␤ n s 1 and since Ý i ª 0 as n ª ϱ, for any
Here is a converse to Theorem 5.1 which shows that 5.1 is the strongest possible statement. Ž .
Ž . PROOF. The proof begins by assuming ␦ is a sequence for which 5.5 is n false and then constructing a particular for which R , ␦ Ž . for all / 0.
PROOF. We will explicitly construct an adaptive sequence of estimators with the desired property. We use this particular sequence because it is easy Ž . to define and its direct explicit definition leads to a simple verification of 6.1 .
Ž . However, we note that many other adaptive estimators would also yield 6.1 . In particular, a referee has correctly pointed out that we could instead have Ž . used the original Efromovich and Pinsker 1984 adaptive estimator to obtain Ž . 6.1 in a natural fashion.
Our estimator is based on a suggestion made to us by D. w the obvious manner. Note that the customary positive-part James᎐Stein Ž . x formula would use 1 in place of 3r2 in the above expression. We then need the following lemma. 
wHere are some details of this result. Note that the probability is maximized family generated by the distribution of W. This is a regular exponential
for s r2. I Ž . Then, by Lemma 6.1 with ␤, ␥ as in Theorem 5.1 ,
s 2 q o 1 .
This completes the proof of the theorem since ) 0 is arbitrary. I
Note that the estimator sequence defined by 6.2 does not depend on r. It also can easily be shown to be adaptive in rate to both B and r in a minimax sense.
That is,
n n 6.6 sup lim sup sup F 2.5.

M B
wChoose to depend on B, r in an optimal fashion in the proof of Theorem 6.1 Ž . x and use Donoho, Liu and MacGibbon 1990 .
Ž . Property 6.6 is moderately good albeit not the best possible since the Ž . Efromovich᎐Pinsker 1984 adaptive estimator does even better by obtaining the optimal bound of 1. This shows that estimators which are globally Ž . superefficient in the sense of 6.1 need not behave badly with respect to uniform limits. This contrasts with the standard parametric superefficiency discussed in Section 4.
Theorem 6.1 leaves open the logical possibility that there exists an h ª 0 n and a sequence of estimators such that
Ä 4 In fact we do not know whether there exist any h n ª 0 and ␦ for which n Ž .
Ž . 6.7 is valid. However, Theorem 6.2, below, does show that if any such h n exists, then it must converge to zero very slowly.
Ž .
Ä 4 Ž . THEOREM 6.2. Suppose 6.7 holds for some ␦ and some h n ª 0. Then, n for any ) 0,
lim h n ln n s ϱ.
Ž . Ž . nªϱ
See the Appendix for the proof.
7. An example where the fixed parameter rate exists. Here is an example where we can show that there cannot be superefficiency as extreme as that in Sections 5 and 6. In fact we do not know here whether there is an estimator sequence which is superefficient on all of ⌰. 
NOTE. The left-hand side of 7.2 is necessarily bounded above by 1, but we do not know whether 1 is a sharp bound. If it were, that would mean that there is no estimator sequence which is superefficient everywhere. A minor modification of the proof would show that
PROOF. In the following lemma let Y ; N , . Suppose is known < < and F . Define the truncated loss 
This result follows from combining Brown 1992 , Theorem 2.1 wŽ . x with Brown and Gajek 1990 , Example 3.3 
Ž . . with R the normalized risk having the appropriate normalization s n n Ž . for which 0 -m -ϱ, / 0. This means that there is a sequence of estimators for which fixed parameter squared-error risk goes to zero faster y1 Ž . y2 r3 than the rate h n n even though the minimax mean squared-error risk goes to zero at the rate n y2 r3 . This example involves a somewhat artificial parameter space; we do not know whether examples of this behavior exist having more familiar parameter spaces.
It is most convenient to formulate this example in the white-noise setting, as mentioned in Section 3, where one observes
Ž . 
Ž .
PROOF. Let K t be any bounded continuous function satisfying
Let ␦ be the linear estimator
H by the definition of f and the bound on g n Ž .
Ž . for all n sufficiently large depending on f . Together 8.5 and 8.6 and the Ž . definition of g yields 8.
There is a converse result to that in Theorem 8.1; if lim inf n h n ) 0, Ž . then 8.1 does not hold. Ž . 2 r rŽ2 rq1.
Ä 4
As before, let ␤ n s n and ␥ n s n . Let ␦ be any sen Ž . quence of linear estimators. Write ␦ as ␦ s M z, where M is ϱ = ϱ . Let choose n so that
