Major comments
[9] Page 8, line 10 -page 9, line 25: In general, I think that the procedure described here is complicated, while some steps may be unnecessary. In particular: a.
Random forests are fitted using 15 predictor variables in the period 2014-2015 (page 8, lines 11, 12) and then they are validated in the period 2012-2013. I do not understand the scope of this validation, considering that parameters of the algorithm have been defined earlier.
b. Random forests are used to predict snow depth in the period 2012-2018. Then a linear model is trained in the predictions of the period 2012-2018 using two predictor variables.
The trained linear model is used to predict snow depth in the period 1987-2018.
In my opinion it would be more straightforward to train random forests in the period 2014-2015 using two predictor variables and then predict in the period 1987-2018. Another straightforward option would be to train a linear model in the period 2014-2015 and then predict in the period 1987-2018.
Instead, following the two-stage procedure of the manuscript, a dataset, obtained by some predictions, is used to train a new model. In these procedures uncertainties are introduced (since the dataset obtained by random forests is an approximation of the true snow depth) which are transferred to the second stage prediction. I understand that this approach gives a rich dataset to do the second stage training, however I think that the induced uncertainties are not compensated by the bigger dataset. Perhaps the manuscript could justify this approach by performing some comparisons between the one and the two-stage approaches in the period 2012-2018 or just completely use the straightforward approach.
c. Perhaps the approximation of equation (2) is suboptimal because it is based on data before 2008, while it does not include the intercept parameter. Given the big magnitude of the dataset, it is surprising that a one-parameter linear model (equation 2) would be preferable to the two-parameter model of equation (1).
Minor comments
[10] Page 2, lines 15 -20: A proper assumption for applying random forests is stationarity.
Furthermore random forests do not predict outside the range of the training sample. Therefore, the assumption of global warming is not compatible with random forests.
[11] Page 6, line 1: SSMI/S provides data in the period 2006-present according to Table 1 .
[12] Page 7, lines 16 -17: Random forests parameters are more than two.
