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Abstract
In radiation damage cascade displacement spikes ions and electrons
can reach very high temperatures and be out of thermal equilibrium. Cor-
rect modelling of cascades with molecular dynamics should allow for the
non-adiabatic exchange of energy between ions and electrons using a con-
sistent model for the electronic stopping, electronic temperature rise, and
thermal conduction by the electrons. We present a scheme for correct-
ing embedded atom potentials for these non-adiabatic properties at the
level of the second-moment approximation, and parameterize for the bcc
transition metals above the Debye temperature. We use here the Finnis-
Sinclair and Derlet-Nguyen-Manh-Dudarev potentials as models for the
bonding, but the corrections derived from them can be applied to any
suitable empirical potential. We show with two-temperature MD sim-
ulations that computing the electronic thermal conductivity during the
cascade evolution has a significant impact on the heat exchange between
ions and electrons.
PACS 71.15.Pd,71.15.Qe,71.20.Be,72.15.Lh,79.20.Ap
A high energy ion (MeV/u) penetrating a target material loses energy by excit-
ing electrons in the host, whereas a low energy ion (keV/u) can collide with a
target atom and may start a displacement cascade. As the cascade recrystallizes
it leaves lattice defects which are the starting point for long-term microstruc-
tural evolution of the material. The penetration range of the ion depends on
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the electronic stopping power, and the degree of recrystallization is strongly de-
pendent on the cooling rate, which in turn depends on how hot ions lose energy
to electrons. Incorporating non-adiabatic effects into a Molecular Dynamics
(MD) simulation requires the consideration of four related issues: electronic
stopping (including electron-phonon coupling), electronic heat capacity, spon-
taneous phonon emission(heat return from electrons to ions), and electronic
thermal conductivity.
Following earlier MD simulations coupling atoms to a constant tempera-
ture electronic subsystem by Caro & Victoria [1], and Finnis et al[2], a full
two-temperature MD model was introduced by Ivanov and Zhigilei[3] to model
femtosecond laser pulse melting. Electronic stopping and heat return were han-
dled by a single friction coefficient proportional to the temperature difference
between ions and electrons in a manner analogous to Finnis et al.[2], with elec-
tronic heat capacity linear in electronic temperature and thermal conductivity
proportional to the quotient of electronic and ionic temperatures, equivalent to
the reasonable assumption that electron-phonon scattering dominates conduc-
tivity in their experiment.
Later Duffy & Rutherford[4, 5] modelled heat-exchange between ions and
electrons with a friction term on the ions and stochastic return. The friction
was taken to be small for low kinetic energy ions- representing electron-phonon
coupling, and larger for high energy ions- representing electronic stopping. The
separation between these regimes was (somewhat arbitrarily) set to twice the
cohesive energy, following Zhurkin & Kolesnikov[6]. For the electronic specific
heat capacity a tanh function was employed, Ce = 3kB tanh(2×10−4 Te), which
shows a metallic linear regime saturating at high temperature. Heat return from
electrons to ions was modelled with an inhomogeneous Langevin thermostat, and
thermal conductivity was taken to be a constant. They were able to demonstrate
for model iron simulations that the number of residual defects remaining after
the cooling of a 10keV displacement cascade increased with ionic cooling due
to friction and decreased with the annealing due to warm electrons. Phillips
& Crozier[7, 8] subsequently corrected an energy drift in Duffy & Rutherford’s
original implementation and integrated 2TMD into LAMMPS[9].
Zarkadoula et al[10, 11] tweaked the physics in the Duffy & Rutherford model
by replacing the constant thermal conductivity with one which scales with the
electronic heat capacity- equivalent to assuming a constant electronic scattering
time through the simulation. Comparing the full 2TMD model to a simpler
‘friction’ model, where energy is merely removed from high energy ions ( above
twice cohesive energy ) and not returned, they showed that the lower energy
electron-phonon coupling reduced both the size of the maximum damage region
and the time taken to return to thermal equilbrium. This resulted in a similar
total number of Frenkel pairs for each model but with different clustering of
vacancies and interstitials.
While these, and other, simulations[12, 13, 14, 17, 18, 19] show that non-
adiabatic effects might be significant, there is little self-consistency in how the
stopping relates to heat capacity and heat capacity relates to conductivity. This
paper seeks to tackle electronic stopping, temperature rise, and thermal conduc-
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tivity in a single consistent framework suitable for use in two-temperature Molec-
ular Dynamics. We parameterize for the popular Ackland-Thetford (AT)[20]
and Derlet-Nguyen-Manh-Dudarev (DND) potentials[21] for bcc transition met-
als.
A two-temperature model simulating radiation damage in metals should in-
corporate the following physics:
Electronic stopping
At low temperatures light electrons move quickly compared to heavy ions,
and it is a good approximation to assume the electrons will readily find
their ground state. This assumption is called the Born-Oppenheimer ap-
proximation. However it can not be exactly the case if the atoms are
moving, as the ionic potential changes the electrons can never be instan-
taneously in the ground state. Thus they must be in a somewhat higher
energy state- energy is transferred constantly from ions to electrons. This
process is known as electronic stopping. Some authors distinguish two
regimes- electron-phonon stopping where the ions have low energy and so
are vibrating about lattice sites and electronic stopping where ions move
so fast the lattice is (to them) irrelevant and they can be treated as moving
in a Fermi gas. The physical principle is the same in either case, only the
simplifying approximations change [22]. We derive a formula for electronic
stopping in both regimes in section 1.
Electronic heat capacity
Energy is transferred from ions to electrons by exciting electrons from
occupied states below the Fermi surface to unoccupied states above the
Fermi surface. Fermi’s Golden Rule is illuminating here- if ions are os-
cillating with a phonon frequency Ω then (in the limit of long time) an
electronic transition shall be excited across an energy gap h¯Ω. Therefore
if ions are moving fast a spectrum of high frequency transitions may be
stimulated, which promotes electronic transitions from a wide range of
the local electronic density of states[23]. For general keV to MeV ions
there is no a priori reason to assume the spectrum of excitations forms
any easily recognisable pattern. However if the bulk of ions are merely
at high temperature, the electronic transitions are many and small. Then
the electronic excitation takes the form of a diffusion of the occupation
of states in energy space[24]. This diffusion looks very similar to a ther-
mal spectrum of occupations, so while it is important to remember the
electrons are not in thermal equillibrium, there is an identifiable pseu-
dotemperature associated with the electronic excitation typical from high
temperature ions[25].
If the heat capacity of the electrons is estimated using the Sommerfeld ex-
pansion as Ce ≡ ∂ǫ/∂Te = π2/3k2BD(ǫF )Te, then we can associate a (true)
temperature rise with a given energy transfer. The electronic pseudotem-
perature generated by energy transfer from high energy ions is found to
match the required true temperature rise [24]. Therefore it is quite sen-
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sible to use electronic pseudotemperature and heat capacity as simple
proxies for the complex pattern of electronic excitations which occur in
radiation damage. Heat capacity can be readily computed from the local
density of states in section 2. It should be highlighted that this electronic
energy should manifest as a change in the bonding of the atoms- a high
temperature corresponding to a reduction in the attractive energy.
Spontaneous phonon emission
The process of electronic stopping via stimulated electronic excitation and
its reverse process, stimulated phonon emission, are captured when classi-
cal ions move in the mean field potential of quantum mechanical ions, and
accounts for the majority of the energy transfer between hot ions and cold
electrons [26]. However quantum mechanical ions permit an additional
important mode of energy transfer, namely spontaneous phonon emission,
and this is necessary to produce thermal equilibrium between ions and
electrons. The rate of this process must depend on the electron density
of states, the phonon density of states and the coupling matrix elements
between them.
We expect tunnelling and zero-point energy effects to be significant where
light elements are involved, but here we make no attempt to include quan-
tum mechanical phonons explicitly into molecular dynamics. The reader
is referred to refs [27, 28, 29, 30].
We instead derive in section 4 the Fokker-Plank equation for the ion-
electron energy transfer assuming a Gaussian white noise return, and so
treat spontaneous phonon emission using an equation entirely analogous
to that used in dissipative particle dynamics.
Electronic thermal conductivity
Thermal conductivity in metals is dominated by electrons, and so it is the
electrons which are responsible for taking heat out of a radiation dam-
age cascade not the phonons[15, 16]. The quantum mechanics of this
process is extremely complicated[32, 31], but the practical upshot is well-
known as Fourier’s law. The local thermal conductivity is proportional to
both the local heat capacity and the electron scattering time. The elec-
tron scattering rate is the sum of the electron-electron scattering rate, the
electron-phonon scattering rate and the electron-impurity scattering rate.
Electron-electron scattering is an electronic quasiparticle effect beyond the
scope of this paper- we fit a simple functional form to the experimental
thermal conductivity. Electron-phonon scattering however must be related
to the electronic stopping, so a consistent environmentally dependent for-
mula is proposed in section 3.2 . Electron-impurity scattering is difficult
to model but is the major determining factor of thermal conductivity in
disordered systems. A detailed model is beyond the scope of this paper,
but we offer a very simple model for impurity scattering as a placeholder
in section 3.3.
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1 Electronic Stopping
Our goal is to produce simple formulae for adding the effect of heat transfer
between electrons and ions which can be added to existing empirical potentials
used in molecular dynamics simulation. It is therefore not appropriate to start
with a full quantum mechanical picture of ions and electrons together, but
rather we start with classical ions and quantum mechanical electrons, the so-
called Ehrenfest approximation[33]. The Ehrenfest approximation accurately
reproduces the true electron-ion interaction when ion temperatures are high, as
is the case in a radiation damage cascade[26]. We treat the purely quantum
mechanical process of electron-to-ion energy transfer via spontaneous phonon
emission later.
The embedded atom potential form expresses the energy of the system of
atoms as
E (R; t)EAM =
1/2
∑
i
Mi
∣∣∣R˙i∣∣∣2 + V (R) +∑
i
F [ρi] , (1)
where ρi =
∑
j∈Ni
φ(Rij) is a scalar proportional to the electron density into
which atom i is embedded. For the original Finnis-Sinclair form[74] the embed-
ding function is a simple square root function F [ρ] = −A√ρ. If we assume a
Freidel rectangular d-band model with Ne electrons in Na states, width Wi and
height Di = Na/Wi with centre of band αi, the zero-temperature bond energy
is given by
FT=0,i = −A√ρi =
∫ λ
αi−Wi/2
2Di(ǫ)(ǫ− αi)dǫ = −NeWi
2
+
N2eWi
4Na
(2)
hence the width of the d-band is given by
W (ρ) =
4ANa
Ne(2Na −Ne)
√
ρ ≡ w√ρ, (3)
defining the constant w.
In A we derive the electron-phonon damping force using a simple tight-
binding model with explicit electronic evolution, then transfer the result at the
end of the section to this EAM potential. The electron-phonon damping force
is shown to be
Fe−ph,i =
W¯
Wi
∑
j∈Ni
Bij(R˙j − R˙i) (4)
At low temperatures the damping tensor is
lim
kBTe≪Wi
Bij = ζ
8.4719Naw
2h¯
WiWj
∇iφ(Rij)∇iφ(Rij)T . (5)
We can fit the empirical constant ζ to experimental data as follows. The
rate of heat transfer between ions and electrons ( excluding source terms ) is
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described by coupled differential equations
Ce/I
∂Te/I
∂t
= κe/I∇2Te/I ±G (TI − Te) , (6)
where G is the electron-phonon coupling factor.
From equation 4 we have for atom i in thermal equilibrium
〈
∂Ee
∂t
〉∣∣∣∣
e−ph
=
〈
W¯
Wi
∑
j∈Ni
Bij(R˙j − R˙i) · R˙i
〉
≡ ΩGEAM TI , (7)
We can evaluate this expression where the atoms are on their ideal lattice sites,
assuming
〈
R˙j · R˙i
〉
= δij 3kBTI/MI , giving
GEAM =
1
Ω
B¯
3kB
MI
, (8)
where we have taken the expected magnitude of the damping tensor (B¯) to be
one-third its trace at the perfect zero-temperature lattice:
B¯ =
1
3
〈
Tr

∑
j∈Ni
Bij


〉∣∣∣∣∣∣
perfect
. (9)
A low temperature estimate for the electron-phonon coupling factor per unit
volume is given by Allen[34, 35]:
GA =
πh¯kB
Ω
λ〈ω2〉D(ǫF ), (10)
where λ is the first reciprocal moment of the Eliashberg spectral function and
〈ω2〉 the second moment of the phonon density of states. These factors may be
measured experimentally or computed using DFT[36]. Equating GEAM = GA
gives the empirical fitting parameter ζ
ζ =
πλ〈ω2〉2MIW¯
8.4719w2 〈Tr [∇iφ(Rij)∇iφ(Rij)T ]〉 . (11)
Values for ζ are given in table 1, completing a parameterization for electron-
phonon stopping from the form of the EAM potential. Note that by construc-
tion B¯ is material-dependent but not potential-dependent. The environmental
dependence of B is potential-dependent.
The value for B¯ in iron corresponds to a coupling strength χ = 1.2ps−1
in ref[5], which gives the peak in the expected number of residual defects per
cascade.
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Element experiment e-ph regime electronic stopping regime
λ λ〈ω2〉 GA ζAT ζDND B¯ δec kc B˜
meV2 eV/K/fs/A˚3 eV fs/A˚2 eV eV eV fs/A˚2
V 0.8 281.6 a) 1.49E-08 0.094 0.903 4.281 0.25 70 8.70
Nb 0.88 275 b) 1.09E-08 0.086 0.860 5.524 0.30 200 8.46
Ta 0.88 165.44 c) 4.93E-09 0.124 1.949 6.466 0.35 550 12.84
Cr 0.13 128.31 a) 3.00E-09 0.549 0.751 0.33 100 6.22
Mo 0.44 118.8 d) 1.88E-09 0.048 0.998 1.151 0.67 990 8.45
W 0.26 110.5 a) 1.25E-09 0.047 1.496 1.188 1.00 4200 21.16
Fe 0.9 738 e) 2.60E-08 1.990 6.875 0.50 260 5.88
Table 1: Electronic stopping parameters for the materials considered. Exper-
imental parameters from a) [37] b) [38] c) [39] d)[40] e)[34]. The values for B˜
are extracted from the low velocity self-ion stopping limit of the SRIM code[41].
The kinetic energy for transition between electron-phonon and electron-stopping
regimes (Ec) is given at Te = 0.
1.1 Electronic stopping of high energy/high temperature
ions
For very high energy ions, which excite larger electronic transitions far from the
Fermi surface, the electron-phonon coupling in equation 56 may not reproduce
observed electronic stopping. This may seem bad news for a radiation damage
simulation where the initial ions have very large kinetic energies in the keV
range, but there are few such atoms, and their lifetime is short. It is the large
number of lower energy athermal ions in the 1-10eV range which are important
in determining the heat transfer[15, 16]. The SRIM code[41] is well-known to
accurately predict the range and straggling of high energy ions in matter, and
it does this with a model for stopping appropriate for ions with sufficiently
high energy that the directional bonding in the lattice may be replaced with a
isotropic electron density[42, 43, 1]. In this limit
Fe−stopping,i = −B˜R˙i (12)
Finding the exact point at which the electron-phonon model fails is compli-
cated, but the electronic joint density of states J(δǫ) gives part of the answer.
J(δǫ) =
∫ ǫF
ǫ=−∞
dǫD(ǫ)D(ǫ+ δe)Θ(ǫF − ǫ− δǫ), (13)
where Θ(x) is the Heaviside function, Θ(x < 0) = 1,Θ(x > 0) = 0. This is
plotted for the perfect lattice in figure 1. As J(δǫ) is a measure of the number
of accessible electronic transitions across δǫ, we can use it as a zeroth order
approximation to the electronic stopping power. An electronic transition δǫ will
be excited by an atom travelling at velocity v where δǫ = hv/d, and d =
√
3/4a0
is the distance between atoms in a bcc lattice. J(δǫ) is approximately linear
for small transition energies δǫ, indicating a linear increase in the number of
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accessible transitions with δǫ, and so in this region electronic stopping power
is proportional to v. Past some cutoff δǫc the linearity fails, suggesting that
band effects must be important in this region. This band cutoff corresponds to
an ionic kinetic energy at which to transfer from electron-phonon to electronic
stopping models
kc(Te) =
3
8
M
(
a0δǫc
h
)2
. (14)
This predicts a transition regime for ions with kinetic energies of hundreds of
eV (see table 1). There is no support for a kinetic energy cutoff of the order
twice the cohesive energy.
A second important energy scale is where an atom can excite electrons across
the whole band- ie where δǫ = hv/d = W¯ , a kinetic energy of order
kc,band(Te) =
3
8
M
(
a0W¯
h
)2
. (15)
This predicts a model failure point for ions with much higher kinetic energies-
ranging from 40keV for Fe to 2.3MeV for W.
As the increase in stopping in the SRIM model is due to sampling a greater
range of the bandwidth, we should also transition from electron-phonon damping
to frictional damping at high temperature where kBTe ∼ δǫc.
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Figure 1: Electronic joint densities of states for the transition metals consid-
ered, with the extent of the linear region marked by a dotted vertical line.
We should not expect to see any fine-structure in stopping power, as at
higher energies the average stopping from many accessible transitions is felt.
We therefore recommend avoiding finite-band-width effects whether caused by
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high temperature or swift ions by smoothly transitioning the stopping from
electron-phonon regime to electronic stopping regime as:
Fe−ph,i =
W¯
Wi
∑
j∈Ni
Bij(R˙j − R˙i)min
(
p
(
2− Ek
kc
)
, f (−δǫc;Te)
)
−B˜R˙i
(
1−min
(
p
(
2− Ek
kc
)
, f (−δǫc;Te)
))
, (16)
where Ek =
1/2M
∣∣∣R˙i∣∣∣2 is the kinetic energy, f(ǫ;Te) is the Fermi-Dirac func-
tion, and
p(x) =


0 x <= 0
3x2 − 2x3 0 <= x <= 1
1 x >= 1
(17)
This smooth transition also alleviates any possible issues arising from the decor-
relation of the coupling between occupied and unoccupied states in equation 52.
As indicated above, this is only part of the answer, as the coupling between
states is not taken into account in this simple picture, nor are the defect energy
levels introduced by disorder in the crystal. It should also be remembered that
swift ions in this model are strictly charge neutral, which may not be the case
in reality.
For a more accurate description, time-dependent DFT calculations can be
employed to find the electronic stopping power at high and low velocity[44, 45,
46].
The expected stopping as a function of temperature is plotted in figure 2.
2 Electronic Heat Capacity
We now turn our attention to finding the dependence of the potential energy
on the electronic pseudotemperature. Temperature dependence in the second-
moment model was introduced by Khakshouri et al[48], who used an explicitly
rectangular d-band local density of states of height D
(d)
i = Na/Wi between
ǫ = αi−Wi/2 and ǫ = αi+Wi/2. They then added a s-p band from ǫ = αi+Wi/2
to ǫ =∞ with the same height D(s−p)i = Na/Wi. This simplification allows for
exact solution of the integrals. Here we rederive the equations, correcting an
error in ref[48], and examining the limits in detail.
The number of electron orbitals would be Na = 5 for a d-band, although we
shall see later it is useful to keep this as a parameter of the model to fit the
density of states. The number of electrons Ne fixes the difference between the
chemical potential λ and the bottom of the band, as
Ne = 2
Na
Wi
∫ ∞
αi−Wi/2
f(ǫ;λ, Te)dǫ, (18)
requires
λ− (αi −Wi/2)
kBTe
= log
[
exp
(
NeWi
2NakBTe
)
− 1
]
≡ µi, (19)
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Figure 2: Electronic stopping as a function of temperature in K, defined as
the constant B where Fi ∼ −BR˙i, in units eV/A˚. The lattice is assumed to
be perfect, with ions and electrons in thermal equilbrium. Two horizontal lines
correspond to the low temperature value extracted from equation 10, and the
SRIM value in table 1. The SRIM value is the higher in all cases except iron.
The solid blue lines are the DFT estimates of Lin[47]. It should be noted that
Lin computes the result for spin-degenerate iron. Lines for EAM AT and DND
parameterizations are almost indistinguishable.
defining the useful ratio µi.
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However this ratio is hiding a physical inconsistency, namely that the elec-
tronic pseudotemperature can apparently be high while the bandwidth tends
to zero, which may b e the case if an ion is ejected from a surface at non-zero
temperature. In the original Finnis-Sinclair formalism, there is no problem with
ejecting an ion: the d-band becomes a delta-function centred on the Fermi level
as the atom leaves the influence of its neighbours, and the ion energy tends to
zero. In the Khaksouri formalism, the d-band also tends to a delta function,
but the assumed s-p band attached at the top of the band, included to make for
closed integral forms, does not: it is always infinite in width but now becomes
infinite in height also. This requires the electrons to be in the flat high-energy
tail of the Fermi-Dirac function, and therefore tending to infinite entropy, and
-infinite free energy.
To resolve this, we can make the ad hoc requirement that the temperature
can not be much greater than the bandwidth, when the bandwidth is small.
kBTe,i ≤ y ≡ Wi
W ′
, if Wi <
1/2W¯
=


kBTe kBTe ≤ y2
y
∑4
j=0 aj
(
kBTe
y
)j
y
2 ≤ kBTe ≤ 3y2
y kBTe ≥ 3y2
with aj =
1
32
{5, 0, 72,−64, 16} . (20)
Then µi has the limits
lim
Te/Wi→0
µi =
(
NeWi
2NakBTe
)
→ +∞
lim
Wi/Te→0
µi ≡ lim
Wi/Te→W ′
µi = µ0. (21)
Making such an ad hoc stipulation is somewhat unsatisfactory, but in practice
it will not be invoked unless atoms are to co-exist in the gas phase. We include
it here as a mechanism for completing a self-consistent, well-behaved formalism
for safe MD simulation. A better model for temperature dependence in the
potential energy would build in smooth limits, and may include the possibility
of ejected atoms becoming ionised. However this is beyond the scope of the
current paper.
Values for W ′ can be found by considering the free energy, which is done in
B, and the results given in table 3.
The cohesive bond energy for atom i is then[49]
FTe,i = 2
∫ ∞
−∞
D(ǫ)f(ǫ;λ, Te)(ǫ − αi)dǫ
= 2
Na
Wi
∫ ∞
αi−Wi/2
f(ǫ;λ, Te)(ǫ− αi)dǫ
= −NeWi
2
+ 2
Na(kBTe,i)
2
Wi
[
π2
6
+
µ2i
2
+ Li2
(−e−µi)] , (22)
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where Li2 is the dilogarithm function
Li2 (−eµ) = −
∫ ∞
0
x
ex−µ + 1
dx, (23)
which has the limiting behaviour
lim
Te/Wi→0,µ→∞
Li2
(−e−µ) = −e−µ = 0 (24)
We can write this as a thermal correction to the original zero-temperature
energy
FTe,i = F0,i +ΘTe,i
where ΘTe,i = −
N2eWi
4Na
+
(
2Na
Wi
)
(kBTe)
2
[
π2
6
+
µ2i
2
+ Li2
(−e−µi)] ,(25)
with F0,i being the zero temperature cohesive bond energy linear in Wi given
by equation 2. At low and high temperatures the correction is:
lim
Te/Wi→0
ΘTe,i =
π2(kBTe)
2
6
(
2Na
Wi
)
(26)
lim
Wi/Te→0
ΘTe,i = −
N2eWi
4Na
+
(
2Na
W ′
)
(kBTe)
[
π2
6
+
µ20
2
+ Li2
(−e−µ0)](27)
The electronic heat capacity per atom must be the derivative of Θ with
respect to temperature, which at low temperature is
lim
Te/Wi→0
Ce,i =
π2k2BTe
3
(
2Na
Wi
)
. (28)
We can fit the density of states at the Fermi level to that found by a DFT calcu-
lation. Then the heat capacity of the perfect lattice is material-dependent but
potential-independent; its variation with environment is potential-dependent.
Electronic heat capacity is plotted in figure 3.
3 Thermal conductivity
Energy stored due to a raised electronic pseudotemperature ΘTe,i can diffuse
away by electrical thermal conductivity. The kinetic theory expression for the
thermal conductivity is written in terms of the Fermi electron velocity vF , scat-
tering time τe and electronic heat capacity per unit volume Ce = 1/Ω ∂Θ/∂Te
as
κ =
1
3
〈v2F 〉Ceτe. (29)
The Fermi velocity can be computed by DFT. Our calculations are sum-
marised in C.
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3.1 Electron scattering rate
The electron scattering rate is given by the sum of impurity, electron-phonon
and electron-electron scattering rates according to Mattheisen’s rule[52]
1
τe
=
1
τe−e
+
1
τe−ph
+
1
τimp
(30)
The electron-electron scattering rate will be proportional to the number of ther-
mal electrons and holes, so 1τe−e ∼ T 2. At low temperature the electron-phonon
scattering rate will be proportional to the number of phonons, so 1τe−ph ∼ T 3,
and in the high temperature limit (above the Debye temperature) the number
of phonons capable of scattering electrons ∼ T , so 1τe−ph ∼ T . Mott-Jones im-
purity scattering will be dependent on the degree of disorder/ concentration of
defects in the system, and be largely temperature independent.
Electron-electron scattering is a quasiparticle effect beyond the scope of this
paper. We will fit 1τe−e = σ2T
2 to experimental thermal conductivity data.
3.2 Electron-phonon scattering
We can find an environmentally dependent form for the electron-phonon scat-
tering as follows.
At high temperatures and thermal equilibrium Kaganov proposed the fol-
lowing for heat transfer per unit volume from ions to electrons[53]
∂Ee
∂t
∣∣∣∣
e−ph
= GK TI , GK =
π2
6
mec
2
sNe
Ωτe−phTe
, (31)
where cs the speed of sound. Equating GK = GEAM from equation 8 at TI = Te
gives an environmentally dependent electron-phonon scattering rate
1
τe−ph
=
W¯
Wi
σ1B¯iTI , (32)
where σ1 ≡ 18kBMImec2sNe is a material constant given in table 3 using mass and
speed of sound from ref [54]. The requirement that the scattering time from
equation 32 reproduces the temperature variation of experimental thermal con-
ductivity defines a constraint on the model electrons per atom Ne.
It should be noted that one element, iron, does not give a sensible value for
the number of electrons per atom using this constraint- indeed it would require
Ne = 81.96, Na = 41.04 to do this. This is an indication that iron may not be
reasonably parameterized to reproduce both experimental thermal conductivity
and experimental stopping power by this model. The key physics absent in this
simple model is spin-dependence, and an empirical fit for σ1 in iron is instead
given in table 3. A better model for iron which includes the full spin-fluctuation
dissipation mechanism has been given by Ma & Dudarev [55, 56]. Our inclusion
of an iron parameterization within such a simplified model is intended to allow
researchers to make quick comparisons between iron and other bcc metals.
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3.3 Electron-impurity scattering
The Mott-Jones impurity scattering time in the dilute impurity limit must take
the form[52]
1
τimp
=
vF
λMott
=
Nimpurity
V
vF 〈σ(kF )〉, (33)
where Nimpurity/V is the number of impurities per unit volume and
〈σ(kF )〉 =
∫
[1− cos θ] σ(kF , θ)dΩs, (34)
is the average scattering cross section at the Fermi wavevector. For a full calcula-
tion differential scattering cross sections may be determined from the transition
matrix elements coupling electronic states.
For the purposes of MD a calculation of differential scattering cross sections
is impractical. However we can make an estimate for the scattering rate for
lattice defects in a pure metal as follows: The electron-phonon scattering rate
given in equation 32 gives the scattering by the motion of ions linear in temper-
ature. Impurity scattering must make an additional contribution for athermal
atoms, and to detect these within an MD simulation suggests using a function
of energy,
1
τimp,i
=
vF
a0
s(Ei), (35)
where s(Ei) is non-zero for athermal atoms.
The simplest possible model is to write that the scattering rate is directly
proportional to the degree of disorder, as measured by the potential energy.
vF
a0
s(Ei) =
{
σ0
Wi
W¯
∆Ei ∆Ei > 3kBTe
0 otherwise,
(36)
where ∆Ei = Vi + FTe,i − Ecoh is the surplus potential energy.
We can use the Wiedemann-Franz law (r = LT/κ, where L = 2.44 × 10−8
WΩK−2 is the Lorenz number )to relate electrical resistivity r to given thermal
conductivity. Hence we can fit the constant σ0 to experimental values for the
electrical resisitivity per Frenkel pair rFP, giving the table 2,
σ0 =
rFP
HFFP
v2FCe
3LΩTe
. (37)
It should be noted that where experimental resistivities per vacancy are avail-
able, this very simple model gives good values. σ0 is material dependent, but
not potential dependent.
To complete this section we must consider the Ioffe-Regel limit where the
electron scattering is high, and so thermal conductivity is low[59]. Physi-
cally the electron mean-free path can not be much smaller than the separa-
tion between atoms. For a bcc metal this separation is
√
3/4a0, so this sug-
gests 1/τe < vF /(
√
3/4a0). It has been shown experimentally and theoreti-
cally that a reasonable model is that electrical resistivities add in parallel[60]
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expt AT DND
Element Hf
FP
σ0 rFP rV rFP rV rFP rV
(eV) µΩ m/at.fr.
V 5.877 4.92 21 15.8 6.0 13.3 7.9
Nb 8.243 3.14 14 10.8 4.1 9.6 4.4
Ta 8.976 2.98 16.5 14.7 5.4 10.9 5.1
Cr 8.3 4.45 37 17.9 7.3
Mo 10.139 2.07 13.4 4.3 9.8 3.1 11.0 3.9
W 13.111 2.22 27 7 20.6 6.8 19.3 6.7
Fe 6.08 4.55 24.6 6.8 8.4
Table 2: A simple model for Mott-Jones impurity scattering: scattering cross
section proportional to defect formation energy parameterised for the pure met-
als. Frenkel pair formation energies from ref[21]. Experimental resistivities per
Frenkel pair from recommended values in ref[57], resistivity per vacancy from
ref[58]. Model resistivities are computed using the standard Ackland-Thetford
/ Derlet-Nguyen-Manh potentials at 1K in a cell of 1008±1 atoms at constant
volume. The interstitial configuration used is the < 111 > crowdion for all
elements except iron (< 110 > dumbbell).
1/r = 1/rmax+1/r(T ), so we suggest the final form for electron scattering time
τe,i =
√
3/4a0
vF
+
(
1
τimp
+
1
τe−ph
+
1
τe−e
)−1
=
√
3/4a0
vF
+


(
σ0
Wi
W¯
∆Ei + σ1
W¯
Wi
B¯iTI + σ2T
2
e
)−1
∆Ei > 3kBTe(
σ1
W¯
Wi
B¯iTI + σ2T
2
e
)−1
otherwise
(38)
We can fit the temperature dependence of the scattering rate to the experi-
mental thermal conductivity of the pure metal. This is done using linear-least-
squares fitting assuming all the measured conductivity is due to the electrons,
there is no thermal expansion, and electrons and ions are in equilibrium. The
fit is performed in the range 100K to the metal’s melting point. Athermal de-
fect scattering is assumed using the model in equation 37, with the expected
concentration of atoms with energy ∆E proportional to exp[−∆E/kBT ]. No
other lattice defects are included. The results are shown in figure 4.
4 Two-temperature Langevin dynamics
To ensure that an equilibrium is found we must use the fluctuation-dissipation
theorem for dissipative particle dynamics[62], in this case we use a random
Gaussian white noise return force acting on bond i − j, along the direction
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eij =
Rij
|Rij|
. This random force we write as ξij
Fe−ph+SPE,i =
W¯
Wi
∑
j∈Ni
Bij(R˙i − R˙j) +
∑
j∈Ni
Xijeijξij ,
where X2ij = 2kBTe,i
W¯
Wi
e
T
ijBijeij (39)
We can now complete our prescription for two-temperature molecular dy-
namics. The total force on atom i is given by
Fi = −∇iV −∇iF0,i −∇iΘTe,i + Fe−ph,i + FSPE,i. (40)
The thermal conductivity in the neighbourhood of atom i is given by
κi =
v2F,i
3
Ce,iτe,i, (41)
where τe,i is given by equation 38, and vF,i is given by equation 73. The thermal
conductivity for a volume ΩS containing a set of atoms {1, 2, 3, . . . , NS} is given
by
1
κS
= NS
∑
i∈ΩS
1
κi
, (42)
and the electronic temperature in ΩS evolves as(∑
i∈ΩS
Ce,i
)
∂Te
∂t
= ∇ · (κS∇Te)−
∑
i∈ΩS
(
Fe−ph,i · R˙i +ΩGEAMTe
)
, (43)
where we have avoided stochastic calculus by replacing the explicit energy trans-
fer from the stochastic return with its ensemble average value.
We find that to compute damping, heat capacity, and thermal conductivity
on the fly for this full formalism takes order 3 times longer calculation time
than straightforward energy conserving MD: on a single core on a desktop PC
11s per million atom update steps for the full model compared to 3.5s per
million atom update steps. Most of this additional time is taken by replacing
the Velocity Verlet integrator with an adaptive timestepping 4th order Runge-
Kutta algorithm. The diffusion term can be evaluated stably and efficiently
using a grid of electron cells with a 27-point stencil[63]. This allows us to take
a timestep of up to 2fs after the point of peak damage.
4.1 2TMD simulations
To test the importance of the heat transfer model used, we have performed
some small-scale illustrative simulations of cascades using 2TMD. We have sim-
ulated the displacement cascade formation and recombination of 25keV PKA
W self-ions in W, using the temperature dependent Ackland-Thetford potential
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Element V Nb Ta Cr Mo W Fe
Ne 11.126 15.380 14.080 15.431 4.243 7.279 3.000
σ0(fs/eV) 4.92 3.14 2.98 4.45 2.07 2.22 4.55
σ1 225.0 152.2 90.1 103.3 162.2 77.3 8.01
∗
σ2(10
−9 fs/K2) 844.6 124.3 364.7 309.8 170.6 95.9 892.1
vF (A˚/fs) 4.47 6.46 6.47 5.73 8.72 9.50 4.95
FS
Na,FS 6.674 8.667 7.985 7.908 3.346 4.155 3.032
ζFS 0.0863 0.0857 0.1089 0.2114 0.0463 0.0385 1.9895
DND
Na,DND 6.448 8.590 7.971 3.212 3.294
ζDND 0.8224 0.8604 1.7159 0.9468 1.2146
a0 (A˚) 3.0399 3.3008 3.3058 2.8845 3.1472 3.1652 2.8665
Ecoh (eV) 5.31 7.57 8.10 4.10 6.82 8.90 4.28
FS
wFS (eV) 2.170 3.476 3.110 7.738 2.430 4.198 2.413
W¯FS(eV) 7.375 11.634 12.190 23.156 11.153 23.438 6.003
W ′FS 4.787 5.690 5.566 11.769 3.622 5.545 3.535
DND
wDND (eV) 7.125 11.531 12.170 10.705 18.579
W¯DND(eV) 7.125 11.531 12.170 10.705 18.579
W ′DND 5.208 5.883 5.599 3.687 5.189
Table 3: Complete parameterization for the elements considered. The units of
σ1 are 10
−6 A2/eV/fs2/K. ∗Iron may not be fit to both experimental thermal
conductivity and electron-phonon stopping using the formulae of this simple
model. For Ne = 3, σ1 should be 65.1: the value tabulated here is our recom-
mended empirical fit (see text). The first set of parameters (Ne to ζ) define the
non-adiabatic correction. The second set of parameters are derived quantitiese.
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described here. 1 It is not our intention in this paper to draw out the differ-
ence in metastable defect populations due to the heat-transfer model used, as
while this is perhaps the most technologically significant quantity, it requires a
large number of independent runs to gather suitable statistics, and then would
necessitate disambiguating effects of the potential form from those of the heat
transfer. Instead our focus is on the dynamic partition of the energy between
ionic kinetic, potential, and electronic thermal energy.
For each heat transfer model we have used the same set of four statistically
independent starting configurations, starting with a system of 643 unit cells
(524288 atoms) well-thermalised to 300K with periodic boundary conditions.
The cascades were started near the centre of the box so to not overlap the
periodic boundary. 323 electronic temperature cells were used with periodic
boundary conditions, with each electronic cell containing 163 atomic unit cells
(8192 atoms).
The models used are:
NVE
The simulation was performed in a thermally isolated supercell so that
internal energy (KE+PE) is conserved.
NVT
A Langevin thermostat was added (ie using equation 40), with the damp-
ing force given by Fe−ph,i = −B¯0R˙i, with B¯0 = 1.188 the damping con-
stant for an atom in the perfect lattice. The electronic temperature is
fixed, equivalent to taking the limit of infinite electronic thermal conduc-
tivity and heat capacity.
Kinetic energy cutoff kc = 1.0eV
Atoms with a kinetic energy 1/2Mi|R˙i|2 > 1.0eV were damped with a
force Fe−ph,i = −B¯0R˙i, with no stochastic returning force, ie FSPE,i = 0.
To produce a meaningful temperature in the long-time-limit, all atoms
within two unit cells of the boundary were thermalized using the Langevin
thermostat described above. This model is intended to be similar to that
used by Sand et al.[18].
Kinetic energy cutoff kc = 10.0eV
As above, but only those atoms in the central region with kinetic energy
> 10.0eV damped.
2TMD with fixed damping and thermal conductivity a function of temperature
only, ( 2TMD(B¯, κ¯) )
The damping force is given by Fe−ph,i = −B¯0R˙i, with B¯0 = 1.188 and a
stochastic Langevin return. Heat transfered to the electrons then diffuses
1Following Fikar & Scha¨ublin[64], we tweak the original potential by switching the repulsive
part of the potential to the universal form proposed by Ziegler et al.[41] between 1.0A and
1.5A, using a simple fifth-order polynomial.
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according to the heat-diffusion equation, with fixed thermal conductiv-
ity κ¯(Te) correct for the perfect lattice at the local electronic tempera-
ture. This model is intended to be similar to that used by Duffy and
Rutherford[4].
2TMD, using the full formalism described here
The damping and stochastic return force is given by equation 39, and the
thermal conductivity computed locally within the electron cells.
Results are shown in figure 5. We see the excess kinetic energy ( the 25keV
given to the PKA ) is rapidly converted to potential energy at the position
of maximum damage, about 0.8ps into the simulation. The NVE simulation
subsequently partitions this excess energy between ionic potential and kinetic
energy, raising the effective ionic temperature within the box to 460K. The other
simulations have some form of thermostat, and so return ionic temperature to
300K.
The rate at which this occurs is dependent on the model used. It can be
seen that the NVT and 2TMD(B¯, κ¯) models give very similar results in this
test. This is because crystalline tungsten has a very high electronic thermal
conductivity, so any electronic temperature spike is rapidly diffused away.
The kinetic energy cutoff models show an initial fast transfer of energy from
the MD region to the electrons, but this then plateaus when the ions are slowed
to below the kinetic energy cutoff. After 10ps lattice vibrations in the ions have
reached the thermalizing boundary and so energy is lost again.
It was necessary to terminate the simulations at 25ps, owing to the small
size of the simulation box. However it is possible to extrapolate the further
heat transfer from ions to electrons using equation 6, assuming that the ionic
kinetic and potential energy is equipartitioned at this point. For the NVT
and 2TMD(B¯, κ¯) models, this simply means using the perfect lattice damping
constant B¯0. For the kinetic energy cutoff models, B¯0 is again used, but now
heat is only exchanged by boundary atoms. It can be seen in figure 5 that the
heat flow gradients are accurately matched by this simple model.
For the full 2TMD model it is harder to extrapolate exactly beyond 25ps.
The quotient of ionic energy loss rate and ionic kinetic energy was averaged over
the last 5ps of simulation, and this value used to extrapolate kinetic energy. As
we should expect the quotient itself to evolve with the ionic and electronic
temperature, the extrapolation in figure 5 should be treated as an indication of
the likely relative position of the model curves only.
The full 2TMD model shows strikingly different behaviour to the other heat-
transfer models. As the displacement cascade evolves, the electronic thermal
conductivity is greatly reduced, and so the electronic cells containing the cascade
stay much hotter. This can be seen in figure 6. The ions and electrons are
closer in temperature, so less net heat transfer is seen at the point of maximum
damage. After 10ps evolution, as the defected ions recombine and cool, the ions
and electrons are close to being in thermal equilibrium.
It is notable that the energy loss for 2TMD and kc = 10eV models are com-
parable at 10ps. On the one hand the 2TMD model used here raises electronic
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temperature and so reduces the energy loss from all ions, on the other hand
the kc = 10eV only takes energy from the ions in the early part of the cascade.
It is possible that the undoubted success of using a kinetic energy cutoff[65] is
related to this observation that it gives a good estimate of the energy extracted
from the cascade.
5 Discussion and Conclusion
We have derived simple analytical formulae for the non-adiabatic properties of
bcc metals suitable for use in Molecular Dynamics simulations, and parameter-
ized them for two well-known sets of empirical potentials, namely the Ackland-
Thetford and Derlet-Nguyen-Manh-Dudarev potentials. It is notable how simi-
lar the corrections are for these sets.
The number of electronic d-band states (Na) assumed within the models
are slightly different. Na is fitted to reproduce the bond energy, which while it
may show differences from one EAM potential to the next, is constrained to lie
within a fairly tight range. The number of electrons (Ne) is exactly the same,
which is required to reproduce the same electron-phonon scattering rate.
We have introduced an order-1 fitting parameter (ζ) to tune the electron-
phonon stopping factor to the experimentally determined value. This shows
differences between potentials, as it balances the squared gradient of the electron
density with respect to atomic separation. This gradient is not generally a fitted
parameter for an EAM potential: it is usually only considered in combination
with the gradient of the repulsive part of the potential.
The heat capacity of the metal is defined by the change in bond energy as
a function of temperature. As we fit the heat capacity of the metal at low tem-
perature to the DFT value, the scattering time constants are necessarily equal
across potentials in order that they reproduce the same temperature variation.
We can therefore suggest with some confidence that the corrections contained
in these parameters are a reasonable guess for other EAM potentials not covered
in this paper. Note that it will be necessary to choose either the FS or DND
forms for the electron density to generate the electronic stopping tensor unless
ζ is refitted appropriately.
We have shown how to compute the electron-phonon and electron-electron
scattering times for use within MD simulation, and have also proposed a very
simple form for impurity scattering in a pure but defected metal. While we
should expect the impurity scattering formula to be improved subsequently;
our simple forms have the correct physical content and correct magnitude and
can be therefore be replaced as knowledge improves. Importantly we offer a
form for impurity scattering which should give a sensible result for the sparsely
defected limit where only a few Frenkel pairs are present, a sensible result for the
densely defected limit where the Ioffe-Regel limit is invoked, and can identify
the boundary beween these regions on-the-fly.
We have demonstrated the use of these formulae with some example 2TMD
simulations of 25keV collision cascades in tungsten. We see that the reduction
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in electronic thermal conductivity due to disorder within the lattice leads to a
dramatic increase in electronic temperature during cascade formation, and the
heat is retained within the electrons for a much longer time. This will surely
lead to significant differences in predictions of residual damage in irradiated
metals compared to earlier fixed conductivity models.
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A Electronic stopping in the tight-binding ap-
proximation with explicit electrons
We write the positions of N ions at time t as R = {R1(t),R2(t), . . .RN (t)},
and the electrons are represented by a single particle density matrix ρˆ(t) which
evolves according to a time-dependent potential due to the position of the ions.
If we neglect electron-electron interactions the energy for this system is given
by the Harris-Foulkes Tight-Binding functional form[71]:
E (R; t)TB =
1/2
∑
i
Mi
∣∣∣R˙i∣∣∣2 + V (R) + 2Tr [Hˆ (R) ρˆ(t)] , (44)
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where Mi is the mass of the ith ion, V (R) =
1/2
∑
i
∑
j∈Ni
V (Ri −Rj) rep-
resents the classical ion-ion interaction energy as a sum over pairs of ions, and
the 2 is for spin degeneracy.
Dynamic evolution of electrons and ions which conserves energy is then given
by
MiR¨i = −∇iV (R)− 2Tr
[
∇iHˆ (R) ρˆ(t)
]
,
ih¯ ˙ˆρ(t) =
[
Hˆ (R) , ρˆ(t)
]
. (45)
The ions therefore move according to their Hellman-Feynman forces, and the
electron evolve according to both the instantaneous position of the ions and the
history of their motion. Note that if the electrons start in a ground state, the
only possibility is that they gain energy, and the ions lose energy.
If the eigenvalues of the instantaneous electron-ion Hamiltonian at time t
are
Hˆ (R) |m〉 = ǫm|m〉, (46)
then for a well thermally-equilibrated system the electron density matrix will
be close to the canonical Born-Oppenheimer form
ρˆTe (R) =
∑
m
f (ǫm;λ, Te) |m〉〈m|, (47)
where f (ǫ;λ, Te) = (1 + exp [(ǫ− λ)/kBTe])−1 is the Fermi-Dirac function for
electronic temperature Te and Fermi energy λ. Note that ρˆTe (R) is explicitly
dependent on the atomic positions, whereas ρˆ(t) is not.
If ions and electrons are out of equilibrium it is still possible to describe the
density matrix using a pseudotemperature, and its deviation from this canon-
ical Born-Oppenheimer form. Indeed in radiation damage cascades some 95%
of the change in the forces on the ions due to electronic stopping are captured
by such a simple pseudotemperature model[24]. The time-evolved density ma-
trix can therefore be written as the density matrix appropriate for a canonical
pseudotemperature plus a correction. As the effect of the long-term history of
ion movements is to raise the pseudotemperature it follows that if the ions are
moving slowly compared to the electrons, the principal part of this correction
must be time-local:
ρ(t) = ρˆTe (R)− τ R˙ · ∇ρˆTe (R) + δρˆ(t), (48)
where τ is a time over which electronic excitations become decorrelated[72].
Henceforth we neglect the small fluctuating correction δρˆ(t).
The non-conservative force on atom i due to electron lag due to the time-
local part is therefore
Fe−ph ≈ −2τ · Tr
[
∇iHˆ∇∆ˆρ
]
,
so Fe−ph,i ≈ 2τiTr
[
∇iHˆ
(
R˙ · ∇ρˆTe
)]
, (49)
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where τi is a typical timescale locally to atom i, which we can estimate in terms
of the density of states at the Fermi surface Di as
τi = ζ
h¯
kBTe
Di
D¯
. (50)
ζ is an empirical constant to be fitted, required by the highly simplified analysis
of the electron-phonon coupling given here. D¯ is the electron density of states
at the Fermi level for the perfect lattice.
First-order perturbation theory gives us the gradient of the density matrix
from the instantaneous eigenstates
∇ρˆTe =
∑
mn
f(ǫm;λ, Te)− f(ǫn;λ, Te)
ǫm − ǫn |m〉 〈m| ∇Hˆ |n〉 〈n| . (51)
This RPA-type sum contains the correlated coupling between occupied and un-
occupied states which makes electronic susceptibility dependent on features in
the electronic density of states. But our intention is to derive a form suitable
for use with interatomic potentials. Typically the model for electronic density
of states used with such potentials is very rudimentary, the exception being for
bond-order potentials. As such it is not reasonable to expect a potential to
provide any sensible information beyond a density of states at the Fermi level.
We only want to find generic metallic properties near the Fermi surface, and
here the sum becomes very much more simple to work with.
Writing Σ = − f(ǫm;λ,Te)−f(ǫn;λ,Te)ǫm−ǫn as the fully correlated coupling function,
we can approximate the region near the Fermi surface with a Gaussian product
Σ(ǫm, ǫn) ∼= Σ˜(ǫm, ǫn) = 1
4kBTe
exp
(
− (ǫm − λ)
2
2σ2
)
exp
(
− (ǫn − λ)
2
2σ2
)
. (52)
Good scaling behaviour can be ensured by adjusting σ. Equating the expecta-
tion value of the two functions on the contour (ǫm − λ)2 + (ǫn − λ)2 = σ2 gives
σ = 2.8443kBTe. The quality of this approximation is shown graphically in fig-
ure 7. Note that the approximation is good in the region where an interatomic
potential may be sensible, and ignores the contribution from the region where
the interatomic potential is likely to be poor. The coupling of electronic states
separated by δǫ = ǫm − ǫn <≈ σ is well reproduced. 2
Using this approximation to decorrelate electronic states, the electron lag
force is
Fe−ph,i
∼= −2τiTr
[(
R˙ ·
(
Pˆ ∇Hˆ Pˆ
4kBT
))
∇iHˆ
]
, (53)
2 It is important to remember that the separation δǫ is an electronic transition energy
and not an ionic kinetic energy- a rule-of-thumb for the conversion can be made as follows.
We can estimate that an electronic transition δǫ is stimulated by an ion travelling at speed
v = dδǫ/h, where d ∼
√
3/4a0 is a typical atomic separation and h Planck’s constant[23], so at
Te = 1000K the approximation is good for tungsten ions up with kinetic energy up to about
250eV. The range of ion energies handled correctly increases with electronic temperature. For
keV ions, which might excite larger electronic transitions, the coupling may be incorrectly
estimated. We treat high energy ions in section 1.1.
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where Pˆ =
∑
m exp
(
− (ǫm−λ)2σ2
)
|m〉 〈m| is a projection operator picking out
states near the Fermi surface.
To provide a computationally efficient scheme we need a spatially local func-
tional form for the lag force. To do so we can introduce a tight-binding basis of
orthonormal atomic orbitals, |i, α〉 being the αth orbital on the ith atom. Then
we now reject any long-range coupling by approximating Pˆ ≈ γiIˆ in this basis.
We simplify subsequent calculations by assuming a Friedel model for the
density of states; that is a rectangular d-band with width Wi and height Di =
Na/Wi where Na is the number of electronic states. Then to ensure we retain
correct scaling we equate
Tr
[
Pˆ
]
= γiTr
[
Iˆ
]
= γiNa
=
∫ Wi/2
−Wi/2
exp
(
− ǫ
2
2σ2
)
D(ǫ)dǫ
=
Na
Wi
√
2πσ2 erf
(
Wi/2√
2σ
)
,
hence γi =
√
2πσ2
Wi
erf
(
Wi/2√
2σ
)
, (54)
which has the limits
lim
Te→0
γi =
√
2π
σ
Wi
lim
Te→∞
γi = 1. (55)
To derive the form for a time- and spatially- local electronic stopping force
we introduce an orthonormal set of atomic orbitals where |iα〉 is the αth orbital
on the ith atom. Then we can introduce hαβ(Rij) ≡ 〈iα| Hˆ |jβ〉, determining
that elements of the electron-ion Hamiltonian operator be a function only of the
separation between ions, then
Fe−ph,i
∼= − 2τi
4kBTe
∑
jk,l,αβ
(
γjγkR˙l · 〈jα| ∇lHˆ |kβ〉
)
〈kβ | ∇iHˆ |jα〉
=
τi
kBTe
∑
j,αβ
(
γiγj(R˙j − R˙i) · ∇ihαβ(Rij)
)
∇ihαβ(Rij)
= ζ
h¯W¯
Wi(kBTe)2
∑
j∈Ni,αβ
2πσ2
WiWj
(
erf
(
Wi/2√
2σ
)
erf
(
Wj/2√
2σ
)
∇ihαβ(Rij) · (R˙j − R˙i)
)
∇ihαβ(Rij)
≡ W¯
Wi
∑
j∈Ni
Bij(R˙j − R˙i) (56)
defining the environmentally dependent damping tensor Bij .
At low temperatures this tends to
lim
kBTe≪Wi
Bij = ζ
50.831h¯
WiWj
∑
αβ
∇ihαβ(Rij)∇ihαβ(Rij)T , (57)
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and at high temperatures
lim
kBTe≫Wi
Bij = ζ
h¯
(kBTe)2
∑
αβ
∇ihαβ(Rij)∇ihαβ(Rij)T , (58)
thus having the correct form for both angular and temperature dependence for a
finite band model[73]. In section 1.1 we revisit the high temperature dependence
where the assumption of a finite band model breaks down. This will also tackle
the case where a swift ion is able to excite electrons over an energy comparable
to the band width.
Note that this is the low-ion-energy form for the electron-phonon damping
tensor, and should be applied to all metal ions regardless of kinetic energy.
A.1 Empirical potentials
We must now relate elements of the Hamiltonian operator h(Rij) and the width
of the d-band Wi to an empirical potential. The embedded atom potential form
expresses the energy of the system of atoms as
E (R; t)EAM =
1/2
∑
i
Mi
∣∣∣R˙i∣∣∣2 + V (R) +∑
i
F [ρi] , (59)
where ρi =
∑
j∈Ni
φ(Rij) is a scalar proportional to the electron density into
which atom i is embedded. For the original Finnis-Sinclair form[74] the embed-
ding function is a simple square root function F [ρ] = −A√ρ. If we assume a
Freidel rectangular d-band model with Ne electrons in Na states, width Wi and
height Di = Na/Wi with centre of band αi, the zero-temperature bond energy
is given by
FT=0,i = −A√ρi =
∫ λ
αi−Wi/2
2Di(ǫ)(ǫ − αi)dǫ = −NeWi
2
+
N2eWi
4Na
(60)
hence the width of the d-band is given by
W (ρ) =
4ANa
Ne(2Na −Ne)
√
ρ ≡ w√ρ, (61)
defining the constant w. Note that for the DND potential w = W¯ as these
potentials are normalised to ρ = 1 at the equilibrium lattice spacing. The
second moment of the density of states is[75]
m
(2)
i ≡
∑
j∈Ni,αβ
(
hαβ(Rij)
)2
=
∫ αi+Wi/2
αi−Wi/2
2Di(ǫ)(ǫ − αi)2dǫ = NaW
2
i
6
. (62)
We now must flatten out the angular orbital dependence and generate a func-
tional form for the damping dependent only on the distance between atoms.
This can be done by equating
(
hαβ(Rij)
)2
=
Na
6
w2 (φ(Rij))
2
. (63)
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At low temperatures the damping tensor is therefore
lim
kBTe≪Wi
Bij = ζ
8.4719Naw
2h¯
WiWj
∇iφ(Rij)∇iφ(Rij)T . (64)
B Electronic Entropy
The electronic entropy for atom i is given by integrating over the Fermi-Dirac
occupations:
Se,i = −2kBNa
Wi
∫ ∞
αi−Wi/2
f log f + (1− f) log(1− f) dǫ
= 4k2BTe
Na
Wi
[
π2
6
+
µ2i
2
+ Li2
(−e−µi)]− kBNeµi. (65)
As Te/Wi → 0, this expression recovers the Sommerfeld limit for the free elec-
tron gas:
lim
Te/Wi→0
Se,i =
π2
3
k2BTe
(
2
Na
Wi
)
, (66)
and for Wi/Te → 0 is bounded
lim
Wi/Te→0
Se,i = 4kB
Na
W ′
[
π2
6
+
µ20
2
+ Li2
(−e−µ0)]− kBNeµ0. (67)
We can use this to construct an electronic free energy, but first we must
consider when to use it. The vast majority of MD simulations are assumed to
be performed in the zero electronic temperature Born-Oppenheimer limit. Here
we offer a choice of microcanonical or canonical embedding functions, which
should match the choice of electronic heat transfer model.
We might assume the electrons are instantaneously in equilibrium with a
thermal reservoir and so at a constant temperature. This is the case where
there is no electronic stopping, and so may be suitable for finite temperature
simulations where ions and electrons are in thermal equilibrium. Work must be
done by, or against, the heat bath to maintain the temperature of the electrons.
Then the correct embedding function is FTe,i = F0,i +ΘTe,i − Te,iSe,i.
The alternate limit is to consider the electron evolution isentropic, so the
ion-electron system is microcanonical. This is the case if electronic stopping
is used, as we assume work is done in raising an electron pseudotemperature,
which then subsequently thermalises by electron-electron collisions. Then the
correct embedding function is FTe,i = F0,i +ΘTe,i.
The consequence of this decision may be important if high temperatures
are reached. If the evolution is microcanonical, the effect of raising electronic
pseudotemperature is to stiffen the bonds. If the evolution is canonical, a finite
electronic reservoir temperature has the effect of relaxing the bonds.
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We can now fix the bandwidth at low density: In the microcanonical ensem-
ble
lim
Wi/Te→0
FTe,i = −
NeW
′
2
(kBTe) +
(
2Na
W ′
)
(kBTe)
[
π2
6
+
µ20
2
+ Li2
(−e−µ0)] .
(68)
As this expression is linear in temperature, we can insist that isolated atoms
have zero energy, and so also have zero electronic heat capacity, by solving
FTe,i = 0 for W
′ in this limit. Values for W ′ are given in table 3.
C Fermi Velocity
The average Fermi velocity vF can be computed for transition metals using
density functional theory.
vF =
∑
l
∮ ∣∣∣∣∂Ek,l∂k · n
∣∣∣∣ dS, (69)
where l is a band index and the integral is over the Fermi surface. We used
the abinit code[66], using the PAW method[67] and a GGA-PBE functional[68]
to construct the Kohn-Sham eigenstates for V,Nb,Ta,Cr,Mo and Fe. Spin de-
generacy was lifted for the calculation in iron. The spin-orbit interaction was
included for tungsten, using the HGH semicore pseudopotential[69] and LDA
functional[70]. To converge the Fermi velocity it is necessary to use a very
highly refined Fermi surface. This we acheived by interpolating eigenvalues at
323 k-points for each band in turn to a piecewise cubic spline, and then finding
the surface on a grid of 1283 interpolated k-points using the marching cubes
method. The results are in table 4. The density of states was also found from
this high-resolution triangulation of the Fermi surface using the divergence the-
orem: the volume encapsulated by a closed surface of triangles for which the
ith triangle has vertices xij is given by
V =
∑
i
1
6
ni ·
∑
j xij
|ni| (70)
where ni = (xi2 − xi1) × (xi3 − xi2) is the signed unnormalised normal for
triangle i. The density of states is then
D(ǫF ) ≡ 2
∑
l
1
VBZ
∂Vl
∂ǫ
, (71)
where VBZ is the volume of the Brillouin zone, l is a band index for those bands
crossing the Fermi level and the 2 is for spin degeneracy. Figure 8 shows the
triangulated Fermi surface of tantalum.
The Fermi velocity is expected to be a function of strain, as for the free
electron gas
vF =
h¯
m
(
3π2Ne
Ω
)1/3
∼ 1√
D(ǫF )
(72)
32
Element vF D(EF ) limTe→0 Ce/Te
(A˚/fs) (1/eV) (x10−9 eV/K2/A˚3)
V 4.47 1.81 3.148
Nb 6.46 1.49 2.024
Ta 6.47 1.31 1.772
Cr 5.73 0.683 1.390
Mo 8.72 0.600 0.940
W 9.50 0.355 0.546
Fe 4.95 1.01 2.095
Table 4: The Fermi velocity, density of states at the Fermi level and low
temperature heat capacity coefficient calculated using DFT.
In an MD simulation estimating the atomic volume Ω is not easy only-the-fly,
as it relies on subdividing the simulation cell into regions associated with each
atom- a procedure ill-defined at surfaces. For this particular implementation of
thermal properties based on the Finnis-Sinclair potential form we can propose
using the bandwidth as a proxy for the inverse length-scale, so that the Fermi
velocity to use for atom i is
vF,i = vF
√
Wi
W¯
. (73)
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Figure 3: Electronic heat capacity per atom as a function of temperature.
The dotted line is the linear function Ce = γTe, an extrapolation from the
low-temperature linear experimental heat capacity from ref[50]. Note that at
cryogenic temperatures heat capacity is affected by electron-phonon coupling,
so γ = 1/3π2k2BTeD(1 + λ) is actually measured [51]. The factor (1 + λ) has
therefore been removed to make a comparison above the Debye temperature.
The solid blue line are the DFT estimates of Lin[47]. Note they use spin-
degenerate iron. Lines for EAM AT and DND parameterizations are almost
indistinguishable. The line marked D&R is the heat capacity used by Duffy &
Rutherford[4].
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Figure 4: Electronic thermal conductivity per atom as a function of tempera-
ture. The solid line is experimental data from ref[61]. Lines for EAM AT and
DND parameterizations are almost indistinguishable.
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Figure 5: Results of MD simulations of 25keV cascades in tungsten using
different models for heat transfer. Results are averaged over four independent
runs. The simulations were terminated after 25ps, and the heat transfer after
this point extrapolated by solving equation 6 (dotted lines). Energy loss is
defined as the difference in ionic energy (kinetic+potential) within the MD
simulation box at time t and time 0. Note that NVE,2TMD(B¯, κ¯) and 2TMD
simulations are energy conserving to within a few volts over this timescale if the
energy of the electron cells is taken into account.
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Figure 6: Maximum ionic and electronic temperature recorded in an electron
cell in 2TMD simulations of 25keV cascades in tungsten, with and without the
assumption of thermal conductivity a function of temperature only. Note that
at short times the ions are far from being in thermal equilibrium, so the y-axis
should more properly be interpretted as a pseudotemperature. Each electron
cell contains an average of 8192 atoms.
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Figure 7: An approximation to the electronic stopping decorrelating occupied
and unoccupied states. Left: The fully correlated function coupling occupied
and unoccupied states shows a peak near the Fermi surface with lobes cou-
pling occupied/unoccupied pairs of states. Right: The Gaussian approximation
reproduces the peak near the Fermi surface but removes the lobes.
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Figure 8: Fermi surface of tantalum constructed from a triangulation of a
cubic-spline interpolation of 323 k-points.
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