Abstract. In the last decade, there has been an explosive growth in the generation and collection of data. Nonetheless, the quality of information inferred from this voluminous data has not been proportional to its size. One of the reasons for this is that the computational complexities of the algorithms used to extract information from the data are normally proportional to the number of input data items resulting in prohibitive execution time on large data sets. Parallelism is one solution to this problem. In this paper we present preliminary results on experiments in parallelising C4.5, a classi cation-rule learning system using decision-trees as a model representation, which has been used as a base model for investigating methods for parallelising induction algorithms. The experiments assess the potential for improving the execution time by exploiting parallelism in the algorithm.
Introduction
In the last decade there has been an explosive growth in the generation and collection of data. Nonetheless, the use of information made out of these mountains of stored data does not seem to be proportional to their sizes. This has lead to the growth in research in methods for automated discovery of knowledge from databases. One such method is classi cation data mining, which nds a function that classi es the data in a database into prede ned sets. One technique in classi cation data mining is the inductive decision tree, which is widely used because of the accuracy of its classi cation.
One of the greatest problems with the inductive decision tree technique is its prohibitive computation time on large data sets. Han et al. 2] show that the computational complexity of nding an optimal classi cation decision tree is NP-hard. Existing algorithms use local heuristics to decrease the computational complexity. For example, C4. 5 5] , CDP 2] and SLIQ 2] have computational complexities ranging from O(ANlogN) to O(AN(logN) 2 ), where A is the number of attributes or elds and N is the number of cases in the training set. Thus the computational complexities of these algorithms increase with the number of attributes and training cases. This leads to prohibitive execution times when the discovery is conducted on realistic training sets.
Parallelism is one possible solution to this problem. Three approaches to parallelising the induction process have been proposed by Hedberg 3 ]:
1. To parallelise a single induction algorithm and execute on multiple processors. 2. To only parallelise the primitive database operations, such as select or join, in the data mining process. 3. To apply multiple analysis programs over partitioned databases and then to integrate the results together in some fashion. This paper focuses on the rst approach. An induction algorithm, C4.5, has been modi ed to execute in parallel on a Fujitsu AP1000. In Section 2 the sequential algorithm is outlined. Three di erent parallel implementations of C4.5 are then described in Section 3. Experimental result from applying these implementations to a large training set are given in Section 4.
2 Sequential C4.5 C4.5 is a classi cation-rule learning system which uses decision-trees as a model representation. Thus the aim of C4.5 is to nd a function which maps the data items from a database into a set of prede ned classes. The function, in this case a decision tree, is derived from a training set, which is usually some subset of the whole database. The training set is in the form of a at le which contains a list of items or cases. Each case is a list of attributes, which are either continuous or discrete, and the class to which the item belongs. An example of a continuous attribute is temperature, whilst gender is an example of a discrete attribute. The output of the algorithm is a decision tree which is built from a training set.
At the core of the C4.5 algorithm is the tree construction process which aims to nd the simplest decision tree that can describe the structure of the domain. The tree construction algorithm proceeds recursively. The main steps of the algorithm are:
1. Calculate the information gain of each attribute. 2. Select the attribute which yields the most information gain and use it as the node at the current point of the tree. 3. If the selected attribute is discrete, branch the node with all possible values.
In the case of continuous attributes, the algorithm has to select a cut point that yields the most information gain and the node will be branched into those value less than and those values greater than the cut point. 4. Rearrange the data items into the corresponding branches. 5. Repeat all the steps in each branch of the tree. The algorithm stops when all the data items at a particular node are of the same class.
The precise details of the tree construction algorithm vary between di erent implementations. Two features of the C4.5 implementation which are of particular interest here are the scheme used for storing the data items and the speci c technique for handling continuous attributes. In the sequential implementation of C4.5, data items are referenced through an array of pointers. To improve efciency C4.5 reorders the array of pointers such that items which are related to the current working branch appear contiguously in the array.
For a given branch, the cut point or threshold for a continuous attribute is usually found by rst sorting the data items on the attribute. The set of candidate thresholds are then chosen to be the mid-points between the values of the continuous attribute of adjacent data items. The resulting threshold is the one which yields the highest information gain. C4.5 di ers from this scheme by using as the threshold the highest value of the attribute from the entire training set which does not exceed the midpoint. This ensures that all threshold values appearing in the decision tree occur in the data set.
3 Parallel Implementation of C4.5
In this section we describe three parallel implementations of C4.5. All three implementations exploit parallelism by executing the recursive calls, in step 5 of the tree construction algorithm, in parallel. The three implementations mainly di er in the method used for partitioning the data. This component a ects the communication overheads of an implementation.
The Scheme 1
In this scheme, the entire training set is initially duplicated onto all the processor. The master processor (usually processor 0) then begins to construct the tree depth rst until there are as many leaves in the intermediate tree as there are processors. Each processor is then allocated one of these leaves by the master. The only communication required for allocating a leaf to a processor is the start and end positions of the portion of the training set forming the leaf. This is possible as each processor has a copy of the entire training set. Each processor then completes the tree construction for its leaf.
Additional communication is required when the intermediate tree is being constructed by the master. As described in Section 2 the C4.5 implementation rearranges the array of pointers to data items as it constructs the tree. The copies of the training sets on the other processors must be kept consistent to ensure that the correct tasks are allocated. Thus each time the training set is rearranged by the master the reordering must be broadcast to all the other processors.
The Scheme 2.1 and 2.2
The next two implementations di er from the rst scheme by partitioning the training set across the processors, rather than duplicating it onto all the processors. Again the master processor begins by constructing the tree depth rst until there are as many leaves in the intermediate tree as there are processors. Each processor is then allocated one of these leaves by the master. It is at this point that the two schemes di er from the rst. To allocate a leaf to a processor the training cases which make up the leaf must be communicated from the master to the processor. Each processor then completes the tree construction for its leaf. Schemes 2.1 and 2.2 di er in their method for handling continuous attributes. As described in Section 2, C4.5 has a special technique for handling continuous attribute values. In the algorithm each branch of the tree must use all the continuous values rather than just those allocated to that branch. To enable every processor to share the global view of continuous attribute values, two di erent techniques have been used leading to scheme 2.1 and 2.2 respectively. In scheme 2.1 all continuous attribute values are duplicated onto every processor. In scheme 2.2 communication is used to share the local values of each processor.
Analysis of the Di erent Schemes
The three schemes have quite di erent communication and memory costs. In particular scheme 1 duplicates the entire training set onto each processor. In contrast schemes 2.1 and 2.2 partition the data and send a partition to each processor. Thus scheme 1 should have the least communication costs. However, as the size of the training set increases this scheme will no longer be viable as the memory on each processor is limited.
There is a similar trade o between scheme 2.1 and 2.2. Scheme 2.1 reduces communication costs by duplicating the entire set of values of continuous attributes onto all the processors. In contrast scheme 2.2 saves on memory cost by partitioning the values, but has to perform more communication. The experiments detailed in the next section assess these di erences.
Experimental Results
The performance of the three di erent parallel schemes were compared by applying their implementations to three training sets obtained from the UCI Repository of Machine Learning Databases 4] . The training sets di er by their proportion of discrete to continuous attributes.
The Training Sets
The rst training set People contains 27,722 cases of 14 attributes. The prede ned classes of interest are people who have an income of less than $50,000 and people who have an income greater than $50,000 a year. Five out of the 14 attributes are represented by continuous attributes.
The second training set is Letter-Recognition. It contains 20,000 cases of 16 numerical attributes representing black-and-white rectangular pixels displayed as one of 26 capital letters in English alphabet. All of the attributes are continuous.
The third training set, Connect-4, contains all legal positions in games of Connect-4 in which neither player has yet won and in which the next move is not forced. Forty two attributes each of which corresponds to one Connect-4 square are used to represent a stage in the game which would then be classi ed into either the game ending in Win, Loss or Draw. All are discrete attributes. 
Analysis of Results
The execution times of the di erent experiments are shown in Figures 1, 2 and  3 , respectively. The time for executing the tree construction algorithm sequentially on one processor is the rst point on each graph as this was used as the parallel execution time for the one processor case. The accuracy of the results remained unchanged as the computation performed by the algorithms remained unchanged. Only the order of computation was changed, and the reorderings respected the data dependencies in the original program.
The performance of all the schemes scale to about 16 processors. After 16 processors the performance remains either static or degrades. This problem can be attributed to poor load-balancing. In each case the tree was constructed sequentially until there were as many branches as there were processors. Each branch was then assigned to a processor. Unfortunately, the sizes of the subtrees allocated to the processors varied leading to an uneven distribution of work between the processors. This is shown in Figure 4 although there were costs associated with the communication overheads, the main factor determining the performance was poor load-balancing. For more consistent scalability a load balancing scheme would have to be adopted. The performance of scheme 2.2 degrades after 16 processors. This can be attributed to the extra intercommunication costs incurred by the increase in the number of processors, coupled with no reduction in the largest task size allocated to a single processor. It would be expected that scheme 1 would out-perform both the other schemes as the information used to allocate a task is signi cantly lower. Studying Figures 2 and 3 , this would seem to be the case. Surprisingly, this is not the case for the People training set, as shown in Figure 1 . A closer examination of the tree construction phase shows that the the communication overheads involved in maintaining consistent copies of the data items, as described in Section 3.1, depends on the shape of the tree being generated. Further investigation is required to determine the characteristics of the People training set which has led to the poorer performance of scheme 1.
In general, as shown in Figure 1 , scheme 2.2 performs worse than 2.1. This is expected given the extra communication involved in scheme 2.2 for dealing with distributed continuous attributes. When there are no continuous attributes, as is the case for the Connect-4 training set, the performance of the two schemes is comparable. The full cost of distributing the continuous attributes can be seen in Figure 2 for the Letter-Recognition training set. With the prototype implementation the fully distributed scheme 2.2, was 26% slower than scheme 2.1. This indicates the potential for fully distributing the data sets which would be necessary as the size to the data sets grow and it is no longer possible to duplicate the entire set of continuous attributes on all processors. The details of further experiments on di erent training sets can be found in 6].
The initial results indicate that the performance of the di erent algorithms are extremely susceptible to the nature of the information in a training set. Future work will investigate methods for characterising di erent training set.
Further Work
From the experiments, it can be seen that some features of C4.5, for example the calculation of the thresholds on continuous attributes, prevent the exploitation of parallelism. Some of these problems can be avoided without a ecting the accuracy of the algorithm, others will require solutions which may a ect the accuracy of the algorithm. In the case of the threshold calculation, the problem can be avoided by delaying the calculation until the end of the tree construction process. The nal thresholds are only required when the tree has been constructed and then later used for classi cation. Until then using the midpoints will still generate the same shape of tree. Therefore, the decision tree can be constructed in parallel without inter-processor communication and the cutpoint can then be updated after all subtrees have been gathered together at the master node.
Load-balancing is another important issue in parallelising C4.5. The heuristic used for determining the branching in this algorithm,information gain, is a single step look ahead technique. Thus the shape of the tree is not known in advance. With the current implementation, the allocation of work is static. Since it is not possible to determine the size of a task (shape of subtree) in advance this can lead to load-balancing problems. This can be overcome by allowing a processor to reallocate some of its work to idle processors. Such dynamic task allocation comes at the cost of higher communication and further research will be needed to determine its e ectiveness. Some initial work in this area is described in 1]. Han et al. propose some interesting algorithms for balancing load, but as yet do not provide any performance results 2].
Sequential C4.5 has a feature known as windowing. With windowing, a decision tree is built from a subset of the training set. This decision tree is then used to classify the remaining data items. The mis-classi ed cases are then fed back as input to the tree construction process, which then constructs an improved tree from the enlarged training set. Quinlan suggests that the accuracy of the nal decision tree can be improved by constructing di erent trees from di erent portions of the training set by using the windowing technique and then combining the di erent tress 5]. There are several di erent methods for combining multiple trees. The rst is to select the one with the lowest predicted error rate. The second is generate the production rule for each tree and then construct the nal rules from all the rules available. These techniques are of great interest here as they have a high potential for parallelisation. Future work intends to compare both the performance and accuracy of such approaches. There are other potential changes to the tree construction algorithm which will yield greater parallelism, but may alter the accuracy of the resulting tree. These are a fertile area for research.
Conclusions
In this paper we have investigated the potential for improving the computation time of data mining algorithms through the use of parallelism. C4.5, a classi cation-rule learning system using decision-trees as a model representation, has been used as the case study. Three di erent parallelisation schemes were implemented. The experimental results from applying the implementations to a sample training set were promising and showed that the execution time of C4.5 could be reduced through the use of parallelism. However, the results also highlighted the problems posed by poor load-balancing. Part of our future work includes the incorporation of load-balancing schemes into the parallel implementations.
