Synergies of sector coupling and transmission reinforcement in a
  cost-optimised, highly renewable European energy system by Brown, T. et al.
Synergies of sector coupling and transmission reinforcement in a cost-optimised, highly
renewable European energy system
T. Browna,b,∗, D. Schlachtbergerb, A. Kiesb, S. Schrammb, M. Greinerc
aInstitute for Automation and Applied Informatics, Karlsruhe Institute of Technology, Hermann-von-Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen,
Germany
bFrankfurt Institute for Advanced Studies, Ruth-Moufang-Straße 1, 60438 Frankfurt am Main, Germany
cDepartment of Engineering, Aarhus University, 8000 Aarhus C, Denmark
Abstract
There are two competing concepts in the literature for the integration of high shares of renewable energy: the coupling of
electricity to other energy sectors, such as transport and heating, and the reinforcement of continent-wide transmission networks. In
this paper both cross-sector and cross-border integration are considered in the model PyPSA-Eur-Sec-30, the first open, spatially-
resolved, temporally-resolved and sector-coupled energy model of Europe. Using a simplified network with one node per country,
the cost-optimal system is calculated for a 95% reduction in carbon dioxide emissions compared to 1990, incorporating electricity,
transport and heat demand. Flexibility from battery electric vehicles (BEV), power-to-gas units (P2G) and long-term thermal energy
storage (LTES) make a significant contribution to the smoothing of variability from wind and solar and to the reduction of total
system costs. The cost-minimising integration of BEV pairs well with the daily variations of solar power, while P2G and LTES
balance the synoptic and seasonal variations of demand and renewables. In all scenarios, an expansion of cross-border transmission
reduces system costs, but the more tightly the energy sectors are coupled, the weaker the benefit of transmission reinforcement
becomes.
Keywords: energy system design, large-scale integration of renewable power generation, sector coupling, power transmission,
CO2 emission reduction targets
1. Introduction
It has been established in many studies that the integration
of high shares of renewable energy in the European electricity
sector is both technically feasible and affordable [1–8] (see also
the review [9]). Typically, these studies show that the most cost-
effective solutions are dominated by wind generation and re-
quire the expansion of a pan-continental transmission network,
which enables the exploitation of the best renewable produc-
tion sites and smooths out the variations from weather systems
on the synoptic scale (∼ 600–1000 km) as they pass over the
continent. Without an expansion of the transmission network,
more expensive electricity storage solutions are needed to bal-
ance the variability of renewables in time [10–14].
However, focussing on the electricity sector means not only
neglecting the significant greenhouse gas emissions from other
energy demand sectors, such as heating and transport, but also
ignoring important sources of flexibility in these sectors. In
what some authors term ‘smart energy systems’ [15], demand
from, for example, battery electric vehicles or intelligent heat-
ing systems can be brought forward or delayed to reduce sys-
tem costs, and low-cost long-term storage can be provided ei-
ther chemically, using power-to-gas units to produce synthetic
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fuels such as hydrogen and methane (so called ‘electrofuels’),
or thermally [16]. Long-term storage can smooth out both the
seasonal variations of renewables and the synoptic variations (∼
3-10 days in the time dimension).
Modelling all energy sectors in high spatial and temporal de-
tail is computationally demanding. In order to maintain com-
putational tractability, previous sector coupling studies have ei-
ther focused on just a few demand sectors, or sacrificed spatial
or temporal resolution.
Studies of a few sectors have either considered just electric-
ity and heat, electricity and transport, or electricity and gas. For
example, in [17, 18] the possibility of using excess renewable
electricity in the heating sector was considered, but no require-
ments were set to defossilise all heating, or to couple to other
demand sectors. In another set of studies, a simplified invest-
ment and dispatch scheme was used for a one-node-per-country
model of Europe to study electricity-heat coupling [19]. Inter-
actions between the electricity sector and transport were studied
for electric vehicles in [20–22] and including fuel cell electric
vehicles in [23, 24]. More general coupling of electricity to gas
for use in either heating or transport was considered in [25, 26].
Studies that include multiple sectors, often encompassing all
energy usage, but that sacrifice spatial resolution have typically
either considered single countries (e.g. Germany [27–30], Den-
mark [31–33], Ireland [34, 35]) or considered the whole conti-
nent of Europe without any spatial differentiation [36] so that
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international network bottlenecks are not visible. In one study
two countries, Denmark to represent Northern Europe and Italy
to represent Southern Europe, were coupled to compare cross-
border with cross-sectoral coupling [37]; while both strategies
demonstrated benefits, cross-sectoral coupling gave the best
performance.
Another option to reduce computation times is to include
multiple sectors and/or multiple countries, but reduce the num-
ber of representative demand and weather situations to several
typical days [38–42]. A lower intra-annual resolution allows
optimisation of investment paths over multiple decades, but
does not allow enough resolution to assess the variability and
flexibility requirements for high shares of wind and solar power
[43, 44].
In this paper both sector coupling and international grid in-
tegration are considered in the model PyPSA-Eur-Sec-30, the
first open, hourly, country-resolved, sector-coupled investment
model of the European energy system. Generation, storage and
transmission investment are optimized so that demand for elec-
tricity, space and water heating, and land transport is met under
the condition that carbon dioxide emissions are reduced by 95%
compared to 1990 levels, in line with European Union targets
[45].1 It is assumed that both heating and transport can be elec-
trified, using for example heat pumps to meet heating demand
and electric vehicles for transport, both of which leverage sig-
nificantly higher efficiencies than their fossil-fuelled counter-
parts.
The novelty in the model presented here is that the combina-
tion of pan-continental integration and sector coupling in one
model with hourly time resolution over a full year allows a
full consideration of which competing concept is more cost-
effective: smoothing of renewable fluctuations in space with
networks or in time with demand-side management and low-
cost long-term storage. Compared to electricity-only models
it has heating and transport demand for more energy coverage
and enhanced flexibility; compared to the sector-coupled mod-
els with low spatial resolution, a full consideration of cross-
border exchange is possible; compared to the models with low
temporal resolution, the model can distinguish between flexi-
bility options at different time scales, and thus account for all
the cross-correlations of weather patterns over time.
The model is further distinguished by being fully open, in the
sense that all the input data, processing code and output data is
freely available online [47, 48] and may be re-used by anyone,
thereby enhancing transparency and reproduceability [49, 50].
In Section 2 the model framework is described, before the
input data which defines the model instance PyPSA-Eur-Sec-
30 is documented in Section 3. In Section 4 the results are
presented and analysed; in Section 5 the results are compared
to the literature and the limitations of the study are discussed.
Conclusions are drawn in Section 6.
11990 is the standard reference year both for the European Union targets
and for the Kyoto Protocol [46].
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Figure 1: Energy flow at a single node. In this model, a node represents a whole
European country. Within each node there is a bus (thick horizontal line) for
each energy carrier (electric, transport, heat, hydrogen and methane), to which
different loads (triangles), energy sources (circles), storage units (rectangles)
and converters (lines connecting buses) are attached.
2. Model
In this section the equations of the model are described, as
implemented in the modelling framework PyPSA [51].
The model uses linear optimisation to minimise annual op-
erational and investment costs subject to technical and physical
constraints, assuming perfect competition and perfect foresight.
Market prices are derived in the model that guarantee that each
asset owner recovers their costs from the market.
Each of the 30 European countries considered in the model
is aggregated to a single node, each of which consists of indi-
vidual ‘buses’ (vertices to which energy assets are attached) for
electricity, heat, transport, hydrogen and methane. The electric
buses are connected together with transmission represented by
High Voltage Direct Current (HVDC) lines; the buses of the
different sectors are connected within a node with energy con-
verters as shown in Figure 1.
Generator capacities (for onshore wind, offshore wind, so-
lar photovoltaic (PV) and natural gas), storage capacities (for
batteries, hydrogen storage and conversion, methanisation and
hot water tanks), heating capacities (for heat pumps, resistive
heaters, gas boilers, combined heat and power (CHP) plants and
solar thermal collector units) and transmission capacities are all
subject to optimisation, as well as the operational dispatch of
each unit in each hour. Demand curves for the different sectors,
the ratio of district heating to decentralised heating, the number
of electric vehicles, methane storage and hydroelectricity ca-
pacities (for reservoir and run-of-river generators and pumped
hydro storage) are exogenous to the model and not optimised.
Investment and operation are optimised over a full histori-
cal year of hourly weather and demand data assuming perfect
foresight, with 2011 chosen as the representative year. In [52],
2011 was found to be ideal for scenario definition because of
its average wind conditions, slightly lower heating demand and
higher PV feed-in than average that can represent the (small)
effects of global warming expected by 2050, and the fact that
it still contains a very cold spell for dimensioning the supply
of maximum heating demand. While it would be desirable to
model over multiple weather years in order to capture inter-
2
annual variability and more extreme weather events, as well as
to model forecast uncertainty, this is currently not computation-
ally feasible because of the large number of variables. Results
from other simulations for multiple years are discussed in Sec-
tion 5.3.
If buses are labelled by n, generation and storage technolo-
gies at the bus by s, hour of the year by t and bus connectors
by ` (which includes transmission lines and energy converters
such as heat pumps and battery chargers), then the total annual
system cost consists of fixed annualised costs cn,s for generation
and storage power capacity Gn,s, fixed annualised costs cˆn,s for
storage energy capacity En,s, fixed annualised costs c` for bus
connectors F`, variable costs on,s,t for generation and storage
dispatch gn,s,t, as well as variable costs o`,t for power flow f`,t
through connectors. The objective function is then
min
Gn,s,En,s,F` ,
gn,s,t , f`,t
∑
n,s
cn,s ·Gn,s +
∑
n,s
cˆn,s · En,s +
∑
`
c` · F`
+
∑
n,s,t
on,s,t · gn,s,t +
∑
`,t
o`,t · f`,t
 (1)
The inelastic energy demand dn,t at each bus n must be met
at each time t by either local generators and storage or by the
flow f`,t from a connector `∑
s
gn,s,t +
∑
`
α`,n,t · f`,t = dn,t ↔ λn,t ∀ n, t (2)
where α`,n,t = −1 if ` starts at n and α`,n,t = η`,t if ` ends at
n. η`,t is a factor for the efficiency of the energy conversion
in `; it can be time-dependent for efficiency that, for exam-
ple, depends on the outside temperature, like for a heat pump.
The Karush-Kuhn-Tucker (KKT)/Lagrange multiplier λn,t rep-
resents the market price of the energy carrier at this bus in this
hour.
The dispatch gn,s,t of each generator and storage unit is con-
strained by its capacity Gn,s and time-dependent availabilities
g¯n,s,t and g
¯n,s,t
, which are given per unit of the capacity Gn,s:
g
¯n,s,t
·Gn,s ≤ gn,s,t ≤ g¯n,s,t ·Gn,s ∀ n, s, t (3)
For flexible conventional generators the availabilities are con-
stant g
¯n,s,t
= 0 and g¯n,s,t = 1. For variable renewable generators
such as wind and solar, the time-varying g¯n,s,t represents the
weather-dependent power availability, and since curtailment is
allowed, g
¯n,s,t
= 0. For battery storage g
¯n,s,t
= −1 and g¯n,s,t = 1.
The power capacity Gn,s is optimised within minimum G¯ n,sand maximum G¯n,s installable potentials:
G
¯ n,s
≤ Gn,s ≤ G¯n,s ∀ n, s (4)
The energy levels en,s,t of all storage units have to be consis-
tent with the dispatch in all hours and are limited by the storage
energy capacity En,s
en,s,t = η0 · en,s,t−1 − η1 [gn,s,t]− − η−12 [gn,s,t]+
+gn,s,t,inflow − gn,s,t,spillage
e
¯n,s,t
· En,s ≤ en,s,t ≤ e¯n,s,t · En,s ∀ n, s, t (5)
Positive and negative parts of a value are denoted as [·]+/− =
max /min(·, 0). The storage units can have a standing leakage
loss η0, a charging efficiency η1, a discharging efficiency η2,
inflow (e.g. river inflow in a reservoir) and spillage. The energy
level can be set to be cyclic, i.e. en,s,t=0 = en,s,t=T . The energy
levels of the store can also be restricted by time series e
¯n,s,t
, e¯n,s,t
given per unit of the energy capacity En,s. This is used to model
the demand-side management of battery electric vehicles. The
storage energy capacity En,s can be optimised independently of
the storage power capacity Gn,s, within installable potentials.
Flows on bus connectors are constrained by their capacities
F` and time-dependent per unit availabilities f
¯ `,t
, f¯`,t
f
¯ `,t
· F` ≤ f`,t ≤ f¯`,t · F` ∀ `, t (6)
For the HVDC links between electricity buses in different coun-
tries f
¯ `,t
= −1 and f¯`,t = 1; for a resistive heater from an elec-
tricity bus to a heat bus in the same country the connector is
unidirectional f
¯ `,t
= 0 and f¯`,t = 1 since the heater cannot con-
vert heat back into electricity; the availabilities become time
dependent for the charging of electric vehicles.
In order to investigate the merits of international transmis-
sion, the sum of transmission line capacities multiplied by their
lengths l` can be restricted by a line volume cap CAPLV , which
is then varied in different simulations:∑
`∈HVDC
l` · F` ≤ CAPLV (7)
Line capacities are weighted by their lengths because the length
increases both the cost and potential public acceptance concerns
for overhead transmission lines.
CO2 emissions are also limited by a cap CAPCO2, im-
plemented using the specific emissions εs in CO2-tonne-per-
MWhth of the fuel s, the efficiency ηn,s and dispatch gn,s,t for
generators, and the difference in energy level for non-cyclic
stores (relevant for methane, which is depleted during the year):∑
n,s,t
εs
gn,s,t
ηn,s
+
∑
n,s
εs (en,s,t=0 − en,s,t=T ) ≤ CAPCO2 ↔ µCO2
(8)
The KKT multiplier µCO2 indicates the carbon dioxide price
necessary to obtain this reduction in an open market.
The model was implemented in the free software energy
modelling framework ‘Python for Power System Analysis’
(PyPSA) [51]. Each run took between 3 and 5 hours, depend-
ing on the model parameters, using the commercial linear pro-
gramming solver Gurobi [53]. Gurobi was configured to use
two threads on an AMD Opteron 6274 machine with 64 GB of
RAM and 1.4 GHz processing speed per virtual core.
3. Input Data
In this section the input data for the model instance PyPSA-
Eur-Sec-30 are described. Table 1 summarises the different
investments the model can make, their costs, efficiencies and
other parameters. All energies and conversion efficiencies for
methane and hydrogen are given in terms of the higher heat-
ing value (HHV). For power plants, all capacities refer to net
generation capacities.
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Table 1: Input parameters based on 2030 value estimates
Technology Overnight Unit FOMa Lifetime Efficiency Source
Cost [AC] [%/a] [a]
Wind onshore 1182 kWel 3 25 1 [54]
Wind offshore 2506 kWel 3 25 1 [54]
Solar PV rooftop 725 kWel 2 25 1 [55]
Solar PV utility 425 kWel 3 25 1 [55]
Open cycle gas turbine (OCGT) 400 kWel 4 30 0.39 [54, 56]
Pumped hydro storageb 2000 kWel 1 80 0.87 · 0.87 [54]
Hydro reservoirb 2000 kWel 1 80 0.9 [54]
Run-of-riverb 3000 kWel 2 80 0.9 [54]
Battery inverter 310 kWel 3 20 0.9 · 0.9 [57]
Battery storage 144.6 kWh 0 15 1 [57]
Hydrogen electrolysis 350 kWel 4 18 0.8 [58]
Hydrogen fuel cellc 339 kWel 3 20 0.58 [57, 59]
Hydrogen storaged 8.4 kWh 0 20 1 [57]
Methanatione 750 kWH2 2.5 25 0.8 [58]
CO2 direct air capture (DAC)e 228 tCO2/a 4 30 see text [60]
Methanation+DACe 1000 kWH2 3 25 0.6 [58, 60]
Air-sourced heat pump decentral 1050 kWth 3.5 20 variable [27, 58]
Air-sourced heat pump central 700 kWth 3.5 20 variable [58]
Ground-sourced heat pump decentral 1400 kWth 3.5 20 variable [58]
Resistive heater 100 kWth 2 20 0.9 [61]
Gas condensing boiler decentral 175 kWth 2 20 0.9 [58]
Gas condensing boiler central 63 kWth 1 22 0.9 [58]
Combined heat and power (CHP) central 600 kWth 3 25 see text [27]
Solar thermal collector decentral 270 m2 1.3 20 variable [27]
Solar thermal collector central 140 m2 1.4 20 variable [27]
Hot water tank decentral 860 m3 1 20 τ = 3 days [27, 29]
Hot water tank central 30 m3 1 40 τ = 180 days [27, 29]
Hot water tank (dis)charging 0 0.9 · 0.9 [27]
High-density district heating networkf 220 kWth 1 40 1 [29]
Gas distribution networkf 387 kWth 2 40 1 based on [62]
Building retrofittingf see text 1 50 1 [27, 58]
HVDC transmission line 400 MWkm 2 40 1 [11]
HVDC converter pair 150 kW 2 40 1 [11]
a Fixed Operation and Maintenance (FOM) costs are give as a percentage of the overnight cost per year.
b Hydroelectric facilities are not expanded in this model and are considered to be fully amortized.
c The fuel cell technology is solid oxide, with partial (30%) replacement after 10 years, following [59]. The more conser-
vative estimate of efficiency has been taken, in line with other sources [56].
d Hydrogen storage is in overground steel tanks following [57]. The usage of existing underground caverns to store hy-
drogen could be more than 10 times cheaper [63, 64], but a study of cavern potentials across Europe was not within the
scope of this study.
e Investments in methanation and DAC are not allowed independently, only together as ‘Methanation+DAC’, see text.
f The costs for distribution infrastructure and building retrofitting are approximate (see text) and they are therefore not
optimised or included in the presented total system costs, but calculated retrospectively and analysed in the text.
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3.1. Countries and network
Following [13], there is one node in the model for each coun-
try. The 30 countries consist of those in the major synchronous
zones of the European Network of Transmission System Oper-
ators for Electricity (ENTSO-E), which includes the 28 Euro-
pean Union member states as of 2018 minus Cyprus and Malta,
plus Bosnia and Herzegovina, Norway, Serbia and Switzerland.
The nodes are connected with a network based on existing and
planned transmission line interconnections between countries.
The full network model was presented and validated in [65].
3.2. Electricity demand
Hourly demand profiles are constructed that include current
electricity consumption and the electrification of fossil-fueled
cooking, but that exclude electricity consumption from space
and water heating; demand curves for transport and heating are
considered separately in Sections 3.4 and 3.6 respectively. This
allows the model to decide independently how to meet demand
from the different sectors.
The hourly electricity demand profiles for 2011 are based on
those from the Open Power System Data project [66], which
has conveniently repackaged and unified data from the Euro-
pean Network of Transmission System Operators for Electric-
ity (ENTSO-E) [67]. From these time series the time series for
space and water heating demand currently met by electricity
in each country is subtracted and added to the heating profiles
(see Section 3.6). The remaining electricity time series are then
scaled up linearly to account for additional demand from the
electrification of fossil-fueled cooking demand in each coun-
try. These changes result in a reduction of the original yearly
electricity demand for the 30-node model from 3153 TWhel/a
to 2970 TWhel/a.
3.3. Electricity supply
The model for electricity generation and storage is fully doc-
umented in [13], so only a summary is provided here; differ-
ences with the model in [13] are listed at the end of this subsec-
tion. Electricity can be generated by solar photovoltaics, wind
onshore, wind offshore, hydro reservoirs, run-of-river plants,
open cycle gas turbines and combined heat and power units.
The potential generation time series for wind generators are
computed with the Aarhus University renewable energy atlas,
described and validated in [68], based on hourly reanalysis
wind data from 2011 with a spatial resolution of 40 × 40km2
[69]. The time series for solar PV in 2011 are taken from
the Renewables.ninja project, described and validated in [70],
based on the CM-SAF SARAH satellite-derived irradiance
dataset [71]. The distribution of these generators is proportional
to the quality of each site given by the local capacity factor.
However, protected sites as listed in Natura2000 [72] are ex-
cluded, as well as areas with certain land use types, as specified
by [4] from the Corine Land Cover database [73], to avoid, for
example, placing wind turbines in urban areas. The maximum
water depth for offshore wind turbines is assumed to be 50 m.
The maximum installable capacity per country and generator
type is then determined by scaling these layouts until one site
on the 40×40km2 lattice reaches the maximum installation den-
sity. The theoretical maximum densities would be 10 MW/km2
and 145 MW/km2 for wind and solar respectively, but following
[13] we take 20% and 1% of these values respectively, in order
to take account of competing land uses and minimum-distance
regulations in the case of onshore wind turbines. Further vali-
dation of the renewable potentials was carried out in [65].
The hydroelectricity generators in this model are fixed to
their current size and are split into reservoir and run-of-river
generators with river inflow, and pumped hydro storage as pure
storage units. Their respective power and energy storage capac-
ities are based on country-aggregated data reported by [74, 75]
and the inflow time series are provided by [74]. The power ca-
pacities and inflows of hydro reservoir and run-of-river are split
in proportion to their respective national shares of installed ca-
pacity published by [76].
The model contains two extendable types of stationary elec-
tricity storage units: batteries and hydrogen storage. Their
charging and discharging efficiencies, as well as cost assump-
tions for their power and energy storage capacities are taken
from [57]. For batteries, it is assumed that the charging and
discharging power capacities of the inverter are equal; the en-
ergy storage capacity is optimised independently. For hydrogen
storage the capacities for the production of hydrogen via elec-
trolysis, the storage in steel tanks and the generation of elec-
tricity with fuel cells can all be optimised independently, since
hydrogen is also used for non-electric purposes such as metha-
nation and for fuel cell vehicles. Any explicit standing losses
are neglected in the model.
In some scenarios synthetic methane can be produced from
the hydrogen using the Sabatier process. The methane can then
be used in gas turbines, CHPs or in gas boilers for heating. Car-
bon dioxide for the methane production is sourced using Direct
Air Capture (DAC). This conservative assumption was chosen
because other carbon sources could not be guaranteed: biogenic
sources are needed in sectors not covered in the model, such as
aviation, shipping and non-electric industrial demand; capture
of CO2 from fossil-burning industry and use in synthetic fu-
els still results in net emissions; finally, carbon captured from
power plants could not be used, since the model does not build
enough centralised plants to generate the required carbon diox-
ide.
DAC reduces the overall efficiency of the methanation be-
cause it is an energy-intensive process. Based on figures from
[60] (based in turn on private communications with the firm
ClimeWorks), 0.23 kWhel and 1.5 kWhth are required for each
kilogram of CO2 extracted from the atmosphere, which reduces
the overall energy efficiency of the methanation from 80% to
60% (based on 0.19 kgCO2/kWhth for methane).
The differences with the model in [13] are: satellite data is
used for the solar PV time series instead of reanalysis data,
since this was found to represent low generation in winter more
realistically; power and energy capacities for stationary bat-
tery and hydrogen storage are optimised independently; PV is
split 50-50% between rooftop and utility installations, with cost
changes and a lower discount rate for rooftop PV (see Section
3.8); and electricity can also be generated by CHP units (see
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Section 3.7).
3.4. Transport demand
For the transport final energy demand, only transport by road
and rail are considered in the model. Aviation, shipping and
pipeline transport are not considered. The mechanical drive for
transport is assumed to be provided in all cases by electric mo-
tors, since electric and fuel cell electric vehicles are the most
promising candidates for fossil-free transport.
Transport demand time series are based on hourly vehicle
counting statistics from the German Federal Highway Research
Institute (BASt) [77], which the BASt has averaged to a weekly
profile (see Figure 2) based on the assumption that the profiles
change little from season to season. Given the lack of a uni-
fied Europe-wide transport profile dataset, this German weekly
profile is assumed to be representative of transport demand for
all countries in all seasons and replicated for each country, tak-
ing account of time zones and summer time. The profiles are
scaled to the total road and non-electric rail final energy demand
for each country for 2011 taken from the Odyssee database
[78], corrected for the assumption that all land-based transport
is electrified and for the heating and cooling requirements in
electric vehicles.
To account for the fact that electric motors are significantly
more efficient in their consumption of electricity than internal
combustion engines are in their consumption of fossil fuels,
the totals are divided by a country-specific factor (averaging
3.5), giving a total final electric energy transport demand in the
model of 1075 TWhel/a. The country-specific efficiency factors
are based on passenger car final energy consumption per km
in 2011 (averaging 0.70 kWh/km) from the Odyssee database
compared to the plug-to-wheels value of 0.20 kWh/km for the
Tesla Model S, which was on the higher side for the selection
of electric cars tested by the US EPA in 2016 [79].
The profiles are then corrected with a temperature-dependent
factor for the heating and cooling demand in the vehicles. For
both internal combustion engine vehicles (ICEV) and electric
vehicles (EV) it is assumed that no climate control is required
when the outside temperature is between 15◦C and 20◦C, and
that below or above these temperatures the demand increases
linearly with the temperature. For EVs it is assumed that heat-
ing increases overall demand by 0.98%/◦C, while cooling in-
creases it by 0.63%/◦C, based on figures reported for the range
of the Tesla Model S in different conditions on the manu-
facturer’s website [80]. For ICEVs the value for heating is
0.38%/◦C and for cooling is 1.6%/◦C, based on approximate
figures from the US EPA [79]. The difference in heating de-
mand is a reflection of the fact that the internal combustion
engine is a source of waste heat, while for cooling, the driv-
ing of the compressor for air conditioning has the same overall
efficiency as the engine itself. To correct the hourly profiles,
the climate control demand for ICEVs is first subtracted from
the total transport demand, yearly profiles are then extrapolated
from the weekly profile, then finally the temperature-dependent
adjustment for the EV climate control is made to the profiles.
These corrections result in a final electric energy transport de-
mand of 1102 TWhel/a.
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Figure 2: Road transport demand based on statistics gathered by the German
Federal Highway Research Institute (BASt) and derived BEV charging profile.
In the basic transport scenario, charging profiles for battery
electric vehicles are constructed based on the simple assump-
tion that vehicles plug into the grid after travel and try to charge
immediately. This assumes that there is charging infrastructure
available at places of work, commerce and in homes. Given that
the average daily distance travelled is typically low (averaging
around 40 km per day for passenger cars in Germany [78], cor-
responding to 8 kWh) and chargers are assumed to be at least
11 kW for each vehicle, the charging profiles are spread one
third immediately after consumption, one third one hour after
consumption and one third two hours after consumption; the
resulting charging profile is plotted in Figure 2. The charging
profile peaks in the evening at 6-7 pm, raising the Europe-wide
electricity-only yearly peak demand from 459 GW to 659 GW.
Scenarios with demand-side management (DSM) are also con-
sidered, as described in the following section.
3.5. Transport supply
It is assumed that all road and rail transport demand is either
met by electric vehicles (EVs) or by hydrogen-consuming fuel
cell electric vehicles (FCEVs), depending on the scenario. The
investment in vehicles is not optimised in the model, but given
exogenously. The number of passenger vehicles is assumed to
be the same as today (246 million vehicles, 0.465 per popula-
tion of 529 million people). The effects of a reduced vehicle
fleet are discussed below.
In the scenarios with EVs, all passenger cars are taken to be
battery electric vehicles (BEVs); whether road freight is electri-
fied as BEVs, or with electric roads (e.g. overhead pantographs)
[81], or on rail, is left open. The BEVs are modelled in aggre-
gate for each country, following the approach in [21, 82]. In
the demand-side management (DSM) scenarios, a fixed frac-
tion of cars make a battery capacity of 50 kWh per car available
to the model to shift the BEV charging to times which reduce
total system costs. 50 kWh corresponds to today’s mid-range
capacity or today’s top-range model (the Tesla S100) with half
its 100 kWh capacity reserved as a buffer. The default frac-
tion of cars participating in DSM is 50%; scenarios with 25%
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and 100% are also explored. Scenarios where the cars can dis-
charge into the grid (vehicle-to-grid, V2G) are also examined.
With 50% of cars participating, there is 6.15 TWh of storage
available to the model, which corresponds to around three quar-
ters of the daily regular electricity consumption; this capacity is
ideal for smoothing out the diurnal variations of solar power.
In both DSM and V2G scenarios the BEV state of charge
available to the model is forced to be between 75% and 100%
at 5 am every day (using the variable e
¯n,s,t
from equation (5)), to
meet the expectation of consumers that the battery is reasonably
full in the morning before peak usage. The lower limit 75% was
chosen so that the battery has room to be fully charged by PV
during the day. This restriction allows demand to be shifted
within a day, but prevents the wide-scale synoptic or seasonal
shifting of BEV demand.
Each car can charge its battery with an efficiency of 90% at
a maximum rate of 11 kW (i.e. with a three-phase 400 V 16 A
connection); discharging is also assumed to be 90% efficient.
The power availability of the cars, i.e. the percentage connected
to the grid at any time, is assumed to be inversely proportional
to the demand profile. The profile is affinely transformed so
that the average availability is 80% and the peak availability is
95%. This results in a minimum availability of around 62%.
These figures are conservative compared to most of the litera-
ture: [82] uses a minimum availability of 80%; [83] calculates
that at least 83-92% of the vehicle fleet in California is parked
at any time; fields tests in the United States from 2007 (predat-
ing widespread charging infrastructure) [84] showed EVs were
parked more than 90% of the day and plugged in 60% of the
time; [85] reports that in Switzerland the minimum fraction of
vehicles which are parked is just under 60%. The very high
charging power compared to average consumption (the total
charging power is theoretically 2700 GW, although the average
transport consumption is only 110 GW) means that reducing
this power availability has very little effect on the model; re-
ducing the availability by 50% has no effect, and a 1% change
to system costs is seen first at a 75% reduction.2 The availabil-
ity assumptions would only become significant if there were
significant changes to consumer behaviour such as a wide-scale
(i.e. more than 75%) shift to car-sharing, so that the number of
vehicles would be much lower and the shared vehicles would
be plugged in less often and for shorter periods. However, even
the most amibitious scenarios do not consider such a large shift
to car sharing; for example, [86] foresees for the United States a
reduction in the total number of cars by 23% by 2035 compared
to 2015, of which half remain in personal ownership and half
are automated mobility service vehicles. The autonomous ve-
hicles are still plugged in much of the time outside peak hours
[86].
The cost of the car charging infrastructure is calculated fol-
lowing [29], which assumes 1.5 charging points per car, of
which 90% are private costing 200 AC each and 10% are public
costing 667 AC each. For 246 million cars in Europe this results
2This also means that the results will not change if only single phase rather
than three-phase connections are available at residential properties.
in annual costs of 6.2 billionAC/a. However, as discussed in Sec-
tion 5.3, this does not include upstream upgrades to electricity
distribution networks that may be triggered by the increase in
electrical load.
Electric vehicles can be substituted with fuel cell electric ve-
hicles (FCEVs) which convert hydrogen to electricity with an
efficiency of 58%. Because there is cheap hydrogen storage
in the model, the hydrogen demand for transport represents a
large source of flexible demand to the model; this system ben-
efit is offset by the lower efficiency compared to electric ve-
hicles. Based on cost assumptions from [29] of 2.8 AC per GJ
of hydrogen provided, the cost of the hydrogen filling station
infrastructure in Europe would be 17.2 billion AC/a for a land-
based transport system based entirely on FCEVs.
3.6. Heating demand
For the heating final energy demand, only low-temperature
space and water heating in the residential and service sectors
are considered. Heating in the industrial sector is not included
in the model and cooking demand is included directly in the
electricity demand. Water heating demand is assumed to be
constant over the year, whereas profiles for the space heat-
ing demand are derived from temperature time series using the
degree-day approximation, assuming that the heating demand
rises linearly below an average daily temperature of 15◦C. Av-
erage daily temperature time series for 2011 for each country
are computed from the NCEP CFSR Reanalysis air tempera-
ture dataset [69], using the NUTS3 population data as a proxy
for the geographical distribution of heat demand within each
country; see Figure 3 for a graph of the total European heat
demand profile. Intraday profiles, which correspond to typical
consumer usage patterns, are based on weekday and weekend
profiles derived from heat demand data for Aarhus, Denmark in
[87, 88].
The water and space heating demand for the residential and
service sectors is scaled to energy totals for each country for
2011 taken from the Odyssee database [78]. Some data for the
split between water, space and cooking heating is missing for
some countries, particularly in the service sector, so here the to-
tal for non-electric demand from the sectors was taken from the
Eurostat database [89] and split between space/water/cooking
according to the average ratios for the countries in the Odyssee
database. The average ratios were 79/15/6% in the residential
sector and 78/14/4% in the service sector (with 4% remaining in
services for other heating applications). For Switzerland a sep-
arate official data source was used [90]. The total final energy
heating demand in the model is 3585 TWhth/a.
In each country the heating demand is split between more
rural areas with low heating-per-area-density and more urban
areas with high heating-per-area-density. This distinction is
made because it is assumed that centralised district heating is
only viable in high-density areas, whereas ground-sourced heat
pumps are only allowed in low-density areas because of space
restrictions [91]. High-density areas are defined as 60% of all
urban demand, since it was determined to be cost-effective to
use district heating for this fraction in a selection of European
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Figure 3: Sum of heat demand profiles from 2011 for all 30 countries based on
average daily temperatures in each country using the degree-day approxima-
tion.
countries in [92]. In Europe 74.4% of the population lives in ur-
ban areas, so according to this measure, 44.6% of people live in
high-density areas. This fraction agrees with other assessments
of the potential penetration of district heating [93].
Heating efficiency measures are considered in the next sec-
tion.
3.7. Heating supply
Depending on the heat density of the area, different technolo-
gies are allowed, as summarised in Table 2. In low-density ar-
eas only decentralised individual heating units are allowed in
the model. For high-density areas, either individual heating
units are used or district heating can be turned on to provide
heating centrally, depending on the scenario. District heating
is allowed in all countries except those at southern latitudes
(Portugal, Spain, Italy, Greece and Bulgaria), where heating
demand is low enough that district heating is not considered
economical.
District heating has the potential advantage that heating units
can be built more cheaply at scale and more easily inter-
changed; in addition, large CHPs and long-term thermal energy
storage (LTES) can be used [94]. LTES requires large, well-
insulated hot water tanks in pits containing tens of thousands of
cubic metres of hot water, which is only feasible for large heat
demand.
District heating is costed with reference to the peak heating
demand at 220 AC/kW, based on the cost for high-density, urban
areas from [29]. This roughly agrees with the investment cost
of high-density district heating in [92] of 208 AC/kW (converted
from 2 AC/GJ using the average European peak-to-average ratio
for heat demand of 3.57); the figure of 400 AC/kW quoted in
[27] is more in line with the figure for low-density heat demand
of 370 AC/kW from [29]. It must also be considered that where
district heating replaces individual gas heating, costs are saved
by no longer requiring a gas distribution network.
It is assumed that gas distribution networks can be built for
all high-density areas and most low-density areas. There is not
much literature on the costs for gas distribution as a function of
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Figure 4: The allowed area of heat and power production for a CHP unit.
heat demand density, so an approximation was made based on
the residential network charge of 15 AC/MWh in Germany [62].
This converts to an average investment cost of 387 AC/kW per
peak demand. It is assumed that the peak demand is the main
factor when dimensioning the gas infrastructure.
Where gas distribution networks are not feasible because of
low demand density or distance from transmission pipelines,
liquified gas must be delivered in canisters. Liquified gas is
considered preferable to oil for remote areas, given the lower
cost of gas and its lower CO2 emissions (which also reduce
the cost to consumers given the high CO2 prices seen in the
models).
Heat pumps are implemented with a coefficient of perfor-
mance (COP) that varies with the temperature. It is impor-
tant to model the varying COP because the COP drops low
exactly when the heating demand is high [91]. The relation-
ship between the COP and temperature difference between the
heat source and sink ∆T = Tsink − Tsource in degrees Celsius
is taken from a 2012 survey [95] (for air-sourced heat pumps:
6.81−0.121∆T+0.000630∆T 2; for ground-sourced heat pumps:
8.77 − 0.150∆T + 0.000734∆T 2). The sink water temperature
was assumed to be 55◦C, following [91], which is sufficient
for domestic hot water, but could be reduced for space heating
with appropriate large-area radiators. The source air and ground
temperatures are taken from the same dataset [69] as for the
heating demand. Ground-sourced heat pumps (GSHP) are only
allowed in low-density areas because of land restrictions [91].
In high-density areas only air-sourced heat pumps (ASHP) are
allowed, since their potentials are not limited. However, noise
regulations must be taken into account for siting ASHPs. In
cities other heat sources for heat pumps might be available with
higher temperatures than the air, such as boreholes or sewage
water, but this has not been considered in the limited scope of
this study.
The combined heat and power (CHP) model is based on the
extraction condensing unit described in [96], which defines a
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Low-density heat demand High-density heat demand
Individual Individual Central (District Heating)
Gas boiler Gas boiler Gas boiler
Resistive heater Resistive heater Resistive heater
Ground-sourced heat pump Air-sourced heat pump Air-sourced heat pump
Solar thermal Solar thermal Solar thermal
Short-term TES Short-term TES Long-term TES
Combined Heat and Power
Table 2: Heating technologies allowed in the different density areas.
feasible operational area for power and heat production shown
in Figure 4. The feasible space is bounded at the bottom by the
back pressure line with slope 0.75 and bounded at the top by
the loss of power per unit of heat production with slope −0.15,
whose slope also defines the iso fuel lines. With no heat pro-
duction (i.e. in condensing mode), the electrical efficiency of
the CHP is 46.8%.
The solar thermal collector model uses the mathematical
model from [27], which is based on the geometry of the collec-
tors in relation to the Sun, the downward shortwave radiation
flux G (in W/m2) on the collector, ambient temperature Tamb
from [69], storage temperature of water Tstor, assumed to be
80◦ C, the optical efficiency c0 and the heat loss coefficient c1.
The heat generated per m2 is then given by Q = ηcollG where
the efficiency depends both on the irradiation and the ambient
temperature:
ηcoll =
[
c0 − c1
(Tstor − Tamb
G
)]+
(9)
It was assumed that all solar collectors are tilted 45◦ to the south
which is close to the optimum position to maximize production
in winter in European countries. Following [27], we assume
c0 = 0.8 and c1 = 3 W/m2/K. As an example, German collec-
tors yield 532 kWhth/m2/a.
The model can also build thermal energy storage (TES),
whose parameters are based on insulated hot water tanks. The
water tanks are assumed to have a thermal energy density of
46.8 kWhth/m3, corresponding to a temperature difference of
40 K. The decay of thermal energy is assumed to have a time
constant of τ = 3 days for short-term TES and τ = 180 days for
long-term TES, i.e. 1 − exp(− 124τ ) of the energy is lost per hour
regardless of the ambient temperature. Charging and discharg-
ing efficiencies are 90% due to pipe losses.
Building retrofitting to reduce energy demand for space heat-
ing requires a detailed database for each country of the building
stock, its current state of insulation and consumer heating be-
haviour. Since adequate data was not available for each Euro-
pean state, investment in retrofitting was not optimised directly
in the model. Instead, a qualitative analysis is given based
on available retrofitting costs for Germany [27, 58] and Den-
mark [97], plotted in Figure 5. These costs, averaged over each
MWhth of space heating demand, can then be compared to the
average marginal cost of space heating in each scenario (the λn,t
for the heat bus from equation (2), weighted by the time series
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Figure 5: Additional costs, averaged over each MWhth of space heating con-
sumption, for building retrofitting to reduce space heating demand by a specific
fraction (x-axis). The German data is taken from [27, 58], with a lifetime of 50
years and with the reduction based on 2011 demand; the Danish data is taken
from [97] with a lifetime of 30 years and based on 2010 demand; a discount
rate of 4% and FOM of 1%/a have been used.
for space heating demand), to estimate what level of retrofitting
is efficient.
3.8. Costs
Investment costs, fixed operation and maintenance (FOM)
costs, lifetimes, efficiencies and data sources for all assets are
listed in Table 1. Natural gas fuel costs are 21.6 AC/MWhth,
while gas variable operation and maintenance (VOM) costs are
3 AC/MWhel [54]. Individual heating systems are labelled ‘de-
central’, while heating systems that are connected to district
heating networks are labelled ‘central’.
Where possible, the costs are oriented towards predictions
for 2030, since this is a horizon within which cost projections
might be reliable, and also because this is the earliest point
at which a 95% CO2 reduction might be plausible. The costs
for generating assets are mostly based on predictions for 2030
from DIW [54], with the exception of solar PV, which has been
updated with current industry projections [55] given the fast
changing costs; the costs for battery and hydrogen electricity
storage come from [57]; the costs of heating sector units are
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taken from [27, 29, 58]. Costs are within the ranges found in
other databases [56, 64, 98].
For the annualisation of overnight costs a discount rate of 7%
is used for large, utility and central assets, while a rate of 4% is
used for decentral individual units (including rooftop solar PV
and building retrofitting), following the approach in [27, 58].
Solar PV units are split between 50% for decentral rooftop and
50% for utility-scale units.
3.9. Carbon dioxide emissions
The sectors in the model cover 72% of the countries’ final
energy consumption in 2011 (including from international ma-
rine bunkers) [89]; the majority of the remaining final energy
demand comes from non-electric industrial demand (17%) fol-
lowed by shipping (5%) and aviation (4%).
The sectors covered in the model emitted 3016 megatonnes
of CO2 (MtCO2) in 1990 [78], broken down into 1510 MtCO2
from electricity generation, 784 MtCO2 for land-based trans-
port and 723 MtCO2 for heating in the residential and service
sectors. These sectors comprised 68% of the CO2 emissions in
1990 (76% in 2011), with almost all the rest coming from non-
electric demand in industry, shipping and aviation. A reduction
in emissions of 95% compared to 1990 thus corresponds to a
limit of 151 MtCO2/a for the sectors considered in the model.
The only net CO2 emissions in the model come from the con-
sumption of natural gas in open-cycle gas turbines, combined
heat and power plants and gas boilers; CO2 is also captured
from the air for methane synthesis. Gas is assumed to have
emissions of 0.19 tCO2/MWhth, so the model can consume at
most 795 TWhth/a of natural gas.
4. Results
In this section different scenarios are presented, which suc-
cessively add demand and flexibility from the transport and
heating sectors to the model to assess the benefits of sector cou-
pling. By adding flexibility in stages, it is possible to under-
stand how each flexibility option impacts and interacts with the
system, particularly with respect to wind and solar generation,
which dominate the system costs and behaviour.
A CO2 reduction of 95% compared to 1990 values is en-
forced for the sum of the sectors considered in each scenario.
To weigh the benefits of sector coupling flexibility against
the expansion of cross-border inter-connectors, for each sce-
nario different levels of transmission are examined, including
no transmission, where every country is isolated (CAPLV = 0
in equation (7)), and cost-optimal transmission expansion using
overhead lines (CAPLV = ∞).
The options activated in each scenario are summarised in
Table 3, along with the main indicators for the results: sys-
tem costs, optimal transmission volume, the CO2 shadow
price (µCO2 from equation (8)) and the average load-weighted
marginal prices (λn,t from equation (2)) of electricity and low
(L) and high (H) density space heating demand. The break-
downs of the system costs into individual technologies are plot-
ted in Figures 6 and 7.
In the following subsections the results of each scenario are
analysed in detail.
4.1. Electricity only scenario
In the Electricity scenario none of the transport or heating
demand is activated. This allows a comparison with electricity-
only scenarios in the literature, in particular with the recent re-
sults of some of the authors [13]. If no interconnecting trans-
mission is allowed, then countries must be electrically self-
sufficient at all times and balance the fluctuations of wind and
solar locally with hydro, gas and significant capacities of sta-
tionary battery and hydrogen storage. This drives up the av-
erage price of electricity to 85 AC/MWhel and favours genera-
tion from solar PV. If cost-optimal interconnecting transmission
of 201 TWkm is built, corresponding to transmission volumes
around six-and-a-half times today’s capacity of 31 TWkm, then
cheaper renewables such as onshore wind can be shared be-
tween countries, which brings down the average price by 11%
to 76 AC/MWhel. It was shown in [13] that the benefits of trans-
mission are highly non-linear: volumes of transmission inter-
connection only a few times bigger than today’s can already
lock-in many of the benefits of international integration.
4.2. Transport scenario
In the Transport scenario the electrified land transport de-
mand is added to the electricity-only demand without the poten-
tial for demand-side management or for vehicles to feed elec-
tricity back into the grid. Although the electrical demand in-
creases by 37%, the total costs increase by 41% in the case
of no transmission. This can be traced back to several effects:
the transport load profile exacerbates daytime and evening peak
loads, increasing the need for peak capacity, and the higher
overall load means that renewable sites with good load factors
are already filled to potential, so that worse sites must be ex-
ploited. The effect of the profile (high daytime demand, very
low night demand, see Figure 2) is also visible in the stronger
preference for solar PV compared to wind (see Figure 6), al-
though PV cannot meet the evening peak without storage.
4.3. Transport with Demand-Side Management from BEVs
In the Demand-Side Management (DSM) scenarios, frac-
tions of the Battery Electric Vehicles (BEVs) are allowed to
shift their charging to the times when electricity is cheapest
(which corresponds to the charging times which minimise the
total system costs), but do not discharge back into the electricity
grid. Each vehicle is assumed to make a 50 kWh battery avail-
able to their system, so that, for example, the DSM-25 scenario
corresponds to 25% of the vehicles participating in DSM, or all
vehicles participating, but only making 12.5 kWh available for
DSM.
From Figure 6 it is clear that allowing DSM significantly re-
duces the overall system costs compared to the Transport sce-
nario, with a total reduction of 14% in the DSM-100 scenario.
Much of the benefit is already accrued in the DSM-25 scenario,
which has 10% lower costs than the Transport scenario. Thus
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Electricity 3 228 179 1.27 201 357 136 85 76
Transport 3 3 322 262 1.23 267 371 145 84 74
DSM-25 3 3 25 289 233 1.24 253 345 133 84 75
DSM-50 3 3 50 283 229 1.24 248 335 130 84 75
DSM-100 3 3 100 277 224 1.24 243 324 127 84 76
V2G-25 3 3 25 25 279 228 1.23 232 348 122 83 72
V2G-50 3 3 50 50 267 219 1.22 210 345 114 82 71
V2G-100 3 3 100 100 251 207 1.21 177 342 114 83 71
FC-25 3 3 25 330 269 1.23 267 378 141 81 72
FC-50 3 3 50 343 282 1.22 267 377 132 79 69
FC-100 3 3 100 375 313 1.20 273 379 122 77 67
Heating 3 3 3 699 527 1.33 549 1184 682 118 85 153 112 161 114
Methanation 3 3 3 3 620 514 1.21 457 509 434 77 75 106 94 108 94
TES 3 3 3 3 3 612 510 1.20 458 504 422 77 75 104 92 105 92
Central 3 3 3 3 3 585 499 1.17 443 527 460 77 75 104 94 92 88
Central-TES 3 3 3 3 3 3 3 562 479 1.17 411 497 413 75 73 101 90 79 76
All-Flex 3 3 50 50 3 3 3 550 468 1.18 398 473 416 73 70 101 92 102 92
All-Flex-Central 3 3 50 50 3 3 3 3 3 504 440 1.15 359 463 407 72 69 98 91 78 78
Table 3: Definition of scenarios in terms of activated options (left); major indicators for results (right). BEV-DSM corresponds to the fraction of passenger cars
which are allowed to shift their charging to cheaper times; BEV-V2G is the fraction of passenger cars which are allowed to feed back into the grid if it is profitable.
FCEV gives the fraction of transport demand which is met by fuel cell electric vehicles. Results are reported without transmission and with optimal transmission.
only 25% of vehicles have to participate in DSM to see the ma-
jority of the system benefit.
The cost reduction is seen primarily in the reduced invest-
ment in stationary storage (both battery and hydrogen storage),
which also leads to lower efficiency losses and therefore lower
investment in renewable generators. With optimal transmission
capacity, the need for stationary batteries is entirely eliminated.
The use of DSM also favours a slightly higher solar share, be-
cause the BEV charging can easily be shifted to peak PV times.
4.4. Transport with Vehicle-To-Grid from BEVs
In the Vehicle-To-Grid (V2G) scenarios different fractions of
the BEVs are allowed to not only shift their charging time, but
also to discharge electricity back into the grid at times which
are profitable. This essentially makes battery capacity available
to the system without any additional investment (since the costs
of the vehicles are excluded from our consideration), but it is
not free, since the vehicle owners receive a payment from the
system corresponding to the price difference between the mar-
ket price at charging and discharging times.
With all vehicles participating in the V2G-100 scenario, the
total system costs are reduced a total of 22% compared to the
Transport scenario with no transmission, to a level that is just
10% above the cost of the Electricity scenario. With each in-
crease in V2G share, 25% to 50% to 100%, there is a substan-
tial cost saving, although the saving is bigger with no trans-
mission than the case with optimal transmission. V2G leads to
the complete elimination of stationary battery storage and the
successive elimination of hydrogen storage. With all vehicles
participating in V2G and optimal transmission capacity there
is no stationary storage at all; in this case there is increased
investment in solar PV and an almost complete elimination of
expensive offshore wind. The benefits of V2G are simply due
to the sheer volume of storage made available to the system:
12.3 TWh, which is 1.5 days’ worth of electricity demand. This
allows ample capacity to smooth out diurnal fluctuations, which
is reflected in the higher shares of solar PV in the energy mix.
The system benefits of V2G are also reflected in other indica-
tors. With optimal transmission the shadow price of CO2 drops
to 114 AC/tCO2 in the V2G-100 scenario, which is 16% less
than the value in the Electricity scenario. V2G also reduces
the need for interconnecting transmission, with the optimal ca-
pacity dropping to 12% below the Electricity scenario.
Such high levels of DSM and V2G may however be undesir-
able for other reasons, such as inconvenience for consumers and
the increased wear-and-tear on battery components. Although
vehicle owners are compensated both for DSM and V2G ac-
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Figure 6: Total annual system costs for the different scenarios with electricity and transport demand, with no interconnecting transmission (left) and optimal
interconnecting transmission (right). Note that costs do not include distribution network costs. ‘Hydrogen storage’ includes the costs of storage tanks, electrolysis
and fuel cells.
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Figure 7: Total annual system costs for the different scenarios with electricity, transport and heating demand, with no interconnecting transmission (left) and optimal
interconnecting transmission (right). Note that costs do not include distribution network costs.
cording to market prices, this may not be sufficient to cover
their costs. However, as these results demonstrate, there are al-
ready significant system benefits if only a fraction of vehicles
participate in DSM and V2G.
Furthermore, the way the BEV batteries are used in the
V2G scenarios does not involve the regular deep-discharge cy-
cling that tends to degrade battery performance (at least in the
country-aggregated profiles; individual consumption patterns
may lead to deeper discharging, but the consumers themselves
are responsible for this). Figure 8 shows the aggregated bat-
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Figure 8: The battery electric vehicle total state of charge in Italy for the sce-
nario V2G-50 during a sunny two-week period. The total energy capacity of all
BEVs is 1855 GWh.
tery state of charge over a two-week sunny period in Italy from
the scenario V2G-50. While charging during the midday PV
peak and discharging for the evening electricity and transport
demand peak is visible, the changes in energy are small com-
pared to the total vehicle energy capacity; in addition, the re-
quirement that the state of charge is above 75% at 5 am every
day keeps the overall level high and prevents the use of BEVs
for smoothing variable renewables over periods longer than a
day. If more than half of today’s passenger car fleet were made
redundant by shared autonomous vehicles, this picture would
change because the available battery capacity would be lower,
but such dramatic changes in consumer behaviour are consid-
ered unlikely [86].
4.5. Transport with Fuel Cell Electric Vehicles
In the Fuel Cell Electric Vehicle (FCEV) scenarios frac-
tions of the electric vehicles are replaced with vehicles that
use onboard fuel cells consuming hydrogen. Since hydrogen
is cheaper to store than electricity, the demand for hydrogen
represents a large time-shiftable demand to the system that can
be used to balance synoptic and seasonal variations in solar and
wind feed-in. On the other hand, the efficiency of the electrol-
ysis (80%) and the fuel cell conversion of hydrogen back to
electricity (58%) is much lower than for battery charging and
discharging (90% and 90% respectively).
In each of the FCEV scenarios, with the fraction of FCEVs
ranging from 25% to 100%, the total system costs are higher
than the all-electric Transport scenario, rising to 16% higher in
the FCEV-100 scenario. The higher costs are driven by higher
investment in electrolysis devices and hydrogen storage, and
more investment in wind and solar to supply the higher energy
demand. These cost increases are not offset by the lower in-
vestment in stationary battery storage. These results show that
the higher energy demand resulting from the lower round-trip
efficiency of FCEVs increases costs more than they are reduced
by the large shiftable electrolysis demand. On the positive side,
the shiftable demand decreases the average electricity price be-
low the level in any of the other transport or electricity-only
scenarios.
To the additional costs of FCEVs must also be added the
higher costs of the vehicles themselves [29] and the costs of the
hydrogen distribution system, which was calculated in Section
3.5 to be around 11 billionAC/a more for a 100% FCEV scenario
than the charging infrastructure for a 100% BEVs scenario.
These results indicate that the FCEVs are not beneficial from
a system point of view and should be restricted to applications
where the high energy density of hydrogen is required, such as
for long-range journeys or for heavy duty vehicles (e.g. haulage
trucks) on routes where electrification of roads (e.g. with over-
head pantographs) is not possible.
4.6. Heating scenario
In the Heating scenario, the heating demand is added to both
the electricity and transport demand without adding any extra
flexibility options, such as BEV DSM, V2G, thermal energy
storage (TES), power-to-gas (P2G) feeding into the natural gas
network or district heating in densely populated urban areas.
The addition of heating not only increases the energy demand
in the model (adding 3585 TWhth/a to the transport and elec-
tricity demand of 4062 TWhel/a), but it also requires new in-
frastructure to meet the heating demand. Given the 95% CO2
reduction target, much of the heating demand has to be met by
converting renewable electricity to heating, primarily using heat
pumps but also using resistive heaters (i.e. electric boilers).
With no transmission, the total system costs increase by
117% compared to the Transport scenario. Heat pumps
(air-sourced in densely-population areas, ground-sourced else-
where) make up 15% of the total costs.
In Figure 9 the heat supply for each scenario with no trans-
mission is plotted in terms of yearly energy contribution (top)
and in terms of the peak power capacity (bottom). The supply
is split between the low-density and high-density demand ar-
eas. In the Heating scenario, the heating energy provision is
dominated by heat pumps, thanks to their efficient use of elec-
tricity, but gas boilers provide the most heating power capacity
(enough to cover 58% of the peak heating demand).
This discrepancy can be explained by examining, for exam-
ple, the available electricity generation and heat supply in Ger-
many during a cold week of the year; see the lefthand plots of
Figure 10. At the start of this week it is cold, so that the heat-
ing demand is high, while the COP of heat pumps is low; at the
same time there is very little low-marginal cost wind and solar
available. As a result, the heat pumps are only used when there
is a peak of solar PV, and at other times gas boilers must step
in to provide backup energy. At these times resistive heaters
would also be too expensive because of the high price of elec-
tricity and their low efficiency compared to heat pumps.
This means that for buildings supplied by individual heating
units, a cost-effective system is for heat pumps to provide the
bulk of the yearly heating demand and for gas boilers to pro-
vide backup capacity for cold spells. This is more cost-effective
than providing all heating demand with heat pumps or resistive
heaters, since this would require a large backup OCGT fleet
13
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Figure 9: Heating total energy arriving at the heat buses (top) versus heating power capacity (bottom) for each heating scenario, split by the heating provision in
low-density areas (L) versus high-density areas (H). No electricity transmission is assumed for these results.
to meet the peak electricity demand, which is less efficient. It
does, however, require multiple heating technologies for each
building.
This reveals a significant difference between the economics
driving the electricity sector versus the heating sector: the heat-
ing demand in Europe is much more strongly and seasonally
peaked than the electricity demand (refer back to Figure 3 for
the yearly heating profile) making the balance between so-
called ‘base load’ and ‘peaking’ heat provision more skewed
in favour of peaking plant.
The heating demand is also more strongly seasonal than
the wind in Europe (which also peaks in winter) and is anti-
correlated with the seasonality of solar energy in Europe. This
mismatch helps to further explain why the total system costs of
the Heating scenario are disproportionately higher (given the
change in energy demand) than the Transport scenario.
With no transmission, the high average marginal price of sup-
plying space heating demand (153AC/MWhth in low-density and
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Figure 10: Electricity supply ignoring storage (top) and heating supply in densely-population areas (bottom) for the Heating scenario (left) and the Central-TES
scenario (right) in Germany during a week that includes the coldest days of the year. No transmission is assumed for these results.
161 AC/MWhth in high-density areas) is sufficiently high, par-
ticularly when approximate gas distribution network costs of
15AC/MWhth and/or taxes are added, to justify retrofitting build-
ings to reduce heat demand by between 70% and 80%, based on
Figure 5 and assuming similar characteristics to Germany and
Denmark. This also assumes that the marginal price remains
constant as space heating demand is reduced; this assumption
might be warranted, given that the high price is caused by the
shape of the heating profile and the technology mix, but on the
other hand the price might go down because the CO2 limit is
easier to meet with lower energy demand, thus only justifying
a slightly lower rate of demand reduction. With optimal trans-
mission, the marginal price for space heating is 28% lower, re-
sulting in a lower rate of retrofitting.
The CO2 shadow price, reflecting the marginal cost of further
reducing emissions, is high at 1184AC/tCO2 in this scenario with
no transmission. This high price is a direct reflection of the high
price paid for energy in the model (see Table 3), versus the low
fuel cost of natural gas (21.6 AC/MWhth), which thus requires
a high CO2 price to justify avoiding natural gas. As energy
becomes cheaper in the following scenarios, so the CO2 price
goes down.
As interconnecting transmission is expanded to its optimal
level, costs reduce by 25% and there is a substantial shift of
energy generation from solar PV to wind, since the synoptic
variability of wind can now be balanced in space by the grid.
The investments in stationary battery and hydrogen storage are
also significantly reduced. In the left graphic of Figure 11 the
breakdown of the system costs is plotted as the restriction on
transmission (CAPLV from equation (7)) is relaxed to its opti-
mal level. As in the Electricity scenario (see also [13]), the
cost reduction is non-linear as transmission is expanded. Thus,
despite the fact that the optimal level of transmission is very
high (173% higher than the Electricity scenario), 66% of cost
savings are already achieved with a compromise expansion of
inter-connecting capacity to 125 TWkm, which is four times
today’s net transfer capacities (NTC). The European regulator
ACER believes that today’s NTC could be doubled if conges-
tion were managed more effectively [99]; a further doubling of
cross-border capacities through grid expansion is already fore-
seen by the official planning process by 2030 [100], but not in
exactly the same places as seen in this model.
4.7. Methanation scenario
In the Methanation scenario the conversion of hydrogen to
methane is allowed, which can then be fed into the natural
gas network for use both in the heating and electricity sectors.
Since the carbon dioxide required for the methanation is cap-
tured from the air, the methanation has a low overall efficiency
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Figure 11: Total yearly system costs as a function of the allowed inter-connecting transmission capacity (CAPLV from equation (7)), assuming that transmission is
costed as overhead lines. The left graphic shows the Heating scenario and the right graphic the All-Flex-Central scenario. The right axis of each graphic marks the
optimal level of grid expansion, which is different in each scenario.
(60%), but the resulting methane is extremely valuable to meet
the peak heating demand.
Despite the costs of the methanation equipment, total system
costs reduce by 11% compared to the Heating scenario. In the
heating sector, a substitution of heat pumps with gas heating
can be observed in Figure 9. Significantly reduced CO2 prices
and average marginal prices for electricity and heating are also
seen in Table 3. Furthermore, the benefit of transmission rein-
forcement is weakened, since the methanation allows the use of
cheap gas storage to smooth synoptic and seasonal variations
of renewables. Optimal transmission reduces the total systems
costs by only 17%, compared to 25% in the Heating scenario,
and the optimal transmission volume is also lower.
The total volume of synthetic methane produced with no
transmission is 708 TWhth, compared to 795 TWhth from nat-
ural gas. With optimal transmission the volume of synthetic
methane reduces to 263 TWhth as transmission smoothes more
synoptic variations of wind.
4.8. Thermal energy storage scenario
In the Thermal Energy Storage (TES) scenario small hot wa-
ter tanks are added to the Methanation scenario with a short
time constant of τ = 3 days.
As can be seen from Figure 9, TES enables a higher share
of heating from solar thermal collectors, since the heat can be
shifted to hours of higher heat consumption. (Since most solar
thermal collectors are installed with TES already, the exclusion
of TES from the previous scenarios was somewhat contrived.)
However, the thermal losses of the TES mean that more heat
must be provided. As a result, the system costs are lowered by
just 1.3% compared to the Methanation scenario.
In total 57 million cubic metres of TES is built in this sce-
nario, averaging 0.108 cubic metres per citizen.
4.9. Central scenarios
In the Central scenario, heating demand in densely-
populated areas is served with district heating rather than in-
dividual heating units. This enables large combined heat and
power plants (CHPs) to be deployed (see Table 2) and the larger
scale of all heating units reduces costs (see Table 1). This leads
to a reduction in total costs of 6% compared to the Methana-
tion scenario, on which this scenario is based. Figure 9 shows
that CHPs do indeed take over some of the heating supply pro-
vided previously by gas boilers.
Another major advantage of district heating is seen when
Long-term TES (LTES) is allowed in the Central-TES sce-
nario. The large, well-insulated water tanks used for LTES in
the district heating network have a heat decay time constant of
τ = 180 days, which allows heat to be shifted seasonally. This
results in a higher share of solar thermal (see Figure 9), which
is used to charge the LTES in summer/autumn, and more usage
of resistive heaters when electricity prices are low. In the ar-
eas with district heating, the total volume of hot water tanks in
LTES is 3.1 billion cubic metres, averaging to 13 cubic metres
per citizen.
The LTES can then be used to supply heat during cold pe-
riods, as is shown in the example for Germany’s cold spell on
the righthand side of Figure 10. The majority of heat during the
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coldest times comes from LTES, with the remainder covered by
CHPs; gas boilers have been almost totally eliminated.
The benefit of LTES can also be seen in the drop in the aver-
age space heating price in high density areas from 92 AC/MWhth
in the Central scenario, to 79 AC/MWhth in the Central-TES
scenario.
The annualised cost of building and maintaining the district
heating network to meet its total peak load of 548 GWth is 10
billion AC/a according to our cost assumptions. However, a gas
distribution network is no longer needed in areas with high-
density heating demand, and this reduces annual costs by 20
billion AC/a, more than offsetting the cost of the district heating
network and further contributing to the attractiveness of district
heating. The cost benefits of district heating are also maintained
with optimal transmission.
4.10. Scenarios with all flexibility options
In the final scenarios All-Flex and All-Flex-Central, all flex-
ibility options are activated, including 50% BEV-DSM, 50%
BEV-V2G, methanation and TES.
The total costs in the scenario All-Flex-Central with no
transmission are 28% lower than the Heating scenario, and
17% cheaper than the Heating scenario with optimal transmis-
sion. Much of the cost reduction in the All-Flex-Central sce-
nario comes from a reduced need for stationary battery storage,
hydrogen storage and methanation, thanks to the availability
of LTES and BEV-V2G. The production of synthetic methane
drops to 475 TWh/a with no transmission and 184 TWh/a with
optimal transmission, which is around one third lower than the
values in the Methanation scenarios. The daily smoothing pro-
vided by BEV-V2G also makes a larger share of solar PV cost
efficient in the All-Flex scenarios.
The only difference between the Central-TES and All-Flex-
Central scenarios is the introduction of 50% BEV-DSM and
BEV-V2G. With no transmission, this reduces costs by 58 bil-
lion AC/a. This is almost identical to the cost reduction of 55 bil-
lion AC/a between the Transport and V2G-50 scenarios; similar
changes in technology are also seen (more solar, less electricity
storage). This is an indication that the benefits of transport flex-
ibility (largely on daily time scales) are independent from the
benefits of heating flexibility (largely on synoptic and seasonal
time scales). This effect was also seen in [93].
Transmission is still beneficial in these scenarios, but the
benefit is much weaker: the ratio of the costs with and with-
out optimal transmission drops from 1.33 in Heating to 1.15
in All-Flex-Central. All-Flex-Central with no transmission is
cheaper than Heating with optimal transmission, but All-Flex-
Central with optimal transmission is the cheapest scenario of
all.
The optimal transmission volume of 359 TWkm is also much
reduced. As can be seen from the righthand graphic in Figure
11, both the drop in system costs and the change in system com-
position as transmission is expanded are less dramatic than in
the Heating scenario in the lefthand graphic. The compromise
grid (four times today’s NTC) already captures 78% of the cost
benefit of optimal transmission. The technology choices also
remain mostly stable as the transmission volume is changed;
increases in wind energy and reductions in hydrogen storage
reflect the availability of transmission for synoptic smoothing.
This stability is also reflected in Table 3 in the barely-changing
marginal prices; the average marginal cost of heating in high
density areas in fact remains constant.
In Figure 12 the spatial distribution of primary energy con-
sumption is plotted for the All-Flex-Central scenario with and
without optimal transmission. The spatial distribution of tech-
nologies remains broadly similar; optimal transmission allows
more onshore wind to be build around the North and Baltic
Seas, while solar PV is focussed on Southern Europe. Because
export is possible with transmission, some countries, such as
Ireland, Norway and Sweden where wind resource are good,
generate more energy than they consume, while others become
net importers.
The CO2 price drops to 407 AC/tCO2 because the cost of heat-
ing is now lower compared to the fuel price. (If heating is the
cheapest place to displace CO2, the relationship between the
fuel cost ogas, CO2 price µCO2, specific emissions εgas and heat-
ing price λheat at the cheapest hour and place where gas is con-
sumed is ogas +εgas ·µCO2 = λheat using the KKT relations.) Note
that this price is high enough that other technologies for carbon
dioxide reduction that are not in the model, such as carbon cap-
ture, might be attractive before this price is reached.
Finally, the reduced marginal costs of space heating would
lead to a lower optimal level of building retrofitting than seen,
for example, in the Heating scenario. Taking account of the
cost of distribution networks and using Figure 5, a reduction in
heating demand of around 20–35% would be efficient in this
scenario. Similar levels of optimal retrofitting have also been
seen in other studies [28, 36].
4.11. Temporal scales
The time series of the states of charge of the different storage
technologies in the All-Flex-Central scenario without trans-
mission show the different temporal scales on which each stor-
age technology acts (see Figure 13). The methane storage is
depleted throughout the winter when energy demand is high-
est, then replenished throughout the summer with synthetic
methane, mirroring seasonal imbalances in demand and renew-
able supply. (It finishes the year lower than at the start to ac-
count for the depletion of natural gas reserves.) The hydrogen
storage fluctuates on shorter, synoptic time scales of 2–3 weeks,
reflecting its role in balancing wind fluctuations. When spatial
smoothing of synoptic variations is possible with the grid, in-
vestment in hydrogen storage drops. The long-term hot water
storage is dominated by a seasonal pattern similar to that for
methane storage superimposed with smaller synoptic variations
that match the variations in hydrogen storage. Not plotted are
the diurnally-varying storage technologies: the short-term hot
water storage that matches the solar thermal collectors, and sta-
tionary and vehicular battery storage which follows daily de-
mand and solar PV fluctuations (see Figure 8).
Recognising these different scales is critical to understanding
the interaction between demand and renewable generation time
series, and thus the resulting system composition.
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Figure 12: Primary energy consumption in the All-Flex-Central scenario with no transmission (left) and optimal cross-border transmission (right). Given that each
country is self-sufficient on the left, the difference in circle size on the right gives an indication of the heterogeneity of energy generation.
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Figure 13: The state of charge for a selection of storage technologies in the All-
Flex-Central scenario without transmission, aggregated over all countries, nor-
malised to the total energy capacity (141 TWh for long-term hot water, 9.4 TWh
for hydrogen, 806 TWh for methane). Since the state of charge is aggregated,
it does not necessarily drop to zero. While the other storage technologies are
cyclic over the year, the methane storage finishes the year lower than at the start
because of the depletion of natural gas reserves.
5. Discussion
5.1. Comparison of results to today’s costs
To approximate the cost of the current European energy sys-
tem, some simplifications are made: we assume an average
cost of electricity of 50 AC/MWhel, 8 AC/MWhth for solid fuels,
40 AC/MWhth for oil and 22 AC/MWhth for gas, and assume that
all non-electric heat load is met by fossil fuel boilers priced
like gas boilers, which are dimensioned to meet the peak ther-
mal load in each country. With these assumptions and energy
consumption figures from 2011 [89], costs are 158 billion AC/a
for electricity, 203 billion AC/a for fuel in the non-electric heat-
ing and transport sectors considered here and 29 billion AC/a
for the boilers, resulting in total costs of 390 billion AC/a. The
All-Flex-Central scenario with optimal transmission costs just
13% more than today’s system. Furthermore, the estimation
of today’s costs excludes the external costs due to greenhouse
gases and airborne pollution, estimated by the German Federal
Environment Agency (UBA) to be 130 billionAC in 2014 in Ger-
many alone [101]. Further analysis of the health effects of air
pollution from fossil-fuel-based energy systems can be found
in [102, 103].
Note that the capital costs for vehicles have not been included
in this calculation. Although BEVs are currently more expen-
sive than vehicles with internal combustion engines, the upfront
costs are projected to be competitive already by the late 2020s
[104].
5.2. Comparison of results to other similar studies
Studies that focus only on the electricity sector typically
find that highly renewable systems are dominated by wind,
which is most cost-effectively integrated by expanding the pan-
continental transmission network [1–5, 7]; without an expan-
sion of the transmission network, solar energy is more favoured,
and expensive electricity storage solutions are needed to bal-
ance variable renewables [10, 12–14]. The results presented in
this study still broadly support these conclusions, but the cost
benefit of transmission is weaker with sector-coupling than with
electricity alone thanks to the availability of cheap thermal stor-
age, BEV flexibility and power-to-gas facilities, which help to
replace much of the expensive stationary electricity storage.
The Smart Energy Europe study [36] uses the modelling tool
EnergyPLAN to analyse a scenario with 100% renewable en-
ergy in all sectors in Europe by the year 2050, but with Eu-
rope represented as a single node. The technology choices in
that study agree with many of the results found in the scenario
All-Flex-Central: optimal heat demand savings of 35%, 80%
electrification of private cars, heat pumps in rural areas, dis-
trict heating in urban areas and widespread use of synthetic
electrofuels. The annual system costs in that study are around
1400 billion AC/a (once the costs of vehicles have been ex-
cluded), which is around three times the costs found here. This
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discrepancy is largely due to the stricter renewable energy tar-
get and to the inclusion of aviation, shipping and non-electric
industrial demand, which greatly increases the costs through the
substitution of natural gas, oil and coal with electrofuels. The
discrepancy may also be due to a lack of investment optimisa-
tion in that study. In the present study, optimisation is used to
find the most cost-effective energy system given a fixed CO2
limit. Since [36] assumes perfect transmission within Europe,
the present study improves our understanding of the interaction
between system characteristics and cross-border transmission
bottlenecks.
In [28] a model of the German electricity and heating sectors
was optimised to meet a target of 100% renewable energy. The
cost-optimal system (‘REMax’) sees a broadly similar selection
of technologies to the present study: a mix of solar PV, wind on-
shore and offshore, CHPs, heat pumps, power-to-gas facilities
and an optimal level of space heating energy-saving of 31.8%
compared to 2010 values, which agrees with our analysis for the
All-Flex-Central scenario. The total annual system costs were
111 billion AC/a, which is within the range of our results once
the size of Germany’s energy demand in relation to Europe’s
(around one fifth) is taken into account. Nonetheless, that study
misses some of the benefits of interconnecting Germany within
the European energy system identified here.
The present study also confirms individual results of many
other studies: the higher benefit of cross-sector coupling com-
pared to cross-border coupling from the two-country study in
[37]; the system benefits of district heating [18, 92, 97, 105];
the benefits of centralised heat storage in district heating net-
works [18, 106]; the independence of the benefits of coupling
BEV-DSM to the daily cycles of solar PV versus the seasonal
storage of energy for the heating sector [93]; the importance of
modelling the temperature dependence of the heat pump COP
[91]; and the advantages of power-to-gas and methanation in
particular in highly renewable energy systems [107].
5.3. Limitations of the study
Many of the limitations of this study arise from the simpli-
fications that are necessary to optimise the model in a reason-
able amount of time, such as aggregating each country to a sin-
gle node or reducing the range of available technologies. The
impact of these simplifications on the conclusions are now as-
sessed.
Aggregating each country to a single node means that energy
distribution networks cannot be represented and that local re-
source variations are not seen. In this study the costs of district
heating and gas distribution networks have been approximated
based on their peak loads. On the electrical side, the picture
is more complicated, since there is also distributed generation
and storage that might either relieve or exacerbate the pressure
on distribution networks. Thus, although the costs of inter-
connecting transmission lines have been taken into account, in-
cluding the lengths of the inter-connectors inside each country
to reach each country’s mid-point, it has been assumed that the
transmission and distribution networks inside each country will
be reinforced to relieve any bottlenecks without attempting to
assess the additional costs. The additional costs are typically
small compared to the total generation costs (in the range of an
addition 10-15%) based on the results of other studies (see [9]
for a review). The grid costs may also be offset by the ability
to exploit good wind and solar sites better with a finer-scaled
model (see [108] for an examination of these trade-offs). More
problematic than the costs is the potential for public concerns
about overhead transmission lines to delay or block further grid
extension. The costs of ancillary services for the grid have also
not been included, since their costs are negligible compared to
the total system costs [9]. On the positive side, modelling one
node per country accurately reflects the structure of electricity
markets in those parts of Europe without zonal pricing.
Constraints in the natural gas transmission network and stor-
age infrastructure are not represented, given that gas consump-
tion in the model is significantly lower than today’s gas con-
sumption. (Natural gas consumption in the European Union
(EU) was 2890 TWh in 2015 [89] and storage capacity in the
EU was 1075 TWh in mid 2017 [109]; total yearly consumption
of gas in our model was at most 1500 TWh including synthetic
methane.)
Many conservative assumptions regarding technology
choices have been made: no biomass has been considered
for energy use, given concerns about the sustainability of
fuel crops [110] and given that sustainable second-generation
biofuels [111] will be needed for the hard-to-defossilise sectors
not considered in the model, i.e. process heat in industry and
energy-dense fuels for aviation and shipping; the potential to
use low-cost second-hand batteries from BEVs as stationary
batteries for the grid has been ignored; the use of waste heat
from methanation or other industrial processes for electrolysis,
direct air capture (DAC) or in district heating networks has
been neglected; CO2 for methanation has been conservatively
assumed to come from DAC, whereas it would be cheaper to
derive it from biogenic sources, power stations or industry;
heating directly with hydrogen [112] rather than natural gas
was not considered, since it would require a more detailed con-
sideration of changes to delivery infrastructure; carbon capture
and storage (CCS) has not been included, although the high
prices of CO2 in the model might make it an attractive option;
the exploitation of thermal stratification in water tanks, which
could improve the efficiency of TES, has been ignored; the
efficiency of the natural gas CHP could be improved by using
a combined cycle gas turbine for the CHP [113]; although
building retrofitting was analysed qualitatively, no further
energy efficiency measures were considered, even though these
might be desirable beyond the economic optimum in order
to reduce the need for energy infrastructure; other synthetic
electrofuels for transport, such as methane, dimethyl ether,
(m)ethanol or hydrocarbons produced from the Fischer-Tropf
process have not been considered, because efficiency losses in
their production will be higher than hydrogen and the analysis
will be therefore analogous; demand-side management has
only been considered for BEV and heat demand, whereas
other electric load shifting measures could further decrease the
system cost.
A more detailed subdivision of transport demand by vehi-
cle type and usage would allow a more accurate assessment
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of transport technologies, but given the uncertainty around
some of the technologies (such as electric roads, overhead pan-
tographs or the distribution of charging points), it may not
necessarily be useful. Delineation of each country’s building
stock would enable a finer analysis of the potential for building
retrofitting for energy saving, the thermal inertia of buildings,
district heating and the potential for low-temperature heating
provision [114].
Upstream emissions from manufacturing renewable genera-
tors have not been considered, although these are small (the en-
ergy required for manufacture as a fraction of lifetime energy
generation is just 2.3% for wind and 3.8% for PV [115]); on the
other hand, it was recently estimated that 12.6% of all end-use
energy worldwide is used to mine, transport and refine fossil fu-
els and uranium [116]. These concerns can be addressed once
all non-electric industrial demand is included in the model.
On the modelling side, only a single historical weather year
(2011) has been modelled with perfect foresight, which may
mean the model is over-tuned to this year and ignores the fu-
ture effects of global warming. In an upcoming paper [117]
by some of the authors, the sensitivity of the electricity-only
model from [13] to different years or multiple years was exam-
ined and found to be negligible; a similar low sensitivity to the
year was found in the sector-coupled model of most of Europe
in [52] based on 7 historical weather years. [117] also analyses
the sensitivity of the model to changing cost assumptions for
generation and storage, wherein some sensitivity is seen to the
ratio of solar PV to wind costs.
Finally the availability of the model online [47, 48] facilitates
further analysis and experimentation by other researchers.
6. Conclusions
In this paper the model PyPSA-Eur-Sec-30 has been pre-
sented. PyPSA-Eur-Sec-30 is the first open, spatially-resolved,
temporally-resolved and sector-coupled energy model covering
the whole of Europe. The coupling of the heating and trans-
port sectors to electricity in a European context enables both
the consideration of a higher share (75%) of the total final
energy usage in the model and an assessment of the benefits
of cross-border transmission versus enhanced flexibility from
sector-coupling in highly renewable scenarios.
In scenarios where CO2 emissions are reduced by 95% com-
pared to 1990 levels, the cost-optimal use of battery electric ve-
hicles, synthetic electrofuels, heat pumps, district heating and
long-term thermal energy storage removes the economic case
for almost all stationary electricity storage and can reduce to-
tal system costs by up to 28%. These flexibility options work
on different time scales (diurnal, synoptic and seasonal) to help
balance the variability of demand and that of solar and wind
generation, which provide the bulk of primary energy in these
scenarios and comprise the majority of the system costs.
The cost benefit of these flexibility options (28%) is greater
than the benefit of cross-border transmission on its own (25%).
Transmission helps to smooth renewables, particularly wind, in
space across the continent, rather than in time. However, if
used together, sector-coupling flexibility and transmission can
reduce total system costs by 37% compared to a scenario with
no inter-connection and inflexible sector-coupling. This leads
to scenarios with 95% lower emissions that are only marginally
more expensive than today’s energy system. If the damage
from greenhouse gas emissions and air pollution is taken into
account, the highly renewable systems presented here are of
considerable benefit to society compared to today’s system.
Based on the results of this study, the following policy con-
clusions can be drawn: in cost-optimal energy systems with low
emissions, wind and solar dominate primary energy generation,
while heat pumps dominate heat provision; increasing cross-
border transmission capacity by a few multiples of today’s ca-
pacity, particularly around the North and Baltic Seas, is robustly
cost-efficient across a wide range of scenarios; electrification
of transport is more cost-effective than using synthetic fuels in
transport because of efficiency losses when producing the fuels;
the algorithms for managing battery electric vehicle charging
should be exposed to dynamic electricity market prices; dis-
trict heating in high-density, urban areas with long-term ther-
mal energy storage can significantly reduce costs (as long as
it is carefully regulated in view of the potential for monopoly
exploitation); for heating individual buildings in rural areas,
heating systems with multiple technologies (heat pumps, resis-
tive heating, solar thermal collectors and backup gas boilers for
cold periods) can be efficient; converting power to hydrogen
and methane is advantageous in highly renewable systems, and
the technologies for methanation and carbon dioxide capture
should be developed further in view of this; finally, there are a
variety of different possible paths to a highly renewable energy
system, and no significant technical or economic barriers could
be identified.
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