system noise. They may need to deal with models or systems that are highly nonlinear and high dimensional. The challenge is that these problems may become too complex to solve analytically due to complexity and stochastic relations. Attempts to use analytical models for such systems usually require many simplifying assumptions. As a matter of fact, the solutions are most likely to be inferior or inadequate for implementation. In such instances, a good alternative form of modeling and analysis available to the decision-maker is simulation.
Stochastic simulation is a powerful modeling and software tool for analyzing modern complex systems, because closed-form analytical solutions generally do not exist for such problems. Simulation allows one to accurately specify a system through the use of logically complex, and often non-algebraic, variables and constraints. Detailed dynamics of complex, stochastic systems can therefore be modeled. This capability complements the inherent limitations of traditional optimization. With such modeling advantages, simulation has been commonly used in so many different application areas, from transportation to manufacturing, telecommunication, supply chain management, health care, and finance. The combination of optimization and (stochastic) simulation is perhaps the Holy Grail of operations research/management science (OR/MS); see Fu [2007] .
Examples of stochastic simulation optimization in health care include capacity planning of hospital beds and scheduling of surgical rooms/facilities. Pharmaceutical companies wish to choose the dosage level for a drug with the median aggregate response in patients. This dosage level is desirable because it achieves the positive effect of the drug while minimizing side effects. Similarly, one might wish to find the dosage level maximizing some utility function which is increasing in positive drug response and decreasing in negative drug response. Transportation systems that are commonly simulated include airspace, airports (gates, runways, baggage handling, passengers, taxi ways), rail networks, and roadway networks (urban, highway) . In manufacturing, a factory simulation is commonly used for analyzing the operations of a semiconductor fabrication (fab) facility, as well as for supply chain networks. In network management, the decision-maker wants to select the fastest path through a network subject to traffic delays by sampling travel times through it. This network might be a data network through which we would like to transmit packets of data, or a network of roads through which we would like to route vehicles. In finance, simulation is commonly used for pricing and hedging of complex "exotic" derivatives, especially those that involve multiple underlying assets and sources of stochasticity, e.g., volatility, interest rates, and defaults.
For illustrative purpose, we give two simple examples as follows. Clearly, these examples could easily be extended to more realistic systems that include many items and complicated relationships. Example 1.1 (Worker Allocation Problem). As shown in Figure 1.1, this two-node tandem queueing system includes two stages of service. Suppose there is a total of 31 workers who will be allocated to these two stages. Customers arrive at the first node and leave the system after finishing the services at both stages. The service at each stage is performed by one worker. At least one worker must be allocated to each stage. When multiple workers are available in one stage, the services for multiple customers are performed in parallel and independently, i.e., the service of one customer will not become faster even if there are more workers than customers in a stage. However, customers have to wait if all workers in that stage are all busy. Further, the workers assigned to one stage cannot help service at the other stage due to the training and safety requirement. The time to perform the service at stage 1 by one worker is uniformly distributed between 1 to 39 minutes, and the service time at stage 2 is uniformly distributed between 5 and 45 minutes. Customers arrive independently and the interarrival times between two customers are exponentially distributed with a rate of 1 customer per minute. To make customers happy, the manager of this service line wants the total time that a customer spends in the system to be as short as possible. A design question is how we should allocate these 11 workers so that the average total time in system (also called system time) is minimized.
Denote C 1 and C 2 as the numbers of workers allocated to nodes 1 and 2. Thus C 1 + C 2 = 31, C 1 ≥ 1, and C 2 ≥ 1. There are 30 alternative combinations of (C 1 , C 2 ). We want to choose the best alternative of (C 1 , C 2 ) so that the average system for the first 100 customers is minimized. Since there is no closed-form analytical solution for the estimation of the system time, stochastic simulation must be performed.
Consider another scenario where we allocate at least 11 workers to each stage, i.e., C 1 ≥ 11, and C 2 ≥ 11. Then the number of alternative combinations of (C 1 , C 2 ) is only 10. However we still have the same question of finding the best design even though the number of alternatives is smaller. #
Example 1.2 ((s, S) Inventory Control Problem).
The second example is an (s, S) inventory policy problem based on the example given in Section 1.5.1 of Law and Kelton [2000] . Recall that under an (s, S) inventory control policy, when the inventory position (which includes inventory on hand and pipeline inventory) falls below s at an order decision point (discrete points in time in a periodic review setting and any point in time in a continuous review setting), then an order is placed in the amount that would bring the inventory position up to S. In this example, the system involves a single item under periodic review, full backlogging, and random lead times (uniformly distributed between 0.5 and 1.0 period), with costs for ordering (including a fixed set-up cost of $32 per order and an incremental cost of $3 per item), on-hand inventory ($1 per item per period), and backlogging (fixed shortage cost of $5 per item per period). The times between demands are i.i.d. exponential random variables with a mean of 0.1 period. The sizes of demands are i.i.d. random variables taking values 1, 2, 3, and 4, with probability 1/6, 1/3, 1/3, and 1/6, respectively.
The usual performance measure of interest involves costs assessed for excess inventory, inventory shortages, and item ordering. Alternatively, the problem can be formulated with costs on excess inventory and item ordering, subject to a service level constraint involving inventory shortages. Even for a problem as simple as this one, there is no closed-form expression to illustrate the inventory cost. Stochastic simulation is performed to estimate the costs. A decision-maker wants to find the optimal values of (s, S) in order to minimize the inventory cost. #
In most cases, the predominant use of simulation is for performance evaluation, where common performance measures involve averages and probabilities of delays, cycle times, throughput, and cost. A typical simulation optimization framework consists of three levels of operations depicted in Figure core of the framework and serves as the role of performance evaluator. For each alternative configuration of the decision variables, multiple simulation replications (or samples) must be performed in order to capture the property of randomness and obtain a statistical estimate. This constitutes the stochastic simulator which consists of a loop of multiple replications of the simulation model. The highest level is the optimization or search engine which may iteratively search the design space to find the best configuration of decision variables, where the stochastic simulator is applied to evaluate different candidate alternatives. These concepts will be further illustrated in the next section after we define our variables and problem.
While the advance of new technology has dramatically increased computational power, efficiency is still a big concern when using simulation for stochastic optimization problems. There are two important issues in dealing with the efficiency concern: i) at the level of stochastic simulator, a large number of simulation replications must be performed in order to capture randomness and obtain a sound statistical estimate at a specified level of confidence; and ii) at the level of optimization, many design alternatives must be well evaluated via stochastic simulation in order to determine the best design or to iteratively converge to the optimal design. Coupling these two issues together, the total computation cost grows very quickly. This becomes especially pronounced when the cost of simulation is not cheap. For example, one simulation replication of a complex semiconductor fab for a month of operations might take as long to run as solving a very large linear programming problem. There could easily be millions of random variates generated in the simulation, in which case one simulation replication can take minutes or hours to finish. A good evaluation of a single alternative design involving a large number of replications will then take hours or days to complete. If the number of design alternatives is large, the total simulation cost can be prohibitively expensive. A decision-maker is forced to compromise on simulation accuracy, modeling accuracy, and the optimality of the selected design. It is not surprising that in several industry applications, the stochastic nature of the problem is ignored or overlooked. With the presence of stochastic noise, a search technique may be STOCHASTIC SIMULATION OPTIMIZATION -An Optimal Computing Budget Allocation © World Scientific Publishing Co. Pte. Ltd. http://www.worldscibooks.com/engineering/7437.html misguided so that a system that seems "best" may not be the "true best". Hence an effective method to run the simulation efficiently is strongly desired.
Problem Definition
The setting is the general optimization problem which is to find a configuration, or design that minimizes the objective function: min
where θ is a p-dimensional vector of all the decision variables, commonly represented by x in mathematical programming, and Θ is the feasible region. If the objective function J(θ) is linear in θ and Θ can be expressed as a set of linear equations in θ, then we have a linear program, or mixed integer linear program if part of the Θ space involves an integer (e.g., {0, 1} binary) constraint. Similarly, if J(θ) is convex in θ and Θ is a convex set, then we have a convex optimization problem. In general, Θ can be continuous, discrete, combinatorial, or even symbolic. Θ may be small or arbitrarily huge, well-structured or structureless. If J(θ) can be evaluated in closed form and the solution can be found by solving analytically the necessary and/or sufficient conditions for the optimum, then no further discussions are needed. In the real world, unfortunately, many problems do not fall in this class. The setting in stochastic simulation optimization, however, presumes that we have little knowledge on the structure of J and moreover that J cannot be obtained directly, but rather is an expectation of another quantity L(θ, ω), to which we have access, i.e.,
2) where ω comprises the randomness (or uncertainty) in the system and L(θ, ω) is available only in the form of a complex calculation via simulation. The system constraints are implicitly involved in the simulation process, and so are not shown in Equation (1.2).
In our setting, a sample of ω represents a sample path or simulation replication, and L(θ, ω) is a sample performance estimate obtained from the output of the simulation replication. For example, L(θ, ω) can be the number of customers who waited more than a certain amount of time in a queueing system, or average costs in an inventory control system, or the profit and loss distribution in an investment portfolio or risk management strategy. Most performance measures of interest can be put into this general form, including probabilities by using indicator functions and variances by estimating the second moments.
In the worker allocation problem given in Section 1.1, θ is one alternative of (C 1 , C 2 ), and Θ is the set collecting all possible (C 1 , C 2 ), i.e., {(C 1 , C 2 )|C 1 + C 2 = 11, both C 1 and C 2 are integers and ≥ 1}. ω comprises the randomness including customer arrivals and services. L(θ, ω) is an estimation of the average system time for the first 100 customers from one simulation run given a selection of (C 1 , C 2 ). Our goal is to choose the best combination of (C 1 , C 2 ), so that the expected average system time for the first 100 customers, i.e., J(θ), is minimized.
Similarly, in the inventory control problem, θ is one possible selection of (s, S) values, and Θ is the set collecting all possible (s, S). ω comprises the demand randomness including when the demands occur and their sizes. L(θ, ω) is an estimation of the inventory cost during a designated period from one simulation run given a selection of (s, S). Our goal is to choose the best combination of (s, S), so that J(θ), the expected inventory cost, is minimized.
Multiple simulation replications must be performed in order to have a good estimate of E [L(θ, ω)] . Let N be the number of simulation samples (replications) and ω j be the j-th sample of the randomness ω. Thus, L(θ, ω j ) is the performance estimate obtained from the output of the simulation replication j. The standard approach is to estimate E[L(θ i , ω)] by the sample mean performance measurē
As N increases,J(θ) becomes a better estimate of E [L(θ, ω) ]. Under some mild conditions,J(θ) → E [L(θ, ω) ] as N → ∞. With the notations and formulation, the stochastic simulation optimization framework previously given in Figure 1 .2 becomes clearer as shown in Figure 1 .3. As discussed earlier, two primary efficiency concerns in stochastic simulation optimization are: i) N must be large if we want to have a sound estimate of E [L(θ, ω) ], which has an ultimate impact on the final solution that the optimization or search engine can find; and ii) J(θ) must be evaluated for many different θ in order to find the best θ.
It is a good idea to clarify some key terminologies used in the book. In the literature, there is a wide variety of terms used in referring to the inputs and outputs of a simulation optimization problem. Inputs are called (controllable) parameter settings, values, (decision) variables, (proposed) solutions, candidates, designs, alternatives, options, configurations, systems, or factors (in design of experiments terminology). Outputs are called performance measures, criteria, or responses (in design of experiments terminology). Some of the outputs are used to form an objective function, and there is a constraint set on the inputs. Following engineering design common usage, we will use the terms "design" and "objective function" in most of this book, with the latter comprised of performance measures estimated from simulation (consistent with discrete-event simulation common usage). A "design", which is a particular setting of the variables (θ), can be interchangeably called an "alternative". Θ is called the search space or design space. In stochastic simulation, the replications of different random realizations can also be called samples, runs, or observations. Thus, if we have generated N samples of the randomness (i. e., ω 1 , ω 2 , . . . , ω N ) and conduct the corresponding stochastic simulations to obtain N simulation outputs (i. e., L(θ, ω 1 ),  L(θ, ω 2 ), . . . , L(θ, ω N ) ), then we may call them as N replications, N runs, or N samples.
Classification
Various methodologies have been developed for simulation optimization problems according to the sizes of design space (i.e., Θ). When the size of Θ is small, exhaustive enumeration is possible, but when the size is large, search algorithms need to be employed to explore the design space. These two types of problems are further discussed as follows.
Design space is small
The case of Θ being small implies that the design space is discrete and finite. In this case it is possible to simulate all candidate designs. Example 1.1 belongs to this category since it has 10 discrete designs. Example 1.2 can belong to this category if the decision-maker has only a small number of choices on the values of (s, S). Here is an example of 10 alternative inventory policies which are defined by the parameters (s 1 , s 2 , . . . , s 10 ) = (20, 20, 20, 40, 40, 40, 60, 60, 60, 80) and (S 1 , S 2 , . . . , S 10 ) = (30, 40, 50, 50, 60, 70, 70, 80, 90, 90) , respectively.
In this category, enumeration can be used in principle to find the optimum. We can simply pick the best among a fixed set of designs, after all designs are simulated. However, unlike in deterministic optimization, "once" is not enough since the objective function estimate is noisy in the stochastic simulation setting. Hence the main question is how to conduct multiple simulation replications effectively for all designs in order to determine the optimum. This falls into the statistical ranking and selection literature (see, e.g., Bechhofer et al. [1995] ).
In the context of simulation optimization, the difficulty of the search has been removed, so the focus is on efficiently allocating simulation replications among the alternative designs. This will be extensively discussed in Chapter 2. Among the simulation allocation approaches, Optimal Computing Budget Allocation (OCBA) schemes have been developed to significantly enhance the simulation efficiency by smartly allocating the computing budget among the compared designs [Chen, 1996; Chen et al., 2000 Chen et al., , 2008 . Further details will be presented in Chapters 3 and 4.
Design space is large
When Θ is large, enumeration becomes too expensive to conduct. In Example 1.2, suppose we have 1000 alternative options of s, and another 1000 alternative options of S. Then we have a total of one million alternative inventory policies for comparison in order to find the best design. Simulating all of the 1,000,000 alternative designs becomes infeasible. Some sorts of search like the ones in deterministic optimization must be applied to avoid simulating all the designs while ensuring a high chance of finding the best or a good design. Some approaches towards simulation optimization in this category include the following:
Model-based approaches. Implicitly we assume there is an underlining response function for J(θ). Iterative algorithms using statistical methods search the design space to improve upon the candidate design. There is also a non-sequential metamodel version (cf. Barton and Meckesheimer [2006] ; Kleijnen [2008] ). Some approaches utilize the gradient of the performance measure with respect to the parameters to help the search. The gradient-based approaches mimic gradient methods in deterministic (nonlinear) optimization to carry out local search. Unlike the deterministic counterpart, gradient estimation in stochastic simulation can be quite challenging due to the noisy output of stochastic simulation. There are two major types of methods for gradient estimation: i) One is the finite difference approach which estimates a derivative by simulating two different but very close design points. The difference of their objective function estimates is taken to estimate the derivative. One more efficient scheme is the simultaneous perturbation stochastic approximation introduced by Spall [1992] , requiring only two points of simulations per gradient estimate, regardless of the dimension of the vector. The finitedifference approaches could be called "black box" methods, since no knowledge of the simulation model is used; ii) The second type of methods is the direct approaches. In the simulation setting, more is known about the underlying system, for example, distributions that generate input random variables. This allows for the implementation of more efficient direct methods to estimate the gradient. Methods for direct stochastic gradient estimation include perturbation analysis [Fu and Hu, 1997; Glasserman, 1991; Ho and Cao, 1991] , the likelihood ratio/score function method [Rubinstein and Shapiro, 1993] , and weak derivatives [Pflug, 1996] . For a more detailed overview on these methods, the reader is referred to Fu [2006] .
Metaheuristics. Opposed to model-based approaches, this approach does not need the assumption of an underlining function, and is generally a gradient-free approach. This includes approaches such as genetic algorithms, evolutionary algorithms, simulated annealing, tabu search, scatter search, cross entropy, nested partition, particle swarm optimization, ant colony optimization, and other iterative and population-based algorithms from deterministic (nonlinear) optimization. Most of these metaheuristics start with an initial population of design(s). Then elite design(s) is(are) selected from this population of designs in order to generate a better population from iteration to iteration in the search process. The main differences between these approaches lie on how the new generation of designs are created, and how the elite designs are selected.
This book focuses on metaheuristics approaches, in which simulation plays a role of performance evaluation while the design space is explored and searched in the "optimization" phases as shown in Figures 1.2 and 1.3 . Most search methods utilize the obtained information from the simulated designs to iteratively determine the search direction for the next step and hopefully will converge to the optimal design. The challenge is that at each iteration, many designs must be accurately simulated in order to obtain the guiding information for subsequent iterations, which can be very time consuming for stochastic problems. We will address this issue in Chapter 7.
Summary
In summary, the requirement of multiple replications for each design alternative is a critical concern for efficiency of stochastic simulation optimization. This concern becomes especially pronounced when the cost of simulation or sampling is not cheap. This book tries to answer the question "what is an optimal (or the most efficient) way to conduct all the simulations in order to find a good or optimal solution (design)?" The goal is to minimize the total simulation budget while achieving a desired optimality level.
