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We elaborate and illustrate with particular examples two new concepts, the 
product transformation and the commutation matrix, introduced by the present 
author and Jagannathan [l] in their contribution to the “Proceeding of the 
International Conference on Numerical Analysis,” held at Dublin in August 
1974. To appreciate these concepts it is necessary to recall that the L-matrix 
theory developed by the author [2] in a series of contributions to this journal 
dealt with the structure of: 
(1) matrices obeying the commutation relation, 
AB = -BtZ (A2 = Ba = I), (1) 
which in lowest order are of dimension 2 x 2, I being the unit matrix; 
(2) the structure of matrices obeying the generalized commutation 
relation, 
AB = wBA, A” = B”’ = I, (2) 
where w is the primitive mth root of unity and the matrices in the lowest order 
are of dimension m x m; 
(3) matrices of higher dimension mn x mn, which are obtained by a 
u-operation [2] on the m x m matrices. 
This study led in a natural manner to the fundamental matrix decomposition 
theorem: 
N-l 
M = c akl BkC1, (3) 
k.1 
where M is an arbitrary N x N matrix and B and C are the N x N matrices, 
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satisfying the commutation relation, 
CB = w(N) BC, d(N) = 1. (5) 
The method of identifying the coefficients akl has been described in an 
earlier paper by the present author [3] and in [l]. 
The question arises: If N = mn, can we use as base matrices those which 
obey the “ordered” commutation relation, 
cYj9j = w(m) %Pj, i<j= 1,2 ,..., 2n, (6) 
where the gj’s are of dimension mn x mn obtained from the m x m matrices 
by a u-operation ? 
In such a case, it was shown in [I] that the matrix M can be explanded as a 
linear combination of all possible products of all possible powers (a.p.p. of 
a.p.p) of the 2n matrices 64, 9a ,..., LZzn as follows: 
m-i 
(i = 1, 2 ,..., 2n). 
The identification of the coefficients akl is easy when we have only two base 
matrices, but this becomes complicated in the general case. However, by 
choosing an alternative base of 2n matrices, known as the “helicity” matrices, 
we can identify the coefficients readily. For this purpose, we define a product 
transformation: 
2 ’ = cpllg% 
1 1 2 “. %F” 
(8) 
The product transformation is characterized by the U-matrix, the elements 
of which are the integer exponents in the transformation. 
It is clear that the 9:‘s obey the relaxed commutation relation: 
qY*’ = clJ$9* ‘9*‘. (9) 
The matrix T’ thus defines the commutation matrix of the set 6pi’. We im- 
mediately notice that it is not necessary to choose Zi, Zj to obey the preferred 
or canonical commutation relation (6) but can be assumed to obey a corresponding 
relaxed commutation relation: 
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The T matrix and T’ matrix are connected by the relation: 
T’ = UTB, (11) 
where U is the transpose of the matrix U. 
It is obvious that U should be an integer matrix and T is an integer antisym- 
metric matrix and the transformation (11) preserves the integer and antisym- 
metric character. If the 2n matrices are mutually w commuting or form a 
canonical set, the T matrix takes the canonical form 
Tc=[;; I;: -il/. (12) 
If, on the other hand, we choose the 2n matrices to be 71 sets of “helicity” 
matrices defined earlier by the author: 
z1 = Hll, z2 = H12; cY2 = Hzl, -u; = Hp2; 
(13) 
then T takes the form 
TH = 
0 1 
--I 0 
0 1 
-1 0 
0 1 
-1 f 
I 
L 
In fact, helicity matrices are defined by TH . 
The U-matrix which takes TH to T, can be identified to be 
1 0 
0 1 
11. 
-1 1 0 * 
Q= 
11 .*. -1 0 
,-1 1 . -. 0 1. 
(14) 
(15) 
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T, = ST,&. W 
We observe that the 2n x 2n matrix has as its building blocks the 2 x 2 matrices 
1 0 1 0 1 I and [ -1 1 1 ’  
Noticing that, if V, is any nonsingular integer matrix, 
(17) 
we can write 
where 
V, being repeated n times on the diagonal. Actually, the V, matrices on the 
diagonal need not be identical; they should be integer matrices with 
determinant 2. 
If we write V&k) with Vz’s having the determinent K, a positive integer 
less than m, then it follows that 
w = @V‘m (21) 
is the matrix which transforms TH to kT, . 
This implies that kT, is the commutation matrix corresponding to the 
commutation coefficient wk. Thus, the elements of e(k) determine the product 
transformation which defines the set of matrices with mutual OJ~ commutation 
relations. 
This result clearly demonstrates the significance and utility of the product 
transformation and the commutation matrix. 
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