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Introduction
Due to the vulnerability and sensitivity of the ecological environment in high-altitude areas, it can be easily destroyed by engineering construction or other human activities compared to normal areas. Moreover, the ecological recovery ability of such areas is relatively weak and the recovery cycle is long. However, during the highways construction and operation process, the surrounding environment will be affected (Tu, 2016) . For example, vehicle emission will cause the reduction of the surrounding vegetation coverage, which may further lead to soil degradation. In addition, the related indexes used to characterize the ecological environment of the highway domain are uncertain due to the particularity of the region and the data is usually classified. Therefore, it is essential to explore a certain algorithm that can be used to estimate and predict the environmental influence of highway on the surrounding environment in order to better reveal the environment change in road domain and to keep the sustainable development of the ecological environment in high-altitude areas. About vegetation indexes there are different kinds of vegetation indices that are commonly used, including Normalized Difference Vegetation Index (NDVI), ratio vegetation index, difference vegetation index, vertical vegetation index, environmental vegetation index and so on. Within which the NDVI is the most commonly used index in vegetation research due to its advantages of detecting vegetation growth state, vegetation coverage and eliminating partial radiation errors. It is the best indicator of plant growth state and vegetation spatial distribution density, and can reflect the influence of plant canopy. Therefore, NDVI is selected to characterize the vegetation environment around the highway region in this study.
As for the research methods, five traditional prediction methods were used in previous research including empirical prediction method, trend extrapolation method, regression prediction method (Abutaqiya et al., 2019; Zhu et al., 2019) , time series prediction method (Yang and Chen, 2019 ; Moews et al., 2019; Zhang et al., 2019) , and gray prediction (Guo et al., 2019; Lin et al., 2018; Zhao and Zhou, 2018) . The above five methods are more inclined to capture the data distribution characteristics through simple mathematical model. For instance, the regression prediction method and the gray theory fit more to the linear distributed data. Such prediction methods can not describe the characteristics of more complex nonlinear distributed data and can not reflect the accurate change of the dataset. On the other hand, with the continuous development of scientific information technology and the application of big data analysis, artificial intelligence prediction methods were used in environment-related research. For example, neural network (Chen, 2018; Leng et al., 2017) , fuzzy logic (Xu et al., 2017) and multiple combination prediction methods (Mishra et al., 2015; Feng et al., 2015;  Perez and Gramsch, 2016; Sun et al., 2013) were used to predict the concentration of PM2.5. In recent years, different machine learning models are introduced to predict wind, electricity, solar, coal and other resources. Cocchi et al. (2017) applied the time series analysis method, S-ARIMA, S-ARIMAX, extreme learning machine, support vector machine (SVR) and other methods in renewable energy market price bidding. It turned out that the accuracy of Support Vector Machines is superior to other methods. Liu et al. (2018) used wavelet decomposition, empirical mode decomposition and extreme learning machine methods to predict wind speed multi-step. predicted energy consumption based on grey prediction theory and support vector machine that optimize through extreme learning machine. The results showed that the combination of SVR and ELM is more effective than single prediction method. Yi et al. (2019) applied the extreme learning machine to predict the growth of algae in the river. It was concluded that the ELM model had better prediction and generalization performance than the traditional BP neural network and adaptive neuro-fuzzy inference system. Fijani et al. (2019) employed a two-layer analysis method combined with a hybrid model formed by an extreme learning machine to monitor and predict the relevant quality parameters of water in the environment. By using the mixed model analysis, it was found that the results were more accurate than the single model in the prediction of results. Kisi et al. (2018) utilized the new wavelet combination model to establish a reference evaporation prediction model by comparing the wavelet extreme learning machine with the neural network. It was found that wavelet connection models usually had better precision than a single model, while WELM model was more suitable for predicting daily evaporation.
With the economic and infrastructure development in recent years, the demand for highway infrastructure in high-altitude areas is increasing. However, related research methods less attention were paid on the prediction of environmental indicators in highway regions. Considering the vulnerability and sensitivity of the ecological environment in high-altitude areas, it is important to explore the environmental influence of highway construction and operation in such areas. At the same time, it is necessary to discuss which machine learning method can be applied to the road domain NDVI value in high-altitude areas. In addition to, the diversity and uncertainty of the factors affecting the road ecology asks for prediction models with higher ability and accuracy. Considering the characteristics of the discrete-distributed data, ELM, wavelet neural network, BP neural network and cubic smoothing index are considered to predict the NDVI along road domain. There methods are suitable for capturing the nonlinear characteristics and have good global learning ability. In this paper, spatial analysis of the NDVI along National Highway G214 were conducted using GIS. The extreme learning model, wavelet neural network, BP neural network and cubic smoothing index were applied to predict the vegetation index of high-altitude highway roads. This research explored the possibility of using machine learning method in exploring the ecological environmental impact of the road in the high-altitude areas. The results would help improve the sustainable development of the ecological environment in highaltitude areas.
Materials
In order to study and forecast the normalized difference vegetation index of highway in high-altitude region by using machine learning algorithm, G214 highway of Xi'ning City, Qinghai Province of China is selected for research and analysis. In this paper, we apply ArcGIS and ENVI tools to process and analyze the remote sensing image data in the research areas (101°20′~101°57′E; 36°55′~36°65′N). Remote sensing (RS) technology can quickly obtain the regional multi-factor surface information, and through combining the spatial analysis technology of GIS, can quickly get the required information for the target areas. On the satellite selection, the Landsat-8 satellite was chosen. The Landsat-8 satellite was launched on February 11, 2013 and is a follow-on satellite to the Landsat series of US terrestrial satellites. It is equipped with land imager (OLI) and thermal infrared sensor (TIRS). It has important applications in many fields, such as natural resource protection, energy exploration, environmental management, natural disaster monitoring and so on.
The starting point of the research data extraction is G214 Pengjiazhai Town, and the end point is the Riyue Tibetan Township. In order to reflect the particularity of the road environment indicators, the research range is divided into three sections, specifically Pengjiazhai Town~Dayagen; Dayagen~Dongxia Township; Dongxia Township~Riyue Tibetan Township, as shown in Figure 1 . After the remote sensing image is processed by ArcGIS and ENVI, the image is clipped by ENVI. The main purpose is to eliminate unnecessary research areas. The range of the research road domain is 400 m on each side of the road of the G214 median line. The vector polygon of the study areas uses ArcGIS to analyze the spatial buffer of the road center line data, and the buffer radius is 400 m. Then the image clipping operation of ENVI software is used to obtain the image data of the research areas. The cropped remote sensing image is shown in Figure 2 . As for the research indicator of vegetation index, also known as spectral vegetation index, refers to the multi-spectral data obtained from remote sensing sensors, which are composed of linear and nonlinear combinations of various values that have certain indicative significance to vegetation (Wang, 2015) . Because of the strong absorption of blue and red lights radiation by plant leaf tissue, but the strong reflection of near infrared radiation, the near infrared reflection increases with the increase of vegetation. Therefore, the linear or non-linear combination of red band and near infrared band is usually used to characterize the quantity distribution and quality of surface vegetation. This paper studies the vegetation coverage information by extracting NDVI to characterize the ecological environment in the G214 research areas.
As a remote sensing index reflecting the status of land cover vegetation, NDVI is defined as the quotient of the difference between the reflectivity of the near infrared band and the red band. The formula for calculating the difference between the reflectivity of the near infrared band and the red band is as follows: In the formula: Band4 and Band5 are the fourth (red) band luminance value and the fifth (near infrared) band luminance value of Landsat-8 remote sensing satellite OLI image, respectively. The calculation process is accomplished by ENVI remote sensing image processing software, and the NDVI is calculated by reflectivity image.
Specific Landsat-8 remote sensing satellite data selection from 2013~2018, according to the quarterly selection of one to two small cloud cover, small interference factors of Landsat8 remote sensing satellite map to establish a buffer radius of 400 m range of data extraction. The extracted data are shown in Tables 1-3. 
It can be known from the above tables that normalized difference vegetation index is extracted according to the range of road domain segments, and the results of NDVI extraction are limited to [-1,1], which avoids the inconvenience caused by too large or too small data. The negative value indicates that the surface cover is cloud, water, snow and so on, reflecting the height of visible light; zero means there are rocks or bare soil, Band4 and Band5 are approximately equal; positive value indicates vegetation cover, which increases with the increase of coverage. In general, there is a strong positive correlation between vegetation index and vegetation coverage. The higher the positive value of NDVI, the higher the vegetation coverage rate is, and the better the corresponding ecological background environmental quality is. In this study, taking the remote sensing satellite map of June in the second quarter of 2013 as an example, NDVI data extracted from ArcGIS are used to show the results of the data. Just showing in Figure 3 of (a) is Pengjiazhai Town to Dayagen; (b) is Dayagen to Dongxia Township; (c) is Dongxia Township to Riyue Tibetan Township. 
Figure 3. (a) is NDVI value of Pengjiazhai Town to Dayagen; (b) is Dayagen to Dongxia Township; (c) is Dongxia Township to Riyue Tibetan Township

Four types of methods
ELM
ELM is a new training algorithm for single hidden layer feed forward networks, (SLFNs) (Huang et al., 2006) . Before the training begins, ELM algorithm selects the excitation function of hidden layer, and randomly selects the number of hidden layer nodes in the network, and inputs the weights. Let N different random data sample data are
Single hidden layer number is L, and the excitation function ) (x g that standard SLFNs model just show as:
In the formula: ) (x g contains L hidden layer nodes. Its standard SLFNs can approach L training sample data infinitely, and there exists β, i a and j x can make it possible to build a formula like this.
Then we can set up the following extreme learning machines:
The above formula is transformed to form the following matrix: as the output vector of the associated i hidden layer node, Line j represents the implicit layer output vector associated with the input. In the formula:
Training SLFNs is equivalent to finding out least square solution of β for the T β H = just like this:
And the Moore-Penrose generalized inverse matrix of the hidden layer output matrix + H can be expressed as follows:
The solution is used as the weight parameter on the right side of the network. Overcoming the traditional artificial neural network prediction network prediction model some disadvantages such as the training time is long, and it is easy to produce over-fitting. The method mainly includes input layer, hidden layer and output layer, so when we are doing algorithmic calculations, it only needs to determine the number of neurons in the hidden layer to carry out the next operation, which overcomes the difficulty of determining multiple computational parameters and the complicated programming process of the traditional neural network system.
Wavelet neural network
Wavelet neural network (WNN) is a new type of neural network based on wavelet theory (Nian et al., 2001) , which replaces the usual linear or nonlinear excitation function with wavelet basis which can scale and translate. The time-frequency local characteristic of wavelet transform is combined with the self-learning of neural network. Compared with the standard neural network, the structure of wavelet transform is simpler, the convergence is faster, and the blindness is effectively avoided.
In WNN, the number of input layer nodes, hidden layer wavelet elements and output layer nodes are M; J; N; respectively. The expansion coefficient of the j-th wavelet http://www.aloki.hu • The input of the j-th wavelet element of the hidden layer is:
The output of the j-th wavelet element is as follows:
The output layer's n-th node outputs as follows: , jn ω to optimized and selected. WNN has the advantage of faster convergence than the forward neural network. Firstly, the basic elements and the whole structure of the WNN are determined according to the wavelet analysis theory, which can avoid the blindness in the design of the structure such as BP neural network. Secondly, WNN has stronger learning ability and higher precision.
BP neural network
BP neural network is a multi-layer feedforward neural network trained according to the error reverse propagation algorithm. It was proposed by scientists led by Rumelhart and Mc Clelland in 1986 (Rumelhart et al., 1986) . As one of the widely used prediction models, BP neural network is also called back propagation neural network. Its main model structure is composed of input layer, hidden layer and output layer. The number of hidden layers can be adjusted according to the actual needs. One or more layers can be used to realize all connections between the neurons between the adjacent upper and http://www.aloki.hu • 
Cubic smoothing exponential model
Exponential smoothing method is proposed by Brown (2013) . Brown thinks that the situation of time series is stable or regular, so the time series can be postponed reasonably. He believes that the recent past situation, to a certain extent, will continue into the future, thus putting a greater weight on the recent data. In the calculation of exponential smoothing method, the key is the value of α, but the value of α is easy to be subject to subjective influence, so how to reasonably determine the value of α is very important. Generally speaking, if the data fluctuates greatly, the value of α should be larger. It can increase the impact of recent data on the prediction results. If the data fluctuates steadily, the α value should be smaller. When the time series fluctuates, but the long-term trend changes little, we can choose a slightly larger α value, which is usually between 0.1~0.4. When the time series fluctuates greatly, the long-term trend changes greatly. In order to make the prediction model more sensitive and keep up with the change of data, it is advisable to choose a larger α value when the trend is obvious and rapid rise or fall, for example, the value can be chosen between 0.6~0.8, so as to make the prediction model more sensitive and able to keep up with the change of the data. The trial algorithm is usually used to determine the α value in the model. First of all, according to the specific time series analysis, referring to the empirical judgment method, to roughly determine the rated value range, and then take different α value for trial calculation, compare the prediction standard error under different α value. The minimum error α of prediction standard is chosen as the reasonable smoothing coefficient of the model. The basic formula for calculating the smoothing index is as follows.
In the formula, t X is the actual value of period t , t Y is the predicted value of phase t ; α is an exponential smoothing coefficient.
The formula for calculating the cubic smoothing index is:
When the forecast period is T year and the base year is the t year. The prediction model of t T Y + cubic exponential smoothing method is as follows:
In the formula are the smoothing factor. The cubic smoothing index prediction model, it has the advantage of requiring a small amount of data to predict the desired results, and its main theoretical basis is a kind of time developed on the basis of moving average method. The method of inter-sequence analysis and prediction is compatible with the whole average and moving average without abandoning the data of the past.
Optimum architecture of model (1) ELM model
Considering the output of ELM is influenced by weight and matrix, the prediction results are fluctuating. In order to make the prediction result more accurate, it is necessary to determine the optimal number of hidden layer nodes and neurons. Therefore, the normal mean square error (NMSE) is used as the criterion to select the optimal number of nodes and the number of neurons. When the smaller the value of NMSE, the higher the prediction accuracy of the model. Therefore, the ELM model need to determine number of neurons and input nodes to construct model. By repeated tests the trail number of neurons and the number of input nodes were 5; 10; 15; 20; 25; 30 and 2; 3; 4; 5; 6; 7; 8, respectively. The NMSE values of the output results of each experiment are calculated to compare the parameters, so as to obtain the most suitable number of neurons and input nodes. Its mathematical expression is: According to Table 4 , when the number of neurons is 25 and the number of input nodes is 6, the NMSE value can reach the minimum, which indicates that the prediction precision of ELM model is the best.
(2) WNN model
In the process of WNN training, the number of hidden layers and the number of iterations are mainly constructed. The standard variance is used as the evaluation index to determine the number of the best hidden layers and the number of iterations, and the predicted value is compared with the actual standard variance. When the error between the two is the smallest, the prediction model is the best. The number of neurons used in this paper by the actual tests chose 5; 10; 15; 20; 25; 30, and the number of iterations is 10; 30; 50; 70; 90 just showing in Table 5 .
Through the experiments showing in Table 5 , we can see that when the number of neurons is 10 and the number of iterations is 50, the WNN can achieve the best prediction effect. 
(3) BP neural network
In the research process of this paper, when the double hidden layers algorithm model is constructed, the key parameters of the model need to determine the learning rate parameters, the number of training times, and the number of neurons in the double hidden layer. By repeating the test when the test parameters of learning rate parameter is set to 0.005, the precision requirement is set to 0.01, and the training times are 1000 meet the accuracy requirements. According to the characteristics of the neural network, the data type of this study belongs to the single-layer input and output type. Respectively, the input layer and output layer set to 1. In the experiment, when the double hidden layer numbers are set to 50 and 1 shown in Figure 4 , the MSE value and the variance value shown in Figure 5 are obtained, which meets the requirements of the test. http In this paper, after the construction of the cubic smoothing index algorithm, the results of the model can be obtained by determining the smoothing index of α. The extracted data show that the road domain NDVI values are fluctuating and the range of fluctuation is not very large. According to the characteristics of the algorithm, when the data series fluctuates, but the long-term trend changes little, we can choose a slightly larger α value, which is usually between 0.1~0.4. Therefore, the smoothing coefficients α are 0. 05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0 .45, 0.5, respectively, and the corresponding NMSE values are calculated. The details are shown in Table 6 .
When the smoothing coefficient α is 0.35, the NMSE is 0.1597723, and the corresponding NMSE is larger when the smoothing coefficient is small or the smoothing coefficient is larger. Therefore, 0.35 is chosen as the best smoothing coefficient of the model. 
Application results of model
The optimal prediction models are obtained after the correlation parameters are determined by the above four kinds of prediction models. There are different indicators used to evaluate the prediction effect of the models, the MAE; WMAE; RMSE and MAE: it is defined as the average error of road domain NDVI prediction, and a smaller MAE value indicates that the prediction is more accurate. Its expression is as follows. R (Goodness of Fit): it is for the predicted value of road field, it is shown that the predicted values are in good agreement with the actual situation, and the expression is as follows. 
Results
In this paper, the predicted and actual values of four machine learning models, such as ELM, WNN, double hidden layers BP neural network and cubic smoothing index, are programmed by MATLAB software. Using the above-mentioned extracted Pengjiazhai Town~Dayagen, Dayyagen~Dongxia Township, a total of 52 sets of data for machine learning training, another road Dongxia Township~Riyue Tibetan Township a total of 26 sets of data for prediction simulation test of the effect. Through training the output predictive values were outputted and compared with that of the real values, then the MAE; WMAE; RMSE; R 2 are calculated and analyzed respectively. In addition, the analysis compares the prediction effects of the four machine models and which model is more suitable for the prediction of the normalized difference vegetation index at high-altitude. Figure 6 , and the concrete values of the calculation results are shown in Table 7 . 
(2) Analysis of the result of WNN
After determining the optimal number of neurons and the number of iterations, the WNN uses two sets of data to learn it. At the same time, in order to prevent the data overfitting, the minimum error is set to 3 - 10 . The prediction effect of WNN is compared as shown in Figure 7 , and the calculation results are shown in Table 8 . 
(3) Analysis of the results of BP neural network
Through the data training in the above process, the BP neural network determines the number of cycles and the hidden layer, and gets the comparison of the prediction effect of it as shown in Figure 8 , and the concrete value of the calculation result is shown in Table 9 . 
(4) Cubic smoothing index
It is known that the prediction effect can reach the best when the smoothing coefficient α = 0.35 of the cubic smoothing index, so the corresponding index between the predicted value and the actual value can be calculated. The prediction effects of it compared as shown in Figure 9 , and the calculated results are shown in Table 10 . When evaluating the prediction quality and applicability of machine learning models, the MAE, WMAE, RMSE, and 2 R calculated above are usually employed. MAE and WMAE are utilized as the average error and the average relative error of the predicted value. The smaller the value, the higher the accuracy of the prediction. As the root mean square error of the predicted value, RMSE can reflect the fluctuation range between the predicted value and the actual value, and the smaller the value, the more suitable this kind of machine learning model is for this kind of research. 2 R can reflect the agreement between the predicted value and the real value in the overall effect, and the larger the value, the better fit the prediction of the whole range. The results of the four indexes are shown in Table 11 , and the comparison between the true values and the predicted values of the four models are shown in Figure 10 , the concrete values of the prediction results of the four models are shown in Table 12 .
Discussion
Compared with the other three models, the MAE predicted by the ELM with a single hidden layer is the largest. The comparison from Table 11 and the line chart shows that the average error of the model is 79.24% higher than that of the WMAE model. It is 36.0% higher than the BP neural network model and 12.11% higher than the cubic smoothing index model. In general, the superiority of ELM has been demonstrate in the previous literatures Yi et al., 2018; Fijani et al., 2019) The comparison and analysis show that the average error of WNN is relatively small, which indicates that the accuracy of WNN is better. As for the mean relative error (WMAE) of the WNN, it is 79.24% higher than that of the ELM model, 69.51% higher than BP neural network, and 77.80% higher than cubic smoothing index. Compared with the WNN, the RMSE value of the ELM model and BP neural network model are significantly larger than it. The fluctuation range effect of WNN is 92.21% higher than that of ELM model, 92.78% higher than that of BP neural network, and 90.02% higher than cubic smoothing index. This shows that the fluctuation range between the predicted value and the actual value of the WNN is small, and there is no sudden change of the predicted value compared with the other three models, from the predicted comparison chart of the broken line fully proves it. According to some researches using wavelet transform to predict the results is more accurate (Feng et al., 2015; Kisi et al., 2018) . In terms of the fit of the prediction effect, extreme learning machine's 2 R reaches 0.809441907; BP neural network is 0.8728, WNN is 0.844069851; the cubic smoothing index is 0.79231912, and the overall fit effect of the BP neural network is 7.26% higher than that of the ELM model, 3.29% higher than the WNN, and 9.22% higher than the cubic smoothing index. Although overall fit of BP neural network is superior to that of the other three types, the improvement effect is not very obvious, which shows that the four kinds of models all have better prediction results in terms of predicted fit degree. 
Conclusions
There is little research on predicting the normalized difference vegetation index (NDVI) of high-altitude highways by using relevant machine learning algorithm, but in the process of highways construction, especially, the highways operation and construction in the ecologically fragile areas at high-altitude will affect the surrounding ecological environment. Therefore, in this paper, four machine learning algorithms of ELM, WNN, BP neural network and cubic smoothing index are introduced to predict the normalized difference vegetation index (NDVI) of high-altitude highways to promote the sustainable development of the ecological fragile areas of the high-altitude environment and road construction.
Through research, it is found that WNN is more complex than ELM and cubic smoothing index in algorithm models, but compared with BP neural network, it is relatively simple and easy, an because of its multiple iterations and the continuous replacement of algorithm weight, the WNN is more complex than the ELM and the cubic smoothing index. Considering the weight effect of the whole data, the prediction precision is high. The prediction time of BP neural network is relatively longer when the condition of double hidden layer is adopted and the number of iterations is larger, so the efficiency of the neural network is greatly reduced. Under the condition of considering the weight of the data, the cubic smoothing index tries to have different smoothing coefficients, but it fails to solve the sudden change which is easy to produce a large value. The ELM as a single hidden layer is relatively simple, and its prediction effect is poor, the precision is not high, and it is easy to produce abrupt values. In the high-altitude areas, the road normalized difference vegetation index is more easily affected by the external factors, and the climate factors at high-altitude are more complex and changeable than in ordinary areas, and the data are characterized by fluctuating variability. Therefore, the model selection requires high precision, not easy to occur mutation, and can pay attention to the global factors and other characteristics. In this paper, compared with the other three models, WNN has higher overall prediction accuracy, closer to the actual value and no large deviation, thus showing a higher prediction level. Therefore, the WNN is more suitable for the prediction of road normalized difference vegetation index (NDVI) in high-altitude areas, which will helpful to the coordinated and sustainable development of ecological environment and highway construction in high-altitude areas. In the future research, we can pay attention to the method of comparison and selection is combined with the analysis and screening of the factors affecting the vegetation and the extent of roads, so as to find out the overall trend of the influence of highway on vegetation cover in road areas.
