The purpose of this paper is to establish a variational representation
Introduction
This paper is concerned with G-Brownian motion introduced by S. Peng. G-Brownian motion can be regarded as a Brownian motion with an uncertain variance process. One of its features is that, while the classical Brownian motion is defined on a probability space, G-Brownian motion is defined on a sublinear expectation space (Ω, H, E). Here Ω is a given set and H is a vector lattice of real-valued functions on Ω containing 1, which is the domain of a sublinear expectation E. Peng [7, 8] constructed a sublinear expectation space on which the canonical process of the space Ω = C([0, 1]; R d ) of continuous paths starting from 0 becomes a G-Brownian motion. The sublinear expectation in this space is called G-expectation. Also defined in [7, 8] were the quadratic variation process of G-Brownian motion, and stochastic integrals with respect to G-Brownian motion and its quadratic variation for a certain class of stochastic processes. It is known that any sublinear expectation can be represented as a supremum of linear expectations, referred to as an upper expectation. Recently, L. Denis, M. Hu and S. Peng gave a concrete upper expectation representation for G-expectation in [3] . Through the upper expectation, a related capacity is defined, and it plays a similar role to a probability measure in the classical stochastic analysis. For instance, Gao-Jiang [5] formulated and proved large deviation principles for G-Brownian motion under this capacity.
In this paper, we establish a variational representation for functionals of G-Brownian motion:
log E e f (B) = sup
Here E is G-expectation, B is the d-dimensional G-Brownian motion, f is any bounded function in the domain of G-expectation that maps C([0, 1]; R d ) to R, the integrals are taken with respect to the quadratic variation B of G-Brownian motion, and the supremum runs over all R d -valued processes h for which these integrals are well-defined. Precise definitions will be seen in Section 2.
One of our motivations for this representation comes from large deviation principles for G-Brownian motion. It is well known that, on a probability space, the large deviation principle for a given family of random variables is equivalent to its Laplace principle. In [2] , M. Boué and P. Dupuis established a variational representation for functionals of Brownian motion and showed its usefulness in the derivation of Laplace principles when the family of concern consists of functionals of Brownian motion. Our variational representation (1.1) has the same application in the framework of G-expectation space; indeed, it is also true that the Laplace principle formulated under G-expectation is equivalent to the large deviation principle formulated under the capacity, and the representation (1.1) can be used to derive Laplace principles for families of random variables given as functionals of G-Brownian motion. As an illustration, we prove the Laplace principles for the families { √ εB; ε > 0} and {( √ εB, B ); ε > 0}. Large deviations for these families were originally obtained by Gao-Jiang [5] ; they employed a discretization technique. Our variational representation gives another proof. The proof of the representation (1.1) is split into the derivations of the lower and upper bounds. By virtue of approximating method we employ, proofs of these bounds are reduced to showing their validity for a particular class of functions f , namely the class of bounded Lipschitz cylinder functions. To obtain the lower bound, Girsanov's formula for G-Brownian motion in [6] allows us to use a similar argument to that in Boué-Dupuis [2] . The proof of the upper bound is in the same spirit as Zhang [10] , which extended the representation of Boué-Dupuis to the framework of an abstract Wiener space as simplifying the proof of the upper bound by using the Clark-Ocone formula; we use a type of the Clark-Ocone formula under G-expectation (Lemma 3.8) to prove the upper bound. Prior to the proof of the representation (1.1), the well-definedness of the righthand side has also to be verified, that is, it is needed to show that for any bounded function f in the domain of G-expectation, functionals of the form f (B + · 0 d B s h s ) with h as described above are again in the domain. A key is to establish an absolute continuity between B and B + · 0 d B s h s under the capacity (Proposition 5.1), which is done by using relative entropy estimates as given in Boué-Dupuis [2] and also by using Girsanov's formula for G-Brownian motion.
We give an outline of the paper. In Section 2, we introduce necessary notions and related results as preliminaries: the construction of G-expectation, stochastic integrals for G-Brownian motion, the upper expectation for G-expectation due to Denis-Hu-Peng [3] , and Girsanov's formula for G-Brownian motion obtained by [6] . Main results of this paper are stated and proved in Section 3; we verify the well-definedness of the righthand side of (1.1) in Subsection 3.1, and prove the representation (1.1) in Subsections 3.2 and 3.3. In Section 4, we derive large deviation principles for G-Brownian motion as an application of our representation. In Section 5, we show an absolute continuity relationship between B and B + · 0 d B s h s under the capacity. Throughout this paper, for a probability measure P , E P denotes the expectation with respect to P . For a real-valued function f on any metric space (X, d), we denote by Lip(f ) the Lipschitz constant of f :
Other notation will be introduced as needed.
G-Brownian motion and related stochastic analysis
In this section, we briefly recall from [7, 8, 3] some notions and related results about G-Brownian motion and G-expectation space. As preparing some necessities such as the notions of G-stochastic integrals and G-martingales, we then introduce Girsanov's formula for multidimensional G-Brownian motion established in [6] .
G-expectation space and the related capacity
Let Ω be the set of
For each t ∈ [0, 1], we also set Ω t := {ω ·∧t : ω ∈ Ω}. We denote by B(Ω) (resp. by B(Ω t )) the associated Borel σ-algebra of Ω (resp. of Ω t ). In the sequel we denote by B = {B t ; 0 t 1} the canonical process in Ω:
be the set of bounded Lipschitzian cylinder functionals on Ω t :
when t = 1, we simply write C b,Lip (Ω). Here and below, C b,Lip (R m ) denotes the set of bounded Lipschitz functions on R m . Let R d×d be the set of d × d matrices and Θ a non-empty, bounded and closed subset of R d×d ; the set Θ is a collection of parameters that represents the variance uncertainty of G-Brownian motion. We associate Θ with two constants σ 1 , σ 0 0 via
For a given ϕ ∈ C b,Lip (R d ), we denote by u ϕ the unique viscosity solution to the following nonlinear partial differential equation called the G-heat equation:
where
is the Hessian matrix of u. It is shown in [7, 8] that there exists a unique sublinear expectation functional E : C b,Lip (Ω) → R that possesses the following two properties:
(ii) for all n ∈ N, 0 t 1 . . . t n 1 and
with B s t := B t − B s for 0 s t 1.
The functional E (resp. E t ) is then uniquely extended to a sublinear expectation (resp. a conditional sublinear expectation) on L 1 G (Ω). This extension is called G-expectation (resp. conditional G-expectation) and will still be denoted by E (resp. by E t ) in the sequel. The triplet (Ω, L 1 G (Ω), E) is called G-expectation space, on which the canonical process B is a d-dimensional G-Brownian motion; for more details, we send the reader to [9] and references therein.
Let
, together with a probability measure P defined on a suitable measurable space, be a d-dimensional Brownian motion starting from the origin: P (W 0 = 0) = 1. We denote by {F t } t 0 its augmented filtration:
where N is the collection of P -null events. We denote by A 
The following characterization of G-expectation space is given by [3, Theorem 54] :
We refer to the latter identity (2.8) as the upper expectation representation for Gexpectation. If we denote by P the closure of the family {P θ : θ ∈ A Θ 0,1 } with respect to the topology of weak convergence, then the same conclusion as (2.8) holds for the upper expectation relative to P [3, Theorem 52]: for each X ∈ L 0 (Ω) such that E P [X] exists for all P ∈ P, set E[X] := sup P ∈P E P [X]. Then
Let us consider another capacity c (A) := sup 
Girsanov's formula for G-Brownian motion
In order to introduce the statement of Girsanov's formula for G-Brownian motion from [6] , we recall some notions first.
For each p 1 and
. Here B i denotes the i-th coordinate of B. For i, j = 1, . . . , d, the mutual variation of B i and B
Remark 2.3. From the upper expectation representation (2.8) and the definition of
G (Ω t ) for every 0 t 1 and its conditional G-expectations satisfy
for all 0 s t; η is called a symmetric G-martingale if both η and −η are Gmartingales.
With these notions, we now introduce Girsanov's formula for G-Brownian motion.
and we set
Theorem 2.4 ([6], Theorem 5.3).
Assume that σ 0 defined by (2.2) is strictly positive and that
Remark 2.5. Suppose that the assumptions of Theorem 2.4 are fulfilled. If a functional
(Ω) contains F (B) and then by Theorem 2.4,
this transformation of G-expectation will be seen in Sections 3 and 5.
A sufficient condition for D (h) to be a symmetric G-martingale, referred to as GNovikov's condition, is also given in [6] : there exists ε > 0 such that
In the sequel we denote by · ∞ the supremum norm under the capacity c:
We 
We close this section with a lemma that will also be referred to in Sections 3 and 5.
and
has a q.c. version. Note that by the boundedness of h and (2.12),
(2.14)
with the constant σ 1 given in (2.2). Then for any q 1,
where for the last equality, we used the fact that D (qh) is also a symmetric G-martingale due to the boundedness of h. Then by Hölder's inequality,
Therefore we obtain
by the upper expectation representation (2.8), and end the proof.
The variational representation for G-Brownian functionals
In this section, we state and prove the main result of this paper, the variational representation (1.1) for functionals on G-expectation space. In the rest of this paper, we assume σ 0 > 0. This assumption allows us to apply Girsanov's formula for G-Brownian motion (Theorem 2.4), which plays a central role throughout this section and Section 5. When f ∈ L 1 G (Ω) is q.s. bounded, we simply call it bounded.
The well-definedness of the right-hand side of (3.1) will be seen in Proposition 3.3. The following fact will be used in the proof of Theorem 3.1 repeatedly:
are both Lipschitz functions with Lipschitz constant e M .
Here and in what follows we write x ∨ y = max{x, y} and x ∧ y = min{x, y} for x, y ∈ R.
A preliminary result
In this subsection, we see that G-expectation in the right-hand side of (1.1) is welldefined, that is, we prove the following:
A key step to the proof of this proposition is an absolute continuity stated in Proposition 5.1. In what follows, we denote
Truncating f n if necessary, we may assume that f n ∞ f ∞ for all n ∈ N. Since every f n is in C b,Lip (Ω) and t 0 d B s h s has a q.c. version for each t ∈ [0, 1], it is clear that the functional f n T h (B) also has a q.c. version, hence belongs to L 1 G (Ω) due to (2.7). Therefore, in order to prove the proposition, it is sufficient to show
because of (2.8). To this end, fix ε > 0 arbitrarily. By the sublinearity ofĒ, the left-hand side of (3.2) is bounded from above by the sum
where A n = {ω : |f n (ω) − f (ω)| > ε}. The first term is less than or equal to ε from the definition of A n . On the other hand, since (5.2) in Proposition 5.1 yields the bounds
for all n ∈ N, the second term of (3.3) is less than or equal to
By Chebyshev's inequality and (2.9),
the right-hand converges to 0 by letting n → ∞. Therefore Proposition 5.1 implies c T h (B) ∈ A n < ε for sufficiently large n. Combining these estimates, we can bound (3.3) from above by
for sufficiently large n, and hence obtain (3.2).
Proof of the lower bound
In this subsection, we prove the lower bound in Theorem 3.1: for any bounded elements
(Ω) by the assumption. Hence the right-hand side of (3.5) is well-defined by (i) of Lemma 2.7, and is equal to
Therefore the lemma follows.
We denote by S b,Lip the subset of M 
be written as
for some n ∈ N, 0 = t 0 < t 1 < · · · < t n = 1, ξ 0 ∈ R d , and
. . , n − 1. We associate h with a simple process h defined as follows:
. . .
By this construction, it is clear that eachξ k belongs to L 1 G (Ω) and is bounded, and hence h is a bounded element of (M 2,0
Proof. It is sufficient to show
d . Let h be the associated element of (M 2,0
whereB := T −h (B) and the equality follows from (ii) of Lemma 2.7. By (3.8) and the obvious identity B = B , we can rewrite the right-hand side as
By the boundedness of h, Proposition 2.6 implies that D (h) is a symmetric G-martingale, and hence by Girsanov's formula for G-Brownian motion (Theorem 2.4) ,B is a G-
, we see from (2.13) in Remark 2.5 that (3.10) is equal to
As seen above, (3.9) holds for every h n , from which it follows that log E e
Therefore it suffices to show that the second and third terms in the right-hand side of (3.11) tend to 0 as n → ∞. For the second term, since f is Lipschitz,
where in the last line, we use (2.12) and the Cauchy-Schwarz inequality. On the other hand, for the third term, we also have
Since {h n } is an approximate sequence of h, (3.12) and (3.13) tend to 0 as n → ∞. Therefore (3.9) is valid for h ∈ (M 2 G (0, 1)) d and we complete the proof.
We are ready to prove the lower bound in Theorem 3.1.
d arbitrarily and let {f n } n∈N be as in the proof of Proposition 3.3. Lemma 3.5 implies that
As seen in the proof of Proposition 3.3, the third term in the right-hand side converges to 0 as n → ∞. By taking M = f ∞ in Remark 3.2, we also have
as n → ∞, and hence obtain the proposition.
Proof of the upper bound
In this subsection, we prove the upper bound in Theorem 3.1: for any bounded elements
Proofs of the next two lemmas proceed as those of Lemma 2.1 and Theorem 2.2 in Chapter IV of [9] .
, where E t 1 is the conditional G-expectation defined by (2.5).
Proof. If we let for any (t, x), and that by the Lipschitz continuity of ϕ,
Additionally, we note that by Theorem 4.5 in Appendix C in [9] , there exists an α ∈ (0, 1) such that
Set U(t, x) := log u(t, x). Then U is also a member of C 1,2 (0, 1) × R d and Therefore we have by (3.17) and (3.19),
< ∞ for any ε ∈ (0, 1), which allows us to apply G-Itô's formula [9, Theorem 6.5 in Chapter III] to U(t, B t ) on [t 1 , 1 − ε] for 0 < ε < 1 − t 1 . Then we have
By (3.20), together with (3.16), we obtain
where h t := ∇U(t, B t ), 0 t < 1,
Note that {A t ; t 1 t 1} is a nondecreasing process with A t 1 = 0 and each term of (3.21) is an element of L 2 G (Ω). For the left-hand side of (3.21), we first note that by Remark 3.2,
|u(t, x) − u(t, y)| e |ϕ| Lip(ϕ)|x − y| for all 0 s, t 1 and x, y ∈ R d . Again by Remark 3.2 and by the above estimates,
For the second and third terms in the right-hand side of (3.21), since ∇U is bounded because of (3.17), (3.18) and (3.20), we have
For the convergence of A 1−ε , it is clear that A 1−ε → A := A 1 as ε → 0 P θ -a.s. for every θ ∈ A Θ 0,1 . Moreover, by (3.22) and (3.23),
For every θ ∈ A Θ 0,1 , taking a subsequence if necessary, we see that this convergence also holds P θ -a.s. Therefore we have 
we finally obtain
The following lemma is a type of the Clark-Ocone formula in the framework of G-expectation space.
Proof. Let 0 t 1 1 and
. It suffices to show the lemma holds when f (B) = ϕ(B t 1 , B 1 ). Set u(t, x, y) := E e ϕ(x,B 1 −Bt+y) , U(t, x, y) := log u(t, x, y) . By the construction of the integrations with respect to dB s and d B s (see, e.g., [8] ), this identity still holds with x replaced by B t 1 . Hence, by letting
we get
, we may apply Lemma 3.7 to
Recall that P is the weak closure of {P θ : θ ∈ A Θ 0,1 }; by the tightness of
G (Ω) be given in Lemma 3.8. Then there exists P ∈ P such that A = 0 P -a.s.
Proof. Rewriting (3.25) in Lemma 3.8, we have
.
By the boundedness of h and Proposition 2.6, D (h) is a symmetric G-martingale and hence the right-hand side is symmetric. Therefore the left-hand side is also symmetric, which yields
Since every integrand in (3.26) is an element of L 1 G (Ω), we see from (2.9) that (3.26) still holds if E is replaced by E, from which it follows that
for all P ∈ P. (3.27) Also observe that, since f is bounded and continuous, the mapping P ∋ P → E P [e f (B) ] is continuous by the definition of weak convergence. Then by the compactness of P, there exists P ′ ∈ P which attains the supremum of E P [e f (B) ] over P ∈ P, namely
Combining (3.27) and (3.28) leads to P ′ (A = 0) = 1 since A is nonnegative q.s.
In the case of a classical Brownian motion, the following lemma is a consequence of Scheffé's lemma, the equivalence between L 1 -convergence and the convergence of L 1 -norms for an a.s. convergent sequence of random variables. Although the setting is restricted, this lemma may be regarded as a sublinear counterpart to Scheffé's lemma.
Then we have
In particular, it holds that for any bounded elements f of
Proof. Since D (h) and D (h n ) are P θ -martingales for any θ ∈ A Θ 0,1 , their expectations under P θ are equal to 1, and hence
The left-hand side and the right-hand side of (3.30) are equal to
, respectively. Here x + = x ∨ 0 for x ∈ R. Combining these with (3.30), we have the relation
+ ], and hence
As θ ∈ A Θ 0,1 is arbitrary, it follows that
1 , the right-hand side of (3.31) is rewritten as
, which is bounded from above by
To obtain the lemma, it is enough to show that E[|X n | 2 ] tends to 0 as n → ∞ since
is finite by (2.15). Note that
Since it holds that
we get lim n→∞ E[|X n | 2 ] = 0, and complete the proof.
G (Ω) be as given by Lemma 3.8 and P n ∈ P as given by Lemma 3.9.
Lemma 3.11. For each n ∈ N, we have
Proof. SettingB := T −h n (B), we have by Lemma 3.8,
Since h n is bounded, we have by (ii) of Lemma 2.7,
By (2.9), this relation holds with E replaced by E, which results in
= 0 for all P ∈ P.
Combining this with P n (A n = 0) = 1 leads to (3.33).
Now we are in a position to prove the upper bound in Theorem 3.1. (3.32) , and let h n , A n and P n be as above. Then for each n ∈ N, we have by Lemma 3.11,
For the difference of the first two terms in the right-hand side of (3.34), as seen in (3.14), we have log E e f (B) − log E e fn(B)
→ 0 as n → ∞.
As to the third term in the right-hand side of (3.34), we see from Lemmas 3.8 and 3.9 that
and hence
which converges to 0 as n → ∞ by (2.9) and (3.32). Therefore it remains to estimate the last term in the right-hand side of (3.34). For this purpose, we first observe the bound
where the equality follows from (2.9). Fix ε > 0 arbitrarily. From (3.29) in Lemma 3.10, we see that, for every n ∈ N, there exists an
Let h ∈ (S b,Lip ) d be written as (3.7) and define a simple process h as follows:
By this construction, it is obvious that h is in (M

2,0
G (0, 1)) d and bounded. Furthermore, it can be shown inductively that
for all k = 0, 1, . . . , m − 1. PutB := T −h (B). By Theorem 2.4, we have
for the validity of the second equality, see Remark 2.5. Combining this with (3.35) and (3.36), we obtain
for all n ∈ N, and complete the proof.
An application to large deviations
In this section, we apply Theorem 3.1 to the derivation of the Laplace principles for {( √ εB, B ); ε > 0} and { √ εB; ε > 0}. Similarly to the classical case, the Laplace principle implies the large deviation principle, and hence we recover the large deviation principles for these two families, which are originally proved by Gao-Jiang [5] through discretization technique. First we formulate the Laplace principle under G-expectation as follows: Let {X ε ; ε > 0} be a family of random variables taking values in a Polish space X . We let I be a rate function on X , that is, a mapping from X into [0, ∞] such that for each M > 0 the revel set {x ∈ X : I(x) M} is a compact subset of X . We say that {X ε ; ε > 0} satisfies the Laplace principle on X with rate function I if for all bounded and continuous functions Φ : X → R, it holds that
The following proposition can be proved through the same argument as in the classical case (see, e.g., the proof of [4, Theorem 1.2.3]). We remark that the validity of the converse assertion is ensured by Lemma A.3 in [5] . 
where A = tr[AA * ] for A ∈ R d×d , and equip C([0, 1]; R d ) with the distance ρ defined by (2.1). Set
x is absolutely continuous and
y is absolutely continuous anḋ y(t) ∈ {γγ * : γ ∈ Θ} for a.e. t ∈ [0, 1] .
Hereẋ andẏ denote the derivatives dx/dt and dy/dt, respectively, provided that they exist. We define rate functions J :
In the following, we abbreviate the notation as sup x (resp. sup (x,y) ) when we take the supremum over 
{Ψ(x, y) − J(x, y)} .
(ii) For any bounded Lipschitz continuous function Φ :
From Proposition 4.1 and Remark 4.2, we see that Proposition 4.3 implies that the family {( √ εB, B ); ε > 0} (resp. { √ εB; ε > 0}) satisfies the large deviation principle on
with rate function J (resp. I). We begin with a lemma which is an application of Theorem 3.1. (i) For any bounded Lipschitz continuous function Ψ :
(ii) For any bounded and Lipschitz continuous function Φ :
Proof. The proofs of (i) and (ii) are similar, so we only show (i). We first check that the functional Ψ( √ εB, B ) is a bounded element of L 1 G (Ω). For n ∈ N, let ∆ n = {0 = t 0 < t 1 < · · · < t n = 1} be the partition of [0, 1] such that t k − t k−1 = 1/n for all k = 1, . . . , n. For every y ∈ C([0, 1]; R d×d ) we denote by (y) ∆n the polygonal approximation of y such that (y)
has a q.c. version. Ψ n is also bounded, and hence is in L 1 G (Ω). By the Lipschitz continuity of Ψ, we havē 4) and that B t − B s dσ 
which is (4.2).
By using Lemma 4.4, we prove Proposition 4.3.
Proof of Proposition 4.3. (i) By the Lipschitz continuity of Ψ, we have
Here C := Lip(Ψ)Ē sup 0 t 1 |B t | , whose finiteness follows from the Cauchy-Schwarz inequality and Doob's inequality:
for the equality, recall that, in the definition of the upper expectationĒ, the supremum is taken over the laws of
, under the probability measure P . Combining Lemma 4.4 with (4.5), we see that
Hence what to show is that
First we prove the upper bound.
Here h (θ) is defined by
Then X ∈ H and Y ∈ A P -a.s., and hence
Since θ ∈ A Θ 0,1 and h ∈ (M 2 G (0, 1)) d are arbitrary, we get the upper bound in (4.7). Next we prove the lower bound in (4.7). If x ∈ H or y ∈ A, the right-hand side of (4.7) is −∞, so we take an arbitrary (x, y) ∈ H × A. Let y be written as
for some deterministic measurable function g : [0, 1] → Θ. We denote by P g the law of · 0 g(s) dW s and define a deterministic function η by where the second line follows from the fact that P θ • T h (B) −1 is a regular measure for each θ ∈ A Θ 0,1 as Ω is a complete separable metric space. As the rightmost side of (5.14) can be arbitrarily small by letting δ ↓ 0, we conclude (5.1). Moreover, as mentioned just before Remark 2.2, c (N) = 0 implies c (N) = 0, from which we have (5.2).
