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Abstract
In this paper a half space problem for the one-dimensional Boltzmann equation with specular reflec-
tive boundary condition is investigated. It is shown that the solution of the Boltzmann equation time-
asymptotically converges to a global Maxwellian under some initial conditions. Furthermore, a time-decay
rate is also obtained.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
We consider the Boltzmann equation with “slab symmetry”
ft + ξ1fx = Q(f,f ), (f, x, t, ξ) ∈ R × R+ × R+ × R3, (1.1)
with the initial data
f (x,0, ξ) = f0(x, ξ), (x, ξ) ∈ R+ × R3, (1.2)
and specular reflective boundary condition
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where ξ = (ξ1, ξ2, ξ3),P ξ = (−ξ1, ξ2, ξ3), and f (x, t, ξ) is the distribution function of the par-
ticles at time t and space x with velocity ξ .
Equation (1.1) is proposed by L. Boltzmann [1] in 1872 to describe the rarefied gases in statis-
tic physics. For monatomic gas, the rotational invariance of the molecules leads to the collision
operator Q(f,f ) as a bilinear collision operator in the form of
Q(f,g)(ξ) ≡ 1
2
∫
R3
∫
S2+
(
f (ξ ′)g(ξ ′∗)+ f (ξ ′∗)g(ξ ′)− f (ξ)g(ξ∗)− f (ξ∗)g(ξ)
)
×B(|ξ − ξ∗|, θ)dξ∗ dΩ,
with θ being the angle between the relative velocity and the unit vector Ω , where S2+ = {Ω ∈ S2:
(ξ − ξ∗) · Ω  0}. The conservation of momentum and energy gives the following relation be-
tween velocities before and after collision:{
ξ ′ = ξ − [(ξ − ξ∗) ·Ω]Ω,
ξ ′∗ = ξ∗ +
[
(ξ − ξ∗) ·Ω
]
Ω.
Here we consider two basic models, i.e., the hard sphere model and the hard potential with
angular cut-off. In these two cases, the collision kernel B(|ξ − ξ∗|, θ) takes the forms
B
(|ξ − ξ∗|, θ)= ∣∣(ξ − ξ∗,Ω)∣∣,
and
B
(|ξ − ξ∗|, θ)= |ξ − ξ∗| n−5n−1 b(θ), b(θ) ∈ L1([0,π]), n > 5,
respectively, where, n is the index in the inverse power potentials proportional to r1−n with r
being the distance between two particles.
It is well known that the Boltzmann equation has rich wave phenomena as the fluid dynamics
system, which contains three fundamental waves, i.e., shock waves, rarefaction waves and con-
tact discontinuities (see [17]). These basic waves and their linear superposition in the increasing
order of characteristic speed, called Riemann solutions, govern both the local and large time
asymptotic behavior of general solutions to the inviscid Euler system. Since the Euler system
is an idealization when the dissipative effects are neglected, it is of great importance to study
the large time asymptotic behavior of solutions to the corresponding viscous systems toward the
viscous versions of these basic waves. The stability of these basic waves for the viscous conser-
vation laws has been studied at a large literature, see [2,4,5,8,10,11,15,16,18] and the references
therein. Recently, the stability analysis of the basic waves for the one-dimensional Boltzmann
equation in the whole space is investigated (see [14] for shock waves, [13] for rarefaction waves,
and [6,7] for contact discontinuities). It is worthy to point out that in [6,7] we introduce a new
energy method to treat the general initial perturbations and obtain a uniform time-decay rate of
the solutions toward a local Maxwellian defined by the contact discontinuities. Therefore the sta-
bility theory of the fundamental waves for the Boltzmann equations for the initial value problem
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portant to study the corresponding initial-boundary value problem. However the initial-boundary
value problem for the Boltzmann equations is much harder than the initial value problem. As a
first step, a half space problem with the specular reflective boundary condition, i.e. (1.3), was
investigated. For instance, Lien and Yu [9] proved the solutions of the initial boundary value
problem of the Boltzmann equation (1.1)–(1.3) time-asymptotically tend to a shock profile when
the initial data
lim
x→+∞
∫
R3
ξ1f0(x, ξ) dξ =: m+ < 0.
Yang and Zhao [19] obtained the corresponding result of rarefaction wave when m+ > 0. In this
paper, we shall investigate the case m+ = 0.
Our strategy is to extend the system (1.1) from the half space to the whole space by setting
f (x, t, ξ) = f (−x, t,P ξ), if x < 0, (1.4)
since the above extension is invariant to the Boltzmann equation (1.1). In particularly, the spec-
ular reflective boundary condition (1.3) always holds for the formula (1.4). Thus the half space
problem (1.1)–(1.3) is changed into the following initial value problem, i.e.,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ft + ξ1fx = Q(f,f ), (f, x, t, ξ) ∈ R2 × R+ × R3,
f (x, t, ξ) = f (−x, t,P ξ),
f (x,0, ξ) =
{
f0(x, ξ), x  0,
f0(−x,P ξ), x < 0.
(1.5)
Here and after we focus our attentions on the initial value problem (1.5).
From the distribution density f (x, t, ξ), we can derive five conserved quantities, namely,
the mass density ρ(x, t), momentum m(x, t) = ρu(x, t), and the total energy E(x, t) =
ρ(e + 12 |u|2):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ(x, t) =
∫
R3
ψ0(ξ)f (x, t, ξ) dξ,
mi(x, t) = (ρui)(x, t) =
∫
R3
ψi(ξ)f (x, t, ξ) dξ for i = 1,2,3,
E(x, t) =
(
ρ
(
θ + 1
2
|u|2
))
(x, t) =
∫
R3
ψ4(ξ)f (x, t, ξ) dξ,
(1.6)
where the collision invariants ψj(ξ) are given by
⎧⎪⎪⎨
⎪⎪⎩
ψ0(ξ) = 1,
ψi(ξ) = ξi for i = 1,2,3,
ψ4(ξ) = 1 |ξ |2,
(1.7)2
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R3
ψj(ξ)Q(h,g)dξ = 0 for j = 0,1,2,3,4.
The local Maxwellian is
M = M[ρ,u,θ](x, t, ξ) = ρ(x, t)√
(2πRθ(x, t))3
e
− |ξ−u(x,t)|22Rθ(x,t) , (1.8)
where θ(x, t) is the temperature which is related to the internal energy e(x, t) by e = 32Rθ with
R being the gas constant, and u(x, t) is the fluid velocity. The inner product of h and g in L2ξ (R3)
with respect to a given Maxwellian M˜ is defined by
〈h,g〉M˜ ≡
∫
R3
1
M˜
h(ξ)g(ξ) dξ, (1.9)
when the integral is well defined. If M˜ is the local Maxwellian M, with respect to the correspond-
ing inner product, the macroscopic space is spanned by the following five pairwise orthogonal
functions:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
χ0(ξ) ≡ 1√
ρ
M,
χi(ξ) ≡ ξi − ui√
Rθρ
M for i = 1,2,3,
χ4(ξ) ≡ 1√6ρ
( |ξ − u|2
Rθ
− 3
)
M,
〈χi,χj 〉 = δij , i, j = 0,1,2,3,4.
(1.10)
Using these five basic functions, we define the macroscopic projection P0 and microscopic pro-
jection P1 as follows: ⎧⎪⎪⎨
⎪⎪⎩
P0h =
4∑
j=0
〈h,χj 〉χj ,
P1h = h− P0h.
(1.11)
The projections P0 and P1 are orthogonal and satisfy
P0P0 = P0, P1P1 = P1, P0P1 = P1P0 = 0. (1.12)
A function h(ξ) is called microscopic or non-fluid if∫
h(ξ)ψj (ξ) dξ = 0, j = 0,1,2,3,4.
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f (x, t, ξ) = M(x, t, ξ)+ G(x, t, ξ).
It is straightforward to check that P0f = M, P1f = G. This kind of micro–macro decomposi-
tion was introduced by [12] and [14]. Recently a more elegant energy method for the stability
of absolute Maxwellian was proposed by Yang and Zhao [20]. The advantage of this kind of
decomposition is to rewrite the Boltzmann equation into a fluid-type dynamic system with the
non-fluids parts as the source terms, coupled with an equation of non-fluid component so that
some effective approaches for the fluid dynamics can be introduced to study the Boltzmann
equation. In fact, using this kind of decomposition, the Boltzmann equation becomes
(M + G)t + ξ1(M + G)x = 2Q(M,G)+Q(G,G), (1.13)
which is equivalent to the following fluid-type system for the fluid components (see [6,12,13] for
details):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρt +m1x = 0,
m1t +
(
m21
ρ
+ p
)
x
= −
∫
ξ21 Gx dξ,
mit +
(
m1mi
ρ
)
x
= −
∫
ξ1ξiGx dξ, i = 2,3,
Et +
(
m1E
ρ
+ m1
ρ
p
)
x
= −
∫ 1
2
ξ1|ξ |2Gx dξ,
(1.14)
where m = ρu is the momentum and p = Rρθ is the pressure.
Note that the above system is not self-closed, we need an equation of the non-fluid compo-
nent G. To this end, we apply the projection operator P1 to Eq. (1.11) to obtain
Gt + P1(ξ1Mx)+ P1(ξ1Gx) = LMG +Q(G,G). (1.15)
It follows that
G = L−1M
[
P1(ξ1Mx)
]+Θ, (1.16)
Θ = L−1M
(
Gt + P1(ξ1Gx)−Q(G,G)
)
. (1.17)
Here LM is the linearized operator of the collision operator Q(f,f ) with respect to the local
Maxwellian M:
LMh = 2Q(M, h) = Q(M, h) +Q(h,M),
and the null space N of LM is spanned by the macroscopic variables
χj , j = 0,1,2,3,4.
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N⊥, see [3],
〈h,LMh〉−σ0
〈
ν
(|ξ |)h,h〉,
where ν(|ξ |) is the collision frequency. For the hard sphere and the hard potential with angular
cut-off, the collision frequency ν(|ξ |) has the following property:
0 < ν0 < ν
(|ξ |) c(1 + |ξ |)β (1.18)
for some positive constants ν0, c and 0 < β  1.
Plugging Eqs. (1.15)–(1.17) into (1.14), we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρt +m1x = 0,
m1t +
(
m21
ρ
+ p
)
x
= 4
3
(
μ(θ)u1x
)
x
−
∫
ξ21 Θx dξ,
mit +
(
m1mi
ρ
)
x
= (μ(θ)uix)x −
∫
ξ1ξiΘx dξ, i = 2,3,
Et +
(
m1E
ρ
+ m1
ρ
p
)
x
= (λ(θ)θx)x + 43
(
μ(θ)u1u1x
)
x
+
3∑
i=2
(
μ(θ)uiuix
)
x
−
∫ 1
2
ξ1|ξ |2Θx dξ,
(1.19)
where the viscosity coefficient
μ(θ) = − 3
4Rθ
∫
ξ21 L
−1
M
[
P1
(
ξ21 M
)]
dξ = − 1
Rθ
∫
ξ1ξiL
−1
M
[
P1(ξ1ξiM)
]
dξ, i = 2,3,
and the heat conductivity coefficient
λ(θ) = − 1
4Rθ2
∫
ξ1|ξ |2L−1M
[
P1
(
ξ1|ξ − u|2M
)]
dξ
are positive smooth functions of the temperature θ . For simplicity, we normalize the gas constant
R to be 23 in the sequel so that e = θ and p = 23ρθ .
From (1.6) and the initial distribution density f (x,0, ξ), we can define the initial density
ρ0(x), velocity u0(x) = (u10, u20, u30)(x) and temperature θ0(x). Here we shall consider the
case that
(ρ0, u10, u20, u30, θ0)(x) → (ρ+,0,0,0, θ+), as x → +∞, (1.20)
where ρ+ > 0 and θ+ > 0 are given constants. By the formula (1.4), the initial data (ρ0, u10, u20,
u30, θ0)(x) also tends to (ρ+,0,0,0, θ+) as x → −∞. We conjecture that the solutions of (1.5)
tend to a global Maxwellian
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(2πRθ+)3
e
− |ξ |22Rθ+
provided that f (x,0, ξ)− M+ is suitably small in some Sobolev space.
We shall apply the ideas of [6] to justify the above conjecture. Precisely speaking, we first
linearize the integrated system of (1.19) around an ansatz of (ρ,m1,E), for instance, see (2.2)
below, then apply the energy method to get the desired a priori estimates. To use the energy
method, we need pρ(ρ,m1,E)|v+ > 0, where E = ρ(θ + 12 |u|2) and v+ = (ρ+,0, ρ+θ+) is the
limit of the corresponding ansatz of (ρ,m1,E) as t → +∞. For example, the coefficient of Φx
of (2.2)2 corresponds to such derivative of p with respect to ρ, see also (3.1). However, a direct
computation shows that pρ(ρ,m1,E)|v+ = 0, which is not enough to deduce the desired a priori
estimates. To solve this problem, we use a conserved quantity E1 = ρ(θ + 12 |u|2 − θ+) defined
below instead of E so that pρ(ρ,m1,E1)|(ρ+,0,0) = 23θ+ > 0, which is exactly the coefficient of
Φx of (2.2)2, where (ρ+,0,0) is the limit of the ansatz (ρ¯, m¯1, E¯) defined in (1.29) below. In the
following, we define the new conserved quantity E1 with details.
It is noted that due to (1.19)1, Eq. (1.19)4 implies the following equation:
(Ec)t +
(
m1Ec
ρ
+ m1
ρ
p
)
x
= (λ(θ)θx)x + 43
(
μ(θ)u1u1x
)
x
+
3∑
i=2
(
μ(θ)uiuix
)
x
−
∫ 1
2
ξ1|ξ |2Θx dξ, (1.21)
where Ec = ρ(θ + 12 |u|2 −c) and c can be any constant. Note that (1.21) is the same with (1.19)4
if Ec is replaced by E. We compute
p = 2
3
ρθ = 2
3
cρ + 2
3
Ec − |m|
2
3ρ
, (1.22)
and pρ(ρ,m,Ec)|(ρ+,0,ρ+(θ+−c)) = 23c. As explain before, we hope
pρ(ρ,m,Ec)|(ρ+,0,ρ+(θ+−c)) > 0. (1.23)
We then immediately find (1.23) always holds if c > 0. Since c can be any positive constant, we
choose c = θ+ > 0 without loss of generality. We denote E1 = Eθ+ and
v(x, t) = (ρ,m1,E1)t , v+ = (ρ+,0,0)t ,
where ( )t means the transpose of the vector ( ).
Now we construct an ansatz of v. Since in general the integral
+∞∫
−∞
(
v(x,0)− v+
)
dx = 0, (1.24)
we need to introduce some diffusion waves to carry the initial excessive mass. Let
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⎛
⎝ 0 1 023θ+ 0 23
0 23θ+ 0
⎞
⎠ (1.25)
be the Jacobi matrix of the flux (m1,
m21
ρ
+ p, m1E1
ρ
+ m1
ρ
p)t with respect to the vector v at the
state (ρ+,0, θ+)t . It is straightforward to check that all eigenvalues of A are
λ1 = −
√
10θ+
3
, λ2 = 0, λ3 =
√
10θ+
3
(1.26)
with the corresponding right eigenvectors
r1 =
(
1, λ1,
2
3
θ+
)t
, r2 = (1,0,−θ+)t , r3 =
(
1, λ3,
2
3
θ+
)t
. (1.27)
Since the eigenvectors r1, r2, r3 are linearly independent in R3, the integral (1.24) takes the fol-
lowing form:
+∞∫
−∞
(
v(x,0)− v+
)
dx =
3∑
i=1
αiri, (1.28)
where αi , i = 1,2,3, are constants related to the initial data. We define the ansatz v¯ of v by
v¯ = (ρ¯, m¯1, E¯)t = v+ +∑3i=1 αiriθi , i.e.,
ρ¯(x, t) = ρ+ +
3∑
i=1
αiθi,
m¯1(x, t) = α1λ1θ1 + α3λ3θ3,
E¯(x, t) = α1 23θ+θ1 − α2θ+θ2 + α3
2
3
θ+θ3, (1.29)
where
θi(x, t) = 1√4π(1 + t) e
− |x−λi (1+t)|24(1+t) , i = 1,2,3,
satisfies
θit + λiθix = θixx,
+∞∫
−∞
θi(x, t) dx = 1, i = 1,2,3. (1.30)
Then it is easy to see
+∞∫
(v − v¯)(x,0) dx = 0. (1.31)−∞
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∫ +∞
−∞ mi(x,0) dx may not be zero for i = 2,3, we then define
m¯i(x, t) = αi+2θ2(x, t) (1.32)
so that
+∞∫
−∞
(mi − m¯i)(x,0) dx = 0. (1.33)
These functions (ρ¯, m¯, E¯)(x, t) (m¯ = (m¯1, m¯2, m¯3)) satisfy
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ¯t + m¯1x = R1x,
m¯1t +
(
m¯21
ρ¯
+ p¯
)
x
= 4
3
(
μ(θ¯)u¯1x
)
x
+R2x,
m¯it +
(
m¯1m¯i
ρ¯
)
x
= (μ(θ¯)u¯ix)x + (Ri+1)x, i = 2,3,
E¯t +
(
m¯1E¯
ρ¯
+ m¯1
ρ¯
p¯
)
x
= (λ(θ¯)θ¯x)x + 43
(
μ(θ¯)u¯1u¯1x
)
x
+
3∑
i=2
(
μ(θ¯)u¯i u¯ix
)
x
+R5x,
(1.34)
where
p¯ = 2
3
θ+ρ¯ + 23 E¯ −
|m¯|2
3ρ¯
, θ¯ = 3p¯
2ρ¯
, u¯i = m¯i
ρ¯
, i = 1,2,3,
R1 =
3∑
i=1
αiθix, R2 = m¯
2
1
ρ¯
+ p¯ − p+ − 43μ(θ¯)u¯1x +
∑
i=1,3
αiλi(θix − λiθi),
Ri+1 = m¯1m¯i
ρ¯
−μ(θ¯)u¯ix + m¯ix, i = 2,3,
R5 = m¯1E¯
ρ¯
+ m¯1
ρ¯
p¯ − λ(θ¯)θ¯x − 43μ(θ¯)u¯1u¯1x −
3∑
i=2
μ(θ¯)u¯i u¯ix
+
∑
i=1,3
αi
2
3
θ+(θix − λiθi)− α2θ+θ2x.
It is observed that
p¯ − p+ = 23 E¯ +
2
3
θ+(ρ¯ − ρ+)− |m¯|
2
3ρ¯
=
∑
i=1,3
αiλ
2
i θi −
|m¯|2
3ρ¯
(1.35)
and
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ρ¯
+ m¯1
ρ¯
p¯ =
∑
i=1,3
αi
2
3
θ+λiθi + 5E¯m¯13ρ¯ −
m¯1|m¯|2
3ρ¯2
. (1.36)
Thus we have
|Ri | = O(1) δ1 + t
3∑
j=1
e
− |x−λj (1+t)|
2
4(1+t) , i = 1,2,3,4,5, (1.37)
with some positive constant c > 0 and δ =∑5i=1 |αi |.
With above preparation, we are ready to state our main result for the Boltzmann equation (1.1)
with specular reflective boundary condition (1.3). Denote the perturbation around the ansatz
(ρ¯, m¯, E¯) by
φ(x, t) = ρ − ρ¯, ψ(x, t) = m− m¯, z(x, t) = E1 − E¯. (1.38)
Then set
Φ(x, t) =
x∫
−∞
φ(y, t) dy, Ψ (x, t) =
x∫
−∞
ψ(y, t) dy, Z(x, t) =
x∫
−∞
z(y, t) dy.
(1.39)
Since both (1.19) and (1.34) are conserved, we obtain (Φ,Ψ,Z)(±, t) = 0 due to (1.31)
and (1.33). Thus the quantities Φ,Ψ and Z can be well defined in some Sobolev space. This is
the main reason why we introduce the diffusion waves θi(x, t), i = 1,2,3, in (1.29) and (1.32).
Our main theorem is in the following.
Theorem 1. There exist a small positive constant  and global Maxwellian M∗ = M[ρ∗,u∗,θ∗],
such that if the initial data satisfies
{∥∥(Φ,Ψ,Z)∥∥
H 2x
+
∑
|α|=2
∥∥∂αf ∥∥
L2x(L
2
ξ (
1√
M∗ ))
+
∑
0|α|1
∥∥∂αG∥∥
L2x(L
2
ξ (
1√
M∗ ))
}∣∣∣∣
t=0
 , (1.40)
then the Cauchy problem (1.5) and (1.20) admits a unique global solution f (x, t, ξ) satisfying
∥∥f (x, t, ξ)− M[ρ¯,u¯,θ¯ ]∥∥(t)L∞x (L2ξ ( 1√M∗ )) C(1 + t)−
1
4 . (1.41)
Here f (ξ) ∈ L2ξ ( 1√M∗ ) means that
f (ξ)√
M∗
∈ L2ξ (R3). Furthermore, f (x, t, ξ)|x0 is the solution
of the initial boundary value problem (1.1)–(1.3) and (1.20).
The proof for Theorem 1 is motivated by our recent work [6], which studies the stability
of contact discontinuities for the compressible Navier–Stokes equations and Boltzmann equa-
tions with general perturbations. Roughly speaking, our idea is based on the observations that
even though the energy estimate involving ‖(Φ,Ψ,Z)‖2
L2
may grow at the rate (1 + t) 12 , it
can be compensated by the decay in the energy estimate for ‖(Φx,Ψx,Zx)‖2 2 which is of theL
F. Huang, Y. Wang / J. Differential Equations 240 (2007) 399–429 409order of (1 + t)− 12 . The reciprocal order of decay rates indicate the uniform boundedness of
‖(Φ,Ψ,Z)‖L∞ , which is essential to close the a priori estimates, and then gives the desired
decay rates.
The rest of the paper will be arranged as follows. In Section 2, the Boltzmann equation is
reformulated into a integrated system. In Section 3, the lower order estimate is derived, while the
Section 4 is for the derivative estimate. The convergence rate will be given in Section 5.
2. Reformulated system
Subtracting (1.34) from (1.19), where E is replaced by E1, and integrating the resulting equa-
tion, we get the following system for W = (Φ,Ψ,Z):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Φt +Ψ1x = −R1,
Ψ1t +
(
m21
ρ
+ p − m¯
2
1
ρ¯
− p¯
)
= 4
3
(
μ(θ)u1x −μ(θ¯)u¯1x
)−R2 −
∫
ξ21 Θ dξ,
Ψit +
(
m1mi
ρ
− m¯1m¯i
ρ¯
)
= (μ(θ)uix −μ(θ¯)u¯ix)−Ri+1 −
∫
ξ1ξiΘ dξ, i = 2,3,
Zt +
(
m1E1
ρ
+ m1
ρ
p − m¯1E¯
ρ¯
− m¯1
ρ¯
p¯
)
= (λ(θ)θx − λ(θ¯)θ¯x)+ 43
(
μ(θ)u1u1x
−μ(θ¯)u¯1u¯1x
)+ 3∑
i=2
(
μ(θ)uiuix −μ(θ¯)u¯i u¯ix
)−R5 −
∫ 1
2
ξ1|ξ |2Θ dξ.
(2.1)
Linearizing (2.1) gives
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Φt +Ψ1x = −R1,
Ψ1t + 23Zx +
2
3
θ+Φx = 4μ(θ¯)3ρ¯ Ψ1xx −
∫
ξ21 Θ dξ +Q1,
Ψit = μ(θ¯)
ρ¯
Ψixx −
∫
ξ1ξiΘ dξ +Qi, i = 2,3,
Zt + 23θ+Ψ1x =
λ(θ¯)
ρ¯
Zxx −
∫ 1
2
ξ1|ξ |2Θ dξ +Q4,
(2.2)
where
Q1 = −
(
m21
ρ
− m¯
2
1
ρ¯
)
−
(
p − p¯ − 2
3
Zx − 23θ+Φx
)
+ 4
3
(
μ(θ)
ρ
− μ(θ¯)
ρ¯
)
m1x − 43
(
μ(θ)
ρ2
m1ρx − μ(θ¯)
ρ¯2
m¯1ρ¯x
)
−R2, (2.3)
Qi = −
(
m1mi
ρ
− m¯1m¯i
ρ¯
)
+
(
μ(θ)
ρ
− μ(θ¯)
ρ¯
)
mix −
(
μ(θ)
ρ2
miρx − μ(θ¯)
ρ¯2
m¯i ρ¯x
)
−Ri+1,
i = 2,3, (2.4)
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(
m1E1
ρ
− m¯1E¯
ρ¯
)
−
(
m1
ρ
p − m¯1
ρ¯
p¯ − 2
3
θ+Ψ1x
)
+
(
λ(θ)
ρ
− λ(θ¯)
ρ¯
)
E1x
−
(
λ(θ)
ρ2
E1ρx − λ(θ¯)
ρ¯2
E¯ρ¯x
)
−
[
λ(θ)
( |m|2
2ρ2
)
x
− λ(θ¯)
( |m¯|2
2ρ¯2
)
x
]
+ 4
3
[
μ(θ)u1u1x −μ(θ¯)u¯1u¯1x
]+ 3∑
i=2
[
μ(θ)uiuix −μ(θ¯)u¯i u¯ix
]−R5, (2.5)
where we have used the fact that θ = E1
ρ
− |m|22ρ2 + θ+ and θ¯ = E¯ρ¯ − |m¯|
2
2ρ¯2 + θ+. Since the local
existence of the system (2.2) is standard as in [19], we omit it for brevity. To prove Theorem 1,
we only need to close the following a priori estimates: for any T > 0,
N(T ) = sup
0tT
{∥∥(Φ,Ψ,Z)∥∥2
H 2x
+
∑
0|α|1
∫ ∫ |∂αG|2
M∗
dξ dx +
∑
|α|=2
∫ ∫ |∂αf |2
M∗
dξ dx
}
 ε20, (2.6)
where ε0 is a small positive constant depending on the initial data and M∗ is a global Maxwellian
chosen later. Here, it is worthy to pointing out that (2.6) also gives
∑
1|β|2
∥∥∂β(φ,ψ, z)∥∥+ ∫ ∫ |∂αG|2
M∗
dξ dx  C(δ + ε0), |α| = 2, (2.7)
see [7] and [6] for details. Applying the a priori estimates (2.6) yields, for i = 1,2,3,4,
|Qi | = O(1)
(|Wx |2 + |Wxx |2 + R˜2),
|Qix | = O(1)
(|Wx |(|Wxx | + |Wxxx |)+ |Wxx |2)
+O(1)R˜(|Wxx | + |Wxxx | + R˜|Wx | + R˜2), (2.8)
where R˜ = δ√1+t
∑3
j=1 e
− |x−λj (1+t)|
2
4(1+t)
.
Before proving the a priori estimate (2.6), we list some basic lemmas based on the celebrated
H-theorem for later use.
Lemma 2.1. There exists a positive constant C such that
∫
R3
ν(|ξ |)−1Q(f,g)2
M
dξ C
{∫
R3
ν(|ξ |)f 2
M
dξ ·
∫
R3
g2
M
dξ +
∫
R3
f 2
M
dξ ·
∫
R3
ν(|ξ |)g2
M
dξ
}
,
where M can be any Maxwellian so that the above integrals are well defined.
Based on Lemma 2.1, the following three lemmas are proved in [13]. The proofs are straight-
forward by using the Cauchy inequality.
F. Huang, Y. Wang / J. Differential Equations 240 (2007) 399–429 411Lemma 2.2. If θ/2 < θ∗ < θ , then there exist two positive constants σ˜ = σ˜ (ρ,u, θ;ρ∗, u∗, θ∗)
and η0 = η0(ρ,u, θ;ρ∗, u∗, θ∗) such that if |ρ − ρ∗| + |u − u∗| + |θ − θ∗| < η0, we have for
h(ξ) ∈N⊥,
−
∫
R3
hLMh
M∗
dξ  σ˜
∫
R3
ν(|ξ |)h2
M∗
dξ, (2.9)
where M∗ is the global Maxwellian M[ρ∗,u∗,θ∗].
Lemma 2.3. Under the assumptions in Lemma 2.2, we have
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫
R3
ν(|ξ |)
M
∣∣L−1M h∣∣2 dξ  σ˜−2
∫
R3
ν(|ξ |)−1h2
M
dξ,
∫
R3
ν(|ξ |)
M∗
∣∣L−1M h∣∣2 dξ  σ˜−2
∫
R3
ν(|ξ |)−1h2
M∗
dξ
(2.10)
for each h(ξ) ∈N⊥.
Lemma 2.4. Under the conditions in Lemma 2.2, there exists a constant C > 0 such that for
positive constants k and λ, it holds that
∣∣∣∣
∫
R3
g1P1(|ξ |kg2)
M∗
dξ −
∫
R3
g1|ξ |kg2
M∗
dξ
∣∣∣∣C
∫
R3
λ|g1|2 + λ−1|g2|2
M∗
dξ.
3. Lower order estimates
In this section, we will derive the lower order estimates of (Φ,Ψ,Z). Multiplying (2.2)1 by
2
3θ+Φ , (2.2)2 by Ψ1, (2.2)3 by Ψi (i = 2,3), (2.7)4 by 1θ+ Z and adding the resulting equalities
imply
(
θ+Φ2
3
+ |Ψ |
2
2
+ Z
2
2θ+
)
t
+ 4μ(θ¯)
3ρ¯
Ψ 21x +
3∑
i=2
μ(θ¯)
ρ¯
Ψ 2ix +
λ(θ¯)
θ+ρ¯
Z2x
= −2
3
θ+ΦR1 −
(
4μ(θ¯)
3ρ¯
)
x
Ψ1Ψ1x −
3∑
i=2
(
μ(θ¯)
ρ¯
)
x
ΨiΨix −
(
λ(θ¯)
θ+ρ¯
)
x
ZZx +
3∑
i=1
ΨiQi
+ ZQ4
θ+
+N1 −
(
2θ+
3
ΦΨ1 + 23ZΨ1 −
4μ(θ¯)
3ρ¯
Ψ1Ψ1x −
3∑
i=2
μ(θ¯)
ρ¯
ΨiΨix − λ(θ¯)
θ+ρ¯
ZZx
)
x
,
(3.1)
where
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3∑
i=1
Ψi
∫
ξ1ξiΘ dξ − Z
θ+
∫ 1
2
ξ1|ξ |2Θ dξ. (3.2)
We have
Lemma 3.1. Under the a priori assumption (2.6), it follows that
W˜1t + K˜1  C˜δ(1 + t)−1W˜1 + C˜
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx + C˜ ∑
|α|=1
∥∥∂α(φ,ψ, z)∥∥2
+ C˜δ(1 + t)− 12 ,
where the global Maxwellian M∗ is chosen in Lemma 2.2 and
C−1W˜1  ‖W‖2 + ‖Φx‖2 +
∫ ∫ G2
M∗
dξ dx CW˜1,
C−1K˜1  ‖Wx‖2 +
∫ ∫
ν(|ξ |)G2
M∗
dξ dx  CK˜1.
Proof. Let
W1 =
∫
θ+Φ2
3
+
3∑
i=1
Ψ 2i
2
+ Z
2
2θ+
dx, K1 =
∫ 3∑
i=1
μ(θ¯)
ρ¯
Ψ 2ix +
λ(θ¯)
θ+ρ¯
Z2x dx. (3.3)
From (1.37) and the Cauchy inequality, we obtain∣∣∣∣
∫
−2
3
ΦR1 dx
∣∣∣∣ Cδ(1 + t)−1W1 +Cδ(1 + t)− 12 ,∣∣∣∣
∫
−
(
4μ(θ¯)
3ρ¯
)
x
Ψ1Ψ1x dx
∣∣∣∣Cδ(1 + t)−1W1 +CδK1. (3.4)
We treat the terms (μ(θ¯)
ρ¯
)xΨiΨix , (
λ(θ¯)
ρ¯
)xZZx in the same way. Similarly, the estimation (2.8)
of Qi gives,
3∑
i=1
∣∣∣∣
∫
ΨiQi dx
∣∣∣∣+
∣∣∣∣
∫
ZQ4 dx
∣∣∣∣ Cδ(1 + t)−1W1 +Cε0‖Wx‖2H 1 +Cδ(1 + t)− 12 . (3.5)
Integrating (3.1) with respect to x and using (3.4) and (3.5), we get
W1t + K12  Cδ(1 + t)
−1W1 +C(δ + ε0)‖Wx‖2H 1 +Cδ(1 + t)−
1
2 +
∫
N1 dx. (3.6)
Now we estimate the nonlinear terms
∫
N1 dx related to the non-fluid part where N1 is presented
in (3.2). We only estimate I = − ∫ Ψ1 ∫ ξ21 Θ dξ dx since the other terms in ∫ N1 dx can be
studied similarly. By (1.17), the integral I is divided into three parts, i.e.,
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∫
Ψ1
∫
ξ21 L
−1
M (Gt ) dξ dx −
∫
Ψ1
∫
ξ21 L
−1
M
[
P1(ξ1Gx)
]
dξ dx
+
∫
Ψ1
∫
ξ21 L
−1
M
[
Q(G,G)
]
dξ dx =
3∑
i=1
Ii . (3.7)
Note that for any h(ξ) ∈N⊥,
(
L−1M h
)
t
= L−1M (ht )− 2L−1M
[
Q
(
L−1M h,Mt
)]
,(
L−1M h
)
x
= L−1M (hx)− 2L−1M
[
Q
(
L−1M h,Mx
)]
. (3.8)
Thus we have
I1 = −
∫
Ψ1
∫
ξ21
(
L−1M G
)
t
dξ dx − 2
∫
Ψ1
∫
ξ21 L
−1
M
[
Q
(
L−1M G,Mt
)]
dξ dx
= −
(∫
Ψ1
∫
ξ21 L
−1
M Gdξ dx
)
t
+
∫
Ψ1t
∫
ξ21 L
−1
M Gdξ dx
− 2
∫
Ψ1
∫
ξ21 L
−1
M
[
Q
(
L−1M G,Mt
)]
dξ dx. (3.9)
From (1.8) and the Hölder inequality, Lemma 2.3 yields
∣∣∣∣
∫
ξ21 L
−1
M Gdξ
∣∣∣∣
2
C
∫
ξ41 ν
(|ξ |)−1M∗ dξ ·
∫
ν(|ξ |)
M∗
∣∣L−1M G∣∣2 dξ  C
∫ |G|2
M∗
dξ, (3.10)
where the global Maxwellian M∗ is chosen in Lemma 2.2. Moreover, from Lemmas 2.1–2.3, we
have
∣∣∣∣
∫
ξ21 L
−1
M
[
Q
(
L−1M G,Mt
)]
dξ
∣∣∣∣
2
 C
∫
ν(|ξ |)
M∗
∣∣L−1M [Q(L−1M G,Mt)]∣∣2 dξ
 C
∫
ν(|ξ |)−1
M∗
∣∣Q(L−1M G,Mt)∣∣2 dξ
 C
∫
ν(|ξ |)
M∗
∣∣L−1M G∣∣2 dξ ·
∫
ν(|ξ |)
M∗
|Mt |2 dξ
 C
(
ρ2t + u2t + θ2t
)∫ ν(|ξ |)
M∗
|G|2 dξ. (3.11)
Combining (1.18), (2.7) and (3.9)–(3.11) yields
I1 −
(∫
Ψ1
∫
ξ21 L
−1
M Gdξ dx
)
t
+ ε1‖Ψ1t‖2 +Cε1
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx
+C(δ + ε0)
∥∥(ρ,u, θ)t∥∥2, (3.12)
where ε1 is a small positive constant to be chosen later. Now we estimate I2. It is observed that
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[
P1(ξ1G)
]
x
+
4∑
j=0
〈χj , ξ1G〉P1(χjx). (3.13)
It follows that
I2 =
∫
Ψ1x
∫
ξ21 L
−1
M
[
P1(ξ1G)
]
dξ dx −
∫
Ψ1
∫
ξ21 L
−1
M
[ 4∑
j=0
〈ξ1G, χj 〉P1(χjx)
]
dξ dx
− 2
∫
Ψ1
∫
ξ21 L
−1
M
{
Q
(
L−1M
[
P1(ξ1G)
]
,Mx
)}
dξ dx
 (ε0 + ε1)K1 +Cε1
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx +C(δ + ε0)
∥∥(ρ,u, θ)x∥∥2, (3.14)
where we have used
∣∣〈ξ1G, χj 〉∣∣2 C
∫
ν
(|ξ |)−1ξ21 M∗
(
χj
M
)2
dξ
∫
ν(|ξ |)G2
M∗
dξ C
∫
ν(|ξ |)G2
M∗
dξ.
On the other hand, since
∣∣∣∣
∫
ξ21 L
−1
M
[
Q(G,G)
]
dξ
∣∣∣∣ C
(∫
ν(|ξ |)
M∗
∣∣L−1M [Q(G,G)]∣∣2 dξ
) 1
2
 C
(∫
ν(|ξ |)−1
M∗
∣∣Q(G,G)∣∣2 dξ) 12
 C
(∫ |G|2
M∗
dξ
) 1
2
(∫
ν(|ξ |)
M∗
|G|2 dξ
) 1
2
, (3.15)
we have
I3 =
∫
Ψ1
∫
ξ21 L
−1
M
[
Q(G,G)
]
dξ dx  Cε0
∫
ν(|ξ |)
M∗
|G|2 dξ, (3.16)
which, together with (3.12) and (3.14), yields
I −
(∫
Ψ1
∫
ξ21 L
−1
M Gdξ dx
)
t
+ (ε0 + ε1)
(
K1 + ‖Ψ1t‖2
)
+Cε1
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx +C(δ + ε0)
∑
|α|=1
∥∥∂α(ρ,u, θ)∥∥2. (3.17)
Therefore, combining (3.6) and (3.17) gives
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(∫ ∫
Aˆ(ξ ;Φ,Ψ,Z)L−1M Gdξ dx
)
t
+ K1
4
C1δ(1 + t)−1W1
+C1(ε0 + ε1)
∥∥(Φ,Ψ,Z)t∥∥2 +Cε1 ∑
0|α|1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C1(δ + ε0)
(
‖Φx‖2 +
∑
|α|=1
∥∥∂α(ρ,u, θ)∥∥2)+C1δ(1 + t)− 12 , (3.18)
where we have used the smallness of the constants δ and ε0. Here, Aˆ(ξ ;Φ,Ψ,Z) is a polynomial
of ξ = (ξ1, ξ2, ξ3) and a linear function of (Φ,Ψ,Z).
Now we derive another estimate involving ‖Φx‖2. From (2.2)2, we have
4μ(θ¯)
3ρ¯
Φxt +Ψ1t + 2θ+3 Φx = −
2
3
Zx − 4μ(θ¯)3ρ¯ R1x +Q1 −
∫
ξ21 Θ dξ. (3.19)
Multiplying (3.19) by Φx yields
(
2μ(θ¯)
3ρ¯
Φ2x
)
t
−
(
2μ(θ¯)
3ρ¯
)
t
Φ2x +ΦxΨ1t +
2θ+
3
Φ2x
=
(
−2
3
Zx − 4μ(θ¯)3ρ¯ R1x +Q1 −
∫
ξ21 Θ dξ
)
Φx. (3.20)
Since
ΦxΨ1t = (ΦxΨ1)t − (ΦtΨ1)x −Ψ 21x −R1Ψ1x,
we obtain
(∫ 2μ(θ¯)
3ρ¯
Φ2x +ΦxΨ1 dx
)
t
+
∫
θ+Φ2x
3
dx
 C
∫ (
Ψ 21x +Z2x
)
dx +Cδ(1 + t)− 32 +
∫
Q21 dx +
∫ ∣∣∣∣
∫
ξ21 Θ dξ
∣∣∣∣
2
dx. (3.21)
Again using (2.8) and the Cauchy inequality, one has
∫
Q21 dx  Cε0‖Wx‖2H 1 +Cδ(1 + t)−
3
2 . (3.22)
On the other hand, Lemmas 2.1–2.3 and (3.15) imply
∫ ∣∣∣∣
∫
ξ21 Θ dξ
∣∣∣∣
2
dx  Cε0
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx +C
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (3.23)
Plugging (3.22) and (3.23) into (3.21) yields
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3ρ¯
Φ2x +ΦxΨ1 dx
)
t
+
∫
θ+Φ2x
6
dx  C2
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C2K1 +C2δ(1 + t)− 32 +C2ε0
(∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx + ‖Wxx‖2
)
. (3.24)
The third step for Lemma 3.1 is to estimate the microscopic component G through Eq. (1.15).
Multiplying Eq. (1.15) by GM∗ , we obtain
( G2
2M∗
)
t
− GLMG
M∗
= [Q(G,G)− P1(ξ1Mx)− P1(ξ1Gx)] GM∗ . (3.25)
Then integrating (3.25) with respect to ξ and x and using the Cauchy inequality and Lemmas 2.1–
2.4, we get
(∫ ∫ G2
2M∗
dξ dx
)
t
+ σ˜
2
∫ ∫
ν(|ξ |)G2
M∗
dξ dx
 C3δ(1 + t)− 32 +C3
∥∥(φ,ψ, z)x∥∥2 +C3
∫ ∫
ν(|ξ |)|Gx |2
M∗
dξ dx. (3.26)
The last step for the lower order estimates Lemma 3.1 is for ‖(Φ,Ψ,Z)t‖2 which is included
in the right-hand side of (3.18). From (2.2), (3.22) and (3.23), we have
∥∥(Φ,Ψ,Z)t∥∥2  C4(K1 + ‖Φx‖2)+C4‖Wxx‖2 +C4δ(1 + t)− 32
+C4ε0
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx +C4
∑
|α|1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (3.27)
We are now ready to complete the proof for Lemma 3.1. Note that Aˆ(ξ ;Φ,Ψ,Z) is a polynomial
of ξ and a linear function of (Φ,Ψ,Z), we have
∣∣∣∣
∫ ∫
Aˆ(ξ ;Φ,Ψ,Z)L−1M Gdξ dx
∣∣∣∣ 14W1 +C
∫ ∫ |G|2
M∗
dξ dx. (3.28)
We choose large constants C˜1, C˜2, C˜3 and small ε1 such that
C˜1W1 + C˜1
∫ ∫
Aˆ(ξ ;Φ,Ψ,Z)L−1M Gdξ dx + C˜2
∫ (2μ(θ¯)
3ρ¯
Φ2x +ΦxΨ1
)
dx
+ C˜3
∫ ∫ G2
2M∗
dξ dx  C˜1
2
W1 + C˜2
∫
μ(θ¯)
3ρ¯
Φ2x dx +
C˜3
4
∫ ∫ G2
M∗
dξ dx, (3.29)
and
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C˜1
4
−C2C˜2 − C˜1C1(ε0 + ε1)C4
]
K1
+
[
θ+
6
C˜2 − C˜1C1(δ + ε0 + ε1)(1 +C4)
]
‖Φx‖2  C˜18 K1 +
θ+
12
C˜2‖Φx‖2, (3.30)
σ˜
2
C˜3 − C˜1C1(ε0 + ε1)C4ε0 −Cε1C˜1 − C˜2C2ε0 
σ˜
4
C˜3. (3.31)
Multiplying (3.18) by C˜1, (3.24) by C˜2, (3.26) by C˜3, (3.27) by C1(ε0 + ε1)C˜1 and adding all
these inequalities together, we complete the proof for Lemma 3.1, where
W˜1 = C˜1W1 + C˜1
∫ ∫
Aˆ(ξ ;Φ,Ψ,Z)L−1M Gdξ dx + C˜2
∫ (2μ(θ¯)
3ρ¯
Φ2x +ΦxΨ1
)
dx
+ C˜3
2
∫ ∫ G2
M∗
dξ dx,
K˜1 = C˜18 K1 +
θ+
12
C˜2‖Φx‖2 + σ˜4 C˜3
∫ ∫
ν(|ξ |)G2
M∗
dξ dx, (3.32)
and we have used the fact that for any i = 1 or 2,
C−1
∑
|α|=i
∥∥∂α(φ,ψ, z)∥∥2 −C−1δ(1 + t)− 2i+12

∑
|α|=i
∥∥∂α(ρ,u, θ)∥∥2  C ∑
|α|=i
∥∥∂α(φ,ψ, z)∥∥2 +Cδ(1 + t)− 2i+12 .  (3.33)
4. Higher order estimates
This section is devoted to the estimations of the derivatives of W . We have
Lemma 4.1. It follows that
W˜2t + K˜2  C˜δ(1 + t)−1K˜1 + C˜δ(1 + t)− 32 ,
where
C−1W˜2 
∥∥(φ,ψ, z)∥∥2
H 1 +
∑
0|α|1
∫ ∫ |∂αG|2
M∗
dξ dx +
∑
|α|=2
∫ ∫ |∂αf |2
M∗
dξ dx  CW˜2,
C−1K˜2 
∑
0|α|2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx + ∑
1|α|2
∥∥∂α(φ,ψ, z)∥∥2  CK˜2.
Proof. Set the macroscopic entropy S by (see also [12])
−3ρS =
∫
M ln Mdξ. (4.1)
2
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⎧⎪⎪⎨
⎪⎪⎩
Mx =
(
ρx
ρ
− 3θx
2θ
− u · ux
Rθ
+ |u|
2θx
2Rθ2
+ ξ · ux
Rθ
+ |ξ |
2 − 2ξ · u
2Rθ2
θx
)
M,
ln M = ln ρ
(2πRθ)3/2
− |u|
2
2Rθ
+ 2ξ · u− |ξ |
2
2Rθ
,
(4.2)
we obtain
⎧⎪⎪⎨
⎪⎪⎩
S = −2
3
lnρ + ln
(
4π
3
θ
)
+ 1,
p = 2
3
ρθ = 1
2π
ρ
5
3 eS−1.
(4.3)
Multiplying Eq. (1.13) by ln M yields
(
−3
2
ρS
)
t
−
(
3
2
ρu1S
)
x
+
(∫
ξ1 ln M · Gdξ
)
x
=
∫
ξ1G(ln M)x dξ. (4.4)
Denote that
X = (ρ,m1,m2,m3,E1)t , X¯ = (ρ¯, m¯1, m¯2, m¯3, E¯)t ,
Y =
(
m1,
m21
ρ
+ p, m1m2
ρ
,
m1m3
ρ
,
m1E1
ρ
+ m1p
ρ
)t
,
Y¯ =
(
m¯1,
m¯21
ρ¯
+ p¯, m¯1m¯2
ρ¯
,
m¯1m¯3
ρ¯
,
m¯1E¯
ρ¯
+ m¯1p¯
ρ¯
)t
. (4.5)
We define an entropy–entropy flux pair (η, q) around the Maxwellian M[ρ¯,u¯,θ¯ ] as
⎧⎪⎪⎨
⎪⎪⎩
η = θ¯
{
−3
2
ρS + 3
2
ρ¯S¯ + 3
2
∇X(ρS)|X=X¯ · (X − X¯)
}
,
q = θ¯
{
−3
2
ρu1S + 32 ρ¯u¯1S¯ +
3
2
∇X(ρS)|X=X¯ · (Y − Y¯)
}
.
(4.6)
Note that
(ρS)ρ = S + |u|
2
2θ
− 5
3
+ θ+
θ
, (ρS)mi = −
ui
θ
, i = 1,2,3, (ρS)E1 =
1
θ
, (4.7)
we get
⎧⎪⎨
⎪⎩
η = 3
2
{
ρθ − θ¯ρS + ρ
[(
S¯ − 5
3
)
θ¯ + |u− u¯|
2
2
]
+ 2
3
ρ¯θ¯
}
,
q = u1η + (u1 − u¯1)(ρθ − ρ¯θ¯ ).
(4.8)
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there exists a positive constant C0 such that
C−10 |X − X¯|2  η C0|X − X¯|2. (4.9)
From (1.14) and (4.8), a direct computation yields
ηt + qx =
[∇(ρ¯,u¯,S¯)η · (ρ¯, u¯, S¯)t + ∇(ρ¯,u¯,S¯)q · (ρ¯, u¯, S¯)x]+
∫
ξ1(θ¯ ln M)xGdξ
−
3∑
i=1
3
2
u¯ix
∫
ξ1ξiGdξ −
(∫
ξ1θ¯ (ln M)Gdξ
)
x
+ 3
2
3∑
i=1
(
u¯i
∫
ξ1ξiGdξ
)
x
− 1
4
(∫
ξ1|ξ |2Gdξ
)
x
. (4.10)
Integrating (4.10) over x gives
(∫
η(x, t) dx
)
t
=
∫ [∇(ρ¯,u¯,S¯)η · (ρ¯, u¯, S¯)t + ∇(ρ¯,u¯,S¯)q · (ρ¯, u¯, S¯)x]dx
+
∫ ∫
ξ1(θ¯ ln M)xGdξ dx −
3∑
i=1
∫ ∫ 3
2
u¯ixξ1ξiGdξ dx. (4.11)
It is straightforward to check that
∣∣∇(ρ¯,u¯,S¯)η · (ρ¯, u¯, S¯)t + ∇(ρ¯,u¯,S¯)q · (ρ¯, u¯, S¯)x∣∣ C(|Wx |R˜3 + |Wx |2R˜2 + R˜4) (4.12)
which implies
∣∣∣∣
∫ [∇(ρ¯,u¯,S¯)η · (ρ¯, u¯, S¯)t + ∇(ρ¯,u¯,S¯)q · (ρ¯, u¯, S¯)x]dx
∣∣∣∣
 Cδ(1 + t)−1K˜1 +Cδ(1 + t)− 32 , (4.13)
where R˜ is defined in (2.8). On the other hand, we calculate
∫ ∫ 3
2
u¯ixξ1ξiGdξ dx  Cδ
∫ ∫
ν(|ξ |)G2
M∗
dξ dx +Cδ(1 + t)− 32 , (4.14)
∫ ∫
ξ1(θ¯ ln M)xGdξ dx =
∫ ∫
ξ1θ¯
Mx
M
Gdξ dx +
∫ ∫
ξ1θ¯x(ln M)Gdξ dx
=
∫ ∫
ξ1θ¯
(
ξ · ux
Rθ
+ |ξ |
2 − 2ξ · u
2Rθ2
θx
)(
L−1M
[
P1(ξ1Mx)
]+Θ) dξ dx
+
∫ ∫
ξ1θ¯x
2ξ · u− |ξ |2 (
L−1M
[
P1(ξ1Mx)
]+Θ) dξ dx. (4.15)
2Rθ
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∫ ∫
ξ1θ¯
(
ξ · ux
Rθ
+ |ξ |
2 − 2ξ · u
2Rθ2
θx
)
L−1M
[
P1(ξ1Mx)
]
dξ dx
=
3∑
i=1
∫ ∫ {
θ¯uix
Rθ
ξ1ξiL
−1
M
[
P1(ξ1Mx)
]+ θ¯ θx
2Rθ2
ξ1|ξ |2L−1M
[
P1(ξ1Mx)
]}
dξ dx
−
3∑
i=1
∫ ∫
θ¯ θxui
Rθ2
ξ1ξiL
−1
M
[
P1(ξ1Mx)
]
dξ dx
= −
∫ (2θ¯μ(θ)
θ
u21x +
3∑
i=2
3θ¯μ(θ)
2θ
u2ix +
3θ¯λ(θ)
2θ2
θ2x
)
dx, (4.16)
∫ ∫
ξ1θ¯x
2ξ · u− |ξ |2
2Rθ
L−1M
[
P1(ξ1Mx)
]
dξ dx
=
3∑
i=1
∫ ∫ {
θ¯xui
Rθ
ξ1ξiL
−1
M
[
P1(ξ1Mx)
]− θ¯x
2Rθ
ξ1|ξ |2L−1M
[
P1(ξ1Mx)
]}
dξ dx
=
∫
λ(θ)θ¯xθx
Rθ
dx 
∫ 3θ¯λ(θ)
4θ2
θ2x dx +Cδ(1 + t)−
3
2 . (4.17)
Plugging (4.13)–(4.17) into (4.11), we get
W2t +K2 
∫ ∫ {
ξ1θ¯x
2ξ · u− |ξ |2
2Rθ
Θ + ξ1θ¯
(
ξ · ux
Rθ
+ |ξ |
2 − 2ξ · ux
2Rθ2
θx
)
Θ
}
dξ dx
+Cδ(1 + t)−1K˜1 +Cδ
∫ ∫
ν(|ξ |)G2
M∗
dξ dx +Cδ(1 + t)− 32 , (4.18)
where
W2 =
∫
η(x, t) dx, K2 =
∫ [3θ¯μ(θ)
4θ
|ux |2 + 3θ¯λ(θ)4θ2 θ
2
x
]
dx. (4.19)
We now estimate the term of (4.18) involving Θ . The Cauchy inequality and (3.23) give
∣∣∣∣
∫ ∫
ξ1θ¯x
2ξ · u− |ξ |2
2Rθ
Θ dξ dx
∣∣∣∣ C
∫
θ¯2x dx +C
∫ (∫
ξ21 Θ dξ
)2
dx
Cδ(1 + t)− 32 +Cε0
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx +C
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx, (4.20)
and
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∫ ∫
ξ1θ¯
(
ξ · ux
Rθ
+ |ξ |
2 − 2ξ · u
2Rθ2
θx
)
Θ dξ dx
∣∣∣∣
 K2
2
+Cδ(1 + t)− 32 +C
∫ ∫ [
ε0
ν(|ξ |)
M∗
|G|2 +
∑
|α|=1
ν(|ξ |)
M∗
∣∣∂αG∣∣2]dξ dx. (4.21)
Substituting (4.20)–(4.21) into (4.18) yields
W2t + K22 C5δ(1 + t)
−1K˜1 +C5(1 + t)− 32 +C5
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C5ε0
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx. (4.22)
Then we follow the same way of Section 3 to estimate ‖φx‖2. Applying ∂x to (2.2)1 and (2.2)2,
we obtain
4μ(θ¯)
3ρ¯
φxt +ψ1t + 23zx +
2θ+
3
φx
=
(
4μ(θ¯)
3ρ¯
)
x
ψ1x − 4μ(θ¯)3ρ¯ R1xx −
∫
ξ21 Θx dξ +Q1x. (4.23)
Multiplying (4.23) by φx implies
(
2μ(θ¯)
3ρ¯
φ2x
)
t
−
(
2μ(θ¯)
3ρ¯
)
t
φ2x +ψ1tφx +
2
3
zxφx + 23θ+φ
2
x
=
{
−4μ(θ¯)
3ρ¯
R1xx +
(
4μ(θ¯)
3ρ¯
)
x
ψ1x −
∫
ξ21 Θx dξ +Q1x
}
φx. (4.24)
Since
φxψ1t = (φxψ1)t − (φtψ1)x −ψ21x −R1xψ1x,
we have from (3.33),
(∫ 2μ(θ¯)
3ρ¯
φ2x + φxψ1 dx
)
t
+
∫
θ+φ2x
3
dx
CK2 +Cδ(1 + t)− 32 +
∫
Q21x dx +
∫ ∣∣∣∣
∫
ξ21 Θx dξ
∣∣∣∣
2
dx. (4.25)
By (1.17), (2.6)–(2.8), (3.8) and (3.33), a direct computation yields
∫
Q21x dx C(δ + ε0)
(
K2 + ‖φx‖2
)+Cδ(1 + t)− 32 +C(δ + ε0)(∥∥(φ,ψ, z)xx∥∥2) (4.26)
and
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∫
ξ21 Θx dξ
∣∣∣∣
2
dx  C
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C(δ + ε0)
∑
0|α|1
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx. (4.27)
Plugging (4.26) and (4.27) into (4.25), we have
(∫ 2μ(θ¯)
3ρ¯
φ2x + φxψ1 dx
)
t
+
∫
θ+φ2x
6
dx
C6K2 +C6
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +C6δ(1 + t)− 32
+C6(δ + ε0)
(∥∥(φ,ψ, z)xx∥∥2 + ∑
0|α|1
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx
)
. (4.28)
On the other hand, multiplying (1.14)2 by ψ1t yields
ψ21t =
[
−m¯1t −
(
m21
ρ
+ p
)
x
−
∫
ξ21 Gx dξ
]
ψ1t . (4.29)
Integrating (4.29) with respect to x and using the Cauchy inequality, we have
∫
ψ21t dx C
∫ [
−m¯1t −
(
m21
ρ
+ p
)
x
−
∫
ξ21 Gx dξ
]2
dx
Cδ(1 + t)− 32 +C(K2 + ‖φx‖2)+C
∫
ν(|ξ |)
M∗
|Gx |2 dξ dx. (4.30)
We can get the same estimates of φt ,ψ2t ,ψ3t and zt like (4.30) in the same way. We have
∥∥(φ,ψ, z)t∥∥2  C7δ(1 + t)− 32 +C7(K2 + ‖φx‖2)+C7
∫
ν(|ξ |)
M∗
|Gx |2 dξ dx. (4.31)
We now choose large constants C˜4 and C˜5 such that
C˜4W2 + C˜5
∫ 2μ(θ¯)
3ρ¯
φ2x + φxψ1 dx 
C˜4
2
W2 + C˜5
∫
μ(θ¯)
3ρ¯
φ2x dx, (4.32)
and
(
C˜4
2
− C˜5C6 −C7
)
K2 −C3
∥∥(ψ, z)x∥∥2  ∥∥(ψ, z)x∥∥2, θ+C˜56 −C7 −C3  1. (4.33)
Then multiplying (4.22) by C˜4, (4.28) by C˜5, and using (3.26), (3.33), (4.31) and the assumptions
that δ and ε0 are small positive constants, we obtain
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+C8
∑
1|α|2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +C8(δ + ε0)∥∥(φ,ψ, z)xx∥∥2, (4.34)
where
W3 = C˜4W2 + C˜5
∫ 2μ(θ¯)
3ρ¯
φ2x + φxψ1 dx +
∫ ∫ |G|2
2M∗
dξ dx, (4.35)
K3 =
∑
|α|=1
∥∥∂α(φ,ψ, z)∥∥2 + σ˜
4
∫ ∫
ν(|ξ |)
M∗
|G|2 dx. (4.36)
Next, we shall derive the estimates of derivatives of (φ,ψ, z). For this, applying ∂xx to the
system (2.2), we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φxt +ψ1xx = −R1xx,
ψ1xt + 23zxx +
2θ+
3
φxx =
(
4μ(θ¯)
3ρ¯
ψ1x
)
xx
−
∫
ξ21 Θxx dξ +Q1xx,
ψixt =
(
μ(θ¯)
ρ¯
ψix
)
xx
−
∫
ξ1ξiΘxx dξ +Qixx, i = 2,3,
zxt + 23θ+ψ1xx =
(
λ(θ¯)
ρ¯
zx
)
xx
−
∫ 1
2
ξ1|ξ |2Θxx dξ +Q4xx,
(4.37)
where Qi , i = 1,2,3,4, are defined in (2.3)–(2.5). Multiplying (4.37)1 by 23θ+φx , (4.37)2 by
ψ1x , (4.37)3 by ψix , (4.37)4 by zxθ+ , and then adding the resulting equalities, we get
(
θ+φ2x
3
+ |ψx |
2
2
+ z
2
x
2θ+
)
t
+ 4μ(θ¯)
3ρ¯
ψ21xx +
3∑
i=2
μ(θ¯)
ρ¯
ψ2ixx +
λ(θ¯)
ρ¯
z2xx
= −2θ+
3
φxR1xx −
(
4μ(θ¯)
3ρ¯
)
x
ψ1xψ1xx −
3∑
i=2
(
μ(θ¯)
ρ¯
)
x
ψixψixx
−
(
λ(θ¯)
ρ¯
)
x
zxzxx −
3∑
i=1
ψixxQix − zxx
θ+
Q4x +
3∑
i=1
ψixx
∫
ξ1ξiΘx dξ
+ zxx
θ+
∫ 1
2
ξ1|ξ |2Θxdξ + (. . .)x . (4.38)
We estimate (4.38) term by term. Let
W4 =
∫
θ+φ2x
3
+ |ψx |
2
2
+ z
2
x
2θ+
dx, K4 =
∫ 3∑
i=1
μ(θ¯)
ρ¯
ψ2ixx +
λ(θ¯)
ρ¯
z2xx dx. (4.39)
Integrating (4.38) over x and applying the Cauchy inequality, (4.26) and (4.27), we obtain
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− 32 +C9(δ + ε0)
(
K3 + ‖φxx‖2
)
+C9
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C9(δ + ε0)
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
|G|2 dξ dx. (4.40)
We use Eq. (1.14)2 to get an estimate for φxx . Applying ∂x on (1.14)2, we have
ψ1xt + m¯1xt +
(
m21
ρ
+ p
)
xx
= −
∫
ξ21 Gxx dξ. (4.41)
Note that
pxx = 23θρxx +
2
3
ρθxx + 43ρxθx,
φxxψ1xt = (φxxψ1x)t − (φxtψ1x)x −ψ21xx −R1xxψ1xx, (4.42)
multiplying (4.41) by φxx and integrating the resulting equality over x imply
(∫
φxxψ1x
)
t
+
∫
θφ2xx
3
dx  C10K4 +C10δ(1 + t)− 52 +C10(δ + ε0)K3
+C10
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (4.43)
The estimations of (φxt ,ψxt , zxt ) and (φtt ,ψtt , ztt ) can be treated similarly by (1.14). Without
loss of generality, we only consider ‖ψxt‖2. From (4.41), we have∫
ψ21xt dx  C11K4 +C11δ(1 + t)−
5
2 +C11(δ + ε0)K3
+C11
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (4.44)
Choosing large constants C˜6 and C˜7, we have from (4.40), (4.43) and (4.44)
(
C˜6W4 + C˜7
∫
φxxψ1x
)
t
+
∑
|α|=2
∥∥∂α(φ,ψ, z)∥∥2
 C12δ(1 + t)− 32 +C12(δ + ε0)K3 +C12
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C12(δ + ε0)
∑ ∫∫ ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (4.45)
|α|=1
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First, applying ∂x to (1.15), we have
Gxt +
[
P1(ξ1Mx)
]
x
+ [P1(ξ1Gx)]x = LMGx + 2Q(Mx,G)+ 2Q(Gx,G). (4.46)
Multiplying (4.46) by GxM∗ , integrating the resulting equality with respect to x and ξ , and using
Lemmas 2.1–2.4, we obtain
(∫ ∫ G2x
2M∗
dξ dx
)
t
+ σ˜
2
∫ ∫
ν(|ξ |)
M∗
|Gx |2 dξ dx
 Cδ(1 + t)− 32 +C(δ + ε0)K3 +CK4 +C
∫ ∫
ν(|ξ |)
M∗
|Gxx |2 dξ dx. (4.47)
Similarly,
(∫ ∫ G2t
2M∗
dξ dx
)
t
+ σ˜
2
∫ ∫
ν(|ξ |)
M∗
|Gt |2 dξ dx
 Cδ(1 + t)− 32 +C(δ + ε0)K3 +C
∥∥(φ,ψ, z)xt∥∥2 +C
∫ ∫
ν(|ξ |)
M∗
|Gxt |2 dξ dx. (4.48)
The final step for Lemma 4.1 is to estimate the terms
∫
φxxψ1x dx in (4.43) and∑
|α|=2
∫∫
ν(|ξ |)
M∗ |∂αG|2 dξ dx in (4.45). Notice that, for |α| = 2, (1.6) implies
∥∥∂α(ρ,m,E)∥∥2 C ∫ ∫ |∂αf |2
M∗
dξ dx,
which together with (3.33) gives
∥∥∂α(φ,ψ, z)∥∥2 C ∫ ∫ |∂αf |2
M∗
dξ dx +Cδ(1 + t)− 52 . (4.49)
Thus it turns out to study
∫∫ |∂αf |2
M∗ dξ dx (|α| = 2). Applying ∂α (|α| = 2) on the Boltzmann
equation (1.1), we have
(
∂αf
)
t
+ ξ1
(
∂αf
)
x
= ∂αLMG + ∂αQ(G,G). (4.50)
Multiply (4.50) by ∂αfM∗ = ∂
αM
M∗ + ∂
αG
M∗ , we obtain( |∂αf |2
2M∗
)
t
− ∂
αG
M∗
LM∂
αG
= ∂
αM
M∗
LM∂
αG −
(
ξ1
|∂αf |2
2M∗
)
x
+ 2(∂
αM + ∂αG)
M∗
×
[ ∑ (
Q
(
∂α−βM, ∂αG
)+Q(∂α−βG, ∂αG))+Q(∂αG,G)+Q(∂αM,G)], (4.51)
|β|=1
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∂αLMG = LM∂αG + 2
( ∑
|β|=1
Q
(
∂α−βM, ∂βG
)+Q(∂αM,G)),
∂αQ(G,G) = 2
( ∑
|β|=1
Q
(
∂α−βG, ∂βG
)+Q(∂αG,G)), |α| = 2.
Since Mx,Mt ∈N , P1(∂αM) does not contain ∂α(ρ,u, θ). Thus, we have
∣∣∣∣
∫ ∫
LM∂
αG · ∂αM
M
dξ dx
∣∣∣∣
=
∣∣∣∣
∫ ∫
LM∂
αG · P1(∂αM)
M
dξ dx
∣∣∣∣
 C(δ + ε0)K3 +Cδ(1 + t)− 32 + σ˜8
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx, (4.52)
∣∣∣∣
∫ ∫
LM∂
αG · ∂αM
(
1
M∗
− 1
M
)
dξ dx
∣∣∣∣
 σ˜
8
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +Cη0∥∥∂α(φ,ψ, z)∥∥2 +C(δ + ε0)K3
+Cδ(1 + t)− 32 , (4.53)
and
∣∣∣∣
∫ ∫
∂αG ·Q(∂αG,G)
M∗
dξ dx
∣∣∣∣
 σ˜
16
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C
∫ (∫ |∂αG|2
M∗
dξ ·
∫
ν(|ξ |)|G|2
M∗
dξ +
∫
ν(|ξ |)|∂αG|2
M∗
dξ ·
∫ |G|2
M∗
dξ
)
dx
 σ˜
8
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +C sup
x,t
∫
ν(|ξ |)|G|2
M∗
dξ ·
∫ ∫ |∂αG|2
M∗
dξ dx
 σ˜
8
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +Cε0 ∑
0|β|1
∫ ∫
ν(|ξ |)|∂βG|2
M∗
dξ dx, (4.54)
where the small constant η0 is defined in Lemma 2.2. The other terms in the right-hand side
of (4.51) can be studied similarly. Thus integrating (4.51) and using the Cauchy inequality and
Lemmas 2.2–2.4, we have
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|α|=2
∫ ∫ |∂αf |2
2M∗
dξ dx
)
t
+ σ˜
2
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
 Cδ(1 + t)− 32 +C(δ + ε0)
∑
0|α|1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +C(δ + ε0)K3
+C(η0 + ε0)
∑
|α|=2
∥∥∂α(φ,ψ, z)∥∥2. (4.55)
Now we are ready to complete the proof for Lemma 4.1. We choose suitable constants Cˆi > 1,
i = 1,2,3,4, so that
W˜2 = Cˆ1W3 + Cˆ2
(
C˜6W4 + C˜7
∫
ψ1xφxx dx
)
+ Cˆ3
∑
|α|=1
∫ ∫ |∂αG|2
M∗
dξ dx
+ Cˆ4
∑
|α|=2
∫ ∫ |∂αf |2
M∗
dξ dx 
∥∥(φ,ψ, z)∥∥2
H 1 +
∑
0|α|1
∫ ∫ |∂αG|2
M∗
dξ dx
+
∑
|α|=2
∫ ∫ |∂αf |2
M∗
dξ dx −Cδ(1 + t)− 52 . (4.56)
Let
K˜2 =
∑
0|α|2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx + ∑
1|α|2
∣∣∂α(φ,ψ, z)∣∣2. (4.57)
Then using (4.34), (4.45), (4.47), (4.48) and (4.54), we prove Lemma 4.1, i.e.,
W˜2t + K˜2 Cδ(1 + t)−1K˜1 +Cδ(1 + t)− 32 .  (4.58)
5. The proof of Theorem 1
In this section, we shall prove Theorem 1 by Lemmas 3.1 and 4.1. Let
Wˆ = W˜1 + Cˆ5W˜2, Kˆ = K˜1 + Cˆ5K˜2, (5.1)
where the constant Cˆ5 is chosen large so that
Wˆt + Kˆ C0δ(1 + t)−1Wˆ +C0δ(1 + t)− 12 (5.2)
due to Lemmas 3.1 and 4.1. Multiplying (5.2) by (1 + t)−C0δ and using Gronwall inequality, we
have, if C0δ < 12 ,
Wˆ C
(
Wˆ (0)+ δ)(1 + t) 12 ,
t∫
Kˆdt  C
(
Wˆ (0)+ δ)(1 + t) 12 . (5.3)0
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[
(1 + t)W˜2
]
t
 Cδ(1 + t)− 12 +CδK˜1 + W˜2 Cδ(1 + t)− 12 + Kˆ. (5.4)
Integrating (5.4) with respect to t and using (5.3) imply
W˜2  C
(
Wˆ (0)+ δ)(1 + t)− 12 . (5.5)
Therefore we have
∥∥(Φ,Ψ,Z)∥∥2
L∞  C
∥∥(Φ,Ψ,Z)∥∥2
H1
 CWˆ 12 W˜
1
2
2 C
(
Wˆ (0)+ δ), (5.6)
and
∥∥(φ,ψ, z)∥∥2
H 1 +
∑
0|α|1
∫ ∫ |∂αG|2
M∗
dx dξ +
∑
|α|=2
∫ ∫ |∂αf |2
M∗
dx dξ
 CW˜2 +Cδ(1 + t)− 52  C
(
Wˆ (0)+ δ)(1 + t)− 12 , (5.7)
which closes the a priori assumptions (2.6). The last step for Theorem 1 is to verify the decay
rate in (1.41) which can be easily obtained from (5.7), i.e.,
∫ ∫ |f (x, t, ξ)− M[ρ¯,u¯,θ¯]|2
M∗
dξ dx

∫ ∫ |M − M[ρ¯,u¯,θ¯ ]|2
M∗
dξ dx +
∫ ∫ G2
M∗
dξ dx
 C
∥∥(φ,ψ, z)∥∥2 +C ∫ ∫ G2
M∗
dξ dx  C
(
Wˆ (0)+ δ)(1 + t)− 12 , (5.8)
and
∫ ∫ |fx(x, t, ξ)− (M[ρ¯,u¯,θ¯])x |2
M∗
dξ dx

∫ ∫ |Mx − (M[ρ¯,u¯,θ¯])x |2
M∗
dξ dx +
∫ ∫ G2x
M∗
dξ dx
 Cδ(1 + t)− 12 +C∥∥(φ,ψ, z)x∥∥2 +C
∫ ∫ G2x
M∗
dξ dx
 C
(
Wˆ (0)+ δ)(1 + t)− 12 , (5.9)
which imply,
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∫ |f (x, t, ξ)− M[ρ¯,u¯,θ¯](x, t, ξ)|2
M∗
dξ
∥∥∥∥
2
L∞x
 C
∫ ∫ |f (x, t, ξ)− M[ρ¯,u¯,θ¯]|2
M∗
dξ dx ·
∫ ∫ |fx(x, t, ξ)− (M[ρ¯,u¯,θ¯])x |2
M∗
dξ dx
 C
(
Wˆ (0)+ δ)(1 + t)−1.
This completes the proof of Theorem 1.
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