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Abstract
Here we are concerned with the problem of the existence of periodic solution for certain second and
third-order nonlinear di&erential equations. Our method here is to consider the problem as an eigenvalue
problem and treat it by the topological degree theory. In particular we establish the conditions of the existence
of periodic solution 4rst for a simpler system which is homotopic to the original system and then generalize the
obtained results for the focal system. The method employed here is applicable also for a system of nonlinear
di&erential equations just with simple modi4cations. Finally, we present some speci4c examples numerically
to show that the results are valid and realizable.
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1. Introduction
It is known that the equations of many vibrating systems are reducible to the following second
and third-order system, see for example Stoker [7]:
x′′ + (t)g(x; x′) = e(t);
x′′′ + (t)g(x; x′; x′′) = e(t);
where (t); e(t) are periodic functions. The simple Hill’s equation
x′′ + (a+ b cos! t)x = 0;
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maybe is the most known and elaborated equation of that type. A considerable amount of work has
been done with the above systems, particularly the second-order one, that regarding the existence of
periodic solution, the results of Bihari [1,2] are of considerable importance. In spite of second-order
systems, where the topology of the plane facilitates it to infer some simple and eHcient results like
of Poincare–Bendixon theorem, third-order systems lack such an advantage and for this treatment
of them is more complicated than second-order ones. One of the main methods employed by many
authors, when in the above systems e(t) ≡ 0, is to transforming them into a Fredholm 4rst-type
integral equation using Green’s function with periodic or semi-periodic boundary conditions, and
applying the 4xed point theorems like one of Banach or Leray-Schauder to show the existence of a
solution that meet the periodic conditions, see for example Cronin [3], Lazer [4], Mehri and Niksirat
[6]. In the cases when system has a trivial solution, say e(t) ≡ 0 in the above equations, treatment of
the problem is more complicated than the former case by the fact that applying 4xed point theorems
may result in the trivial solution.
Here, we con4ne ourselves to the later case where e(t) ≡ 0 and in a parametric form of the
following:
x′′ + 
(t)g(x; x′) = 0; (1.1)
where (t) is a periodic function with period 2! and 
¿ 0 is a parameter. In such a case Eq. (1.1)
can be considered as an eigenvalue problem. To consider g as a homotopy of g on [0; 0], we also
de4ne the following homotopic eigenvalue problem:
x′′ + 
(t)g(x; x′; ) = 0: (1.2)
To de4ne a topological degree for the eigenfunctions of Eq. (1.2) for =0 in Section 2, we apply the
homotopy invariance property of topological degree to conclude the existence of a periodic solution
for Eq. (1.1). In Section 3, we show how the method employed for the second-order di&erential
equations can be applied for the third order ones. Finally, in Section 4 we present some examples
to show that the obtained results are realizable.
2. Second-order systems
Let’s consider Eq. (1.2) where 
¿ 0 is a parameter, (t) is a positive 2!-periodic function:
(t) = (2!± t)¿ 0 (2.1)
and g(x; x′; ) is a C1 homotopy with respect to parameter . As usual let us assume that g is
suHciently smooth with respect to its arguments so that the existence and uniqueness of the solution
for any initial values (x0; x′0; t0)∈R3 for Eq. (1.2) are guaranteed. It is obvious that x(t) the solution
of Eq. (1.2) is dependent on ; i.e., x(t) = x(t; ). Let us consider Eq. (1.2) with the following
periodic boundary conditions:
x(0; ) = x(4!; ); x′(0; ) = x′(4!; ): (2.2)
It is obvious that the existence of an eigenvalue 
 for the problems (1.2)–(2.2) is equivalent to
the existence of a 4!-periodic solution x(t; ) for Eq. (1.2) for any value of . To establish that,
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we 4rst prove the existence of an eigenvalue for Eqs. (1.2)–(2.2) when  = 0. Let’s assume that
g(x; x′; 0) = f(x)h(x′) where
uf(u)¿ 0; h(u) = h(−u)¿ 0 (2.3)
so we have the following equation:
x′′ + 
(t)f(x)h(x′) = 0: (2.4)
To prove the existence of an eigenvalue for Eq. (2.4) with boundary conditions (2.2), we 4rst
consider the following boundary conditions:
x′(0) = x(!) = 0 (2.5)
we present the following lemma.
Lemma 2.1. Let 0¡m6(t)6M is a 2! periodic function, 
¿ 0 and f; h satisfy condition
(2.3). There is a t such that x(t) = 0, where x(t) is the solution of Eq. (2.4) with the following
initial conditions:
x(0) = c¿ 0; x′(0) = 0: (2.6)
Furthermore tM6 t6 tm, where tm; tM are respectively the 7rst zero points of the solution of the
following equation for w = m;M :
x′′ + 
wf(x)h(x′) = 0: (2.7)
Proof. By the assumptions on 
; ; h and f we have
x′(t) =−

∫ t
0
(s)f(x(s))h(x′(s)) dt ¡ 0
for t for which x(t)¿ 0. On the other hand we have x′′(t)¡ 0 for such t and this prevents x(t) to
be approached asymptotically to 0. This guarantees the existence of t such that x(t)= 0. To show
that t falls between the tM ; tm let us consider the following function:
v(x; x′; t) = H (x′) + 
(t)F(x); (2.8)
where
F(x) =
∫ x
0
f(u) du; H (x′) =
∫ x′
0
u
h(u)
du: (2.9)
We also de4ne the following functions:
vm(x; x′) = H (x′) + 
mF(x);
vM (x; x′) = H (x′) + 
MF(x):
Now let us denote x for the solution of Eq. (2.4) and xw for Eq. (2.7) for w = m;M respectively.
By di&erentiation vm(x; x′) along the solution of Eq. (2.4) we have
dvm
dt
= 
(m− (t))x′f(x)
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that is positive for 0¡t¡ tm, so we have
v(x; x′; t)¿ vm(x; x′)¿ 
mF(c) (2.10)
for 06 t6 tm that implies
x′6H
−1[
m(F(c)− F(x))] (2.11)
On the other hand for Eq. (2.7) we have
x′m = H
−1[
m(F(c)− F(xm))] (2.12)
and since we have xm(0)= x(0) and x′m(0)= x′(0), then we conclude x
′
6 x
′
m so t6 tm. To show
that t¿ tM we know v(x; x′; t)6 vM (x; x′) and we have
dvM
dt
= 
(M − (t))x′f(x) (2.13)
that implies vM (x; x′)6 
MF(c) for 06 t6 tM . The similar argument shows that t¿ tM and this
completes the proof.
It is interesting to calculate the 4rst zero point of Eq. (2.4). Since
vw(x; 0) = 
wF(c) (2.14)
it implies that
tw =
∫ 0
c
dx
H−1[
w(F(c)− F(x))] : (2.15)
Note that H (x′) is an even function with respect to x′, for this we take H−1 for the negative x′
because it is negative while x ranges over [0; c]. Note also that tw = tw(
; c) in integral (2.15). The
main advantage of the above lemma is the possibility it o&ers to get a solution for Eq. (2.4) x(t),
such that x(!) = 0, as has been presented in the following lemma.
Lemma 2.2. If there are 
; c such that tw(
; c) = !, then there is a solution of Eq. (2.4) like
x(t; 
; c) that satis7es boundary conditions (2.5).
Proof. The proof is straightforward by Lemma 2.1. In fact if tw(
; c) =! has a solution, then there
are 
1; c1 such that tM (
1; c1)¿! and also there are 
2; c2 such that tm(
2; c2)6!. On the other
hand we have tM6 t6 tm, and therefore (t(
1; c1)−!)(t(
2; c2)−!)6 0. Now by the continuity
of t respect with parameters and initial conditions, it results in the existence of 
; c such that
t(
; c) = !.
Lemma 2.3. The solution established in Lemma 2.2 for Eq. (1.2) is a 4!-periodic function if f is
an odd function. Furthermore the integral of this solution on a period is zero.
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Proof. We extend x(t; 
; c), the solution obtained on [0; !] to [0; 4!] as follows:
z(t; 
; c) =


x(t; 
; c); 06 t6!;
−x(2!− t; 
; c); !6 t6 2!;
−x(t − 2!; 
; c); 2!6 t6 3!;
x(4!− t; 
; c); 3!6 t6 4!:
(2.16)
It is easy to verify that z(t; 
; c) is a solution of Eq. (2.4) and it satis4es the following periodic
boundary conditions:
z(o; 
; c) = z(4!; 
; c); z′(0; 
; c) = z′(4!; 
; c): (2.17)
By the above extension, it is obvious that∫ 4!
0
z(t; 
; c) dt = 0 (2.18)
and this completes the proof.
Now let us return to Eq. (1.2) and rewrite it as follows:
x′′ + 
(t)g(x; x′; ) = 0; (2.19)
where g(x; x′; 0) = f(x)h(x′) and writing 
 in place of 
 is to show the dependency of 
 on 
explicitly. As we have seen, the homotopic version of Eq. (2.19) for  = 0 has a periodic solution
under the stated conditions. In the following theorem we generalize this property for small values
of  in Eq. (2.19) by aid of Schauder degree.
Theorem 2.4. Let Eq. (2.4) has a periodic solution under the stated conditions, then there is a
0¿ 0 such that for all ||¡0 there is 
 ¿ 0 so that x(t; ) the solution of Eq. (2.19) is
4!-periodic.
Proof. We prove the existence of 
 such that 
 is an eigenvalue of Eq. (2.19), in other words
the following operator has a 4xed point:
x(t; ) = 

∫ 4!
0
G(t; s)[x(s)− (s)g(x(s); x′(s); )] ds; (2.20)
where G(t; s) is the following Green’s function:
G(t; s) =
1
2
√

 sin 2
√

!
{
cos
√

(2!+ t − s); 06 t6 s6 4!;
cos
√

(2!+ s− t); 06 s6 t6 4!:
(2.21)
Note 4rst that G(t; s) is 4!-periodic with respect to t, in other words we have:
G(0; s) = G(4!; s);
@
@t
G(0; s) =
@
@t
G(4!; s):
Let us show by  ⊂ D × B; D ⊂ R, an open bounded subset, not containing zero on its boundary,
around the (
0; x(t; 0)), the pair of the eigenvalue and corresponding eigenfunction for  = 0, that
we have assumed it exists; and also
B= {x(t) | x(0) = x(4!); x′(0) = x′(4!)}: (2.22)
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Now let us denote by d’ the following Schauder degree:
d’ = d[I − ’; ; 0] (2.23)
for the mapping ’ in  with respect to zero. By Lemma 2.3, there is a solution such that x(t; 0)=
x(t; 0) and by Rouche theorem if there is  such that
max

;x∈ 
|x(t; 0)|¡ 1 (2.24)
then we have
dx(t;0) = 0: (2.25)
By the homotopy invariance property of topological degree, see for example Lloyd [5], we have for
suHciently small deformations in the following:
d[I − x(t; );  ; 0] = 0: (2.26)
The above inequality shows in turn the existence of 
 and corresponding x
(t; ) as a eigenvalue
and eigenfunction of operator . Now it is easy to see that x
(t; ) in Eq. (2.20) is a solution for
Eq. (2.19) satisfying boundary conditions (2.2), and this proves the theorem.
3. Third-order systems
In order to treat the third-order systems in the same way we have done for second-order ones,
we consider the following system:
x′′′ + 
(t)g(x; x′; x′′; ) = 0 (3.1)
where g is a function suHciently smooth with respect to its arguments,  is a 2! periodic positive
function and 
¿ 0 is also a positive scalar. As usual we denote the solution of Eq. (3.1) by x(t; ).
Furthermore, we assume that
g(x; x′; x′′; 0) = f(x′)h(x′′); x′f(x′)¿ 0; h(x′′)¿ 0:
When  = 0 in Eq. (3.1) we have
x′′′ + 
(t)f(x′)h(x′′) = 0: (3.2)
By substituting y = x′, Eq. (3.2) is changed into the following system:
y′′ + 
(t)f(y)h(y′) = 0: (3.3)
Lemma 3.1. If the conditions of Lemma 2.3 is satis7ed by Eq. (3.3) then Eq. (3.2) has a 4!-
periodic solution.
Proof. By Lemma 2.3 there is a 4!-periodic solution y(t) for Eq. (3.3) such that∫ 4!
0
y(t) dt = 0:
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On the other hand the solution of Eq. (3.2) is
x(t) = x(0) +
∫ t
0
y(s) ds:
Now it is easy to verify that x(t) is 4!-periodic.
Theorem 3.2. If Eq. (3.2) has a 4!-periodic solution under the stated conditions then there is
0¿ 0 such that for all ||¡0 there is a nonzero eigenvalue 
 ¿ 0 such that its corresponding
eigenfunction is a 4! periodic solution of Eq. (3.1).
Proof. The solution of Eq. (3.1) is the 4xed point of the following operator:
x(t; ) = 

∫ 4!
0
K(t; s)[x(s)− (s)g(x(s); x′(s); x′′(s); )] ds; (3.4)
where K(t; s) is the following Green’s function for 06 s6 t6 4!:
K(s; t) =
1
L1
(
L2 + exp
[− 3√
(s− t)
2
]
(−4 cosL3− 6
√
2 sin L3
+ e2
3√
!(4 cosL4− 6
√
2 sin L4))
)
;
where
L1 = 11 3
√

2(1 + e
4 3
√

! − 2e2 3
√

! cos[2
√
2 3
√

!]);
L2 =
4 exp[ 3
√

(s− t + 4!)]
−1 + e4 3√
! ;
L3 =
3
√

(
√
2s−√3t)
2
;
L4 =
3
√

(−
√
2(s+ 4!) +
√
3t)
2
and K(t; s) = K(s; t) for 06 t6 s6 4!. Please note that
K(0; s) = K(4!; s);
@
@t
K(0; s) =
@
@t
K(4!; s);
@2
@t2
K(0; s) =
@2
@t2
K(4!; s):
By de4ning the Schauder’s degree for the mapping  of the form Eq. (2.23) and to denote that
d[I − x(t; 0);  ; 0] = 0
if there is an open bounded set  not containing zero on its boundary, around the 4xed point of
x(t; 0) and if condition (2.24) is satis4ed, then by homotopy invariance property, there is a 4xed
point of operator x(t; ) for suHciently small . This 4xed point is a 4! nontrivial periodic solution
of Eq. (3.1).
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4. Examples
Now let us consider the following system to show that the results obtained here for second-order
systems are plausible:
x′′ + (2 + cos )t)
x
1 + *x′2
= 0; *¿ 0: (4.1)
Since 16 2 + cos()t)6 3 and
vm(x; x′) =
*
4
x′4 +
1
2
x′2 +
1
2
x2;
vM (x; x′) =
*
4
x′4 +
1
2
x′2 +
3
2
x2:
We also have the following for tm; tM due to the initial conditions (2.6):
tm =
∫ 0
c
√
* dx
[− 1 +
√
1 + 2*(c2 − x2)]1=2 ; (4.2)
tM =
∫ 0
c
√
* dx
[− 1 +
√
1 + 6*(c2 − x2)]1=2 : (4.3)
It is not diHcult to verify that
[− 1 +√1 + kc2]1=2
c
[c2 − x2]1=26 [− 1 +
√
1 + k(c2 − x2)]1=2
6 [− 1 +
√
1 + kc2]1=2: (4.4)
From the above we can show that tM ¡ 1; tm ¿ 1. We have
tm ¿
√
*ca
[− 1 +√1 + 2*c2]1=2 = f1(c); (4.5)
tM ¡
√
*)c
2[− 1 +√1 + 6*c2]1=2 = f2(c): (4.6)
We know that f1(c)¿ 1 for all c and f2(c)¡ 1 for c¡
√
96−8)2√
*)2
. Hence by Lemma 2.3, there is
c such that Eq. (4.1) has a periodic solution with period 4. Let’s now consider Eq. (4.1) as an
eigenvalue problem and assume that *= 1 just for simplicity:
x′′ + 
(2 + cos()t))
x
1 + x′2
= 0: (4.7)
For every initial condition there is a 
0 such that Eq. (4.7) has a periodic solution as shown in
Fig. 1(A). What is more interesting here is that for any initial condition, two branches bifurcate
from the periodic orbit which are dependent on 
, as what has been shown in Fig. 1(B). For 
¡
0
the trajectories fall inside the periodic orbit corresponds to 
0 and for 
¿
0 the trajectory goes out
the orbit. But it is evident that these trajectories are stable in the sense that they do not diverge
and also they do not converge asymptotically to the origin because of the oscillatory nature of
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Fig. 1. (A) periodic orbits for di&erent pairs of initial values and 
 (B) trajectories based on di&erent values of 
.
the solution which is caused by the oscillation of (t). It is also evident that 
0 is continuous with
respect to the initial conditions because of the continuity of the solution respect with the parameter.
Now let us consider the following equation: which can be considered as a deformation of Eq. (4.7)
that does not satisfy the parity conditions which is needed to apply Lemma 2.3:
x′′ + 
(2 + cos()t))
x + -x2
1 + x′2
= 0: (4.8)
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Fig. 2. Periodic solutions for di&erent pairs of initial values and 
.
By Theorem 2.4, Eq. (4.8) has a periodic solution for small - for example for - = 0:1 one of the
periodic solutions has depicted in Fig. 2.
It is also interesting to consider the following system:
x′′ + 1(t)x + 2(t)x3 = 0; (4.9)
where 0¡m161(t)6M1 and 0¡m2 ≤ 2(t)6M2 and periodic with the same period 2!. Note
that the linear part of the system does not satisfy the conditions of Lemma 2.2, because the period
of system x′′ + wx = 0 is independent of any initial condition. So the result of Theorem 2.4 does
not hold in this case. However, we can establish the existence of periodic solution for the system as
follows. First note that the solutions of the system are oscillatory and bounded which can be proved
by de4ning the following functions:
v(x; x′; t) = 12 x
′2 + 1(t)2 x
2 +
2(t)
4
x4
along with the following functions:
vm(x; x′) =
1
2
x′2 +
m1
2
x2 +
m2
4
x4;
vM (x; x′) =
1
2
x′2 +
M1
2
x2 +
M2
4
x4:
By the same argument made in Lemma 2.1, we conclude the oscillatory and boundedness of the
solutions of Eq. (4.9) and furthermore the existence of t, the least zero point of Eq. (4.9) such that
tM ¡ t¡ tm where tm; tM are, respectively, the one quarter of the periods of the following system:
x′′ + m1x + m2x3 = 0;
x′′ +M1x +M2x3 = 0:
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By doing simple calculation we have:
tm =
∫ 0
)=2
dt
[m1 + m2c2(1 + cos2 t)=2]1=2
; (4.10)
tM =
∫ 0
)=2
dt
[M1 +M2c2(1 + cos2 t)=2]1=2
: (4.11)
The suHcient condition for which Eq. (4.9) has a periodic solution is tM ¡ 1; tm ¿ 1 which results
in the following inequalities:
)2
4
¿M1;
)2 − 4m1
)2 − 4M1 ¿
2m2
M2
: (4.12)
The period of the system x′′ + x + x3 = 0 is as follows:
T (c) =
∫ )=2
0
√
2 dt
[2 + c2(1 + cos t)]1=2
: (4.13)
It is proportional to c, so there is a proper c0 such that the solution does satisfy the boundary
conditions (2.5). When 2(t)¡ 0 we can obtain the similar conditions but we have to con4ne
ourselves to a certain domain in which the Liapunov function could be de4ned and furthermore the
suitable initial condition does fall down in that domain.
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