ABSTRACT By equipping planar arrays on the sensor nodes in the wireless sensor network, multiple sources can be simultaneously located with the direction-of-arrival (DOA) estimates obtained at each array. However, the ambiguous DOA estimates which are symmetric with respect to the planar array cannot be avoided. This intrinsic ambiguity due to the array's spatial-frequency response would significantly degrade the localization performance. Generally, the conventional methods either assume no ambiguity in direction finding, or the ambiguity can be eliminated with additional prior knowledge or some special design on the hardware. This paper proposed a method capable of algorithmically eliminating the aforementioned DOA ambiguity, requiring neither additional prior knowledge nor special design. Numerical simulations illustrate the efficacy of the proposed method in eliminating the ambiguity and locating the sources. A Cramér-Rao-based lower bound on the localization error is also derived as a benchmark.
I. INTRODUCTION
Wireless sensor networks (WSN) have been widely applied on both civilian and military applications, especially on the internet of things (IoT) in recent years. Many applications demand the awareness of the positions of targets. As one of the major applications of the WSN, the localization of unknown nodes or natural sources has drawn tremendous attentions. Depending on the measured data, there are several classes of localization methods, including (1) the Global Positioning System (GPS), (2) the methods based on received signal strength (RSS), (3) the methods based on the timeof-arrival (TOA) or the time-difference-of-arrival (TDOA), (4) the methods based on the direction-of-arrival (DOA), and (5) the hybrid algorithms combining the aforementioned (1) to (4) . For a more detailed survey on the existing methods, please refer to [12] and [15] .
The GPS methods are well known for the high accuracy in localization, but requiring expensive hardware deployment and inefficient in enclosed environment such as indoor and tunnel. The RSS based methods are simple and economic as no auxiliary hardware is required at each sensor node. The distances between the sources and the receivers are estimated by measuring the RSS, and the localization is then carried out by multilateration [43] . However, the RSS methods depend on the prior knowledge of the channel attenuation model of the surrounding environment, which may not be available in many applications. The TOA/TDOA methods provide reasonable high accuracy of localization and do not depend on the channel model. But they require critical time synchronization across the sensor nodes. Not suffering from the drawbacks of the aforementioned methods, the DOA based localization may better accommodate to some IoT applications because it is simple, robust and energy saving.
In the DOA based localization, the conventional algorithms generally process in two phases. The first phase is to apply the direction finding at each sensor node, and the second phase is to fuse the DOA estimates obtained in the first phase to perform the source localization. Usually two schemes are adopted to estimate the DOA: the RSS-based methods and the sensor array processing methods. The first scheme estimates the DOA by measuring the RSS level against the spatial orientation, with either a rotational receiver [21] , [23] , or a static directional receiver [16] , [28] , [31] , [40] , [37] . The rotational receivers are more vulnerable to the hardware damage due to the mechanical motion, while the directional receivers are known to be more power hungry [16] .
Thus, the RSS-based methods may not be suitable for some IoT/WSN applications due to the energy and robustness constraints. The second scheme is more common in direction finding. Equipping microphone/antenna array at the sensor nodes generally means more cost and larger spatial size. However, with the development of the electromechanical systems, the industry eventually paves the way of integrating the microphone/antenna array into the WSN [9] , [11] , [13] , [17] , [30] . One advantage of applying the arrays at the sensor nodes may be that the measurements can be taken asynchronously across the nodes. Instead of communicating the raw data among the sensor nodes, only a few estimated parameters need to be transmitted. A more detailed survey on the DOA based localizations can be found in [18] and [38] .
In [20] , [22] , [25] , [33] , [34] , [35] , and [41] , only the azimuth angle is estimated at each sensor node such that the source can only be located in the 2D plane. However, in many IoT applications, the sensor nodes need to be deployed not only horizontally but also vertically, for the source localization in the 3D space. In this case, the direction finding at each sensor node has to be both azimuthal and elevational, which makes the 3D localization a more challenging task [38] .
Although many conventional direction finding algorithms, such as spatial matched filter, MVDR [1] , MUSIC [2] , ESPRIT [3] , and etc [7] , can be applied in the 3D space, ambiguous DOA estimates which are ''mirror images'' to each other with respect to the array reference intrinsically generate, when linear or planar arrays are applied. This problem arises because the array results the same spatialfrequency response (a.k.a., the array manifold) within only a phase shift on the symmetric ambiguous DOA. This phase shift would not affect the direction finding algorithm such that the ambiguous DOA estimates cannot be distinguished without further prior knowledge. The aforementioned ambiguity could greatly degrade the localization performance, which highly depends on the accuracy of DOA estimates. This unexpected ambiguous DOA estimate can be avoided by (i) assuming the prior knowledge of the source location [5] , [10] , [14] , [26] ; (ii) deploying the sophisticated 3D microphone/antenna array at the sensor node [29] , [36] , [39] ; (iii) applying the vector sensors [8] , [19] , [26] , [27] , [42] at the nodes. The above (i) limits the applications of the algorithm; (ii) causes complication in hardware implementation which sacrifices the compactness of the sensor nodes' spatial dimension; and (iii) is incapable of handling more than two sources at each sensor node [4] .
To overcome the above drawbacks, proposed in this paper is a localization algorithm using planar microphone/antenna arrays 1 at the sensor nodes, capable of localizing multiple sources unambiguously in the 3D space. The ambiguity is eliminated by examining the closeness of the DOA estimates determined at the sensor nodes, which is enlightened by [14] , [32] . Multiple sources can be located requiring neither the prior knowledge/assumption of the source locations, nor the synchronization between the sensor nodes, nor the sophisticated or expensive 3D array or vector sensor.
This paper is organized as follows: Section II formulates the problem. Section III proposes the unambiguous 3D source localization algorithm. Section IV validates the proposed algorithm by the numerical simulations. Section V concludes the paper. 
II. PROBLEM FORMULATION
Without loss of generality and for simplicity, assume the L planar arrays are all parallel to the x-o-y plane. 2 K point sources with unknown positions
. . , K , emit the uncorrelated narrowband signals s k (t) with an identical carrier wavelength λ.
Assume that the planar array equipped on each sensor node has a small aperture relative to the source-sensor distance, such that the far-field approximation holds for each planar array. 3 Taking the coordinates origin as the reference, the -th array manifold with respect to the k-th source can be evaluated as
The received signal at the -th planar array can be modeled as
where
T , and n (t) denotes the spatially white noise at the -th planar 2 If the L planar arrays are not parallel but arbitrarily oriented, the proposed algorithm in Section III would still work. In that case, however, the DOA estimates at each sensor node need to be unified in the same coordinate system, using the transformation mentioned in the last equations on [5, p. 46] . 3 The far-field approximation holds when q k − p > 2D λ , where D denotes the array aperture [6] . Thus, the direction vector from the -th planar array to the k-th source can be represented as
) denote the elevation angle and the azimuth angle, respectively. VOLUME 6, 2018 array with the spatial covariance of σ 2 n I M , which is uncorrelated with the signals. I M signifies an identity matrix of order M .
The collected time samples of the received signal x (t) in (2) can be obtained as
. N denotes the number of snapshots. The objective is to find the estimates of the K source positions, i.e.,q 1 ,q 2 , · · · ,q K , given the collected data X for
B. THE AMBIGUITY OF THE MIRROR DOA ESTIMATES
Many direction finding methods in the literature are developments or variations of conventional algorithms such as the spatial matched filter (Bartlett beamformer), MVDR (Capon beamformer) [1] , MUSIC [2] , ESPRIT [3] , and etc [7] . The underlying idea of the aforementioned algorithms are based on examining the cost function of the array manifold, which depends on the signal's DOA.
With a planar array, the DOA estimation ambiguity intrinsically arises. More specifically, when two identical signals impinge on the planar array with their DOA's symmetric to the array plane (i.e., the two DOA's are ''mirror image'' to each other with respect to the planar array), the cost functions of the aforementioned algorithms result exactly the same output, such that the two DOA's cannot be distinguished.
III. THE PROPOSED ALGORITHM A. STEP #1: DOA FINDING AT EACH SENSOR NODE
Since the proposed ambiguity elimination strategy and localization method do not depend on the category of direction finding algorithm used, different DOA finding method may be simultaneously applied to the arrays on the sensor nodes, such as classic beamforming methods and subspace methods. To avoid distraction, the exact direction finding method applied on each sensor node would not be discussed here.
To model the ambiguity in Section II-B, the direction finding algorithm at the -th sensor node would result K pairs of mirror DOA estimates with respect to the planar array, denoted as
k, , whereφ
k, , for k = 1, . . . , K and = 1, . . . , L.
B. STEP #2: AMBIGUITY ELIMINATION & RAY CLASSIFICATION
The direction vectors determined by
can be written as
k, cosφ (1) k, , sinθ
k, can be obtained by negating the third entry ofû (0) k, . These two direction vectors define a pair of rays starting at the -th planar array:
and p ,û (1) k, , which are mirror images to each other with respect to the array plane.
Note that each of L planar arrays derives 2K rays, among which K rays reflect the DOA estimates of the K sources, and the other K rays are ambiguities. Collecting 2K rays respectively at each planar arrays forms L mutually exclusive subsets ϒ ( ) for = 1, . . . , L. These L subsets contain the total 2KL rays forming a universe:
Define the collection of KL rays associated with the K sources in ϒ as ϒ s , and the collection of the other KL rays resulted from ambiguities as ϒ a . Apparently,
The objective of the ambiguity elimination is to determine ϒ s and ϒ a from ϒ, without any additional prior information. See Figure 1 . ϒ s can be further classified into K mutually exclusive subsets:
s contains L rays emitting respectively from the L planar arrays.
In the noiseless case, the L rays in ϒ (k) s would intersect exactly at the source location q k . In the noisy case, the L rays in ϒ (k) s generally deviate from q k , and are skew in the space. However, it would still be possible to estimate the source location q k using the rays in ϒ (k) s . Define the distance between any two rays in ϒ, e.g., p i ,û
k,j , as the minimum distance between two arbitrary points on these two rays respectively, i.e.,
(8) where · signifies the Euclidean norm.
In equation (8), the constraints k i ≥ 0 and k j ≥ 0 guarantee the directions of the rays correspond to the DOA estimates obtained in Section III-A. Without these constraints, d
(ray) i,j degenerates to the well-known definition of the distance between two skew lines.
Construct a subset ⊂ ϒ, by picking L rays respectively from ϒ ( ) , = 1, . . . , L. With the defined distance between rays in (8), a metric of the ''closeness'' of all the L rays in is proposed as
To determine ϒ 
(S4) Find the minimum value of C
opt . (S5) Without ambiguity, the ray starting at the -th sensor node, pointing along the estimated DOA of the k-th source, can be obtained as p ,û k,
and p ,û
determined in (S5). 6 (S7) If k = K , then increase k to k + 1, and jump to (S2).
Otherwise, stop. After K iterations of (S2) to (S7), ϒ (k) s for k = 1, . . . , K can be determined. 4 In the k-th iteration, there
i , depending on the combination of the randomly chosen L rays.
5 p ,û k, could be either p ,û
k, in equation (4). 6 Once p ,û k, is determined in (S5), the pair of rays p ,û In the k-th iteration, the number of the cost function in (9) has been evaluated for [2K − 2(k − 1)] L times. Apparently, the computational cost in each iteration decreases loglinearly. And it grows exponentially with increasing number of sensor nodes L.
C. STEP #3: SOURCE LOCALIZATION
To estimate the location of the k-th source, the L rays in ϒ (k) s = p ,û k, ∈ {1, . . . , L} are utilized. The least square estimation [8] , [10] can be applied.
For an arbitrary position q = [x, y, z] T in the space, its projection on the ray p ,û k, equals to p +(q − p ) Tû k, , and the distance from q to the ray equals to d
Thus, the k-th source location can be estimated by minimizing the weighted square sum of d (proj) k, [8] , [10] , i.e.,
where I is the identity matrix,
. . , K , and diag(·) denotes the diagonal matrix.
IV. SIMULATIONS
To assess the performance of the multiple source localization in the 3D space, denote the localization error of the k-th source as the Euclidean distance between q k and its estimatê q k , i.e., q k − q k . Thus, the root mean square localization error (RMS-LE) can be defined as
where k = 1, · · · , K , and J is the number of the Monte Carlo runs. The above RMSLE measures the absolute dislocation between the source and the estimate, where the spatial size that the entire WSN covers is not considered. To show how accurate the localization could be, relative to the space that the WSN spans. The root mean square relative localization error (RMS-RLE) is defined as
where the denominator of the above ratio measures the average distance between the kth source and the sensor nodes in the network. In the simulation, K = 4 sources locate at
Each sensor node consists of an L-shape planar array of M = 7 elements where the distance between the neighboring elements equals to λ/2. 7 The source signals are uncorrelated sinusoids with the central frequency of f = 10GHz (the corresponding wavelength of λ = 3cm). The thermal noise on the arrays are assumed white Gaussian, which are uncorrelated with the source signals. The number of time samples N = 800. And J = 100 Monte Carlo runs are carried out. Figures 2a and 2b show the estimated locations of the four sources in all Monte Carlo runs, for the signal to noise ratio (SNR) equals to 0dB and 20dB respectively. In the figures, the black ''+'' denotes the position of the micro-phone/antenna in the planar arrays, the red ''o'' denotes the position of the sources, and the blue ''dots'' denote the estimates of the two sources in J runs. It can be seen Figure 2a that at 0dB, the source location estimates spatially smear around the four sources. At 20dB, Figure 2b shows that the estimates converges quite well towards to the four sources.
In Figures 3 , the proposed algorithm 8 is compared with (i) the source localization without the ambiguity elimination proposed in Section III-B; (ii) the Cramér-Rao-based lower bound on q k − q k , which is derived in equation (17) in Appendix. For all the four sources, the RMS-LE of the proposed algorithm is less than λ = 3cm, when the SNR > 0dB. The proposed algorithm significantly outperforms the localization without ambiguity elimination, by orders of magnitude. Apparently, without the ambiguity elimination, the best can be done is to randomly select from the ambiguous DOA estimates for source localization, which generally leads to unacceptable error. The Cramér-Rao-based lower bounds of the four sources are also shown in Figures 3. Figure 4 shows the RMS-RLE of the four sources against SNR. It can been seen that relative localization errors of all the sources are no more than 1% when the SNR ≥ 10dB.
V. CONCLUSION
Proposed in this paper is a WSN multiple source localization method in the 3D space, using planar arrays at each sensor nodes. The proposed method is capable of unambiguously locating the multiple sources even with the DOA estimation ambiguity. No prior knowledge of the source locations would be required. Numerical simulations show the efficacy of the proposed algorithm even with the simple array geometry (3 microphone/antenna L-shape array) and as few as 3 nodes.
APPENDIX DERIVATION OF A LOWER BOUND OF THE LOCALIZATION ERROR
The Cramér-Rao-based lower bound derived in this Appendix is similarly defined in [24] and [43] . From equation (2) , stacking N snapshots at L arrays forms a vector 
where Tr{·} denotes the trace operation, · i,j denotes the (i, j)th entry of a matrix, and ξ i symbolizes the ith element of the vector ξ . In (14) ,
and 
≥ CRB(ξ 3k−2 ) + CRB(ξ 3k−1 ) + CRB(ξ 3k )
where LB(k) denotes the lower bound of the square localization error of q k .
