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Abstract. We present a variety of methods to derive the Casimir interaction in
planar systems containing two-dimensional layers. Examples where this can be of
use is graphene, graphene-like layers and two-dimensional electron gases. We present
results for two free standing layers and for one layer above a substrate. The results
can easily be extended to systems with a larger number of layers.
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1. Introduction
The dispersion interaction is a correlation effect. The interaction is a result of the
correlated motion of the charged carriers in different parts of the system. The dispersion
energy between two objects is the inter-object correlation energy. In the field of
condensed matter one often uses the Coulomb gauge. In Coulomb gauge the scalar
potential is instantaneous and the vector potential is purely transverse. The scalar
potential represents Coulomb interactions between the carriers while the vector potential
represents photon interactions. If the two objects are not too far away from each
other one may neglect retardation effects (effects from the finite speed of light in
vacuum). Then only the Coulomb interactions contribute and the properties of the
materials enter in terms of the density-density correlation functions. If retardation
has to be taken into account the photon interactions have to be included and, in this
additional contribution, the properties of the materials enter in terms of the current-
current correlation functions. The interaction can be found using many-body theory[1, 2]
with diagrammatic perturbation theory based on Feynman diagrams.
Alternatively the interaction can be viewed as caused by fluctuations, fluctuations
in the charge and current densities or fluctuations in the electromagnetic fields. Then
one way to find the interaction is in terms of the electromagnetic normal modes of
the system. [3] These normal modes are massless bosons and at zero temperature the
interaction energy is the sum of the zero-point energy of all these modes.
In a translational invariant and homogeneous system there are three types of normal
mode; two with transverse fields and one with longitudinal fields. In the present system
there are only two types of normal mode; one with p-polarized fields, i.e., with electric
vector in the plane formed by the in-plane momentum k and the normal to the layers,
experienced as longitudinal in the two-dimensional (2D) sheets; one with s-polarized
fields, i.e., with electric vector perpendicular to this plane, experienced as transverse in
the 2D sheets. The first type of mode is called TM (transverse magnetic) and second
TE (transverse electric). The dispersion curves for each mode type can have one or
several branches.
For planar structures the quantum number that characterizes the normal modes
is k, the 2D wave vector in the plane of the interfaces or planar structures and the
interaction energy per unit area for each mode type can be written as
E =
1
A
∑
k
∑
i
1
2
h¯ωik =
1
2
h¯
∫ d2k
(2pi)2
∑
i
ωik, (1)
where A is the area of a planar interface and the summation over i is a summation over
the branches. To get the expression on the right-hand side we have let A be large so
that the summation over the discrete k variable can be replaced by an integral over a
continuous k variable.
After using an extension of the so-called argument principle and deforming the
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integration path in the complex frequency plane one arrives at the expression [3]
E = h¯
∫
d2k
(2pi)2
∞∫
0
dω
2pi
ln [fk (iω)] , (2)
where fk (ω
i
k) = 0 is the condition for electromagnetic normal modes. Equation (2) is
valid for zero temperature and the interaction energy is the internal energy.
At finite temperature also the thermal population of the modes affects the
interaction. The interaction energy is now Helmholtz’ free energy and can be written as
E = 1
β
∫ d2k
(2pi)2
∞∑
n=0
′ ln [fk (iξn)],
ξn =
2pin
h¯β
; n = 0, 1, 2, . . . ,
(3)
where β = 1/kBT . The integral over frequency has been replaced by a summation
over discrete frequencies, the so-called Matsubara frequencies.[1, 2] The prime on the
summation sign indicates that the n = 0 term should be divided by two.
The normal modes can be found in different ways. One way is to solve Maxwell’s
equations (in absence of any external sources) in all regions of the system and use the
proper boundary conditions at the interfaces. Another way is to find self-sustained
solutions using induced charge- and current-densities in the objects.
We here derive the dispersion interaction in a variety of ways. Since the non-
retarded treatment is much easier to perform we present both the non-retarded and fully
retarded derivations in separate sections. In the derivations involving normal modes
we derive the mode condition function, fk (ω). The interaction energy is then found
by inserting this function into (2) or (3). In the derivations involving diagrammatic
perturbation theory the interaction energy is obtained directly.
We do not present any numerical results, only the final expressions and different
ways to arrive at these. However, we give the analytical expressions for the dielectric
function of graphene and of the 2D electron gas so it is straight forward for the readers
to perform numerical derivations of their own. Numerical results for graphene by us
and others can be found in the literature.[4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]
We begin in section 2 with introducing our notation. The following two sections
are devoted to background materials, electromagnetic in section 3 and 2D in section
4. The main results when retardation effects are neglected are derived in section 5 and
when retardation effects are taken into account in section 6. We end in section 7 with
a brief summary and conclusions.
2. Notation
In this work we discuss planar structures. We let all surfaces, interfaces and 2D films
be parallel to the xy-plane. We let q be a three-dimensional (3D) wave vector and k its
2D in-plane component. The corresponding notation for the spatial coordinates are R
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and r, respectively. Thus we have
q = (qx, qy, qz) = (kx, ky, qz) = (k; qz) ;
R = (Rx, Ry, Rz) = (rx, ry, z) = (r; z) ;
q ·R = k · r+ qzz.
(4)
We will end up with a formalism only depending on k and r apart from the distances
between the various interfaces. Thus the formalism is 2D.
We will make extensive use of the Fourier transform, both the 3D and 2D versions,
and since they can be defined in different ways we list our definitions here. The 3D
Fourier transform and inverse Fourier transform of a function F with only spatial
dependence are
F (q) =
∫
d3Re−iq·RF (R);
F (R) =
∫ d3q
(2pi)3
eiq·RF (q).
(5)
If the function also has a temporal dependence the corresponding relations are
F (q, ω) =
∫
d3R
∞∫
−∞
dte−i(q·R−ωt)F (R, t);
F (R, t) =
∫ d3q
(2pi)3
∞∫
−∞
dω
2pi
ei(q·R−ωt)F (q, ω).
(6)
In 2D the Fourier transform and inverse Fourier transform of a function are
F (k) =
∫
d2re−ik·rF (r);
F (r) =
∫ d2k
(2pi)2
eik·rF (k),
(7)
if the function has only spatial dependence. If the function also has a temporal
dependence the relations are
F (k, ω) =
∫
d2r
∞∫
−∞
dte−i(k·r−ωt)F (r, t);
F (r, t) =
∫ d2k
(2pi)2
∞∫
−∞
dω
2pi
ei(k·r−ωt)F (k, ω).
(8)
We will need yet another Fourier transform. We let the function F be a function of
the 3D spatial variable R but we only transform with respect to r. Then we have for a
function with only spatial dependence
F (k; z) =
∫
d2re−ik·rF (r; z);
F (r; z) =
∫ d2k
(2pi)2
eik·rF (k; z).
(9)
If the function also has a temporal dependence the relations are
F (k; z, ω) =
∫
d2r
∞∫
−∞
dte−i(k·r−ωt)F (r; z, t);
F (r; z, t) =
∫ d2k
(2pi)2
∞∫
−∞
dω
2pi
ei(k·r−ωt)F (k; z, ω).
(10)
Note that we have refrained from introducing separate function names for the different
Fourier transformed versions of a function. By looking at the argument of the function
we can tell if it is a 3D or 2D Fourier transform, a partial transform, or not a transform
at all.
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3. Electromagnetic background material
This section has two subsections. In the first, section 3.1, we present the proper version
of Maxwell’s equations and also the boundary conditions at interfaces in the system. In
the second, section 3.2, we give the scalar and vector potentials in Coulomb and Lorentz
gauges and show how the fields are obtained from these.
3.1. Maxwell’s equations
There are different formulations of electromagnetism in the literature. The difference
lies in how the conduction carriers are treated. In one formulation these carriers are
lumped together with the external charges to form the group of free charges. Then only
the bound charges contribute to the screening. We want to be able to treat geometries
with metallic regions. Then this formulation is not suitable. In the formulation that
we use the conduction carriers are treated on the same footing as the bound charges.
Thus, both bound and conduction charges contribute to the dielectric function. In the
two formalisms the E and B fields, the true fields, of course are the same. However,
the auxiliary fields, the D and H fields, are different. To indicate that we use this
alternative formulation we put a tilde above the D and H fields and also above the
dielectric functions, polarizabilities and conductivities.
With this formulation Maxwell’s equations (MEs) have the form
∇ · D˜ = 4piρext
∇ ·B = 0
∇× E+ 1
c
∂B
∂t
= 0
∇× H˜− 1
c
∂D˜
∂t
= 4pi
c
Jext,
(11)
and the boundary conditions at an interface between two media 1 and 2 are
(E2 − E1)× n = 0(
D˜2 − D˜1
)
· n = 4pi(ρs)ext
(B2 −B1) · n = 0(
H˜2 − H˜1
)
× n = −4pi
c
Kext,
(12)
where ρ and J are volume charge and current densities, respectively, while ρs and K are
surface charge and current densities, respectively. We note that the sources to the fields
in MEs are the external charge and current densities and also in the boundary conditions
discontinuities in the normal component of the D˜ fields and tangential component of
the H˜ fields are caused by external surface charge densities and external surface current
densities, respectively. The unit vector n is the surface normal pointing into region 2.
3.2. Potentials
Often it is easier to deal with potentials instead of the fields. The potentials are auxiliary
functions, help functions. The potentials are not unique, they depend on which gauge
we have chosen. Two very common gauges used in condensed matter theory are the
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Coulomb gauge (mentioned in the Introduction) and the Lorentz gauge. In Coulomb
gauge the potentials are
Φ (R, t) =
∫ ∫
d3R′dt′ ρ(R
′,t′)δ(t−t′)
|R−R′| =
∫
d3R′ ρ(R
′,t)
|R−R′| ;
A (R, t) = 1
c
∫ ∫
d3R′dt′ J⊥(R
′,t′)δ(t−t′−|R−R′|/c)
|R−R′| .
(13)
Here the scalar potential, Φ (R, t), is instantaneous; it describes the Coulomb interaction
between the charged carriers; the Coulomb interaction is purely longitudinal. The vector
potential, A (R, t), is retarded and transverse; it describes the photon interactions
between the charged particles; the photon interactions are purely transverse. The
potentials in Coulomb gauge are not Lorentz invariant. However, they are in Lorentz
gauge,
Φ (R, t) =
∫ ∫
d3R′dt′ ρ(R
′,t′)δ(t−t′−|R−R′|/c)
|R−R′| ;
A (R, t) = 1
c
∫ ∫
d3R′dt′ J(R
′,t′)δ(t−t′−|R−R′|/c)
|R−R′| .
(14)
Here both potentials are retarded. In all gauges the relations between the true fields
and the potentials are the same, viz.
E (R, t) = −∇Φ (R, t)− 1
c
∂A(R,t)
∂t
;
B (R, t) = ∇×A (R, t) . (15)
When retardation effects are neglected (c→∞) both gauges coincide and the only
potential that remains is the instantaneous scalar potential.
4. Background material for 2D systems
4.1. Fourier transforms of a special function
The different versions of the Fourier transform of the function F (R) = 1/R appear many
times in the derivations so we compile the results in this subsection. This function is
the Coulomb potential between two electrons, v (R) = e2/R, stripped of the charges.
The 3D Fourier transform is
F (q) =
∫
d3Re−iq·R
1
R
=
4pi
q2
; (16)
the 2D Fourier transform performed over a plane the distance z from the xy-plane is
F (k; z) =
∫
d2re−ik·rF (r; z)
=
∫
d2re−ik·r 1√
r2+z2
= 2pi
k
e−k|z|;
(17)
the 2D Fourier transform performed over the xy-plane is
F (k) =
∫
d2re−ik·rF (r)
=
∫
d2re−ik·r 1
r
= 2pi
k
.
(18)
These relations appear in expressions involving the scalar potential in Coulomb gauge
and when retardation effects are negligible. When retardation is important the function
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has a temporal dependence, F (R, t) = δ (t−R/c) /R. Then the following Fourier
transforms are important: The 3D Fourier transform,
F (q, ω) =
∫
d3R
∞∫
−∞
dte−i(q·R−ωt) δ(t−R/c)
R
= 4pi
q2
1
1−(ω/cq)2 ;
(19)
the 2D Fourier transform performed over a plane the distance z from the xy-plane,
F (k; z, ω) =
∫
d2re−ik·rF (r; z, t)
=
∫
d2r
∞∫
−∞
dte−i(k·r−ωt)
δ(t−
√
r2+z2/c)√
r2+z2
= 2pie
−kγ(0)(k,ω)|z|
kγ(0)(k,ω)
;
(20)
the 2D Fourier transform performed over the xy-plane,
F (k, ω) =
∫
d2re−ik·rF (r, t)
=
∫
d2r
∞∫
−∞
dte−i(k·r−ωt) δ(t−r/c)
r
= 2pi
kγ(0)(k,ω)
,
(21)
where in the last two equations
γ(0) (k, ω) =
√
1− (ω/ck)2. (22)
We will need one further relation, viz.
∂F (k;z,ω)
∂z
= −kγ(0) (k, ω) |z|
z
2pie−kγ
(0)(k,ω)|z|
kγ(0)(k,ω)
= − |z|
z
2pie−kγ
(0)(k,ω)|z|.
(23)
4.2. Method of images
When dealing with a 2D layer above a substrate it is fruitful to be able to find the
image charge- and current-densities produced in the substrate. We start from a given
time dependent charge- and current-density in the 2D layer, calculate the potentials
and from these the E- and B-fields. We make an ansatz for the image densities and
determine these by using the standard boundary conditions. Here, we use the Lorentz
gauge in which the scalar and vector potentials are given in (14). Both are convolution
integrals of the type
F (R, t) =
∫ ∫
d3R′dt′G (R′, t′)H (R−R′, t− t′), (24)
which has the nice property that F (q, ω) = G(q, ω)H(q, ω). In the case of the
scalar potential these functions are G (R, t) = ρ (R, t) and H (R, t) = δ (t− R/c) /R,
respectively. For the vector potential G (R, t) = J (R, t) and H (R, t) = δ (t− R/c) /R,
respectively. Thus using (19) we find the Fourier transforms of the potentials are
Φ(q, ω) = 4piρ(q,ω)
q2
1
1−(ω/cq)2 ;
A(q, ω) = 4piJ(q,ω)
cq2
1
1−(ω/cq)2 .
(25)
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The electric field in terms of the potentials was given in (15). This leads to the following
relation between the Fourier transforms
E (q, ω) = −iqΦ (q, ω) + iω
c
A (q, ω) . (26)
Thus,
E (q, ω) = −iq 4piρ (q, ω)[
q2 − (ω/c)2
] + iω
c2
4piJ (q, ω)[
q2 − (ω/c)2
] . (27)
Now, in our system the charge- and current-densities are surface densities,
ρ (R, t) = ρs (r, t) δ (z) ;
J (R, t) = K (r, t) δ (z) ,
(28)
and
ρ (k; z, ω) = ρs (k, ω) δ (z) ;
J (k; z, ω) = K (k, ω) δ (z) ,
(29)
which means that
ρ (q, ω) = ρs (k, ω) ;
J (q, ω) = K (k, ω) .
(30)
Thus, we have for the electric field from surface charge- and current-densities, confined
to the xy-plane
E (q, ω) = −iq 4piρs (k, ω)[
q2 − (ω/c)2
] + iω
c2
4piK (k, ω)[
q2 − (ω/c)2
] , (31)
in vacuum. If the source densities are embedded in a medium with dielectric function
ε˜m (ω) the electric field is
E (q, ω) = −iq 4piρs(k,ω)
ε˜m(ω)[q2−ε˜m(ω)(ω/c)2]
+ iω
c2
4piK(k,ω)
[q2−ε˜m(ω)(ω/c)2] .
(32)
The magnetic induction is
B (q, ω) = iq×A (q, ω) = i1
c
q× 4piK (k, ω)[
q2 − (ω/c)2
] , (33)
in vacuum and
B (q, ω) = i
1
c
q× 4piK (k, ω)[
q2 − ε˜m (ω) (ω/c)2
] , (34)
in a medium.
We may use the equation of continuity to eliminate ρs (k, ω) in favor of K‖ (k, ω).
The equation of continuity reads
∇ · J(R, t) + ∂ρ (R, t)
∂t
= 0. (35)
The relation for the Fourier transforms becomes
iq · J(q, ω)− iωρ (q, ω) = 0. (36)
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In the present system with surface densities we have from (30)
iq ·K (k, ω) = iωρs (k, ω) , (37)
and since K is in the plane
ik ·K (k, ω) = iωρs (k, ω) . (38)
The scalar product picks out the longitudinal part of the surface current density. Thus
we have
ρs (k, ω) = (k/ω)K‖ (k, ω) . (39)
We use this relation to eliminate the charge density from the field relations. From now
on we assume that the 2D layer is embedded in a medium. Let us now choose the
x-axis to point along k. A general vector quantity has a component normal to the
planar interfaces. We attach a subscript n to this component. The in-plane part of the
vector has a longitudinal and a transverse part. The longitudinal is parallel and the
transverse perpendicular to k. We attach the subscripts ‖ and ⊥, respectively, to these
components. The current density has no normal component. To summarize we have
K‖ = Kxxˆ; E‖ = Exxˆ; B‖ = Bxxˆ;
K⊥ = Ky yˆ; E⊥ = Ey yˆ; B⊥ = Byyˆ;
Kn = 0zˆ; En = Ez zˆ; Bn = Bz zˆ,
(40)
We then have in the source plane
E‖ (k, ω) = −i 2piε˜m(ω) (k/ω) γm (k, ω)K‖ (k, ω) ;
E⊥ (k, ω) = iωε˜m(ω)c2
2pi
kγm(k,ω)
K⊥ (k, ω) ;
En (k, ω) = 0;
B‖ (k, ω) = 0;
B⊥ (k, ω) = 0;
Bn (k, ω) = i
1
c
2piK⊥(k,ω)
γm(k,ω)
(41)
where γm (k, ω) =
√
1− ε˜m (ω) (ω/ck)2. In a plane parallel to the source plane (xy-
plane) we have
E‖ (k; z, ω) = −i 2piε˜m(ω) (k/ω) γm (k, ω)
×e−γm(k,ω)k|z|K‖ (k, ω) ;
E⊥ (k; z, ω) = iωc2
2pi
kγm(k,ω)
e−γm(k,ω)k|z|K⊥ (k, ω) ;
En (k; z, ω) =
2pi
ε˜m(ω)
z
|z|e
−γm(k,ω)k|z|ρs (k, ω)
= 2pi
ε˜m(ω)
z
|z|
k
ω
e−γm(k,ω)k|z|K‖ (k, ω) ;
B‖ (k; z, ω) = γm (k, ω) k z|z|
1
c
2piK⊥(k,ω)
γm(k,ω)k
e−γm(k,ω)k|z|
= z|z|
1
c
2piK⊥ (k, ω) e−γm(k,ω)k|z|;
B⊥ (k; z, ω) = −γm (k, ω) k z|z| 1c
2piK‖(k,ω)
γm(k,ω)k
e−γm(k,ω)k|z|
= − z|z| 1c2piK‖ (k, ω) e−γm(k,ω)k|z|;
Bn (k; z, ω) = i
1
c
2piK⊥(k,ω)
γm(k,ω)
e−γm(k,ω)k|z|
(42)
where we have used (39) in the third relation.
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Now, we have all we need to determine the image densities. In the spirit of image
theory we assume that the fields outside the substrate can be reproduced by the fields
from the actual source densities in the 2D layer (the distance d from the interface) plus
the fields from the mirror densities (the distance d from the interface on the opposite
side ), both sources embedded in the medium with dielectric function ε˜m (ω). The field
inside the substrate we assume can be reproduced by another mirror density at the
position of the 2D layer embedded in the medium with dielectric function ε˜s (ω). We
mark the mirror densities of the first kind by a prime and those of the second kind by
a double prime.
We start with the longitudinal current densities. We first use the boundary
condition that the in plane electric field is continuous across the medium-substrate
interface. This gives
γm(k,ω)
ε˜m(ω)
e−γm(k,ω)kd
[
K‖ (k, ω) +K‖
′ (k, ω)
]
= γs(k,ω)
ε˜s(ω)
e−γs(k,ω)kdK‖
′′ (k, ω) .
(43)
Then we use the condition that the normal component of the displacement field D˜ = ε˜E
is continuous across the interface. This gives
e−γm(k,ω)kd
[
K‖ (k, ω)−K‖′ (k, ω)
]
= e−γs(k,ω)kdK‖
′′ (k, ω) .
(44)
Combining these two equations results in the mirror densities
K‖
′ (k, ω) = ε˜mγs−ε˜sγm
ε˜mγs+ε˜sγm
K‖ (k, ω) ;
K‖
′′ (k, ω) = 2ε˜sγm
ε˜mγs+ε˜sγm
e−(γm−γs)kdK‖ (k, ω) .
(45)
Now, we continue with the transverse current densities. We first use the boundary
condition that the in plane transverse electric field is continuous across the interface.
This gives
1
γm(k,ω)
e−γm(k,ω)kd [K⊥ (k, ω) +K⊥
′ (k, ω)]
= 1
γs(k,ω)
e−γs(k,ω)kdK⊥
′′ (k, ω) .
(46)
Then we use the condition that the in plane longitudinal component of the B-field is
continuous across the interface. This gives
e−γm(k,ω)kd [K⊥ (k, ω)−K⊥′ (k, ω)]
= e−γs(k,ω)kdK⊥
′′ (k, ω) .
(47)
These two equations result in the mirror densities
K⊥
′ (k, ω) = γm−γs
γm+γs
K⊥ (k, ω) ;
K⊥
′′ (k, ω) = 2γs
γs+γm
e−(γm−γs)kdK⊥ (k, ω) .
(48)
In later sections we will need the single primed mirror densities in (45) and (48).
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4.3. Dielectric screening in a 2D system
The relation between the dielectric function, ε˜, and dynamical conductivity, σ˜, is
different in 2D and 3D. The relations are
ε˜3D (q, ω) = 1 + α˜3D (q, ω) = 1 + 4piiσ˜3D (q, ω) /ω;
ε˜2D (k, ω) = 1 + α˜2D (k, ω) = 1 + 2piiσ˜2D (k, ω) k/ω,
(49)
where α˜ is the polarizability. The relations between the induced current densities and
the electric field are
J (q, ω) = σ˜3D (q, ω)E (q, ω) ;
K (k, ω) = σ˜2D (k, ω)E (k, ω) .
(50)
Note that both bound and conduction carriers contribute to the polarizabilities and
conductivities. It is sometimes convenient to introduce another correlation function,
χ, the polarization bubble (in the language of Feynman diagrams), or lowest order
contribution to the density-density correlation function,
α˜3D (q, ω) = −v3D (q)χ3D (q, ω) = −4pie2χ3D (q, ω) /q2;
α˜2D (k, ω) = −v2D (k)χ2D (k, ω) = −2pie2χ2D (k, ω) /k. (51)
We now give the analytical expression for the 2D dielectric function of graphene and
of a 2D electron gas. Let us first begin with an undoped graphene sheet. In a general
point, z, in the complex frequency plane, away from the real axis the density-density
correlation function is[15]
χ2D (k, z) = − g
16h¯
k2√
v2k2 − z2 , (52)
where v is the carrier velocity which is a constant in graphene (E = ±h¯vk), and g
represents the degeneracy parameter with the value of 4 (a factor of 2 for spin and a
factor of 2 for the cone degeneracy.) In our numerical calculations[4, 5, 6, 7, 8] we use
the value [16] 8.73723×105 m/s for v. In the present work we do not give any numerical
results.
When the graphene sheet is doped the dielectric function becomes much more
complicated. However it has been derived by several groups[16, 5, 17, 9]. In the two
next equations we use dimension-less variables: x = k/2kF ; y = h¯ω/2EF ; z˜ = h¯z/2EF .
The density-density correlation function in a general point in the complex frequency
plane, z, away from the real axis is [5]
χ2D (k, z) = −D0
{
1 + x
2
4
√
x2−z˜2 [pi − f (x, z˜)]
}
;
f (x, z˜) = asin
(
1−z˜
x
)
+ asin
(
1+z˜
x
)
− z˜−1
x
√
1−
(
z˜−1
x
)2
+ z˜+1
x
√
1−
(
z˜+1
x
)2
,
(53)
where D0 =
√
gn/pih¯2v2 is the density of states at the fermi level and n is the doping
concentration. The same result holds for excess of electrons and excess of holes. In the
calculations one needs the function at the imaginary frequency axis. We have derived a
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very useful analytical expression valid along the imaginary axis; an expression in terms
of real valued functions of real valued variables: [5, 6]
χ2D (k, iω)
= −D0
{
1 + x
2
4
√
y2+x2
[pi − g (x, y)]
}
;
g(x, y) = atan [h(x, y)k (x, y)] + l (x, y) ;
h (x, y) =
2
{[
x2(y2−1)+(y2+1)2
]2
+(2yx2)
2
}1/4
√
(x2+y2−1)2+(2y)2−(y2+1)
,
k (x, y) = sin
{
1
2
atan
[
2yx2
x2(y2−1)+(y2+1)2
]}
,
l (x, y) =√
−2x2(y2−1)−2(y4−6y2+1)+2(y2+1)
√
x4+2x2(y2−1)+(y2+1)2
x2
,
(54)
where the arcus tangens function is taken from the branch where 0 ≤ atan < pi. The
density-density correlation function on the imaginary frequency axis has been derived
before in a compact and inexplicit form (see Ref. [18] and references therein.) Here we
have chosen to express it in an explicit form in terms of real valued functions of real
valued variables.
The 2D polarizability of an electron gas in RPA (random phase approximation) is
given by[19]
α2D (Q, iW ) =
y
Q
{
1−
[√
(Q4 −W 2 −Q2)2 + (2WQ2)2
+ (Q4 −W 2 −Q2)2
]1/2
/Q2
}
,
(55)
where
y = me
2
h¯2kF
; W = h¯ω
4EF
; Q = k
2EF
;
kF =
√
2pin2D; EF =
h¯2k2F
2m
.
(56)
Now we have presented all background material needed for the actual derivations.
5. Non-retarded treatment, van der Waals interactions
In the non-retarded treatment many terms in MEs drop out and the derivations become
much simpler. There are no photons, only Coulomb interactions. The dispersion
interactions treated here are called van der Waals interactions or sometimes non-retarded
Casimir interactions. We begin in section 5.1 with two parallel 2D sheets and use
different methods to derive the results. In section 5.2 we treat a 2D sheet above a
substrate.
5.1. Two 2D films in non-retarded treatment
5.1.1. Many-body approach in non-retarded treatment For a system of parallel 2D
sheets the derivation in the language of many-body theory becomes very simple,
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1 1 1 2
v12
v
~
v11
~
v11
2 2 2 1
v
~
12
v12v22
~
v22
12
Figure 1. Feynman diagrams (from [20]) for the correlation energy in the two 2D
sheet system. The ellipses represent polarization bubbles and the dashed lines the
interactions indicated in the figure. The numbers 1 and 2 refer to which sheet the
carrier belongs to. See [20] for details.
especially when retardation effects can be neglected. In the present two-sheet system
the interaction energy is nothing but the inter-sheet correlation energy [20]. Using
diagrammatic perturbation theory the Feynman diagrams representing the correlation
energy are given in Fig. 1. To get the inter-sheet contribution we can either subtract the
intra-sheet part or subtract the total result when the separation between the sheets goes
to infinity (at that limit only the intra-sheet contribution remains.) To save space we
assume that the two sheets are identical. It is straight forward to extend the treatment to
different sheets. Each ellipse represents a polarization bubble, χ (k, ω), and the number
indicates in which sheet the process occurs. Each of the four diagrams represents an
infinite series of diagrams. Since the sheets are identical the diagrams in the second row
give contributions identical to the diagrams in the first row. We can use the first row
diagrams and multiply the result with a factor of two. The interaction energy per unit
area can be written as[8]
Ec (d) = h¯
∫ d2k
(2pi)2
∞∫
0
dω
2pi
1∫
0
dλ 1
λ
2 [Diag1 (k, iω;λ)
+Diag2 (k, iω;λ)] ,
(57)
where λ is the coupling constant and the factor of two has been inserted.
Now v11 = v
2D (k, ω) and v12 = exp (−kd) v2D (k, ω), respectively. Note that with
our assumptions v22 = v11 and v21 = v12. The distance between the sheets is d and v
2D
is the 2D Coulomb interaction, v2D (r) = e2/r. The exponential factor in the second
potential is the result from taking the 2D Fourier transform of the Coulomb potential
in a plane the distance d from the center of the potential, see (17). The interaction
lines with double bars represent a series of terms, with zero, one, two . . . number of
polarization bubbles. This can be expressed as
v˜11 (k, ω) = v
2D (k) + v2D (k)χ (k, ω) v˜11 (k, ω)
+ exp (−kd) v2D (k)χ (k, ω) v˜12 (k, ω)
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v˜12 (k, ω) = exp (−kd) v2D (k) + v2D (k)χ (k, ω) v˜12 (k, ω)
+ exp (−kd) v2D (k)χ (k, ω) v˜11 (k, ω) , (58)
where we have closed the two infinite series. This system of equations can be solved and
the result is
v˜11 (k, ω) =
v2D (k) [1 + α˜ (k, ω) (1− exp (−2kd))]
[1 + α˜ (k, ω)]2 − exp (−2kd) α˜2 (k, ω) ;
v˜12 (k, ω) =
v2D (k) exp (−kd)
[1 + α˜ (k, ω)]2 − exp (−2kd) α˜2 (k, ω) , (59)
where we have used the relation α˜ (k, ω) = −v2D (k)χ (k, ω) in accordance with (51).
Interpreting the Feynman diagrams in figure 1 one finds that the square brackets in
(57) are
[
v˜11v11χ
2 + v˜12v12χ
2 −
(
v2D/ε
)
v2Dχ2
]
, where the last term comes from the
subtraction of the intra-layer correlation energy. Each factor of e2 appearing implicitly in
the expression should be multiplied by the coupling constant. Performing the integration
over coupling constant gives
Ec (d) = h¯
∫ d2k
(2pi)2
∞∫
0
dω
2pi
ln

1− e−2kd
[
α˜ (k, iω)
1 + α˜ (k, iω)
]2
. (60)
Here for simplicity we assumed that the two 2D layers were identical. If they are not
the result is
Ec (d) = h¯
∫ d2k
(2pi)2
∞∫
0
dω
2pi
× ln
{
1− e−2kd
[
α˜1(k,iω)
1+α˜1(k,iω)
] [
α˜2(k,iω)
1+α˜2(k,iω)
]}
.
(61)
This is the result from diagrammatic perturbation theory within the random phase
approximation (RPA). In next section we derive the same thing using normal modes.
5.1.2. Coupled induced sources in non-retarded treatment We will now go through one
possible way to find the normal modes and their zero-point energies. Let us assume
that we have an induced charge distribution, ρ1 (k, ω), in sheet 1. This gives rise
to the potential v (k, ω) = v2D (k) ρ1 (k, ω) and exp (−kd) v2D (k) ρ1 (k, ω) in sheets 1
and 2, respectively. The resulting potential in sheet 2 after screening by the carriers
is exp (−kd) v2D (k) ρ1 (k, ω) / [1 + α˜2 (k, ω)], which gives rise to an induced charge
distribution in sheet 2,
ρ2 (k, ω) = χ2 (k, ω) e
−kdv2D (k)
ρ1 (k, ω)
[1 + α˜2 (k, ω)]
. (62)
In complete analogy, this charge distribution in sheet 2 gives rise to a charge distribution
in sheet 1,
ρ1 (k, ω) = χ1 (k, ω) e
−kdv2D (k)
ρ2 (k, ω)
[1 + α˜2 (k, ω)]
. (63)
To find the condition for self-sustained fields, normal modes, we let this induced charge
density in sheet 1 be the charge density we started from. This leads to
1− e−2kd
[
α˜1 (k, ω)
1 + α˜1 (k, ω)
] [
α˜2 (k, ω)
1 + α˜2 (k, ω)
]
= 0. (64)
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The left hand side of this equation (fk (ω)) is exactly the argument of the logarithm
in (61). Inserting this function into (2) we obtain exactly the same energy as in (61).
That result was derived using many-body theory and in that derivation there is no talk
about zero-point energies at all.
5.1.3. Maxwells equations and boundary conditions in non-retarded treatment Here we
solve MEs in the three regions separated by the two 2D layers. We treat the induced
charge and current densities in the 2D layers as external to our system. Since we have
vacuum in between the layers our system is vacuum and the D and H fields are equal
to the E and B fields, respectively. It is enough to study the E-field in the non-retarded
treatment. We follow the procedure in [3] and make the following ansatz
E =


(
EBRekz + EBLe−k(z+d)
)
ei(kx−ωt), −d ≤ z ≤ 0
ERe−kzei(kx−ωt), 0 ≤ z
ELek(z+d)ei(kx−ωt), z ≤ −d.
(65)
The two MEs involving the E-field, ∇ ·E = 0, and ∇× E = 0, both give
EBRz = −iEBRx ;
EBLz = iE
BL
x ;
ERz = iE
R
x ;
ELz = −iELx .
(66)
The boundary conditions are that the x-components of the fields are continuous across
the two interfaces and there is a jump in the z-component equal to 4piρs. Thus we have
EBRx + e
−kdEBLx = E
R
x ;
e−kdEBRx + E
BL
x = E
L
x ,
(67)
or on matrix form(
1 e−kd
e−kd 1
)
·
(
EBRx
EBLx
)
=
(
ERx
ELx
)
, (68)
and
EBRz + e
−kdEBLz + 4piρ
R
s = E
R
z ;
e−kdEBRz + E
BL
z = E
L
z + 4piρ
L
s .
(69)
Now, we eliminate the z-components in favor of the x-components using (66) and use
ρs = kK/ω = kσ˜Ex/ω and assume for simplicity that the two layers are identical. We
find
EBRx − e−kdEBLx = −ERx (1 + i4pikσ˜/ω) ;
−e−kdEBRx + EBLx = −ELx (1 + i4pikσ˜/ω) ,
(70)
or on matrix form(
1 −e−kd
−e−kd 1
)
·
(
EBRx
EBLx
)
= − (2ε˜− 1)
(
ERx
ELx
)
. (71)
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Combining (68) and (71) we find that the condition for having normal modes is that
the determinant of the matrix(
1 −e−kd
−e−kd 1
)
+ (2ε˜− 1)
(
1 e−kd
e−kd 1
)
=
(
2ε˜ 2 (ε˜− 1) e−kd
2 (ε˜− 1) e−kd 2ε˜
)
= 2
(
1 + α˜ α˜e−kd
α˜e−kd 1 + α˜
) (72)
vanishes. The mode condition function becomes
fk (ω) = 1− e−2kd
[
α˜ (k, ω)
1 + α˜ (k, ω)
]2
. (73)
We have taken as reference system the system when the two sheets are at infinite
separation. This means that we have divided the mode condition function with the
corresponding result when d is infinite. If the two layers are different we instead find
fk (ω) = 1− e−2kd
[
α˜1 (k, ω)
1 + α˜1 (k, ω)
] [
α˜2 (k, ω)
1 + α˜2 (k, ω)
]
, (74)
which agrees with the results of the previous sections.
5.1.4. Coupled potentials in non-retarded treatment Another way to find the normal
modes is to find the frequency where the potential between carriers in the same layer or
in different layers diverges. The condition for modes is that the denominators in (59) are
equal to zero. This leads to the same mode condition function as in (64) and (74) when
we use as reference system the system when the 2D layers are at infinite separation.
5.2. One 2D film above a substrate in non-retarded treatment
5.2.1. Coupled induced sources in non-retarded treatment If we have a 2D layer (like
a graphene sheet) the distance d above a substrate the procedure is very similar to in
section 5.1.2. We start with an induced mirror charge density, ρ1 (k, ω), in the substrate.
The induced charge density in the 2D layer is given by the expression in (62) except
that now the distance between the mirror charge and the 2D layer is 2d instead of d.
The mirror charges can be obtained from (39) and (45) and agree with the traditional
results for the mirror charges at a planar vacuum dielectric interface. [21] Equation (63)
is then replaced by
ρ1 (k, ω) = −ρ2 (k, ω) ε˜s (ω)− 1
ε˜s (ω) + 1
, (75)
and the condition for normal modes becomes
1− e−2kd α˜ (k, ω)
1 + α˜ (k, ω)
ε˜s (ω)− 1
ε˜s (ω) + 1
= 0, (76)
and hence the mode condition function is
fk (ω) = 1− e−2kd α˜ (k, ω)
1 + α˜ (k, ω)
ε˜s (ω)− 1
ε˜s (ω) + 1
. (77)
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5.2.2. Maxwells equations and boundary conditions in non-retarded treatment In
section 5.1.3 we had a geometry with two interfaces, one at z = −d and one at z = 0.
There there were a 2D layer at both interfaces. We use the same geometry here but
there is a 2D layer only at z = −d. At z = 0 we place the vacuum-substrate interface.
The derivation and equations are equal up till (69). When the media are no longer
vacuum there is a jump in D˜z at the 2D layer instead of in Ez. Note that here there is
only a 2D layer at the left interface so the normal component of the D˜-field is continuous
at the substrate surface. The new equation is
EBRz + e
−kdEBLz = ε˜sE
R
z ;
e−kdEBRz + E
BL
z = E
L
z + 4piρs.
(78)
Now we eliminate the z-components in favor of the x-components and use ρs =
kK/ω = kσ˜Ex/ω so that
EBRx − e−kdEBLx = −ε˜sERx ;
−e−kdEBRx + EBLx = −ELx (1 + i4pikσ˜/ω) ,
(79)
or on matrix form(
1 −e−kd
−e−kd 1
)
·
(
EBRx
EBLx
)
= −
(
ε˜s 0
0 2ε˜− 1
)
·
(
ERx
ELx
)
. (80)
Combining (68) and (80) we find that the condition for having normal modes is that
the determinant of the matrix(
1 −e−kd
−e−kd 1
)
+
(
ε˜s 0
0 2ε˜− 1
)
.
(
1 e−kd
e−kd 1
)
=
(
ε˜s + 1 (ε˜s − 1) e−kd
2 (ε˜− 1) e−kd 2ε˜
)
=
(
ε˜s + 1 (ε˜s − 1) e−kd
2α˜e−kd 2ε˜
) (81)
is zero. Thus, the mode condition function becomes
fk (ω) = 1− e−2kd
[
α˜ (k, ω)
1 + α˜ (k, ω)
] [
ε˜s (ω)− 1
ε˜s (ω) + 1
]
, (82)
which agrees with the results of the previous sections.
6. Retarded treatment, Casimir interactions
Here we take retardation effects fully into account. The formalism becomes much more
involved. The dispersion interactions treated here are called Casimir interactions or
sometimes retarded van der Waals interactions. We begin in section 6.1 with two parallel
2D sheets and use different methods to derive the results. In section 6.2 we treat a 2D
sheet above a substrate.
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6.1. Two 2D films in fully retarded treatment
6.1.1. Many-body approach in fully retarded treatment We do not perform a detailed
derivation here, we just describe how the derivation is performed. We follow the
derivation in [20] and refer to that work for more details. We have chosen to work
in Coulomb gauge. In this gauge one part of the interaction between the electrons is in
the form of the instantaneous, longitudinal Coulomb interaction (scalar potential) and
the other part is via transverse photons (vector potential). The Hamiltonian for the
system is
H =
∑
i
1
2m∗
[
pi − eicA (Ri)
]2
+ 1
2
∑
ij
eiej
Rij
+
∑
q,λ
h¯ωq
(
a†qλaqλ + 1/2
)
,
(83)
where the first term is the kinetic energy that contains the interactions via the vector
potential A. The second term represents the scalar potential interaction and the last
term is the free photon Hamiltonian. The non-retarded results are obtained by letting
the speed of light tend to infinity. From the Hamiltonian we see that this corresponds
to neglecting the vector-potential interaction completely. Now, in the specific system
we consider here, the electrons are only free to move in a plane. In a plane only one
longitudinal and one transverse electric field can exist. It turns out that the longitudinal
electric field and the p-polarized photons combine into one field that is longitudinal in
the plane. The induced charge and current densities from such a field will also produce
a field of that kind. The s-polarized photons produce an electric field that is transverse
in the plane. The current induced by such a field produces a field of the same type.
The two types of interaction involving longitudinal and transverse electric fields in
the planes defined by the two sheets will not mix and the energy is given by a sum of
two sets of diagrams of the type given in figure 1, one set for the longitudinal interaction
and one containing only transverse interactions.
Let us now discuss the longitudinal interaction. The coupling to the longitudinal
field and p-polarized photons is given by the scalar potential and the p ·A terms in the
Hamiltonian. The resulting interaction energy per unit area is
El+pc (d) = h¯
∫ d2k
(2pi)2
∞∫
0
dω
2pi
× ln
{
1− e−2γ(0)(k,iω)kd
[
γ(0)(k,iω)α˜‖(k,iω)
1+γ(0)(k,iω)α˜‖(k,iω)
]2}
.
(84)
Compared with the non-retarded result for the correlation energy, we gave earlier in
(60), we find that the polarizability has attained a factor γ(0) (k, iω) in front, which
is in agreement with the polarizability obtained by Stern [22]. Furthermore, the factor
appearing in the interlayer interactions is modified with the same factor in the exponent.
The response to the s-polarized fields is a transverse current. It is described by the
transverse conductivity, which is dominated by the contribution originating from theA2-
term in the Hamiltonian. Also the p ·A terms in the Hamiltonian give a contribution
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to the transverse conductivity, in the form of the current-current correlation function.
The energy per unit area from the s-photon interaction is
Esc (d) = h¯
∫ d2k
(2pi)2
∞∫
0
dω
2pi
× ln
{
1− e−2γ(0)(k,iω)kd
[ −(ω/ck)2α˜⊥(k,iω)
γ(0)(k,iω)+(ω/ck)2α˜⊥(k,iω)
]2}
.
(85)
6.1.2. Coupled induced sources in fully retarded treatment We could here proceed in a
way analogous to how we derived the modes in section 5.1.2 by starting with a current
density (longitudinal or transverse) in layer 1. This current density gives rise to an
electric field in layer 2; this field induces a current density in layer 2; this current density
in layer 2 gives rise to an electric field in layer 1 which causes an induced current density
in layer 1. If we let this current density be the one we started with we have closed the
loop and produced self-sustained fields, normal modes. When the current densities and
electric fields are longitudinal the modes are of TM type and the TE modes are the
results when the current densities and fields are transverse.
To vary the derivations we instead proceed in a slightly different way. We have two
layers, 1 and 2. The electric field in layer 1 has contributions from both layers and the
induced current density in layer 1 is the conductivity of layer 1 times the electric field
in layer 1. The corresponding is true for layer 2. We begin with the TM modes. The
longitudinal field in layer 1 is from (41) and (42)
E1‖ (k, ω) = −i2pi (k/ω) γ(0) (k, ω)
×
[
K1‖ (k, ω) + e
−γ(0)(k,ω)kdK2‖ (k, ω)
] , (86)
and the induced current density is
K1‖ (k, ω) = σ˜
1
‖ (k, ω)E
1
‖ (k, ω)
= −iσ˜1‖ (k, ω) 2pi (k/ω) γ(0) (k, ω)
×
[
K1‖ (k, ω) + e
−γ(0)(k,ω)kdK2‖ (k, ω)
]
= −α˜1‖ (k, ω) γ(0) (k, ω)
×
[
K1‖ (k, ω) + e
−γ(0)(k,ω)kdK2‖ (k, ω)
]
.
(87)
In analogy we get the result for the induced current density in layer 2 by interchanging
the superscripts. Thus we have
K1‖ (k, ω) = −α˜1‖ (k, ω) γ(0) (k, ω)
×
[
K1‖ (k, ω) + e
−γ(0)(k,ω)kdK2‖ (k, ω)
]
;
K2‖ (k, ω) = −α˜2‖ (k, ω) γ(0) (k, ω)
×
[
e−γ
(0)(k,ω)kdK1‖ (k, ω) +K
2
‖ (k, ω)
]
,
(88)
and on matrix form
 −α˜1‖γ(0) − 1 −e−γ(0)kdα˜1‖γ(0)
−e−γ(0)kdα˜2‖γ(0) − 1 −α˜2‖γ(0)


·
(
K1‖
K2‖
)
= 0,
(89)
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where we have omitted all function arguments (k, ω). This system of equations has a
trivial solution, in which both current densities are zero. For a non-trivial solution the
determinant of the matrix is equal to zero. Thus we get the condition for modes by
letting the determinant of the matrix be equal to zero. The mode condition function
becomes
fTMk (ω) = 1− e−2γ(0)(k,ω)kd
× γ
(0)(k,ω)α˜1
‖
(k,ω)γ(0)(k,ω)α˜2
‖
(k,ω)[
1+γ(0)(k,ω)α˜1
‖
(k,ω)
][
1+γ(0)(k,ω)α˜2
‖
(k,ω)
] , (90)
where we have let the reference system be when the layers are at infinite separation.
For the TE modes we need the transverse fields. They are from (41) and (42)
E1⊥ (k, ω) =
iω
c2
2pi
kγ(0)(k,ω)
×
[
K1⊥ (k, ω) + e
−γ(0)(k,ω)kdK2⊥ (k, ω)
]
;
E2⊥ (k, ω) =
iω
c2
2pi
kγ(0)(k,ω)
×
[
e−γ
(0)(k,ω)kdK1⊥ (k, ω) +K
2
⊥ (k, ω)
]
,
(91)
and the induced current densities
K1⊥ (k, ω) =
(ω/ck)2α˜1
⊥
γ(0)(k,ω)
×
[
K1⊥ (k, ω) + e
−γ(0)(k,ω)kdK2⊥ (k, ω)
]
;
K2⊥ (k, ω) =
(ω/ck)2α˜2
⊥
γ(0)(k,ω)
×
[
e−γ
(0)(k,ω)kdK1⊥ (k, ω) +K
2
⊥ (k, ω)
]
,
(92)
or on matrix form
 (ω/ck)
2α˜1⊥
γ(0)(k,ω)
− 1 e−γ
(0)(k,ω)kd(ω/ck)2α˜1⊥
γ(0)(k,ω)
(ω/ck)2α˜2
⊥
γ(0)(k,ω)
e−γ
(0)(k,ω)kd (ω/ck)
2α˜2
⊥
γ(0)(k,ω)
− 1


·
(
K1⊥ (k, ω)
K2⊥ (k, ω)
)
= 0.
(93)
The mode condition function for TE modes is
fTEk (ω) = 1− e−2γ(0)(k,ω)kd
× [(ω/ck)
2α˜1⊥][(ω/ck)
2α˜2⊥]
[γ(0)(k,ω)−(ω/ck)2α˜1⊥][γ(0)(k,ω)−(ω/ck)2α˜2⊥]
,
(94)
where we have chosen as reference system the geometry when the layers are infinitely
apart.
6.1.3. Maxwells equations and boundary conditions in fully retarded treatment The
normal modes can be found from self-sustained charge and current densities, from self-
sustained potentials or from self-sustained fields. Here, we will find self-sustained fields.
To do that one solves the MEs in all regions of the geometry and makes use of the
standard boundary conditions at all interfaces between the regions. For the present
task we need a geometry consisting of three regions and two interfaces, 1|2|3. This
geometry gives the mode condition function
fk = 1− e−2γ2kdr21r23, (95)
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where rij is the amplitude reflection coefficient for a wave impinging on the interface
between medium i and j from the i side, d is the thickness of region 2, and γi =√
1− ε˜i (ω) (ω/ck)2. The function ε˜i (ω) is the dielectric function of medium i. At an
interface where there is no 2D sheet the TM and TE amplitude reflection coefficients
are[3]
rTMij =
ε˜jγi − ε˜iγj
ε˜jγi + ε˜iγj
, (96)
and
rTEij =
(γi − γj)
(γi + γj)
, (97)
respectively. Note that rji = −rij holds for both mode types.
The amplitude reflection coefficient gets modified if there is a 2D layer at the
interface. We treat the 2D layer at the interface as external to our system. The fields
will then induce external surface charge and current densities at the interface. Two of
the boundary conditions are enough to get the modified Fresnel coefficients. The other
two are redundant. We choose the following two,
(E2 − E1)× n = 0(
H˜2 − H˜1
)
× n = −4pi
c
Kext = −4pic σ˜n× (E× n) ,
(98)
where σ˜ is the conductivity of the 2D sheet. The modified amplitude reflection coefficient
for a TM mode is[6]
rTMij =
ε˜jγi − ε˜iγj + 2γiγjα˜‖
ε˜jγi + ε˜iγj + 2γiγjα˜‖
, (99)
where the polarizability of the 2D sheet is obtained from the dynamical conductivity
according to (49). For TM modes the tangential component of the electric field, which
will induce the external current, is parallel to k, so the longitudinal 2D dielectric function
of the layer enters. The bound charges in the 2D sheet also contribute to the dynamical
conductivity and the polarizability.
The modified amplitude reflection coefficient for a TE mode is[6]
rTEij =
γi − γj + 2(ω/ck)2α˜⊥
γi + γj − 2(ω/ck)2α˜⊥
, (100)
where the polarizability of the 2D sheet is obtained from the dynamical conductivity
according to (49). For a TE wave the electric field is perpendicular to k, so the transverse
2D dielectric function of the layer enters. The bound charges in the 2D sheet also
contribute to the dynamical conductivity and the polarizability.
Now, when we have geometrical structures with 2D layers at some of the interfaces
we just substitute the new reflection coefficients at the proper interfaces. Note that
r21 = −r12 no longer applies so one has to be careful when making the substitutions.
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To arrive at the starting expression one might have used this relation. For the three
regions system 1|2|3 we find the most general mode condition functions as
f = 1− e−2γ2kdr21r23;
fTMk (ω)
= 1− e−2γ2kd
[
ε˜1γ2−ε˜2γ1+2γ1γ2α˜‖L
ε˜1γ2+ε˜2γ1+2γ1γ2α˜
‖
L
] [
ε˜3γ2−ε˜2γ3+2γ2γ3α˜‖R
ε˜3γ2+ε˜2γ3+2γ2γ3α˜
‖
R
]
;
fTEk (ω)
= 1− e−2γ2kd
[
γ2−γ1+2(ω/ck)2α˜⊥L
γ2+γ1−2(ω/ck)2α˜⊥L
] [
γ2−γ3+2(ω/ck)2α˜⊥R
γ2+γ3−2(ω/ck)2α˜⊥R
]
,
(101)
where we assumed there are 2D sheets at both interfaces. These sheets may be different
so we have put the subscripts L and R on the polarizability of the left and right sheet,
respectively.
We obtain two freestanding 2D sheets from our geometry by letting all three media
be vacuum. Then the mode condition functions in (101) reduce to
fTMk (ω) = 1− e−2γ(0)kd
[
γ(0)α˜
‖
1(k,ω)
1+γ(0)α˜
‖
1(k,ω)
] [
γ(0)α˜
‖
2(k,ω)
1+γ(0)α˜
‖
2(k,ω)
]
;
fTEk (ω) = 1− e−2γ(0)kd
[
(ω/ck)2α˜⊥1 (k,ω)
γ(0)−(ω/ck)2α˜⊥1 (k,ω)
]
×
[
(ω/ck)2α˜⊥2 (k,ω)
γ(0)−(ω/ck)2α˜⊥2 (k,ω)
]
.
(102)
6.2. One 2D film above a substrate in fully retarded treatment
6.2.1. Coupled induced sources in fully retarded treatment When a 2D layer is placed
next to a substrate there will be induced current densities at the interface. The effect
of these densities can be obtained in a much simpler way using mirror images. How
these mirror images look like was derived in the section 4.2 for a more complex system
where the 2D layer is embedded in a medium. For our system the mirror-image current-
densities are
K‖
′ (k, ω) = γs−ε˜s(ω)γ
(0)
γs+ε˜s(ω)γ(0)
K‖ (k, ω) ;
K⊥
′ (k, ω) = γ
(0)−γs
γ(0)+γs
K⊥ (k, ω) ,
(103)
when K‖ (k, ω) and K⊥ (k, ω) are the actual longitudinal and transverse, respectively,
current densities in the 2D layer. These mirror images are at a distance d from the
interface and inside the substrate. We have suppressed the argument (k, ω) in all γ-
functions. The coupled longitudinal current densities give rise to TM modes and the
transverse to TE modes.
We start with the TM modes. The resulting longitudinal electric fields from a
longitudinal current density was derived in (41) and (42). The field in the 2D layer is
E‖ (k, ω) = −i2pi (k/ω) γ(0) (k, ω)
×
[
K‖ (k, ω) + e−2γ
(0)kdK‖
′ (k, ω)
]
.
(104)
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We close the loop by noting that the current density in the 2D layer is the conductivity
times the electric field. Thus,
K‖ (k, ω) = σ˜‖ (k, ω)E‖ (k, ω)
= − 2piiσ˜‖ (k, ω) (k/ω)︸ ︷︷ ︸
α˜‖(k,ω)
γ(0)
×
[
K‖ (k, ω) + e−2γ
(0)kdK‖
′ (k, ω)
]
= −α˜‖ (k, ω) γ(0)
[
1 + e−2γ
(0)kd γs−ε˜s(ω)γ(0)
γs+ε˜s(ω)γ(0)
]
K‖ (k, ω) ,
(105)
where we have used (103) in the last step to eliminate the mirror density. We may now
use the first and last parts of this equation to find{
1 + α˜‖ (k, ω) γ(0)
[
1 + e−2γ
(0)kd γs−ε˜s(ω)γ(0)
γs+ε˜s(ω)γ(0)
]}
×K‖ (k, ω) = 0.
(106)
This has the trivial solution that the current density is zero. There are non-trivial
solutions, the normal modes, if what is inside the curly brackets is zero. This leads to
the mode condition function for TM modes,
fTMk (ω) = 1− e−2γ(0)kd
[
γ(0)α˜‖(k,ω)
1+γ(0)α˜‖(k,ω)
]
×
[
ε˜s(ω)γ(0)−γs
ε˜s(ω)γ(0)+γs
]
,
(107)
where we have chosen as reference system the system when the 2D layer is at infinite
distance from the substrate.
Now, we proceed with the TE modes. The resulting transverse electric fields from
a transverse current density was derived in (41) and (42). The field in the 2D layer is
E⊥ (k, ω) =
iω
c2
2pi
kγ(0)
[
K⊥ (k, ω) + e−2γ
(0)kdK⊥
′ (k, ω)
]
. (108)
We close the loop by noting that the current density in the 2D layer is the conductivity
times the electric field. Thus,
K⊥ (k, ω) = σ˜⊥ (k, ω)E⊥ (k, ω)
= ω
2
γ(0)(ck)2
2piiσ˜⊥ (k, ω) (k/ω)︸ ︷︷ ︸
α˜⊥(k,ω)
×
[
K⊥ (k, ω) + e−2γ
(0)kdK⊥
′ (k, ω)
]
= α˜⊥ (k, ω)
(ω/ck)2
γ(0)
[
1 + e−2γ
(0)kd γ(0)−γs
γ(0)+γs
]
K⊥ (k, ω) ,
(109)
where we have used (103) in the last step to eliminate the mirror density. We may now
use the first and last parts of this equation to find{
1− α˜⊥ (k, ω) (ω/ck)
2
γ(0)
[
1 + e−2γ
(0)kd γ(0)−γs
γ(0)+γs
]}
×K⊥ (k, ω) = 0.
(110)
This has the trivial solution that the current density is zero. There are non-trivial
solutions, the normal modes, if what is inside the curly brackets is zero. This leads to
the mode condition function for TE modes,
fTEk (ω) = 1− e−2γ
(0)kd (ω/ck)
2α˜⊥ (k, ω)
γ(0) − (ω/ck)2α˜⊥ (k, ω)
γ(0) − γs
γ(0) + γs
, (111)
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where we have chosen as reference system the system when the 2D layer is at infinite
distance from the substrate.
6.2.2. Maxwells equations and boundary conditions in fully retarded treatment We
obtain a freestanding 2D sheet above a substrate from our geometry in section 6.1.3
by letting media 1 and 2 be vacuum and medium 3 be the substrate. Then the mode
condition functions in (101) reduce to
fTMk (ω) = 1− e−2γ(0)kd
[
γ(0)α˜‖(k,ω)
1+γ(0)α˜‖(k,ω)
] [
ε˜s(ω)γ(0)−γs
ε˜s(ω)γ(0)+γs
]
;
fTEk (ω) = 1− e−2γ(0)kd
[
(ω/ck)2α˜⊥(k,ω)
γ(0)−(ω/ck)2α˜⊥(k,ω)
] [
γ(0)−γs
γ(0)+γs
]
.
(112)
If retardation effects are neglected there are no TE modes and the mode condition
function for TM modes is reduced further to
fTMk (ω) = 1− e−2kd
[
α˜‖ (k, ω)
1 + α˜‖ (k, ω)
] [
ε˜s (ω)− 1
ε˜s (ω) + 1
]
, (113)
which is fully in line with what we obtained starting from the non-retarded theory.
7. Summary and conclusions
We have derived the expressions for the dispersion interaction in systems containing
2D sheets in several different complementary ways, all with a condensed matter physics
perspective. The geometries considered were two free standing 2D sheets and one 2D
sheet above a substrate. The derivations were either performed using many-body theory
with diagrammatic perturbation expansions based on Feynman diagrams or were based
on electromagnetic normal modes. The normal modes were generated in several different
ways. The zero-point energy is a very important concept in the normal mode derivation
of the dispersion interaction. It is very interesting to note that the same results are
obtained using many-body theory without invoking zero-point energy.
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